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TIGHT, CONSISTENT, AND COMPUTABLE 
COMPLETIONS FOR UNRESTRICTED 
LOGIC PROGRAMS 
MARK WALLACE 
D Clark’s program completion offers an intuitive first-order semantics for 
logic programs. Unfortunately, it does not fully capture the “tight” bottom- 
up semantics for recursive programs since it does not express enough 
negative information. Therefore, various canonical model semantics have 
been proposed which offer the required tight semantics for increasingly 
general classes of programs. Canonical models are defined in terms of 
fixpoint operators on program interpretations. The resulting semantics is 
hard to specify, harder to understand, and impossible to compute. 
In this paper, we propose to rehabilitate the program completion. We 
show how it can be extended to capture the tight semantics, and how a 
consistent completion can be derived for all programs, without resorting to 
three-valued logic. Finally, by lifting the restriction to Herbrand domains, 
we exhibit a tight, consistent, computable semantics for unrestricted logic 
programs. As with any completion, the meaning of a program is a set of 
axioms directly constructed from the program text. a 
1. INTRODUCTION 
1.1. Motivation 
Research on negation in logic programming started with a formalization of nega- 
tion as failure [6], which was sometimes understood as just a programming trick in 
Prolog. The continuing interest of negation in logic programming is not to explain 
better and better how the trick works, but rather to look at the purpose of negation 
as failure and establish what an “ideal” negation as failure would mean. 
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Classical negation is not the ideal negation in logic programming or deductive 
databases. The reason is that, using classical negation to support negative conclu- 
sions, it would be necessary to record all negative knowledge explicitly. For 
example, in addition to recording which employees have a certain manager, it 
would also be necessary to record which ones do not have this manager. Such 
negative knowledge is necessary for answering questions, such as “how many 
employees have this manager?“, and for drawing conclusions which involve univer- 
sal quantification, such as: “Did all the employees with this manager get a smaller 
than average pay raise?” 
Rather, the idea of negation as failure is to make false anything that cannot be 
proved true. While this aim is very natural, it is impossible to compute and even 
problematic to state precisely. 
To maximize the power of negation as failure, as much negative information as 
possible must be extracted. This means that for recursive predicates, all facts that 
cannot be derived bottom-up should be made false. We call this the “tight” 
semantics for negation as failure, as opposed to the “loose” semantics yielded by 
top-down SLDNF [ 191. 
The problem of computing is this. Assume that the domain of computation is 
fixed. If the set of facts expressible in our language, or database, is AllF, and the 
set of facts provable from our program, or database, is TrueF, then the set of facts 
made false by tight negation as failure is AllF\ TrueF. Assuming that our language 
is powerful enough to be useful, TrueF will be recursively enumerable, but not, in 
general, recursive, and so AllF\TmeF will not be, in general, computable. 
The problem of specifying negation as failure precisely is this. A complete 
definition of proof is a prerequisite for defining negation as failure. However, we 
wish to admit negation as failure in proofs. Consequently, the definitions are 
circular. The notion of stratification [l] and much of the earlier research on the 
semantics of negation as failure [14, 21, 191 was addressed to the problem of 
formulating a noncircular definition. Some practical programs involve predicates 
which depend negatively on themselves. Such programs cannot be stratified. 
Recent proposals accounting for their semantics have resorted to three-valued 
logic [ll, 15, 311. 
A third truth value has also been proposed to reflect the computational 
paradigm of logic programming. To prove a fact for a predicate, the paradigm 
requires that one of the clauses defining that predicate be exclusively selected. If 
negation is allowed in clause bodies, this paradigm does not support full first-order 
theorem proving. For example, from the clauses 
it is possible to prove p without even looking at the definition of q, but only 
provided that both clauses for p are considered together. If a third truth value is 
added, the law of the excluded middle no longer holds, so the two clauses for p are 
truly independent. 
A three-value canonical model semantics which accounts for the above without 
imposing strong restrictions on logic programs is the well-founded semantics [31, 
221. The semantics is defined in terms of recursive operators on interpretations of 
the program. The well-founded model of the program is a fixed point of the 
operator. Until now, this procedural [28] hxpoint semantics has had no equivalent 
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logical semantics. As long as a fixed point operator on the lattice of program 
interpretations is the only semantics offered for programs, programs using negation 
as failure would more aptly be named “lattice-theoretic programming” rather than 
“logic programming.” Moreover, we argue that the introduction of a third truth 
value is inappropriate for the task of specifying a semantics for logic programming. 
In this paper, we seek to introduce logical semantics for unrestricted logic 
programming with negation. We propose a tight logical semantics corresponding to 
the fixpoint semantics of [31]. We also present some alternative logical semantics 
reflecting different features of negation in logic programming. Our approach is to 
define new program completions based on Clark’s original proposal. The extended 
completions are expressed in two-valued logic.’ 
Of particular interest is the separation of the three issues discussed above: 
l capturing a tight semantics for recursive programs 
l a semantics that avoids introducing-a third truth value 
l the problem of computability. 
These are captured by three separate completions: 
l the tightened completion (see Section 2.3 below) 
l the doubled completion (see Section 3.2 below) 
l the full completion (see Section 4.1 below). 
Since tightening and doubling are orthogonal, they can be combined, yielding 
another completion called the rounded completion. 
A short version of this paper appears in [33]. 
1.2. Two Approaches to the Semantics of Negation 
There are many alternative proposed definitions for the semantics of negation in 
logic programming which attempt to capture its interesting properties. Kunen [161 
distinguishes two main approaches: the logical consequence, or completion, ap- 
proach; and the canonical model approach, 
We draw a tentative parallel with a distinction made in [28] between logical 
semantics for Horn clauses, and the semantics for their procedural interpretation 
as a programming language. Model theory, as a logical semantics, is distinguished 
from the fixpoint semantics of Horn clause logic as a programming language. The 
completion is a set of logical axioms, and thus offers a logical semantics for normal 
logic programs involving negation. Canonical models are often defined in terms of 
fixpoints [l, 14, 311, and correspond more closely to the programming language 
semantics. 
1.2.1. What is the Difference 
1.2.1.1. An Extended Notion of Interpretation. As long as multiple canonical 
models are admitted, the canonical model approach is strictly more powerful that 
‘Another paper [24] has recently appeared presenting a two-valued logic completion which, if 
circumscriptive reasoning is employed, corresponds to the well-founded semantics. 
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the completion approach. For example, concepts like “saturation” (which means 
that every element in the model must be named by a constant in the formal 
language) cannot be expressed just using formulas. It is the restriction to Herbrand 
models (saturated models in which equality satisfies Clark’s axioms [6]) that makes 
negation as failure too powerful to axiomatize, even in the simplest case of positive 
logic programs [2]. 
Using logical axioms, it is impossible to specify a theory strong enough that it 
has a unique model (by the upward Liiwenheim-Skolem theorem). If each program 
could be associated with a single canonical model, then a canonical model seman- 
tics might be intuitively appropriate. A condition on programs, sufficient to 
associate with them a unique canonical model, is stratifiability [l]. However, this 
excludes many useful programs. The above condition has been generalized, for 
example, to locally stratified programs [21], but, still, useful programs are excluded 
(see Section 1.3.2.2 below), and to determine whether a program satisfies the 
generalized condition is undecidable [4]. 
Therefore, most canonical model approaches admit whole classes of canonical 
models. But if classes of canonical models are used, the logical consequence 
approach is more intuitive. Where logical formulas are powerful enough to express 
the required semantics, it is more natural to write down the formulas themselves 
than to specify a procedure to capture the canonical models that satisfy them. 
Moreover, the use of logical formulas avoids introducing any extralogical proce- 
dures, as required for building canonical models. 
To illustrate the difference between using formulas to characterise meaning and 
using canonical models, we introduce two alternative semantics for the exclusive or, 
written @: 
l The logical semantics for A @B is (A A 7 B) V (B A -, A). 
l A canonical model semantics for A @B would be as follows. We choose, 
among all models of A, those in which B is absent, and among all models of 
B, those in which A is absent, and form their union. 
While the former approach requires no extension to the underlying logic, the 
latter approach requires testing for the absence of propositions in models, and 
forming the union of two sets of models. In effect, the latter approach introduces a 
new logic with its own particular semantics. 
1.2.1.2. Treatment of Partial Znformation. There is another more philosophical 
difference between the logical consequence approach and the canonical model 
approach, which has to do with partial information. 
The concept of an interpretation was introduced to formalize the meanings of 
logical connectives and quantifiers such as A and V. An interpretation is, effec- 
tively, an assignment of elements of an underlying universe to terms in the 
language, and truth values to the atomic formulas. 2 The meanings of the connectives 
and quantifiers are then formalized in the way that truth values are assigned to the 
nonatomic formulas in the interpretation. 
* We exclude models offering a mathematical, rather than logical, semantics for logical operators, 
such as Boolean algebras or phase structures [13]. 
TIGHT, CONSISTENT, AND COMPUTABLE COMPLETIONS FOR LOGIC PROGRAMS 247 
In two-valued logic, there is no way to capture partial information in an 
interpretation: a truth value must be assigned to the atomic formulas. By contrast, 
using logical formulas, it is easy and natural to express partial information. For 
example, the formula A v B makes no claims that A is true, and indeed it has 
models in which A is true and other models in which A is false. 
A partially known world is a world in which things are true or false; we just do 
not know which. However, a partial interpretation denotes a completely known 
world, in which some things are neither true nor false. While there could be an 
argument, based on Heisenberg’s uncertainty principle perhaps, that there really 
are facts which are neither precisely true nor false, such notions should not need to 
be introduced to provide a semantics for negation as failure. Negation as failure 
should still work in a world where facts are either true or false, even though the 
program or database may not say which. 
I. 2.2. The Completion Approach 
1.2.2.1. The Theory Associated with a Program. Under this approach, the mean- 
ing of a program is a set of logical axioms-its completion [61. The program 
consequences are defined to be the logical consequences of its completion. 
Consider the program 
~(3 + q(X), +X-V 
q(a) + 
r(b) + 
The Clark completion of this program includes the following logical consequences: 
{q(a), 7 q(b), r(b), 7 r(a), p(a), 7 p(b)}. These are, therefore, deemed to be con- 
sequences of the original program. 
The set of formulas derivable from a set of axioms is termed the theory 
generated by those axioms. For standard logics, the addition of new axioms to an 
axiom set extends the theory generated by the axioms. Therefore, if the completion 
of one program extends that of another, the semantics of the first program must 
extend that of the second. 
Nonmonotonicity arises because the completion of an extended program is not 
necessarily an extension of the original completion. Therefore, the semantics of the 
extended program does not necessarily extend the semantics of the original. 
If we extend our example program with a single fact 
P(X) +- q(X)7 1 r(X) 
q(a) + 
r(b) + 
r(a) +- 
the new program consequences (i.e., the consequences of the new completion) 
include 
(s(a), ~q(b),r(a),r(b), lP(a), TP(~)I 
Instead of p(a), we now conclude 7 p(a). 
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1.2.2.2. A Semantics for each Program Predicate. Under the completion ap- 
proach, a semantics is associated with each predicate appearing in the program. 
We term the set of clauses defining a single predicate the “procedure” for that 
predicate. Each procedure has a completion, and the completion of the program is 
the conjunction of all of the “completed procedures.” 
In a modular logic program, procedures in one module may involve predicates 
whose definitions are hidden in another module. A completion semantics for an 
individual module is defined by “completing” only those predicates defined within 
it. Since procedures are completed independently, the addition of new modules to 
a program can only extend the program completion. Therefore, such program 
extensions always extend the program semantics. 
Moreover, the completed procedure associated with a predicate is a logical 
equivalence. This equivalence remains in force no matter what changes are made 
to the other procedures in the program. In both of the above example programs, 
the semantics of p is 
VX.p(X) -q(X) A 7r(X) 
The assignment of a semantics to q and r is not a prerequisite for assigning 
above semantics to p. Since the procedure for p was not changed when 
extended the first program above, this equivalence also remained unchanged. 
Because the mapping of a program to its completion is simply the sum of 
the 
we 
the 
mappings of its individual procedures, we say that the mapping is incremental, and 
that the completion semantics is incremental in the program procedures. 
1.2.3. The Canonical Model Approach. The canonical model approach supports a 
more powerful nonmonotonic rule than the completion approach described above. 
The rule admits more program consequences where recursive predicates are 
involved. The reason is that canonical models are normally based on “bottom-up” 
evaluation. The evaluation is defined in terms of a fixpoint operator, and each fact 
not made true at the least fixpoint is made false in the semantics.3 Thus, the 
canonical model approach yields a “tight” semantics, as opposed to the “loose” 
semantics usually associated with the completion approach. 
Consider the stratified program 
p2(X) +42(X), lr2(X) 
c@(a) + 
r2(X) +r2(X) 
Using a canonical model semantics, we can deduce the literal consequences 
{q2(a), 7 r2(a),p2(a)}. From the Clark completion, however, we can only derive 
the single literal q2(a). The literals 7 r2(a) and p2(a) are no longer derivable. 
Some examples of the canonical model approach are the iterated fixpoint 
semantics [l], the perfect model semantics [21], the stable model semantics [14], 
and the well-founded semantics 1311. Large syntactically defined classes of pro- 
grams have been defined (stratified programs and locally-strati$ed programs) for 
which they are all equivalent (except that the iterated fixpoint semantics is only 
defined for stratified programs). 
3 More generally, the canonical model is defined in stages, where each stage is defined as a 
bottom-up fixpoint. 
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For stratified and locally stratified programs, it has been shown that the 
canonical model semantics is closely related to various other forms of nonmono- 
tonic logic. If the program clauses are mapped to autoepistemic formulas, then the 
iterated tixpoint semantics licenses the same conclusions as autoepistemic logic 
[12]. Similarly prioritized circumscription also yields the same conclusions as the 
iterated fixpoint if the priorities are chosen to reflect the stratification [Ml. A full 
discussion of the relationship between the canonical model semantics and non- 
monotonic formalisms is in [23]. 
In short, the canonical model approach yields a “tighter” semantics than the 
Clark completion, and this semantics is more in tune with other forms of nonmono- 
tonic reasoning. 
1.3. Limitations of the Two Approaches 
There are three types of limitations which we will tackle in this paper: semantics, 
consistency, and computability. 
1.3.1. Semantics. Under this heading, we identify specific limitations of the two 
approaches which are overcome in the alternative approach. The problems of 
consistency and computability, which are common to both approaches, will be 
discussed below. 
1.3.1.1. Weakness of the Completion. As shown above, the Clark completion does 
not enable as many conclusions to be drawn as the canonical model semantics. In 
fact, by adding a set of clauses with appear innocuous, it is possible to prevent any 
negative consequences at all to be derivable from the program completion. The 
addition of the single clause p(X,;**, Xk) +-p(XI;-*, Xk) for each program predi- 
cate p has this result. Kunen’s proposed completion [El, which extends Clark’s 
completion to a three-valued logic, suffers from the same defect. 
1.3.1.2. Weakness of Canonical Models. The canonical model semantics can only 
be applied when a sufficiently large part of the program is taken into consideration 
-so that for each predicate in that part of the program, all of the predicates it 
depends on are also defined in that part. This need not be true for program 
modules. For example, if the clause p + q appears in a module Ml, but the 
definition of q is in another module M2, then canonical semantics can only be 
applied to the union of Ml, M2, and, recursively, all of the modules defining 
predicates used in previous modules. For Ml alone, it is impossible to give either a 
well-founded semantics, or a perfect model semantics, or a stable model semantics, 
or even an iterated fixpoint semantics. 
1.3.2. Consistency. Unfortunately, there are quite simple logic programs for which 
neither of the above approaches offers a useful semantics. The archetypal program 
illustrating this problem is the one-clause program p + 7 p. In two-valued logic, 
its completion is inconsistent, and it has no canonical model.4 
4 It does have a perfect model [21], but similar programs such as (p + TPT 4 + or, r+ 7s) do 
not. 
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1.3.2.1. The Consistency Problem. The consistency problem is this: operationally, 
the program 
PC TP 
q(a) + 
behaves perfectly well for queries on q, succeeding for *q(a), but failing for 
t q(b). Since this program has no two-valued canonical model, it has no canonical 
model semantics which can explain these conclusions. The two-valued completion 
semantics is no better since it makes both q(a) and q(b) consequences of the 
program [as well as 7 q(a) and 7 q(b)]. The reason is that the Clark completion is 
inconsistent, and so everything is a consequence of it. 
A further problem related to consistency is that the facts deduceable for a 
predicate, even using the completion, may be affected by predicates which appear 
nowhere in its definition. For example, nothing is deduceable for q given the 
completion q - q. However, if we add a procedure p with completion p - (q V 
7 p), then q becomes deduceable. 
1.3.2.2. Alternative Approaches to the Consistency Problem. A practical solution 
to this problem is only to associate a semantics with the parts of the program on 
which a given query depends. A program/goal pair is defined to be call consistent 
if no node in the dependency graph of the relevant part of the program depends 
negatively on itself. This condition is sufficient to ensure consistency of the 
relevant part of the program completion. Weaker conditions under which SLDNF 
is still sound and complete are given in [9]. However, this prevents us from 
associating a semantics with the program alone; it must always be relativized to a 
query. 
Independently of any query, it is still possible to avoid assigning the value true 
or false to the predicate p in examples such as that above. This is the use of a third 
truth value unknown which is neither true nor false. Both three-valued completions 
[ll, 151 and three-valued (or partial) models [ll, 311 have been proposed. 
As pointed out in Section 1.2.1.2 above, it is better to avoid having to resort to a 
three-valued logic. The stable model is the most powerful two-valued canonical 
model semantics in the sense that every iterated fixpoint is a stable model, and 
every (two-valued) well-founded model is a stable model [31]. Now, a program has a 
two-valued completion semantics exactly when its Clark completion has a model, 
and every stable model is a model of the Clark completion [20]. Thus, for the 
completion semantics, the required conditions to enable a two-valued logic to be 
employed are a subset of those required for the stable model semantics. 
A sufficient condition for the three-valued and two-valued completions to 
correspond is strictness [17]. This condition is much simpler than the conditions on 
programs yielding a (unique) two-valued canonical model (given above). However, 
the problem remains that it is not a necessary condition: there are many useful 
programs which are not strict (see, e.g., [3] “Yale shootout”] and [7, all four 
example applications]). 
1.3.3. Computability 
1.3.3.1. The Completion Approach. The basic formulation of the completion 
approach as the theory generated by the program completion and the equality 
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axioms [61 is, in fact, computable. Even Kunen’s three-valued completion does not 
cause any new computability problems [15]. 
Many researchers take the view that logic programs are used for reasoning over 
a fixed domain-the Herbrand universe. In this case, the consequences of the 
program should include all of those formulas true in every Herbrand model of the 
program completion. We shall term those formulas which are true in every 
Herbrand model of a set of axioms its Herbrund consequences. The Herbrand 
consequences of a set of axioms is not, in general, computable (for a discussion, see 
[261X 
The decision of whether to stick to the Herbrand universe with the associated 
problems of uncomputability or to admit any universe of discourse can and should 
be kept separate from other semantic questions. Here is an advantage of the 
completion approach. 
1.3.3.2. Hunt the Canonical Model. Some canonical model semantics require an 
oracle to produce candidates until one is found that works [141. Other canonical 
models are defined constructively [l, 31, 221. Unfortunately, the construction 
requires transfinite iteration, which in the words of one researcher [31]: “offers a 
method to generate the . . . model directly if you consider possibly transfinite iteration 
direct!” Neither way can the model be automatically generated by a computer. 
An idea introduced by Kunen is to “arbitrarily cut off the computation at w” 
[15]. However, the infinite computations used to generate tight canonical models 
have steps which themselves are fixpoints. For example, to obtain the semantics of 
a stratified program, it is necessary to find the Iixpoint of each stratum in turn, and 
use the result in calculating the hxpoint of the remaining strata. Likewise, the 
alternating fixpoint calculation of the well-founded model [291 yields a fixpoint 
which results from a possibly transfinite number of steps where each step is an 
“eventual consequence mapping” which is itself a &point. 
Consider, for example, the following program: 
r(f(x),b) +r(X,b) 
r(b, b) 
Although q is made true at the second step, the first step (calculating r) is infinite, 
and if the computation is cut off at w, then q is not proved. 
Various top-down procedures have also been proposed for computing well- 
founded models [22, 251. These procedures also involve infinite steps (for example, 
infinite branches in a derivation tree must be failed). Cutting off at o has an effect 
which depends on the algorithm. For [221, the result appears to be equivalent to 
SLDNF resolution, whose semantics is no longer tight in the sense introduced in 
this paper. The possibilities of cutting off at w are examined in more detail in 
Section 4.3 below. 
1.4. Solutions Proposed in this Paper 
1.4.1. Solution to the Problem of Semantics. The solution proposed in the second 
section of this paper combines the advantages of the completion approach and the 
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canonical model approach. Our approach uses a program completion-i.e., a 
mapping of a program, procedure by procedure, to a set of first-order predicate 
calculus axioms. the mapping of a program to its axiomatization is incremental in 
the sense that each procedure is mapped independently. Thus, it is possible to 
assign a semantics to individual predicates without looking at the whole program. 
The tight semantics is achieved by introducing extra predicates into the program 
to yield a modified program whose Clark completion has fewer Herbrand models. 
The modified program is termed the “tightened” program. The Herbrand models 
correspond to the stable models [14] of the original program. Thus, the tight 
semantics of the canonical model approach is achieved within the completion 
approach. 
1.4.2. Solution to the Consistency Problem. In the third section of this paper, a 
program completion is exhibited where all normal programs generate a consistent 
theory. This enables the consistency problem to be solved without passing to a 
three-valued logic or imposing any syntactic constraints on programs. A benefit is 
that facts for a predicate can only be deduced using clauses in its procedure: this 
avoids the problem described in Section 1.3.2.1 above. 
Consistency is achieved by making a copy of the original program with a new 
predicate p’ substituting for each predicate p in the original. All negative calls in 
the original program have their predicates substituted for with the equivalent 
dashed predicate, and all negative goals in the new program have predicates from 
the original. The resulting program is termed the doubled program. The doubled 
program has a consistent Clark completion. For locally hierarchical programs, the 
Clark completion of the doubled program axiomatizes the usual semantics for the 
original. The same idea has been proposed independently in [lo]. 
If a program is both tightened and doubled, the transformed program is termed 
the rounded program. The Clark completion of the rounded program precisely 
axiomatizes the well-founded semantics 1311 of the original program. 
1.4.3. Solution to the Computability Problem. In the fourth section, the problem of 
computability is investigated. By using a semantics in which the normally uncom- 
putable program consequences are no longer consequences of the program, the 
problem of completeness can be effectively sidestepped. 
This is achieved by admitting non-Herbrand models, but adding an induction 
axiom for each predicate. By adding these inductive axioms, and the usual equality 
theory, to the completion, we obtain a new completion which axiomatizes a tight 
semantics. Since the completion is a set of first-order axioms, the resulting 
semantics is computable. We argue below that it is a very intuitive semantics, and 
we prove that it is equivalent to van Gelder’s tight tree semantics [30]. Finally, we 
discuss conditions under which it is equivalent to the well-founded semantics. 
2. A COMPLETION CORRESPONDING TO THE TIGHT SEMANTICS 
2.1. Prerequisites 
A normal program is defined to be a set of program clauses of the form 
A+L,,...,L, 
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where A is a positive literal (an atom), and each Li is a literal (either positive or 
negative). A is termed the head of the clause, and L,,. . ., I!,, is its body. If a 
clause has an empty body, it is termed a fact. A positive clause is one where all of 
the literals in its body are positive. A positiueprogrum is a set of positive clauses. A 
goal has a body, but no head: 
For the purposes of these definitions, the order of clauses in a program and of 
literals in a clause body or goal is not significant. An example of a clause is 
The same clause could also be written 
p(X,f(a)) +- ~~(Y7b)&TV)) 
The predicate symbols p, q, and r are written as lower case letters; so are the 
functions f and g and the constants a and b. The variables X and Y are written as 
capital letters. Sometimes we will use names with more than one letter, in which 
case the first letter will be lower case for predicates, functions, and constants, and 
capitalized for variables. 
The procedure for a predicate p is the set of clauses whose head has the 
predicate symbol p. A predicate q occurs positively (respectively, negatively) in a 
clause if there is a positive (respectively, negative) literal in the clause body with 
predicate symbol q. 
We note that a program clause need not be viewed as an abbreviation for a 
universally quantified disjunction (as is normally assumed for positive programs 
[19]). For example, the procedure for a predicate is sometimes viewed as an 
abbreviation for its completion. 
The language in which our programs are expressed has a fixed infinite set of 
constants and functions (as in 1151). This is more realistic, and logically better 
behaved than using a language generated by the program. The language L, 
associated with a program P depends on P only for the predicates. Accordingly, 
the Herbrand universe is fixed, and the Herbrand base HZ?, associated with the 
program P includes all atomic formulas expressible using predicates from P and 
ground terms from the Herbrand universe. For simplicity, we will allow a predicate 
symbol appearing in a program to represent only one predicate-thus, predicates 
with more than one arity are not admitted in user programs. They will, however, be 
used in the tightened program. (This restriction will prevent any possible name 
clashes in the tightened program.) 
The operator T,, associated with a normal program P maps Herbrand interpre- 
tations to other Herbrand interpretations [28]. An instance of a clause is the 
variable-free clause which results from consistently substituting a ground term of 
the language for every variable appearing in the clause. The Tp operator is defined 
as follows. If Z is a Herbrand interpretation, 
T,(Z)={A:thereisaninstanceAcL,,...,L,ofaclauseinP, 
and Zi=L, A -1. AL,} 
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We use the following abbreviations: 
TP~(~~+I)(~)=T~(T~~Iz(I))UT~~~(Z) 
TP~(~~+l)(Z)=Tp(Tp~n(l))nT,ln(l) 
Tp 7 ~(1) = U;=,Tp t n(l) 
Tp J 4 1) = r-l;=& 1 n( 1) 
Tp t n = Tp T n(0) 
TpJn=T,ln(HB,) 
The success set S(P) of a positive program P is Tp t w, and the finite failure set 
is HB,\T, 1 w. 
For Herbrand consequences, we use the symbol I=~ . Thus, if B is satisfied in 
every Herbrand model of A, we write A !=H B. 
2.2. Clark’s Completion 
The Clark completion of a program P, written comp( P), comprises Clark’s equality 
theory for the fixed infinite set of constant and function symbols (termed CET in 
[151) and a set of procedure completions, one for each procedure in P [6]. The 
completion of a procedure is defined as follows. 
Definition 1. Let Xi, . . . X, be new variables not appearing in the procedure. Each 
clause p(tl,. . . , tk) + L,, . . . , L, yields a partial definition p(X,, . . ., Xk) + 
3Y,,..., Y,.(X, = fl) A -** A(X,=f,)AL, A 
and Y,,..., 
.-. A Lam. where each ti is a term, 
Y, are the variables appearing in the origmal program clause. 
The set of partial definitions 
p(X,,...,X,) +Rhs, 
p(X,,...,X,) *Rhs, 
. . . 
P( X, > . . . , & ) + Rhs, 
are then combined into a single completion: 
VX, ,..., X,.p(X ,,..., X,) -Rhs, vRhs,v *-. VRhs, 
For each program predicate q whose procedure is empty, a negative completion 
is added: 
vx ,,..., X,.7q(X ,,..‘, X,) 
The consequences of a procedure, under the completion semantics, are the logical 
consequences of its completion. The meaning of a procedure is, therefore, exactly 
its completion. 
The completion semantics is nonmonotonic because the addition of extra 
clauses to a procedure does not extend the consequences of its completion. In fact, 
its negative consequences are not extended, but reduced. 
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When a program includes recursion, the Clark completion tends to admit 
models which are too large. An example adapted from [161 is the program 
Aa,a) + 
tc(X,Y> +p(X,Y) 
tc(X,Z> +p(X,Y),tc(Y,Z) 
Unfortunately, tc does not encode the transitive closure of p under the Clark 
completion semantics because 7 tc(a, c) is not a consequence of the completion. 
In this section, we define a new completion whose only model is the minimal 
one, in which &(a, c) is false. 
2.3. Tightened Positive Programs 
L,et us first study positive programs (also called “Horn” programs). For any positive 
program P, we shall exhibit a tightened program P, which effectively encodes P’s 
immediate consequence operator Tp. If the positive program P contains clauses 
P(X,Z) +q(X,Y)7(Y,Z) 
P(Q,b) + 
. . . 
then P, contains the tightened clauses 
p(X,Z,s(N)) +q(XJV)JV>ZJ9 
P(OJ(N)) +- 
. . . 
Informally, the first clause says that if q(X, Y) and r(Y, Z) are satisfied in TP T N 
for any N, then p( X, Z) is satisfied in Tp t s(N), where s(N) is the successor of N. 
The second clause says that p(a, b) E T,, f A4 for every A4 > 0. 
We call atoms p(X, Z, s(N)), q(X, Y, N), etc., in the tightened program, tight- 
ened atoms. If A is the atom p(tl, . . . , t,) in the program P, then for the tightened 
atom p(t,, . . . ,t,, N) in PTp, we shall write A(N). 
We can now precisely define the tightened positive program P,,, for any positive 
program P: 
Definition 2. The tightened positive program PTp contains precisely the following 
clauses: for each clause A t B,, . . . , B, in P, it contains the clause 
A(s(N)) +4(N),...,&(N) 
and for each predicate p (of arity n) in P, it contains the clause 
P(X,,..., X,) +p(X,,...,X,,N) 
We aim to relate the success set of P and the Clark completion of the tightened 
program PTp. We shall specifically show that the success set S(P) of P comprises 
all of those atoms in L, that are true in every Herbrand model of comp(P,). 
We first formalize the relationship between the immediate consequence opera- 
tor Tp and the tightened program P,. We use a bold N for the term SC.. . N- 
times.. . s(O). .). 
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Lemma 1. For all N, A E Tp t N if and only if A(N) E SS( PT,) 
In case A(X) is a tightened atom, and X is of the form s( . . . (t>. .I, where t # 0, 
any derivation of A(X) corresponds to a derivation of A(N) for some N. The next 
lemma uses this to relate the consequences of P to the consequences of PT,. 
Lemma 2. A E Tp t w if and only if there exists an X such that A(X) E SS( PT,). 
Let us now consider the completion comp(Prpl of the tightened program. The 
relationship between atoms and tightened atoms in PT, is captured by the extra 
clause 
P(X,,..., Xn) +p(X,,...,X,,N) 
for each predicate p. The Clark completion of this clause states that, for any vector 
of terms t,, . . . , t, in the Herbrand universe, 
cov(PTp) k~P(t,,...,t~) - 3X.p(tl ,...,t,,X) 
This allows us to deduce the following. 
Lemma 3. For any atom A in L,, 
gX.A(X). 
comp( PT,) I= A if and on& if comp( PT,) k 
We now use a result of Cavedon [3] which enables us to deduce that comp(P,p) 
has a unique Herbrand model. A normal program P’ is locally hierarchical if it has 
an atomic level mapping such that for every ground instance A + L,, . . . L, of a 
clause in P’, and for each 1 I i I n, leuel(L,) < leuel(A). The required result states 
that for every locally hierarchical program P’, comp(P’) has a unique Herbrand 
model. Since PTp 
Herbrand model. 
is indeed locally hierarchical, comp(PTp) too has a unique 
Since PT, is also positive, its success set SSCP,) is its smallest Herbrand model, 
and therefore the unique one. Therefore, the Herbrand consequences of comp(P,p) 
are precisely those formulas satisfied in SS(P,p). This result enables us to combine 
results for the success set SS(P,p) of the tightened program and results for 
completion comp(PT,). For positive programs P, we can conclude the following. 
Lemma 4. For any atom A in the Herbrand base HB, of P, 
A E Tp t w - comp( Pr,) i=H A 
Since the Herbrand universe is fixed, the result can be directly extended to 
sentences. Note further that T, t o is the least Herbrand model of P. We 
conclude this subsection with our first theorem. 
Theorem 5. If S is a sentence in L,, 
the least Herbrand model of P. 
then comp( PT,) I=~ S if and on& if S is true in 
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2.4. Tightened Normal Programs 
2.4.1. Programs with Negative Goals. We now consider normal programs, which 
may include negations in their bodies. We extend the definition of the tightened 
program to arbitrary normal programs. In fact, a tightened normal program is no 
further from the original than a tightened positive program since only positive 
goals need be tightened. Negative goals in clause bodies remain unchanged in the 
mapping to the tightened program. We shall exhibit the tightening of a program 
already used in an example: 
P2(X) +42(X), 7’2(X) 
42(a) + 
r2( X) +- r2( X) 
The tightened version of this program is as follows: 
p2(X,s(N)) +q2(X,N), lr2(X) 
q2(MN)) + 
‘2(X, s(N)) + r2( X, N) 
Pi +P~(X,N) 
92(X) +42(X, N) 
r2( X) -‘2(X, N) 
For positive programs, the success set of the tightened program is the unique 
Herbrand model of its completion. However, for normal programs, this is not, in 
general, the case. Instead, there is a relationship between stable models of a 
program [14] and the completion of its tightened version. 
2.4.2. Relationship to Stable Models. We will show that for every normal program 
P, its stable models are exactly the Herbrand models of comp(P,p) restricted to 
predicates in P. 
First we define a stable model. If P is a normal program and M is a Herbrand 
interpretation, we define the “Gelfond-Lifschitz transform” G(M, PI as follows 
(adapted from [20]). 
For any program P, we write inst(P) for the set of instances of clauses in P. 
(Thus, inst(P) is an infinite ground logic program.) G(M, PI comprises the set of 
clauses A + B,, . . . , B, such that 
A + B, , . . . , B, , D, , . . . D, 
is in inst(P>, each Bj is positive and each Di is negative, and A4 K D, A ... A 0,. 
If M = TG(M,P) r CO, then A4 is termed a stable model for P (because it is indeed 
a Herbrand model for P [14]. 
Lemma 6. If TM is a Herbrand model of comp(P,p), then TM I L, is a stable model 
OfP. 
PROOF. For any program P’, the Herbrand models of comp(P’) are precisely the 
fixpoints of Tp, [19]. We therefore need only consider Iixpoints of Tp, . 
P 
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Consider such a fixpoint TM. The restriction of TM to the language L, of P 
will be called M (i.e., A4 = TM 1 L,,). We shall show that M is a stable model for P. 
It is clear that TM is also a fixpoint of T G(T~,~,,), and that G(TM, PT,> has the 
same fixpoints as the tightened version of G(M, P) (which we can express as 
pT~,~ P, ). 
Since G(M, P) is positive, our result for the positive programs above shows that 
TG(,+,, +,I t w is the unique Herbrand model of comp( PTGcM J restricted to L,. 
It follows that TGcMzPj t w is the (unique) fixpoint TM ‘of the tightened positive 
program PT,_(, pj, restricted to L,. 
Tl=refore, Tee,,,, pj 7 w = M. This concludes our proof that M is a stable model 
for P. 
The reverse result is that every stable model is the restriction of a Herbrand 
model of the completed tightened program. 
Lemma 7. If M is a stable model of P, then there is a Her-brand model TM of the 
completed tightened program comp(PTp) such that M = TM ( L,. 
PROOF. Although M only interprets predicates in P and not all the predicates in 
P,, the Gelfond-Lifschitz transform G(M, PT,> happens to be well defined be- 
cause all of the negated goals in PT, have predicates in P. 
Let TM be the least tixpoint To(M,P,,j t u. 
Since G(M, PT,> is also the tightened version of G(M, P>, and G(M, P> T w = M, 
M=TMIL,. 
It follows that TM is, in fact, a stable model of PT,, and therefore a Herbrand 
model of comp(P,). 
The two lemmas can now be combined for our second theorem. 
Theorem 8. The stable models of any program P are precisely the restriction to L, of 
the Herbrand models of comp( P,>. 
2.4.3. The Tightened Completion. Since every Herbrand model of a tightened 
program is a stable model of the original program, it is also a model of the original 
completion. We can therefore term the completion of the tightened program 
comp(PTp> the tightened completion of P. For any Herbrand model TM of 
comp(PrP), its restriction TM 1 L, to the language of P is termed a tightened 
Herbrand model of P. 
Since the tightened Herbrand models of a program are precisely its stable 
models, the relationship to other canonical model semantics is inherited from the 
stable model semantics. In particular, we note two consequences: 
1) the addition of a clause p(X ,,..., Xk) +-p(X ,,..., Xk) for any predicate p 
does not change its stable models, and therefore neither does it change its 
tightened Herbrand models. 
2) every (two-valued) well-founded model [31] is a stable model, and therefore 
also a tightened Herbrand model. 
One advantage of using the tightened completion, rather than a canonical model 
(well-founded or stable), is that programs with more than one tightened Herbrand 
model still have a well-defined meaning axiomatized by the tightened completion. 
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In the original formulation of the stable model semantics, it applies only to 
programs with a unique stable model. Accordingly, such programs have no stable 
model semantics, and only a three-valued (or “partial”) well-founded model. 
3. CONSISTENCY 
3.1. Objective of this Section 
There are programs whose completion is inconsistent, but which we want to treat 
as consistent. The reason for this is that such programs exist in practice and, except 
perhaps at the specific point where the inconsistency arises, they work perfectly 
well. The inconsistency check is no simple matter, although it might be seen as an 
important part of the debugging process. However, we cannot restrict our seman- 
tics so it only applies to debugged programs-the semantics must come first in 
order for debugging to be possible! 
The only solutions to the problem of inconsistency proposed to date require a 
three-valued logic. Fitting showed how a consistent hree-valued completion can be 
defined for inconsistent programs [ll], and van Gelder et al. showed a way to 
construct a three-valued model which reflects the tight semantics [31]. Our aim in 
this section is to describe another modification of the program completion that 
ensures that all programs have a consistent semantics without using a three-valued 
completion. This completion is termed the “doubled” completion. For hierarchical 
and locally hierarchical programs, the doubled completion has the same logical 
consequences as the Clark completion. 
As we shall show in this section, the combination of tightening and doubling is 
very nice. The result of tightening and doubling, termed the rounded program, has 
a completion which axiomatizes the well-founded semantics of the original pro- 
gram. 
3.2. Doubled Programs 
The Tp operator is defined for positive programs. It has a natural extension to 
normal programs, but it is unfortunately no longer necessarily monotonic if the 
program P includes negated goals in clause bodies. The reason is that such 
negated goals may switch from positive to negative when an interpretation is 
extended with new facts. Consequently, it is no longer guaranteed to have a 
fixpoint. In seeking a similar operator on such programs that has fixpoints, it is 
natural to initialize the negative goals so that they are unsatisfied just like the 
positive ones. Ideally, we would like to simulate Tp T on the positive goals and T,, J 
on the negative ones. 
The program P is therefore copied into a renamed variant program P', and the 
fixpoints Tp t and Tps J. are calculated. The negative results of Tpt J n must be fed 
into Tp t n in order to calculate Tp t n + 1. Accordingly, all of the predicates in 
negative goals in P are renamed to their image predicates in P'. To ensure that 
Tpt I monotonically decreases, the predicates appearing in negative goals in P' are 
renamed to their image predicates in P. 
260 MARK WALLACE 
The modified program P is combined with the modified P’ into a single 
program which we call the “doubled” program. A new operator of DT, is 
introduced that behaves exactly like Tp, except that it operates on the doubled 
program. All of the P atoms are initialized to false and all of the P’ atoms to true. 
Consequently, DT, is increasing on P facts and decreasing on P’ facts. Repeated 
applications of DT, will therefore eventually yield a fixpoint. If P is a positive 
program, then this fixpoint, when restricted to predicates in P, is the same as 
Tp t 0. 
Inconsistency can arise in the completion of a program only if some predicate 
depends negatively on itself. The result of doubling the program is that predicates 
only depend negatively on predicates in the other copy, so that the resulting 
program is necessarily consistent. 
First we illustrate the transformation for a program whose completion is 
consistent: 
P(X) +4(X) 
P(X) + 14(X) 
4(a) + 
We make a copy of the program with renamed predicates. The names must, of 
course, be new; we shall use “dashed” predicates, so the renaming of p will be p’, 
etc. Then we substitute the predicate in each negated goal with the equivalent 
predicate from the other program. The result of doubling our example program is 
as follows: 
P(X) + qw P’(X) + q’(X) 
P(X) + 14’(X) P’(X) + 14(X) 
q(a) + q’(a) +- 
For this example, the logical consequences of the Clark completion of the 
doubled program, restricted to the original predicates, are the same as for the 
original program: p holds of everything, and q holds of a. However, the doubled 
program has a property that the original does not have. The doubled program is 
strict [l]. 
The definition of strictness is a follows: 
Definition 3. Let P be a program, and let p, q be two predicates in P. 
1) 
2) 
3) 
p depends positively on q if p depends on q, and in the dependency graph of 
P, there is a path from p to q which contains exactly an even number 
(possibly 0) of negative edges. 
p depends negatively on q if p depends on q, and in the dependency graph 
of P, there is a path from p to q which contains exactly an odd number of 
negative edges. 
P is defined to be strict if for no p and q in P, p depends both positively 
and negatively on q. 
It is proved in [17] that all strict programs have a consistent (two-valued) comple- 
tion. Thus, if the doubled program is always strict, then it must always be 
consistent. 
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tit us modify our previous example so we can illustrate the doubling of a 
program with an inconsistent completion. The new program is 
P(X) + 14(X) 
4(X) +p(X) 
q(a) + 
The result of doubling our new program is as follows: 
P(X) + 14’(X) P’(X) + 1qC-U 
q(X) ‘P(X) q’(X) *p’(X) 
q(a) +- q’(a) + 
The doubled program is strict, and it has a consistent completion. It has a model in 
which p is empty and q(a) is true. (Among the other models, there is one in which 
p and q are true of everything.) 
We now define the doubled program. For any atom A =p(t,, . . . , ,, , t ) the dashed 
atom A’ is defined to be the atom p’(t,, . . ., tn). 
Definition 4. For any normal program P, the doubled program D(P) comprises 
precisely two clauses for each clause A + B,, . . . , B,, -I D,, . . . , -I 0, in P. They 
are 
1) an undashed clause 
A+B ,,..., B,,TD; ,..., TO:, 
2) and a dashed clause 
A’+B; ,..., B;,TD ,,..., ~0, 
The set of undashed clauses is termed the “undashed half’ of the doubled 
program, and the set of dashed clauses is termed its “dashed half.” 
It is easy to show that every doubled program is indeed strict, and therefore has 
a consistent, two-valued Clark completion. 
3.3. The Doubled Completion 
The same notion is introduced in [lo] as the “strict completion.” The doubled 
program is there called the “split” program. 
3.3.1. Herbrand Models. We now consider the completion of a doubled program 
D(P) and its relationship with the completion of P. First, every Herbrand model 
A4 of comp( PI extends to a Herbrand model DM of comp(D(P)). 
Lemma 9. For every normal program P and Herbrand model M of camp(P), there 
exists a Herbrand model DM of comp(D(P)) such that M = DM 1 L,. 
This is easily shown since the model A4 of all of the predicates in P can simply 
be copied for all of the dashed predicates in D(P). The resulting model DM is 
clearly a model for the undashed half of the program, and also for the dashed half. 
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Since any Herbrand model of the completion camp(P) of P can be extended to 
a Herbrand model of the completed doubled program comp(D(P)), we term the 
completion of the doubled program the doubled completion of P. 
The other direction does not hold, of course, because there are inconsistent 
programs with no Herbrand model whose doubled version is consistent and has a 
Herbrand model (see Section 3.3.4 below). 
3.3.2. Locally Hierarchical Programs. If P is locally hierarchical, its Clark comple- 
tion has a unique Herbrand model [3]. By associating with every dashed atom the 
same level as the equivalent undashed atom, we get a level mapping which proves 
that the doubled program is also locally hierarchical. Therefore, the completed 
doubled program also has a unique Herbrand model. This model must be the same 
one we exhibited above by duplicating the Herbrand model of the original 
program. 
Lemma 10. If P is locally hierarchical, then comp(D(P)) has a unique Herbrand 
model DM, and DA4 1 L, is the unique Herbrand model of comp( P). 
3.3.3. Well-Founded Models. The stable model semantics is effectively invariant 
under the transformation of tightening. This follows because the Herbrand models 
of a tightened program P,r are also its stable models, and when restricted to the 
language L,, they are also the stable models of P. We hypothesize that the other 
tight semantics for logic programs are similarly invariant under the transformation 
of tightening. 
The transformation of doubling, by contrast, leaves only the well-founded 
semantics invariant. The reason is that the transfinite iteration, which defines the 
well-founded (partial) model WFM of a program P, can be directly applied to the 
doubled program D(P), and it yields a well-founded (partial) model WFDM for 
D(P) which is identical for predicates and dashed predicates (the inductive proof is 
straightforward). Thus, the iteration would yield the same result if all of the dashed 
predicates were replaced with undashed predicates. We conclude that WDFM I L, 
is exactly WFM. 
Theorem 11. The well-founded (partial) model of DC P), when restricted to predicates 
in P, is exactly the well-founded (partial) model of P. 
We hypothesize that other three-valued logic semantics for logic programs are 
similarly invariant under the transformation of doubling. 
3.3.4. Some Examples. We now study some example programs, and compare their 
doubled completion with the stable model semantics and the well-founded seman- 
tics of the original program. Some comparison of stable models and well-founded 
models has already been made in [31] so we do not repeat that comparison here. 
The first example is a program with an inconsistent Clark completion: 
P@TP 
Its doubled version is 
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The completion of the latter program is just p t, 7 p’, which has two Herbrand 
models, one of which makes p true and the other of which makes p false. It has no 
stable models, and its well-founded partial model is empty (it assigns neither true 
nor false to p). The doubled completion is p t, 7 p’,which has Herbrand models 
in which p is true and others in which p is false. Thus, the behavior of the 
well-founded semantics is to avoid assigning truth values in case Herbrand models 
of the doubled completion admit both possibilities. 
Let us now consider a nonstrict program whose two-valued logic semantics is 
different from its three-valued semantics. In a two-valued logic, either an atom or 
its negation must be true. Therefore, every model of the program 
must make p true. Every stable model of the program does indeed make p true, 
but the well-founded semantics assigns no truth value to p. Again, the doubled 
completion ends up behaving like the well-founded semantics. The reason is that 
the completion includes the only following axiom for p: p c, (q v 7 q’), and there 
are Herbrand models of the completion in which q is false and q’ is true. 
These examples indicate that doubling a variable-free program and taking its 
completion yields a semantics like the well-founded semantics [31], but without the 
need for a third truth value. In the next subsection, we examine the relationship 
more closely. 
3.4. The Rounded Completion 
3.4.1. Locally Stratified Programs. A program P can be tightened and doubled, 
yielding D(PTp), or it can be doubled and tightened, yielding PTDCp,. Luckily, it does 
not matter in which order this is done since both result in the same transformation. 
We therefore term the resulting program the rounded program, R(P) = D(%) = 
PTLXP,. We term the completion of the rounded version of P the rounded completion 
OfP. 
Combining our results from the previous sections, we now prove that, for locally 
stratified programs, the rounded completion has a unique Herbrand model which 
agrees with both the well-founded semantics and the stable model semantics. 
Theorem 12. If P is locally stratified, then comp(R(P)) has a unique Herbrand model 
RM; and RM ( L, is the unique stable model of P, and correspondingly, the 
two-valued well-founded model of P. 
PROOF. P has a two-valued well-founded model M (which is also its unique stable 
model). Therefore, D(P) also has a well-founded model DM such that DM I L, = 
M. It follows that DM is the unique stable model of D(P) 1311. 
comp( R( P>> = comp( PrDcp, 1 which, by Lemma 7 above, has a Herbrand model 
RM such that RM I LDCpj is DM. Since DM is the unique stable model of D(P), 
by Lemma 6, RM must be the only Herbrand model of comp( R( PI>. 
Since RM I L,(,, is DM and DM I L, is M, we conclude that RM I L, is M. 
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3.4.2. The Rounded Completion and Iterated Fixpoints. In this section, we consider 
arbitrary programs which may not be locally stratified, and we show that also in this 
case, the rounded completion effectively axiomatizes the well-founded semantics. 
We examine the three-valued immediate consequence operator associated with the 
rounded program, and we show that its least fixpoint is the well-founded partial 
model. Since the rounded program is strict, and Kunen has shown that for strict 
programs the two-valued and three-valued semantics coincide [17], we conclude 
that our two-valued semantics is indeed equivalent o the three-valued well-founded 
semantics. 
Let us first describe the three-valued logic semantics. 
Definition 5. A partial Herbrand interpretation is a partial function from the 
Herbrand base to {true, false}. 
If P is a program, Fitting defines an immediate consequence operator T3, as 
follows [ 111. 
Definition 6. The Fitting/Kunen immediate consequence operator T3, for a 
program P maps a partial interpretation I to a new partial interpretation 
T3JZ) in which 
l T3,(Z) maps a ground atom A to true if A is the head of an instance 
A +L,,..., L, of a clause in P such that I makes L, A *-- AL, true 
. T3,(1) maps a ground atom A to false if for each instance A 6 L,, . . . , L, 
of a clause in P whose head is A, I makes L, A **- AL, false 
l T3,(1) does not map any other ground atoms to true or false. 
A pair of mappings on program interpretations, S,, I and Fp, I are presented in [22]. 
These mappings are monotonic, and for a given I, a double fixpoint can be 
extracted: (Y,,, t w,F~,! J w). This fixpoint is called Y,(Z). 
This fixpoint is closely related to T3,(,,? o, but it yields, in general, less 
negative information. To set up an equivalence, we weaken P by adding a 
recursive clause for each predicate in P. 
We showed above (see Section 2.4.3) that the addition of the clause 
P(X,,..., &) “P(X,,...,X,) 
for each predicate p in a program P did not change the tightened Herbrand 
models of P. Since the same argument applies for dashed predicates, this addition 
does not change the Herbrand models of comp(R(P)) either. 
If P is extended to EP by the addition of such a clause for each predicate in P, 
then the operator T3RCEPj t OJ has very similar properties to 3,. The Yp operator 
maps pairs of subsets of the Herbrand base (T, F > to further pairs of subsets. 
These pairs effectively encode partial interpretations: the atoms in T are true, 
those in F are false, and the others are unknown. The initial pair used by 
Przymusinski is (0,0>, and the iterated application of Yp to this initial pair 
eventually yields a fixpoint, which is the well-founded partial model [22]. 
We define a l-l mapping map between pairs TF = (T, F > and partial interpre- 
tations map(TF) of R(EP) as follows: 
1) for each A E T, the partial interpretation map(TF) maps A and every A(N) 
to true 
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2) for each A E F, the partial interpretation map(TF) maps A and every A(N) 
to false. 
The fixpoints for S, and for T3RCEPj are related as follows. 
Lemma 13. map(2p(TF)) = T3R(EPj t w(map(TF)). 
Fitting pointed out that T3 T o is not, in general, a fixpoint of T3. For positive 
programs P, the set of atoms made true and false in T3, t w are, respectively, the 
success set and the finite failure set of P. The success set and finite failure set 
capture the computable consequences of a program. T3 T w yields a natural 
generalization of the concepts of a success set and finite failure set [321. The 
success set for a general program P is {A: T3, T o maps A to true), and the finite 
failure set is {A: T3, t w maps A to false). Kunen [15] has shown that the success 
set and finite failure set for general programs capture the literal consequences of 
the three-valued completion. We will follow up this theme in Section 4.3 below. 
To reach a furpoint of T3, a transfinite iteration is often required. If R is the 
smallest nonconstructive ordinal, then T3 t R is indeed the least fixpoint. We 
therefore use s1 in our characterization of the semantics of the rounded program. 
Lemma 14. For any normal program P, the following three partial models are 
equivalent: 
l the well-founded partial model of any program P 
l -UT, t N(0,0)) 
l T3RCEPj t n(0) restricted to L,. 
Kunen shows that the Herbrand consequences of the three-valued completion of a 
program are those sentences made true in the least fixpoint of T3. Since R(EP) is 
strict, these are also the Herbrand consequences of the two-valued completion 
comp(R(EP)). The Herbrand models of comp(R(EP)) are precisely those of 
comp(R(P)), so we conclude with the following theorem. 
Theorem 15. A sentence S in the language L, of a normal program P is made true by 
the well-founded semantics if and only if it is a Herbrand consequence of the 
rounded completion. 
Intuitively, if the program P has several fixpoints, the doubled program R(P) 
has fixpoints in which the undashed predicates satisfy one fixpoint of the original, 
and the dashed predicates admit another. 
This theorem proves that our semantics licenses precisely the same conse- 
quences as the well-founded semantics. It represents a successful conversion of the 
canonical well-founded model semantics to a completion semantics. 
4. COMPUTABILITY 
4.1. The Full Completion 
In the previous two sections, we have restricted ourselves to the Herbrand 
universe, and have admitted only Herbrand interpretations of programs. Although 
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it may be argued that this is the universe assumed by the programmer, the 
restriction has unfortunate consequences for the computability of a program’s 
consequences (see, e.g., [2, 111. A major advantage of the completion is that its 
logical consequences are recursively enumerable, so we achieve a computable 
semantics that is not offered by any of the canonical models! This advantage is lost 
if we only admit Herbrand consequences of the rounded completion. 
The reason we used the Herbrand model was to obtain a tight semantics for 
negation. We needed to show that a proof of an atom A required a proof of a 
tightened atom A(N) for some N. The fundamental requirement was that every 
decreasing chain A(N), A(N - 11, A(N - 2), . . . should be finite, so that the proof 
of A(N) should be based on an independent set of axioms. 
However, a tight semantics can be obtained without the restriction to the 
Herbrand base. The simplest way to ensure that the support for A is noncircular is 
the addition of the induction axiom 
-I A(0) A VN.( 7 A(N) + -, A(N + 1)) + VX.7 A(X) 
Only a finite number of such axioms are required, one for each predicate. 
We now define our final completion. 
Definition 7. The full completion fullcomp(P) of a normal program P comprises 
1) Clark’s equality theory CET 
2) for each predicate p, an induction axiom: 
vx, )...) X,.7p(X1 )..., X,,O) 
~tlN.lp(X,,...,x,,N) + ~P(X,,...,X,J(N))) 
-+VM.7p(X, )...) X,,M) 
3) The completed procedures from the rounded program R(P). 
4.2. An Informal Comparison of the Full Completion with the 
Well-Founded Semantics 
The full completion allows negative conclusions to be drawn in case (positive) 
cycles appear in the derivation tree. The well-founded semantics, on the other 
hand, extracts failure from any infinite branch, even those without cycles. 
As an example of the difference, consider the problem of how to obtain land in 
a feudal country. If you are a peasant, the only way to obtain land is to marry a girl 
who owns some land. Unfortunately, the only way she can obtain land is to marry a 
peasant who owns some land. Clearly, this is a catch-22 situation, where nobody 
ends up owning any land. Using both the full-completion and the well-founded 
semantics, the conclusion would indeed be drawn that no peasant (male or female) 
owns any land. 
However if you are a squire, there is one way to obtain land, and that is by 
inheriting it. As this is the only way to obtain land, there must be an infinite 
sequence of ancestors, each of whom inherited the land from someone before. 
Since such an infinite sequence is not well-founded, the well-founded semantics 
would conclude that no squire owns any land either. Indeed, the well-founded 
semantics would say that if every event has a cause, and each cause is an event 
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which must have a cause, and each cause is an event which must have a cause in 
turn, then there must have once been a First Cause. This conclusion is not reached 
using the full completion. 
4.3. The Tight Tree Semantics 
We now relate the full completion to the tight tree semantics of 1301. The 
computable semantics of the full completion and its relationship to the tight tree 
semantics are adapted from Kunen’s computable semantics defined in l1.51. Unfor- 
tunately, a lack of space prevents us giving an exact definition of the tight tree 
semantics and complete proofs of our results. Instead, we simply point out where 
Kunen’s proofs need to be amended so as to apply to the full completion. 
For his three-valued completion comp3(Pj, Kunen [15] proved the following 
equivalence. 
Theorem 16 (Kunen). If P is a finite normal program and S is any sentence, comp3(P) 
b S if and only if T3, t n makes S true for some finite II. 
This theorem has the following simple interpretation in terms of success and 
finite failure sets. 
Corollary 17. If P is a finite program and A is any atom in HB,, then 
comp3( P) t= A if and only if A E the success set of P 
and 
comp3( P) I= 7 A if and only ifA E the finite failure set of P 
In this section, we introduce a similar result for the tight semantics. 
In [30], three semantics for logic programs are introduced. Each semantics 
involves an iteration which produces at each step a set of ground atoms which 
succeed and a set of ground atoms which fail. The set of atoms which succeed at 
the nth step is written SS,, and the set of atoms which fail at the nth step is 
written FF,,. For each semantics Sem, the success et SS,,, is defined as U, E w SS,, 
and the finite failure set FF,,, is U,, E w FF,. 
The first semantics is termed the rule-based semantics. Besides the success set 
and failure set, at each step another set is produced, which is called the remaining 
rule set, RR,,. This contains all instantiated rules that can still produce further 
answers. Under this semantics, the success set and failure set produced at each 
step effectively encode the same partial model that is produced by Fitting’s 
immediate consequence operator [ll]. A simple example (based on [30]) is 
p+a,Tb 
PCC 
a+ 
b+b 
The computation is as follows: 
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k SS, FF, RR, 
0 { 1 1 I ((pta,1b),(ptc),(at),(btb)} 
1 14 14 Up+a+b)4b+b)I 
2 (4 14 up+ 1b),(b+b)I 
Since nothing further can be deduced, either positively or negatively, the final 
result is the one already reached at step 1. 
The definitions yield the following equivalence. 
Lemma 18. Under the rule-based semantics, for any normal program P: 
SS,={A:T3,tnmapsAtotrue} 
and 
FF,, = {A: T3, t n maps A to false} 
Clearly, this result has the following immediate corollary. 
Corollary 19. Under the rule-based semantics, for any normal program P and ground 
atom A: 
comp3( P) b A if and only if A E SSlule based( P) 
and 
comp3(UP) b 7 A if and only if A E FFrule based(P) . 
The second semantics is termed the simple tree semantics. Instead of a remaining 
rule set, a set RT, of “negation as failure trees” is produced at each state. These 
trees are used in the calculation of the next step. Essentially, the intermediate tree 
R&+1 is obtained from RT, by pruning the successful nodes and propagating the 
failure nodes. The first and second semantics are equivalent in that the same atoms 
succeed and fail at each step. In fact, RT, is precisely the set of trees which can be 
built from the rules in RR,. Thus, we can directly relate the simple tree semantics 
and Kunen’s computable semantics as follows. 
Corollary 20. Under the simple tree semantics, for any normal program P and ground 
atom A: 
comp3( P) I= A if and on& ifA E SSsimple llee( P) 
and 
comp3( P) i= 7 A ifand on& ifA E FFsimple ,,,,( P) 
The third semantics is termed the tight tree semantics. This is identical with the 
simple tree semantics, except that only “tight” trees are admitted in which no node 
is identical with an ancestor. At each step, a tight tree, TT,, is produced which 
serves the same purpose as the simple tree above. Taking the same example as 
above, the rule b c b generates an infinite tree b + b + b . . . . However, this tree is 
not tight, and therefore is not admitted. Consequently, there is no tree with root b, 
so b is in FFI and p is in SS2. 
The resulting semantics is related to the full completion in exactly the same way 
that the simple tree semantics is related to the three-valued completion. 
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Theorem 21. Under the tight tree semantics, for any normal program P and ground 
atom A in L,: 
fullcomp( P) I= A if and only ifA E SSrighl,,,,( P) 
and 
fi&omp( P) t= 7 A ifand only ifA E FFtight ,,,,( P) 
The fundamental difference between the tight tree semantics and the simple tree 
semantics lies in the assignment of an atom A to FS,+ 1. This occurs when there is 
no tree in RT, and rr,, respectively, whose root is A. In the simple tree 
semantics, this corresponds to the failure of every ground SLDNF tree over the 
infinite Herbrand universe. In the tight tree semantics, it corresponds to the failure 
of those ground SLDNF trees in which the root does not appear again lower down 
the tree. 
To prove Theorem 21, we move to three-valued logic, extend SS, and FF, to a 
partial model I,,, and prove 
1) For any sentence S, if 2, makes S true for some finite n, then fullcomp(P) k 
S. 
2) For any sentence S, if fulfcomp(P) b S, then Z,, makes S true for some finite 
n. 
PROOF OF 1. The simple trees and the tight trees associated with the rounded 
program are identical to those associated with the original, up to some renaming 
and repetition. Consider a given program P, and a given step K in the definition of 
the tight tree semantics for P. This relates closely to step K in the definition of the 
simple tree semantics for the rounded program R(P). We assume, inductively, that 
the success or failure of atoms in steps O-K correspond to consequences of the full 
completion fillcomp( P). 
Clearly, the addition of an atom A to SS, corresponds to a proof of 
fkllcomp( P> I= A. We have to show that the addition of A to the failure set FF, 
also corresponds to the consequence fillcomp(P) b 7 A. 
The absence of a tight tree with root A for some ground atom A corresponds to 
a reduction of the simple trees for the tightened ground atom A(K) in R(P) to a 
set, each of which includes a node A(N) for some N < K. The set of nodes is 
A(K-n,),...,A(K-n,). 
This corresponds to a proof of 
comp(R(P)) I=VVN>K(A(N) -A(N-n,),...,A(N-n,)) 
When a tightened atom A(J) becomes true, it remains true for all I > J. 
Therefore, 
comp( R( P)) I= (7 A(N - 1) -+ 7 A(N - ni)) for each n,. 
Therefore, we can conclude that 
comp(R(P))bVN.(N<K+7A(N))~(N2K~7A(N-1)+7A(N)) 
The induction axiom now licenses the following conclusion: fullcomp(P) b 
VX. 7 A(X), and the completion of the procedure for A gives the required proof: 
fullcomp( P> I= 7 A. 
PROOF OF 2. The second part carries directly over from [15], who exhibits a 
three-valued model U constructed using an ultrapower of the finite partial models. 
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Since the only sentences modeled by U are true in some finite partial model, and 
therefore a consequence of fullcomp(P), the only remaining question is whether 
there are sentences true in all two-valued models of the completion that are not 
true in all three-valued models. The strictness of R(P) is enough to ensure that 
this cannot be the case. 
4.4. Canonical Programs 
The logical consequences of the full completion offer a computable semantics for 
unrestricted logic programs. However&he iterated fixpoint semantics [l], which for 
stratified programs corresponds to the Herbrand consequences of the rounded 
completion, is uncomputable [2]. The alternative semantics differ for programs 
such as the following: 
In Herbrand models of this program, q is false everywhere, and so p is true. 
However, if a,, u2, etc., are elements in a non-Herbrand model of the program, 
which are not named by constants in the program, then there may be sequences of 
the form 
a, =f(a,>,a, =f(a3),...,a, =f(a,+,),... 
which have no end, so that the falsity of q(u,) can never be established. 
It would be useful to determine for what class of programs the alternative 
semantics were in agreement. Such classes would have the same semantics whether 
only Herbrand models were considered, or non-Herbrand models as well. Further- 
more, such programs would have a computable semantics whichever alternative 
was chosen. Fitting identified one such computable class, the continuous programs 
[ll]. However, this class excludes clauses which have local variables appearing in 
the body, but not in the head, and is therefore too restrictive in practice. 
For the loose completion semantics, a very large class of computable programs 
has been identified. This is the class of canonical general programs [32]. This class is 
sufficiently powerful to represent all logic programs in the sense that, for any logic 
program, there is a canonical general program whose logical consequences corre- 
spond precisely to the success and finite failure sets of the original program. 
For the tight semantics, we have a natural definition of the tight success 
set--SSti,h, tree -and the tight finite failure set--FFligh, _. A tight canonical 
program is one whose computable semantics and Herbrand semantics are identical. 
This is a program whose tight success and finite failure sets define a (three-valued) 
Herbrand model. 
We would like to prove that every logic program has an equivalent right 
canonical program in the sense that they have the same tight success and finite 
failure sets. The discovery of a class of tight canonical programs representative of 
all programs in this sense is an open problem. 
5. CONCLUSION 
Restrictions are placed on logic programs for two kinds of reasons, practical and 
theoretical. Under practical reasons, we include any restriction that enables a 
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particular type of logic programming system to evaluate queries. For example, 
minimum restrictions have been defined under which SLDNF is complete for 
general logic programs [5, 101. For systems which represent answers and intermedi- 
ate results as substitution sets, the restriction that all programs be allowed is 
common [27]. However, there are practical systems where no such restriction is 
necessary [S]. 
The theoretical restrictions are more serious. These are restrictions that are a 
prerequisite for defining what a logic program means. For example, the iterated 
fixpoint semantics of [l] only applies to stratified programs. Neither the stable 
model semantics nor the perfect model semantics apply to all logic programs. A 
restriction that ensures that a logic program has a stable and a perfect model 
semantics is local stratification. The same restriction ensures that the program has a 
two-valued well-founded model. The completion approach is also limited to re- 
stricted classes of programs. One restriction which ensures that’there is a consis- 
tent program completion is strictness. 
The well-founded semantics and the completion semantics can be extended to 
three-valued logic, where unrestricted programs can be assigned a meaning. 
However, the third truth value implies a strange view of the world in which facts 
need be neither true nor false, although their truth is precisely known. It also 
means that certain laws of two-valued logic, such as the excluded middle, no longer 
hold. For these reasons, “many people find three-valued logic not as natural or 
easy to understand as two-valued logic” [17]. This paper has presented a program 
completion termed the doubled completion, which offers a two-valued logic seman- 
tics for unrestricted programs. 
Another drawback of previous program completions was that they were too 
weak in the presence of recursion. Essentially, they have only captured the “loose” 
negation as failure semantics associated with top-down evaluation, rather than the 
“tight” semantics associated with bottom-up evaluation. A second completion 
introduced in this paper is the tightened completion, which successfully captures 
the tight semantics previously only supported by canonical models. 
Since doubling and tightening are orthogonal, they have been combined to yield 
a further completion termed the rounded completion. The two program transfor- 
mations, doubling and tightening, have clarified the relationship between the stable 
model semantics and the well-founded semantics. The stable model semantics 
corresponds to the tightened completion, and the well-founded semantics corre- 
sponds to the rounded completion. 
The results of this paper show that the dual semantics, logical and procedural, 
for Horn clause programs [28] can be carried over to unrestricted logic programs. 
The procedural, lixpoint semantics is provided by the specification of well-founded 
models. The completion supplies the corresponding logical semantics. 
Since the semantics are based on program completions, there are two added 
advantages. First, the completion semantics is incremental in the sense that the 
semantics of a procedure is independent of that of the program in which it appears, 
and any extensions or modifications to the remainder of the program leaves the 
semantics of the procedure unaffected. 
Second, by admitting arbitrary models rather than just Herbrand models, we can 
obtain a computable semantics for all logic programs. This yields a new computable 
semantics for logic programs, expressed as a further completion termed the fulf 
completion. The full completion supports a tight semantics, but it differs from the 
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well-founded semantics, which is uncomputable. We have argued that the full 
completion not only has the advantage of computability, but also that it is 
intuitively more reasonable. The full completion is equivalent to the tight tree 
semantics [30]. 
I am indebted to Hendrik Decker for his enthusiasm over the first draft of this paper, and his many 
useful suggestions. The referees’ comments have contributed significantly to the style and presentation. 
My thanks also to Jean-Marie Nicolas who gave me the time to work on this paper, and to ICL, Bull, 
and Siemens for funding our research at ECRC. 
REFERENCES 
1. Apt, K. R., Blair, H., and Walker, A., Towards a Theory of Declarative Knowledge, in: J. 
Minker (ed.), Foundations of Deductive Databases and Logic Programming, Morgan 
Kaufmann, Los Altos, CA, 1987, ch. 2. 
2. Blair, H. A., Recursion Theoretic Complexity of the Semantics of Predicate Logic as a 
Programming Language, Information and Control, 54:25-46 (1982). 
3. Cavedon, L., Properties of Logic Programs Defined by Atomic Level Mappings, Techni- 
cal Report 88/33, Dept. of Comput. Sci., Univ. of Melbourne, Australia, 1988. 
4. Cholak, P., Post Correspondence Problem and Prolog Programs, Technical Report, 
Dept. of Math., Univ. of Wisconsin, Madison, 1988. 
5. Cavedon, L. and Lloyd, J. W., A Completeness Theorem for SLDNF-Resolution, Journal 
of Logic Programming, 1990. Technical Report 87/9, Dept. of Comput. Sci., Univ. of 
Melbourne, Australia. 
6. Clark, K. L., Negation as Failure, in: H. Gallaire and J. Minker (eds.), Logic and 
Databases, Plenum Press, New York and London, 1977, pp. 293-322. 
7. Clark, K. L. and McCabe, F. G., micro-PROLOG: Programming in Logic. Computer 
Science, Prentice-Hall, Englewood Cliffs, NJ, 1983. 
8. Chan, D and Wallace, M., An Experiment with Programming Using Pure Negation, in: 
Proc. 7th Conf. of the AZSB, Brighton Univ., England, Apr. 1989, pp. 61-70. 
9. Decker, H. and Cavedon, L., Generalizing Allowedness While Retaining Completeness 
of SLDNF-Resolution, Technical Report IR-KB-52, ECRC, 1989. Extended abstract in: 
Proc. CSL’89 Workshop, Springer-Verlag, 1990. 
10. Drabent W. and Martelli, M., Strict Completion of Logic Programs, New Generation 
Computing, 9(1):69-79 (1991). 
11. Fitting, M., A Kripke-Kleene Semantics for Logic Programs, Journal of Logic Program- 
ming, 2(4):295-312 (Dec. 1985). 
12. Gelfond, M., On Stratified Autoepistemic Theories, in: Proc. AAAZ’87, Seattle, WA, 
July 1987, Morgan Kaufmann, Los Altos, CA, pp. 207-211. 
13. Girard, J.-Y., Linear Logic, Theoretical Computer Science, 50 (1987). 
14. Gelfond, M. and Lifschitz, V., The Stable Model Semantics for Logic Programming, in: 
Proc. 1988 Conf. and Symp. on Logic Programming, Seattle, WA, Aug. 1988, pp. 
1070- 1080. 
15. Kunen, K., Negation in Logic Programming, Journal of Logic Programming, 4(4):289-308 
(1987). 
16. Kunen, K., Some Remarks on the Completed Database, in: Proc. 1988 Conf. and Symp. 
on Logic Programming, Seattle, WA, Aug. 1988, pp. 978-992. 
17. Kunen, K., Signed Data Dependencies in Logic Programs, Journal of Logic Z’rogram- 
ming, 7(3) (1989). 
18. Lifschitz, V., On the Declarative Semantics of Logic Programs with Negation, in: J. 
TIGHT, CONSISTENT, AND COMPUTABLE COMPLETIONS FOR LOGIC PROGRAMS 273 
19. 
20. 
21. 
22. 
23. 
24. 
25. 
26. 
27. 
28. 
29. 
30. 
31. 
32. 
33. 
Minker (ed.), Foundations of Deductive Databases and Logic Programming, Morgan 
Kaufmann, Los Altos, CA, 1987, ch. 4. 
Lloyd, J. W., Foundations of Logic Programming, 2nd ed., Springer-Verlag, 1987. 
Marek, W., and Subrahmanian, V. S., The Relationship Between Logic Program 
Semantics and Non-Monotonic Reasoning, in Proc. 6th Znt. Conf. on Logic Program- 
ming, Lisbon, Portugal, June 1989, pp. 600-617. 
Przymusinski, T. C., On the Declarative Semantics of Deductive Databases and Logic 
Programs, in: J. Minker (ed.), Foundations of Deductive Databases and Logic Program- 
ming, Morgan Kaufmann, Los Altos, CA, 1987, ch. 5. 
Przymusinski, T. C., Every Program has a Natural Stratification and an Iterated Least 
Fixpoint Model, in: Proc. 8th Symp. on Principles of Database Systems, Philadelphia, PA, 
Mar. 1989, pp. 11-21. 
Przymusinski, T. C., Non-Monotonic Formalisms and Logic Programming, in: Proc. 6th 
Znt. Conf. on Logic Programming, Lisbon, Portugal, June 1989. 
Przymusinski, T. C., Well-Founded Completions of Logic Programs, in: Proc. 8th Znt. 
Conf. on Logic Programming, Paris, France, June 1991. 
Ross, K., A., A Procedural Semantics for Well-Founded Negation in Logic Programs, in: 
Proc. 8th Symp. on Principles of Database Systems, pages 22-33, Philadelphia, PA, Mar. 
1989, pp. 22-33. 
Shepherdson, J. C., Negation in Logic Programming, in: J. Minker (ed.1, Foundations of 
Deductive Databases and Logic Programming, Morgan Kaufmann, Los Altos, CA, 1987, 
ch. 1. 
Topor, R. and Sonenberg, E. A., On Domain Independent Databases, in: J. Minker 
(ed.), Foundations of Deductive Databases and Logic Programming, Morgan Kaufmann, 
Los Altos, CA, 1988, pp. 217-240. 
van Emden, M. H. and Kowalski, R. A., The Semantics of Predicate Logic as a 
Programming Language. Journal of the ACM, 23(4):733-742 (1976). 
van Gelder A., The Alternating Fixpoint of Logic Programs with Negation, in: Proc. 8th 
Symp. on Principles of Database Systems, Philadelphia, PA, Mar. 1989. 
van Gelder, A., Negation as Failure Using Tight Derivations for General Logic Pro- 
grams, Journal of Logic Programming, 6(2):109-133 (1989). 
van Gelder, A., Ross, K., and Schlipf, J. S., The Well Founded Semantics for General 
Logic Programs, Journal of the ACM, 38(3):620-650 (July 1991). 
Wallace, M. G., A Computable Semantics for General Logic Programs, Journal of Logic 
Programming, 6:269-297 (1989). 
Wallace, M. G., Unrestricted Logic Programs, or If Stratification is the Cure, What is 
the Malady, in: Proc. 9th European Conf. on Artificial Intelligence, Stockholm, Sweden, 
Aug. 1990. 
