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Re´sume´ : Les Processus De´cisionnels Markoviens Partiellement Observables sont actuellement un
sujet d’inte´reˆt dans la communaute´ scientifique graˆce aux progre`s observe´s dans des algorithmes de
re´solution et dans les capacite´s nume´riques de calcul. La plupart de ces algorithmes sont focalise´s sur
la re´solution d’un crite`re de performance, qui a pour ambition de caracte´riser les politiques qui permet-
tront de ge´ne´rer les se´quences de re´compenses le plus importantes possibles. Dans la planification en
Intelligence Artificielle, l’attention est tourne´e vers un crite`re qui optimise une somme ponde´re´e des
re´compenses, et, pour des applications en perception active d’autre part, le crite`re est souvent de´fini
en termes de gain d’information (entropie de Shannon). Aucun de ces crite`res ne prend en compte les
re´compenses re´ellement acquises lors de l’exe´cution de la politique. En effet, le premier crite`re est
une moyenne line´aire sur l’espace d’e´tats de croyance, de sorte que l’agent ne tend pas a` obtenir une
meilleure information des diffe´rentes observations, alors que le second crite`re ne prend pas en compte
les re´compenses. Ainsi, motive´s par des exemples de´monstratifs, nous e´tudions deux combinaisons,
additive et multiplicative, de ces crite`res afin d’obtenir une meilleur se´quence de re´compenses et de
gain d’information lors de l’exe´cution de la politique. Nous comparons nos crite`res avec le crite`re clas-
sique optimise´ (γ-ponde´re´) dans le cadre POMDP et nous soulignons l’inte´reˆt de conside´rer un nouveau
crite`re hybride non-line´aire pour des applications re´alistes de reconnaissance et pistage multi-cibles.
1 Introduction
La plupart des applications re´alistes en intelligence artificielle (IA) requie`rent de planifier des actions
avec une information incomple`te de l’e´tat du monde. Par exemple, un robot a besoin de trouver son chemin
jusqu’a` un but sans connaissance parfaite du monde qui l’entoure, ni sa localisation parfaite dans ce monde.
Comme autre exemple, un agent controˆlant une came´ra doit planifier les meilleur prises d’images en jouant
sur les parame`tres optiques d’orientation physique de la came´ra pour identifier pre´cise´ment un objet le
plus rapidement possible. Si les effets des actions et des observations sont probabilistes, les Processus
De´cisionnels Markoviens Partiellement Observables (POMDP) sont un mode`le expressif, mais longtemps
ne´glige´ (du fait de la complexite´ prohibitive) pour la de´cision se´quentielle avec observation partielle de
l’e´tat de l’environnement (Kaelbling et al., 1998). Ne´anmoins, de re´cents progre`s dans des algorithmes de
re´solution des POMDP (Pineau et al., 2003; Spaan & Vlassis, 2005; Sridharan et al., 2008) ont relance´ une
recherche intensive sur les algorithmes et les applications des POMDP.
Un POMDP est de´fini comme un n-uplet 〈S,A,Ω, T,O,R, b0〉 ou` : S est un ensemble d’e´tats, A un
ensemble d’actions, Ω un ensemble d’observations, T : S × A × S → [0; 1] une fonction de transition
entre les e´tats : T (st, a, st+1) = P (st+1 | a, st) ; O : Ω × S → [0; 1] une fonction d’observation :
O(ot, st) = P (ot|st) ; R : S × A × S → R une fonction de re´compenses associe´es aux transitions, et b0
une distribution de probabilite´s sur les e´tats initiaux. On note B l’ensemble des distributions de probabilite´s
sur les e´tats, appele´ aussi espace d’e´tats de croyance. A` chaque pas de temps t, l’agent met a` jour son e´tat
de croyance de´fini en tant qu’e´le´ment bt ∈ B.
L’objectif de la re´solution d’un POMDP est de construire une politique, c’est-a`-dire une fonction pi : B →
A qui maximise un crite`re ge´ne´ralement base´ sur les re´compenses line´arise´es sur les e´tats de croyance.
JFPDA 2010
Dans la robotique, ou` des re´compenses symboliques doivent eˆtre attendues, il est ge´ne´ralement accepte´
d’optimiser a` long terme l’espe´rance de la somme ponde´re´e des re´compenses pour tout e´tat de croyance
initial (Cassandra et al., 1996; Spaan & Vlassis, 2004) :
V pi(b) = Epi
[ ∞∑
t=0
γtr(bt, pi(bt)) | b0 = b
]
Suivant les the´ore`mes d’optimalite´, la fonction de valeur optimale des e´tats de croyance est line´aire pas
morceaux et convexe (Sondik & LABS, 1971), ce qui offre un mode`le mathe´matique relativement simple
pour le raisonnement, sur lequel la plupart des algorithmes sont base´s. Toutefois, comme souligne´ et ex-
plore´ dans cet article, la line´arisation de la valeur moyenne sur les e´tats de croyance revient a` aplatir les
re´sultats des observations et finalement a` perdre des informations distinctives a` leur sujet. Pour cette raison,
la politique optimise´e ne pousse pas l’agent a` acque´rir suffisamment d’information sur son environnement
avant d’agir pour gagner des re´compenses : comme souligne´ dans cet article, une telle strate´gie re´sulte dans
la collecte de moindres re´compenses lors de l’exe´cution que ce qui e´tait pre´vu, particulie`rement si l’e´tat de
croyance de de´part est errone´.
Ce point crucial qui preˆte a` confusion me´rite plus d’explications pour une meilleur compre´hension du su-
jet principal de cet article. Premie`rement, il peut paraıˆtre e´trange que la politique qui maximise la somme de
re´compenses n’ait pas le comportement espe´re´ lors de son exe´cution : quel est le rapport entre le crite`re opti-
mise´ et les re´compenses re´ellement gagne´es lors de l’exe´cution ? Pourquoi peuvent-ils eˆtre aussi diffe´rents ?
En effet, le crite`re γ-ponde´re´ est de´fini sur les e´tats de croyance (l’agent applique une politique base´e
uniquement sur son e´tat de croyance), alors que les re´compenses obtenues lors de l’exe´cution sont cumule´es
sur la base des e´tats actuels et successifs du syste`me, cache´s de l’agent. Avec une observabilite´ totale
(cas des MDP), ce type de proble`me ne se pre´sente pas, car les e´tats re´els du syste`me et de l’agent sont
comple`tement connus, et donc le crite`re est moyenne´ sur les chemins probabilistes re´els de´finis par la
fonction de transition. Mais dans le cas partiellement observable (POMDP), le crite`re est moyenne´ sur un
chemin probabiliste de´fini sur l’e´tat de croyance, lequel se pre´sente ge´ne´ralement diffe´remment du chemin
d’exe´cution re´el.
Curieusement, cette relation entre le crite`re optimise´ et les re´compenses re´elles obtenues n’est pas tre`s
e´tudie´ : a` notre connaissance, la recherche robotique pour les POMDP essaie presque exclusivement de
trouver un moyen de plus en plus efficace d’optimiser l’espe´rance de la somme ponde´re´e des re´compenses
sans tenir compte de, ou sans s’interroger sur, l’absence de se´paration claire entre les actions d’observations
e´ventuelles lors de l’optimisation.
D’autre part, les recherches en perception active visent a` maximiser la quantite´ d’information obtenue
de l’environnement (Deinzer et al., 2003; Eidenberger et al., 2008; Paletta & Pinz, 2000), en minimisant
souvent l’entropie de Shannon, qui peut renseigner sur la quantite´ d’information contenue dans l’e´tat de
croyance. Comme exemple de crite`re utilise´, pour un b0 donne´ on a :H(b0) =
∑+∞
t=0 γ
t
∑
s∈S bt(s). log(bt(s)).
Contrairement au crite`re vu plus haut, celui-ci est non-line´aire sur les e´tats de croyance, et permet une dis-
tinction claire entre les observations pour effectuer une mise a` jour de l’e´tat de croyance dans la bonne
direction. Mais ce crite`re ne prend pas en compte les re´compenses e´ventuellement associe´es a` un but de
mission a` atteindre.
Partant des approches de ces deux communaute´s, il semble naturel de rechercher un nouveau crite`re
d’optimisation non-line´aire base´ sur l’agre´gation dans un seul crite`re des re´compenses et de l’entropie d’e´tat
de croyance. De cette fac¸on, les politiques optimise´es consistent a` alterner de l’acquisition d’informations
et des actions qui me`neront l’agent au but de mission tout en maximisant la collecte de re´compenses lors
de l’exe´cution, car l’entropie jouera un roˆle pe´nalisant pour les grandes incertitudes (en supposant que
les deux crite`res soient bien contrebalance´s). Formellement, notant Jλ(V,H) comme un crite`re mixte qui
de´pend d’un parame`tre λ ∈ Λ, le proble`me ge´ne´ral que nous posons ici peut eˆtre formalise´ par :
max
λ∈Λ
E
[
+∞∑
t=0
γtrt | s0, piλ
]
ou` piλ = argmax
pi∈AS
Jλ(V (b0), H(b0))
Autrement dit, quelle est la valeur de λ qui permet d’e´quilibrer la relation entre V (b0) et H(b0) afin
d’augmenter l’espe´rance de la somme des re´compenses gagne´es effectivement pendant l’exe´cution, quand
un crite`re mixte base´ sur l’e´tat de croyance initial de l’agent est optimise´ ? Il est tre`s important de souligner
que nous souhaitons mesurer l’efficacite´ du crite`re du point de vue objectif d’un observateur exte´rieur au
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FIGURE 1 – Mode`le de transition pour le POMDP (re´compenses entre parenthe`ses)
syste`me, qui connaıˆtrait parfaitement l’e´tat de l’environnement a` tout instant. Nous ne parlons pas ici des
re´compenses que l’agent croit ou espe`re gagner, mais des re´compenses effectivement donne´es a` l’agent par
l’observateur exte´rieur.
Nous pensons que la solution de ce proble`me de´pend de la classe a` laquelle la fonction Jλ appartient.
Ainsi, meˆme pour une classe simple du type Jλ : Jλ(V,H) = (1 − λ)V + λH, 0 6 λ 6 1}, nous
ne pouvons pas trouver de solution alge´brique ge´ne´rale. D’autres auteurs ont e´tudie´ des applications pour
des valeurs fixe´es de λ avec projection imme´diate (a` un coup) dans le temps de l’entropie (Burgard et al.,
1997). D’autres ont formalise´ des proble`mes de perception active comme l’optimisation d’un POMDP base´
sur la classe pre´ce´dente de manie`re simplifie´e mais sans e´tudier l’impact de λ dans l’accumulation des
re´compenses lors de l’exe´cution (Mihaylova et al., 2002).
Dans la prochaine section, nous attirons l’attention sur l’importance de l’e´tude de nouveaux crite`res
mixtes et non-line´aires en introduisant un exemple simple. Nous cherchons a` de´montrer l’impact des
diffe´rentes valeurs de λ sur des re´compenses effectivement gagne´es lors de l’exe´cution de la politique,
en partant d’un e´tat de croyance donne´. Dans les sections suivantes, nous de´finissons formellement deux
crite`res : un additif et un multiplicatif qui peuvent eˆtre inte´ressants pour une optimisation plus ade´quate de
POMDP applique´s a` la robotique. Finalement, et avant conclure, nous mettons en e´vidence l’importante de
la conside´ration des crite`res mixtes non line´aires dans un proble`me re´aliste de reconnaissance et pistage
multi-cible, lequel a e´te´ re´solu avec un algorithme de l’e´tat de l’art modifie´ pour nos nouveaux crite`res.
2 Exemple illustratif
Cette section propose d’e´tudier la diffe´rence de comportement obtenu a` l’exe´cution de la politique avec
une modification du crite`re classique optimise´ pour un POMDP mode´lisant un proble`me jouet simple dont
on peut calculer alge´briquement une politique optimale. L’objectif est de montrer que le changement de
crite`re induit a` une prudence de la part de l’agent par rapport a` son e´tat de croyance, en re´duisant les
possibilite´s d’erreurs pendant l’exe´cution de la politique.
On de´finit un proble`me avec quatre e´tats {s0, s1, s2, s3} et deux observations {o0, o1}. Initialement,
l’agent peut se retrouver en s0 ou s2, donc on a b0(s0) = 1 − b0(s2), et o0 (resp. o1) correspondent a`
observer si l’agent se trouve en s0 (resp. s2). L’agent peut re´aliser trois actions : a0 est une action de
perception qui couˆte c et qui n’ame`ne pas de changement d’e´tat, alors que a1 et a2 me`nent l’agent a` des
e´tats absorbants comme montre´ dans la figure 1. En connaissant l’e´tat re´el s0 ou s2, les actions a1 et a2
donnent des re´compenses oppose´es (R ou −R), ceci signifie que a1 doit eˆtre choisi pour l’e´tat re´el s0, et
a2 si l’agent se trouve en s2. On note que R > c > 0. Intuitivement il y a deux “bonnes” politiques ici, qui
de´pendent directement de l’e´tat de croyance initial de l’agent :
— e´viter le couˆt de l’observation et choisir directement a1 ou a2 ;
— tout d’abord observer avec a0 et en suite agir avec les actions a1 ou a2.
La matrice d’observation est de´finie par : p(o|s′) =
[
1 0.5 0 0.5
0 0.5 1 0.5
]
. Nous pouvons calculer les Q-
valeurs sur b(s), qui sont les valeurs pour chaque action supposant qu’une politique optimale est re´alise´e
par la suite. Les Q-valeurs de´pendent de b0(s0) et b0(s2) :
Qpi(b, a0) = (R− c)(b0(s0) + b0(s2))
Qpi(b, a1) = R(b0(s0)− b0(s2))
Qpi(b, a2) = R(b0(s2)− b0(s0))
Les Q-valeurs sur b0(s0) sont montre´es dans la figure 2, ou` la fonction de valeur est de´finie par V pi(b) =
maxaQ(b, a). Nous voyons que la politique optimale de´pend directement de l’e´tat de croyance initial.
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FIGURE 2 – Q-valeurs et fonction de valeur (en gras) sur b0(s0)
Modification du crite`re
Maintenant, nous ajoutons l’entropie de Shannon de l’e´tat de croyance a` chaque pas de temps a` bt(s),
c’est-a`-dire que nous rajoutons l’espe´rance de la somme ponde´re´e des entropies Hpit (b) note´e par : H
pi
t =∑N
t=0H(bt). Et donc, le nouveau crite`re peut se re´crire comme : J
pi(b, λ) = (1− λ)V pi(b) + λHpi(b).
La valeur de l’entropie de l’e´tat de croyance H(bt) ne change pas lorsque la premie`re politique est
exe´cute´e. D’autre part, quand la seconde politique est choisie, l’entropie est ramene´e a` ze´ro de`s le se-
cond pas de temps. Apre`s avoir choisi l’action a1 or a2, la valeur de l’entropie ne change pas. Donc, avec
le crite`re mixte, la premie`re politique est plus pe´nalise´e que la deuxie`me, car le crite`re prend en compte la
somme totale des entropies (en t = 0 et t = 1).
Qpi(b, a0) = (1− λ)(R− c)(b0(s0) + b0(s2)) + λH(b0)
Qpi(b, a1) = (1− λ)R(b0(s0)− b0(s2)) + λ(H(b0) +H(b1))
Qpi(b, a2) = (1− λ)R(b0(s2)− b0(s0)) + λ(H(b0) +H(b1))
Afin d’illustrer le changement apporte´ au crite`re, nous avons calcule´ la meilleure politique pour diffe´rentes
valeurs de λ. La figure 3 montre que la forme du crite`re mixte change beaucoup avec la variation de la va-
leur de λ de 0 a` 1 : plus la valeur de λ est proche de 1, plus la premie`re politique est pe´nalise´e. Cette figure
montre aussi que le crite`re n’est plus line´aire.
La figure 4 pre´sente les re´compenses re´elles, effectivement obtenues par l’agent lors de l’exe´cution car
celui-ci agit en fonction de son e´tat de croyance b(s), sans savoir qu’en re´alite´ il se trouve initialement dans
l’e´tat s0. Nous attirons l’attention sur la diffe´rence entre ces valeurs et la valeur suppose´e eˆtre obtenue dans
la figure 2. Plus la valeur de λ est proche de 1, plus l’agent pre´fe`re observer plutoˆt qu’agir directement, et
par conse´quence il est moins pe´nalise´ par son mauvais e´tat de croyance initial (0.5 a` la place de−1). Mais si
son e´tat de croyance est initialement correct, les re´compenses recueillies diminuent aussi (0.5 a` la place de
1). Donc, nous voulons e´tablir un certain de´gre´ de confiance sur b0(s) et donc trouver la valeur approprie´e
de λ pour le proble`me, c’est-a`-dire rajouter une incertitude sur b0(s). Pour cet exemple il est possible de
calculer une valeur de λ en fonction de b0(s0), avec b(s0) = b0s0 et en partant de Qpi(b, a0) = Qpi(b, a2)
et sachant que l’entropie H(b1) = H(b0) pour l’action a2 dans cet exemple.
λ =
2Rbs0 − c
2Rbs0 − c+ bs0 ln(bs0) + (1− bs0)) ln(1− bs0))
=
2Rbs0 − c
2Rbs0 − c+H(b0)
(1)
Optimisation de POMDP : quelles re´compenses sont re´ellement attendues a` l’exe´cution de la politique ?
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
b0(s0)
Jpi
(b,
λ)
 
 
λ = 0
λ = 0.1
λ = 0.2
λ = 0.3
λ = 0.4
λ = 0.5
λ = 0.6
λ = 0.7
λ = 0.8
λ = 0.9
λ = 1
FIGURE 3 – Meilleur crite`re mixte base´ sur l’e´tat de croyance initial de l’agent pour diffe´rentes valeurs de
λ : λ augmente de la courbe du haut vers la courbe du bas.
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FIGURE 4 – Re´compenses effectivement obtenues lors de l’exe´cution pour diffe´rentes valeurs de λ en
fonction de l’e´tat de croyance initial (qui de´termine sa politique) ; λ augmente de l’inte´rieur vers l’exte´rieur,
l’agent se trouve initialement dans l’e´tat s0.
Ce type de modification de crite`re peut eˆtre utile quand l’e´tat de croyance de l’agent (a priori) b0(s) ne
correspond pas a` une distribution tre`s proche de la re´alite´ du syste`me. Dans des cas re´els, ce type d’er-
reur se pre´sente assez souvent : le b0(s) utilise´ dans le calcul de la politique peut ne pas eˆtre une bonne
approximation de la re´alite´.
Contre exemple
Un contre exemple est de´taille´ dans la figure 5. Nous montrons qu’il n’y a pas de gain en rajoutant une
mesure de l’entropie de l’e´tat de croyance dans le crite`re s’il n’y a pas d’ambiguı¨te´ dans l’e´tat d’arrive´e. La
fonction de valeur de´pend seulement de l’e´tat d’arrive´e, et l’e´tat d’ou` l’agent est initialement parti importe
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FIGURE 5 – Contre exemple pour l’addition de l’entropie dans le crite`re d’optimisation.
peu. Donc, la fonction de valeur va eˆtre pe´nalise´e e´galement par l’entropie pour chaque action.
Qpi(b, a0) = R|b0(s1)− b0(s2)| − c
Qpi(b, a1) = Q
pi(b0, a2) = R|b0(s1)− b0(s2)|
Dans la section suivante, deux crite`res mixtes et non-line´aires pour les POMDP sont pre´sente´s et les
modifications re´alise´es sur l’algorithme de l’e´tat de l’art Symbolic-PERSEUS (Poupart, 2005) pour leur
optimisation. Et, dans la section qui suit, un proble`me re´aliste est re´solu et les re´sultats obtenus confirment
les intuitions souleve´es avec cet exemple illustratif.
3 Crite`res d’optimisation hybrides pour les POMDP
3.1 Crite`re Additif
Notre premie`re approche propose un crite`re d’optimisation additif : nous mode´lisons l’espe´rance de
la somme ponde´re´e des re´compenses attribue´es aux actions choisies, ajoute´e a` l’espe´rance de la somme
ponde´re´e des entropies des e´tats de croyance stochastiques successifs, ceci a` long terme. Ces deux valeurs
sont elles-meˆmes ponde´re´es par une constante λ ∈ [0; 1] :
Jpi(b) = (1− λ)V pi(b) + λHpi(b), avec (2)
V pi(b) = Epi
[ ∞∑
t=0
γtr(bt, pi(bt)) | b0 = b
]
Hpi(b) = Epi
[ ∞∑
t=0
γtH(bt) | b0 = b
]
The´ore`me: E´quation de Bellman pour le crite`re additif 1
La fonction de valeur optimale du crite`re additif est la limite de la suite vectorielle de´finie par :
Jn+1(b) = max
a∈A
{
(1− λ).r(b, a) + λ.H(b) + γ
∑
o∈Ω
p(o|b, a)Jn(boa(s′))
}
Proof. L’e´quation 3 peut se re´crire :
Jpi(b) = Epi
[ ∞∑
t=0
γt ((1− λ)r(bt, pi(bt)) + λH(bt)) | b0 = b
]
(3)
ce qui montre que ce nouveau crite`re correspond au crite`re γ-ponde´re´ classique dans lequel la re´compense
courante est ajoute´e a` l’entropie de croyance courante. Il s’agit donc d’un proble`me de maximisation γ-
ponde´re´ de re´compenses artificielles, e´gales aux re´compenses re´elles ajoute´es aux entropies.
Cette nouvelle e´quation de Bellman nous permet de calculer par programmation dynamique une politique
qui pe´nalise la re´compense imme´diate par l’entropie de l’e´tat de croyance dans les cas ou` la distribution sur
les e´tats est peu pre´cise.
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Heuristique
Symbolic-PERSEUS utilise une heuristique nume´rique pour de´terminer l’ensemble initial des e´tats de
croyance pertinents. Il initialise la recherche des e´tats de croyance atteignables par V pidegrad = maxs,a r(s, a),
calcule´s a` partir d’un mode`le de´grade´, c’est-a`-dire avec une heuristique admissible dont la valeur doit eˆtre
plus petite que la valeur optimale. La de´finition de notre nouveau crite`re ne´cessite donc de modifier aussi
cette heuristique, afin que celle-ci prenne en compte une valeur minimale deH dans l’initialisation du calcul
des e´tats atteignables pour le nouveau crite`re Jpi , c’est-a`-dire un J0.
The´ore`me: Heuristique pour le crite`re additif 1
Une heuristique admissible pour le crite`re additif est donne´e par :
J0 =
(1− λ)V pidegrad − λ log10(n)
1− γ (4)
Proof. Par optimisation lagrangienne, la valeur minimale deH(b) sous la contrainte
∑n
i=1 b(si) = 1 est :
H(b)min = n
1
n
log10
(
1
n
)
= − log10(n) (5)
Ainsi : Jpi ≥ (1− λ)V
pi
degrad − λ log10(n)
(1− γ) = J0 (6)
Discussion
Les crite`res pre´sente´s ici ne sont pas line´aires par morceaux, mais des algorithmes tels que PBVI (Pineau
et al., 2003), HSVI (Smith & Simmons, 2004), PERSEUS (Spaan & Vlassis, 2004) et Symbolic-PERSEUS
(Poupart, 2005), qui approximent le crite`re par ge´ne´ration stochastique d’e´tats de croyances locaux, peuvent
approcher ces crite`res non-line´aires, sachant que toute fonction continue est approchable par une fonction
line´aire par morceaux.
3.2 Crite`re Multiplicatif
Une deuxie`me approche propose un crite`re d’optimisation multiplicatif : nous mode´lisons l’influence de
l’espe´rance de la somme ponde´re´e des re´compenses des actions, ponde´re´es par l’inverse de la valeur absolue
de l’entropie imme´diate de l’e´tat de croyance. Plus l’entropie de l’e´tat de croyance est petite, plus le crite`re
est grand, ce qui va dans le sens d’un gain d’information explicite.
Jpi(b) = Epi
[ ∞∑
t=0
γt
r(bt, pi(bt))
|H(bt)| | b0 = b
]
(7)
The´ore`me: E´quation de Bellman pour le crite`re multiplicatif 1
La fonction de valeur optimale du crite`re multiplicatif est la limite de la suite vectorielle de´finie par :
Jn+1(b) = max
a∈A
{
r(b, a)
|H(b)| + γ
∑
o∈Ω
p(o|b, a)Jn(boa(s′))
}
(8)
Proof. Ce nouveau crite`re correspond au crite`re γ-ponde´re´ classique dans lequel la re´compense courante
est divise´e par l’entropie de croyance courante. Il s’agit donc d’un proble`me de maximisation γ-ponde´re´ de
re´compenses artificielles, e´gales aux re´compenses re´elles divise´es par les entropies.
Cette nouvelle e´quation de Bellman nous permet de calculer par programmation dynamique une politique
qui ponde`re la re´compense imme´diate par l’inverse de la valeur absolue de l’entropie de l’e´tat de croyance.
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Cibles A B
cible 1 0.2 (×) 0.8
cible 2 0.8 0.2 (×)
TABLE 1 – E´tat de croyance initial de l’agent sur les cibles ; le signe (×) indique la nature re´elle des cibles.
Heuristic
Comme dans le cas additif, les heuristiques utilise´es pour l’initialisation du calcul des e´tats de croyance
atteignables, ainsi que pour le calcul de la politique ont duˆ eˆtre modifie´es pour prendre en compte la modi-
fication du crite`re.
The´ore`me: Heuristique pour le crite`re multiplicatif 1
Une heuristique admissible pour le crite`re multiplicatif est donne´e par :
J0 =
V pidegrad
(| − log10(n)|)(1− γ)
(9)
4 Exemple robotique
Sce´nario e´tudie´
Le mode`le e´tudie´ traite d’un he´licopte`re autonome qui cherche a` identifier et pister deux cibles mobiles.
Ces cibles sont de natures diffe´rentes, l’une du type A et l’autre du type B. Le but de l’he´licopte`re autonome
est de se poser sur la cible A, sans connaıˆtre initialement la nature des cibles. Ce sce´nario meˆle a` la fois
des objectifs de mission et de perception. Il est inte´ressant pour nous car l’optimisation des re´compenses
implique (implicitement) la diminution de l’entropie de croyance : il est en effet ne´cessaire de re´duire
l’incertitude sur la nature des cibles afin de re´aliser la mission.
Initialement, l’he´licopte`re autonome dispose d’une connaissance a priori des cibles. Il doit, a` partir de
ses actions, pister et identifier chaque cible afin d’accomplir sont but final. Nous soulignons que, pour
les simulations e´tudie´es dans ce travail, nous avons donne´ un e´tat de croyance initial inverse´ (mauvaise
connaissance a priori) par rapport aux natures re´elles des cibles. Ces valeurs sont montre´es dans le tableau
1. La cible 1 a pour nature re´elle le type A et la cible 2, le type B.
L’espace de de´placement de l’he´licopte`re est mode´lise´ par une grille 3× 3× 3, et celui des cibles par une
grille 3× 3× 1, les cibles e´voluant au sol uniquement. L’he´licopte`re peut re´aliser 7 actions : avancer en x,
avancer en y, avancer en z (monter), reculer en x, reculer en y, reculer en z (descendre), et atterrir. Il ne
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FIGURE 6 – Position initial de l’he´licopte`re, cible 1 (A) et cible 2 (B).
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peut pas re´aliser plus d’une action a` la fois. Les actions de de´placement de l’he´licopte`re ont une probabilite´
d’e´chec de 10%, sauf l’action atterrir qui est de´terministe.
La position de chaque cible est comple`tement observable par l’he´licopte`re. Cependant, les cibles changent
de place en x et/ou en y 1 fois sur 20 de´placements de l’he´licopte`re, mais celui-ci ne peut pas pre´voir cette
e´volution. L’atterrissage est autorise´ pour l’he´licopte`re seulement s’il est au-dessus d’une cible et a` une
altitude de z = 2. Une fois que l’he´licopte`re a atterri (sur la cible A ou B) , il ne peut plus de´coller.
La re´compense a e´te´ mode´lise´e par un couˆt pour chaque action de´pendant de l’e´tat d’arrive´e. Chaque
action de de´placement en x, y et z a un couˆt de 1 ; l’action atterrir implique un couˆt ou une re´compense
de 100 suivant la cible, le but e´tant d’atterrir sur la cible A. Le mode`le d’observation de la nature des cibles
de´pend de la distance euclidienne entre l’he´licopte`re et les cibles :
p(o′ = A | s′ = A) = p(o′ = B | s′ = B) = 1
2
(
e
−d
D + 1
)
p(o′ = A | s′ = B) = p(o′ = B | s′ = A) = 1
2
(
1− e−dD
)
ou` d est la distance ge´ome´trique entre l’he´licopte`re et la cible, et D un facteur de re´glage de la descente
de l’exponentielle. Cette fonction d’observation nous permet de mode´liser le gain d’information lorsque
l’he´licopte`re s’approche de la cible : plus l’he´licopte`re est proche de la cible observe´e, plus la probabilite´
qu’il observe la nature re´elle de la cible est grande. L’he´licopte`re observe de manie`re de´terministe les autres
variables d’e´tat, comme par exemple sa position et celle des cibles. Remarquons que ce mode`le n’a pas
pour but de tester l’efficacite´ d’un algorithme en termes de temps de calcul ou de me´moire utilise´e, mais de
comparer diffe´rents crite`res d’optimisation pour un meˆme proble`me avec un crite`re mixte.
4.1 Protocole expe´rimental
Les crite`res d’optimisation des POMDP sont fonctions de l’e´tat de croyance de l’agent, car ils sont op-
timise´s du point de vue subjectif de l’agent, qui n’a pas acce`s directement a` l’e´tat de l’environnement. Or,
le crite`re de performance que nous souhaitons mesurer est base´ sur les re´compenses qui seront re´ellement
cumule´es lors de l’exe´cution de la politique optimise´e, moyennant l’incertitude sur l’effet des actions uni-
quement. Autrement dit, nous souhaitons mesurer l’efficacite´ de chaque crite`re du point de vue objectif
d’un observateur exte´rieur au syste`me, qui connaıˆtrait parfaitement l’e´tat de l’environnement a` tout instant.
Dans cet article, cet observateur omniscient sera un simulateur des politiques optimise´es.
Pour chaque politique optimise´e, nous re´alisons 100 simulations sur un horizon de 50 actions succes-
sives. Pour γ = 0.9 cet horizon est conside´re´ suffisamment grand pour obtenir une bonne approximation
des crite`res en horizon infini. La fonction de valeur objective, qui, elle, de´pend de l’e´tat re´el courant de
l’environnement, est calcule´e suivant l’e´quation 10.
V pi(st) = E
pi
100 simulations
[
50∑
k=t
γkrpi(sk) | st
]
(10)
Nous comparons les politiques optimise´es avec les diffe´rents crite`res sur la base de cette meˆme valeur
objective, qui, quelque soit le crite`re d’optimisation, sera toujours la valeur re´ellement gagne´e par l’agent
autonome lors de l’exe´cution de la politique.
L’inte´reˆt de l’analyse de V pi(s) a` la place de V pi(b) est de ve´rifier le nombre de fois ou` l’he´licopte`re
a accompli correctement sa mission en partant d’un e´tat de croyance inverse´. V pi(s) a e´te´ calcule´ par le
simulateur qui, lui, connaıˆt l’e´tat re´el des cibles. V pi(s) permet aussi de comparer le pessimisme du crite`re
classique par rapport au crite`re ponde´re´ par le gain d’information.
Afin d’e´tudier la vitesse de convergence de l’entropie de croyance de l’agent, nous calculons e´galement
la moyenne statistique de l’entropie de croyance courante, comme indique´ dans l’e´quation 11.
Hpi(bt) = E
pi
100 simulations
[
50∑
k=t
γkHpi(bk) | bt
]
(11)
Notons que cette mesure est subjective et propre a` l’agent, contrairement a` la mesure pre´ce´dente qui est
objective et propre au simulateur.
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4.2 Re´sultat des simulations
4.2.1 Crite`re Additif
Des politiques ont e´te´ calcule´es pour diffe´rentes valeurs du coefficient λ : 0, 0.5 et 1. Le cas 0 est identique
au crite`re γ-ponde´re´ classique. On rappelle que ce crite`re cherche a` optimiser uniquement l’espe´rance de la
re´compense ponde´re´e attribue´e aux actions et a` l’accomplissement de la mission. Le deuxie`me cas cherche
a` donner la meˆme importance a` l’accomplissement de la mission et a` l’acquisition explicite d’information,
le troisie`me optimise le gain d’information.
Dans la figure 7, la moyenne des fonctions de valeur V pi(s) (e´quation 10) est montre´e pour les trois
cas. Dans le premier cas, λ = 0, la fonction de valeur statistique V pi(s) part d’une valeur ne´gative, ce qui
s’explique par la fac¸on dont elle est calcule´e. Les atterrissages sur la bonne cible (re´alise´s au bout de 10
pas de simulation ou plus) comptent moins que ceux sur la mauvaise (re´alise´s au bout de 3 ou 4 pas de
simulation) dans le calcul de V pi(s0) a` cause de la ponde´ration γ. Nous pensons que les atterrissages sur
la mauvaise cible sont probablement dus a` la petite taille de la grille, empeˆchant l’he´licopte`re autonome
d’acque´rir plus d’information avant de se poser. L’he´licopte`re, qui part d’un e´tat de croyance inverse´, tend a`
atterrir sur la cible B au bout de 3 ou 4 pas de simulation, car il croit a` ce moment que cette cible est la cible
A. Par contre, pour les simulations ou` l’he´licopte`re a pu acque´rir plus d’information de son environnement,
il est montre´ qu’en moyenne, l’he´licopte`re autonome inverse son e´tat de croyance et atterrit sur la bonne
cible. D’ou` l’inversion observe´e de la courbe de valeur, qui montre que l’agent re´agit bien au pire cas, avec
les deux crite`res.
Pour le deuxie`me cas, λ = 0.5, nous ve´rifions que la valeur du crite`re part cette fois-ci d’une valeur
positive : les atterrissages sur la bonne cible, re´alise´s plus toˆt maintenant que pour le crite`re classique,
comptent plus dans le calcul de V pi(s0) a` cause de la ponde´ration γ. Notre contribution est ici montre´e,
puisque l’agent cherche maintenant de fac¸on explicite a` acque´rir plus d’information de son environnement,
ce qui lui permet d’inverser plus toˆt son e´tat de croyance et finalement de se poser plus fre´quemment sur
la bonne cible. Un des proble`mes du crite`re classique est justement sa line´arite´ en fonction de b(s) : il
conside`re par exemple qu’un e´tat de croyance avec 60% de chances “vaut” 60% de cette re´compense. La
non-line´arite´ de ce crite`re permet d’e´valuer plus finement la valeur de b(s), en donnant plus de poids aux
plus grandes certitudes. La figure 7 montre bien que l’agent a re´ellement cumule´ plus de re´compenses avec
notre crite`re additif qu’avec le crite`re γ-ponde´re´ classique. Cela nous permet de conclure que l’addition
de l’influence de l’entropie de croyance dans le crite`re d’optimisation pousse l’agent autonome a` mieux
percevoir son environnement pour ensuite accomplir mieux sa mission lors de l’exe´cution de la politique,
ce qui est l’objectif ge´ne´ralement vise´ par les concepteurs d’un syste`me autonome.
Pour le troisie`me cas, λ = 1, le crite`re optimise le gain d’information uniquement. La figure 7 montre que
la moyenne de V pi(s) reste proche de ze´ro : l’he´licopte`re ne cherche pas a` atterrir, car le gain d’atterrissage
mode´lise´ dans les re´compenses n’est pas pris en compte.
La figure 8 compare le crite`re subjectif Hpi(b), e´quation 11, pour les 3 cas e´tudie´s. On ve´rifie bien que
pour le deuxie`me cas, la moyenne de la somme de l’entropie converge plus rapidement que pour le crite`re
classique. En effet, l’he´licopte`re a besoin d’observer son environnement avant d’accomplir sa mission, ce
qui le contraint a` re´duire l’incertitude sur son e´tat de croyance plus rapidement. La figure 8 montre aussi
que l’optimisation de V pi(b) permet de re´duire l’incertitude plus vite que celle de l’optimisation de Hpi(b)
uniquement, car il faut implicitement re´duire l’incertitude pour atterrir sur la bonne cible. De plus, ce travail
montre e´galement que l’optimisation de Hpi(b) n’optimise pas ne´cessairement sa vitesse de de´croissance
durant l’exe´cution de la strate´gie. Ici, les buts de la mission, inte´gre´s au crite`re additif, poussent a` re´duire
l’incertitude plus vite qu’en optimisant uniquement Hpi(b).
Nous pouvons donc conclure que notre crite`re additif est aussi optimal en terme de gain d’information
que le crite`re purement entropique, et qu’il converge plus vite lors de l’exe´cution que les deux crite`res
extreˆmes (purement entropique ou γ-ponde´re´ classique). Ceci est la cause d’un deuxie`me constat fonda-
mental : le crite`re additif, en forc¸ant la politique optimise´e a` sacrifier de temps en temps des actions de
gain de re´compenses pour des actions de gain d’information, cumule en re´alite´ plus de re´compenses lors de
l’exe´cution que le crite`re γ-ponde´re´ classique.
4.2.2 Crite`re Multiplicatif
La figure 9 compare la statistique des re´compenses cumule´es lors des simulations pour le crite`re γ-
ponde´re´ et notre crite`re multiplicatif. La courbe du crite`re multiplicatif reste toujours autour de ze´ro, ce qui
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FIGURE 7 – Moyenne statistique de la fonction de valeur de l’e´tat courant V pi(st) (l’e´tat change le long de
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FIGURE 8 – Moyenne statistique de la somme de l’entropie ponde´re´e de l’e´tat de croyance Hpi(bt).
montre que l’he´licopte`re ne cherche pas a` atterrir. Ainsi, ces re´sultats nous permettent de dire que le crite`re
multiplicatif donne plus d’importance a` la diminution de l’entropie de l’e´tat de croyance qu’au but de la
mission.
Le changement du crite`re a` optimiser n’est pas un changement line´aire comme l’est le crite`re additif,
et donc, la re´compense due a` l’accomplissement de la mission joue comme une ponde´ration qui force
l’he´licopte`re autonome a` s’approcher de l’une ou l’autre cible afin de valider sa nature. Ceci est ve´rifie´ sur
la figure 10 : la vitesse de convergence de Hpi(b) du crite`re multiplicatif est plus importante que celle du
crite`re classique. Par contre, l’accomplissement de la mission n’est plus le parame`tre pris en compte comme
but principal.
5 Conclusion et perspectives
Dans cet article, nous avons propose´ deux nouveaux crite`res d’optimisation mixtes pour les POMDP, l’un
multiplicatif et l’autre additif, qui agre`gent le gain cumule´ d’information (perception) et le gain cumule´ de
re´compenses (mission), ponde´re´s et moyenne´s sur un horizon infini. Nous avons mis a` jour et prouve´ l’op-
timalite´ des e´quations de Bellman pour ces nouveaux crite`res. Nous avons e´galement propose´ de nouvelles
heuristiques admissibles pour ces crite`res, afin qu’ils puissent eˆtre utilise´s dans des algorithmes heuristiques
comme Symbolic-Perseus.
Nous avons montre´ expe´rimentalement que ces deux crite`res permettent a` l’agent autonome d’acque´rir
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FIGURE 9 – Moyenne statistique de la fonction de valeur de l’e´tat courant V pi(st) (l’e´tat change le long de
la courbe).
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FIGURE 10 – Moyenne statistique de la somme de l’entropie ponde´re´e de l’e´tat de croyance courantHpi(bt).
plus rapidement de l’information sur son environnement, et donc d’estimer plus vite son e´tat re´el, en compa-
raison a` des crite`res classiques qui prennent uniquement en compte soit le gain d’informations, soit le gain
de re´compenses. De plus, graˆce au crite`re additif, l’agent cumule en re´alite´ plus de re´compenses lors de
l’exe´cution de la politique optimise´e, par rapport au crite`re γ-ponde´re´ classique qui ne prend pas en compte
le gain d’informations explicite. En quelque sorte, la prise en compte explicite de l’entropie de croyance
conjointement aux re´compenses pousse l’agent autonome a` acque´rir de l’information pour de´biaiser sa vue
subjective des re´compenses qu’il croıˆt pouvoir cumuler mais qu’il ne cumulera peut-eˆtre pas en raison de
sa connaissance imparfaite de l’environnement.
Dans le futur, nous pensons e´tudier plus finement l’influence du coefficient de ponde´ration λ dans le
crite`re additif. Nous pensons qu’il existe un coefficient λ optimal qui de´pend de la classe du mode`le e´tudie´
et du degre´ de confiance donne´ a` l’e´tat de croyance initial. Ce coefficient λ permettra de maximiser les
re´compenses obtenues lors de l’exe´cution de la politique en tenant compte d’une incertitude sur b0. Nous
comptons proposer un algorithme qui optimise en meˆme temps le coefficient λ et la politique pour une
fonction de valeur qui peut eˆtre non line´aire, par rapport a` la classe du proble`me mode´lise´.
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