ABSTRACT How to model user distance from multiple social networks is an important challenge. People often simultaneously appear in multiple social networks that can provide complementary services. Thus, knowledge from different social networks can help overcome the data sparseness problem. However, the knowledge cannot be directly obtained due to that they are from different social networks. To solve this problem, we construct an adaptive model to learn user distance in multiple social networks via combining distance metric learning and boosting technologies. The basic idea of our model is to embed related social networks into a potential feature space, while retaining the topologies of social networks. To get the solution to our model, we formulate it as a convex optimization problem. Moreover, we propose an adaptive user distance measure algorithm whose time complexity is linear with the number of the links. We verify the feasibility and effectiveness of our model on the link prediction problem. Experiments on two real large-scale data sets demonstrate that our method outperforms the compared methods. To the best of our knowledge, the joint learning of metric learning with boosting is first studied in multiple social networks.
I. INTRODUCTION
Social networks are ubiquitous and increasingly popular in everyday life. The applications of social networks can capture a user's information, such as his/her attributes (e.g., age, gender, education level) and behaviors (e.g., posting messages, being a fan of Bill Gates, etc.). However, due to the data sparseness in a single social network, most users only have a few of neighbors and some users (e.g., QQ users) do not provide true information in many cases. Measuring the distance between two users is difficult if they do not share anything directly. It is a crucial observation that a user usually appears in various social networks at the same time. For example, users may exchange information with their friends on Tencent QQ, while pushing feedback in Tencent Weibo and commenting a new film on Douban. Therefore, data from a single sparse network easily leads to over-fitting of the constructed models. However, data resources from different social networks can describe the user distance from different aspects. For a sparse social network, its interconnected networks have related information and can solve the problem of data sparseness [1] - [3] . Due to the inherent differences among multiple networks, a network cannot be simply fused with other networks [4] , [5] . First of all, different networks have different attributes, such as the density and the degree distribution. If we directly fuse a dense network with a sparse one, knowledge of the sparse network will be submerged in the dense network. Secondly, the distance between two users may be very different in different social networks. For example, two users are similar in Tencent Weibo as they have similar interests and hobbies, but they may be not friends on Tencent QQ. Besides, most internet users are keen on multiple online social networks. In most cases, a user joins several distinct social networks at the same time and is a member of different social networks, as shown in Fig. 1 . He/She has different behaviors in different social networks, and simultaneously shares different interests in each social network. People tend to establish their social relationships based on their interests. Some users share some common FIGURE 1. A user in five different social networks. In these networks, each subnetwork can reflect users' relationships from one aspect. For example, friendships on Tencent QQ reflect users' familiarity in their daily life, while relationships on Douban reflect their common interests on films. In practice, most interactive nodes are blank and models are bound to encounter the data sparseness problem in a single social network.
interests across social networks. Thus, links (relationships) in different social networks can help to solve the sparseness problem. However, simple fusion of social networks does not accurately reflect the distance between users.
In this paper, our motivation is to simultaneously handle multiple related social networks, which are exploited for mining valuable information. To achieve this goal, we construct an adaptive distance measure model from the multiple social networks by combining the metric learning and the boosting technologies, where the model is further formulated into a convex optimization problem [6] - [8] . It is the basic idea of our model to embed multiple related social networks into a potential feature space according to the link information and the characteristics of the nodes. In the potential feature space, topologies and public structures are kept in order to accurately measure the distance between two users. Besides, the irrelevant data from related networks can be eliminated in boosting in order to avoid network differences and useless information which may bring negative effects [9] - [11] .
Concretely, we use the metric learning model to measure the distance between users, where the main purpose of metric learning is to assess the distance or similarity [12] . Metric learning plays an important role in the tasks of classification, clustering and pattern recognition [13] . Therefore, our research adopts metric learning model to measure the distance between two users. We use AdaBoost to eliminate irrelevant attributes to alleviate the negative effects resulted from the differences of social networks, where AdaBoost is a very popular and widely used ensemble learning algorithm [14] - [16] . Therefore, our research employs AdaBoost to further improve the prediction performance. The conducted theoretical analysis demonstrates that our proposed method can converge rapidly and has good generalization ability. Then, we propose an Adaptive User Distance Measure algorithm (short for AUDM) for measuring user distance. Its time complexity is linear with the number of links, which indicates that it can be applied to large-scale social network datasets. We evaluate the proposed AUDM algorithm on the link prediction problem, which is a common task in social network analysis [17] . The main contributions of our work are summarized as follows.
1) We formulate the problem of learning user distance from multiple social networks and design a distance measure model by utilizing the metric learning approach and the boosting framework. 2) AUDM, an adaptive user distance measure algorithm based on the above mentioned model, is proposed. Its time complexity is linear with the number of the links, which means that our algorithm can be applied to large-scale social datasets. 3) We conduct extensive experiments to assess the performance of the proposed method. Experimental results verify that AUDM is feasible and effective, and it is superior to the compared methods on the problem of link prediction. The rest of this paper is organized as follows. Section II summarizes some related works and briefly reviews the metric learning and the AdaBoost to facilitate the latter description. In Section III, we introduce the formulation of the problem (measuring user distance), and discuss the basic idea of our method, and propose an adaptive user distance measure algorithm. In Section IV, we make analysis of the generalization error and time complexity of our method. Section V illustrates the performances of our method on two real largescale datasets. The discussion is given in Section VI.
II. RELATED WORK
It is known that metric learning is effective in classification, clustering and pattern recognition. Weinberger et al. [12] proposed a graph embedding method, which can preserve the topological structural network seen in dataset and predict users' behaviors. However, this method depends on graph size and does not take into consideration the community structure as well as the relationship features among users. Bronstein et al. [18] had used the boosting technology in metric learning, which can be regarded as an effective solution to specific positive semi-definite programs related to metric learning [19] . However, all the above methods are only applicable to the case of a single social network, and they are bound to encounter the data sparseness problem. Therefore, the accurate model of the above methods may not be set up.
A. METRIC LEARNING
Moutafis et al. [20] defined the problem of metric learning: given an initial metric distance d(x i , x j ), such as Euclidean distance to measure the distance between the input sample x i and x j , metric learning constructs a new measure distance, which is better than the initial metric distance function d(x i , x j ). In order to construct a better measure distance, nowadays most metric learning algorithms focus on learning a mapping. In other words, it uses the original distance measure to calculate the distance between the samples after mapping. According to this definition, metric learning VOLUME 5, 2017 algorithm can be divided into two categories: linear and nonlinear.
It is very important to define an appropriate distance measure function for classification, clustering, etc. For example, if the appropriate distance measurement function is defined for image classification, the KNN classifier can obtain better classification results [21] , [22] . The traditional distance measure method often does not obtain ideal effectiveness, because of the lack of choice of metric space transformation, and ignoring the background environment and constraint information.
B. ADABOOST
In the past two decades, some effective ensemble learning algorithms have been proposed [15] , [16] , where AdaBoost is one of the most popular algorithms and has been widely used to improve the classification performance of individual classifiers in practical applications. To get a strong classifier, AdaBoost first sequentially generates many diverse weak classifiers whose prediction accuracies are slightly better than random guessing, and then combines them using the weighted majority voting rule to obtain the final ensemble classifier. Concretely, when training the mth (1 m M ) individual classifier, AdaBoost first resamples the original training set D tr according to the current weight distribution and obtains a training subset D tr_m on which classifier G m (x) is generated by applying a classifier learning algorithm, then classifier G m (x) is used to classify the original training set D tr , and the training samples misclassified by classifier G m (x) will have a higher possibility to be selected into the training set of the (m + 1)th classifier. In this way, AdaBoost focuses on learning the hardto-learn samples. When using AdaBoost to generate an ensemble classifier, we only need to specify the number of iterations and do not need any prior knowledge. AdaBoost can adaptively adjust all the parameters in the running process [23] - [25] .
The main steps of AdaBoost algorithm are detailed as follows. First, the weight distribution of the original training set is initialized. Each training sample is given the same weight 1 N (N is the number of samples). Second, if a training sample is correctly classified by the classifier generated in the current iteration, then the weight of this sample is decreased and thus it will have a lower possibility to be selected into the training set of the next classifier. On the contrary, if a sample is misclassified, then its weight is increased and thus it will have a higher possibility to be selected into the training set of the next classifier. Fig. 2 shows the general procedure of AdaBoost algorithm.
III. PROPOSED METHODOLOGY
In this section, first, we present the related formal definitions of measuring user distance. Next, according to the metric learning technology, we design a distance measure for our model in multiple social networks. Then, according to the boosting framework, we design a boosting technology 
A. RELATED DEFINITIONS
We now formulate the problem of measuring user distance in multiple social networks, and the notations are summarized in Table 1 . In this Table, 
is the set of all users, where n is the total number of users. The adjacent matrix of the ith (1 ≤ i ≤ l) social network is defined as A i . For the sake of simplicity, we assume that there are two social networks in N: N t and N r , where N t is the target social network and N r is the related network of N t . In addition to social relationship, a user has other profiles (such as age, gender, education level, etc.) and behavior characteristics (e.g., listening to music, being a fan of Bill Gates, etc.) in social networks. Thus, a feature vector x i ∈ R 1×f denotes a user, where f is the number of features. Each dimension denotes one characteristic or one behavior;
denotes the feature matrixes of U . Thus, user pairs can form graph-based features, such as the number of common links. We define the graph-based features of user pairs as the relational features, which are formulated as R = r ij u i ,u j ∈U , where r ij ∈ R 1×z and z is the dimension of the relationship. The task of our user distance measure is to measure the distance between u j and u k (1 ≤ k ≤ n) in N t by exploiting the knowledge from X , R and N r .
B. METRIC LEARNING MODEL IN AUDM
We use metric learning to measure the users' distance. Formula (1) shows our measure model.
where the distance D(·|N t ) is the user distance in the target social network. M (M 0, M ∈ R f ×f ) is a positive semidefinite matrix of node features. M = LL T and L ∈ R f ×f , where M is equivalent to a linear embedding in an input feature space XL. The second term in formula (1) is an auxiliary term. ω ∈ R 1×z is the vector of the relational feature mapping. r jk is the relational feature in R. If the distance between x j and x k is closer, then each dimension in ωr T jk is smaller. It is a distance-preserving projection. M and ω can be constructed from users link information and community structure in the following paragraphs.
Here, metric learning is not the same as the metric learning in clustering or classification. Social network contains relational data but does not have instance or the class labels [26] . The classical independence assumption in the traditional machine learning is violated. Thus, when we construct M and ω, two constraints must be satisfied. One is keeping network topology, and the other is keeping the user community in the feature space. The motivation of using the two constraints is as follows: (1) for a given user, the distance from his/her non-neighbor must be further than the distance from his/her neighbor; (2) in the same community, users are closer and share more common interests. Thus, if the community structure is reserved after embedding, we can more accurately measure the distance between users. Formally, we define the constraints as follow:
We reserve the community structure in the embedded space by maximizing standard module [27] . Let d i denote the degree of u i and m denote the number of links. Formally, we have
where B is a modularity matrix
. We integrate the formula (2) and (3) together and reinforce the restrictions on L and ω to control their complexity. Therefore, we can get the following objective function.
The objective function in the formula (4) is non-convex, and thus it is difficult to optimize. Aiming to solve this problem, we deduce another equivalent convex objective function by using the Lagrange multiplier method. Then, by solving Lagrange function, we have
where C (i,j,k) represents the sparse matrix with a constraint (5) is convex with respect to M and ω. It is a hard margin, but we use soft margin in literature [28] . It has previously been suggested that a combined hypothesis is a large margin, but not necessarily the maximum hard margin in AdaBoost algorithm. And after each iteration the value of the function (5) decreases. Thus, it can converge to the global optimal solution. For the reason of efficiency, we derive the projection stochastic gradient descent algorithm (SGDA) [28] to optimize the formula (5) instead of using semi-definite programming [29] . Its sub-gradient is formulas (6) and (7) with respect to M and ω, respectively.
r ij (7) where
. We first calculate the matrix C, and then update M with Eq. (6) in each iteration.
C. WEIGHT-BOOSTING TECHNOLOGY IN AUDM
Let V r and V t denote the constraint matrixes of the related network and the target network, respectively. Adaptive thought is that these restrictions are removed from the related network, because the restrictions are not the same as the knowledge from the target network, and they cannot make contributions to the adaptive model. We first learn ω, and then learn M based on the optimal value of ω. Therefore, the objective function that we need to optimize can be represented as:
where o is a constant decided by the optimal ω and
First we will formulate the formula (8) as a problem of boosting, then put forward a new weight updating rules to absorb related knowledge [30] .
where is a diagonal matrix and its kth element (α k ) is its kth eigenvalues. As a result, the distance with respect to the measure matrix M can be considered to be the distance with respect to the measure matrix in the embedded space.
We define a weak learner as shown in Eq. (9), which is boosted to get a single rule by using the same process as the one in the inner loop of AUDM essentially. In each loop, the weak learner generates an individual weak hypothesis, and then the instances are reweighted according to the classification results of the generated hypothesis. Finally, all the generated weak hypotheses are combined into a strong hypothesis with weighted combination. loss of constraint (i, j, k) . We make it into (−1, 1) for ease of use. From the perspective of boosting, our goal is to minimize the following exponential loss function.
In the qth iteration, we optimize the objective function according to α q and h q by fixing the previous q-1 weak learners and their coefficients. Next, the objective function
Because they are independent of α q and h q , they can be regarded as constants. Finally, according to the derivation in [31] , E can be minimized with respect to h q = arg min
We use vector L q to replace L and set = I (identity matrix) according to the projected gradient descent algorithm. The gradient of L q is as follows:
After learning h q , we need to find the optimal value of α q , which is implemented by calculating the deviation of E and restructuring the form of deviation. The obtained value of α q is shown as follows:
Finally, after the values of α q and h q are obtained, each constraint (i, j, k) ∈ V t is updated according to Eq. (13) .
According to the above description, we summarize the AUDM algorithm in a pseudo-code format in Algorithm 1.
Step 3 -step 12 are the procedure of projected stochastic gradient descent, and are to optimize the formula (5) whose subgradients are the formulas (6) and (7) with respect to M and ω, respectively. Thus, L i can be learned in step 13.
Step 13 -step 20 are the procedure of boosting, where the L i and α i can be learned.
Step 15 updates the weight of constraints in V t .
Step 16 -step 18 update the weight of constraints in V r . Finally, we optimize the formula (8) . In algorithm 1, q is the iteration number of boosting. for j = 1 to I do 4: Learn ω by using stochastic gradient descent algorithm based on formula (7) and let C = {0} n×n
Algorithm 1 Adaptive User Distance Measure (AUDM)
Require: I , N , f , constraint matrixes: V = C (i,j,k) , V t , V
5:
for o=1 to N do 6: Resample matrix
end for 10: Update M using equation (6) and project M into a positive semi-definite cone 11: if convergence break 12: end for 13: Learn L i using M with weights w i−1
14:
Compute α t i using formula (12) in V t
15:
Use formula (13) to update weights for constraints in V t
16:
for (i, j, k) ∈ V r do 17:
end for 19: Normalize w i to a distribution 20 :
IV. ANALYSIS OF GENERALIZATION ERROR AND COMPLEXITY
In the fth iteration of AUDM, the weight expectation of each constraint in V r is the Eq. (14) .
In the target network V t , training error of h is limited
, where |V t | and |V r | represent the number of constraints in the target network and the related network, respectively. Based on the result of Kar-Ann et al. [32] and a higher probability, the generalization error of AUDM is no more than
in the target network, where d v represents its VC-dimension. The proposed AUDM algorithm needs to execute I iterations before convergence. In each iteration, it samples constraints N times; and for each constraint, the time complexity of calculating the distance between two users is O(I * f ). Therefore, the total time complexity is O(I * N * f * f ). Actually, N is the number of the links. This means that the proposed algorithm can be applied to large-scale social datasets.
V. EXPERIMENTS
In this section, we compare our method with the Structure Preserving Metric Learning (SPML) [33] , the Supervised Random Walks (SRW) [34] , and the Relational Topic Model (RTM) [35] on the link prediction problem on two real world datasets. SPML is a metric learning method without considering the community structure for a single social network. SRM is a learning algorithm based on random walks for link prediction and link recommendation by utilizing node and edge attribute data. RTM method is appropriate for data that consists of counts, and can learn a link probability function in addition to latent topic mixtures describing each node.
A. DATASETS
The first dataset used in our experiments is crawled from Douban, 1 which includes two social networks. One shows that who takes notice of another on the Chinese website Douban, and the other shows that who knows well another in our daily life, i.e., the physical offline network. They contain a large amount of user behavior information. We use the API provided by Douban website to crawl the online data in this manner: randomly select 20 advanced users whose registration time are more than five years and still active. Then, we collect more users' information by repeatedly conducting breadth-first search on online data until the number of users reaches 50,000. Each user is regarded as a node in the network and has 150 features. Meanwhile, online relationship of users is recorded. As Douban website does not provide the API that can be used to collect offline data, we utilize the co-occurrence relationship among users to obtain offline data, which represents the contact of users in the real world. For example, we consider users to know each other in case that they participate in the same type of part more than three times based on the prior knowledge. Finally, we collect approximately 5 million edges for online data and 4 million edges for offline data.
The complete second dataset used in our experiments is crawled from Tencent, which also includes two social networks. One is the Tencent QQ 2 representing instant messaging network in China, and the other is the Tencent Weibo 3 representing a microblogging network. First, we randomly select twenty users (the number of their neighbors is more than one hundred). Then, we collect more users' information by repeatedly conducting breadth-first search on both of the networks until the number of users reaches the threshold of one million. Each user is regarded as a node in a social network. Each user has 98 features in the Tencent QQ network, while the number of the features of each user in the Tencent Weibo network is less than that of the Tencent QQ network. The two networks have some common features. After the fusion of the two networks, the number of features of each user becomes 110. Finally, the information we have collected is about one million users, and has approximately 8 million edges for the Tencent QQ network dataset and 32 million edges for the Tencent Weibo dataset. The degree distributions of the datasets are plotted in Fig. 3 . From the Fig. 3 , we observe that each sub-network dataset obeys the Power Log Distribution [36] . The relationships among users in each sub-network dataset are very sparse, which means that both of the networks are sparse and the most relationships among users are limited. Therefore, we should use the knowledge from other social networks to analyze the behaviors of users.
B. EXPERIMENTAL SETTING
In order to train our model, we construct a set of samples including two classes, i.e., the positive class and the negative class. A training sample is marked as a positive sample if there is a corresponding edge between the node pair; otherwise, it is marked as a negative one. Because there are O(n 2 ) possible samples, both network graphs sparse, and base classifiers unable to run in a reasonable time without resampling, we resample negative samples randomly so that each dataset contains roughly the same number of negative and positive samples.
We skip the step of the positive semi-definite projection as our experiments are mainly concerned with the link prediction instead of a true measure. In the following experiments, we run each algorithm 50 times. AUDM only takes a few minutes to converge. For each individual network, we divide the obtained data into two parts: the training set and the testing set, and they contain 80% and 20% samples of the original dataset, respectively. We set each parameter by using 10-fold cross-validation in the training phase. In the training phase, 50000 iterations are executed on our platform. The longest training time is about two minutes.
According to the above description, first, we carry out a series of pretreatment for the used datasets. Then, according to the community compatibility matrix, a variable matrix L T i→j L j→i is calculated. This variable matrix indicates whether there is a link between two users (u i and u j ) or not. Finally, according to the Bernoulli distribution, we resample links between users based on the variable matrix. All the experiments are conducted on a PC with i5 3.2GHz processor and 16GB memory. The above process is described in detail as follows.
Step 1: Feature matrix is obtained for each network.
Step 2: Potential feature vectors of users are obtained.
Step 3: Calculate the existing links of each user on the embedded network feature space.
Step 4: Resample links according to the Bernoulli distribution.
Step 5: Repeatedly run the program for 50 times.
Step 6: Calculate the values of area under receiver operating curve and mean average precision.
C. EXPERIMENTAL RESULTS AND ANALYSIS
In order to assess our algorithm, it is the evaluation task to predict who will establish contact with the others. We randomly divide the training set into 10 subsets for 10-fold crossvalidation and then calculate the prediction error.
1) EXPERIMENTAL RESULTS
In order to evaluate the link prediction accuracy of the proposed algorithm, we divide the collected set of links (edges) D into the training set D tr and the testing set D te , which have the following relation:
The area under curve (AUC) [37] is a performance evaluation of metric facilitating comparison between different methods. AUC evaluation index is essentially a probability value, which represents the probability that the obtained link score is higher than a randomly selected link score in the testing set. The randomly selected link is selected from the links that do not exist in the network graph. Then, calculate a score for each two links. If the score of the former is greater than that of the latter, then the evaluation value is 1; If the scores are equal, then the evaluation value is 0.5. After that, we calculate the weighted average of the two values. We assume that n trials are evaluated and they are independent and not mutually affected. The results of evaluation include r times for '1' and s times for '0.5'. The AUC value is defined as AUC = r+0.5s
n . If the values of links are randomly generated, then the above comparison (greater, less or equal) is the same, and the AUC value is 0.5. Therefore, using AUC to indicate the accuracy of an algorithm needs to compare with 0.5, i.e., comparing the accuracy of an algorithm with that of the random selection method. The closer to 1 the AUC value, the better the prediction performance of the considered method.
The precision index evaluates the proportion of the accurate prediction links in the top links prediction. There are m accurate prediction links in the first l predictions, which are ranked according to the corresponding links scores. Thus, the precision index is defined as precision = m l . We can easily see that the greater the precision value is, the higher the prediction accuracy becomes. When comparing two prediction algorithms, if their AUC values are equal but the precision value of algorithm A is greater than that of algorithm B, it can be inferred that algorithm A achieves better prediction performance than algorithm B. Concretely, the mean average precision (MAP) is used to compare different methods [38] . In the following, we give the experimental results measured using AUC and MAP, respectively. Table 3 shows the performance of each method on each single social network. RTM and SRW only cope with data from one perspective so that their performance is poorer. SPML and our proposed approach are still poorly performing due to the data sparseness problem. Nonetheless, this provides evidence that our proposed approach is the best on each single dataset. Table 4 shows the AUC and MAP performance of the baseline methods and the proposed approach on the two fused networks. We can observe that the RTM and SRW still perform poorly due to that they consider network only from one perspective. SPML considers user features and link information, thus it improves the AUC and MAP than RTM and SRW. However, the SPML does not achieve satisfactory performance due to that it does not consider the community structure and link features. On the contrary, the proposed approach has better performance than the other methods on AUC and MAP. The AUC value obtained using AUDM is higher than that of baseline methods at least 0.0805 and 0.0271 in Douban and Tencent, respectively, while the MAP value obtained using AUDM is higher than that of baseline methods at least 0.0602 and 0.0507 in Douban and Tencent, respectively. This means that the AUDM has much better performance on sparse networks, and we believe that this is due to that our approach is based on the boosting framework of the instance weighting strategy, which benefits from the related social network and can alleviate the negative effects of network differences. Table 3 and Table 4 present that the distance metric learned using our new approach on multiple social networks is more accurate than that on a single social network.
In our experiment, the AUC that is related to network topology is recorded. Fig. 4 displays the AUC performance of AUDM on the training set and the testing set, respectively. We can clearly observe that the AUDM converges quickly after multi-iterations. In section III, the convergence of AUDM has been described in detail.
We assign each algorithm to rank edges according to the measure of link likelihood, and compare the accuracy of the rankings using Receiver Operator Characteristic (ROC) curves. Fig. 5 shows the ROC curves, where there is a strong lift for AUDM over competing methods on the two datasets. Why the SRW and RTM are unable to gain better performance over SPML? One possible explanation is that the wide range of degrees for nodes in the two datasets makes it difficult to find a threshold that divides the edges.
Our method can obtain enough knowledge to correctly predict their links for the users having enough neighbors. However, can the knowledge from the related network help solve the problem of network sparseness? We verify and report experimental results on the long tail users (the number of neighbors is less than ten) [39] , who are restricted by the sparse problem. We use the boosting framework to make the user's mean average precision improved, as shown in Fig. 6 . The reason is that our method can develop the knowledge from the other interconnected network to enhance link prediction for the long tail of users. This provides evidence for the proposed method to help solve the sparseness problem in a single network.
2) PARAMETER ANALYSIS
We study the influence of the parameters (i.e., the features number and λ) on the performance of the methods. As the number of features indicates the complexity of the user relationship network, we study the relationship between the number of the features and the performance of the methods. The obtained results are shown in Figure 7 . We vary the number of features from 1 to 150 for the Douban dataset as shown in Fig.7(a) and from 1 to 110 for the Tencent dataset as shown in Fig.7(b) . We notice that methods slightly improve their performance with the increase of the features number. In this sense, the methods are not very sensitive to the number of features on the two datasets.
λ represents the importance of trade-off between the graph topology and the community structure in the embedded social network. In Fig. 8 , we can observe that λ varies from 0.5 to 1.5, and the step length is 0.25. The performance of our algorithm first increases and then gradually decreases with the increase of λ. Although the effectiveness of the graph topology is over-emphatic when λ is small, the impact of the community structure is ignored when λ increases. In particular, Fig. 8 shows that the performance of our method is better than that of SPML, SRW, and RTM. It means that keeping and modeling community structure is important in the embedded space because it essentially measures the potential similarities between two users.
3) TIME ANALYSIS
In section IV, we analyze the time complexity of our method and get a conclusion that the time complexity of our method is linear with the number of links. We verify the conclusion empirically as shown in Fig. 9 . It illustrates the relationship between the computation time and the different ratios of the two datasets for the methods. The computation time increases linearly with respect to the scale of links. In our experimental setting, each iteration takes about 90 seconds. Not only Table 3 and Table 4 show that our method has better performance than SPML, SRW and RTM, but also Fig. 9 shows that our method is faster than the competing methods.
Finally, the comparative results show that our method outperforms the other methods in all the settings of both datasets. This is because our method combines metric learning with boosting for modeling user distance from the relevant social networks. Our method inherits the advantage of AdaBoost and can effectively tackle the over-fitting problem in the modeling of sparse social networks, while other methods in a single network are bound to encounter the data sparseness problem.
VI. CONCLUSION
In this paper, we exploited the boosting technology to construct a metric learning model that adaptively measured the distance between two users in relevant social networks. Then, we proposed the AUDM to address the challenging problem of modeling user distance in multiple social networks. In particular, our model is able to resist the over-fitting problem. Finally, extensive numerical experimental results on two real large-scale datasets demonstrate that our method outperforms the compared methods on AUC and MAP. In the future work, we will use our model on other issues (e.g., community detection and social influence analysis) in multiple social networks. In addition, we will develop a mechanism to resolve the conflict that some users have links and some users have no links in a social network but the relations among these users are swapped in another social network. 
