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This work deals with questions regarding to what extent regularity-preserving language
operations affect the descriptional complexity of regular expressions. Some language
operations are identified which are feasible for regular expressions in the sense that the
result of the operation can be represented as a regular expression of size polynomial in
that of the operands. We prove that taking language quotients, in particular the prefix
and suffix closures, of a regular set can incur at most a quadratic blow-up on the required
expression size. The circular shift operation can cause only a cubic increase in size and at
least a quadratic bloat can be necessary in the worst case.
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1. Introduction
In the last 20 years, a large body of research on the descriptional complexity of finite automata has been developed. To the
authors’ knowledge, the first systematic attempt to start a parallel development for the descriptional complexity of regular
expressions was presented by Ellul et al. [9] at the workshop on ‘‘Descriptional Complexity of Formal Systems’’ (DCFS), in
2002. In particular, they raised the question of determining how basic language operations such as complementation and
intersection affect the required regular expression size. Yet it is worth mentioning that a rather special language operation
arising in the context of SGML specifications, namely that of removing the emptyword, had been studied already some years
before: Itwas shown in [23] that this operation can incur atmost a quasilinear increase in regular expression size. In contrast,
for the intersection and shuffle operation, exponential lower bounds have been shown recently, and complementation can
even incur a doubly-exponential blow-up [11,13]. In [13] it was shown that the star height of a regular language is at most
logarithmic in theminimum regular expression size, and lower bounds are proved by finding families of languages forwhich
the respective language operations give rise to a dramatic increase in star height. In contrast, it is well known that taking
language quotients does not increase the star height [7]. This and similar language operations appear to be a natural testing
ground for deepening our understanding of the descriptional complexity of regular expressions: Either one has to find some
new lower bound techniques, or one has to find a nontrivial implementation of these operations on regular expressions, or
both—a straightforward procedurewould be to convert the expression into a finite automaton, implement the operation on a
finite automaton, and convert back to a regular expression using state elimination. Yet that last step can incur an exponential
blow-up in general, even over binary alphabets [13].
I This paper is a completely revised and expanded version of a paper presented at the 10th Workshop on Descriptional Complexity of Formal Systems
(DCFS) held in Charlottetown, Prince Edward Island, Canada, July 16–18, 2008.∗ Corresponding author. Tel.: +49 6419932153.
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1 Most of the work was done while the first author was at Institut für Informatik, Ludwig-Maximilians-Universität München, Oettingenstraße 67,
D-80538 München, Germany.
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Here, we give polynomial upper bounds for the required expression size resulting from taking language quotients
and circular shift. Descriptional complexity aspects of these operations were already studied in [1,22] for the circular
shift and [16,20] for language quotients—the latter two references consider deterministic finite automata with multiple
start states, but the results easily translate to state complexity results for (left) quotients. The basic idea is to implement
the operation for the special case of linear expressions [2], called single-occurrence regular expressions in [11]. These
are expressions in which every alphabetic symbol occurs exactly once, which makes it easier to deal with as they can
describe only local languages. To cover the general case, we study the interplay of the operations with length-preserving
homomorphisms.
2. Basic definitions
We recall some basic notions in formal language theory—for a thorough treatment, the reader might want to consult a
textbook such as [18]. In particular, let Σ be a finite alphabet and Σ∗ the set of all words over the alphabet Σ , including
the empty word λ. A (formal) language over the alphabet Σ is a subset of Σ∗. Apart from the regular operations on
languages, namely (finite) union, catenation, and star, we briefly recall the following operations on languages: The reversal
of a language L, denoted by LR, consists of all words which, when read backwards yield a word in L. The (left) derivative of
a language L with respect to a word w, written as w−1L, is defined as { x | wx ∈ L }, the (left) quotient of L with respect to
a set of wordsW , denoted byW−1L, is defined as
⋃
w∈W w−1L. The special caseW = Σ∗ is known as the suffix closure of
L and denoted by suf(L). We can perform similar operations when reading words from right to left: The right derivative of
a language L with respect to a word w is defined as { v | vw ∈ L }. This operation can be expressed using derivatives and
reversal as ((wR)−1LR)R; right quotients and the prefix closure pre(L) are defined in an analogous manner. The circular (or
cyclic) shift of a language, denoted by  (L), is given by { xw | wx ∈ L }.
LetΣ be an alphabet. The regular expressions overΣ are defined recursively in the usual way:3 ∅, λ, and every letter a
with a ∈ Σ is a regular expression; and when s and t are regular expressions, then (s + t), (s · t), and (s)∗ are also regular
expressions. The language denoted by a regular expression r , denoted by L(r), is defined as follows: L(∅) = ∅, L(λ) = {λ},
L(a) = {a}, L(s + t) = L(s) ∪ L(t), L(s · t) = L(s) · L(t), and L(s∗) = L(s)∗. Two regular expressions are called equivalent if
they denote the same language. For a regular expression r , define λ(r) = λ if λ ∈ L(r), and λ(r) = ∅ otherwise. Likewise,
for a language L, we define λ(L) analogously.
The size or alphabetic width of a regular expression r over the alphabet Σ , denoted by alph(r), is defined as the total
number of occurrences of letters ofΣ in r . For a regular language L, we define its alphabetic width, alph(L), as the minimum
alphabetic width among all regular expressions describing L. The star height of a regular expression r , denoted by h(r) is a
structural complexity measure inductively defined by
(1) h(r) = 0, for r ∈ Σ ∪ {∅, λ},
(2) h(s · t) = h(s+ t) = max (h(s), h(t)), and
(3) h(r∗) = 1+ h(r).
The star height of a regular language L is then defined as theminimum star height among all regular expressions describing L.
For illustration of these concepts, the alphabetic width of the expression λ + ((ab)∗b)∗a∗b is 5, and its star height is 2.
These numbers are also immediate upper bounds on the alphabetic width and star height, respectively, of the described
language.
Let r be a regular expression. Following [19], we say that r is reduced if all of the following conditions hold: If r contains
the symbol ∅, then r = ∅; the expression r contains no subexpression of the form st or ts, satisfying L(s) = {λ} and no
subexpression of the form (s∗)∗; if r contains a subexpression of the form s + t or t + s with L(s) = {λ}, then λ /∈ L(t); if
r contains a subexpression of the form s∗, then L(s) 6= {λ}. Otherwise r is called reducible. The above definition suggests
some rewriting rules, such as replacing s + ∅ with s, and a few more rules, see [19]. By iteratively applying the rules to all
subexpressions until none is applicable, we can reduce every regular expression to arrive at a reduced one.
Clearly, for every regular expression there exists an equivalent reduced regular expression with alphabetic width and
star height no larger than the original expression. We will need the following relation between star height and alphabetic
width of reduced regular expressions:
Lemma 1. Let r be a reduced regular expression. Then h(r) ≤ alph(r).
Proof. First, consider the cases L(r) = ∅ and L(r) = {λ}. It is easy to see from the definition of reduced expressions that we
must have r = ∅ and r = λ, respectively, and the claim holds in these cases. These are the only reduced expressions with
alphabetic width 0.
For the case alph(r) ≥ 1, we prove the following claim by induction on the total number of occurrences of operators in r:
If the reduced expression r is a starred expression, then h(r) ≤ alph(r), otherwise h(r) ≤ alph(r)− 1.
If r contains no operators at all, then the statement clearly holds. To do the induction step, assume the statement holds
for all regular expressions with at mostm occurrences of operators. If r is of the form (s)∗, then s is not a starred expression,
since r is reduced. Furthermore, L(s) can be neither empty nor equal to {λ}, since otherwise L(r) = {λ}, and r would not be
3 For convenience, parentheses in regular expressions are sometimes omitted and the concatenation is simply written as juxtaposition. The priority of
operators is specified in the usual fashion: Concatenation is performed before union, and star before both product and union.
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reduced. Thus by induction assumption, h(s) ≤ alph(s) − 1. Since alph(r) = alph(s) and h(r) = h(s) + 1, the claim also
holds in this case. In the cases r = s+ t and r = s · t , we have h(r) = max (h(s), h(t)). The total number of occurrences of
operators in r and s is each strictly less than the number of occurrences in r , so the induction hypothesis applies. However,
the induction does not go through directly in the subcasewhere both s and t are stars, that is, s = sˆ∗ and t = tˆ∗. Nevertheless,
since both s and t are reduced, neither sˆ nor tˆ are stars, and we can apply the induction hypothesis to them and obtain
h(sˆ)+ h(tˆ) ≤ alph(sˆ)+ alph(tˆ)− 2.
Regarding the left-hand side of this inequality, note that
h(r)− 1 = max{h(sˆ), h(tˆ)} ≤ h(sˆ)+ h(tˆ).
Regarding the right-hand side, note that alph(sˆ)+ alph(tˆ) = alph(r). This completes the induction step also in this subcase,
and the lemma is proved. 
3. Linear expressions
Let r be a regular expression over the alphabet Σ . Recall that the alphabetic width of r , denoted by alph(r), is the total
number of occurrences of symbols in r . We refer to the ith alphabetic letter in r as the ith position. A regular expression r
over an alphabetΣ = {a1, a2, . . . , an} is called a linear expression if and only if |Σ | = alph(r) and the ith position in r is the
symbol ai. In this case, there is a straightforward bijection between positions and alphabet symbols, and here we shall often
denote the used alphabet by Pr .
For two alphabets Σ and Γ , a homomorphism h : Σ∗ → Γ ∗ is length-preserving or also letter-to-letter if it maps
all symbols from Γ to symbols from Σ . It is easy to see that each regular expression r is the image of a unique linear
expression r under a length-preserving homomorphism: That homomorphism maps the symbol ai to the ith position of r .
This homomorphism will be denoted by `r or just ` in the case r is understood from the context.
Example 2. For the regular expression r = ((ab)∗a)∗, the corresponding linear expression is r = ((a1a2)∗a3)∗, and the
length-preserving homomorphism which maps r to r is given by `r = {a1 7→ a, a2 7→ b, a3 7→ a}. 
LetΣ be an alphabet. A language L ⊆ Σ∗ is local if it can be written as
L = λ(L) ∪ (PΣ∗ ∩Σ∗S) \ (Σ∗NΣ∗),
for some P, S ⊆ Σ and N ⊆ Σ2. Note that in this definition, we permit the empty word to be a member of a local language.
The concept of local languages is related to linear expressions as follows [3]:
Theorem 3. For every linear expression r, the language L(r) is local.
We briefly recall the definition of the canonical derivative da(r) of a linear expression r with respect to an alphabet
symbol a, in the reformulation given in [6, Prop. 6]:
Definition 4. Let r be a reduced linear expression and let a be a symbol in Pr . Then the canonical derivative da(r) is computed
recursively by applying the following rules and finally reducing the expression:
da(a) = λ
da(s+ t) =
{
da(s) if da(s) 6= ∅
da(t) otherwise
da(s · t) =
{
da(s) · t if da(s) 6= ∅
da(t) otherwise
da(s∗) = da(s) · s∗
And da(r) = ∅ in all cases not covered above.
The study [6] relates the canonical derivatives of a linear expression to the original definition of derivatives for general
regular expressions due to Brzozowski [5], and to the continuations introduced by Berry and Sethi [2]. The results from [6]
relevant to our context are summarized in the following characterization:
Theorem 5. Let r be a linear expression, let a be a symbol in Pr , and u a word over Pr . If the set (ua)−1L(r) is nonempty, then it
is described by the canonical derivative da(r).
Thus for a reduced linear expression r , the canonical derivative da(r) describes the language quotient (P∗r a)−1L(r).
Example 6. Consider again the linear expression r = ((ab)∗c)∗ from Example 2; we now use the alphabet {a, b, c} instead
of {a1, a2, a3} to increase readability. Then
da(r) = da((ab)∗c) · ((ab)∗c)∗ = da((ab)∗) · c · ((ab)∗c)∗
= da(ab) · (ab)∗ · c · ((ab)∗c)∗ = da(a) · b · (ab)∗ · c · ((ab)∗c)∗
= λ · b · (ab)∗ · c · ((ab)∗c)∗ = b(ab)∗c((ab)∗c)∗.
A similar computation yields db(r) = (ab)∗c((ab)∗c)∗ and dc(r) = ((ab)∗c)∗. 
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Now we generalize the above notion from symbols a ∈ Pr to sets of symbols A ⊆ Pr as follows:
Definition 7. Let r be a reduced linear expression and let A be a set of symbols in Pr . Then the canonical derivative dA(r) is
computed recursively by applying the following rules and finally reducing the expression:
dA(a) = λ if a ∈ A
dA(s+ t) = dB(s)+ dA\B(t)
dA(s · t) = dB(s) · t + dA\B(t)
dA(s∗) = dA(s) · s∗
with B = { a ∈ A | da(s) 6= ∅ }. And dA(r) = ∅ in all cases not covered above.
A straightforward structural induction shows that the definition works as expected:
Lemma 8. Let r be a linear expression and A a set of symbols in r. Then L(dA(r)) =⋃a∈A L(da(r)). 
Example 9. Again we consider the linear expression r = ((ab)∗c)∗. Let A = {b, c}, then the expression dA(r) computes as
follows:
dA(r) = dA
(
(ab)∗c
) · ((ab)∗c)∗ = (db((ab)∗) · c + dc(c)) · ((ab)∗c)∗
= (db(ab) · (ab)∗ · c + dc(c)) · ((ab)∗c)∗
= (db(b) · (ab)∗ · c + dc(c)) · ((ab)∗c)∗ = (λ · (ab)∗ · c + λ) · ((ab)∗c)∗
= ((ab)∗c + λ) · ((ab)∗c)∗.
In the last line of the above computation,we applied twodifferent rules for reducing the expression. Note that this expression
is indeed shorter than the expression db(r)+dc(r)we computed in Example 6, although onemight first be tempted to expect
the contrary.
A similar computation yields the equalities d{a,b}(r) = ((b+ λ)(ab)∗c) · ((ab)∗c)∗, d{a,c}(r) = (b(ab)∗c + λ) · ((ab)∗c)∗,
and last but not least we find d{a,b,c}(r) = ((b+ λ)(ab)∗c + λ) · ((ab)∗c)∗. 
Next, we estimate the size of the expressions dA(r).
Lemma 10. Let r be a reduced linear expression of alphabetic width n ≥ 1 and star height h, and let A be a subset of Pr . Then the
expression dA(r) has size at most n
2−n
2 + hn = O(n2).
Proof. First, recall that Lemma 1 implies that the claimed size is in O(n2). We prove the claim by induction on the depth
d ≥ 0 of the syntax tree of r . In the case d = 0, then with alph(r) ≥ 1 we must have r = a for some a ∈ Pr , and the claim
clearly holds. To do the induction step, we consider three cases.
If r is of the form s + t , then dA(r) is the expression obtained from reducing dB(s) + dA\B(t). Let alph(s) = k and
alph(t) = n− k, for some k ≥ 0. By induction hypothesis we obtain that
alph(dA(r)) ≤ k
2 − k
2
+ hk+ (n− k)
2 − (n− k)
2
+ h(n− k).
By rearranging terms, we get
k2 − k+ (n− k)2 − (n− k)
2
= n
2 − n
2
+ k(k− n) ≤ n
2 − n
2
,
and thus alph(dA(r)) is bounded above by n
2−n
2 + hn in this case.
If r is of the form s · t , then dA(r) is the expression obtained from reducing the expression dB(s) · t + dA\B(t). Since r is
reduced, both s and t have alphabetic width at least 1. Letting k ≥ 1 denote the alphabetic width of s and n−k the alphabetic
width of t , we obtain by induction hypothesis that
alph(dA(r)) ≤ k
2 − k
2
+ hk+ (n− k)
2 − (n− k)
2
+ h(n− k)+ n− k.
By a similar computation as for the previous case, the right-hand side in the above inequality is still bounded above by
n2−n
2 + hn.
Finally, if r is of the form s∗, then the depth and the star height of s are both smaller than those of r , and by induction
assumption alph(dA(r)) ≤ alph(dA(s))+n ≤ n2−n2 +(h−1)n+n. This covers all possible cases, and the proof is completed. 
We remark that our notion of dA(r) differs from the one given in [6] in that our definition yields expressions of size O(n2),
while defining dA as
∑
a∈A da(r)would be much more redundant. It should be said that the actual size of these expressions
is immaterial in the context of [6], but is important in the present paper.
Now we take a closer look at local languages. The following lemma is easy to see from the definition of local languages:
Lemma 11. If L ⊆ Σ∗ is a local language and a is a symbol inΣ , then
(1) u1 · a · v1 ∈ L and u2 · a · v2 ∈ L implies u1 · a · v2 ∈ L, and
(2) ua ∈ pre(L) implies (ua)−1L = (Σ∗a)−1L. 
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For a local language L and an alphabet symbol a, we may thus define da(L) as the language quotient da(L) = (Σ∗a)−1L.
Likewise, for a set of symbols A define dA(L) = (Σ∗A)−1L. This operator overloading is perfectly consistent with the use
of the notation da(r) to denote the canonical derivative of a linear expression r with respect to an alphabet symbol a: By
Theorem 5, we have L(da(r)) = da(L(r)).
The above characterization allows us to provide a neat formula for left quotients of local languages:
Lemma 12. Let L ⊆ Σ∗ be a local language and let W ⊆ Σ∗ an arbitrary language. Define A = { a ∈ Σ | W ∩ pre(L)∩Σ∗a 6=
∅ }. Then
W−1L = λ(W ) · L ∪
⋃
a∈A
da(L) = λ(W ) · L ∪ dA(L).
Proof. First of all, it follows from the definition of language quotients that W−1L = (W ∩ pre(L))−1L. Second, if we
decompose the setW as λ(W ) ∪⋃a∈Σ (W ∩Σ∗a), we obtain
W−1L = λ(W )−1 · L ∪
⋃
a∈Σ
(W ∩Σ∗a ∩ pre(L))−1L
= λ(W ) · L ∪
⋃
a∈A
(W ∩Σ∗a ∩ pre(L))−1L, (1)
since
⋃
a∈Σ\A(W ∩Σ∗a ∩ pre(L))−1L = (∅)−1L = ∅. Finally, for a ∈ A, let ua be any word inW ∩Σ∗a ∩ pre(L). Then from
Lemma 11 one can readily deduce that (ua)−1L = (Σ∗a∩ pre(L))−1L = (Σ∗a)−1L = da(L). Thus (W ∩Σ∗a∩ pre(L))−1L =
da(L). By putting this into Eq. (1), the result follows. 
Example 13. We compute the left quotient of the language L = L(r) denoted by the linear expression r = ((ab)∗c)∗
with respect to the set W denoted by the regular expression λ + ((a + c)b)∗(a + c). To this end, we identify the set
A = { d ∈ {a, b, c} | W ∩Σ∗d ∩ pre(L) 6= ∅ }. No word inW ends with b, but the words a and c are both inW and prefixes
of words in L, thus A = {a, c} in our case. In general, the set A can be effectively computed provided W is represented in
a machine model that effectively allows intersection with regular sets and has a decidable emptiness problem. This is the
case, e.g., for the finite automaton and pushdown automaton models, see [18].
Now by Lemma 12 holds W−1L = λ(W ) · L ∪ d{a,c}(L). Here we have λ(W ) · L = L, and a regular expression
denoting d{a,c}(L) is given in the previous Example 9. Thus, a regular expression denoting the quotient W−1L is given by
r + d{a,c}(r) = ((ab)∗c)∗ + (b(ab)∗c + λ) · ((ab)∗c)∗. 
Also for the circular shift of local languages, we obtain a nice characterization:
Lemma 14. Let L ⊆ Σ∗ be a local language. Then for the circular shift  (L) we have
 (L) = λ(L) ∪
⋃
a∈Σ
a · da(L) · (da(LR))R.
Proof. The circular shift of any language L can by definition be written as  (L) = λ(L) ∪⋃a∈Σ La, where
La = { awv | v,w ∈ Σ∗, vaw ∈ L }.
In particular, as L is local, Lemma 11 tells us that there cannot be any dependencies between the subwords v and w in the
definition of La. Thus La can be rewritten as
La =
⋃
{ v∈Σ∗|va·da(L)⊆L }
a · da(L) · v,
and since local languages are readily seen to be closed under reversal, redoing the same trick for the reversed language yields
La = a · da(L) · da(LR)R, as desired. 
Example 15. We also compute the circular shift of the language L = L(r) in our running example. By Lemma 14, we can
write  (L) as λ(L) ∪ ⋃a∈Σ a · da(L) · (da(LR))R. The sets da(L), db(L) and dc(L) are denoted by the expressions da(r) =
b(ab)∗c((ab)∗c)∗, db(r) = (ab)∗c((ab)∗c)∗, and dc(r) = ((ab)∗c)∗, respectively, which were computed in Example 6. In a
similar manner, we obtain for rR = (c(ba)∗)∗ the canonical derivatives da(rR) = (ba)∗(c(ba)∗)∗, db(rR) = a(ba)∗(c(ba)∗)∗,
and dc(rR) = (ba)∗(c(ba)∗)∗. We have λ(L) = λ, and straightforward rules for implementing the reversal of regular
expressions yield ((ba)∗(c(ba)∗)∗)R = ((ab)∗c)∗(ab)∗ and (a(ba)∗(c(ba)∗)∗)R = ((ab)∗c)∗(ab)∗a. Thus a regular expression
denoting  (L(r)) is given by
λ+ a · b(ab)∗c((ab)∗c)∗ · ((ab)∗c)∗(ab)∗ + b · (ab)∗c((ab)∗c)∗ · ((ab)∗c)∗(ab)∗a+ c · ((ab)∗c)∗ · ((ab)∗c)∗(ab)∗.
Finally, we note that in an actual implementation the computational overhead for the two reversal operations carried out
here could be saved by defining the concept of ‘‘canonical right derivatives’’ using rules analogous to those for computing
canonical (left) derivatives in Definition 4. 
These characterizations immediately lend themselves to an implementation of quotient and circular shift operations on
linear expressions via canonical derivatives. Using Lemma 10, we can estimate the resulting expression size as follows:
Theorem 16. Let r be a linear expression of size n, and let L = L(r). Then for any set of words W ⊆ P∗r , there is a regular
expression of size O(n2) denoting W−1L, and a regular expression of size O(n3) denoting the circular shift  (L). 
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4. The general case
The above results allow us to compute from a given linear expression relatively small regular expressions denoting a
language quotient or the circular shift of the denoted language. In this section, we investigate the interaction of (length-
preserving) homomorphisms with the language operations under consideration to transfer the obtained results to the
general case. The easier case is a language operation that commutes with length-preserving homomorphisms. This is the
case for the circular shift:
Lemma 17. Let ` be a length-preserving homomorphism, and let L ⊆ Σ∗ be a language. Then  (`(L)) = `( (L)).
Proof. Since both the homomorphism and circular shift operation commutewith taking finite and infinite unions, it suffices
to show the claim for the case where L contains a single wordw = a1a2 . . . ak. In the case k ≤ 1, we have L = (L), and the
claim is trivially true. So assume k ≥ 2. Then
`( ({w})) = {`(w)} ∪ ` ({ aj . . . aka1a2 · · · aj−1 | 2 ≤ j ≤ k })
= {`(w)} ∪ { `(aj) . . . `(ak)`(a1)`(a2) . . . `(aj−1) | 2 ≤ j ≤ k }.
Now let x = b1b2 . . . bk, with bi = `(ai). Then
 ({`(w)}) = {`(w)} ∪ { bj . . . bkb1b2 . . . bj−1 | 2 ≤ j ≤ k }
= {`(w)} ∪ { `(aj) . . . `(ak)`(a1)`(a2) . . . `(aj−1) | 2 ≤ j ≤ k },
thus proving the desired equality. 
The next lemma shows how homomorphisms interact with taking left derivatives. We would like to warn the reader
that in the following we use two very similar standard notations that should not be confused: The notion w−1L denotes a
derivative of the language L, whereas `−1(w) is used to denote the preimage of w under the map `, that is, `−1(w) = { x |
`(x) = w }.
Lemma 18. Let L ⊆ Σ∗ be a regular language, let ` : Σ∗ → Γ ∗ be a length-preserving homomorphism, and let w ∈ Γ ∗. Then
w−1`(L) =⋃x∈`−1(w) `(x−1L).
Proof. Let A = (Q ,Σ, δ,Q0, F) be a nondeterministic finite automaton (possibly with multiple start states) accepting L, in
the standard notation of [18]. We obtain a nondeterministic finite automaton B accepting `(L) by a standard construction:
Let B = (Q ,Γ , δ′,Q0, F)with δ′(q, a) = ⋃b∈`−1(a) δ(q, b), for every q ∈ Q and every a ∈ Γ . For an automaton C accepting
w−1`(L), we perform the standard quotient construction: Let C = (Q ,Γ , δ′,Q ′0, F), with Q ′0 =
⋃
q0∈Q0 δ
′(q0, w).
For a finite automaton accepting the language
⋃
x∈`−1(w) x−1L, we define D = (Q ,Σ, δ,Q ′0, F)with the same start states
as above. Note that for the set Q ′0 we have
Q ′0 =
⋃
q0∈Q0
δ′(q0, w) =
⋃
x∈`−1(w)
⋃
q0∈Q0
δ(q0, x),
so this automaton indeed accepts the quotient
⋃
x∈`−1(w) x−1L. To get an automaton accepting the image under ` of this
language, we replace in D, similar to above, the transition function δ with δ′ and change the input alphabet to Γ . But then
we end up with the automaton (Q ,Γ , δ′,Q ′0, F), which is identical to the automaton C . Thusw−1`(L) =
⋃
x∈`−1(w) `(x−1L)
as desired. 
Now we are ready to state the main result of this paper:
Theorem 19. Let r be a regular expression of size n denoting the language L ⊆ Σ∗, and let W ⊆ Σ∗. Then there is a regular
expression of size O(n2) denoting W−1L and a regular expression of size O(n3) denoting  (L).
Proof. Let r be the linear expression for r , and ` = `r be the homomorphismwhichmaps r to r . Since ` is length preserving,
every wordw ∈ Σ∗ is in `(Pr)∗, and thus, by Lemma 18, we have
w−1`(L(r)) =
⋃
x∈`−1(w)
`(x−1L(r)).
This readily generalizes to sets of words, and we obtain
W−1`(L(r)) =
⋃
w∈W
⋃
x∈`−1(w)
`(x−1L(r))
= `
 ⋃
x∈`−1(W )
x−1L(r)
 = ` ((`−1(W ))−1L(r)) .
The last one of the above expressions is the image under ` of a quotient of r . By Theorem 16, the latter language can be
described by a regular expression of size O(n2), and applying the map ` does not increase the alphabetic width. This shows
that alph(W−1L) = O(n2). For the circular shift, recall from Theorem 16 that  (L(r)) has alphabetic width in O(n3).
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By Lemma 17,  (L(`(r))) = `( (L(r))), and, as noted before, applying a length-preserving homomorphism does not
increase the alphabetic width. 
Example 20. Wecompute the left quotient of L(r)with respect to the setW denoted by the expressionλ+(ab)∗a. Following
the proof of Theorem 19, the languageW−1L(r) is equal to `((`−1(W ))−1L(r)), where ` = {a 7→ a, b 7→ b, c 7→ a} is the
length-preserving homomorphism which maps r to r . An expression denoting `−1(W ) = `−1(λ + (ab)∗a) is given by
λ+ ((a+ c)b)∗(a+ c). Recall from Example 13 that the quotient (`−1(W ))−1L(r) is denoted by the expression
r + d{a,c}(r) = ((ab)∗c)∗ + (b(ab)∗c + λ) · ((ab)∗c)∗.
Finally, applying the length-preserving homomorphism ` to this expression yields the regular expression ((ab)∗a) +
(b(ab)∗a+ λ)((ab)∗a)∗ forW−1L(r). 
Example 21. From Example 15 we deduce that the circular shift of L(r) is simply
 (L(r)) = λ+ a · b(ab)∗a((ab)∗a)∗ · ((ab)∗a)∗(ab)∗
+ b · (ab)∗a((ab)∗a)∗ · ((ab)∗a)∗(ab)∗a+ a · ((ab)∗a)∗ · ((ab)∗a)∗(ab)∗,
by applying the length-preserving homomorphism ` = {a 7→ a, b 7→ b, c 7→ a} to the regular expression  (L(r)). 
Currently, we do not know whether these upper bounds have the right order of magnitude. At least, we can show a
quadratic lower bound on the increase of alphabetic width for the circular shift operation. To this end, we make use of
certain circular arrangements, which are well known in Combinatorics: For an integer k ≥ 1, a binary De Bruijn sequence of
order k is a circular sequence γ of length 2k over the binary alphabet {a, b} such that every word in {a, b}k is contained, at
some unique position, in γ . The following theorem, proved first4 in [10], is a classical result in Combinatorics:
Theorem 22. For every k ≥ 1, a binary De Bruijn sequence of order k exists.
By cutting open a circular sequence γ at some specified position and read it clockwise, we obtain a word w ∈ {a, b}∗ in
the usual sense, of length |γ |. We call such a word a cut of γ . With these notions, we are now sufficiently armed to prove a
lower bound on the alphabetic width on circular shift.
Theorem 23. There exist infinitely many regular languages Ln over a binary alphabet such that Ln admits a regular expression of
alphabetic width n, but every regular expression describing  (Ln) has alphabetic width at leastΩ(n2).
Proof. We take n = 2k, for some k ≤ 1. Let γ be a binary De Bruijn sequence of order k, and letw be a cut of γ . Our witness
language is simply Ln = {w}. Of course, Ln admits a regular expression of alphabetic width at most n. For a lower bound on
the alphabetic width of  ({w}), observe first that this set equals the set of all cuts of γ . Since there are n = 2k such cuts,
each of length n, there is trivially a regular expression of size n2 for this set. Our aim is to show that we cannot do essentially
better.
Since every regular expression of size n can be transformed into a nondeterministic finite automaton having atmost n+1
states, it suffices to give a lower bound ofΩ(n2) on the number of states required by any nondeterministic finite automaton
accepting the set of all cuts of γ . To this end, we make use of the fact that the size of any fooling set for a regular language
is a lower bound on the number of required states [4]. Here, a fooling set for a regular language L is a set of pairs of words
(xi, yi) such that xiyi ∈ L for each i, but for i 6= j, at least one of the words xiyj and xjyi is not in L. For a detailed account on this
and related lower bound techniques see, e.g., [12,17]. Now, let w1 = w and for 2 ≤ i ≤ n, we recursively define wi = vu,
if uv = wi−1, where u ∈ {a, b} and v ∈ Σ∗—thus, all these words are obtained by cuts of γ at appropriate positions. For
example, if we havew1 = aaababbb, thenw4 = babbbaaa—see Fig. 1.
Note that all these words are pairwise different because w is a cut of a De Bruijn sequence, i.e., for 1 ≤ i, j ≤ n we have
wi 6= wj, if i 6= j. For 1 ≤ i ≤ n and 1 ≤ j ≤ n, let xi,j denote the prefix of length j of wi. Similarly, we use yi,j to denote the
suffix of length j ofwi. We claim that
S = { (xi,j, yi,n−j) | 1 ≤ i ≤ n and k ≤ j ≤ n− k }
is a fooling set for the language  ({w}) of all cuts of γ . Clearly, the word xi,jyi,n−j equals wi, and every wi is a cut of γ . We
will prove that xi,jyr,s is not a member of ({w}), if r 6= i or s 6= n− j. Consider first the case s 6= n− j. Since xi,j is of length j
and yr,s of length s, their concatenation has length different from n and cannot be a cut. Now consider the case r 6= i and
s = n − j. Recall that wi is the unique cut of γ that begins with xi,k. By rotational symmetry, wi is also the unique cut that
ends with yi,k. For the sake of contradiction, assume now that xi,jyr,n−j is a cut of γ . Since the above word begins with xi,j
and j ≥ k, it has xi,k as prefix, so it must be equal to wi. By similar means, since the word ends with yr,n−j and n − j ≥ k, it
has yr,k as suffix, so it must be equal towr . This implieswi = wr , a contradiction, since by assumption i 6= r .
Thus S is a fooling set for  ({w}), the set of all cuts of γ , and |S| = Ω(n2) is a lower bound for the number of states of
any nondeterministic finite automaton accepting the language  (w), as desired. 
Observe that this lower bound is tight if we restrict our attention to finite languages: If L(r) is finite, we can safely assume
that r does not use the star operator, as observed in [15]: Any potential starred subexpression could describe only the empty
word. In the case of expressions without star, it is readily seen from Definition 4 that all canonical derivatives are of linear
size. Plugging this improved estimate into the proof of the O(n3) bound for the circular shift in the general case gives a
4 As acknowledged by De Bruijn [8], he later rediscovered essentially the same proof.
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Fig. 1. The De Bruijn sequence γ = aaababbb of order k = 3 and length n = 8 is shown. The wordswi , for 1 ≤ i ≤ n, used in the construction of the fooling
set are obtained by cuts of γ at appropriate positions—here w1 = aaababbb is obtained by cutting γ at 12-o’clock, while w4 = babbbaaa is obtained by
cutting at half past four.
quadratic upper bound for the case of finite languages. We thus obtain a tight bound for the regular expression size of
circular shift in the case of finite languages:
Corollary 24. Let r be a regular expression of size n denoting a finite language L ⊂ Σ∗. Then there is a regular expression of size
O(n2) denoting denoting  (L). In contrast, there exist infinitely many finite languages Ln over a binary alphabet such that Ln
admits a regular expression of alphabetic width n, but every regular expression describing  (Ln) has alphabetic width at least
Ω(n2). 
5. Conclusion
In this paper, we identified some regularity-preserving language operations whose effect on required regular expression
size is not too drastic, i.e., which can incur at most a polynomial blow-up. Among these are all operations which are special
cases of language quotients, e.g., the prefix or suffix closure of a set of words, and the circular shift. The naive way to
implement such an operation would involve a translation into finite automata and back. However, the conversion into the
back direction likely causes an undesirable blow-up in expression size. In contrast, the algorithmspresented here are entirely
based on rewriting expressions and thus avoid these difficulties altogether. There are two ingredients in such an approach:
First, the language operation under consideration needs to admit an efficient solution for linear expressions. Second, it needs
to be somehow well behaved with respect to length-preserving homomorphisms.
One task for further research is to find other regularity-preserving operations for which this or similar approaches might
work. For instance, for the language of scattered substrings (superstrings, respectively) of the language described by a
regular expression overΣ , we simply replace every position awith a subexpression λ+ a (with a subexpression describing
Σ∗aΣ∗, respectively) to obtain a regular expression denoting that language. Both operations can be thus performed with
only linear increase in expression size providedΣ is fixed. Issues on the state complexity of these operations were studied
recently in [14,21]. Another, probably difficult, challenge is to try to tighten the bounds given here. Quite a few lower bound
techniques for regular expression size, apart from those based on the number of states required by a nondeterministic finite
automaton, have been developed recently [11,13,15]. Apparently none of them can be used to infer something nontrivial
about language quotients.
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