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Abstract. In this volume we study noncommutative domains Df ⊂ B(H)
n
generated by positive regular free holomorphic functions f on B(H)n, where
B(H) is the algebra of all bounded linear operators on a Hilbert space H.
Each such a domain has a universal model (W1, . . . ,Wn) of weighted shifts
acting on the full Fock space with n generators. The study of Df is close related
to the study of the weighted shifts W1, . . . ,Wn, their joint invariant subspaces,
and the representations of the algebras they generate: the domain algebra
An(Df ), the Hardy algebra F
∞
n (Df ), and the C
∗-algebra C∗(W1, . . . ,Wn).
A good part of this paper deals with these issues. We also introduce the
symmetric weighted Fock space F 2s (Df ) and show that it can be identified
with a reproducing kernel Hilbert space. The algebra of all its “analytic”
multipliers will play an important role in the commutative case.
Free holomorphic functions, Cauchy transforms, and Poisson transforms
on noncommutative domainsDf are introduced and used to provide an F
∞
n (Df )-
functional calculus for completely non-coisometric elements of Df (H), and a
free analytic functional calculus for n-tuples of operators (T1, . . . , Tn) with the
joint spectral radius rp(T1, . . . , Tn) < 1. Several classical results from complex
analysis have analogues in our noncommutative setting of free holomorphic
functions on Df .
We associate with each w∗-closed two-sided ideal J of the algebra F∞n (Df )
a noncommutative variety Vf,J ⊂ Df . We develop a dilation theory and model
theory for n-tuples of operators T := (T1, . . . , Tn) in the noncommutative
domain Df (resp. noncommutative variety Vf,J ). We associate with each such
an n-tuple of operators a characteristic function Θf,T (resp. Θf,T,J ), use it to
provide a functional model, and prove that it is a complete unitary invariant
for completely non-coisometric elements of Df (resp. Vf,J ). In particular, we
discuss the commutative case when TiTj = TjTi, i = 1, . . . , n.
We introduce two numerical invariants, the curvature and ∗-curvature,
defined on the noncommutative domain Dp, where p is positive regular non-
commutative polynomial, and present some basic properties. We show that
both curvatures can be express in terms of the characteristic function Θp,T .
We present a commutant lifting theorem for pure n-tuples of operators
in noncommutative domains Df (resp. varieties Vf,J ) and obtain Nevanlinna-
Pick and Schur-Carathe´odory type interpolation results. We also obtain a
corona theorem for Hardy algebras associated with Df (resp. Vf,J).
In the particular case when f = X1+ · · ·+Xn, we recover several results
concerning the multivariable noncommutative (resp. commutative) operator
theory on the unit ball [B(H)n]1.
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Introduction
The study of the operator unit ball
[B(H)]1 := {T ∈ B(H) : ‖TT ∗‖ ≤ 1}
has generated, in the last fifty years, the celebrated Sz.-Nagy–Foias¸ theory of con-
tractions on Hilbert spaces [96]. A key role in this theory is played by the model
operator associated with [B(H)]1, i.e., the unilateral shift S acting on the Hardy
space H2(D), where D := {z ∈ C : |z| < 1}. The study of the unit ball [B(H)]1 is
very close related to the study of the unilateral shift, its invariant subspaces, and
the representations of the algebras it generates: the disc algebra A(D), the ana-
lytic Toeplitz algebra H∞(D), and the Toeplitz C∗-algebra C∗(S). This interplay
between operator theory and harmonic analysis is illustrated in the dilation and
model theory of contractions, and the profound implications in function theory,
interpolation, prediction theory, scattering theory, and linear system theory (see
[96], [43], [44], [13]).
In the noncommutative multivariable setting, the study of the operator unit
n-ball
[B(H)n]1 := {(T1, . . . , Tn) ∈ B(H)n : ‖T1T ∗1 + · · ·+ TnT ∗n‖ ≤ 1}
has generated a free analogue of Sz.-Nagy–Foias¸ theory (see [45], [29], [66], [67],
[68], [69], [70], [71], [72], [73], [74] and more recently [76], [38], [17], [18], [23],
[77], [78], [80], [82], [86], [83], [84], [85], [21]). In this case, the model associated
with [B(H)n]1 is the n-tuple (S1, . . . , Sn) of the left creation operators acting on the
full Fock space with n generators F 2(Hn). The corresponding algebras are the non-
commutative disc algebra An, the noncommutative analytic Toeplitz algebra F∞n ,
and the Cuntz-Toeplitz algebra C∗(S1, . . . , Sn). Introduced in [70] in connection
with a multivariable noncommutative von Neumann inequality, the noncommuta-
tive analytic Toeplitz algebra F∞n has been studied in several papers [68], [69],
[72], [73], [74], [76], [6], and recently in [35], [36], [37], [8], [78], [39], [64], [81],
and [87].
Interpolation problems for the noncommutative analytic Toeplitz algebra F∞n
were first considered in [68], where we obtained a Sarason [91] type interpolation
result, and in [73], where we obtained a Schur-Carathe´odory ([93], [30]) type in-
terpolation theorem. In 1997, Arias and the author [8] (see also [75]) obtained a
distance formula to an arbitrary WOT-closed ideal in F∞n as well as a Nevanlinna-
Pick (see [60]) type interpolation theorem for the noncommutative analytic Toeplitz
algebra F∞n . Using different methods, Davidson and Pitts proved these results in-
dependently in [35]. Let us mention that, recently, interpolation problems for F∞n
and related interpolation problems on the unit ball of Cn were also considered in
[3], [14], [15], [16], [79], [80], [42], and [82].
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Applications of the noncommutative dilation and model theory to prediction
theory and entropy optimization were considered in [77] and [82]. It is well known
that, in the classical case, there is essentially a one-to-one correspondence between
any two of the following: operator model theory, scattering theory, and unitary
system theory. The same is true in the noncommutative multivariable case. The
model theory for row contractions (elements of [B(H)]1) (see [66], [67], and [68])
lead Ball and Vinikov [17] to their multivariable setting for Lax-Phillips scattering
and conservative linear systems. Along this line, we also mention the paper [19] of
Ball, Groenewald, and Malakorn.
In [87], we developed a theory of holomorphic functions in several noncommut-
ing (free) variables and provide a framework for the study of arbitrary n-tuples of
operators. This theory enhances our program to develop a free analogue of Sz.-
Nagy–Foias¸ theory [96], for row contractions. A free analytic functional calculus
was introdued in [87] and studied in connection with Hausdorff derivations, non-
commutative Cauchy and Poisson transforms, and von Neumann inequalities. In a
related area of research, we remark the work of Helton, McCullough, Putinar, and
Vinnikov, on symmetric noncommutative polynomials ([48], [49], [51], [50], [52]),
which contains a new type of engineering application.
We should also remark that, in recent years, many results concerning the theory
of row contractions were extended by Muhly and Solel ([54], [55], [56], [57]) to
representations of tensor algebras over C∗-correspondences and Hardy algebras.
Motivated by the profound impact that the operator theory of the unit ball
[B(H)n]1, n ≥ 1, has had in several areas of research, we study, in this paper, more
general noncommutative domains of the form
Df (H) :=

(X1, . . . , Xn) ∈ B(H)n :
∥∥∥∥∥∥
∑
α∈F+n ,|α|≥1
aαXαX
∗
α
∥∥∥∥∥∥ ≤ 1

 ,
where f :=
∑
α∈F+n ,|α|≥1 aαXα, aα ∈ C, is any positive regular free holomorphic
function on B(H)n. Such an f has positive coefficients with agi 6= 0, i = 1, . . . , n,
and lim supk→∞
(∑
|α|=k |aα|2
)1/2k
< ∞. Here, F+n is the free semigroup with n
generators g1, . . . , gn and |α| stands for the length of the word α ∈ F+n . For each
α := gi1 · · · gik ∈ F+n , Xα denotes the product Xi1 · · ·Xik .
In Chapter 1, we associate with each noncommutative domain Df an essentially
unique n-tuple (W1, . . . ,Wn) of weighted shifts acting on the full Fock space with
n generators F 2(Hn). This will play the role of universal model for the elements of
Df (H). Several of its properties will be presented throughout the paper.
We introduce, in Section 1.1, the domain algebra An(Df ), as the norm closure
of all polynomials in W1, . . . ,Wn, and the identity, and characterize its completely
contractive (resp. completely bounded) representations. In particular, we obtain a
von Neumann [98] type inequality, i.e.,
‖q(T1, . . . , Tn)‖ ≤ ‖q(W1, . . . ,Wn)‖
for any (T1, . . . , Tn) ∈ Df (H) and any polynomial q in n noncommutative indeter-
minates. We also identify, in this section, the set of all characters of An(Df ) with
OPERATOR THEORY ON NONCOMMUTATIVE DOMAINS 3
the set
Df (C) :=

(λ1, . . . , λn) ∈ Cn :
∑
|α|≥1
aα|λα|2 ≤ 1

 .
In Section 1.2, we introduce the Hardy type algebra F∞n (Df ) (resp. R∞n (Df ))
and provide some basic properties including the fact that it is semisimple and
coincides with its double commutant. This algebra is the analogue of H∞(D) (see
[46] and [47]), for the noncommutative domain Df , and it will play an important
role in our investigation.
In the next section, we show that the Hardy algebra F∞n (Df ) is the w∗-(resp.
WOT-, SOT-) closure of all polynomials in W1, . . .Wn, and the identity. Based on
noncommutative Poisson transforms associated with Df , we obtain an F∞n (Df )-
functional calculus for completely non-coisometric (c.n.c.) n-tuple of operators in
the noncommutative domain Df (H). More precisely, we prove that, for each c.n.c.
n-tuple T := (T1, . . . , Tn) ∈ Df (H), there exists a unital completely contractive
homomorphism
Φf,T : F
∞
n (Df )→ B(H)
which is WOT -continuous and Φf,T (Wβ) = Tβ for all β ∈ F+n .
An important extension of this result to noncommutative varieties of Df is
obtained in the next section. Let us explain a little bit more. Each w∗-closed two-
sided ideal J of the Hardy algebra F∞n (Df ) generates a noncommutative variety
Vf,J ⊂ Df which, represented on a Hilbert space H, is defined by
Vf,J(H) := {(X1, . . . , Xn) ∈ Df (H) : ϕ(X1, . . . , Xn) = 0 for all ϕ ∈ J} ,
where ϕ(X1, . . . , Xn) is defined by an appropriate functional calculus. The univer-
sal model associated with Vf,J is the n-tuple (B1, . . . , Bn) of constrained weighted
shifts defined by Bi := PNJWi|NJ , i = 1, . . . , n, where (W1, . . . ,Wn) is the univer-
sal model associated with Df and NJ := F 2(Hn)⊖ JF 2(Hn). The Hardy algebra
associated with Vf,J is the compression of F∞n (Df ) to the subspaceNJ , and it is de-
noted by F∞n (Vf,J ). It turns out that F∞n (Vf,J ) is the w∗-closure of all polynomials
in B1, . . . , Bn and the identity.
In Section 1.5, we show that, for each c.n.c. n-tuple T := (T1, . . . , Tn) ∈
Vf,J(H), there exists a unital completely contractive homomorphism
Ψf,T,J : F
∞
n (Vf,J )→ B(H)
which is WOT -continuous and Ψf,T,J(Bβ) = Tβ for all β ∈ F+n .
Section 1.6 is devoted to the weighted shifts (W1, . . . ,Wn) associated with the
noncommutative domain Df . We determine all the eigenvectors of W ∗1 , . . . ,W ∗n ,
and prove that the right joint spectrum σr(W1, . . . ,Wn) coincides with Df (C).
This will enable us to identify the w∗-continuous multiplicative functionals of the
Hardy algebra F∞n (Df ).
We introduce the symmetric weighted Fock space F 2s (Df ) associated with the
noncommutative domain Df and prove that it can be identified with H2(D◦f (C)),
a Hilbert space of holomorphic functions defined on
D◦f (C) :=

(λ1, . . . , λn) ∈ Cn :
∑
|α|≥1
aα|λα|2 < 1

 .
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Moreover, we show that F 2s (Df ) is the reproducing kernel Hilbert space with re-
producing kernel Kf : D◦f (C)×D◦f (C) defined by
Kf (µ, λ) :=
1
1−∑|α|≥1 aαµαλα , µ, λ ∈ D◦f (C).
In the end of this section, we identify the algebra of all multipliers of the Hilbert
spaceH2(D◦f (C)) with F∞n (Vf,Jc), the w∗-closed algebra generated by the operators
Li := PF 2s (Df )Wi|F 2s (Df ), i = 1, . . . , n, and the identity, and prove that it is reflexive.
This algebra will play an important role in the commutative case.
In Chapter 2, we introduce the algebra Hol(Df ) of all free holomorphic func-
tions on the noncommutative domain Df and prove a version of the maximum
principle [31]. We identify the domain algebra An(Df ) and the Hardy algebra
F∞n (Df ) with subalgebras of free holomorphic functions on Df .
When p is a positive regular noncommutative polynomial, we point out two
Banach algebras of free holomorphic functions, H∞(D◦p) and A(D◦p), which can
be identified with the Hardy algebra F∞n (Dp) and domain algebra An(Dp), re-
spectively, and show that the elements of these algebras can be seen as boundary
functions for noncommutative Poisson transforms on D◦p. For example, we show
that if u is a free holomorphic function on D◦p, then there exists f ∈ F∞n (Dp) with
u = P [f ] if and only if sup
0≤r<1
‖u(rW1, . . . , rWn)‖ <∞.
Moreover, in this case, u(rW1, . . . , rWn) → f , as r → 1, in the w∗-topology (or
strong operator topology).
In Section 2.2, we obtain versions of Schwarz lemma [31] and Bohr’s inequality
[28] for the Hardy algebra F∞n (Df ). Our version of Bohr’s inequality states, in
particular, that if ϕ =
∑
β∈F+n cβWβ is in F
∞
n (Df ), then∑
β∈F+n
|cβ ||λβ | ≤ ‖ϕ‖ for all (λ1, . . . , λn) ∈ Df,1/3(C),
where
Df,1/3(C) := {(λ1, . . . , λn) ∈ Cn : (3λ1, . . . , 3λn) ∈ Df (C)} .
Notice that if n = 1 and f = X we obtain the classical Bohr’s inequality [28].
In Section 2.3, we obtain Weierstrass and Montel type theorems [31] for the
algebra of free holomorphic functions on Df . This enables us to introduce a metric
on Hol(Df ) with respect to which it becomes a complete metric space.
A noncommutative Cauchy transform is introduced, in Section 2.4, and used to
provide a free analytic functional calculus Φp,T : Hol(Dp) → B(H) for n-tuples of
operators T := (T1, . . . , Tn) ∈ B(H)n with joint spectral radius rp(T1, . . . , Tn) < 1.
We show that the free analytic functional calculus is continuous and unique. In the
last part of this section, we present multivariable commutative versions of the free
analytic functional calculus and Bohr’s inequality.
Chapter 3 is devoted to dilation theory, model theory, and unitary invariants
on noncommutative domains. In Section 3.1, we obtain a Beurling [22] type char-
acterization of the invariant subspaces under the weighted shifts (W1, . . . ,Wn) as-
sociated with the noncommutative domain Df . Similar results are deduced for the
model shifts (B1, . . . , Bn) associated with the noncommutative variety Vf,J ⊂ Df .
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In Section 3.2, we develop a dilation theory for n-tuples of operators in the non-
commutative domain Df (H), or in the noncommutative variety Vf,J (H), defined
by
Vf,J (H) := {(X1, . . . , Xn) ∈ Df (H) : q(X1, . . . , Xn) = 0, for all q ∈ PJ} ,
where J is a w∗-closed two-sided ideal of F∞n (Df ) generated by a set PJ of non-
commutative polynomials.
The case when (T1, . . . , Tn) ∈ Df (H) and TiTj = TjTi, i, j = 1, . . . n,
is obtained when the ideal J is generated by the commutators WiWj − WjWi,
i, j = 1, . . . n. In this commutative case, and assuming that f is a positive reg-
ular polynomial, we find some of the results of S. Pott [90]. More particulary, if
f = X1+ · · ·+Xn, we recover some of the results obtained by Drury [41], Arveson
[11], and the author [76].
In Section 3.4, we associate with each n-tuple of T := (T1, . . . , Tn) ∈ Df (H) a
characteristic function Θf,T , which is a multi-analytic operator with respect to the
universal model (W1, . . . ,Wn), i.e.,
Θf,T ∈ R∞n (Df )⊗¯B(DC(T )∗ ,DC(T )),
where DC(T )∗ and DC(T ) are some defect spaces associated with T . We prove
that the characteristic function is a complete unitary invariant for completely non-
coisometric elements of Df , and provide a model. Similar results are obtained for
the constrained characteristic function associated with noncommutative varieties
Vf,J ⊂ Df .
In particular, we discuss the commutative case, when the n-tuple of operators
T := (T1, . . . , Tn) ∈ Df (H) is completely non-coisometric and TiTj = TjTi for all
i, j = 1, . . . n. More particularly, if f is a positive regular polynomial and T is pure,
we recover the results from [26].
In the last section of this chapter, we introduce the curvature and the ∗-
curvature associated with n-tuples of operators in the noncommutative domain Dp,
where p is a positive regular noncommutative polynomial. We prove the existence
of these numerical invariants and present some basic properties. We also show that
both curvatures can be expressed only in terms of the characteristic function Θp,T .
The particular case when pe := a1X1+· · ·+anXn is treated in greater details. In
this case, the curvature invariant curvpe is defined on the noncommutative ellipsoid
Dpe(H) := {(X1, . . . , Xn) ∈ B(H)n : a1X1X∗1 + · · ·+ anXnX∗n ≤ I} .
We show that the range of the curvature curvpe coincides with [0,∞), and
that curvpe can detect the pure n-tuples of operators (T1, . . . , Tn) ∈ Dpe which are
unitarily equivalent with the model operator (W1 ⊗ IK, . . . ,Wn ⊗ IK), where K is
finite dimensional. We remark that in the particular case when a1 = · · · = an = 1,
we recover some of the results from [78], [53], [81], and [84].
Chapter 4 deals with commutant lifting theorems and applications. We provide
in Section 4.1, a Sarason type [91] commutant lifting theorem for pure n-tuples of
operators in noncommutative domains Df or in noncommutative varieties Vf,J .
This theorem also extends the corresponding result obtained by Arias [5].
As consequences, we obtain Nevanlinna-Pick [60] and Schur-Carathe´odory ([30],
[93]) type interpolation results. In particular, we obtain the following Nevanlinna-
Pick interpolation result. If λ1, . . . , λk are distinct points in D◦f (C) and A1, . . . , Ak
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are in B(K), then there exists ψ ∈ F∞n (Df )⊗¯B(K) such that
‖ψ‖ ≤ 1 and ψ(λj) = Aj , j = 1, . . . , k,
if and only if the operator matrix[
(IK −AiA∗j )Kf(λi, λj)
]
k×k
is positive semidefinite.
In the last section of this paper we present, as an application of our commu-
tant lifting theorem, a corona type result [46] for a class of Hardy algebras associ-
ated with the noncommutative domain Df and the noncommutative variety Vf,J .
In particular, we show that if ϕ1, . . . , ϕn ∈ F∞n (Df ), then there exist operators
g1, . . . , gk ∈ F∞n (Df ) such that
ϕ1g1 + · · ·+ ϕkgk = I
if and only if there exists δ > 0 such that
ϕ1ϕ
∗
1 + · · ·+ ϕkϕ∗k ≥ δI.
A commutative version of this result for the algebra F∞n (Vf,Jc) is obtained as well.
Now, a few more remarks concerning the results of the present paper are nec-
essary. First, we mention that many results of this paper remain true if the non-
commutative domain Df (H) is replaced by domains of type λI + Df (H), where
λ := (λ1, . . . , λn) ∈ Cn and λI := (λ1I, . . . , λnI). We remark that we can obtain,
as particular cases, all the results obtained by Arias and the author in [7], where
we considered interpolation problems for Hardy algebras associated with a certain
class of weighted shifts on Fock spaces.
On the other hand, when f = X1 + · · · + Xn, we recover several results con-
cerning the multivariable noncommutative (resp. commutative) operator theory
on the unit ball [B(H)n]1. However, there are many results for [B(H)n]1 which
remain open problems for our more general noncommutative domains generated by
free holomorphic functions on B(H)n. For instance, it remains an open problem
whether the model theory for c.n.c n-tuples of operators in the noncommutative
domain Df (H) can be extended to the class of c.n.u (completely nonunitary) n-
tuples, as in the classical Sz.-Nagy-Foias theory or the work of Ball-Vinnikov in
the particular case when f = X1 + · · · + Xn. A similar question concerns the
F∞n (Df )-functional calculus. Other open problems will be mentioned throughout
the paper.
It would be interesting to see if there are analogues of our results for noncom-
mutative polydomains Df1(H)× · · · × Dfk(H) and certain subvarieties determined
by noncommutative polynomials, extending in this way previous results obtained
(in the commutative case) by Curto and Vasilescu [33], [34].
Finally, we add that several results of this paper are extended, in a forthcoming
paper [89], to noncommutative domains
Dmg (H) :=

(X1, . . . , Xn) ∈ B(H)n :
∑
α∈F+n
cαXαX
∗
α ≥ 0

 ,
where g =
∑
α∈F+n cαXα = (1 − f)m, m ∈ N, and f is any positive regular free
holomorphic function onB(H)n. In the commutative case, we recover several results
obtained in [1], [2], [58], [59], [97], [32], and [90].
CHAPTER 1
Operator algebras associated with
noncommutative domains
1.1. The noncommutative domain Df and a universal model
In this section, we associate with each positive regular free holomorphic function
f on B(H)n a noncommutative domain Df (H) ⊂ B(H)n and an essentially unique
n-tuple (W1, . . . ,Wn) of weighted shifts, which will play the role of the universal
model for the elements of Df (H).
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1,
e2, . . . , en, where n ∈ {1, 2, . . .}. We consider the full Fock space of Hn defined by
F 2(Hn) :=
⊕
k≥0
H⊗kn ,
whereH⊗0n := C1 andH⊗kn is the (Hilbert) tensor product of k copies ofHn. Define
the left creation operators Si : F
2(Hn)→ F 2(Hn), i = 1, . . . , n, by
Siϕ := ei ⊗ ϕ, ϕ ∈ F 2(Hn),
and the right creation operators Ri : F
2(Hn) → F 2(Hn), i = 1, . . . , n, by Riϕ :=
ϕ⊗ ei, ϕ ∈ F 2(Hn).
The algebra F∞n and its norm closed version, the noncommutative disc algebra
An, were introduced by the author [70] in connection with a multivariable noncom-
mutative von Neumann inequality. F∞n is the algebra of left multipliers of F 2(Hn)
and can be identified with the weakly closed (or w∗-closed) algebra generated by the
left creation operators S1, . . . , Sn acting on F
2(Hn), and the identity. The noncom-
mutative disc algebra An is the norm closed algebra generated by S1, . . . , Sn, and
the identity. For basic properties concerning the noncommutative analytic Toeplitz
algebra F∞n we refer to [68], [69], [72], [73], [74], [76], [6], [37], [36], [35], [39],
and [8].
Let F+n be the unital free semigroup on n generators g1, . . . , gn and the identity
g0. The length of α ∈ F+n is defined by |α| := 0 if α = g0 and |α| := k if α =
gi1 · · · gik , where i1, . . . , ik ∈ {1, . . . , n}. If (X1, . . . , Xn) ∈ B(H)n, where B(H)
is the algebra of all bounded linear operators on the Hilbert space H, we denote
Xα := Xi1 · · ·Xik and Xg0 := IH.
Let f(X1, . . . , Xn) :=
∑
α∈F+n aαXα, aα ∈ C, be a free holomorphic function on
B(H)n with radius of convergence strictly positive. As shown in [87], this condition
is equivalent to
(1.1) lim sup
k→∞

∑
|α|=k
|aα|2


1/2k
<∞.
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Throughout this paper, we assume that aα ≥ 0 for any α ∈ F+n , ag0 = 0, and
agi > 0, i = 1, . . . , n. A function f satisfying all these conditions on the coeffi-
cients is called a positive regular free holomorphic function on B(H)n. Define the
noncommutative domain
Df = Df (H) :=

(X1, . . . , Xn) ∈ B(H)n :
∥∥∥∥∥∥
∑
|α|≥1
aαXαX
∗
α
∥∥∥∥∥∥ ≤ IH

 ,
where the convergence of the series is in the weak operator topology. When the
Hilbert space H is understood, we use the notation Df . Due to the Schwarz type
lemma for free holomorphic functions on the open unit ball of B(H)n (see [87]),
there exists r > 0 such that Df (H) contains the operatorial n-ball
[B(H)n]r :=
{
(X1, . . . , Xn) ∈ B(H)n : ‖X1X∗1 + · · ·+XnX∗n‖1/2 < r
}
and f(rS1, . . . , rSn) is a strict contraction in the noncommutative disc algebra
An, i.e., ‖f(rS1, . . . , rSn)‖ < 1. Therefore, the operator I − f(rS1, . . . , rSn) is
invertible with its inverse (I−f(rS1, . . . , rSn))−1 in An ⊂ F∞n and has the “Fourier
representation” g(rS1, . . . , rSn) =
∑
α∈F+n bαr
|α|Sα for some constants bα ∈ C.
Hence, and using the fact that r|α|bα = PCS∗αg(rS1, . . . , rSn)(1), we deduce that
g(rS1, . . . , rSn) = I + f(rS1, . . . , rSn) + f(rS1, . . . , rSn)
2 + · · ·
= I +
∞∑
k=1
∑
|γ1|≥1,...,|γk|≥1
aγ1 · · ·aγkr|γ1|+···+|γk|Sγ1···γk
= I +
∞∑
m=1
∑
|α|=m

 |α|∑
j=1
∑
γ1···γj=α
|γ1|≥1,...,|γj |≥1
aγ1 · · ·aγj

 r|α|Sα.
Due to the uniqueness of the Fourier representation of the elements in F∞n , we have
(1.2) bg0 = 1 and bα =
|α|∑
j=1
∑
γ1···γj=α
|γ1|≥1,...,|γj |≥1
aγ1 · · ·aγj if |α| ≥ 1.
Since
bα = agi1 · · · agik + positive terms,
for any α = gi1 · · · gik and agi1 > 0, · · · , agik > 0, relation (1.2) implies bα > 0 for
any α ∈ F+n . Notice that any term of the sum
bαbβ =
|α|∑
j=1
|β|∑
k=1
∑
γ1···γj=α
|γ1|≥1,...,|γj |≥1

 ∑
σ1···σk=β
|σ1|≥1,...,|σk|≥1
aγ1 · · ·aγjaσ1 · · · aσk


is also a term of the sum
bαβ =
|α|+|β|∑
p=1
∑
ǫ1···ǫp=αβ
|ǫ1|≥1,...,|ǫp|≥1
aǫ1 · · · aǫp .
Since aα ≥ 0, |α| ≥ 1, we deduce that
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(1.3) bαbβ ≤ bαβ , for any α, β ∈ F+n .
On the other hand, since (I − f(rS1, . . . , rSn))g(rS1, . . . , rSn) = I, we deduce that
I +
∞∑
m=1
∑
|γ|=m
r|γ|

bγ − ∑
βα=γ
α,β∈F
+
n ,|β|≥1
aβbα

Sγ = I
and, therefore,
(1.4) bγ −
∑
βα=γ,|β|≥1
aβbα = 0 if |γ| ≥ 1.
Similarly, since g(rS1, . . . , rSn)(I − f(rS1, . . . , rSn)) = I, we deduce that
(1.5) bγ −
∑
αβ=γ,|β|≥1
aβbα = 0 if |γ| ≥ 1.
We define the diagonal operators Di : F
2(Hn) → F 2(Hn), i = 1, . . . , n, by
setting
Dieα =
√
bα
bgiα
eα, α ∈ F+n .
Due to relations (1.2) and (1.3), we have bgiα ≥ bgibα = agibα and, consequently,
‖Di‖ = sup
α∈F+n
√
bα
bgiα
=
1√
agi
, i = 1, . . . , n.
Now we define the weighted left creation operators Wi : F
2(Hn) → F 2(Hn), i =
1, . . . , n, associated with the noncommutative domain Df by setting Wi = SiDi,
where S1, . . . , Sn are the left creation operators on the full Fock space F
2(Hn).
Therefore, we have
Wieα =
√
bα√
bgiα
egiα, α ∈ F+n ,
where the coefficients bα, α ∈ F+n , are given by relation (1.2). Let’s show that
(W1, . . . ,Wn) ∈ Df (F 2(Hn)), i.e.,
(1.6)
∑
|β|≥1
aβWβW
∗
β ≤ I.
A simple calculation reveals that
(1.7) Wβeγ =
√
bγ√
bβγ
eβγ and W
∗
β eα =


√
bγ√
bα
eγ if α = βγ
0 otherwise
for any α, β ∈ F+n . Notice also that ‖Wβ‖ = 1√bβ , β ∈ F
+
n . Indeed, due to inequality
(1.3), if f =
∑
α∈F+n cαeα ∈ F 2(Hn), then
‖Wβf‖ =

∑
α∈F+n
|cα|2 bα
bβα


1/2
≤ 1√
bβ
‖f‖.
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Since Wβ1 =
1√
bβ
, the assertion follows. Now, using relation (1.7), we deduce that
WβW
∗
β eα =
{
bγ
bα
eα if α = βγ
0 otherwise.
Notice that
(
I − ∑
1≤|β|≤N
aβWβW
∗
β
)
eα = CN,αeα, where CN,α = 1 if α = g0, and
CN,α = 1−
∑
βγ=α,1≤|β|≤N
aβbγ
bα
if |α| ≥ 1.
Due to relation (1.4), if 1 ≤ |α| ≤ N , we have CN,α = 0. Using the same relation
and the fact that
bα −
∑
βγ=α,1≤|β|≤N
aβbγ ≤ bα, |α| ≥ 1,
we deduce that 0 ≤ CN,α ≤ 1, whenever |α| > N . On the other hand, notice that
if 1 ≤ N1 ≤ N2 ≤ |α|, then
(1.8) bα −
∑
βγ=α,1≤|β|≤N2
aβbγ ≤ bα −
∑
βγ=α,1≤|β|≤N1
aβbγ .
Consequently,
{
I − ∑
1≤|β|≤N
aβWβW
∗
β
}∞
N=1
is a decreasing sequence of positive di-
agonal operators which converges in the strong operator topology to PC, the or-
thogonal projection of F 2(Hn) onto 1⊗ C. Therefore, we have
(1.9) I −
∑
|β|≥1
aβWβW
∗
β = PC.
This also shows that (W1, . . . ,Wn) ∈ Df (F 2(Hn)). Now, since
(1.10) PCW
∗
β eα =
{
1√
bβ
if α = β
0 otherwise,
we have
∑
β∈F+n bβWβPCW
∗
β eα = eα. Therefore,
(1.11)
∑
β∈F+n
bβWβ

I − ∑
|α|≥1
aαWαW
∗
α

W ∗β = I,
where the convergence is in the strong operator topology.
We can also define the weighted right creation operators Λi : F
2(Hn)→ F 2(Hn)
by setting Λi := RiGi, i = 1, . . . , n, where R1, . . . , Rn are the right creation op-
erators on the full Fock space F 2(Hn) and each diagonal operator Gi is defined
by
Gieα =
√
bα
bαgi
eα, α ∈ F+n ,
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where the coefficients bα, α ∈ F+n , are given by relation (1.2). In this case, we have
(1.12) Λβeγ =
√
bγ√
bγβ˜
eγβ˜ and Λ
∗
βeα =


√
bγ√
bα
eγ if α = γβ˜
0 otherwise
for any α, β ∈ F+n , where β˜ denotes the reverse of β = gi1 · · · gik , i.e., β˜ = gik · · · gi1 .
Using relations (1.2), (1.3), and (1.5), we deduce that
I − ∑
1≤|β|≤N
aβ˜ΛβΛ
∗
β

 eα = CN,αeα,
where CN,α = 1 if α = g0, and
CN,α = 1−
∑
γβ˜=α,1≤|β˜|≤N
aβ˜bγ
bα
if |α| ≥ 1.
As in the case of weighted left creation operators, one can show that
(1.13) I −
∑
|β|≥1
aβ˜ΛβΛ
∗
β = PC
and, since
PCΛ
∗
βeα =
{
1√
bα
if α = β˜
0 otherwise,
we have ∑
β∈F+n
bβ˜Λβ

I − ∑
|α|≥1
aα˜ΛαΛ
∗
α

Λ∗β = I,
where the convergence is in the strong operator topology.
Notice that if f(X1, . . . , Xn) :=
∑
|α|≥1 aαXα is a positive regular free holo-
morphic function on B(H)n, then so is f˜(X1, . . . , Xn) :=
∑
|α|≥1 aα˜Xα, where α˜
denotes the reverse of α. We also denote by (W
(f)
1 , . . . ,W
(f)
n ) the weighted left
creation operators (W1, . . . ,Wn) associated with Df . The notation (Λ(f)1 , . . . ,Λ(f)n )
is now clear.
Proposition 1.1. Let (W
(f)
1 , . . . ,W
(f)
n ) (resp. (Λ
(f)
1 , . . . ,Λ
(f)
n )) be the weighted
left (resp. right) creation operators associated with the noncommutative domain
Df . Then the following statements hold:
(i) (W
(f)
1 , . . . ,W
(f)
n ) ∈ Df (F 2(Hn));
(ii) (Λ
(f)
1 , . . . ,Λ
(f)
n ) ∈ Df˜ (F 2(Hn));
(iii) U∗Λ(f)i U = W
(f˜)
i , i = 1, . . . , n, where U ∈ B(F 2(Hn)) is the unitary
operator defined by Ueα := eα˜, α ∈ F+n .
Proof. Items (i) and (ii) follow from relation (1.6) and (1.13), respectively.
Using relation (1.7) when f is replaced by f˜ , we obtain
W
(f˜)
i eγ =
√
bγ˜√
bγ˜gi
egiγ .
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On the other hand, using relation (1.12), we deduce that
U∗Λ(f)i Ueγ = U
∗
( √
bγ˜√
bγ˜gi
eγ˜gi
)
=
√
bγ˜√
bγ˜gi
egiγ .
Therefore, U∗Λ(f)i U =W
(f˜)
i , i = 1, . . . , n. The proof is complete. 
Now, we ca prove that the weighted left creation operators associated with
noncommutative domains are essentially unique.
Theorem 1.2. Let (W1, . . . ,Wn) and (W
′
1, . . . ,W
′
n) be the weighted left creation
operators associated with the noncommutative domains Df and Df ′ , respectively.
Then there exists a unitary operator U ∈ B(F 2(Hn)) such that
UWi =W
′
iU, i = 1, . . . , n,
if and only if f = f ′.
Proof. One implication is obvious. Let [uα,β]α,β∈F+n be the matrix represen-
tation of the unitary operator U , i.e. uα,β := 〈Ueβ , eα〉, α, β ∈ F+n . Using the
definition of the weighted left creation operators, we deduce that
〈UWieα, eβ〉 =
√
bα√
bgiα
〈Uegiα, eβ〉 =
√
bα√
bgiα
uβ,giα
and
〈W ′iUeα, eβ〉 =
〈
Ueα,W
′
i
∗
eβ
〉
=


√
b′γ√
b′β
, if β = giγ
0, otherwise
for any α, β ∈ F+n and i = 1, . . . , n. Therefore, if β = giγ for some γ ∈ F+n and
i = 1, . . . , n, then the equality UWi =W
′
iU implies
(1.14)
√
b′giγ√
bgiα
ugiγ,giα =
√
b′γ√
bα
uγ,α.
If β is a word which does not start with the generator gi, then the same equality
implies
√
bα√
bgiα
uβ,giα = 0, which implies
(1.15) uβ,giα = 0, if β does not start with gi.
In particular, ug0,ω = 0 for any ω ∈ F+n with |ω| ≥ 1. Since U is a unitary operator,
we must have ug0,g0 6= 0. Similarly, using relations (1.14) and (1.15), we deduce
that uβ,γ = 0 if β 6= γ and uβ,β 6= 0 for any β ∈ F+n . Let U∗ = [cα,β ]α,β∈F+n
be the matrix representation of U∗, where cβ,α = uα,β. Since U∗W ′i = WiU
∗ for
i = 1, . . . , n, similar arguments as those used to obtain relations (1.14) and (1.15),
imply
(1.16)
√
bgiγ√
b′giα
cgiγ,giα =
√
bγ√
b′α
cγ,α.
OPERATOR THEORY ON NONCOMMUTATIVE DOMAINS 13
Using relations (1.14) and (1.16), we obtain
ugiγ,giα =
√
bgiα√
b′giγ
√
b′γ√
bα
uγ,α
= cgiα,giγ =
√
b′giγ√
bgiα
√
bα√
b′γ
cα,γ
=
√
b′giγ√
bgiα
√
bα√
b′γ
uγ,α
for any α, γ ∈ F+n and i = 1, . . . , n. Hence, we deduce that√
bgiα√
b′giγ
√
b′γ√
bα
=
√
b′giγ√
bgiα
√
bα√
b′γ
if uγ,α 6= 0, and, consequently, bgiαbα =
b′giγ
b′γ
. Since we already know that uα,α 6= 0,
we deduce that
bgiα
bα
=
b′giα
b′α
for any α ∈ F+n and i = 1, . . . , n. Now, using the fact that bg0 = b′g0 = 1 ( see (1.2)),
one can easily show that bω = b
′
ω for any ω ∈ F+n . Based on the results preceding
the theorem, we have
(I − f(rS1, . . . , rSn))−1 = g(rS1, . . . , rSn) =
∑
ω∈F+n
bαr
|ω|Sω
=
∑
ω∈F+n
b′αr
|ω|Sω = g′(rS1, . . . , rSn)
= (I − f ′(rS1, . . . , rSn))−1.
Hence, we have f(rS1, . . . , rSn) = f
′(rS1, . . . , rSn) which, due to the uniqueness of
the Fourier representation of the elements of the noncommutative analytic algebra
F∞n , implies f = f
′. This completes the proof. 
Now, we can prove the following similarity result.
Theorem 1.3. Let (W1, . . . ,Wn) and (W
′
1, . . . ,W
′
n) be the weighted left creation
operators associated with the noncommutative domains Df and Df ′ , respectively.
Then there exists an invertible operator X ∈ B(F 2(Hn)) such that
Wi = X
−1W ′iX, i = 1, . . . , n,
if and only if there exist positive constants C1 and C2 such that
(1.17) 0 < C1 ≤ bα
b′α
≤ C2 for all α ∈ F+n ,
where the coefficients bα and b
′
α are given by relation (1.2). Moreover the operator
X can be chosen such that
max
{‖X‖, ‖X−1‖} ≤ max{ 1
C1
, C2
}
.
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Proof. Assume that X ∈ B(F 2(Hn)) is a positive invertible operator such
that XWi =W
′
iX , i = 1, . . . , n, and let X = [xα,β ]α,β∈F+n be its matrix representa-
tion. For each α ∈ F+n and i = 1, . . . , n, we denote
(1.18) w(gi, α) :=
√
bα√
bgiα
,
where the coefficients bα are given by equation (1.2). Using the definition of the
weighted left creation operators, we have 〈XWieα, eβ〉 = w(gi, α)xβ,giα and
〈W ′iXeα, eβ〉 =
〈
Xeα,W
′
i
∗
eβ
〉
=
{
w′(gi, γ)xγ,α, if β = giγ
0, otherwise.
SinceXWi =W
′
iX , we deduce that xβ,giα = 0 if β does not start with the generator
gi, and
(1.19) xgiγ,giα =
w′(gi, γ)
w(gi, α)
xγ,α if β = giγ.
Hence, xg0,α = 0 if |α| ≥ 1. Since X is invertible, we must have xg0,g0 6= 0. Using
relations (1.18) and (1.19), we deduce that, for any ω = gi1gi2 · · · gik ∈ F+n ,
xω,ω =
w′(gi1 , gi2 · · · gik)
w(gi1 , gi2 · · · gik)
w′(gi2 , gi3 · · · gik)
w(gi2 , gi3 · · · gik)
· · · w
′(gik , g0)
w(gik , g0)
xg0,g0
=
√
bg0√
bω√
b′g0√
b′ω
xg0,g0 =
√
b′ω√
bω
xg0,g0 .
Hence, we obtain √
b′ω√
bω
=
xω,ω
xg0,g0
=
〈Xeω, eω〉
xg0,g0
≤ ‖X‖
xg0,g0
.
Consequently, there is a constant C1 > 0 such that C1 ≤
√
bω√
b′ω
for any ω ∈ F+n .
Similarly, if we work with X−1 instead of X and with the equality X−1W ′i =
WiX
−1, i = 1, . . . , n, we find a constant C2 > 0 such that
√
bω√
b′ω
≤ C2 for any
ω ∈ F+n .
Conversely, assume that condition (1.17) holds. Define the diagonal operator
D ∈ B(F 2(Hn)) by setting Deα = dαeα, α ∈ F+n . As in the first part of the proof,
the relation DWiW
′
iD, i = 1, . . . , n, holds if and only if dα =
√
b′α√
bα
dg0 , α ∈ F+n . We
can choose dg0 = 1. It is clear that condition (1.17) implies that the operator D is
invertible. Moreover, we have
‖D‖ = sup
α∈F+n
√
b′α√
bα
≤ 1
C1
and ‖D−1‖ = sup
α∈F+n
√
bα√
b′α
≤ C2,
which proves the last part of the theorem. 
We remark that results similar to Theorem 1.2 and Theorem 1.3 can be obtained
for the weighted right creation operators (Λ1, . . . ,Λn). We should mention that, in
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the particular case when n = 1, we find some results from Shields’ survey paper
[92].
1.2. The domain algebra An(Df ) and its representations
We introduce the domain algebra An(Df ) associated with the noncommutative
domain Df to be the norm closure of all polynomials in the weighted left creation
operatorsW1, . . . ,Wn and the identity. Using noncommutative Poisson transforms
associated with Df , we characterize the completely contractive (resp. completely
bounded) representations of the domain algebra An(Df ). In particular, we identify
the set of all characters of An(Df ) with the set Df (C) ⊂ Cn.
Using the weighted right creation operators associated with Df , one can define
the corresponding domain algebra Rn(Df ) and obtain similar results.
Let f(X1, . . . , Xn) :=
∑
|α|≥1 aαXα be a positive regular free holomorphic func-
tion on B(H)n, and let T := (T1, . . . , Tn) be an n-tuple of operators in the non-
commutative domain Df (H), i.e.,
∑
|α|≥1
aαTαT
∗
α ≤ IH. Define the positive linear
mapping
Φf,T : B(H)→ B(H) by Φf,T (X) =
∑
|α|≥1
aαTαXT
∗
α,
where the convergence is in the weak operator topology. Since Φf,T (I) ≤ I and
Φf,T (·) is a positive linear map, it is easy to see that {Φmf,T (I)}∞m=1 is a decreas-
ing sequence of positive operators and, consequently, Qf,T := SOT- lim
m→∞Φ
m
f,T (I)
exists. We say that T is of class C·0 (or pure) if SOT- lim
m→∞Φ
m
f,T (I) = 0.
We remark that, for any (T1, . . . , Tn) ∈ Df (H) and 0 ≤ r < 1, the n-tuple
(rT1, . . . , rTn) ∈ Df (H) is of class C·0. Indeed, it is enough to see that
Φmf,rT (I) ≤ rmΦmf,T (I) ≤ rmI
for any m ∈ N. Notice also that if ‖Φf,T (I)‖ < 1, then T is of class C·0. This is
due to the fact that ‖Φmf,T (I)‖ ≤ ‖Φf,T (I)‖m.
Following [76] (see also [7]), we define the Poisson kernel associated with the n-
tuple T := (T1, . . . , Tn) ∈ Df (H) to be the operatorKf,T : H → F 2(Hn)⊗∆f,T (H)
defined by
(1.20) Kf,Th =
∑
α∈F+n
√
bαeα ⊗∆f,TT ∗αh, h ∈ H,
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where ∆f,T := (I − Φf,T (I))1/2. Due to relation (1.2), we deduce that〈∑
β∈F+n
bβTβ∆
2
f,TT
∗
βh, h
〉
=
〈
∆2f,Th, h
〉
+
∞∑
m=1
∑
|β|=m
〈
bβTβ∆
2
f,TT
∗
βh, h
〉
=
〈
∆2f,Th, h
〉
+
∞∑
m=1
∑
|β|=m
〈
|β|∑
j=1
∑
γ1···γj=β
|γ1|≥1,...,|γj |≥1
aγ1 · · · aγj

Tγ1···γj∆2f,TT ∗γ1···γjh, h
〉
=
〈
∆2f,Th, h
〉
+
∞∑
k=1
〈
Φkf,T (I − Φf,T (I))h, h
〉
= ‖h‖2 − lim
m→∞
〈
Φmf,T (I)h, h
〉
for any h ∈ H. Therefore, we have
(1.21)
∑
β∈F+n
bβTβ∆
2
f,TT
∗
β = IH −Qf,T .
Due to the above calculations, we have
‖Kf,Th‖ =
∑
β∈F+n
bβ
〈
Tβ∆
2
f,TT
∗
βh, h
〉
= ‖h‖2 − ‖Q1/2f,Th‖2
for any h ∈ H. Therefore Kf,T is a contraction and
(1.22) K∗f,TKf,T = IH −Qf,T .
On the other hand, a simple calculation reveals that
(1.23) Kf,TT
∗
i = (W
∗
i ⊗ IH)Kf,T , i = 1, . . . , n,
where (W1, . . . ,Wn) is the n-tuple of weighted left creation operators associated
with the noncommutative domain Df . Moreover, Kf,T is an isometry if and only
if T = (T1, . . . , Tn) ∈ Df (H) is of class C·0. In this case, we have
K∗f,T [WαW
∗
β ⊗ IH)Kf,T = TαT ∗β , α, β ∈ F+n .
Due to Proposition 1.1, the n-tuple W := (W1, . . . ,Wn) is in the noncommutative
domain Df (F 2(Hn)) and, due to relation (1.11), we have K∗f,WKf,W = IH, which
implies that W is of class C·0.
We identify Mm(B(H)), the set of m×m matrices with entries in B(H), with
B(H(m)), where H(m) is the direct sum of m copies of H. Thus we have a natural
C∗-norm on Mm(B(H)). If X is an operator space, i.e., a closed subspace of
B(H), we consider Mm(X) as a subspace of Mm(B(H)) with the induced norm.
Let X,Y be operator spaces and u : X → Y be a linear map. Define the map
um :Mm(X)→Mm(Y ) by
um([xij ]m×m) := [u(xij)]m×m.
We say that u is completely bounded if
‖u‖cb := sup
m≥1
‖um‖ <∞.
If ‖u‖cb ≤ 1 (resp. um is an isometry for anym ≥ 1) then u is completely contractive
(resp. isometric), and if um is positive for allm, then u is called completely positive.
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For more information on completely bounded maps and the classical von Neumann
inequality [98], we refer to [63] and [65].
The next result extends Theorem 3.7 and Theorem 3.8 from [76].
Theorem 1.4. Let T := (T1, . . . , Tn) be an n-tuple of operators in the noncommu-
tative domain Df (H). Then there is a unital completely contractive linear map
Ψf,T : span{WαW ∗β ; α, β ∈ F+n } → B(H)
such that
Ψf,T (WαW
∗
β ) = TαT
∗
β , α, β ∈ F+n .
Moreover, the Poisson transform Ψf,T satisfies the equality
(1.24) Ψf,T (g) = lim
r→1
K∗f,rT (g ⊗ IH)Kf,rT ,
where the limit exists in the norm topology of B(H).
Proof. The n-tuple rT := (rT1, . . . , rTn) ∈ Df (H) is of class C·0 for each
0 < r < 1. Consequently, Kf,rT is an isometry and we can use relation (1.23) to
deduce that
(1.25) K∗f,rT [WαW
∗
β ⊗ IH)Kf,rT = r|α|+|β|TαT ∗β , α, β ∈ F+n .
Hence, we have ∥∥∥∥∥∥
∑
α,β∈Λ
cα,βr
|α|+|β|TαT ∗β
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
α,β∈Λ
cα,βWαW
∗
β
∥∥∥∥∥∥
for any finite subset Λ of F+n and cα,β ∈ C, α, β ∈ Λ. Taking r → 1, we deduce that∥∥∥∥∥∥
∑
α,β∈Λ
cα,βTαT
∗
β
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
α,β∈Λ
cα,βWαW
∗
β
∥∥∥∥∥∥ .
If g ∈ span{WαW ∗β ; α, β ∈ F+n }, we define
(1.26) Ψf,T (g) := lim
k→∞
qk(Ti, T
∗
i ),
where the limit is in the norm topology and {qk(Wi,W ∗i )}∞k=1 is a sequence of
“polynomials” of the form
∑
α,β∈Λ cα,βWαW
∗
β such that ‖qk(Wi,W ∗i )− g‖ → 0, as
k →∞. Due to the inequality above, the operator Ψf,T (g) is well-defined and
‖Ψf,T (g)‖ ≤ ‖g‖.
Now, the first part of the theorem follows from an operator matrix version of relation
(1.25) and the considerations above.
To prove the second part of the theorem, let g ∈ span{WαW ∗β ; α, β ∈ F+n }
and let {qk(Wi,W ∗i )}∞k=1 be a sequence of polynomials in span{WαW ∗β ; α, β ∈ F+n }
such that ‖qk(Wi,W ∗i ) − g‖ → 0, as k → ∞. Due to relation (1.26), we have
Ψf,rT (g) := limk→∞ qk(rTi, rT ∗i ) in norm. On the other hand, relation (1.25)
implies
qk(rTi, rT
∗
i ) = K
∗
f,rT (qk(Wi,W
∗
i )⊗ IH)Kf,rT
for any k ∈ N and r ∈ (0, 1). Consequently, we have
(1.27) Ψf,rT (g) = K
∗
f,rT (g ⊗ IH)Kf,rT .
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Now, let ǫ > 0 and m ∈ N such that ‖qm(Wi,W ∗i ) − g‖ < ǫ3 . Due to the first
part of the theorem, we have
‖Ψf,T (g)− qm(Ti, T ∗i )‖ ≤ ‖g − qm(Wi,W ∗i )‖ <
ǫ
3
and
‖Ψf,rT (g)− qm(rTi, rT ∗i )‖ ≤ ‖g − qm(Wi,W ∗i )‖ <
ǫ
3
.
On the other hand, since qm(Wi,W
∗
i ) has a finite number of terms, there exists
δ ∈ (0, 1) such that
‖qm(rTi, rT ∗i )− qm(Ti, T ∗i )‖ <
ǫ
3
for any r ∈ (δ, 1). Now, using these inequalities and relation (1.27), we deduce that∥∥Ψf,T (g)−K∗f,rT (g ⊗ IH)Kf,rT∥∥ = ‖Ψf,T (g)−Ψf,rT (g)‖
≤ ‖Ψf,T (g)− qm(Ti, T ∗i )‖
+ ‖qm(Ti, T ∗i )− qm(rTi, rT ∗i )‖
+ ‖qm(rTi, rT ∗i )−Ψf,rT (g)‖
<
ǫ
3
+
ǫ
3
+
ǫ
3
= ǫ
for any r ∈ (δ, 1). This proves (1.24) and completes the proof. 
Corollary 1.5. Let (A1, . . . , An) be in B(H)n. Then (A1, . . . , An) is in the non-
commutative domain Df (H) if and only if the map
Φ : An → B(H), Φ(p(W1, . . . ,Wn)) = p(A1, . . . , An)
is completely contractive.
An n-tuple of operators (A1, . . . , An) ∈ B(H)n will be called completely polyno-
mially bounded with respect to the noncommutative disc algebra An(Df ) if there is
a constant C > 0 such that, for all m ∈ N and all m×m matrices [pij(W1, . . . ,Wn)]
with entries in Pn(W1, . . . ,Wn), the set of all polynomials in W1, . . . ,Wn and the
identity, we have
‖[pij(A1, . . . , An)]‖Mm(B(H)) ≤ C‖[pij(W1, . . . ,Wn)]‖Mm(An(Df )).
In [62], V. Paulsen proved that an operatorA ∈ B(H) is similar to a contraction
if and only if it is completely polynomially bounded. In what follows we will extend
this result to our setting.
Theorem 1.6. Let (A1, . . . , An) be in B(H)n. Then there is an n-tuple of operators
(T1, . . . , Tn) ∈ Df (H) and an invertible operator X such that
Ai = X
−1TiX, for any i = 1, . . . , n.
if and only if the n-tuple (A1, . . . , An) is completely polynomially bounded with
respect to the noncommutative domain algebra An(Df ).
Proof. Using Theorem 1.4 and Paulsen’s similarity result [62], the result
follows. 
Corollary 1.7. A representation Φ : An(Df )→ B(H) is completely bounded if and
only if it is given by Φ(Wi) = XTiX
−1, i = 1, . . . , n where (T1, . . . , Tn) ∈ Df (H)
and X is an invertible operator.
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Now, we identify the characters of the noncommutative domain algebraAn(Df ).
Let λ = (λ1, . . . , λn) be in Df (C), where
Df (C) :=

(λ1, . . . , λn) ∈ Cn :
∑
|α|≥1
aα|λα|2 ≤ 1

 ,
and define the evaluation functional
Φλ : Pn(W1, . . . ,Wn)→ C, Φλ(p(W1, . . . ,Wn)) = p(λ1, . . . , λn).
According to Theorem 1.4, we have
|p(λ1, . . . , λn)| = ‖p(λ1IC, . . . , λnIC)‖ ≤ ‖p(W1, . . . ,Wn)‖.
Hence, Φλ has a unique extension to the domain algebra An(Df ). Therefore Φλ is
a character of An(Df ).
Theorem 1.8. Let MAn(Df ) be the set of all characters of An(Df ). Then the map
Ψ : Df (C)→MAn(Df ), Ψ(λ) = Φλ
is a homeomorphism of Df (C) onto MAn(Df ).
Proof. First, notice that Ψ is one-to-one. Indeed, let λ := (λ1, . . . , λn) and
µ := (µ1, . . . , µn) be in Df (C) and assume that Ψ(λ) = Ψ(µ). Then, we have
λi = Φλ(Wi) = Φµ(Wi) = µi, for i = 1, . . . , n,
which implies λ = µ. Now, assume that Φ : An(Df ) → C is a character. Setting
λi := Φ(Wi), i = 1, . . . , n, we deduce that
Φ(p(W1, . . . ,Wn)) = p(λ1, . . . , λn)
for any polynomial p(W1, . . . ,Wn) in An(Df ). Since Φ is a character it follows that
it is completely contractive. Applying Corollary 1.5 in the particular case when
Ai := λiIC, i = 1, . . . , n, it follows that (λ1IC, . . . , λnIC) ∈ Df (C). Moreover, since
Φ(p(W1, . . . , Sn)) = p(λ1, . . . , λn) = Φλ(p(W1, . . . ,Wn))
for any polynomial p(W1, . . . ,Wn) in An(Df ), we must have Φ = Φλ.
Suppose now that λα := (λα1 , . . . , λ
α
n); α ∈ J , is a net in Df (C) such that
limα∈J λα = λ := (λ1, . . . , λn). It is clear that
lim
α∈J
Φλα(p(W1, . . . ,Wn)) = lim
α∈J
p(λα1 , . . . , λ
α
n) = p(λ1, . . . , λn) = Φλ(p(W1, . . . ,Wn))
for every polynomial p(W1, . . . ,Wn). Since the set of all polynomials Pn(W1, . . . ,Wn)
is dense in An(Df ) and supα∈J ‖Φλα‖ ≤ 1, it follows that Ψ is continuous. On the
other hand, since both Df (C) andMAn are compact Hausdorff spaces and Ψ is also
one-to-one and onto, the result follows. The proof is complete. 
Due to Proposition 1.1, it is clear that Rn(Df ) = U∗An(Df˜ )U . Consequently,
all the results of this section can be written for the algebra Rn(Df ).
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1.3. The Hardy algebra F∞n (Df )
In this section, we introduce the Hardy algebra F∞n (Df ) (resp. R∞n (Df )) as-
sociated with the noncommutative domain Df and prove some basic properties.
In particular, we show that F∞n (Df ) is semisimple and coincides with its double
commutant.
Let ϕ(W1, . . . ,Wn) =
∑
β∈F+n
cβWβ be a formal sum with the property that∑
β∈F+n |cβ |2 1bβ <∞, where the coefficients bβ , β ∈ F+n , are given by relation (1.2).
Using relations (1.3) and (1.7), one can see that
∑
β∈F+n
cβWβ(p) ∈ F 2(Hn) for any
p ∈ P , where P is the set of all polynomial in F 2(Hn). Indeed, for each γ ∈ F+n , we
have
∑
β∈F+n
cβWβ(eγ) =
∑
β∈F+n
cβ
√
bγ
bβγ
eβγ and, due to relation (1.3), we deduce that
∑
β∈F+n
|cβ|2 bγ
bβγ
≤
∑
β∈F+n
|cβ|2 1
bβ
<∞.
If
sup
p∈P,‖p‖≤1
∥∥∥∥∥∥
∑
β∈F+n
cβWβ(p)
∥∥∥∥∥∥ <∞,
then there is a unique bounded operator acting on F 2(Hn), which we denote by
ϕ(W1, . . . ,Wn), such that
ϕ(W1, . . . ,Wn)p =
∑
β∈F+n
cβWβ(p) for any p ∈ P .
The set of all operators ϕ(W1, . . . ,Wn) ∈ B(F 2(Hn)) satisfying the above men-
tioned properties is denoted by F∞n (Df ). When f = X1 + · · · + Xn, it coincides
with the noncommutative analytic Toeplitz algebra F∞n , which was introduced in
[70] in connection with a noncommutative multivariable von Neumann inequality.
As in this particular case, one can prove that F∞n (Df ) is a Banach algebra, which
we call Hardy algebra associated with the noncommutative domain Df . In Section
1.4, we will show that F∞n (Df ) is theWOT -closure (resp. SOT -closure, w∗-closure)
of all polynomial in W1, . . . ,Wn and the identity.
In a similar manner, using the weighted right creation operators associated
with Df , one can define the corresponding the Hardy algebra R∞n (Df ). More
precisely, if g(Λ1, . . . ,Λn) =
∑
β∈F+n
cβ˜Λβ is a formal sum with the property that∑
β∈F+n |cβ |2 1bβ <∞, where the coefficients bα, α ∈ F+n , are given by relation (1.2),
and such that
sup
p∈P,‖p‖≤1
∥∥∥∥∥∥
∑
β∈F+n
cβ˜Λβ(p)
∥∥∥∥∥∥ <∞,
then there is a unique bounded operator on F 2(Hn), which we denote by g(Λ1, . . . ,Λn),
such that
g(Λ1, . . . ,Λn)p =
∑
β∈F+n
cβ˜Λβ(p) for any p ∈ P .
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The set of all operators g(Λ1, . . . ,Λn) ∈ B(F 2(Hn)) satisfying the above mentioned
properties is denoted by R∞n (Df ).
Proposition 1.9. Let (W
(f)
1 , . . . ,W
(f)
n )(resp. (Λ
(f)
1 , . . . ,Λ
(f)
n )) be the weighted left
(resp. right) creation operators associated with the noncommutative domain Df .
Then the following statements hold:
(i) F∞n (Df )′ = U∗(F∞n (Df˜ ))U = R∞n (Df ), where ′ stands for the commutant
and U ∈ B(F 2(Hn)) is the unitary operator defined by Ueα = eα˜, α ∈ F+n ;
(ii) F∞n (Df )′′ = F∞n (Df ) and R∞n (Df )′′ = R∞n (Df ).
Proof. Due to Proposition 1.1, we have U∗(F∞n (Df˜ ))U = R∞n (Df ). Since
W
(f)
i Λ
(f)
j = Λ
(f)
j W
(f)
i for any i, j = 1, . . . , n, it is clear that R
∞
n (Df ) ⊆ F∞n (Df )′.
To prove the reverse inclusion, let A ∈ F∞n (Df )′. Since A(1) ∈ F 2(Hn), we have
A(1) =
∑
β∈F+n cβ˜
1√
bβ˜
eβ˜ for some coefficients {cβ}F+n with
∑
β∈F+n |cβ |2 1bβ <∞. On
the other hand, since AW
(f)
i = W
(f)
i A for i = 1, . . . , n, relations (1.7) and (1.12)
imply
Aeα =
√
bαAWα(1) =
√
bαWαA(1)
=
∑
β∈F+n
cβ˜
√
bα√
bαβ˜
eαβ˜
=
∑
β∈F+n
cβ˜Λβ(eα).
Therefore, A(q) =
∑
β∈Fn cβ˜Λβ(q) for any polynomial q in in the full Fock space
F 2(Hn). Since A is a bounded operator, g(Λ1, . . . ,Λn) :=
∑
β∈Fn cβ˜Λβ is in
R∞n (Df ) and A = g(Λ1, . . . ,Λn). Therefore, R∞n (Df ) = F∞n (Df )′. The item (ii)
follows easily applying part (i). This completes the proof. 
As in the particular case when f = X1 + · · ·+Xn (see [73], [79]), one can use
Proposition 1.9 to show that ifM : F 2(Hn)⊗H → F 2(Hn)⊗K is an operator such
that M(Wi⊗ IH) = (Wi⊗ IK)M for any i = 1, . . . , n, then M ∈ R∞n (Df )⊗¯B(H,K)
and has a unique formal Fourier expansion
∑
α∈F+n Θ(α) ⊗ Λα for some coefficients
Θ(α) ∈ B(H,K), with the property that M acts like its Fourier representation on
vector-valued polynomials in F 2(Hn)⊗H. The operatorM is called multi-analytic
with respect to W1, . . . ,Wn. Similar results can be obtained for multi-analytic
operators with respect to Λ1, . . . ,Λn
In what follows, we employ some ideas from [37] to extend some of the results
obtained by Davidson and Pitts, to our more general setting.
Theorem 1.10. The following statements hold:
(i) The Hardy algebra F∞n (Df ) is inverse closed.
(ii) The only normal elements in F∞n (Df ) are the scalars.
(iii) Every element A ∈ F∞n (Df ) has its spectrum σ(A) 6= {0} and it is injec-
tive.
(iv) The algebra F∞n (Df ) contains no non-trivial idempotents and no non-zero
quasinilpotent elements.
(v) The algebra F∞n (Df ) is semisimple.
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(vi) If A ∈ F∞n (Df ), n ≥ 2, then σ(A) = σe(A).
Proof. The first item follows from Proposition 1.9 part (ii), using the fact
that F∞n (Df )′′ = F∞n (Df ). To prove (ii), let ϕ(W1, . . . ,Wn) :=
∑
α∈F+n cαWα be in
F∞n (Df ). Using relation (1.7), we have
〈ϕ(W1, . . . ,Wn)1, 1〉 = c0 and ϕ(W1, . . . ,Wn)∗1 = c¯01.
By normality, ϕ(W1, . . . ,Wn)1 = c01. Using now relation (1.12), we have Λβ(1) =
1√
bβ˜
eβ˜ for α ∈ F+n . Since ϕ(W1, . . . ,Wn)Λi = Λiϕ(W1, . . . ,Wn), i = 1, . . . , n, we
deduce that
ϕ(W1, . . . ,Wn)eβ =
√
bβϕ(W1, . . . ,Wn)Λβ˜(1)
=
√
bαΛβ˜ϕ(W1, . . . ,Wn)(1)
= c0
√
bβΛβ˜(1) = c0eβ.
Therefore, ϕ(W1, . . . ,Wn) = c0I. Now we prove (iii). Assume that ϕ(W1, . . . ,Wn)
is a nonzero element in F∞n (Df ). As above, we have
ϕ(W1, . . . ,Wn)eβ =
√
bαΛβ˜ϕ(W1, . . . ,Wn)(1)
for any β ∈ F+n . This implies ϕ(W1, . . . ,Wn)eβ =
∑
α∈F+n cα
1√
bα
eα 6= 0. Choose an
element γ ∈ F+n of minimal length m := |γ| such that cγ 6= 0. Using relation (1.7),
we can prove by induction that, for each k ∈ N,
ϕ(W1, . . . ,Wn)
k(1) = ckγ
1√
γk
eγk +
∑
β 6=γk,|β|≥|γ|k
dβ,keβ
for some constants dβ,k. Hence, we deduce that
‖ϕ(W1, . . . ,Wn)‖1/k ≥
∣∣〈ϕ(W1, . . . ,Wn)k1, eγk〉∣∣1/k
= |cγ |
(
1√
bγk
)1/k
.
Due to [87] and the results of Section 1.1, since g(rS1, . . . , rSn) =
∑
α∈F+n bαr
|α|Sα
is convergent for some r > 0, the radius of convergence R of the power series∑
α∈F+n bαXα is strictly positive and
1
R = lim sup
k→∞
(∑
|α|=k |bα|2
)1/2k
. Therefore,
we have
lim sup
k→∞
(|bγk |2)1/2k ≤ lim sup
k→∞



 ∑
|α|=mk
|bα|2


1/(2km)


m
≤ 1
Rm
.
Hence, there exists N ∈ N such that |bγk |1/k ≤ 1Rm for any k ≥ N . Combining this
with the above inequalities, we obtain ‖ϕ(W1, . . . ,Wn)‖1/k ≥ |cγ |Rm/2 for k ≥ N .
Consequently, the spectral radius of the operator ϕ(W1, . . . ,Wn) is greater than or
equal to |cγ |Rm/2 > 0, which shows that σ(ϕ(W1, . . . ,Wn)) 6= {0}.
To prove injectivity of ϕ(W1, . . . ,Wn), let x :=
∑
α∈F+n dαeα ∈ F 2(Hn) be
nonzero and let σ ∈ F+n be a word of minimal length such that dσ 6= 0. It is clear
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that
〈ϕ(W1, . . . ,Wn)x, eγσ〉 = 〈cγdσWγ(eσ), eγσ〉
= cγdσ
〈 √
bγ√
bγσ
eγσ, eγσ
〉
= cγdσ
√
bγ√
bγσ
6= 0.
Therefore ϕ(W1, . . . ,Wn) is injective. Now, it is clear that (iii) =⇒ (iv) and (iv) =⇒
(v). It remains to prove (vi). The implication σe(A) ⊆ σ(A) is obvious. To prove
σ(A) ⊂ σe(A), it is enough to show that 0 ∈ σ(A) implies 0 ∈ σe(A). Since A is
injective, we may assume that 0 ∈ σ(A) and rangeA is a closed and proper subspace
of F 2(Hn). Notice that due to the fact that the subspace
∑⊕
|α|=k Λα(F
2(Hn)) is
invariant under A := ϕ(W1, . . . ,Wn), we have
(1.28) A
(∑⊕
|α|=k Λα(F
2(Hn))
)⋂
span {eβ : |β| ≤ k − 1} = ∅.
Now, we prove that
(1.29) A
(∑⊕
|α|=k Λα(F
2(Hn))
)⋂
span {eβ : |β| = k} = {0}.
Let x :=
∑
|α|=k
aαeα = A
( ∑
|α|=k
Λαy(α)
)
for some vectors y(α) ∈ F 2(Hn). If β ∈ F+n
and |β| = k, then, due to relation (1.12), we have
aβ
1√
bβ
= Λ∗
β˜
x = Λβ˜A

∑
|α|=k
Λαy(α)


=
∑
|α|=k
Λ∗
β˜
ΛαAy(α) = Λ
∗
β˜
Λβ˜Ay(α)
= Dβ˜Ay(α)
where Dβ˜ := Λ
∗
β˜
Λβ˜ is the diagonal operator on F
2(Hn) satisfying the relation
Dβ˜(eα) =
bα
bαβ
eα, α ∈ F+n . Notice that the constant 1 is not in the range of A
because 1 is cyclic for {Λα : α ∈ F+n } and AΛi = ΛiA, i = 1, . . . , n, which would
contradict that the range of A is proper. Consequently, we must have Ay(β˜) =∑
α∈F+n dαeα, where dα = 0 for any α ∈ F+n , or at least one γ ∈ F+n , |γ| ≥ 1 is such
that dγ 6= 0. In the first case, the above calculations show that aβ = 0. In the
second case, we have
aβ
1√
bβ
= Dβ˜

∑
α∈F+n
dαeα

 = ∑
α∈F+n
dα
bα
bαβ
eβ .
Since dα
bα
bαβ
6= 0, we got a contradiction. Therefore, we have aβ = 0 for any β ∈ F+n
with |β| = k. This implies x = 0, which proves relation (1.29). Using relations
(1.28) and (1.29), one can see that
dim
[
rangeA
⋂
span {eα : |α| ≤ k}
]
≤ 1 + n+ n2 + · · ·+ nk−1.
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Hence the range of A has codimension at least nk for any k ∈ N. This shows that
the range of A has infinite codimension and, consequently, 0 ∈ σe(A). The proof is
complete. 
1.4. Functional calculus for n-tuples of operators in Df
In this section, we obtain an F∞n (Df )- functional calculus for completely non-
coisometric n-tuples of operators in the noncommutative domain Df .
Let T := (T1, . . . , Tn) be an n-tuple of operators in the noncommutative domain
Df (H), i.e.,
∑
|α|≥1
aαTαT
∗
α ≤ IH, and define the positive linear mapping
Φf,T : B(H)→ B(H) by Φf,T (X) =
∑
|α|≥1
aαTαXT
∗
α,
where the convergence is in the weak operator topology. The n-tuple T ∈ Df (H)
is called completely non-coisometric (c.n.c) with respect to Df (H) if there is no
vector h ∈ H, h 6= 0, such that〈
Φmf,T (I)h, h
〉
= ‖h‖2 for any m = 1, 2, . . . .
According to Section 1.2, we have
‖Kf,Th‖2 = ‖h‖2 − ‖Q1/2f,Th‖2, h ∈ H,
where Qf,T := SOT- limm→∞Φmf,T (I) and Kf,T is the Poisson kernel associated
with T and Df . As a consequence, one can easily prove the following.
Proposition 1.11. An n-tuple of operators T := (T1, . . . , Tn) ∈ Df (H) is c.n.c. if
and only if the noncommutative Poisson kernel Kf,T is one-to-one.
We recall from Section 1.2 the following property of the Poisson kernel:
(1.30) Kf,TT
∗
i = (W
∗
i ⊗ IH)Kf,T , i = 1, . . . , n,
wherer (W1, . . . ,Wn) are the weighted left creation operators associated with Df .
Now, we can prove the main result of this section.
Theorem 1.12. Let T := (T1, . . . , Tn) ∈ B(H)n be a completely non-coisometric
(c.n.c.) n-tuple of operators in the noncommutative domain Df (H). Then
(1.31) g(T1, . . . , Tn) := SOT- lim
r→1
gr(T1, . . . , Tn)
exists in the strong operator topology of B(H) for any g = g(W1, . . . ,Wn) ∈
F∞n (Df ), and the mapping
Φ : F∞n (Df )→ B(H) defined by Φ(g) := g(T1, . . . , Tn)
has the following properties:
(i) Φ is WOT-continuous (resp. SOT-continuous) on bounded sets;
(ii) Φ is a unital completely contractive homomorphism;
(iii) Φ coincides with the Poisson transform Ψf,T : F
∞
n (Df ) → B(H) defined
by
Ψf,T (g) := SOT- lim
r→1
K∗f,rT (g ⊗ IH)Kf,rT .
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In particular, if T is of class C·0, then
Φ(g) := g(T1, . . . , Tn) = K
∗
f,T (g ⊗ IH)Kf,T
for any g ∈ F∞n (Df ), and Φ is w∗-continuous. Moreover,
g(T1, . . . , Tn)
∗ = SOT- lim
r→1
gr(T1, . . . , Tn)
∗.
Proof. First, we shall prove that the limit in (1.31) exists for the n-tuple of
weighted left creation operatorsW := (W1, . . . ,Wn) ∈ Df (F 2(Hn)) and, moreover,
that
(1.32) g(W1, . . . ,Wn) = SOT- lim
t→1
gt(W1, . . . ,Wn)
for any g(W1, . . . ,Wn) :=
∑
β∈F+n
cβWβ ∈ F∞n (Df ). According to Section 1.1, the
operators {Wβ}|β|=k have orthogonal ranges and ‖Wβ‖ = 1√
bβ
, β ∈ F+n . Conse-
quently,
∥∥∥∥∥ ∑|β|=k bβWβW ∗β
∥∥∥∥∥ ≤ 1 for any k = 0, 1, . . .. Hence, and using the fact that∑
β∈F+n
|cβ |2 1bβ <∞, we deduce that, for 0 < t < 1,
∞∑
k=0
tk
∥∥∥∥∥∥
∑
|β|=k
cβWβ
∥∥∥∥∥∥ ≤
∞∑
k=0
tk

∑
|β|=k
|cβ |2 1
bβ


1/2 ∥∥∥∥∥∥
∑
|β|=k
bβWβW
∗
β
∥∥∥∥∥∥
1/2
≤ 1
1− t

∑
β∈F+n
|cβ |2 1
bβ


1/2
<∞,
which proves that gt(W1, . . . ,Wn) is in the noncommutative domain algebraAn(Df )
and
(1.33) lim
m→∞
∑
|α|≤m
t|α|cαWα = gt(W1, . . . ,Wn),
where the convergence is in the operator norm.
Fix now γ, σ, ǫ ∈ F+n and denote p(W1, . . . ,Wn) :=
∑
β∈F+n ,|β|≤|γ|
cβWβ . Since
W ∗β eγ = 0 for any β ∈ F+n with |β| > |γ|, we have
gr(W1, . . . ,Wn)
∗eα = pr(W1, . . . ,Wn)∗eα
for any α ∈ F+n with |α| ≤ |γ| and any r ∈ [0, 1]. On the other hand, using relation
(1.30) when T = rW , we obtain
Kf,rW pr(W1, . . . ,Wn)
∗ = [p(W1, . . . ,Wn)∗ ⊗ IF 2(Hn)]Kf,rW
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for any r ∈ [0, 1). Using all these facts, careful calculations reveal that
〈Kf,rWgr(W1, . . . ,Wn)∗eγ , eσ ⊗ eǫ〉
= 〈Kf,rW pr(W1, . . . ,Wn)∗eγ , eσ ⊗ eǫ〉
=
〈
[(p(W1, . . . ,Wn)
∗ ⊗ IF 2(Hn))]Kf,rW eγ , eσ ⊗ eǫ
〉
=
∑
β∈F+n
r|β|
√
bβ 〈p(W1, . . . ,Wn)∗eβ, eσ〉
〈
W ∗β eγ ,∆f,rW eǫ
〉
=
∑
β∈F+n
r|β|
√
bβ 〈g(W1, . . . ,Wn)∗eβ , eσ〉
〈
W ∗β eγ ,∆f,rW eǫ
〉
=
〈
[g(W1, . . . ,Wn)
∗ ⊗ IF 2(Hn)]Kf,rW eγ , eσ ⊗ eǫ
〉
for any r ∈ [0, 1) and γ, σ, ǫ ∈ F+n . Hence, since gr(W1, . . . ,Wn) and g(W1, . . . ,Wn)
are bounded operators, we deduce that
Kf,rW gr(W1, . . . ,Wn)
∗ = [g(W1, . . . ,Wn)∗ ⊗ IF 2(Hn)]Kf,rW .
Consequently, since the n-tuple rW := (rW1, . . . , rWn) ∈ Df (F 2(Hn)) is of class
C·0, the Poisson kernel Kf,rW is an isometry and therefore,
(1.34) ‖gr(W1, . . . ,Wn)‖ ≤ ‖g(W1, . . . ,Wn)‖ for any r ∈ [0, 1).
Hence, and due to the fact that g(W1, . . . ,Wn)p = lim
r→1
gr(W1, . . . ,Wn)p for any
polynomial p in F 2(Hn), we deduce relation (1.32).
Let {rk}∞k=1 be an increasing sequence of positive numbers which converges to
1. Since grk(W1, . . . ,Wn) =
∑
m=1
∑
|α|=m
r
|α|
k cαWα, where the convergence is in the
uniform topology (see (1.33)), we can find a polynomial pk(W1, . . . ,Wn) such that
‖grk(W1, . . . ,Wn)− pk(W1, . . . ,Wn)‖ ≤
1
k
for any k = 1, 2, . . . .
Using relation (1.32), it is easy to see that
g(W1, . . . ,Wn) = SOT- lim
k→∞
pk(W1, . . . ,Wn).
Since the WOT and w∗ topology coincide on bounded sets, the principle of uniform
boundedness implies
g(W1, . . . ,Wn) = WOT- lim
k→∞
pk(W1, . . . ,Wn) = w
∗- lim
k→∞
pk(W1, . . . ,Wn).
On the other hand, since F∞n (Df ) = R∞n (Df )′, it is clear that F∞n (Df ) is WOT-
closed. Now, one can easily see that F∞n (Df ) is the SOT-(resp. WOT-, w∗-) closure
of all polynomials in W1, . . . ,Wn and the identity.
The next step is to prove that, if T := (T1, . . . , Tn) ∈ Df (H), then
(1.35) K∗f,rT (g(W1, . . . ,Wn)⊗ IH) = gr(T1, . . . , Tn)K∗f,rT
for any g(W1, . . . ,Wn) ∈ F∞n (Df ) and 0 < r < 1. To this end, notice that the
relation (1.30) implies
(1.36) K∗f,rT [p(W1, . . . ,Wn)⊗ IH] = p(rT1, . . . , rTn)K∗f,rT
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for any polynomial p(W1, . . . ,Wn) and r ∈ [0, 1). Since rT := (rT1, . . . , rTn) ∈
Df (H), relation (1.33) and Theorem 1.4 imply
lim
m→∞
∑
|α|≤m
t|α|r|α|cαTα = gt(rT1, . . . , rTn) for any r, t ∈ [0, 1),
where the convergence is in the operator norm topology. Using relation (1.36),
when p(W1, . . . ,Wn) :=
m∑
k=0
∑
|α|=k
t|α|cαWα, and taking the limit as m→∞, we get
(1.37) K∗f,rT [gt(W1, . . . ,Wn)⊗ IH] = gt(rT1, . . . , rTn)K∗f,rT .
Now, let us prove that
(1.38) lim
t→1
gt(rT1, . . . , rTn) = gr(T1, . . . , Tn),
where the convergence is in the operator norm topology. Notice that, if ǫ > 0, there
is m0 ∈ N such that
(
∞∑
k=m0
rk
)
‖g(W1, . . . ,Wn)(1)‖ < ǫ2 . Since (T1, . . . , Tn) ∈
Df (H), Theorem 1.4 implies∥∥∥∥∥∥
∑
|β|=k
bαTβT
∗
β
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
|β|=k
bαWβW
∗
β
∥∥∥∥∥∥ ≤ 1.
Now, we can deduce that
∞∑
k=m0
rk
∥∥∥∥∥∥
∑
|β|=k
cβTβ
∥∥∥∥∥∥ ≤
∞∑
k=m0
rk

∑
|β|=k
|cα|2 1
bβ


1/2 ∥∥∥∥∥∥
∑
|β|=k
bβTβT
∗
β
∥∥∥∥∥∥
1/2
≤
( ∞∑
k=m0
rk
)
‖g(W1, . . . ,Wn)(1)‖ < ǫ
2
.
Consequently, we have∥∥∥∥∥∥
∞∑
k=0
∑
|α|=k
t|α|r|α|cαTα −
∞∑
k=0
∑
|α|=k
r|α|cαTα
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
m0−1∑
k=1
∑
|β|=k
rk(tk − 1)cβTβ
∥∥∥∥∥∥+ ǫ
≤
m0−1∑
k=1
rk(tk − 1)‖g(W1, . . . ,Wn)(1)‖ + ǫ.
Now, it clear that there exists 0 < δ < 1 such that
m0−1∑
k=1
rk(tk − 1)‖g(W1, . . . ,Wn)(1)‖ < ǫ for any t ∈ (δ, 1),
which proves (1.38). Since the map Y 7→ Y ⊗ IH is SOT-continuous on bounded
sets, relations (1.32) and (1.34) imply that
SOT- lim
r→1
gr(W1, . . . ,Wn)⊗ IH = g(W1, . . . ,Wn)⊗ IH.
Using relation (1.38) and taking the limit, as t→ 1, in (1.37), we deduce (1.35).
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Since the operator gr(W1, . . . ,Wn) is in the domain algebra An(Df ) and the
sequence
∑m
k=0
∑
|α|=k cαr
|α|Wα is convergent in norm to gr(W1, . . . ,Wn), as m→
∞, Theorem 1.4 and relation (1.34) imply that
m∑
k=0
∑
|α|=k
cαr
|α|Tα is convergent in
norm to gr(T1, . . . , Tn), as m→∞, and
(1.39) ‖gr(T1, . . . , Tn)‖ ≤ ‖gr(W1, . . . ,Wn)‖ ≤ ‖g(W1, . . . ,Wn)‖
for any r ∈ [0, 1). Since TiK∗f,T = K∗f,T (Wi ⊗ IH), i = 1, . . . , n, we deduce that
(1.40) gr(T1, . . . , Tn)K
∗
f,T = K
∗
f,T (gr(W1, . . . ,Wn)⊗ IH) for any r ∈ [0, 1).
Taking r → 1 in relation (1.40), we deduce that the map A : rangeK∗f,T → H
given by Ay := lim
r→1
gr(T1, . . . , Tn)y is well-defined, linear, and
‖AK∗f,Tϕ‖ ≤ lim sup
r→1
‖gr(W1, . . . ,Wn)‖‖K∗f,Tϕ‖ ≤ ‖g(W1, . . . ,Wn)‖‖K∗f,Tϕ‖
for any ϕ ∈ F 2(Hn)⊗H.
Now, assume that T = (T1, . . . , Tn) ∈ Df (H) is c.n.c.. According to Proposition
1.11, the Poisson kernel Kf,T is one-to-one and therefore the range of K
∗
f,T is dense
inH. Consequently, the map A has a unique extension to a bounded linear operator
on H, denoted also by A, with ‖A‖ ≤ ‖g(W1, . . . ,Wn)‖. Let us show that
lim
r→1
gr(T1, . . . , Tn)h = Ah for any h ∈ H.
To this end, let {yk}∞k=1 be a sequence of vectors in the range of K∗f,T , which
converges to y. Due to relation (1.39), we have
‖Ah− gr(T1, . . . , Tn)h‖ ≤ ‖Ah−Ayk‖+ ‖Ayk − gr(T1, . . . , Tn)yk‖
+ ‖gr(T1, . . . , Tn)yk − gr(T1, . . . , Tn)h‖
≤ 2‖g(W1, . . . ,Wn)‖‖h− yk‖+ ‖Ayk − gr(T1, . . . , Tn)yk‖.
Now, since lim
r→1
gr(T1, . . . , Tn)yk = Ayk, our assertion follows. Denoting the opera-
tor A by g(T1, . . . , Tn), we complete the proof of relation (1.31).
Due to relation (1.35), we have
(1.41) gr(T1, . . . , Tn) = K
∗
f,rT [g(W1, . . . ,Wn)⊗ IH]Kf,rT ,
which together with (1.31) imply part (iii) of the theorem. Now, using (1.31),
the fact that ‖gr(W1, . . . ,Wn)‖ ≤ ‖g(W1, . . . ,Wn)‖, and taking r → 1 in relation
(1.40), we obtain
(1.42) g(T1, . . . , Tn)K
∗
f,T = K
∗
f,T [g(W1, . . . ,Wn)⊗ IH].
To prove part (i), let {gi(W1, . . . ,Wn)} be a bounded net in F∞n (Df ) which is
WOT (resp. SOT) convergent to an element g(W1, . . . ,Wn) ∈ F∞n (Df ). Then, due
to standard facts in functional analysis, the net gi(W1, . . . ,Wn)⊗IH is WOT (resp.
SOT) convergent to g(W1, . . . ,Wn) ⊗ IH. On the other hand, as shown above,
‖gi(T1, . . . , Tn)‖ ≤ ‖gi(W1, . . . ,Wn)‖ and, consequently, the net {gi(T1, . . . , Tn)}
is bounded. Now, one can use relation (1.42), the fact that the range of K∗f,T is
dense in H, and a standard approximation argument to deduce that gi(T1, . . . , Tn)
is WOT (resp. SOT) convergent to g(T1, . . . , Tn).
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To prove part (ii), notice that since Kf,rT is an isometry, relation (1.41) implies∥∥∥[(fij)r(T1, . . . , Tn)]k×k∥∥∥ ≤ ∥∥∥[fij(W1, . . . ,Wn)]k×k∥∥∥
for any operator-valued matrix [fij(W1, . . . ,Wn)]k×k inMk(F
∞
n (Df )) and r ∈ [0, 1).
Due to the first part of this theorem, SOT- lim
r→1
(fij)r(T1, . . . , Tn) = fij(T1, . . . , Tn)
for each i, j = 1, . . . , k. Now, one can easily deduce that∥∥∥[fij(T1, . . . , Tn)]k×k∥∥∥ ≤ ∥∥∥[fij(W1, . . . ,Wn)]k×k∥∥∥ .
Since Φ is a homomorphism on polynomials in F∞n (Df ), the WOT-continuity of
Φ and the WOT-density of the polynomials in F∞n (Df ) shows that Φ is also a
homomorphism on F∞n (Df ).
Now, assume that T is of class C·0. Then the Poisson kernelKf,T is an isometry
and the map
Ψf,T (g(W1, . . . ,Wn)) := K
∗
f,T (g(W1, . . . ,Wn)⊗ IH)Kf,T ,
where g(W1, . . . ,Wn) ∈ F∞n (Df ), coincides with Φ on polynomials. Since the poly-
nomials are sequentially WOT-dense in F∞n (Df ), and Ψf,T and Φ are WOT- contin-
uous on bounded sets, one can use the principle of uniform boundedness to deduce
that Ψf,T = Φ. The w
∗ continuity of Φ is now obvious.
Finally, to prove the last part of the theorem, notice that if g(W1, . . . ,Wn) =∑
α∈F+n
cαWα ∈ F∞n (Df ), then using relation (1.32), we deduce that for every β ∈ F+n
and y ∈ F 2(Hn), we have
〈g(W1, . . . ,Wn)∗eβ, y〉 = 〈eβ , g(W1, . . . ,Wn)y〉
=
〈
eβ,
∑
α∈F+n ,|α|≤|β|
cαWαy
〉
=
〈 ∑
α∈F+n ,|α|≤|β|
cαW
∗
αeβ, y
〉
.
Therefore,
g(W1, . . . ,Wn)
∗eβ =
∑
α∈F+n ,|α|≤|β|
cαW
∗
αeβ
and
g(rW1, . . . , rWn)
∗eβ =

 ∑
α∈F+n ,|α|≤|β|
r|α|cαW ∗α

 eβ.
Using the last two equalities, we obtain
lim
r→1
g(rW1, . . . , rWn)
∗eβ = g(W1, . . . ,Wn)∗eβ
for any β ∈ F+n . On the other hand, using relation (1.34) and the fact that the
closed span of all vectors eα, β ∈ F+n , coincides with F 2(Hn), we deduce (using
standard arguments) that
(1.43) SOT- lim
r→1
g(rW1, . . . , rWn)
∗ = g(W1, . . . ,Wn)∗.
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If T is of class C·0, then
g(T1, . . . , Tn) := K
∗
f,T (g(W1, . . . ,Wn)⊗ IH)Kf,T
and
g(rT1, . . . , rTn) := Kf,T (g(rW1, . . . , rWn)⊗ IH)Kf,T .
Using again that ‖g(rT1, . . . , rTn)‖ ≤ ‖g(T1, . . . , Tn)‖ and relation (1.43), we com-
plete the proof. 
Corollary 1.13. The Hardy algebra F∞n (Df ) is the w∗- (resp. WOT-, SOT-)
closure of all polynomials in W1, . . . ,Wn and the identity.
1.5. The noncommutative variety Vf,J and a functional calculus
In this section, we obtain a functional calculus for n-tuples of operators in
noncommutative varieties Vf,J generated by w∗-closed two sided ideals of the Hardy
algebra F∞n (Df ).
Let J be a w∗-closed two-sided ideal of F∞n (Df ). Denote by F∞n (Vf,J ) the
w∗-closed algebra generated by the operators Bi := PNJWi|NJ , i = 1, . . . , n, and
the identity, where
NJ := F 2(Hn)⊖MJ and MJ := JF 2(Hn).
Notice that MJ := {ϕ(1) : ϕ ∈ J} and NJ =
⋂
ϕ∈J
kerϕ∗.
The following result is an extension of Theorem 4.2 from [7] to our more general
setting. Since the proof follows the same lines, we shall omit it.
Theorem 1.14. Let J be a w∗-closed two-sided ideal of the Hardy algebra F∞n (Df ).
Then the map
Γ : F∞n (Df )/J → B(NJ ) defined by Γ(ϕ+ J) = PNJϕ|NJ
is a w∗-continuous, completely isometric representation.
Since the set of all polynomials in W1, . . . ,Wn and the identity is w
∗-dense in
F∞n (Df ), Theorem 1.14 implies that PNJF∞n (Df )|NJ is a w∗-closed subalgebra of
B(NJ ) and, moreover, F∞n (Vf,J ) = PNJF∞n (Df )|NJ . Now, one can easily deduce
that
(1.44) F∞n (Vf,J) = {g(B1, . . . , Bn) : g(W1, . . . ,Wn) ∈ F∞n (Df )},
where g(B1, . . . , Bn) is defined by the F
∞
n (Df )-functional calculus of Section 1.4.
Let H be a separable complex Hilbert space, J be a w∗-closed two-sided ideal
of F∞n (Df ), and let T := (T1, . . . , Tn) ∈ Df (H) be a c.n.c. n-tuple of operators.
We say that T is in the noncommutative variety Vf,J(H) if
ϕ(T1, . . . , Tn) = 0 for any ϕ ∈ J.
The constrained Poisson kernel associated with T ∈ Vf,J(H) is the operator
Kf,T,J : H → NJ ⊗∆f,T (H) defined by Kf,T,J := (PNJ ⊗ IH)Kf,T ,
where Kf,T is the Poisson kernel given by (1.20).
The next result provides a functional calculus for c.n.c. n-tuples of operators
in noncommutative varieties Vf,J(H).
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Theorem 1.15. Let T := (T1, . . . , Tn) ∈ B(H)n be a c.n.c. n-tuple of operators
in the noncommutative variety Vf,J(H), where J is a w∗-closed two-sided ideal of
F∞n (Df ). Then the map
Ψf,T,J : F
∞
n (Vf,J)→ B(H), Ψf,T,J(g(B1, . . . , Bn)) := g(T1, . . . , Tn),
where g(T1, . . . , Tn) is defined by the F
∞
n (Df )-functional calculus, has the following
properties:
(i) Ψf,T,J is WOT-continuous (resp. SOT-continuous) on bounded sets;
(ii) Ψf,T,J is a unital completely contractive homomorphism.
Moreover, the Poisson transform Ψf,T,J is uniquely determined by the relation
Ψf,T,J(g(B1, . . . , Bn))K
∗
f,T,J = K
∗
f,T,J [g(B1, . . . , Bn)⊗ IH],
where Kf,T,J is the constrained Poisson kernel associated with T ∈ Vf,J(H).
In particular, if T is of class C·0, then the Poisson transform
Λf,T,J : B(NJ)→ B(H), Λf,T,J (X) := K∗f,T,J(X ⊗ I)Kf,T,J
is w∗-continuous and has the properties:
(iii) Λf,T,J(g(B1, . . . , Bn)) = g(T1, . . . , Tn) for any g(W1, . . . ,Wn) ∈ F∞n (Df );
(iv) Λf,T,J(BαB
∗
β) = TαT
∗
β for any α, β ∈ F+n .
Proof. Note first the the map Ψf,T,J is well-defined. Indeed, let g(W1, . . . ,Wn)
and ψ(W1, . . . ,Wn) be in F
∞
n (Df ) and assume that g(B1, . . . , Bn) = ψ(B1, . . . , Bn).
Using the F∞n (Df )-functional calculus, we obtain
PNJ (g(W1, . . . ,Wn)− ψ(W1, . . . ,Wn))|NJ = 0.
Due to Theorem 1.14, we have g(W1, . . . ,Wn)−ψ(W1, . . . ,Wn) ∈ J . On the other
hand, since (T1, . . . , Tn) is a J-constrained n-tuple of operators, i.e., ϕ(T1, . . . , Tn) =
0 for ϕ ∈ J , we deduce that g(T1, . . . , Tn) = ψ(T1, . . . , Tn), which proves our
assertion.
The next step is to show that g(T1, . . . , Tn) satisfies and is uniquely determined
by the equation
g(T1, . . . , Tn)K
∗
f,T,J = K
∗
f,T,J [g(B1, . . . , Bn)⊗ IH]
for any g(B1, . . . , Bn) ∈ F∞n (Vf,J), where K∗f,T,J is the constrained Poisson kernel
associated with T ∈ Vf,J(H).
According to Theorem 1.12 (see relation (1.42)), we have
(1.45) 〈(ϕ(W1, . . . ,Wn)∗ ⊗ IH)Kf,Th, 1⊗ k〉 = 〈Kf,Tϕ(T1, . . . , Tn)∗h, 1⊗ k〉
for any ϕ(W1, . . . ,Wn) ∈ F∞n (Df ) and h, k ∈ H. Note that if ϕ(W1, . . . ,Wn) ∈ J ,
then ϕ(T1, . . . , Tn) = 0, and relation (1.45) implies
〈Kf,Th, ϕ(W1, . . . ,Wn)(1)⊗ k〉 = 0
for any h, k ∈ H. Taking into account the definition of MJ , we deduce that
Kf,T (H) ⊆ NJ ⊗∆f,T (H). This implies
(1.46) Kf,T = (PNJ ⊗ IH)Kf,T = Kf,T,J .
Since J is a left ideal of F∞n (Df ), the subspace NJ is invariant under each operator
W ∗1 , . . . ,W
∗
n and, therefore, Bα = PNJWα|NJ , α ∈ F+n . On the other hand, since
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(B1, . . . , Bn) ∈ Df (NJ ) is of class C·0, we can use the F∞n (Df )-functional calculus
of Theorem 1.12 to deduce that
(1.47) g(B1, . . . , Bn) = PNJ g(W1, . . . ,Wn)|NJ
for any g(W1, . . . ,Wn) ∈ F∞n (Df ). Taking into account relations (1.42), (1.46), and
(1.47), we obtain
Kf,T,Jg(T1, . . . , Tn)
∗ = (PNJ ⊗ IH)Kf,T g(T1, . . . , Tn)∗
= (PNJ ⊗ IH) [g(W1, . . . ,Wn)∗ ⊗ IH] (PNJ ⊗ IH)Kf,T
=
[
(PNJ g(W1, . . . ,Wn)|NJ )∗ ⊗ IH
]
Kf,T,J
= [g(B1, . . . , Bn)
∗ ⊗ IH]Kf,T,J .
Therefore, we have
(1.48) g(T1, . . . , Tn)K
∗
f,T,J = K
∗
f,T,J [g(B1, . . . , Bn)⊗ IH]
for any g(B1, . . . , Bn) ∈ F∞n (Vf,J ).
On the other hand, since T := (T1, . . . , Tn) ∈ Df (H) is c.n.c. the Poisson
kernel Kf,T : H → F 2(Hn) ⊗∆f,T (H) is one-to-one (see Proposition 1.11). Since
Kf,T (H) ⊂ NJ ⊗ ∆f,T (H) and Kf,T,J = (PNJ ⊗ IH)Kf,T , we deduce that the
constrained Poisson kernel Kf,T,J is also one-to-one. Consequently, the range of
K∗f,T,J is dense in H and the equation (1.48) uniquely determines the operator
g(T1, . . . , Tn).
If ϕ ∈ J and g(W1, . . . ,Wn) ∈ F∞n (Df ), then Theorem 1.12 implies
‖g(T1, . . . , Tn)‖ = ‖(g + ϕ)(T1, . . . , Tn)‖ ≤ ‖g(W1, . . . ,Wn) + ϕ(W1, . . . ,Wn)‖.
Hence, and using now Theorem 1.14, we obtain
‖g(T1, . . . , Tn)‖ ≤ dist(g(W1, . . . ,Wn), J) = ‖PNJ g(W1, . . . ,Wn)|NJ ‖
= ‖g(B1, . . . , Bn)‖.
Similarly, we can show that Ψf,T,J is a completely contractive map.
To prove part (i), let {gi(B1, . . . , Bn)} be a bounded net in F∞n (Vf,J) which is
WOT (resp. SOT) convergent to an element g(B1, . . . , Bn) in the algebra F
∞
n (Vf,J ).
Then, due to standard facts in functional analysis, the net gi(B1, . . . , Bn) ⊗ IH is
WOT (resp. SOT) convergent to g(B1, . . . , Bn)⊗ IH.
On the other hand, as shown above, ‖gi(T1, . . . , Tn)‖ ≤ ‖gi(B1, . . . , Bn)‖ and,
consequently, the net {gi(T1, . . . , Tn)} is bounded. Now, one can use relation
(1.48), the fact that the range of K∗f,T,J is dense in H, and a standard approx-
imation argument to deduce that gi(T1, . . . , Tn) is WOT (resp. SOT) convergent
to g(T1, . . . , Tn).
Le us prove part (ii). First, note that we have already proved that Ψf,T,J is a
completely contractive map. Due to relation (1.48), the map Ψf,T,J is a homomor-
phism on polynomials in B1, . . . , Bn and the identity. Using the WOT-continuity
of Ψf,T,J and the WOT-density of the polynomials in F
∞
n (Vf,J ), one can deduce
that Ψf,T,J is also a homomorphism on F
∞
n (Vf,J).
Now, notice that if T is of class C·0, then the Poisson kernel Kf,T,J is an
isometry and, due to (1.48), we have
Ψf,T,J(g(B1, . . . , Bn)) := K
∗
f,T,J (g(B1, . . . , Bn)⊗ IH)Kf,T,J
for any g(B1, . . . , Bn) ∈ F∞n (Vf,J ). The rest of the proof is now clear. 
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Theorem 1.16. Let J be a w∗-closed two-sided ideal of F∞n (Df ) generated by some
homogenous polynomials q1, . . . qd, and let T := (T1, . . . , Tn) be an arbitrary n-tuple
of operators in the noncommutative variety Vf,J(H), i.e., qj(T1, . . . , Tn) = 0 for
j = 1, . . . , n. Then the constrained Poisson transform
Ψf,T,J : span{BαB∗β : α, β ∈ F+n } → B(H)
defined by
Ψf,T,J (X) := lim
r→1
K∗f,rT,J(X ⊗ IH)Kf,rT,J ,
where the limit exists in the operator norm, has the following properties:
(i) Ψf,T,J(BαB
∗
β) = TαT
∗
β for any α, β ∈ F+n .
(ii) Ψf,T,J is a unital completely contractive linear map.
If, in addition, T is a c.n.c. n-tuple of operators in Df (H), then
g(T1, . . . , Tn) = SOT- lim
r→1
K∗f,rT,J(g(B1, . . . , Bn)⊗ IH)Kf,rT,J
for any g(B1, . . . , Bn) ∈ F∞n (Vf,J ), where g(T1, . . . , Tn) is defined by the F∞n (Df )-
functional calculus.
Proof. As in the proof of Lemma 2.11 from [86], we can use the fact that J
is generated by homogenous polynomials to show that Kf,rT (H) ⊂ NJ ⊗H and
Kf,rT,Jgr(T1, . . . , Tn)
∗ = (g(B1, . . . , Bn)∗ ⊗ IH)Kf,rT,J
for any 0 < r < 1 and g(B1, . . . , Bn) ∈ W(B1, . . . , Bn). Since rT is of class C·0,
the constrained Poisson kernel Kf,rT,J is an isometry and, consequently,
(1.49) gr(T1, . . . , Tn) = K
∗
f,rT,J(g(B1, . . . , Bn)⊗ IH)Kf,rT,J .
Using this relation, the proof of (i) and (ii) is similar to that of Theorem 1.4, we
should omit it. If T is a c.n.c. n-tuple of operators in Df (H), then Theorem 1.12
shows that g(T1, . . . , Tn) = SOT- lim
r→1
gr(T1, . . . , Tn). Using again relation 1.49, we
deduce the last part of the theorem. 
1.6. Weighted shifts, symmetric weighted Fock spaces, and multipliers
In this section we find the joint right spectrum of the weighted left creation op-
erators (W1, . . . ,Wn) associated with the noncommutative domain Df and identify
the w∗-continuous multiplicative linear functional of the Hardy algebra F∞n (Df ).
We introduce the symmetric weighted Fock space F 2s (Df ) and identify the algebra
F∞n (Vf,Jc) of all its multipliers, which turns out to be reflexive.
Let f =
∑
|α|≥1 aαXα be a positive regular free holomorphic function on B(H)n
and define
D◦f (C) :=

λ = (λ1, . . . , λn) ∈ Cn :
∑
|α|≥1
aα|λα|2 < 1

 ,
where λα := λi1 · · ·λim if α = gi1 · · · gim ∈ F+n , and λg0=1.
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Theorem 1.17. Let (W1, . . . ,Wn) (resp. (Λ1, . . . ,Λn)) be the weighted left (resp.
right) creation operators associated with the noncommutative domain Df . The
eigenvectors for W ∗1 , . . . ,W
∗
n (resp. Λ
∗
1, . . . ,Λ
∗
n) are precisely the vectors
zλ :=
∑
β∈F+n
√
bβλβeβ ∈ F 2(Hn) for λ = (λ1, . . . , λn) ∈ D◦f (C),
where the coefficients bβ, β ∈ F+n , are defined by relation (1.2). They satisfy the
equations
W ∗i zλ = λizλ, Λ
∗
i zλ = λizλ for i = 1, . . . , n.
Each vector zλ is cyclic for R
∞
n (Df ) and
zλ =

I − ∑
|α|≥1
aα˜λαΛα


−1
(1),
where α˜ denotes the reverse of α.
If λ := (λ1, . . . , λn) ∈ D◦f (C) and ϕ(W1, . . . ,Wn) :=
∑
β∈F+n cβWβ is in the
Hardy algebra F∞n (Df ), then
∑
β∈F+n |cβ ||λβ | <∞ and the map
Φλ : F
∞
n (Df )→ C, Φλ(ϕ(W1, . . . ,Wn)) := ϕ(λ),
is w∗-continuous and multiplicative. Moreover, ϕ(W1, . . . ,Wn)∗zλ = ϕ(λ)zλ and
ϕ(λ) = 〈ϕ(W1, . . . ,Wn)1, zλ〉 = 〈ϕ(W1, . . . ,Wn)uλ, uλ〉 ,
where uλ :=
zλ
‖zλ‖ .
Proof. First, notice that if λ = (λ1, . . . , λn) ∈ D◦f (C), then λ is of class C·0
with respect to Df (C). Using relation (1.21) in our particular case, we get
1− ∑
|α|≥1
aα|λα|2



∑
β∈F+n
bβ|λβ |2

 = 1.
Consequently, the vector zλ is in F
2(Hn) and
‖zλ‖ = 1√
1−∑|α|≥1 aα|λα|2 .
Due to relation (1.7), we have
W ∗i eα =


√
bγ√
bα
eγ if α = giγ
0 otherwise.
A simple computation shows that W ∗i zλ = λizλ for i = 1, . . . , n. Similarly, one can
use relation (1.12) to prove that Λ∗i zλ = λizλ for i = 1, . . . , n.
Conversely, let z =
∑
β∈F+n cβeβ ∈ F 2(Hn) and assume that W ∗i z = λiz, i =
1, . . . , n, for some n-tuple (λ1, . . . , λn) ∈ Cn. Using the definition of the weighted
left creation operators W1, . . . ,Wn, we deduce that
cα = 〈z, eα〉 =
〈
z,
√
bαWα(1)
〉
=
√
bα 〈W ∗αz, 1〉 =
√
bαλα 〈z, 1〉
= c0
√
bαλα
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for any α ∈ F+n , whence z = a0
∑
β∈F+n
√
bβλβeβ . Since z ∈ F 2(Hn), we must have∑
β∈F+n bβ|λβ |2 <∞. On the other hand, relation (1.2) implies
m∑
j=0

∑
|α|≥1
aα|λα|2


j
≤
∑
β∈F+n
bβ|λβ |2 <∞
for anym ∈ N. Lettingm→∞ in the relation above, we must have∑|α|≥1 aα|λα|2 <
1, whence (λ1, . . . , λn) ∈ D◦f (C). A similar result can be proved for the weighted
right creation operators Λ1, . . . ,Λn if one uses relation (1.12).
Since
∑
|α|≥1 aα˜ΛαΛ
∗
α is SOT-convergent (see Section 1.1) and
∥∥∥∥∥∥
∑
|α|≥1
aα˜λα˜Λα
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
|α|≥1
aα˜ΛαΛ
∗
α
∥∥∥∥∥∥

∑
|α|≥1
aα|λα|2


1/2
≤

∑
|α|≥1
aα|λα|2


1/2
< 1,
the operator
(
I −∑|α|≥1 aα˜λα˜Λα)−1 is well-defined. Due to the results of Section
1.1, we have 
I − ∑
|α|≥1
aα˜λα˜Λα


−1
=
∑
β∈F+n
bβ˜λβ˜Λβ .
Hence, and using relation (1.12), we obtain
zλ =
∑
β∈F+n
bβ˜λβ˜Λβ(1) =

I − ∑
|α|≥1
aα˜λαΛα


−1
(1),
which implies that zλ is a cyclic vector for R
∞
n (Df ).
Now, let us prove the last part of the theorem. Since ϕ(W1, . . . ,Wn) =∑
β∈F+n cβWβ is in the Hardy algebra F
∞
n (Df ), we have
∑
β∈F+n |cβ |2 1bβ < ∞ (see
Section 1.3). As shown above, if λ = (λ1, . . . , λn) ∈ D◦f (C), then
∑
β∈F+n bβ|λβ |2 <∞. Applying Cauchy’s inequality, we have
∑
β∈F+n
|cβ ||λβ | ≤

∑
β∈F+n
|cβ |2 1
bβ


1/2
∑
β∈F+n
bβ|λβ |2


1/2
<∞.
Note also that
〈ϕ(W1, . . . ,Wn)1, zλ〉 =
〈∑
β∈F+n
cβ
1√
bβ
eβ,
∑
β∈F+n
√
bβλβeβ
〉
=
∑
β∈F+n
cβλβ = ϕ(λ1, . . . , λn).
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Now, for each β ∈ F+n , we have〈
ϕ(W1, . . . ,Wn)
∗zλ,
1√
bα
eβ
〉
= 〈zλ, ϕ(W1, . . . ,Wn)Wβ(1)〉
= λβϕ(λ) =
〈
ϕ(λ)zλ,
1√
bα
eβ
〉
.
Hence, we deduce that
(1.50) ϕ(W1, . . . ,Wn)
∗zλ = ϕ(λ)zλ.
One can easily see that
〈ϕ(W1, . . . ,Wn)uλ, uλ〉 = 1‖zλ‖2 〈zλ, ϕ(W1, . . . ,Wn)
∗zλ〉
=
1
‖zλ‖2
〈
zλ, ϕ(λ)zλ
〉
= ϕ(λ).
The fact that the map Φλ is multiplicative and w
∗-continuous is now obvious. This
completes the proof. 
We recall that the joint right spectrum σr(T1, . . . , Tn) of an n-tuple (T1, . . . , Tn)
of operators in B(H) is the set of all n-tuples (λ1, . . . , λn) of complex numbers such
that the right ideal of B(H) generated by the operators λ1I−T1, . . . , λnI−Tn does
not contain the identity operator. We recall [86] that (λ1, . . . , λn) /∈ σr(T1, . . . , Tn)
if and only if there exists δ > 0 such that
n∑
i=1
(λiI − Ti)(λiI − T ∗i ) ≥ δI.
Proposition 1.18. If (W1, . . . ,Wn) are the weighted left creation operators associ-
ated with the noncommutative domain Df , then the right joint spectrum σr(W1, . . . ,Wn)
coincide with Df (C).
Proof. Let (λ1, . . . , λn) ∈ σr(W1, . . . ,Wn). Since the left ideal of B(F 2(Hn))
generated by the operators W ∗1 − λ1I, . . . ,W ∗n − λnI does not contain the identity,
there is a pure state ϕ on B(F 2(Hn)) such that ϕ(X(W
∗
i − λiI)) = 0 for any
X ∈ B(F 2(Hn)) and i = 1, . . . , n. In particular, we have ϕ(Wi) = λi = ϕ(W ∗i ) and
ϕ(WαW
∗
α) = λαϕ(Wα) = |λα|2, α ∈ F+n .
Hence, using relation (1.6), we infer that
∑
1≤|α|≤m
aα|λα|2 = ϕ

 ∑
1≤|α|≤m
aαWαW
∗
α

 ≤
∥∥∥∥∥∥
∑
1≤|α|≤m
aαWαW
∗
α
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
∑
|α|≥1
aαWαW
∗
α
∥∥∥∥∥∥ = 1
for anym = 1, 2, . . . . Therefore
∑
|α|≥1 aα|λα|2 ≤ 1, which proves that (λ1, . . . , λn) ∈
Df (C). Now, let µ := (µ1, . . . , µn) ∈ Df (C) and assume that there is δ > 0 such
that
n∑
i=1
‖(Wi − µiI)∗h‖2 ≥ δ‖h‖2 for all h ∈ F 2(Hn).
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Taking h = zλ :=
∑
β∈F+n
√
bβλβeβ, λ ∈ D◦f (C), in the inequality above, and using
Theorem 1.17, we obtain
n∑
i=1
|λi − µi|2 ≥ δ for all λ ∈ D◦f (C),
which is a contradiction. Due to the remarks preceding the theorem, we deduce
that µ := (µ1, . . . , µn) ∈ σr(W1, . . . ,Wn), which completes the proof. 
Now, we define the symmetric weighted Fock space associated with the non-
commutative domain Df .
We need a few definitions. For each λ = (λ1, . . . , λn) and each n-tuple k :=
(k1, . . . , kn) ∈ Nn0 , where N0 := {0, 1, . . .}, let λk := λk11 · · ·λknn . For each k ∈ Nn0 ,
we denote
Λk := {α ∈ F+n : λα = λk for all λ ∈ Cn}.
For each k ∈ Nn0 , define the vector
wk :=
1
γk
∑
α∈Λk
√
bαeα ∈ F 2(Hn), where γk :=
∑
α∈Λk
bα
and the coefficients bα, α ∈ F+n , are defined by relation (1.2). Note that the set {wk :
k ∈ Nn0 } consists of orthogonal vectors in F 2(Hn) and ‖wk‖ = 1√γk . We denote by
F 2s (Df ) the closed span of these vectors, and call it the symmetric weighted Fock
space associated with the noncommutative domain Df .
Theorem 1.19. Let f =
∑
|α|≥1 aαXα be a positive regular free holomorphic func-
tion on B(H)n and let Jc be the w∗-closed two-sided ideal of the Hardy algebra
F∞n (Df ) generated by the commutators
WiWj −WjWi, i, j = 1, . . . , n.
Then the following statements hold:
(i) F 2s (Df ) = span{zλ : λ ∈ D◦f (C)} = NJc := F 2(Hn)⊖ Jc(1).
(ii) The symmetric weighted Fock space F 2s (Df ) can be identified with the
Hilbert space H2(D◦f (C)) of all functions ϕ : D◦f (C) → C which admit
a power series representation ϕ(λ) =
∑
k∈Nn0 ckλ
k with
‖ϕ‖2 =
∑
k∈Nn0
|ck|2 1
γk
<∞.
More precisely, every element ϕ =
∑
k∈Nn0 ckw
k in F 2s (Df ) has a func-
tional representation on D◦f (C) given by
ϕ(λ) := 〈ϕ, zλ〉 =
∑
k∈Nn0
ckλ
k, λ = (λ1, . . . , λn) ∈ D◦f (C),
and
|ϕ(λ)| ≤ ‖ϕ‖2√
1−∑|α|≥1 aα|λα|2 , λ = (λ1, . . . , λn) ∈ D
◦
f (C).
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(iii) The mapping Kf : D◦f (C)×D◦f (C)→ C defined by
Kf (µ, λ) := 〈zλ, zµ〉 = 1
1−∑|α|≥1 aαµαλα for all λ, µ ∈ D◦f (C)
is positive definite.
Proof. First, notice that zλ =
∑
k∈Nn0 λ
k
γkw
k, λ ∈ D◦f (C), and therefore
span{zλ : λ ∈ D◦f (C)} ⊆ F 2s (Df ).
Now, we prove that wk ∈ NJc := F 2(Hn)⊖ Jc(1). Indeed, relation 1.7 implies
(1.51) Wγ(WjWi −WiWj)Wβ(1) = 1√
bγgjgiβ
eγgjgiβ −
1√
bγgigjβ
eγgigjβ .
Hence, we deduce that〈∑
α∈Λk
√
bαeα,Wγ(WjWi −WiWj)Wβ(1)
〉
= 0
for any k ∈ Nn0 . This shows that wk ∈ NJc and proves our assertion. Consequently,
F 2s (Df ) ⊆ NJc . To complete the proof of part (i), it is enough to show that
span{zλ : λ ∈ D◦f (C)} = NJc .
Assume that there is a vector x :=
∑
β∈F+n cβeβ ∈ NJc and x ⊥ zλ for all λ ∈ D◦f (C).
Then 〈∑
β∈F+n
cβeβ , zλ
〉
=
∑
β∈F+n
cβ
√
bβλβ
=
∑
k∈Nn0

∑
β∈Λk
cβ
√
bβ

λk = 0
for any λ ∈ D◦f (C). Since D◦f (C) contains an open ball in Cn, we deduce that
(1.52)
∑
β∈Λk
cβ
√
bβ = 0 for all k ∈ Nn0 .
Fix β0 ∈ Λk and let β ∈ Λk be such that β is obtained from β0 by transposing
just two generators. So we can assume that β0 = γgjgiω and β = γgigjω for some
γ, ω ∈ F+n and i 6= j, i, j = 1, . . . , n. Since x ∈ NJc = F 2(Hn) ⊖ Jc(1), we must
have
〈x,Wγ(WjWi −WiWj)Wω(1)〉 = 0,
which implies
cβ0√
bβ0
=
cβ√
bβ
. Since any element γ ∈ Λk can be obtained from β0 by
successive transpositions, repeating the above argument, we deduce that
cβ0√
bβ0
=
cγ√
bγ
for all γ ∈ Λk.
Setting t :=
cβ0√
bβ0
, we have cγ = t
√
bγ , γ ∈ Λk, and relation (1.52) implies t = 0
(remember that bβ > 0). Therefore, cγ = 0 for any γ ∈ Λk and k ∈ Nn0 , so x = 0.
Consequently, we have span{zλ : λ ∈ D◦f (C)} = NJc .
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Now, let us prove part (ii) of the theorem. Note that
〈
wk, zλ
〉
=
1
γk
〈∑
β∈Λk
√
bβeβ, zλ
〉
=
1
γk
∑
β∈Λk
bβλβ = λ
k
for any λ ∈ D◦f (C) and k ∈ Nn0 . Hence, every element ϕ =
∑
k∈Nn0 ckw
k in F 2s (Df )
has a functional representation on D◦f (C) given by
ϕ(λ) := 〈ϕ, zλ〉 =
∑
k∈Nn0
ckλ
k, λ = (λ1, . . . , λn) ∈ D◦f (C),
and
|ϕ(λ)| ≤ ‖ϕ‖2‖zλ‖ = ‖ϕ‖2√
1−∑|α|≥1 aα|λα|2 .
We recall that ‖zλ‖ was calculated in the proof of Theorem 1.17. The identification
of F 2s (Df ) with H2(D◦f (C)) is now clear.
As in the proof of Theorem 1.17, we deduce that
I − ∑
|α|≥1
aα˜λα˜Λα


−1
=
∑
β∈F+n
bβ˜λβ˜Λβ
if (λ1, . . . , λn) ∈ D◦f (C). Now, the R∞n (Df )-functional calculus applied to the n-
tuple (µ1, . . . , µn) ∈ D◦f (C) ∩ D◦f˜ (C) and the equation above imply
∑
β∈F+n
bβµβλβ =

I − ∑
|α|≥1
aαµαλα


−1
.
Since
Kf (µ, λ) := 〈zλ, zµ〉 =
∑
β∈F+n
bβµβλβ ,
the result in part (iii) follows. The proof is complete. 
Proposition 1.20. Let Jc be the w
∗-closed two-sided ideal of the Hardy algebra
F∞n (Df ) generated by the commutators
WiWj −WjWi, i, j = 1, . . . , n.
Then the following statements hold:
(i) Jc coincides with the w
∗-closure of the commutator ideal of F∞n (Df ).
(ii) Jc(1) coincides with
span
{
1√
bγgjgiβ
eγgjgiβ −
1√
bγgigjβ
eγgigjβ : γ, β ∈ F+n , i, j = 1, . . . , n
}
.
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Proof. One inclusion is obvious. Since WiWj −WjWi ∈ Jc and every permu-
tation of k objects is a product of transpositions, it is clear thatWαWβ−WβWα ∈ Jc
for any α, β ∈ F+n . Consequently, Wγ(WαWβ −WβWα)Wω ∈ Jc for any α, β, γ, ω ∈
F+n . Since the polynomials in W1, . . . ,Wn are w
∗ dense in F∞n (Df ) (see Corollary
1.13), item (i) follows. Part (ii) is obvious if one uses relation (1.51). 
Theorem 1.21. A map ϕ : F∞n (Df )→ C is a w∗-continuous multiplicative linear
functional if and only if there exists λ ∈ D◦f (C) such that
ϕ(A) = ϕλ(A) := 〈Auλ, uλ〉 , A ∈ F∞n (Df ),
where uλ :=
zλ
‖zλ‖ .
Proof. Note that J := kerϕ is a w∗-closed two-sided ideal of F∞n (Df ) of
codimension one. The subspaceMJ := J(1) has codimension one andMJ +C1 =
F 2(Hn). Indeed, assume that there exists a vector y ∈ (MJ+C1)⊥, ‖y‖ = 1. Then
we can choose a polynomial p := p(W1, . . . ,Wn) ∈ F∞n (Df ) such that ‖p(1)−y‖ < 1.
Since p− ϕ(p)I ∈ kerϕ = J , we have p(1)− ϕ(p) ∈ MJ . Since y ⊥ MJ + C1, we
deduce that
1 = ‖y‖ = 〈y − ϕ(p), y〉 ≤ | 〈h− p(1), y〉 |+ | 〈p(1)− ϕ(p), y〉 |
= | 〈h− p(1), y〉 | < 1,
which is a contradiction. Therefore,MJ is an invariant subspace under W1, . . . ,Wn
and has codimension one. Due to Theorem 1.17, there exists λ ∈ D◦f (C) such that
MJ = {zλ}⊥.
On the other hand, due to the same theorem the map ϕ : F∞n (Df ) → C
defined by ϕλ(A) := 〈Auλ, uλ〉, A ∈ F∞n (Df ), is a w∗-continuous multiplicative
linear functional, and ϕλ(A) = 〈A(1), zλ〉. Hence, J := kerϕ ⊆ kerϕλ ⊂ F∞n (Df ).
Since both kerϕ and kerϕλ are w
∗-closed two-sided maximal ideals of F∞n (Df ) of
codimension one, we must have kerϕ = kerϕλ. Therefore, ϕ = ϕλ and the proof is
complete. 
Proposition 1.22. Let F∞n (Vf,Jc) be the w∗-closed algebra generated by operators
Li := PF 2s (Df )Wi|F 2s (Df ), i = 1, . . . , n
and the identity, where W1, . . . ,Wn are the weighted left creation operators associ-
ated with Df . Then the following statements hold:
(i) F∞n (Vf,Jc) = PF 2s (Df )F∞n (Df )|F 2s (Df );
(ii) F∞n (Vf,Jc) can be identified with the algebra of all multipliers of the Hilbert
space H2(D◦f (C)).
Proof. The first part of the proposition is a particular case of a result men-
tioned in the beginning of Section 1.5. To prove the last part, let ϕ(W1, . . . ,Wn) ∈
F∞n (Df ) and ϕ(L1, . . . , Ln) = PF 2s (Df )ϕ(W1, . . . ,Wn)|F 2s (Df ). Since zλ ∈ F 2s (Df )
for λ ∈ D◦f (C), and ϕ(W1, . . . ,Wn)∗zλ = ϕ(λ)zλ, we have
[ϕ(L1, . . . , Ln)ψ](λ) = 〈ϕ(L1, . . . , Ln)ψ, zλ〉
= 〈ϕ(W1, . . . ,Wn)ψ, zλ〉
= 〈ψ, ϕ(W1, . . . ,Wn)∗zλ〉
=
〈
ψ, ϕ(λ)zλ
〉
= ϕ(λ)ψ(λ)
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for any ψ ∈ F 2s (Df ) and λ ∈ D◦f (C). Therefore, the operators in F∞n (Vf,Jc) are
“analytic” multipliers of F 2s (Df ). Moreover,
‖ϕ(L1, . . . , Ln)‖ = sup{‖ϕf‖2 : f ∈ F 2s (Df ), ‖f‖ ≤ 1}.
Conversely, suppose that g =
∑
k∈N0 ckw
k is a bounded multiplier, i.e., Mg ∈
B(F 2s (Df )). As in [37] (see Lemma 1.1), using Cesaro means, one can find a
sequence of polynomials pm =
∑
c
(m)
k w
k such that Mpm converges to Mg in the
strong operator topology and, consequently, in the w∗-topology. The latter is due
to the fact that a sequence of operators converges w∗ if and only if it converges
WOT. SinceMpm is a polynomial in L1, . . . , Ln, we conclude thatMg ∈ F∞n (Vf,Jc).
In particular Li is is the multiplier Mλi by the coordinate function. The proof is
complete. 
If A ∈ B(H) then the set of all invariant subspaces of A is denoted by Lat A.
For any U ⊂ B(H) we define
Lat U =
⋂
A∈U
Lat A.
If S is any collection of subspaces of H, then we define Alg S by setting
Alg S := {A ∈ B(H) : S ⊂ Lat A}.
We recall that the algebra U ⊂ B(H) is reflexive if U = Alg Lat U .
Theorem 1.23. The algebra F∞n (Vf,Jc) is reflexive.
Proof. Let X ∈ B(F 2s (Df )) be an operator that leaves invariant all the invari-
ant subspaces under each operator L1, . . . , Ln. Due to Theorem 1.17 and Propo-
sition 1.22, we have L∗i zλ = λizλ for any λ ∈ D◦f (C) and i = 1, . . . , n. Since X∗
leaves invariant all the invariant subspaces under L∗1, . . . , L
∗
n, the vector zλ must
be an eigenvector for X∗. Consequently, there is a function ϕ : D◦f (C) → C such
that X∗zλ = ϕ(λ)zλ for any λ ∈ D◦f (C). Notice that, if f ∈ F 2s (Df ), then, due to
Theorem 1.17, Xf has the functional representation
(Xf)(λ) = 〈Xf, zλ〉 = 〈f,X∗zλ〉 = ϕ(λ)f(λ) for all λ ∈ D◦f (C).
In particular, if f = 1, then the the functional representation of X(1) coincide
with ϕ. Consequently, ϕ admits a power series representation on D◦f (C) and can
be identified with X(1) ∈ F 2s (Df ). Moreover, the equality above shows that ϕf ∈
H2(D◦f (C)) for any f ∈ F 2s (Df ). Applying Proposition 1.22, we deduce that X =
Mϕ ∈ F∞n (Vf,Jc). This completes the proof. 
We remark that, in the particular case when f = X1 + · · · + Xn, we recover
some of the results obtained by Arias and the author, Davidson and Pitts, and
Arveson (see [6], [74], [37], and [11]), where some of the ideas originated.

CHAPTER 2
Free holomorphic functions on noncommutative
domains
2.1. Free holomorphic functions and Poisson transforms
We introduce the algebra Hol(Df ) of all free holomorphic functions on the
noncommutative domain Df and prove a maximum principle. We identify the
domain algebra An(Df ) and the Hardy algebra F∞n (Df ) with subalgebras of free
holomorphic functions on Df . When p is a positive regular noncommutative poly-
nomial, we point out two Banach algebras of free holomorphic functions H∞(D◦p)
and A(D◦p), which can be identified with the Hardy algebra F∞n (Dp) and domain al-
gebraAn(Dp), respectively. The elements of these algebras can be seen as boundary
functions for noncommutative Poisson transforms on D◦p.
A formal power series g(Z1, . . . , Zn) :=
∑
α∈F+n
cαZα is called free holomorphic
function on the noncommutative domain Df if the series
g(rW1, . . . , rWn) :=
∞∑
k=0
∑
|α|=k
cαr
|α|Wα <∞
is convergent in the operator norm topology for any r ∈ [0, 1), where (W1, . . . ,Wn) is
the universal model associated with the noncommutative domain Df . We remark
that if f = X1 + · · · + Xn, then our definition is equivalent to the one for free
holomorphic function (see [87]) on the unit ball [B(H)n]1
We denote by Hol(Df ) the set of all free holomorphic functions on Df . Since
g(rW1, . . . , rWn) in the noncommutative domain algebra An(Df ), one can easily
see that Hol(Df) is an algebra.
Theorem 2.1. A formal power series g(Z1, . . . , Zn) :=
∑
α∈F+n
cαZα is a free holo-
morphic function on Df if and only if
(2.1) lim sup
k→∞

∑
|β|=k
|cβ |2 1
bβ


1/2k
≤ 1,
where the coefficients bβ, α ∈ F+n , are given by relation (1.2).
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In particular, if H is infinite dimensional and f = p := ∑
1≤|α|≤m
aαXα is a
positive regular free polynomial, then the above condition is equivalent to the con-
vergence in the operator norm of the series
g(X1, . . . , Xn) :=
∞∑
k=0
∑
|α|=k
cαXα for all (X1, . . . , Xn) ∈ D◦p(H),
where
D◦p(H) :=

(X1, . . . , Xn) ∈ B(H)n :
∥∥∥∥∥∥
∑
1≤|α|≤m
aαXαX
∗
α
∥∥∥∥∥∥ < 1

 .
Proof. Assume that relation (2.1) holds and let 0 < r < ρ < 1. Then, we can
find m0 ∈ N such that∑
|β|=k
|cβ |2 1
bβ
<
(
1
ρ
)2k
for any k ≥ m0.
Since
∥∥∥∥∥ ∑|β|=k bβWβW ∗β
∥∥∥∥∥ ≤ 1 (see the proof of Theorem 1.12), we deduce that
∥∥∥∥∥∥
∑
|β|=k
cβr
|β|Wβ
∥∥∥∥∥∥ ≤ rk

∑
|β|=k
|cβ |2 1
bβ


1/2 ∥∥∥∥∥∥
∑
|β|=k
bβWβW
∗
β
∥∥∥∥∥∥
1/2
≤
(
r
ρ
)k
for any k = 0, 1, . . .. Hence,
∞∑
k=0
∥∥∥∥∥∥
∑
|β|=k
cβr
|β|Wβ
∥∥∥∥∥∥ ≤
∞∑
k=0
(
r
ρ
)k
<∞,
which shows that g(Z1, . . . , Zn) is a free holomorphic function on Df . To prove the
converse, assume that
lim sup
k→∞

∑
|β|=k
|cβ |2 1
bβ


1/2k
> γ > 1.
Then there is k as large as needed such that
∑
|β|=k
|cβ |2 1bβ > γ2k. Fix r such that
1
γ < r < 1 and notice that, using relation (1.7), we obtain∥∥∥∥∥∥
∑
|β|=k
cβr
|β|Wβ
∥∥∥∥∥∥ ≥
∥∥∥∥∥∥
∑
|β|=k
cβr
|β|Wβ(1)
∥∥∥∥∥∥
= rk

∑
|β|=k
|cβ|2 1
bβ


1/2
> (rγ)k.
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Since rγ > 1, the series
∞∑
k=0
∑
|β|=k
cβr
|β|Wβ is divergent and therefore g(Z1, . . . , Zn)
is not a free holomorphic function.
Now, we prove the last part of the theorem. Assume that relation (2.1) holds
and let (X1 . . . , Xn) ∈ D◦p(H). Since p is a polynomial, D◦p(H) is an open set in
B(H)n and consequently there exists r ∈ (0, 1) such that
(X1 . . . , Xn) ∈ Dp,r(H) :=

(Y1 . . . , Yn) ∈ B(H)n :
∥∥∥∥∥∥
∑
1≤|α≤m
aα
1
r|α|
YαY
∗
α
∥∥∥∥∥∥ ≤ 1

 .
Therefore, (1rX1, . . . ,
1
rXn) ∈ Dp(H) and, due to Theorem 1.4, we have∥∥∥∥∥∥
∑
|α|=k
cαXα
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
|α|=k
cαr
|α|Wα
∥∥∥∥∥∥ .
Hence, the series
∞∑
k=0
∥∥∥∥∥ ∑|α|=k cαXα
∥∥∥∥∥ is convergent. The converse follows taking into
account that (rW1, . . . , rWn) ∈ D◦p(F 2(Hn)) for 0 < r < 1, and, since H is infinite
dimensional, the series
∞∑
k=0
∑
|α|=k
cαr
|α|Wα converges in the operator norm topology
for any r ∈ [0, 1). The proof is complete. 
For 0 < r < 1, we define Df,r = Df,r(H) ⊂ B(H)n by setting
Df,r(H) :=
{
(X1, . . . , Xn) ∈ B(H)n :
(
1
r
X1, . . . ,
1
r
Xn
)
∈ Df (H)
}
.
Notice that (X1, . . . , Xn) ∈ Df if and only if (rX1, . . . , rXn) ∈ Df,r.
Proposition 2.2. Let g(Z1, . . . , Zn) :=
∑
α∈F+n
cαZα be a free holomorphic function
on Df .
(i) If 0 < r1 < r2 < 1, then Df,r1 ⊂ Df,r2 ⊂ Df and
‖g(r1W1, . . . , r1Wn)‖ ≤ ‖g(r2W1, . . . , r2Wn)‖.
(ii) If 0 < r < 1, then the map G : Df,r(H)→ B(H) defined by
G(X1, . . . , Xn) :=
∞∑
k=0
∑
|α|=k
cαXα, (X1, . . . , Xn) ∈ Df,r(H),
is continuous and ‖G(X1, . . . , Xn)‖ ≤ ‖G(rW1, . . . , rWn)‖. Moreover,
the series defining G converges uniformly on Df,r in the operator norm
topology.
Proof. Since ϕ(W1, . . . ,Wn) :=
∞∑
k=0
∑
|α|=k
cαr
|α|
2 Wα is in the domain algebra
An(Df ), Theorem 1.4 implies
‖ϕ(rW1, . . . , rWn)‖ ≤ ‖ϕ(W1, . . . ,Wn)‖ for any r ∈ [0, 1).
Taking r := r1r2 , we complete the proof of part (i).
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To prove (ii), notice that gr(W1, . . . ,Wn) ∈ An(Df ) and
(
1
rX1, . . . ,
1
rXn
) ∈
Df (H). Using again Theorem 1.4, we obtain
‖G(X1, . . . , Xn)‖ =
∥∥∥∥gr
(
1
r
X1, . . . ,
1
r
Xn
)∥∥∥∥ ≤ ‖G(rW1, . . . , rWn)‖
and
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
cαXα
∥∥∥∥∥∥ ≤
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
cαr
|α|Wα
∥∥∥∥∥∥ .
Now, one can easily complete the proof. 
Now we can identify the Hardy algebra F∞n (Df ) with a subalgebra of free
holomorphic function on Df .
Theorem 2.3. Let G(Z1, . . . , Zn) :=
∑
α∈F+n
cαZα be a free holomorphic function on
the operatorial domain Df . Then the following statements are equivalent:
(i) g(W1, . . . ,Wn) :=
∑
α∈F+n
cαWα is in the noncommutatice Hardy algebra
F∞n (Df );
(ii) sup
0≤r<1
‖G(rW1, . . . , rWn)‖ <∞.
In this case, we have
(2.2) ‖g(W1, . . . ,Wn)‖ = sup
0≤r<1
‖G(rW1, . . . , rWn)‖ = lim
r→1
‖G(rW1, . . . , rWn)‖.
Proof. Assume (i) holds. Since g(W1, . . . ,Wn) ∈ F∞n (Df ), Theorem 1.12
implies
(2.3) ‖G(rW1, . . . , rWn)‖ = ‖g(rW1, . . . , rWn)‖ ≤ ‖g(W1, . . . ,Wn)‖
for any r ∈ [0, 1). Therefore, (i) =⇒ (ii). To prove that (ii) =⇒ (i), assume that
(ii) holds. Consequently, due to relation (1.7), we have
∑
α∈F+n
r2|α||aα|2 1
bα
=
∥∥∥∥∥∥
∑
α∈F+n
r|α|aαWα(1)
∥∥∥∥∥∥
≤ sup
0≤r<1
‖G(rW1, . . . , rWn)‖ <∞
for any 0 ≤ r < 1. Hence, ∑
α∈F+n
|aα|2 1bα < ∞, which implies that g(W1, . . . ,Wn)p
is in F 2(Hn) for any polynomial p ∈ F 2(Hn). Now assume that g(W1, . . . ,Wn) /∈
F∞n (Df ). Due to the definition of F∞n (Df ), given an arbitrary positive number M ,
there exists a polynomial q ∈ F 2(Hn) with ‖q‖ = 1 such that
‖g(W1, . . . ,Wn)q‖ > M.
Since ‖gr(W1, . . . ,Wn)(1)− g(W1, . . . ,Wn)(1)‖ → 0 as r → 1, we have
‖g(W1, . . . ,Wn)q − gr(W1, . . . ,Wn)q‖ → 0, as r → 1.
Therefore, there is r0 ∈ (0, 1) such that ‖gr0(W1, . . . ,Wn)q‖ > M. Hence,
‖gr0(W1, . . . ,Wn)‖ > M.
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Since M > 0 is arbitrary, we deduce that
sup
0≤r<1
‖g(rW1, . . . , rWn)‖ =∞,
which is a contradiction. Consequently, (i)⇐⇒ (ii).
We prove now the last part of the theorem. If g(W1, . . . ,Wn) ∈ F∞n (Df ) and
ǫ > 0, then there exists a polynomial q ∈ F 2(Hn) with ‖q‖ = 1 such that
‖g(W1, . . . ,Wn)q‖ > ‖g(W1, . . . ,Wn)‖ − ǫ.
Due to Theorem 1.12, there is r0 ∈ (0, 1) such that
‖gr0(W1, . . . ,Wn)q‖ > ‖g(W1, . . . ,Wn)‖ − ǫ.
Using now relation (2.3), we deduce that
sup
0≤r<1
‖g(rW1, . . . , rWn)‖ = ‖g(W1, . . . ,Wn)‖.
Due to Proposition 2.2, the function [0, 1) ∋ r → ‖g(rW1, . . . , rWn)‖ ∈ R+ is
increasing. Hence, and using the above equality, we complete the proof. 
We can identify the domain algebra An(Df ) with a subalgebra of Hol(Df ).
Theorem 2.4. Let G :=
∑
α∈F+n
cαZα be a free holomorphic function on the noncom-
mutative domain Df . Then the following statements are equivalent:
(i) g(W1, . . . ,Wn) :=
∑
α∈F+n
cαWα is in the noncommutative domain algebra
An(Df );
(ii) {G(rW1, . . . , rWn)}0≤r<1 is convergent in the operator norm as r→ 1.
Proof. The implication (i) =⇒ (ii) is due to Theorem 1.4. Conversely, assume
item (ii) holds. Since G(rW1, . . . , rWn) ∈ An(Df ), which is an operator algebra,
there exists ϕ(W1, . . . ,Wn) ∈ An(Df ) such that
ϕ(W1, . . . ,Wn) = lim
r→∞G(rW1, . . . , rWn)
in the operator norm topology. On the other hand, due to Theorem 2.3, we de-
duce that g(W1, . . . ,Wn) :=
∑
α∈Fn
aαWα is in F
∞
n (Df ). Since g(rW1, . . . , rWn) =
G(rW1, . . . , rWn) for 0 ≤ r < 1, and
g(W1, . . . ,Wn) = SOT- lim
r→1
g(rW1, . . . , rWn),
we conclude that ϕ(W1, . . . ,Wn) = g(W1, . . . ,Wn), which completes the proof. 
Define
∂Df :=

(X1, . . . , Xn) ∈ Df :
∥∥∥∥∥∥
∑
|α|≥1
aαXαX
∗
α
∥∥∥∥∥∥ = 1

 .
Notice that (rX1, . . . , rXn) ∈ ∂Df,r if and only if (X1, . . . , Xn) ∈ ∂Df .
Here is our version of the maximum principle [31] for free holomorphic functions
on noncommutative domains.
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Theorem 2.5. Let G be a free holomorphic function on Df (H), where H is an
infinite dimensional Hilbert space, and let r ∈ [0, 1). Then
max{‖G(X1, . . . , Xn)‖ : (X1, . . . , Xn) ∈ Df,r}
= max{‖G(X1, . . . , Xn)‖ : (X1, . . . , Xn) ∈ ∂Df,r}
= ‖G(rW1, . . . , rWn)‖.
Proof. Due to Proposition 2.2, we have
(2.4) ‖G(X1, . . . , Xn)‖ ≤ ‖G(rW1, . . . , rWn)‖ for any (X1, . . . , Xn) ∈ Df,r.
Since H is infinite dimensional, there exists a subspace K ⊂ H and a unitary
operator U : F 2(Hn)→ K. Define the operators
Vi :=
(
UWiU
∗ 0
0 0
)
, i = 1, . . . , n,
with respect to the orthogonal decomposition H = K⊕K⊥, where W1, . . . ,Wn are
the weighted left creation operators associated withDf . Notice that (rV1, . . . , rVn) ∈
∂Df,r and
G(rV1, . . . , rVn) =
(
UG(rW1, . . . , rWn)U
∗ 0
0 0
)
.
Consequently,
‖G(rV1, . . . , rVn)‖ = ‖G(rW1, . . . , rWn)‖.
Hence, and using inequality (2.4), we can complete the proof. 
Let us consider the particular case when f is equal to a positive regular polyno-
mial p :=
∑
1≤|α|≤m
aαXα and H is an infinite dimensional Hilbert space. According
to Theorem 2.1, the algebra Hol(Dp) of all free holomorphic function on Dp can be
identified with the set all functions G : D◦p(H)→ B(H) of the form
G(X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
cαXα, (X1, . . . , Xn) ∈ D◦p(H),
where the convergence is in the operator norm topology. Let H∞(D◦p) denote the
set of all elements G in Hol(Dp) such that
‖G‖∞ := sup ‖G(X1, . . . , Xn)‖ <∞,
where the supremum is taken over all n-tuples (X1, . . . , Xn) ∈ D◦p(H). We denote
by A(D◦p) be the set of all elements G in Hol(Dp) such that the mapping
D◦p(H) ∋ (X1, . . . , Xn) 7→ G(X1, . . . , Xn) ∈ B(H)
has a continuous extension to Dp. Using the results of this section, one can easily
prove that H∞(D◦p) and A(D◦p) are Banach algebras under pointwise multiplication
and the norm ‖ · ‖∞, which can be identified with the Hardy algebra F∞n (Dp) and
the noncommutative domain algebra An(Dp), respectively.
Given an operator A ∈ B(F 2(Hn)), the noncommutative Poisson transform
associated with the noncommutative domain Dp generates a function
P [A] : D◦p(H)→ B(H)
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by setting
P [A](X1, . . . , Xn) := Ψf,X(A) for any X := (X1, . . . , Xn) ∈ D◦p(H),
where Ψf,X(A) := K
∗
f,X(A ⊗ IH)Kf,X and Kf,T is the Poisson kernel associated
with f and X ∈ D◦p(H) (see Section 1.2).
Using some of the results from Theorem 1.4, Theorem 1.12, Theorem 2.3, and
Theorem 2.4, we can provide classes of operators A ∈ B(F 2(Hn)) such that the
mapping P [A] is a free holomorphic function on D◦p(H). In this case, the operator A
can be seen as the boundary function of the Poisson transform P [A]. The following
theorem can be easily deduced from the above-mentioned results.
Theorem 2.6. Let H be an infinite dimensional Hilbert space and u be a free holo-
morphic function on D◦p(H), where p is a positive regular noncommutative polyno-
mial. Then the following statements hold.
(i) There exists f ∈ F∞n (Dp) with u = P [f ] if and only if
sup
0≤r<1
‖u(rW1, . . . , rWn)‖ <∞.
In this case, u(rW1, . . . , rWn) → f , as r → 1, in the w∗-topology (or
strong operator topology).
(ii) There is f ∈ An(Dp) with u = P [f ] if and only if {u(rW1, . . . , rWn)}0≤r<1
is convergent in norm, as r → 1. In this case, u(rW1, . . . , rWn) → f in
the operator norm, as r → 1.
2.2. Schwarz lemma and Bohr’s inequality for F∞n (Df )
In this section we obtain versions of Schwarz lemma [31] and Bohr’s inequality
[28] for the Hardy algebra F∞n (Df ).
First, we prove an analogue of Schwarz lemma from complex analysis, in our
multivariable noncommutative setting.
Theorem 2.7. Let G = G(W1, . . . ,Wn) =
∑
α∈F+n
cαWα be in the noncommutative
Hardy algebra F∞n (Df ) with the properties G(0) = 0, ‖G‖ ≤ 1, and such that
(2.5) M := sup
α∈F
+
n
i=1,...,n
{√
bgiα
bα
}
<∞,
where the coefficients bα, α ∈ F+n , are given by (1.2). Then, for any c.n.c. n-tuple
of operators (X1, . . . , Xn) ∈ Df (H),
‖G(X1, . . . , Xn)‖ ≤M‖[X1, . . . , Xn]‖.
Proof. For each i = 1, . . . , n, define the formal power series
Φi(Z1, . . . , Zn) :=
∑
α∈F+n
agiαZα.
Since ∑
|α|=k
|agiα|2 ≤
∑
|γ|=k+1
|aγ |2, i = 1, . . . , n,
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we deduce that
lim sup
k→∞

∑
|α|=k
|agiα|2


1/2k
≤ lim sup
k→∞

 ∑
|γ|=k+1
|aγ |2


1
2(k+1)
.
Consequently, due to Theorem 2.1, Φi represents a free holomorphic function on
Df . Since G(0) = 0, we have
G(Z1, . . . , Zn) =
n∑
i=1
Zi

∑
α∈F+n
agiαZα

 = n∑
i=1
ZiΦi(Z1, . . . , Zn)
and
(2.6) G(W1, . . . ,Wn) =
n∑
i=1
WiΦi(W1, . . . ,Wn).
According to Section 1.1, we haveWi = SiDi, i = 1, . . . , n, where S1, . . . , Sn are
the left creation operators on F 2(Hn) and D1, . . . , Dn are the diagonal operators
defined by
Dieα :=
√
bα
bgiα
eα, α ∈ F+n .
The condition (2.5) shows that the positive diagonal operator Di is invertible and
max
i=1,...,n
‖D−1i ‖ =M . Since W1, . . . ,Wn have orthogonal ranges, we deduce that
G(W1, . . . ,Wn)
∗G(W1, . . . ,Wn) ≥ 1
M2
n∑
i=1
Φi(W1, . . . ,Wn)
∗Φi(W1, . . . ,Wn).
(2.7)
Now, due to Theorem 1.12, we deduce that
(2.8)
∥∥∥∥∥∥∥


Φ1(X1, . . . , Xn)
...
Φn(X1, . . . , Xn)


∥∥∥∥∥∥∥ ≤
∥∥∥∥∥∥∥


Φ1(W1, . . . ,Wn)
...
Φn(W1, . . . ,Wn)


∥∥∥∥∥∥∥
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for any c.n.c n-tuple of operators (X1, . . . , Xn) ∈ Df (H). Consequently, using
relations (2.6), (2.7), and (2.8), we obtain
‖G(X1, . . . , Xn)‖ =
∥∥∥∥∥
n∑
i=1
XiΦi(X1, . . . , Xn)
∥∥∥∥∥
≤ ‖[X1, . . . , Xn]‖
∥∥∥∥∥∥∥


Φ1(X1, . . . , Xn)
...
Φn(X1, . . . , Xn)


∥∥∥∥∥∥∥
≤
∥∥∥∥∥
∑
i=1
XiX
∗
i
∥∥∥∥∥
1/2 ∥∥∥∥∥
n∑
i=1
Φi(W1, . . . ,Wn)
∗Φi(W1, . . . ,Wn)
∥∥∥∥∥
1/2
≤M
∥∥∥∥∥
n∑
i=1
XiX
∗
i
∥∥∥∥∥
1/2
‖G(W1, . . . ,Wn)∗G(W1, . . . ,Wn)‖
≤M
∥∥∥∥∥
∑
i=1
XiX
∗
i
∥∥∥∥∥
1/2
.
Therefore,
‖G(X1, . . . , Xn)‖ ≤M‖[X1, . . . , Xn]‖ for any (X1, . . . , Xn) ∈ Df (H),
which completes the proof. 
Notice that, in particular, if the domain Dp is generated by the polynomial p =
X1 + · · ·+Xn, then M = 1.
Let f(z) :=
∞∑
k=0
akz
k be an analytic function on the open unit disc D := {z ∈
C : |z| < 1} such that ‖f‖∞ ≤ 1. Bohr’s inequality [28] asserts that
∞∑
k=0
rk|ak| ≤ 1 for 0 ≤ r ≤ 1
3
.
The fact that 13 is the best possible constant was obtained independently by M.
Riesz, Schur, and Wiener. In recent years, multivariable analogues of Bohr’s in-
equality were considered by several authors (see [4], [27], [40], [64], and [88]).
In what follows we extend Bohr’s inequality to the Hardy algebra F∞n (Df ).
First, let us recall the following result from [64].
Lemma 2.8. Let H and K be Hilbert spaces, let A be a bounded operator from H
to K, and let z be a complex number. Then[
zIH 0
A zIK
]
is a contraction if and only if ‖A‖ ≤ 1− |z|2.
We can use this result to prove a Wiener type inequality for the Hardy algebra
F∞n (Df ).
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Theorem 2.9. If ϕ(W1, . . . ,Wn) =
∑
β∈F+n cβWβ is in the noncommutative Hardy
algebra F∞n (Df ) and ‖ϕ(W1, . . . ,Wn)‖ ≤ 1, then
∑
|β|=k
|cβ |2 1
bβ


1/2
≤ 1− |c0|2
for any k = 1, 2, . . . .
Proof. Let M be the subspace spanned by the vectors 1 and {eα}|α|=k. Due
to the definition of the weighted left creation operatorsW1, . . . ,Wn ( see (1.7)), we
have
〈PMϕ(W1, . . . ,Wn)eα, 1〉 =
{
0 if |α| = k
c0 if α = g0
and
〈PMϕ(W1, . . . ,Wn)1, eα〉 = cα√
bα
if |α| = k.
Therefore the operator PMϕ(W1, . . . ,Wn)|M is a contraction and its matrix with
respect to the orthonormal basis {1, {eα}|α|=k} is[
c0 0
A c0Ink
]
,
where A is the column matrix with entries cα√
bα
, |α| = k. Now, applying Lemma
2.8, we complete the proof. 
We recall that, for each r ∈ (0, 1),
Df,r(H) :=
{
(X1, . . . , Xn) ∈ B(H)n :
(
1
r
X1, . . . ,
1
r
Xn
)
∈ Df (H)
}
.
Now, we can prove the following.
Theorem 2.10. Let ϕ(W1, . . . ,Wn) =
∑
β∈F+n cβWβ be in the noncommutative
Hardy algebra F∞n (Df ) and such that ‖ϕ(W1, . . . ,Wn)‖ ≤ 1. If (T1, . . . , Tn) ∈
Df,r(H), where 0 ≤ r < 1, then∥∥∥∥∥∥
∑
β∈F+n
|cβ |Tβ
∥∥∥∥∥∥ ≤ |c0|+ (1− |c0|2)
r
1− r .
Proof. Due to the results of Section 2.1, since ϕ(W1, . . . ,Wn) ∈ F∞n (Df ),
we have
∑∞
k=0
∥∥∥∑|β|=k |cβ|r|β|Wβ∥∥∥ < ∞. Therefore, the series ∑β∈F+n |cβ |r|β|Wβ
converges in the operator norm for 0 ≤ r < 1 and it is in the algebra An(Df ). Since(
1
rT1, . . . ,
1
rTn
) ∈ Df (H), Proposition 2.2, part(ii), implies∥∥∥∥∥∥
∑
β∈F+n
|cβ |Tβ
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
β∈F+n
|cβ|r|β|Wβ
∥∥∥∥∥∥ .
On the other hand, according to Section 1.1, the operators {Wβ}|β|=k have orthog-
onal ranges and ‖Wβ‖ = 1√
bβ
, β ∈ F+n . Consequently,
∥∥∥∥∥ ∑|β|=k bβWβW ∗β
∥∥∥∥∥ ≤ 1 for any
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k = 0, 1, . . .. Hence, and using the fact that
∑
β∈F+n
|cβ|2 1bβ <∞, which is due to the
fact that ϕ(W1, . . . ,Wn) ∈ F∞n (Df ), we deduce that∥∥∥∥∥∥
∑
β∈F+n
|cβ |r|β|Wβ
∥∥∥∥∥∥ ≤
∞∑
k=0
rk
∥∥∥∥∥∥
∑
|β|=k
|cβ |Wβ
∥∥∥∥∥∥
≤
∞∑
k=0
rk

∑
|β|=k
|cβ |2 1
bβ


1/2 ∥∥∥∥∥∥
∑
|β|=k
bβWβW
∗
β
∥∥∥∥∥∥
1/2
=
∞∑
k=0
rk

∑
|β|=k
|cβ |2 1
bβ


1/2
.
Now, since ‖f(W1, . . . ,Wn)‖ ≤ 1, we can use the Wiener type inequality of Theorem
2.9 and combine it with the inequalities above to complete the proof. 
Our version of Bohr’s inequality for the Hardy algebra F∞n (Df ) is the following.
Theorem 2.11. If ϕ(W1, . . . ,Wn) =
∑
β∈F+n cβWβ is in F
∞
n (Df ), then∥∥∥∥∥∥
∑
β∈F+n
|cβ|Tβ
∥∥∥∥∥∥ ≤ ‖ϕ(W1, . . . ,Wn)‖
for any (T1, . . . , Tn) ∈ Df,1/3(H). In particular, if λ := (λ1, . . . , λn) ∈ Df,1/3(C),
then ∑
β∈F+n
|cβ||λβ | ≤ ‖ϕ(W1, . . . ,Wn)‖
for any ϕ(W1, . . . ,Wn) ∈ F∞n (Df ).
Moreover the inequalities above are strict unless ϕ(W1, . . . ,Wn) is a multiple
of the identity.
Proof. Let s ∈ (0, 1/3) and assume ‖ϕ(W1, . . . ,Wn)‖ = 1. Using the inequal-
ity from Theorem 2.10, we have
∥∥∥∥∥∥
∑
β∈F+n
|cβ |Tβ
∥∥∥∥∥∥ ≤ |c0|+ (1− |c0|2)
s
1 − s ≤ |c0|+
1− |c0|2
2
≤ 1,
for any (T1, . . . , Tn) ∈ Df,1/3(H) and s ∈ (0, 1/3). To prove the last part of the the-
orem, assume that we have equality in the inequality above and ‖ϕ(W1, . . . ,Wn)‖ =
1. Then,
|c0|+ 1− |c0|
2
2
= 1.
Hence, we deduce that |c0| = 1. Since
‖ϕ(W1, . . . ,Wn)(1)‖2 =
∑
β∈F+n
|cβ |2 1
bβ
≤ 1,
we must have cβ = 0 for any β ∈ F+n with |β| ≥ 1. Therefore ϕ(W1, . . . ,Wn) is a
multiple of the identity.
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
Whether 1/3 is the best possible constant in Theorem 2.11 remains an open
problem. The answer is affirmative in the particular case when f = X1 + · · · +
Xn (see [64]). We remark that a commutative version of Bohr’s inequality for
holomorphic functions on the Reinhardt domain D◦p(C) will be presented at the
end of Section 2.4.
2.3. Weierstrass and Montel theorems for the algebra Hol(Df )
In this section, we obtain Weierstrass and Montel type theorems for the algebra
of free holomorphic functions on the noncommutative domain Df . This enables us
to introduce a metric on Hol(Df ) with respect to which it becomes a complete
metric space.
The first result of this section is a multivariable operatorial version of Weier-
strass theorem [31].
Theorem 2.12. Let {Gm}∞m=1 ⊂ Hol(Df ) be a sequence of free holomorphic func-
tions such that, for each r ∈ [0, 1), the sequence {Gm(rW1, . . . , rWn)}∞m=1 is con-
vergent in the operator norm topology. Then there is a free holomorphic function
G ∈ Hol(Df ) such that Gm(rW1, . . . , rWn) converges to G(rW1, . . . , rWn) for any
r ∈ [0, 1).
Proof. Let Gm :=
∞∑
k=0
∑
|α|=k
a
(m)
α Zα and fix r ∈ (0, 1). Since
Gm(rW1, . . . , rWn) =
∞∑
k=0
∑
|α|=k
r|α|a(m)α Wα
is in the noncommutative disc algebra An(Df ) and the sequence of operators
{Gm(rW1, . . . , rWn)}∞m=1 is convergent in the operator norm of B(F 2(Hn)), there
exists G ∈ An(Df ) such that
(2.9) Gm(rW1, . . . , rWn)→ G(W1, . . . ,Wn), as m→∞.
Let
∑
α∈F+n
dα(r)Wα, dα(r) ∈ C, α ∈ F+n , be the Fourier representation of G. Since
W1, . . . ,Wn have orthogonal ranges and using (1.7), we have
(2.10)
dα(r)
bα
= 〈W ∗αG(W1, . . . ,Wn)(1), 1〉 , α ∈ F+n .
If λ(β) ∈ C for β ∈ F+n with |β| = k, we have∣∣∣〈 ∑
|β|=k
λ(β)W
∗
β (Gm(rW1, . . . , rWn)−G(W1, . . . ,Wn))1, 1
〉∣∣∣
≤ ‖Gm(rW1, . . . , rWn)−G(W1, . . . ,Wn)‖
∥∥∥∥∥∥
∑
|β|=k
λ(β)W
∗
β
∥∥∥∥∥∥ .
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Hence, using (2.10) and the fact that W1, . . . ,Wn have orthogonal ranges and
‖Wβ‖ = 1√
bβ
, β ∈ F+n , we have∣∣∣∣∣∣
∑
|β|=k
1
bβ
(rka
(m)
β − dβ(r))λ(β)
∣∣∣∣∣∣
≤ ‖Gm(rW1, . . . , rWn)−G(W1, . . . ,Wn)‖

∑
|β|=k
1
bβ
|λ(β)|2


1/2
.
for any λ(β) ∈ C with |β| = k. Consequently,
∑
|β|=k
1
bβ
|rka(m)β − dβ(r)|2


1/2
≤ ‖Gm(rW1, . . . , rWn)−G(W1, . . . ,Wn)‖
for any k = 0, 1, . . .. Now, since ‖Gm(rW1, . . . , rWn) − G(W1, . . . ,Wn)‖ → 0,
as m → ∞, the inequality above implies rka(m)β → dβ(r), as m → ∞, for any
|β| = k and k = 0, 1, . . .. Therefore, aβ := lim
m→∞ a
(m)
β exists and dβ(r) = r
kaβ
for any β ∈ F+n with |β| = k and k = 0, 1, . . .. Define the formal power series
F :=
∑
α∈F+n aαZα and let us prove that F is a free holomorphic function on the
noncommutative domain Df . The calculations above show that, for each r ∈ [0, 1),
rk
∣∣∣∣∣∣∣

∑
|β|=k
1
bβ
|a(m)β |2


1/2
−

∑
|β|=k
1
bβ
|aβ|2


1/2
∣∣∣∣∣∣∣
≤ ‖Gm(rW1, . . . , rWn)−G(W1, . . . ,Wn)‖.
This shows that
(2.11)
∑
|β|=k
1
bβ
|a(m)β |2 →
∑
|β|=k
1
bβ
|aβ |2, as m→∞,
uniformly with respect to k = 0, 1, . . .. Assume now that γ > 1 and
lim sup
k→∞

∑
|β|=k
1
bβ
|aβ|2


1/2k
> γ.
Then, there is k ∈ N as large as needed such that
(2.12)

∑
|β|=k
1
bβ
|aβ|2


1/2
> γk.
Let λ be such that 1 < λ < γ and let ǫ > 0 be with the property that ǫ < γ − λ.
It is clear that ǫ < γk − λk for any k = 1, 2, . . .. Now, the convergence in (2.11)
implies that there exists Kǫ ∈ N such that∣∣∣∣∣∣∣

∑
|β|=k
1
bβ
|a(m)β |2


1/2
−

∑
|β|=k
1
bβ
|aβ |2


1/2
∣∣∣∣∣∣∣ < ǫ
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for any m > Kǫ and any k = 0, 1, . . .. Hence, and due to (2.12), we have
∑
|β|=k
1
bβ
|a(m)β |2


1/2
≥ γk − ǫ > λk
for any m > Kǫ and some k as large needed. Therefore,
lim sup
k→∞

∑
|β|=k
1
bβ
|a(m)β |2


1/2k
≥ λ > 1
for m ≥ Kǫ. This shows that Gm is not a free holomorphic function on Df (see
Theorem 2.1), which is a contradiction. Therefore,
lim sup
k→∞

∑
|β|=k
1
bβ
|aβ |2


1/2k
≤ 1
and, due to Theorem 2.1, F is a free holomorphic function on Df . Consequently,
F (rW1, . . . , rWn) =
∞∑
k=0
∑
|α|=k
r|α|aαWα is convergent in the operator norm topol-
ogy. Since G and F (rW1, . . . , rGn) have the same Fourier coefficients, we must
have G = F (rW1, . . . , rWn). Due to relation (2.9), for each r ∈ [0, 1), we have
‖Gm(rW1, . . . , rWn)− F (rW1, . . . , rWn)‖ → 0, as m→∞.
The proof is complete. 
We say that a set G ⊂ Hol(Df ) is normal if each sequence {Gm}∞m=1 in G has a
subsequence {Gmk}∞k=1 which converges to an element G ∈ G, i.e., for any r ∈ [0, 1),
‖Gmk(rW1, . . . , rWn)−G(rW1, . . . , rWn)‖ → 0, as k →∞.
The set G is called locally bounded if, for any r ∈ [0, 1), there exists M > 0 such
that ‖f(rW1, . . . , rWn)‖ ≤M for any f ∈ G.
An important consequence of Theorem 2.3 is the following noncommutative
version of Montel theorem (see [31]). Since the proof is similar to that from [87],
we shall omit it.
Theorem 2.13. Let G ⊂ Hol(Df ) be a family of free holomorphic functions. Then
the following statements are equivalent:
(i) F is a normal set.
(ii) F is locally bounded.
If ϕ, ψ ∈ Hol(Df ) and 0 < r < 1, we define
dr(ϕ, ψ) := ‖ϕ(rW1, . . . , rWn)− ψ(rW1, . . . , rWn)‖.
Due to the maximum principle of Theorem 2.5, if H is an infinite dimensional
Hilbert space, then
dr(ϕ, ψ) = sup
(X1,...,Xn)∈Df,r(H)
‖ϕ(X1, . . . , Xn)− ψ(X1, . . . , Xn)‖.
OPERATOR THEORY ON NONCOMMUTATIVE DOMAINS 57
Let 0 < rm < 1 be such that {rm}∞m=1 is an increasing sequence convergent to 1.
For any ϕ, ψ ∈ Hol(Df ), we define
ρ(ϕ, ψ) :=
∞∑
m=1
(
1
2
)m
drm(ϕ, ψ)
1 + drm(ϕ, ψ)
.
Using standards arguments, one can show that ρ is a metric on Hol(Df ).
Theorem 2.14. (Hol(Df ), ρ) is a complete metric space.
Proof. First, notice that if ǫ > 0, then there exists δ > 0 and m ∈ N such
that, for any ϕ, ψ ∈ Hol(Df ), drm(ϕ, ψ) < δ =⇒ ρ(ϕ, ψ) < ǫ. Conversely, if
δ > 0 and m ∈ N are fixed, then there is ǫ > 0 such that, for any ϕ, ψ ∈ Hol(Df ),
ρ(ϕ, ψ) < ǫ =⇒ drm(ϕ, ψ) < δ.
Now, let {gk}∞k=1 ⊂ Hol(Df ) be a Cauchy sequence in the metric ρ. An im-
mediate consequence of the above observation is that {gk(rmW1, . . . , rmWn)}∞k=1
is a Cauchy sequence in B(F 2(Hn)), for any m = 1, 2, . . .. Consequently, for each
m = 1, 2 . . ., the sequence {gk(rmW1, . . . , rmWn)}∞k=1 is convergent in the operator
norm of B(F 2(Hn)). According to Theorem 2.3, there is a free holomorphic func-
tion g ∈ Hol(Df ) such that gk(rW1, . . . , rWn) converges to g(rW1, . . . , rWn) for
any r ∈ [0, 1). Using again the observation made at the beginning of this proof, we
deduce that ρ(gk, g)→ 0, as k →∞, which completes the proof. 
We remark that, Theorem 2.13 implies the following compactness criterion for
subsets of Hol(Df).
Corollary 2.15. A subset G of (Hol(Df ), ρ) is compact if and only if it is closed
and locally bounded.
2.4. Cauchy transforms and analytic functional calculus for n-tuples of
operators
In this section, we define a Cauchy transform Cf,T associated with any positive
regular free holomorphic function f on B(H)n and any n-tuple of operators T :=
(T1, . . . , Tn) ∈ B(H)n with joint spectral radius rf (T1, . . . , Tn) < 1.
This is used to provide a free analytic functional calculus for such n-tuples of
operators. In particular, if p is a positive regular noncommutative polynomial, we
prove that
g(T1, . . . , Tn) = Cp,T (g(W1, . . . ,Wn)), g(W1, . . . ,Wn) ∈ F∞n (Dp),
where g(T1, . . . , Tn) is defined by the free analytic functional calculus associated
with the domain Dp. In the last part of this section we obtain an analytic functional
calculus and Bohr type inequalities in the commutative case.
Let f =
∑
α∈F+n aαXα, α ∈ C, be a positive regular free holomorphic on
B(H)n. For any n-tuple of operators T := (T1, . . . , Tn) ∈ B(H)n such that∥∥∥∥∥ ∑|α|≥1aαTαT ∗α
∥∥∥∥∥ < ∞, we define the joint spectral radius of T with respect to
the noncommutative domain Df to be
rf (T1, . . . , Tn) := lim
m→∞ ‖Φ
m
f,T (I)‖1/2m,
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where the positive linear map Φf,T : B(H)→ B(H) is given by
Φf,T (X) :=
∑
|α|≥1
aαTαXT
∗
α, X ∈ B(K),
and the convergence is in the week operator topology. In the particular case when
f := X1 + · · ·+Xn, we obtain the usual definition of the joint operator radius for
n-tuples of operators.
Since
∑
|α|≥1
aα˜ΛαΛ
∗
α is SOT convergent (see Section 1.1), one can easily see that
the series
∑
|α|≥1
aα˜Λα ⊗ T ∗α˜ is SOT-convergent in B(F 2(Hn)⊗H) and
∥∥∥∥∥∥
∑
|α|≥1
aα˜Λα ⊗ T ∗α˜
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
|α|≥1
aα˜ΛαΛ
∗
α
∥∥∥∥∥∥
∥∥∥∥∥∥
∑
|α|≥1
aα˜Tα˜T
∗
α˜
∥∥∥∥∥∥ .
We call the operator ∑
|α|≥1
aα˜Λα ⊗ T ∗α˜
the reconstruction operator associated with the n-tuple T := (T1, . . . , Tn) and the
noncommutative domain Df . Notice also that
(2.13)
∥∥∥∥∥∥

∑
|α|≥1
aα˜Λα ⊗ T ∗α˜


m∥∥∥∥∥∥ ≤
∥∥∥Φmf˜,Λ(I)
∥∥∥1/2 ∥∥Φmf,T (I)∥∥1/2 , m ∈ N,
where f˜ :=
∑
|α|≥1
aα˜Xα and Φf˜ ,Λ(Y ) :=
∑
|α|≥1
aα˜ΛαY Λ
∗
α. Hence, we deduce that
(2.14) r

∑
|α|≥1
aα˜Λα ⊗ T ∗α˜

 ≤ rf˜ (Λ1, . . . ,Λn)rf (T1, . . . , Tn),
where r(A) denotes the usual spectral radius of an operator A. Due to the re-
sults of Section 1.1, we have
∥∥∥Φf˜ ,Λ(I)∥∥∥ ≤ 1, which implies rf˜ (Λ1, . . . ,Λn) ≤ 1.
Consequently, we have
(2.15) r

∑
|α|≥1
aα˜Λα ⊗ T ∗α˜

 ≤ rf (T1, . . . , Tn).
Assume now that T := (T1, . . . , Tn) ∈ B(H)n is an n-tuple of operators with
rf (T1, . . . , Tn) < 1. We introduce the Cauchy kernel associated with T to be the
operator
(2.16) Cf,T (Λ1, . . . ,Λn) :=

I − ∑
|α|≥1
aα˜Λα ⊗ T ∗α˜


−1
,
which is well-defined due to relation (2.15). Notice that
f˜(Y1, . . . , Yn) =
∑
|α|≥1
aα˜Λα ⊗ T ∗α˜
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where f˜(Y1, . . . , Yn) :=
∑
|α|≥1
aα˜Yα and Yi := Λi⊗T ∗i , i = 1, . . . , n. Due to inequality
(2.15), we have
∞∑
k=0
‖f˜(Y1, . . . , Yn)k‖ <∞ and, therefore,
(2.17) Cf,T (Λ1, . . . ,Λn) =
∞∑
k=0
f˜(Y1, . . . , Yn)
k,
where the convergence is in the operator norm topology.
We remark that Cf,T (Λ1, . . . ,Λn) is in R
∞
n (Df )⊗¯B(H), the WOT -closed oper-
ator algebra generated by the spatial tensor product. Moreover, due to the results
of Section 1.1 and Section 1.3, its Fourier representation is
(2.18) Cf,T (Λ1, . . . ,Λn) =
∑
β∈F+n
(Λβ ⊗ bβ˜T ∗β˜ ),
where the coefficients bα, α ∈ F+n are given by relation (1.2). In the particular case
when f is a polynomial, the Cauchy kernel is in Rn(Df )⊗¯B(H).
In what follows we also use the notation Cf,T := Cf,T (Λ1, . . . ,Λn). Here are a
few properties of the noncommutative Cauchy kernel.
Proposition 2.16. Let T := (T1, . . . , Tn) ∈ B(H)n be an n-tuple of operators with
joint spectral radius rf (T1, . . . , Tn) < 1. Then the following statements hold:
(i) ‖Cf,T ‖ ≤
∞∑
k=0
∥∥∥Φkf,T (I)∥∥∥1/2 ,
(ii) Cf,T − Cf,X = Cf,T
[ ∑
|α|≥1
aα˜Λα ⊗ (T ∗α˜ −X∗α˜)
]
Cf,X , and
‖Cf,T − Cf,X‖ ≤ ‖Cf,T ‖‖Cf,X‖
∥∥∥∥∥∥
∑
|α|≥1
aα(Tα −Xα)(Tα −Xα)∗
∥∥∥∥∥∥
1/2
for any n-tuple of operators X := (X1, . . . , Xn) ∈ B(H)n with joint spec-
tral radius rf (X1, . . . , Xn) < 1.
Proof. Since ‖Φf˜ ,Λ(I)‖ ≤ 1, relation (2.13) implies
‖Cf,T ‖ ≤
∞∑
k=0
∥∥∥f˜(Z1, . . . , Zn)k∥∥∥ = ∞∑
k=0
∥∥Φkf,T (I)∥∥1/2 .
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To prove (ii), notice that
Cf,T − Cf,X
=

I − ∑
|α|≥1
aα˜Λα ⊗ T ∗α˜


−1 
I − ∑
|α|≥1
aα˜Λα ⊗X∗α˜ −

I − ∑
|α|≥1
aα˜Λα ⊗ T ∗α˜





I − ∑
|α|≥1
aα˜Λα ⊗X∗α˜


−1
= Cf,T

∑
|α|≥1
aα˜Λα ⊗ (T ∗α˜ −X∗α˜)

Cf,X ,
and
‖Cf,T − Cf,X‖ ≤ ‖Cf,T ‖‖Cf,X‖
∥∥∥∥∥∥
∑
|α|≥1
aα˜Λα ⊗ (T ∗α˜ −X∗α˜)
∥∥∥∥∥∥
≤ ‖Cf,T ‖‖Cf,X‖
∥∥∥∥∥∥
∑
|α|≥1
aα(Tα −Xα)(T ∗α −X∗α)
∥∥∥∥∥∥
1/2
,
which completes the proof. 
We remark that, in particular, if the n-tuple T := (T1, . . . , Tn) ∈ D◦f (H), then
‖Cf,T ‖ ≤ 11−‖Φf,T (I)‖1/2 . Indeed, in this case, we have ‖Φf,T (I)‖ < 1 and
∞∑
k=0
∥∥Φkf,T (I)∥∥1/2 ≤ ∞∑
k=0
‖Φf,T (I)‖k/2 = 1
1− ‖Φf,T (I)‖1/2 .
Now, the assertion follows from part (i) of Proposition 2.16.
Given an n-tuple of operators T := (T1, . . . , Tn) ∈ B(H)n with joint spectral
radius rf (T1, . . . , Tn) < 1, we define the Cauchy transform at T to be the mapping
Cf,T : B(F 2(Hn))→ B(H)
defined by
〈Cf,T (A)x, y〉 := 〈(A⊗ IH)(1 ⊗ x), Cf,T (Λ1, . . . ,Λn)(1⊗ y)〉
for any x, y ∈ H, where Λ1, . . . ,Λn are the weighted right creation operators asso-
ciated with the noncommutative domain Df . The operator Cf,T (A) is called the
Cauchy transform of A at T .
Now, we provide a free analytic functional calculus for n-tuples of operators with
joint spectral radius rp(X1, . . . , Xn) < 1, which now turns out to be continuous and
unique.
Theorem 2.17. Let p be a positive regular noncommutative polynomial and let
T := (T1, . . . , Tn) ∈ B(H)n be an n-tuple of operators with joint spectral radius
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rp(T1, . . . , Tn) < 1. If g :=
∑
α∈F+n
cαZα is a free holomorphic function on the
noncommutative domain Dp(H), then the series
g(T1, . . . , Tn) :=
∞∑
k=0
∑
|α|=k
cαTα
is convergent in the operator norm of B(H) and the mapping
Ψp,T : Hol(Dp)→ B(H) defined by Ψp,T (g) := g(T1, . . . , Tn)
is a continuous unital algebra homomorphism. Moreover, the free analytic func-
tional calculus is uniquely determined by the mapping
Zi 7→ Ti, i = 1, . . . , n.
Proof. Let T := (T1, . . . , Tn) ∈ B(H)n be such that rp(T1, . . . , Tn) < 1. Using
relations (2.18), (1.7), (1.12), and the definition of the reconstruction operator, we
obtain
〈Cp,T (Wα)x, y〉 = 〈(Wα ⊗ IH)(1 ⊗ x), Cp,T (Λ1, . . . ,Λn)(1⊗ y)〉
=
〈
1√
bα
eα ⊗ x,
∑
β∈F+n
bβ˜(Λβ ⊗ T ∗β˜ )(1 ⊗ y)
〉
=
〈
1√
bα
eα ⊗ x,
∑
β∈F+n
√
bβ˜eβ˜ ⊗ T ∗β˜y
〉
= 〈Tαx, y〉
for any x, y ∈ H. Hence we deduce that, for any polynomial q(W1, . . . ,Wn),
〈q(T1, . . . , Tn)x, y〉 = 〈(q(W1, . . . ,Wn)⊗ IH)(1⊗ x), Cp,T (Λ1, . . . ,Λn)(1 ⊗ y)〉
and, therefore,
(2.19) ‖q(T1, . . . , Tn)‖ ≤ ‖q(W1, . . . ,Wn)‖‖Cp,T (Λ1, . . . ,Λn)‖
for any polynomial q(W1, . . . ,Wn). Since g :=
∑
α∈F+n
cαZα is a free holomorphic
function on Dp, the series gr(W1, . . . ,Wn) :=
∞∑
k=0
∑
|α|=k
cαr
|α|Wα converges in the
operator norm topology. Now, using (2.19), we deduce that gr(T1, . . . , Tn) :=
∞∑
k=0
∑
|α|=k
cαr
|α|Tα converges in the operator norm topology of B(H),
(2.20) ‖gr(T1, . . . , Tn)‖ ≤ ‖gr(W1, . . . ,Wn)‖‖Cp,T (Λ1, . . . ,Λn)‖,
and
〈gr(T1, . . . , Tn)x, y〉
= 〈(gr(W1, . . . ,Wn)⊗ IH)(1⊗ x), Cp,T (Λ1, . . . ,Λn)(1⊗ y)〉(2.21)
for any x, y ∈ H. Now, we need to prove that if rp(T1, . . . , Tn) < 1, then there
exists a constant t > 1 such that rp(tT1, . . . , tTn) < 1. Indeed, notice first that if
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p(T1, . . . , Tn) =
∑
1≤|α|≤m
aαTα, then
rp(T1, . . . , Tn) = r

 ∑
1≤|α|≤m
V(α) ⊗
√
aαT
∗
α

 ,
where {V(α)}1≤|α|≤m is any sequence of isometries with orthogonal ranges. Since
the spectrum of an operator is upper semi-continuous, so is the spectral radius.
Consequently, for any δ > 0 there exists ǫ > 0 such that if
‖[T1 − Y1, . . . , Tn − Yn]‖ < ǫ, then rp(Y1, . . . , Yn) < rp(T1, . . . , Tn) + δ.
Since rp(T1, . . . , Tn) < 1, we deduce that there exists a constant t > 1 such that
rp(tT1, . . . , tTn) < 1. Applying relation (2.20) and (2.21) when r :=
1
t and Ti is
replaced by tTi, i = 1, . . . , n, we deduce that
g(T1, . . . , Tn) :=
∞∑
k=0
∑
|α|=k
cαTα
is convergent in the operator norm of B(H) and
〈g(T1, . . . , Tn)x, y〉
=
〈
(gr(W1, . . . ,Wn)⊗ IH)(1⊗ x), Cp, 1
r
X(Λ1, . . . ,Λn)(1⊗ y)
〉(2.22)
for any x, y ∈ H. Hence , we have
(2.23) ‖g(T1, . . . , Tn)‖ ≤ ‖gr(W1, . . . ,Wn)‖‖Cp, 1rT (Λ1, . . . ,Λn)‖.
Now, to prove the continuity of Ψp,T , let gm and g be in Hol(Dp) such that
gm → g, as m→∞, in the metric ρ of Hol(Dp). This is equivalent to the fact that,
for each r ∈ [0, 1),
(2.24) gm(rW1, . . . , rWn)→ g(rW1, . . . , rWn), as m→∞,
where the convergence is in the operator norm of B(F 2(Hn)). According to (2.23),
we have
‖gm(T1, . . . , Tn)− g(T1, . . . , Tn)‖
≤ ‖gm(rW1, . . . , rWn)− g(rW1, . . . , rWn)‖‖Cp, 1rT (Λ1, . . . ,Λn)‖.
Now, using (2.24), we deduce that
(2.25) ‖gm(T1, . . . , Tn)− g(T1, . . . , Tn)‖ → 0, as m→∞.
which proves the continuity of Ψp,T .
To prove the uniqueness of the free analytic functional calculus, assume that
Φ : Hol(Dp) → B(H) is a continuous unital algebra homomorphism such that
Φ(Zi) = Ti, i = 1, . . . , n. Hence, we deduce that
(2.26) Ψp,T (q(Z1, . . . , Zn)) = Φ(q(Z1, . . . , Zn))
for any polynomial q(Z1, . . . , Zn) in Hol(Dp). Let g =
∑∞
k=0
∑
|α|=k aαZα be an
element in Hol(Dp) and let qm :=
∑m
k=0
∑
|α|=k aαZα, m = 1, 2, . . .. Since
g(rW1, . . . , rWn) =
∞∑
k=0
∑
|α|=k
rkaαWα
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and the series
∑∞
k=0 r
k
∥∥∥∑|α|=k aαWα∥∥∥ converges, we deduce that
qm(rW1, . . . , rWn)→ g(rW1, . . . , rWn)
in the operator norm, as m → ∞. Therefore, qm → g in the metric ρ of Hol(Dp).
Hence, using (2.26) and the continuity of Φ and Ψp,T , we deduce that Φ = Ψp,T .
This completes the proof. 
Corollary 2.18. If (T1, . . . , Tn) ∈ B(H)n is an n-tuple of operators with rp(T1, . . . , Tn) <
1 and g(W1, . . . ,Wn) ∈ F∞n (Dp), then
g(T1, . . . , Tn) = Cp,T (g(W1, . . . ,Wn)),
where g(T1, . . . , Tn) is defined by the free analytic functional calculus.
Proof. Assume that g :=
∞∑
k=0
∑
|α|=k
aαWα is in F
∞
n (Dp) and 0 < r < 1. Then,
we have
lim
m→∞
m∑
k=0
rk
∑
|α|=k
aαWα = gr(W1, . . . ,Wn) ∈ An(Dp)
in the operator norm of B(F 2(Hn)), and
lim
m→∞
m∑
k=0
rk
∑
|α|=k
aαTα = gr(T1, . . . , Tn)
in the operator norm of B(H). Now, due to the continuity of the noncommutative
Cauchy transform in the operator norm, we deduce that
(2.27) gr(T1, . . . , Tn) = Cp,T (gr(W1, . . . ,Wn)).
Since g(W1, . . . ,Wn) ∈ F∞n (Dp), we know that lim
r→1
gr(W1, . . . ,Wn) = g(W1, . . . ,Wn)
in the strong operator topology. Since ‖gr(W1, . . . ,Wn)‖ ≤ ‖g(W1, . . . ,Wn)‖, we
deduce that
SOT− lim
r→1
[gr(W1, . . . ,Wn)⊗ IH] = g(W1, . . . ,Wn)⊗ IH.
On the other hand, notice that lim
t→1
gt(T1, . . . , Tn) = g(T1, . . . , Tn) in the operator
norm. Indeed, using relation (2.22), we deduce that
‖g(T1, . . . , Tn)− gt(T1, . . . , Tn)‖
≤ ‖gr(W1, . . . ,Wn)− gr(tW1, . . . , tWn)‖‖Cp, 1rT (Λ1, . . . ,Λn)‖.
Since ‖gr(W1, . . . ,Wn)− gr(tW1, . . . , tWn)‖ → 0, as t→ 1, we prove our assertion.
Now, passing to the limit, as r → 1, in the equality
〈gr(T1, . . . , Tn)x, y〉
= 〈(gr(W1, . . . ,Wn)⊗ IH)(1 ⊗ x), Cp,T (Λ1, . . . ,Λn)(1 ⊗ y)〉 ,
where x, y ∈ H, we obtain g(T1, . . . , Tn) = Cp,X(g(W1, . . . ,Wn)), which completes
the proof. 
Using the Cauchy representation provided by Corollary 2.18, one can deduce
the following result.
Corollary 2.19. Let (T1, . . . , Tn) ∈ B(H)n be an n-tuple of operators with rp(T1, . . . , Tn) <
1.
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(i) If {gk}∞k=1 and g are free holomorphic functions in Hol(Dp) such that
‖gk − g‖∞ → 0, as k → ∞, then gk(T1, . . . , Tn) → g(T1, . . . , Tn) in the
operator norm of B(H).
(ii) If {gk}∞k=1 and g are in the noncommutative Hardy algebra F∞n (Df ) such
that
gk(W1, . . . ,Wn)→ g(W1, . . . ,Wn)
in the w∗-topology (or strong operator topology) and ‖gk(W1, . . . ,Wn)‖ ≤
M for any k = 1, 2, . . ., then gk(T1, . . . , Tn) → g(T1, . . . , Tn) in the weak
operator topology.
Using Theorem 2.3, Theorem 2.17, and the results from Section 1.4, one can
deduce the following.
Proposition 2.20. For any n-tuple of operators (T1, . . . , Tn) ∈ D◦p(H), the free
analytic functional calculus coincides with the F∞n (Dp)-functional calculus.
Now, we present a connection between free holomorphic functions on noncom-
mutative domains and holomorphic functions on Reinhardt domains.
Proposition 2.21. Let p be a positive regular noncommutative polynomial. If
G(Z1, . . . , Zm) :=
∑
α∈F+n cαZα is a free holomorphic function on the noncommu-
tative domain Dp, then g(λ1, . . . , λn) :=
∑
α∈F+n cαλα is a holomorphic function on
the Reinhardt domain
D◦p(C) :=

(λ1, . . . , λn) ∈ Cn :
∑
1≤|α|≤m
aα|λα|2 < 1

 .
Moreover, the map Φ : Hol(Dp)→ Hol(D◦p(C)) defined by Φ(G) := g is continuous.
Proof. For each µ := (µ1, . . . , µn) ∈ D◦p(C), define zµ :=
∑
α∈F+n
√
bαµαeα.
Since (µ1, . . . , µn) is of class C·0 with respect to Dp, relation (1.21) implies
1− ∑
|α|≥1
aα|µα|2



∑
β∈F+n
bβ|µβ |2

 = 1,
which shows that zµ ∈ F 2(Hn). If λ := (λ1, . . . , λn) ∈ D◦p, then there exists
r ∈ (0, 1) such that (1rλ1, . . . , 1rλn) ∈ D◦p(C). Applying the above relation to
the latter n-tuple of complex numbers, we deduce that
∑
β∈F+n
1
r2|β|
bβ |λβ |2 < ∞.
On the other hand, since G is a free holomorphic function on Dp, the operator
G(rW1, . . . , rWn) is in An(Dp). Hence, G(rW1, . . . , rWn)(1) ∈ F 2(Hn) and conse-
quently
∑
β∈F+n
r2|β||cβ|2 1bβ <∞. Now, we have
∑
β∈F+n
|cβ ||λβ | ≤

∑
β∈F+n
r2|β||cβ |2 1
bβ


1/2
∑
β∈F+n
1
r2|β|
bβ|λβ |2


1/2
<∞,
which clearly implies that g(λ1, . . . , λn) is a holomorphic function on the Reinhardt
domain D◦p(C).
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To prove the last part of the proposition, let {Gm}∞m=1 and G be in Hol(Dp)
and let {gm}∞m=1 and g be the corresponding representations on C, respectively.
Due to to Proposition 2.2, we have
sup
(λ1,...,λn)∈Dp,r(C)
|gm(λ1, . . . , λn)− g(λ1, . . . , λn)|
≤ ‖Gm(rW1, . . . , rWn)−G(rW1, . . . , rWn)‖
for any r ∈ [0, 1). Hence, we deduce that if Gm → G in the metric ρ of Hol(Dp),
then gm → g uniformly on compact subsets of D◦p(C), which completes the proof.

Using Proposition 2.16 and Proposition 2.18, we can obtain the following.
Corollary 2.22. Let T := (T1, . . . , Tn) ∈ B(H)n be an n-tuple of operators with
joint spectral radius rf (T1, . . . , Tn) < 1. Then, the map Ψf,T : F
∞
n (Df ) → B(H)
defined by
Ψf,T (g) = g(T1, . . . , Tn) := CT (g(W1, . . . ,Wn)),
for any g(W1, . . . ,Wn) ∈ F∞n (Df ), is a unital WOT continuous homomorphism
such that Ψf,T (Wα) = Tα for any α ∈ F+n . Moreover,
‖g(T1, . . . , Tn)‖ ≤
( ∞∑
k=0
∥∥Φkf,T (I)∥∥1/2
)
‖g(W1, . . . ,Wn)‖.
In the last part of this section, we introduce a Banach space of analytic func-
tions on D◦p(C) ⊂ Cn and obtain von Neumann and Bohr type inequalities in the
commutative setting.
Let p :=
∑
1≤|α|≤m aαXα be a positive regular noncommutative polynomial
and let p := (p1, . . . , pn) be a multi-index in Z
n
+. If λ := (λ1, . . . , λn) ∈ Cn, then
we set λp := λp11 · · ·λpnn and define the symmetrized functional calculus
(λp)sym(W1, . . . ,Wn) :=
1
γp
∑
α∈Λp
bαWα,
where
Λp := {α ∈ F+n : λα = λp for any λ ∈ Bn},
the coefficients bα are defined by (1.2), and W1, . . . ,Wn are the weighted left cre-
ation operators associated with Dp. Denote by Hsym(D◦p(C)) the set of all analytic
functions on D◦p(C) with scalar coefficients
g(λ1, . . . , λn) :=
∑
p∈Zn+
λpap, ap ∈ C,
such that
gsym(rW1, . . . , rWn) :=
∞∑
k=0
∑
p∈Zn+,|p|=k
rkap[(λ
p)sym(W1, . . . ,Wn)]
is convergent in the operator norm for any r ∈ [0, 1).
Setting gsym(rW1, . . . , rWn) =
∑∞
k=0
∑
|α|=k r
|α|cαWα, we have c0 := a0 and
cα := bα
ap
γp
, where p ∈ Zn+, p 6= (0, . . . , 0), is uniquely determined such that
λα = λ
p for any λ ∈ Bn.
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Notice that gsym(Z1, . . . , Zn) is a free holomorphic function on Dp. We define
H∞sym(D◦p(C)) as the set of all functions g ∈ Hsym(D◦p(C)) such that
‖g‖sym := sup
0≤r<1
‖gsym(rW1, . . . , rWn)‖ <∞.
Theorem 2.23.
(
H∞sym(D◦p(C)), ‖ · ‖sym
)
is a Banach space.
Proof. First notice that if g ∈ H∞sym(D◦p(C)) then gsym(rW1, . . . , rWn) is norm
convergent and gsym(Z1, . . . , Zn) is a free holomorphic function on the noncommu-
tative domainDp . Using Theorem 2.1, it is easy to see thatH∞sym(D◦p(C)) is a vector
space and ‖ · ‖sym is a norm. Let {gm}∞m=1 be a Cauchy sequence of functions in
H∞sym(D◦p(C)). According to Theorem 2.3, (gm)sym ∈ F∞n (Dp) and {(gm)sym}∞m=1
is a Cauchy sequence in ‖·‖∞, the norm of the Banach algebra F∞n (Dp). Therefore,
there exists ϕ(W1, . . . ,Wn) ∈ F∞n (Dp) such that
‖(gm)sym − ϕ(W1, . . . ,Wn)‖∞ → 0, as m→∞.
If gm(λ1, . . . , λn) :=
∑
p∈Zn+
a
(m)
p λp, ap ∈ C, then (gm)sym =
∑∞
k=0
∑
|α|=k c
(m)
α Wα,
where c
(m)
α := bα
a(m)p
γp
. If
∑
α∈F+n bαWα is the Fourier representation of the operator
ϕ(W1, . . . ,Wn), then we have
1
bα
|c(m)α − dα| = |〈W ∗α [(gm)sym(W1, . . . ,Wn)− ϕ(W1, . . . ,Wn)]1, 1〉|
≤ ‖(gm)sym(W1, . . . ,Wn)− ϕ(W1, . . . ,Wn)]‖∞.
Taking m→∞, we deduce that c(m)α → dα for each α ∈ F+n . Since c(m)α := bα a
(m)
p
γp
,
we deduce that dα = bα
a′p
γp
, where a′p =
dαγp
bα
. Setting h(λ1, . . . , λn) :=
∑
p∈Zn+
a′pλ
p,
we have hsym = ϕ(W1, . . . ,Wn). Moreover, ‖h‖sym = ‖ϕ(W1, . . . ,Wn)‖ <∞. This
shows that H∞sym(D◦p(C)) is a Banach space. 
Now, using Theorem 2.17, we can deduce the following.
Proposition 2.24. If T := (T1, . . . , Tn) ∈ B(H)n is a commuting n-tuple of opera-
tors with the joint spectral radius rp(T1, . . . , Tn) < 1 and g(λ1, . . . , λn) :=
∑
p∈Zn+
apλ
p
is in Hsym(D◦p(C)), then
g(T1, . . . , Tn) :=
∞∑
k=0
∑
p∈Zn+,|p|=k
apT
p
is a well-defined operator in B(H), where the series is convergent in the operator
norm topology. Moreover, the map
ΨT : Hsym(D◦p(C))→ B(H) ΨT (g) := g(T1, . . . , Tn)
is continuous and
‖g(T1, . . . , Tn)‖ ≤M‖g‖sym,
where M =
∑∞
k=0
∥∥Φkp,T (I)∥∥1/2.
Using now the Bohr type inequality of Section 2.2, we can obtain the following
commutative version for Hsym(D◦p(C)).
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Corollary 2.25. Let g(λ1, . . . , λn) :=
∑
p∈Zn+
λpap be a holomorphic function in
D◦p(C) such that
‖gsym(rW1, . . . , rWn)‖ ≤ 1 for 0 ≤ r < 1.
Then ∞∑
k=0
∑
p∈Zn+,|p|=k
|λp||ap| ≤ 1
for any λ := (λ1, . . . , λn) ∈ Dp,1/3(C).
In particular, we obtain the following Bohr type inequality for analytic poly-
nomials.
Corollary 2.26. Let N = 2, 3, . . ., and let
q(λ1, . . . , λn) :=
∑
p∈Zn+,|p|≤N−1
λpap, ap ∈ C,
be an analytic polynomial such that ‖qsym(W1, . . . ,Wn)‖ ≤ 1. Then
N−1∑
k=0
∑
p∈Zn+,|p|=k
|λp||ap| ≤ 1
for any λ := (λ1, . . . , λn) ∈ Dp,1/3(C).

CHAPTER 3
Model theory and unitary invariants on
noncommutative domains
3.1. Weighted shifts and invariant subspaces
In this section we obtain a Beurling type characterization of the invariant sub-
spaces under the weighted left creation operators (W1, . . . ,Wn) associated with
the noncommutative domain Df . We deduce a similar result for the model shifts
(B1, . . . , Bn) associated with a noncommutative variety Vf,J ⊂ Df , generated by a
w∗-closed two sided ideal of the Hardy algebra F∞n (Df ).
Define the positive linear mapping Φf,W⊗I : B(F 2(Hn)⊗H)→ B(F 2(Hn)⊗H)
by setting
Φf,W⊗I(Y ) :=
∑
|α|≥1
aα(Wα ⊗ IH)Y (Wα ⊗ IH)∗,
where the convergence of the series is in the weak operator topology. We recall that
an operator M : F 2(Hn)⊗H → F 2(Hn) ⊗ K is called multi-analytic with respect
to W1, . . . ,Wn if M(Wi ⊗ IH) = (Wi ⊗ IK)M for any i = 1, . . . , n. In case M is a
partial isometry, we call it inner.
Theorem 3.1. Let f be a positive regular free holomorphic function on B(H)n. If
Y ∈ B(F 2(Hn)⊗H), then the following statements are equivalent.
(i) There is a Hilbert space E and a multi-analytic operator Ψ : F 2(Hn) ⊗
E → F 2(Hn) ⊗ H with respect to the weighted left creation operators
W1, . . . ,Wn, such that Y = ΨΨ
∗.
(ii) Φf,W⊗I(Y ) ≤ Y .
Proof. Assume that (ii) holds. Then Y − Φmf,W⊗I(Y ) ≥ 0 for any m =
1, 2, . . .. Since (W1, . . . ,Wn) is of class C·0 with respect to Df , we have SOT-
limm→∞Φmf,W⊗I(Y ) = 0, which implies Y ≥ 0. Let M := rangeY 1/2 and define
(3.1) Ai(Y
1/2x) := Y 1/2(W ∗i ⊗ IH)x, x ∈ F 2(Hn)⊗H,
for any i = 1, . . . , n. Notice that∑
|α|≥1
aα‖Aα˜Y 1/2x‖2 ≤
∑
|α|≥1
‖Y 1/2(√aαW ∗α ⊗ I)x‖2
= 〈Φf,W⊗I(Y )x, x〉 ≤ ‖Y 1/2x‖2
for any x ∈ F 2(Hn) ⊗ H. Hence, we have agi‖AiY 1/2x‖2 ≤ ‖Y 1/2x‖2, for any
x ∈ F 2(Hn) ⊗ H. Since agi 6= 0, Ai can be uniquely be extended to a bounded
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operator (also denoted by Ai) on the subspaceM. Denoting Ti := A∗i , i = 1, . . . , n,
an approximation argument shows that∑
|α|≥1
aαTαT
∗
α ≤ IM.
On the other hand, due to (3.1), we have〈
Φmf,T (I)Y
1/2x, Y 1/2x
〉
=
〈
Φmf,W⊗I(Y )x, x
〉
≤ ‖Y ‖ 〈Φmf,W⊗I(I)x, x〉
for any x ∈ F 2(Hn) ⊗ H. Since SOT- lim
m→∞Φ
m
f,W⊗I(I) = 0, we have SOT-
lim
m→∞Φ
m
f,T (I) = 0, which shows that T := (T1, . . . , Tn) is of class C·0 with respect
to Df (M). According to Section 1.2, the Poisson kernel Kf,T :M→ F 2(Hn) ⊗ E
(E is an appropriate Hilbert space) is an isometry with the property that
(3.2) TiK
∗
f,T = K
∗
f,T (Wi ⊗ IE), i = 1, . . . , n.
Let Ψ := Y 1/2K∗f,T : F
2(Hn)⊗ E → F 2(Hn)⊗H and notice that
Ψ(Wi ⊗ IE ) = Y 1/2K∗f,T (Wi ⊗ IE ) = Y 1/2TiK∗f,T
= (Wi ⊗ IH)Y 1/2K∗f,T = (Wi ⊗ IH)Ψ
for any i = 1, . . . , n. Notice also that ΨΨ∗ = Y 1/2K∗f,TKf,TY
1/2 = Y . 
Now, we can obtain a Beurling [22] type characterization of the invariant sub-
spaces under the weighted left creation operators associated with a noncommutative
domain Df .
Theorem 3.2. Let f be a positive regular free holomorphic function on B(H)n,
and let (W1, . . . ,Wn) be the weighted left creation operators associated with a non-
commutative domain Df . A subspace M ⊆ F 2(Hn) ⊗ H is invariant under each
operator W1 ⊗ IH, . . . ,Wn ⊗ IH if and only if there exists an inner multi-analytic
operator Ψ : F 2(Hn) ⊗ E → F 2(Hn) ⊗ H with respect to the weighted left creation
operators W1, . . . ,Wn such that
M = Ψ[F 2(Hn)⊗ E ].
Proof. Assume thatM⊆ F 2(Hn)⊗H is invariant under each operatorW1⊗
IH, . . . ,Wn⊗ IH. Since PM(Wi⊗ IH)PM = (Wi⊗ IH)PM for any i = 1, . . . , n, and
(W1, . . . ,Wn) ∈ Df (F 2(Hn)), we have
Φf,W⊗IH(PM) = PM

∑
|α|≥1
aα(Wα ⊗ IH)PM(W ∗α ⊗ IH)

PM
≤ PM

∑
|α|≥1
aα(Wα ⊗ IH)(W ∗α ⊗ IH)

PM
≤ PM
Applying Theorem 3.1 to our particular case, there is multi-analytic operator Ψ :
F 2(Hn) ⊗ E → F 2(Hn) ⊗ H with respect to the weighted left creation operators
W1, . . . ,Wn such that PM = ΨΨ∗. Since PM is an orthogonal projection, we
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deduce that Ψ is a partial isometry and M = Ψ[F 2(Hn) ⊗ E ]. The converse is
obvious. The proof is complete. 
Now, we turn our attention to noncommutative varieties Vf,J ⊆ Df and the
constrained shifts associated with them.
Let J be a w∗-closed two-sided ideal of F∞n (Df ) such that J 6= F∞n (Df ), and
define the subspaces of F 2(Hn) by
MJ := JF 2(Hn) and NJ := F 2(Hn)⊖MJ .
It is easy to see that the subspace NJ is invariant under the operators W ∗1 , . . . ,W ∗n
and Λ∗1, . . . ,Λ
∗
n. On the other hand, notice that NJ 6= 0 if and only if J 6= F∞n (Df ).
Indeed, due to Theorem 1.14, for any ϕ ∈ F∞n (Df ),
d(ϕ, J) = ‖PNJϕ(W1, . . . ,Wn)|NJ‖.
Define the constrained weighted left (resp. right) creation operators associated with
the noncommutative variety Vf,J by setting
Bi := PNJWi|NJ and Ci := PNJΛi|NJ , i = 1, . . . , n.
Let F∞n (Vf,J ) be the w∗-closed algebra generated by B1, . . . , Bn and the identity.
We showed, in Section 1.5, that
F∞n (Vf,J ) = PNJF∞n (Df )|NJ = {g(B1, . . . , Bn) : g(W1, . . . ,Wn) ∈ F∞n (Df )},
where, according to the F∞n (Df )-functional calculus,
g(B1, . . . , Bn) = SOT- lim
r→1
g(rB1, . . . , rBn).
Note that if ϕ ∈ J , then ϕ(B1, . . . , Bn) = 0. Therefore, (B1, . . . , Bn) is in Vf,J(NJ )
and, due to the results of Section 1.5, it plays the role of universal model for the
noncommutative variety Vf,J .
Similar results hold forR∞n (Vf,J ), the w∗-closed algebra generated by C1, . . . , Cn
and the identity. Moreover, one can prove that
(3.3) F∞n (Vf,J)′ = R∞n (Vf,J ) and R∞n (Vf,J)′ = F∞n (Vf,J),
where ′ stands for the commutant. An operator M ∈ B(NJ ⊗K,NJ ⊗K′) is called
multi-analytic with respect to the constrained shifts B1, . . . , Bn if
M(Bi ⊗ IK) = (Bi ⊗ IK′)M, i = 1, . . . , n.
If M is partially isometric, then we call it an inner multi-analytic operator. Using
(3.3), we can show that the set of all multi-analytic operators with respect to
B1, . . . , Bn coincides with
R∞n (Vf,J )⊗¯B(K,K′) = PNJ⊗K′ [R∞n (Df )⊗¯B(K,K′)]|NJ ⊗K,
and a similar result holds for the algebra Fn(Vf,J ).
The next result provides a Beurling type characterization of the invariant sub-
spaces under the constrained weighted shifts B1, . . . , Bn, associated with the non-
commutative variety Vf,J .
Theorem 3.3. Let J 6= F∞n (Df ) be a w∗-closed two-sided ideal of F∞n (Df ) and let
B1, . . . , Bn be the corresponding constrained left creation operators associated with
the noncommutative variety Vf,J(NJ ). A subspaceM⊆ NJ ⊗K is invariant under
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each operator Bi ⊗ IK, i = 1, . . . , n, if and only if there exists a Hilbert space G
and an inner operator
Θ(C1, . . . , Cn) ∈ R∞n (Vf,J)⊗¯B(G,K)
such that
(3.4) M = Θ(C1, . . . , Cn) [NJ ⊗ G] .
Proof. Due to the remarks preceding the theorem, the subspace NJ ⊗ K is
invariant under each operator W ∗i ⊗ IK, i = 1, . . . , n, and
(W ∗i ⊗ IK)|NJ ⊗K = B∗i ⊗ IK, i = 1, . . . , n.
Since the subspace [NJ⊗K]⊖M is invariant under B∗i ⊗IK, i = 1, . . . , n, we deduce
that it is also invariant under each operator W ∗i ⊗ IK, i = 1, . . . , n. Therefore, the
subspace
(3.5) E := [F 2(Hn)⊗K]⊖ {[NJ ⊗K]⊖M} = [MJ ⊗K]⊕M
is invariant under Wi ⊗ IK, i = 1, . . . , n, where MJ := F 2(Hn) ⊖ NJ . Using
Theorem 3.2, we find a Hilbert space G and an inner multi-analytic operator
Θ(Λ1, . . . ,Λn) ∈ R∞n (Df )⊗¯B(G,K)
such that
E = Θ(Λ1, . . . ,Λn)[F 2(Hn)⊗ G].
Since Θ(Λ1, . . . ,Λn) is a partial isometry, we have
(3.6) PE = Θ(Λ1, . . . ,Λn)Θ(Λ1, . . . ,Λn)∗,
where PE is the orthogonal projection of F 2(Hn) ⊗ K onto E . Notice that the
subspace NJ ⊗K is invariant under the operators Λ∗i ⊗ IK, i = 1, . . . , n. Moreover,
using the remarks preceding the theorem we have
Θ(C1, . . . , Cn) = PNJ⊗KΘ(Λ1, . . . ,Λn)|NJ ⊗K.
Now, it is clear that equation (3.6)
PNJ⊗KPE |NJ ⊗K = Θ(C1, . . . , Cn)Θ(C1, . . . , Cn)∗.
Due to relation (3.5), the left hand side of this equality is equal to PM, the orthog-
onal projection of NJ ⊗K onto M. Hence, we deduce that
PM = Θ(C1, . . . , Cn)Θ(C1, . . . , Cn)∗,
the operator Θ(C1, . . . , Cn) is a partial isometry, and
M = Θ(C1, . . . , Cn) [NJ ⊗ G] .
The proof is complete. 
From now on, throughout this section, we assume that J is a w∗-closed two-
sided ideal of F∞n (Df ) such that 1 ∈ NJ . We recall that a subspace H ⊆ K is called
co-invariant under S ⊂ B(K) if X∗H ⊆ H for any X ∈ S.
Theorem 3.4. Let J be a w∗-closed two-sided ideal of F∞n (Df ) such that 1 ∈ NJ
and let K be a Hilbert space. If M ⊆ NJ ⊗ K is a co-invariant subspace under
Bi ⊗ IK, i = 1, . . . , n, then there exists a subspace E ⊆ K such that
(3.7) span
{
(Bα ⊗ IK)M : α ∈ F+n
}
= NJ ⊗ E .
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Proof. Define the subspace E ⊂ K by E := (PC ⊗ IK)M and let ϕ be an
arbitrary nonzero element of M with Fourier representation
ϕ =
∑
α∈F+n
eα ⊗ hα, hα ∈ K.
Let β ∈ F+n be such that hβ 6= 0 and notice that
(3.8) (PC ⊗ IK)(B∗β ⊗ IK)ϕ = 1⊗
1√
bβ
hβ.
Indeed, since 1 ∈ NJ and using relation (1.10), we have〈
(PC ⊗ IK)(B∗β ⊗ IK)ϕ, 1⊗ h
〉
=
〈
(PNJ ⊗ IK)(W ∗β ⊗ IK)ϕ, 1⊗ h
〉
=
〈
(W ∗β ⊗ IK)ϕ, 1 ⊗ h
〉
=
〈
(PC ⊗ IK)(W ∗β ⊗ IK)ϕ, 1⊗ h
〉
=
1√
bβ
〈hβ , h〉
for any h ∈ K. Since
〈
(PC ⊗ IK)(B∗β ⊗ IK)ϕ, eγ ⊗ h
〉
= 0 for any γ ∈ F+n with
|γ| ≥ 1, and h ∈ K, the result follows. Now, since M is a co-invariant subspace
under Bi ⊗ IK, i = 1, . . . , n, relation (3.8) implies that hβ ∈ E . Hence, and taking
into account that 1 ∈ NJ , we have
(Bβ ⊗ IK)(1⊗ hβ) = 1√
bβ
(PNJ eβ)⊗ hβ ∈ NJ ⊗ E , for β ∈ F+n .
Since ϕ ∈M ⊆ NJ ⊗ K, we deduce that
ϕ = (PNJ ⊗ IK)ϕ = lim
m→∞
m∑
k=0
∑
|α|=k
PNJ eβ ⊗ hβ
is in NJ ⊗ E . ThereforeM⊂ NJ ⊗ E and
Y := span {(Bα ⊗ IK)M : α ∈ F+n} ⊂ NJ ⊗ E .
To prove the reverse inclusion, we show first that E ⊂ Y. Since NJ is an invari-
ant subspace under each operator W ∗i , i = 1, . . . , n, and contains the constants,
we have
INJ −
∑
|α|≥1
aαBαB
∗
α = PNJ

I − ∑
|α|≥1
aαWαW
∗
α

 |NJ
= PNJPC|NJ
= PNJC ,
where PNJC is the orthogonal projection of NJ onto C. If h0 ∈ E , h0 6= 0, then there
exists g ∈ M ⊂ NJ ⊗E such that g = 1⊗h0+
∑
|α|≥1
eα⊗hα. Consequently, we have
1⊗ h0 = (PC ⊗ IK)g = (PNJC ⊗ IK)g
=

INJ⊗K − ∑
|α|≥1
aα(Bα ⊗ IK)(Bα ⊗ IK)∗

 g.
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Hence and sinceM is co-invariant under Bi⊗IK, i = 1, . . . , n, we deduce that h0 ∈
Y for any h0 ∈ E , i.e., E ⊂ Y. The latter inclusion shows that (Bα⊗IK)(1⊗E) ⊂ Y
for any α ∈ F+n , which implies
(3.9)
1√
bα
PNJ eα ⊗ E ⊂ Y, α ∈ F+n .
Assume that ϕ ∈ NJ ⊗ E ⊂ F 2(Hn) ⊗ E has Fourier representation ϕ =
∑
α∈F+n
eα ⊗
yα, yα ∈ E . Due to (3.9), we deduce that
ϕ = (PNJ ⊗ IE)ϕ = lim
m→∞
m∑
k=0
∑
|α|=k
PNJ eα ⊗ yα ∈ Y.
Therefore, NJ ⊗ E ⊆ Y. The proof is complete. 
Now, we can easily deduce the following result.
Corollary 3.5. Let J be a w∗-closed two-sided ideal of F∞n (Df ) such that 1 ∈ NJ
and let K be a Hilbert space. A subspace M ⊆ NJ ⊗ K is reducing under each
operator Bi ⊗ IK, i = 1, . . . , n, if and only if there exists a subspace E ⊆ K such
that
M = NJ ⊗ E .
3.2. C∗-algebras associated with noncommutative varieties and Wold
decompositions
Given a positive regular noncommutative polynomial p and a w∗-closed two-
sided ideal J of the Hardy algebra F∞n (Dp), we associate with each noncommutative
variety Vp,J ⊂ Dp the C∗-algebra C∗(B1, . . . , Bn) generated by the model operators
B1, . . . , Bn and the identity. We obtain Wold type decompositions for nondegener-
ate ∗-representations of C∗(B1, . . . , Bn).
We recall that the universal model (B1, . . . , Bn) associated with the noncom-
mutative variety Vp,J is defined by Bi := PNJWi|NJ , i = 1, . . . , n, where NJ :=
F 2(Hn)⊖ JF 2(Hn) and (W1, . . . ,Wn) is the universal model for the domain Dp.
Assume that the noncommutative domain Dp is generated by a positive regular
noncommutative polynomial. We keep the notation of Section 3.1.
Theorem 3.6. Let J be a w∗-closed two-sided ideal of F∞n (Dp) such that 1 ∈ NJ ,
and let (B1, . . . , Bn) be the universal model associated with the noncommutative
variety Vp,J . Then all the compact operators in B(NJ ) are contained in the operator
space
span{BαB∗β : α, β ∈ F+n }.
Moreover, the C∗-algebra C∗(B1, . . . , Bn) is irreducible.
Proof. Since 1 ∈ NJ and NJ is an invariant subspace W ∗i , i = 1, . . . , n, we
deduce that
INJ −
∑
|α|≥1
aαBαB
∗
α = PNJ

I − ∑
|α|≥1
aαWαW
∗
α

 |NJ = PNJC ,
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where PNJC is the orthogonal projection of NJ onto C. Fix
g(W1, . . . ,Wn) :=
∑
|α|≤m
dαWα and ξ :=
∑
β∈F+n
cβeβ ∈ NJ ⊂ F 2(Hn),
and note that
PNJC g(B1, . . . , Bn)
∗ξ =
∑
|α|≤m
PCdαW
∗
αξ =
∑
|α|≤m
1√
bα
dαcα
=
〈
ξ,
∑
|α|≤m
1√
bα
dαeα
〉
= 〈ξ, g(B1, . . . , Bn)(1)〉 .
Consequently,
(3.10)
q(B1, . . . , Bn)P
NJ
C g(B1, . . . , Bn)
∗ξ = 〈ξ, g(B1, . . . , Bn)(1)〉 q(B1, . . . , Bn)(1)
for any polynomial q(B1, . . . , Bn) in F
∞
n (Vp,J ). Hence, we deduce that the operator
q(B1, . . . , Bn)P
NJ
C g(B1, . . . , Bn)
∗ has rank one. Moreover, since PNJC = INJ −∑
|α|≥1
aαBαB
∗
α, it is clear that the above operator is also in the operator space
span{BαB∗β : α, β ∈ F+n }. Since the set
E :=



 ∑
|α|≤m
dαBα

 (1) : m ∈ N, dα ∈ C


is dense in NJ , relation (3.10) implies that all compact operators in B(NJ ) are
included in the operator space span{BαB∗β : α, β ∈ F+n }.
To prove the last part of this theorem, let M 6= {0} be a subspace of NJ ⊆
F 2(Hn), which is jointly reducing for each operator Bi, i = 1, . . . , n. Let ϕ ∈ M,
ϕ 6= 0, and assume that ϕ = c0+
∑
|α|≥1
cαeα. If cβ is a nonzero coefficient of ϕ, then
PCB
∗
βϕ =
1√
bβ
cβ . Indeed, since 1 ∈ NJ , one can use relation (1.7) to deduce that〈
PCB
∗
βϕ, 1
〉
=
〈
PNJW
∗
βϕ, 1
〉
=
〈
W ∗βϕ, 1
〉
=
〈
PCW
∗
βϕ, 1
〉
=
1√
bβ
cβ .
Since
〈
PCB
∗
βϕ, eγ
〉
= 0 for any γ ∈ F+n with |γ| ≥ 1, our assertion follows. On the
other hand, since PNJC = INJ −
∑
|α|≥1
aαBαB
∗
α and M is reducing for B1, . . . , Bn,
we deduce that cβ ∈ M, so 1 ∈ M. Using once again that M is invariant under
the operators B1, . . . , Bn, we have E ⊆ M. On the other hand, since E is dense in
NJ , we deduce that NJ ⊂M. Therefore NJ =M. This completes the proof. 
We say that two n-tuples of operators (T1, . . . , Tn), Ti ∈ B(H), and (T ′1, . . . , T ′n),
T ′i ∈ B(H′), are unitarily equivalent if there exists a unitary operator U : H → H′
such that
Ti = U
∗T ′iU for any i = 1, . . . , n.
If (B1, . . . , Bn) is the universal model associated with the noncommutative variety
Vp,J , then the n-tuple (B1 ⊗ IH, . . . , Bn ⊗ IH) is called constrained weighted shift
with multiplicity dimH. Using Theorem 3.6, we can prove the following.
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Proposition 3.7. Two constrained weighted shifts associated with the noncom-
mutative variety Vp,J are unitarily equivalent if and only if their multiplicities are
equal.
Proof. One implication is trivial. Let (B1 ⊗ IH, . . . , Bn ⊗ IH) and (B1 ⊗
IH′ , . . . , Bn ⊗ IH′) be two constrained shifts and let U : NJ ⊗ H → NJ ⊗H′ be a
unitary operator such that
U(Bi ⊗ IH) = (Bi ⊗ IH′)U, i = 1, . . . , n.
Since U is unitary , we have
U(B∗i ⊗ IH) = (B∗i ⊗ IH′)U, i = 1, . . . , n.
Since the C∗-algebra C∗(B1, . . . , Bn) is irreducible, we must have U = INJ ⊗ A,
where A ∈ B(H,H′) is a unitary operator . Therefore, dimH = dimH′. The proof
is complete. 
In what follows, we prove a Wold type decomposition for non-degenerate ∗-
representations of the C∗-algebra C∗(B1, . . . , Bn), generated by the the constrained
weighted shifts associated with Vp,J , and the identity.
Theorem 3.8. Let p =
∑
1≤|α|≤m
aαXα be a positive regular noncommutative polyno-
mial and let J be a w∗-closed two-sided ideal of the noncommutative Hardy algebra
F∞n (Dp) such that 1 ∈ NJ . If π : C∗(B1, . . . , Bn) → B(K) is a nondegenerate ∗-
representation of C∗(B1, . . . , Bn) on a separable Hilbert space K, then π decomposes
into a direct sum
π = π0 ⊕ π1 on K = K0 ⊕K1,
where π0 and π1 are disjoint representations of C
∗(B1, . . . , Bn) on the Hilbert spaces
K0 : = span

π(Bβ)

IK − ∑
1≤|α|≤m
aαπ(Bα)π(Bα)
∗

K : β ∈ F+n

 and
K1 : = K⊥0 ,
respectively. Moreover, up to an isomorphism,
(3.11) K0 ≃ NJ ⊗ G, π0(X) = X ⊗ IG for X ∈ C∗(B1, . . . , Bn),
where G is a Hilbert space with
dim G = dim

range

IK − ∑
1≤|α|≤m
aαπ(Bα)π(Bα)
∗



 ,
and π1 is a ∗-representation which annihilates the compact operators and∑
1≤|α|≤m
aαπ1(Bα)π1(Bα)
∗ = IK1 .
If π′ is another nondegenerate ∗-representation of C∗(B1, . . . , Bn) on a separable
Hilbert space K′, then π is unitarily equivalent to π′ if and only if dimG = dimG′
and π1 is unitarily equivalent to π
′
1
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Proof. Since 1 ∈ NJ , Theorem 3.6 shows that all the compact operators
C(NJ)) in B(NJ ) are contained in the C∗-algebra C∗(B1, . . . , Bn). Due to standard
theory of representations of the C∗-algebras [10], the representation π decomposes
into a direct sum π = π0 ⊕ π1 on K = K˜0 ⊕ K˜1, where
K˜0 := span{π(X)K : X ∈ C(NJ )} and K˜1 := K˜⊥0 ,
and the representations πj : C
∗(B1, . . . , Bn) → K˜j , j = 1, 2, are defined by
πj(X) := π(X)|Kj , j = 0, 1. It is clear that π0, π1 are disjoint representations of
C∗(B1, . . . , Bn) such that π1 annihilates the compact operators in B(NJ ), and π0
is uniquely determined by the action of π on the ideal C(NJ) of compact opera-
tors. Since every representation of C(NJ) is equivalent to a multiple of the identity
representation, we deduce (3.11).
Now, we show that the space K˜0 coincides with the space K0. Indeed, using
Theorem 3.6 and its proof, one can easily see that
K˜0 := span{π(X)K : X ∈ C(NJ)}
= span{π(BβPNJC B∗α)K : α, β ∈ F+n }
= span

π(Bβ)

IK − ∑
1≤|α|≤m
aαπ(Bα)π(Bα)
∗

K : β ∈ F+n


= K0.
On the other hand, since PNJC = I −
∑
1≤|α|≤m
aαBαB
∗
α is a projection of rank one
in C∗(B1, . . . , Bn), we have∑
1≤|α|≤m
aαπ1(Bα)π1(Bα)
∗ = IK1 ,
and
dimG = dim
[
rangeπ(PNJC )
]
= dim

range

IK − ∑
1≤|α|≤m
aαπ(Bα)π(Bα)
∗



 .
To prove the uniqueness, one can use standard theory of representations of
C∗-algebras. Consequently, π and π′ are unitarily equivalent if and only if π0 and
π′0 (resp. π1 and π
′
1) are unitarily equivalent. By Proposition 3.7, we deduce that
dimG = dimG′. The proof is complete. 
Corollary 3.9. Assume the hypotheses and notations of Theorem 3.8. Setting
Vi := π(Bi), i = 1, . . . , n, and
Φp,V (Y ) :=
∑
1≤|α|≤m
aαVαY V
∗
α , Y ∈ B(K),
we have:
(i) Q := IK − Φp,V (IK) is an orthogonal projection and QK =
n⋂
i=1
kerV ∗i ;
(ii) K0 =
{
x ∈ K : lim
k→∞
〈
Φkp,V (IK)x, x
〉
= 0
}
;
(iii) K1 =
{
x ∈ K : 〈Φkp,V (IK)x, x〉 = ‖x‖2 for any k = 1, 2, . . .};
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(iv) SOT- lim
k→∞
Φkp,V (IK) = PK1 ;
(v)
∞∑
k=0
Φkp,V (Q) = PK0 .
Proof. Due to the proof of Theorem 3.6, the operator INJ − Φp,B(I) = PNJC
is an orthogonal projection. Therefore, so is Q = π(PNJC ). Taking into account
that aα ≥ 0, α ∈ F+n , and aα 6= 0 if |α| = 1, we deduce that
QK = {x ∈ K : (I − Φp,V (I))x = x}
=

x ∈ K :
∑
1≤|α|≤m
aαVαV
∗
αx = 0


=
n⋂
i=1
kerV ∗i .
Therefore (i) holds. By Theorem 3.8, we have
(3.12) Φkp,V (IK) =
[
Φkp,B(INJ )⊗ IG 0
0 IK1
]
, k = 1, 2, . . . .
Since NJ is co-invariant under each operator Wi, i = 1, . . . , n, and B∗i = W ∗i |NJ ,
i = 1, . . . , n, we deduce that
SOT- lim
k→∞
Φkp,B(INJ )⊗ IG = SOT- lim
k→∞
[
PNJ
(
Φkp,W (IF 2(Hn))
) |NJ]⊗ IG = 0.
The latter equality holds due to the fact that (W1, . . . ,Wn) is of class C·0 with
respect to the noncommutative domain Df . This proves part (iv). Hence, and
taking into account that
m∑
k=1
Φkp,V (IK − Φp,V (IK)) = I − Φm+1p,V (IK),
we deduce item (v). To prove (ii), let x ∈ K = K0 ⊕K1, x = x0 + x1, with x0 ∈ K0
and x1 ∈ K1. Using (3.12), we have
(3.13)
〈
Φmp,V (IK)x, x
〉
=
〈(
Φmp,B(INJ )⊗ IG
)
x0, x0
〉
+ ‖x1‖2, m = 1, 2, . . . .
Consequently, lim
m→∞
〈
Φmp,V (IK)x, x
〉
= 0 if and only if x1 = 0, i.e., x = x0 ∈
K0. Now item (ii) follows. It remains to prove (iii). Relation (3.13) shows that〈
Φmp,V (IK)x, x
〉
= ‖x‖2 for any m = 1, 2, . . ., if and only if〈(
Φmp,B(INJ )⊗ IG
)
x0, x0
〉
= ‖x0‖2 for any m = 1, 2, . . . .
Since (B1, . . . , Bn) is of class C·0, we have SOT- lim
m→∞Φ
m
p,B(INJ ) = 0. Therefore,
the above equality holds for any m = 1, 2, . . ., if and only if x0 = 0, which is
equivalent to x = x1 ∈ K1. This completes the proof. 
Let S ⊆ B(K) be a set of operators acting on the Hilbert space K. We call a
subspace H cyclic for S if
K = span{Xh : X ∈ S, h ∈ H }.
Corollary 3.10. Let π be a nondegenerate ∗-representation of C∗(B1, . . . , Bn) on
a separable Hilbert space K, and let Vi := π(Bi), i = 1, . . . , n. Then the following
statements are equivalent:
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(i) V := (V1, . . . , Vn) is a constrained weighted shift;
(ii) K = span {Vβ (I − Φp,V (I))K : β ∈ F+n } ;
(iii) SOT- lim
m→∞Φ
m
p,V (I) = 0.
In this case, the multiplicity of V satisfies the equality
(3.14) mult (V ) = dim[(I − Φp,V (I))K],
and it is also equal to the minimum dimension of a cyclic subspace for V1, . . . , Vn.
Proof. It is clear that the statements above are equivalent due to Corollary
3.9. On the other hand, relation (3.14) follows from Theorem 3.8. Using (ii) and
Corollary 3.9, we deduce that the subspace
L :=
n⋂
i=1
kerV ∗i = (I − Φp,V (I))K
is cyclic for V1, . . . , Vn. Let E be a cyclic subspace for V1, . . . , Vn, i.e., K =
∨
α∈F+n
VαE ,
and denote A := PL|E ∈ B(E ,L), where PL is the orthogonal projection of K onto
L. Assume that x ∈ L ⊖ TE and let y ∈ E . Note that
〈x, y〉 = 〈x, PLy〉 = 〈Ax, y〉 = 0.
On the other hand, since V ∗αx = 0 for all x ∈ L, we have 〈Vαx, y〉 = 0 for any
α ∈ F+n with |α| ≥ 1. Therefore, y ⊥ VαE for α ∈ F+n . Since E is a cyclic
subspace for V1, . . . , Vn, we deduce that y = 0. Therefore, AE = L. Hence, the
operator A∗ ∈ B(L, E) is one-to-one and, consequently, we have dimL ≤ dim E .
This completes the proof. 
We can use now Corollary 3.10 and Proposition 3.7 to obtain the following
result.
Proposition 3.11. Two constrained weighted shifts associated to the noncommu-
tative variety Vp,J are similar if and only if they are unitarily equivalent.
Proof. One implication is clear. Let V := (V1, . . . , Vn), Vi ∈ B(K), and
V ′ := (V ′1 , . . . , V
′
n), V
′
i ∈ B(K′), be two constrained weighted shifts associated with
Vp,J , and let X : K → K′ be an invertible operator such that
XVi = V
′
iX, i = 1, . . . , n.
If M is a cyclic subspace for V1, . . . , Vn, then we obtain
K′ = XK = X

 ∨
α∈F+n
VαM

 ⊆ ∨
α∈F+n
XVαM =
∨
α∈F+n
V ′αXM⊆ K′.
Hence, K′ = ∨α∈F+n V ′αXM. This shows that the subspace XM is cyclic for V ′.
Since X is an invertible operator, dimM = dimXM. Hence, and by Corollary
3.10, we deduce that the two constrained weighted shifts have the same multiplicity.
Now, using Proposition 3.7, the result follows. 
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3.3. Dilations on noncommutative domains and varieties
In this section, we develop a dilation theory for n-tuples of operators in the
noncommutative domain Df (H) or in the noncommutative variety Vf,J(H) defined
by
Vf,J (H) := {(X1, . . . , Xn) ∈ Df (H) : q(X1, . . . , Xn) = 0, q ∈ PJ} ,
where J is a w∗-closed two-sided ideal of F∞n (Df ) generated by a set of noncommu-
tative polynomials PJ . Under natural conditions on the ideal J and the C∗-algebra
C∗(B1, . . . , Bn) associated with the variety Vf,J , we have uniqueness for the mini-
mal dilation.
Let f :=
∑
|α|≥1 aαXα be a positive regular free holomorphic function on
B(H)n, and let J 6= F∞n (Df ) be a w∗-closed two-sided ideal of F∞n (Df ) gen-
erated by a family of polynomials PJ ⊂ F∞n (Df ). Fix an n-tuple of operators
T := (T1, . . . , Tn) in the noncommutative variety
Vf,J(H) := {(X1, . . . , Xn) ∈ Df (H) : q(X1, . . . , Xn) = 0 for any q ∈ PJ} .
Let D and K be Hilbert spaces and let (U1, . . . , Un) ∈ Df (K) be such that∑
|α|≥1
aαUαU
∗
α = IK.
An n-tuple V := (V1, . . . , Vn) of operators having the matrix representation
(3.15) Vi :=
[
Bi ⊗ ID 0
0 Ui
]
, i = 1, . . . , n,
where the n-tuple (B1, . . . , Bn) is the universal model associated with the noncom-
mutative variety Vf,J , is called constrained (or J-constrained) dilation of T ∈ Vf,J
if the following conditions hold:
(i) (V1, . . . , Vn) ∈ Vf,J((NJ ⊗D)⊕K);
(ii) H can be identified with a co-invariant subspace under each operator Vi,
i = 1, . . . , n, such that
Ti = PHVi|H, i = 1, . . . , n.
The dilation is called minimal if
(NJ ⊗D)⊕K = span
{
VαH : α ∈ F+n
}
.
The dilation index of T , denoted by dil-ind (T ), is the minimum dimension of D
such that V is a constrained dilation of T .
Our first dilation result on noncommutative varieties Vf,J ⊂ Df is the following.
Theorem 3.12. Let f be a positive regular free holomorphic function on B(H)n and
let J 6= F∞n (Df ) be a w∗-closed two-sided ideal of F∞n (Df ) generated by a family
of polynomials PJ ⊂ F∞n (Df ). If T := (T1, . . . , Tn) is an n-tuple of operators in
the noncommutative variety Vf,J (H), then there exists a Hilbert space K and and
n-tuple (U1 . . . , Un) ∈ Vf,J(K) with∑
|α|≥1
aαUαU
∗
α = IK
and such that
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(i) H can be identified with a co-invariant subspace of K˜ := (NJ⊗∆f,TH)⊕K
under the operators
Vi :=
[
Bi ⊗ I∆f,TH 0
0 Ui
]
, i = 1, . . . , n,
where ∆f,T :=
(
IH −
∑
|α|≥1
aαTαT
∗
α
)1/2
;
(ii) T ∗i = V
∗
i |H, i = 1, . . . , n.
Moreover, K = {0} if and only if (T1, . . . , Tn) is of class C·0 with respect to Df (H).
Proof. Define the subspace M⊂ F 2(Hn) be setting
M := span{Wαq(W1, . . . ,Wn)Wβ(1) : q ∈ PJ , α, β ∈ F+n} .
We prove that M =MJ . Since M⊆MJ , it remains to prove that MJ ⊆M. To
this end, it is enough to show that M⊥ ⊆M⊥J . Let g ∈ F 2(Hn) be such that
〈g,Wαp(W1, . . . ,Wn)Wβ(1)〉 = 0 for any p ∈ PJ , α, β ∈ F+n .
Due to Corollary 1.13, , for any ϕ(W1, . . . ,Wn) ∈ F∞n (Df ), there is a sequence
of polynomials such that ϕ(W1, . . . ,Wn) = SOT− limm→∞{qm(W1, . . . ,Wn)}∞m=1.
Hence,
〈g, ϕ(W1, . . . ,Wn)q(W1, . . . ,Wn)Wβ(1)〉 = 0
for any ϕ(W1, . . . ,Wn) ∈ F∞n (Df ), q ∈ PJ , and α, β ∈ F+n . Consequently, g ∈ M⊥J
and, therefore, MJ =M.
As in the proof of Theorem 1.15, using the properties of the Poisson kernel
Kf,T , we obtain
〈Kf,Tx,Wαq(W1, . . . ,Wn)Wβ(1)⊗ y〉 = 〈x, Tαq(T1, . . . , Tn)Tβ∆f,T y〉 = 0
for any x ∈ H, y ∈ ∆f,TH, and q ∈ PJ . Since MJ =M, we deduce that
(3.16) rangeKf,T ⊆ NJ ⊗∆f,TH.
The constrained Poisson kernel Kf,T,J : H → NJ ⊗∆f,TH is defined by
Kf,T,J := (PNJ ⊗ I∆f,TH)Kf,T ,
where Kf,T is the Poisson kernel associated with T ∈ Df (H) (see Section 1.2). Due
to relation (3.16) and (1.23), we obtain
(3.17) Kf,T,JT
∗
α = (B
∗
α ⊗ IH)Kf,T,J , α ∈ F+n .
We introduce the operators Q := SOT- lim
m→∞Φ
m
f,T (I) and
Y : H → K := Q1/2H defined by Y h := Q1/2h, h ∈ H.
For each i = 1, . . . , n, define the operator Li : Q
1/2H → K by setting
(3.18) LiY h := Y T
∗
i h, h ∈ H.
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Note that Li, i = 1, . . . , n, are well-defined due to the fact that
‖LiY h‖2 = 〈TiQT ∗i h, h〉
=
1
agi
〈agiTiQT ∗i h, h〉 ≤
1
agi
〈Φf,T (Q)h, h〉
=
1
agi
‖Q1/2h‖2 = 1
agi
‖Y h‖2.
We recall that, since f is positive regular free holomorphic function, agi 6= 0 for
any i = 1, . . . , n. Consequently, Li can be extended to a bounded operator on K,
which will also be denoted by Li. Now, setting Ui := L
∗
i , i = 1, . . . , n, relation
(3.18) implies
(3.19) Y ∗Ui = TiY ∗, i = 1, . . . , n.
Due to relation (3.19), we have
Y ∗Φf,U (IK)Y = Y ∗

∑
|α|≥1
aαUαU
∗
α

Y = ∑
|α|≥1
aαTαY Y
∗Tα
= Φf,T (Y Y
∗) = Φf,T (Q) = Q = Y Y ∗.
Hence,
〈Φf,U (IK)Y h, Y h〉 = 〈Y h, Y h〉 , h ∈ H
which implies Φf,U (IK) = IK. Now, using relation (3.19), we obtain
Y ∗q(U1, . . . , Un) = q(T1, . . . , Tn)Y ∗ = 0, q ∈ PJ .
Since Y ∗ is injective on K = YH, we have q(U1, . . . , Un) = 0 for any q ∈ PJ . Let
V : H → [NJ ⊗H]⊕K be defined by
V :=
[
Kf,T,J
Y
]
.
Notice that V is an isometry. Indeed, we have
‖V h‖2 = ‖Kf,T,Jh‖2 + ‖Y h‖2
= ‖h‖2 − SOT- lim
k→∞
〈
Φkf,T (I)h, h
〉
+ ‖Y h‖2
= ‖h‖2 − 〈Qh, h〉+ 〈Qh, h〉
= ‖h‖2
for any h ∈ H. Now, using relations (3.17) and (3.18), we obtain
V T ∗i =
[
Kf,T,J
Y
]
T ∗i h = Kf,T,JT
∗
i h⊕ Y T ∗i h
= (B∗i ⊗ IH)Kf,T,Jh⊕ U∗i Y h
=
[
B∗i ⊗ I∆f,TH 0
0 U∗i
]
V h.
Identifying H with VH we complete the proof of (i) and (ii). The last part of the
theorem is obvious. 
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Example 3.13. (i) When f is a positive regular noncommutative polynomial
and the two-sided ideal J is generated by the polynomials
WiWj −WjWi, i, j = 1, . . . , n,
we obtain the dilation theorem of Pott [90].
(ii) When f = X1+ · · ·+Xn and PJ = 0 we obtain a version of the noncom-
mutative dilation theorem for row contractions (see [67]).
(ii) In the particular case when n = 1, f = X, and PJ = 0, we obtain the
classical isometric dilation theorem for contractions obtained by Sz.-Nagy
(see [95], [96]).
We can evaluate the dilation index of an n-tuple of operators in the noncom-
mutative variety Vf,J and show that it does not depend on the constraints.
Corollary 3.14. Let J 6= F∞n (Df ) be a w∗-closed two-sided ideal of F∞n (Df )
generated by a family of polynomials PJ ⊂ F∞n (Df ) and let T := (T1, . . . , Tn) ∈
Vf,J(H). Then the dilation index of T is equal to rank∆f,T .
Proof. Let (U1, . . . , Un) ∈ Df (H) be such that∑
|α|≥1
aαUαU
∗
α = IK
and assume that the n-tuple V := (V1, . . . , Vn) given by
(3.20) Vi :=
[
Bi ⊗ ID 0
0 Ui
]
, i = 1, . . . , n,
is a constrained dilation of T . Since the subspace H is co-invariant under each
operator Vi, i = 1, . . . , n, and NJ is co-invariant under the weighted left creation
operators Wi, i = 1, . . . , n, associated with the noncommutative domain Df , we
have
IH −
∑
|α|≥1
aαTαT
∗
α = PH


[
PNJ
(
I − ∑
|α|≥1
aαWαW
∗
α
)
|NJ
]
⊗ ID 0
0 0

 |H.
Hence, and taking into account that I− ∑
|α|≥1
aαWαW
∗
α = PC is an operator of rank
one, we have
rank∆f,T ≤ rank [PNJPC|NJ ⊗ ID] ≤ dimD.
Due to Theorem 3.12, we deduce that the dilation index of T coincides with
rank∆f,T . The proof is complete. 
Let C∗(Y) be the C∗-algebra generated by a set of operators Y ⊂ B(K) and
the identity. A subspace H ⊆ K is called ∗-cyclic for Y if
K = span {Xh : X ∈ C∗(Y), h ∈ H} .
Theorem 3.15. Let p =
∑
1≤|α|≤m
aαXα be a positive regular noncommutative poly-
nomial and let J 6= F∞n (Dp) be a w∗-closed two-sided ideal of F∞n (Dp) generated
by a family PJ of homogenous polynomials. Let H be a separable Hilbert space,
and T := (T1, . . . , Tn) be an n-tuple of operators in the noncommutative variety
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Vp,J(H). Then there exists a ∗-representation π : C∗(B1, . . . , Bn) → B(Kπ) on a
separable Hilbert space Kπ, which annihilates the compact operators and∑
1≤|α|≤m
aαπ(Bα)π(Bα)
∗ = IKπ ,
such that
(i) H can be identified with a ∗-cyclic co-invariant subspace of K˜ := (NJ ⊗
∆p,TH)⊕Kπ under each operator
Vi :=
[
Bi ⊗ I∆p,TH 0
0 π(Bi)
]
, i = 1, . . . , n,
where ∆p,T :=
(
IH −
∑
1≤|α|≤m
aαTαT
∗
α
)1/2
;
(ii) T ∗i = V
∗
i |H, i = 1, . . . , n.
Proof. According to Theorem 1.16, there is a unique unital completely con-
tractive linear map
Ψp,T,J : span{BαB∗β : α, β ∈ F+n } → B(H)
such that Ψp,T,J(BαB
∗
β) = TαT
∗
β , α, β ∈ F+n . Applying Arveson extension theorem
[9] to the map Ψp,T,J , we find a unital completely positive linear map Ψp,T,J :
C∗(B1, . . . , Bn) → B(H). Let π˜ : C∗(B1, . . . , Bn) → B(K˜) be a minimal Stine-
spring dilation [94] of Ψp,T,J . Then
Ψp,T,J(X) = PHπ˜(X)|H, X ∈ C∗(B1, . . . , Bn),
and K˜ = span{π˜(X)h : h ∈ H}. Since , for each i = 1, . . . , n,
Ψp,T,J(BiB
∗
i ) = TiT
∗
i = PHπ˜(Bi)π˜(B
∗
i )|H
= PHπ˜(Bi)(PH + PH⊥)π˜(B
∗
i )|H
= Ψp,T,J(BiB
∗
i ) + (PHπ˜(Bi)|H⊥)(PH⊥ π˜(B∗i )|H),
we deduce that PHπ˜(Bi)|H⊥ = 0 and
Ψp,T,J (BαX) = PH(π˜(Bα)π˜(X))|H
= (PHπ˜(Bα)|H)(PHπ˜(X)|H)
= Ψp,T,J (Bα)Ψp,T,J (X)
(3.21)
for any X ∈ C∗(B1, . . . , Bn) and α ∈ F+n . Since PHπ˜(Bi)|H⊥ = 0, H is an invariant
subspace under each π˜(Bi)
∗, i = 1, . . . , n. Consequently, we have
(3.22) π˜(Bi)
∗|H = Ψp,T,J(B∗i ) = T ∗i , i = 1, . . . , n.
On the other hand, since 1 ∈ NJ , Theorem 3.6 implies that all the compact
operators in B(NJ ) are contained in the C∗-algebra C∗(B1, . . . , Bn). By Theorem
3.8, the representation π˜ decomposes into a direct sum π˜ = π0⊕π on K˜ = K0⊕Kπ,
where π0, π are disjoint representations of C
∗(B1, . . . , Bn) on the Hilbert spaces
K0 and Kπ , respectively, such that
(3.23) K0 ≃ NJ ⊗ G, π0(X) = X ⊗ IG , X ∈ C∗(B1, . . . , Bn),
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for some Hilbert space G, and π is a representation such that π(C(NJ )) = 0. Now,
taking into account that PNJC = I −
∑
|α|≥1
aαBαB
∗
α is a projection of rank one in
C∗(B1, . . . , Bn), we have that∑
|α|≥1
aαπ(Bα)π(B
∗
α) = IKπ and dimG = dim(range π˜(PNJC )).
Since the Stinespring representation π˜ is minimal and using the proof of Theorem
3.6, we deduce that
range π˜(PNJC ) = span{π˜(PNJC )π˜(X)h : X ∈ C∗(B1, . . . , Bn), h ∈ H}
= span{π˜(PNJC )π˜(Y )h : Y ∈ C(NJ), h ∈ H}
= span{π˜(PNJC )π˜(BαPNJC B∗β)h : α, β ∈ F+n , h ∈ H}
= span{π˜(PNJC )π˜(B∗β)h : β ∈ F+n , h ∈ H}.
Now, due to relation (3.21), we have〈
π˜(PNJC )π˜(B
∗
α)h, π˜(P
NJ
C )π˜(B
∗
β)k
〉
=
〈
h, π(Bα)π(P
NJ
C )π(B
∗
β)h
〉
=
〈
h, Tα

IK − ∑
|γ|≥1
aγTγT
∗
γ

T ∗βh
〉
=
〈
∆p,TT
∗
αh,∆p,TT
∗
βk
〉
for any h, k ∈ H. Consequently, there is a unitary operator Λ : range π˜(PNJC ) →
∆p,TH defined by
Λ(π˜(PNJC )π˜(B
∗
α)h) := ∆p,TT
∗
αh, h ∈ H, α ∈ F+n .
This shows that
dim[rangeπ(PNJC )] = dim∆p,TH = dimG.
The required dilation is obtained using relations (3.22) and (3.23), and identifying
G with ∆p,TH. The proof is complete. 
Corollary 3.16. Let V := (V1, . . . , Vn) be the dilation of Theorem 3.15. Then,
(i) V is a constrained weighted shift if and only if T = (T1, . . . , Tn) ∈ Vp,J(H)
is of class C·0 with respect to Dp;
(ii)
∑
1≤|α|≤m aαVαV
∗
α = I if and only if
∑
1≤|α|≤m aαTαT
∗
α = I.
Proof. Since
Φkp,T (IH) = PH
[
Φkp,B(INJ )⊗ I∆p,TH 0
0 IKπ
]
|H
we have
SOT-Φkp,T (IH) = PH
[
0 0
0 IKπ
]
|H.
Consequently, T is of class C·0 with respect to Dp if and only if PHPKπ |H = 0. The
latter condition is equivalent to H ⊥ (0⊕Kπ), which implies H ⊂ NJ ⊗∆p,TH. On
the other hand, since NJ ⊗∆p,TH is reducing for V1, . . . , Vn, and K˜ is the smallest
reducing subspace for V1, . . . , Vn, which containsH, we must have K˜ = NJ⊗∆p,TH.
Therefore, (i) holds.
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Assume now that
n∑
|α|≥1
aαVαV
∗
α = IK˜. Since
Φkp,V (IK) =
[
Φkp,B(INJ )⊗ I∆p,TH 0
0 IKπ
]
,
we must have Φkp,B(INJ ) ⊗ I∆p,TH = IK0 for any k = 1, 2, . . .. On the other hand,
since SOT- lim
k→∞
Φkp,B(INJ ) = 0, we deduce that K0 = {0}. Now, the proof of
Theorem 3.15 implies G = {0}. Therefore, ∆p,T = 0 and the proof is complete. 
The dilation is unique up to a unitary equivalence, under additional hypotheses
on the C∗-algebra C∗(B1, . . . , Bn).
Corollary 3.17. Assume the hypotheses of Theorem 3.15 and that
(3.24) span {BαB∗β : α, β ∈ F+n } = C∗(B1, . . . , Bn).
Then the dilation of Theorem 3.15 is minimal, i.e., K˜ = ∨
α∈F+n
VαH, and it is unique
up to a unitary equivalence.
Proof. If condition (3.24) holds, then the map Ψf,T,J in the proof of Theorem
3.15 is unique. The uniqueness of the minimal Stinespring representation [94]
implies the uniqueness of the minimal dilation of Theorem 3.12. 
Using Theorem 3.4 and standard arguments concerning representation theory
of C∗-algebras [10], one can deduce the following result.
Remark 3.18. In addition to the hypotheses of Corollary 3.17, let T ′ := (T ′1, . . . , T ′n) ∈
Vp,J(H′) and let V ′ := (V ′1 , . . . , V ′n) be the corresponding constrained dilation. Then
the n-tuples T and T ′ are unitarily equivalent if and only if
dim∆p,TH = dim∆p,T ′H′
and there are unitary operators U : ∆p,TH → ∆p,T ′H′ and Γ : Kπ → Kπ′ such that
Γπ(Bi) = π
′(Bi)Γ for i = 1, . . . , n, and[
INJ ⊗ U 0
0 Γ
]
H = H′.
Let J be a two-sided ideal of the Hardy algebra F∞n (Df generated by a set PJ
of polynomials and consider the noncommutative variety Vf,J . For any n-tuple of
operators T := (T1, . . . , Tn) ∈ Df (H), let GJ be the largest subspace of H which is
invariant under each operator T ∗i , i = 1, . . . , n, such that
(PGJT1|GJ , . . . , PGJTn|GJ ) ∈ Vf,J .
We call the n-tuple
(PGJT1|GJ , . . . , PGJTn|GJ)
the maximal piece of (T1, . . . , Tn) in the noncommutative variety Vf,J . It is easy to
see that
GJ = span
{
Tαq(T1, . . . , Tn)H : q ∈ PJ , α ∈ F+n
}⊥
.
If T := (T1, . . . , Tn) ∈ Df (H) is c.n.c., then the definition above makes sense when
J is any w∗-closed two-sided ideal of F∞n (Df ).
Using Theorem 1.19 and its proof, one can easily deduce the following result.
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Proposition 3.19. Let J 6= F∞n (Df ) be an arbitrary w∗-closed two-sided ideal of
F∞n (Df ) and let W1, . . . ,Wn be the weighted left creation operators associated with
the noncommutative domain Df . Then the universal model (B1, . . . , Bn), associated
with Vf,J , is the maximal piece of (W1, . . . ,Wn) in the noncommutative variety Vf,J .
Now, we turn our attention to the particular case when T := (T1, . . . , Tn) ∈
Df (H) is of class C·0 with respect to Df (H). In this case, the results of this section
can be extended to a larger class of noncommutative varieties.
Theorem 3.20. Let f be a positive regular free holomorphic function on B(H)n
and let J 6= F∞n (Df ) be a w∗-closed two-sided ideal of F∞n (Df ). If (T1, . . . , Tn) ∈
Vf,J(H) is of class C·0, then the following statements hold:
(i) The constrained Poisson kernel Kf,T,J : H → NJ ⊗ ∆f,TH defined by
setting
Kf,T,J := (PNJ ⊗ I)Kf,T
is an isometry, Kf,T,JH is co-invariant under each operator Bi⊗ I∆f,TH,
i = 1, . . . , n, and
(3.25) Ti = K
∗
f,T,J(Bi ⊗ I∆f,TH)Kf,T,J , i = 1, . . . , n.
(ii) The dilation index of T coincides with rank∆f,T .
(iii) If 1 ∈ NJ , then the J-constrained dilation (B1⊗I∆f,TH, . . . , Bn⊗I∆f,TH),
provided by (3.25), is minimal.
If, in addition, f = p is a polynomial, 1 ∈ NJ , and
(3.26) span{BαB∗β : α, β ∈ F+n } = C∗(B1, . . . , Bn),
then the following statements hold:
(iv) The minimal J-constrained dilation (B1 ⊗ I∆p,TH, . . . , Bn ⊗ I∆p,TH) is
unique up to an isomorphism.
(v) The minimal J-constrained dilation (B1 ⊗ I∆p,TH, . . . , Bn ⊗ I∆p,TH) is
the maximal piece of the dilation of T (provided by Theorem 3.15 when
J := {0}), i.e., (W1 ⊗ I∆p,TH, . . . ,Wn ⊗ I∆p,TH), in the noncommutative
variety Vp,J .
Proof. Part (i) was proved in Section 1.5. To prove (ii), let D be a Hilbert
space such that H can be identified with a co-invariant subspace of NJ ⊗D under
each operator Bi ⊗ ID, i = 1, . . . , n, and such that Ti = PH(Bi ⊗ ID)|H for
i = 1, . . . , n. Then, using relation (1.9), we have
IH −
∑
|α|≥1
aαTαT
∗
α = P
NJ⊗D
H



INJ − ∑
|α|≥1
aαBαB
∗
α

⊗ ID

 |H
= PNJ⊗DH

PNJ⊗D(I − ∑
|α|≥1
aαWαW
∗
α)|NJ ⊗ ID

 |H
= PNJ⊗DH [PNJPC|NJ ⊗ ID] |H.
Hence, rank∆f,T ≤ dimD. Now, part (i) implies that the dilation index of T is
equal to rank∆f,T .
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To prove (iii), assume that 1 ∈ NJ . Due to relation (1.7), eα =
√
bαWα(1)
and therefore PNJC PNJ eα = 0 for any α ∈ F+n , |α| ≥ 1. On the other hand, the
definition of the constrained Poisson kernel Kf,T,J implies
P0Kf,T,Jh = lim
m→∞
m∑
k=0
∑
|α|=k
PNJC PNJ eα ⊗∆f,TT ∗αh, h ∈ H,
where P0 := P
NJ
C ⊗ I∆f,TH. Therefore, P0Kf,T,JH = ∆f,TH. Using now Theorem
3.4 in the particular case whenM := KJ,TH and D := ∆f,TH, we deduce that the
subspace Kf,T,JH is cyclic for Bi ⊗ ID, i = 1, . . . , n, which proves the minimality
of the J-dilation provided by (3.25), i.e.,
(3.27) NJ ⊗∆f,TH =
∨
α∈F+n
(Bα ⊗ I∆f,TH)KJ,TH.
To prove the last part of the theorem, assume that 1 ∈ NJ , f = p is a polyno-
mial, and relation (3.26) holds. Consider another minimal J-constrained dilation
of T , i.e.,
(3.28) Ti = V
∗(Bi ⊗ ID)V, i = 1, . . . , n,
where V : H → NJ ⊗ D is an isometry, VH is co-invariant under each operator
Bi ⊗ ID, i = 1, . . . , n, and
(3.29) NJ ⊗D =
∨
α∈F+n
(Bα ⊗ ID)VH.
Due to (3.25), there exists a unital completely positive linear map
Ψ : span{BαB∗β : α, β ∈ F+n } → B(H)
such that Ψ(BαB
∗
β) = TαT
∗
β , α, β ∈ F+n . Moreover, Ψ has a unique extension to
C∗(B1, . . . , Bn). Consider the ∗-representations
π1 : C
∗(B1, . . . , Bn)→ B(NJ ⊗∆p,TH), π1(X) := X ⊗ I∆p,TH, and
π2 : C
∗(B1, . . . , Bn)→ B(NJ ⊗D), π2(X) := X ⊗ ID.
Due to relations (3.25), (3.28), (3.26), and the co-invariance of the subspaces
Kp,T,JH and VH under Bi ⊗ ID, i = 1, . . . , n, we have
Ψ(X) = K∗p,T,Jπ1(X)Kp,T,J = V
∗π2(X)V for X ∈ C∗(B1, . . . , Bn).
Now, due to the minimality conditions (3.27) and (3.29), and relation (3.26), we
deduce that π1 and π2 are minimal Stinespring dilations of Ψ. Since they are
unique, there exists a unitary operator U : NJ ⊗∆TH → NJ ⊗D such that
(3.30) U(Bi ⊗ I∆p,TH) = (Bi ⊗ ID)U, i = 1, . . . , n,
and UKp,T,J = V . Since U is unitary, we also have
U(B∗i ⊗ I∆p,TH) = (B∗i ⊗ ID)U, i = 1, . . . , n.
On the other hand, since C∗(B1, . . . , Bn) is irreducible (see Theorem 3.6), we must
have U = INJ ⊗ Z, where Z ∈ B(∆p,TH,D) is a unitary operator. Therefore,
dim∆p,TH = dimD and UKf,T,JH = VH, which proves that the two dilations are
unitarily equivalent.
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In the particular case when J = {0}, item (iv) shows that
W := (W1 ⊗ I∆p,TH, . . . ,Wn ⊗ I∆p,TH)
is a realization of the minimal dilation of (T1, . . . , Tn) ∈ Dp(H). Using Proposition
3.19, one can easily see that the maximal piece ofW in the noncommutative variety
Vp,J coincides with (B1 ⊗ I∆p,TH, . . . , Bn ⊗ I∆p,TH), which proves (v). The proof
is complete. 
Proposition 3.21. Let p be a positive regular polynomial and let J be a w∗-closed
ideal of F∞n (Dp) such that 1 ∈ NJ and condition (3.26) holds. A pure n-tuple of
operators T ∈ Vp,J(H) has rank∆p,T = m, m = 1, 2, . . . ,∞, if and only if it is
unitarily equivalent to one obtained by compressing (B1 ⊗ ICm , . . . , Bn ⊗ ICm) to a
co-invariant subspace M ⊂ NJ ⊗ Cm under each operator Bi ⊗ ICm , i = 1, . . . , n,
with the property that dimP0M = m, where P0 is the orthogonal projection of
NJ ⊗ Cm onto the subspace 1⊗ Cm.
Proof. The implication “ =⇒ ” follows from item (i) of Theorem 3.20. Con-
versely, assume that
Ti = PH(Bi ⊗ ICm)|H, i = 1, . . . , n,
where H ⊂ NJ ⊗Cm is a co-invariant subspace under each operator Bi ⊗ ICm , i =
1, . . . , n, such that dimP0H = m. First, notice that T := (T1, . . . , Tn) ∈ Vp,J(H) is
of class C·0. Consider the case when m <∞. Since P0H ⊆ Cm and dimP0H = m,
we deduce that P0H = Cm. Since 1 ∈ NJ , the latter condition is equivalent to
(3.31) H⊥ ∩ Cm = {0}.
Since INJ −
∑
|α|≥1
aαBαB
∗
α = P
NJ
C , we deduce that
rank∆p,T = rankPH



INJ − ∑
|α|≥1
aαBαB
∗
α

⊗ ICm

 |H
= rankPHP0|H = dimPHP0H
= dimPHCm.
If we assume that rank∆p,T < m, then there exists h ∈ Cm, h 6= 0, with PHh = 0.
This contradicts relation (3.31). Consequently, we must have rank∆p,T = m.
Now, we consider the case when m = ∞. According to Theorem 3.4 and its
proof, we have ∨
α∈F+n
(Bα ⊗ ICm)H = NJ ⊗ E ,
where E := P0H. Since NJ ⊗ E is reducing for Bi ⊗ ICm , i = 1, . . . , n, we deduce
that
Ti = PH(Bi ⊗ IE)|H, i = 1, . . . , n.
Due to the uniqueness of the minimal J-constrained dilation of T (see part (iv) of
Theorem 3.20), we deduce that
dim∆p,TH = dim E =∞.
This completes the proof. 
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We can characterize now the pure n-tuples of operators in the noncommutative
variety Vp,J , having rank one, i.e., rank∆p,T = 1.
Corollary 3.22. Let J be a w∗-closed two-sided ideal of F∞n (Dp) such that 1 ∈ NJ
and condition (3.26) is satisfied.
(i) If M⊂ NJ is a co-invariant subspace under Bi, i = 1, . . . , n, then
T := (T1, . . . , Tn), Ti := PMBi|M, i = 1, . . . , n,
is a pure n-tuple of operators in Vp,J (M) such that rank∆p,T = 1.
(ii) IfM′ is another co-invariant subspace under Bi, i = 1, . . . , n, which gives
rise to an n-tuple T ′, then T and T ′ are unitarily equivalent if and only
if M =M′.
(iii) Every pure n-tuple T ∈ Vp,J with rank∆p,T = 1 is unitarily equivalent
to one obtained by compressing (B1, . . . , Bn) to a co-invariant subspace
under Bi, i = 1, . . . , n.
Proof. Since M ⊂ NJ is a co-invariant subspace under each operator Bi,
i = 1, . . . , n, we can use the F∞n (Df )-functional calculus and deduce that
ϕ(T1, . . . , Tn) = PMϕ(B1, . . . , Bn)|M = 0, ϕ ∈ J.
This shows that (T1, . . . , Tn) ∈ Vp,J(M). On the other hand, we have
IM −
∑
|α|≥1
aαTαT
∗
α = PM

INJ − ∑
|α|≥1
aαBαB
∗
α

 |M
= PMPNJC |M.
Hence, rank∆p,T ≤ 1. Since
Φkp,T (I) = PMΦ
k
p,B(INJ )|M, k = 1, 2, . . . ,
and (B1, . . . , Bn) is a pure n-tuple in Vp,J (NJ), we deduce that (T1, . . . , Tn) ∈
Vp,J(M) is pure. This also implies that ∆p,T 6= 0, so rank∆p,T ≥ 1. Consequently,
we have rank∆p,T = 1.
To prove (ii), notice that, as in the proof of Proposition 3.21, one can show
that T and T ′ are unitarily equivalent if and only if there exists a unitary operator
Λ : NJ → NJ such that
ΛBi = BiΛ, for i = 1, . . . , n, and ΛM =M′.
Hence ΛB∗i = B
∗
i Λ, i = 1, . . . , n. Since C
∗(B1, . . . , Bn) is irreducible (see Theorem
3.6) Λ must be a scalar multiple of the identity. Hence, we haveM = ΛM =M′.
Part (iii) of this corollary follows from Theorem 3.15, Corollary 3.16, and Corol-
lary 3.17. 
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3.4. Characteristic functions and model theory
Given a positive regular free holomorphic function f on B(H)n and an n-
tuple of operators T := (T1, . . . , Tn) in the noncommutative domain Df (H), we
associate a characteristic function Θf,T , which is a multi-analytic operator with
respect to the universal model (W1, . . . ,Wn) ofDf . We prove that the characteristic
function is a complete unitary invariant and obtain a functional model for the class
of completely non-coisometric elements of Df (H). Similar results are obtained for
constrained characteristic functions Θf,T,J associated with the noncommutative
varieties Vf,J ⊂ Df . In particular, the commutative case is discussed.
Let f =
∑
|α|≥1 aαXα a positive regular free holomorphic function on B(H)n.
Given the noncommutative domain
Df (H) :=

(X1, . . . , Xn) ∈ B(H)n :
∥∥∥∥∥∥
∑
|α|≥1
aαXαX
∗
α
∥∥∥∥∥∥ ≤ 1

 ,
define Γ := {α ∈ F+n : aα 6= 0} and N := cardΓ. If T := (T1, . . . , Tn) ∈ Df (H),
we define the row operator C(T ) := [
√
aα˜Tα˜ : α ∈ Γ], where the entries are
arranged in the lexicographic order of Γ ⊂ F+n . Note that C(T ) is an operator
acting from H(N) (the direct sum of N copies of H) to H. Let (W1, . . . ,Wn) (resp.
(Λ1, . . . ,Λn) ) be the weighted left (resp. right) creation operators associated with
the noncommutative domain Df .
We define the characteristic function of T to be the multi-analytic operator
(with respect to the operators W1, . . . ,Wn)
Θf,T (Λ1, . . . ,Λn) : F
2(Hn)⊗DC(T )∗ → F 2(Hn)⊗DC(T )
with the formal Fourier representation
−IF 2(Hn) ⊗ C(T ) +
(
IF 2(Hn) ⊗∆C(T )
)IF 2(Hn)⊗H − ∑
|α|≥1
aα˜Λα ⊗ T ∗α˜


−1
[
√
aα˜Λα ⊗ IH : α ∈ Γ]
(
IF 2(Hn) ⊗∆C(T )∗
)
,
where the defect operators associated with the row contraction C(T ) are
∆C(T ) := (IH − C(T )C(T )∗)1/2 ∈ B(H) and
∆C(T )∗ := (I − C(T )∗C(T ))1/2 ∈ B(H(N)),
while the defect spaces are DC(T ) := ∆C(T )H and DC(T )∗ := ∆C(T )∗H(N).
The following factorization result will play an important role in our investiga-
tion.
Theorem 3.23. If T := (T1, . . . , Tn) ∈ Df (H), then the characteristic function
Θf,T associated with T is a well-defined contractive multi-analytic operator with
respect to the weighted left creation operators associated with the noncommutative
domain Df . Moreover,
(3.32) I −Θf,TΘ∗f,T = Kf,TK∗f,T ,
where Kf,T is the corresponding Poisson kernel associated with T and Df (H).
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Proof. Consider the following operators:
Ĉ(T ) :=
[
IF 2(Hn) ⊗
√
aα˜Tα˜ : α ∈ Γ
]
,
Ĉ(Λ) := [
√
aα˜Λα ⊗ IH : α ∈ Γ] ,
Ĉ(Λ)r :=
[√
aα˜r
|α|Λα ⊗ IH : α ∈ Γ
]
, 0 < r < 1,
and define
A := Ĉ(T )
∗
, B := ∆
Ĉ(T )
∗ , C := ∆
Ĉ(T )
, D := −Ĉ(T ), and Z := Ĉ(Λ)r, 0 < r < 1.
Since C(T ) is a contraction, the operator matrix
(
A B
C D
)
=

Ĉ(T )∗ ∆Ĉ(T )∗
∆
Ĉ(T )
−Ĉ(T )


is unitary. Therefore,
(3.33) AA∗ +BB∗ = I, CC∗ +DD∗ = I, and AC∗ +BD∗ = 0.
According to Section 1.1, we have I − ∑
|α|≥1
aα˜ΛαΛ
∗
α = PC, which implies ‖Z‖ =
‖Ĉ(Λ)r‖ ≤ r < 1 for 0 < r < 1. Since (T1, . . . , Tn) ∈ Df (H), we have ‖A‖ ≤ 1 and
consequently ‖ZA‖ < 1.
Therefore, the operator
Φ(Z) := D + C(I − ZA)−1ZB
is well-defined and, using relation (3.33), we have
I − Φ(Z)Φ(Z)∗ = I −DD∗ − C(I − ZA)−1ZBD∗ −DB∗Z∗(I −A∗Z∗)−1C∗
− C(I − ZA)−1ZBB∗Z∗(I −A∗Z∗)−1C∗
= CC∗ + C(I − ZA)−1ZAC∗ + CA∗Z∗(I −A∗Z∗)−1C∗
− C(I − ZA)−1ZZ∗(I −A∗Z∗)−1C∗
+ C(I − ZA)−1ZAA∗Z∗(I −A∗Z∗)−1C∗
= C(I − ZA)−1 [(I − ZA)(I −A∗Z∗) + ZA(I −A∗Z∗)
+(I − ZA)A∗Z∗ − ZZ∗ + ZAA∗Z∗] (I −A∗Z∗)−1C∗
= C(I − ZA)−1(I − ZZ∗)(I −A∗Z∗)−1C∗.
Hence,
(3.34) I − Φ(Z)Φ(Z)∗ = C(I − ZA)−1(I − ZZ∗)(I −A∗Z∗)−1C∗.
Therefore, according to our notations and the definition of Θf,T (rΛ1, . . . , rΛn), the
defect operator
IF 2(Hn)⊗H −Θf,T (rΛ1, . . . , rΛn)Θf,T (rΛ1, . . . , rΛn)∗
is equal to the product
∆
Ĉ(T )
(
IF 2(Hn)⊗H − Ĉ(Λ)rĈ(T )
∗)−1 (
IF 2(Hn)⊗H − Ĉ(Λ)rĈ(Λ)
∗
r
)
(
IF 2(Hn)⊗H − Ĉ(T )Ĉ(Λ)
∗
r
)−1
∆
Ĉ(T )
,
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which is a positive operator for any r ∈ (0, 1). Consequently, we have
sup
0≤r<1
‖Θf,T (rΛ1, . . . , rΛn)‖ ≤ 1.
An operator-valued extension of Theorem 2.3 shows that Θf,T is a multi-analytic
operator with respect to the weighted left creation operators associated with the
domain Df , i.e., in the operator space R∞n (Df )⊗¯B(DC(T )∗ ,DC(T )), and the char-
acteristic function Θf,T (Λ1, . . . ,Λn) is equal to
SOT- lim
r→1
[
−Ĉ(T ) + ∆
Ĉ(T )
(
IF 2(Hn)⊗H − Ĉ(Λ)rĈ(T )
∗)−1
Ĉ(Λ)r∆Ĉ(T )
∗
]
.
Now, the above calculations and relations (2.15) and (2.18) of Section 2.4, reveal
that
IF 2(Hn)⊗DC(T ) −Θf,T (rΛ1, . . . , rΛn)Θf,T (rΛ1, . . . , rΛn)∗
=
(
IF 2(Hn) ⊗∆f,T
)IF 2(Hn)⊗H − ∑
|α|≥1
aα˜r
|α|Λα ⊗ T ∗α˜


−1



IF 2(Hn) − ∑
|α|≥1
aα˜r
2|α|ΛαΛ∗α

⊗ IH



IF 2(Hn)⊗H − ∑
|α|≥1
aα˜r
|α|Λ∗α ⊗ Tα˜


−1 (
IF 2(Hn) ⊗∆f,T
)
=

∑
γ∈F+n
bγ˜r
|γ|Λγ ⊗∆f,TT ∗γ˜





IF 2(Hn) − ∑
|α|≥1
aα˜r
2|α|ΛαΛ∗α

⊗ IH



∑
β∈F+n
bβ˜r
|β|Λ∗β ⊗ Tβ˜∆f,T

 .
Now, we recall from Section 1.1 that
Λ∗βeα =


√
bγ√
bα
eγ if α = γβ˜
0 otherwise
and PCΛ
∗
βeα =
{
1√
bβ
if α = β˜
0 otherwise
.
Hence, and using again that I − ∑
|α|≥1
aα˜ΛαΛ
∗
α = PC, we deduce that
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lim
r→1
〈
[IF 2(Hn)⊗DC(T ) −Θf,T (rΛ1, . . . , rΛn)Θf,T (rΛ1, . . . , rΛn)∗](eα ⊗ h), eω ⊗ k
〉
= lim
r→1
∑
γ∈F
+
n
|γ|≤|ω|
∑
β∈F
+
n
|β|≤|α|
〈
bγ˜bβ˜r
|γ|+|β|Λγ

IF 2(Hn) − ∑
|α|≥1
aα˜r
2|α|ΛαΛ∗α

Λ∗βeα, eω
〉
〈
∆f,TT
∗
γ˜Tβ˜∆f,Th, k
〉
=
∑
γ∈F
+
n
|γ|≤|ω|
∑
β∈F
+
n
|β|≤|α|
〈
bγ˜bβ˜ΛγPCΛ
∗
βeα, eω
〉〈
∆f,TT
∗
γ˜Tβ˜∆f,Th, k
〉
=
∑
β∈F
+
n
|β|≤|α|
〈
bγ˜bαΛγ
(
1√
bα
)
, eω
〉〈
∆f,TT
∗
γ˜ Tα∆f,Th, k
〉
=
∑
β∈F
+
n
|β|≤|α|
bγ˜
√
bα
1√
bγ˜
〈eγ˜ , eω〉
〈
∆f,TT
∗
γ˜ Tα∆f,Th, k
〉
=
√
bω
√
bα 〈∆f,TT ∗ωTα∆f,Th, k〉
for every α, ω ∈ F+n , h ∈ DC(T )∗ , k ∈ DC(T ). An operator-valued version of
Theorem 1.12, shows that
SOT- lim
r→1
Θf,T (rΛ1, . . . , rΛn)
∗ = Θf,T (Λ1, . . . ,Λn)∗.
Therefore, taking into account the above computations, we deduce that
〈
[IF 2(Hn)⊗DC(T ) −Θf,T (Λ1, . . . ,Λn)Θf,T (Λ1, . . . ,Λn)∗](eα ⊗ h), eω ⊗ k
〉
=
√
bω
√
bα 〈∆f,TT ∗ωTα∆f,Th, k〉
for every α, ω ∈ F+n , h, k ∈ DC(T ).
On the other hand, using the definition of the Poisson kernel associated with
(T1, . . . , Tn) ∈ Df (H), we deduce that K∗f,T (eα⊗ h) =
√
bαTα∆f,T for any α ∈ F+n ,
and〈
Kf,TK
∗
f,T (eα ⊗ h), eω ⊗ k
〉
=
〈
Kf,T
(√
bαTα∆f,Th
)
, eω ⊗ k
〉
=
〈∑
β∈F+n
(√
bβ
√
bαeβ ⊗ ∆f,TT ∗βTα∆f,Th
)
, eω ⊗ k
〉
=
√
bα
√
bω 〈∆f,TT ∗ωTα∆f,Th, k〉
for any h, k ∈ DT and α, ω ∈ F+n . Taking into account the above relations, we
deduce that
IF 2(Hn)⊗DC(T ) −Θf,T (Λ1, . . . ,Λn)Θf,T (Λ1, . . . ,Λn)∗ = Kf,TK∗f,T ,
which completes the proof. 
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We recall from Section 2.4 that the joint spectral radius of an n-tuple of op-
erators X := (X1, . . . , Xn) ∈ Df (H), with respect to the noncommutative domain
Df , is defined by
rf (X1, . . . , Xn) := lim
k→∞
∥∥Φkf,X(I)∥∥1/2k ,
where Φf,X(Y ) :=
∑
|α|≥1
aαXαY X
∗
α for any Y ∈ B(H). We also recall that if
f =
∑
|α|≥1 aαXα is a positive regular free holomorphic function on B(H)n, then
so is f˜ :=
∑
|α|≥1 aα˜Xα.
Corollary 3.24. Let T := (T1, . . . , Tn) ∈ Df (H) and let Θf,T be its characteristic
function. If X := (X1, . . . , Xn) ∈ Df˜ (K) is an n-tuple of operators with joint
spectral radius rf˜ (X1, . . . , Xn) < 1, then
IK⊗DC(T ) −Θf,T (X1, . . . , Xn)Θf,T (X1, . . . , Xn)∗
= ∆
Ĉ(T )
(
IK⊗H − Ĉ(X)Ĉ(T )
∗)−1 (
IK⊗H − Ĉ(X)Ĉ(X)
∗)
(
IK⊗H − Ĉ(T )Ĉ(X)
∗)−1
∆
Ĉ(T )
,
where Ĉ(X) := [
√
aα˜Xα⊗IH : α ∈ Γ] (see the notations from the proof of Theorem
3.23).
Proof. As in Section 2.4, we deduce that
r

∑
|α|≥1
aα˜Xα ⊗ T ∗α˜

 ≤ rf˜ (X1, . . . , Xn)rf (T1, . . . , Tn).
Since (T1, . . . , Tn) ∈ Df (H), we have rf (T1, . . . , Tn) ≤ 1. The above inequal-
ity shows that the spectral radius r
(∑
|α|≥1 aα˜Xα ⊗ T ∗α˜
)
< 1 and the operator(
IK⊗H −
∑
|α|≥1 aα˜Xα ⊗ T ∗α˜
)−1
is bounded. Now, replacing Z by Ĉ(X) in relation
(3.34) (see the proof of Theorem 3.23), we obtain the required factorization. 
We introduce now the constrained characteristic function associated with n-
tuples of operators in the noncommutative variety Vf,J ⊂ Df .
Let J be a w∗-closed two-sided ideal of the Hardy algebra algebra F∞n (Df ). As
in our previous sections, define the subspaces of F 2(Hn),
MJ := JF 2(Hn) and NJ := F 2(Hn)⊖MJ ,
and the constrained weighted left (resp. right) creation operators associated with Df
and J by setting
Bi := PNJWi|NJ and Ci := PNJΛi|NJ , i = 1, . . . , n.
Now, we assume that the ideal J is generated by a family PJ of polynomials in
W1, . . . ,Wn and the identity. An n-tuple of operators T := (T1, . . . , Tn) ∈ Df (H)
is called J-constrained if it belongs to the noncommutative variety Vf,J(H) defined
by
Vf,J(H) := {(X1, . . . , Xn) ∈ Df (H) : q(X1, . . . , Xn) = 0 for q ∈ PJ} .
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We define the constrained characteristic function associated with T ∈ Vf,J(H) to
be the multi-analytic operator (with respect to the constrained shifts B1, . . . , Bn)
Θf,T,J = Θf,T,J(C1, . . . , Cn) : NJ ⊗DC(T )∗ → NJ ⊗DC(T )
defined by the formal Fourier representation
−INJ ⊗ C(T ) +
(
INJ ⊗∆C(T )
) (
INJ⊗H −
∑
|α|≥1
aα˜Cα ⊗ T ∗α˜
)−1
[
√
aα˜Cα ⊗ IH : α ∈ Γ]
(
INJ ⊗∆C(T )∗
)
,
where Ci := PNJΛi|NJ , i = 1, . . . , n. Taking into account that NJ is an invariant
subspace under Λ∗1, . . . ,Λ
∗
n, we can see that
Θf,T (Λ1, . . . ,Λn)
∗(NJ ⊗DC(T )) ⊆ NJ ⊗DC(T )∗ and
PNJ⊗DC(T )Θf,T (Λ1, . . . ,Λn)|NJ ⊗DC(T )∗ = Θf,T,J(C1, . . . , Cn),
(3.35)
where Θf,T is the characteristic function of T as an element of the noncommutative
domain Df (H). Since Θf,T ∈ R∞n (Df )⊗¯B(DC(T )∗ ,DC(T )), it is easy to see that
Θf,T,J ∈ R∞n (Vf,J )⊗¯B(DC(T )∗ ,DC(T )).
Let us remark that the above definition of the constrained characteristic func-
tion makes sense (and has the same properties) when J is an arbitrary w∗-closed
two-sided ideal of F∞n (Df ) and T := (T1, . . . , Tn) is an arbitrary c.n.c. n-tuple of
operators in Vf,J(H).
Theorem 3.25. Let J 6= F∞n (Df ) be a w∗-closed two-sided ideal of F∞n (Df ) gen-
erated by a family of polynomials PJ ⊂ F∞n (Df ). If T := (T1, . . . , Tn) is in the
noncommutative variety Vf,J(H), then
INJ⊗DC(T ) −Θf,T,JΘ∗f,T,J = Kf,T,JK∗f,T,J ,
where Θf,T,J is the constrained characteristic function of T ∈ Vf,J (H) and Kf,T,J
is the corresponding constrained Poisson kernel.
Moreover, the factorization above holds when J is an arbitrary w∗-closed two-
sided ideal of F∞n (Df ) and T := (T1, . . . , Tn) ∈ Vf,T (H) is a c.n.c. n-tuple of
operators.
Proof. The constrained Poisson kernel associated with T ∈ Vf,J(H) is the
operator Kf,T,J : H → NJ ⊗∆C(T )H defined by
(3.36) Kf,T,J := (PNJ ⊗ I∆C(T )H)Kf,T ,
where Kf,T is the Poisson kernel of T ∈ Df (H). According to the proof of Theorem
3.12, we have rangeKf,T ⊆ NJ ⊗ ∆C(T )H. Using Theorem 3.23 and taking the
compression of relation (3.32) to the subspace NJ ⊗DC(T ) ⊂ F 2(Hn)⊗DC(T ), we
obtain
INJ⊗DC(T ) − PNJ⊗DC(T )Θf,T (Λ1, . . . ,Λn)Θf,T (Λ1, . . . ,Λn)∗|NJ ⊗DC(T )
= PNJ⊗DC(T )Kf,TK
∗
f,T |NJ ⊗DC(T ).
Hence, and taking into account relations (3.35), (3.36), and that C∗i = Λ
∗
i |NJ ,
i = 1, . . . , n, we infer that
INJ⊗DC(T ) −Θf,T,J(C1, . . . , Cn)Θf,T,J (C1, . . . , Cn)∗ = Kf,T,JK∗f,T,J .
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The last part of the theorem can be proved in a similar manner, using Theorem
3.20 and Theorem 3.23. The proof is complete. 
Now we present a functional model for c.n.c. n-tuples of operators (T1, . . . , Tn)
in the noncommutative variety Vf,J(H), in terms of the constrained characteristic
functions.
Theorem 3.26. Let J 6= F∞n (Df ) be a w∗-closed two-sided ideal of the Hardy
algebra F∞n (Df ) and let T := (T1, . . . , Tn) be a c.n.c. n-tuple of operators in the
noncommutative variety
Vf,J(H) := {(X1, . . . , Xn) ∈ Df (H) : ϕ(X1, . . . , Xn) = 0, ϕ ∈ J} .
Then T := (T1, . . . , Tn) is unitarily equivalent to the n-tuple T := (T1, . . . ,Tn) ∈
Vf,J(Hf,T,J) on the Hilbert space
Hf,T,J :=
[(NJ ⊗DC(T ))⊕∆Θf,T,J (NJ ⊗DC(T )∗)]
⊖ {Θf,T,Jϕ⊕∆Θf,T,Jϕ : ϕ ∈ NJ ⊗DC(T )∗} ,
where ∆Θf,T,J :=
(
I −Θ∗f,T,JΘf,T,J
)1/2
and the operator Ti, i = 1, . . . , n, is
uniquely defined by the relation(
PNJ⊗DC(T ) |Hf,T,J
)
T∗i x = (B
∗
i ⊗ I∆C(T )H)
(
PNJ⊗DC(T ) |Hf,T,J
)
x, x ∈ Hf,T,J ,
where PNJ⊗DC(T ) |Hf,T,J is an injective operator, PNJ⊗DC(T ) is the orthogonal projec-
tion of the Hilbert space
(NJ ⊗ DC(T )) ⊕∆Θf,T,J (NJ ⊗DC(T )∗) onto the subspace
NJ ⊗ DC(T ), and B1, . . . , Bn are the constrained weighted left creation operators
associated with Vf,J .
Moreover, T is a pure n-tuple of operators in Vf,J(H), if and only if the con-
strained characteristic function Θf,T,J is an inner multi-analytic operator. In this
case, T is unitarily equivalent to the n-tuple
(3.37)
(
PHf,T,J (B1 ⊗ IDC(T ))|Hf,T,J , . . . , PHf,T,J (Bn ⊗ IDC(T ))|Hf,T,J
)
,
where PHf,T,J is the orthogonal projection of NJ ⊗DC(T ) onto the Hilbert space
Hf,T,J =
(NJ ⊗ DC(T ))⊖Θf,T,J(NJ ⊗DC(T )∗).
Proof. Define the Hilbert space
Kf,T,J :=
(NJ ⊗DC(T ))⊕∆Θf,T,J (NJ ⊗DC(T )∗)
and denote by PHf,T,J the orthogonal projection of Kf,T,J onto the subspace Hf,T,J ,
defined in the theorem. In what follows, we show that there is a unique unitary
operator Γ : H → Hf,T,J such that
(3.38) Γ(K∗f,T,Jg) = PHf,T,J (g ⊕ 0), g ∈ NJ ⊗DC(T ).
First, let us prove that
(3.39) ‖K∗f,T,Jg‖ = ‖PHf,T,J (g ⊕ 0)‖, g ∈ NJ ⊗DC(T ).
Due to Theorem 3.25, we have
(3.40) ‖K∗f,T,Jg‖2 + ‖Θ∗f,T,Jg‖2 = ‖g‖2, g ∈ NJ ⊗DC(T ).
On the other hand, note that the operator Φ : NJ ⊗DC(T )∗ → Kf,T,J defined by
Φϕ := Θf,T,Jϕ⊕∆Θf,T,Jϕ, ϕ ∈ NJ ⊗DC(T )∗ ,
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is an isometry and
(3.41) Φ∗(g ⊗ 0) = Θ∗f,T,Jg, g ∈ NJ ⊗DC(T ).
Consequently, we have
‖g‖2 = ‖PHf,T,J (g ⊕ 0)‖2 + ‖ΦΦ∗(g ⊕ 0)‖2
= ‖PHf,T,J (g ⊕ 0)‖2 + ‖Θ∗f,T,Jg‖2
for any g ∈ NJ ⊗DC(T ). Hence, and using (3.40), we deduce (3.39).
Since (T1, . . . , Tn) is c.n.c. n-tuple in Vf,J(H), Proposition 1.11 shows that
Kf,T is a one-to-one operator. On the other hand, Kf,T,J = (PNJ ⊗ H)Kf,T and
the range of Kf,T is included in the subspace NJ ⊗ ∆f,T (H). Consequently, the
constrained Poisson kernel Kf,T,J is also one-to-one and rangeK
∗
f,T,J is dense in
H. On the other hand, let x ∈ Hf,T,J and assume that x ⊥ PHf,T,J (g ⊕ 0) for any
g ∈ NJ ⊗DC(T ). Using the definition of Hf,T,J and the fact that Kf,T,J coincides
with the span{
g ⊕ 0 : g ∈ NJ ⊗DC(T )
}∨{
Θf,T,Jϕ⊕∆Θf,T,Jϕ, ϕ ∈ NJ ⊗DC(T )∗
}
,
we deduce that x = 0. This shows that
Hf,T,J =
{
PHf,T,J (g ⊕ 0) : g ∈ NJ ⊗DC(T )
}
Hence, and using relation (3.39), we infer that there is a unique unitary operator
Γ satisfying relation (3.38).
For each i = 1, . . . , n, let Ti : Hf,T,J → Hf,T,J be the transform of Ti under
the unitary operator Γ : H → Hf,T,J defined by (3.38), that is,
Ti := ΓTiΓ
∗, i = 1, . . . , n.
We prove now that, for each i = 1, . . . , n,
(3.42)
(
PNJ⊗DC(T ) |Hf,T,J
)
T∗i x = (B
∗
i ⊗ I∆f,TH)
(
PNJ⊗DC(T ) |Hf,T,J
)
x
for any x ∈ Hf,T,J First, notice that using Theorem 3.25, relation 3.41, and the
fact that Φ is an isometry, we obtain
PNJ⊗DC(T )ΓK
∗
f,T,Jg = PNJ⊗DC(T )PHf,T,J (g ⊕ 0) = g − PNJ⊗DC(T )ΦΦ∗(g ⊕ 0)
= g −Θf,T,JΘ∗f,T,Jg = Kf,T,JK∗f,T,Jg
for any g ∈ NJ ⊗ DC(T ). Consequently, using the fact that the range of K∗f,T,J is
dense in H, we deduce that
(3.43) PNJ⊗DC(T )Γ = Kf,T,J .
Hence, and taking into account that the constrained Poisson kernel Kf,T,J is one-
to-one, we can conclude that
(3.44) PNJ⊗DC(T ) |Hf,T,J = Kf,T,JΓ∗
is a one-to-one operator acting from Hf,T,J to NJ ⊗ DC(T ). Now, using relation
(3.43) and the properties of the constrained Poisson kernel, we have(
PNJ⊗DC(T ) |Hf,T,J
)
T∗iΓh =
(
PNJ⊗DC(T ) |Hf,T,J
)
ΓT ∗i h = Kf,T,JT
∗
i h
=
(
B∗i ⊗ I∆f,TH
)
Kf,T,Jh
=
(
B∗i ⊗ I∆f,TH
) (
PNJ⊗DC(T ) |Hf,T,J
)
Γh
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for any h ∈ H. Hence, we deduce relation (3.42). We remark that, since the
operator PNJ⊗DC(T ) |Hf,T,J is one-to-one (see (3.44)), the relation (3.42) uniquely
determines each operator T∗i , i = 1, . . . , n.
To prove that last part of the theorem, assume that T := (T1, . . . , Tn) is a pure
n-tuple in Vf,J(H). Due to the proof of Theorem 1.15, the constrained Poisson
kernel Kf,T,J : H → NJ⊗∆f,TH is an isometry. Consequently, Kf,T,JK∗f,T,J is the
orthogonal projection of NJ ⊗∆f,TH onto Kf,T,JH. Using Theorem 3.25, we have
Kf,T,JK
∗
f,T,J +Θf,T,JΘ
∗
f,T,J = INJ⊗∆f,TH.
This shows that Kf,T,JK
∗
f,T,J and Θf,T,JΘ
∗
f,T,J are mutually orthogonal projec-
tions. Therefore, Θf,T,J is a partial isometry, i.e., an inner multi-analytic operator,
with respect to B1, . . . , Bn. Consequently, Θ
∗
f,T,JΘf,T,J is a projection. This im-
plies that ∆Θf,T,J is the projection on the orthogonal complement of rangeΘ
∗
f,T,J .
Note that u⊕ v ∈ Kf,T,J is in the subspace Hf,T,J if and only if〈
u⊕ v,Θf,T,Jϕ⊕∆Θf,T,Jϕ
〉
= 0
for any ϕ ∈ NJ ⊗DC(T )∗ , which is equivalent to
(3.45) Θ∗f,T,Ju+∆Θf,T,J v = 0.
According to the above observations, we have Θ∗f,T,Ju ⊥ ∆Θf,T,J v. Consequently,
relation (3.45) holds if and only if Θ∗f,T,Ju = 0 and v = 0. Therefore,
Hf,T,J =
(NJ ⊗ DC(T ))⊖Θf,T,J(NJ ⊗DC(T )∗).
Notice also that, PNJ⊗DC(T ) |Hf,T,J is the restriction operator and relation (3.42)
implies
Ti = PHf,T,J (Bi ⊗ IDC(T ))|Hf,T,J , i = 1, . . . , n.
Conversely, if we assume that Θf,T,J is inner, then it is a partial isometry. Once
again, Theorem 3.25 implies that Kf,T,J is a partial isometry. On the other hand,
since T is c.n.c., Proposition 1.11 shows that Kf,T and, consequently, Kf,T,J are
one-to-one partial isometries, and therefore isometries. Due to relation (1.22), we
have
K∗f,T,JKf,T,J = K
∗
f,TKf,T = IH − SOT- lim
k→∞
Φkf,T (I).
Consequently, we have SOT- limk→∞ Φkf,T (I) = 0, which proves that T is a pure
n-tuple of operators with respect to Df (H). This completes the proof. 
Let Φ ∈ R∞n (Vf,J)⊗¯B(K1,K2) and Φ′ ∈ R∞n (Vf,J)⊗¯B(K′1,K′2) be two multi-
analytic operators with respect to the constrained shifts B1, . . . , Bn associated with
Vf,J . We say that Φ and Φ′ coincide if there are two unitary operators τj ∈
B(Kj ,K′j) such that
Φ′(INJ ⊗ τ1) = (INJ ⊗ τ2)Φ.
Now we can show that the constrained characteristic function Θf,T,J is a com-
plete unitary invariant for c.n.c. n-tuples of operators in the noncommutative
variety Vf,J .
Theorem 3.27. Let J 6= F∞n (Df ) be a w∗-closed two-sided ideal of the Hardy
algebra F∞n (Df ) and let T := (T1, . . . , Tn) ∈ Vf,J (H) and T ′ := (T ′1, . . . , T ′n) ∈
Vf,J(H′) be two c.n.c. n-tuples of operators. Then T and T ′ are unitarily equivalent
if and only if their constrained characteristic functions Θf,T,J and Θf,T ′,J coincide.
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Proof. First assume that the n-tuples T and T ′ are unitarily equivalent and
let U : H → H′ be a unitary operator such that Ti = U∗T ′iU for any i = 1, . . . , n.
We recall that Γ := {α ∈ F+n : aα 6= 0}, N := cardΓ, and
C(T ) := [
√
aα˜Tα˜ : α ∈ Γ]
is the the row operator with the entries are arranged in the lexicographic order of
Γ ⊂ F+n . Note that C(T ) is an operator acting from H(N) (the direct sum of N
copies of H) to H. Since ∆2C(T ) = I −
∑
|α|≥1 aαTαT
∗
α, we deduce that U∆C(T ) =
∆C(T ′)U . Similarly, we obtain (⊕Ni=1U)∆C(T )∗ = ∆C(T )′∗(⊕Ni=1U). Define the
unitary operators τ and τ ′ by setting
τ := U |DC(T ) : DC(T ) → DC(T ′) and τ ′ := (⊕Ni=1U)|DC(T )∗ : DC(T )∗ → DC(T ′)∗ .
Using the definition of the constrained characteristic function, it is easy to show
that
(INJ ⊗ τ)Θf,T,J = Θf,T ′,J(INJ ⊗ τ ′).
Conversely, assume that the constrained characteristic functions of T and T ′
coincide. Then there exist unitary operators τ : DC(T ) → DC(T ′) and τ∗ : DC(T )∗ →
DC(T ′)∗ such that
(3.46) (INJ ⊗ τ)Φf,T,J = Φf,T ′,J(INJ ⊗ τ∗).
It is clear that relation (3.46) implies
∆Φf,T,J = (INJ ⊗ τ∗)∗∆Φf,T ′,J (INJ ⊗ τ∗)
and
(INJ ⊗ τ∗)∆Φf,T,J (NJ ⊗DC(T )∗) = ∆Φf,T ′,J (NJ ⊗DC(T ′)∗).
Define now the unitary operator U : Kf,T,J → Kf,T ′,J by setting
U := (INJ ⊗ τ) ⊕ (INJ ⊗ τ∗).
Simple computations reveal that the operator Φ : NJ ⊗ DC(T )∗ → Kf,T,J , defined
by
Φϕ := Θf,T,Jϕ⊕∆Θf,T,Jϕ, ϕ ∈ NJ ⊗DC(T )∗ ,
and the corresponding Φ′ satisfy the following relations:
(3.47) UΦ (INJ ⊗ τ∗)∗ = Φ′
and
(3.48) (INJ ⊗ τ)PKf,T,JNJ⊗DC(T )U∗ = P
Kf,T ′,J
NJ⊗DC(T ′) ,
where P
Kf,T,J
NJ⊗DC(T ) is the orthogonal projection of Kf,T,J onto NJ ⊗ DC(T ). Note
also that relation (3.47) implies
UHf,T,J = UKf,T,J ⊖ UΦ(NJ ⊗DC(T )∗)
= Kf,T ′,J ⊖ Φ′(INJ ⊗ τ∗)(NJ ⊗DC(T )∗)
= Kf,T ′,J ⊖ Φ′(NJ ⊗DC(T ′)∗).
Consequently, the operator U |Hf,T,J : HJ,T → Hf,T ′,J is unitary.
On the other hand, we have
(3.49) (B∗i ⊗ IDC(T ′))(INJ ⊗ τ) = (INJ ⊗ τ)(B∗i ⊗ IDC(T )).
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Let T := (T1, . . .Tn) and T
′ := (T′1, . . .T
′
n) be the model operators provided by
Theorem 3.26 for T and T ′, respectively. Using the relation (3.42) for T ′ and T , as
well as (3.48) and (3.49), we have
P
Kf,T ′,J
NJ⊗DC(T ′)T
′
i
∗
Ux = (B∗i ⊗ IDC(T ′))P
Kf,T,J
NJ⊗DC(T )Ux
= (B∗i ⊗ IDC(T ′))(INJ ⊗ τ)P
Kf,T,J
NJ⊗DC(T )x
= (INJ ⊗ τ)(B∗i ⊗ IDC(T ))PKf,T,JNJ⊗DC(T )x
= (INJ ⊗ τ)PKf,T,JNJ⊗DC(T )T∗i x
= P
Kf,T ′,J
NJ⊗DC(T ′)UT
∗
i x
for any x ∈ Hf,T,J and i = 1, . . . , n. Using the fact that PKf,T ′,JNJ⊗DC(T ′) |Hf,T ′,J is an
one-to-one operator (see Theorem 3.26), we deduce that(
U |Hf,T,J
)
T∗i = T
′
i
∗ (
U |Hf,T,J
)
, i = 1, . . . , n.
Finally, using again Theorem 3.26, we conclude that the n-tuples T and T ′ are
unitarily equivalent. The proof is complete. 
We remark that in the particular case when J = {0}, we obtain the characteris-
tic function Θf,T and model theory for n-tuples of operators in the noncommutative
domain Df (H).
Now, we discuss the commutative case when (T1, . . . , Tn) ∈ Df (H) and
TiTj = TjTi for i, j = 1, . . . , n.
Assume that f =
∑
|α|≥1 aαXα is a positive regular free holomorphic function
on B(H)n. If Jc is the w∗-closed two-sided ideal of F∞n (Df ) generated by the
polynomials
{WiWj −WjWi : i, j = 1, . . . , n},
then NJc = F 2s (Df ), the symmetric weighted Fock space, and
Li := PF 2s (Df )Wi|F 2s (Df ), i = 1, . . . , n,
are the weighted creation operators on the symmetric weighted Fock space. We
showed in Section 1.6, that the symmetric Fock space F 2s (Df ) can be identified
with the Hilbert space H2(D◦f (C)), which is the reproducing kernel Hilbert space
with reproducing kernel Kf : D◦f (C)×D◦f (C)→ C defined by
Kf(z, w) :=
1
1−∑|α|≥1 aαzαw¯α , z, w ∈ D◦f (C),
where
D◦f (C) := {z := (z1, . . . , zn) ∈ Cn :
∑
|α|≥1
aα|zα|2 < 1}.
We proved in Section 1.6 that F∞n (Vf,Jc) := PF 2s (Df )F∞n (Df )|F 2s (Df ), is the
w∗-closed algebra generated by the operators Li, i = 1, . . . , n, and the iden-
tity. Moreover, we showed that F∞n (Vf,Jc) can be identified with the algebra
of all multipliers of H2(D◦f (C)). Under this identification, the weighted creation
operators L1, . . . , Ln, generating F
∞
n (Vf,Jc), become the multiplication operators
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Mz1, . . . ,Mzn by the coordinate functions z1, . . . , zn of C
n. If the n-tuple of oper-
ators T := (T1, . . . , Tn) is in Df (H), then T ∈ Vf,Jc(H) if and only if
TiTj = TjTi, i, j = 1, . . . , n.
Under the above-mentioned identifications, the constrained characteristic function
of T ∈ Vf,Jc(H) is the multiplication operator
MΘf,T,Jc : H
2(D◦f (C))⊗DC(T )∗ → H2(D◦f (C))⊗DC(T )
defined by
Θf,T,Jc(z) := −C(T ) + ∆C(T )

I − ∑
|α|≥1
aαzαT
∗
α


−1
[
√
aαzαIH : α ∈ Γ]∆C(T )∗
for z ∈ D◦f (C).
Remark 3.28. All the results of this section can be written in the particular case
when (T1, . . . , Tn) is a completely non-coisometric n-tuple of commuting operators
in Df (H).
A few comments about the results of this section are necessary. Note that,
in particular, if p =
∑
1≤|α|≤m aαXα is a positive regular polynomial, then D◦p(C)
is a Reinhardt domain in Cn. We should remark that we can recover, in this
particular setting, the results from [26] when (T1, . . . , Tn) ∈ Dp(H) is a pure n-
tuple of commuting operators.
When p = X1 + · · · + Xn and (T1, . . . , Tn) ∈ Dp(H) is a commuting n-tuple
of operators, we obtain the characteristic function introduced in [84] and [24], and
further studied in [85], [25] and [20].
3.5. Curvature invariant for n-tuples of operators in Dp
We introduce the curvature and ∗-curvature associated with n-tuples of opera-
tors T := (T1, . . . , Tn) in the noncommutative domain Dp(H), where p is a positive
regular noncommutative polynomial. We prove the existence of these numerical
invariants and present basic properties. We show that both the curvature and ∗-
curvature can be express in terms of the characteristic function Θp,T of T ∈ Dp(H).
The particular case when Dpe(H) is the noncommutative ellipsoid
{(X1, . . . , Xn) ∈ B(H)n : a1X1X∗1 + · · ·+ anXnX∗n ≤ I}
is discussed in greater details.
Throughout this section, we assume that p :=
∑
1≤|α|≤m aαXα is a positive
regular polynomial, i.e., aα ≥ 0 and aα > 0 if |α| = 1. As in the previous sec-
tions, we associate with the n-tuple of operators T := (T1, . . . , Tn) ∈ Dp(H) the
completely positive linear map
Φp,T (X) :=
∑
1≤|α|≤m
aαTαXT
∗
α, X ∈ B(H).
The adjoint of Φp,T is defined by Φ
∗
p,T (X) :=
∑
1≤|α|≤m aαT
∗
αXTα, X ∈ B(H).
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Lemma 3.29. If T := (T1, . . . , Tn) is in the noncommutative domain Dp(H), then
(3.50) traceΦp,T (X) ≤ ‖Φ∗p,T (I)‖trace (X) ≤

 ∑
1≤|α|≤m
aα
bα

 trace (X)
for any positive trace class operator X, where the coefficients bα, α ∈ F+n , are
defined by (1.2).
Proof. If X ≥ 0 is a trace class operator, then
traceΦp,T (X) = trace

 ∑
1≤|α|≤m
X1/2aαT
∗
αTαX
1/2

 = trace [X1/2Φ∗p,T (I)X1/2]
≤ ‖Φ∗p,T (I)‖traceX.
Using the von Neumann inequality of Theorem 1.4, we have
‖Φ∗p,T (I)‖ = ‖[
√
aαT
∗
α : 1 ≤ |α| ≤ m]‖2
≤ ‖[√aαW ∗α : 1 ≤ |α| ≤ m]‖2
=
∥∥∥∥∥∥
∑
1≤|α|≤m
aαW
∗
αWα
∥∥∥∥∥∥
≤
∑
1≤|α|≤m
aα
bα
The latter inequality is due to the fact that ‖Wα‖ = 1√bα , α ∈ F
+
n (see Section 1.1).
The proof is complete. 
In what follows, we define the curvature curvp : Dp(H)→ [0,∞) and show that
it exists.
Theorem 3.30. Let p :=
∑
1≤|α|≤m aαXα be a positive regular noncommutative
polynomial. If T := (T1, . . . , Tn) is in the noncommutative domain Dp(H), then
(3.51) curvp(T ) := lim
k→∞
trace
{
K∗p,T
[
I − Φk+1p,W (I)⊗ I∆p,TH
]
Kp,T
}
k∑
j=0
( ∑
1≤|α|≤m
aα
bα
)j
exists, where Kp,T is the Poisson kernel associated with T and the defect operator
∆p,T := (I − Φp,T (I))1/2. Moreover,
curvp(T ) <∞ if and only if trace(I − Φp,T (I)) <∞.
Proof. Due to the properties of the Poisson kernel Kp,T (see Section 1.2), we
have Kp,TT
∗
i = (W
∗
i ⊗ IH)Kp,T , i = 1, . . . , n, and K∗p,TKp,T = I − Qp,T , where
Qp,T := limm→∞Φmp,T (I). Notice also that
K∗p,T (Φ
k+1
p,T (I)⊗ I)Kp,T = Φk+1p,T (I −Qp,T ) = Φk+1p,T (I)−Qp,T .
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Hence, we have
K∗p,T [I − Φk+1p,W (I)⊗ I∆p,TH]Kp,T = K∗p,TKp,T −K∗p,T [Φk+1p,W (I)⊗ I∆p,TH]Kp,T
= I −Qp,T − Φk+1p,T (I) +Qp,T
= I − Φk+1p,T (I).
Since the sequence of positive operators {I − Φk+1p,T (I)}∞k=1 is increasing, it is clear
that curvp(T ) =∞ whenever trace(I − Φp,T (I)) =∞.
Assume now that trace(I − Φp,T (I)) < ∞ and denote γ :=
∑
1≤|α|≤m
aα
bα
.
Due to relation (1.2), we have bgi = agi , i = 1, . . . , n. Consequently, γ ≥ n and
the equality holds if and only if the positive regular polynomial p has the form
a1X1 + · · ·+ anXn.
First we consider the case when γ > 1. Using the definition (3.51) and the
calculations above, we have
(3.52) curvp(T ) = (γ − 1) lim
k→∞
trace [I − Φkp,T (I)]
γk
.
We show now that this limit exists. Since
(3.53) I − Φk+1p,T (I) = I − Φp,T (I) + Φp,T (I − Φkp,T (I)), k = 1, 2, . . . ,
we infer that I −Φk+1p,T (I) is a trace class operator. From Lemma 3.29 and relation
and (3.53), we obtain
(3.54) trace [I − Φk+1p,T (I)] ≤ γtrace [I − Φkp,T (I)] + trace [I − Φp,T (I)].
Therefore, setting
xk :=
trace [I − Φkp,T (I)]
γk
− trace [I − Φ
k−1
p,T (I)]
γk−1
,
relation (3.54) implies
xk ≤ trace [I − Φp,T (I)]
γk
, k = 1, 2, . . . .
Since γ > 1, it is clear that
∑
k: xk≥0
xk < ∞. Furthermore, every partial sum of
the negative xk’s is greater then or equal to −trace [I − Φp,T (I)], so
∑
k: xk<0
xk
converges. Therefore,
∑
k xk is convergent and consequently
lim
k→∞
trace [I − Φkp,T (I)]
γk
exists, which, due to relation (3.52), implies the existence of the limit defining the
curvature.
Now, we consider the case when γ = 1. Using again Lemma 3.29, we get
(3.55) 0 ≤ trace [Φk+1p,T (I − Φp,T (I))] ≤ trace [Φkp,T (I − Φp,T (I))]
for any k = 0, 1, . . .. Hence, the sequence {trace [Φkp,T (I −Φp,T (I))]}∞k=0 is decreas-
ing and
lim
k→∞
trace [Φkp,T (I − Φp,T (I))]
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exists. Consequently, using an elementary classical result and the calculations pre-
sented in the beginning of the proof, we obtain
curvp(T ) : = lim
k→∞
trace {K∗p,T [I − Φkp,W (I)⊗ I∆p,TH]Kp,T }
k
= lim
k→∞
trace {K∗ϕ,T [(Φk−1p,W (I)− Φkp,W (I)) ⊗ I∆p,TH]Kp,T }
= lim
k→∞
trace [Φk−1p,T (I − Φp,T (I))].
The proof is complete. 
Corollary 3.31. Let T := (T1, . . . , Tn) be in the noncommutative domain Dp(H)
and let γ :=
∑
1≤|α|≤m
aα
bα
. Then
curvp(T ) = (γ − 1) lim
k→∞
trace [I − Φkp,T (I)]
γk
if γ > 1,
and
curvp(T ) = lim
k→∞
trace [I − Φkp,T (I)]
k
= lim
k→∞
trace [Φkp,T (I − Φp,T (I))]
if γ = 1. Moreover,
curvp(T ) ≤ trace [I − Φp,T (I)] ≤ rank [I − Φp,T (I)].
Proof. The equalities above were obtained in the proof of Theorem 3.30. To
prove the last part, assume first that γ > 1. Using the inequality (3.54), we deduce
trace [I − Φk+1p,T (I)]
γk+1
≤
k+1∑
m=1
trace [I − Φp,T (I)]
γm
=
trace [I − Φp,T (I)]
γk+1
· γ
k+1 − 1
γ − 1 .
Hence, we obtain the last part of the corollary. When γ = 1, one can use inequality
(3.55) to complete the proof. 
Due to the Theorem 3.30 and Corollary 3.31, it is easy to see that if we have
A := (A1, . . . , An) ∈ Dp(H) and B := (B1, . . . , Bn) ∈ Dp(K), then the direct sum
A⊕B := (A1 ⊕ B1, . . . , An ⊕Bn) ∈ Dp(H⊕K) and
curvp(A⊕B) = curvp(A) + curvp(B).
In particular, if K is finite dimensional, then curvp(A⊕B) = curvp(A).
We can write now the curvature invariant in terms of the characteristic function
associated with T ∈ Dp(H).
Theorem 3.32. If T := (T1, . . . , Tn) is in the noncommutative domain Dp(H) and
rank ∆p,T <∞, then
(3.56) curvp(T ) = lim
k→∞
trace
[(
I −Θp,TΘ∗p,T
) (
I − Φk+1p,W (I)⊗ I∆p,TH
)]
k∑
j=0
( ∑
1≤|α|≤m
aα
bα
)j
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exists, where Θp,T is the characteristic function associated with T .
Proof. Since I − Φp,W (I) = PC (see Section 1.1), the operator
I − Φk+1p,W (I) =
k∑
m=0
Φkp,W (I − Φp,W (I)), k = 0, 1, . . .
has finite rank. On the other hand, rank ∆p,T <∞ implies that I−Φk+1p,W (I)⊗I∆p,TH
has also finite rank. Using the properties of the trace and the factorization result
of Theorem 3.30, we deduce that
trace
[
K∗p,T (I −Φk+1p,W (I)⊗ I∆p,TH
)
Kp,T
]
= trace
{(
I − Φk+1p,W (I)⊗ I∆p,TH
)1/2 (
I −Θp,TΘ∗p,T
)(
I − Φk+1p,W (I)⊗ I∆p,TH
)1/2}
= trace
[(
I −Θp,TΘ∗p,T
) (
I − Φk+1p,W (I)⊗ I∆p,TH
)]
.
According to Theorem 3.23, we have I − Θp,TΘ∗p,T = Kp,TK∗p,T . Now, we can
complete the proof. 
Proposition 3.33. Let p1 := a1X1 + · · ·+ anXn be a positive regular polynomial
and let W := (W1, . . . ,Wn) be the model operator associated with the noncommu-
tative domain Dp1 . A pure n-tuple of operators T := (T1, . . . , Tn) ∈ Dp1(H) is
unitarily equaivalent to (W1 ⊗ IK, . . . ,Wn ⊗ IK), where K is a finite dimensional
Hilbert space, if and only if
(3.57) curvp1(T ) = dim (I − Φp1,T (I))1/2H <∞.
Proof. First, notice that due to the results of Section 1.1, Wi =
1√
ai
Si for
i = 1, . . . , n, where S1, . . . , Sn are the left creation operators on the full Fock
space F 2(Hn). Consequently, Φ
k
p1,W
(I) =
∑
|α|=k SαS
∗
α for k = 1, 2, . . ., and
(I − Φp1,W (I)) = PC.
Assume that there is a unitary operator U : H → F 2(Hn) ⊗ K such that
Ti = U
∗(Wi ⊗ IK)U , i = 1, . . . , n. Since Φkp1,T (I) = U∗ [Φp1,W (I)⊗ IK]U for
k = 1, 2, . . ., we deduce that dim (I − Φp1,T (I))1/2H = dimK <∞ and
curvp1(T ) = lim
k→∞
trace
[(
I −∑|α|=k SαS∗α)⊗ IK]
1 + n+ n2 + · · ·+ nk = dimK.
Conversely, assume that the n-tuple T := (T1, . . . , Tn) ∈ Dp1(H) is pure and
satisfies the condition (3.57). If Yi :=
√
aiTi, i = 1, . . . , n, then Y := [Y1, . . . , Yn]
is a row contraction and curvp1(T ) = curv(Y ), where curv(Y ) is the curvature
associated with a row contraction Y (see [86]). Notice that due to relation (3.57),
we have
curv(Y ) = dim(I − Y1Y ∗1 − · · · − YnY ∗n )1/2H <∞.
Using Theorem 3.4 from [86], we deduce that Y := [Y1, . . . , Yn] is unitarily equiva-
lent to [S1⊗IK, . . . , Sn⊗IK] for some finite dimensional Hilbert space K. Therefore,
(T1, . . . , Tn) is unitarily equivalent to (W1 ⊗ IK, . . . ,Wn ⊗ IK). This completes the
proof. 
We introduce now the ∗-curvature associated with T := (T1, . . . , Tn) ∈ Dp(H).
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Theorem 3.34. If T := (T1, . . . , Tn) is in the noncommutative domain Dp(H),
then
(3.58) curv∗p(T ) := lim
k→∞
trace {K∗p,T [I − Φk+1p,W (I)⊗ I]Kp,T }
1 + ‖Φ∗p,T (I)‖ + · · ·+ ‖Φ∗p,T (I)‖k
.
exists. Moreover, curv∗p(T ) <∞ if and only if trace(I − Φp,T (I)) <∞.
Proof. When ‖Φ∗p,T (I)‖ ≥ 1, the proof is similar to the proof of Theorem
3.30. All we have to do is to replace γ by ‖Φ∗p,T (I)‖ and use Lemma 3.29.
Now, assume ‖Φ∗p,T (I)‖ < 1. Since
I − Φk+1p,T (I) = I − Φp,T (I) + Φp,T (I − Φkp,T (I)), k = 1, 2, . . . ,
Lemma 3.29 implies
(3.59) trace [I − Φk+1p,T (I)] ≤ ‖Φ∗p,T (I)‖trace [I − Φkp,T (I)] + trace [I − Φp,T (I)].
Iterating relation (3.59), we deduce that the sequence {trace [I − Φkp,T (I)]}∞k=1 is
bounded. Since the sequence of operators{I − Φkp,T (I)}∞k=1 is increasing, we infer
that limk→∞ trace [I − Φkp,T (I)] exists. According to the definition (3.58) and the
calculations at the beginning of the proof of Theorem 3.30, we get
curv∗p(T ) = (1 − ‖Φ∗p,T (I)‖) lim
k→∞
trace [I − Φkp,T (I)].
The proof is complete. 
The ∗-curvature can be expressed in terms of the characteristic function of
T ∈ Dp(H). A result similar to Theorem 3.32 holds. Since the proof is essentially
the same, we shall omit it.
Corollary 3.35. If T := (T1, . . . , Tn) is in the noncommutative domain Dp(H),
then
curv∗p(T ) =


(‖Φ∗p,T (I)‖ − 1) lim
k→∞
trace [I−Φkp,T (I)]
‖Φ∗p,T (I)‖k if ‖Φ
∗
p,T (I)‖ > 1,
lim
k→∞
trace [Φkp,T (I − Φp,T (I))] if ‖Φ∗p,T (I)‖ = 1,
(1− ‖Φ∗p,T (I)‖) lim
k→∞
trace [I − Φkp,T (I)] if ‖Φ∗p,T (I)‖ < 1.
Moreover, if ‖Φ∗p,T (I)‖ ≥ 1, then
curv∗p(T ) ≤ trace [I − Φp,T (I)] ≤ rank [I − Φp,T (I)].
Proof. The proof is similar to that of Corollary 3.31. 
Let Λ be a nonempty set of positive numbers t > 0 such that
traceΦp,T (X) ≤ t traceX
for any positive trace class operator X ∈ B(H). Notice that Theorem 3.34 and
Corollary 3.35 remain true (with exactly the same proofs) if we replace ‖Φ∗p,T (I)‖
with t ∈ Λ. The corresponding curvature is denoted by curvtp(T ).
When d := inf Λ, the curvature curvdp(T ) is called the distinguished curvature
associated with T ∈ Dp(H) and with respect to Λ. Now, using the analogues of
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Theorem 3.34 and Corollary 3.35 for the curvatures curvtp(T ), t ∈ Λ, one can easily
prove the following. If curvtp(T ) > 0, then
curvtp(T ) =
{
curvdp(T ) if t ≥ 1,
1−t
1−d curv
d
p(T ) if t < 1.
As we will see latter, if curvt0p (T ) = 0 for some t0 ∈ Λ, then, in general, curvdp(T ) 6=
0. Therefore, the distinguished curvature curvdp(T ) is a refinement of all the other
curvatures curvtp(T ), t ∈ Λ.
All the results of this section concerning the ∗-curvature have analogues (and
similar proofs) for the distinguished curvature.
Corollary 3.36. If trace (I − Φp,T (I)) <∞ and
0 < ‖Φ∗p,T (I)‖ <
∑
1≤|α|≤m
aα
bα
,
then curvp(T ) = 0.
Proof. Assume curvp(T ) > 0 and let γ :=
∑
1≤|α|≤m
aα
bα
. Due to Theorem 3.34,
we have curv∗p(T ) < ∞, which implies curv
∗
p(T )
curvp(T )
< ∞. On the other hand, due to
the fact that ‖Φ∗p,T (I)‖ < γ, we can use Theorem 3.30 and Theorem 3.34 to deduce
that
curv∗p(T )
curvp(T )
= lim
k→∞
1 + γ + · · ·+ γk
1 + ‖Φ∗p,T (I)‖+ · · ·+ ‖Φ∗p,T (I)‖k
=∞,
which is a contradiction. Therefore, we must have curvp(T ) = 0. 
Due to Corollary 3.36, the curvature invariant curvp(T ) does not distinguish
among the Hilbert modules over CF+n with 0 < ‖Φ∗p,T (I)‖ <
∑
1≤|α|≤m
aα
bα
. However,
in this case, our ∗-curvature curv∗p(T ) in not zero in general.
Proposition 3.37. Let p1 := a1X1 + · · · + anXn be a polynomial with ai > 0,
i = 1, . . . , n.
(i) For any t > 0 there exists T := (T1, . . . , Tn) ∈ Dp1(H) such that
curvp1(T ) = t.
(ii) For any t > 0 there exists A := (A1, . . . , An) ∈ Dp1(H) such that
curvp1(A) = 0 and curv
∗
p1(A) = t.
Proof. According to Theorem 3.8 from [86], there exists a row contraction
Y := [Y1, . . . , Yn] ∈ B(H)n such that dim (I − Y1Y ∗1 − · · ·YnY ∗n )1/2H < ∞ and
curv(Y ) = t. Setting Ti :=
1√
ai
Yi, i = 1, . . . , n, we have T := (T1, . . . , Tn) ∈
Dp1(H). Due to our Theorem 3.30 and Corollary 2.7 from [86], we deduce that
curvp1(T ) = curv(Y ) = t.
To prove part (ii), let 2 ≤ m ≤ n − 1 and define the positive regular poly-
nomial q := c1X1 + · · · cmXm, where cj := aj if j = 1, . . . ,m − 1 and cm :=√
am + am+1 + · · ·+ an. Due to part (i), we can find an m-tuple of operators
(T1, . . . , Tm) ∈ Dq(H) such that curvq(T ) = t. Using Corollary 3.36, we deduce
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that ‖Φ∗q,T (I)‖ = m. Now, define Ai := Ti if i = 1, . . . ,m − 1 and Aj := Tm
if j = m, . . . , n. Notice that Φq,T (I) = Φp1,A(I) and Φ
∗
q,T (I) = Φ
∗
p1,A
(I). Since
‖Φ∗q,T (I)‖ = m, we must have ‖Φ∗p1,A(I)‖ = m. Hence, and using Theorem 3.34
and Theorem 3.30, we have
curv∗p1(A) = limk→∞
trace [I − Φk+1p1,A(I)]
1 + ‖Φ∗p,T (I)‖ + · · ·+ ‖Φ∗p,T (I)‖k
= lim
k→∞
trace [I − Φk+1q,T (I)]
1 +m+m2 · · ·+mk
= curvq(T ) = t
On the other hand, since m < n, we have
curvp1(A) = lim
k→∞
trace [I − Φk+1p1,A(I)]
1 + n+ n2 · · ·+ nk
= lim
k→∞
[
trace [I − Φk+1q,T (I)]
1 +m+m2 · · ·+mk ·
1 +m+m2 · · ·+mk
1 + n+ n2 · · ·+ nk
]
= curvq(T ) · 0 = 0.
This completes the proof. 
An important problem that remains open is whether Proposition 3.33 and
Proposition 3.37 remain true for noncommutative domains Dp generated by ar-
bitrary positive regular polynomials.

CHAPTER 4
Commutant lifting and applications
4.1. Interpolation on noncommutative domains
In this section we provide a Sarason type commutant lifting theorem for pure
n-tuples of operators in noncommutative domains Df (resp. varieties Vf,J) and we
obtain Nevanlinna-Pick and Schur-Carathe´odory type interpolation results.
Let f(X1, . . . , Xn) :=
∑
α∈F+n aαXα, aα ∈ C, be a positive regular free holo-
morphic function on B(H)n. According to Section 1.1, f satisfies the conditions
lim sup
k→∞

∑
|α|=k
|aα|2


1/2k
<∞,
aα ≥ 0 for any α ∈ F+n , ag0 = 0, and agi > 0, i = 1, . . . , n.
Using Parrott’s lemma [61], one can prove the following commutant lifting
theorem which extends Arias’ result [5] to our more general setting. Since the
proof follows the same lines we should omit it.
Theorem 4.1. Let f be a positive regular free holomorphic function on B(H)n
and let (W1, . . . ,Wn) and (Λ1, . . .Λn) be the weighted left (resp.right) creation op-
erators associated with the noncommutative domain Df . For each j = 1, 2, let
Ej ⊂ F 2(Hn) ⊗ Kj be a co-invariant subspace under each operator Wj ⊗ IKj ,
i = 1, . . . , n. If X : E1 → E2 is a bounded operator such that
X [PE1(Wi ⊗ IK1)|E1 ] = [PE2(Wi ⊗ IK2)|E2 ]X, i = 1, . . . , n,
then there exists
Φ(Λ1, . . . ,Λn) ∈ R∞n (Df )⊗¯B(K1,K2)
such that Φ(Λ1, . . . ,Λn)
∗E2 ⊆ E1,
Φ(Λ1, . . . ,Λn)
∗|E2 = X∗, and ‖Φ(Λ1, . . . ,Λn)‖ = ‖X‖.
We remark that a similar result to Theorem 4.1 holds if we start with co-
invariant subspaces under Λi ⊗ IKj , i = 1, . . . , n.
Let J be a w∗-closed two-sided ideal of the Hardy algebra F∞n (Df ) and assume
that T := (T1, . . . , Tn) is a pure the n-tuple of operators in the noncommutative
variety
(4.1) Vf,J(H) := {X1, . . . , Xn) ∈ Df (H) : ϕ(T1, . . . , Tn) = 0 for any ϕ ∈ J} .
Due to Theorem 3.20, the n-tuple (T1, . . . , Tn) ∈ Vf,J(H) is unitarily equivalent to
the compression of (B1⊗ IK, . . . , Bn⊗ IK) to a co-invariant subspace E under each
operator Bi ⊗ IK, i = 1, . . . , n. Therefore, we have
Ti = PE(Bi ⊗ IK)|E , i = 1, . . . , n.
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As in our previous sections, define the subspaces of F 2(Hn) by
MJ := JF 2(Hn) and NJ := F 2(Hn)⊖MJ ,
and the constrained weighted left (resp. right) creation operators associated with Df
and J by setting
Bi := PNJWi|NJ and Ci := PNJΛi|NJ , i = 1, . . . , n.
The following result is a Sarason type [91] commutant lifting theorem for pure
n-tuples of operators in the noncommutative variety Vf,J .
Theorem 4.2. Let J be a w∗-closed two-sided ideal of the Hardy algebra F∞n (Df )
and let (B1, . . . , Bn) and (C1, . . . , Cn) be the corresponding constrained weighted left
(resp. right) creation operators associated with the noncommutative variety Vf,J .
For each j = 1, 2, let Kj be a Hilbert space and Ej ⊆ NJ ⊗ Kj be a co-invariant
subspace under each operator Bi ⊗ IKj , i = 1, . . . , n. If X : E1 → E2 is a bounded
operator such that
(4.2) X [PE1(Bi ⊗ IK1)|E1 ] = [PE2(Bi ⊗ IK2)|E2 ]X, i = 1, . . . , n,
then there exists
G(C1, . . . , Cn) ∈ R∞n (Vf,J )⊗¯B(K1,K2)
such that G(C1, . . . , Cn)
∗E2 ⊆ E1,
G(C1, . . . , Cn)
∗|E2 = X∗, and ‖G(C1, . . . , Cn)‖ = ‖X‖.
Proof. The subspace NJ ⊗ Kj is invariant under each operator W ∗i ⊗ IKj ,
i = 1, . . . , n, and
(W ∗i ⊗ IKj )|NJ ⊗Kj = B∗i ⊗ IKj , i = 1, . . . , n.
Since Ej ⊆ NJ ⊗Kj is invariant under B∗i ⊗ IKj it is also invariant under W ∗i ⊗ IKj
and therefore
(W ∗i ⊗ IKj )|Ej = (B∗i ⊗ IKj )|Ej , i = 1, . . . , n.
Consequently, relation (4.2) implies
(4.3) XPE1(Wi ⊗ IK1)|E1 = PE2(Wi ⊗ IK2)|E2X, i = 1, . . . , n.
It is clear that, for each j = 1, 2, the n-tuple (W1⊗ IKj , . . . ,Wn⊗ IKj ) is a dilation
of the n-tuple
[PEj (W1 ⊗ IKj )|Ej , . . . , PEj (Wn ⊗ IKj )|Ej ].
Due to Theorem 4.1, we can find Φ(Λ1, . . . ,Λn) ∈ R∞n (Df )⊗¯B(K1,K2), a multi-
analytic operator with respect to W1, . . . ,Wn, such that Φ(Λ1, . . . ,Λn)
∗E2 ⊆ E1,
(4.4) Φ(Λ1, . . . ,Λn)
∗|E2 = X∗, and ‖Φ(Λ1, . . . ,Λn)‖ = ‖X‖.
Now, let G(C1, . . . , Cn) := PNJ⊗K2Φ(Λ1, . . . ,Λn)|NJ ⊗ K1. According to Sec-
tion 3.1, we have
G(C1, . . . , Cn) ∈ [PNJR∞n (Df )|NJ ]⊗¯B(K1,K2) = R∞n (Vf,J)⊗¯B(K1,K2).
On the other hand, since Φ(Λ1, . . . ,Λn)
∗(NJ ⊗K2) ⊆ NJ ⊗K1 and Ej ⊆ NJ ⊗Kj ,
relation (4.4) implies
G(C1, . . . , Cn)
∗E2 ⊆ E1 and G(C1, . . . , Cn)∗|E2 = X∗.
Using again relation (4.4), we have
‖X‖ ≤ ‖G(C1, . . . , Cn)‖ ≤ ‖Φ(Λ1, . . . ,Λn)‖ = ‖X‖.
OPERATOR THEORY ON NONCOMMUTATIVE DOMAINS 113
Therefore, ‖G(C1, . . . , Cn)‖ = ‖X‖. The proof is complete. 
We remark that in the particular case when Ej := G ⊗ Kj , where G is a co-
invariant subspace under each operator Bi and Ci, i = 1, . . . , n, the implication of
Theorem 4.2 becomes an equivalence. Indeed, the implication “ =⇒ ” is clear from
the same theorem. For the converse, let X = PG⊗K2Ψ(C1, . . . , Cn)|G ⊗ K1, where
Ψ(C1, . . . , Cn) ∈ R∞n (Vf,J )⊗¯B(K1,K2). Since BiCj = CjBi for i, j = 1, . . . , n, we
have
(B∗i ⊗ IK1)Ψ(C1, . . . , Cn)∗ = Ψ(C1, . . . , Cn)∗(B∗i ⊗ IK2), i = 1, . . . , n.
Now, taking into account that G is an invariant subspace under each of the operators
B∗i and C
∗
i , i = 1, . . . , n, we deduce relation (4.2). This proves our assertion.
Corollary 4.3. Let J be a w∗-closed two-sided ideal of the Hardy algebra F∞n (Df )
and let (B1, . . . , Bn) and (C1, . . . , Cn) be the corresponding constrained weighted left
(resp. right) creation operators associated with the noncommutative variety Vf,J .
If K is a Hilbert space and G ⊆ NJ is an invariant subspace under each of the
operators B∗i and C
∗
i , i = 1, . . . , n, then
{[PGW(B1, . . . , Bn)|G]⊗ IK}′ = [PGW(C1, . . . , Cn)|G]⊗¯B(K).
If f(X1, . . . , Xn) :=
∑
α∈F+n aαXα, aα ∈ C, is a positive regular free holomor-
phic function on B(H)n, we denote
D◦f (C) :=

(λ1, . . . , λn) ∈ Cn :
∑
|α|≥1
aα|λα|2 < 1

 ,
and
V◦f,J(C) :=
{
(λ1, . . . , λn) ∈ D◦f (C) : g(λ1, . . . λn) = 0 for g ∈ J
}
.
We recall, from Section 1.6, that the mapping K : D◦f (C)⊗D◦f (C)→ C defined
by
Kf(µ, λ) :=
1
1−∑|α|≥1 aαµαλα for all λ, µ ∈ D
◦
f (C)
is a positive definite kernel on D◦f (C).
Now we can obtain the following Nevanlinna-Pick interpolation result in our
setting.
Theorem 4.4. Let J be a w∗-closed two-sided ideal of the Hardy algebra F∞n (Df )
and let (B1, . . . , Bn) and (C1, . . . , Cn) be the corresponding constrained weighted left
(resp. right) creation operators associated with the noncommutative variety Vf,J .
Let λ1, . . . , λk be k distinct points in the variety V◦f,J(C) and let A1, . . . , Ak ∈ B(K).
Then there exists Φ(C1, . . . , Cn) ∈ R∞n (Vf,J )⊗¯B(K) such that
‖Φ(C1, . . . , Cn)‖ ≤ 1 and Φ(λj) = Aj , j = 1, . . . , k,
if and only if the operator matrix
(4.5)
[
(IK −AiA∗j )Kf(λi, λj)
]
k×k
is positive semidefinite.
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Proof. Let λj := (λj1, . . . , λjn) ∈ Cn, j = 1, . . . , k, and denote λjα :=
λji1λji2 . . . λjim if α = gi1gi2 . . . gim ∈ F+n , and λjg0 := 1. As in Section 1.6,
define the vectors
zλj :=
∑
α∈F+n
√
bαλjαeα, j = 1, 2, . . . , n.
According to Theorem 1.17, for any g ∈ J , λ ∈ V◦f,J (C), and α, β ∈ F+n , we have
〈zλ, [Wαg(W1, . . . ,Wn)Wβ ](1)〉 = λαg(λ)λβ = 0,
which implies zλ ∈ NJ := F 2(Hn)⊖J(1) for any λ ∈ V◦f,J (C). Note also that, since
B∗i =W
∗
i |NJ and C∗i = Λ∗i |NJ for i = 1, . . . , n, the same theorem implies
B∗i zλj =W
∗
i zλj = λjizλj for i = 1, . . . , n; j = 1, . . . , k, and
C∗i zλj = Λ
∗
i zλj = λjizλj for i = 1, . . . , n; j = 1, . . . , k.
(4.6)
Note that the subspace
M := span{zλj : j = 1, . . . , k}
is invariant under B∗i and Λ
∗
i for any i = 1, . . . , n, and M ⊂ NJ . Define the
operators Xi ∈ B(M⊗ K) by setting Xi = PMBi|M ⊗ IK, i = 1, . . . , n. Since
zλ1 , . . . , zλk are linearly independent, we can define an operator T ∈ B(M⊗K) by
setting
(4.7) T ∗(zλj ⊗ h) = zλj ⊗A∗jh
for any h ∈ K and j = 1, . . . , k. A simple calculation using relations (4.6) and (4.7)
shows that TXi = XiT for i = 1, . . . , n.
Since M is a co-invariant subspace under each operator Bi, i = 1, . . . , n, we
can apply Theorem 4.2 and find Φ(Λ1, . . . ,Λn) ∈ R∞n (Df )⊗¯B(K) such that the
operator
Φ(C1, . . . , Cn) := PNJ⊗KΦ(Λ1, . . . ,Λn)|NJ⊗K ∈ R∞n (Vf,J)⊗¯B(K)
has the properties
(4.8) Φ(C1, . . . , Cn)
∗M⊗K ⊂M⊗K, Φ(C1, . . . , Cn)∗|M⊗K = T ∗,
and ‖Φ(C1, . . . , Cn)‖ = ‖T ‖.
Now, we prove that Φ(λj) = Aj , j = 1, . . . , k, if and only if
PM⊗KΦ(C1, . . . , Cn)|M⊗K = T.
Indeed, notice that since Λ∗i zλj = λjizλj we have
ϕ(Λ1, . . . ,Λn)
∗zλ = ϕ(λ)zλ
for any ϕ(Λ1, . . . ,Λn) ∈ R∞n (Df ) and λ ∈ D◦f (C). Consequently, we obtain
(4.9) Φ(Λ1, . . . ,Λ)
∗(zλ ⊗ h) = zλ ⊗ Φ(λ1, . . . , λn)∗h
for any λ ∈ D◦f (C) and h ∈ K. Now, due to relations (4.6) and (4.9), we have〈
Φ(C1, . . . , Cn)
∗(zλj ⊗ x), zλj ⊗ y
〉
=
〈
Φ(Λ1, . . . ,Λ)
∗(zλj ⊗ x), zλj ⊗ y
〉
=
〈
zλj ⊗ Φ(λj)∗x, zλj ⊗ y
〉
=
〈
zλj , zλj
〉 〈Φ(λj)∗x, y〉 .
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On the other hand, relation (4.7) implies〈
T ∗(zλj ⊗ x), zλj ⊗ y
〉
=
〈
zλj , zλj
〉 〈
A∗jx, y
〉
.
Due to Theorem 1.17, we have
〈
zλj , zλj
〉
= Kf(λj , λi) 6= 0 for any j = 1, . . . , k.
Consequently, the above relations imply our assertion.
Now, since ‖Φ(C1, . . . , Cn)‖ = ‖T ‖, it is clear that ‖Φ(C1, . . . , Cn)‖ ≤ 1 if and
only if TT ∗ ≤ IM. Notice that, for any h1, . . . , hk ∈ K, we have〈
k∑
j=1
zλj ⊗ hj ,
k∑
j=1
zλj ⊗ hj
〉
−
〈
T ∗

 k∑
j=1
zλj ⊗ hj

 , T ∗

 k∑
j=1
zλj ⊗ hj


〉
=
k∑
i,j=1
〈
zλi , zλj
〉 〈(IK −AjA∗i )hi, hj〉
=
k∑
i,j=1
Kf(λj , λi) 〈(IK −AjA∗i )hi, hj〉 .
Consequently, we have ‖Φ(C1, . . . , Cn)‖ ≤ 1 if and only if the matrix (4.5) is positive
semidefinite. This completes the proof. 
Let us make a few remarks. According to Proposition 1.1 and Proposition 1.9,
we have R∞n (Df ) = U∗(F∞n (Df˜ ))U . On the other hand, an n-tuple (λ1, . . . , λn) is
in D◦f (C) if and only if it is in D◦f˜ (C). Now, using Theorem 1.19 and Theorem 4.4,
we can deduce that following result.
Corollary 4.5. Let f be a positive regular free holomorphic function on B(H)n
and let λ1, . . . , λk be k distinct points in D◦f (C). Given A1, . . . , Ak ∈ B(K), the
following statements are equivalent:
(i) there exists Ψ ∈ F∞n (Df )⊗¯B(K) such that
‖Ψ‖ ≤ 1 and Ψ(λj) = Aj , j = 1, . . . , k;
(ii) there exists Φ ∈ H∞(D◦f (C))⊗¯B(K) such that
‖Φ‖ ≤ 1 and Φ(λj) = Aj , j = 1, . . . , k,
where H∞(D◦f (C)) is the algebra of multipliers of H2(D◦f (C));
(iii) the operator matrix[
(IK −AiA∗j )Kf(λi, λj)
]
k×k
is positive semidefinite.
Using this corollary, we can obtain the the following result.
Theorem 4.6. Let p be a positive regular free polynomial on B(H)n and let ϕ be
a complex-valued function defined on the Reinhardt domain D◦p(C) ⊂ Cn, such that
|ϕ(z1, . . . , zn)| < 1 for all (z1, . . . , zn) ∈ D◦p(C).
Then there exists F ∈ F∞n (Dp) such that
ϕ(z1, . . . , zn) = F (z1, . . . , zn) for all (z1, . . . , zn) ∈ D◦p(C),
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if and only if for each k-tuple of distinct points λ1, . . . , λk ∈ D◦p(C), the matrix
(4.10)
[
(1− ϕ(λi)ϕ(λj))Kp(λi, λj)
]
k×k
is positive semidefinite. In particular, if (4.10) holds, then ϕ is analytic on D◦p(C).
Proof. One implication follows from Corollary 4.5. Conversely, assume that
ϕ : D◦p(C) → C is such that the matrix (4.10) is positive semidefinite for any k-
tuple of distinct points λ1, . . . , λk ∈ D◦p(C). Let {λj}∞j=1 be a countable dense set
in the Reinhardt domain D◦p(C). Applying Theorem 4.4, for each k ∈ N, we find
Fk ∈ F∞n (Dp) such that ‖Fk‖ ≤ 1 and
(4.11) Fk(λj) = ϕ(λj) for j = 1, . . . , k.
Since the Hardy algebra F∞n (Df ) is w∗-closed subalgebra in B(F 2(Hn)) and ‖Fk‖ ≤
1 for any k ∈ N, we can use Alaoglu’s theorem to find a subsequence {Fkm}∞m=1
and F ∈ F∞n (Dp) such that Fkm → F , as m → ∞, in the w∗-topology. Since
λj := (λj1, . . . , λjn) ∈ D◦p(C), the n-tuple is also of class C·0. Due to Theorem 1.12,
the F∞n (Dp)-functional calculus for c.n.c n-tuples of operators is WOT -continuous
on bounded sets. Consequently, we deduce that Fkm(λj)→ F (λj), as m→∞, for
any j ∈ N. Hence and using (4.11), we obtain ϕ(λj) = F (λj) for j ∈ N. Given
an arbitrary element z ∈ D◦p(C), we can apply again the above argument to find
G ∈ F∞n (Dp), ‖G‖ ≤ 1 such that
G(z) = ϕ(z) and G(λj) = ϕ(λj), j ∈ N.
Due to Proposition 2.21, the maps λ 7→ G(λ) and λ 7→ F (λ) are analytic on the
Reinhardt domain D◦p(C). Since they coincide on the set {λj}∞j=1, which is dense
in D◦p(C), we deduce that G(λ) = F (λ) for any λ ∈ D◦p(C). In particular, we have
F (z) = ϕ(z). Since z is an arbitrary element in D◦p(C), the proof is complete. 
Let Pm be the set of all polynomials in the Fock space F 2(Hn), of degree less
then or equal to m ∈ N. Here is our version of Schur-Carathe´odory interpolation
problem on the Hardy algebra R∞n (Df ).
Theorem 4.7. Let p(Λ1, . . . ,Λn) :=
∑
|α|≤mΛα⊗B(α) be a polynomial in R∞n (Df )⊗¯B(K1,K2).
Then there is an element ϕ(Λ1, . . . ,Λn) =
∑
α∈F+n Λα⊗D(α) in R∞n (Df )⊗¯B(K1,K2)
with
‖ϕ(Λ1, . . . ,Λn)‖ ≤ 1 and B(α) = D(α) for any α ∈ F+n , |α| ≤ m,
if and only if
‖PPm⊗K2p(Λ1, . . . ,Λn)|Pm⊗K1‖ ≤ 1.
Proof. Since Pm is invariant under each operator W ∗i and Λ∗i , i = 1, . . . , n,
and WiΛj = ΛjWi for any i, j = 1, . . . , n, we have
(W ∗i ⊗ IK1)p(Λ1, . . . ,Λn)∗|Pm⊗K2 = p(Λ1, . . . ,Λn)∗(W ∗i ⊗ IK2)|Pm⊗K2 .
Hence, we deduce that
X [PPm⊗K1(Wi ⊗ IK1)|Pm⊗K1 ] = [PPm⊗K2(Wi ⊗ IK2)|Pm⊗K2 ]X, i = 1, . . . , n,
where X := PPm⊗K2p(Λ1, . . . ,Λn)|Pm⊗K1 . Applying Theorem 4.1, we find
Φ(Λ1, . . . ,Λn) =
∑
α∈F+n
Λα ⊗D(α) ∈ R∞n (Df )⊗¯B(K1,K2)
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such that ‖Φ(Λ1, . . . ,Λn)‖ = ‖X‖, Φ(Λ1, . . . ,Λn)∗(Pm ⊗K2) ⊆ Pm ⊗K1, and
Φ(Λ1, . . . ,Λn)
∗|Pm ⊗K2 = p(Λ1, . . . ,Λn)∗|Pm ⊗K2.
Using the definition of the weighted right creation operators associated with the
noncommutative domain Df , the latter equality applied on vectors of the form
1 ⊗ h, h ∈ K2, implies D(g0) = B(g0). Now, using the same equality on vectors of
type egi ⊗ h, i = 1, . . . , n, we obtain 1√bgi ⊗ D
∗
(gi)
h = 1√
bgi
⊗ B∗(gi)h and, hence,
D(gi) = B(gi). Continuing this process and applying the above equality on vector
eα ⊗ h with |α| = 2, 3, . . . ,m, we deduce that D(α) = B(α) for |α| ≤ m. This
completes the proof. 
We remark that Theorem 4.4, Theorem 4.6, and Theorem 4.7 can be recast
now as statements for multipliers of H2(D◦f (C)).
4.2. Corona theorem for a class of Hardy algebras
In this section, we prove a corona type theorem for a class of Hardy algebras
associated with the noncommutative domain Df , or the noncommutative variety
Vf,J .
Let us recall that if J be a w∗-closed two-sided ideal of the Hardy algebra
F∞n (Df ), then the constrained weighted left (resp. right) creation operators associ-
ated with the noncommutative variety Vf,J are defined by setting
Bi := PNJWi|NJ and Ci := PNJΛi|NJ , i = 1, . . . , n,
where NJ := F 2(Hn)⊖ JF 2(Hn).
Theorem 4.8. Let J be a w∗-closed two-sided ideal of the Hardy algebra F∞n (Df )
and let (B1, . . . , Bn) and (C1, . . . , Cn) be the corresponding constrained weighted left
(resp. right) creation operators associated with the noncommutative variety Vf,J .
If A ∈ R∞n (Vf,J )⊗¯B(H,H′) and B ∈ R∞n (Vf,J)⊗¯B(H′′,H′), then there exists a
contraction G ∈ R∞n (Vf,J )⊗¯B(H,H′′) such that A = BG if and only if AA∗ ≤
BB∗.
Proof. Assume that AA∗ ≤ BB∗. Then, there is a contraction Y : M :=
B∗(NJ ⊗H′) → NJ ⊗ H satisfying Y B∗ = A∗. Since B ∈ R∞n (Vf,J)⊗¯B(H′′,H′),
Corollary 4.3 implies
B(Bi ⊗ IH′′) = (Bi ⊗ IH′)B, i = 1, . . . , n,
where Bi := PNJWi|NJ , i = 1, . . . , n. Hence, the subspace M ⊆ NJ ⊗ H′′ is
invariant under each operator B∗i ⊗ IH′′ , i = 1, . . . , n. Define the operators
Ti := PM(Bi ⊗ IH′′)|M, i = 1, . . . , n,
acting fromM to M. Since A is in the operator space R∞n (Vf,J)⊗¯B(H,H′), while
B is in R∞n (Vf,J)⊗¯B(H′′,H′), and Y B∗ = A∗, we have
Y (B∗i ⊗ IH′′)B∗x = Y B∗(B∗i ⊗ IH′)x = A∗(B∗i ⊗ IH′)x
= (B∗i ⊗ IH)A∗x = (B∗i ⊗ IH)Y B∗x
for any x ∈ NJ ⊗H′. Hence,
(4.12) Y ∗(Bi ⊗ IH) = TiY ∗, i = 1, . . . , n.
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Applying the commutant lifting of Theorem 4.2 in our particular case, we find an
operator G ∈ R∞n (Vf,J )⊗¯B(H,H′′) such that G∗|M = Y and ‖G‖ = ‖Y ∗‖. Now,
it is clear that
A = BY ∗ = BPMG = B(PM + P⊥M)G = BG.
This completes the proof of the theorem. 
Applying Theorem 4.8 to the particular case when H = H′ and A = δINJ⊗H′ ,
δ > 0, we obtain the following consequence.
Corollary 4.9. Let B ∈ R∞n (Vf,J )⊗¯B(H′′,H′). The following statements are
equivalent:
(i) There is D ∈ B(NJ ⊗H′,NJ ⊗H′′) such that BD = I;
(ii) There is δ > 0 such that ‖B∗h‖ ≥ δ‖h‖, for any h ∈ NJ ⊗H′;
(iii) There is G ∈ R∞n (Vf,J)⊗¯B(H′,H′′) such that BG = I.
Another consequence of Theorem 4.8 is the following corona type result for the
algebra R∞n (Vf,J )⊗¯B(H).
Corollary 4.10. If ϕ1, . . . , ϕk ∈ R∞n (Vf,J)⊗¯B(H), then there exist operators g1, . . . , gk ∈
R∞n (Vf,J)⊗¯B(H) such that
ϕ1g1 + · · ·+ ϕkgk = I
if and only if there exists δ > 0 such that
ϕ1ϕ
∗
1 + · · ·+ ϕkϕ∗k ≥ δ2I.
Proof. Take
B := [ϕ1, . . . , ϕk] ∈ R∞n (Vf,J)⊗¯B(H(k),H), and
C :=


g1
...
gk

 ∈ R∞n (Vf,J )⊗¯B(H,H(k))
and apply Corollary 4.9. 
We remark that a similar result can be obtained for F∞n (Vf,J )⊗¯B(H).
Now, let us discuss a few particular cases. First, we consider the case when
J = {0}. If ϕi ∈ F∞n (Df ), i = 1, . . . , k, we denote by σr(ϕ1, . . . , ϕk) the right joint
spectrum with respect to the noncommutative analytic Toeplitz algebra F∞n (Df ).
Corollary 4.11. Let (ϕ1, . . . , ϕk) be a k-tuple of operators in the Hardy algebra
F∞n (Df ). Then the following properties hold:
(i) (λ1, . . . , λn) /∈ σr(ϕ1, . . . , ϕk) if and only if there is δ > 0 such that
(λ1I − ϕ1)(λ1I − ϕ∗1) + · · ·+ (λkI − ϕk)(λkI − ϕ∗k) ≥ δ2I;
(ii) σr(ϕ1, . . . , ϕk) is a compact subset of C
k and
{(ϕ1(λ), . . . , ϕk(λ)) : λ ∈ D◦f (C)}− ⊆ σr(ϕ1, . . . , ϕk).
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Proof. The first part of the corollary follows from the remarks preceding
Proposition 1.18, and Corollary 4.10. According to Theorem 1.17, we have
ϕ(W1, . . . ,Wn)
∗zλ = ϕ(λ)zλ for all λ ∈ D◦f (C).
Denote µj := ϕj(λ), j = 1, . . . , k, and notice that
k∑
j=1
‖(µjI − ϕ(W1, . . . ,Wn)∗)zλ‖2 = 0.
Since ‖zλ‖ 6= 0 for any λ ∈ D◦f (C) , we can use again Corollary 4.10 and deduce
that (µ1, . . . , µk) ∈ σr(ϕ1, . . . , ϕk). 
Consider now the particular case when Jc is the w
∗-closed two-sided ideal of
the Hardy algebra F∞n (Df ) generated by WiWj − WjWi, i, j = 1, . . . , n. Using
Theorem 1.19 and Theorem 1.22, we can write all the results of this section for
F∞n (Vf,Jc), the algebra of all multipliers of the Hilbert space H2(D◦f (C)). We leave
this task to the reader.
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