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Re´sume´ – Ce papier concerne l’estimation des parame`tres d’un signal dont la Fre´quence Instantane´e (FI) suit une loi dite en
S. Les mesures temporelles e´tant suppose´es Gaussiennes, nous proposons l’Estimateur du Maximum de Vraisemblance (EMV)
obtenu en pratique par l’algorithme de Gauss-Newton. L’initialisation de la routine nume´rique est faite sur un estime´ dit grossier.
Les performances de l’EMV, en termes de variance, sont compare´es a` la Borne de Crame´r-Rao (BCR).
Abstract – This paper deals with the problem of parameter estimation of a S-shaped instantaneous frequency. The temporal
measurements being Gaussian, we propose the so-called Maximum Likelihood Estimator (MLE) reached via the Gauss-Newton
procedure. The initialization is made with a coarse estimator. MLE’variance is compared with the Crame´r-Rao Lower Bound
(CRLB).
1 Introduction
Le sce´nario dans lequel s’inscrit l’objet de ce papier est
celui de la Guerre Electronique : un signal radar intercepte´
doit eˆtre classifie´, en d’autres termes attribue´ a` une classe
de signaux issue d’une banque de mode`les disponibles. Ici,
nous nous inte´ressons a` l’estimation des parame`tres du si-
gnal intercepte´ (phase ne´cessaire a` toute tentative de clas-
sification) lorsque l’on dispose du bon mode`le.
Le papier est articule´ en quatre parties : la premie`re (sec-
tion 2) pre´sente nos notations et le mode`le concerne´. L’ob-
jet de la seconde (section 3) est l’extraction des FI qui nous
permettra de proposer, dans un troisie`me temps, une es-
timation grossie`re pre´sente´e dans la section 4. La section
5 est de´volue a` l’EMV, dit estime´ fin ainsi qu’a` ses perfor-
mances.
2 Position du proble`me
Nous conside´rons dans notre e´tude des signaux non-
stationnaires dont le mode`le est le suivant :
sk(A,ϕ, θ) , A cos [ϕ+ ωk(θ)] 1 ≤ k ≤ Nt , (1)
ou` A est l’amplitude du signal, ϕ est la phase a` l’origine,
Nt est le nombre d’e´chantillons temporels et ωk(·) est la
phase instantane´e de´finie par la relation suivante :
ωk(θ) , 2pi
(
θ1k4t+ θ2θ3 ln
[
1 + exp[θ3k4t− θ4]
1 + exp[−θ4]
])
,
(2)
avec θi (i = 1, 2, 3, 4) les composantes du vecteur θ a` esti-
mer et 4t = 1
fe
le pas d’e´chantillonnage.
La FI du signal s’e´crit :
fk(θ) = θ1 +
θ2(
1 + exp
[
−θ3
fe
k + θ4
]) . (3)
Les parame`tres A, ϕ et θ sont inconnus et a` estimer. Nous
de´finissons alors le vecteur ψ a` estimer par :
ψ , [A ϕ θT ]T (4)
Le mode`le de mesure est donne´ par la relation suivante :
xk = sk(ψ) + εk (5)
ou` {εk} est un processus Gaussien inde´pendant et identi-
quement distribue´ (i.i.d.) centre´ et de variance σ2ε .
Enfin, nous de´finissons le Rapport Signal sur Bruit (RSB)
en de´cibel par la relation suivante :
RSB = 10 log10
(
A2
2σ2ε
)
(6)
Ainsi pose´, ce proble`me apparaˆıt comme un simple pro-
ble`me d’estimation pour lequel nous proposons l’EMV.
Cependant, l’utilisation d’une proce´dure comme celle de
Gauss-Newton e´choue la plupart du temps a` cause de la
pre´sence de multiples maxima locaux. Une initialisation
correcte, note´e ψ̂0, de l’algorithme assurera alors un taux
de convergence acceptable. Comme c’est souvent le cas en
traitement du signal, une description harmonique des me-
sures du signal nous aidera a` trouver cette estimation dite
grossie`re ψ̂0.
3 Extraction et Mode´lisation de la
FI
3.1 Extraction
Pour les signaux transitoires non-stationnaires et dis-
crets, lorsque la FI du signal n’est pas une fonction li-
ne´aire du temps, il est commode d’utiliser la transfor-
me´e Pseudo Wigner-Ville, fournissant une repre´sentation
temps-fre´quence voir Figure 1, de´finie dans [4] par la re-
lation suivante :
PWVx(n, ν) , 2
+∞∑
k=−∞
hk xn+k x
∗
n−k h∗−k exp(−4ipiνk) ,
(7)
ou` n = 1, . . . , Nt (Nt conside´re´ pair) et ν une variable
fre´quentielle.
En utilisant une feneˆtre rectangulaire hk de longueur im-
paire
Nh = 2lh + 1 avec lh =
Nt
12
,
de´finie comme suivant :{
hk = 0 |k| ≥ lh
hk = 1 |k| < lh ,
et en e´chantillonnant les fre´quences, nous obtenons la
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Figure 1 – Image temps-Fre´quence de PWV
transforme´e discre`te DPWV du signal xk :
DPWVx(n, p) = 2
M(n)∑
k=−M(n)
xn+k x∗n−k exp(−4ipikpNf ) ,{
n = 0, . . . , Nt − 1
p = 0, . . . , Nf − 1 ,
(8)
ou` Nf est the nombre de canaux fre´quentiels dans l’inter-
valle [0; fe[ i.e 4ν = 1Nf et
M(n) = min(n− 1, Nt − n, Nt2 − 1, lh) .
L’utilisation du signal analytique [7] permet de s’affran-
chir des interfe´rences ge´ne´re´es par les fre´quences positives
et ne´gatives.
Notre choix de la localisation du pic d’e´nergie de la
transforme´e comme estimateur de la FI [1] permet d’ob-
tenir la se´quence temporelle de FI :
F , (F1, . . . , FN ) , (9)
ou` Fk est un estime´ de la fre´quence instantane´e fk(θ) du
signal sk(θ) a` l’instant tk, i.e. :
Fk , qfe4ν avec q tel que
DPWVx(k, q) = sup
p∈{0,... ,Nf−1}
DPWVx(k, p) .
(10)
En dessous d’un certain RSB, de nombreux faux esti-
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Figure 2 – Extraction de la FI
me´s apparaissent dans la se´quence F , voir Figure 2. Des
simulations de Monte-Carlo nous ont permis d’e´tudier le
comportement des FI estime´s ; deux populations d’estime´s
sont en pre´sence :
– ceux dus a` la pre´sence du signal ;
– ceux ge´ne´re´s par le bruit.
Pour obtenir l’estime´ grossier de θ a` travers les mesures
de la FI, nous aurons a` tenir compte de ce fait.
3.2 Mode´lisation
L’ide´e est d’utiliser une me´thode provenant de la tra-
jectographie sous-marine, [5]. Soient les hypothe`ses sui-
vantes :
si fi(θ)− 2σ 6 Fi 6 fi(θ) + 2σ
alors Fi est originaire du signal
sinon Fi est une fausse alarme
(11)
ou` σ est un parame`tre inconnu a` estimer.
Nous de´finissons alors les deux e´ve´nements exclusifs et
exhaustifs a` chaque instant et leur probabilite´ respective :
Di ≡ {Fi est originaire du signal} P (Di) = Pc , (12)
Di ≡ {Fi est une fausse alarme} P (Di) = 1− Pc .
(13)
Nous faisons les hypothe`ses suivantes, [2] :
1. sous Di, Fi est la re´alisation d’une variable ale´atoire
Gaussienne d’e´cart-type inconnu σ, et d’espe´rance
fi(θ), mode`le de mesure a` l’instant ti et de´pendant
du vecteur d’e´tat θ ∈ R4 a` estimer. La densite´ de
probabilite´ de Fi conditionne´e a` θ et sous l’hypo-
the`se Di s’e´crit alors :
p(Fi|θ,Di) = 1√
2pi σ
exp
[
− 1
2σ2
(
Fi − fi[θ]
)2]
,
(14)
2. sous Di, Fi est la re´alisation d’une variable ale´atoire
uniforme´ment distribue´e dans l’espace des mesures,
note´ U = [0;
fe
2
] et de volume u =
fe
2
, soit :
p(Fi|θ,Di) = 1u 1lU (Fi) , (15)
ou` 1lU (·) est la fonction indicatrice de l’ensemble U ,
de´finie par l’expression suivante :{
1lU (Fi) = 1 si Fi ∈ U
1lU (Fi) = 0 si Fi /∈ U . (16)
Nous obtenons alors la densite´ de probabilite´ d’une mesure
Fi conditionne´e au vecteur d’e´tat θ :
p(Fi|θ) =1− Pcu 1lU (Fi) +
Pc
1√
2pi σ
exp
[
− 1
2σ2
(
Fi − fi[θ]
)2]
.
(17)
Remarque. Le parame`tre Pc sera fixe´ a` une valeur arbi-
traire, alors que le parame`tre σ sera conside´re´ inconnu.
4 Estime´ grossier de ψ
L’estime´ grossier est obtenu a` partir d’une me´thode
certes sous-optimale mais simple et robuste : l’estime´ ψ̂0,
du parame`tre ψ (cf. 4), s’e´crit :
ψ̂0 =
 Â0ϕ̂0
θ̂0
 .
θ̂0 est de´fini par :
θ̂0 , argmax
θ
{
N∑
i=1
ln [p(Fi|θ)]
}
. (18)
ou` p(Fi|θ) est donne´ par (17).
Remarque. Notons que si les fre´quences Fi e´taient inde´-
pendantes dans leur ensemble, alors θ̂0 serait l’EMV de θ
a` partir de F .
En utilisant une me´thode d’optimisation non-line´aire
sous contrainte [3] et un algorithme ite´ratif de recherche
de l’optimum, algorithme de Levenberg-Marquardt (LM)
[6], nous obtenons les estime´s θ̂0 et σ̂.
Pour obtenir les parame`tres Â0 et ϕ̂0, nous de´finissons le
parame`tre α ∈ R2 suivant :
α(1) , A cos(ϕ) ,
α(2) , A sin(ϕ) . (19)
Pour θ = θ̂0, la relation (1) s’e´crit alors :
sk(α, θ = θ̂0) = αT yk(θ̂0), (20)
ou` yk(θ̂0) ,
[
cos
(
ωk(θ̂0)
)
− sin
(
ωk(θ̂0)
)]T
.
L’estimation de α est obtenue en minimisant la fonction-
nelle des Moindres-Carre´s :
Λ(α) ,
Nt∑
k=1
[
xk − αT yk(θ̂0)]2 . (21)
En de´finissant les vecteurs suivants :
Y , [y1 . . . yNt ] ,
X , [x1 . . . xNt ] ,
le parame`tre recherche´ α̂0 est obtenu par la formule clas-
sique :
α̂0 = (Y Y T )−1 Y XT . (22)
Finalement, les parame`tres Â0 et ϕ̂0 sont donne´s par les
relations suivantes :
Â0 =
√
α̂0(1)2 + α̂0(2)2 ,
ϕ̂0 = arctan
(
α̂0(2)
α̂0(1)
)
.
(23)
5 Estime´ fin de ψ
A partir des mesures de´finies par (5), nous obtenons la
vraisemblance globale. A nouveau, nous avons a` minimiser
une fonctionnelle :
Υ(ψ) ,
Nt∑
k=1
[
xk − sk(ψ)]2 . (24)
Pour obtenir la solution recherche´e ψ̂, nous utilisons un
algorithme de LM sur (24), avec le mode`le de´fini par (1)
et (2), et initialise´ avec le parame`tre ψ̂0 obtenu pre´ce´dem-
ment. Nous comparerons les performances de l’estimateur
ψ̂Pc obtenu avec l’initialisation e´value´e avec Pc = 0.5 et
de l’estimateur ψ̂MC obtenu avec l’initialisation e´value´e
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Figure 3 – Erreur Absolue
sur l’Amplitude A
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Figure 4 – Variance et BCR
sur l’Amplitude A
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Figure 5 – Erreur Absolue
sur la Phase ϕ
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Figure 6 – Variance et BCR
sur la Phase ϕ
avec Pc = 1.
Les parame`tres utilise´s sont les suivants : T = 1 µs, fe =
512 MHz, Nt = 512, Nf = 1024, Nh = 87. La valeur du
vrai vecteur ψ est :
ψ =
[
10
pi
4
107 108 107 4.5
]T
.
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Figure 7 – Erreur Relative
sur θ1 rapporte´e a` fe
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Figure 8 – Variance et BCR
sur θ1
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Figure 9 – Erreur Relative
sur θ2 rapporte´e a` fe
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Figure 10 – Variance et BCR
sur θ2
Les re´sultats, obtenu a` partir de 1000 simulations de
Monte-Carlo a` diffe´rents RSB (de 30 dB to −3 dB), sont
repre´sente´s sur les Figures 3 a` 14. Nous comparons les biais
des estimateurs ψ̂Pc et ψ̂MC , et les e´le´ments diagonaux de
la matrice de covariance des deux estimateurs avec ceux
de la matrice BCR. Biais et variance sont obtenus res-
pectivement par la moyenne et la matrice de covariance
empirique de 1000 estime´s.
Les Figures 8, 10, 12 et 14 nous montrent que la succes-
−5 0 5 10 15 20 25 30
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
Biais sur l’estimation de ψ5
RSB
H
z
BiaisP
c
(ψ5)
BiaisMC(ψ5) 
Figure 11 – Erreur Relative
sur θ3 rapporte´e a` fe
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Figure 12 – Variance et BCR
sur θ3
sion des deux estimateurs est un moyen efficace d’extraire
les parame`tres d’un signal a` modulation de fre´quence non
line´aire, dans le sens ou`, pour un RSB plus grand que
−1 dB, l’estimateur final rencontre la BCR.
Lorsque la pre´sence des fausses alarmes est ignore´e, i.e.
avec ψ̂MC , la perte de performance peut eˆtre montre´e en
comparant la courbe relative a` ψ̂MC avec celle relative a`
ψ̂Pc pour chaque figure. De plus, il existe une diffe´rence
significative entre VarMC(ψi) and VarPc(ψi) (i variant de
1 a` 6).
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Figure 13 – Erreur Relative
sur θ4
−5 0 5 10 15 20 25 30
−60
−50
−40
−30
−20
−10
0
10
20
30
BCR et Variance de l’estimation de ψ6
RSB
dB
BCR(6,6)         
VarP
c
(ψ6)
VarMC(ψ6) 
Figure 14 – Variance et BCR
sur θ4
6 Conclusion
Dans cet article, nous avons pre´sente´ un nouvel algo-
rithme pour estimer les parame`tres d’un signal a` modula-
tion non line´aire de fre´quence. En premier lieu, la FI du
signal a pu eˆtre extraite au moyen d’une repre´sentation
temps-fre´quence. Pour pallier aux de´ficiences de cette me´-
thode sous un certain RSB, nous proposons un estimateur
insensible a` la pre´sence de fausses alarmes dans la se´quence
de la FI. Enfin, un EMV fin et robuste est obtenu par un
second algorithme de LM initialise´ par l’estime´ grossier.
Jusqu’a` un RSB de −1 dB, l’estimateur est statistique-
ment efficace. Notons que notre approche est applicable
quelle que soit le mode`le, [2].
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