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Abstract In this paper, we propose a new algorithm of an
adaptive actor-critic method with multi-step simulated expe-
riences, as a kind of temporal difference (TD) method. In
our approach, the TD-error is composed of two value-
functions and m utility functions, where m denotes the
number of multi-steps in which the experience should be sim-
ulated. The value-function is constructed from the critic for-
mulated by a radial basis function neural network (RBFNN),
which has a simulated experience as an input, generated from
a predictive model based on a kinematic model. Thus, since
our approach assumes that the model is available to simu-
late the m-step experiences and to design a controller, such
a kinematic model is also applied to construct the actor and
the resultant model based actor (MBA) is also regarded as a
network, i.e., it is just viewed as a resolved velocity control
network. We implement this approach to control nonholo-
nomic mobile robot, especially in a trajectory tracking con-
trol problem for the position coordinates and azimuth. Some
simulations show the effectiveness of the proposed method
for controlling a mobile robot with two-independent driving
wheels.
Keywords Actor-critic algorithms · Kinematic model ·
Multi-step prediction · Nonholonomic mobile robot ·
Nonlinear predictive model · Simulated experience
1 Introduction
In many engineering problems, such as a process control uti-
lizing model-predictive algorithms, it is required that at any
given time the process outputs should be predicted for many
time-steps into the future without the availability of output
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measurements. Additionally, in robotics and more recently
in artificial intelligence applications, multi-step prediction is
required for any decision making. Learning in a multi-step
prediction is generally difficult to develop because of the lack
of actual measurements.
However, the references [1] and [2] have already stud-
ied on multi-step prediction by using temporal difference
(TD) methods in the frame of reinforcement learning (RL).
Despite the fact that a considerable attention has been devoted
to multi-step prediction over many years, so far there have
been few practical successes in terms of solving complex real
world problem, such as robotic control, voice control, etc.
This paper presents a multi-step prediction (or simulated
experience) learning by using TD method. The present method
tries to solve a kind of nonlinear predictive control problem
by the framework of an adaptive actor-critic approach. For
that purpose, we introduce a kinematic model of nonholo-
nomic mobile robot to predict multi-step ahead states, i.e.,
to generate multi-step simulated experiences, and apply the
model to construct a model-based actor (MBA).
Actor-critic methods are based on TD methods that have
a separate memory structure to explicitly represent the policy
independent of the value function. Such methods aim at com-
bining the strong points of actor-only and critic-only methods
[3]. The critic uses an approximate architecture and simula-
tion to learn a value function, which is then used to update
the actor’s policy parameters in a direction of performance
improvement. These methods, as long as they are gradient-
based, may have desirable convergence properties, whereas
the convergence of critic-only methods is guaranteed in very
limited settings.
In our previous works, only one-step-ahead prediction
has been used to construct a new adaptive actor-critic algo-
rithm using a predictive model. There were two interesting
learning methods of one-step-ahead prediction methods: one
is learning from actual experience and the other is learning
from prediction (or simulated experience) [4]. In the case of
learning from actual experience of one-step-ahead prediction
[5], both actual and simulated experiences have been used to
construct a new adaptive actor-critic algorithm, under the
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assumption that the kinematic model for a robot concerned
is available as a simple predictive model. As a result, the
input of one value-function was the actual experience at time
k + 1, whereas the input of the other value-function was the
simulated experience at time k + 2 through the predictive
model, whose inputs were the actual experience and predic-
tive action at time k + 1.
Thus, it was clarified that how to construct the value
functions by applying actual and simulated experiences, and
consequently it was proved that both value-functions could
be realized as a pure static mapping, according to the fact
that both value-functions could be reduced to nonlinear cur-
rent estimators [6], which can be easily constructed by using
any artificial neural networks (NNs) with sigmoidal function
or radial basis function (RBF). Furthermore, the kinematic
model was also used to construct MBA in the framework of
adaptive actor-critic approach. Viewing this type of MBA as
a network whose connection weights are composed of the
elements of feedback gain matrix, the TD learning was able
to also be applied to update the weights of the actor.
We further investigated a learning method from simu-
lated experience where the only measurement at time k was
available to update an adaptive actor-critic algorithm [7,8],
whereas the former algorithm in [5] considered the case where
two measurements at times k and k + 1 were available to
update the adaptive actor-critic algorithm. Since the assump-
tion that a predictive model was available allowed us to use
simulated experiences at any time step, the present value-
functions were able to all be based on simulated experiences
generated from the predictive model. That is, it was not nec-
essary to wait for collecting the next measurement to update
the actor-critic networks, so that a relatively fast learning was
expected, compared with the previous approach [5].
Note, however, that in one-step-ahead prediction approach
the critic is limited to obtain rewards for updating the actor.
Therefore, we are naturally choosing multi-step prediction
or learning to solve such a problem. The main idea behind
conventional m-step approach [1] is to use a better estimate
for predicted discounted sum when updating the critic and
controller. When a control action is evaluated after several
time steps, more immediate reinforcements are expected to
be received, which yield a better estimate of the criterion
or value-function. In such a method, we usually follow the
current policy, keeping the parameters unchanged, and store
the immediate reinforcement. After m samplings, we have
to evaluate the modified control action by estimating the
discounted sum from the stored reinforcements; observing
more time steps improves the estimate. We use the differ-
ence between the predicted and observed criterion to adapt
the critic and the controller.
In this paper, we propose an adaptive actor-critic algo-
rithm with multi-step predictions through a predictive model.
Unlike the conventional multi-step methods discussed above,
we here describe a new method to estimate m discounted pre-
dictive rewards by using a simple predictive model. After tak-
ing one measurement of the state, we can obtain discounted
predictive rewards by using the associated predicted state.
The weights of actor and critic in the conventional approach
are updated every m-steps, whereas those in the present
approach are updated every sampling time. This concept is
similar to the predictive control in the field of conventional
control theory. The performance of the present method is
demonstrated through making several predictions with differ-
ent step in a trajectory tracking control problem for a non-
holonomic mobile robot.
In the following, we first explain the kinematic model
and the controller as an MBA in Sect. 2. In Sect. 3, learn-
ing algorithms for the actor and MBA are derived, under the
assumption that the measurement at time k and the predictive
model for multi-step prediction are available. A simple algo-
rithmic example with m = 2 is given in Sect. 4. Simulation
results and discussion are given in Sect. 5 to demonstrate the
effectiveness of the proposed method. A brief conclusion is
presented in Sect. 6.
2 Kinematic model and controller
It is here assumed that a kinematic model of any nonholonom-
ic mobile robot is available to provide a simulated experience
(i.e., predicted state) to any value-function in the critic and
to design a kinematic based controller for the actor.
Letting the generalized coordinate vector be x(t) =
[x1(t), . . . , xn(t)]T, the associated desired coordinate vector
be xd, and the manipulated velocity based on the resolved
velocity control law be u(t), we have
x˙(t) = J (x)u(t), (1)
u(t) = J †(x)(x˙d(t) + K [xd(t) − x(t)]), (2)
where u(t) = [u1(t), . . . , ur (t)]T and K is a diagonal,
positive-definite matrix given by K = diag(K1, . . . , Kn).
Here, J (x) = J (x(t))denotes the Jacobian matrix and J †(x)
is the pseudo-inverse matrix given by
J †(x) = [J T(x)J (x)]−1 J T(x) (3)
because generally n > r in any nonholonomic robots.
2.1 Discrete-time model
By using Euler difference relation with sampling width t ,
Eq. (1) in discrete-time can be rewritten as
xk+1 − xk
t
= J (xk)uk . (4)
If xk and uk are given, then the one-step ahead predicted
state xˆk+1 is given by
xˆk+1 = xk + t J (xk)uk . (5)
2.2 Discrete-time controller
By directly using of Euler difference of Eq. (2), we have the
following discrete time controller
uk = J †(xk)
{[
xdk+1 − xdk
t
]
+ K ek
}
, (6)
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where ek
= xdk − xk . Substituting this equation into Eq. (4)
gives
ek+1 + [t K − I ]ek = 0. (7)
From this relation, it is found that |t Ki − 1| < 1 assures
the convergence of this discrete-time error equation, where
it should be noted that Ki is of discrete-time.
It should be noted that this controller can be regarded as
a network whose inputs are xk, xdk , and xdk+1, and output is
uk , so that the feedback gains K1, . . . , Kn can also be viewed
as the connection weights.
3 Learning algorithms
In this section we consider to derive an adaptive actor critic
algorithm with multi step simulated experience.
Let the value-function Vk+m+1
= V (eˆk+m+1) be con-
structed by using a radial basis function neural network
(RBFNN) as shown in Fig. 1 such that
Vk+m+1 =
l∑
i=1
wi yik+m+1 = wT yk+m+1, (8)
where
eˆk+m+1
= xdk+m+1 − xˆk+m+1,
w
= [w1, . . . , wl ]T, (9)
yk+m+1
= [y1k+m+1, . . . , ylk+m+1]T.
Here, l is the number of hidden units and wi denotes the
weights between the hidden units and the output units. For
a typical RBF, a Gaussian function is used as a unit in the
hidden layer, so that yik+m+1 is given by
yik+m+1 = f
[
‖eˆk+m+1 − ai‖2
b2i
]
, f (z) = e−z, (10)
where ai denotes the mean vector of eˆk+m+1 and bi is the
standard deviation of the i th hidden unit.
The critic network is assumed to be composed of the
RBFNN to obtain a static mapping between the input and
output at time k +1 (or k +m +1), whereas it should be com-
posed of a recurrent RBFNN to obtain a dynamic mapping,
if Vk+1
= V (ek+1, uk) and Vk+m+1 = V (ek+m+1, uk+m+1)
as defined in the most of the existing literature.
As shown in Fig. 2, the multi-step recursions of the critic
network and MBA try to minimize the following squared
error measure over time:
J = 1
2
∞∑
k=0
2k+1, (11)
k+1
= Vk+1 − U¯k+m − γ m Vk+m+1, (12)
where k+1 is TD error and the m discounted utility function
U¯k+m is given by
U¯k+m
=
m−1∑
t=0
γ tUk+t+1, (13)
where γ is a discount factor for the infinite horizon problem
(0 < γ < 1).
The utility function (or reward function) is designed to
give punishment and reward to the model based control-
ler. Optimization of energy consumption of the robot is one
method for composing the utility function. Another method
is a squared Euclidean norm of the state tracking error, i.e.,
Uk+i = ‖eˆk+i‖2, eˆk+i = xdk+i − xˆk+i , i = 1, . . . , m.
This method will be applied in our system, where propor-
tional gains, weight vector and RBF parameters (mean value
and deviations) are updated to improve the systems perfor-
mance.
Figures 3 and 4 show the conventional multi-step method
in RL studied in [1] and the present method, respectively.
Observe from these figures that our method updates the critic
and actor for every sampling instant, whereas the conven-
tional method updates them for m-samplings though it takes
the measurement and action for every sampling instant.
3.1 Learning in critic
The task of the critic is to produce a value-function shown
in Fig. 1, consisting of a function of states and/or actions.
The critic plays the role of an adaptive critic element [10,
11] and constantly estimates the value-function with differ-
ent input states. Since the present critic was assumed to be
constructed by the RBFNN [7,8], the incremental value of
the critic connection weights or parameters can be obtained
by
w = −α ∂ J
∂w
,
= −α ∂ J
∂k+1
∂k+1
∂Vk+m+1
∂Vk+m+1
∂w
,
= −αk+1(−γ m)∂Vk+m+1
∂w
,
= αγ k+1 ∂Vk+m+1
∂w
, (14)
where w denotes any scalar adaptable weight or parameter
of the critic, α is a positive learning rate, and αγ
= αγ m .
Similarly, the incremental value of the mean vector ai
can be calculated by
ai = −αa ∂ J
∂ai
, (15)
= −αa ∂ J
∂k+1
∂k+1
∂ai
,
= −αa ∂ J
∂k+1
k+1
∂Vk+m+1
∂Vk+m+1
∂ai
,
= αγ ak+1 ∂Vk+m+1
∂ai
, (16)
where αa
= diag(αa1, . . . , αan) > 0 denotes the learning
rate in matrix form andαγ a
= γαa ≡ diag(γ αa1, . . . , γ αan).
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Fig. 1 Structure of RBFNN consisting of three layers
Fig. 2 Proposed adaptive actor critic method with multi-step prediction learning
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Fig. 3 Conventional multi-step method in reinforcement learning [1], where a block with A denotes the actor and a block with C is the critic
Fig. 4 Proposed multi-step method with simulated experiences, where a block with M denotes the model
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Noting that
∂Vk+m+1
∂ai
= ∂Vk+m+1
∂yik+m+1
∂yik+m+1
∂ai
,
= wi
[
−yik+m+1
]
(
−2 [eˆk+m+1 − ai
]
b2i
)
,
= 2wi y
i
k+m+1
b2i
[
eˆk+m+1 − ai
] (17)
it is finally obtained that
ai = 2αγ ak+1
wi yik+m+1
b2i
[
eˆk+m+1 − ai
]
. (18)
Furthermore, the incremental value of the standard devi-
ation bi is described by
bi = −αb ∂ J
∂bi
, (19)
= −αb ∂ J
∂k+1
∂k+1
∂bi
,
= −αb ∂ J
∂k+1
∂k+1
∂Vk+m+1
∂Vk+m+1
∂bi
,
= αγ bk+1 ∂Vk+m+1
∂bi
, (20)
where αb denotes the learning rate and αγ b
= γαb.
Since it is easy to find that
∂Vk+m+1
∂bi
= ∂Vk+m+1
∂yik+m+1
∂yik+m+1
∂bi
,
= wi yik+m+1
2‖eˆk+m+1 − ai‖2
b3i
(21)
we finally obtain
bi =
2αγ bk+1wi yik+m+1‖eˆk+m+1 − ai‖2
b3i
. (22)
It is worth to note that the present critic network can also
be interpreted as a nonlinear current estimator consisting of
a purely static mapping NN to produce the value function
Vk+1 (or Vk+m+1), because the input–output instants of the
RBFNN are the same [8].
3.2 Learning in MBA
The MBA is constructed by a resolved velocity control net-
work. Assume that the gains Ki of the resolved velocity con-
troller can be regarded as the weights of MBA. The MBA
produces the linear velocity and angular velocity of the robot
as action inputs. Therefore, we have to transform their veloci-
ties to the torques for controlling the left and the right wheels.
Then, the weights, i.e., gains, are updated by propagating
the TD error back to the model down to the MBA. That is,
by propagating ∂Vk+m+1/∂ eˆk+m+1 back through the model
down to the actor as suggested in Prokhov and Wunch [9], it
follows that
Ki = −η ∂ J
∂Ki
,
= −η ∂ J
∂k+1
∂k+1
∂Ki
,
= −η ∂ J
∂k+1
∂k+1
∂Vk+m+1
∂Vk+m+1
∂Ki
,
= ηγ k+1 ∂Vk+m+1
∂Ki
, (23)
where η denotes a small positive learning and ηγ
= ηγ m .
Furthermore, it is found that
∂Vk+m+1
∂Ki
=
(
∂Vk+m+1
∂ eˆk+m+1
)T ( eˆk+m+1
∂ xˆk+m+1
)T xˆk+m+1
∂Ki
,
= −
(
∂Vk+m+1
∂ eˆk+m+1
)T
∂ xˆk+m+1
∂Ki
(24)
because of ∂ eˆk+m+1/∂ xˆk+m+1 = −I . Here, ∂ xˆk+m+1/∂Ki
can be obtained by the following recursive relation:
∂ xˆk+ j+1
∂Ki
=
(
∂ xˆk+ j+1
∂ xˆk+ j
)T
∂ xˆk+ j
∂Ki
+
(
∂ xˆk+ j+1
∂uk+ j
)T
∂uk+ j
∂Ki
(25)
for j = 0, 1, ..., m. For the initial conditions at j = 0,
∂ xˆk
∂Ki
= 0, ∂ xˆk+1
∂uk
= t J T(xk),
∂uk
∂Ki
= J †i (xk)eik,
where eik denotes the i th element of the ek and J
†
i (xk) is the
i th column vector of J †(xk). For j ≥ 1, it follows that
∂ xˆk+ j+1
∂ xˆk+ j
= I + t ∂
[
J (xk+ j )uk+ j
]
∂ xˆk+ j
, (26)
∂ xˆk+ j+1
∂uk+ j
= t J T(xˆk+ j ), (27)
∂uk+ j
∂Ki
= J †i (xˆk+ j )eˆik+ j , (28)
where eˆik+ j denotes the i th element of eˆk+ j and ∂ xˆk+ j/∂Ki
is given as the result of the former recursion.
4 An algorithmic example of multi-step learning
As an example of the multi-step simulated experiences pro-
posed here, we show the case of m = 2 for the application of
the proposed algorithm. At the time k, the TD error is defined
by
k+1 = Vk+1 − Uk+1 − γUk+2 − γ 2Vk+3. (29)
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In the critic part, Eq. (14 ) is reduced to
w = αγ k+1 ∂Vk+3
∂w
. (30)
Then, for the MBA part, from Eqs. (23) and (24), we have
Ki = −ηγ k+1
(
∂Vk+3
∂ eˆk+3
)T
∂ xˆk+3
∂Ki
. (31)
Here, it is found, from Eq. (25), that ∂xk+3/∂Ki is given by
∂ xˆk+1
∂Ki
=
(
∂ xˆk+1
∂uk
)T
∂uk
∂Ki
,
∂ xˆk+2
∂Ki
=
(
∂ xˆk+2
∂ xˆk+1
)T
∂ xˆk+1
∂Ki
+
(
∂ xˆk+2
∂uk+1
)T
∂uk+1
∂Ki
,
∂ xˆk+3
∂Ki
=
(
∂ xˆk+3
∂ xˆk+2
)T
∂ xˆk+2
∂Ki
+
(
∂ xˆk+3
∂uk+2
)T
∂uk+2
∂Ki
.
5 Simulation results
5.1 Model of nonholonomic mobile robot
The class of nonholonomic mobile robots having n-dimen-
sional configuration space, with general coordinates
(x1, . . . , xn) and subjected to p constraints can be described
by [13]
M(x)x¨ + V m(x, x˙)x˙ + F(x˙) + G(x) + τ d
= B(x)τ − AT(x)λ, (32)
where M(x) ∈ n×n is the symmetric, positive definite iner-
tia matrix, V m(x, x˙) ∈ n×n is the centrifugal and Coriolis
matrix, F(x˙) ∈ n is the surface friction, G(x) ∈ n is the
gravitational vector, τ d ∈ n is the bounded unknown dis-
turbances including unstructured and unmodeled dynamics,
B(x) ∈ n×r is the input transformation matrix, τ ∈ r is
Fig. 5 Model of nonholonomic mobile robot
the input torque vector, A(x) ∈ p×n is the matrix associated
with the constraints and λ ∈ p is the vector of constraint
forces.
Let the center of gravity of the robot be (xc, yc) and the
azimuth of the robot be θ . Namely, the generalized coordinate
vector is x(t) = [xc(t) yc(t) θ(t)]T and u(t) = [v(t) ω(t)],
as shown in Fig. 5, where v(t) is the translational velocity
of the robot and ω(t) = θ˙ (t) is the rotational velocity of
the robot. The dynamical equation of a mobile base can be
expressed in the matrix form (32), where
M(x) =
⎡
⎣
m 0 0
0 m 0
0 0 I
⎤
⎦ , V m(x, x˙) = 0,
F(x˙) = 0, G(x) = 0, τ d = 0, τ =
[
τr
τl
]
,
B(x) = 1
r
⎡
⎣
cos θ cos θ
sin θ sin θ
R −R
⎤
⎦ , AT(x) =
⎡
⎣
− sin θ
cos θ
0
⎤
⎦ ,
λ = −m(x˙c cos θ + y˙c sin θ)θ˙ ,
where m, I and 2R are the mass, the moment of inertia and
the tread of the robot, and r is the radius of the wheel. Also, τr
and τl are the driving torques of the right and the left wheels,
respectively.
5.2 Results
We implemented the multi-step prediction of actor-critic
method that was presented in Sects. 2 and 3. It was assumed
that the vehicle parameters were as follows [12]:
I = 10 [kgm2], m = 200 [kg]
R = 0.3 [m], r = 0.1 [m].
The reference trajectory was a straight line trajectory
shown in Fig. 6 with initial coordinates (0, 0) [m]. The initial
configuration of the robot was (2, 0) [m] with the azimuth 0
[deg] and the initial controller gains were chosen as K =
diag (5, 5, 5). The controlled object was simulated for 60 [s]
with sampling width t = 0.02 [s].
For updating gain elements K1, K2 and K3 in the MBA,
we selected η = 0.01 for m = 1 to m = 4 and we used a
discount factor γ = 0.9. For the critic, we applied 12 hidden
units in the RBFNN and the learning rate α = 0.001 for all
parameters and weights. Note that the initial values of con-
nection weights were set by using uniform random number.
After numerous simulation studies, we obtained learning
performance for each m-step prediction as shown in Table 1,
where the episode means one trial for the same trajectory,
and eix = xdi − xi and eiy = ydi − yi denote the position
errors for x- and y-coordinates, respectively. It is found from
Table 1 that for m = 1 to 4 the average results of |eix | and
|eiy | distribute from 0.4746 to 0.5285 and from 0.9232 to
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Fig. 6 Tracking trajectory response with four-step predicted state
Table 1 Average position errors ex and ey with m = 1 to m = 4
m Episodes η 1N
∑N
i=1 |eix | 1N
∑N
i=1 |eiy |
1 15 0.01 0.5285 1.5090
2 8 0.01 0.5039 0.9851
3 6 0.01 0.4787 0.9409
4 5 0.01 0.4746 0.9232
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Fig. 7 Error history of multi-step prediction method with m = 4 for
x-position
1.5090, respectively. Note that each average value was cal-
culated from the first trial to the final one successively, i.e., N
stands for 3,000 times of each required number of episodes.
It is also easy to understand that the number of episodes
reduces from 15 to 5, as m varies 1 to 4. Thus, it is concluded
that the multi-step prediction is less time-consuming than the
single-step prediction.
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Fig. 8 Error history of multi-step prediction method with m = 4 for
y-position
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Fig. 9 Tracking error of 5th trial for x-coordinate with m = 4
Figure 6 shows an example of the trajectory-tracking con-
trol response of the mobile robot, where the fifth trial simu-
lation with m = 4 is depicted. Observe that the robot moved
quickly, from the actual starting point (2, 0) to the reference
starting point (0, 0), to minimize the error, because there was
a large initial error. Figures 7 and 8 show the corresponding
error histories for the x- and y-coordinates. These figures
sampled the first, third and fifth trial simulations. Figures 9
and 10 also show the detailed errors of x- and y-coordinates
at the final trial.
6 Conclusions
An adaptive actor-critic algorithm with multi-step prediction
has been presented. The present method was motivated from
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Fig. 10 Tracking error of 5th trial for y-coordinate with m = 4
a previous work, i.e., a single-step ahead prediction (simu-
lated experience) approach. The model used for generating
a predictive state was a nonlinear model; here, we applied a
kinematic model for mobile robots. The learning algorithm
was based on the conventional steepest descent method in
the framework of TD method, in which an approximation
was introduced so that all predicted errors at time k +m with
m ≥ 1 were just the inputs to the utility functions, except
for the actual error at time k. The critics were constructed by
RBFNNs. In such NNs, all parameters, i.e., the mean vector,
standard deviation and the weights between the hidden and
output units were optimized by propagating the TD error to
each element. The present actor based on the kinematic model
was also optimized by the similar way used in the learning
of critic. The detailed algorithm was developed in the tra-
jectory tracking control problem for a nonholonomic mobile
robot. The effectiveness of the algorithm was illustrated by
controlling the coordinates and azimuth of the robot.
For more information on the control of nonholonomic
mobile robots using other approaches such as NNs or fuzzy-
NNs, for example, we can pick up the results of [12] based
on using fuzzy-NNs, in which two fuzzy Gaussian NNs were
adopted to produce the final torque inputs for the robot, to-
gether with a connection net representing a simple kinematic
relation. As a method based on using NNs, for example,
there exist the results of Fierro and Lewis [13,14], in which a
dynamic controller incorporating with a backstepping kine-
matic controller was proposed, where an unknown nonlinear
function that is related to masses, moments of inertia, friction
coefficients, etc. was estimated by an NN. This approach has a
very interesting characteristic that limt→∞ xd(t)− x(t) = 0
can be guaranteed in the trajectory tracking problem.
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