Abstract. The orthogonal segment intersection search problem is stated as follows: given a set S of n orthogonal segments in the plane, report all the segments of S that intersect a given orthogonal query segment. For this problem, we propose a simple and practical algorithm based on bucketing techniques. It constructs, in O(n) time preprocessing, a search structure of size O(n) so that all the segments of S intersecting a query segment can be reported in O(k) time in the average case, where k is the number of the reported segments. The proposed algorithm as well as existing algorithms is implemented in FORTRAN, and their, practical efficieneies are investigated through computational experiments. It is shown that our O(k) search time, O(n) space~ and O(n) preprocessing time algorithm is in practice the most efficient among the algorithms tested.
1. Introduction. Masks used in the fabrication of VLSI circuits are frequently expressed by the orthogonal segments (i.e., horizontal and vertical segments), and one of the most fundamental problems in VLSI layout verification is the orthogonal segment intersection search problem which is formally stated as follows: given a set S of n orthogonal segments in the plane and an arbitrarily given ~rthogonal query segment, report all the segments of S that intersect the query segment. Here, we assume that numerous queries are raised to the fixed set S. Therefore, it is important to preprocess S so that all the segments of S intersecting a query segment can be reported efficiently. Thus, orthogonal segment intersection search algorithms should be characterized in terms of the following three attributes:
(1) Preprocessing time--the time required to construct a search structure suitable for search.
(2) Space--the storage used for constructing and representing the search structure.
(3) Search tirne--the time required to report all the segments of S intersecting a query segment, using the search structure. In this paper we propose a simple algorithm with O(n) preprocessing time and O(n) space based on bucketing techniques [AEIIM] . Although it has O(n) search time in the worst case, it runs in O(k) time in almost all cases. Since simple and practically efficient algorithms for the orthogonal segment intersection search problem have long been desired in many areas including VLSI design, our algorithm may be quite useful. We also present another bucketing algorithm with the same complexity by employing the one-dimensional point-enclosure algorithm proposed by Chazelle [C] . To ascertain the practical efficiency of our bucketing algorithms, we have implemented five algorithms (our algorithms, Vaishnavi-Wood's algorithm, McCreight's algorithm, and Chazelle's algorithm) and tested them for several types of input data. Through the computational experiments, it is shown that our bucketing algorithms are in practice the most etticient among the algorithms tested.
2. Simple Bucketing Algorithm. In this section we present an algorithm, called a simple bucketing algorithm, with O(n) preprocessing time, O(n) space, and O(k) search time for almost every set S of n orthogonal segments. We can assume, without loss of generality, that set S consists of n vertical segments sl, sz,..., s, and that a query segment is horizontal. If Ypt~---Yp2 and (Xp, Ypl ) and (xp, Yea) are the endpoints of vertical segments sp (p = 1, 2,..., n), then sp can be identified as (xp ; yp~, Yp2) . Similarly, Yh) and (Xh2, Yh) are the two endpoints of a query segment h, then h can be identified as (Xh~, Xhz; Yh) .
Preprocessing. Let L be the total length of all segments sp = (xp ; Ypl, Yp2) in & i.e., 
