INTRODUCTION
Shape Analysis and Optimization deals with problems where the control or optimization variable is no longer a vector of parameters or functions but the shape of a geometric domain 52 contained in a fixed hold-all D of the Euclidean N-dimensional space RN. Here the space of all subsets 9'(D) of D is no longer a vector space and the traditional definitions of directional The first approach is known as the Velocity (Speed) Method (cf. J. Cea [7] and J. P. Zolesio [ 171) . The second approach is the classical viewpoint in Mechanics where it is convenient to work in both fixed and actual coordinates through an appropriate change of variable. A special case of this is known as the Method of Perturbation of the Identity.
In this paper we introduce a framework where the velocity and the transformation approaches are equivalent. We use velocities to define and study the Shape gradient and the Shape Hessian for nonsmooth constrained and unconstrained domains. We extend Hadamard structure theorem from Ck domains to nonsmooth domains. We also discuss their relationship to various methods based on perturbations of the identity operator. In Section 2 we extend the Velocity (Speed) Method to nonsmooth domains Q which are constrained to lie within a fixed domain D. This is done by a double application of the Viability Theory and the introduction of Bouligand contingent and Clarke tangent cones. We obtain natural extension of Hadamard's structure theorem for both the Shape gradient and the Shape Hessian (cf. Delfour and Zolesio [9(b)-9(e)] for a description of the smooth case) and recover known result in the smooth case. The canonical structures of the gradient and the Hessian are given for non-autonomous velocity fields. We show that Methods of Perturbation of the Identity Operator (first and second order) are special cases corresponding to nonautonomous velocity fields and indicate how to construct the associated velocity.
For the Shape gradient, the different methods yield expressions which may look different but are all equal. However, this is no longer true for the Shape Hessian. In fact we shall show in Section 4 that different perturbations of the identity yield final expressions which are not equal. It turns out that we can introduce an infinity of definitions based on perturbations of the identity. However, we shall show that they always contain a canonical bilinear term plus the Shape gradient of the functional acting in the direction of an acceleration field which is characteristic of the chosen perturbation. The canonical bilinear term exactly coincides with the second order Shape derivative obtained by the Velocity (Speed) Method for autonomous velocity fields. Moreover each expression obtained by a method of perturbation of the identity can be strictly recovered by adding to the canonical term the Shape gradient acting in the direction of an appropriate acceleration field. In view of this we propose to refer to this canonical term as the Shape Hessian.
A few papers have dealt with the second variation of a domain functional for partial differential equation models. To our knowledge the first one by N. Fujii [10(a)] used a second order perturbation of the identity along the normal to the boundary for second order linear elliptic problems. An extremely interesting paper by Arumugam and Pironneau [2] used the Shape second variation to solve the ribbfet problem. Finally J. Simon [16] presented a computation of the second variation using a first order perturbation of the identity. The first general approach to the computation of Shape Hessians can be found in Delfour and Zoltsio [9(b)9(e)].
It uses the Velocity (Speed) Method and includes simple illustrative examples for the Neumann and Dirichlet problems.
In conclusion, we would like to emphasize the importance of the equivalence between the velocity and the transformation viewpoints. It provides an essential link between many results which have been developped in parallel and direct constructions to compare them. In this paper we have used non-autonomous velocity fields but everything can be readily translated in the language of transformations.
VELOCITY (SPEED) AND TRANSFORMATION METHODS
In this section we review and extend the Velocity Method (cf. J. P. Zoiesio [17] ) and prove its equivalence with transformation methods. Under appropriate conditions we show how to construct a family of nonautonomous transformations of R" (or the closure of a subset D of RN) from a family of non-autonomous velocity fields. Conversely we show how to construct the family of non-autonomous velocity fields from a family of non-autonomous transformations of RN (or the closure of a subset D of W"). This construction is applied to various methods based on perturbations of the identity. In Subsections 2.1 and 2.2 we recall results from Delfour and Zolesio [9(e)] for unconstrained domains. In Subsections 2.3 and 2.4 we present new results for constrained domains which will be basic in this paper.
Unconstrained Families of Domains
Let the real number r > 0 and the map V: [0, r] x RN + RN be given. Denote by V a family ( V(t): 0 < t 6 z} of non-autonomous velocity fields on RN defined by Assume that Xl-+ V(t)(x) ef Jqt, x): iJaN-RN.
(1) 
and introduce the homeomorphism XH T,(V)(X) er x(t; V): RN + RN, and the maps
Notation 2.1. In the sequel we shall drop the V in TY(t, X), T;'(t, x), and T,( I') whenever no confusion is possible. (ii) Given a real z > 0 and a map T: [0, z] x RN -+ RN verifving hypotheses (Tl), (T2), and (T3), then the map
verifies hypothesis ( V), where T,-' is the inverse of X H T,(X) = T( t, X).
This first theorem is an equivalence result which says that we can either start from a family of velocity fields {V(t)} on RN or a family of transformations (T,} of RN provided that the map V, V(t, x) = V(t)(x), verifies (V) or the map T, T(t, X) = T,(X), verifies (Tl) to (T3).
When we start from V, we obtain the Velocity Method and the perturbations of an initial domain Q by the family of homeomorphisms {T,(V)} generates a new family of transformed domains which will be used in Sections 3 and 4 to define shape derivatives. Note that interior (resp. boundary) points of R are mapped onto interior (resp. boundary) points of 52,.
Perturbation of the Identity Operator
In examples where we start from T, it is usually possible to verify hypotheses (Tl) to (T3) and construct the corresponding velocity field V defined in (6) . For instance perturbations of the identity to the first or second order fall in that category:
T,(X) =X+ tU(X) + f A(X) (A = 0 for the first order), t > 0, XE RN, 03) where U and A are transformations of RN. It turns out that for Lipschitzian transformations U and A, hypotheses (Tl ) to (T3) are verified. For r = min{ 1, 114~) and T given by (8), the map T verifies hypotheses (Tl ) to (T3) on [0, 21. Moreover the associated velocity V is given by
and it verifies hypothesis (V) on [0, z].
Remark 2.1. Observe that from (8) and (9) V(0) = u,
where DU is the Jacobian matrix of U. The term p(O) is an acceleration at t = 0 which will always be present even when A = 0.
Constrained Families of Domains
In many applications the family of admissible domains 52 is constrained to subsets of a fixed larger domain or hold-all D. To reflect that constraint we consider transformations 
where x( ., X) is the solution of
Then the family of transformations T verifies conditions (TI,,) to (T3,).
(ii) Conversely given a family of transformations T verifying hypotheses (Tl D) to (T3,), the family of velocity fields
T,'(x)) : [0, t] xD+ IWN (16) verifies conditions (Vl,) and (V2,) and the transformations constructed from this V coincide with T. 
In particular it maps interior points and boundary points onto boundary points. 
that is, 
It is easy to verify that systems (21) and (22) and for O<.Q, y,,<r
In addition and T&.) = T,+(x,) x T,(x)
Moreover P(B) is bounded and RN+' is finite dimensional. So by using the version of Nagumo's theorem given in Aubin and Cellina vs E co, fl, Y(S) E 4 (27) since by hypothesis (V2,)
The proof is the same as above. The solutions of (26) define a Lipschitzian mapping such that
Now in view of (25) and (26) S,(T,(X))=y(t)=T,+,(X)=X * StoTt=ZonD.
To obtain the other identity, consider the function IT,
and the last term converges to zero as t, goes to t.
(
ii) The first condition ( Vl D) is verified since for each x E d and t, s in
The second condition ( Vl D) follows from ( Tl D) and (T3,) and the following inequality: for all x and y in d
To check condition (V2,), we go back to the definition contingent cone
of Bouligand where B is the unit disk in RN. We first show that
By (T2,), T, is bijective. So it is equivalent to show that $0, WE TD(T,(X)), QXED.
For simplicity we use the notation
By definition of T,-(x(t)) we must prove that
Choose 6,O < 6 < CI, such that QS, Is -tl < 6 => Ix'(s) -s'(t)/ < E.
Then fix t',O<t'-t<6,
and choose h = t' -t since 0 < t' -t < 6 < a:
by hypothesis on T. This proves (29). The second part of (1/2,) is
which is equivalent to proving that or with the simplified notation
We proceed exactly as in the proof of (29) except that we choose t' such that 0 < t -t' < 6, h = t -t', and u = -[x(t) -x( t')]/( t -t'). Then 
or
It turns out that for continuous vector fields V(t, .) the equivalence of ( V2D), (33), and (33') extends to arbitrary domains D.
THEOREM 2.4. Given a velocity field V vertfying ( Vlp), then condition (V2,) is equivalent to
Moreover L,(x) and Lb(x) are closed linear subspaces of RN.
Proof (i) The equivalence of (V2,), (V2,), and (V2==) is a direct consequence of the following lemma which will be proved later. LEMMA 2.1. Given a vector field WE C"(D; RN), the following three conditions are equivalent:
(ii) The set L,(x) is closed as the intersection of two closed sets. To show that it is linear we show that Va E R, VVE L,(x), al/~ Lo(x), and VV, WE L,(x), V+ WE Lo(x). Since + C,(x) are cones
The proof is analogous for Lb(x). This completes the proof of the theorem. 1 In dimension N = 3, they are {0}, a line, a plane, or the whole space. 
where .@(K, RN) is the space of k-times continuously differentiable transformations of RN with compact support in K. In all cases V2k c YK. As usual G.@"(K, RN) will be written 9(K, RN). 
and that the three cones do not necessarily coincide. Since both C,(x) and ET,,(x) will generate linear spaces, the question of the choice between a small and a large candidate naturally arises. However, the linear space ~~={V:[0,z]x~-+R'"suchthat Vverities(Vl,)and(V2,,,,)on8D} (42) constructed from L',(x) coincides with the linear space YD constructed from L,(x). Since all subsequent developments in this paper are based on the set P'D and not on the choice of any one of the tangent cones in (41), this question is purely a matter of taste at least for continuous vector fields. This may no longer be true for discontinuous fields and one tangent cone may be more fundamental than the others. 
and that the map VH dJ(Q; V) : +$k + R (7) is continuous. Then
where dJ(D; V(0)) is the Eulerian semiderivative for the autonomous vector field equal to V(0).
Proof It is sufficient to prove the theorem for any compact subset K of D. So given V in VTk construct the sequence V,(t) = V(t/n), 0 < t Q z, for integers n > 1.
By continuity of V, {V,} converges in V>k to the autonomous field p(ct) = V(0). Hence by continuity of (7) dJ(Q; V,) + dJ(Q; V(0)) and by uniqueness of the limit we obtain (8). a By virtue of this theorem we can now specialize to autonomous vector fields V to further study the properties and the structure of dJ(s1; V). is linear and continuous.
(ii) The map (9) defines a vector distribution G(Q) which will be referred to as the shape gradient of J at 0.
(iii) When there exists some finite k 3 0 such that G(Q) is continuous for the &(D, RN)-topology, we say that the shape gradient G(Q) is of order k.
The next theorem gives additional properties of shape differentiable functionals. (ii) It is sufficient to prove that dJ(Q; I') = 0 for all V in Lh. The other statements follow by standard arguments and the fact that Lk, is a closed subspace of 9:. From part (i) we know that the result is true for all V in Lz and hence by a density argument for all P' in LL. 1 Remark 3.1. When the boundary r of Q is compact and J is shape differentiable at Q, the distribution G(Q) is of finite order. Once this is known, the conclusions of Theorem 3.2(ii) apply with k equal to the order of G(Q).
For smooth domains quotienting 9; by LL intuitively means that we are dealing with vector fields in 9: which are normal to the boundary To. This notion can be made more precise and another interpretation of the dual of the quotient space 9:/L: can be given. The space of all distributions Tin (9:)' which are normal to the boundary TD will be denoted N",(r). When the boundary r is defined by local maps, it is possible to introduce the corresponding spaces of traces on l-n D and define the surjective trace operator The basic framework introduced in Sections 2 and 3 has reduced the computation of the Eulerian semiderivative of J(Q) to the computation of the derivative
of the function At) = J(Q,( V).
For t 2 0, we naturally obtain
This suggests the following definition. 
I\0
When it exists, it is denoted d2J(f2; V; W).
Remark 4.1. This last definition is compatible with the second order expansion of j(t) with respect to t around t = 0: The next theorem is the analogue of Theorem 3.1 and provides the canonical structure of the second order Eulerian semiderivative. 
Proof: The differential quotient (4) This important theorem gives the canonical structure of the second order Eulerian semiderivative: a first term which depends on V(0) and W(0) and a second term which is equal to dJ(O; V(0)). When V is autonomous the second term disappears and the semiderivative coincides with d2J(Q; V; W(0)) which can be separately studied for autonomous vector fields in YL. 
Autonomous Case
and V,(x) (resp. W,(y)) is the ith (resp. jth) component of the vector V (resp. W) (cf. L. The next and last result is the extension of Hadamard's structure theorem to second order Eulerian semiderivatives. We need the result established in the Corollary to Theorem 3.2. For a domain Q with a boundary r which is C'+ ', 12 0, the map 4d w) -hhd w)) = YA WI. 12 : %/Lh -+ @(rn D)
is a well-defined isomorphism. This will be used for the V-component. For the W-component we need the following lemma. 
Proof. This is by standard arguments. 8 
where (yr V) @ ((Y,-W) . n) is defined as the tensor product (38)
Even for a first order perturbation (A = 0), we have a quadratic term in U. This situation is analogous to the classical problem of defining second order derivatives on a manifold. The term (38) would correspond to the connexion while the bilinear term d2J(S2; I'; W) would be the candidate for the canonical second order shape derivative. In this context we shall refer to the corresponding distribution H(Q) as the canonical Shape Hessian. All other second order shape derivatives will be obtained from H(Q) by adding the gradient term G(O) acting as the appropriate acceleration field connexion). 
where for a first order perturbation (A = 0) the second term disappears.
Remark 4.8. When Q* is an appropriately smooth domain which minimizes a twice shape differentiable functional J(Q) without constraints on 8, the classical necessary conditions would be (at least formally) dJ(Q*; V)=O, v/v, 
