In this note, we explore a middle ground between data-driven model reduction and data-driven control. In particular, we use snapshots collected from the system to build reduced models that can be expressed in terms of data. We illustrate how the derived family of reduced models can be used for data-driven control of the original system under suitable conditions. Finding a control law that stabilizes certain solutions of the original system as well as the one that reaches any desired state in final time are studied in detail.
I. INTRODUCTION
Data-driven control is a fertile research venue that is becoming increasingly popular, and has received a big momentum due to the widespread use of data in our infrastructure and technologies. The basic idea is to use directly the data generated by the system for analysis and control purposes, as opposed to a system identification followed by a model-based control.
While nonlinear systems are arguably the most relevant dynamics for data-driven applications, they also pose extremely challenging problems. A fundamental difficulty is that a finite set of data may not capture the complexity of nonlinear models. This is in contrast with linear systems whose behaviours can be fully captured by a finite set of data under suitable conditions [1] , [2] . Notably the result of [3] on persistently exciting inputs has served as a tool for data-driven control [4] - [9] .
Under such identifiability conditions, linear models can be replaced by data, and various control problems including stabilization and LQR can be addressed with data-based LMIs [7] . The latter reference also provides data-driven stabilization of nonlinear systems in the sense of the first-order approximation. Model predictive control constitutes another attractive domain for deriving data-driven results under such conditions [6] , [10] , [11] . In [12] , thorough the notion of "data informativity", it has been shown that while identifiability is necessary for control problems such as LQR, they can be relaxed in other cases, notably in controllability and stabilization by state feedback.
The difficulty that a finite set of data may not capture the full complexity of nonlinear models, poses an immediate preparatory question; namely, what happens when data is not sufficiently rich to completely explain the behavior of a linear system? In that case, there exists a linear model of a lower order whose complexity matches that of the given data. The main goal of this note is to uncover such reduced models that can be expressed in terms of data, and subsequently use them for data-driven control.
The connection of the presented results with those in databased model reduction stems from the fact that we start off Nima Monshizadeh is with the Engineering and Technology Institute, University of Groningen, 9747AG, The Netherlands, n.monshizadeh@rug.nl with a finite collection of data from the system rather than an identified state-space model. In this regard, frequency domain measurements are taken as a tool to construct reduced models in the Loewner framework [13] . In addition, time-domain snapshots are leveraged in [14] , building on the framework of [15] , to derive reduced models, where notable extensions to the nonlinear case are also provided.
Both in model-based and data-based model reduction, the eventual reduced models obtained are used for control typically using classical model-based techniques. The twist here is that we relate the data-based reduced models directly to the data-driven control problems of the original system. In that regard, connections to recent results in [7] , [12] , [16] are also revealed by studying the reduced models in notable special cases. Moreover, as a consequence of our problem formulation, presciently exciting inputs of the sort [3] or [17] is not required.
First we discuss the initial results for the simple case of autonomous linear systems. In particular, we use the Petrov-Galerkin method [18] to project the system onto a space which is identified by a collection of snapshots from the state-response. The reduced model is explicitly written in terms of data, and coincides with subdynamics of the original system if suitable invariance conditions hold. However, the same cannot be readily applied to systems with inputs as both the state matrix and the input matrix of the resulting reduced model will depend on the system matrices of the original model. To circumvent this problem, we first apply the aforementioned projection to a system which is isomorphic to the original model. Given a finite set of data, we discuss how a family of reduced order models can be obtained using the aforementioned method. If at least one member of this family satisfies suitable controlled invariance conditions, then the corresponding reduced model can readily be used as a tool for data-driven analysis and control of the original system. This has been illustrated on state stabilization as well as finding a control law steering the state of the system to a desired final state; we refer to [19] for a different multi-experiments approach on the latter problem.
The structure of the paper is as follows. Section II discusses the initial ideas for linear systems with no inputs. Section III contains the essential results for the reduced model in the case of systems with inputs. Connections to data-driven control are drawn in Section IV. Finally, the note closes with conclusions and future works in Section V.
Notation.
A left inverse of a full column rank matrix M is denoted by M ℓ , and a right inverse of a full row rank matrix N by N r . The rest of the notations are either standard or defined throughout the manuscript.
II. AUTONOMOUS LINEAR SYSTEMS
We first discuss the preparatory results concerning simple linear time-invariant systems with no inputs, and then shift our attention to non-autonomous systems in the next section.
Consider the following linear dynamical systems in discretetime:
x(k + 1) = Ax(k)
where x(·) ∈ R n is the state and A ∈ R n×n . We collect data from the systems in the form of a snapshot sequence
with each snapshot x i ∈ R n and N ≥ n. By (1), the data is mapped to Y := AX.
Now, if the data is rich enough, in particular if X has full row rank, then the matrix A can be identified as A := Y X r , where X r denotes a right inverse of X. Even if the data is noisy, such identification can be done by least square methods, which amounts to minimizing the norm of the residual matrix Y − AX. The latter is also at the core of dynamic mode decomposition techniques [20] .
Here, instead, we do not a priori assume that data is sufficiently rich for complete identification.
The first point that we exploit is that our knowledge of the system is essentially restricted to the data X, and we cannot predict how solutions of the system evolve outside the subspace X := im X.
This means that data may capture a simpler (lower order) behavior than that of the actual system. Next, we look into the reduced model corresponding to such simpler behavior.
To this end, we follow the Petrov-Galerkin projection method [18] , where we project the dynamical system onto X . Let s denote the dimension of X , andX ∈ R n×s be a full column rank matrix such that
This implies that columns ofX serve as a basis for X . Clearly, X = XE for some matrix E ∈ R N ×s . We consider the projection matrix Π :XX ℓ , whereX ℓ is a left inverse of X. This results in the projected reduced-order system
with statex(·) ∈ R s . The underlying approximation to obtain (4) is x(k) ≈Xx(k). We can use (2), to rewrite the reduced system in terms of data only. This yields
which is a reduced model of order s, with s ≤ n.
To unveil the relationships between the reduced model and the actual one, we look into the case where the approximation x(k) ≈Xx(k) is exact. Clearly, this is true if and only if x(0) ∈ im X , and the subspace X is A-invariant, i.e, [21] AX ⊆ X .
Again, by using (2), the condition above can be expressed in terms of data as
We denote the state response of the system in the time interval 0 to T by x [0,T ] , where T is a positive integer. In case T tends to infinity, we denote the solution simply by x(·). We call a matrix J stable if all it eigenvalues are inside the unit circle in the complex plane. Then, the relationship between the solutions of the reduced order and the actual model is summarized in the following lemma:
a solution to the actual model (1) .
3) If the original state matrix
A is stable, then the reduced order state matrixĀ in (5) is stable. 4) IfĀ in (5) is stable, then any solution x [0,T ] to (1), initialized in imX, asymptotically converges to the origin.
Proof. The result directly follows from AX =XĀ, and can be shown analogous to the proof of Proposition 5, which will be provided afterwards.
Remark 2 (state-space transformations) Note that a full column rank matrix satisfying (3) is not unique. However, for any other full column rank matrix X ′ with im X ′ = X , we have X ′ =XS for some nonsingular matrix S. As a result the state matrixĀ in (5) changes to S −1Ā S, which implies that the matrix S parametrizes equivalent reduced linear models.
III. LINEAR SYSTEMS WITH INPUTS
In this section, we turn our attention to linear systems with inputs, namely
where u(·) ∈ R m is the input and B ∈ R n×m has full column rank. We collect data from the systems in the form of snapshot sequences
By (8) , the data is mapped to
Note that, with a slight abuse of the notation, we have used similar notation as in the last section. For a later use, it is useful to define a map
Clearly, Y = σ(X, U ). As before, we are interested in the case where data do not capture completely the behaviour of the system. This can happen in large scale systems when not all the modes of the system are excited by the input, or simply the snapshots are not optimally chosen. Another case in point is when part of the data is heavily affected by noise and should be discarded. Following the ideas put forward in the previous section, we look for a reduced model that captures the behavior of inputstate data in (9) . For reasons that will become apparent later, we do not directly apply the projections to (8) , and define first
for some matrix K ∈ R m×n to be specified later. This results in
As before, letX ∈ R n×s be a full column rank matrix satisfying (3). To simplify the presentation, at this point, we chooseX as the collection of s independent columns of X, with s = rank (X), which is the dimension of X . We collect the indices of those selected columns in a set denoted by I. Consistently, we collect s columns of U indexed by I in a matrix denoted byŪ . Then, we have
where the matrix E ∈ R N ×s is a matrix of zeros and ones selecting the columns indexed by I. Now, by applying the same projection as before on (11), namely Π :XX ℓ , we obtain the reduced model
withx ∈ R s , s ≤ n.
Next, we investigate if the representation in (13) can be expressed in terms of data. By leveraging (9) and (12), we can rewrite (13) as
whereĀ
For any choice of K, (14) gives a reduced state-space model in terms of data and the input matrix B. Note that the matrix B appears both in the state matrix as well as in the input matrix of (14) . However, a subtle point is that the expression of the matrixĀ B suggests a choice of K that allows us to expressĀ B in terms of data only, and that is given byŪ = KX.
SinceX has full column rank, the above equation always admits a solution for K. In particular, all matrices K satisfying (16) are parametrized by
with R being an arbitrary matrix in R m×n . As a result of this choice, the matrixĀ B in (15) simplifies tō
which depends only on data.
On the other hand, in general, the input matrixX ℓ B in (14) cannot be written in terms of data without identifying the matrix B. Instead, we isolate the data-driven dynamics from the (unknown) input matrix B by defininḡ
Therefore, we obtain the following dynamics of order s:
whereĀ is given by (18) , and the input constraint setŪ is added sinceū cannot take arbitrary values in R s . This set will be specified later.
Remark 3 (X = R n ) With a slight abuse of the terminology, we still refer to the notable case of X = R n and thus s = n as a reduced model. The reason is that even if X = R n , data is not sufficient to obtain system matrices A and B. In fact, the latter requires the stronger well-known condition [1] im
Next, we investigate the conditions under which a concrete relationship between the solution of (11) and (20) can be established. While the representation (8) is isomorphic to (11) , via (10), using the latter is much more convenient to draw connections to (20) .
We start off by replacing the A-invariance condition (7) with a controlled invariance condition, namely [21] AX ⊆ X + im B.
A sufficient condition for the subspace inclusion (22) in terms of data is provided below,
Proof. By (9) and (12), we have
where K is chosen as in (17) . Now by (23) and noting that imX = X , we obtain
which results in (22) by [21, Thm. 4.2] .
The reason that (23) is not necessary for (22) to hold is due to the fact that the matrix K in (25) is restricted to the form (17), and is not arbitrary. Note that if X = R n , then (23) and thus (22) trivially hold independent of system matrices.
Next to (23) , we need to restrict the set of admissible inputs v(k) andū(k). Let
andŪ
In order to ensure that x(k) remains in X , the input v(k) in (11) must be restricted to the subspace V. Then, given v ∈ V, we have Bv(k) =Xū(k).
Moreover, in the opposite direction, obtaining the input v(k) fromū(k) is possible providing thatū(k) ∈Ū. Now, establishing the relationship between the input-state solutions of (11) and (20) is straightforward by noting the model-based relation
The latter equality holds due to (18) , (23) , and (24) . The relationships between the models are summarized in the following proposition, where the proof is provided for the sake of completeness.
Proposition 5 Consider the systems (11) and (20), with K satisfying (16) . Assume that (23) holds. 1) Let x [0,T ] be a solution to (11) , with (20) , withū [0,T ] ∈Ū. Then,
is a solution to (11) with v [0,T ] ∈ V uniquely obtained from (28) . 3) If the state matrix A + BK in (11) is stable, then the state matrixĀ in (20) is also stable.
Proof. Item 1): From (23) and thus (25) , it follows that x(k) ∈ X in (11), as long as v(k) is restricted to the subspace V. The result then follows since (20) is obtained via projecting the solutions of (11) onto X .
In particular, note that for each k, (11) can be written as
wherex is uniquely given byX ℓ x(k). Now, by leftmultiplying both sides of the above equality withX ℓ , we obtain
By (29), the latter simplifies to (20) withū given by (19) . Finally, the fact thatX ℓ Bv belongs toŪ follows from v ∈ V. Item 2): Baring in mind (29), left-multiplying both sides of (20) withX yields (30), with v satisfying (28) . Therefore, x [0,T ] =Xx [0,T ] is a solution to (11) with v [0,T ] ∈ V. Uniqueness of v [0,T ] is due to the fact that B has full column rank.
Item 3): By (29), it follows that each eigenvalue ofĀ is an eigenvalue of A + BK, which completes the proof.
IV. TOWARDS DATA-DRIVEN CONTROL
While in model reduction preserving nice properties of the original model is of interest, such as the third item in Proposition 5, the opposite direction, namely inferring properties of the original model from the reduced one becomes important in data-driven analysis and control.
A. Family of reduced systems:
In this subsection, we investigate the families of s-order reduced systems, with s ≤ n. The situation here is more complicated than that of the autonomous case, see Remark 2, and one can generate reduced models of the same order that are not necessarily related via a similarity transformation. This can be exploited to enforce desired properties in the reduced dynamics, and possibly use them for data-driven control. We note, first, the following algebraic result.
Lemma 6 LetX be a full column rank matrix such that imX = im X. In addition, let F ∈ R N ×s be such that XF has full column rank, with s = rank (X). Then, 1) the matrix S :=X ℓ XF is nonsingular andXS = XF .
2) the matrix X ′ :=XS = XF satisfies im X ′ = im X.
Proof. Item 1: The equalityXS = XF holds due to imX = im X. The matrix S is nonsingular since XF and thusXS has full column rank. Item 2: Since S is nonsingular, im X ′ = imX = im X. We can use the matrix F and S in the above lemma, to parametrize different bases of X . In particular, X ′ :=XS = XF can be used in place ofX to derive analogous dynamics to (20) , noting that the columns of X ′ form a basis for X . In order to mimic the steps that were used to derive the dynamics (20) , consistently, we define a matrix U ′ ∈ R m×r such that
Note that the latter is analogous to (12) , where the matrix F may not have the special structure of E. Consequently, the state space matrixĀ in (18) modifies to
which can also be expressed in terms ofX as
In fact, there are two ways to obtain different reduced matrices of the form A ′ . The first one is to find a matrix F ∈ R N ×s satisfying the conditions of Lemma 6 and then write (32) with X ′ = XF . The second way is to start with the initial basisX, and set X ′ :=XS ′ for a nonsingular matrix S ′ ∈ R s×s . Clearly, im X ′ = imX = X . Then, F ′ can be chosen such thatXS ′ = XF ′ . In fact, F ′ can be selected as ES ′ +Ẽ for anyẼ satisfying XẼ = 0. This also implies that S ′ =X ℓ XF ′ . Noting that X ′ = XF ′ =XS ′ has full column rank, we arrive at analogous conditions as the ones in Lemma 6, and therefore at the parametrization (33), where F and S are replaced by F ′ and S ′ , respectively.
Note that, similar to (16) , the matrix K is chosen such that U ′ = KX ′ . Equivalently, the latter can be written as
Next, we observe that the expression of the reduced systems can be simplified by using different coordinates. In particular, we have
whereX = XF S −1 . By defining θ := F S −1 , the latter yields the notable parametrization
where A θ is similar to the matrix A ′ . Noting (34), the matrix K is chosen such that
We record the resulting family of s-order reduced models for a later use:
Note that the terms concerning the input signal remains unchanged since the input matrixX ℓ B in (14) first modifies to S −1X ℓ B as a result of the change of the basis fromX to X ′ =XS, and then modifies back toX ℓ B due to the change of coordinates used in deriving A θ .
The treatment preceding (37) shows that, modulo similarity transformations, the family of reduced models of order s are provided by (37).
Before concluding this subsection, we note that by comparing (35) and (36) to (18) and (16), one can analogously state the result of Proposition 5 with E replaced by θ, and thusĀ by A θ . In that case, the subspace inclusion (23) modifies to
This is a less restrictive assumption than (23) since θ can be any matrix satisfyingX = Xθ. In fact, in view of (12), the matrix θ satisfying the latter equality can be parametrized as θ = E +Ẽ, XẼ = 0.
Remark 7 (The controlled invariance assumption) The controlled invariance conditions (23) or (38) are not required to derive the family of reduced models, but are assumed to guarantee properties of the original model based on the reduced ones. A straightforward relaxation is given by assuming that a subset X ′ of X is controlled invariant, namely (22) holds with X replaced by X ′ . Then, we can repeat the steps discussed before using a basis for X ′ rather than X . This essentially amounts to discarding part of the data that may spoil the controlled invariance property. A challenging open question is to move from those invariant subspaces to approximately invariance conditions, and still relates the results to data-driven control of the original system. Such difficulty exists even in model-based reduction since a direct consequence of "approximation" is loosing information of the actual system.
B. Stability/stabilization
After identifying the family of reduced models, we are able to look for the models with desired properties. The most notable of such properties is stability, which amounts to setting v(k) = 0 in (11). Hence, (11) simplifies to x(k + 1) = (A + BK)x(k).
(39)
The following statements hold: 1) Assume that there exists θ ∈ R N ×s withX = Xθ such that (38) is satisfied. Let K be such that (36) holds. Then any solution x(·) to (39) initialized in X asymptotically converges to the origin if and only if A θ given by (35) is stable. 2) Assume that X = R n , and let θ be such thatX = Xθ.
Then, A + BK with K satisfying (36) is similar to A θ , namely A + BK =XA θX −1 . In particular, A + BK is stable if and only if A θ is stable.
Proof. Recall that the result of Proposition 5 analogously holds for the reduced model (37), where E has been replaced by θ andĀ by A θ . Item 1, If : From the first items of Proposition 5 , it follows thatX ℓ x(·) asymptotically converges to zero for any solution to (39) initialized in X . Noting that, by (38), X is an invariant subspace of (39), we conclude that x(·) converges to the origin.
Item 1, Only if : Suppose all solutions x(·) to (39), initialized in X asymptotically converge to the origin, but A θ is not stable. Hence, there exists a solutionx(·) to (37), withū = 0, that does not converge to zero. Then, by the second item of Proposition 5, there exists a solution x(·) =Xx(·) to (39) that does not converge to zero either, and we reach a contradiction.
Item 2: In this case,X ∈ R n×n is invertible, and we have
where the last equality holds due to (35) and (36).
By (38), the state-feedback controller u(k) = Kx(k) with K satisfying (36) renders the controlled invariant subspace X , an invariant subspace of (39). Then, Proposition 8 states that the same controller stabilizes the subspace X of the original system if and only if the reduced state matrix A θ is stable. As data becomes richer, X possibly grows and X ⊥ shrinks. Ultimately, in case X = R n , stability of A θ coincides with that of A + BK, and the original closed-loop system is completely stabilized.
Remark 9
In the special case X = R n , the matrix θ in the second item of the above proposition can always be chosen as X rX , where XX r = I n . This results in A θ =X −1 Y X rX , which is similar to the matrix Y X r . The latter coincides with the stabilizability condition in [12, Thm. 16] , and can be transformed to the LMI condition in [7, Thm. 3] . The corresponding stabilizing controller is given by K = U X r . This choice of the controller is at the core of data-driven stabilization results recently reported in [7] under the condition of persistently exciting inputs, and thereafter in [12] and [16] without imposing such a condition.
Remark 10 (Noisy data) For noisy measurements, the equality in (9) modifies to Y ∆ := AX + BU + ∆ for some matrix ∆ ∈ R n×N . Consequently the reduced state matrix A θ in (35) modifies to
This means that the family of reduced systems are uncertain linear systems, with ∆ as the uncertainty block. Note that θ, A θ , andX ℓ are all stated in terms of data. Therefore, the extensive tools from robust control theory can be used to provide robust counterparts of the results presented here [22] - [24] . The essence of such results would be to restrict the norm of ∆ [7] , or more generally to assume that suitable IQCs are satisfied [16] . Furthermore, since (21) is not assumed, one can as well opt for discarding parts of data that are heavily affected by noise, such as those associated with fast-varying modes of the system, and follow the presented analysis using the remaining parts of the data.
C. Reaching x f from x 0
Next, we look into a problem where v(k) in (10) and thus u(k) in (37) may take nonzero values. In particular, we would like to steer the state of the original system (8) from x 0 ∈ X to a desired point x f ∈ X by using data-based reduced models of the form (37).
We begin by imposing a reachability assumption on the data-based reduced model (37) rather than on the original system (8) . In particular, we assume that there exists a matrix W with im W ⊆Ū such that the pair (A θ , W ) is reachable, namely
for some θ given by (35) . Note that we have not used im W =Ū due to the fact that U in (27) generally requires complete knowledge of im B. The matrix W instead can be found by using partial knowledge on the input matrix, namely by using subspaces belonging to im B. Such partial knowledge may also be obtained directly from data. For instance, by (9), we have Y w ∈ im B for any w ∈ ker X. We remark that the less we know about im B, the smaller the subspace im W becomes, and the reachability assumption of the pair (A θ , W ) thus gets stronger.
By (40), there exists an inputū ∈ im W ⊆Ū that steers the reduced system from any initial statex 0 ∈ R s to any final statex f ∈ R s . In particular,
. . . 
with
and K satisfying (36), in order to steer the state of the original system from x 0 to x f . This is formally stated next. 
. . .
and K satisfying (36).
Proof.
Noting that x 0 , x f ∈ X , let x 0 =Xx and x f =Xx f for somex 0 andx f . Since (A θ , W ) is reachable there exists u ∈ im W satisfying (41). We left-multiply both sides of (41) withX, and obtain
Observe that by (38) we have (A + BK)X =XA θ , similar to (29). Baring in mind thatū ∈ im W ⊆Ū , we find that
where v(·) satisfies (28) and thus is given by (43). This means that the input v steers the state of (11) from x 0 to x f . Putting it differently, the input (42) derives the state of the original system (8) from x 0 to x f . Therefore, it remains to find the expression for an inputū in (41). Clearly,ū(·) = Wû(·) for someû. By (40) and (41), it is easy to see thatû can be chosen as 
Consequently,ū(·) satisfies (44).
Remark 12
We note the following three points on the result of Proposition 11: i) To implement the control input (42), (43), we need to assume that a left inverse of the matrix B is known. This assumption (partial knowledge) is in general considerably milder than identifying the matrix B itself. In particular, knowing only one nonzero element of each column of B is sufficient to construct a left inverse B ℓ .
ii) We note that instead of explicitly introducing W inū(·) in (44), we can directly work with the equation (41). In particular, since (A θ , I s ) is reachable, this equation has infinitely many solutions for the vector ofū(k), k = s − 1, . . . , 0. Then, it suffices to find one that belongs toŪ or any known subset ofŪ. Such a solution can replaceū(·) in (44). The main purpose of introducing W is to provide an explicit condition on the existence of such a solution, namely (A θ , W ) must be reachable.
iii) For the case X = R n , the assumption (38) is trivially satisfied. In addition, the matrix W in the proposition can be explicitly written as W =X −1 B * with im B * being any known subspace of im B. For B * = B, the reachability matrix in (40) associated to the reduced dynamics becomes
Since, reachability is invariant under state feedback, the matrix above has full row rank whenever the original pair (A, B) is reachable. The latter is clearly a necessary condition to steer the original system to any desired point; highlighting again a trade-off between partial knowledge and the strength of the assumption (A θ , W ) being reachable.
V. CONCLUSIONS AND FUTURE WORK
In this note, we have explored a middle ground between data-driven model reduction and data-driven control. A family of reduced models have been obtained by constructing projections base on snapshots collected from the state-response of the system, and expressed in terms of data. We have observed how the family of reduced models can be used for data-driven control of the original system. In particular, based on the reduced models, we have shown how to find a control law that stabilizes an invariant subspace of the system, as well as a mixed closed-loop open-loop controller that reaches any desired state of the system in final time.
As mentioned in Remark 10, using noisy data results in uncertain linear systems. A detailed treatment of such a case can be carried out using results from robust control and is left for future work.
Another notable open question is how to relax the invariance conditions to approximately invariant conditions. In that case, the reduced models proposed here can still be built, see Remark 7, however they cannot provide formal stability/performance guarantees for the original system since they no longer represent exact subdynamics of the original model.
Extension of the results to nonlinear systems would be the ultimate ambition of the preparatory results presented here. Moving from linear geometric control to nonlinear one [25] , and investigating connections to Koopman invariant subspaces [26] , [27] are among the most promising paths to take.
Data-driven reduced models in networked systems [28] provides another interesting problem for future research.
