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Abstract 
In this paper we describe an' interactive video object 
segmentation tool developed in the framework of the ACTS- 
AC098 MOMUSYS project. The Wdeo Object Generator 
with User Environment (VOGUE) combines three differ- 
ent sets of automatic and semi-automatic tools (spatial 
segmentation, object tracking and temporal segmentation) 
with general purpose tools for user interaction. The re- 
sult is an integrated environment allowing the user-assisted 
segmentation of any sort of video sequences in a friendly 
and eficient manner. 
1. Introduction 
The emerging MPEG-4 standard aims at providing a 
platform for audiovisual data communications and storage. 
With respect to previous standards, MPEG-4 adds content- 
based functionalities such as object manipulation that give 
support to a broad spectrum of applications. The future 
MPEG-7 standard will address the multimedia content de- 
scription, and thus will stress the content-based approach. 
The success of these standards will strongly depend on the 
existence of tools allowing the required content accessibil- 
ity. In this context new demands for content creation have 
appeared. 
The automatic extraction of video objects from a se- 
quence is in general a very difficult task, specially if no 
a priori information is available. This is the case in the 
MPEG-4 and MPEG-7 framework due to the large variety 
of treated images. On the other hand, manually segmenting 
a sequence is a very hard and time consuming task. 
This paper presents a Video Object Generation Tool 
with User Environment (VOGUE), where the user has the 
possibility to interact with the algorithms in order to obtain 
the desired partition. Due to the good performance of the 
automatic algorithms, user interaction is minimised. The 
combination of automatic and interactive tools leads to an 
integrated process that: 
0 allows the segmentation of any sort of image se- 
quences. 
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is a good trade-off between efficiency and robustness. 
The process is more efficient than manual segmenta- 
tion and more robust than automatic segmentation. 
Three main approaches for introducing user interaction 
in segmentation algorithms can be found in the literature: 
Feature-based: The user is asked to select a set of pix- 
els belonging to the different texture-homogeneous parts 
of the objects to be segmented. Based on the features of 
the selected pixels, the remaining pixels are classified into 
one of the object-types defined by the user [2]. This sort of 
interaction does not require a precise selection of the ob- 
jects. However, connectivity aspects have to be taken into 
account after classification in order to obtain the final ob- 
jects and further user interaction may be necessary. Object 
tracking can be carried out using the same classification 
process or by introducing motion information [12]. 
Contour-based: The user must roughly mark the po- 
sition of the object boundaries. An automatic algorithm 
accommodates these rough boundaries to the object real 
ones [6]. This approach leads to smooth contours accu- 
rately representing the real object shape. Further interac- 
tion is possible by adjusting the position of some control 
points defining the object shape. Object tracking is usu- 
ally performed by exploiting the motion information in the 
sequence. 
Region-based: The user can interact with an underly- 
ing partition of the image to create the object shape. Usu- 
ally, the user is allowed to merge regions from this initial 
partition [l] until the object shape is obtained. The image 
partition can be used as well in the object tracking process. 
In VOGUE, we have adopted and extended the region- 
based interaction approach. The main extension consists 
of working with a morphological hierarchical segmenta- 
tion technique. The morphological approach presents the 
advantage of allowing the introduction of rough markers by 
the user, which is a type of interaction very close to the one 
proposed by feature-based approaches while directly using 
connectivity concepts. Furthermore, it allows the definition 
of rough contours to obtain the object shape, enabling a 
type of interaction very close to the contour-based scheme. 
However, in this case internal and external rough contours 
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of the object are necessary. Also, since the object shape is 
created by merging small regions obtained by local deci- 
sions, object contours are not ensured to be as smooth as 
in the contour-based approach. The hierarchical approach 
allows the user to deal with regions at different levels of 
resolution. An initial definition of the object can be cre- 
ated by selecting regions from a low resolution partition 
and further refinements can be included by merging or re- 
moving regions from fine resolution partitions. Finally, the 
region-based tracking process has been exploited to pro- 
pose possible improvements of the final result to the user. 
Such improvements are presented as regions that the user 
will likely want to remove or add to the object when further 
interaction is requested. 
Section 2 describes the graphical user interface that has 
been implemented as a platform for efficient combination 
of the algorithms. Section 3, 4.1 and 5 respectively de- 
scribe the spatial segmentation algorithm, the object track- 
ing algorithm and the temporal segmentation algorithm. 
They are complementary to each other and are supported 
by different types of user interaction. Finally section 6 
presents some conclusions. 
2. Graphical User Interface 
The graphical user interface (GUI) encapsulates the au- 
tomatic segmentation algorithms and provides the means 
for the user to interact with the overall segmentation pro- 
cess [3,4]. It has been implemented in a PC-Windows en- 
vironment, using JAVA. The chosen software platform en- 
sures maximum flexibility in the development and makes 
possible future porting to other environments, such as 
UNIX. 
The GUI supports the general interfacing requests of an 
application dealing with video, such as sequence selection, 
viewing with resize possibility or saving. More specific 
actions supported by the GUI are: 
open, save or visualise partitions; 
launching the automatic segmentation algorithms, 
with their specific user interaction possibilities; 
calling general purpose user interaction algorithms 
(such as split, merge, or object isolateldefine); 
undo/redo functionalities for the different modules. 
According to the selected operation mode, a context 
sensitive toolbar is displayed as an alternative to the re- 
spective menu options. 
The implemented GUI supports the intuitive specifica- 
tion by the user of initial selections and constraints, as well 
as corrections to the results being produced by the different 
automatic algorithms. 
Figure 1 shows the aspect of the GUI. A partition is dis- 
played with a different colour for each region. At the same 
time, this colour information is superimposed to the lumi- 
nance of the original image for better evaluation of contour 
precision. 
Figure 1: The Graphical User Interface. 
3. Spatial segmentation 
The interactive spatial segmentation algorithm permits 
to define the segmentation mask of the object of interest. It 
is based on a multi-scale segmentation scheme [ll].  
3.1. Multi-scale segmentation 
A multi-scale segmentation consists of a family of par- 
titions that represents an image at different resolution lev- 
els. The coarsest level considers the image as a whole (as 
only one region) and finer partitions are always included 
in coarser ones. This means that a finer level is obtained 
by re-segmentation of the regions of the previous level, or 
in other words, a contour present at a given level is also 
present in all the finer ones. The contours of the object 
should be present at a given level of resolution. Thus, the 
finest partition must be precise enough to fulfil this require- 
ment. 
We have implemented a morphological multi-scale seg- 
mentation whose finest resolution level contains all the 
regions of the watershed applied to the gradient image. 
Coarser partitions are obtained by merging neighbouring 
regions of the watershed. These fusions are ranked with a 
psycho-visual criterion: the volume extinction value [ 131. 
This criterion is a combination of size and contrast and 
gives a good estimation of the visual significance of a re- 
gion. The information of the whole multi-scale segmen- 
tation is stored as a minimum spanning tree which is cal- 
culated simultaneously to the flooding process [14]. Thus, 
the complexity of the algorithm is equivalent to a single 
watershed, but instead of having a single partition a whole 
family of partitions is obtained. 
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3.2. User interaction 
The user can obtain the desired segmentation from the 
multi-scale segmentation presented in the previous para- 
graph. Several tools are offered for interaction. 
Selection of a resolution level: Given a specified num- 
ber of regions (N) the algorithm provides the N most sig- 
nificant regions. With a sliding bar the user can select 
a different number of regions and a new partition is dis- 
played without perceptible delay. This type of interaction 
is equivalent to requesting an automatic segmentation into 
N regions. 
This is a global action, as the same resolution level is 
chosen for the whole image. However, the user may be 
interested in a partition presenting different resolution in 
different zones of the image (according to a semantic cri- 
terion). In this case, two other tools are available: refining 
and coarsening of a region. 
Refining a region: From a given level of resolution, 
the user can obtain a re-segmentation of a selected region 
just by clicking on it. 
Coarsening a region: From a given resolution level, 
the user can obtain a coarser segmentation of a selected 
region just by clicking on it. The algorithm merges the se- 
lected region with its most similar neighbouring region(s). 
Segmenting with markers consti- 
tutes the classical morphological method for segmentation. 
By marker we mean a binary set included in the object of 
interest, its exact location or shape bearing little impor- 
tance. The strategies for finding good markers are diverse 
and problem dependent. Nevertheless, in an interactive ap- 
proach the user can roughly draw the markers for the ob- 
jects of interest. Figure 2 shows an example of this type of 
interaction. 
Marker drawing: 
Figure 2: Interaction through marker drawing. 
Contour adjustment: When the contours obtained 
through the previous types of interaction are not com- 
pletely satisfactory, the user has the possibility to drag 
them to a better position. The new contours are chosen 
among the ones appearing in the highest resolution level of 
the multi-scale segmentation. 
Further user interaction: In the cases when the inter- 
action with the multi-scale segmentation does not allow to 
reach the desired object partition, other tools are provided 
to give the necessary flexibility. The merge tool allows 
to merge any number of regions of the image by simply 
clicking on it. The refine tool provides pixel level contour 
adjustment in a brush like manner. The split tool allows 
to divide a region into two by drawing a line. The sepa- 
rate tool separates a region into its connected components. 
Finally, the define object tool allows to select a region as 
being the object of interest, and the background is auto- 
matically merged into one region. 
4. Object tracking 
Once the object partition is available for an initial im- 
age, it can be automatically extended to the following im- 
ages of the sequence. For this purpose a tracking algorithm 
has been implemented [8]. It is based on the projection of 
a partition allowing the introduction of new regions, fol- 
lowed by a decision on whether the new regions belong or 
not to the mask. 
4.1. The automatic tracking algorithm 
The object tracking approach that is used relies on the 
concept of partition projection [9], that consists of accom- 
modating the previous partition to the information in the 
current frame. This algorithm requires spatial homogene- 
ity of the regions to be projected. Since this requirement 
may not be fulfilled by the object partition, the latter is 
re-segmented using the spatial segmentation algorithm of 
section 3. The partition obtained is called texture partition 
(of the previous frame) and it guarantees the spatial homo- 
geneity of each region. 
The texture partition of the previous image is projected 
into the current frame to obtain the texture partition at the 
current image. The projection of the texture partition is 
carried out in two steps. Firstly, the motion between the 
previous and current images is estimated using a backward 
block matching algorithm. The previous texture partition 
is motion compensated obtaining a rough estimation of the 
regions in the current frame, called motion compensated 
markers. In a second step motion compensated markers are 
accommodated to the boundaries of the current image [8]. 
This is performed by means of a fitting process between 
the motion compensated regions and the regions obtained 
from a fine partition. This partition, that represents the 
colour boundaries of the current image, is said to be fine 
since it contains a large number of regions (typically, more 
than 1000 regions for a QCIF image). 
New regions can be detected during the fitting process 
or by an additional step of new region extraction. De- 
tected new regions are analysed and an automatic decision 
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is made on whether they belong or not to the object being 
tracked. 
4.2. User interaction 
The result of the automatic tracking is displayed to the 
user, who has the possibility to stop the execution and ask 
for refinements of the object mask, adding or removing 
parts (regions). The user corrections will then be used by 
the automatic algorithm to improve its subsequent perfor- 
mance. 
Object refinement based on proposed regions: When 
the user stops the tracking algorithm, the set of new regions 
that have been automatically detected and analysed in the 
current image are proposed for refinement of the current 
object definition. The user can click on any of these re- 
gions and the decision taken by the automatic algorithm is 
reversed (belonging or not belonging to the object). Fig- 
ure 3 illustrates this type of interaction. On the left area of 
the working window the current mask is displayed, while 
the right part of the window shows the regions proposed 
for correction. The user can toggle the decision taken by 
the automatic algorithm by clicking on them. 
Figure 3: Region proposal during tracking interaction. 
Direct object refinement: If the set of proposed re- 
gions does not allow the required corrections, direct mask 
re-definition is enabled. For this purpose, the interface of- 
fers the same type of user interaction as described in sec- 
tion 3.2. 
5. Temporal segmentation 
The temporal segmentation is useful when the user is in- 
terested in moving objects. The video objects are generated 
by evaluating the differences between consecutive frames, 
taking into account the motion of the objects. While in 
the completely automatic mode each moving object in the 
scene is segmented, the user can also interact with the seg- 
mentation process. 
5.1. Automatic temporal segmentation 
The temporal segmentation algorithm is based on a 
change detection followed by a motion analysis [lo]. It 
consists of the following steps: 
Camera motion estimation and compensation: as- 
suming that the background of the scene is a rigid plane, 
the camera motion between two successive frames of the 
sequence is estimated using an eight parameter mapping 
model, called perspective model. Using this model, the 
camera motion is compensated for the complete frame. 
Scene-cut detection: based on the evaluation of the 
mean absolute difference between the camera motion com- 
pensated previous frame and the current frame, a possible 
scene cut is detected. In the case of a scene cut, all the 
parameters of the segmentation algorithm (which in gen- 
eral adapt automatically to the properties of the image se- 
quence) are reset to their initial values. 
Estimation of change detection mask after calcu- 
lation of the frame difference between two successive 
frames, an initial change detection mask is calculated by 
thresholding the frame differences. Then, the final change 
detection mask is generated by a relaxation of the initial 
mask, evaluating the local neighbourhood of each pel. Fur- 
thermore, a memory for the change detection mask is used 
in order to improve the time coherence of the estimated 
object masks. 
Uncovered background elimination: afterwards, un- 
covered background regions are detected and eliminated 
from the change detection mask. For this purpose, a dis- 
placement vector field is evaluated considering the change 
detection mask. The displacement vector field is estimated 
using hierarchical block matching algorithm. 
Contour adaptation: finally, the contours of the esti- 
mated object masks are adapted to luminance edges of the 
current frame in order to get a more accurate object bound- 
ary. 
This algorithm has been adopted as an informative an- 
nex of the ISOMPEG-4 standard [7] and is part of the 
COST 211 Analysis Model [SI. 
5.2. User interaction 
The temporal segmentation algorithm allows different 
types of user interaction, where the user can introduce ex- 
ternal knowledge about the scene. 
The user can provide a segmentation mask for the first 
frame. In this case, this mask is used to initialize the tem- 
poral segmentation algorithm, i.e. statistical parameters are 
measured within object and background regions, the mem- 
ory is set to this initial mask, and the mask is considered for 
estimating the camera motion between the next two frames. 
The user can roughly determine the image regions ob- 
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jects of interest are expected to appear. The temporal seg- 
mentation is then performed only within these image re- 
gions. If available, an image showing only the background 
can be provided. In this case all frames are temporally 
segmented against this background image, improving the 
quality of the segmented objects. 
Also, all the parameters of the algorithm can be set, 
saved, and loaded. If nothing is specified, default values 
are used for the parameters. The results of the temporal 
segmentation may be interactively modified at any execu- 
tion step using the tools described in section 3.2 The results 
of the temporal segmentation can as well be used as input 
masks for the tracking algorithm, described in section 4.1. 
6. Conclusion 
A Video Object Generator with User Environment has 
been presented, including three main segmentation algo- 
rithms: spatial segmentation, object tracking and temporal 
segmentation. The algorithms have been integrated into a 
common graphical user interface which also provides sup- 
port for friendly user interaction. Interaction can take place 
in different forms at any step of the segmentation process, 
which makes the system highly flexible. This flexibility, 
combined with the good automatic performance of the al- 
gorithms, allows to obtain yery good results with little ef- 
fort for any type of video sequences. Finally, the whole 
process is very intuitive and does not require any expert 
knowledge from the user, although if this knowledge exists 
it can be used to obtain improved results. 
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