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 Abstract—The irregular geometry and high inter-slice 
variability in computerized tomography (CT) scans of the 
human pancreas make an accurate segmentation of this 
crucial organ a challenging task for existing data-driven 
deep learning methods. To address this problem, we present 
a novel model-driven stack-based fully convolutional 
network with a bi-directional convolutional long short-term 
memory network for pancreas segmentation, termed MDS-
Net. The MDS-Net’s cost function includes data 
approximation term and prior knowledge regularization 
term combined with a stack scheme for capturing and 
fusing the two-dimensional (2D) and local three-
dimensional (3D) context information. Specifically, 3D CT 
scans are divided into multiple stacks, and each multi-slice 
stack is used as a basic unit for network training and 
modeling of the local spatial context. To highlight the 
importance of single slices in segmentation, the inter-slice 
relationships in the stack data are also incorporated in the 
MDS-Net framework. For implementing this proposed 
model-driven method, we create a stack-based U-Net 
architecture and successfully derive its back-propagation 
procedure for end-to-end training. Furthermore, a bi-
directional convolutional long short-term memory 
(BiCLSTM) network is utilized to integrate upper and 
lower slice information, thereby ensuring the consistency of 
adjacent CT slices and intra-stack. Finally, extensive 
quantitative assessments on the NIH Pancreas-CT dataset 
demonstrated higher pancreatic segmentation accuracy 
and reliability of MDS-Net compared to other state-of-the-
art methods. 
 
Index Terms—Pancreas segmentation, computed tomography, 
model-driven deep learning, stack-based U-Net, BiLSTM 
 
I. INTRODUCTION 
CCURATE segmentation of the human pancreas from 
medical imaging data can be applied in many computer-
assisted diagnosis and treatment systems for pancreatic cancer 
and other diseases. However, the pancreas segmentation 
problem still has several challenges. On the one hand, manual 
pancreas labeling from magnetic resonance imaging (MRI) or 
computerized tomography (CT) data is costly, time-consuming, 
and hence represents a practical limitation on obtaining 
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sufficient labeled training data. On the other hand, it is very 
challenging to obtain consistent features from the data of 
different patients through learning approaches due to the small 
data size and variability of the pancreas shape. For example, the 
CT scans of the pancreas head, body, and tail show large 
variations in contour and shape, as shown in Fig. 1(b). These 
variations attest to the significant differences in the pancreas 
morphology at different CT slices. For other larger organs, such 
as the liver, heart, or kidneys, state-of-the-art segmentation 
algorithms have achieved high Dice coefficients (>90%) [1-3]. 
In contrast, traditional image segmentation algorithms achieved 
low Dice coefficients (<75%) on pancreas segmentation [4-8]. 
Thus, new algorithms are needed to overcome the challenges of 
pancreas segmentation, and thereby achieve satisfactory 
segmentation performance. 
Nowadays, deep neural networks (DNN) have demonstrated 
great potentials for medical image processing [9]. Segmentation 
approaches based on deep convolutional neural networks (CNN) 
[10] can achieve higher accuracy and stability for the 
segmentation of small organs such as the pancreas. Roth et al. 
[11] proposed the use of a CNN-based holistically-nested 
network (HNN), which integrates semantic mid-level cues of 
deeply-learned interior and boundary maps of the target organ. 
This network achieved an average Dice coefficient of 78%. 
Among existing deep-learning image segmentation 
architectures, fully-convolutional networks (FCN) [12] and U-
Net [13] are now commonly used for pancreas segmentation 
[14-17]. In fact, the FCN architecture is the cornerstone of many 
segmentation models today. Zhou et al. [14] proposed a coarse-
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Fig. 1.  Significant differences in pancreas morphology in different CT slices. 
(a) A sample 3D pancreas surface from the NIH Pancreas-CT dataset; (b) 
Comparison of the pancreas morphology in different 2D CT slices, where the 
pancreas border is marked by a red contour (From top to bottom: 106th, 132nd, 
and 148th CT slices). 
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to-fine method to train two FCNs for coarse-scale and fine-scale 
pancreas segmentation. Zhou et al. [18] proposed a fixed-point 
FCN model for pancreas segmentation in abdominal CT scans. 
In this model, a predicted segmentation mask was used to shrink 
the input region, and a higher segmentation accuracy was 
achieved. To reduce the irreversible spatial information loss 
caused by continuous downsampling, the U-Net architecture 
shows improvements over the FCN segmentation performance 
by establishing skip joins to merge feature maps from different 
semantic levels [13]. Cai et al. [17] equipped the U-Net 
architecture with deep supervision and multi-scale feature map 
aggregation so that the network can be trained from scratch with 
small-sized training data. This enhanced architecture achieved 
superior performance compared to other relevant ones. In 
addition, Man et al. [19] introduced a segmentation approach 
driven by deep q-networks (DQN), which are based on a 
deformable U-Net model. These networks achieve accurate 
pancreas segmentation by integrating contextual information 
and extracting anisotropic pancreas features. Indeed, the 
advantages of two-dimensional (2D) segmentation networks 
have been well demonstrated in medical image processing [15]. 
However, the pancreas shape, size, and distribution in different 
CT slices are quite different, as shown in Fig. 1. Pancreas 
segmentation methods based on 2D slices ignore the pancreas 
continuity in the three-dimensional (3D) space, limiting further 
improvements in the segmentation performance. 
To deal with the limitations of the 2D FCN and U-Net 
segmentation architectures, corresponding 3D FCN 
architectures were proposed, including V-Net [20] and 3D U-
Net [21]. A 3D segmentation network takes 3D data as input, 
carries out 3D data processing operations through 3D 
convolutional, maximum-pooling, and de-convolutional layers, 
and finally obtains overall results of 3D segmentation. The 3D 
FCN architectures, particularly V-Net and 3D U-Net, can 
directly extract features from 3D spatial information, thus 
avoiding the bottleneck problem of a 2D segmentation network. 
Roth et al. [22] proposed a two-stage, coarse-to-fine 3D FCN 
approach, which achieves a significantly higher segmentation 
performance for small organs and vessels and hence 
demonstrates the feasibility of 3D FCN in the segmentation of 
multiple organs[22]. Yang et al. [23] combined the 3D FCN 
architecture with random forests for pancreas segmentation, 
achieving state-of-the-art Dice coefficient results on 147 cases 
of enhanced abdominal CT scans. However, due to the 
increased dimensionality, the 3D FCN model has significantly 
more trainable network parameters as well as higher GPU 
memory requirements compared to 2D segmentation networks. 
Yu et al. [24] discussed the strengths and weaknesses of 3D 
segmentation networks, trained the V-Net model on a Titan-X 
Pascal GPU (12GB), and showed that a sliding-window 
operation takes about 5 minutes. This time cost is much higher 
than that of a 2D network. Moreover, the employed GPU device 
is impractically expensive and unaffordable. 
Recurrent neural networks (RNN) and their variants, 
including those of the long short-term memory (LSTM) [25], 
the gated recurrent unit (GRU) [26], and the bi-directional 
recurrent neural network (BiRNN) [27], have also been 
effectively exploited in semantic segmentation [17, 24, 28-30]. 
Cai et al. [29] fine-tuned sub-network segmentation outcomes 
with an LSTM network that promotes contextual learning, 
through integrating neighboring slice segmentation predictions 
and improving inter-slice consistency. The bi-directional long 
short-term memory (BiLSTM) network exhibits better 
segmentation refinement, as this network can integrate bi-
directional information flow to improve the continuity and 
smoothness of the overall segmentation results. Cai et al. 
[17]concatenated multiple BiRNNs to model and regularize the 
inter-slice shape continuity, and hence enhance the 
segmentation continuity and accuracy. Yang et al. [23] 
proposed a hierarchical deep supervised learning mechanism to 
enhance the RNN information flow, fit the latent sequence 
hierarchy at fine scales, and thus improve the segmentation 
results. In addition, Yu et al. [24] proposed a recurrent saliency 
transformation network to propagate multi-stage visual 
information throughout multiple iterations to improve 
segmentation accuracy. Thus, RNN schemes represent good 
potential solutions for refinement of 3D segmentation results. 
In general, the characterization and segmentation of the 
pancreas are difficult due to its 3D shape irregularity, and its 
intensity and texture similarities to other adjacent organs. While 
the U-Net segmentation framework is widely and successfully 
used in medical image segmentation, the 2D U-Net focuses on 
the local features from a 2D slice. Thus, 2D U-Net cannot 
competently represent a pancreas with a high inter-slice 
variability. The 3D U-Net model, with the requirement of 
impractically high computational resources, also cannot capture 
well the characteristics of the complex pancreas structure. 
To deal with these shortcomings of 2D and 3D U-Net 
segmentation schemes, a stack-based U-Net architecture was 
proposed to decompose a 3D pancreas structure into several 
stacks for pancreas segmentation. The rationale behind this 
scheme is the substantial similarity of the local pancreas 
structures and the weak similarity of the global ones. However, 
for this stack-based segmentation scheme, the segmentation 
results of slices within a stack may be identically important for 
clinical applications, although the target areas are different. 
Hence, a model-driven scheme was constructed to constraint 
the similarity of the slice-based segmentation results for the 
whole stack. 
In this paper, we essentially developed the MDS-Net 
architecture for the segmentation of the human pancreas in CT 
data. Specifically, the MDS-Net architecture has the following 
features: i) A stack-based U-Net architecture was developed to 
capture the local spatial context; ii) To obtain a similar 
segmentation accuracy of each slice in a stack, model-driven 
regularization was embedded into the cost function for 
constraining the inter-slice relationship. The back-propagation 
of MDS-Net was successfully proved for the end-to-end 
training; iii) A BiCLSTM network was used to refine the intra-
stack and inter-slice consistency of the segmentation results; iv) 
A multi-view scheme was proposed to fuse the segmentation 
results of the axial, coronal, and sagittal views. These features 
improve the segmentation performance. 
The key contributions of the proposed MDS-Net framework 
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can be summarized as follows: 
1) Model-driven deep learning segmentation strategy was 
proposed. In particular, a model-driven regularization was 
embedded in the data-driven U-Net framework in order to 
integrate high-level imaging features and prior knowledge 
constraints. This construction leads to clinically desirable 
performance levels.   
2) A stack-based U-Net architecture was developed to exploit 
the strong correlation of the local pancreas structures, and hence 
avoids the awkwardness of 2D and 3D segmentation 
architectures. Besides, the BiCLSTM architecture was 
introduced to ensure the smoothness of segmentation results 
between adjacent stacks and slices. 
3) Although the MDS-Net framework was designed for 
pancreas segmentation, it can be easily extended to other 
segmentation tasks, especially for other complex human organs. 
This extensibility is enabled by the generality of the model-
driven deep learning segmentation strategy and the stack-based 
U-Net architecture. 
The remainder of this paper is organized as follows. We 
review related work in Section II. We give the methodology and 
implementation details of the proposed framework in Section 
III. Our experimental results as well as qualitative and 
quantitative analyses are given in Section IV. Finally, we sum 
up our findings and conclusions in Section V. 
II. RELATED WORK 
In this section, we review the related work for the FCN and 
U-Net algorithms and model-driven deep learning.   
 
A. FCN and U-Net Segmentation Algorithms 
Recently, segmentation algorithms based on deep learning 
have made remarkable achievements in this field. The FCN 
proposed by Long et al. [12] is one of most widely and 
successfully used deep learning architectures in medical image 
analysis. As shown in Fig. 2, the FCN network structure has 
five convolutional layers with 64, 128, 256, 512 and 4096 filter 
response maps, followed by three de-convolutional layers, 
which can upsample a feature map to its original size. Moreover, 
skip connections are designed to combine semantic information 
from deep and shallow layers to produce detailed segmentation 
results. Pixel-level image classification and hence semantic-
level image segmentation can be achieved by FCNs. Apart from 
the conventional convolutional neural networks, FCNs can 
accept input images of any size, and can rescale a feature map 
to the input image size through de-convolutional layers. Thus, 
a probability map can be generated by a FCN for each pixel 
while preserving the spatial information in the original input 
image. End-to-end pixel-level FCN training can be performed 
to achieve excellent semantic segmentation results without 
further architectural changes. 
In 2015, Ronneberger et al. [13] proposed the U-Net 
architecture for medical image segmentation based on FCNs. 
The key U-Net improvements are using the same number of 
convolutional layers for the upsampling and downsampling 
phases, and introducing a novel concatenation operation to 
fusing the features from the downsampling layers and the 
corresponding upsampling ones. These improvements lead to 
more accurate pixel-by-pixel segmentation. Many U-Net 
variants have also been developed for improving the 
segmentation performance [20, 21, 31]. Drozdzal et al. [31] 
designed both short- and long-jump U-Net connection 
structures. For 3D segmentation, Çiçek et al. [21] proposed a 
3D U-Net architecture that inputs a 2D slice sequence of 3D 
images. Milletari et al. [20] evolved U-Net into V-Net, a 3D 
segmentation structure that uses 3D convolution kernels to 
extract features from image sequences, and reduce the channel 
dimension by a 1x1x1 convolution kernel. 
In this work, we improved the U-Net architecture through a 
stack-based method. Specifically, we designed a new energy 
function in which a spatial model of the pancreas was accounted 
for by a model-driven method. The segmentation outcomes 
were improved through extracting local spatial features and 
applying inter-slice regularization. 
 
B. Model-Driven Deep Learning 
Deep learning models are mainly data-driven models whose 
performance can match or exceed the human-level performance 
in face recognition, machine translation, and medical image 
analysis [32]. However, most of the existing deep learning 
models are back-box models due to the lack of theoretical 
understanding and interpretability of the relationship between 
network topology and performance [33]. In addition to the lack 
of interpretation, the complexity of network design is a 
common limitation of data-driven deep learning methods, 
which restricts their generalization performance [34].  
The abovementioned limitations can be remedied by model-
driven deep learning approaches which effectively combine 
model-driven and data-driven methods through introducing 
prior knowledge and theoretical interpretations into deep 
learning frameworks. Herein, a model-driven deep learning 
approach refers to a method of constructing a model (e.g., a loss 
function) based on a specific task-based target, a physical 
mechanism, or domain knowledge. Recently, Lin et al. [35] 
presented an integration of model- and data-driven methods for 
synchronous adaptive multi-band image fusion. This 
integration resulted in image fusion outcomes of higher contrast, 
better visual perception, and less distortion. Zhang et al. [36] 
proposed combining data-driven and model-driven methods for 
 
Fig. 2 Schematic diagram of the 2D fully-convolutional network architecture 
for image segmentation. 
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robust facial landmark detection. He et al. [33] and Gao et al. 
[37] also successfully applied model-driven approaches to 
problems in digital communications. These examples 
collectively demonstrate the effectiveness and increasing 
applications of model-driven approaches. 
In this work, we use a model-driven deep learning method to 
introduce the spatial pancreas structure as a prior knowledge 
into the deep learning framework for pancreas segmentation. 
Precisely, we extract local spatial pancreas features in the form 
of data stacks, and regularize the inter-slice relationships, in 
order to attain the desirable pancreas segmentation performance. 
III. METHODS 
The general framework of our proposed MDS-Net model is 
shown in Fig. 3. Assume that we are given 3D CT scans 𝑋𝑋 ∈
𝑅𝑅𝑑𝑑×𝑙𝑙×𝑤𝑤, where d, l, w are the depth, length, and width of the 3D 
CT are scans, respectively. The ground-truth manual labels 𝑌𝑌 ∈
𝑅𝑅𝑑𝑑×𝑙𝑙×𝑤𝑤 and the predicted ones𝑌𝑌� ∈ 𝑅𝑅𝑑𝑑×𝑙𝑙×𝑤𝑤 have the same size 
as X. First, a 3D CT scan X is divided into a sequence of k-slice 
stacks {𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛} ∈ 𝑅𝑅𝑘𝑘×𝑙𝑙×𝑤𝑤, 𝑘𝑘 < 𝑑𝑑, which is the basic unit 
for network implementation. Then, an encoder-decoder model-
driven Stack-U-Net (i.e., MDS-Net) model is utilized to obtain 
the predicted probability volumes 𝑦𝑦�𝑖𝑖 . The MDS-Net energy 
function accounts for the overall stack loss and the inter-slice 
regularization term. This energy function can capture and fuse 
local 3D spatial information and 2D contextual information, 
thereby ensures the accuracy of both the single-slice and overall 
segmentation results. Finally, BiCLSTM is used to refine the 
voxel-wise segmentation results. In the following subsections, 
we will introduce: A) the MDS-Net model structure and design; 
B) back-propagation rule derivation; C) BiCLSTM refinement; 
and D) pseudo-code of the overall segmentation algorithm.  
 
A. MDS-Net Model Structure and Design 
Two common segmentation metrics, namely the Dice 
coefficient 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 1 − 2(�𝑌𝑌 ∩ 𝑌𝑌��)/�|𝑌𝑌| + �𝑌𝑌��� and the 
Jaccard index 𝐽𝐽𝐽𝐽𝐷𝐷𝐷𝐷𝐷𝐷𝐽𝐽𝐽𝐽𝑑𝑑 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 1 − (�𝑌𝑌 ∩ 𝑌𝑌��)/(�𝑌𝑌 ∪ 𝑌𝑌��) , are 
generally used as cost functions in deep-learning-based 
segmentation methods [13, 29]. Here, based on the Dice loss 
function, we proposed a new cost function that accounts for 
local spatial information of stack data into the segmentation 
process. The cost function can be formulated as, 
𝐿𝐿𝑣𝑣(𝑥𝑥, 𝑦𝑦;𝑤𝑤) = 1 − 2|𝑦𝑦 ∩ 𝑓𝑓(𝑥𝑥;𝑤𝑤)|/(|𝑦𝑦| + |𝑓𝑓(𝑥𝑥;𝑤𝑤)|)    (1) 
Where f is the segmentation model, x denotes the stack data 
input, w is the network parameters, and y is the corresponding 
manual label. According to the input x and network parameters 
w, the local stack prediction result 𝑦𝑦� can be obtained by f. The 
new cost function Lv is used to measure the overlapping rate of 
y and 𝑦𝑦�  at stack level. This function is designed based on a 
divide-and-conquer scheme, where a whole set of 3D CT scans 
𝑋𝑋 ∈ 𝑅𝑅𝑑𝑑×𝑙𝑙×𝑤𝑤  is divided among multiple 3D k-slice stacks  {𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛} ∈ 𝑅𝑅𝑘𝑘×𝑙𝑙×𝑤𝑤 ,  𝑘𝑘 < 𝑑𝑑 . Network training is 
conducted with the 3D stack units, whose results are finally 
integrated into the overall pancreas segmentation results. 
While the local spatial information is accounted for in the 
𝐿𝐿𝑣𝑣 (1), single-slice segmentation cost is overlooked. Thus, 
we added a regularization term to the 𝐿𝐿𝑣𝑣 cost function in 
order to control the relationship between the overall slice 
information and the single-slice information. The addition of 
this term improves the single-slice segmentation quality, the 
regularization term is formulated as, 
𝐿𝐿𝑠𝑠(𝑥𝑥, 𝑦𝑦;𝑤𝑤) = �∑ �1 − 2 |𝑦𝑦𝑚𝑚∩𝑓𝑓𝑚𝑚(𝑥𝑥;𝑤𝑤)||𝑦𝑦𝑚𝑚|+|𝑓𝑓𝑚𝑚(𝑥𝑥;𝑤𝑤)|�𝑘𝑘𝑚𝑚=1 �12       (2) 
Where 𝑦𝑦 = {𝑦𝑦1,𝑦𝑦2, … ,𝑦𝑦𝑘𝑘} , 𝑦𝑦𝑚𝑚  is the m-th slice in stack 
manual label y, and 𝑓𝑓𝑚𝑚(𝑥𝑥;𝑤𝑤) is the corresponding prediction 
result of m-th slice, 𝑓𝑓𝑚𝑚(𝑥𝑥;𝑤𝑤) can also be denoted as 𝑦𝑦�𝑚𝑚. Thus, 
the proposed cost function consists of two parts: the first part, 
𝐿𝐿𝑣𝑣, measures the approximation loss of the 3D stack data, while 
the second part, 𝐿𝐿𝑠𝑠, regularizes the loss of each CT slice. The 
overall energy function can be formulated as, 
𝐿𝐿𝑡𝑡 = 1𝑁𝑁 ∑ (𝜆𝜆𝑣𝑣𝐿𝐿𝑣𝑣(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖 ;𝑤𝑤) + 𝜆𝜆𝑠𝑠𝐿𝐿𝑠𝑠(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖;𝑤𝑤))𝑁𝑁𝑖𝑖=1         (3) 
 
Fig. 3 The general architecture of the MDS-Net model. Each 3D CT scans is divided into multiple data stacks and trained by the Stack-U-Net 
architecture according to the Lt energy function. Then, the probability volumes are refined by BiCLSTM to produce the final pancreas segmentation. 
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where N is the batch size of the segmentation model, 𝑥𝑥𝑖𝑖 is the 
i-th stack data in a mini-batch, 𝑦𝑦𝑖𝑖  is the corresponding manual 
label of 𝑥𝑥𝑖𝑖. 𝜆𝜆𝑣𝑣 and 𝜆𝜆𝑠𝑠 are the coefficients of the approximation 
term 𝐿𝐿𝑣𝑣 and the regularization term 𝐿𝐿𝑠𝑠. The value of  𝜆𝜆𝑣𝑣 and 𝜆𝜆𝑠𝑠 
reflects the different importance of 𝐿𝐿𝑣𝑣 and 𝐿𝐿𝑠𝑠 , the impact of 
variation of  𝜆𝜆𝑣𝑣 and 𝜆𝜆𝑠𝑠 is evaluated in Section IV. 
Based on the overall loss in (3), we proposed MDS-Net, 
which represents an encoder-decoder stack-based U-Net 
architecture. 3D stack data 𝑥𝑥 ∈ 𝑅𝑅𝑘𝑘×𝑙𝑙×𝑤𝑤 is fed into MDS-Net in 
a multi-channel manner to learn local spatial context 
information. For the sought segmentation network, we follow 
the classic encoder-decoder U-Net network architecture, which 
consists of downsampling and upsampling phases. The 
downsampling phase includes four basic units, each of which 
has convolutional layers (Conv), rectified linear units (ReLU), 
batch normalization (BatchNorm), and max-pooling layers 
(Maxpooling). The upsampling phase also includes four units, 
each of which has concatenation layers (Concat), de-
convolutional layers (Deconv), ReLU, and BatchNorm. The 
downsampling and upsampling phases are separated by the 
bottom feature transition layer (Bottom_feat). At the output side 
of the network, a Conv layer is added to map the predicted 
results to multiple channels and upsample these results to the 
input size. Finally, a sigmoid activation function is applied to 
get the output segment predictions. The network structure is 
shown in Fig. 3. 
Although MDS-Net cannot acquire all 3D features that can 
be acquired by 3D FCN, MDS-Net can still effectively utilize 
the stack information (i.e., the upper and lower CT slices). The 
pancreatic structure is strongly correlated in adjacent slices 
while a weak association exists between slices that are distant 
from the abdominal CT scan. Thus, it is sufficient for MDS-Net 
to obtain the local spatial features, in order to improve the 
pancreas segmentation accuracy. Moreover, the MDS-Net 
parameters are much fewer than those of other 3D segmentation 
networks. Hence, MDS-Net has lower computational 
complexity to a large extent, improved training efficiency, and 
higher network portability without compromising the 
segmentation performance. 
A 2D segmentation network generally uses slices in the axial 
view. However, for thin CT scan data, slices from the coronal 
and sagittal views also provide a large amount of information, 
which can be used to boost the segmentation performance. Thus, 
the proposed model applies CT slice data from these three 
directions to build axial, coronal, and sagittal MSD-Nets, 
respectively. The outcomes of these three networks are merged 
to generate the final voxel-wise segmentation mask. 
Specifically, as shown in Fig. 4,𝑌𝑌�𝐴𝐴,𝑌𝑌�𝐶𝐶 ,𝑌𝑌�𝑆𝑆  are the predicted 
probability maps from the axial, coronal, and sagittal views. 
The final segmentation result is calculated by thresholding the 
average of the three probability maps. 
B. Back-propagation for the MDS-Net Energy Function 
The components of the MDS-Net energy function are all 
differentiable. Therefore, it is relatively straightforward to 
obtain the derivatives constituting the gradients required by the 
back-propagation (BP) algorithm. Since the Dice loss function 
is the key term of 𝐿𝐿𝑡𝑡, the derivation process can be simplified 
by setting, 
𝛿𝛿𝑌𝑌� = 𝜕𝜕𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷�𝑌𝑌� ,𝑌𝑌�/𝜕𝜕𝑌𝑌�                             (4) 
where 𝛿𝛿𝑌𝑌�  denotes the partial derivative of the Dice loss with 
respect to the prediction result 𝑌𝑌� . The Dice loss itself is 
differentiable, and this fact has been applied in many 
segmentation problems [20, 38, 39]. Similarly, to simplify 
derivations, we neglect the mini-batch influence on the loss. So, 
the simplified loss 𝐿𝐿𝑡𝑡 becomes, 
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 (6) 
After calculating the derivatives of the MDS-Net energy 
function, the rest of the back-propagation process is the same as 
that for conventional CNNs. This formulation shows that the 
gradient for each slice is decided by the slice itself and by the 
 
Fig. 4. The voting process for the segmentation results from the axial, coronal 
and sagittal views. 
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information from the overall stack data. Hence, our proposed 
model can effectively integrate local spatial information of the 
stack data and ensure high segmentation accuracy for each 
single slice. 
 
C. BiCLSTM Refinement 
Although the proposed model in (3) can capture the local 
spatial context information from the stack, there may exist 
subtle discrepancy between the adjacent stacks. So, inspired by 
the contributions of [17, 23, 30], we introduced an RNN to 
augment the inter-slice continuity of segmentation results. 
Specifically, a convolutional long short-term memory (CLSTM 
[40]) was utilized to refine the preliminary probability volumes. 
Note that the LSTM is one of the most commonly used RNN 
variants, and that the standard LSTM unit will directly flatten 
the input data, which will sacrifice the spatial information 
encoded in the CNN output. Thus, in CLSTM, the input data 
sequence is first preprocessed through a convolution layer 
before being flattened by the LSTM unit. Furthermore, since 
the segmentation results of each layer of the pancreas are 
spatially correlated with the upper and lower layers, utilizing 
only the forward CLSTM will ignore the impact from the 
backward direction. Thus, CLSTM network is extended to the 
BiCLSTM [17] network for introducing contextual information 
from both directions. 
As shown in Fig. 5, BiCLSTM is composed of several 
CLSTM units, each of which consisting of an input gate 𝐷𝐷𝑡𝑡, a 
forgetting gate 𝑓𝑓𝑡𝑡 and an output gate 𝑙𝑙𝑡𝑡. For each CLSTM unit, 
the cell hidden state ℎ𝑡𝑡 is determined by the previous hidden 
state ℎ𝑡𝑡−1, the cell state 𝐷𝐷𝑡𝑡−1, and the input probability volume  
𝑦𝑦�𝑡𝑡 at the moment t. The process of data flow in BiCLSTM is 
shown in the following formula,  
ℎ�⃗ 𝑡𝑡 = 𝐻𝐻�⃗ �𝑊𝑊ℎℎ�⃗ ℎ�⃗ 𝑡𝑡−1 + 𝑊𝑊𝑐𝑐ℎ�⃗ 𝐷𝐷𝑡𝑡−1 + 𝑊𝑊𝑦𝑦�ℎ�⃗ 𝑦𝑦�𝑡𝑡−1 + 𝑏𝑏ℎ�⃗ �        (7) 
ℎ⃖�𝑡𝑡 = ?⃖?𝐻��𝑊𝑊ℎℎ⃖�ℎ⃖�𝑡𝑡−1 + 𝑊𝑊𝑐𝑐ℎ⃖�𝐷𝐷𝑡𝑡−1 + 𝑊𝑊𝑦𝑦�ℎ⃖�𝑦𝑦�𝑡𝑡−1 + 𝑏𝑏ℎ⃖��         (8) 
𝑦𝑦�𝑡𝑡 = 𝑊𝑊ℎ�⃗ 𝑦𝑦�ℎ�⃗ 𝑡𝑡 + 𝑊𝑊ℎ⃖�𝑦𝑦� ℎ⃖�𝑡𝑡 + 𝑏𝑏𝑦𝑦�                       (9) 
Where 𝑊𝑊(⋅) and 𝑏𝑏(⋅) are network weights and bias parameters 
in the BiCLSTM model, 𝐻𝐻�⃗  and ?⃖?𝐻�  are the hidden layer functions 
of the forward and backward CLSTM unit, and 𝑦𝑦�𝑡𝑡 represents 
the prediction result at the moment t. Although the overall shape 
of the pancreas is irregular, there is a strong relationship 
between the upper and lower layers of the local space. 
Therefore, BiCLSTM can effectively ensure the smoothness of 
the segmentation result between adjacent stacks and slices, and 
further improve the pancreas segmentation performance. 
 
D. Algorithm Pseudocode 
Pseudocode of our proposed MDS-Net model is shown in 
Algorithm 1. In the pre-processing data stage, each CT scan is 
divided into 3D stack sequences {𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛} ∈ 𝑅𝑅𝑘𝑘×𝑙𝑙×𝑤𝑤, the 
network parameters w, b, and the iterations counter t are 
initialized. The new energy function 𝐿𝐿𝑡𝑡 is used to measure the 
difference between the prediction 𝑦𝑦�𝑖𝑖  and the manual label 𝑦𝑦𝑖𝑖 . 
The gradients of the energy function are accumulated over the 
mini-batch to update the network parameters w with the 
stochastic gradient descent (SGD) algorithm. After T iterations, 
the network parameters w will converge to an optimal state. 
Finally, the sequence of the stack-based segmentation 
probability serial 𝑦𝑦�1,𝑦𝑦�2, . . . ,𝑦𝑦�𝑛𝑛 will be merged into an overall 
3D pancreas segmentation probability volume 𝑌𝑌� . Then, after 
the inter-slice smoothing and refinement process of BiCLSTM, 
we can get the final segmentation result 𝑌𝑌� . 
 
Algorithm 1: MDS-Net for Pancreas Segmentation 
Input : stack serial 𝑥𝑥1, … , 𝑥𝑥𝑛𝑛 ∈ 𝑅𝑅𝑘𝑘×𝑙𝑙×𝑤𝑤 ; label serial 
𝑦𝑦1, … ,𝑦𝑦𝑛𝑛 ∈ 𝑅𝑅𝑘𝑘×𝑙𝑙×𝑤𝑤 ;model weights 𝑤𝑤 ; max number of 
iterations 𝑇𝑇;sample number in a mini-batch 𝑁𝑁; Threshold 
𝑡𝑡ℎ𝐽𝐽; 
Output: segmentation result 𝑌𝑌�; 
1:  divided X into several stacks 𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑠𝑠 ∈ 𝑅𝑅𝑘𝑘×𝑙𝑙×𝑤𝑤(𝑘𝑘 < 𝑑𝑑); 
2:  initialize network parameters 𝑤𝑤, 𝑏𝑏; 
Begin Learning 
3:  for iteration t from 1 to T do 
4:   for stack index i from 1 to n do 
5:    𝑦𝑦�𝑖𝑖 = 𝑓𝑓(𝑥𝑥𝑖𝑖;𝑤𝑤, 𝑘𝑘), 𝐷𝐷 ∈ [1,𝑛𝑛]; 
6:    𝐿𝐿𝑡𝑡 = 1𝑁𝑁 ∑ (𝜆𝜆𝑣𝑣 L𝑣𝑣(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖  ;w) + 𝜆𝜆𝑠𝑠L𝑠𝑠(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖  ;w))𝑁𝑁𝑖𝑖=1 ; 
7:    w = 𝑤𝑤 − 𝜀𝜀∑ (∇𝑤𝑤𝜆𝜆𝑣𝑣 L𝑣𝑣 + ∇𝑤𝑤𝜆𝜆𝑠𝑠L𝑠𝑠)𝑁𝑁𝑖𝑖=1 + p𝑙𝑙𝑡𝑡−1; 
8:   end for 
9:  end for 
End 
Begin Segmentation and Refinement 
10: 𝑌𝑌� = (𝑦𝑦�1, … ,𝑦𝑦�𝑛𝑛) = 𝑓𝑓(𝑥𝑥1, … , 𝑥𝑥𝑛𝑛;𝑤𝑤, 𝑘𝑘); 
11: for each predicted probability slice 𝑦𝑦�𝑡𝑡 in 𝑌𝑌�  do 
12:    𝑦𝑦�𝑡𝑡 = 𝐵𝐵𝐷𝐷𝐵𝐵𝐿𝐿𝐵𝐵𝑇𝑇𝐵𝐵(𝑦𝑦�𝑡𝑡−1,𝑦𝑦�𝑡𝑡 ,𝑦𝑦�𝑡𝑡+1) 
13: end for 
14: 𝑌𝑌� = (𝑦𝑦�1, … ,𝑦𝑦�𝑑𝑑); //d is the slices number in a 3D CT volume 
15: 𝑌𝑌� = 𝑌𝑌� ≥ 𝑡𝑡ℎ𝐽𝐽; 
End 
 
IV. EXPERIMENTAL RESULT 
A. Datasets and Evaluation Criteria 
Our proposed MDS-Net framework was evaluated on the 
NIH-CT dataset [8], developed by the US National Institute of 
Health (NIH), which contains 82 abdominal enhanced 3D CT 
scans. In the direction of the axial viewpoint, the CT slice size 
is 512*512 pixels, and the number of slices varies from 181 to 
466 for different patients. The approximate range of the 
pancreas was pre-estimated according to the label, and the 
 
Fig. 5.  The main BiCLSTM architecture, which consists of forward and 
backward CLSTM sequences. 
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slices were cropped to 192*256 on the axial viewpoint, 
256*192 on the coronal viewpoint, and 192*192 on the sagittal 
viewpoint, respectively. Experimental results were validated by 
random 4-fold cross-validation (CV) [15], that is, randomly 
shuffling patient indexes, splitting the dataset into 4 fixed folds, 
and using 3 out of the 4 folds for training and the remaining 
ones for testing. This random CV process was repeated 10 times 
and 20 times, respectively, and in each time we generated a 
different patient sequence to verify the robustness of our 
network. To alleviate the overfitting problem, we augmented 
the training data set via rotation, horizontal flipping, and 
vertical flipping. The Dice similarity coefficient, the Jaccard 
loss coefficient, the pixels-wise precision, and recall were used 
to evaluate our segmentation results. In addition, the root-mean-
squared error (RMSE) [41] was utilized to measure the distance 
between the edge contour of the segmentation result and the 
manual label contour. The formula of RMSE is defined as, RMSE = �1
𝑛𝑛
∑ ((?̂?𝑝𝑖𝑖𝑥𝑥 − 𝑝𝑝𝑖𝑖𝑥𝑥)2 + (?̂?𝑝𝑖𝑖𝑦𝑦 − 𝑝𝑝𝑖𝑖𝑦𝑦)2)𝑛𝑛𝑖𝑖=1 �12     (10) 
Where n is the point number on the boundary of prediction 
result, and the coordination of point ?̂?𝑝𝑖𝑖  is defined as (?̂?𝑝𝑖𝑖𝑥𝑥, ?̂?𝑝𝑖𝑖𝑦𝑦), i ∈ [1, n] . On the boundary of the manual label, the 
corresponding point 𝑝𝑝𝑖𝑖(𝑝𝑝𝑖𝑖𝑥𝑥, 𝑝𝑝𝑖𝑖𝑦𝑦) has the shortest distance to (?̂?𝑝𝑖𝑖𝑥𝑥, ?̂?𝑝𝑖𝑖𝑦𝑦) . The RMSE measures the Euclidean distance 
between segmentation result boundary and manual label 
boundary, and it has the characteristic that the lower it is, the 
higher degree of edge fitting. 
 
B. Implementation Details 
Our proposed network framework was implemented on 
PyTorch with NVIDIA GeForce GTX 1080Ti (11GB memory). 
Firstly, we built the MDS-Net to generate intermediate 
probability volumes with stochastic gradient descent (SGD) 
optimization. Different options were evaluated, including using 
different slices depth of stack data and different values of 𝜆𝜆𝑣𝑣 
and 𝜆𝜆𝑠𝑠  in (3) (see the description in section C). Unless 
otherwise specified, each stack contained 7 CT slices, 𝜆𝜆𝑣𝑣 and 
𝜆𝜆𝑠𝑠 were both set to 0.5 and the epoch was set to 40. Secondly, 
the BiCLSTM network was utilized to refine the probability 
volumes. Three consecutive slices of probability volumes were 
taken as the elementary unit of BiCLSTM, which was trained 
for 150 epochs with a Dice loss function. To establish both 
networks of MDS-Net and BiCLSTM, we set the learning rate 
to 1e-3, the batch size to 1 and the momentum value in SGD to 
0.99. In addition, the MDS-Net network model was built on the 
coronal, sagittal and axial views, respectively, and their 
segmentation results were then fused to obtain an overall result 
[14]. The average time of model training was approximate ~12 
hours for MDS-Net on a single standard NVIDIA GeForce 
GTX 1080Ti (11GB memory). 
 
C. Qualitative and Quantitative Analysis 
1) Visualization of Segmentation Results 
To objectively and comprehensively demonstrate the 
segmentation results of our proposed approach, six 
representative cases from all the 82 patient segmentation results 
were selected, and their Dice accuracy were 71%, 75%, 80%, 
85%, 90%, and 91.2%, respectively. These segmentation results 
can be roughly divided into three subtypes: poor (dice<80%), 
good (80%≤ dice≤ 85%), and excellent (＞ 85%). Fig. 6 
displays the 3D segmentation results of the six selected cases, 
and they are visually acceptable. Among the good and excellent 
samples, the segmentations of our proposed approach are very 
close to the manual label. Even for the poor samples, the 
boundaries of pancreatic segmentations are still basically 
consistent with the manual label, which reflects the robustness 
of our MDS-Net. 
Fig. 7 provides the 2D visual results of three slices with the 
poor, good and excellent performance from the pancreatic head, 
middle and tail parts, respectively. We can see that the 
delineated contours align well with the manual label. There is 
usually a high accuracy (Dice >80%) of CT slices with big 
TABLE I 
COMPARISON OF THE SEGMENTATION PERFORMANCE OF DIFFERENT SEGMENTATION MODELS BASED ON DEEP NEURAL NETWORK 
Method mean±stdv.[min, max] 
Dice(%) Jaccard(%) Precision(%) Recall(%) RMSE(mm) 
U-Net 79.0±7.7[42.1,88.3] 66.4±9.7[27.4,80.6] 79.1±10.9[35.3,92.6] 79.2±10.2[52.1,93.6] 6.12±4.99[1.73,30.34] 
Stack-U-Net 81.2±6.5[58.3,89.4] 69.8±8.9[41.1,82.1] 83.8±6.6[56.3,95.0] 79.8±10.5[51.7,93.3] 3.62±2.40[1.45,16.66] 
MDS-Net* 82.8±6.3[60.6,90.2] 68.0±8.4[43.4,80.5] 82.2±7.7[57.7,96.3] 80.2±9.2[55.1,92.9] 3.59±2.28[1.48,16.31] 
MDS-Net 83.5±6.2[58.3,91.2] 72.1±8.5[41.1,83.8] 84.5±6.9[55.1,97.4] 83.7±10.4[54.8,95.9] 3.58±2.33[1.45,16.72] 
 
 
Fig. 6. Segmentation results: (a) and (b) with poor performance (Dice<80%), 
(c) and (d) with good performance (80%≤Dice≤85%), (e) and (f) with 
excellent performance (Dice＞85%) of our approach. The blue part represents 
the segmentation result of MDS-Net, and the red part represents the manual 
label of the pancreas. 
 
 
TABLE II 
QUANTITATIVE EVALUATION OF THE SEGMENTATION RESULTS OF SAMPLES IN 
FIG. 6 
Index Dice Jaccard Precision Recall RMSE 
(a) 71.65 55.82 83.60 62.69 3.54 
(b) 75.25 60.31 86.69 66.47 3.12 
(c) 80.74 67.70 84.25 77.51 2.73 
(d) 85.86 75.22 81.13 91.17 2.68 
(e) 90.54 82.71 90.01 91.07 1.45 
(f) 91.19 83.81 90.63 91.77 2.11 
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pancreas areas like the pancreatic body. In addition, the Dice, 
Jaccard, Precision, and Recall accuracies and the RMSE values 
of the six samples are listed in Table II. Fig. 7(a) shows that 
there are poor segmentations by our proposed approach for the 
small pancreas areas due to the small size. These are associated 
with low contrast and undistinguished texture between the 
pancreas areas and the background. Nevertheless, our method 
can still obtain acceptable results (Dice >65%) without 
misalignment phenomenon in these small pancreas areas. 
 
2) The Effects of the Three New Techniques in MDS-Net 
The quantitative 4-fold CV was implemented to evaluate the 
effects of our proposed MDS-Net model in terms of the Dice, 
Jaccard, Precision, and Recall accuracies on the HIN-CT 
dataset, as shown in Fig. 8. The average Dice accuracy overall 
in the 82 cases is 83.5%, and the maximum of Dice accuracy is 
91.2%. There are three new techniques, namely, Stack-based U-
Net, model-driven deep learning segmentation strategy and 
BiCLSTM network, which were introduced into the MDS-Net 
model to improve the performance of pancreas segmentation. 
To evaluate the performance of these techniques, we conducted 
several experiments to be discussed below. 
In the first experiment, we examined the effect of the Stack-
based U-Net compared to the benchmark U-Net. As shown in 
Fig. 9, the overall Dice accuracy of the stack-based U-Net is 
higher than that of U-Net, and its RMSE value is much lower 
than that of U-Net. Specifically, the mean Dice accuracy of the 
stack-based U-Net is 81.2%, and the mean RMSE is 3.62 mm, 
which outperforms the benchmark U-Net (that has a mean Dice 
accuracy of 79.0%, and a mean RMSE of 6.12mm), as listed in 
Table I. Fig. 10(a) illustrates the Correlation and Bland-Altman 
agreement test, which indicates that the segmentation result of 
the Stack-U-Net achieved high correlation with the manual 
label. 
Secondly, we evaluated the advantage of the Model-driven 
Deep-learning Segmentation Network denoted as MDS-Net*. 
The segmentation results in Fig. 9 show that the distribution of 
Dice accuracy becomes more centralized and higher. Table I 
lists the mean Dice is 82.8%, and the mean RMSE is 3.59mm, 
which is 3.8% higher than the mean Dice of U-Net and 2.53mm 
lower than the mean RMSE of U-Net. The linear regression 
 
Fig. 7. The segmentation results of 2D slices. The images from top to bottom are examples of poor, good, and excellent segmentation performance, including 
pancreatic head, middle, and tail parts, respectively. For each slice, the images from left to right are manual labels, segmentation results, and binary segmentation 
results with true segmentation (red parts), under-segmentation (white parts), over-segmentation (green parts), and the Dice accuracy, respectively. 
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Fig. 8. Quantitative 4-fold CV performance evaluations on NIH-
CT dataset for our proposed MDS-Net model. 
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illustrated in Fig. 10(b) also reflects strong correlation between 
the segmentation result and the manual label. The 
outperformance of quantitative analysis confirms the 
effectiveness of the model-driven deep learning segmentation 
strategy. 
Finally, the refinement effect of BiCLSTM network was 
examined. The MDS-Net model achieved better segmentation 
performance, the mean Dice is 83.5%, and the maximum Dice 
is 91.2%, as listed in Table I. Fig. 10(c) shows that the 
correlation between the segmentation result and the manual 
label became stronger.  For all 82 testing cases, our proposed 
algorithm attains more than 80% Dice accuracy in almost 80% 
of the 82 cases, and in only 4 cases its Dice accuracy is below 
70%. This proves the stability and reliability of our proposed 
MDS-Net. 
 
3) Robustness and Reliability Analysis 
In order to further measure the stability and robustness of our 
proposed model, we implemented a random 4-fold CV for 
MDS-Net by 10 repetitions and 20 repetitions, respectively, as 
shown in Fig. 11. Each scatter of the box-plots represents the 
average Dice accuracy and the RMSE value in the 4-fold CV. 
The overall average Dice accuracy of the 10 and 20 repetitions 
ranges from 0.825 to 0.842 (Fig. 11(a)), and the overall average 
RMSE value ranges from 3.2mm to 3.8mm (Fig. 11(b)). We 
performed the Student’s t-test on the two groups of different 
repeated times and obtained a p-value of 0.913 in terms of the 
Dice accuracy and a p-value of 0.544 in terms of the RMSE 
value, respectively, which are both higher than 0.05. Thus, there 
is no statistically significant difference in the performance for 
the two groups of repetitions, which reflects the high robustness 
and stability of our proposed method. 
We also conducted a reliability analysis of the proposed 
methods in comparison with the benchmark U-Net. Fig. 12 
shows that in about 89% of the cases (73 out of the 82 cases) 
the MDS-Net method reached more than 75% Dice accuracy, 
and its reliability value (i.e., proportion of cases) with 
satisfactory Dice accuracy (>80%) is the most significant 
among those from U-Net, Stack-U-Net, and MDS-Net*, which 
indicates that our proposed method has the best performance 
among existing state-of-the-art methods. 
 
4) Quantitative Analysis of Pancreatic Head and Tail 
Segmentation Result 
To explore the segmentation potentiality of the proposed 
method, we conducted segmentation comparison experiments 
of U-Net, MDS-Net*(without BiCLSTM), and MDS-Net on 
some pancreatic head and tail regions, for which segmentation 
is an awkward task, due to the small area, variable shape and 
low contrast of these regions. The error phenomenon with over-
segmentation, under-segmentation, and even miss deletion is 
often unavoidable for the 2D segmentation network faced with 
a small target such as the head and tail of the pancreas. In order 
to avoid the clinical professional manual annotation task for 
identifying the head and tail regions, we selected three slices 
and six slices of the pancreatic head and tail regions for 
segmentation evaluation. Table III shows that our proposed 
MDS-NET model achieved 70.4% and 57.9% for the 
segmentation of the three slices and six slices of the head and 
tail parts, respectively, in terms of the Dice accuracy, which are 
almost 3% higher than the corresponding values of the 
benchmark U-Net, reflecting the outstanding ability of MDS-
Net for small-target segmentation. These experiments further 
verify that our MDS-Net can effectively improve the 
segmentation performance for small-target regions, such as 
 
Fig. 9. The 4-fold CV performance comparison of U-Net, Stack-U-Net, MDS-
Net*(without BiCLSTM), MDS-Net method. 
  
 
Fig. 10. Segmentation volumes of different schemes based on U-Net versus 
manual volumes. (a), (b) and (C) are Correlation and Bland-Altman agreement 
test on the segmentation result of Stack-U-Net, MDS-Net*(without 
BiCLSTM) and MDS-Net model, respectively. 
  
(a) Stack-U-Net
(b) MDS-Net*
(c) MDS-Net
 
Fig.11. The robustness analysis of the MDS-Net model. (a) Dice accuracy and 
(b) RMSE value distribution of 10 and 20 repetitions of 4-fold CV, and their 
p-values of the t-test between the 10 repetitions result and 20 repetitions result 
are 0.913 and 0.544, respectively, demonstrating that the difference between 
performance in the two cases is insignificant, and that the proposed model is 
stable. 
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pancreatic head and tail parts, through integrating spatial 
context information. 
 
5) Performance of Model-driven Method and Sensitivity 
Analysis 
We also investigated the segmentation performance of the 
proposed model with different parameter settings, i.e., different 
values of  𝜆𝜆𝑣𝑣 and 𝜆𝜆𝑠𝑠, as well as different values of the total loss 
function in (3). Table IV lists the segmentation performance 
under different 𝜆𝜆𝑣𝑣 and 𝜆𝜆𝑠𝑠 values of (0.4, 0.6), (0.5, 0.5) and (0.6, 
0.4), respectively. Experimental results show that a parameter 
setting of (0.5, 0.5) obtained the best Dice performance of 
84.2%, although there is only a small fluctuation of the Dice 
value among different parameter settings. To further verify the 
influence of these two parameters, a sensitivity analysis is 
carried out on 𝜆𝜆𝑣𝑣 and 𝜆𝜆𝑠𝑠. We applied the 𝜆𝜆𝑣𝑣 = 0.5 and 𝜆𝜆𝑠𝑠 = 0.5 
as the benchmark to float ±10% and ±20% in both positive and 
negative directions, and then observed the Dice variation ratios, 
which is defined to measure the varying degree of Dice 
accuracy by the following formula as, 
𝑅𝑅𝐽𝐽𝑡𝑡𝐷𝐷𝑙𝑙𝑛𝑛 = �𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑐𝑐ℎ𝑎𝑎𝑛𝑛𝑎𝑎𝑎𝑎𝑑𝑑 − 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏𝑎𝑎𝑛𝑛𝑐𝑐ℎ𝑚𝑚𝑎𝑎𝑎𝑎𝑘𝑘�/𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏𝑎𝑎𝑛𝑛𝑐𝑐ℎ𝑚𝑚𝑎𝑎𝑎𝑎𝑘𝑘 (11) 
where 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑐𝑐ℎ𝑎𝑎𝑛𝑛𝑎𝑎𝑎𝑎𝑑𝑑  is the Dice accuracy obtained by MDS-
NET model with the changed parameters, and 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏𝑎𝑎𝑛𝑛𝑐𝑐ℎ𝑚𝑚𝑎𝑎𝑎𝑎𝑘𝑘 is 
the segmentation result with the benchmark coefficients (𝜆𝜆𝑣𝑣 =0.5  and 𝜆𝜆𝑠𝑠 = 0.5 ). The evaluation results of the sensitivity 
analysis are depicted in Fig. 13. The combinations of ±10% and 
±20% fluctuations of the two parameters have a slight influence 
on the segmentation results with a Dice variation ratio between 
-0.5% and 0.5%. This sensitivity analysis demonstrates that the 
proposed method is insensitive to the parameter fluctuation 
around the benchmark, confirming the robustness and 
reliability of the MDS-Net model. 
 
6) Impact of Different Slice Numbers in Stack Data 
The number of CT slices in the stack data also influences the 
segmentation performance of our proposed MDS-Net model. 
For example, a stack with a small size of slices allows this 
model to extract insufficient spatial context information for 
achieving a desirable segmentation result, thereby losing the 
original intention of embedding the stack scheme into the U-
Net framework. Thus, we compare the segmentation results of 
our proposed MDS-Net model with different numbers of slices, 
namely, 3, 5, 7 and 9, in a stack dataset, as shown in Table V. 
The MDS-Net model with a slice number of 7 can achieve the 
best value in terms of the Dice and Jaccard metrics. When the 
slice number is 3 or 5, the accuracy is lower; and when the slice 
number exceeds 7, the accuracy starts also to decline, which 
indicates that a slice number of 7 in a stack dataset is an optimal 
value for our proposed MDS-Net. That is also the reason that 7 
CT slices in each stack were used as the default parameter for 
other experiments in this work unless otherwise specified. 
 
7) Comparison to Other State-of-the-Art Models 
We compared our proposed approach with other state-of-the-
art methods in the literature [11, 18, 24, 29, 42, 43] in terms of 
the Dice and Jaccard indices for pancreas segmentation on the 
HIN-CT dataset, as shown in Table VI. Overall, the 
performance of our MDS-Net model is similar to the other 
methods, although it seems that the Dice accuracy of 84.5% in 
[24] is 1% higher than that of our proposed method. 
Nevertheless, the Dice rate of 83.5% in Table II and Table VI 
is the average performance for dozens of times 4-fold CV for 
 
Fig. 12. The reliability analysis of our proposed methods. Evaluation of 
pancreas segmentation results of U-Net, Stack-U-Net, MDS-Net*, MDS-Net, 
respectively. 
  
 
Fig. 13. Sensitivity analysis of the parameters 𝜆𝜆𝑣𝑣, 𝜆𝜆𝑠𝑠 , in the MDS-Net model. 
The X-axis represents the different combinations of parameters  𝜆𝜆𝑣𝑣, 𝜆𝜆𝑠𝑠 , and Y 
axis represents the Dice variation ration, respectively. 
  
TABLE III 
QUANTITATIVE COMPARISON OF THE PANCREATIC HEAD AND TAIL 
SEGMENTATIONS VIA DIFFERENT METHODS 
Approach 
Dice(%)  mean±stdv. a 
Head Tail Comprehensive 
3-slices of pancreatic head and tail 
U-Net 58.1±23.3 49.1±23.8 53.6±19.6 
MDS-Net* 61.6±22.6 48.0±27.1 54.8±21.1 
MDC-Net 63.8±21.8 51.1±25.9 57.4±20.1 
6-slices of pancreatic head and tail 
U-Net 64.9±20.8 55.9±19.3 60.4±16.8 
MDS-Net* 68.9±18.8 55.2±23.6 62.1±18.4 
MDS-Net 70.4±18.1 57.9±22.0 64.1±17.2 
 
TABLE IV 
QUANTITATIVE COMPARISON OF THE NEW LOSS FUNCTION WITH DIFFERENT 
PARAMETERS 
Parameters setting Dice(%) Jaccard(%) 
𝜆𝜆𝑣𝑣=0.4, 𝜆𝜆𝑠𝑠=0.6 83.9±6.0[55.3,90.8] 72.7±8.1[38.2,83.1] 
𝜆𝜆𝑣𝑣=0.5, 𝜆𝜆𝑠𝑠=0.5 84.2±5.6[60.0,91.2] 73.0±7.8[42.9,83.8] 
𝜆𝜆𝑣𝑣=0.6, 𝜆𝜆𝑠𝑠=0.4 84.1±5.3[62.8,91.2] 73.0±7.5[45.7,83.7] 
 TABLE V 
QUANTITATIVE COMPARISON OF DIFFERENT NUMBERS OF SLICES IN A STACK 
DATASET 
Method mean±stdv.[min, max] Dice(%) Jaccard 
MDS-Net (k=3) 82.2±5.0[60.5,91.0] MDS-Net (k=3) 
MDS-Net (k=5) 83.7±5.9[54.8,91.4] MDS-Net (k=5) 
MDS-Net (k=7) 84.2±5.6[60.0,91.2] MDS-Net (k=7) 
MDS-Net (k=9) 83.9±5.5[59.1,91.3] MDS-Net (k=9) 
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our MDS-Net model (Fig.11), which is more reliable and 
representative. The best performance in the 20 repetitions of the 
4-fold CV can reach 84.2%, as shown in Fig. 11, and thus there 
is no significant difference between our MDS-Net model and 
the state-of-the-art method in [24]. The maximum Dice 
accuracy in a 4-fold CV for MDS-Net can reach 91.2%, which 
outperforms each of the state-of-the-art models in Table VI. 
The main difference between our proposed method and the 
related methods in Table VI is that these methods are all based 
on 2D or 3D segmentation networks, while our proposed model 
is the combination of a model-driven and a data-driven 
approaches, and its architecture is similar to a 2.5D or a local 
3D network. Although 3D networks have advantages in 
capturing context information, they require more parameters 
and more time for training and testing. Yu et al. [22] applied a 
3D ground-truth bounding box provided for each case to 
implement V-Net on pancreas segmentation and finally 
achieved an average accuracy of 83.18%. Compared to 3D 
segmentation networks, our proposed method could make use 
of fewer parameters and less time to achieve or even exceed the 
results of these networks. As shown in Table VII, in the testing 
stage, other methods need 1-3 minutes to process a CT volume 
[8, 11, 18, 24, 43], and the V-Net takes even a longer time (~5 
minutes) [24]. In comparison, the computational time cost of 
our proposed MDS-Net is only 10 seconds, much faster than all 
other methods in Table VII. Moreover, the average time of 
model training was approximately 12 hours for MDS-Net on a 
single standard NVIDIA GeForce GTX 1080Ti (11GB 
memory), which is practical and acceptable. 
V. CONCLUSION 
In this work, we presented a novel model-driven stack-based 
U-Net method to address the challenge of pancreas 
segmentation problem. Specifically, each 3D CT scan was 
divided into multi-stack data, and a stack-based U-Net 
architecture was designed for integrating local spatial context 
information. To ensure the segmentation accuracy of each slice 
in a stack, we embedded a model-driven regularization strategy 
into a data-driven deep learning method for constraining the 
inter-slice relationship. Besides, the BiCLSTM network was 
introduced to improve the continuity of segmentations between 
adjacent stacks and slices. We extensively validated the 
efficacy of our framework on the NIH-CT public dataset and 
compared our proposed method with other state-of-the-art 
methods. The results demonstrated that the proposed method 
could substantially improve the pancreas segmentation 
accuracy, as well as promote the stability and robustness of 
segmentation performance. Our proposed method provides a 
potential tool for the academic research and development of 
new clinical investigations of the pancreas. 
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