An all optical implementation of the inner-product neural associative memory is realized with an LCTV SLM as an input device and a Hughes LCLV as a nonlinear thresholding element. The architecture offers an alternative to the vector-matrix multiplication method of the Hopfield Model as described in most neural network associative memory models. The experimental result showed the feasibility of the technique and the challenges that this approach faced.
I. INTRODUCTION
Recently we have proposed a method of the implementation of neural net associative memory via an inner-product array processor1 . We have suggested that the processor be implemented in coherent optics2 as shown in Fig. 1 using the replication capability of a holographic optical element called a multi-focus hololens3 (MHLI) and the multiplication (inner-product) between the input (initially applied via LCTVO) and stored vector pairs in the electronically addressable transmission type spatial light modulators such as the liquid crystal television spatial light modulators4 (LCTV SLM's; LCTVO and LCTV1). In this case, the vectors are represented by 2D image arrays. The inner-product scalar value can be obtained with the proper use of a diffuser. The same set of vectors are stored in LCTV2. It was also suggested that the resulting weighted vectors be recombined with a specially designed holographic optical element MHL2 and detected by a TV camera. The detected vector is thresholded electronically and applied to LCTV3 as the iterated input. If convergence is reached, the output becomes stabilized and can then be displayed. The purpose of this paper is to present a realized hardware architecture with experimental results demonstrating the feasibility of this system.
In the following, we first briefly review the theory of the inner-product approach, then we present the hardware architecture and the experimental results.
II. THE INNER. PRODUCT APPROACH
Assume that an integral number of M of N-tuple binary vectors V(i = 1,.
. . M) are stored in a system, where M << N.
A computation model with iteration, thresholding, and feedback for the associative retrieval of anyone of the stored vectors by an arbitrary input vector was proposed by Hopfield5 . In the Hopfield model, the vectors are stored in an outer-product matrix: w=1 j;t (1) where t denotes the transpose of the vector .
In the recall process, we assume an arbitrary input V, the following steps are followed:
Step (1): Vector-matrix multiplication: W=Z (2) Step (2): Thresholding by an operator T9: (3) Step (3): Iteration:
Replace 7 in Eq. (2) by i7 and continue until convergence is reached.
We refer to the above process as an outer-product process. The optical implementation of the outer-product process was first demonstrated by Psaltis and Farhat6. In contrast to the outer-product approach, an equivalent approach is adopted1. The steps of the inner-product operation are:
Step (1): Vector-Vector Inner-Product: (4) where j = 1,. .. , M, and c is a scalar.
Step (2): Weighting: (5) Step (3): Vector Summation: (6) Step (4) The thresholding and iteration parts are similar to those described in the outerproduct process.
Since the process involves basically the inner-product between the input vector and the stored vectors, we call this process an inner-product model.
An experimental demonstration of an optical implementation of the inner-product
model is discussed below.
III. EXPERIMENT
A. Experimental Set-up:
A diagram of the experimental set-up is shown in Fig. 2 . For practical reasons, the hardware arrangement is different from that shown in Fig. 1 . The purpose of this experiment is to demonstrate the feasibility of the optical implementation, we select N = 16 and M = 2. Because of the small number of images stored, a multi-focus hololens is not needed. In addition, film is used instead of SLM's to write the stored vectors.
As shown in Fig. 2 , the initial input is applied to LCTV1 which is illuminated by a collimated laser beam. The image is Fourier transformed by a lens FTL and filtered through by two pin-holes to pass the orders of the images diffracted by the inherent grid patters of the LCTV SLM. The passed orders are re-imaged by a subsequent FTL and multiplied by the two images stored in the transparency placed at the multiplication plane . The multiplied results are focused by the FTL at the plane where a fine grain diffuser is placed. The focused light spots represent the scalar quantity of the inner products between the input image (or vector) and the two stored images (or vectors). The function of the diffuser is to create uniform light distributions that are proportional to the inner-product scalars. The uniformly distributed light patterns are then used to weigh (illuminate) the same set of stored vectors (images) that are stored in a transparency placed at multiplication plane 2. The weighted vectors are imaged onto the CCD camera and displayed on the SLM using LCTV2. Thus the images are parallel via the coherent illumination from the source and guided by the beam splitters B.S.. For the purpose of improving the contrast of the LCTV SLM, the images are further Fourier transformed and low-pass filtered by a pin-hole spatial filter. It should be noted that if a high-contrast LCTV SLM is used for LCTV2, the spatial filtering process can be omitted. The contrast enhanced images are then reflected by mirrors Mi and M2 so that they may be superimposed on the writing side of a Hughes liquid crystal light valve (LCLV). The Hughes LCLV serves the dual function of an optical summation and thresholding devices.
The thresholding result of the summed vector can be read out from the output side of the LCLV and picked up through an analyzer by another CCD camera. The output can then be applied via a switch box and applied to the input LCTV SLM. This completes a cycle of the iteration procedure. When convergence is reached, the output will become stable.
B. Experimental Results

SLM Re3port3e Calibralion and Correciom
As shown in Fig. 2 , the difFraction orders of the grid patterns of the LCTV SLM are used for image replication for two vectors. First, we measured the power of the orders at the spatial filter plane (Fourier plane) as well as at the multiplication plane 2. The zero order of the LCTV SLM was also measured and used as a reference. With a collimated input of 140 mW/cm2 kept at constant, the brightness (dc bias) control of the LCTV SLM was changed from total dark to total bright to see the changes of the diffraction orders of the grid pattern of the LCTV SLM screen and their effects on the order terms at multiplication plane 2. The measurement at the Fourier plan is performed by the expanded beam of the diffracted at defocused planes and therefore should be treated as relative rather than absolute values. The difference between the two orders shows the nonuniformity of the screen and the nonuniformity of the input colimated laser beam. The nonuniformity of the beam propagated through the system and kept the same relative proportionality at the multiplication plane 2. It can also be seen that the diffuser reduced the intensity of the beam by about one order of magnitude.
In order to correct the difference between the two orders, a thin glass plate serving as a neutral density filter was placed on the stronger order. This was able to make the intensity of the two orders to differ within about 5%. No more elaborate effort was spent in the correction. n S shown in Fig. 5(a) .
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The optical representation of 8 va and 2 are shown photographically in Fig. 3 (a) and (b) respectively. These are images obtained by using Polaroid films at the multiplication plane 2 of Fig. 2 . the difference between 2 vj, and Fig. 3(c) is due to the inversion of the lens. Similar situation occurs in other planes as well.
Step 3. Recombination or Summation 8228 -. 
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This result is represented by the photographic image as shown in Fig. 3(d) . This photograph is taken at the input side (or writing side) of the Hughes LCLV as shown in Fig. 2 . The vectors then went through another LCTV SLM for collimation and spatial filtering for contrast enhancement, only relative values of intensities are obtined.
Step 4. Thresholding The Hughes LCLV is not an ideal thresholding device due to its limited gamma value. We used it to close the ioop of computation.
The result of the threshold is shown in Fig. 3(e) . It can be seen that the stored vector Va was retrieved in this example.
In the above example, we let = va . In a second example, we let = vb • Note that the major difference is that sice
. a 2 and
. VL = 8, the ratio is 1:4 in stead. The comparable results corresponding to the various steps agree with those as expected in the computations.
Iv. DISCUSSIONS AND CONCLUSION
The feasibility demonstration of an optical implementation of an inner-product neural computer or array processor is presented with experimental results. The results led us to make the following observations:
An all optical implementation for the inner-product approach is feasible especially in view of the availability of the ferroelectric LC-SLM's and the higher quality LCTV SLM's. These SLM's may be used to replace the films used in the present experiments. The light throughput is not a problem since in the present experiment, we only used a fraction of the laser power and found that it is necessary to attenuate the light intensity so as not to cause saturation in the CCD camera.
One of the major practical problems is the lack of a good high-gamma high-speed SLM with controllable threshold. The LCLV used is less than ideal.
Uniform of illumination and replication of the vectors is needed before more accurate results can be obtained. This step can be achieved by using maltifocus hololense or phase gratings.
In the iteration, the threshold values need be determined. If this value is non-zero, the problem of how to control the threshold needs be resolved.
In conclusion, it was generally agreed that the inner-product array processor is not considered as a conventional neural network because one cannot find the synapses in this processor. The synapses are hidden in the optical interconnections in the system. Learning via other algorithms is needed since one cannot do the error back propagation or any synapse-dependent learning in the net. However, if it performs the associative retrieve function well, it offers a useful approach for this application.
In this regard, the basic advantage of the system is the exchange of space between the transverse and the longitudinal dimensions. This means orders of magnitude of savings of the spatial bandwidth product of the SLM's. The size of the longitudinal dimension of the system can be greatly shortened by the use of proper optical components such as lenses with shorter focal lengths and correct apertures. Together with a laser diode as its light source compact system can then be designed. 
