We obtain the analogue of Schur-Weyl duality for the unitary group of an arbitrary II1-factor 1 Preliminaries.
Preliminaries.
Let M be a separable II 1 -factor , let U (M) be its unitary group and let tr be a unique normalized normal trace on M . Denote by M ′ commutant of M. Assume that M acts on L 2 (M, tr) by left multiplication: L(a)η = aη, where a ∈ M, η ∈ L 2 (M, tr). Then M ′ coincides with the set of the operators that act on L 2 (M, tr) by right multiplication: R(a)η = ηa, where η ∈ L 2 (M, tr), a ∈ M. Let S p be the symmetric group of the n symbols 1, 2, . . ., p. Take u ∈ U (M) and define the operators L ⊗p (u) and R ⊗p (u) on L 2 (M, tr) ⊗p as follows
where x 1 , x 2 , . . . , x p ∈ L 2 (M, tr) .
Obviously the operators L ⊗p (u) and R ⊗p (u), where u ∈ U (M), form the unitary representations of the group U (M). Also, we define the representation P p of S p that acts on L 2 (M, tr) ⊗p by
Denote by Aut M the automorphism group of factor M. 
The following properties are true.
•
Sq . In particular, the
Sq is the finite factor.
• (2) For any λ and µ the representation Π λµ is quasi-equivalent to L ⊗p ⊗ R ⊗q .
• (3) Let γ ⊢ p and δ ⊢ q. The representations Π λµ and Π γδ are unitary equivalent if and only if dim λ · dim µ = dim γ · dim δ.
The proof of property (1)
In this section we give three auxiliary lemmas and the proof of property (1) in theorem 1.
Lemma 1. Let A be a self-adjoint operator from II 1 -factor M. Then for any number ǫ > 0, there exist a hyperfinite II 1 -subfactor R 0 ⊂ M and self-adjoint operator A ǫ ∈ R 0 such that A − A ǫ < ǫ. Here is the ordinary operator norm.
Proof. Let A = b a t dE t be the spectral decomposition of A. Fix the increasing finite sequence of the real numbers a = a 1 < a 2 < . . . < a m > b such that
It is obvious that M contains the sequence of the pairwise commuting I 2 -subfactors M i , where i ∈ N. Notice that exist the pairwise orthogonal projections 
satisfy the conditions as in the lemma.
Consider the operators l(a) and r(a), where a ∈ M, acting in Hilbert space L 2 (M, tr) by
Let us denote by
Proof. Fix any self-adjoint operator A ∈ M and consider the one-parameter
It follows from this that
Proof. At first we will prove that
Take self-adjoint a ∈ M and fix number ǫ > 0. Using lemma 1, we find the hyperfinite II 1 -factor R 0 and a ǫ ∈ R 0 such that 
There exists the unique normal conditional expectation E of M onto N 0 satisfying the next conditions
• a) tr (a) = tr (E(a)) for all a ∈ M;
• b) E (xay) = xE (a) y for all a ∈ M and x, y ∈ N 0 ;
to prove the theorem, it suffices to show that
with respect to the strong operator topology. Indeed, then, by property c), the operator
Hence, using (2.4), we obtain
To calculate of the left side in (2.5) we notice that
Let us first prove that
with respect to the strong operator topology. For this purpose we notice that the map
is the orthogonal projection. Since E n ≥ E n+1 , then
with respect to the norm on L 2 (M, tr). Hence, applying the inequality E n (a) ≤ a , we obtain lim
gives (2.8).
To estimate of Σ(a, u) fix the matrix unit {e pq :
. We recall that the operators e pq satisfy the relations e * pq = e qp , e pq e st = δ qs e pt , 1 ≤ p, q, s, t ≤ 2 n .
Denote by {a pq } 2 n p,q=1 ⊂ C the corresponding matrix elements of the operator
a pq e pq . If k = j, then, applying Peter-Weyl theorem, we obtain
A trivial verification shows that
Hence, using (2.7), we have
with respect to the operator norm. We thus get (2.5).
The proof above works for the operator q T − (a). But we must examine
The proof of Theorem 1(1). By lemma 3, it suffices to show that
Fix the orthonormal bases {b j } ∞ j=0 in L 2 (M, tr) such that b j ∈ M and b 0 = I. Let j = (j 1 , j 2 , . . . , j p ) be the ordered collection of the indexes, and let
We call two collections i = (i 1 , i 2 , . . . , i p ) and j = (j 1 , j 2 , . . . , j p ) are equivalent if there exists s ∈ S such that (i 1 , i 2 , . . . , i p ) = j s(1) , j s(2) , . . . , j s(p)
Sp , tr ⊗p . So to prove (2.9) , it suffices to show that
Denote by L m the span of the elements b j such that |{k : 
then we obtain (2.10). Let us prove this, by induction on m.
, by the definition of p T + (a) (see lemma 3). Assuming (2.11) to hold for m = 1, 2, . . . , k, we will prove that
Indeed, if b j lies in L k then without loss of generality we can assume that
, where j i = 0 for all i ∈ {1, 2, . . . , k} .
This proves (2.11), (2.10) and (2.9).
The proof of the properties (2) and (3)
Let Aut N be the group of all automorphisms of von Neumann algebra N . We recall that automorphism θ of factor F is inner if there exists unitary u ∈ F such that θ(a) = uau * = Ad u(a). Let us denote by Int F the set of all inner automorphisms of factor F . An automorphism θ ∈ Aut F is called outer if
⊗q . We emphasize that F is generated by the operators
From now on, tr ⊗(p+q) denotes the unique normal normalized trace on the factor F :
defined by (1.1), and let S p × S q = {s ∈ S p+q : s {1, 2, . . . , p} = {1, 2, . . . , p}}.
Denote by e the unit in the group S p+q . The next lemma is obvious from the definition of factor F .
Lemma 4.
For each s ∈ S p × S q the map F ∋ a → P p+q (s)aP p+q (s −1 ) = θ s p+q (a) is the automorphism of factor F . Lemma 5. If s is any non-identical element from S p × S q then Ad P p+q is the outer automorphism of factor F .
Proof. On the contrary, suppose that there exists the unitary operator U ∈ F such that
Let us prove that U = 0. For this, it suffices to show that
Prove that for any natural number N
To this purpose we find the pairwise orthogonal projections p j ∈ M, j = 1, 2, . . . , N with the properties
Without loss generality we can assume that s(1) = i = 1. Then
This establishes (3.17) and (3.16).
To simplify notation, we will write θ s instead θ s p+q = Ad P p+q (s) (see lemma 4). Now we consider the crossed product F ⋊ θ (S p × S q ) of the factor F by the finite group S p × S q acting via θ :
, by the operators Π θ (a), a ∈ F and λ g , g ∈ G, which act as follows
It is easy to check that ξ I is the cyclic vector for F ⋊ θ (S p × S q ). Namely, the set of the vectors
is the faithful normal trace on F ⋊ θ (S p × S q ).
Denote von Neumann algebra
Remark 2. The involution: Lemma 6. Von Neumann algebra
Proof. It follows from remarks 1 and 2 that any operator A ∈ θ F has a unique
Hence, using (3.19), we obtain
Therefore, we have
Hence, we conclude
We thus get a g = z g u g , where z g ∈ C, u g is the unitary operator from F . Assuming g = e, we obtain from (3.21)
for all b ∈ F . It follows from lemma 5 that a g = 0 for all g = e. But, by (3.21), a e ∈ F ∩ F ′ = CI. Therefore, A ∈ CI.
Define the unitary operator U g on H by
where θ g denote the automorphism Ad P p+q (g) (see lemma 4). It is easy to check that We sum up this discussion in the following.
Lemma 7. Von Neumann algebra F G ′ is generated by F ′ and {U g } g∈G .
Proof. According to remark 2, von Neumann algebra θ F ′ is generated by the operators Π ′ θ (a), a ∈ F and λ ′ g , g ∈ G. Hence, using (3.22), we obtain the desired conclusion.
where a g ∈ F ′ for all g. Therefore,
Hence, applying lemma 6 and (3.22), we have
This means that
Now we recall that, by remark 2, Since the relations JF J = F ′ and J U g = U g J are true, we obtain from lemma 5 that
is the outer automorphism of the factor F ′ for all g = e. Now as in the proof of lemma 6, the equality (3.23) gives that A ∈ CI.
The proof of Theorem 1(2-3). We recall that F = M ⊗p ⊗ (M ′ ) ⊗q and G = S p × S q . By theorem 1(1), {L ⊗p ⊗ R ⊗q (U (M))} ′′ = F G . It follows from (3.22) and the lemmas 6, 7 that F G is a factor, and the map defines the normal, normalized trace on F G ′ .
Since the projection P λµ = P λ p ⊗ P µ q lies in F G ′ , the map
is an isomorphism. In particular, I λµ pq ((R ⊗p (u)) ⊗ (L ⊗q (u))) = Π λµ (u) for all u ∈ U (M) and (λ, µ) ∈ Υ p ×Υ q . This proves the property (2) from the theorem 1.
To prove the property (3), we notice that the projections P Thus, assuming that dim λ · dim µ = dim γ · dim δ, we obtain
Since F G ′ is a factor, there exist the partial isometry U ∈ F G ′ such that UU * = P 
