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EDGE TRANSPORT FROM PARABOLIC SUBGROUPS OF
TYPE D4
DEVRA GARFINKLE JOHNSON
Abstract. This paper is part of the program to classify Kazhdan-Lusztig cells
for Weyl groups of type Dn. We prove analogous results to those of section 4
of Kazhdan-Lusztig’s original paper, this time related to a parabolic subgroup
of type D4. We also show how this is used in the definition of the generalized
τ -invariant.
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Introduction
This paper is the next paper in the series [Gar90, Gar92, Gar93b]. The goal
achieved in those three papers was the classification of primitive ideals in the uni-
versal enveloping algebra of a complex simple Lie algebra of type Bn or Cn. This
problem was solved by classifying such primitive ideals by domino tableaux and by
their generalized τ -invariant.
However, since the proof of the Kazhdan-Lusztig conjectures, the problem of
classifying such primitive ideals is known to be equivalent to that of classifying left
cells in the corresponding Weyl group. Moreover, by now there are many people
studying Kazhdan-Lusztig cells for various other motivations. So, if possible, it’s
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desirable to have a proof of the classification of left cells in Weyl groups which does
not depend on the proof of the Kazhdan-Lusztig conjectures. Kazhdan-Lusztig
provided that in their original paper, [KL79], for the Weyl group of type An. Their
main ingredient was Theorem 4.2 of [KL79], which we’re calling an “edge transport
theorem”.
To carry this program out for other Weyl groups, what’s needed first is the
appropriate version of Theorem 4.2 of [KL79]. For types Bn and Cn, the necessary
edge transport theorem is already known, and appears in [Lus85]. This paper proves
the version needed for the Weyl group of type Dn (see Section 5).
Overall Context. Let (W,S) be a Coxeter system. In [KL79], Kazhdan-Lusztig
defined the left (and right) cell equivalence relation onW . This equivalence relation
is defined as coming from certain edges of theW graph, where the edges are defined
in terms of the Kazhdan-Lusztig polynomials. Though these polynomials are in
principle computable, by recursion, the computation quickly becomes too large to
manage. So, in practice, one would like to identify a smaller and easier-to-compute
set of edges which yield the same equivalence classes. Once having found such a set,
there remains the task of showing that they generate the same equivalence classes.
For the latter task, we need some way of showing that two elements of the
Coxeter group are not in the same left cell. A starting point is [KL79, Proposition
2.4]. This says that the right descent set, or τ -invariant, is constant on left cells.
This is a fairly weak requirement, but it can be made stronger. Basically, what we
want is to have a lot of maps which take left cells to left cells. Then, if we have
two members of the same left cell, we can apply one of these maps. The results will
still have the same right τ -invariant. Or, conversely, if we have two elements which
are not in the same left cell, we can hope to find a sequence of such maps such that
the results of applying the sequence to both elements do not have the same right
τ -invariant. This is the idea behind the generalized τ -invariant.
Edge transport theorems are a crucial ingredient in this program. Basically, an
edge transport theorem says that, under certain conditions, if we’re given an edge
connecting two elements of the Coxeter group, then there is also an edge connecting
two other elements. We can then apply the theorem to some of the edges used to
define the left cell equivalence relation.
This paper has two focuses. The first is to prove the D4 edge transport theorem,
Theorem 5.1. The second is to prove applications of edge transport theorems, most
notably the generalized τ -invariant. Here the main theorems are Theorem 9.2 and
Theorem 10.12, which say that the generalized τ -invariant, when defined with re-
spect to the edge transport functions which we are studying, is a weaker equivalence
relation than that of being in the same (left or right) cell. Along the way, we’ll
also prove the analogue of (a stronger version of) [KL79, Corollary 4.3], namely
Proposition 8.12. (See also Proposition 6.11 for the stronger version of [KL79,
Corollary 4.3].)
Classification of Left Cells for Classical Weyl Groups. Since classification
of left cells is the author’s main motivation for writing this paper, we’ll describe
here how this paper fits in to that result. The proof of the classification of left cells
in classical Weyl groups follows in each case the pattern shown in Figure 1. This
figure shows that, in addition to the left cell equivalence shown in the top box,
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Figure 1. Classification of Left Cells for Classical Weyl Groups
there are three other equivalence relations on the Weyl group which are shown to
coincide with it. We’ll describe here each of the boxes and each of the arrows.
The box on the left shows an equivalence relation generated by a family of
functions. (See Definition 7.4 and Definition 9.4.) For type An these are the ∗
operations of [KL79], which we’ll call Knuth maps, acting on the left (see Section 2).
For type BCn we add to that family the B2 maps (see Section 3). For type Dn we
add the D4 maps (see Section 10). The box on the right is a generalized τ -invariant
equivalence relation (see Section 7 and Section 9). For a generalized τ -invariant, we
need to specify a family of maps. These will be the same families as listed above,
this time acting on the right.
The box on the bottom is an equivalence relation related to tableaux. That is, in
each case we associate to an element of the Weyl group a pair of tableaux. For type
An, this association is performed by the well-known Robinson-Schensted algorithm,
or RSK. For the other classical Weyl groups, the association starts with the domino
Robinson-Schensted algorithm (introduced by the author in [Gar90]). After that,
though, we need to apply another procedure to both tableaux to bring them to a
special shape. (See [Gar90] for both of these procedures.) The equivalence relation
y ∼
TabR
w specifies that for the two elements y, w ∈ W , the right-hand tableaux of
the two pairs coincide.
This paper is about the two top arrows of Figure 1. The material about type
Dn is new, but we will also recall the material for types An and BCn. The arrow
labeled I is relatively straightforward. It says that certain maps defined on subsets
of W stay within cells. For type Dn, see Proposition 10.10. The arrow labeled II is
more complicated. It requires an edge transport theorem and then some. For type
Dn, see Theorem 9.2 and Section 10.
We’ll outline here the material contained in the bottom two arrows. We are
working with the various maps as listed above, that is, the Knuth maps, the B2
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maps, and the D4 maps. The first step is to define such maps on pairs of tableaux.
The next step is to show that the algorithm to associate a pair of tableaux to a
Weyl group element commutes with the maps. For type An this is well-known. For
type BCn, see [Gar92, Theorem 2.1.19 and Theorem 2.3.8]. For type Dn, this will
be proved in the next paper in this series. After that, the two bottom arrows can
be proved on pairs of tableaux. In the case of type BCn, for implication IV, see
[Gar93b, Theorem 3.2.2]. For implication III, see [Gar93b, Theorem 3.4.17]. For
type An, this is also known. (For example, the An versions of the type BCn proofs,
which are much easier, can be used here.) For type Dn, this will be proved in the
future papers in this series. See for example [Ari00] for an exposition of the overall
An situation.
The net result of this is that there are three other equivalence relations which
are the same as the left cell equivalence. Each are in principle useful. The one
on the left shows that we can use fewer and easier-to-understand edges in place
of the full set required to define the left cell equivalence. The one on the right,
the generalized τ -invariant, is used in type An in the context of primitive ideals to
show that we can use a tableau algorithm to compute annihilators of irreducible
Harish-Chandra modules. ([Gar93a].) The one on the bottom gives you a tableau
which represents the cell. Some properties of the left cell are easier to read from
the tableau associated to it. One example is the descent set. Further, the tableau
makes it easier to visualize the generalized τ -invariant.
Other Applications. The generalized τ -invariant and the more direct use of the
edge transport theorems called the “technique of strings” have both been used in
the classification of left cells for low-rank affine Weyl groups. See [Lus85], [Be´d86],
and [Du88] for example. We discuss this some in Section 12.
Organization of the Paper. The paper is organized as follows. Section 1 recalls
and/or proves the results which we’ll need about Coxeter groups and Kazhdan-
Lusztig polynomials. Section 2 recalls the definitions and theorems about Knuth
maps which we’ll need. As part of that, we state the first edge transport theorem,
which is the model for the two which follow. However, the second edge transport
theorem, the one coming from a parabolic subgroup of type B2, is a better model
for the edge transport theorem which is the subject of this paper. So, we’ll present
that next, in Section 3.
Section 4 describes the left cells in D4 which are of interest to us. Section 5
proves the edge transport theorem coming from a parabolic subgroup of type D4,
Theorem 5.2.
To go from an edge transport theorem to a useful generalized τ -invariant, we need
some additional properties of the maps which we are using to define the generalized
τ -invariant. Since we’ll be doing this three times, we’ll formalize this with some
definitions which we can reuse. We’ll begin that formalism in Section 6. Along the
way, we’ll prove Proposition 6.11. We’ll define the first version of the generalized
τ -invariant in Section 7 and discuss how it is used.
Section 8 continues the formalism of Section 6, this time to encompass the more
complicated functions associated with the B2 and D4 edge transport theorems.
Section 9 defines the more complicated generalized τ -invariant which uses these
functions, and proves Theorem 9.2, which says that, in our circumstances, the
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generalized τ -invariant is a weaker equivalence relation than that of being in the
same (left or right) cell.
Section 10 defines theD4 maps and shows that they satisfy the conditions defined
in Section 8, and thus that the theorems of that section and the next also apply to
the D4 maps. Theorem 10.12 summarizes the results on the generalized τ -invariant
as it applies to the maps which we have been considering.
Section 11 introduces in our context some related maps, derived from those de-
scribed in Section 8, to which the definitions, and thus the conclusions, of Section 6
apply. Finally, Section 12 briefly discusses another application of the edge trans-
port theorems previously proved, namely Lusztig’s “technique of strings”. We show
how this can be extended using the current edge transport theorem.
Note: The D4 maps, in the context of primitive ideals, were studied in [GVJ92].
Theorem 9.2, in the context of the B2 maps and affine Weyl groups, appears in
[Du88, Proposition 1.13].
1. Preliminaries about Kazhdan-Lusztig Polynomials and Parabolic
Subgroups
In this section we’ll first recall the facts about Kazhdan-Lusztig polynomials
which we’ll use in this paper. We’ll next recall some basic facts about parabolic
subgroups. Mostly, we need to know that, for a parabolic subgroup of a Coxeter
group, every coset has a unique representative of minimal length. We’ll use that in
Proposition 1.15 to show that the Kazhdan-Lustig polynomial relating two elements
in the same coset is the same as that coming from the parabolic subgroup.
Let (W,S) be a Coxeter system. For y, w ∈ W with y ≤ w (Bruhat order),
Kazhdan-Lusztig in [KL79] defined polynomials, Py,w(q). We have Pw,w = 1 for
any w ∈ W . For y < w, the degree of Py,w is less than or equal to d(y, w) =
(l(w) − l(y) − 1)/2. If the degree of Py,w is equal to d(y, w), write y ≺ w. If
y, w ∈ W with y  w set Py,w = 0. Similarly, for y, w ∈ W if y ≤ w let µ(y, w) be
the coefficient of qd(y,w) in Py,w, otherwise set µ(y, w) = 0.
We’ll also use the µ˜ notation of [Lus85], that is, µ˜(y, w) is defined by:
(1) If y ≤ w then µ˜(y, w) = µ(y, w).
(2) If w < y then µ˜(y, w) = µ(w, y).
(3) µ˜(y, w) = 0 otherwise.
Using the polynomials Py,w, Kazhdan-Lusztig defined a W -graph, where there
is an edge between y and w whenever y 6= w and µ˜(y, w) 6= 0. To define the left
and right preorders, they also need the left and right descent sets, or τ -invariants,
of an element w of W .
Definition 1.1. Let τL(w) = {s ∈ S | l(sw) < l(w)}. Let τR(w) = {s ∈ S |
l(ws) < l(w)}.
Definition 1.2. We say x ≤
L
y if there is a sequence w1, . . . , wn of elements of W
with w1 = x and wn = y such that µ˜(wi, wi+1) > 0 and τL(wi) 6⊂ τL(wi+1) for
1 ≤ i ≤ n− 1. The corresponding equivalence relation is denoted ∼
L
.
We say x ≤
R
y if there is a sequence w1, . . . , wn of elements of W with w1 = x
and wn = y such that µ˜(wi, wi+1) > 0 and τR(wi) 6⊂ τR(wi+1) for 1 ≤ i ≤ n − 1.
The corresponding equivalence relation is denoted ∼
R
.
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Up through the end of Section 5, we’ll be working on theorems, etc., which have
left and right versions. To avoid having to subscript (or superscript) everything with
L and R, we’ll work on the left. That is, we’ll write the left version of everything,
without subscript, and leave it to the reader to formulate the right version. So, for
example, we’ll write τ for τL. In later sections, when we have to work with both
sides at once, we’ll put the subscripts back in.
There are a few propositions from [KL79] which we’ll be using frequently, so
we’ll recall them here.
Proposition 1.3 (Equation (2.2.c) of [KL79]). Let y, w ∈ W , s ∈ S, with sw < w.
Then
(1.1) Py,w = q
1−cPsy,sw + q
cPy,sw −
∑
z
y≤z≺sw
sz<z
µ(z, sw)q
l(w)−l(z)
2 Py,z
with c = 1 if sy < y, c = 0 if sy > y.
Remark. In proofs involving Equation 1.1, I’ll refer the last part of the equation,
the part with the summation sign, as the sum portion of the equation.
Remark. With our conventions, in the sum portion of Equation 1.1, we can omit the
requirement that y ≤ z, since if y  z then Py,w = 0. We can omit the requirement
that z ≺ sw, since if z ⊀ sw then µ(z, sw) = 0. We can also replace the requirement
z ≺ sw with z ≤ sw. In what follows, we will use whichever version of the formula
is most convenient.
Proposition 1.4 ((2.3.g) and (2.3.e) of [KL79]). Suppose x, x′ ∈ W , s ∈ S, and
suppose sx > x, sx′ < x′. Then Px,x′ = Psx,x′ . In particular, if x
′ 6= sx then
µ(x, x′) = 0.
Proposition 1.5 (Proposition 2.4 of [KL79]). Let x, y ∈ W . If x ≤
R
y then τL(y) ⊆
τL(x). If x ∼
R
y then τL(x) = τ(y). Similarly, with left and right interchanged.
We’ll also make use of this result from [EW14]:
Theorem 1.6 (Corollary 1.2 of [EW14]). For y, w ∈ W , the coefficients of Py,w,
in particular µ(y, w), are non-negative.
Next, we’ll need some facts about the Bruhat order and about parabolic sub-
groups. See for example [BB05]. Proposition 1.7 and Proposition 1.9 can be found
there.
Proposition 1.7. Let y, w ∈ W . The following are equivalent:
(1) y ≤ w.
(2) Every reduced expression for w has a subword which is a reduced expression
for y.
(3) Some reduced expression for w has a subword which is a reduced expression
for y.
Definition 1.8. Let J ⊆ S.
(1) Let WJ be the subgroup of W generated by the set J .
(2) Let W J = {w ∈ W | sw > w for all s ∈ J}.
Proposition 1.9. Let J ⊆ S. We have the following:
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(1) (WJ , J) is a Coxeter system.
(2) For all w ∈ WJ , we have lJ(w) = l(w), where lJ(w) is the length of w in
the Coxeter system (WJ , J).
(3) Every w ∈ W has a unique factorization w = wJw
J such that wJ ∈ WJ
and wJ ∈W J .
(4) For this factorization, l(w) = l(wJ ) + l(w
J ) = lJ(wJ ) + l(w
J ).
(5) Each right coset WJw has a unique representative of minimal length. The
system of such minimal coset representatives is W J .
Remark. By Proposition 1.9–2, for wJ ∈ WJ , its length is the same whether com-
puted in WJ or in W . So, we can use l(wJ) to refer to this common value.
Definition 1.10. With J , W J , and w = wJw
J as in Proposition 1.9, define pJ :
W −→ WJ by pJ(w) = wJ . For a ∈ W
J , define iJa : WJ −→ W by i
J
a (wJ ) = wJa
for wJ ∈WJ .
We’ll need this easy consequence of the above:
Proposition 1.11. Let J ⊆ S. Let w ∈ W and write w = wJw
J with wJ ∈ WJ
and wJ ∈W J .
(1) Let yJ ∈WJ . We have pJ (yJw) = yJwJ and (yJw)
J = wJ .
(2) For s ∈ J , we have s ∈ τ(w) if and only if s ∈ τ(pJ (w)).
Proof. Statement 1 is clear from statement 3 of Proposition 1.9. From that and
statements 2 and 4 of Proposition 1.9, we have l(w) = lJ(wJ ) + l(w
J ) and l(sw) =
lJ(swJ ) + l(w
J). Statement 2 follows easily from that. 
We’ll also need this later.
Proposition 1.12. Let J ⊆ S. Suppose x ≤
R
w ≤
R
y, and suppose τL(x) ∩ J =
τL(y) ∩ J . Then τL(w) ∩ J = τL(x) ∩ J .
Proof. This follows easily from Proposition 1.5. 
The last part of this section is a proposition relating parabolic subgroups and
Kazhdan-Lusztig polynomials, Proposition 1.15, which we’ll need for what follows.
We’ll write S(s, y, x) = {z ∈W | sz < z and y ≤ z ≤ x}.
Proposition 1.13. Let J ⊆ S. Let y, w ∈ W with y ≤ w, and suppose y and w
are in the same right coset of WJ . Let a
J be the minimal length representative of
the coset, and write w = wJa
J and y = yJa
J with yJ , wJ ∈ WJ . Let z ∈ W with
y ≤ z ≤ w. Then we have z ∈ WJa
J , and, writing z = zJa
J with zJ ∈ WJ , we
have yJ ≤ zJ ≤ wJ .
In particular (setting z = y, say) we have yJ ≤ wJ .
Proof. Let s1 . . . sj with si ∈ S be a reduced expression for a
J and let t1 . . . tk with
ti ∈ J be a reduced expression for wJ . Since l(w) = l(wJ ) + l(a
J), we have that
t1 . . . tks1 . . . sj is a reduced expression for w. By Proposition 1.7, we can obtain
a reduced expression for z by removing some of the si and ti elements from this
reduced expression for w, and then we can obtain a reduced expression for y from
that reduced expression for z by removing more of the si and ti elements. If any
of the si elements are removed at either step, then the product of the remaining
si elements will form an element of shorter length than a
J in the coset WJy, con-
tradicting Proposition 1.9. So, only ti elements are removed at each stage, which
gives the desired conclusion. 
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Corollary 1.14. Let J ⊆ S. Let a ∈ W J . For s ∈ J and x, y ∈ WJ , we have
iJa (S(s, y, x)) = S(s, i
J
a (y), i
J
a (x)).
Proof. By Proposition 1.11, for z ∈ WJ , we have sz < z if and only if si
J
a (z) <
iJa (z). It’s clear that y ≤ z ≤ x implies that i
J
a (y) ≤ i
J
a(z) ≤ i
J
a (x). On the other
hand, if iJa (y) ≤ z
′ ≤ iJa (x) for some z
′ ∈ W , then Proposition 1.13 says that
z′ = iJa (z) for some z ∈WJ with y ≤ z ≤ x. 
Remark. As a consequence of Proposition 1.3, if yJ , wJ ∈ WJ , then PyJ ,wJ is the
same whether computed in WJ or in W . So, we can use PyJ ,wJ to refer to this
common polynomial.
Proposition 1.15. Let J ∈ S and let yJ , wJ ∈WJ . Let a ∈ W
J and let y = iJa (yJ)
and w = iJa (wJ ). Then Py,w = PyJ ,wJ , where the latter polynomial is taken with
respect to the Coxeter system (WJ , J).
Proof. The proof is by induction on l(wJ ), using Proposition 1.3 and Proposition 1.13.
If l(wJ) = 0, then l(yJ) = 0 as well, so y = w and the proposition holds. So assume
l(wJ) > 0 and choose s ∈ J with l(swJ ) < l(wJ ). By Proposition 1.11, sw < w.
Applying Proposition 1.3, first in W and secondly in WJ , we obtain the following
two equations:
Py,w = q
1−cPsy,sw + q
cPy,sw −
∑
z∈S(s,y,sw)
µ(z, sw)q
l(w)−l(z)
2 Py,z
PyJ ,wJ = q
1−cPsyJ ,swJ + q
cPyJ ,swJ −
∑
z′∈S(s,yJ ,swJ )
µ(z′, swJ )q
l(wJ )−l(zJ )
2 PyJ ,z′
with c = 1 if sy < y, c = 0 if sy > y. Again using Proposition 1.11, we have sy < y
if and only if syJ < yJ , so c is the same in both equations.
Now we need to match up the terms on the right-hand sides of the two equations
and show that they are equal, by induction. The first two terms, that’s clear. We
need to show that the sum portions of the equations are the same. Since we’ve
fixed J , we’ll write ia for i
J
a . We have sw = ia(swJ ) (see Proposition 1.11–1), so
∑
z∈S(s,y,sw)
µ(z, sw)q
l(w)−l(z)
2 Py,z =
∑
z∈ia(S(s,yJ ,swJ ))
µ(z, sw)q
l(w)−l(z)
2 Py,z
=
∑
z′∈S(s,yJ ,swJ )
µ(ia(z
′), ia(swJ ))q
l(ia(wJ ))−l(ia(z
′))
2 Pia(yJ ),ia(z′)
=
∑
z′∈S(s,yJ ,swJ )
µ(z′, swJ)q
l(wJ )−l(zJ )
2 PyJ ,z′
Here the first equality is Corollary 1.14, the second is just substitution, and the
third is induction, together with the fact that l(wJ) − l(z
′) = l(wJa) − l(z
′a), by
Proposition 1.9–4. 
2. Knuth Maps and the A2 Edge Transport Theorem
In this section we’ll recall the first edge transport theorem, which concerns par-
abolic subgroups of type A2. We’ll be emulating it and using it extensively. We’ll
also recall the maps associated with this edge transport theorem, the Knuth maps.
First, we’ll describe the overall pattern of the three edge transport theorems.
They each concern a parabolic subgroup (WJ , J), isomorphic to a Weyl group.
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More precisely, they concern the middle two-sided cell (call it C for now) in the
parabolic subgroup, where middle means that it is preserved by multiplication by
the long element of WJ . We’ll group the elements of this cell into types. We’ll
extend the grouping into types to the subset of W of elements whose image under
pJ lie in C by saying that such elements have the same type as their image. An
edge transport theorem concerns edges connecting elements in W of the same type.
It transports edges connecting elements of one type to edges connecting elements
of another type.
Let’s see this pattern in the first edge transport theorem. Here WJ is of type
A2. Write J = {s, t} (with st of order 3). The middle cell has four elements, in two
left cells. See Figure 2.
s t
t s
s t
Figure 2. Weyl group of type A2
The two left cells of interest are circled. They are {s, ts} and {t, st}. In this
illustration, each mini Dynkin diagram represents an element of WJ . Each Dynkin
diagram is marked with the left τ -invariant of the element which it represents.
Elements of J not in the τ -invariant of the Coxeter group element are colored blue,
whereas elements of J in the τ -invariant are colored red and are a little larger. In
this parabolic subgroup, an element’s type is determined by its τ -invariant. So,
there are two types.
Now, let’s look at the edge transport theorem.
Theorem 2.1 ([KL79], Theorem 4.2). Let s, t ∈ S with st of order 3. Let J =
{s, t}.
(1) Let L,U, L′, U ′ ∈ W with pJ(L) = pJ(L
′) = s, U = tL, U ′ = tL′, and
suppose L ≤ L′. Then µ(U,U ′) = µ(L,L′).
(2) Let L,U, L′, U ′ ∈ W with pJ(L) = s, pJ (L
′) = t, U = tL, U ′ = sL′, and
suppose U ≤ L′. Assume further that tL 6= sL′. Then µ(L,U ′) = µ(U,L′).
(3) Let L,U, L′, U ′ ∈ W with pJ(L) = s, pJ(L
′) = t, U = tL, and U ′ = sL′,
and assume that tL = sL′. Then µ(L,U ′) = µ(L′, U) = 1.
Theorem 2.1 is pictured in Figure 3. (L is for lower, U is for upper; later we’ll
have M for middle.) The light blue dotted lines are the edges which are the sub-
ject of the theorem. Their arrowheads indicate the direction of the Bruhat order
comparison. (W -graph edges are undirected.) The theorem says that if one of the
blue edges is present in the W -graph, then so is the other.
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L
U
L′
U ′
Case 1
s
t
s
s
t
s
L
U
L′
U ′
Case 2
s
t
s
t
s
t
L
U
L′
U ′
Case 3
s
t
s
t
s
t
Figure 3. Theorem 2.1
Note, except for the Case 3 picture, the pictures in Figure 3 don’t accurately
compare the lengths of the elements on the left to those of the elements on the
right. In the Case 1 picture, if the light blue lines represent edges (that is, µ is
non-zero), then l(L′) must be at least one greater than l(L). In the Case 2 picture,
if the light blue lines represent edges, then l(L′) must be at least one greater than
l(U).
For some applications, we only care about µ˜ values, in which case we can con-
dense the theorem into two cases, as follows.
Theorem 2.2 ([KL79], Theorem 4.2). Let s, t ∈ S with st of order 3. Let J =
{s, t}.
(1) Let L,U, L′, U ′ ∈ W with pJ(L) = pJ(L
′) = s, U = tL, and U ′ = tL′.
Then µ˜(U,U ′) = µ˜(L,L′).
(2) Let L,U, L′, U ′ ∈ W with pJ(L) = s, pJ(L
′) = t, U = tL, and U ′ = sL′.
Then µ˜(L,U ′) = µ˜(U,L′).
Now let’s recall the definition of the Knuth maps. Each Knuth map is defined
on a subset of W , as follows.
Definition 2.3. Let s, t ∈ S with st of order 3. We set
Ds,t(W ) = {w ∈ W | τ(w) ∩ {s, t} = t}.
Equivalently, by Proposition 1.11, we can write
Ds,t(W ) = {w ∈W | pJ(w) = t or pJ(w) = ts}.
(Note, this notation differs from that of [KL79]. Their DL(s, t) is our Ds,t(W )∪
Dt,s(W ).)
Definition 2.4. Let s, t ∈ S with st of order 3. Let J = {s, t}. We define the
Knuth map
Ts,t : Ds,t(W ) −→ Dt,s(W )
as follows: if pJ(w) = t then Ts,t(w) = sw, else Ts,t(w) = tw.
Proposition 2.5. We have
Ts,t(w) = w
′ where {w′} = Dt,s(W ) ∩ {sw, tw}.
Proof. Write w = pJ(w)a with a ∈ W
J . Suppose first pJ(w) = t, so Ts,t(w) =
sw. We have sw = sta and tw = a. By Proposition 1.11, sta ∈ Dt,s(W ) and
a /∈ Dt,s(W ), as desired.
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Suppose instead that pJ(w) = ts, so Ts,t(w) = tw. We have sw = stsa and
tw = sa. By Proposition 1.11, sa ∈ Dt,s(W ) and stsa /∈ Dt,s(W ), as desired. 
Remark. With s, t as in Definition 2.4, we have Tt,s = T
−1
s,t .
We’ll also use the following:
Proposition 2.6. Let s, t ∈ S with st of order 3. Let J ⊆ S with s, t ∈ J . Let
w ∈ W . Then w ∈ Ds,t(W ) if and only if pJ(w) ∈ Ds,t(WJ ). If w ∈ Ds,t(W ) then
Ts,t(w) = Ts,t(pJ (w))w
J , where wJ ∈W J is such that w = pJ(w)w
J .
Proof. This follows from Proposition 2.5 and Proposition 1.11. The first statement
is clear from Proposition 1.11. Similarly, since by Proposition 1.11–2, we have
pJ(sw) = spJ(w) and pJ(tw) = tpJ(w), then sw ∈ Dt,s(W ) if and only if spJ(w) ∈
Dt,s(WJ ), and similarly for tw. 
With the above notation, we can rephrase cases 1 and 2 of Theorem 2.1 as
follows:
Theorem 2.7. Let s, t ∈ S with st of order 3. Let y, w ∈ Ds,t(W ), and sup-
pose that yw−1 is not in the subgroup generated by s and t. Then µ(y, w) =
µ(Ts,t(y), Ts,t(w)).
Similarly, we can rephrase Theorem 2.2 as follows:
Theorem 2.8. Let s, t ∈ S with st of order 3. Let y, w ∈ Ds,t(W ). Then µ˜(y, w) =
µ˜(Ts,t(y), Ts,t(w)).
Suppose w ∈ Ds,t(W ), and let y = Ts,t(w). We know that s ∈ τ(y) and t /∈ τ(y).
Let’s record here the other possible changes to τ(y). We’ll need this:
Proposition 2.9. Let s, t ∈ S with st = ts. Let w ∈ W . We have t ∈ τ(sw) if and
only if t ∈ τ(w).
Proof. If we let J = {s, t}, then the statement is clearly true for w ∈ WJ . So then
the proposition follows from Proposition 1.11. 
Proposition 2.10. Let s, t ∈ S. Let w ∈ W . If s, t /∈ τ(w) then t /∈ τ(sw). If
s, t ∈ τ(w) then t ∈ τ(sw).
Proof. If we let J = {s, t}, then the statement is true for w in the dihedral group
WJ . Using Proposition 1.11, we reduce to this case. 
Finally, we have this:
Proposition 2.11. Suppose s, t ∈ S with st of order 3, and suppose w ∈ Ds,t(W ).
Let r ∈ S r {s, t}.
(1) Suppose r ∈ τ(w) and r /∈ τ(Ts,t(w)). Then Ts,t(w) = sw and rs 6= sr. If
rs is of order 3 then Ts,r(w) = Ts,t(w).
(2) Suppose r /∈ τ(w) and r ∈ τ(Ts,t(w)). Then Ts,t(w) = tw and rt 6= tr. If
rt is of order 3 then Tr,t(w) = Ts,t(w).
Proof. This follows from the previous two propositions, and Proposition 2.5. 
For convenience in finite Coxeter groups, we have the following.
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Proposition 2.12. Let (W,S) be a Coxeter system with |W | finite. Let w0 ∈ W
be the long element. Let s, t ∈ S with st of order 3. Let w ∈W . Then w ∈ Ds,t(W )
if and only if ww0 ∈ Dt,s(W ). If w ∈ Ds,t(W ) then Tt,s(ww0) = Ts,t(w)w0.
Proof. For w ∈ W we have l(ww0) = l(w0) − l(w) (see for example Proposition
2.3.2 of [BB05].) It follows easily that τ(ww0) = Sr τ(w). The proposition follows
easily from that. 
3. B2 maps and the B2 Edge Transport Theorem
In this section we’ll recall the second edge transport theorem, which concerns
parabolic subgroups of type B2. We’ll also recall the definition of the maps asso-
ciated to the theorem. This situation has many features in common with the D4
edge transport theorem, which is the subject of this paper.
Write J = {s, t} with st of order 4. The middle cell in WJ has six elements, in
two left cells. See Figure 4
s t
t s
s t
t s
Figure 4. Weyl group of type B2
The two left cells of interest are circled. They are {s, ts, sts} and {t, st, tst}.
Lusztig ([Lus85], Section 10.2) calls these left cells, and the corresponding left cells
in A2, strings.
In this parabolic subgroup, again, an element’s type is determined by its τ -invariant.
So, there are two types.
Now, let’s look at the edge transport theorem. Note, lacking [EW14], this is not
stated in full generality in [Lus85].
Theorem 3.1 ([Lus85], 10.4.2). Let s, t ∈ S with st of order 4. Let J be the
parabolic subgroup generated by {s, t}.
EDGE TRANSPORT FROM PARABOLIC SUBGROUPS OF TYPE D4 13
(1) Let L,M,U, L′,M ′, U ′ ∈ W with pJ(L) = pJ(L
′) = s, M = tL, U = sM ,
M ′ = tL′, U ′ = sM ′. Then
µ(M,M ′) = µ(L,L′) + µ(U,L′)
µ(U,U ′) = µ(L,L′)
µ(U,L′) = µ(L,U ′)
(2) Let L,M,U, L′,M ′, U ′ ∈W with pJ(L) = s, pJ(L
′) = t, M = tL, U = sM ,
M ′ = sL′, U ′ = tM ′, and suppose tL 6= sL′. Then
µ(L,M ′) = µ(U,M ′) = µ(M,L′) = µ(M,U ′)
(3) Let L,M,U, L′,M ′, U ′ ∈W with pJ(L) = s, pJ(L
′) = t, M = tL, U = sM ,
M ′ = sL′, U ′ = tM ′, and assume that tL = sL′. Then
µ(L,M ′) = µ(M ′, U) = µ(L′,M) = µ(M,U ′) = 1
L
M
U
L′
M ′
U ′
Case 1
s
t
s
t
s
t
s
t
L
M
U
L′
M ′
U ′
Case 2
s
t
s
t
t
s
t
s
L
M
U
L′
M ′
U ′
Case 3
s
t
s
t
t
s
t
s
Figure 5. Theorem 3.1
Theorem 3.1 is pictured in Figure 5. The dotted lines in the center of each dia-
gram are the edges which are the subject of the theorem. Their arrowheads indicate
the direction of the Bruhat order comparison. (W -graph edges are undirected.) In
Cases 2 and 3, the theorem says that if one of the blue edges is present in the
W -graph, then so are the others.
Case 1 is more complicated. It says that if one of the blue edges is present in
the W -graph, then so is the other, and similarly for the purple edges. If one of
either the blue edges or the purple edges is present, then so is the orange edge. (We
need Theorem 1.6 as well as Theorem 2.1 to conclude this.) If the orange edge is
present, then either the blue edges or the purple edges are present, or possibly all
are.
Note again, except for the Case 3 picture, the pictures in Figure 5 don’t accu-
rately compare the lengths of the elements on the left to those of the elements on
the right. In the Case 1 picture, if the light blue lines represent edges (that is, µ
is non-zero), then l(L′) must be at least one greater than l(L). If the purple lines
represent edges , then l(L′) must be at least one greater than l(U). In the Case
2 picture, if the light blue lines represent edges, then l(M ′) must be at least one
greater than l(U).
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Remark. To prove statement 3 of Theorem 2.1, we can start by looking within WJ .
Note that there, the blue edges are just the edges which we are already familiar
with, but on the right. That is, the blue edges connect s with st, st with sts, t with
ts, and ts with tst. We can go from WJ to the general case using Proposition 1.15.
This is different than the argument in the proof of Theorem 4.2 of [KL79], which
relies on their Lemma 2.6(iii). We will, however, use this line of argument in
the proof of Case 3 of Theorem 5.1, where we won’t always have Lemma 2.6(iii)
available.
Again, for some applications, we only care about µ˜ values. The µ˜ version of
Theorem 3.1 is as follows.
Theorem 3.2 ([Lus85], 10.4.2). Let s, t ∈ S with st of order 4. Let J be the
parabolic subgroup generated by {s, t}.
(1) Let L,M,U, L′,M ′, U ′ ∈ W with pJ(L) = pJ(L
′) = s, M = tL, U = sM ,
M ′ = tL′, and U ′ = sM ′. Then
µ˜(M,M ′) = µ˜(L,L′) + µ˜(U,L′)
µ˜(U,U ′) = µ˜(L,L′)
µ˜(U,L′) = µ˜(L,U ′)
(2) Let L,M,U, L′,M ′, U ′ ∈W with pJ(L) = s, pJ(L
′) = t, M = tL, U = sM ,
M ′ = sL′, and U ′ = tM ′. Then
µ˜(L,M ′) = µ˜(U,M ′) = µ˜(M,L′) = µ˜(M,U ′)
We’ll note the proof that Theorem 3.1 implies Theorem 3.2 here, since we’ll need
the same argument in section 5.
Proof of Theorem 3.2 given Theorem 3.1. Note that, in general, µ˜(x, y) = µ(x, y)
unless y < x. Given Theorem 3.1, we just need to show that all the µ˜ terms in
Theorem 3.2 are equal to their corresponding µ terms. We can assume that at least
one of the µ˜ terms in Theorem 2.2 is non-zero. So then one of the µ terms must be
non-zero. Without loss of generality, we can assume this term is of the form µ(x, y)
with x ∈ {L,M,U}. Taking first the first statement of Theorem 3.2, since one of
the µ terms is non-zero, then we must have µ(M,M ′) 6= 0. Then M < M ′, and so
L < M < M ′ < U ′, that is, L < U ′, and thus µ(U ′, L) = 0. Applying Theorem 2.1,
with the sides reversed, we conclude that µ(L′, U) = 0. Thus µ˜(L,U ′) = µ(L,U ′)
and µ˜(U,L′) = µ(U,L′). The equality of the other µ˜ terms to their corresponding
µ terms is clear.
For statement 2 the argument is easier. If one of the four µ terms in one direction
is non-zero, then they all are, and thus are equal to their corresponding µ˜ terms. 
It’s a little more complicated to define the maps coming from this edge transport
theorem than to define the Knuth (or A2) maps, since here sometimes an element
of one type corresponds to two elements of the other type. So for this situation,
the image of an element in the domain of one of these maps will be a set of one or
two elements. Otherwise, the definitions are like Definition 2.3 and Definition 2.4.
We’ll call these maps B2 maps, since they come from a parabolic subgroup of type
B2.
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Definition 3.3. Let s, t ∈ S with st of order 4. Let J = {s, t}. We set
Ds,t(W ) = {w ∈ W | τ(w) ∩ {s, t} = t}.
Equivalently, by Proposition 1.11, we can write
Ds,t(W ) = {w ∈W | pJ(w) ∈ {t, ts, tst}}.
Definition 3.4. Let s, t ∈ S with st of order 4. Let J = {s, t}. We define the map
Ts,t : Ds,t(W ) −→ P (Dt,s(W ))
as follows:
(1) If pJ(w) = t then Ts,t(w) = {sw}.
(2) If pJ(w) = ts then Ts,t(w) = {sw, tw}.
(3) If pJ(w) = tst then Ts,t(w) = {tw}.
Again, we have the alternate characterization:
Proposition 3.5. We have
Ts,t(w) = Dt,s(W ) ∩ {sw, tw}.
Remark. Our definition is the Coxeter group version of the map Tαβ of [Vog79,
Definition 3.4 b]. Lusztig in Section 10.6 of [Lus85] defines a ∗ map and a map
w 7→ w˜, but this is neither. We’ll see the map w 7→ w˜ later, in Section 11.
4. D4 Cells
In this section we describe the left cells in the middle two-sided cell of a Weyl
group of type D4. For this section and the next, we assume that we have elements
s1, s2, s3, s4 ∈ S as shown below.
s1
s2
s3s4
Figure 6. D4
That is, s1s3, s2s3, and s4s3 are of order 3, whereas s1s2, s1s4, and s2s4 are of
order 2.
We’ll writeW0 for the parabolic subgroup ofW generated by J0 = {s1, s2, s3, s4}.
For w ∈ W , we’ll write τ0(w) = τ(w) ∩ J0. We will write Ti,j as a shorthand for
Tsi,sj .
Note that the (nonstandard) numberical labels are chosen for compatibility with
later papers in this series, which study the Weyl group of type Dn using domino
tableaux. In this paper, there is no significance to the choice of which of the three
outer elements are labeled s1, s2, and s4.
The two-sided cell in the middle of W0 is a union of eight left cells. In this
section, we’ll look at those cells and describe how they are divided into types. We’ll
state and prove some of the results which we’ll need for what follows.
The first two left cells are shown in Figure 7.
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C
D
A2 A4 A1
B1 B4 B2
C
D
s1
s2
s3
s4
Figure 7. C(10, a) or C(10, b)
In any such illustration, each mini Dynkin diagram represents an element of W0
or of W . Elements of J0 not in the τ -invariant of the Coxeter group element are
colored blue, whereas elements of J0 in the τ -invariant are colored red and are a
little larger. For the lines in the diagrams which appear in this section, and in
subsequent sections, we’ll use the following conventions:
• Solid lines are Knuth maps.
• Dashed lines which are not gray are D4 maps. (To be defined later.)
• Gray lines are connections where µ(y, w) = 1, but which don’t come from
multiplication by an element of J0 on the left.
• Dash dotted lines are lines which are neither Knuth moves nor D4 maps.
• Dotted lines are lines where we don’t have enough information to determine
which of the above situations apply.
• With the exception of the gray lines, lines come from multiplying on the
left by elements of J0. Colors are the same in all diagrams.
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The first two left cells of interest each have the structure shown in Figure 7.
They are the cells whose bottom elements are s1s2s4 and s1s2s4s3. We’ll call them
C(10, a) and C(10, b), respectively.
The next three left cells are illustrated by Figure 8. The cell shown in that figure
has bottom element s4s3s4. We’ll call this cell C(14, a, 4). The other two cells of
this type have bottom element s1s3s1 or s2s3s2. We’ll call them C(14, a, 1) and
C(14, a, 2), respectively.
A4
B2 B1
A1 C A2
B4 D B4
A2 A4 A1
B1 B2
s1
s2
s3
s4
Figure 8. C(14, a, 4)
Finally, the last three cells of interest are illustrated by Figure 9. The cell
shown in that figure has bottom elements s1s3s1s2 and s2s3s2s1. We’ll call this
cell C(14, b, 4). There is another cell of this type with bottom elements s2s3s2s4
and s4s3s4s2. We’ll call this cell C(14, b, 1). The last cell of this type has bottom
elements s1s3s1s4 and s4s3s4s1. We’ll call this cell C(14, b, 2).
Proposition 4.1. The diagrams in Figure 7, Figure 8, and Figure 9 show all the
edges of the W -graph connecting pairs of elements shown in the diagram.
Proof. The colored lines are given by multiplication on the left by an element of J0,
so of course are edges. To see that the gray dashed lines and curves are edges, we
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A1 A2
B2 B4 B1
A4 C A4
B1 D B2
A2 A1
B4
s1
s2
s3
s4
Figure 9. C(14, b, 4)
could appeal to Proposition 1.15, since these are known edges, where µ(y, w) = 1,
for Weyl groups of type A2 (for the edges connecting elements whose lengths differ
by 1) or type A3 (for the edges connecting elements whose lengths differ by 3).
Alternatively, we can appeal to Theorem 2.8, since each gray edge can be obtained,
using that theorem, from a colored edge.
Finally, we need to know that there are no other edges. We first note that edges
connect elements whose lengths differ by an odd number. After that, we can use
Proposition 1.4 to rule out the presence of any other edges. That is, Proposition 1.4
says that if µ(x, y) 6= 0 then either y = sx for some s ∈ S or τ(x) ⊆ τ(y). 
Proposition 4.2. The sets C(10, a), C(10, b), C(14, a, i), and C(14, b, i), for i ∈
{1, 2, 4}, are left cells in W0.
Proof. We first need to show that the elements of each set are in the same cell.
We’ll start with one of the sets shown in Figure 7. Let’s recall the description
of the edges which generate the left preorder. An unordered edge connecting two
elements y, w ∈ W contributes to the left preorder if τ(y) 6= τ(w). In this case
we have a directed edge pointing away from the element which has something in
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its τ -invariant which the other element lacks. (That is, the smaller element in the
left preorder has the larger τ -invariant, or at least, has something in its τ -invariant
which the other doesn’t.) So, one unordered edge might contribute two ordered
edges.
Figure 10 shows the ordered edges coming from Figure 7. Arrows point from
the smaller element to the larger. By the way, this picture is typical of the general
situation for left cells. An unordered edge connecting an element w to sw for s ∈ S
will contribute a downward-pointing edge and possibly one pointing up. Any other
edge will point up. As noted at the end of the proof ot the previous proposition,
this is from Proposition 1.4.
We see from Figure 10 that the ten elements pictured there are in the same left
cell. We can see similarly that the elements pictured in Figure 8 and Figure 9 are
in the same cell.
Figure 10. Left Preorder in a Cell in the Weyl Group of Type D4
We now need to see that there are no other elements in the same cell as any
of those elements. We can show this using the first form of the generalized τ -
invariant, as found in Section 7. So, we’ll defer the rest of this proof until then,
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since we can use it to illustrate the generalized τ -invariant. Note, Section 7 just
relies on material from 2 and earlier. 
The elements in Figure 7, Figure 8, and Figure 9 are labeled with their types,
cf. [GVJ92]. We can define the types as follows:
Definition 4.3. We say w ∈ W is of type A1 if its projection pJ0(w) onto W0 is
an element labeled A1 in one of these eight cells. Similarly for the other types.
For the results of Section 10, we’ll need another characterization of these types.
Proposition 4.4. Let w ∈ W . Let i ∈ {1, 2, 4}. Choose j, k such that {i, j, k} =
{1, 2, 4}.
(1) We have that w is of type Ai if and only if τ0(w) = {si, s3} and τ0(Tj,3(w)) =
{si, sj}.
(2) We have that w is of type Bi if and only if τ0(w) = {sj, sk} and τ0(T3,j(w)) =
{sk, s3}.
(3) We have that w is of type C if and only if τ0(w) = {s1, s2, s4} and τ0(T3,i(w)) =
{s3}.
(4) We have that w is of type D if and only if τ0(w) = {s3} and τ0(T3,i(w)) =
{s1, s2, s4}.
Proof. For w ∈ W0, this is by inspection. One can check from Figure 7, Figure 8,
and Figure 9 that the elements in question satisfy these properties. Then, one has
to check all the other elements of W0, to see that none of them satisfy any of the
listed conditions.
To go from W0 to W , we can use Proposition 1.11–2 and Proposition 2.6. 
Proposition 4.5. Suppose x, y, w ∈ W with x and y of right type A1 and x ≤
L
w ≤
L
y. Then w is of right type A1. In particular, if x ∼
L
y and x is of right type
A1, then so is y. Similarly for the other types, and similarly interchanging left and
right.
Proof. We’ll use the characterization of the types in Proposition 4.4. There are two
conditions for x to be of type A1. The first is that τ0(x) = {s1, s3}. The second is
that τ0(Tj,3(x)) = {s1, sj} for j ∈ {2, 3}. Now suppose that x, y ∈ D and w ∈ W
with x ≤
R
w ≤
R
y. That τ0(w) = {s1, s3} follows from Proposition 1.12.
Now, by Proposition 6.6, we have Tj,3(x) ≤
R
Tj,3(w) ≤
R
Tj,3(y). So, again by
Proposition 1.12, we have τ0(Tj,3(w)) = τ0(Tj,3(x)) = {s1, sj}.
The proofs for the other types are similar. 
In what follows, we’ll be working with elements of W whose projection onto W0
sits in one of the eight cells described in the previous section.
Definition 4.6. We’ll write X(10, a) for elements of W whose projection onto W0
sit inside C(10, a), and similarly X(10, b), X(14, a, 1), etc. If wJ0 ∈W J0 , we’ll call
C(10, a)wJ0 a C(10, a) clump, or simply a clump, and similarly for the other Cs.
Proposition 4.7. If C is a clump contained in X(10, a), then the relative lengths
of its elements, their τ-invariants, and the Ti,j maps connecting them, are as shown
in Figure 7. Similarly for the other types of clumps.
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Proof. This follows from Proposition 1.11 and Proposition 2.6. 
Proposition 4.8. Let C be a clump, and let y, w ∈ C. Then y ∼
L
w.
Proof. We first need to know that the edges in Figure 7, Figure 8, and Figure 9 are
also edges in the clumps. This follows from Proposition 1.15. Once we have that,
we can argue as in the proof of Proposition 4.2, above. 
5. The D4 Edge Transport Theorem
In this section we prove the main theorem of the paper, the edge transport
theorem coming from a parabolic subgroup of type D4.
For readers familiar with the proof of Theorem 4.2 of [KL79], in broad outline
this proof follows the same pattern. It starts with Equation 1.1. The differences
are, first that it is more difficult to resolve the Py,sw term in Equation 1.1. This
takes two steps, and results in two known terms, as well as (potentially) some
unknown terms. In dealing with unknown terms, we rely on Theorem 1.6, and
accept inequalities in place of equalities. Secondly, we do not have the same ability
to restrict a priori the terms coming from the sum portion of Equation 1.1. Again,
after taking the terms which we need from it, we rely on Theorem 1.6 and obtain
inequalities. Thirdly, we have many more cases. This is partly because the edge
transport theorem involves elements of two essentially different types, and partly
because there are eight left cells within the middle two-sided cell. Also, since we
initially have inequalities, we need more inequalities so that we can solve them into
equalities. In the end, after all this, we obtain the same equations as those in the
B2 edge transport theorem, Theorem 3.2.
As before we have two versions of the theorem. For the first theorem, case 3
is more complicated than in the previous edge transport theorems. We’ll defer its
more detailed statement until after we’ve proved the first two cases.
Theorem 5.1. Let C and C′ be clumps. Fix i ∈ {1, 2, 4}. We choose elements
L,M,U ∈ C as follows: if |C| = 10 then L and U are the two elements of type C
in C, and M is the one element of type Ai in C. If instead |C| = 14, then L and
U are the two elements of type Ai in C, and M is the one element of type C in C.
We choose similarly L′,M ′, U ′ ∈ C′.
(1) Suppose |C| = |C′|, and suppose C′ 6⊂W0C. Then
µ(M,M ′) = µ(L,L′) + µ(U,L′)
µ(U,U ′) = µ(L,L′)
µ(U,L′) = µ(L,U ′)
(5.1)
(2) Suppose |C| 6= |C′|, and suppose C′ 6⊂W0C. Then
(5.2) µ(L,M ′) = µ(U,M ′) = µ(M,L′) = µ(M,U ′)
(3) Theorem 5.2 Suppose C′ ⊂W0C. Then
µ˜(L,M ′) = µ˜(U,M ′) = µ˜(M,L′) = µ˜(M,U ′)
More precisely, Proposition 5.19 holds.
The version of this theorem using µ˜ is as follows.
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Theorem 5.2. Let C and C′ be clumps. Fix i ∈ {1, 2, 4}. We choose elements
L,M,U ∈ C as follows: if |C| = 10 then L and U are the two elements of type C
in C, and M is the one element of type Ai in C. If instead |C| = 14, then L and
U are the two elements of type Ai in C, and M is the one element of type C in C.
We choose similarly L′,M ′, U ′ ∈ C′.
(1) Suppose |C| = |C′|. Then
µ˜(M,M ′) = µ˜(L,L′) + µ˜(U,L′)
µ˜(U,U ′) = µ˜(L,L′)
µ˜(U,L′) = µ˜(L,U ′)
(2) Suppose |C| 6= |C′|. Then
µ˜(L,M ′) = µ˜(U,M ′) = µ˜(M,L′) = µ˜(M,U ′)
Remark. The proof that Theorem 5.1 implies Theorem 5.2 is the same as the proof
that Theorem 2.1 implies Theorem 3.2. See Section 3.
Remark 5.3. It is enough to prove Theorem 5.1 for one choice of L,U and one choice
of L′, U ′. To see this, first note that if we interchange L and U in Equations 5.1,
we get the same family of equations. If we interchange L′ and U ′ in Equations 5.1,
we get an equivalent family of equations:
µ(M,M ′) = µ(L,U ′) + µ(U,U ′)
µ(U,L′) = µ(L,U ′)
µ(U,U ′) = µ(L,L′)
If we interchange L and U in Equations 5.2, we get the same family of equations,
and similarly for L′ and U ′. In the cases which we study in detail, we will choose
L and U with l(L) < l(U).
Remark 5.4. As remarked before, there is no significance in this paper to the choice
of which of the elements of J0 are labeled s1, s2, and s4. So, we will prove the
theorems in some cases, and then deduce from those that it holds in the rest of
the cases by renaming the elements of {s1, s2, s4}. Specifically, we can and will do
the following. Clumps of size 10 are symmetric in s1, s2, and s4. So, to prove
Theorem 5.1 when |C| = 10 and |C′| = 14, it suffices to prove it for one choice of j
with C′ ⊂ X(14, a, j) and one choice of k with C′ ⊂ X(14, b, k). For convenience,
we will choose C′ ⊂ X(14, a, 4) and C′ ⊂ X(14, b, 2). Similarly, when |C| = 14
and |C′| = 10, we will choose C ⊂ X(14, a, 4) and C ⊂ X(14, b, 2). Now suppose
both |C| = 14 and |C′| = 14. Again, we can choose that C ⊂ X(14, a, 4) or
C ⊂ X(14, b, 2). Suppose that C ⊂ X(14, a, 4). Then, we see that it suffices to
consider the cases of C′ ⊂ X(14, a, j) and C′ ⊂ X(14, b, j), with j 6= 1. We do not
need to consider C′ ⊂ X(14, a, 1) since we can get to that case by interchanging the
labels s1 and s2 when C
′ ⊂ X(14, b, 2). Similarly, when C ⊂ X(14, b, 2), it suffices
to consider C′ ⊂ X(14, a, j) and C′ ⊂ X(14, b, j) with j 6= 1.
Remark. Throughout this section, we will be using Proposition 4.7.
Remark. I’d like to draw all the pictures analogous to those in Figure 5, but there
are too many. Here is one, though, in Figure 11. It shows one of the parts of
Case 1 of Theorem 5.1. As you can see, though there are different elements labeled
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L,M,U , etc., the blue, orange, and purple lines connecting them are in the same
places, and have the same meaning, as in Figure 5.
L
M
U
L′
M ′
U ′
Figure 11. Part of Case 1 of Theorem 5.1
We now move to the proof of Theorem 5.1, Cases 1 and 2. We will be using
Proposition 1.3, in situations where sy < y. Our biggest difficulty will be the
resolution of the qPy,sw term in the expression for Py,w given by Proposition 1.3.
Unlike the situation in the proof of Theorem 4.2 of [KL79] and 10.4 of [Lus85], here
multiplying w by s takes s out of the τ -invariant, but doesn’t put anything in. So,
we can’t use Proposition 1.4 at first.
There will be three stages to the resolution of the qPy,sw term. First, a general
proposition. The x and x′ in this next proposition will later be y and sw in the
main theorem. So, the purpose of this next proposition is to begin the resolution of
the qPy,sw term by breaking it into two pieces, minus a residual. After that, we’ll
need to look at some different cases, to resolve the two terms which result from this
following proposition.
We’ll use the notation ∼ from [KL79], but with a little more data, as follows.
Definition 5.5. If P and P ′ are two polynomials, we say P ∼
d
P ′ if P and P ′ are
of degree at most d, and if P − P ′ has degree less than d.
Proposition 5.6. Suppose a, b ∈ S. Suppose x, x′ ∈ W with x < x′. Suppose
ax < x, bx > x, ax′ < x′, and bax′ < ax′. Suppose l(x′)− l(x) is even and suppose
bx 6= ax′. Let d = (l(x′)− l(x)− 2)/2 Then
Px,x′ ∼
d
Pax,ax′ + qPbx,ax′ − Cq
d
where C is a non-negative integer.
Proof. Refer to Figure 12. By Proposition 1.3, we have
Px,x′ = Pax,ax′ + qPx,ax′ −
∑
x≤z≺ax′
az<z
µ(z, ax′)q(l(x
′)−l(z))/2Px,z.
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ax
x
bx
a
b
bax′
ax′
x′
b
a
Figure 12. Proposition 5.6
We have Px,ax′ = Pbx,ax′ by Proposition 1.4. So, we can put this information
into the equation. Since by hypothesis bx 6= ax′, then Px,ax′ = Pbx,ax′ also implies
that µ(x, ax′) = 0. So, we can remove z = x from the sum portion of the equation.
Now we have
Px,x′ = Pax,ax′ + qPbx,ax′ −
∑
x<z≺ax′
az<z
µ(z, ax′)q(l(x
′)−l(z))/2Px,z
Let
Qx,x′ =
∑
x<z≺ax′
az<z
µ(z, ax′)q(l(x
′)−l(z))/2Px,z
We know that Qx,x′ is a polynomial with non-negative coefficients by Theorem 1.6.
For each z which contributes to the sum portion of the equation, we have µ(z, ax′) 6=
0, and thus l(ax′) − l(z) is odd, and thus l(x′) − l(z) is even. Since l(x′) − l(x) is
even, we conclude that l(x) − l(z) is also even, and thus (since z 6= x) that Px,z
is of degree at most (l(z)− l(x) − 2)/2. So, q(l(x
′)−l(z))/2Px,z is of degree at most
(l(x′) − l(x) − 2)/2 = d. So, the highest order term of Qx,x′ is of the form Cq
d,
where C is a non-negative integer. 
In the next stage, we split into cases, and derive in each case an inequality
involving µ terms. These inequalities will be our resolution of Equation 1.1 as it
applies to our situation.
Proposition 5.7. Let y, w ∈ W with l(w) − l(y) odd and y /∈ W0w. Suppose y
is of type C and suppose τ0(w) = {s1, s2, s4}, τ0(s1w) = {s2, s4}, and τ0(s2s1w) =
{s3, s4}. Then
µ(y, w) +
∑
z∈W0y
s1z<z
µ(y, z)µ(z, s1w) ≤
µ(s1y, s1w)+µ(s3s2y, s2s1w) + µ(s4s3y, s2s1w) −
∑
z∈W0w
s1z<z
µ(y, z)µ(z, s1w)
Proof. Refer to Figure 13. Let d = d(y, w) = (l(w) − l(y) − 1)/2. In this proof,
we’ll be using Proposition 1.3 with s = s1, so c = 1. Let’s first examine the term
qPy,s1w from that equation, using Proposition 5.6. We will show that
(*) qPy,s1w ∼
d
(µ(s3s2y, s2s1w) + µ(s4s3y, s2s1w)− C)q
d
EDGE TRANSPORT FROM PARABOLIC SUBGROUPS OF TYPE D4 25
y
w
s1
s2
s3
s4
Figure 13. Proposition 5.7
where C is a non-negative integer. To see this, let x = y, x′ = s1w, s = s2, and t =
s3. So, (l(x
′)− l(x)−2)/2 = (l(s1w)− l(y)−2)/2 = (l(w)− l(y)−3)/2 = d(y, w)−1.
Since s4 /∈ τ(tx) and s4 ∈ τ(sx
′), we have tx 6= sx′. If we apply Proposition 5.6
(the d of that proposition is then one less than the d of this proposition) the result,
after multiplying both sides by q, is
(**) qPy,s1w ∼
d
qPs2y,s2s1w + q
2Ps3y,s2s1w − Cq
d
for some non-negative integer C. Since s3 ∈ τ(s2s1w) and s3 /∈ τ(s2y), we can
apply Proposition 1.4 to obtain Ps2y,s2s1w = Ps3s2y,s2s1w. Since s4 ∈ τ(s2s1w) and
s4 /∈ τ(s3y), we can apply Proposition 1.4 to obtain Ps3y,s2s1w = Ps4s3y,s2s1w. Now,
l(s3s2y) = l(y) and l(s2s1w)− l(w) − 2, so d(s3s2y, s2s1w) = d(y, w) − 1. Thus
qPs2y,s2s1w = qPs3s2y,s2s1w ∼
d
µ(s3s2y, s2s1w)q
d.
Also, l(s4s3y) = l(y)− 1, so d(s4s3y, s2s1w) = d(y, w) − 2. Thus
q2Ps3y,s2s1w = q
2Ps4s3y,s2s1w ∼
d
µ(s4s3y, s2s1w)q
d.
If we put these last two formulas into (**), we get (*), as desired.
So, now, with this preparation in hand, let’s use Proposition 1.3. From that, we
have
Py,w = Ps1y,s1w + qPy,s1w −
∑
y≤z≺s1w
s1z<z
µ(z, s1w)q
d(z,w)/2Py,z
From this we obtain directly
µ(y, w)qd ∼
d
µ(s1y, s1w)q
d + qPy,s1w −
∑
s1z<z
µ(y, z)µ(z, s1w)q
d.
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Finally, we substitute in (*), to obtain
µ(y, w)qd ∼
d
µ(s1y, s1w)q
d + µ(s3s2y, s2s1w)q
d + µ(s4s3y, s2s1w)q
d − Cqd
−
∑
s1z<z
µ(y, z)µ(z, s1w)q
d.
This yields
µ(y, w) ≤ µ(s1y, s1w) + µ(s3s2y, s2s1w) + µ(s4s3y, s2s1w)
−
∑
s1z<z
µ(y, z)µ(z, s1w)
(***)
Now, let’s work with the sum portion of the inequality. Since by hypothesis,
y /∈ W0w, we have
(****)
∑
z∈W0y
s1z<z
µ(y, z)µ(z, s1w) +
∑
z∈W0w
s1z<z
µ(y, z)µ(z, s1w) ≤
∑
s1z<z
µ(y, z)µ(z, s1w)
Using Theorem 1.6, we can substitute the left-hand side of (****) for the right-
hand side of (****) in (***). This yields the inequality of the proposition. 
Proposition 5.8. Let y, w ∈ W with l(w) − l(y) odd and y /∈ W0w. Suppose y
is of type C and suppose τ0(w) = {s1, s2, s4}, τ0(s1w) = {s2, s4}, and τ0(s4s1w) =
{s3, s2}. Then
µ(y, w) +
∑
z∈W0y
s1z<z
µ(y, z)µ(z, s1w) ≤
µ(s1y, s1w)+µ(s3s4y, s4s1w) + µ(s2s3y, s4s1w) −
∑
z∈W0w
s1z<z
µ(y, z)µ(z, s1w)
Proof. This is just Proposition 5.7, with the roles of s2 and s4 interchanged. 
Proposition 5.9. Let y, w ∈ W with l(w) − l(y) odd and y /∈ W0w. Suppose
y is of type A1, with s4y of type B2 and τ0(s2s4y) = {s1, s2, s4} and suppose
τ0(w) = {s1, s3} and s1(w) is of type D. Then
µ(y, w) +
∑
z∈W0y
s1z<z
µ(y, z)µ(z, s1w) ≤
µ(s1y, s1w)+µ(s4s3y, s3s1w) + µ(s2s4y, s3s1w) −
∑
z∈W0w
s1z<z
µ(y, z)µ(z, s1w)
Proof. Refer to Figure 14. Just as in the proof of Proposition 5.7, we need to
evaluate the term qPy,s1w. Once that’s done, the rest of the proof of this proposition
will be the same as the proof of Proposition 5.7.
Let d = d(y, w) = (l(w)− l(y)− 1)/2. We will show that
(*) qPy,s1w ∼
d
(µ(s4s3y, s3s1w) + µ(s2s4y, s3s1w)− C)q
d
where C is a non-negative integer. To see this, let x = y, x′ = s1w, s = s3, and
t = s4. As before, (l(x
′)−l(x)−2)/2 = d(y, w)−1. Since s2 /∈ τ(tx) and s2 ∈ τ(sx
′),
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we have tx 6= sx′. If we apply Proposition 5.6 (the d of that proposition is then one
less than the d of this proposition) the result, after multiplying both sides by q, is
(**) qPy,s1w ∼
d
qPs3y,s3s1w + q
2Ps4y,s3s1w − Cq
d
for some non-negative integer C. Since s3 /∈ τ(s4y), we know that s4 /∈ τ(s3y). By
hypothesis s3 ∈ τ(s3s1w), so we can apply Proposition 1.4 to obtain Ps3y,s3s1w =
Ps4s3y,s3s1w. Since s2 ∈ τ(s3s1w) and s2 /∈ τ(s4y), we can apply Proposition 1.4 to
obtain Ps4y,s3s1w = Ps2s4y,s3s1w. Now, l(s4s3y) = l(y) and l(s3s1w) − l(w) − 2, so
d(s4s3y, s3s1w) = d(y, w)− 1. Thus
qPs3y,s3s1w = qPs4s3y,s3s1w ∼
d
µ(s4s3y, s3s1w)q
d.
Also, l(s2s4y) = l(y)− 1, so d(s2s4y, s3s1w) = d(y, w) − 2. Thus
q2Ps4y,s3s1w = q
2Ps2s4y,s3s1w ∼
d
µ(s2s4y, s3s1w)q
d.
If we put these last two formulas into (**), we get (*), as desired. 
In the third stage, we improve on our understanding of each side of the inequali-
ties derived in the previous three propositions. The left-hand side of the inequalities
in these propositions is the same, so we’ll treat that first, in the cases which we’ll
need later. After that, we have three more lemmas, one for each of the three
right-hand sides.
Lemma 5.10. With all notation as in Theorem 5.1, assume that i = 1, and that
if |C′| = 14, then C′ ⊂ X(14, a, j) or C′ ⊂ X(14, b, j) with j 6= 1. Choose L′, U ′
with l(L′) < l(U ′). If |C′| = 10, let H ′ = s1s3U
′.
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Let
LHS = µ(y, w) +
∑
z∈W0w
s1z<z
µ(y, z)µ(z, s1w)
(1) If w = H ′ then µ(y,M ′) ≤ LHS.
(2) If w = U ′ then µ(y, U ′) + µ(y, L′) ≤ LHS.
(3) If w =M ′ then µ(y,M ′) ≤ LHS.
Proof. For statement 1, we need to note that s1M
′ < M ′ and µ(M ′, s1H
′) = 1.
Thus µ(y,M ′) occurs in the sum portion of the equation. For statement 2, we need
to note that s1L
′ < L′ and µ(L′, s1U
′) = 1. These both can be seen by inspection
of the relevant diagram, and then applying Proposition 1.15. The rest is obvious
(given Theorem 1.6). 
In the proofs of the next three lemmas, we will use expanded diagrams of our
clumps, showing relevant nearby elements. It is easy to verify that the additional
elements have the displayed τ0 values, either by looking at the explicit elements in
W0 or by using Proposition 1.11, applied to parabolic subgroups of type A1 × A1
and A2. Also, we can see that solid lines correspond to Ti,j maps just by looking
at the τ0 values of the elements which they connect.
Lemma 5.11. With all notation as in Theorem 5.1, let y ∈ {L,M,U}, and suppose
that y is type C. Assume in addition that i = 1, and that if |C| = 14 then C ⊂
X(14, a, 4) or C ⊂ X(14, b, 2). Let w ∈ W with τ0(w) = {s1, s2, s4}, and suppose
s1w is type B1, and s2s1w is type A4. Let
RHS =
µ(s1y, s1w) + µ(s3s2y, s2s1w) + µ(s4s3y, s2s1w)−
∑
z∈W0y
s1z<z
µ(y, z)µ(z, s1w)
Let K = T3,4T1,3T3,2(s1w) (so K is type A1). Then we have the following:
(1) If y = U then RHS ≤ µ(M,K).
(2) If y =M then RHS ≤ µ(L,K) + µ(U,K).
(3) If y = L then RHS ≤ µ(M,K).
Proof. As in Remark 5.3, we can choose L,U with l(L) < l(U). For w, refer to
Figure 15. Note that T3,2(s1w) = s2s1w. To prove statement 1, note that if y = U
then |C| = 10. Refer to Figure 16.
Using the figures, we see that T3,4T1,3T3,2(s1U) =M , so µ(s1y, s1w) = µ(M,K).
Now let z1 = T2,3(s3s2y) = s2s3s2y. Then µ(s3s2y, s2s1w) = µ(z1, s1w). Note that
s1z1 < z1 and µ(y, z1) = 1. Similarly, let z2 = T2,3(s4s3y) = s3s4s3y. Then
µ(s4s3y, s2s1w) = µ(z2, s1w), s1z2 < z2 and µ(y, z2) = 1. So, z1 and z2 occur in
the sum portion of the definition of RHS.
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Figure 15. w for Lemma 5.11
Putting this all together, we have
RHS =
µ(s1y, s1w) + µ(s3s2y, s2s1w) + µ(s4s3y, s2s1w)−
∑
z∈W0y
s1z<z
µ(y, z)µ(z, s1w)
= µ(M,K) + µ(z1, s1w) + µ(z2, s1w)− µ(z1, s1w) − µ(z2, s1w)
−
∑
z∈W0y
s1z<z
z /∈{z1,z2}
µ(y, z)µ(z, s1w)
≤ µ(M,K)
This proves statement 1.
We’ll prove statement 3 next, since that also has |C| = 10. So y = L in
Figure 16. First we note that µ(s1y, s1w) = µ(T3,2(s1y), T3,2(s1w)) = 0, the latter
equality by Proposition 1.4 since s4 ∈ τ(T3,2(s1w)), s4 /∈ τ(T3,2(s1y)). Similarly,
µ(s3s2y, s2s1w) = 0. Now
µ(s4s3y, s2s1w) = µ(T3,4T1,3(s4s3y), T3,4T1,3(s2s1w)) = µ(M,K).
Statement 3 follows easily from these.
To prove statement 2, note that if y = M then |C| = 14. So, we’ll have two
cases. First, we assume that C ⊂ X(14, a, 4). Refer to Figure 17. Here, we see that
T3,4T1,3T3,2(s1M) = L, so µ(s1y, s1w) = µ(L,K). We have µ(s3s2y, s2s1w) = 0
since s4 ∈ τ(s2s1w), s4 /∈ τ(s3s2y). Now µ(s4s3y, s2s1w) = µ(T3,4T1,3(s4s3y), T3,4T1,3(s2s1w)) =
µ(U,K). Statement 2 in this case follows easily from these.
Finally, we assume that C ⊂ X(14, b, 2). Refer to Figure 18. Here, we see again
that T3,4T1,3T3,2(s1M) = L, so µ(s1y, s1w) = µ(L,K). For µ(s3s2y, s2s1w), we
argue as in the proof of statement 1. We let z1 = T2,3(s3s2y) = s2s3s2y. Then
µ(s3s2y, s2s1w) = µ(z1, s1w). Note that s1z1 < z1 and µ(y, z1) = 1. For the last
30 DEVRA GARFINKLE JOHNSON
term, we have
µ(s4s3y, s2s1w) = µ(T3,4T1,3(s4s3y), T3,4T1,3(s2s1w)) = µ(U,K).
Statement 2 in this case now follows from arguments which we have seen already
in this proof. This completes the proof of the Lemma. 
L
M
U
s1
s2
s3
s4
Figure 16. C(10, a) or C(10, b)
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Figure 17. C(14, a, 4)
Lemma 5.12. With all notation as in Theorem 5.1, let y ∈ {L,M,U}. Assume in
addition that i = 1, and that if |C| = 14 then C ⊂ X(14, a, 4) or C ⊂ X(14, b, 2).
Let
RHS =
µ(s1y, s1w) + µ(s3s4y, s4s1w) + µ(s2s3y, s4s1w)−
∑
z∈W0y
s1z<z
µ(y, z)µ(z, s1w)
where y is type C, and w satisfies τ0(w) = {s1, s2, s4}, s1w is type B1 and s4s1w is
type A2. Let K = T3,2T1,3T3,4(s1w) (so K is type A1).
(1) If y = U then RHS ≤ µ(M,K).
(2) If y =M then RHS ≤ µ(L,K) + µ(U,K).
(3) If y = L then RHS ≤ µ(M,K).
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Figure 18. C(14, b, 2)
Proof. This lemma is the same as the previous lemma, just with s2 and s4 inter-
changed. For w, refer to Figure 19. Choose L,U with l(L) < l(U). Since any clump
of size 10 is symmetric in s2 and s4, we only need to revisit statement 2, that is, the
two cases where |C| = 14 and y =M . First, we assume that C ⊂ X(14, a, 4). Refer
to Figure 17. Here, we see that T3,2T1,3T3,4(s1M) = U , so µ(s1y, s1w) = µ(U,K).
We have µ(s3s4y, s4s1w) = 0 since s2 ∈ τ(s4s1w), s2 /∈ τ(s3s4y). Now
µ(s2s3y, s4s1w) = µ(T3,2T1,3(s2s3y), T3,2T1,3(s4s1w)) = µ(L,K).
Statement 2 in this case follows easily from these.
Finally, we assume that C ⊂ X(14, b, 2). Refer to Figure 18. Here, we see again
that T3,2T1,3T3,4(s1M) = U , so µ(s1y, s1w) = µ(U,K). We have
µ(s3s4y, s4s1w) = µ(T3,2T1,3(s3s4y), T3,2T1,3(s4s1w)) = µ(L,K).
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For µ(s2s3y, s4s1w), we argue as we have done before. We let z1 = T2,3(s2s3y) =
s3s2s3y. Then µ(s2s3y, s4s1w) = µ(z1, s1w). Note that s1z1 < z1 and µ(y, z1) = 1.
Statement 2 in this case now follows from arguments which we have seen already
in these proofs. This completes the proof of the Lemma. 
Lemma 5.13. With all notation as in Theorem 5.1, let y ∈ {L,M,U}. Assume in
addition that i = 1, and that if |C| = 14 then C ⊂ X(14, a, 4) or C ⊂ X(14, b, 2).
Choose L,U with l(L) < l(U). Let
RHS =
µ(s1y, s1w) + µ(s4s3y, s3s1w) + µ(s2s4y, s3s1w)−
∑
z∈W0y
s1z<z
µ(y, z)µ(z, s1w)
where y is type A1, s4(y) is of type B2, and w satisfies τ0(w) = {s1, s3} and s1w
is type D. Let K = s3s1w = Ti,3(s1w) for i ∈ {1, 2, 4} (so K is type C).
(1) If y = U then RHS ≤ µ(M,K).
(2) If y =M then RHS ≤ µ(L,K) + µ(U,K).
Proof. To prove statement 1, note that if y = U then |C| = 14. So, we’ll have two
cases. First, we assume that C ⊂ X(14, a, 4). Refer to Figure 17.
Using the figure, we see that T1,3(s1U) =M , so µ(s1y, s1w) = µ(M,K). Now let
z1 = T3,4(s4s3y) = s3s4s3y. So µ(s4s3y, s3s1w) = µ(z1, s1w). Note that s1z1 < z1
and µ(y, z1) = 1. Similarly, let z2 = T3,4(s2s4y) = s2y. Then µ(s4s3y, s2s1w) =
µ(z2, s1w), s1z2 < z2 and µ(y, z2) = 1. So, z1 and z2 occur in the sum portion of
the definition of RHS. As usual, this proves statement 1 in this case. The proof of
statement 1 when C ⊂ X(14, b, 2) is the same. (Refer to Figure 18.)
For statement 2, we have |C| = 10. Refer to Figure 16. Using the figure,
we see that T1,3(s1M) = L, so µ(s1y, s1w) = µ(L,K). For µ(s4s3y, s3s1w), we
note that s2 /∈ τ(s3M), and thus s2 /∈ τ(s4s3M). Since s2 ∈ τ(s3s1w), we have
µ(s4s3y, s3s1w) = 0, by Proposition 1.4. We have s2s4M = U , so µ(s2s4y, s3s1w) =
µ(U,K). As usual, these combine to prove statement 2. 
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With these lemmas in hand, we can now prove statements 1 and 2 of Theorem 5.1.
For convenience, we’ll break this proof into four lemmas, one for each of the cases,
based on |C| and |C′|.
Lemma 5.14. Theorem 5.1 holds when |C| = 10 and |C′| = 10.
Proof. First, we’ll prove the lemma under the additional assumption that i = 1. We
can apply Proposition 5.7, Lemma 5.10, and Lemma 5.11 to two y, w pairs. They,
with the resulting inequalities, are as follows:
y w Inequality
U U ′ µ(U,U ′) + µ(U,L′) ≤ µ(M,M ′)
L U ′ µ(L,U ′) + µ(L,L′) ≤ µ(M,M ′)
Similarly, we can apply Proposition 5.9, Lemma 5.10, and Lemma 5.13 to two
y, w pairs. They, with the resulting inequalities, are as follows:
y w Inequality
M M ′ µ(M,M ′) ≤ µ(L,L′) + µ(U,L′)
M H ′ µ(M,M ′) ≤ µ(L,U ′) + µ(U,U ′)
It’s easy to go from these inequalities to the equalities of Theorem 5.1.
So, the lemma is proved when i = 1. Now, for j ∈ {1, 2, 4}, write M(j) for the
element of type Aj in C, and similarly M
′(j) in C′.
Using this notation, what we’ve proved so far is that
µ(M(1),M ′(1)) = µ(L,L′) + µ(U,L′)
µ(U,U ′) = µ(L,L′)
µ(U,L′) = µ(L,U ′)
We want to show that µ(M(2),M ′(2)) = µ(M(1),M ′(1)), and similarly with 4
in place of 2. Now M(2) = T3,1T2,3(M(1)) and M
′(2) = T3,1T2,3(M
′(1)). So, by
Theorem 2.7, we have
µ(M(2),M ′(2)) = µ(M(1),M ′(1))
Similarly, µ(M(4),M ′(4)) = µ(M(1),M ′(1)). So, we have now proved the lemma
in all cases. 
We’ll use the following proposition in the rest of the cases.
Proposition 5.15. Let C be a clump and w ∈ C an element of type A1. Let
T = T3,4T1,3T3,2T4,3T3,1T2,3. Then T (w) is defined and is also of type A1. If
|C| = 10 then T (w) = w. If |C| = 14 then T (w) 6= w.
Proof. This can be seen by inspection. To go fromW0 toW we use Proposition 4.7.

Lemma 5.16. Theorem 5.1 holds when |C| = 10, |C′| = 14, and C′ ⊂ X(14, a, 4)
or C′ ⊂ X(14, b, 2).
Proof. As before, we’ll first prove the lemma when i = 1. Using Theorem 2.7 and
Proposition 5.15, we have the equality:
µ(M,U ′) = µ(M,L′)
We will need three inequalities in addition.
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We can apply Proposition 5.7, Lemma 5.10, and Lemma 5.11 to two y, w pairs.
They, with the resulting inequalities, are as follows:
y w Inequality
U M ′ µ(U,M ′) ≤ µ(M,L′)
L M ′ µ(L,M ′) ≤ µ(M,L′)
We can apply Proposition 5.9, Lemma 5.10, and Lemma 5.13 with y = M and
w = U ′ to obtain the inequality
µ(M,U ′) + µ(M,L′) ≤ µ(L,M ′) + µ(U,M ′)
The equalities of Theorem 5.1 now follow trivially.
This proves the lemma when i = 1. Now, for j ∈ {1, 2, 4}, write M(j) for the
element of type Aj in C. For j ∈ {1, 2, 4}, let L
′(j), U ′(j) be the two elements of
type Aj in C
′, with l(L′(j)) ≤ l(U ′(j)). Using this notation, what we’ve proved so
far is
µ(U,M ′) = µ(M(1), L′(1)) = µ(L,M ′) = µ(M(1), U ′(1))
We want to have the same equations with 2 in place of 1, and similarly with 4
in place of 1. We have M(2) = T3,1T2,3(M(1)) and M(4) = T3,1T4,3(M(1)). We
also have T3,1T2,3({L
′(1), U ′(1)}) = {L′(2), U ′(2)}, and similarly with 4 in place of
2. So, clearly, we also have the desired equations. 
Lemma 5.17. Theorem 5.1 holds when |C| = 14, |C′| = 10, and C ⊂ X(14, a, 4)
or C ⊂ X(14, b, 2).
Proof. Assume first i = 1. Using Theorem 2.7 and Proposition 5.15, we have the
equality:
µ(U,M ′) = µ(L,M ′)
We will need three inequalities in addition.
We can apply Proposition 5.7, Lemma 5.10, and Lemma 5.11 with y = M and
w = U ′ to obtain the inequality
µ(M,U ′) + µ(M,L′) ≤ µ(L,M ′) + µ(U,M ′)
Similarly, we can apply Proposition 5.9, Lemma 5.10, and Lemma 5.13 to two
y, w pairs. They, with the resulting inequalities, are as follows:
y w Inequality
U H ′ µ(U,M ′) ≤ µ(M,U ′)
U M ′ µ(U,M ′) ≤ µ(M,L′)
The equalities of Theorem 5.1 now follow trivially. This proves the lemma when
i = 1. The arguments in the previous lemma for the cases where i 6= 1 work here
as well. 
Lemma 5.18. Theorem 5.1 holds when |C| = 14, |C′| = 14, C ⊂ X(14, a, 4) or
C ⊂ X(14, b, 2), and C′ ⊂ X(14, a, j) or C′ ⊂ X(14, b, j) with j 6= 1.
Proof. Assume first that i = 1. Using Theorem 2.7 and Proposition 5.15, we have
two equalities:
(1) µ(U,U ′) = µ(L,L′)
(2) µ(U,L′) = µ(L,U ′)
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These are statements 2 and 3 of the theorem. We’ll need two inequalities to
supplement them.
If C′ ⊂ X(14, a, 4) orC′ ⊂ X(14, b, 2), we can apply Proposition 5.7, Lemma 5.10,
and Lemma 5.11 with y =M and w =M ′ to obtain the inequality
µ(M,M ′) ≤ µ(L,L′) + µ(U,L′)
If instead C′ ⊂ X(14, a, 2) or C′ ⊂ X(14, b, 4), we can apply Proposition 5.8,
Lemma 5.10, and Lemma 5.12 with y = M and w = M ′ to obtain the same in-
equality.
We can apply Proposition 5.9, Lemma 5.10, and Lemma 5.13 with y = U and
w = U ′ to obtain the inequality
µ(U,U ′) + µ(U,L′) ≤ µ(M,M ′)
The equalities of Theorem 5.1 now follow trivially. This proves the lemma when
i = 1.
Now we’ll do the other cases. For j ∈ {1, 2, 4}, let L(j), U(j) be the two elements
of type Aj in C, with l(L(j)) ≤ l(U(j)). Let L
′(j), U ′(j) be the two elements of
type Aj in C
′, with l(L′(j)) ≤ l(U ′(j)).
Using this notation, what we’ve proved so far is that
µ(M,M ′) = µ(L(1), L′(1)) + µ(U(1), L′(1))
µ(U(1), U ′(1)) = µ(L(1), L′(1))
µ(U(1), L′(1)) = µ(L(1), U ′(1))
(5.3)
We want to prove the same equations with 2 in place of 1 and with 4 in place of 1.
Now U(4) = T3,1T4,3(U(1)) and L(4) = T3,1T4,3(L(1)). Also, U(2) = T3,1T2,3(U(4))
when C ∈ X(14, a, 4). When C ∈ X(14, b, 2), the two elements of type A2 in C
have the same length, so we can choose U(2) so that U(2) = T3,1T2,3(U(4)) in
this case. Then in both cases, L(2) = T3,1T2,3(L(4)). In general (as can easily
be seen) T3,1T4,3({L
′(1), U ′(1)}) = {L′(4), U ′(4)} and T3,1T2,3({L
′(4), U ′(4)}) =
{L′(2), U ′(2)}.
So, if we apply T3,1T4,3 to all the terms in the above three equations, Equations 5.3,
and use Theorem 2.7, we obtain one of the following sets of equations:
µ(M,M ′) = µ(L(4), L′(4)) + µ(U(4), L′(4))
µ(U(4), U ′(4)) = µ(L(4), L′(4))
µ(U(4), L′(4)) = µ(L(4), U ′(4))
(5.4)
or
µ(M,M ′) = µ(L(4), U ′(4)) + µ(U(4), U ′(4))
µ(U(4), L′(4)) = µ(L(4), U ′(4))
µ(U(4), U ′(4)) = µ(L(4), L′(4))
(5.5)
Equations 5.4 is the desired outcome, and the three equations in Equations 5.5
are easily seen to be equivalent to those in Equations 5.4.
In the same way, we can go from Equations 5.4 to
µ(M,M ′) = µ(L(2), L′(2)) + µ(U(2), L′(2))
µ(U(2), U ′(2)) = µ(L(2), L′(2))
µ(U(2), L′(2)) = µ(L(2), U ′(2))
(5.6)
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Finally, I need to address the fact that, when C ⊂ X(14, b, 2), we made a choice
of L(2) and U(2). If we make the other choice, this will interchange L(2) and U(2)
in Equations 5.6, which is easily seen to result in an equivalent family of equations.
This completes the proof of the lemma. 
Proof of Theorem 5.1, Statements 1 and 2. This just combines Lemma 5.14, Lemma 5.18,
Lemma 5.16, and Lemma 5.17, given Remark 5.4. 
Now we can go on to prove statement 3 of Theorem 5.1. More precisely, we have
the following.
Proposition 5.19. Let C and C′ be clumps. Fix i ∈ {1, 2, 4}. We define elements
L,M,U ∈ C as follows: if |C| = 10 then L and U are the two elements of type C
in C, and M is the one element of type Ai in C. If instead |C| = 14, then L and
U are the two elements of type Ai in C, and M is the one element of type C in C.
We define similarly L′,M ′, U ′ ∈ C′. Assume further that C′ ⊂ W0C. Let y ∈ C
and w ∈ C′, with y and w of the same type. We have the following:
(1) If C ⊆ X(10, a) and C′ ⊆ X(10, b) then µ˜(y, w) = 1 for the edges shown
as dotted gray lines in Figure 20, plus the seven edges obtained from those
edges using Theorem 2.8. For any other y and w as above, we have µ˜(y, w) =
0.
(2) If C ⊆ X(14, a, 1) and C′ ⊆ X(14, b, 2) then µ˜(y, w) = 1 for the edges
shown as dotted gray lines in Figure 21, plus the eleven edges obtained
from those edges using Theorem 2.8. For any other y and w as above,
we have µ˜(y, w) = 0. We have analogous statements for C ⊆ X(14, a, j)
and C′ ⊆ X(14, b, k) for j, k ∈ {1, 2, 4} with j 6= k. C ⊆ X(14, a, 1) and
C′ ⊆ X(14, b, 2)
(3) If C ⊆ X(10, a) and C′ ⊆ X(14, b, j) for j ∈ {1, 2, 4} then µ˜(y, w) = 1 for
any y and w of the same type. (See Figure 22.)
(4) If C ⊆ X(14, a, j) and C′ ⊆ X(10, b) for j ∈ {1, 2, 4} then µ˜(y, w) = 1 for
any y and w of the same type.
(5) For any pairs C and C′ not listed in the previous cases, we have µ˜(y, w) = 0.
Proof. We’ll prove that the theorem holds for W0. Given that, the proof of the
theorem in general follows directly from Proposition 1.15.
Looking at the cells inW0, we have many more cases than for parabolic subgroups
of type A2 orB2, but in fact the situation, in large, is the same. Elements in different
left cells are connected by edges when they are in the same right cell.
Let’s start by looking at C(10, a). I claim that all elements of C(10, a) are of
right type C. To see that, note that the bottom element of that cell, s1s2s4, is an
involution, and thus has the same left type and right type. Now, we can appeal
to Proposition 4.5, which says that elements which are in the same left cell have
the same right type (if any). Similarly, elements of C(10, b) are of right type D,
elements of C(14, a, j) are of right type Aj , and elements of C(14, b, j) are of right
type Bj .
Turning to Figure 20, we see that the bottom and top dotted lines correspond
to the two edges connecting elements of type C to elements of type D in Figure 7,
if we consider Figure 7 as showing connections on the right instead of on the left.
Similarly, the middle dotted line in Figure 20 corresponds to the line connecting
the element of type C to the element of type D in Figure 8.
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L
M
U
L′
M ′
U ′
Figure 20. Proposition 5.19 Case 1
L
M
U
L′
M ′
U ′
Figure 21. Proposition 5.19 Case 2
The other cases are analogous. 
Remark. We can also use the example shown in Figure 21 to illustrate the three
cases of the first edge transport theorem, Theorem 2.1. We’ll be transporting the
edges using Knuth maps on the right. Starting with the left cell C(14, a, 1), we see
from Figure 8 that there are 25 edges connecting elements of this left cell. Though
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L
M
U
L′
M ′
U ′
Figure 22. Proposition 5.19 Case 3
the elements of the cell have different left τ -invariants, as per Proposition 1.5, all the
elements of this cell have the same right τ -invariant, namely {s1, s3}. In particular,
C(14, a, 1) ⊆ DRs4,s3(W ). The map T
R
s4,s3 takes the left cell C(14, a, 1) to the left
cell C(14, b, 2). So, it will transport each of the 25 edges connecting two elements
of C(14, a, 1) to an edge connecting the corresponding two elements of C(14, b, 2).
Most of those transports fall under case 1 of Theorem 2.1. However, there are two
instances of case 2 and four instances of case 3 of the theorem. We’ll show an
example of each. Refer to Figure 23 and Figure 24. In those figures, elements are
labeled L,U, L′, U ′ as in Theorem 2.1, but with a subscript 1, 2, or 3, to show which
case they belong in. Lines labeled s3 or s4 refer to multiplication on the right by
that element.
6. Edge Transport Functions, Part 1
The edge transport theorems, Theorem 2.2, Theorem 3.2, and Theorem 5.2, are
associated with maps. In the case of Theorem 2.2 and Theorem 3.2 we have already
defined the maps. In the case of Theorem 5.2 we will define the maps in Section 10.
These maps all have additional properties, which, in conjunction with the edge
transport theorems, will allow us to define the generalized τ -invariant using them,
and prove that it is a weaker equivalence relation than that of being in the same
left cell.
We’ll describe these properties next. The first one is a property of the domain
of the functions.
Definition 6.1. Let D ⊂ W . We say D is a left KL interval set if, whenever
x, y ∈ D and w ∈ W with x ≤
L
w ≤
L
y, then w ∈ D. We define similarly right KL
interval set.
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L3
U ′3
L1
L′1
L′3
U3
U1
U ′1
s3s4
s4
s4
Figure 23. Cases 1 and 3 of Theorem 2.1
L2
U ′2
U2
L′2
s3
s4
Figure 24. Case 2 of Theorem 2.1
Proposition 6.2. If D ⊂ W is a left (resp. right) KL interval set and x, y ∈ W
with x ∼
L
y (resp. x ∼
R
y) then x ∈ D if and only if y ∈ D.
Proof. This is clear. 
The second property concerns the image of the function. We’ll define it first for
functions such as the Knuth maps.
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Definition 6.3. A function T : D −→W with D ⊂W is left τ -invariant preserving
(or left descent set preserving) if τL(T (w)) = τL(w). We define similarly right
τ -invariant preserving.
For use with the generalized τ -invariant, the above property is all we need.
Recall, however, that we also want to use the same maps to define an equivalence
relation which is stronger than that of being in the same (left or right) cell. For
that we’ll need the following definition.
Definition 6.4. A function T : D −→W with D ⊂W is a left KL cell function if
T (w) ∼
L
w for all w ∈ D. We define similarly right KL cell function.
Remark 6.5. A left (resp. right) KL cell function is right (resp. left) τ -invariant
preserving by Proposition 1.5.
Now, let’s see that the Knuth maps have these properties.
Proposition 6.6. Suppose s, t ∈ S with st of order 3. Then DLs,t(W ) is a right
KL interval set, and DRs,t(W ) is a left KL interval set.
Proof. This follows from Proposition 1.12. 
Proposition 6.7. Suppose s, t ∈ S with st of order 3. Then TLs,t is a left KL cell
function and TRs,t is a right KL cell function.
Proof. This is clear from the definitions. That is, if x ∈ DLs,t(W ) and y = T
L
s,t(x),
then either y = sx or y = tx, so in either case µ˜(x, y) = 1. Also, since y ∈ DLt,s(W ),
we have τL(x) 6⊂ τL(y) and τL(y) 6⊂ τL(x). 
Finally, let’s encapsulate the edge transport theorem in a definition which we can
apply to Knuth maps immediately, and then to other families of maps in Section 11.
Definition 6.8. Let T : D −→ W , where D ⊂ W . The function T is called an
edge transport function if it is an injection and if µ˜(T (x), T (y)) = µ˜(x, y) for all
x, y ∈ D.
Proposition 6.9. Let s, t ∈ S with st of order 3. Then TLs,t (resp. T
R
s,t) is an edge
transport function.
Proof. That TLs,t is an edge transport function is Theorem 2.8. 
To use these functions with the generalized τ -invariant, we’ll need this property.
Definition 6.10. A function T : D −→W with D ⊂W is left KL order preserving
if for x, y ∈ D with x ≤
L
y we have T (x) ≤
L
T (y). We define similarly right KL order
preserving.
In the following proposition and corollary, we reproduce the argument of Corol-
lary 4.3 and part of Section 5 of [KL79], in our more general context.
Proposition 6.11. Let T : D −→ W be an edge transport function. Assume in
addition that D is a right KL interval set and that T is right τ -invariant preserving.
Then T is right KL order preserving. Similarly, with left and right interchanged.
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Proof. Let x, y ∈ D with x ≤
R
y. Then there is a sequence w1, . . . , wn of elements
of W with w1 = x and wn = y such that µ˜(wi, wi+1) > 0 and τR(wi) 6⊂ τR(wi+1)
for 1 ≤ i ≤ n− 1. Since D is a right KL interval set, and since clearly x ≤
R
wi ≤
R
y
for 2 ≤ i ≤ y, we see that wi ∈ D for 2 ≤ i ≤ y.
Now, applying T to the sequence w1, . . . , wn, we obtain a new sequence w
′
1, . . . , w
′
n,
with w′i = T (wi). Since T is an edge transport function, we have µ˜(w
′
i, w
′
i+1) > 0 for
1 ≤ i ≤ n−1. Since T is right τ -invariant preserving, we have τR(w
′
i) = τR(wi), and
so τR(w
′
i) 6⊂ τR(w
′
i+1) for 1 ≤ i ≤ n− 1. Thus w
′
1 ≤
R
w′n, that is, T (x) ≤
R
T (y). 
Corollary 6.12. Let T : D −→ W be an edge transport function. Let D¯ be its
image. Assume in addition that both D and D¯ are right KL interval sets and that
T and T−1 are right τ -invariant preserving. Let x, y ∈ D. Then x ≤
R
y if and only
if T (x) ≤
R
T (y). In particular, x ∼
R
y if and only if T (x) ∼
R
T (y).
Let C ⊆ D be a right cell. Then T (C) is also a right cell, and T gives an
isomorphism from the W graph of C to the W graph of T (C).
Similarly, with left and right interchanged.
For ease of future reference, we’ll note here that the previous proposition and
corollary apply to the Knuth maps.
Proposition 6.13. Let s, t ∈ S with st of order 3. Then TLs,t (resp. T
R
s,t) is right
(resp. left) KL order preserving.
Proof. This combines Proposition 6.6, Proposition 6.7, Remark 6.5, Proposition 6.9,
and Proposition 6.11. 
Proposition 6.14. Suppose s, t ∈ S with st of order 3. Suppose x, y ∈ DLs,t(W ).
Then x ≤
R
y if and only if TLs,t(x) ≤
R
TLs,t(y). In particular, if x, y ∈ D
L
s,t(W ) then
x ∼
R
y if and only if TLs,t(x) ∼
R
TLs,t(y).
Let C ⊆ DLs,t(W ) be a right cell. Then T
L
s,t(C) is also a right cell, and T
L
s,t gives
an isomorphism from the W graph of C to the W graph of TLs,t(C).
Similarly, with left and right interchanged.
Proof. This combines Proposition 6.6, Proposition 6.7, Remark 6.5, Proposition 6.9,
and Corollary 6.12, after noting that T−1s,t = Tt,s. 
Remark. The first part of this corollary is related to Corollary 3.6 of [Vog79]. That
is, Corollary 3.6 of [Vog79] is the primitive ideal version of Proposition 6.14. The
second part of Proposition 6.14 is Corollary 4.3 of [KL79], plus some of Section 5
of [KL79].
7. The Generalized τ-invariant, Part 1
In this section, we’ll present the easy version of the generalized τ -invariant,
the one which appears in [KL79]. The generalized τ -invariant was first defined in
[Vog79], Definition 3.10.
The generalized τ -invariant can be defined with respect to any set of maps each
of which has domain a subset of W and range W . Though, to be useful, the maps
need to be (left or right) KL order preserving. But first, the definition.
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Definition 7.1. Let F be a set of functions each of which has domain a subset
of W and range W . We define the left generalized τ -invariant with respect to
F as follows. Let w1, w2 ∈ W . We say w1 and w2 are equivalent to order 0 if
τL(w1) = τL(w2). For n ≥ 1, we say w1 and w2 are equivalent to order n, w1 ≈
n
w2,
if the following two conditions hold.
(1) w1 ≈
n−1
w2.
(2) For every T ∈ F with w1 in the domain of T , we have that w2 is in the
domain of T and T (w1) ≈
n−1
T (w2), and similarly with w2 in place of w1.
We say that w1 and w2 are left equivalent to infinite order, or that w1 and w2
have the same left generalized τ -invariant, with respect to the set F, if w1 ≈
n
w2 for
every non-negative integer n. We’ll write this as w1 ∼
GTF
w2. Alternate notations
are w1 ∼
GT
w2 or w1 ∼
GTL
w2, when F is understood.
We define analogously the right generalized τ -invariant.
The main property that we need about the left (resp. right) generalized τ -invariant
is that, if defined with respect to an appropriate set F, it is a weaker equivalence
relation than that of being in the same right (resp. left) cell.
Theorem 7.2. Let F be a set of right KL order preserving functions and suppose
the domain of every T ∈ F is a right KL interval set. Let w1, w2 ∈ W . If w1 ∼
R
w2 then w1 and w2 have the same left generalized τ-invariant with respect to F.
Similarly, interchanging left and right.
Proof. We will prove by induction on n that w1 ∼
R
w2 implies that w1 ≈
n
w2 for all
integers n ≥ 0. When n = 0, this is true by Proposition 1.5. So, assume now that
n ≥ 1 and that y ∼
R
w implies that y ≈
k
w for 0 ≤ k ≤ n− 1. In particular, this says
that w1 ≈
n−1
w2, which is the first condition to be satisfied.
For condition 2, let T ∈ F with domain D. Proposition 6.2 says that w1 ∈ D if
and only if w2 ∈ D. If w1 ∈ D then Proposition 6.11 says that T (w1) ∼
R
T (w2) and
so by induction T (w1) ≈
n−1
T (w2). 
Theorem 7.3. In the context of Definition 7.1, let F be a set of right Knuth maps.
Suppose y, w ∈ W with y ∼
L
w. Then y ∼
GTF
w. Similarly, interchanging left and
right.
Proof. This combines Theorem 7.2 with Proposition 6.13 and Proposition 6.6. 
Remark. The last theorem is used (though not stated separately) in Section 5 of
[KL79].
Some examples will probably make the definition of the generalized τ -invariant
clearer. We’ll work in the Weyl group of type D4, since that will also allow us to
complete the proof of Proposition 4.2. Our set F will be the set of left Knuth maps.
The generalized τ -invariant, as defined, is an equivalence relation, not, for example,
a set, such as the τ -invariant. However, we can, in small cases, given an element
w ∈ W , draw a picture which has all the information necessary to understand the
generalized τ -invariant of w. So, let’s look at that.
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Let W be the Weyl group of type D4, with the elements of S labeled as in
Figure 6. First let w = s4. Its generalized τ -invariant is pictured in Figure 25. We
have τ(w) = {s4}. There is only one Knuth map which we can apply to w, namely
T3,4. The τ -invariant of T3,4(w) = s3s4 is {s3}, as pictured. Next, we apply T1,3 to
T3,4(w). We have s2 /∈ T1,3(T3,4(w)) = s1s3s4. Adding T2,3(T3,4(w)) to the picture
completes the picture of the generalized τ -invariant of w. There are no more Knuth
maps which we can apply, except inverses of the ones already applied.
T3,4
T1,3
T2,3
Figure 25. Generalized τ -invariant for w = s4
Now let y = s1s2. Its generalized τ -invariant is pictured in Figure 26. We have
τ(y) = {s1, s2}. We have T3,1(y) = T3,2(y) = s3s1s2, with τ(s3s1s2) = {s3}, as
pictured. Finally, let z = T4,3(s3s1s2) = s4s3s1s2. We have τ(z) = {s4}.
T4,3T3,1
T3,2
Figure 26. Generalized τ -invariant for y = s1s2
Now that we’ve seen the generalized τ -invariant of two elements, let’s see what
more we can get from this. For one, we can get generalized τ -invariant pictures of
the other elements which we have seen so far just by reversing some arrows (and
relabeling them with the inverse function). For example, if we want to see the
generalized τ -invariant of z, which is the element on the right in Figure 26, we can
just reverse the two arrows. See Figure 27.
T3,4T1,3
T2,3
Figure 27. Generalized τ -invariant for z = s4s3s1s2
Let’s look at the examples which we have so far to see how the generalized
τ -invariant separates points. Considerw and z. They both have the same τ -invariant,
so z ≈
0
w. The only Ts,t defined on w or z is T3,4. Set w1 = T3,4(w) and z1 = T3,4(z).
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Since τ(w1) = τ(z1) = {s3}, we have z ≈
1
w. Now, however, when we apply T1,3 to
w1 and to z1, the resulting τ -invariants do not agree. So z1 6≈
1
w1, and so z 6≈
2
w.
Thus z and w do not have the same generalized τ -invariant.
Next, let’s count the elements of W which have generalized τ -invariants which
we’ve seen so far, and simple variations of them. First, as per Theorem 7.2, any
two elements in the same right cell have the same left generalized τ -invariant with
respect to the left Knuth maps. Also, by Proposition 6.7, any element which can
be obtained from a given element by a sequence of Knuth maps acting on the right
is in the same right cell as the starting element. Starting with w = s4, we can
obtain s4s3, s4s3s1 and s4s3s2 using Knuth maps on the right. So, the right cell
containing w (call it CR(w)) has a least four elements, and all those elements have
the generalized τ -invariant pictured in Figure 25.
Now let’s apply T3,4 to C
R(w). By Corollary 6.14, the result will also be a right
cell, specifically CR(s3s4). Again by Theorem 7.2, all the elements of C
R(s3s4) will
have the generalized τ -invariant pictured by modifying Figure 25 to reverse the left-
most arrow. This accounts for (at least) another four elements of W . We obtain
eight more elements by applying T1,3 and T2,3 to C
R(s3s4). Again, the pictures of
their generalized τ -invariants are obtained by reversing arrows in Figure 25.
By a similar argument, we obtain nine elements whose generalized τ -invariant
is pictured in Figure 26, or variations thereof. We can obtain another eighteen
elements by starting with s1s4 or s2s4 instead of s1s2. So, in Figure 25, Figure 26,
and variations, we have seen the generalized τ -invariant of 43 elements of W .
We can see another 43 elements of W by multiplying by the long element, w0,
on the right. By Proposition 2.12, this will operate on a picture of the generalized
τ -invariant by inverting the τ -invariants and replacing each Ts,t with Tt,s, with the
arrow going in the same direction. Figure 28 and Figure 29 show the results of
applying this operation to Figure 25 and Figure 26, respectively.
T4,3
T3,1
T3,1
Figure 28. Generalized τ -invariant for s4w0
T3,4T1,3
T2,3
Figure 29. Generalized τ -invariant for s1s2w0
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So, we’ve now seen the generalized τ -invariant of 86 elements of W . Two more
elements are the identity element and the long element, with τ(e) = ∅ and τ(w0) =
{s1, s2, s3, s4} (and thus no Ts,t maps are defined on either), for a total of 88
elements. The elements studied in Section 4 comprise 104 elements. Since W has
192 elements, we will have seen all the generalized τ -invariant pictures once we
draw those for the elements from Section 4. So let’s do that.
For a type C element, it’s simple. See Figure 30. For type D, reverse the arrow.
T3,1 T3,2
T3,4
Figure 30. Generalized τ -invariant for s1s2s4
The generalized τ -invariant picture for an element of type A1 is an infinite chain.
It does not circle around to its start after six or twelve τ -invariants have been seen,
as the actual elements in the cells do. It is just a record of τ -invariants as we
apply any applicable Knuth maps. See Figure 31. Thus, the elements of type A1
in the three figures Figure 7, Figure 8, and Figure 9 all have the same generalized
τ -invariant. For any type A or type B element, we can use the same picture after
reversing some of the arrows.
. . . . . .
T3,1 T2,3 T4,3 T3,1
Figure 31. Generalized τ -invariant for Type A1
Now that we have seen all the possible generalized τ -invariants, we see that,
though there are some elements in W not in the clumps which have the same
τ -invariant as a type C element, none of them have the same generalized τ -invariant
as a type C element. Similarly for the other types.
We can use the above discussion to complete the proof of Proposition 4.2.
Second half of the proof of Proposition 4.2. As before, we’ll show this for C(10, a).
The others are similar. We have already seen that the elements of C(10, a) are in
the same left cell.
Now we have to see that the elements of C(10, a) are not in the same left cell
as any other elements of W0. We’ll do this using the generalized τ -invariant with
respect to the set of right Knuth maps. The converse of Theorem 7.3 says that two
elemnts which do not have the same generalized τ -invariant with respect to the set
of right Knuth maps are not in the same left cell.
So, basically, we just need to switch sides from what we did above. Above, we
computed left generalized τ -invariants, which are constant on right cells. Now,
instead, we are considering C(10, a), which we want to show is a left cell. To do
that, we need to compute the right generalized τ -invariant of its elements, and of
the other elements in W0, with respect to the right Knuth maps.
This is no different than what we have done above. We just need to reverse the
order in which the reduced expressions of the elements in question are written. For
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example, the bottom element of C(10, a) is s1s2s4, an involution. So, it is right
type C as well as left type C. Both its left and right generalized τ -invariants are
illustrated by Figure 30.
Similarly, the bottom element of C(14, a, 4) is s4s3s4, also an involution. So, it
is of right type A4 as well as being of left type A4. In C(10, b), the lower type D
element is s3s1s2s4s3, also an involution and so of right type D as well as left type
D. In C(14, b, 4), the lower type B4 element is s1s2s3s2s1, also an involution and
so of right type B4 as well as left type B4.
So, as above, we see that no other elements have the same right generalized
τ -invariant as the elements of C(10, a). We can therefore conclude that C(10, a) is
a left cell. 
Remark. As we’ve just seen, for the Weyl group of type D4, the generalized τ -
invariant defined using Knuth maps alone is enough to separate the left cells. Once
we get toD6, that’s no longer true. In the Weyl group of type D6, there are different
left cells with the same generalized τ -invariant if only Knuth maps are used. In
Section 10, we’ll add the D4 maps to the generalized τ -invariant. As we’ll see in
a later paper, that will be enough to separate the left cells in Weyl groups of type
Dn.
Before we leave this section, let’s recall some of the motivation for the definitions
which we’ve made.
Definition 7.4. Let F be a set of maps such that each T ∈ F has domain a subset
of W and range W . Write ∼
F
for the equivalence relation on W generated by F.
That is, we have w ∼
F
T (w) for every T ∈ F and w in the domain of T .
By definition, if F is a set of left (resp. right) KL cell functions, then ∼
F
is a
stronger equivalence relation than ∼
L
(resp. ∼
R
). By Theorem 7.2, if F′ is a set of
right (resp. left) KL order preserving functions whose domains are right (resp. left)
KL interval set, then ∼
L
(resp. ∼
R
) is a stronger equivalence relation than ∼
GTF′
.
Ideally, we would like to find a set F of left KL cell functions and a set F′ of right
KL order preserving functions such that ∼
F
and ∼
GTF′
coincide. In that case, both
will coincide with ∼
L
.
As described in Section 5 of [KL79] this ideal situation is achieved for the Weyl
group of type An, where F (resp. F
′) is the set of Knuth maps acting on the left
(resp. right).
8. Edge Transport Functions, Part 2
In this section, we’ll extend the definitions and results of Section 6 to the maps
defined in Section 3 and the maps which we’ll define in Section 10.
Definition 6.1 still works for this situation, but we need to modify Definition 6.3
and Definition 6.4 a little.
Definition 8.1. A function T : D −→ P(W ), where D ⊂ W , is left τ -invariant
preserving if for all w ∈ D and w′ ∈ T (w) we have τ(w′) = τ(w). We define
similarly right τ -invariant preserving.
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Definition 8.2. A function T : D −→ P(W ), where D ⊂ W , is a left KL cell
function if for all w ∈ D and w′ ∈ T (w) we have w′ ∼
L
w. We define similarly right
KL cell function.
Remark 8.3. As before, a left (resp. right) KL cell function is right (resp. left)
τ -invariant preserving by Proposition 1.5.
The next two propositions have the same proof as when st is of order 3. (See
Proposition 6.6 and Proposition 6.7.)
Proposition 8.4. Suppose s, t ∈ S with st of order 4. Then DLs,t(W ) is a right
KL interval set, and DRs,t(W ) is a left KL interval set.
Proposition 8.5. Suppose s, t ∈ S with st of order 4. Then TLs,t is a left KL cell
function and TRs,t is a right KL cell function.
In our current situation, the definition of an edge transport function is rather
more complicated than in Section 6. We’ll use a definition which encompasses the
maps of this paper (B2 maps and D4 maps) and also hopefully those which might
be defined and/or studied in the future. Specifically, there should be an edge trans-
port theorem coming from a parabolic subgroup of type E6. In addition, as seen in
Section 10 of [Lus85], there are (more complicated) edge transport theorems for par-
abolic subgroups generated by s, t ∈ S where the order of st is larger than 4. These
also can be used to define maps which seem like they will fit into Definition 8.7.
Definition 8.6. Let T : D −→ P(W ), where D ⊂ W . Let D¯ = ∪w∈DT (w). Let
pair(T ) : D¯ −→ P(W ) be defined by pair(T )(w¯) = {w ∈ D | T (w) = w¯}. We’ll call
pair(T ) the pair function to T . Note that pair(pair(T )) = T .
Definition 8.7. Let T : D −→ P(W ), where D ⊂W . Let T¯ = pair(T ). We’ll call
T a type 2 edge transport function if it satisfies the following conditions. Suppose
y, w ∈ D with µ˜(y, w) 6= 0.
(1) If |T (y)| = |T (w)| = k then we can write T (y) = {y1, . . . , wk} and T (w) =
{w1, . . . , wk} so that µ˜(yi, wi) 6= 0 for all 1 ≤ i ≤ k.
(2) If |T (y)| 6= |T (w)| then for every y′ ∈ T (y) and every w′ ∈ T (w) we have
µ˜(y′, w′) 6= 0.
(3) T¯ also satisfies the above conditions.
Remark 8.8. A type 1 edge transport function T can be turned into a type 2 edge
transport function T ′ simply by setting T ′(w) = {T (w)}. If T is left τ -invariant
preserving (resp. a left KL cell function), then so is T ′, and similarly with right in
place of left. If T is a Knuth map, we will also call T ′ a Knuth map.
Now let’s look at the edge transport theorems which are the subject of this paper
and see that the maps arising from them (B2 maps and D4 maps) are type 2 edge
transport functions. Since the edge transport theorems have the same form, we can
prove both at once.
Proposition 8.9. Let T : D −→ P(W ), where D ⊂W . Let T¯ = pair(T ). Assume
that we have the following:
(1) For w ∈ D, |T (w)| is 1 or 2, and similarly for T¯ .
(2) If T (y) = {y′, y′′} with y′ 6= y′′ then T¯ (y′) = T¯ (y′′) = {y}.
(3) If T (y) = {y′} then T¯ (y′) = {y, y∗} with y 6= y∗ and T (y∗) = {y′} .
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(4) Suppose T (y) = {y′, y′′} and T (w) = {w′, w′′} with y′ 6= y′′ and w′ 6= w′′.
Then we have
(a) µ˜(y, w) = µ˜(y′, w′) + µ˜(y′, w′′)
(b) µ˜(y′, w′) = µ˜(y′′, w′′)
(c) µ˜(y′, w′′) = µ˜(y′′, w′)
(5) Suppose T (y) = {y′, y′′} with y′ 6= y′′ and T (w) = {w′}. Let w∗ ∈ W be
such that w∗ 6= w and T (w∗) = {w′}. Then we have
µ˜(y, w) = µ˜(y, w∗) = µ˜(y′, w′) = µ˜(y′′, w′)
(6) Conditions 2–5 also hold with T and T¯ interchanged.
Then T and T¯ are type 2 edge transport functions.
Proof. It suffices to prove this for T , since our assumptions are symmetric in T
and T¯ , and since pair(pair(T )) = T . To verify statement 1 of Definition 8.7, we’ll
split into two cases. Let y, w ∈ D with µ˜(y, w) 6= 0 and assume first that |T (y)| =
|T (w)| = 2. For this case we’ll use assumption 4 of our proposition. From equation
(a) of assumption 4, we have that either µ˜(y′, w′) 6= 0 or µ˜(y′, w′′) 6= 0. Without
loss of generality we can assume the former. Then set y1 = y
′, y2 = y
′′, w1 = w
′,
and w2 = w
′′. From equation (b) of assumption 4, we have µ˜(y′′, w′′) = µ˜(y′, w′).
So this gives statement 1 of the proposition.
Next assume that |T (y)| = |T (w)| = 1. Our assumption 6 says that have as-
sumption 5 with T¯ in place of T . Let’s introduce some new letters to avoid the
overlap. Set x = T (y) and z = T (w). Then, let T¯ (x) = {x′, x′′} with x′ = y
and T¯ (z) = {z′, z′′} with z′ = w. We have µ˜(x, z) = µ˜(x′, z′) + µ˜(x′, z′′). Given
Theorem 1.6 and our hypothesis that µ˜(x′, z′) 6= 0, we conclude that µ˜(x, z) 6= 0,
that is, µ˜(T (y), T (w)) 6= 0, as was to have been shown.
To verify statement 2 of Definition 8.7, since µ˜(y, w) = µ˜(w, y), we can without
loss of generality assume that |T (y)| = 2 and |T (w)| = 1. Then assumption 5 yields
the desired conclusion. 
Proposition 8.10. Let s, t ∈ S with st of order 4. Then Ts,t is a type 2 edge
transport function, with pair function Tt,s.
Proof. That pair(Ts,t) = Tt,s is clear from the definition. We’ll use Proposition 8.9.
The first three conditions follow from the definition of the maps. The next two
conditions are Theorem 3.2. 
Now, let’s prove the analogue of Proposition 6.11 for these maps. Our goal is
Proposition 8.12 and the propositions following it.
Definition 8.11. A function T : D −→ P(W ), with D ⊂ W , is left KL order
preserving if for x, y ∈ D with x ≤
L
y, we have the following:
(1) If |T (y)| = |T (w)| = k then we can write T (y) = {y1, . . . , yk} and T (w) =
{w1, . . . , wk} so that yi ≤
L
wi for all 1 ≤ i ≤ k.
(2) If |T (y)| 6= |T (w)| then for every y′ ∈ T (y) and every w′ ∈ T (w) we have
y′ ≤
L
w′.
We define similarly right KL order preserving.
Proposition 8.12. Let T be a type 2 edge transport function, with D the domain
of T . Assume in addition that D is a right KL interval set and that T is right
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τ-invariant preserving. Then T is right KL order preserving. Similarly, with left
and right interchanged.
Proof. Let y, w ∈ D with y ≤
R
w. By definition, there is a sequence x1, . . . , xn of
elements of W with x1 = y and xn = w such that µ˜(xi, xi+1) 6= 0 and τR(xi) 6⊂
τR(xi+1) for 1 ≤ i ≤ n− 1. Then y ≤
R
xi ≤
R
w for all 2 ≤ i ≤ n− 1, and so, since D
is a right KL interval set, xi ∈ D for all 2 ≤ i ≤ n− 1.
Suppose first that |T (xi)| = k for some k and all 1 ≤ i ≤ n. Then we can find
k sequences xj1, . . . , x
j
n for 1 ≤ j ≤ k such that µ˜(x
j
i , x
j
i+1) 6= 0 for all 1 ≤ j ≤ k
and such that T (xi) = {x
1
i , . . . , x
k
i } for all 1 ≤ i ≤ n. This follows easily from the
statement 1 of Definition 8.7, using induction on n. Since T is right τ -invariant
preserving, we have that τR(x
j
i ) = τR(xi) for all applicable i and j. Thus, each
sequence xj1, . . . , x
j
n demonstrates that x
j
1 ≤
R
xjn, as was to have been shown.
Now suppose that |T (xi)| 6= |T (xi′)| for some 1 ≤ i, i
′ ≤ n. Then given y′ ∈ T (y)
and w′ ∈ T (w), there is a sequence x′1, . . . , x
′
n such that y
′ = x′1, w
′ = x′n, x
′
i ∈ T (xi)
for 1 ≤ i ≤ n and µ˜(x′i, x
′
i+1) 6= 0 for 1 ≤ i ≤ n − 1. This follows easily from the
previous case and statement 2 of Definition 8.7, using induction on n. As in the
previous case, this sequence demonstrates that y′ ≤
R
w′. 
Proposition 8.13. Suppose T : D −→ P(W ), with D ⊂ W , is left KL order
preserving. Suppose we have x, y ∈ D with x ∼
L
y. Then we have the following:
(1) If |T (y)| = |T (w)| = k then we can write T (y) = {y1, . . . , yk} and T (w) =
{w1, . . . , wk} so that yi ∼
L
wi for all 1 ≤ i ≤ k.
(2) If |T (y)| 6= |T (w)| then for every y′ ∈ T (y) and every w′ ∈ T (w) we have
y′ ∼
L
w′.
Similarly, interchanging left and right.
Proof. Statement 2 is clear. So assume that |T (y)| = |T (w)| = k. Since y ≤
L
w,
we can write T (y) = {y1, . . . , yk} and T (w) = {w1, . . . , wk} so that yi ≤
L
wi for all
1 ≤ i ≤ k. Since w ≤ y, there is a permutation σ of 1, . . . , k such that wi ≤
L
yσ(i)
for all 1 ≤ i ≤ k. If σ is the identity, we are done. If not, still, some power of σ is
the identity, and we can use that to conclude that yσ(i) ≤
L
yi, and thus reach the
desired conclusion. 
Proposition 8.14. Let T be a type 2 edge transport function, with D and D¯ as in
Definition 8.6, and T¯ = pair(T ). Assume in addition that both D and D¯ are right
KL interval sets and that T and T¯ are right τ -invariant preserving.
Let C be a right cell contained in D.
(1) If |T (w)| = k for some k and all w ∈ C then T (C) is a union of at most k
right cells.
(2) If |T (y)| 6= |T (w)| for some y, w ∈ C then T (C) is a right cell.
Similarly, interchanging left and right.
Proof. Assume first that |T (w)| = k for some k and all w ∈ C. Fix x ∈ C and
write T (x) = {x1, . . . , xk}. Let Ci be the right cell containing xi for 1 ≤ i ≤ k.
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Let y ∈ C. By Proposition 8.13, we can write T (y) = {y1, . . . , yk} so that yi ∈ Ci.
That is, T (C) ⊂ ∪ki=1Ci.
Now suppose yi ∈ Ci for some i, that is, yi ∼
R
xi. Then, again by the previous
proposition, this time applied to T¯ , since x ∈ T¯ (xi), there is a y ∈ T¯ (yi) such that
y ∼
R
x . Now yi ∈ T (y), that is, yi ∈ T (C). Thus Ci ⊂ T (C). So T (C) = ∪
k
i=1Ci
Now suppose |T (y)| 6= |T (w)| for some y, w ∈ C. Choose y′ ∈ T (y) and let C′ be
the left cell containing y′. From statement 2 of Proposition 8.13, we see that T (y)
and T (w) are contained in C′. For any other z ∈ C, we have either |T (z)| 6= |T (y)|
or |T (z)| 6= |T (w)|, and so similarly, we have T (z) ⊆ C′. Now suppose z′ ∈ C′.
Since z′ ∼
R
y′, applying Proposition 8.13 to T¯ , y′, and z′, we can find a z ∈ T¯ (z′)
with z ∼
R
y. Then z′ ∈ T (z). We conclude that C′ ∈ T (C), and so C′ = T (C). 
As a consequence, we have these results for the B2 maps.
Corollary 8.15. Let s, t ∈ S with st of order 4. We have
(1) TLs,t is right KL order preserving.
(2) Suppose x, y ∈ DLs,t(W ) with x ∼
R
y. Then we can write TLs,t(x) = {x
′, x′′}
and TLs,t(y) = {y
′, y′′} (where possibly x′ = x′′ and/or y′ = y′′) so that
x′ ∼
R
y′ and x′′ ∼
R
y′′.
(3) Let C be a right cell contained in DLs,t(W ). Then T
L
s,t(C) is either a right
cell or a union of two right cells.
Similarly, interchanging left and right.
Proof. Proposition 8.10 says that both TLs,t and pair(T
L
s,t) = T
L
t,s are type 2 edge
transport functions. Proposition 8.5 implies that both are right τ -invariant pre-
serving. Proposition 8.4 says that both domains are right KL interval sets. So,
the conclusions of Proposition 8.12, Proposition 8.13, and Proposition 8.14 hold
for TLs,t. 
9. The Generalized τ-invariant, Part 2
In this section, we’ll give the more elaborate definition of the generalized τ -invariant,
this time for type 2 edge transport functions. Again, this is based on the definition
of [Vog79].
Definition 9.1. Let F be a set of functions each of which has domain a subset
of W and range P(W ). We define the left generalized τ -invariant with respect to
F as follows. Let w1, w2 ∈ W . We say w1 and w2 are equivalent to order 0 if
τL(w1) = τL(w2). For n ≥ 1, we say w1 and w2 are equivalent to order n, w1 ≈
n
w2,
if
(1) w1 ≈
n−1
w2.
(2) For every T ∈ F with w1 in the domain of T we have that w2 is in the
domain of T , and for every y1 ∈ T (w1), there is a y2 ∈ T (w2) such that
y1 ≈
n−1
y2. Similarly, interchanging w1 and w2.
We say that w1 and w2 are left equivalent to infinite order, or that w1 and w2
have the same left generalized τ -invariant, with respect to the set F, if w1 ≈
n
w2 for
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every non-negative integer n. We’ll write this as w1 ∼
GTF
w2. Alternate notations
are w1 ∼
GT
w2 or w1 ∼
GTL
w2, when F is understood.
Again, the main property that we need about the right generalized τ -invariant
is that (under the right conditions) it is a weaker equivalence relation than that of
being in the same left cell.
Theorem 9.2. Let F be a set of functions each of which has domain a subset of W
and range P(W ). Suppose that every T ∈ F is a right KL order preserving function
and suppose the domain of every T ∈ F is a right KL interval set. Let w1, w2 ∈W .
If w1 ∼
R
w2 then w1 and w2 have the same left generalized τ -invariant with respect
to F.
Proof. We will prove by induction on n that w1 ∼
R
w2 implies that w1 ≈
n
w2 for all
integers n ≥ 0. When n = 0, this is true by Proposition 1.5. Assume now that
n ≥ 1 and that y ∼
R
w implies that y ≈
r
w for 0 ≤ r ≤ n − 1. In particular, this
says that w1 ≈
n−1
w2, which is the first condition to be satisfied. For condition 2,
let T ∈ F with domain D. Proposition 6.2 says that w1 ∈ D if and only if w2 ∈ D.
By Proposition 8.13, for every y1 ∈ T (w1), there is a y2 ∈ T (w2) such that
y1 ∼
R
y2, and similarly interchanging w1 and w2. Then the desired conclusion
follows by induction. 
Remark. In general, such a F will include type 1 edge transport functions which
we regard as type 2 edge transport functions as in Remark 8.8.
Theorem 9.3. In the context of Definition 9.1, let F be a set of right Knuth maps
and right B2. maps Suppose y, w ∈ W with y ∼
L
w. Then y ∼
GTF
w. Similarly,
interchanging left and right.
Proof. For the Knuth maps, we have already seen this in the proof of Theorem 7.3.
For the B2 maps, this combines Theorem 9.2 with Corollary 8.15–1 and Proposition 8.4.

Let’s continue looking at past theorems using the generalized τ -invariant, as
motivation. We need to modify Definition 7.4 a little.
Definition 9.4. Let F be a set of functions each of which has domain a subset of
W and range P(W ). We’ll write ∼
F
for the equivalence relation on W generated by
F. That is, we have w ∼
F
y for every T ∈ F, w in the domain of T , and y ∈ T (w).
Again, by definition, if F is a set of left (resp. right) KL cell functions, then ∼
F
is
a stronger equivalence relation than ∼
L
(resp. ∼
R
). By Theorem 9.2, if F is a set of
right (resp. left) KL order preserving functions whose domains are right (resp. left)
KL interval sets, then ∼
L
(resp. ∼
R
) is a stronger equivalence relation than ∼
GTF
.
Ideally, we would like to find a left transport set F and a right transport set F′
such that ∼
F
and ∼
GTF′
coincide. In that case, both will coincide with ∼
L
.
As with type An, the ideal situation of a set F of left KL cell functions and a set
F′ of right KL order preserving functions such that ∼
F
and ∼
GTF′
coincide is achieved
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for type Bn and Cn. Here F is the set of left Knuth maps and left B2 maps, and
similarly F′ is the set of right Knuth maps and right B2 maps.
This theorem is proved in [Gar93b] as Corollary 3.5.6.
10. D4 Maps
It remains now to define the maps associated to Theorem 5.2, and to show that
they have the properties described in Section 8. We will then have the machinery
necessary to carry out (in future papers) the program of classifying left (and right)
cells in the Weyl group of type Dn.
Theorem 5.2 is a theorem about the relationship between µ˜ terms connecting
elements of type A and elements of type C. So, there are maps implicit in that
theorem. Let’s start by defining those maps.
Definition 10.1. Let DC ⊂ W be the set of elements of type C. Let i ∈ {1, 2, 4}.
Let Ti be the map which associates to a w ∈ DC the set consisting of the one or
two elements of type Ai which are in the same clump as w. Let D¯i ⊂ W be the
set of elements of type Ai. Let T¯i be the map which associates to a w ∈ D¯i the set
consisting of the one or two elements of type Ai which are in the same clump as w.
Note that T¯i = pair(Ti).
For applications, variations on that map are more useful. Next, we’ll define the
variations (following [GVJ92].) We’ll call the maps D4 maps. As usual, these maps
have a left and a right version. We’ll define the left version below, as usual omitting
the superscript L.
Please note, our terminology so far has been a shorthand. We’ve talked about
type C, etc. This so far has been left type C. There are also right type C elements.
Similarly we have right type A1 elements, etc. If the generators of the parabolic
subgroup are not labeled 1, 2, 3, and 4, (as for example in the Weyl group of type
E6) then we’d use different subscripts for our type A and B elements. That will
also be convenient in a situation where there are two (or more) parabolic subgroups
of type D4, as for example in affine D4.
Definition 10.2. Let i ∈ {1, 2, 4}.
(1) Let TD,i be the map which associates to a w ∈ W of type Ai the set
consisting of the one or two elements of type D which are in the same
clump as w.
(2) Let TC,i be the map which associates to a w ∈ W of type Bi the set
consisting of the one or two elements of type C which are in the same
clump as w.
(3) Let Ti,C be the map which associates to a w ∈ W of type C the set consisting
of the one or two elements of type Bi which are in the same clump as w.
(4) Let Ti,D be the map which associates to a w ∈ W of type D the set
consisting of the one or two elements of type Ai which are in the same
clump as w.
Notation 10.3. We will write DD,i(W ) for the domain of the map TD,i, that is,
DD,i(W ) is simply the set of elements of type Ai. We have an analogous notation
for the domains of the other maps in Definition 10.2.
We have an alternate characterization of the maps in Definition 10.2, analogous
to that of Proposition 2.5 and Proposition 3.5.
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Proposition 10.4. Let i ∈ {1, 2, 4}. Let j, k be such that {1, 2, 4} = {i, j, k}.
(1) If w ∈ DD,i(W ) then
TD,i(w) = Di,D(W ) ∩ {siw, s3sjskw, s3sjs3w, s3sks3w}
(2) If w ∈ DC,i(W ) then
TC,i(w) = Di,C(W ) ∩ {siw, s3sjskw, s3sjs3w, s3sks3w}
(3) If w ∈ Di,C(W ) then
Ti,C(w) = DC,i(W ) ∩ {siw, sjsks3w, s3sjs3w, s3sks3w}
(4) If w ∈ Di,D(W ) then
Ti,D(w) = DD,i(W ) ∩ {siw, sjsks3w, s3sjs3w, s3sks3w}
Proof. Let’s prove 3 first. This is actually clear, by examination of Figure 16,
Figure 17, and Figure 18. If w is of type C, we see that the one or two elements
of type Ai in each clump are in the set {siw, sjsks3w, s3sjs3w, s3sks3w}, and that
the other elements of the set are not type Ai.
For statement 2, if w is of type Bi, the figures cited above show that the one or
two elements of type C in each clump are in the set Sw = {siw, s3sjskw, s3sjs3w, s3sks3w}.
The figures don’t display all the other elements of the set. However, notice that
the four elements ofW0 which we’re multiplying w by to obtain Sw are the inverses
of the elements used in statement 3 to go from an element of type C to an element
of type Bi. So, if multiplying w by of them led to an element of type C which is
not in the same clump as w, then the inverse would lead from that element back to
our w of type Bi. But we’ve already seen in the previous paragraph that from an
element of type C, you only get to the elements of type Bi which are in its clump.
So, therefore, none of the other elements in Sw are type C.
The arguments for statements 4 and 1 are the same, starting with statement
4. 
here are some properties of the D4 maps, which we’ll need either in this paper
or in future papers.
Proposition 10.5. Let w ∈ W . Let i ∈ {1, 2, 4}. Let j, k be such that {1, 2, 4} =
{i, j, k}.
(1) Let T be one of the maps of Definition 10.2. Let w be in the domain of
T . Then T (w), consists of one or two elements. Furthermore, we have the
following.
(a) If T (w) = {w′} then T (w′) = {w,w′′} with w′′ 6= w and T (w′′) = {w′}.
(b) If T (w) = {w1, w2} with w1 6= w2 then T (w1) = T (w2) = {w}.
(2) If w is of left type C then
TL3,j(T
L
i,C(w)) = T
L
k,D(T
L
3,k(w)).
In particular |TLi,C(w)| = |T
L
j,C(w)| = |T
L
k,C(w)|, and similarly with D in
place of C.
(3) If w is of left type C and if TLi,C(w) = {w1, w2} (where possibly w1 = w2)
then
w2 = (T
L
k,3 ◦ T
L
3,i ◦ T
L
j,3 ◦ T
L
3,k ◦ T
L
i,3 ◦ T
L
3,j)(w1).
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If w is of left type D and if TLi,D(w) = {w1, w2} (where possibly w1 = w2)
then
w2 = (T
L
3,k ◦ T
L
i,3 ◦ T
L
3,j ◦ T
L
k,3 ◦ T
L
3,i ◦ T
L
j,3)(w1).
(4) We have the corresponding statements with right in place of left.
Proof. This can be seen by inspecting Figure 7, Figure 8, and Figure 9, taking into
account Proposition 4.7. 
Now, we’ll connect our maps to the theorems of the last two sections.
Proposition 10.6. The maps Ti and T¯i are type 2 edge transport functions.
Proof. The first three conditions (for Ti and T¯i) follow from the definition of the
maps. The next two conditions (again for Ti and T¯i) are Theorem 5.2. 
To prove the same for the functions of Definition 10.2, we’ll relate those functions
to the ones of Definition 10.1.
Proposition 10.7. Let i ∈ {1, 2, 4}. Let j, k be such that {1, 2, 4} = {i, j, k}. We
have:
(1) Ti,C = Tk,3 ◦ Tj
(2) TC,i = T¯k ◦ T3,j
(3) Ti,D = Ti ◦ Ti,3
(4) TD,i = T3,i ◦ T¯i
Proof. This is clear from the definitions and the diagrams Figure 7, Figure 8, and
Figure 9, using also Proposition 4.7. 
Proposition 10.8. The functions of Definition 10.2 are type 2 edge transport func-
tions.
Proof. We’ll use Proposition 8.9. Note that Ti,C and TC,i are pair functions, as are
Ti,D and TD,i. Conditions 1-3 of Proposition 8.9 are stated in Proposition 10.5–
1. So, we just need to show that conditions 4 and 5 hold for all the maps T
listed in the proposition. This follows from Proposition 10.6, Proposition 10.7, and
Theorem 2.8. 
Now, let’s check the other properties of these functions.
Proposition 10.9. Let D be the domain of one of the maps in Definition 10.2.
Then D is a right KL interval set. Similarly, with left and right interchanged.
Proof. This is just Proposition 4.5. 
Proposition 10.10. Let T be one of the maps in Definition 10.2 or Definition 10.1.
Then T is a left KL cell map.
Proof. This follows from Proposition 4.8. 
As a consequence, we have these results for the D4 maps.
Corollary 10.11. Let T be a let D4 map with domain D. We have
(1) T is right KL order preserving.
(2) Suppose x, y ∈ D with x ∼
R
y. Then we can write T (x) = {x′, x′′} and
T (y) = {y′, y′′} (where possibly x′ = x′′ and/or y′ = y′′) so that x′ ∼
R
y′
and x′′ ∼
R
y′′.
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(3) Let C be a right cell contained in D. Then T (C) is either a right cell or a
union of two right cells.
Similarly, interchanging left and right.
Proof. Proposition 8.10 says that T and pair(T ) = Tt,s are type 2 edge trans-
port functions. Proposition 8.5 implies that both are right τ -invariant preserving.
Proposition 8.4 says that both domains are right KL interval sets. Then the con-
clusions of Proposition 8.12, Proposition 8.13, and Proposition 8.14 hold for T . 
Finally, we can conclude
Theorem 10.12. In the context of Definition 9.1, let F be a set of functions con-
sisting of some combination of right Knuth maps, right B2 maps, and right D4
maps. Suppose y, w ∈ W with y ∼
L
w. Then y ∼
GTF
w. Similarly, interchanging left
and right.
Proof. For the Knuth maps and B2 maps, we have already seen this in the proof of
Theorem 9.3. For the D4 maps, this combines Theorem 9.2 with Corollary 10.11–1
and Proposition 10.9. 
11. Other Maps
There are other maps implicit in the situation of edge transport pairs. Though
we won’t make use of them, they appear elsewhere in the literature. Vogan defines
maps called Sαβ in Definition 4.6 of [Vog80]. Lusztig in Section 10.6 of [Lus85]
defines the analogous map as w 7→ w˜. These maps are defined in relation to the B2
maps. We’ll make the definition here in the more general context of type 2 edge
transport functions and show the maps’ properties. The definition and properties
will then also apply to the maps defined in Section 10.
Definition 11.1. Let T , T¯ , andD be as in Proposition 8.9. We define an associated
map U : D −→ D as follows. For w ∈ D, if |T (w)| = 2 then U(w) = w. Otherwise,
let T (w) = {w′}, and let w∗ be such that T¯ = {w,w∗}. Then we set U(w) = w˜.
Remark. With U as in Definition 11.1, we have U−1 = U . Also, Vogan uses the
notation S with a subscript for the associated maps. For us, with that convention,
we would start with a map Ts,t, with st of order 4, and write Ss,t for the associated
map. Similarly, we can write SC,i, etc., for the maps associated to D4 maps.
Remark. Let T and U be as in Definition 11.1. Since U has the same domain as T ,
if we start with a map T whose domain is a left (resp. right) KL interval set, then
the domain of the derived function U has the same property.
Proposition 11.2. Let T and U be as in Definition 11.1. Then U is a type 1 edge
transport function. If T is a left (resp. right) KL cell function, then so is U . If T
is left (resp. right) τ -invariant preserving, then so is U .
Proof. To see that U is a type 1 edge transport function, we use conditions 4 and 5
of Proposition 8.9. That is, let y, w ∈ D. If U(y) = y and U(w) = w, then clearly
µ˜(U(y), U(w)) = µ˜(y, w). If U(y) 6= y and U(w) 6= w, then µ˜(U(y), U(w)) = µ˜(y, w)
follows from condition 4 applied to pair(T ). If U(y) = y and U(w) 6= w, then
µ˜(U(y), U(w)) = µ˜(y, w) follows from condition 5. Also, since U−1 = U , we know
that U is an injection.
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To see that U is a left KL cell function when T is, note that if w ∈ D with
U(w) = w∗ 6= w, then T (w) = T (w∗), so w ∼
L
T (w) ∼
L
w∗. We show similarly that
U is left τ -invariant preserving when T is. 
Corollary 11.3. Let T , U , and D be as in Definition 11.1 Assume in addition
that D is a right KL interval set and that T is right τ -invariant preserving. Then
U satisfies the hypotheses of Proposition 6.11 and of Corollary 6.12. In particular,
we have their conclusions for U .
Proof. Mostly this follows from Proposition 11.2. For Corollary 6.12, we also note
that U−1 = U . 
Remark. This replicates Theorem 4.8 of [Vog80] when W is a Weyl group, and part
of Proposition 10.7 of [Lus85].
12. Techniques of Strings and Clumps
In section 10.5 of [Lus85], Lusztig describes the technique of strings. The tech-
nique of strings is just the application of Theorem 2.2 or Theorem 3.2 to start
with a known edge in the W graph (for example one given by multiplication by
an element of S) and deduce from it and the theorem the presence of a hitherto
unknown edge. With good luck, this new edge will be one which contributes to the
equivalence relation ≤
L
.
A simple example of this can be seen in Figure 7. Write w for the element
of type C at the bottom of such a picture. Then s3w and s1s3w are connected
by multiplication by an element of S, namely s1, so µ(s3w, s1s3w) = 1. Now,
w = T4,3(s3w) and s4s1s3w = T4,3(s1s3w). From Theorem 2.2, we can then deduce
that µ(w, s4s1s3w) = 1. This is one of the gray edges shown in Figure 7. This edge
has the property that τ(s4s1s3w) ( τ(w), and thus shows that s4s1s3w ≤
L
w, and
thus that the middle six elements are in the same left cell as the bottom two.
Now let’s look at an example of using the analogous “technique of clumps”. This
example is in the Weyl group of type E6. We’ll use a standard numbering of the
nodes of the Dynkin diagram, as shown below.
1 3 4 5 6
2
Let w = s1s3s1s5s6s5s2. Figure 32 shows part of the left cell containing w, with
w the element at the bottom of the diagram.
The elementw is of type C for the parabolic subgroup generated by {s2, s3, s4, s5},
and is part of a clump of size 10, all of which is shown in the diagram. Then s3s4w
is type As3 , as is y = s1s3s4w. The element y is in a clump of size 14, only four of
whose elements is shown in the diagram. The element of type C in the same clump
as y is s5s2y and is shown in the diagram. We have obviously µ(s3s4w, y) = 1.
Since the clump containing s3s4w and the clump containing y have different sizes,
Theorem 5.1–2 applies and says that µ(w, s5s2y) = 1. (This is the curved edge
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s1
s2
s3
s4
s5
s6
Figure 32. E6 Example
shown in gray on the left in the diagram.) In particular, we can conclude that w
and y are in the same left cell.
The technique of strings is used for example in [Lus85] and [Be´d86] as part of
their work computing left cells in certain low-rank affine Weyl groups. It’s hoped
that the edges transport theorem of this paper can have similar applications.
The two-sided cell in the Weyl group of type E6 containing the elements shown
in Figure 32 is in many ways analogous to the two-sided cell in D4 which is the
subject of this paper. Hopefully one can prove an edge transfer theorem for the
E6 cell as well. I think the methods of this paper should work there in principle.
However, the E6 cell is a lot larger than the D4 cell, so the parts of the D4 proof
which go case by case would be harder to carry out in practice.
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