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in a Polygonal Domain 
1. Introduction 
In the linear theory of elasticity, where the usual relations 
are satisfied, the displacements !~C.~) = (u1 {~), u2 (.~)) T of a 
twodimensional b~ly a with the boundary ao are given by the 
following sy~tcru: 
ll /\~ {X) ... (A.+t-L )grad div ~(~) 
-
-f(?i) 
for X 
- (xl,x2) 
!:!_(X) = g(x) 
for ~ c rr.: (X}, 
6 (!~ C~))-tt( X) ... R<J$.) ~(X) = !.<.~> 
for x c 00\r, 
T ( a, ( 1. 1) 
( 1. 2) 
( 1. 3) 
f(~) = (f 1 (~),f2 (x))T i:; t.lw vcct.qr of the voluror.: 
force~;, ~ ( ~) . -::: ( t 1 ( x), t 2 ( x)) T is the vector of the surface 
forct::;, J.. tlnd p arc: tht: Lame's eow;tnnts, which nre 
iwlr4·•.:;nd~.:n.t JJf ~ (fur ~;implicity), i'l(x) = (n1 <::s>.n2 {x})T is 
th(: •.mi t vc:ctor c:;f the outward normal to ;xl\[" at the point 
.1:;. 6 (_!.:! ( ~) ) = ( 6 . . ( u ( :-:) ) . . -1 , lJ-- l,J- •'- i::; the strcs~ . t.cnsur wi t,h the 
::lu. ( x) 
6 .. (IJ(X)} ::. ~ ( Q -lJ - - '{ I o j 
:)u . ( x) J -
- ) + ldiv u(x)G.J .. ;)·· - - l . 
. •'-1 
wbu r•:: C .i j tlt.."£1u t.r.::; tb'.: Krr.Jtlf.:l...:kt.: t· :;y roLu 1, R ( £,;.) -=. ( R i k { .::.;_) ) 1 , k -=1, 2 
i:.:; u. m.atri~( ·~itb .ll'.Junf..:t_!;.1tivr..: t-::l•..:mont~; which de:;cribcs 
~;um•..:· ldw.l uf ~:lu:;Ljt; n.:~;.i~;law.:c· lu l.br.: mo-vement. of ~ U!Ju 
_!!(~) = (~~l(Y.),gz(x))T . (.j['(; u.r.: l-'1" (: :Jl: 1'.il~t:u di:Jt-•la(;f.:lll(:r.t.~; OH r. 
Zl 
0 is a polygonal domain with the boundary ~ = u r. u r., j(Jl J j(J2 J 
where rj are the sides or pieces of the sides of. the polygon 
~ such that, r .;:. u £' • J ~\£' .;: u C' • j(Jl J j(J2 J 
(see Fig. 1 where J 1 ~ {1,2}, J 2 = {3,~,5}). 
Besides that pl~1e problems are of their own interest, their 
study is also very important if Q is a threedimensional domain 
with edges, ~.g., if C is a polyhedral domain (see [9]). 
-
"[·· 
------
+ .,..., ,... 
Fig. 1 
P. Gr isvat·d ( 1] alt·cady studied the bohav ior of a solution 1! 
of (1.1),(1.2),(1.3) in a nci"hborhood of a corner point or of a 
point, wtwn.: the.: buuudury cow.lit..ion:; chungc. lie funuulut.cd hi~ 
results withrJut pt·oofu in f(.>r:m l.)f ·~xpansions near thes~ "bad" 
bouttdary ~oint,~. In 1-t.h;. pai>cr we .I:' rove the regularity rcsul ts 
usina th•3 t.l-u3ory uf V.A. Kt'Jndt·at'cv [4], [3) and of V.G. Maz' ja 
u.wl D.A. l'lumcncv::;kij [O],[g). Moreover we cnlcululu uumcrically 
the aeneral ized eigenvalues of a parameter problt'~m, which deter-
mine the. regularity properties of the solution. 
In particular we are interested in the investigation of the 
regularity of the weak solution of problem (1.1), (1.2). {1.3). In 
order to introduce the definition of a weak solution we restrict 
ourselves to the case that &(~) = 0 on r. We consider the 
classical Sobolev space 
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w1• 2 co) = {u: flull = ( I J ID'~'ul 2dx >1/ 2< ooJ, 
11"1<;1 0 
where Y = (y1,y2) is a multiindex of the length IYI = 1"1 + y 2, 
..,·.)0 
l are integers apd 
al'tl D 't = -...;;;, __ _ denotes the derivative in 
the distribution sense. Let be 
V -= closure of {y c ~<O>x~<O>, Ylr : 0} 
in w1• 2 co> x w1• 2 co>. 
VxV for the system 
( 1. 1) and of an 
anc.l intcgro:ting by 
We introduce a symmetric bilinear form on 
(1.1) considering the scalar product of 
arbitrary element y ( V in L~(CJ>xL2 (0) 
parts: 
f 1 au . -· au . av . av . a(y,y) = n •. ~1 2(~l!(~ 4 3x~><ax~ +~}+<11-vy divy]dx 
u l,J-. l J J 1 
( 1. 5) 
Definition 1: The vector function -'::!. c ·V is ~ weak solution of 
the problem (1.1),(1.2),(1.3) if 
a(.Y_,.!) = (H,y) = J I fi(x)vi{x)dx +J ._~1 2ti{~)vi~)ds o i:t, 2 - - - ~\r 1.-~ , . 
- J I Rik(~)uk(~)vi(x)ds for all y ( V, (1.6) 
~l\r i.. k=1, 2 
provided f i" t.i and Rik arc such functionti that li iu from 
the dual spac~ of V. 
It is well known (12] that an uniquely uctt:rwirwd weak solution 
y ( V exists, if the bilinear form a(~,y) io bounded on VxV 
and if it is V-coercive. These assumptions are satisfied if 
m~r > 0. If mesr = 0 then we consider instead of V Lhc 
factor space V/N, where N consists of all po~siblt~ rigid 
movements of ·the body 0, 
In this 
y c V/N 
case there e:xist.ta an uniquely 
if the solvability condition· 
dc.:'tt:rmlncd 
( 1. 7) 
:;ululluu 
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J
0
<f..J!.)dx + f
00
r<t y)-(R~ y))ds ::: 0 is satisfied for ally c N. 
The regularity problem is now: 
u c V of ( 1. 6 L if f, t and R 
How smooth is the weak solution 
are sufficiently smooth ? 
We w~ll give an answer in the following. 
2! A special problem in an infinite cone 
The analysis of the existence, uniqueness and regularity of the 
boundary value problem (1.1),(1 . 2),(1.3) is well developed, it 
the domain Cl is sufficiently smooth. Results in this direction 
are related to the work of many authors, in particular, to the 
publicatior.s of A. G. Fichera [2], A. I. Koselev [5], · 0. A. Lady-
zenska.ja and N.N. Ura.l'tseva (7]. The investigation of the 
regularity is a local problem. If Cl is a polygonal domain, a 
regularity principle works in the interior of the domain and 
J 
on aQ\ U U(OJ.), where U(OJ.) is a neighborhood of a corner 
j::l 
point or of a point Oj, where the boundary condition changes. 
Let us say that these points {0 } · are singular points j j::l, .•. ,J 
of exl. 
Thus we have only to investigate the behavior of the solution 
of ( 1. 1), ( 1. 2), ( 1. 3) near the singular points and to transfer the 
results to weak solutions. To this aim we choose one of the 
points 0 = Oj0 c {Oj}j=l, ... ,J with the·interior angle ~0, and 
we multiply the solution u. with a cut-off function 
T\.( I xl ) : 1'\.( rL where 0 ~ 1'\.(r) ( 1, 
{ 1 for ~r(6, 1\.(r) 
0 for. r~26 , 
(2.1) 
and Tt.(r) ( ~(0,011). The number 6 is so small that no other 
singular point on · ~ lies in the circle {x: ' 36}. We 1~1 
derwte w = TLU = ('fLU 1, TtU2) T. Let K · be the infinite plane cone 
...... with the vertex 0, the angle ~0 and the sides 
(see Fig . 1). Then we have 
v.6)!(X) + (kt"' )grad div w(~) = F(x, y(~)) . in K, 
~(x) = G(~~~(~)) on "f-+ u "f • 
or 
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and "f 
(2.2) 
(2.3) 
(2.4) 
-on '( ~ 
(2.5) 
and 
and 
right band sides L G and _1 are given by . .f~ S. 
by terms depending on the unknown functions u 1 1J,; 
"" 
~'Ye W)W f!JI·gct frJr ::;ornG thr;;rJrctical r;on:J ide rat ir)ns 
type: of t.tH.: right, hunJ !.i ide:.. uf ( 2. Z L ( 2. 3 L ( 2. 4) 
con::;idcr for arbitrary given rittht band · sidr~::; 
~pe~iul problem in -tbv ii~finitc ~.;ur10 ~: 
F(x} 
--
U1 K, 
thr.:: ;'.>pr;G ial 
i .. md ( 2 . ~ ) und 
th•:: fol hiwing 
- Q(~) on y+ •J '{ , 
(2.6) 
(2.7) 
or 
or 
HG now intrcduce 
G~t l' = I_; r. t111U 
on 
..... 
.... ) 
' I f 
-
; 
..... r! 
" 
I 
'· 
[ - ( '" ' •. ) ' .u , . . ' = T ( .!..·.: ) J _!!. \~ J n \.;);..) -
,. ( "'I · · ' ' u ( ·• ) - 'T' I .. ) 
..... !:!. \~J) ' n. .:!. - ~ \,~ 
the p0La.r crJocdir1•J.t.e~ :·:1 -= 1 ;.,,.)~;v>, 
t.l,r_; ( ; t.Hhi, j ( :.-\, li't:JU.L .i•..;t: t.L Ult~fu.l IO 
(2.0} 
t .2. 0) 
(~ . 10) 
These transforms (joining together we have the Mellin transform) 
yield . r~r ::: ~ __.,. iz ::: a. The transformed boundary . value 
problems (2.6),(2.7),(2 . 8) and (2.9) have the following· form: 
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2 2 2 . 
f.l(a h 1+hi)+(A.-+1l){h1[<2 -a)cos2w"1-1 + hi(1-a)sin2w 
2 
+ hi ( ~ - ~cos2(c)) + h 2 <2 -a )sfn2w 
+ h2(a-1)cos2w + h2(- isin2w)}::: K1(a,w). (2.11) 
2 2 ~(a2h2+h2> + (!+~){h2((- 2 +a)cos2w + 2 ] + hz(a-l)sin2w 
1 1 2 . 1 
+'h2(2 + 2cos2w) + h1 C2 -o)sin2w + hi(a-l)cos2w- hi 2sin2~} 
:: ~(a,<a>) for 0 < w < w0 , 
h(a,<J>) ::: L*(a,<a>) ( .. _ •• for w::O and ...... for w=<.>
0
L (2.12) 
+ 1 -h(•,(c)) .= L (a,<a>), hi + ah2 =- ~L1 Ca~w), 
~(()lh 1 +h2) + 2\1h2 :: ·-L2(a,w), (2.13) 
1 - . -hi + ah2 = ~L1 (a,(c)), A(ah1+h2) + 2~h2 = -L2(o,w). 
ah1 (A.+"* )cosw0 s!nu>0 + Oth2 ( (.l~·) ~ in2w0 ;.a) + hi ( -( .t+l-l) s in2~0,..) 
+ h2C.l+~)co~0si~0 = Lt(a,w), 
ah1 (~-(.l+~)cos2w0 ) + _ah2 (-(~+.t)cosw0sinw0 ) 
L±(a,w) = i<r.!*) with 
or (2 . 14)., 
(2 . 14) 
in (2.13) 
and 
with w = w0 , y- denotes the side of K with w = 0. 
3. The regularity theory fn weighted Sobolev spaces 
In section 2 the following qu~stions occur.: In which spaces is 
the complex Fourier transform (or the Mellin transform) well 
defined ? What can we say_about the inverse transforms ? Which 
properties of the transformed problems (2.11), (2.12), (2.13), 
(2.14) determine such properties as solvability and regularity 
of the pro}?lems (2. 6), (2. 7). (2. 6). (2. 9) ? 
The introduction of weighted Sobolev spaces is useful for 
answering these questions (see (3, 4, 6, 9]). 
Let be 
(3.1) 
the closure of the set 
supp v n M = ~} for M 
CM<K) = { ·v ( ~(K), supp v bounded, 
= {0} with re~pect to the norm 
and let be 
or 
the spaces of traces, defined as 
vk,p(K,D)/Vk,p(K,D,y±), where 
~ 
~±(K) with respect to the norm 
'{ 
(3.2) 
{3.3) 
the factor spaces 
vk,p(K,D,'I'*) is the closure of 
(3.2). 
The space vk,p{C,D> is defined analogously to vk~p(K,D) . 
Furthermore we use the notation X x X = x2 for a space X. 
We denote by A{Dx) tho matrix-differential operator of the 
system (2.6), that means 
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2 2 a2 ( (.t-t2~J)~ + 6 <~·~>ax ax ) axl ax2 1 2 A(Dx) = (3. 4) 2 2 2 
(.l+ ) 3 (.l+2~J)Q_2 + a v.-l.l axl 3x2 
ax2 ax2 1 
and by B(Dx> the boundary operators of (2. 7) or (2.8) or 
(2.9); e.g. for (2.9) we have on 't+ and 't 
· a a 
"-crx2 nl + ~-'"dxl n2 ~~lnl + (2~+~)~2n2 .) 
We consider the operator 
here 1 < p < ~. 1 ~ 0, m~ and m 
orresponding boundary operators on 't+ 
·ri~u fur ~he system (2.11) shur~ly 
are the orders of the 
-or 't . Furthermore we 
md for "the bout1dary conditions (2. 12), (2.13) or (2.14) 
for w = ·0 and w :;. tt>0 • 
~e consider "the corresponding opera-tor 
O(u,Dw) : {A(~,Dw),B~(a,Dtt>)};[W2,2(I)]2 
~ [L2(I)]2 x "«:2 x d:2 , where I= (O.w
0
). 
rhe inverse Fourier transform is given ·by 
where h :::. Im :& = -Re .:.. 
(:3.6) 
(3.7) 
, . 
It is well defined for solutions ·of :the boundary value problem 
a{u, D,J)H:~(OI' w) ~ {K(oe, (J.)) 'L± (u, w)} provided no .. eigenvalue" of 
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<l(a,Dt.t>) is situated un the line Re = -h = -.0-2/p+2+·1 (see [6] 
for one equation or [8] for a system).· Let us give the defird·· 
tion of an eigenvalue of a(a,D~): 
Definition 
aca~, Dw> 
~0(1)10'~} 
2: The complex number a = a 0 is an eigenvalue of 
if there exists a nontrivial soluti•Xl 
c [W2• 2 (!)] 2 of a( • .Je,D~)e(Ot,t.U}I _ = 0; e 0 (,;t
0
,w} is an 
- oe~o . - -
eigenvector function of 
1 . 
vector function Q (a0,~) 
Q(,:x, Dw> with respect to a 0 • The 
is an associaLe vector function to 
(jfl) and e 0 if 
{3.8) 
The following solvability arid regularity theorems are formulated 
in [8]. 
Theorem 1 {Solvability): The operator {3.5) is an isomorphism if 
and only if no eigenvalue of a(a, D,.u> lies on the line 
Re a = -Jl-2/p+2+1. 
Theorem 2 (Regularity): Assume that the right hand side of {2.6) 
I<~> from [V1'P(K,jl)J2 n rv1 ',p'(K,jl')) 2, the right hand side 
of {2.7) or (2.8) g(~} from rv1+2-l/p,p('(:t,Jl)J2 n 
rv1' +2-1/p' ~ p' ('(:t, jl')] 2 and the right hand side of ( 2. 8}. or 
{2 . 9) I<~> from rvl+l-l/p,pC'1:t,D>l2 n rvl'+l-l/p',~'c~±,D'>l2. 
If no eigenvalues of a(Of,Dt.u> lie on the lines 
Re •:ll-:: ·-h = -D-2/pflf2 . and Re •:ll:: -h' = -D'-2/p'4-l'+2 and if 
the cigcnvn.lucs a 1, . . . ,aN are situated in the strip 
-h <: Re oc < -h', then the solution of {2. 6L {2. 7). (2. 8). (2. 9) 
.:! c [Vl+-2.'P(K,j3)] 2 allowr..; ' th£.: following c:xpu.m:oion: 
where 
N 
=! ! ! 
·~..:: 1 6.::1 k-=-0 
1'1" • 'l Y. ( r ~ 1u) C [ V ~ ' P ( K, J3 • ) ] ~. 
(3 . 9) 
0 0 
=dim ~puu{~t<·~~,w), ... •.!i.r (•.Av,(l>)} 1~; C.lu.: num\..tcr· uf Lht; liw.:;u.r--
·~ 
ly independent eigenvector functiun~ to av, 
1 if ·an associate vector function exists 
else, 
are constants ·and 
( 3. 10) 
are the so- called "singular" vector functions. 
Remarks to the proof of Theorem 2: The structure of the singular 
vector functions can be explained by the following consideration 
([4, 6]): The inverse Fourier transform of the right hand sides 
. . 
of · (2.11), (2.12), (2 . 13), (2.14) or sho-rtly of (3 . 6) can · be 
written as 
Th~ first and third integrals· tend to ~- for ~; the second 
integral yields v(r,~) and the calculation of the residuae 
. -
yields the singular terms. • 
We now go back to the problem (1.1), (i.2), (1.3). The follo~:ng 
lemma can be proved analogously to that which is formulated in 
(6] for one equation : 
Lemma. 1 : Let. ~ be a solution . of ( l..ll, ( 1. 2), ( 1. 3) for the 
right hand sides !, JI and t. Assume ~ = fl.Y ( (Vl+2,p(K,tJ)] 2• 
~ ( [Vl,p{K,D)J2 n [vl',p'<K,D')]2, ~ ( [vl+2-1/p,p{y±,D)J2 n 
[vl'+2-1/p' •. P' (y~,D' )]2, ~ ( (Vl+1-1/p,p(y±,B)]2 n 
rvl'+l-1/p',P'cy±,D'>J2. It 
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or 
0 ' h ":"' h' ' 1 
h .h , > 1 and R(~) · th 0 t · 1s e -ma r1x, 
(3.11) 
(3.12) 
then the right hand sides of (2.2), (2.3), (2.4)~ (2.5) satisfy 
the · suppositions of Theorem 2, provided no eigenvalue of 
O'~.DU>) lies on the lines Rea = -h . and Rea =.. -h'. 
No b~t as corollary from Lemma 1 
Theorem 3 : Let u be a solution of the boun~ary value problem 
(1.1), (1.2), (1.3} for which the suppo~itions of Leiilma 1 are 
satisfied. Then the expansion (3.9} near the singular point 0 
holds: 
N 1v 66v 
:: l: l: ! c6 kv uk<6.~( r,w) + 1\Y( r,w), 
v=l 6=1 k=O ' " 
(3.13) 
where 'f\.Y ( rvl+2,p<K,D> 12. 
_4. The regularity of t.he weak solution!.i 
Let us consider the weak solution ~ c V defined by ( 1. 6). 
Again let be Q a singular point of de and ~ the correspor~ 
ding cut-off function dej_"ined by (2.1). We can use t.he result..u 
of section 3, if we can show that T~ ( v f1 [Vl~2 •P(K,.0)]2 for 
appropri~te right hand sides f, g, t and for some 1, p ai1d j) . 
Lemma 2 : Let be f. ( [ L 2 -( C, 1 +~ ) ] 2 , g = Q. and '!!, = 0 on ~ 
for a small real numl.Jor e > 0. Then it holdro for a weak 
solution u ( V of (1.6) that ~ ( . (V2• 2 (K,1•()] 2 . 
Proof: We follow the ideas of V.A. Kondr-at'ev [3]. Wu consider a 
sequence ·or domains Qk' k = 1, 2,. . . where Ck =- D n Rk' 
~ ·_ {~: _S;2k+l~ 1~1 ~S/2k}. For the real number C = 2u we 
consider a cut-off function ~ defined as in (2.1). We have 
~ Ok = K0 c . K. The usual rE:tgulari t.y thcorcmu yield fur 11·1 =- 2; 
J f ID~ul 2dx ~ C[ J J lfl 2d~ ~ J J. r-4 1~1 2dx], (4. 1) 
~ ~-lv~uCk+l Ok-1v~~+l 
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wh~re ID'tyl 2 = ID'tut"J2 + IDYu2 t2 . 
( S )2 (l+~) and estimate (4.1) 
We multiply (4.1) by 
7 
J J r2 (l+~>toYut 2d~' C( J J r2 (l+e)lfl 2d~ 
~ Ck-1uCkuCk+1 
+ J J r2(-1+e)lyl2d,!;). 
( 4. 2) 
nk-lunkunk+l 
Summing with respect to k we get 
JKf r 2 (l+e)IDYyl 2dx ( C{ JKJ r2 (l+~)lf1 2dx 
0 0 
( 4. 3) 
Let us consider the term 
( 4. 4) 
We write (4.4) in polar coordinates and use the Hardy 
inequality: 
Jw1f(t)t 2tE'-2dt ~ (2/1~'-11) 2 J"1f'(tll 2te'dt 
0 0 
for e' > 1 and f(.) =·0 . 
We have for y(r,w) = M(!) 
32 
J f r-2+2~+11Ti·~l2drdw , Jw~Jw r-2+2E+111iHI2drd<~> 
· ~ 0 0 . 
(I) · w ( J 0 (2/2e) 2 J r 2e1 ~ ~1 2r drd<~> 
0 0 ar 
'C J J r2e1~1 2 + r 2e(lgrad u112 
D--. sup~ 
+ lgrad u2 t
2dx 
' C lly; [W1• 2 (0) 12 11 2 
We now consider the cut-off function n for S ~ b/2 . Then for 
IYI = 2 it holds 
Remark: Lemma 2 works too if 
~~ t [V~/2,2<~*,l+e)]2. 
The following theorem follow!; itLtmediatcly from Lemma 2. 
/ 
• 
Theorem 4: Let u ( V be a weak solution of (1.6). Let be 
t > 0 such a !.imall real nuuitJer Lhat no cigenvalu~u of a(u, Dw) 
1 ie on the l ino Re •Jt = -t:. Furthermore we a~sume that no e igen-
values of U(u,D(J)) · litt on the lint: Rt: u -:. 1. We aS!;UUtG for the 
right hand sides of ( 1. 1)., ( 1. 2), ( 1. 3) that 11.f ( (L2 ( Kl] 2 , 
T~ c (V2 -l/Z, 2 (1±,0)]2 , and TL~ e [vl/Z,Z('f.t,O)J2 . Let. . U(x) be 
the 0-matrix. Tbcn ~ allowc tho expansiol'l (3.13) with 
TtY c [ w2, 2 <a> J 2 . 
Remarks to the proof: ·Theorem 3 yields that ~ c (V2• 2 cK,0)] 2 
and this means that '1\.V ( [W2 ' 2 (0))2 • · The condition . "R(~) is 
the 0-matrix" is unnecessary if the line Re a = 0 is free of 
eigenvalues of a(a,Dw>· In this case we have ~ ( [V2• 2 (K,l)J 2 
and 0 ~ h-h' ~ 1. • 
Our goal is to cal'.::'.1late the . functions / • .. {~.~ ( r, t») in t.he expan·-
sion (3. 13). Fc.H·m,.lla (3.10} ~h•.)w~; that we noed ttw knowlcdgcj of 
tho cic;!cnvalucn av and of the correspondin~ eigenvector func-
tions nnd ttStiO<:in:tc: vector functions of U(.:.f, D(J). We take the 
following action:1·: ~'k: d0ri,vf) ·the} general :-;Qh.ttion of the system 
(2.1~) with K1 (v,w) -: K2 (.~,(J}) = 0. Tt.c fundaUJurrt.al ~y:;lcm con-
:.;l::.;t.u tJf ftJ•.H: lln.l:ut·ly h.~.<.lt:J::>(:Wl(.;rtl- ~olut'luw,;,- ' .uuw.a;t.J.uuntly, wu 
determine the four arbi tr:1ry con~:;tant~; in the General ~olution 
in GUt..;h away t.btd .. nunlr-lviu.l ~;olulior.~ cxi:;t whiub ~atisfy t.bc 
ht.>rtH)£tt.:nc:rJu~.; LutJ.rvlar:r CIJndit.:.i('..>n:-; {2. 12L (2.13) or (2.14). 
Tbi::; lr:nck: tcJ t .. bc: ealculu1.ic1n C"Jf tbc :?:crw::; of Gorttc de;t,c:rminat,c=;. 
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Let us start: Every ve•}tor function :!.. = ( w1, w2 ) T which is 
solution of the system (2.6) with F(x) = 0 satisfies the 
-- -2 2 biharmonic equation in the following manner: A w1 = 0, A w2 = 0 
in K. Therefore we can use the inves~igations for the biharmo-
nic operator [6]. Thus we get for the solution h of the tH?mo-
geneous system (2.11): 
for (Jt * 0 
h(01 ·b)) - C {a) (COSO!<U ) + C . {a) (S il'loi(J)) ~ - 1 . -sitwU> . 2 COSot(J) 
( 5. 1} 
+ ·C3(a>(:~i~(:~~lw-Asinaw) + C4(a)(~~~~~=~~~+Acos~)-
for tJi -= 0 
b(o ) C ( 1) ·+ C (0) + C (2C .. sin2U>) + C (cos2U> ) (S 2 ) 
- ,U> : 1 0 2 1 3 -cos2w 4 -2~+sin2w ' · 
where c = t+3p. 
.. '"' 
(5.3) 
5.1 The Dirichle-t conditions 
We con!;;idcr -the Dirichlet eondition. h(a,w) = 0 for <.a>-::: 0 and 
(I}= ~o· There are nontrivial solutions (5~1) or (5.2) if the 
!ollowing·dct.crtnina~es vanit;h: 
(5.4) 
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Consequent 1Y1 the eigenvalues of O(a,D<a>) u.re the zeros of the 
equation 
2 2 
sin2a<a>0 
-~A~~~ 
= a G sin2<a> ' where G = < o. (compare [ 1] h (G-2)2 o ..,. 
for 01 ::0 
0 1 1 0 
-1 0 0 1 
~(0) = 
2C<a>0 +sin2<a>0 cos2<a>0 1 0 
-cos2<»0 -2Cw0 +sin2<»0 0 1 
:: 2 - 2cos2<»0 4C2~2 = 0. 0 
Consequently, sin2<»0 = C2<a>~ and this equation is only satisfied 
if <a>0 = 0. Therefore a= 0 is no eigenvalue ot O(o,D<»). 
Figure 2 and 3 show the distribution of the eigenvalues of 
Q(a,Dw> for the materials lead (G N -10) and concrete 
(G ~ -1. 5) for 0 ~ Re a < 3. The dotted lirtes indicate real 
eigenvalues, the ·full lines indicate the real parts of the 
comp~ex eigenvalues av = Re a,. + iim av and 
~ ::: Re a.., - i Im av. The corresponding eigenvector functions 
~~(a..,,<a>), •..• ~~(av,w) are described in the following lemma. 
Lemma 3: If a.., 
1.1>0 * 2n, then 
+ C4(a..,>~4 Ca..,,w) 
is a zero of ( 5. 4) for the angle U>0 , <»0 =t :n, 
IV = 1 and ei<·"v•w) = c3 (av>~3 (a.17,(1)) 
is an eigenvector function, where 
-( 1+'\,)sina..,w + sin,(a,.-2)U> 
Z4<a..,,w) = ( ) 
-cosa U> + cos(a -2)U> 
.., y 
(5.6) 
c3 ca..,) = -cosa..,U>0 + cos(a..,-2)w0 , 
c4ca..,) = -(1-Ay)sina..,~0 + sin(a..,-2)U>0 and (5.7) 
A _ 2£l.+3p.) 
--y - ( +~ )a.., • 
If U>0 = ~ or ~0 = 2~ then a.., = a..,(~) = v or. a.., = av(2n) = v/2, 
., = 1,2, •••• In this case we have I..,= 2 and 
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(5.8) 
are two linearly independent eigenvector functions. 
Proof: We calculate a nontrivial solution ~i<av,w> of 
Q(av' Dw)h(a,.,,tu) : Q, where _h(•Jev,~> is given by (5.1). 
(B~(u..,,Dw)h(av,w> ; 0. (w-: 0) implies that c1 (av) -; -C3 (avl 
and C2 (a..,) = -C4 (1+Ay). The condition (B+(a..,,Dw)h(av,w) = 0 
(<.t> = (u0 ) leads to the system of equations for £(a,_,) 
(5.9) 
where 
and C(av) = (C3(av), c4ca..,))T. Since the determinate of 
M(uv,(l)o) is equal to .D<a..,)in.{5. 4) and therefore vanishes, we 
can choose C3(a") and c4ca..,) _ as i_n (5. 7). Thus we get for ~1<~,(1)), given by (5.6), (consider a inste&d of a..,> that 
B+(a, Dw)~l(a,w) ::: M(a,w0 )C(a) = (Dba)) : 0 for a :: av. (5.10) 
If (1)0 = n or w0 ::: 2n, then the rank of the matrix belonging
to the determinate of (5.4) is equal to two and consequently we 
have Iv = 4 - 2 = 2. We can choos~ c3 (av) = 1, c4 ca..,) = 0 and 
C3 (av) = 0, C4 (a..,) = 1 and g~t (5.8). • 
We uow have to investigate, whether associate functions occur. 
M.A. Najmark [10] has proved some results abott.t the connection 
between the multiplici~y of the zeros of D(a) and the 
existence of associate functions for boundary value problems for 
ordinary differential equations. These results are also valid 
for our boundary value problem (3. 6), namely for 
Q(oe. D(J})Q(u~w)· = 0. Let m((JIY) be the multiplicity of the zero 
a" of D(od (formula (5.4)). 
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I.., 
~emma 4: It holds that I... ' ~ ( s6v + 1) = m ( av) . 
.. 6=1 . 
Corollary: There are only associate functions f.or the, ei'genvalue 
~..,, if m(ay) = 2 and IV = 1. If ~0 = fl or w0 = 2n then no 
associate functions exist. 
Lemma 5 describes, when m(av) = 2 and how the corresponding 
associate functions are to calculate. 
Lemma 5: If 
( si~o)2 . G-2 2 and ~ = <-a- cosa11~0 ) • 9 
sinav~o + 0, cosa11~0 + 0, 
functions to the eigenvalue 
then 
are 
The 
where is given. by (5.6) with a instead of 
(5 . 11) 
associate 
Proof: The equations (5 . 11) are valid if and only if D(Clfy) = 0 
and ~(a)la~ = 0 for -the angle. ~0. T~e associate functions v ~l<a11.~) are solutions of the boundary value problem 
1 · da{Clfv·D~) 0 d(a..,.D~)~ 1 {av,~> + dQ ~l{Clf..,,~> : Q, 
that means for ()f 
and 
=a v 
.. .. .. f 
- or <A> . .::: <A>,.>• 
·· ..... ·· for w = 0. 
( 5. 14) 
Sirtce A{a, D<A>>~!(a,w) = 0 
a..,, we get there 
for all a from a neighborhood of 
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Therefore the E:::qutttion ( 5. 13) i~ ~at-1sfit:d 
1 
.!11 (oe,w) 
d~~{oe,<a>) 
a;:; · at the point a = av especially . 
Now we consider 
B-{a;Dw>~1(a,w) : 0 
consequently 
·t,he equtttion ( 5. 14). We have 
for all u from a nciChbourhood. of 
for a = Qfv · 
Furthermore (5.10) implies 
- d 
-a;; 
d 
-a;; 
[M{Ot, w0 ) C(u)] J 01 :::0 v 
(D(uLO>Tf -01~.~ 
( 1D ( 01 ) 0) T I - = 0. 
C:JI ' 01-Qt -v 
for· 
again 
uml 
• 
Remarks: ( i) . The eigenvalues a . ., with m(C!."} = 2 and I., = 1 
are those points in Fig. 2 and 3, where the ~•..tll curve-piece::: of 
the complex eigenvalues f::i·t,a.rt or eud. In Fig. 4 tben: ia Jemun-
strated ' how these eigenvarues (we havo ne l.lt -= l.lt,~~ ita thi!J c.;asc) 
depend on different materials, -1 ~ G > -oo,· and on the t~.nglu 
. . 
Ct>0 , that means . a" = a 11{G,w,.)· The nutuLe-rir.g anJ Lhe Daur·k(:d 
direction of the curvE:::!I ·deseril>e t,hit:> conr.cc.;'Lion. 
(ii) · The associate functions, which arise if m(01.,) = 2 · and 
I.., :: 1, are not uniquely detcrrainc:d. Th~.: coult~iplh;atiuu by 
'honstants and the addition uf ull cig£mvec'Lor-fun~tion (5. C) lt1uJ 
_to other associate . function~. In tbe following we will !:H~C that 
this fact does not I)luy a role. 
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Let us summarize the results: 
Theorem!>: The singular functions (3.10) of the weak solution 
~ ( V of the Dir·ichlet problem have 'the fullowiug for·m: 
(i) If w0 '* n_ w0 • 2n and .a-., = ~v(G,w0) + 0 is u ~implo 
zero of D(a) (formula (5.4)), then only the singular 
function 
(5.15) 
arises, where ~~(av,w> i~ given by (5.G). 
(ii) If w0 :t= 1t, w0 * 2n and av : 01v(G,w1) ~ 0 is a double 
zero of D(u), ·then U1e !::Oingulnr fuuc'tiou~ 
u< 1>(r w) 
-o,v ' 
u< 1>cr w) 
-l,v ' 
occur, where 
by( 5. 12). 
is givun Ly ([1.6) 
( 5. 16) 
awl 
(iii) If w0 ::: R, t,h~n otv(G,n) -= uv(Jl) ~ ·", v- L 2, ... , artd 
no "proper" singular funct..ions exist. 
(iv) If 
and 
([1.17) 
Y,s:.!(r,w) .:= r 11/ 2o2(uev,w) 
h . 1 f t. II 0 ( ) i · (.' ( J)) arc t 0 Slrtgl.l ar unc 'lOW:i. 1.:;l'C .Ql o)l.11 ,•J> fJ.l'11 (;2 •..c.,,• 
are given by (5.6). 
P'roof: We have only to look for w0 ::. 1t. In this c:ase formula 
(5. 8) yields the eigenv:ector functions ei<•)!,,w>, i ~ 1, 2. Since 
~~~(r,w) : rei(a._,,w) are smooth vector functions, we can say 
no "proper" singular functions occur. · • 
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5.2 The mixed boundary conditions 
The solutions h(a,~), given by formula (5.1), have tb satisfy 
the boundary conditions (2.12) and (2.13), namely 
for ~ = (J) 0 and 
hi + orh2 ~ 0 and. A.{oh1 +h2) . + 2..,.h2 = 0 for ~ = 0. 
If. a += 0,, then there are nontrivial solutions if 
C0Sot<»0 s inottJ>0 cos ( •:J~-2 }w . 0 sin (or-2 )f.a>0 
-sin.Jr~0 COSoo.a>0 -sin (011-2 )f.a>0 -As inar.a>0 COS{a-2)(!) +ACOSOII~ 0 0 D(•Jr} ·-
0 2a 0 aA+2a-2 
-2""1J! 0 (..t.f-2'-") ( 2 -aA) -2..,.a 0 
0. (5 . 18) 
Th~ eigenvalues a.., of Ol(a, Dw) are the zeros af the equation 
~2:Jin2w (A.+v-)2 ..;_ (A-.._2..,.)2 
. ,., u 
SlULd(J)O· ~ {11~)(1t3..,.) 
For d .:::0 th·~ solution (5. 2) yields 
1 0 2c:<u0 + ~ in2w0 cos2w0 
0 1 -coti2w _,Cw + ~in2w0 ~(0 ) 0 " 0 .... 
0 0 2C + 2 0 
0 0 0 2 ( 1 · c} ( ..t ... 2..-} 
Therefore uc -:. 0 · i!:; no ci(!cnvaluc of · Ol(a, D,
1
,). 
Fi~. 5 and 6 
Ol(uc, Df.) f1.1C 
u.(; Jottud. 
r.;how the di~tribution of the eigenvalues of 
c 
-= -10 awl c ·~ -1. f) fu1 0 
' 
Ru u ~ 3. ~uin 
. 
liht.;!..i inti icutt.; n :al c i~;tcu val U(: !..i, the full 1 incs 
iru.lb;at•..: Llu.: real p<lrt:; •Jf tht: •;•.)mpl•}~ ciJt.mvalw.m •Jtv· 
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Lemma 6: If CJt" = o"(G,wr.>) is a ~ero of (5.18) then IV-::: 1 
and el(ut",w) = C3 (o")~3 (•;)tv,w) + c4 (Gel7 )~4 <~v'<a>) is an eigenvec-
1,or fuuc.;tiun -whcrc 
+~ ~ y 0 y 0 
( 
(-2 )..+2 u_- 1) co:::>Q w + cos{a -2)<a> ) 
- ( o:~~ ) .• : - 1) ( ~sir""-."'o) - sin(a.,-2 )"'o • 
-21:': 
(5.19) 
(5.20) 
Pr·oof: The r-ank of the ~uLrix belonging to "the determinate 
(5.18) i~ (;qual 1,o t.hrcc. Consequently Iv = 4 - 3 = 1. The 
idea:J of the proof are tbe same ones as of the proof of Lemma 3. 
We com; idcx: b ~ o", w), given by ( 5. 1), and determine the constants 
Ci(av), i: 1, ... ,4, in such a way that B±<av,Dw)h(av,w> = Q. 
The condition B-(ov,D~) implies that 
c1 <ov> = c3 ca,><(ri!)!ll)- 1) and c2 cav> = c4ca~><(l~~~o - 1). ~ , 
This leads to (5.19). 
+ The condition B h,(oe",(l)) :: Q yields c3 (av) and c4 (av) as in (5.20) and it holds that· 
• 
We now look for the associate functions. 
Lemma 7: 
(i) If m{av) = 2, then associate functions exist. 
( i i) Tbo equations 
•-:1."''> 0 s in.:.1,,J> 0 c6s•;)t .• ,ll} 0 -:: sin 
2avw 0 
14 
2 
_ bG-1~ (G- ) 
(5.21) 
(5.22) 
(iii) Associate functions to .the ei~cnva.lues of Cl(u.~> D
1
v) arc 
~~(al',w) = i; !:7(a,w) lat-:=.:x , 
l~ 
where ~l(at,w) is given by (5.19) with ut 
{5.23) 
instead of 
Proof: ,The assertion (i) follows immediately from Lcmrcan 4 . The 
equations ( 5. 22) . are satisfied if and only if 
D(atv) = D'(uv) = 0, where D(at) is given by (5.18). The proof 
of assertion (iii) is analogous to that of Lemma 5. • 
Remark: The eigenvalues 
points in Fig. 5 and 6, 
•Jt.l~ with m(•.Jfv) ~ 2 are again 
where the full curvt.)-pioG•33 of 
t.tw doLt.cd c.;urV(;;S of t.be c:omplex eigenvalues meet 
those 
the 
t ·eal 
eigenvalueu. 
Summarizing our re~ults we get. the following theorem. 
Theorem 6: The s ingu,ar functions ( 3. 10) cJf lhc we:ak ~olut ion 
u ( V of . t.he mixed boundary value prol>leut blivt:: tbc follow.i11!!' 
form: 
( i ) ~ f a v = 01 .~, ( G ,·.w 0 ) i ~ a u imp 1 c ~ <.: I'<J o i 
(5. 18)), , t,hcra only Uac Giu~ulttr fuuc.;t.ion:.; 
arise, wbcr·e 
(ii) If uv = uv(C,w0 ) 
singular furtcLiur1:.; 
( 1) 
u0 , .~( r .. w) 
is' given ~Y (5.19) . 
is a duuLlc ~cro of 
D{u) ( forwula 
(5.24) 
D(uL the:n Uw 
{ r: f")r,) .).~..o.J 
'l I) ( ' occur, Wt~r·u c 1 ~~.wJ i:..; g l VI.:H U:/ { 5. 10 ) l.l.W.i 
. 1 
.!:.1 (u .~,,w} 
by (5. 23}. 
Irt 1Jd:..; r.;a:..; (; "of/(; (.;tm:,;i<h:s· ·t.b(; l.JutmJ~r ·.:~ t.undiLlufl:.; (Z . 1·1) for 
±." ' L <·~, w) = 0 . If u * 0, tb(:H Lb•.:L c ar ~.; r~uu LLi v iul ~r ... lutiur13 
!!(•-"·~· ) (:.;•.: U ·(~~.1}} s .Htd(: r: thu (,•.J.w.ll\.lr.Jn:.; Lb<1t
A C' 
' I , ) 
Here there are 
= 0, 
= 2a, 
= 0, 
= aA + 2oir - 2, 
:: -2av., 
= 0, 
a.ll {a) 
a12(a) 
a13(a) 
a.l4(1Jf) 
a21 (a) 
a2z(a) 
a23(a) 
a.24(a) 
= ( .l-+-2 ... ) ( 2~A) 
=. 0, 
a31 (a) 
8.32 (a) 
a33(a) 
8 34 (a) 
a41 (a) 
8 42(0f) 
- 2e~v.. 
(5.26) 
= 2al-t s ina<A> o• 
:: -2a~coSON>0, 
= 2l-t · ~ [asin(a-2)w0 + +~si~0], 
!::: -2~ [acos(a-2 )w0 + £~..,. COSOI(a)0 ], 
:. 2av co sa<~> 0 , 
: 2.;1!J.~Si~0, 
For u ~ 0 the solutions (5.2} yield that the corresponding 
determinat~ D(O) ~ 0 for all w0 • Since 111 = 2, we get the 
lin~arly independent regular eigenvector functions 
(5.27) 
Fig. 7 show~ the distribution of the eigenvalues of O(a,Dw) 
for 0 ~ Ro a' 3. It 'is taken ft·om the paper [11]. Attain the 
dotLud line::. indicate the real cigcnvalut:s, the :f'ull lines 
indicate the 'real parts of the complex eigenvalues . 
0 
Fig.? 
1I. 
z 
. 
. 
.. . 
~ .... 
. ... 
. . 
.. 
. . . . . . 
. .. 
. . 
. .. 
... . . . . . 
·········· ........ :::: ... \ .. 
. ......-.- ........ ·-· 
2 
Lemma at 
(i) 
(ii} 
(iii) 
Assume that a~ = a~(~0 ) is a zero of D(a), <Jt~ . * 0, a 1, * 1, ~0 * n, ~0 -4:: 2H. Then we· have 
is an eigenv~ctor function, where 
and 
( 5. 26), and 
I ::. 1 and 
" 
(5.28) 
(5.29) 
The number 
eigenvalue 
function is 
o..., = ~._,(~0 ) = 1 . is for al_l w0 C (0, 2n] an 
of ac~~ D~) and the corresponding ~~igonvector 
4 
-
eol ( 1, w) - (sir~W ) 
- -cos~ · (5.30) 
If ~0 ::.:n or wo = 2n, then uv(Jl) = . ., , o . 7 ( 2n) ~ . ~ ·~·!'"' - c., 
" 
= 1,2, .. q and I" ::. 2. The eigcnvc(;-lor func.:tionf.:i arc 
for 01 = 
" 
1 besides (5.30) 
(5 . 31) 
(5.32) 
47 
Proof: 
(i) We consider h{av,~>~ given by (5.1), and determine the 
constants Ci(o~), i = 1.2 •... ,4, in such a way that 
~±(a~,D~)h = 0. The condition B-(a~,D~) implies that 
c1<av) = c3 (av>f~f£;r!~) -1) and c2Cay) = c4ca~)(tX~~J~ - 1]. v ~ 
Thus we get formula. (5. 28). The condition B+(a",.D~)h(av,(J)) = Q 
yields the eQtlations (5. 29) and it holds that 
B~(o,D~)~Y(a,(J)) = (D(o),O)T . ..:: 0 for 01:: ay. (5.33) 
(ii) Analogously to part (i} of the proof we get {5.28) with the 
unknown coefficients c3 -= _C3(1) and c4 :. c4(1). The boundary 
condition B +-.( 1·, <U) £ ~ ( 1, <U) = 0 yields 
(iii) For 
0-matrix. 
c4 -= ·1 in 
Lemma 9: 
o) (c3) _ 0 c .- o. 
4 
,.. - )..ilt 
v4 -- 2(Xi2~i we get (5.30). 
CJ} -::.. Jl 
0 or . w0 = 2~ the matrix in (5. 34) 
Tbert.:fure we cnn take c3 ~ 1, c4 ~ 0 or 
(5~28}. 
( 5. 34} 
is the 
c3 = o. 
• 
(i) 
(ii) 
If. u" *" 1. . r.., ===- 1, and 
!unctions exist. 
then associate 
sin2~0 The equatiQn~ a...,~0 = tano"w0 and cos~v(l)o· = hl2 -0 
~.,., + 1, are sufficient and necess~ry for m(av) = 2. 
(iii) Associate functic.>n3 t•.> these eigenvalues of 
Q l ( ~ ~) -:: i; Q l ( Q, w) f or=o ' 
y 
Q(C~, Dl4) are 
(5.35} 
i~ given by (5.28) with a instead ()tv· 
For the pruo! compare L~mrua 5 and Lemma 7. 
Remark: Tho eigenvalues •.Jrv • 1 with m(a") : 2 and I..., .:: l 
are those points in Fig. 7, where the full curve-pieces of the 
real purt~ of t.hc complex eiftE:nVAlues meot the dotted lines of 
the real· eigenvalues. 
We formulate our result~. 
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Theorem '7: The s irtgular funeti(.ms of t.he weo.k solut.ions u C V /N 
of the Neumann problem have t.bc following for·m: 
(i) If c.u0 -* "~ c.u0 * 2J'~ and 
D ( ar ) ( f o rmu 1 a ( 5 . 26 ) L 
( 1 ) ( ) - <?'y 0 
u0 ,v r~w .- r e 1(av,w) 
arise~ where c!(u",w) 
Qv = arv(w0 ) is a simple zero of 
then only the singular functions 
is given by (5.28). 
( ii) If w0 * l't, · w0 -+ 2H, und '.ll v i~ a double ~cro of D(o), 
ttu.m the a ir.gular funetion~ 
( 1) a . ., o 
u 0 ,v(r,w)::. r .Q1(o . .,,w> ut•d 
( 1) Ol •• , 1 0 . 
u 1, . ,<r,b>)- r (~1 (•J~ .",cu) +(log r)c 1 (.~ . .,,c.u)) 
occur-, where ~1<u..,,o.') ia given by (5.28) aud 
by ( 5. 35). 
(iii) If w,.) = n, thun no "~x·o!Jer-" aiugular fuuel,lou~ exl~t. 
( i v ) . I f w . - 2:n' the n ll, f (J 11 OW:.i r I"f..JU1 ( 5 . 3 2 ) thu. t 
1.) 
(1){ ) : "/2 .o( ) u 0 , . ., r,o> r e 1 u _",c.u, 
u ( 2 ) { r · vJ ) = 
-o,v • 
. ., /2 (J 
r ~2 (u_~, w) . 
Roma rk: The singular functiun~ 
fl)r •:.tv ::: 0 
- (x2, -xl) T 
(soo (5 . 27}) 
for u -:::. 1 ( ue~ .,, 
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