We question the validity of mapping the problem of two interacting particles in a random potential onto an effective random matrix model. We apply Shepelyansky's mapping to Anderson models with additional perturbing random potentials which are known to reduce the localization length and show that the random matrix model incorrectly predicts an enhancement of the localization length. We conclude that the mapping does not capture the physics of the problems because phase correlations are neglected. Imry's block-scaling picture for two interacting particles is hampered by the same difficulty. 71.55.Jv, 72.15.Rn, 71.30.+h Typeset using REVT E X
The interplay of disorder and many-body interactions in electronic systems has been studied intensively within the last decade [1] . In one dimension (1D), renormalization group studies of the Hubbard model [2] indicate, e.g., that a repulsive interaction leads to a strongly localized ground state. Nevertheless, even in 1D the problem is far from being understood and experimental observations such as the large persistent currents measured in mesoscopic samples [3] are not completely explained.
The simplest version of the interacting disordered particle problem is perhaps the case of two interacting particles (TIP) in a random potential in 1D. For a Hubbard onsite interaction this problem has recently attracted a lot of attention after Shepelyansky [4] argued that repulsive or attractive interactions between the two particles (bosons or fermions) lead to the formation of particle pairs whose localization length λ 2 is much larger than the singleparticle localization length λ 1 . Based on a mapping of the two-particle Hamiltonian onto an effective random matrix model (RMM) he predicted
with V the nearest-neighbor transfer matrix element and U the Hubbard interaction strength. Shortly afterwards, Imry [5] used a Thouless-type block-scaling picture (BSP) in support of this. Subsequent analytical investigations further explored the mapped TIP as an RMM problem [6] [7] [8] albeit yielding different functional dependencies of λ 2 on U and λ 1 . Numerical approaches to the TIP problem not based on an RMM but using transfer matrix methods (TMM) [9] , a Green function approach [10] , or exact diagonalization [11] give an enhancement of λ 2 compared to λ 1 but the quantitative results differ both from the analytical prediction (1), and from each other. Following the approach of Ref. [9] , we studied the TIP problem by a different TMM [12] and found that (i) the enhancement λ 2 /λ 1 decreases with increasing system size M, (ii) the behavior of λ 2 for U = 0 is equal to λ 1 in the limit M → ∞ only, and (iii) the enhancement λ 2 /λ 1 also vanishes completely in this limit. Therefore we concluded [12] that the TMM applied to the TIP problem in 1D measures an enhancement of the localization length which is entirely due to the finiteness of the systems considered.
In this Letter we try to resolve these apparent contradictions by showing that the mapping of TIP in a random potential onto an effective RMM as in Ref. [4] does not capture the physics of the problem because phase correlations are neglected. We believe, however, that these are essential, because it is known that interference effects are responsible for Anderson localization to begin with. We present two simple physical examples for which the RMM mapping yields the same enhancement of the localization length as for the TIP problem.
However, for our examples this enhancement is obviously incorrect. We also show that analogous problems exist for the BSP [5] . We note, that neglecting the correlations in the derivation of the RMM has already been made responsible [9, 10] for quantitative differences between Eq. (1) and numerical results. We show, however, that neglecting the correlations not only changes the quantitative predictions of the theory but leads to qualitatively incorrect results.
Let us start by recalling the basic steps of the derivation of Eq. (1) for TIP in a random potential [4] : a (non-interacting) single-particle eigenstate is approximately given by
where x n is the localization center of the n-th eigenstate and θ n (x) is a phase which appears to be random but, of course, contains all the interferences mentioned above. In the absence of interactions and neglecting symmetry considerations the two-particle eigenstates are just products of two single-particle eigenstates,
where x and y are the coordinates of the first and second particle, respectively. Switching on the Hubbard interaction U(x, y) = Uδ xy between the two particles induces transitions between the eigenstates ψ nm of the non-interacting problem. To estimate the transition rates it is first noted that the matrix element ψ nm |U|ψ n ′ m ′ is exponentially small for |x n − y m | > λ 1 or |x n ′ − y m ′ | > λ 1 or |x n − x n ′ | > λ 1 or |y n − y n ′ | > λ 1 . Thus, the interaction couples each of the two-particle states (3) close to the diagonal in the 2D configuration space
) other such states. The interaction matrix element is then the sum of λ 1 contributions each with magnitude Uλ −2 1 and random phases. Neglecting possible correlations among these contributions, Shepelyansky found the typical magnitude of the matrix element to be
independent of the interaction being attractive, repulsive or even random.
Shepelyansky [4, 14] now defined an effective RMM for those of the two-particle states that are coupled by the interaction. The Hamiltonian matrix becomes a banded matrix whose diagonal elements are simply the eigenenergies of the non-interacting problem and the off-diagonal elements are assumed to be independent Gaussian random numbers with zero average and a typical strength of Uλ The localization length of such RMM can be determined by several equivalent methods.
Here we follow Shepelyansky [14] : Whereas the first assumption appears to be harmless, the second is a somewhat more serious approximation since interference effects are essential for Anderson localization.
In order to check the validity of the mapping we apply the same method to similar but well-understood physical situations. The first example is tuned to closely resemble the TIP problem. It consists of the usual 2D Anderson model of localization perturbed by an additional weak random potential of strength U at the diagonal x = y in real space. Since this increases the width of the disorder distribution at the diagonal we expect the localization length to decrease. We now map onto an RMM as in Refs. [4, 14] . As above, the eigenstates of the unperturbed system are localized with a localization length λ 1 and approximately given by
where r = (x, y) T is the coordinate vector of the particle and θ is again a "random" phase.
The Hamiltonian of this model differs from the TIP Hamiltonian in two points: (i) the diagonal elements are purely random and not partially correlated and (ii) the additional potential U is random instead of having definite sign and modulus. However, both points do not enter the mapping procedure outlined above. Thus, applying exactly the same arguments as for the TIP problem we find that the perturbation couples each state close to the diagonal (|x n − y n | < λ 1 ) to O(λ 2 1 ) other such states. The typical magnitude of the interaction matrix element is again obtained as Uλ −3/2 1 . Consequently, our toy model is mapped onto exactly the same RMM as TIP in a random potential and the localization length along the diagonal is given by Eq. (1). We thus arrive at the surprising conclusion, that adding a weak random potential at the diagonal of a 2D Anderson model leads to an enormous enhancement of the localization length along this diagonal, in contradiction to the expectation expressed above, viz. that increasing of the disorder leads to stronger localization. Now we apply a Thouless-type BSP analogous to that used for the TIP problem [5] to this example. We calculate the dimensionless conductance
for the perturbed system on a length scale of the localization length λ 1 of the unperturbed system. Here t is a typical inter-block coupling matrix element and ∆ is the level spacing within a block. Following Imry [5] one finds ∆ ∼ V /λ 2 1 in a 2D block of size λ 1 and t ∼ U/λ 3/2 1 . Thus, the BSP gives a conductance g d ∼ (U/V ) 2 λ 1 along the diagonal. For large λ 1 , g d is thus much larger than the conductance of the unperturbed system which is of order unity on a length scale λ 1 . Again, this result contradicts our expectation that an additional random potential can only reduce the conductance. This is not surprising since the same assumption of negligible correlations between the matrix elements as in Shepelyansky's RMM approach is also made here.
An even more striking contradiction can be obtained for a 1D Anderson model of localization. The eigenstates are again given by Eq. (2) with λ 1 known [15] from second order perturbation theory and numerical calculations to vary with disorder strength W as
We now add a weak random potential of strength U at all sites. Since the result is obviously a 1D Anderson model with a slightly higher disorder strength the localization length will be reduced, λ 1 (U) ∼ V 2 /(W 2 + U 2 ). Now we map onto an RMM according to Refs. [4, 14] . The additional potential leads to transitions between the unperturbed eigenstates ψ n . Each such state is now coupled to O(λ 1 ) other states with the typical coupling matrix element ψ n |U|ψ n ′ are given by Uλ (1), in clear contradiction to the correct result. We conclude, that the mapping of the perturbed 1D system onto an RMM also gives wrong results for the localization length and its dependence on the parameters.
We apply the BSP to the present example, too. The level spacing in a 1D block of size λ 1 is ∆ ∼ V /λ 1 , and the coupling matrix element between states in neighboring blocks is
. Thus, the conductance of the perturbed system on a scale λ 1 is obtained as g p ∼ (U/V ) 2 λ 1 . For large λ 1 this clearly contradicts the correct result, viz. a decrease of the conductance compared to the unperturbed system [16] . Hence, the BSP [5] also gives incorrect results in this example.
To summarize, we have investigated whether the analytical methods yielding an en-hancement of the localization length for TIP in a random potential give reasonable results when applied to similar but well-understood physical problems: (i) a 2D Anderson model perturbed by a weak potential along a particular line in real space and (ii) a 1D Anderson model perturbed by an additional weak random potential. We have shown that both Shepelyansky's RMM approach [4, 14] and Imry's BSP [5] lead to unreasonable results for the two examples. In particular, these methods give an enhancement of the localization length in situations where it should rather decrease. We note that just as the RMM and BSP arguments can be generalized to higher dimensions, so can our counter examples.
In our opinion it is approximation (B), the neglect of (phase) correlations within and between the matrix elements ψ nm |U|ψ n ′ m ′ , that leads to the failure of the effective RMM.
Consequently, all results on the localization of TIP that depend explicitly or implicitly on a mapping onto an effective RMM as done in Refs. [4, 14] should therefore be carefully checked by independent methods. However, we believe that the TIP approach is fruitful for understanding the interplay of interaction and disorder. For this, it is necessary to study the correlations between the matrix elements ψ nm |U|ψ n ′ m ′ in detail. Investigations along these lines are in progress.
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