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Abstract 
Wide bandgap semiconductor photodiodes were investigated for their suitability as radiation 
detectors for high temperature applications (≥ 20 °C), through measurements, calculations of key 
parameters of the devices, and relating the results back to the material, geometry of the detectors, 
environment under which the detectors were investigated, and previously published work.  Three 
families of photodiodes were examined.  
 
4H-SiC vertical Schottky UV photodiodes with Ni2Si interdigitated contacts were characterised 
for their response under dark and UV illumination.  Electrical characterisation up to 120 °C and 
room temperature responsivity measurements (210 nm to 380 nm) suggested that the devices 
could operate at low UV light intensities, even at high visible and IR backgrounds without the use 
of filters, and at high temperatures.   
 
4H-SiC Schottky photodiode detector arrays with planar thin NiSi contacts were investigated for 
X-ray (≤ 35 keV) detection and photon counting spectroscopy at 33 °C.  The electrical 
characterisation of the devices up to 140 °C and subsequent analysis suggested that the devices 
are likely to operate as high temperature X-ray spectrometers. 
 
Results characterising GaAs p+-i-n+ mesa photodiode detectors for their room temperature visible 
and near infrared responsivity (580 nm to 870 nm), as well as their high temperature (≤ 60 °C) 
X-ray detection performance (at 5.9 keV) are presented.  GaAs p+-i-n+ mesa photodiodes were 
also shown to be suitable for β- particle (electron) spectroscopy and X-ray fluorescence 
spectroscopy (≤ 21 keV) at 33 °C. 
 
The X-ray and electron spectroscopic measurements were supported by a comprehensive 
treatment of the noise components in charge sensitive preamplifiers.  Calculations showed the 
potential benefits of using a SiC, rather than Si, JFET as the input transistor of such a preamplifier 
operating at high temperatures.  The spectroscopic measurements, using both the 4H-SiC and 
GaAs photodiodes, are presented along with noise analysis to detangle the different noise 
components present in the reported spectrometers, identify the dominant source of noise, and 
suggest potential improvements for future spectrometers using the reported devices. 
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Chapter 1 Introduction 
Chapter 1 Introduction 
 
1.1  Brief history of semiconductor radiation detectors 
Until 1960s, the main use of semiconductors detectors was for nuclear and atomic physics 
experiments (Lowe & Sareen, 2014).  Ionisation detectors (ionisation chambers, proportional 
counters and Geiger-Muller counters) and scintillation counters were also used in these 
applications (Leo, 1994) (Kamal, 2014).  The ready availability of material and their properties 
made Silicon (Si) and Germanium (Ge) the only viable semiconductor detectors until 1957, when 
cadmium telluride (CdTe) started to be studied as radiation detector.  For both Si and Ge radiation 
detectors, the main material-related problem was impurities which limited the depletion depth and 
hence quantum detection efficiency.  In 1960, when lithium ion (Li+) movement under an applied 
electric field (drift) in Si was studied (Pell, 1960), it was found that the pairing of the mobile Li+ 
to the impurities present in Si and Ge could result in near-intrinsic material.  Lithium 
compensation (Mann et al., 1962), evolution of detector geometries (Brown, 1969), and advances 
in amplifiers (Harris & Shuler, 1967) opened new horizons in the use of semiconductor radiation 
detectors. 
 
1.2  Traditional (narrow bandgap) semiconductor radiation detectors 
It has been claimed that more than 99 % of X-ray and γ-ray semiconductor spectrometers, in 2014, 
were made of Si and Ge (Lowe & Sareen, 2014).  Photodiode detectors made of lithium drifted 
Si, Si(Li), and high purity germanium, HPGe, are the classical high-resolution semiconductor 
detectors, achieving near Fano-limited energy resolutions (defined in Section 2.3.2) (e.g. 130 eV 
at 5.9 keV) when operating at cryogenic temperatures (-173 °C) (Lowe, 1997) (Strüder et al., 
1999)) (Tsuji et al., 2004).  The bulk of the material of these devices is characterised by a very 
low concentration of free carriers, which is achieved through lithium compensation of p-type Si 
in the case of Si(Li) and the use of extremely pure material in the case of HPGe photodiode 
detectors (Van Grieken & Markowicz, 2002).  However, complex, bulky, and expensive 
cryogenic systems impose limitations in the deployability of such detectors in portable equipment 
and applications outside the laboratory environment (Gauglitz & Vo-Dinh, 2006).  This led to the 
development of semiconductor detectors with reduced cooling requirements thus reducing or 
eliminating the need for liquid nitrogen.  Even so, thermoelectric cooling – sometimes to near 
cryogenic temperatures, e.g. -120 °C (Abbey et al., 2003) – is still commonly required for 
optimum operation of these detectors where they are based on Si or other narrow bandgap 
materials.   
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Si p+-i-n+ photodiodes are one of the most common semiconductor detectors (Renker & Lorenz, 
2009) (Lowe & Sareen, 2014).  The Si p+-i-n+ photodiode is a development from the simple p-n 
junction which consists of an intrinsic i layer (high resistivity, pure semiconductor with negligible 
impurities) between a p+ type (acceptor doped semiconductor with positive charged holes in the 
valence band) and n+ type (donor doped semiconductor with negative charged electrons in the 
conduction band) semiconductor layer (White, 1982).  Although the depletion layer can extend 
throughout the i layer and penetrate into both the p+ type and n+ type layers depending on the 
doping density in these layers, the depletion width is approximately equal to the intrinsic layer 
width for very highly doped (low resistivity) p+ and n+ regions.  Energy resolutions of 149 eV at 
5.9 keV have been achieved with a Si p+-i-n+ photodiode, when thermoelectrically cooled 
at -43 °C (Pantazis et al., 2010).   
 
Charge Coupled Devices (CCDs) were initially developed as imaging devices by Boyle and Smith 
(1970) to replace the light sensitive film in cameras, but CCDs are now also used as particle 
tracking detectors (Damerell, 1998) and X-ray spectrometers and imaging devices (Akimov, 
2007) (Lowe & Sareen, 2014).  The use of CCDs as X-ray spectrometers was first proposed by 
Catura and Smithson (1979).  The pixels of the CCD are manufactured by an n-type implant on a 
p-type Si wafer or on a p-type epitaxial Si layer grown on a wafer to form a channel buried under 
the surface (Lowe & Sareen, 2014).  Metal-oxide-semiconductor (MOS) technology (Abbey et 
al., 2003) and p-n technology (Meidinger et al., 2005) have been applied to the manufacture of 
X-ray CCDs, with the latter achieving full depletion and being more radiation resistance than the 
former (Meidinger et al., 1995) (Strüder et al., 1999).  Fully depleted CCDs can benefit from back 
side illumination, eliminating the attenuation of X-rays by the top surface structures (Knoll, 
2010).  When operating at -80 °C, pn-CCDs have been shown to achieve a full width at half 
maximum (FWHM) (defined in Section 2.3.2) at 5.9 keV of 138 eV (Meidinger et al., 2005).  
However, event pile-up, occurring when two or more photons are absorbed in the same pixel or 
nearby pixels of an X-ray CCD detector within a short period of time, and are thus interpreted as 
one single event, can produce spectral artefacts which may complicate analysis (Jethwa et al., 
2015).  A related limitation of CCDs is their readout speed which is limited due to the serial 
readout nature of conventional CCDs (Liu et al., 2005). 
 
Si Drift Detectors (SDDs) were first introduced by Gatti and Rehak (1983).  A unique electrode 
configuration allows semiconductor p-n junctions to be formed at both faces of the wafer (Knoll, 
2010).  When the p-n structure of the SDD is reverse biased, full depletion is achieved creating a 
minimum electrostatic potential energy which acts as a collection channel for carriers generated 
by ionizing radiation (Lowe & Sareen, 2014).  An energy resolution of 128 eV at 5.9 keV has 
been achieved with a thermoelectrically cooled to -33 °C SDD (Redus et al., 2011), whereas at a 
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temperature of 0 °C, an energy resolution (FWHM) of 158 eV at 5.9 keV has been reported with 
38 mm2 drift square cells (Gianoncelli et al., 2016).  Work to reduce the anode current density of 
SDDs in order to permit operation at room temperatures has also been reported; recently, an 
energy resolution (FWHM) of 136 eV at 5.9 keV at room temperature was reported (Bertuccio et 
al., 2016). 
 
The Depleted P-Channel Field Effect Transistors (DEPFETs) structure was first proposed in 1986 
and its functional principle was experimentally confirmed in 1990 (Kemmer et al., 1990).  It 
consists of a p-type channel Field Effect Transistor (FET) working on a depleted high resistivity 
(low doped) n-type Si substrate (Tsuji et al, 2004).  The detector is depleted in such a way as to 
create a potential minimum under the channel of the FET in which signal charge carriers 
(electrons) created by the incident radiation (see Section 2.3.2 for charge generation by radiation 
in semiconductors), can be collected and stored.  This local potential minimum serves as the 
“internal gate” of the transistor resulting in holes being induced in the DEPFET channel, 
increasing the transistor current (Tsuji et al, 2004).  The overall effect is the integration of the first 
amplification stage (input FET of the preamplifier) on the detector chip.  An energy resolution of 
250 eV at 5.9 keV was reported for a DEPFET at room temperature when it was first 
experimentally characterised (Kemmer et al., 1990).  A near Fano-limited energy resolution of 
131 eV at 5.9 keV was more recently reported with a DEPFET operating at room temperature 
(Wermes et al., 2003).    
 
Pixel array detectors are radiation detectors consisting of an array of photodiode devices on a 
single wafer (Lowe & Sareen, 2014).  Although they overcome the disadvantage of high 
capacitance per device (as for example the p+-i-n+ diodes), the complexity of readout electronics 
is increased.  Much work has been conducted to develop pixel array readout electronics, typically 
an application specific integrated circuit (ASIC) is connected to the detector array by flip-chip 
bump bonding (Wermes, 2003).  Medipix1 (a large prototype chip (Di Bari et al., 1997)), 
Medipix2 (a Medipix1 successor with reduced pixel dimension (Llopart et al., 2001)), Timepix 
(an evolution of Medipix2 with a different functionality at the level of the single pixel (Llopart et 
al., 2007)), and Medipix3 (a successor of Medipix2 permitting colour imaging (Ballabriga et al., 
2011)) are CMOS readout ASICs which have been designed and developed for use with pixel 
array detectors. 
 
1.3  The limitations of the traditional narrow bandgap semiconductors 
A variety of radiation detection applications require operation in harsh environments.  Harsh 
environments may include high temperatures (> 20 °C), e.g. 482 °C at the surface of Venus 
(Kolawa et al., 2007), and the presence of intense radiation, e.g. doses as high as 6 MRad  at 
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Jupiter and the Galilean moons (Atzei et al., 2007).  The properties of Si and Ge when used for 
semiconductor detectors are limiting in these regards.  The narrow bandgaps of Si (=1.12 eV 
(Bludau et al., 1974)) and Ge (=0.67 eV (Spieler, 2005)) have a direct effect on their intrinsic 
carrier concentrations and consequently on their leakage current densities achievable with such 
devices (Neudeck et al., 2002).  The intrinsic carrier concentration, ni, refers to the thermal 
electron and hole charge carriers present in any semiconductor material, excluding the dopant 
carriers; it has an exponential dependence upon temperature.  The intrinsic carrier concentration 
is also a function of the bandgap of each semiconductor, such that,  
 
𝑛𝑛𝑖𝑖 ∝ 𝑒𝑒
−𝐸𝐸𝐺𝐺
2k𝑇𝑇� , (1.1) 
 
where EG is the bandgap in eV, k is the Boltzmann constant, and T is temperature in K.  At a given 
temperature, the greater the bandgap, the lower the intrinsic carrier concertation.  As an example, 
at room temperature, the intrinsic carrier concentrations for Si and Ge are ~1010 cm-3 and 
~1013 cm-3, respectively (Lowe & Sareen, 2014).  The leakage currents of p-n junctions and of 
energy barriers (in Schottky diodes, see Section 2.4.1) are fundamentally tied to the intrinsic 
carrier concentration (Neudeck et al., 2002).  The leakage current of a p-n junction is directly 
proportional to (and dominated by) the intrinsic carrier concentration (Lowe & Sareen, 2014) and 
thus, the use of narrow bandgap materials results in leakage current densities which can limit the 
performance of such diodes at room and high temperatures.  The Schottky barrier height in 
Schottky diodes depends upon the metal, the semiconductor, and process by which the junction 
was formed, but it cannot be higher than the semiconductor bandgap (Neudeck et al., 2002).  
Consequently, narrow bandgap semiconductor detectors with Schottky contacts have limited 
Schottky barrier heights which may result in significant junction leakage current densities (see 
Section 2.4 for further discussion of leakage current in p-n and Schottky diodes).  
 
Another limitation of traditional narrow bandgap semiconductor detectors arises from their 
propensity to radiation damage.  Semiconductor devices are required to operate in and after 
exposure to different radiation regimes, depending on the application.  The radiation in a space 
environment is mostly composed of protons and electrons trapped in the Van Allen belts of Earth, 
heavy ions trapped in magnetospheres of Earth and other planets, cosmic-ray photons and heavy 
ions, and protons, electrons, and heavy ions from Solar flares (Claeys & Simoen, 2002).  In High 
Energy Physics (HEP) experiments, electron and proton beams of energies as high as 500 GeV 
are the primary reason of potential radiation damage.  γ-rays and both thermal and fast neutron 
irradiation are usually present in nuclear environments with higher fluxes and doses compared to 
many space applications.  Even in natural environments, the presence of radiation from 
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radioactive materials, including certain lead isotopes, can be of possible harm to the 
semiconductor devices.  As an example, the inevitable presence of the radioactive 40K (89.44 % 
probability of 1.31 MeV β emission and 10.6 % probability of 1.46 MeV γ emission, for each 
decay) in the glass of microchannel plate (MCP) detectors was found to account for most of the 
observed background and dark current noise of MCP detectors (Fraser et al., 1987) (Siegmund et 
al., 1988) (Mitchell et al., 2016).    
 
The main radiation damage mechanism in semiconductor detectors is displacement.  
Displacement occurs when a particle of sufficiently high energy knocks an atom from its lattice 
site within the semiconductor detector with the consequence that a defect within the lattice 
structure is created (Leo, 1994).  Such radiation defects give rise to trapping levels in the normally 
forbidden bandgap which affect the electrical behaviour and properties of the semiconductor 
device.  Increases in leakage current, due to changes in the resistivity of the material, and 
degradation of energy resolution, due to incomplete charge collection noise (Section 3.5), are the 
main effects of radiation damage (Lindström, 2003) (Leroy & Rancoita, 2007) (Jafari & Feghhi, 
2016).   
 
The use of semiconductor radiation detectors made of Si and Ge in harsh environments may for 
certain applications be achieved with a trade-off.  Such radiation detection systems commonly 
require cooling facilities to bring the temperature of the detectors to ≤ 20 °C (sometimes near to 
cryogenic temperatures (Abbey et al., 2003)) to reduce the number of carriers generated by 
thermal excitation, as well as to mitigate radiation damage effects, and radiation shielding to 
protect against radiation damage.  All these increase the mass, volume, and power requirements, 
and subsequently increase the total cost of the instrumentation.  Furthermore, there are 
applications which cannot accommodate the mass, volume, and power requirements of such 
additional equipment, regardless of cost.    
 
An alternative to using narrow bandgap semiconductor detectors in harsh environment 
applications is to develop new semiconductor materials (and detectors made from them) with 
favourable characteristics under extreme environments, in order to eliminate or reduce the need 
for cooling and radiation shielding.  The development of such materials and detectors and 
instrumentation made from them, is the subject of much ongoing research world-wide.  
Semiconductor materials with wide bandgaps that can withstand high temperatures and intense 
radiation have already shown much promise and suitability for such applications, but the 
state-of-the-art and maturity of the technologies still means that much research is required if such 
devices are ever to displace Si from its dominant position within the broader field of radiation 
detectors.  Numerous applications would benefit from the development of practical wide bandgap 
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semiconductor radiation detectors, with some of the most demanding applications being found in 
space science and astronomy, where electron, ultra-violet (UV), and X-ray detectors are required 
for many of the likely missions to be attempted in the 21st century.  An introduction to wide 
bandgap semiconductor materials is given in Section 1.5, but first a discussion of some key 
semiconductor electron, UV, and X-ray detectors being presently employed in space applications 
is presented in Section 1.4. 
 
1.4  Space missions employing semiconductor electron, UV, and X-ray detectors  
This section focuses on space applications utilising semiconductor detectors for electron, UV, and 
X-ray detection.  It includes planetary orbiters and landers, as well as Earth and Sun orbiting 
observatories.   
 
1.4.1  Semiconductor electron detectors 
Planetary electron spectroscopy, along with ion spectroscopy, can be used to help understanding 
the Solar wind and its interactions with planetary atmospheres and magnetospheres (Livi et al, 
2003).  The Solar wind, in conjunction with a sufficiently strong magnetic dipole moment, which 
is true in the Solar system for Mercury, Earth, Jupiter, Saturn, Uranus, and Neptune, results in 
space plasma activity (Schindler, 2007).  Observation and characterisation of such interactions 
have been amongst the science objectives of various instruments and space missions.   
 
The Energetic Particle Spectrometer (EPS) (mass of ~1.5 kg) on board the MESSENGER 
spacecraft launched in 2004 to Mercury, measured in situ the energy, angular and compositional 
distributions of the high-energy components of electrons (> 20 keV) using semiconductor 
detectors (Livi et al, 2003) (Andrews et al., 2007).  The main objective of the MESSENGER EPS 
was to determine the origin and structure of Mercury’s magnetic field.  Electron measurements 
across the energy range of 15 keV to 1 MeV were achieved with a semi-circular collimator and a 
total of 12 detector regions (pixels), mounted on 6 individual substrates (2 pixels per detector, one 
40 mm2, and one 2 mm2).  The detectors were 500 μm thick ion-implanted Si solid state detectors 
(SSDs).  They were coated with a 1 μm Al layer to attenuate protons of energies ≤ 110 keV.  They 
were cooled to < -5 °C (Andrews et al., 2007).    
 
An electron spectrometer, the Pluto Energetic Particle Spectrometer Science Investigation 
(PEPSSI), with instrument heritage from the MESSENGER EPS, was included on the NASA 
New Horizons mission to Pluto (McNutt et al., 2008).  With a total mass of 1.475 kg and an 
average power consumption of 2.49 W, PEPSSI measured in situ energetic electrons with 
energies from 25 keV to 500 keV in the near-Pluto environment and in the Pluto-interaction 
region.  It consisted of a collimator and a 500 μm thick SSD array assembly (3 out of 12 pixels 
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were measuring electrons).  The electron detectors were coated with an Al layer to block the 
protons and ion particles with energies less than 100 keV.  PEPPSI had an electron energy 
resolution of 5 keV, over the energy range of interest (McNutt et al., 2008). 
 
The Jupiter Energetic Particle Detector Instruments (JEDI) on board JUNO (arrived at Jupiter in 
July 2016), is used along with other space physics instruments to characterise and understand the 
space environment of Jupiter’s polar regions and the Jovian aurora (Mauk et al., 2013).  JEDI can 
measure the energy and angle distribution (directional distribution of the intensity) of electrons 
from 25 keV to 1 MeV, using SDDs, similarly to the MESSENGER EPS and the New Horizons 
PEPSSI.  The electron SSDs (same structure and configuration as the MESSENGER EPS electron 
SSDs) are covered with a 2 μm thick Al layer to stop protons of energies ≤ 250 keV.  The electron 
energy resolution of JEDI is 20 % over the electron energy range of interest, according to Mauk 
et al. (2013), although details of the achieved energy resolution were not included.   
 
1.4.2  Semiconductor UV detectors 
Space observations in the UV region of the electromagnetic spectrum enable study of the origins 
of large scale structures in the universe, the formation and evolution of galaxies, as well as the 
origin of stellar systems, and the interstellar medium (Green, 2001).  The Hubble Space Telescope 
(HST) with its UV instruments has resulted in many major scientific discoveries (Green et al., 
2012).  Three of its instruments, the Space Telescope Imaging Spectrograph (STIS) (Kimble et 
al., 1998), the Cosmic Origins Spectrograph (COS) (Green et al., 2012) and the Wide Field 
Camera 3 (WFC3) (Dressel, 2016), cover together the UV range from 115 nm to visible light 
(1 μm).  The STIS covers the far-UV band with a microchannel plate detector with an opaque CsI 
photocathode on its front, and the near-UV with a microchannel plate detector with a 
semi-transparent CsTe photocathode on its inside.  The COS, complementing the STIS, covers 
the far-UV band with a windowless microchannel plate detector (Vallerga et al., 2002).  The 
WFC3 consists of thinned, backside illuminated and UV optimized Si based CCDs to cover the 
UV range from 200 nm to visible region of the electromagnetic spectrum. 
 
UV observations utilising semiconductor detectors are also possible with the Swift space 
observatory.  Its Ultraviolet/Optical Telescope (UVOT) is designed to observe γ-ray bursts, from 
the early afterglow to long term observations, as well as all kind of astronomical sources (Roming 
et al., 2005) (Page et al., 2014).  UV and optical observations between 2005 and 2010 resulted in 
the detection of more than 6 million unique sources.  The two detector assemblies of the telescope 
are microchannel-plate intensified CCDs operating in a photon-counting mode.   
 
- 17 - 
Chapter 1 Introduction 
Astrophysical UV missions can also enhance our understanding of heliophysics, encompassing 
the interactions of the Sun with the Solar system, fundamental physical processes of space plasma 
systems (including the Solar plasma), the Solar corona, Solar wind, and the flow of energy and 
matter from the Sun and through Heliosphere.  The Interface Region Imaging Spectrograph (IRIS) 
spacecraft, launched into Sun-synchronous Earth orbit in June 2013, enables study of the Solar 
surface and corona (De Pontieu et al., 2014).  It provides simultaneous spectra and images of the 
Sun’s photosphere, chromosphere, transition region, and corona.  Its imaging spectrograph 
consists of three back-thinned CCD sensors, two for far-UV (133.2 nm to 140.7 nm) and one for 
near-UV (278.3 nm to 283.5 nm).  
 
1.4.3  Semiconductor X-ray detectors  
Analysis of planetary and related surfaces can be benefit from semiconductor radiation detectors.  
It can be achieved with both in situ analysis using landers, and remote sensing using orbiting 
spacecraft (Fraser, 2008).  Different missions have different objectives and depending on the 
environment, mission duration and science goals, different approaches to fulfil the mission 
objectives may be followed.  The progress achieved by multiple groups in development of X-ray 
fluorescence (XRF) instrumentations for in situ analysis of planetary surfaces emphasizes the 
need for miniaturised instruments which require less cooling, can achieve better energy 
resolution, and that are not damaged by radiation.  A discussion of some key missions to the 
Moon, Mars, Mercury, asteroids and comets for planetary analysis, utilising X-ray semiconductor 
radiation detectors is presented below. 
 
The SMART-1 mission to the Moon (launched in 2004) was the first Lunar mission employing 
semiconductor X-ray detectors.  The D-CIXS (Demonstration of a Compact Imaging X-ray 
Spectrometer) instrument carried by SMART-1 conducted global X-ray fluorescence mapping of 
the Lunar surface resulting in measurements of absolute elemental abundances (Swinyard et al., 
2009).  The exciting source for XRF of the Lunar surface was Solar X-rays (see Section 2.1.3).  
The instrument, including collimator, had a mass of 5.2 kg and a total power consumption of 
18 W (Foing et al., 2003).  The spectrometer consisted of a matrix of swept charge device (SCD) 
solid state X-ray detectors to perform spatially localised XRF, and Si p+-i-n+ photodiodes for the 
X-ray Solar monitor (Grande et al., 2003).  The swept charge device was a variant form of CCD.  
It had an energy resolution of better than 250 eV FWHM at Mg (Κα = 1.25 keV (Thompson et 
al., 2009)), Al (Κα = 1.48 keV (Thompson et al., 2009)), and Si (Κα = 1.74 keV (Thompson et 
al., 2009)) lines at launch (Grande et al., 2005) which degraded to ~420 eV at 1.48 keV (Al Κα) 
after the 15 month journey due to the radiation damage, emphasising that even missions to 
relatively benign environments such as the Moon would benefit from radiation hard 
instrumentation.  Despite its degraded energy resolution, it successfully demonstrated the 
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technology, which led to significantly improved design for similar instruments (e.g. C1XS, see 
below), and resulted in high quality scientific data, for example, the first Lunar XRF observations 
of the Ti Kα line were achieved with D-CIXS.  Importantly, it also demonstrated that even X-ray 
spectrometers of modest energy resolution can return valuable and high quality data.   
 
The SELENE (SELenological and ENgineering Explorer) spacecraft (launched in 2007) also 
performed X-ray spectroscopic remote observations of the Lunar surface making valuable 
contributions which advanced understanding of the Moon’s origin and evolution (Shirai et al., 
2008).  The X-ray fluorescence spectrometer (XRS) on-board SELENE, including the collimators 
and the radiators used to cool the detectors, had a mass of 20.67 kg and a power consumption of 
46.3 W.  Included within this were three components; the Lunar X-ray fluorescence detector 
(XRF-A), the Solar X-ray monitor and calibrator (SOL-B, SOL-C), and the electronics package.  
The CCD based XRF-A detector had an energy resolution of better than 200 eV at 5.9 keV when 
cooled at -50 °C with the aid of a passive radiator (Shirai et al., 2008).  The two Si p+-i-n+ 
photodiodes (300 μm thick depletion layer) of SOL-B, covered an energy range of 1 keV to 
20 keV and had energy resolutions of 430 eV and 580 eV respectively at 5.9 keV when cooled to 
0 °C. 
 
An improved version of the SMART-1 D-CIXS was carried by the Chandrayaan-1 spacecraft to 
the Moon (launched in 2008) (Grande et al., 2009).  The performance of the Chandrayaan-1 X-ray 
Spectrometer (C1XS) (mass 5.5 kg; power consumption 25.5 W) surpassed its predecessor, 
D-CIXS.  Measurements of absolute and relative abundances of major rock-forming elements in 
the Lunar crust were achieved with 24 SCD detectors, and a high purity Si (HPSi) p+-i-n+ detector 
(X-ray Solar monitor) having an energy resolution (FWHM) of 200 eV at 5.9 keV.  The SCD 
detectors had an energy resolution of 85 eV at 1.487 keV (Al Kα) during calibration with an 
additional energy resolution degradation of 30 eV due to radiation damage during the Earth-Moon 
transit, based on data from Lunar commissioning work (Howe et al., 2009).  
 
The use of X-ray fluorescence spectroscopy on Mars enables the determination of its surface 
geology and many recent Mars landers and rovers have included X-ray spectrometers.  
Measurement of the chemical composition of rocks and soils, identification of local surface 
anomalies and searches for past and current water activity on its surface contributing to the search 
of life, are all science objectives for the exploration of Mars with XRF.  The Sojourner rover 
(launched in 1996; landed in Ares Vallis, in 1997 (Golombek et al., 1999)), which was part of the 
Mars Pathfinder (MPF) mission, was the first lander to use semiconductor detectors for in situ 
XRF (Rieder et al., 1997) (Bruckner et al., 2003).  The Alpha Proton X-ray Spectrometer (APXS) 
instrument head, containing nine 244Cm radioisotope α particle sources (emitting 5.8 MeV 
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α particles, and having a total activity of 1.7 GBq) and the detectors (α particle detector, X-ray 
detector, background detector, and proton detector), was attached to the APXS deployment device 
at the rear of Sojourner with the objective to determine the elemental composition of the soils and 
rocks it encountered on the surface of Mars.  The APXS instrument head diameter and length 
were 52 mm and 80 mm, respectively.  It had an overall instrument mass (including electronics) 
of 0.6 kg and a power consumption of 0.4 W (Bruckner et al., 2003).  The X-ray detector was a 
Si p+-i-n+ diode with an energy resolution of 260 eV at 6.4 keV when operated at temperatures 
below -50 °C (Bruckner et al., 2003).  Such temperatures were achieved by operating the 
spectrometer during the Martian night without any cooling (Bruckner et al., 2003). 
 
Another notable X-ray fluorescence spectrometer was developed for the Beagle 2 Mars lander.  
Beagle 2 was deployed from the Mars Express Orbiter (launched in 2003 (Chicarro et al., 2004)) 
to a landing site in Isidis Planitia in 2003.  Although communications from Beagle 2 were not 
received after its deployment from Mars Express, the Beagle 2 X-ray Fluorescence Spectrometer 
(B2 XRS) incorporated a number of notable and innovative design features (Talboys et al., 2009).  
Having a total mass of 0.34 kg and power consumption of 5 W (Fraser, 2008), the XRS consisted 
of two 55Fe radioisotope X-ray sources (Mn Kα = 5.9 keV and Kβ = 6.49 keV; activity of 
105.6 MBq) and two 109Cd radioisotope X-ray sources (Ag Kα = 22.16 keV and Kβ = 24.94 keV; 
activity of 8.77 MBq), and a Si p+-i-n+ diode (thickness of 300 μm, area of 7 mm2) coupled to the 
B2 XRS back end electronics (BEE).  The B2 XRS had an energy resolution (FWHM) of 340 eV 
at 5.9 keV when cooled to -23 °C. 
 
A new generation APXS instrument with instrument heritage from the instrument used on the 
Sojourner rover was included on the two Mars Exploration Rovers (MER), Spirit and Opportunity 
(launched in 2003), landed in 2004 at Gusev crater and Meridiani Planum, respectively (Rieder 
et al., 2003) (Desai & Knocke, 2004) (Fraser, 2008).  The new APXS had a slightly decreased 
measurement geometry (30 mm mean distance between sources/detectors and sample c.f. 50 mm 
for the MPF APXS), less radioactive material (six radioactive 244Cm radioisotope α particle 
sources emitting 5.8 MeV α particles, with a total activity of 1.1 GBq).  The most notable 
improvements included better energy resolution (160 eV FWHM at 5.9 keV when operated at a 
temperature of -35 °C) and improved sensitivity in the X-ray mode (an improvement factor of 
>10 was found for elements Na to Fe, when comparing the X-ray photopeak areas of the MER 
APXS with the MPF APXS).  The MER APXS instrument head, including the door mechanism, 
microswitches, one X-ray and two α channels and the shielding, had a length of 90 mm, diameter 
of 53 mm, a total mass of 0.25 kg, and 0.6 W power consumption (Rieder et al., 2003).    
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The MER APXS was further improved for Mars Science Laboratory (MSL) rover Curiosity, 
which launched in 2011 and landed in 2012 at the Gale crater.  The science payload of Curiosity 
includes the CheMin X-ray diffractometer, and the MSL APXS instrument for in situ 
determination of rock and soil chemistry (Grotzinger et al., 2012).  CheMin was the first 
instrument to combine XRF with X-ray diffraction in order to provide information about the 
identity and crystal structure of solids (mineralogy).  It uses an active 600 × 582 pixel CCD cooled 
with a cryocooler to achieve temperatures between -48 °C and -22 °C for dark current reduction 
(Blake et al., 2012).  Although the same SDD X-ray detector is used in the APXS in MSL as in 
MER, an energy resolution improvement at low temperatures (~140 eV at 5.9 keV) and good 
energy resolution at higher temperatures (-5 °C c.f. -40 °C for the MER APXS) was achieved 
(Gellert et al., 2009).  Other improvements include higher sensitivity (counts per second from 
calibrated reference samples) in the X-ray mode due to closer proximity of sample and detector 
(19 mm c.f. 30 mm in MER APXS), the elimination of α particle detectors, and the use of 
additional conventional sealed 244Cm radioisotope α particle sources.   
 
Missions to comets enable investigation of the Solar system’s origins (Glassmeier et al., 2007).  
Comets are commonly considered to contain the least processed material in the Solar system, and 
even pre-Solar grains, thus their compositional properties can potentially provide information of 
the formation of the Solar system.  The Rosetta mission to comet 67P/Churyumov-Gerasimenko 
(launched in 2004) was a cooperative project between ESA, NASA, and various European 
national space agencies.  It was comprised of 25 experiments.  The prime scientific objectives of 
the Rosetta orbiter, and the Rosetta lander, Philae, were the characterisation of the comet’s 
nucleus, and determination of its surface morphology and composition.  One of the instruments 
of Philae was the Rosetta APXS.  The Rosetta APXS was a successor of the MPF APXS.  The 
Rosetta APXS, provided data on the chemical composition of the comet’s surface and of the dust 
components, which together with results from other measurements made by the lander and orbiter, 
could determine changes in the comet as it approached the Sun (Klingelhöfer et al., 2007).  
However, results from Rosetta APXS have not yet published.  The Rosetta APXS had a total mass 
of 0.64 kg and used 1.5 W of power.  The cylindrical instrument head had a length of 84 mm and 
a width of 52 mm.  An improved energy resolution was achieved with the Rosetta APXS (180 eV 
FWHM at 6.4 keV) which employed a SDD for X-ray detection, compared to the MPF APXS 
(250 eV FWHM at 6.4 keV), both when operated at temperatures < -40 °C. 
 
Missions to Mercury enable key questions regarding the formation and evolution of the inner 
Solar system to be addressed (Solomon et al., 2001).  MESSENGER (launched in 2004, Mercury 
orbital insertion in 2011 (McNutt et al., 2014)) was the first mission to Mercury which used 
semiconductor X-ray detectors.  Key geological topics to be addressed by MESSENGER’s X-ray 
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Spectrometer (XRS) included the nature of Mercury’s geological evolution, the state of its core, 
and the origin of its anomalously high ratio of metal to silicide.  The XRS was used to measure 
the elemental composition of Mercury’s surface (Schlemm et al., 2007).  As is the case for the 
Moon, the exciting source for XRF of Mercury’s surface from orbit is Solar X-rays (see 
Section 2.1.3).  X-ray measurements of the planet’s surface over the energy range 1 keV to 
10 keV were taken with three gas proportional counters, whereas a 500 μm thick Si p+-i-n+ 
detector cooled to < -20 °C measured the incident Solar X-rays over the same energy range to 
support quantitative analysis of the X-ray fluorescence measurements of Mercury’s surface.  
Thus, whilst a semiconductor X-ray spectrometer was used on the mission, it was not used to 
measure X-ray fluorescence from the surface.  The XRS had a total mass of 3.4 kg, including the 
inter-box cables, and a power consumption of 6.85 W.  The surface and Solar X-ray detectors had 
energy resolutions of 880 eV and 598 eV at 5.9 keV, respectively. 
 
BepiColombo will be the next mission to orbit Mercury.  It will use the Mercury Imaging X-ray 
Spectrometer (MIXS), with two complimentary instruments, the MIXS-C (collimator) and 
MIXS-T (telescope) for planetary remote sensing by measuring fluorescent X-ray emissions in 
the energy range 0.5 keV to 7.5 keV using microchannel plate X-ray optics and Si Macropixel 
DEPFET arrays (a detailed analysis of MIXS was provided by Fraser et al. (2010)).  BepiColombo 
will also include the Solar Intensity X-ray and particle Spectrometer (SIXS) (Huovelin et al., 
2010).  SIXS, with three identical p+-i-n+ X-ray detectors, will measure the Solar spectrum (from 
1 keV to 20 keV) incident on the surface of Mercury.  Such observations will complement the 
observations of the X-ray emissions of the Mercury surface with MIXS and enable comparison 
between theoretical models and observations.  GaAs p+-i-n+ X-ray detectors were initially chosen 
for SIXS because of the significantly better radiation tolerance of GaAs compared to Si (Huovelin 
et al., 2010).  However, due to unstable performance of the GaAs detectors during early 
development, the detectors were changed to high-purity Si in 2009 (Lehtolainen et al., 2011).  
Ground calibration of the Si p+-i-n+ X-ray detectors, which have i layer thicknesses of 300 μm, 
was conducted in 2012 and showed an energy resolution (FWHM) ranging from 145 eV to 165 eV 
at 6 keV over the temperature range -20 °C to 0 °C (Lehtolainen et al., 2014). 
 
Missions to asteroids can provide information on their surface composition and on their formation 
and thermal evolution (Prettyman et al., 2012).  In addition, asteroids are thought to preserve 
information from the Solar system’s formation and thus they can provide better understanding of 
the origin and evolution of the Solar system.  The Hayabusa mission to the near-Earth asteroid 
Itokawa (Nakamura et al., 2011) was launched in 2003 (arrived at Itokawa in 2005), and included 
an X-ray fluorescence spectrometer.  Initially, the Hayabusa X-ray spectrometer (XRS) 
performed remote sensing measurements of the whole Itokawa surface and then descended to land 
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and capture dust particles from Itokawa.  XRF spectrometry was performed (for the first time for 
such a purpose) using a CCD X-ray detector with an energy resolution of 160 eV at 5.9 keV, when 
cooled at -60 °C, and a low energy threshold of detection at 2.37 keV (Miyaguchi et al., 1999) 
(Okada et al., 2006).   
 
CCD X-ray detectors are also carried by Earth orbiting observatories for astrophysical X-ray 
spectroscopy.  Astrophysical X-ray spectroscopy provides information regarding all classes of 
astrophysics X-ray sources, including thermal processes in plasmas and non-thermal processes 
such as synchrotron emission and scattering from hot or relativistic electrons (Weisskopf et al., 
2002).  The importance of X-ray spectroscopy of astrophysical plasmas resides in the fact that 
X-ray emitting plasmas are not in local thermodynamic equilibrium except at very high densities.  
Hence, spectral analysis provides information about various microphysical, as well as 
macrophysical properties of the source (Kahn et al., 2002).  The electron temperature and density, 
the relative abundances and the intensities of the hydrogenic (one electron) and helium-like (two 
electrons) lines of plasma’s elements, the degree of thermal and ionisation equilibrium, are all 
determinable from astrophysical X-ray spectroscopy (Bavdaz et al., 2001). 
 
Recent key astrophysical X-ray instruments include those for the Chandra X-ray observatory 
(Weisskopf et al., 2002), XMM-Newton (Strüder et al., 2001), Swift (Burrows et al., 2005), 
Suzaku (Mitsuda et al., 2007), ASTROSAT (Singh at el., 2014), and Hitomi (Takahashi et al., 
2016).  They all employ or employed Wolter telescopes and CCD type X-ray detectors (Trümper 
and Hasinger, 2008).   
 
The Chandra X-ray Observatory, launched in July 1999, has a sub-arcsecond angular resolution 
over the band 0.08 keV to 10 keV allowing useful observations of a wide variety phenomena 
(Weisskopf et al., 2002).  It has enabled high resolution studies of the structure of supernova 
remnants, astrophysical jets, hot gas in galaxies and clusters of galaxies, and is also an essential 
tool for determining conditions in hot plasmas.  XMM-Newton, launched in December 1999, 
benefits from the largest collecting area of all X-ray telescopes, 4260 cm2 at 1 keV, and has an 
upper energy limit of 15 keV (Strüder et al., 2001).  Swift, launched in November 2004, carries 
three instruments: the Ultraviolet/Optical telescope (UVOT) (see Section 1.4.2), the X-ray 
telescope (XRT), and the burst alert telescope (BAT) (Burrows et al., 2005).  The XRT is an 
autonomous X-ray imaging spectrometer which measures fluxes, spectra and lightcurves of γ-ray 
bursts, enabling determination of their position to within a few arcseconds.  It covers the energy 
range of 0.2 keV to 10 keV and has an energy resolution of 140 eV FWHM at 5.9 keV.  Hard 
X-rays, over the energy range 15 keV to 150 keV, are detected by the BAT with a CdZnTe imager 
(energy resolution of 6.2 keV at 122 keV), comprised of 256 CdZnTe modules operating at 20 °C, 
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allowing the initial detection and localization of γ-ray bursts followed by observations using the 
UVOT and XRT (Barthelmy et al., 2005).  Suzaku, launched in July 2005, was designed to be 
complementary to Chandra and XMM-Newton.  It had four sets of X-ray Telescopes, each one 
with an X-ray imaging CCD covering the energy range 0.2 keV to 12 keV and providing an 
energy resolution of ~ 130 eV FWHM at 6 keV (Mitsuda et al., 2007).  Advantages of Suzaku 
included the lowest background count rate for many X-ray energies among the existing missions, 
and good low energy (< 1 keV) CCD response.  ASTROSAT, launched in September 2015, is 
capable of simultaneously observations of broad-band X-ray energies from 0.3 keV to 100 keV 
(Singh at el., 2014).  The soft X-ray telescope which uses a CCD (energy range 0.3 keV to 8 keV, 
with an energy resolution (FWHM) of 150 eV at 6 keV) has a heritage from XMM-Newton and 
Swift.  It is able to perform spectroscopic observations of hot plasmas in galaxies, clusters of 
galaxies, quasars, stellar coronae, and supernova remnants.  Hard X-rays, up to 100 keV, are 
detected with a CdZnTe imager (energy resolution of ~ 8 keV at 100 keV) comprised of 64 
CdZnTe modules operating at 0 °C, allowing the detection of γ-ray bursts (Singh at el., 2014). 
 
For Hitomi (launched in 2016), a soft X-ray imager was designed based on previous missions 
(Chandra, XMM-Newton, Swift, and Suzaku) using CCDs cooled by single stage sterling coolers 
to -120 °C.  However, satellite attitude control failure led to loss of the spacecraft within a few 
weeks (Tsunemi et al., 2010) (Takahashi et al., 2016). 
 
The Athena X-ray observatory is a proposed ESA future mission targeted for launch in 2028.  It 
would address two key questions for astrophysics: how ordinary matter assembled into the large 
scale structures we see today and how black holes grow and shape the universe (Barret et al., 
2013).  Instruments proposed for Athena include the Wide Field Imager (WFI) (Meidinger et al., 
2016) and the X-ray Integral Field Unit (X-IFU) (Barret et al., 2016).  The WFI, having an 
unprecedented large field of view (40 arcminute × 40 arcminute), would cover energies from 
0.2 keV to 15 keV using DEPFET active pixel sensors (FWHM of ≤ 170 eV at 7 keV) operated 
at temperatures between -80 °C and -60 °C (Meidinger et al., 2016).  The X-IFU, having a very 
high energy resolution (FWHM of 2.5 eV at < 7 keV), would cover energies from 0.3 keV to 
12 keV, using cryogenic (50 mK) microcalorimeters (Barret et al., 2016). 
 
Semiconductor X-ray detectors are also a key technology for Solar Orbiter, a heliophysics 
observatory planned to launch in September 2018 (Müller et al., 2013).  Solar Orbiter will 
investigate the relationship between the Sun and the heliosphere.  One of its instruments, the 
Spectrometer/Telescope for Imaging X-rays will provide imaging spectroscopy of Solar thermal 
and non-thermal X-ray emissions over the energy range 4 keV to 150 keV.  Solar flare X-ray 
observations will enhance understanding of energy release processes in Solar flares (Benz et al., 
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2012).  The intensity, spectrum, timing, and location of accelerated electrons near the Sun will be 
determined by a spectrometer with 32 CdTe X-ray detectors, one behind each of the 32 
subcollimators of the imager.  The detectors will operate at temperatures between -50 °C 
to -20 °C, and will have an energy resolution (FWHM) of 1 keV at 6 keV. 
 
1.5  Wide bandgap semiconductor materials for radiation detection 
The bandgap of any semiconductor detector material has a direct effect on the number of 
thermally generated carriers within it (as has already been discussed, see Equation 1.1) and an 
indirect effect on its expected intrinsic energy resolution (Fano-limited energy resolution, see 
Section 3.1) when operating in spectroscopic photon counting mode.  Although, narrower 
bandgaps suggest improved Fano-limited energy resolutions, wide bandgap semiconductor 
detectors have the potential to be used at high temperatures due to their fundamentally lower 
thermally generated leakage current compared to narrower bandgap semiconductor detectors at a 
given temperature.  Another advantage of WBG semiconductors is that their required energy for 
defect formation is larger than for NBG materials (e.g. Si and Ge) resulting in enhanced radiation 
tolerance for WBG detectors (Spieler, 2005).  This thesis follows the same convention as Owens 
(2012a), in distinguishing between wide bandgap (WBG) and narrow bandgap (NBG) materials: 
semiconductors with bandgap energies ≥ 1.4 eV are considered WGB, whereas those with 
bandgap energies < 1.4 eV are considered NBG. 
 
To date, a wide variety of WBG compound semiconductor materials have been studied for their 
suitability as radiation detectors at temperatures ≥ 20 °C.  WBG compound semiconductor 
materials for radiation detectors under development include GaAs, SiC, GaN, AlGaAs, AlInP, 
CdTe, CdZnTe, HgI2, and TlBr.  This thesis focuses on SiC and GaAs radiation detectors.  A 
review of recent developments related to these two materials but excluding the work presented in 
this thesis, is given below. 
 
A broader introduction to present detection systems employing WBG compound semiconductor 
detectors can be found in Owens (2012a).  The reader is also referred to Owens et al. (2012b) and 
Gohil (2016) for more recent developments regarding GaN radiation detectors, Barnett et al. 
(2012) and Whitaker et al. (2016) for AlGaAs detectors, Butera et al. (2016) and Auckloo et al. 
(2016) for AlInP detectors, Hansson et al. (2014) and Owens (2002a) for CdTe and CdZnTe 
detectors, Owens (2002b) for HgI2 detectors and Kozlov et al. (2008) for TlBr detectors. 
 
1.5.1  SiC photodiode radiation detectors  
SiC has a bandgap energy which ranges from 2.3 eV to 3.3 eV depending on polytype (Harris, 
1995).  Of the polytypes, 4H-SiC (EG = 3.27 eV) is preferred for radiation detection applications 
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since it has the highest electron mobility (Owens, 2012a).  Much work has been reported regarding 
the development of 4H-SiC for UV and soft X-ray detectors suitable for harsh environments. 
 
4H-SiC has several advantages over Si.  Its large bandgap (almost three times that of Si) yields 
low thermally generated currents permitting operation at high temperatures.  SiC Au and Ni 
Schottky diodes have been reported with leakage current densities as low as 1 pA/cm2 at room 
temperature, and 1 nA/cm2 at 100 °C, even at very high internal electric fields (103 kV/cm) 
(Bertuccio et al., 2011).  A further benefit comes from the strong interatomic bonding in SiC and 
its correspondingly high displacement threshold energy (= 21.8 eV) (Owens, 2012a), which 
increases device radiation hardness (Nava et al., 2003) (Prasai et al., 2013).  As such, SiC suffers 
less from device aging due to radiation damage (Monroy et al., 2003).  Consequently SiC 
detectors can have much longer lifetimes than Si detectors when subjected to intense energetic 
radiation, as would be required for space missions to intense radiation environments.  
Additionally, the intrinsic insensitivity (visible-blindness) of 4H-SiC to photons of energy 
< 3.2 eV (wavelength = 380 nm) allows 4H-SiC UV photodiodes to operate even in high flux 
visible and IR backgrounds without the use of filters (Yan et al., 2004).   
 
The relatively low electron affinity for 4H-SiC (3.17 eV) (Davydov, 2007) results in a high 
Schottky barrier height (which in the ideal case equals the difference between the metal work 
function and the electron affinity of the semiconductor (Sze & Ng, 2007)), and consequently in 
reduced thermionic emission current, minimizing the parallel white noise of the X-ray 
spectrometer system (see Chapter 3) (Bertuccio & Casiraghi, 2003).  For instance, a Schottky 
barrier height of 1.93 eV and 1.98 eV was calculated for Au/4H-SiC and Ni/4H-SiC contacts, 
respectively (the metal work functions of Au and Ni are 5.1 eV and 5.15 eV, respectively 
(Michaelson, 1978)).  It is informative to compare this to the same contact metalisations on Si 
(electron affinity of Si is 4.05 eV (Sze & Ng, 2007)); a Schottky barrier height of 1.05 eV and 
1.10 eV was calculated for the Au/Si and Ni/Si contacts, respectively.   
 
High electric field strengths can be applied to SiC detectors because of the material’s high 
breakdown field (eight times that of Si) and high saturation electron drift velocities (almost twice 
that of Si), resulting to short charge carrier transit times (Owens, 2012a) (Bertuccio et al., 2013).  
Thus, the incomplete charge collection noise of a SiC X-ray spectrometer (see Chapter 3) can be 
favourably reduced.   
 
A variety of device structures have been reported for high performance 4H-SiC UV photodiodes 
in the past.  The first UV 4H-SiC p+-i-n+ photodetectors were reported by Chen et al. (2006), 
where photocurrent measurements under UV illumination as a function of applied reverse bias 
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and responsivity measurements were reported in arbitrary units showing a peak responsivity at 
275 nm.  More recently, electrical characterisation and photoresponsivity measurements on 
4H-SiC p+-i-n+ photodetectors have been reported by Cai et al. (2014), showing a leakage current 
density of 99.5 nA/cm2 at 100 kV/cm internal electric field, and a peak responsivity of 0.15 A/W 
at 268 nm, both at a temperature of 176.85 °C.  4H-SiC Schottky UV photodiodes of different 
sizes were reported by Yan et al., (2004), having a leakage current density of 80 pA/cm2 at 
13.5 kV/cm internal electric field, at room temperature and a nearly flat quantum detection 
efficiency of ≥ 30 % from 240 nm to 320 nm.  Hu et al. (2006) reported 4H-SiC Schottky UV 
photodiodes with a 4.5 nm thick semitransparent Ni film deposited on top of the devices as the 
Schottky contact.  These devices showed a leakage current density of 0.4 pA/cm2 at 8 kV/cm 
internal electric field at “room temperature” (no exact temperature was defined), and a peak 
quantum detection efficiency of 65 % at 276 nm, with the devices in photovoltaic mode.  
Photoresponsivity measurements on 4H-SiC p-n UV photodiodes at temperatures up to 300 °C 
were reported by Watanabe et al. (2012).  The results showed a temperature independent response 
at a wavelength which depended on the applied reverse bias.  
 
Work has also been conducted on 4H-SiC Schottky UV detectors employing vertical nickel 
silicide (Ni2Si) interdigitated contacts.  The vertical interdigit Schottky photodiodes (a vertical 
Schottky contact is created when the front electrodes are short cut and polarised with respect to 
the back-side contact), first reported by Sciuto et al. (2006), enabled high UV responsivity, e.g. 
0.16 A/W at 256 nm corresponding to a 78 % internal quantum detection efficiency (see 
Section 2.3.2), compared with the same area planar interdigit metal-semiconductor-metal 4H-SiC 
photodiodes (a planar Schottky contact is created when the polarisation is applied between two 
front electrodes while the back Ohmic contact is floating), which had a maximum UV responsivity 
of 0.07 A/W at 310 nm.  The vertical interdigit photodiodes had two times higher optically active 
area due to more efficient depletion of the interdigit structures compared to the planar interdigit 
photodiodes (Sciuto et al., 2006).   
 
Temperature dependent photoresponsivity measurements of vertical Ni2Si 4H-SiC Schottky UV 
photodiodes were subsequently reported by Mazzillo et al. (2009) which showed a strong 
dependency of the long wavelength (280 nm to 380 nm) UV responsivity on temperature.  The 
increased UV responsivity at the long wavelength range (280 nm to 380 nm) with temperature 
was attributed to the enhanced optical generation via indirect band transition with increased 
temperature due to the increased phonon population and minority carrier lifetime as the 
temperature increased.  This temperature dependent optical generation via indirect band transition 
became negligible at short wavelengths (< 280 nm) where the direct band transition dominated 
(Mazzillo et al., 2009).  The effect of different Ni2Si interdigitated strip pitch sizes (8 μm, 10 μm, 
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and 20 μm) on the responsivity of the 4H-SiC Schottky UV photodiodes was investigated by 
Adamo et al. (2014).  It was found that the devices with a pitch size of 10 μm had the highest UV 
responsivity due to the device’s wider space to strip width ratio than the devices with a pitch size 
of 8 μm, while the devices with a pitch size of 20 μm did not reach fully depletion at the highest 
investigated reverse bias (-10 V).  
 
The first experimental results with 4H-SiC Schottky X-ray detectors were reported by Bertuccio 
et al. (2001).  Following this, rapid development of prototype single pixel spectroscopic systems 
using SiC epitaxial layers and ultra-low-noise electronics followed (Bertuccio et al., 2004).  To 
date, the best experimental results (best energy resolution) with single pixel SiC X-ray detectors 
reported were by Bertuccio et al. (2011); 4H-SiC Schottky diodes with circular Au Schottky 
contacts of 200 μm diameter were used.  The 4H-SiC epitaxial layer had a thickness of 70 μm and 
an n-type doping concentration of 5 × 1014 cm-3.  The devices were coupled to ultra-low-noise 
preamplifier electronics, and the resultant spectrometer had a FWHM at 5.9 keV of 196 eV at 
30 °C, which increased to 233 eV at 5.9 keV at 100 °C.  Studies on semi-insulating 4H-SiC X-ray 
detectors have shown poorer energy resolution compared to epitaxial SiC layers, primarily due to 
higher leakage currents and lower charge collection efficiencies (Bertuccio et al., 2013).   
 
Work has also been conducted to develop SiC Schottky diodes with thin (18 nm) Schottky 
contacts, with the intention of improving the soft X-ray quantum detection efficiency and as an 
alternative technology to interdigitated contacts.  An energy resolution (FWHM at 22 keV) of 
1.47 keV at room temperature was been reported for such a device (Lees et al., 2007), with photon 
counting spectroscopic measurements at temperatures up to 80 °C (2.5 keV FWHM at 5.9 keV at 
80 °C (Barnett, 2011)), and after proton irradiation (Stevens et al., 2011) also presented.   
 
1.5.2  GaAs photodiode radiation detectors  
GaAs has been investigated with a view to its use as a potential material for X-ray detectors at 
high temperature (≥ 20 °C) and in intense radiation environments, as well as for hard X-ray 
detection. 
 
One of the favourable attributes of GaAs is that its bandgap energy (1.42 eV at room temperature 
(Bertuccio & Maiocchi, 2002)) results in less leakage current density (and thus less parallel white 
noise, see Section 3.2) at a given temperature compared to narrower bandgap semiconductors 
(see Equation 1.1), such as Si, while its relatively low electron-hole pair creation energy (4.184 eV 
(Bertuccio & Maiocchi, 2002) provides similar charge carrier creation statistics and Fano-limited 
spectroscopic resolution as Si (see Section 2.3.2).  Also, the density of GaAs (5.32 g/cm3, which 
is more than twice that of Si density = 2.33 g/cm3 (Owens et al., 2003)) and its effective atomic 
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number (more than twice that of Si) result in better stopping power and higher quantum detection 
efficiency per unit thickness compared to Si, especially at high X-ray energies (Owens, 2012a). 
 
Additionally, GaAs has been demonstrated to be radiation resistant.  Researchers have 
demonstrated a high radiation resistance of GaAs detectors to γ-rays (Ly Anh et al., 2006) (Dixit 
et al., 2015), fast neutrons (Ladzianský et al., 2009), and high energy electrons (Šagátová et al., 
2014).  GaAs detectors are more radiation-resistant than Si for γ-rays, electrons and for low energy 
protons and neutrons (Rossi et al., 2006).  This is because the radiation induced defects in n-GaAs 
are point defects or pairs of primary defects, in contrast with impurity related radiation defects in 
Si (Claeys & Simoen, 2002).  Impurity-related radiation defects are formed in GaAs under high 
flux or high temperature irradiation, most of which anneal at relatively low temperatures.  
However, it should be noted that GaAs is less radiation resistant than Si for high energy hadrons 
(Rossi et al., 2006) (Sellin & Vaitkus, 2006).   
 
The best experimental results with GaAs X-ray detectors reported to date are by Owens et al. 
(2001).  Owens et al. (2001) reported a 5 × 5 GaAs diode array structure of 200 μm × 200 μm 
pixels.  The pixel structure included a 40 μm thick ultrapure epitaxial planar layer, forming p+-i-
n+ structure, Au/Pt/Ti Schottky contacts at the p+ layer, and guard ring surrounding the pixel array 
structure.  Low dark current densities (<6 nA/cm2) and an energy resolution (FWHM) of 266 eV 
at 5.9 keV at room temperature were reported with these devices, after coupling them to 
ultra-low-noise preamplifier electronics.  Following this, larger devices (250 μm × 250 μm) with 
a thicker epilayer (325 μm) and similar structure to the detectors reported by Owes et al. (2001) 
in a 32 × 32 pixel array have been reported with an energy resolution of 300 eV FWHM at 5.9 keV 
at room temperature (Erd et al., 2002).  Mesa detectors with both 40 μm and 400 μm thick 
epilayers have also been fabricated with similar structures as was used by Owens et al. (2001) and 
Erd et al. (2002), and results for the mesa detectors with 40 μm thick epilayers at room and low 
temperatures were reported by Owens et al. (2003).  These devices showed typical leakage current 
densities of < 4nA/cm2 but a poorer energy resolution at room temperature (572 eV at 5.9 keV) 
compared to the earlier pixel detectors.  Despite considerable international effort, energy 
resolutions as good as those reported by Owens et al. (2001) have never been replicated. 
 
Research has also been conducted on GaAs p+-i-n+ mesa X-ray photodiodes.  GaAs p+-i-n+ 
photodiodes with a 2 μm thick i-layer were coupled to low-noise preamplifier electronics.  The 
resulting spectrometer had an energy resolution (FWHM) at 5.9 keV of 800 eV at room 
temperature, rising to 1.5 keV at 80 °C (Barnett et al., 2011).  Subsequent studies on thicker 
(3 μm) GaAs p+-i-n+ mesa photodiodes performed by Barnett (2014) showed the X-ray detection 
characteristics of the devices over the energy range 4.95 keV to 59.5 keV, at 33.3 °C.  A 
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fabrication study of GaAs mesa photodiodes regarding the effects of the wet chemical etchants 
and etch depths on the dark currents has also been reported (Ng et al., 2014). 
  
1.6  Contribution of this work 
In this thesis, wide bandgap semiconductor photodiodes have been examined for their suitability 
as radiation detectors for harsh environment applications.  More specifically, three families of 
photodiodes have been investigated: 4H-SiC Schottky UV photodiode detectors with Ni2Si 
interdigitated contacts; 4H-SiC Schottky photodiode detector arrays with planar NiSi contacts for 
X-ray spectroscopy; and GaAs p+-i-n+ mesa photodiode detectors for X-ray spectroscopy.  The 
latter were also investigated for visible and infrared light detection as well as β- particle (electron) 
spectroscopy.  The work presented compares the performance of randomly selected diodes of 
each family.  The results are related back to the material and geometry of the detectors, and to the 
environment under which the detectors were investigated, as well as to previously published work.  
This systematic study complements existing knowledge and advances the understanding of such 
devices with a view to their future use in space science instrumentation.  The X-ray and electron 
spectroscopic measurements are supported by a comprehensive treatment of the noise 
components in charge sensitive preamplifiers for spectroscopy, and the first calculations showing 
the potential benefits of using a SiC, rather than Si, JFET as the input transistor of such a 
preamplifier, are presented. 
 
1.7  Thesis organization 
A review of relevant detector physics is presented in Chapter 2.  The different radiation 
production processes are discussed with a focus on those used in this thesis.  The relevant radiation 
interactions with matter are described, as are the main components of a semiconductor 
spectrometer of the type considered in this thesis.  The two types of semiconductor photodiode 
detectors used in the thesis (the Schottky diode and the p+-i-n+ diode) are also reviewed in detail, 
and the experimental techniques used for the measurements presented in the thesis are described.  
Chapter 3 describes the different noise components in semiconductor X-ray and electron 
spectrometers, with a focus on the contribution of both the charge sensitive preamplifier’s input 
JFET, and the detector itself. 
 
Chapter 4 presents and discusses results characterising 4H-SiC interdigitated Schottky 
photodiodes as room temperature UV detectors.  Chapter 5 reports and discusses high 
temperature electrical characterisation and X-ray detection measurements at 33 °C of 4H-SiC 
planar-contact Schottky diode arrays.  Chapter 6 describes and discusses measurements and 
analysis characterising the performance of two GaAs X-ray mesa p+-i-n+ photodiodes with i layer 
thicknesses of 7 μm at room temperature.  The same photodiodes were then electrically 
- 30 - 
Chapter 1 Introduction 
characterised over the temperature range 0 °C to 120 °C, and one of the diodes was characterised 
as a photon counting spectroscopic X-ray detector over the temperature range 0 °C to 60 °C.  For 
Chapter 7, 22 GaAs X-ray mesa p+-i-n+ photodiodes having i layer thicknesses of 10 μm at room 
temperature, and diameters of 200 μm and 400 μm, were electrically characterised.  The mean 
value and rms deviance among all 22 devices for the measured and calculated parameters are 
reported and results are shown for a representative device of each diameter.  Two of the diodes 
(one device of each diameter) are then further characterised as detectors for X-ray spectroscopy.  
One of the diodes was also characterised as a detector for β- particle (electron) spectroscopy at 
room temperature.  Furthermore, this chapter reports multi-energy (4.95 keV to 21.17 keV) X-ray 
calibration of one of the 10 μm i layer GaAs X-ray mesa p+-i-n+ photodiodes, along with results 
characterising its suitability for XRF spectroscopy for elemental analysis of deep seabed minerals.  
An inventory of the photodiodes reported in the experimental part of the thesis (Chapter 4 
to Chapter 7) can be seen in Table 1.1. 
 
Chapter 8 provides a summary of the key findings of the work reported in the thesis and draws 
conclusions.  Possible future research is also discussed. 
 
Material 
Type of 
photodiode 
Active layer 
thickness Dimensions Naming Chapter 
4H-SiC Schottky 6 μm 1.2 × 1.2 mm2 D1 4 
4H-SiC Schottky 6 μm 1.2 × 1.2 mm2 D2 4 
4H-SiC Schottky 6 μm 1.2 × 1.2 mm2 D3 4 
4H-SiC Schottky 6 μm 1.2 × 1.2 mm2 D4 4 
4H-SiC Schottky 20 μm 250 × 250 μm2 D1 5 
4H-SiC Schottky 20 μm 250 × 250 μm2 D2 5 
4H-SiC Schottky 20 μm 250 × 250 μm2 D3 5 
4H-SiC Schottky 20 μm 250 × 250 μm2 D4 5 
4H-SiC Schottky 20 μm 250 × 250 μm2 D5 5 
GaAs p+-i-n+ 7 μm 200 μm diam. D1 6 
GaAs p+-i-n+ 7 μm 200 μm diam. D2 6 
GaAs p+-i-n+ 10 μm 200 μm diam. D1 7 
GaAs p+-i-n+ 10 μm 400 μm diam. D2 7 
Table 1.1. Summary of the photodiode detectors used in the present work.  For Chapter 7, a 
total of 22 devices were characterised but only the representative devices identified in the 
chapter are included in the table. 
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Chapter 2 Detector Physics Background 
 
2.1  Radiation production 
This thesis concentrates on the detection of fast electrons (β- particles emitted in nuclear decay 
and high energy electrons) and on the electromagnetic radiation range from infrared (~ 1 eV) to 
X-rays (35 keV).  An introduction to the production of fast electrons, infrared, visible and UV 
light, and X-rays is given in this section. 
 
2.1.1  Fast electrons 
Anthropogenic laboratory fast electron sources include radioisotope sources and electron guns 
producing energetic electrons (Ahmed, 2007).  In this thesis, a 63Ni radioisotope β- particle source 
was used to produce a continuous spectrum of β- particles with energies up to 66 keV (the 63Ni 
endpoint energy). 
 
Two types of radioisotope decay can produce fast electrons: β- decay and internal conversion.  
The former occurs when a radioisotope with a neutron rich nucleus decays with the transformation 
of a neutron into proton, with the emission of a β- particle and an antineutrino (Leo, 1994).  
Because the available energy for the β- decay is shared between the emitted particles (β- particle 
and antineutrino) the energy of β- particle varies from decay to decay resulting in a continuous 
energy spectrum ranging up to the nuclide-specific endpoint energy (Knoll, 2010).  In contrast 
with many β- emitting radioisotopes which decay to an excited state of the nucleus, and then 
subsequently further decay with, for example, emission of γ-rays, 63Ni (and others such as 3H, 
14C, 99Tc ) decay directly to the ground state of the product (Leo, 1994) (Knoll, 2010). 
 
In internal conversion radioisotope decay, the nuclear excitation energy is transferred to an atomic 
electron which is then ejected with a kinetic energy equal to the difference of the excitation energy 
and the bonding energy of the electron (Knoll, 2010).  Although internal conversion is a source 
of monoenergetic electrons (Leo, 1994), the conversion electron spectrum of a single radioisotope 
source, including 109Cd, 113Sn, 137Cs, and others, can contain several groups of electrons’ energies 
because the nuclear excitation energy can be transferred to any electron shell within the atom. 
 
Intense beams of energetic electrons can also be produced using electron guns.  Their principle 
of operation relies on a stimulated process, such as heating in thermionic electron guns (Goldstein 
et al., 2003), application of high electric fields of the order of 109 V/m in field emission electron 
guns (Molokovsky & Sushkov, 2005), and photon illumination in photo-emission electron guns 
(Sinclair, 2003), to provide enough kinetic energy to liberate atomic electrons. 
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Naturally occurring radioisotope β- emitters include the intermediate radionuclides of the decay 
chains of the three most abundant naturally occurring unstable isotopes: 238U, 235U, and 232Th 
(Lottermoser, 2005).  Th occurs together with U in some uranium ore deposits, including volcanic 
uranium deposits, Vein-type uranium deposits, and metasomatite deposits (Dahlkamp, 1993).  
Since U and Th isotopes have half-lives comparable to the age of Earth, they are still present in 
such minerals.  238U, 235U, and 232Th decay to intermediate nuclides via β- (and α) decay with the 
final, stable, non-radioactive daughter nuclides being 206Pb, 207Pb, and 208Pb, respectively. 
 
Cosmic-rays are also a natural source of electrons.  Although there is limited knowledge of 
cosmic-ray production mechanisms, it has been determined that 1 % of cosmic-rays observed 
during space based cosmic-ray experiments consist of electrons (Berdugo, 2016).  Electrons in 
the energy range of 1 GeV to 625 GeV have been measured and a small number of sources in the 
Solar neighbourhood, exotic sources such as dark matter particles, and astrophysical objects such 
as pulsars, have all proposed as potentially significant sources of cosmic-ray electrons (Adriani 
et al., 2011).  
 
2.1.2  Infrared, visible and UV light 
Numerous anthropogenic light sources covering the range of infrared, visible, and UV light have 
been produced and are still being developed for multiple applications.  Such light sources include 
incandescent light sources, electrical gas discharge light sources, light-emitting diodes (LEDs), 
and light amplification by stimulated emission of radiation (lasers) (Kitsinelis, 2015).  In this 
thesis, a spectrophotometer employing a W-halogen incandescent lamp and a 2H gas discharge 
lamp is used to cover the wavelength range of interest, i.e. 200 nm to 980 nm. 
 
Incandescent light sources use a filament which radiates as it is being heated, at an energy 
depending on the filament’s temperature, from infrared to visible emission as the temperature 
increases (Kitsinelis, 2015).  Commonly, incandescent lamps use W filaments due to the 
element’s high melting point (3387 °C) which allows operation at relatively high temperatures 
(2527 °C for a typical incandescent lamp).  Such lamps emit a continuous spectrum.  The 
W-halogen incandescent lamp employs a halogen gas in addition to the tungsten filament, and 
has an increased average lifetime, operation at higher temperatures, and thus radiation up to 
near-UV, compared to W incandescent lamps. 
 
The basic principle of electrical gas discharge lamp is the excitation of valence electrons from 
collisions with other electrons followed by de-excitation and the emission of electromagnetic 
radiation (Kitsinelis, 2015).  Hg vapour is the most commonly used active medium in gas 
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discharge lamps due to its low ionisation potential and high vapour pressure.  The most intense 
Hg emission line is 254 nm (i.e. within the UV band), and depending on the requirements of the 
application, and whether UV emission is required or not, a phosphor can be used to convert the 
UV light into visible light, thus producing a so called fluorescent lamp.  The noble gases, He, Ne, 
Ar, Kr, and Xe, (the radioactive Rn is not a practical option), can also be used instead of Hg.  
Discharge lamps using these elements emit in the visible and UV bands of the electromagnetic 
spectrum.  For applications which require lamps with high outputs’ fluences at short UV 
wavelengths, 2H gas discharge lamps are commonly used (McCluney, 2014). 
 
Discussion of the production of infrared, visible, and UV light by LEDs and lasers is out of the 
scope of this thesis.  Instead, the reader is referred to Ahmed (2007) and Kitsinelis (2015) for an 
extensive discussion on the different types, operation, and applications of LEDs and lasers. 
 
Solar radiation is the main natural source of infrared, visible, and UV light on Earth.  Although 
the Sun’s emission spectrum covers the whole of the infrared region, visible region and UV 
region, Earth’s atmospheric gases absorb Solar radiation in particular wavelength bands and fully 
absorb UV light of < 300 nm (Fu, 2003). 
 
2.1.3  X-rays 
There are a variety of anthropogenic and natural X-ray sources which produce continuous X-ray 
radiation (i.e. emission of all wavelengths within a range, rather than discrete energies), X-rays 
of characteristic energy, or both, depending on their principle of operation.  In this thesis, an 55Fe 
radioisotope X-ray source was used to produce characteristic Mn Kα (5.9 keV) and Mn Κβ 
(6.49 keV) lines (Schötzig, 2000).  A Mo target X-ray tube was also used to produce a continuous 
spectrum of X-rays of energy ≤ 35 keV, with additional characteristic Mo Kα (17.4 keV) and Mo 
Kβ (19.6 keV) X-ray emission lines from the Mo target (Thompson et al., 2009).  For some 
measurements, high purity metal foil samples of known composition, and geological samples of 
previously unknown composition, were subsequently fluoresced by the Mo target X-ray tube. 
 
Emission of continuous X-rays occurs when electrons, or other energetic charged particles such 
as protons or α particles, lose energy in passing through the Coulomb field of a nucleus (Van 
Grieken & Markowicz, 2002).  This type of radiation, in the form of bremsstrahlung radiation 
with a continuous energy spectrum (i.e. no quantised energy transitions), can be explained by 
classical electromagnetic theory: the de-acceleration of the high energy electrons in the target 
material is correspondingly accompanied by the emission of radiation (Ahmed, 2007).  The 
emitted radiation (X-ray photon) energy extends as high as the initial electron energy (Knoll, 
2010).  The operation of conventional X-ray tubes relies on the process of bremsstrahlung 
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radiation production; their cathode material is used to de-accelerate electrons emitted from the 
tube’s anode, where the X-ray emission intensity is determined by the current of the X-ray tube, 
and the maximum energy of the X-ray emission is determined by the tube’s potential difference. 
 
The process by which the electrons of an X-ray tube cause the production of the characteristic 
X-ray emission lines of the cathode is also deserving of further comment.  Characteristic X-rays 
may be generated when a source of radiation of sufficient energy (e.g. an electron beam or X-rays) 
is incident upon a target.  Incident radiation when absorbed by a target atom causes the excitement 
(and potentially, ejection) of an atomic electron from its shell within the atom.  The vacancy of 
the ionised atom is subsequently filled through the rearrangement of the electrons of other shells 
of the atom, in order to improve atomic stability.  The transition from the excited to the ground 
state results in the emission of energy from the atom in the form of an X-ray fluorescence photon 
of characteristic energy (Knoll, 2010).  The energy of the characteristic X-rays equals the 
difference between the corresponding atomic energy levels involved in the process, and hence the 
target material becomes a source of characteristic X-rays itself.  For example, when an L shell 
electron fills a vacancy in the K shell, a Kα characteristic photon is emitted.  Similarly, when the 
K shell vacancy is filled by an electron from the M shell, a Kβ characteristic photon is emitted 
(Van Grieken & Markowicz, 2002).  When the atom in question contains sufficient electrons, 
vacancies in the L and M shells may also be filled from electrons from higher energy levels.  
Because the allowed energy levels in an atom are unique to each individual element, and hence 
their characteristic X-rays are also correspondingly unique, this phenomenon may be used as a 
technique for elemental analysis samples; this is termed X-ray fluorescence spectroscopy.  When 
the generated electrons in X-ray tubes are of sufficient energy to cause the rearrangement of the 
electron shells of the atoms of the cathode, or other materials in the X-ray tube in this manner, the 
resulting X-ray tube spectrum has characteristic X-ray emission lines superimposed on the 
continuous bremsstrahlung spectrum (Knoll, 2010). 
 
Whilst not an X-ray source used in this thesis, synchrotron X-ray radiation is continuous and, in 
contrast with bremsstrahlung X-rays, extremely intense, highly collimated, and polarised.  X-rays 
are produced when charged particles, such as energetic electrons, are accelerated at relativistic 
velocities using magnetic fields in circular orbits (Ahmed, 2007).  These emissions can also be 
explained by classical electromagnetic theory: a small fraction of the beam of energetic charged 
particles bent into a circular orbit is radiated away during each cycle of the beam (Knoll, 2010). 
 
Radioisotope X-ray emitters are also important sources of X-rays.  Such sources emit X-rays as a 
consequence of radioactive decay, through electron capture and internal conversion (Knoll, 2010).  
In electron capture, an electron from one of the atomic orbitals (most likely from the K shell) 
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captured by the nucleus of a proton-rich atom causes an atomic shell vacancy which may be filled 
by another atomic electron from higher energy levels, giving rise to the emission of a 
characteristic X-ray (Leo, 1994).  The product nucleus of the electron capture nuclear decay can 
either be in the ground state or in an excited state (de-excitation may involve emission of γ-rays).  
Internal conversion, as defined earlier (see Section 2.1.1), results in a vacancy being left in one 
of the atom’s inner shells, with the electron in the K shell being more probably converted (Knoll, 
2010).  Rearrangement of atomic electrons to achieve atomic stability can result in the emission 
of characteristic lines.  Along with the de-excitation of the nuclear state with internal conversion, 
γ-ray emission is always a competing process (Magill & Galy, 2005).  When a pure X-ray source 
is needed, a radioactive material decaying by electron capture to the ground state of the product 
nucleus is required, one such material is 55Fe which decays with characteristic X-ray emissions 
of Mn Kα (5.9 keV) and Mn Κβ (6.49 keV) photons (Schötzig, 2000). 
 
It should be noted that there is an alternative, competing process that may occur following the 
transition from the excited to the ground state of the atom, through the rearrangement of the 
electrons, instead of the emission of characteristic X-rays.  The excess energy from the 
rearrangement of the electrons to fill the vacancy of the ionised atom can be given to one of the 
atom’s electrons, with a binding energy less than the available energy, which is ejected from the 
atom.  Such electrons are called Auger electrons (Van Grieken & Markowicz, 2002).  As a result, 
fewer X-ray photons are produced for a given quantity of material than would otherwise be 
expected.  The fluorescence yield is the probability that a vacancy in an atomic shell is filled with 
a subsequent radiative emission (characteristic X-rays), rather than ejection of an Auger electron.  
As an example, the fluorescence yield of the K shell is given by the ratio of total number of 
characteristic X-rays emitted to the total number of primary K shell vacancies. 
 
X-rays can originate also from natural sources, such as astronomical sources.  Most X-rays from 
astronomical sources cannot penetrate the Earth’s atmosphere and thus they are impossible to be 
detected from ground-based observatories (Seward & Charles, 2010).  The dominant 
astrophysical mechanisms for generating X-rays are thermal, synchrotron, and blackbody 
radiation (Seward & Charles, 2010).  The thermal radiation emission, which occurs from the 
acceleration of thermally energetic electrons due to collisions with positive ions in a hot gas, is a 
continuum and its shape is only determined by the temperature of the hot gas.  The synchrotron 
radiation occurs from relativistic electrons traveling through a magnetic field whose direction 
changes resulting in acceleration and emission of electromagnetic radiation.  The blackbody 
radiation, originating from stars, neutron stars, and pulsars, is a continuum with peak emission at 
an energy which only depends on the temperature of the emitting object.  Cosmic X-rays are also 
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generated when planets, moons and comets are bombarded with cosmic X-rays with subsequent 
emission of characteristic fluorescent X-rays. 
 
The strongest X-ray source in the Solar system is the Sun and more specifically its corona, which 
emits thermal X-rays (Seward & Charles, 2010).  X-rays have also been detected from Earth, 
Jupiter, Saturn, Venus, and Mars, as well as from Earth’s and Jupiter’s moons, and asteroids and 
comets.  The principle production mechanisms of such X-rays are scattering of and fluorescence 
by Solar X-rays, synchrotron radiation due to the presence of a magnetosphere (Earth and Jupiter), 
and energetic Solar-wind particle collisions with material.  Beyond the Solar system, the hot 
material of the interstellar medium is a source of diffuse emission of soft X-rays and interstellar 
dust is source of scattered cosmic X-rays.  Similarly to Sun, all stars, apart from some red giants 
(these cooler than class K1) and two types of dwarfs (these in the mid-A range where there is no 
convection and these cooler than type M5), are X-ray sources.  Other astrophysical X-ray sources 
include supernovae, supernova remnants, neutron stars with high rates of rotational energy loss, 
and dwarf novae.  The variety of astrophysical X-ray sources is extensive and a more detailed 
discussion is out of the scope of this thesis; the reader is referred to Seward & Charles (2010). 
 
2.2  Radiation (photons and charged particles) interaction with matter 
In this section, a comprehensive analysis of the different processes taking place when radiation 
interacts with solids is presented.  The discussion focuses on the dominant mechanisms of interest 
in this thesis for electrons, and photons in the infrared, visible, UV, and X-ray regions. 
 
2.2.1  Electrons 
Electrons, as charged particles, are subject to Coulomb and nuclear interactions (Ahmed, 2007).  
They do not lose their energy in a single event; instead they lose energy along their path through 
matter.  Their paths (sometimes called their tracks or trajectories) are subject to large deviations 
because their individual masses are equal to the masses of the orbital electrons with which they 
interact (Knoll, 2010) (Nikjoo et al., 2012).  As a result, the total path length for an electron is 
much greater than the distance of penetration along the initial velocity unit vector.  Depending on 
their energy, electrons can undergo ionisation, elastic scattering or emission of bremsstrahlung 
when interacting with matter. 
 
Moving electrons interact with atomic electrons through electromagnetic force and may transfer 
energy to these electrons (Nikjoo et al., 2012).  An orbital electron can be ejected when the 
transferred energy is sufficient, thus resulting in ionisation of the atom; alternatively, an orbital 
electron can be moved to an excited state.  If the ejected electron carries enough energy it can 
produce secondary ionisations.  This process can continue until the energy of the ejected electron 
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is less than that required for ionisation (Ahmed, 2007).  Figure 2.1 shows this process.  The 
probability in which an electron can cause ionisation largely depends on its energy and the type 
of target atom. 
 
 
Figure 2.1. Cascade ionisation process initiated from an incident electron of a sufficient energy 
to eject an atomic electron.  Ionisation is one mode of electrons interaction with matter. 
 
Scattering may also be significant when incident electrons interact with a material.  The elastic 
scattering of an electron from another electron as a consequence of Coulomb repulsion is known 
as Moeller scattering whereas the elastic scattering of an electron from a positron resulting from 
Coulomb attraction is called Bhabha scattering (Nikjoo et al., 2012). 
 
Incident electrons are also subject to scattering upon interaction with the nucleus.  The deviation 
of their path by the electrical attractions of the nucleus results in their deceleration which gives 
rise to bremsstrahlung emission (no direct electronic or nuclear transitions involved) as explained 
by classical electromagnetic theory (Leo, 1994).  Radiative energy loses in the form of 
bremsstrahlung radiation becomes more significant compared to collisional energy losses, for 
high energy electrons (Nikjoo et al., 2012).  The cross section of energy loss by bremsstrahlung 
also depends on the atomic number of the material, Z; the number of atomic electrons surrounding 
the nucleus plays an important role in determining the strength of the electric field with which the 
incident electrons interact, and therefore on the probability of radiative energy loss.  The intensity 
of bremsstrahlung emitted radiation depends on the atomic number of the material squared, Z2 
(Leroy & Rancoita, 2009).  
 
2.2.2  Photons 
Photons behave differently when traversing an absorber compared to electrons due to their charge 
neutrality (Nikjoo et al., 2012).  The number of photons of any beam of monochromatic photons 
reduces exponentially when traveling in matter (Leroy & Rancoita, 2009).  Mechanisms by which 
photons may lose (deposit) energy include photoelectric absorption, Compton scattering and pair 
production, whereas Thomson and Rayleigh scattering do not involve energy deposition. 
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2.2.2.1  Photoelectric absorption 
The photoelectric absorption is the predominant mode of interaction of photons of relatively low 
energy and the dominant mechanism of interest in this thesis.  In this process, the photon’s energy 
is required to be at least equal to the binding energy of the most loosely bound electron in the 
atom.  The photon’s energy is transferred to an orbital electron, and the photon ceases to exist 
(Sherer et al., 2014).  The electron is then ejected.  This electron, called photoelectron, has an 
energy equal to the incident photon energy less its binding energy. 
 
The K shell, which can contain the two most tightly bound electrons to the nucleus, is the most 
probable origin of the photoelectron for photons of sufficient energy (Knoll, 2010).  Immediately 
after the ejection of an inner shell electron, a vacancy is left in that shell of the atom.  This 
represents an unstable energy situation.  Consequently, the electrons of the atom are rearranged, 
with an electron from a higher atomic energy level filling the vacancy (Lowe & Sareen, 2014).  
The energy difference between these two atomic levels may be carried away by either emission 
of a characteristic X-ray photon (fluorescence), or the ejection of another orbital electron (Auger 
electron) provided its energy is equal to the binding energy of the electron.  This process is 
summarised in Figure 2.2. 
 
The emitted X-ray photon can be absorbed by a secondary photoelectric interaction involving less 
tightly bound electrons from another atom.  The overall effect, which is the fundamental for 
photon detection with semiconductor detectors (see Section 2.3), is a cascade production of 
X-rays, Auger electrons, and photoelectrons.  These resulting electrons (and holes) may cause 
further excitations and ionisations leaving secondary electrons (and holes) along their path until 
none of them have sufficient energy to produce any more (Lowe & Sareen, 2014).  When the 
production of electrons and holes from the absorption of a photon finishes, electrons transition to 
the bottom of the conduction band and holes transition to the top of the valence band. 
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Figure 2.2. Emission of photoelectron as a result of photoelectric absorption followed by an 
emission of a characteristic X-ray or an Auger electron, during the rearrangement of the 
electrons involving different atomic energy levels (such as K, L or M shell) to achieve stability.  
Photoelectric absorption is one mode of photon interaction with matter. 
 
2.2.2.2  Compton scattering 
Compton scattering takes place between an incoming photon and an electron in the absorbing 
material assumed to be initially at rest.  The photon transfers part of its energy to the electron.  As 
a result of such a collision, the energy and momentum of the photon decreases and the electron is 
ejected at a forward angle (Nikjoo et al., 2012).  The energy of the recoil electron can vary from 
zero to a large fraction of the photon energy.  Since this process involves a change in photon 
energy it is an inelastic scattering process.  The cross section of Compton scattering depends on 
the energy of the incoming photon and the atomic number of the absorbing material (Leroy & 
Rancoita, 2009).    
 
2.2.2.3  Pair production 
In pair production, the incoming photon disappears and is replaced by an electron-positron pair 
(Knoll, 2010).  This interaction takes place in the Coulomb field of a nucleus and is energetically 
possible only when the photon has at least the required energy (=1.02 MeV) to create an 
electron-positron pair.  The recoil energy of the heavy nucleus is negligible and thus any excess 
energy carried by the photon is transferred into kinetic energy and shared by the pair. 
 
2.2.2.4  Rayleigh and Thomson scattering  
Thomson scattering is a process between an incoming photon of low energy and a free electron 
(Ahmed, 2007).  The free electron oscillates in response to the electric vector of the 
electromagnetic wave (photon) and emits radiation of the same frequency as the incident wave.  
The result of such collisions is a change in the angle of deflection with no energy loss being 
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involved (elastic scattering) (Nikjoo et al., 2012).  Rayleigh scattering is a process of elastic 
scattering between an incoming photon and an atom.  When the radius of the target atom is much 
smaller than the wavelength of incident photon, there is minimal coupling between the incident 
photon and the internal structure of the target atom.  Thus, there is extremely small energy transfer 
during Rayleigh scattering (the scattered photon has almost the same energy as the incident 
photon). 
 
2.2.2.5  Passage of photons through matter 
The attenuation of a photon beam is given by the Beer-Lambert law  
 
𝐼𝐼𝑥𝑥 = 𝐼𝐼0exp (−𝜇𝜇𝜇𝜇) (2.1) 
 
where Ix is the beam intensity at a depth x, I0 is the beam intensity just before it enters the material 
and μ is the linear attenuation coefficient of the target material (Lowe & Sareen, 2014).  The linear 
attenuation coefficient, μ, is the probability per unit length that a photon is removed from the 
beam and depends on both the photon energy of interest and on the density, ρ, of the absorber 
(Knoll, 2010).  Instead, the mass attenuation coefficient, μρ, can be used 
 
𝜇𝜇 = 𝜇𝜇𝜌𝜌𝜌𝜌. (2.2) 
 
The mass attenuation coefficient increases with increased atomic number and for comparison, the 
linear attenuation coefficient of three semiconductor materials, GaAs, 4H-SiC, and Si, extracted 
from Henke et al. (1993), as a function of photon energy can be seen in Figure 2.3.  The inverse 
of the linear attenuation coefficient (1/μ) is called the mean free path and is defined as the average 
distance required for an interaction in the absorber to take place.  As an example, the mean free 
path of a 20 keV X-ray photon beam is 105 mm in Si and 4 mm in GaAs. 
 
Broadly, the linear attenuation coefficient decreases with increased energy for the same material.  
However, there are abrupt jumps in linear attenuation coefficient at certain energies.  These 
discontinuities, the absorption edges, occur at energies equal to the binding energies of the atom 
(Ahmed, 2007).  At that energies, the absorption of the photon increases resulting in a linear 
attenuation coefficient jump to a higher value than it is for an energy slightly less than the 
absorption edges. 
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Figure 2.3. Linear attenuation coefficient (extracted from Henke et al. (1993)) as a function of 
photon energy for GaAs (black line), 4H-SiC (red line) and Si (dashed black line).  The 
corresponding absorption edges are also shown. 
 
2.3  Semiconductor radiation detection system 
2.3.1  The overall semiconductor radiation detection system 
The block diagram of a spectroscopic system employing a semiconductor detector can be seen in 
Figure 2.4.  The incident radiation, here X-ray photons or β- particles, interact with the 
semiconductor detector which converts the energy deposited by each radiation quantum to an 
electrical signal charge, Q (see Section 2.3.2 for charge generation by radiation in 
semiconductors) (Spieler, 2005).  This burst of charge, Q, is ideally proportional to the energy 
deposited.  As an example, the signal charge created by a single 5.9 keV X-ray photon in a GaAs 
detector is 2.25 × 10-16 C on average, with this being subject to statistical fluctuations, as well as 
electronic noise (see Chapter 3).  The next component in the signal processing chain is the 
charge-sensitive preamplifier.  The function of the charge sensitive preamplifier is not to amplify 
the signal but to serve as an interface between the detector and the subsequent processing 
electronics and to produce a voltage step proportional to Q by integrating the current pulses.  The 
function of the charge sensitive preamplifier is described in Section 2.3.3. 
 
The charge sensitive preamplifier’s output is a tail pulse, with a rapid rise and slow return to 
baseline (Knoll, 2010), which is not suitable for direct measurement of peak height (Gilmore, 
2008).  The preamplifier’s output is delivered to a shaping amplifier, whose primary function is 
to change the pulse shape to achieve peak height measurements and improve the signal-to-noise 
ratio.  A signal-to-noise ratio improvement can be achieved by tailoring the frequency response 
to attenuate the noise and strengthen the signal since the signal power of the pulses is distributed 
in both time and frequency domain and the frequency spectra between the signal and the noise 
differ (Spieler, 2005).  However, improving the signal-to-noise ratio results in an increase of the 
pulse duration (reduced bandwidth) thus imposing limitations on the count rate and thus care 
should be taken to find a balance between these conflicting requirements.  Shaping amplifiers 
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may also provide other functions apart from pulse shaping, such as pole-zero cancellation, 
baseline restoration, and pile-up rejection (Gilmore, 2008). 
 
The multi-channel analyser (MCA) (Figure 2.4) converts the pulse amplitude, which is an 
analogue signal, to an equivalent digital number, bins the pulses based on their height, and counts 
the number of pulses within individual pulse height intervals (bins or channels) (Gilmore, 2008).  
The result is a record of the amplitude distribution of pulses (a spectrum) as accumulated by the 
instrumentation.  Information regarding the incident radiation may then be deduced from the 
positions, shapes, and areas of peaks and other features present in the recorded spectrum. 
 
 
Figure 2.4. Schematic diagram of a semiconductor spectroscopic system. 
 
2.3.2  Charge generation by radiation in semiconductor photodiodes  
The mechanisms of interest in this thesis are the ionisation process resultant from β- particles 
interacting with the semiconductor material and the photoelectric effect when X-ray photons are 
absorbed in the semiconductor material.  Both processes result in the generation of a number of 
electron-hole pairs proportional to the energy of the interacting radiation quanta. 
 
The electric field present in the depletion region (commonly assumed to be the active region, 
unless otherwise specified) of a reverse biased semiconductor photodiode sweeps out the 
generated electrons and holes in opposite directions, towards their respective electrode (Lowe & 
Sareen, 2014).  The movement of these generated charges induces charge on the contacts of the 
semiconductor photodiode and produces the signal, which is fully developed once the last of the 
carriers arrives at its collecting electrode (Knoll, 2010).  The induced charge on electrodes can be 
calculated by the Shockley-Ramo theorem (Shockley, 1938) (Ramo, 1939). 
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The charge generated in the semiconductor photodiode by a given radiation quantum, the 
amplitude of the detector pulse formed by the charge induced on its electrodes, the tail pulse 
output of the preamplifier, and the amplitude of the shaping amplifier’s output would be expected 
to be all proportional to the energy of the incident radiation and constant from one event to the 
next.  However, the pulse at each point of the detection and processing chain (discussed in 
Section 2.3.1) is subject to statistical variations.  As such, the accumulated energy spectrum of a 
monoenergetic radiation beam becomes a distribution of pulse heights, rather than an energy 
spectrum with all counts confined to a single channel.  
 
The ability of a spectroscopic system to distinguish between quanta of different energies is termed 
energy resolution.  For a Gaussian peak, it is commonly quantified by measurement of the full 
width at half maximum (FWHM) of that peak.  The potential sources of fluctuation (noise) in the 
response of a spectroscopic system resulting in the broadening of the FWHM and not related to 
the charge generation statistics in the semiconductor photodiode, are discussed in Chapter 3.  The 
fluctuation of the charge generation in the photodiode is described in the next paragraphs. 
 
Not all of the energy of the incident radiation goes into production of electrons and holes, but a 
proportion may stimulate optic lattice vibration (dissipated as direct heat) (Lifshin, 1999) (Lowe 
& Sareen, 2014).  This has two effects.  First, the number of electron-hole pairs generated, n, is 
less than the ratio of the incident radiation quantum energy, Erad, to the bandgap of the material, 
EG.  Instead, the number of electron-hole pairs generated, N, is 
 
𝑁𝑁 = 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟
𝜔𝜔
 , (2.3) 
 
where ω is the average energy consumed in the generation of an electron-hole pair (commonly 
called the electron-hole pair creation energy).  The electron-hole pair creation energy depends on 
the semiconductor material (increases with increased bandgap) and the temperature.  Table 2.1 
shows the electron-hole pair creation energy of Si, GaAs, and 4H-SiC. 
 
The second effect is that the number of mobile charge carriers generated is not always the same 
for a given radiation quantum energy but is subject to statistical fluctuations, as suggested by 
Equation 2.3 describing the average rather than absolute number of electron-hole pairs created.  
The standard deviation, σ, characterising the statistical fluctuations of the total number of the 
generated charge carriers (= N) would be √𝑁𝑁 for a Poissonian process (Knoll, 2010).  However, 
the events in the ionisation process are not independent of each other, and thus the process is not 
Poissonian.  As a result, the observed statistical variance (σ2) is less than the Poisson predicted 
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variance, with the Fano factor, F, quantifying the extent to which the distribution is tightened, 
such that 
 
𝐹𝐹 = 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜𝑣𝑣𝑜𝑜𝑖𝑖𝑣𝑣𝑣𝑣𝑣𝑣𝑜𝑜
𝑃𝑃𝑜𝑜𝑖𝑖𝑜𝑜𝑜𝑜𝑜𝑜𝑣𝑣 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜𝑖𝑖𝑣𝑣𝑝𝑝𝑜𝑜𝑜𝑜 𝑜𝑜𝑣𝑣𝑜𝑜𝑖𝑖𝑣𝑣𝑣𝑣𝑣𝑣𝑜𝑜 = 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜𝑣𝑣𝑜𝑜𝑖𝑖𝑣𝑣𝑣𝑣𝑣𝑣𝑜𝑜𝑁𝑁  . (2.4) 
 
The Fano factor lies between 0, for no fluctuations, and 1, for Poissonian process.  Table 2.1 
gives the Fano factor of Si, GaAs and 4H-SiC.  The standard deviation, σ, of the distribution of 
the electron-hole pairs generated takes the form √𝐹𝐹𝑁𝑁.  The equivalent energy broadening due to 
the statistical fluctuations of the total number of electron-hole pairs generated, called the Fano 
noise, gives the fundamental resolution limit for a semiconductor spectroscopic system (Lowe & 
Sareen, 2014).  For a Gaussian distribution, the Fano noise in terms of FWHM, ΔΕ, is related to 
the electron-hole pairs creation energy, ω, the Fano factor, F, and the energy of the incident 
radiation, Erad, such that 
 
𝛥𝛥𝛥𝛥 [eV] = 2.355𝜔𝜔�𝐹𝐹𝐸𝐸𝑜𝑜𝑣𝑣𝑜𝑜/𝜔𝜔 . (2.5) 
 
It is clear, from Equation 2.5, that semiconductor materials with low electron-hole pair creation 
energy and Fano factor are favourable because of their high fundamental statistical resolution 
(low ΔΕ). 
 
Unlike β- particles, X-ray photons are absorbed in a single collision and therefore, might be 
absorbed in a dead layer, and not detected at all.  When a photon of a monoenergetic beam is 
absorbed in the depletion layer of the detector, an event will contribute to the photopeak, at an 
energy equal to the energy of the incoming beam.  However, this is true only when both the ejected 
photoelectron and emitted characteristic fluorescence X-ray of the semiconductor detector, as a 
result of the photoelectric effect, are absorbed in the active layer of the detector. 
 
When either the photoelectron or the fluorescence X-ray photon is not absorbed in the active layer 
of the detector, the result is an event added to the fluorescence or the escape peaks, respectively, 
in the obtained energy spectrum.  For relatively high energy incoming photons, the ejected 
photoelectron might have enough energy to leave the active volume of the detector and be 
absorbed elsewhere.  In this situation, only the energy of the emitted characteristic X-ray photon 
is absorbed, and an event is added at an energy equal to the characteristic X-ray energies of the 
semiconductor material in the spectrum, forming the fluorescence peaks.  There is also the 
possibility that the photoelectron is fully absorbed in the active layer of the detector but the 
fluorescence X-ray photon escapes and does not contribute to the absorbed energy.  This is 
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unavoidable mostly near the sides of the detector as well as the front and the rear surfaces of the 
detector (Lowe & Sareen, 2014).  In this situation, an event is added at an energy equal to the 
energy of the incoming photon reduced by the energy of the lost fluorescence X-ray photon, 
forming the escape peaks. 
 
Parameter Si GaAs 4H-SiC 
Density (g/cm3) 2.3 5.4 3.12 
Mean atomic number 14 31.3 10 
Bandgap (eV) 1.12 1.42 3.27 
Electron-hole pair creation energy (eV) 3.65 4.184 7.8 
Fano factor 0.11 0.12 0.1 
Table 2.1. Values of key parameters of Si, GaAs and 4H-SiC at room temperature. 
 
The parameters of the semiconductor material (i.e. its electron-hole pair creation energy and Fano 
factor) of the photodiode not only affect the fundamental statistical resolution of the detector  
(Equation 2.5), but also determine the number of photons absorbed in the active layer of the 
detector at a given photon energy (Knoll, 2010).  The intrinsic quantum detection efficiency, 
QEint, is defined as 
 
𝑄𝑄𝐸𝐸𝑖𝑖𝑣𝑣𝑝𝑝 = 𝑣𝑣𝑛𝑛𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜 𝑜𝑜𝑣𝑣𝑜𝑜𝑖𝑖𝑣𝑣𝑝𝑝𝑖𝑖𝑜𝑜𝑣𝑣 𝑞𝑞𝑛𝑛𝑣𝑣𝑣𝑣𝑝𝑝𝑣𝑣 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  𝑖𝑖𝑣𝑣 𝑝𝑝ℎ𝑜𝑜 𝑣𝑣𝑣𝑣𝑝𝑝𝑖𝑖𝑜𝑜𝑜𝑜 𝑙𝑙𝑣𝑣𝑙𝑙𝑜𝑜𝑜𝑜𝑣𝑣𝑛𝑛𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜 𝑜𝑜𝑣𝑣𝑜𝑜𝑖𝑖𝑣𝑣𝑝𝑝𝑖𝑖𝑜𝑜𝑣𝑣 𝑞𝑞𝑛𝑛𝑣𝑣𝑣𝑣𝑝𝑝𝑣𝑣  𝑖𝑖𝑣𝑣𝑣𝑣𝑖𝑖𝑜𝑜𝑜𝑜𝑣𝑣𝑝𝑝 𝑜𝑜𝑣𝑣 𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑣𝑣𝑝𝑝𝑜𝑜𝑜𝑜 𝑜𝑜𝑣𝑣𝑣𝑣𝑜𝑜   (2.6) 
 
and should be distinguished from the absolute quantum detection efficiency, QEabs, defined as  
 
𝑄𝑄𝐸𝐸𝑣𝑣𝑜𝑜𝑜𝑜 = 𝑣𝑣𝑛𝑛𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜  𝑜𝑜𝑜𝑜𝑜𝑜𝑣𝑣𝑜𝑜𝑖𝑖𝑣𝑣𝑝𝑝𝑖𝑖𝑜𝑜𝑣𝑣 𝑞𝑞𝑛𝑛𝑣𝑣𝑣𝑣𝑝𝑝𝑣𝑣 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑖𝑖𝑣𝑣 𝑝𝑝ℎ𝑜𝑜 𝑣𝑣𝑣𝑣𝑝𝑝𝑖𝑖𝑜𝑜𝑜𝑜 𝑙𝑙𝑣𝑣𝑙𝑙𝑜𝑜𝑜𝑜𝑣𝑣𝑛𝑛𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜 𝑜𝑜𝑣𝑣𝑜𝑜𝑖𝑖𝑣𝑣𝑝𝑝𝑖𝑖𝑜𝑜𝑣𝑣 𝑞𝑞𝑛𝑛𝑣𝑣𝑣𝑣𝑝𝑝𝑣𝑣  𝑜𝑜𝑛𝑛𝑖𝑖𝑝𝑝𝑝𝑝𝑜𝑜𝑜𝑜 𝑜𝑜𝑙𝑙 𝑜𝑜𝑜𝑜𝑛𝑛𝑜𝑜𝑣𝑣𝑜𝑜 . (2.7) 
 
For isotropic sources, the intrinsic and absolute quantum detection efficiencies are related by  
 
𝑄𝑄𝐸𝐸𝑖𝑖𝑣𝑣𝑝𝑝 = 𝑄𝑄𝐸𝐸𝑣𝑣𝑜𝑜𝑜𝑜 ∗ (4𝜋𝜋/𝛺𝛺) (2.8) 
 
where Ω is the solid angle of the photodiode seen from the radiation source. 
 
The intrinsic quantum detection efficiency, QEint, of the detector can be further differentiated into 
external quantum detection efficiency, QEexternal, and internal quantum detection efficiency, 
Qinternal.  Their difference is that the former accounts for the loss of incident to the detector face 
photons due to the reflectance at the air-photodiode interface.  Hence, the external and internal 
(both intrinsic) quantum detection efficiencies are related by 
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𝑄𝑄𝐸𝐸𝑜𝑜𝑥𝑥𝑝𝑝𝑜𝑜𝑜𝑜𝑣𝑣𝑣𝑣𝑙𝑙 = (1− 𝑟𝑟)𝑄𝑄𝐸𝐸𝑖𝑖𝑣𝑣𝑝𝑝𝑜𝑜𝑜𝑜𝑣𝑣𝑣𝑣𝑙𝑙 (2.9) 
 
where r is the reflectance at each photon energy at the air-photodiode interface (Sze & Ng, 2007) 
and it can be calculated using the refractive indices of air, nair, and the semiconductor material of 
the detector, nd,  
 
𝑟𝑟 = �𝑣𝑣𝑟𝑟−𝑣𝑣𝑟𝑟𝑎𝑎𝑟𝑟
𝑣𝑣𝑟𝑟+𝑣𝑣𝑟𝑟𝑎𝑎𝑟𝑟
�
2
. (2.10) 
 
The internal quantum detection efficiency, QEinternal, of a semiconductor photodiode depends on 
the density and the bandgap of the material as well as on its geometry (Spieler, 2005).  Having 
Equation 2.1 as a starting point for the absorption of photons in matter, the internal quantum 
detection efficiency of a semiconductor photodiode of a known geometry can be calculated as a 
function of photon energy using  
 
𝑄𝑄𝐸𝐸𝑖𝑖𝑣𝑣𝑝𝑝𝑜𝑜𝑜𝑜𝑣𝑣𝑣𝑣𝑙𝑙 = [∏ exp (−𝜇𝜇𝑛𝑛𝜇𝜇𝑛𝑛) 𝑛𝑛 ][1− exp (−𝜇𝜇𝑣𝑣𝜇𝜇𝑣𝑣)]. (2.11a) 
 
The first term accounts for the absorption of photons in a total of m dead layers before they reach 
the active layer (Fraser, 1989).  In Equation 2.11a, μm and xm are the linear attenuation coefficient 
and the thickness of the mth dead layer, respectively.  Dead layers before the active layer of the 
semiconductor detector may include the electrode structure (top contact) used to apply the bias 
voltages and any dead layers between the surface of the detector and the depletion layer.  The 
latter can be the p+ layer of a p+-i-n+ photodiode or any recombination layer close to the surface 
of the diode.  The second term of Equation 2.11a accounts for the absorption of photons in the 
active layer of the detector having a thickness, xa, and a linear attenuation coefficient, μa.  The 
carriers generated outside the active layer of the detector from the absorption of photons in the 
bulk of the semiconductor, and diffused into the reverse biased junction may also contribute to 
the recorded pulses in the spectroscopic system (Sze & Ng, 2007).  As such, the internal quantum 
detection efficiency becomes 
 
𝑄𝑄𝐸𝐸𝑖𝑖𝑣𝑣𝑝𝑝𝑜𝑜𝑜𝑜𝑣𝑣𝑣𝑣𝑙𝑙 = [∏ exp (−𝜇𝜇𝑛𝑛𝜇𝜇𝑛𝑛) 𝑛𝑛 ] �1 − exp (−𝜇𝜇𝑟𝑟𝑥𝑥𝑟𝑟)1−𝜇𝜇𝑟𝑟𝐿𝐿𝑝𝑝 � (2.11b) 
 
where Lp is the hole diffusion length, to account for both the photons absorbed in the active layer 
and the contributing photons absorbed in the diffusion region.  Combining Equation 2.9 and 
Equation 2.11 gives 
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𝑄𝑄𝐸𝐸𝑜𝑜𝑥𝑥𝑝𝑝𝑜𝑜𝑜𝑜𝑣𝑣𝑣𝑣𝑙𝑙 = (1− 𝑟𝑟)[∏ exp (−𝜇𝜇𝑛𝑛𝜇𝜇𝑛𝑛) 𝑛𝑛 ] �1 − exp (−𝜇𝜇𝑟𝑟𝑥𝑥𝑟𝑟)1−𝜇𝜇𝑟𝑟𝐿𝐿𝑝𝑝 �. (2.12) 
 
A related to the external quantum detection efficiency, QEexternal, figure of merit is the 
responsivity, R'.  It is measured in A/W and is defined as the ration of the photocurrent to the 
optical power.  The responsivity, R', is given by (Sze & Ng, 2007)   
 
𝑅𝑅′ = 𝑄𝑄𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟𝑒𝑒𝑟𝑟𝑒𝑒𝜆𝜆[µm] 
1.24 . (2.13) 
 
2.3.3  The charge sensitive preamplifier 
Although voltage sensitive preamplifiers are commonly used in many electronic applications 
(Knoll, 2010), their use has disadvantages for high energy resolution spectroscopy utilising 
semiconductor detectors.  The output of a voltage sensitive preamplifier depends not only on the 
charge, Q, liberated by the incident radiation but also on the capacitance of the detector, Cdet (Leo, 
1994).  Since the capacitance of semiconductor photodiodes may change with operating 
parameters, such as temperature, the use of a voltage sensitive preamplifier is undesirable.  Charge 
sensitive preamplifiers are therefore used instead.  The charge, Q, induced on the detector’s 
contacts is integrated on charge sensitive preamplifier’s feedback capacitor, Cf, and the voltage 
across Cf is amplified.  The preamplifier used to obtain spectra reported in this thesis was charge 
sensitive and its principle of operation is described in the following paragraphs. 
 
A schematic diagram of the charge sensitive configuration can be seen in Figure 2.5.  It consists 
of a feedback capacitor, Cf, a feedback resistor, Rf, and an inverting voltage amplifier with an 
ideally infinite input resistance, to prevent any detector signal current flowing in the inverting 
voltage amplifier.  The input of the preamplifier, node G in Figure 2.5, should maintained at a 
virtual ground potential.  The detector signal charge, Q, produces a potential difference, υin, (input 
voltage) between the input of the preamplifier and ground.  Potential also appears at the output of 
the preamplifier.  The inverting voltage amplifier has a voltage gain, defined as the ratio between 
the output voltage, υout, (potential difference between the output of the preamplifier and ground) 
and input voltage, υin, of -A (Spieler, 2005), such that  
 
𝜐𝜐𝑜𝑜𝑛𝑛𝑝𝑝 = −𝐴𝐴𝜐𝜐𝑖𝑖𝑣𝑣 . (2.14) 
 
The feedback capacitance, Cf, is connected from the input to the output of the preamplifier.  The 
potential difference across the feedback capacitor, υf, as a response to the input voltage, υin, 
(effectively as a response to the detector signal charge, Q) becomes 
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𝜐𝜐𝑜𝑜 = 𝜐𝜐𝑖𝑖𝑣𝑣 − 𝜐𝜐𝑜𝑜𝑛𝑛𝑝𝑝 = 𝜐𝜐𝑖𝑖𝑣𝑣 + 𝐴𝐴𝜐𝜐𝑖𝑖𝑣𝑣 = 𝜐𝜐𝑖𝑖𝑣𝑣(1 + 𝐴𝐴) (2.15) 
 
and the charge, Qf, deposited on the feedback capacitance equals 
 
𝑄𝑄𝑜𝑜 = 𝐶𝐶𝑜𝑜𝜐𝜐𝑜𝑜 = 𝐶𝐶𝑜𝑜𝜐𝜐𝑖𝑖𝑣𝑣(1 + 𝐴𝐴). (2.16) 
 
 
Figure 2.5. Schematic diagram of a detector connected to a charge sensitive preamplifier. 
 
Since no current can flow into the preamplifier, the preamplifier reacts to the charge, Q, 
accumulated at the node G and in order to maintain node G at the virtual ground, induces an equal 
charge on the feedback capacitor, Cf, thus Qf = Q.  Effectively, the detector signal charge, Q, is 
integrated on the feedback capacitor, Cf. 
 
The voltage, υin, at the input of the preamplifier and the incoming charge from the detector, Q, 
makes the preamplifier input to appear as a dynamic input capacitance, cin= Q/υin.  Substituting 
the input voltage, υin, from rearrangement of Equation 2.16, into the input capacitance, it is found 
that 
 
𝐶𝐶𝑖𝑖𝑣𝑣 = 𝐶𝐶𝑜𝑜(𝐴𝐴 + 1). (2.17) 
 
Combining Equation 2.14 and Equation 2.17 the output voltage, υout, per unit detector charge, Q, 
becomes 
 
𝜐𝜐𝑜𝑜𝑜𝑜𝑒𝑒
𝑄𝑄
= 𝐴𝐴𝜐𝜐𝑎𝑎𝑒𝑒
𝐶𝐶𝑎𝑎𝑒𝑒𝜐𝜐𝑎𝑎𝑒𝑒
= 𝐴𝐴
𝐶𝐶𝑎𝑎𝑒𝑒
= 𝛢𝛢
𝐶𝐶𝑓𝑓(𝐴𝐴+1) ≈ 1𝐶𝐶𝑓𝑓, for A >> 1 (2.18) 
 
and hence 
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𝜐𝜐𝑜𝑜𝑛𝑛𝑝𝑝 = 𝑄𝑄𝐶𝐶𝑓𝑓. (2.19) 
 
The potential difference, υout, between the preamplifier output and ground would remain at this 
level in the absence of a resistive path for the charge, Q, to leak away (Gilmore, 2008).  A 
feedback resistor, Rf, connected in parallel with the feedback capacitor, as seen in Figure 2.5, is 
used to discharge the integrated to the feedback capacitor charge.  Consequently, the output of a 
resistive charge sensitive preamplifier as a response to the detector signal charge, Q, is a voltage 
step with an amplitude, υout, independent of the detector capacitance, Cdet, (Equation 2.18) which 
slowly decays with a time constant Cf Rf. 
 
The feedback resistor, Rf, also serves as a discharge path for the detector’s leakage current.  
However, Rf may be the main source of noise in the preamplifier circuit, which limits the energy 
resolution of the system (Bertuccio et al., 1993).  Although, removing the feedback resistor 
improves the system’s resolution, a conventional charge sensitive preamplifier cannot work 
properly without it because there is no DC feedback path to stabilize the working point of the 
preamplifier.  Furthermore, without a feedback resistor, the leakage current of the detector along 
with its signal current would eventually fully charge the feedback capacitance of the preamplifier.  
Among the different configurations which have been proposed for feedback resistorless charge 
sensitive preamplifiers, the one presented by Bertuccio et al. (1993), was utilised in the work 
presented in this thesis, and its input circuit diagram can be seen in Figure 2.6. 
 
 
Figure 2.6. Circuit diagram of the input of the feedback resistorless charge sensitive 
preamplifier used in the work presented in this thesis (Bertuccio et al., 1993). 
 
The elimination of the feedback resistor in the above configuration is achieved with an additional 
feedback loop for stabilizing the working point of the preamplifier and utilising a slightly forward 
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bias n-type Junction Field Effect Transistor (JFET), as a path for the feedback capacitor discharge.  
Based on the detector resistance, the input transistor can be chosen such that to minimise the 
preamplifier noise (Dakin & Brown, 2006).  For low detector resistance (< 1 kΩ), a bipolar 
transistor, with relatively low series white noise (see Section 3.2.3) is advantageous.  However, 
within the range of typical semiconductor detector resistances (> 1 kΩ), the realtively high 
parallel white noise (see Section 3.2.3) of bipolar transistors is unfavourable; JFETs and 
MOSFETs are preffered (Konczakowska & Wilamowski, 2011).  Additionally, JFETs have lower 
1/f noise (see Section 3.2.3) compared to MOSFETs which results in better energy resolution 
(Levinzon & Vandamme, 2011) (Bertuccio, 2012).  Thus, a JFET is often chosen to be the input 
transistor of a low-noise charge sensitive preamplifier for X-ray spectroscopy (Bertuccio et al., 
1993) (Bertuccio et al., 1995) (Fazzi et al., 2000).  The photodiode detector is connected to input 
n-type JFET so that the detector’s current enters into the preamplifier input.  Although a p-type 
JFET can also be used with the detector connected so that its current comes out of the preamplifier 
input, the present discussion regards the use of an n-type JFET. 
 
The detector current, ID, consists of the photocurrent, IPH, which is the charge induced at the 
electrodes of the photodiode due to the movement of the generated charges from the interaction 
of radiation quanta with the semiconductor’s active volume (Shockley-Ramo theorem, 
Section 2.3.2), plus the reverse dark current (leakage current), IR (see Section 2.4).  The JFET 
used is a Si Vishay 2N4416A JFET of a NJ26 type (Siliconix, 2001).  Since the detector current 
enters the preamplifier input (p-type gate of the n-type JFET T1) and the source of the JFET is 
grounded, the gate to source junction is forward biased.   
 
The leakage current of the detector, IR, which is the DC component of the detector’s current, along 
with the leakage current of the drain to gate junction of the input JFET, flows through the gate to 
source junction and sets a positive potential difference, VGS, between the preamplifier input (gate 
of the input JFET) and ground (source of the input JFET).  This voltage, which is the DC operating 
point of the preamplifier, can vary in the range of few hundreds of mV (Bertuccio et al., 1993).  
The variations of the DC voltage at the input of the preamplifier are related to the variations of 
the leakage current of the detector.  The DC and low frequency gain, G0, of the preamplifier, 
defined as  
 
𝐺𝐺0 = 𝜐𝜐𝑜𝑜𝑜𝑜𝑒𝑒𝜐𝜐𝑎𝑎𝑒𝑒 , (2.20) 
 
should be reduced to increase the dynamic range of the DC input voltage.  This is done using a 
feedback loop consisting of R2, R3, and C between the preamplifier’s output and the base of T2 
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(Figure 2.6).  This feedback loop introduces very high DC input resistance at the emitter of T2 
resulting in lowering the DC gain of the preamplifier.  As an example, a variation of two orders 
of magnitude of the current flowing in the gate of the JFET results in |Δυout| < 1.2 V (Bertuccio et 
al., 1995).  Another connected function of this feedback loop (R2, R3, and C) is imposing a 
well-defined voltage across the node where transistors T2, T3, and R4 are connected and ground, 
defining the DC operating point of transistors T2, T3, and T4 (Bertuccio et al., 1994). 
 
In the frequency range of the signal charge, IPH, the feedback loop, consisting of R2, R3, and C 
between the preamplifier’s output and the base of T2 (Figure 2.6), does not play any role.  The 
capacitor C grounds the base of T2 and it behaves as in the common base configuration.  JFET 
T1 and BJT T2 consists the input cascode amplifier.  With this configuration, the characteristics 
of each device are exploited (Khan & Dey, 2006).  In more specific terms, the input JFET provides 
high input impedance and the BJT provides large voltage gain.  The combination of these 
transistors ensures a high open loop gain which results in accumulating all the charge in feedback 
capacitor, Cf. 
 
The pnp transistor T3 along with R4 and R5 is the voltage follower stage.  The potential difference 
between the emitter of T3 the base of T3 is zero, hence there is no voltage gain.  Effectively, it is 
used for impedance matching purposes (Boylestad & Nashelsky, 2006).  The impedance at its 
input (base) is high whereas the impedance at its output (emitter) is low.  The impedance of the 
output of the preamplifier is further lowered using an npn transistor T4 as an emitter follower 
network, which can be seen in Figure 2.7.  The capacitor C1 is used for impedance multiplication 
(bootstrapping) of the load resistor of the input cascode amplifier, JFET T1 and BJT T2.  A high 
load resistance at the emitter of T4 is guaranteed by the current source network, consisting 
transistor T5, which also supplies power to the preamplifier circuit. 
 
 
Figure 2.7. Circuit diagram of the output of the feedback resistorless charge sensitive 
preamplifier used in the work presented in this thesis (Bertuccio et al., 1993). 
 
The output voltage, υout, taken at the emitter of T4, shows a maximum proportional to the charge, 
Q, as in the conventional charge sensitive preamplifiers (Equation 2.19).  With the above 
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configuration, it decays exponentially with two time constants.  For an input charge signal pulse, 
Q, the output voltage pulse equals 
 
𝜐𝜐𝑜𝑜𝑛𝑛𝑝𝑝(𝑡𝑡) = �− 𝑄𝑄𝐶𝐶𝑓𝑓� � 𝜏𝜏𝑠𝑠𝜏𝜏𝑒𝑒𝜏𝜏𝑒𝑒−𝜏𝜏𝑠𝑠�× �𝜏𝜏𝑟𝑟−𝜏𝜏𝑠𝑠𝜏𝜏𝑟𝑟𝜏𝜏𝑠𝑠 e−1/𝜏𝜏𝑠𝑠 + 𝜏𝜏𝑒𝑒−𝜏𝜏𝑟𝑟𝜏𝜏𝑟𝑟𝜏𝜏𝑒𝑒 e−1/𝜏𝜏𝑒𝑒�. (2.21) 
 
The time constant, τd, and the short time constant, τs, of the preamplifier output voltage pulse 
decay are determined by the values R2, R3, and C.  The longer time constant, τl, is determined by 
the total capacitance at the input of the preamplifier and the dynamic resistance of the gate to 
source junction of the input JFET (Bertuccio et al., 1993). 
 
2.4  Physics of semiconductor photodiodes 
In this thesis, two types of semiconductor photodiodes are used for the detection of β- particles 
and photons (from infrared (~ 1 eV) to X-ray energies (≤ 35 keV)); they are the Schottky diode 
and the p+-i-n+ diode.  Knowledge of the fundamental physics governing the operation of the 
diodes is essential to understand their performance, and hence progress the development of 
semiconductor detectors.  A review of the physics of Schottky and p+-i-n+ diodes required for the 
discussion and interpretation of the experimental part of this thesis is presented in the following 
paragraphs. 
 
2.4.1  Schottky diode 
A Schottky diode is a metal-semiconductor device, where the contact at the metal-semiconductor 
interface has rectifying properties (Grundmann, 2006).  A barrier is formed at the 
metal-semiconductor interface.  Figure 2.8 shows the energy band diagram of a metal and an 
n-type semiconductor when being in separate systems and when being connected into one system 
(Sze & Ng, 2007).  The work function is defined as the energy difference between the vacuum 
level and the Fermi level.  The metal has a work function of qφm, (φm in V) and the semiconductor 
has a work function of q(χ+Vn), where qχ is the electron affinity of the semiconductor and qVn is 
the energy difference between the conduction band and the Fermi level.  The electron affinity is 
defined as the energy difference between the conduction band and the vacuum level.  As an 
example, Si has an electron affinity of 4.05 eV (Sze & Ng, 2007), whereas 4H-SiC has a relatively 
low electron affinity of 3.17 eV (Davydov, 2007).   
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Figure 2.8. Energy band diagram of a metal and an n-type semiconductor (a) in separate 
systems and (b) connected into one system (Schottky diode).   
 
After the connection of the metal and n-type semiconductor is made, thermal equilibrium is 
established, and the Fermi levels of the metal and the semiconductor are lined up (Figure 2.8 (b)).  
A barrier is formed at the metal-semiconductor interface.  Ideally, the barrier height equals the 
difference between the metal work function and the electron affinity of the semiconductor (Sze 
& Ng, 2007).   
 
The current in Schottky diodes is mainly due to majority carriers and arises from 1) the transport 
of carriers from the semiconductor into the metal over the potential barrier (thermionic emission), 
2) quantum-mechanical tunnelling of carriers through the barrier, 3) recombination-generation in 
the depletion region (identical to the recombination-generation process in p+-i-n+ diodes, refer to 
Equation 2.33 and Equation 2.34), 4) carrier diffusion in the depletion region, 5) carrier diffusion 
from the metal to semiconductor, 6) edge leakage current due to high electric field at the contact 
periphery, and 7) interface current due to traps at the metal-semiconductor interface (Sze & Ng, 
2007).  A generalized thermionic emission – diffusion theory can adequately describe the current 
transport in Schottky diodes when the edge leakage current and the interface current are 
negligible.  According to this combined theory, the complete expression of the current, IF, as a 
function of applied forward bias, VAF, which is equal to the voltage drop across the diode, VD 
= VAF, is 
 
𝐼𝐼𝐹𝐹 = 𝐼𝐼𝑜𝑜𝑣𝑣𝑝𝑝�𝑒𝑒q𝑉𝑉𝐷𝐷/𝑣𝑣k𝑇𝑇 − 1� (2.22) 
 
where q is the charge of an electron, n is the ideality factor used to take into account any deviations 
of a real diode from the ideal Schottky diode, and Isat is the saturation current.  For VAF > 3kT/q, 
Equation 2.22 can be approximated to 
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𝐼𝐼𝐹𝐹 = 𝐼𝐼𝑜𝑜𝑣𝑣𝑝𝑝𝑒𝑒q𝑉𝑉𝐷𝐷/𝑣𝑣k𝑇𝑇 . (2.23) 
 
The saturation current, 
 
𝐼𝐼𝑜𝑜𝑣𝑣𝑝𝑝 = 𝑆𝑆𝐴𝐴∗𝑇𝑇2𝑒𝑒−q𝜑𝜑0𝐵𝐵/k𝑇𝑇 , (2.24)  
 
where S is the area of the diode, A* is the effective Richardson constant, and φ0B is the barrier 
height at zero applied bias called the zero band barrier height, is the extrapolated current at zero 
applied bias.  The zero band barrier height can thus be computed rearranging Equation 2.24, from 
the extrapolated saturation current, Isat, 
 
𝜑𝜑0𝛣𝛣 =  k𝛵𝛵q ln �𝑆𝑆𝐴𝐴∗𝑇𝑇2𝐼𝐼𝑠𝑠𝑟𝑟𝑒𝑒 �. (2.25) 
 
For high forward applied biases, where the Schottky diode carries large forward current, IF, the 
series resistance, Rser, is critical (Sze & Ng, 2007).  The diode is modelled with a series 
combination of a diode and a resistor, Rser, where the forward current, IF, flows (Cheung & 
Cheung, 1986).  The voltage drop across the diode, VD, is not equal to the applied forward 
bias, VAF, as it was for Equation 2.22, but  𝑉𝑉𝐷𝐷 = 𝑉𝑉𝐴𝐴𝐹𝐹 − 𝐼𝐼𝐹𝐹𝑅𝑅𝑜𝑜𝑜𝑜𝑜𝑜 .  Substituting the voltage drop 
across the diode, VD, with the applied forward bias minus the voltage drop at the resistor, 
rearranging and differentiating Equation 2.23, it becomes 
 
𝑜𝑜(𝑉𝑉𝐴𝐴𝐴𝐴)
𝑜𝑜(𝑙𝑙𝑣𝑣𝐼𝐼𝐴𝐴) = 𝑅𝑅𝑜𝑜𝑜𝑜𝑜𝑜𝐼𝐼𝐹𝐹 + 𝑛𝑛 𝑘𝑘𝑇𝑇𝑞𝑞 . (2.26) 
 
When there is little or no depletion layer recombination-generation, n is close to unity.  An ideality 
factor, n, closer to two suggests that the recombination-generation current dominates over the 
thermionic emission – diffusion current (Sze & Ng, 2007).  
 
For applied reverse bias, VAR < 0 V the barrier height is smaller than the zero band barrier height, 
φ0B.  The Schottky-barrier lowering and the depletion layer generation are the dominant effects 
for the reverse current.  The reverse current,  
 
𝐼𝐼𝑅𝑅 = 𝑆𝑆𝐴𝐴∗𝑇𝑇2𝑒𝑒−E𝐴𝐴/k𝑇𝑇 , (2.27) 
 
is a function of the activation energy, EA, of the reverse behaviour.  The activation energy is a 
function of temperature, T, and applied reverse bias, VAR.  Rearranging Equation 2.27, it becomes 
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Thus, the activation energy, EA, at a given applied reverse bias, VAR, can be calculated from the 
gradient of the ln 𝐼𝐼𝑅𝑅  as a function of 1/T graph.  An activation energy lower but comparable with 
the zero band barrier height, φ0B, reveals that the Schottky thermionic emission current dominates, 
whereas an activation energy equal to known defect energy levels suggests that the leakage 
current originates from these defects. 
 
In an n-type semiconductor, the electron concentration almost equals the ionised donor 
concentration, ND+, at a given temperature.  At relatively high temperatures, all donors with a 
concentration of ND are assumed ionised.  Under the approximation that the electron concentration 
for n-type Schottky diode (hole concentration for p-type Schottky diode) within the depletion 
layer width, WD, is constant and equals the doping concentration in the epilayer, ND, and that the 
electric field outside the depletion layer is zero, the depletion layer capacitance, CDL, of an n-type 
Schottky diode   
 
𝐶𝐶𝐷𝐷𝐿𝐿 = 𝑆𝑆� q𝜀𝜀ε0𝑁𝑁𝐷𝐷2(|𝑉𝑉𝑏𝑏𝑎𝑎|−𝑉𝑉𝐴𝐴𝐴𝐴−k𝑇𝑇/q), (2.29) 
 
where ε is the dielectric constant of the semiconductor material, ε0 is the permittivity of free space, 
and Vbi (< 0) is the built-in potential of the metal-semiconductor contact, is inversely proportional 
to the depletion layer width, WD,  
 
𝐶𝐶𝐷𝐷𝐿𝐿 = 𝑆𝑆𝜀𝜀ε0𝑊𝑊𝐷𝐷 , (2.30) 
 
and both are functions of the applied reverse bias, VAR (Schroder, 2006).  Rearranging Equation 
2.29, it can be written in the form 
 
𝑁𝑁𝐷𝐷 = 2𝑞𝑞𝜀𝜀ε0𝑆𝑆2 �− 1𝑜𝑜�1/𝐶𝐶𝐷𝐷𝐷𝐷2 �/𝑜𝑜𝑉𝑉𝐴𝐴𝐴𝐴�. (2.31) 
 
If the doping concentration, ND, is constant throughout the depletion region, assuming all donors 
are ionised and their concentration almost equals the electron concentration in the depletion layer, 
a plot of 1/𝐶𝐶𝐷𝐷𝐿𝐿2  as a function of applied reverse bias, VAR, will yield a straight line which gradient 
can be used to determine ND (Equation 2.31).  For a non-constant doping concentration, ND(WD), 
(i.e. when the epilayer has a nonuniform doping profile) the differential capacitance method may 
be used to calculate the doping concentration as a function of depletion layer width, WD(VAR), 
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using the same equation (Sze & Ng, 2007).  It should be noted that the doping profiles of the 
epilayer of a Schottky diode determined by the capacitance measurements as functions of applied 
reverse bias (and using Equation 2.31) have a spatial resolution of the order of one Debye length.  
This is because the capacitance measurements as functions of applied reverse bias are insensitive 
to changes in the doping concentration that occur in a distance less than one Debye length.  The 
physical meaning of the Debye length is the distance (screening radius) over which local electric 
field affects the distribution of free charge carriers; it is a function of the semiconductor material, 
doping concentration, and temperature (Cazaux, 2016). 
 
The intercept point of the 1/𝐶𝐶𝐷𝐷𝐿𝐿2  as a function of applied reverse bias, VAR, plot gives the intercept 
voltage, 𝑉𝑉𝑖𝑖 = 𝑉𝑉𝑜𝑜𝑖𝑖 − k𝑇𝑇/𝑞𝑞.  The flat band barrier height, φFB, can be extracted from the capacitance 
measurements, since it is a function of Vbi, thus 
 
𝜑𝜑𝐹𝐹𝐹𝐹 = k𝑇𝑇q ln �𝑁𝑁𝐶𝐶𝑁𝑁𝐷𝐷�+ 𝑉𝑉𝑜𝑜𝑖𝑖 = 𝑘𝑘𝑇𝑇𝑞𝑞 ln �𝑁𝑁𝐶𝐶𝑁𝑁𝐷𝐷�+ 𝑉𝑉𝑖𝑖 + k𝑇𝑇q , (2.32) 
 
where NC is the effective density of states in the conduction band of the semiconductor (Schroder, 
2006).  The flat band barrier height, φFB, extracted from capacitance measurements is determined 
from Vi which is the voltage where 1/𝐶𝐶𝐷𝐷𝐿𝐿2 → 0 or 𝐶𝐶𝐷𝐷𝐿𝐿2 → ∞ indicating sufficient forward bias to 
cause flat band conditions in the semiconductor.   
 
2.4.2  p+-i-n+ diode  
A p+-i-n+ diode is a variation of the p-n junction.  It consists of an intrinsic i layer (high resistivity, 
pure semiconductor with negligible impurities) between a p+ type (acceptor doped semiconductor 
with positive charged holes in the valence band) and n+ type (donor doped semiconductor with 
negative charged electrons in the conduction band) semiconductor layer (White, 1982).   
 
The current transport in p-n junctions, as well as in p+-i-n+ diodes, is mainly due to minority 
carriers, in contrast with Schottky diodes where the majority carriers are responsible (Sze & Ng, 
2007).  It arises mainly from 1) carrier diffusion, and 2) generation-recombination of carriers in 
the depletion layer.  Other processes such as tunnelling of carriers between states in the bandgap, 
high injection condition, surface effects, and the effect of the parasitic series resistance, deviate 
the measured current from the theoretical predictions.  The effect of series resistance is considered 
important at high forward current, due to the finite resistivity of the regions outside the depletion 
region (Sze & Ng, 2007).  Similarly to Equation 2.23 for Schottky diodes, current, IF, as a function 
of applied forward bias, VAF, (for VAF > kT/q) which is equal to the voltage drop across the 
diode, VD = VAF, for a p-n diode can be approximated to, 
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𝐼𝐼𝐹𝐹 = 𝐼𝐼𝑜𝑜𝑣𝑣𝑝𝑝𝑒𝑒q𝑉𝑉𝐷𝐷/𝑣𝑣k𝑇𝑇 = 𝑆𝑆q𝑛𝑛𝑖𝑖2 � 1𝑁𝑁𝐷𝐷 �𝐷𝐷𝑝𝑝𝜏𝜏𝑝𝑝 + 1𝑁𝑁𝐴𝐴 �𝐷𝐷𝑒𝑒𝜏𝜏𝑒𝑒� (𝑒𝑒q𝑉𝑉𝐷𝐷k𝑇𝑇 ) + 𝑆𝑆q 𝑣𝑣𝑎𝑎2𝜏𝜏𝑔𝑔 𝑊𝑊𝐷𝐷(𝑒𝑒q𝑉𝑉𝐷𝐷2k𝑇𝑇 ) (2.33)  
 
The first term in Equation 2.33 is the diffusion current, Idiff, and the second term is the 
recombination current, Irec.  The saturation current, Isat, and ideality factor, n, can be extracted 
from the semi logarithm current, IF, as a function of applied forward bias, VAF, plot.  The ideality 
factor, n, equals 1 when the diffusion current, Idiff, dominates and 2 when the recombination 
current, Irec, dominates.  It lies between 1 and 2 when both currents are comparable.  The saturation 
current of a p-n junction, which is notably different from that of the Schottky diode (Equation 
2.24), represents the reverse current, 
 
 𝐼𝐼𝑅𝑅 ≈ 𝐼𝐼𝑜𝑜𝑣𝑣𝑝𝑝 = 𝑆𝑆q𝑛𝑛𝑖𝑖2 � 1𝑁𝑁𝐷𝐷 �𝐷𝐷𝑝𝑝𝜏𝜏𝑝𝑝 + 1𝑁𝑁𝐴𝐴 �𝐷𝐷𝑒𝑒𝜏𝜏𝑒𝑒�+ 𝑆𝑆q 𝑣𝑣𝑎𝑎2𝜏𝜏𝑔𝑔 𝑊𝑊𝐷𝐷 = 𝐼𝐼𝑜𝑜𝑖𝑖𝑜𝑜𝑜𝑜 + 𝐼𝐼𝑔𝑔𝑜𝑜𝑣𝑣 . (2.34) 
 
The first term in Equation 2.34 is the diffusion current, Idiff, and the second term is the generation 
current, Igen.  The reverse current might not be described by Equation 2.34 when surface effects 
dominate.  In Equation 2.34, ND and NA are the donor and acceptor impurity concentrations 
respectively, Dp and Dn are the diffusion coefficient for holes and electrons respectively, τp and τn 
are the carrier lifetime for holes and electrons respectively, and τg is the carrier generation lifetime.  
The diffusion current scales with ni2 and the generation current scales with ni.  Since  
 
𝑛𝑛𝑖𝑖 ∝ 𝑒𝑒
−𝐸𝐸𝐺𝐺
2k𝑇𝑇�  (2.35) 
 
and 
 
𝑛𝑛𝑖𝑖
2 ∝ 𝑒𝑒
−𝐸𝐸𝐺𝐺
k𝑇𝑇� , (2.36) 
 
a plot of ln(IR) as a function of 1/kT can be expected to yield a straight line whose slope determines 
whether the generation or the diffusion current dominates (Sze & Ng, 2007).  More specifically, 
a slope of approximately -EG/2 suggests that the dominant leakage current mechanism is 
generation, whereas a slope of approximately -EG suggests that the diffusion current dominates 
(Spieler, 2005). 
 
The p-n junction capacitance consists of the diffusion capacitance, CDiff, and the depletion layer 
capacitance, CDL.  The former, which is due to the rearrangement of the minority carrier density, 
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is directly proportional to the forward current, IF.  Thus, it significantly contributes to the junction 
capacitance at forward bias conditions. 
 
The junction capacitance of a p-n junction at reverse bias conditions is mostly defined by the 
depletion layer capacitance, CDL, which similarly to that of a Schottky diode, is inversely 
proportional to the depletion layer width, WD, 
 
𝐶𝐶𝐷𝐷𝐿𝐿 = 𝑆𝑆� q𝜀𝜀ε0𝑁𝑁𝐵𝐵2(|𝑉𝑉𝑏𝑏𝑎𝑎|−𝑉𝑉𝐴𝐴𝐴𝐴−2k𝑇𝑇/q) = 𝑆𝑆𝜀𝜀ε0𝑊𝑊𝐷𝐷 . (2.37) 
 
In Equation 2.37, NB is the doping concentration of the lightly doped side of the p-n junction, i.e. 
ND when ND << NA and NA when NA << ND, under the approximation that all dopants are ionised 
and the doping concentration equals the majority carrier concentration.  For a p+-i-n+ diode, NB 
can be substituted with the effecting doping concentration of the intrinsic layer, Neff, which almost 
equals the concentration of the majority carriers in the intrinsic layer.  Rearranging Equation 2.37,  
 
𝑁𝑁𝑜𝑜𝑜𝑜𝑜𝑜 = 2𝑞𝑞𝜀𝜀ε0𝑆𝑆2 �− 1𝑜𝑜�1/𝐶𝐶𝐷𝐷𝐷𝐷2 �/𝑜𝑜𝑉𝑉𝐴𝐴𝐴𝐴�. (2.38) 
 
For a constant effecting doping concentration, Neff, the 1/𝐶𝐶𝐷𝐷𝐿𝐿2 as a function of applied reverse 
bias, VAR, plot is a straight line whose gradient can be used to determine the effective doping 
concentration in the i layer and the voltage axis intercept point, Vi = Vbi - 2kT/q, gives the built in 
voltage, Vbi.  Similarly to the Schottky diode, for a non-constant (arbitrary shaped profile) 
effective doping concentration in the i layer, Neff, the differential capacitance method may be used 
(Equation 2.38) to determine the effective doping concentration as a function of depletion layer 
width, Neff(WD).  The spatial resolution of the doping profiles of the intrinsic layer determined by 
the capacitance measurements as functions of applied reverse bias (and using Equation 2.38) is 
of the order of one Debye length.  This is because variations in the doping profile of the intrinsic 
layer occurring in a scale less than one Debye length cannot be resolved, similarly to the variations 
in the doping profile of the epilayer of a Schottky diode (Section 2.4.1). 
 
2.5  Experimental techniques 
In this section, the experimental techniques for the electrical and optical characterisation of the 
devices presented in the thesis are discussed.  The procedures followed for dark current, dark 
capacitance, and photocurrent measurements are described.     
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2.5.1  Current measurements as a function of bias 
Forward and reverse biased dark current measurements were performed for all three families of 
photodiodes being investigated in the thesis.  The dark current as a function of forward applied 
bias enables the extraction of key parameters of the devices (see Section 2.4) such as the 
saturation current, Isat, the zero band barrier height, φ0Β, and the ideality factor, n.  The 
measurements of dark current as a function of reverse applied bias enables the determination of 
the photocurrent-to-dark current contrast, in photocurrent measurements, and in part the noise 
contribution of the detector to the FWHM in spectroscopic measurements.   
 
Both the application of the bias and the measurement of the current were performed with the 
Keithley 6487 Picoammeter/Voltage Source (Keithley Instruments, 2011).  The Keithley 6487 
had a source voltage range from ± 200 μV to ± 505 V, and a current reading range from ± 10 fA 
to ± 21 μΑ.  The uncertainty associated with the current reading depended on the current range, 
and it can be seen in Table 2.2. 
Current range Uncertainty 
2 nA 0.3 % + 400 fA 
20 nA 0.2 % + 1 pA 
200 nA 0.15 %0 + 10 pA 
2 μΑ 0.15 % + 100 pA 
20 μΑ 0.1 % + 1 nA 
200 μΑ 0.1 % + 10 nA 
2 mA 0.1 % + 100 nA 
20 mA 0.1 % + 1 μA 
Table 2.2. Uncertainties associated with current measurements using the Keithley 6487 
Picoammeter/Voltage Source (Keithley Instruments, 2011). 
 
Each diode detector was mounted in a metal box enclosure, an aluminium chassis, to eliminate 
light and provide shielding; electrostatic interference was prevented.  The Voltage Source Output 
(VSO) of the Keithley 6487 was connected to the cathode of each diode detector.  The current 
was measured from the anode of each diode detector. 
 
The leakage current arising from the cables connecting each detector to the Keithley 6487 can 
dominate the current measurements, especially at low signal levels (Keithley Instruments, 2013).  
Thus, any such unwanted effects need to be eliminated.  Instead of using a coaxial cable between 
the anode of the device under test and the input of the Keithley 6487, which would have a leakage 
resistance parallel with the device under test, a triax cable was used as appropriate.  The signal 
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line (force) of a triax cable was surrounded by the guard line, connected at the same potential as 
the signal line, and hence reducing the effects of leakage currents.   
 
The input triax connector of the Keithley 6487 had an Input High, an Input Low and a Chassis 
Ground.  This Input Low was the guard terminal of the Keithley 6487 Picoammeter/Voltage 
Source, and was at the same potential as the Input High.  The VSO of the Keithley 6487 
Picoammeter/Voltage Source was a standard banana connector for both the HI and LO.  The 
aluminium box enclosure, serving as the ground plane of the measurement system, had a female 
triax connector with a Force, Guard, and Shield, and an SMA connector.  The connections 
between the Keithley 6487 Picoammeter/Voltage Source and each diode detector can be seen in 
Figure 2.9.   
 
 
Figure 2.10. Diagram shown the experimental set up of the current measurements using a 
Keithley 6487 Picoammeter/Voltage Source. 
 
The triax cable used was terminated at both ends with 3-slot male triax connector.  The middle 
conductor (guard, between the force and shield) of the triax cable was connected to the guard 
terminal (Input Low) of the Keithley 6487 Picoammeter/Voltage Source.  The aluminium 
enclosure, the triax cable shield, and the shield terminal (Chassis Ground) of the Keithley 6487 
Picoammeter/Voltage Source were all maintained at the same ground potential.  A double banana 
plug to BNC adapter and a BNC to SMA adapter were used to connect the VSO of the Keithley 
6487 Picoammeter/Voltage Source and the SMA connector of the aluminium enclosure with a 
coaxial cable.   
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2.5.2  Capacitance measurements as a function of bias 
Forward and reverse biased dark capacitance measurements were performed for all three families 
of photodiodes being investigated in the thesis.  Capacitance measurements enable the 
determination of the flat band barrier height, φFB, of a Schottky diode, the depletion layer width, 
WD, the doping concentration, ND, of a Schottky diode, and the effective doping concentration of 
the intrinsic layer, Neff, of a p+-i-n+ diode (see Section 2.4).  The measurements of capacitance as 
a function of reverse applied bias enables the determination (in part) of the noise contribution of 
the detector to the FWHM in spectroscopic measurements.   
 
The measurement of the capacitance was performed with a HP 4275A Multi-frequency LCR 
meter (Hewlett Packard, 1979).  The application of the bias was performed with the Keithley 6487 
Picoammeter/Voltage Source (Keithley Instruments, 2011); the Keithley 6487 was connected at 
the rear of the HP 4275A LCR meter.  The capacitance range of the HP 4275A LCR meter was 
from 1000 fF to 100 μF.  The uncertainty associated with the capacitance reading was 
(0.1% of reading + 3 counts) × 1.2.  The input of the HP 4275A LCR meter was a four terminal 
pair with guard; LCUR, LPOT, HPOT, and HCUR.   
 
Each diode detector was mounted in a metal box enclosure, an aluminium chassis, similar to the 
current measurements, to eliminate light and provide shielding; electromagnetic interference was 
prevented.  The connections between the HP 4275A LCR meter and each diode detector can be 
seen in Figure 2.10.   
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Figure 2.10. Diagram shown the experimental set up of the capacitance measurements using a 
HP 4275A Multi Frequency LCR meter. 
 
The cables and wires connecting the photodiode detector under test to the LCR meter have 
individual inherent stray capacitances, residual inductances and resistances.  In order to 
compensate for such factors, zero offset adjustments were performed prior to any capacitance 
measurements.  Setting the test sinusoidal signal to 1 V rms magnitude and 1 MHz frequency, 
and without connecting anything to the test wires, the ZERO OPEN check was performed; the 
stray capacitance and conductance was measured.  Following this, and after shorting the test 
wires, the ZERO SHORT check was performed; residual inductance and resistance was measured.  
The magnitude of the test signal was then set to the desired level, 50 mV, and the photodiode 
under test was connecting to the test wires for capacitance measurements. 
 
Another precaution taken for the capacitance measurements was the measurement of the 
capacitance of the package, Cpack, of each photodiode.  Since all photodiode detectors being 
investigated in the thesis were packaged, the measured capacitance included the capacitance of 
the package, in addition to the capacitance of the photodiode itself.  Thus, separate measurements 
of the capacitance of the empty package were performed following the same procedure as the 
measurements of the packaged devices, and the resulted capacitances, Cpack, were subtracted from 
the measured total capacitance. 
 
It should be noted here that the uncertainties associated with the capacitance measurements were 
not exclusively related to the accuracy of the LCR meter.  The capacitance uncertainties in each 
case were estimated taken into account the accuracy of the LCR meter, the error arising from the 
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connection of the photodiode under test to the test wires (calculated from multiple capacitance 
measurements of the same device), and the rms error of the capacitance of the package (calculated 
from capacitance measurements of multiple empty packages, when possible). 
 
2.5.3  Photocurrent measurements 
To investigate the performance of the 4H-SiC UV Schottky photodiodes under UV illumination, 
and of the 7 μm i layer GaAs mesa p+-i-n+ photodiodes under visible and near infrared light 
illumination, photocurrent measurements were performed.  In each case, the responsivity, R’, of 
the photodiodes (Equation 2.13) as a function of wavelength was calculated. 
 
A ThermoSpectronic Unicam UV300 UV-VIS spectrophotometer was used to provide the optical 
power (Unicam, 2000).  The UV-VIS spectrophotometer had a Tungsten and a Deuterium lamp 
to cover the UV (210 nm to 500 nm) and the visible and near infrared (580 nm to 980 nm) 
wavelength range of interest.  An internal monochromator and UV grating allowed the selection 
of the wavelength, with a chosen bandwidth of 1.5 nm.  The photocurrent measurements were 
performed using a Keithley 6487 Picoammeter/Voltage Source (see Section 2.5.1).  A diagram 
of the experimental set up can be seen in Figure 2.11. 
  
 
Figure 2.11. Diagram shown the experimental set up of the UV, visible, and near infrared 
photocurrent measurements using a ThermoSpectronic UV300 UV-VIS spectrophotometer. 
 
Custom baffles were used to prevent external light influencing the measurements.  Also, a custom 
device holder, made of PTFE, was used for accurate device position, with respect to the input 
optical power.  The device holder was kept at a fixed position.  To achieve absolute responsivity 
measurements, R’[A/W], such as the ones in Section 4.4, the optical power incident on each 
detector was measured, in addition to the photocurrent measurements as a function of wavelength.  
This was achieved using photodiode detectors with known responsivities; two SG Lux SiC 
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photodetectors with different areas (SGlux SolGel Technologies GmbH, SG01D-18) (SGlux 
SolGel Technologies GmbH, SG01L-18) were chosen.  These reference photodiodes were 
positioned in the custom device holder, and their photocurrent, IPH, as a function of wavelength 
was measured.  Taking into account the area of each reference photodiode, and their known 
responsivities, the optical power at the fixed position of the device holder was deduced.           
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Chapter 3 Noise in Semiconductor Radiation Detection 
Systems for X-ray Spectroscopy 
 
3.1  Introduction to noise components 
The energy resolution, ΔE, (quantified by the FWHM of the photopeak) of a non-avalanche 
semiconductor detector coupled to a charge sensitive preamplifier is defined by the quadratic sum 
of three independent terms, such that, 
 
𝛥𝛥𝛥𝛥[eV] = 2.355𝜔𝜔�𝐹𝐹𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟
𝜔𝜔
+ 𝑅𝑅2 + 𝐴𝐴2. (3.1) 
 
The first term under the square root, the Fano noise, is related to the statistical nature of the 
ionisation process and has been discussed in Section 2.3.2.  The second term, R, is the equivalent 
noise charge (in e- rms) representing the incomplete charge collection noise and is discussed in 
Section 3.5.  The third term, A, is the equivalent noise charge (in e- rms) representing the 
broadening of the photopeak due to electronic noise.  The characteristics of the detector, input 
transistor of the preamplifier (a JFET is usually chosen, see Section 2.3.3), and the shaping 
amplifier, all affect the electronic noise. 
 
3.2  Electronic noise components 
There are five main components which constitute the electronic noise, A.  These are series white 
noise, parallel white noise, 1/f series noise, dielectric noise, and induced gate current noise 
(Bertuccio et al., 1996).  In this section, these sources are introduced in turn. 
 
3.2.1  Series white noise 
The series white noise, ENCWS, arises from the thermal noise of the current flowing at the channel 
of the preamplifier’s input JFET.  It commonly dominates at short shaping time due to its inversely 
proportional relationship with the shaping time, τ (Bertuccio et al., 1996).  The equivalent noise 
charge (ENC) for the series white noise in units of e- rms, is given by, 
 
𝐸𝐸𝑁𝑁𝐶𝐶𝑊𝑊𝑆𝑆 = 1q�𝐴𝐴12 𝑆𝑆𝑊𝑊𝑆𝑆𝐶𝐶𝑇𝑇2 1𝜏𝜏. (3.2) 
 
In Equation 3.2, A1 is a constant shape factor for the series white noise depending on the type of 
the shaping amplifier and equals 1.85 for an RC-CR shaping amplifier (Gatti et al., 1990).  CT is 
the total capacitance at the preamplifier input.  This includes the detector capacitance, Cdet, the 
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feedback capacitance, Cf (see Section 2.3.3), the test capacitance, Ct (used to inject charge at the 
input of the preamplifier to simulate a charge pulse of a detector), the stray capacitance, Cs (widely 
distributed capacitance arising from parallel conductors of a printed circuit board or conductors 
near ground planes (Glisson, 2011)), and the input transistor capacitance, Ci.  The latter, also 
referred as intrinsic gate capacitance, consists of the gate to source capacitance, Cgs, and the drain 
to gate capacitance, Cdg, and they are both voltage dependent capacitances.  They arise due to the 
depletion layer of the junctions which act as dielectrics and therefore they depend on the source 
to gate voltage, VGS, and the drain to gate voltage, VGD.  In most amplifier applications, the drain 
to gate voltage is greater than the source to gate voltage.  The capacitance of an abrupt junction 
is an inverse function of the square root of the junction voltage (Evans, 1981).  Thus, Cgs is higher 
than Cdg, this difference becomes even larger when the source to gate junction is forward biased 
because its depletion layer decreases. 
 
The time parameter, τ, is the shaping time of the shaping amplifier.  This time parameter is 
proportional to the width of the δ-response of the filter, h(t) (Gatti et al., 1990).  Since the series 
white noise is a continuous signal in the frequency domain, its spectrum may be referred to as a 
power spectral density with units of V2/Hz (Norton & Karczub, 2003).  That is to say that its 
integral over all possible frequencies equals the average signal power (Howard, 2002).  The series 
white noise power spectral density, SWS, (also known as spectral voltage noise density of thermal 
noise) can be approximated to the thermal noise of a noise resistance, Rs, in series with the gate 
(Radeka, 1973) such that, 
 
𝑆𝑆𝑊𝑊𝑆𝑆 = 4k𝑇𝑇𝑅𝑅𝑜𝑜 = 4k𝑇𝑇 𝛾𝛾𝑔𝑔𝑚𝑚 (3.3) 
 
where gm is the FET transconductance which determines the change in drain current, IDr, due to a 
change in gate to source voltage, VGS (Boylestad and Nashelsky, 2006), such that  
 
𝑔𝑔𝑛𝑛 = Δ𝛪𝛪𝐷𝐷𝑟𝑟Δ𝑉𝑉𝐺𝐺𝐺𝐺. (3.4) 
 
The parameter γ is the dimensionless product of noise resistance, Rs, and transconductance, gm 
(Klaassen, 1971).  The noise resistance, Rs, is a function of the drain to source voltage, VGS, and 
the velocity saturation parameter, γʹ.  The velocity saturation parameter is a constant dependant 
on the JFET bias condition and the channel (also known as the gate) length l.  Specifically, γʹ is 
given by 
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𝛾𝛾′ = 𝑉𝑉𝑝𝑝
𝑙𝑙𝐸𝐸0
, (3.5) 
 
where Vp is the pinch-off voltage.  The pinch-off voltage, Vp, is the corresponding voltage value 
of drain to source voltage, VDS, plus the built in voltage Vbi (described in Section 3.4 in the model 
calculations) where the channel is fully depleted and saturation current flows through the channel, 
with the gate shorted.  Its value depends on the doping density in the n-type channel, ND, and the 
geometry of the device, such that 
 
𝑉𝑉𝑝𝑝 = qℎ2𝑁𝑁𝐷𝐷2ε𝜀𝜀0 , (3.6) 
 
where h is the height (also known as the depth) of the channel (i.e. the distance between the p-type 
materials that are connected to the gate terminals in an n-type channel JFET) (Sze & Ng, 2007).  
The parameter E0 in Equation 3.5 is an empirically determined constant which relates the 
experimental measurements of the carrier mobility, μc, in a uniform channel JFET with the electric 
field, thus it is material dependent.  For example, the E0 has been found to be equal to 8.5 × 
105 V/cm for n-type Si (Trofimenkoff, 1965).  Hence, γʹ is also material dependent.  For example, 
for the n-type channel Si JFET, 2N4338, with l = 12 μm and Vp = 1 V, the velocity saturation 
parameter γʹ equals to 0.098 (Levinzon & Vandamme, 2011).  According to Klaassen (1971), γ 
may be approximated to 
 
𝛾𝛾 = 0.7 + 𝑉𝑉𝑝𝑝−𝑉𝑉𝐺𝐺𝐺𝐺
2𝑙𝑙𝐸𝐸0
. (3.7) 
 
Alternatively, substituting lE0 of Equation 3.7 with its equal from Equation 3.5, and rearranging, 
the dimensionless product of noise resistance, Rs, and transconductance, gm, produces 
 
𝛾𝛾 = 0.7 + 𝛾𝛾′
2
�1− 𝑉𝑉𝐺𝐺𝐺𝐺
𝑉𝑉𝑝𝑝
�. (3.8) 
 
3.2.2  Parallel white noise 
Parallel white noise arises from the shot noise of the FET gate current, IG, and detector’s leakage 
current, ILD (Bertuccio et al., 1996).  This is due to the discrete nature of electric charge (Vasilescu, 
2005).  Another source of the parallel white noise is the feedback resistor, Rf, in preamplifiers that 
have them. 
 
The ENC of the white parallel noise is given by 
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𝛥𝛥𝛦𝛦𝐶𝐶𝑊𝑊𝑃𝑃 = 1q�𝐴𝐴32 𝑆𝑆𝑊𝑊𝑃𝑃𝜏𝜏 (3.9) 
 
where A3 is a constant shape factor for the parallel white noise depending on the type of the 
shaping amplifier and equals 1.85 for an RC-CR shaping amplifier (Gatti et al. 1990) (Bertuccio 
et al., 1996).  The parallel white noise power spectral density, SWP, which is also known as the 
spectral current noise density of shot noise, is given by, 
 
𝑆𝑆𝑊𝑊𝑃𝑃 = 2q𝑎𝑎′(𝐼𝐼𝐿𝐿𝐷𝐷 + 𝐼𝐼𝐺𝐺) + 4k𝑇𝑇𝑅𝑅𝑓𝑓 , (3.10) 
 
in which α’ = 1 for full shot noise (Bertuccio et al., 1996).  Full shot noise is present when the 
motion of electrons can be regarded randomly and independently of each other and hence 
Poissonian statistics describe the transfer of electrons.  Parallel white noise dominates at long 
shaping times, whereas it can be considered less important than other types of noises at short 
shaping times (Equation 3.9). 
 
3.2.3  1/f series noise 
The 1/f series noise arises from the flicker noise of the drain current of the preamplifier input 
transistor.  This is due to the generation and recombination of carriers in the two depleted regions 
from impurity atoms and lattice defects.  The fluctuation in the depleted regions’ charge changes 
the width of the channel which results in fluctuations of the drain current, IDr (Vasilescu, 2005).  
If the trapping and releasing of carriers were purely random, the noise spectrum would be uniform.  
Since this process occurs independently in time, the noise spectrum deviates from white noise, in 
a certain frequency range (Spieler, 2005).  In the rare situation where only one time constant is 
involved in these events, the power spectral density has a 1/f2 distribution and when more than 
one time constants are involved, the distribution of the power spectral density becomes a nearly 
ideal 1/f response. 
 
The ENC of the 1/f series noise is given as  
 
𝛥𝛥𝛦𝛦𝐶𝐶1/𝑜𝑜 = 1q �𝐴𝐴2π𝛢𝛢𝑜𝑜𝐶𝐶𝑇𝑇2 (3.11) 
 
where A2 is a constant shape factor for the 1/f noise depending on the type of the shaping amplifier 
and equals 1.18 for an RC-CR shaping amplifier (Gatti et al., 1990) (Bertuccio et al., 1996).  The 
corresponding spectral voltage noise density is Af/f, where Af is a constant characteristic of the 
transistor that can be expressed as 
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𝐴𝐴𝑜𝑜 = 𝐻𝐻𝑓𝑓𝐶𝐶𝑎𝑎 = �𝛾𝛾2k𝛵𝛵 π� ��𝑜𝑜𝑐𝑐 𝑜𝑜𝑇𝑇� �𝐶𝐶𝑎𝑎  (3.12) 
 
in which fT is the transition frequency and fc is the corner frequency of the JFET.  The transition 
frequency, fT, is the frequency where the unity current gain is achieved, i.e. i0 = ii (Levinzon 
& Vandamme, 2011), 
 
𝑓𝑓𝑇𝑇 = 𝑔𝑔𝑚𝑚2π𝐶𝐶𝑎𝑎. (3.13) 
 
The corner frequency, fc, is where the white spectral density and the 1/f spectral density are equal.  
The ratio fc/fT depends only on the bias of the transistor, as is discussed in Section 3.4.  For a 
given JFET technology and fixed bias conditions, Hf is constant for JFETs that differ only in 
channel width, W, (Bertuccio et al., 1996).  1/f noise is τ independent (Equation 3.11). 
 
3.2.4  Dielectric noise 
Dielectric noise arises from thermal fluctuations in insulators that are close to, or in contact with, 
the preamplifier input (Bertuccio et al., 1996).  Polarisation in lossy dielectrics can cause 
fluctuations in electric charge density.  The field that is consequently set up, draws current from 
the external circuit (Lowe & Sareen, 2014).  This current can add substantially to the noise.  In 
other words, the dielectric material is inserted into a stray capacitance and its distribution in the 
vicinity of the FET gate affects the dielectric noise.  The feedback capacitance, test capacitance, 
the dielectrics of the transistor, any passivation layers on the detector or JFET, as well as the 
packaging materials of the detector and JFET, the material of the preamplifier’s printed circuit 
board, and the detector and JFET themselves all contribute to the dielectric noise (Pullia & 
Bertuccio, 1996).  The dielectric noise might also arise due to the increased capacitive coupling 
of the preamplifier input electrode to the surrounding dielectrics, when the input electrode is 
extended in the connection to the detector (Bertuccio et al., 2003).  
 
The ENC of the dielectric noise is given by 
 
𝛥𝛥𝛦𝛦𝐶𝐶𝐷𝐷𝑁𝑁 = 1q�𝐴𝐴22k𝑇𝑇𝑇𝑇𝐶𝐶𝑜𝑜𝑖𝑖𝑜𝑜 , (3.14) 
 
where Cdie is the capacitance of the lossy dielectrics with a (dimensionless) dissipation factor, D, 
and the rest of the symbols have been previously defined.  The dissipation factor is defined as 
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𝑇𝑇 = 𝐺𝐺�𝜔𝜔′�
𝜔𝜔′𝐶𝐶𝑟𝑟𝑎𝑎𝑒𝑒
, (3.15) 
 
where G(ω') is the loss conductance at an angular frequency ω' associated with the lossy 
capacitance Cdie (Lowe & Sareen, 2014).  Each capacitance in the system can be regarded as lossy, 
with an associated dissipation factor and is considered separately.  The dissipation factor for low 
loss dielectrics is in the range of 10-5 (Lowe & Sareen, 2014), whereas lossy materials exhibit 
higher D resulting in higher dielectric noise.  The dissipation factor is not only a function of the 
material but also of frequency, temperature as well as its conductivity representing all the various 
loss terms in the medium (effectively, its quality) (Kaiser, 2005).  Krupka et al. (2006) measured 
the dissipation factor for high resistivity p-type Si at 6.8 GHz and reported an increment from 2 
× 10-4, at temperatures below -247 °C, to 2 × 10-3, at 26 °C, whereas a dissipation factor increase 
from 1.6 × 10-6, at -263 °C, to 2 × 10-3, at 26 °C, was reported by Jung et al. (2014) for undoped 
n-type Si at 13.7 GHz.  The dissipation factor of semi-insulating 4H-SiC was measured at near 
40 GHz to increase from 9 × 10-7 at -233 °C to 4 × 10-4 at 22 °C (Hartnett et al., 2011), whereas 
the dissipation factor of undoped 4H-SiC at 8.7 GHz was reported to be 1× 10-2, at -263 °C, by 
another group (Jung et al, 2014).  The dissipation factor of 6H-SiC could not be found in the 
literature, possibly because it has been measured to be an anisotropic material (Patrick & Choyke, 
1970).  Measurements of the dissipation factor of Cr-doped semi-insulating GaAs as functions of 
frequency and temperature were reported by Courtney (1977); it varied from 2 × 10-4 at 2.5 GHz 
to 6 × 10-4 at 36 GHz, both at 26 °C.  The dissipation factor of semi-insulating GaAs bulk crystals 
was also measured by Krupka et al. (2008), as a function of frequency and temperature.  A value 
of 2 × 10-4 at 12.4 GHz, at a temperature of 26 °C was reported.      
 
Lossy dielectrics generate a noise current spectrum in parallel with the input, proportional to f, 
which when integrated on the input capacitance becomes 1/f noise (Radeka, 1973).  The dielectric 
noise contribution is independent the shaping time constant τ (Equation 3.14).  Eliminating the 
package of the FET by integrating the FET’s die onto the detector is clearly advantageous 
(Bertuccio et al., 1995) as is integrating the FET with the detector as in a DEPFET detector (Zhang 
et al., 2006). 
 
3.2.5  Induced gate current noise 
Induced gate current noise arises from fluctuations in the gate charge due to fluctuations in the 
drain current (Vasilescu, 2005).  This is caused from capacitive coupling between the gate and 
the channel of the JFET.  Since both the fluctuations in the gate charge and in the drain current 
stem from the same noise origin, the random motion of carriers in the JFET’s channel, the induced 
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gate current noise, Sig, is correlated with the drain current noise, SWS, with an imaginary coefficient 
c = jco (Bertuccio et al., 1996). 
 
The power spectral density of the induced gate current noise is proportional to frequency, ω, and 
is given by 
 
𝑆𝑆𝑖𝑖𝑔𝑔 = 𝑆𝑆𝑊𝑊𝑆𝑆𝜔𝜔2𝐶𝐶𝑔𝑔𝑜𝑜2 𝛿𝛿, (3.16) 
 
where both δ and c0 are experimentally measured factors (Bertuccio et al., 1996).  The factor δ, 
which is dimensionless and depends upon the bias condition, was calculated for a simplified FET 
model to be δ ≈ 0.25 (Bertuccio et al., 1996). 
 
The correlation factor, c0, between the drain current, IDr, and the induced gate charge is a function 
of the pinch-off voltage, Vp, the voltage at the gate, VGS, the voltage at the drain, VDS, and the 
diffusion potential of the gate-channel junction, Vdif (also known as the built in voltage (Bar-Lev, 
1993)) (Van der Ziel, 1963).  By definition, it can be calculated once the gate current noise, Sig, 
and the drain current noise, SWS, are calculated.  In saturation, c0 has been previously calculated 
using an approximation method which allowed the calculation of Sig and SWS, resulting in a value 
of c0 ≈ 0.4 (Van der Ziel, 1963).  The corresponding equivalent noise charge, ENCWSc, which takes 
into account SWS, Sig, and their correlation equals 
 
𝐸𝐸𝑁𝑁𝐶𝐶𝑊𝑊𝑆𝑆𝑣𝑣 = 1q�𝐴𝐴1𝑆𝑆𝑊𝑊𝑆𝑆𝐺𝐺𝑣𝑣𝐶𝐶𝑇𝑇2 1𝜏𝜏 = 𝐸𝐸𝑁𝑁𝐶𝐶𝑊𝑊𝑆𝑆�𝐺𝐺𝐶𝐶  (3.17) 
 
where, 
 
𝐺𝐺𝐶𝐶 = �1 + � 𝐶𝐶𝑔𝑔𝑠𝑠𝛿𝛿𝐶𝐶𝑟𝑟′+𝐶𝐶𝑎𝑎�2 − 2𝑣𝑣0𝐶𝐶𝑔𝑔𝑠𝑠𝛿𝛿𝐶𝐶𝑟𝑟′+𝐶𝐶𝑎𝑎 �. (3.18) 
 
GC is a correction factor which enhances or reduces the contribution of the white series noise 
(Equation 3.17) (Bertuccio et al., 1996).  In Equation 3.18, Cd’ which is the input load capacitance, 
equals the total capacitance, CT, excluding the input transistor capacitance, Ci. 
 
The induced gate current noise can be important at short shaping times where the white series 
noise can be dominant. 
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3.3  Electronic noise squared equivalent noise charge  
The squared equivalent noise charge (Bertuccio and Pullia, 1993) is useful for computing the total 
ENC from all noise sources, such that 
 
𝐸𝐸𝑁𝑁𝐶𝐶2 = 1
q2
�𝑎𝑎𝐶𝐶𝑇𝑇
2𝐴𝐴1
1
𝜏𝜏
+ 𝑏𝑏𝐴𝐴3𝜏𝜏 + 2π𝑎𝑎𝑜𝑜𝐶𝐶𝑇𝑇2𝐴𝐴2 + 𝑜𝑜𝑓𝑓2π 𝐴𝐴2�. (3.19) 
 
The total squared equivalent noise charge simply originates from summating the ENC from all 
noise components in quadrature.  The first term inside the parenthesis in Equation 3.19 is the 
series white noise, the second term is the parallel white noise, the third term is the 1/f noise, and 
the fourth term is the dielectric noise (the induced gate current noise has been excluded).  The 
dependency of the ENC2 on the shaping time, τ, is emphasized in Equation 3.19. 
 
In Equation 3.19, a (measured in V2/Hz) is the contribution of the white series noise and is given 
by 
 
𝑎𝑎 = 𝛾𝛾 2k𝑇𝑇
𝑔𝑔𝑚𝑚
. (3.20) 
 
This is derived by comparing Equation 3.19 with Equation 3.2, and Equation 3.3. 
 
In Equation 3.19, b (measured in A2/Hz) is the contribution of the white parallel noise, such that 
 
𝑏𝑏 = q(𝐼𝐼𝐿𝐿𝐷𝐷 + 𝐼𝐼𝐺𝐺). (3.21a) 
 
This is derived by comparing Equation 3.19 with Equation 3.9 and Equation 3.10, for the case 
where the preamplifier does not have a feedback resistor, Rf.  However, when there is feedback 
resistor Rf, the contribution of the white parallel noise becomes 
 
𝑏𝑏 = q(𝐼𝐼𝐿𝐿𝐷𝐷 + 𝐼𝐼𝐺𝐺) + 2k𝑇𝑇𝑅𝑅𝑓𝑓 . (3.21b) 
 
In Equation 3.19, af is the coefficient of the 1/f noise, where 
 
𝑎𝑎𝑜𝑜 = �𝛾𝛾2k𝛵𝛵 π� ��𝑜𝑜𝑐𝑐 𝑜𝑜𝑇𝑇� �2𝐶𝐶𝑎𝑎 , (3.22) 
 
this is derived by comparing Equation 3.19 with Equation 3.11 and Equation 3.12.   
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Lastly, in Equation 3.19, bf is the coefficient for the dielectric noise and equals 
 
𝑏𝑏𝑜𝑜 = 4k𝑇𝑇π𝑇𝑇𝐶𝐶𝑜𝑜𝑖𝑖𝑜𝑜 . (3.23) 
 
This is derived by comparing Equation 3.19 with Equation 3.14. 
 
3.4  Contribution of the input JFET  
3.4.1  Contribution of the input transistor to the total noise in summary 
The overall ENC is calculated using Equation 3.19.  The intention of this section is to elucidate 
which JFET parameters affect the noise and how they do so.  The first approximation to the 
problem is by assuming that the detector capacitance, Cdet, is negligible and only the transistor’s 
input capacitance, Ci, is regarded as the total capacitance, CT.  Also, the detector’s leakage current, 
ILD, is assumed to be zero.  Making all other sources of noise ideal, the ENC which arises only 
from the input JFET is computed.  Hence, Equation 3.19 becomes 
 
𝐸𝐸𝑁𝑁𝐶𝐶2 = 1
q2
�𝛾𝛾
2k𝑇𝑇
𝑔𝑔𝑚𝑚
𝐶𝐶𝑖𝑖
2𝐴𝐴1
1
𝜏𝜏
+ q𝐼𝐼𝐺𝐺𝐴𝐴3𝜏𝜏 + (𝛾𝛾2k𝑇𝑇) �𝑜𝑜𝑐𝑐𝑜𝑜𝑇𝑇�𝐶𝐶𝑖𝑖𝐴𝐴2 + 2k𝑇𝑇𝑇𝑇𝐶𝐶𝑖𝑖𝐴𝐴2�. (3.24) 
 
The parameters of the input FET that directly affect the overall ENC are its gate current, IG, its 
input capacitance, Ci, the ratio between the corner and transition frequency, fc/fT, its 
transconductance, gm, and the dissipation factor, D, of the JFET’s material. 
 
The ENC contribution of some different FETs due to the white parallel noise was plotted by 
Bertuccio et al. (1996), using Equation 3.9; the equivalent noise charge was plotted as a function 
of FETs’ gate leakage current (which is part of gate current IG as is explained in Section 3.4.3) 
with τ as a parameter.  The transistor’s gate leakage current is a source of parallel white noise and 
should be minimised.  It can be clearly seen from Figure 1 of Bertuccio et al. (1996) that the 
parallel white noise is the dominant source of noise at long shaping times and can be negligible 
at short τ. 
 
The ENC contribution of different FETs due to the series white noise was plotted by Bertuccio et 
al. (1996) using Equation 3.2.  The equivalent noise charge was plotted as a function of Ks with τ 
as a parameter, where 1/2( )s T wsK C S= , was calculated for comparison purposes.  An increase in the 
transistor’s gate intrinsic capacitance, Ci, (included in the total capacitance, CT) causes larger drain 
current shot noise contributions at the output.  Hence, Ci should be kept as small as possible to 
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limit the series white noise.  As can be seen from Figure 2 of Bertuccio et al. (1996), Ci is a 
significant source of noise at short shaping times and can be negligible at long shaping times. 
 
Regarding the ratio fc/fT, it can be seen from Equation 3.24 that it should be minimised for the 1/f 
noise to be minimised.  This ratio is given by the following equation (Levinzon & Vandamme, 
2011), 
 
𝑜𝑜𝑐𝑐
𝑜𝑜𝑇𝑇
= q�𝑉𝑉𝐺𝐺𝐺𝐺−𝑉𝑉𝑝𝑝�𝑣𝑣1/𝑓𝑓
k𝑇𝑇
 (3.25) 
 
in which α1/f is a dimensionless 1/f parameter (also known as the Hooge parameter) which depends 
on the quality of the semiconductor material and any damage present in the FET.  For instance, 
this parameter depends on whether or not the current in the JFET flows through a region damaged 
by implantation (Levinzon & Vandamme, 2011).  Hence, this parameter cannot be directly 
analytically calculated in theory, but it can be calculated, once fc is experimentally observed, using 
the equation,  
 
𝑎𝑎1/𝑜𝑜 = 𝑜𝑜𝑐𝑐2πk𝑇𝑇𝐶𝐶𝑎𝑎q𝑔𝑔𝑚𝑚�𝑉𝑉𝐺𝐺𝐺𝐺−𝑉𝑉𝑝𝑝�. (3.26) 
 
The corner frequency, fc, can be obtained by measuring the equivalent input spectral voltage noise 
density squared (in V2/Hz) of the JFET.  This noise includes both the white series noise 
(Section 3.2.1) and the 1/f noise (Section 3.2.3).  The 1/f parameter, α1/f, should be as small as 
possible to minimise the ratio fc/fT, as can be seen from Equation 3.25.  This consequently results 
in requiring the transistor input capacitance, Ci, to be as low as possible, and the transistor 
transconductance, gm, to be as high as possible.  This is in agreement with Equation 3.24, where, 
by having a large value of transconductance, the series white noise spectral density is decreased 
and the overall ENC is also decreased. 
 
Two other transistor parameters which indirectly affect the noise are the gate length, l, and the 
channel width, W.  Both the transconductance and the transistor input capacitance are proportional 
to the channel width such that 
 
𝑔𝑔𝑛𝑛 = 𝑊𝑊ℎq𝜇𝜇𝑐𝑐𝑁𝑁𝐷𝐷𝑙𝑙 �1− �−𝑉𝑉𝐺𝐺𝐺𝐺+𝑉𝑉𝑏𝑏𝑎𝑎𝑉𝑉𝑝𝑝 �, (3.27) 
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where μc is the carrier mobility, Vbi and Vp are the built in voltage and the pinch off voltage 
respectively; both are defined in Section 3.4.4, in model calculations.  The capacitance for a 
one-sided abrupt junction, as the gate to channel junction can be regarded, is given by  
 
𝐶𝐶𝑖𝑖 = 𝑊𝑊𝑙𝑙ε𝜀𝜀0𝛨𝛨(𝑥𝑥) , (3.28) 
 
where H(x) is the width of the depletion region at a distance x from the source and is function 
of VGS (Sze & Ng, 2007). 
 
Since the goal is to have transistor input capacitance, Ci, as small as possible and the 
transconductance, gm, as high as possible, as has been made clear above, there is a trade off in 
selecting the ideal channel width. 
 
When the detector capacitance dominates (Cdet > Ci), increasing the channel width results in only 
negligible increment of transistor input capacitance, while the increased transconductance leads 
to lower (improved) ENC (Spieler, 2005).  When the transistor input capacitance dominates 
(Cdet < Ci) and the width of the channel is increased, the positive contribution of the higher 
transconductance to the total noise is overridden by the increased transistor input capacitance, Ci.  
It should be noted here that in the capacitively matched case (Cdet = Ci), the total ENC is minimized 
(see Section 3.4.2). 
 
Since the transistor input capacitance, Ci, is proportional to the gate length (Equation 3.28), it is 
decreased as gate length, l, is decreased resulting in higher transition frequency, fT (Equation 
3.13).  Furthermore, a smaller gate length results in a higher transconductance (Equation 3.27).  
Hence, decreasing the channel length has a positive effect at both the series white noise and 1/f 
noise.  However, the smaller the gate length, the higher the drain current, IDr, becomes (Bar-Lev, 
1993), i.e. 
 
𝐼𝐼𝐷𝐷𝑜𝑜 ∝
1
𝑙𝑙
. (3.29) 
 
Since part of the gate to channel leakage current (which is part of IG as explained in Section 3.4.3) 
is a linear function of drain current, IDr, it increases with decreased gate length, l, (Oxner, 1989) 
(the total IG is analysed in Section 3.4.3).  This results in increased parallel white noise.   
 
Moreover, the transition frequency, fT, in the non-saturated case, fTns, is given by (Sze, 1981) as 
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𝑓𝑓𝑇𝑇𝑣𝑣𝑜𝑜 = 𝜇𝜇𝑐𝑐𝑉𝑉𝐷𝐷𝐺𝐺2π𝑙𝑙2 , (3.30a) 
 
and in the saturation case as 
 
𝑓𝑓𝑇𝑇𝑜𝑜 = 𝑜𝑜𝑠𝑠2π𝑙𝑙, (3.30b) 
 
where μc is the majority carrier mobility (electron mobility in an n-type channel and hole mobility 
in a p-type channel JFET (Bar-Lev, 1993)).  The non-saturated case refers to relatively low 
internal (to the device) electric field, E, where the proportionality of the carrier velocity, vc, to the 
magnitude of the electric field still holds (Bar-Lev, 1993).  For higher electric fields, the carrier 
velocity equals the saturation velocity, vs, and does not further increase with electric field 
increment.  The trade off in selecting the gate length, l, has been already discussed.  Maintaining 
a high transition frequency requires high carrier mobility in the channel (Equation 3.30a).  
However, for short channel length JFETs, the carrier velocity saturates at low drain to source 
voltages, VDS, and the transition frequency becomes proportional to the saturation velocity 
(Equation 3.30b).  Hence, materials with higher carrier saturation velocity are advantageous. 
 
3.4.2  Matching detector and transistor capacitance 
The requirements for the JFET’s parameters in the case where the detector’s capacitance, Cdet, 
was negligible were discussed in Section 3.4.1.  However, in this section, the detector 
capacitance, Cdet, is assumed to be non-zero.  Hence, 
 
𝐶𝐶𝑇𝑇 = 𝐶𝐶𝑜𝑜𝑜𝑜𝑝𝑝 + 𝐶𝐶𝑜𝑜 + 𝐶𝐶𝑝𝑝 + 𝐶𝐶𝑜𝑜 + 𝐶𝐶𝑖𝑖 = 𝐶𝐶𝑜𝑜′ + 𝐶𝐶𝑖𝑖  (3.31) 
 
where CT is the total capacitance at the preamplifier input comprising of the input load 
capacitance, Cdʹ (the sum of detector capacitance, Cdet, the feedback capacitance, Cf, the test 
capacitance, Ct, and the stray capacitance, Cs) and the input transistor capacitance, Ci. 
 
Starting from Equation 3.2, it can be shown that input transistor capacitance Ci, should match the 
input load capacitance Cdʹ.  Substituting the series white noise spectral density (Equation 3.3) into 
Equation 3.2, ENCWS is shown to be   
 
𝐸𝐸𝑁𝑁𝐶𝐶𝑊𝑊𝑆𝑆 = 1q�𝐴𝐴12 𝛾𝛾 4k𝛵𝛵𝑔𝑔𝑚𝑚 𝐶𝐶𝑇𝑇2 1𝜏𝜏. (3.32a) 
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Substituting the transconductance from Equation 3.13 into the above Equation 3.32a and 
rearranging, it is found that  
 
𝐸𝐸𝑁𝑁𝐶𝐶𝑊𝑊𝑆𝑆 = 1q�𝐴𝐴12𝜏𝜏 𝛾𝛾 4k𝛵𝛵𝑜𝑜𝑇𝑇2π 𝐶𝐶𝑇𝑇�𝐶𝐶𝑎𝑎. (3.32b) 
 
Substituting CT from Equation 3.31 into Equation 3.32b gives 
 
𝐸𝐸𝑁𝑁𝐶𝐶𝑊𝑊𝑆𝑆 = 1q�𝐴𝐴12𝜏𝜏 𝛾𝛾 4k𝛵𝛵𝑜𝑜𝑇𝑇2π 𝐶𝐶𝑟𝑟′+𝐶𝐶𝑎𝑎�𝐶𝐶𝑎𝑎 . (3.32c) 
 
Taking the square root, squaring Cdʹ and Ci, and rearranging, it can be shown that 
 
𝐸𝐸𝑁𝑁𝐶𝐶𝑊𝑊𝑆𝑆 = 1q�𝐴𝐴12𝜏𝜏 𝛾𝛾 4k𝛵𝛵𝑜𝑜𝑇𝑇2π ��𝐶𝐶𝑜𝑜′�𝐶𝐶𝑟𝑟′𝐶𝐶𝑎𝑎 + �𝐶𝐶𝑖𝑖�𝐶𝐶𝑎𝑎𝐶𝐶𝑎𝑎�. (3.32d) 
 
Substituting the fraction Ci/Ci ( = 1) with the fraction Cdʹ/Cd ʹ ( = 1) gives 
 
𝐸𝐸𝑁𝑁𝐶𝐶𝑊𝑊𝑆𝑆 = 1q�𝐴𝐴12𝜏𝜏 𝛾𝛾 4k𝛵𝛵𝑜𝑜𝑇𝑇2π �𝐶𝐶𝑜𝑜′ ��𝐶𝐶𝑟𝑟′𝐶𝐶𝑎𝑎 + �𝐶𝐶𝑎𝑎𝐶𝐶𝑟𝑟′�, (3.32e) 
 
and further substitution of the fraction Cdʹ/Ci with the parameter m results in 
 
𝐸𝐸𝑁𝑁𝐶𝐶𝑊𝑊𝑆𝑆 = 1q�𝐴𝐴12𝜏𝜏 𝛾𝛾 4k𝛵𝛵𝑜𝑜𝑇𝑇2π �𝐶𝐶𝑜𝑜′ �𝑚𝑚1/2 + 𝑚𝑚−1/2�. (3.33) 
 
Substituting Af (Equation 3.12) into Equation 3.11 and rearranging as above, gives 
 
𝐸𝐸𝑁𝑁𝐶𝐶1/𝑜𝑜 = 1q �𝐴𝐴2𝛾𝛾2k𝑇𝑇 𝑜𝑜𝑐𝑐𝑜𝑜𝑇𝑇 𝐶𝐶𝑜𝑜′ �𝑚𝑚1/2 + 𝑚𝑚−1/2�. (3.34) 
 
In order to minimise the white series noise and the 1/f noise, transistors with high fT (Equation 
3.13) and low ratio fc/fT (Equation 3.25) are required.  Regarding the ideal transistor, high fT is 
achieved with high transconductance, gm, and low input capacitance, Ci, as seen from Equation 
3.13.   
 
However, it can be seen from Eqs. 3.33 and 3.34, that low white series and 1/f noise requires 
capacitively matching the transistor with the input load capacitance, Cdʹ.  Consequently, the ideal 
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transistor has an input capacitance, Ci, which depends on the detector and all other input 
capacitances. 
 
Hence, when 
 
𝐶𝐶𝑖𝑖 = 𝐶𝐶𝑜𝑜′ = 𝐶𝐶𝑜𝑜𝑜𝑜𝑝𝑝 + 𝐶𝐶𝑜𝑜 + 𝐶𝐶𝑝𝑝 + 𝐶𝐶𝑜𝑜 , (3.35) 
 
m = 1, and consequently lower (improved) white series and 1/f noises are achieved.  Overall, the 
aim is to decrease Cdʹ as much as possible and then match the transistor input capacitance Ci to 
that value. 
 
3.4.3  Gate current 
The characteristics of the ideal input FET, in terms of noise, have been discussed in the previous 
sections.  However, the requirements for the input JFET are also affected by the specific 
application.  In preamplifier circuits where an n-type channel JFET is used in the forward bias 
mode (a p-type channel JFET can also be employed in the forward bias mode) there is no feedback 
resistor (Bertuccio et al., 1993) and consequently the parallel white noise is reduced.  However, 
the operating bias point (VGS) in this specific configuration sets the gate current, IG, the 
transconductance, gm, and the transistor input capacitance, Ci. 
 
In the conventional (i.e. reverse bias) mode of a JFET, ideally, the current flowing at the gate, 
IGRM, is zero.  However, in a real transistor, there are three components which constitute the gate 
current (Evans, 1981).  Two of them are the leakage current flowing at the gate to drain junction, 
IDGl, and the leakage current flowing at the gate to source junction, IGSl, whose directions depend 
on whether the JFET has an n-type channel or p-type channel.  Leakage current flows from drain 
to gate and from source to gate region at an n-type channel JFET, and from gate to drain and gate 
to source at a p-type channel JFET.  They result from two processes: thermal ionisation 
(generation) of carriers within the depletion regions of the junctions and diffusion of minority 
carriers due to reverse biasing.  The third component, I3, results from carriers generated in the 
drain to gate depletion region from impact ionisation by the drain current carriers.  This current, 
I3, is linear function of IDr and an exponential function of VDG (Evans, 1981).  The summation of 
the drain to gate leakage current, IDGl, and I3 is termed the total drain to gate current, 
 
𝐼𝐼𝐷𝐷𝐺𝐺 = 𝐼𝐼𝐷𝐷𝐺𝐺𝑙𝑙 + 𝐼𝐼3, (3.36) 
 
and the total gate current , IGRM, when the JFET operates in the reverse (conventional) mode is 
given by  
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𝐼𝐼𝐺𝐺𝑅𝑅𝐺𝐺 = 𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙 + 𝐼𝐼𝐷𝐷𝐺𝐺 . (3.37) 
 
When the JFET is used in forward bias mode (i.e. with the gate slightly positive), in a feedback 
resistorless preamplifier, the gate to source junction conducts like a normal diode, and IGS is 
formed from majority carriers (rather than being the leakage current IGSl resulting from the 
diffusion of minority carriers).  The drain to source junction is still reverse biased, and leakage 
current, IDGl, flows.  The third component, I3, is still present.  The gate to channel current, IGFM, 
consists of the summation of these three components, and all of them contribute to the parallel 
white noise (Equation 3.10). 
 
In this mode, the input FET is forward biased by the leakage current of the detector, ILD, which 
enters the preamplifier at the gate of the FET and also the current from drain to gate IDG.  Both 
currents flow from gate to source junction, and their summation is termed the total gate to source 
current, 
 
𝐼𝐼𝐺𝐺𝑆𝑆 = 𝐼𝐼𝐿𝐿𝐷𝐷 + 𝐼𝐼𝐷𝐷𝐺𝐺 . (3.38) 
 
The total gate current when the JFET is used in the forward bias mode, IGFM, is given by 
 
𝐼𝐼𝐺𝐺𝐹𝐹𝐺𝐺 = 𝐼𝐼𝐺𝐺𝑆𝑆 + 𝐼𝐼𝐷𝐷𝐺𝐺 = 𝐼𝐼𝐺𝐺𝑆𝑆 + 𝐼𝐼𝐷𝐷𝐺𝐺𝑙𝑙 + 𝐼𝐼3. (3.39) 
 
By combining Eqs. 3.38 and 3.39, IGFM can be obtained such that, 
 
𝐼𝐼𝐺𝐺𝐹𝐹𝐺𝐺 = 𝐼𝐼𝐿𝐿𝐷𝐷 + 2𝐼𝐼𝐷𝐷𝐺𝐺 . (3.40) 
 
A reduction of the total noise of the system is achieved by minimising all three components of 
Equation 3.39.  The drain to gate leakage current, IDGl, can be kept to a minimum by keeping the 
junction at low temperature but unfortunately this might not always be a practical option; as a 
consequence, wide bandgap JFETs (Section 3.4.4) are expected to find much use in preamplifiers 
for high temperature environments.  As an approximation in Si, thermal ionisation of carriers 
double in magnitude for each 10° C temperature increase (Evans, 1981).  The third component of 
Equation 3.39, I3, is decreased as the drain current, IDr, decreases.  Since the input JFET is used 
in the saturation region, and the drain current in saturation is proportional to drain to source 
saturation current with gate shorted, IDSS; thus a JFET with relatively small IDSS should be used 
(Bar-Lev, 1993).  
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3.4.4  Wide bandgap materials 
In this section, the advantages of a JFET made from a wide bandgap material such as 6H-SiC (EG 
= 3.08 eV (Shur et al., 2006)) (rather than Si, EG = 1.12 eV (Bludau et al., 1974)) are examined.  
This is done by computing the noise contributions of JFETs of identical geometry made from 
different materials (6H-SiC and Si).  The noise arising from a previously reported n-type channel 
6H-SiC JFET was computed at different shaping times and room temperature when operating 
with VDS in the saturation region and slightly forward bias VGS.  Thereinafter, the noise arising 
from the same geometry JFET made of Si was calculated and compared to the former case. 
 
An epitaxial n-type channel 6H-SiC JFET was considered (Neudeck et al., 2009).  Its channel 
length, width and height were l = 10 μm, w = 100 μm, and h = 0.3 μm respectively; the donor 
concentration in the channel, ND, and the acceptor concentration in the gate, NA, were 1 × 1017 cm-3 
and 2 × 1019 cm-3, respectively (Neudeck et al., 2009). 
 
3.4.4.1  Model calculations 
The noise contribution was computed using Equation 3.24.  The input capacitance, Ci, was 
calculated using Equation 3.28; it was assumed that only the gate to source junction capacitance 
contributes to the transistor’s input capacitance (see Section 3.2.1).  Hence, 
 
𝐶𝐶𝑖𝑖 ≈
𝑊𝑊�𝑙𝑙 2� �𝜀𝜀ε0
𝑊𝑊𝐺𝐺𝐺𝐺
 (3.41) 
 
where WGS (depletion region width of the slightly forward biased gate to source junction) was 
calculated, in accordance with Sze and Ng (2007), by 
 
𝑊𝑊𝐺𝐺𝑆𝑆 = �2ε𝜀𝜀0q𝑁𝑁𝐷𝐷 (−𝑉𝑉𝐺𝐺𝑆𝑆 + 𝑉𝑉𝑜𝑜𝑖𝑖). (3.42) 
 
The built in potential between the gate to channel p-n junction, Vbi, equals 
 
𝑉𝑉𝑜𝑜𝑖𝑖 = k𝑇𝑇q ln 𝑁𝑁𝐷𝐷𝑁𝑁𝐴𝐴𝑣𝑣𝑎𝑎2  (3.43) 
 
in which NA is the doping concentration of the p-type gate (in an n-channel JFET) and ni is the 
intrinsic carrier concentration given by 
 
𝑛𝑛𝑖𝑖 = �𝑁𝑁𝐶𝐶𝑁𝑁𝑉𝑉𝑒𝑒−𝐸𝐸𝐺𝐺/2k𝑇𝑇 . (3.44) 
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Nc and Nv are the effective density of states in the conduction and valence bands respectively (Sze 
& Ng, 2007).  The transconductance, gm, was calculated using Equation 3.27.  The ratio fc/fT was 
calculated using Equation 3.25. 
 
The dimensionless 1/f parameter, a1/f, depends on the quality of the JFET’s material and material 
damage (Levinzon & Vandamme, 2011), as has been discussed in Section 3.4.1.  The a1/f values 
often observed after 1980 for Si JFETs are 10-8< a1/f <10-6 (Levinzon & Vandamme, 2011).  For 
SiC JFETs, this value has typically been measured to be higher, reaching a value of a1/f ≈ 10-6 
after proper annealing (Palmour et al., 1996) (Levinshtein et al., 2002).  Since this dimensionless 
parameter cannot be analytically calculated based on the geometry and the material of each 
device, moderate values of 10-7 and 10-6 were used for the Si and 6H-SiC JFETs, respectively. 
 
The gate current was computed from Equation 3.40 taking into account only the contribution of 
the input JFET (ILD = 0) such that 
 
𝐼𝐼𝐺𝐺𝐹𝐹𝐺𝐺 = 2𝐼𝐼𝐷𝐷𝐺𝐺 = 2(𝐼𝐼𝐷𝐷𝐺𝐺𝑙𝑙 + 𝐼𝐼3), (3.45) 
 
where the leakage current at the drain to gate junction was computed by 
 
𝐼𝐼𝐷𝐷𝐺𝐺𝑙𝑙 = 𝐴𝐴𝐷𝐷𝐺𝐺 �q𝐷𝐷𝑝𝑝𝑣𝑣𝑎𝑎2𝐿𝐿𝑝𝑝𝑁𝑁𝐷𝐷 + q𝐷𝐷𝑒𝑒𝑣𝑣𝑎𝑎2𝐿𝐿𝑒𝑒𝑁𝑁𝐴𝐴 + q𝑣𝑣𝑎𝑎𝑊𝑊𝐷𝐷𝐺𝐺𝜏𝜏𝑔𝑔 � (3.46) 
 
where ADG is the cross sectional area of that junction (Sze & Ng, 2007).  The sum of the first two 
terms in Equation 3.46 is the saturation current due to diffusion, Idiff, (holes diffuse to n-type and 
electrons to p-type).  The third term is the generation current due to reduction in carrier 
concentration under reverse bias, Igen (Sze & Ng, 2007).  The hole diffusion coefficient, Dp, and 
the electron diffusion coefficient, Dn, were computed from the Einstein relations 
 
𝑇𝑇𝑝𝑝 = k𝑇𝑇q 𝜇𝜇ℎ  (3.47a) 
 
and 
 
𝑇𝑇𝑣𝑣 = k𝑇𝑇q 𝜇𝜇𝑜𝑜 , (3.47b) 
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where μh and μe are the hole and electron mobility in the semiconductor material.  The hole 
diffusion length, Lp, and the electron diffusion length, Ln, were computed using the hole lifetime, 
τp, and electron lifetime, τn, (Sze & Ng, 2007), such that  
 
𝐿𝐿𝑝𝑝 = �𝑇𝑇𝑝𝑝𝜏𝜏𝑝𝑝 (3.48a) 
 
and 
 
𝐿𝐿𝑣𝑣 = �𝑇𝑇𝑣𝑣𝜏𝜏𝑣𝑣 . (3.48b) 
 
The generation current takes place in the depletion region at the reverse biased drain to gate 
junction, which has a depletion layer width,  
 
𝑊𝑊𝐷𝐷𝐺𝐺 = �2ε𝜀𝜀0q𝑁𝑁𝐷𝐷 (𝑉𝑉𝐷𝐷𝐺𝐺 + 𝑉𝑉𝑜𝑜𝑖𝑖). (3.49) 
 
The generation carrier lifetime τg in Equation 3.46 was calculated by  
 
𝜏𝜏𝑔𝑔 = �1 + 𝑣𝑣𝑐𝑐𝑜𝑜𝑒𝑒𝑣𝑣𝑎𝑎 � 𝜏𝜏𝑝𝑝 + �1 + 𝑝𝑝𝑐𝑐𝑜𝑜𝑒𝑒𝑣𝑣𝑎𝑎 � 𝜏𝜏𝑣𝑣 (3.50) 
 
where pcon and ncon are the hole and electron concentrations in the depletion region and are both 
functions of the applied voltage and the distance from the two boundaries of the depletion region 
and the n and p sides (Sze & Ng, 2007).  For a given applied voltage, VDG, the electron 
concentration, n, starts from a maximum value of nn (= ND) at the boundary of the depletion region 
with the n side and decreases to a minimum value of np at the boundary of the depletion region 
with the p-type side, where, in accordance with Sze (1981), 
 
𝑛𝑛𝑝𝑝 = 𝑣𝑣𝑎𝑎2𝑁𝑁𝐴𝐴 e�q𝑉𝑉𝐷𝐷𝐺𝐺 k𝑇𝑇� �. (3.51) 
 
Similarly, for a given applied voltage, VDG, the hole concentration, p, starts from a maximum 
value of pp (= NA) at the boundary of the depletion region with the p side and decreases to a 
minimum value of pn at the boundary of the depletion region with the n-type side, where, as per 
Sze (1981), 
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𝑝𝑝𝑣𝑣 = 𝑣𝑣𝑎𝑎2𝑁𝑁𝐷𝐷 e�q𝑉𝑉𝐷𝐷𝐺𝐺 k𝑇𝑇� �. (3.52) 
 
Since the product nconpcon of the electron and hole concentration is constant for a given applied 
voltage at both the boundaries of the depletion region as well as at all the intermediate points, the 
electron and hole concentration at the boundary of the depletion region with the n-type side was 
used to calculate the generation lifetime, τg (Equation 3.50). 
 
The impact ionisation current, I3, is normally negligible at low VDG, where the leakage current of 
the junction is dominant (Evans, 1981).  Moreover, I3 decreases with increasing temperature due 
to its dependant on carrier mobility.  For simplicity reasons, the impact ionisation current I3 is 
considered negligible in the present calculations.  The impact ionisation multiplication process is 
characterised by the impact ionisation coefficient defined as the number of electron-hole pairs 
generated by a carrier per unit distance travelled (Sze & Ng, 2007).  This coefficient (differs 
between electrons and holes) is a strong function of the material, the temperature, the electric field 
strength and it decreases with increasing bandgap.  As an example, the hole impact ionisation 
coefficient was calculated to be ~104 cm-1 at an internal electric field of 2.7 × 106 V/cm and 0.4 × 
106 V/cm for 6H-SiC (Raghunathan & Baliga, 1999) and Si (Massey et al., 2006) at room 
temperature, respectively.  Hence, the impact ionisation current, I3, is smaller at a 6H-SiC JFET 
compared to a Si JFET operating under the same bias conditions and temperature.  The linear 
function of the impact ionisation current with the drain to source current, IDr, implies that JFETs 
with lower IDr are favourable.  The drain current at saturation region IDsat was computed by   
 
𝐼𝐼𝐷𝐷𝑜𝑜𝑣𝑣𝑝𝑝 = 𝑊𝑊𝜇𝜇𝑐𝑐q2ℎ36ε𝜀𝜀𝜊𝜊𝑙𝑙 𝑁𝑁𝐷𝐷𝑜𝑜𝑜𝑜𝑜𝑜𝑛𝑛𝑣𝑣ℎ �1− 3 �(−𝑉𝑉𝐺𝐺𝐺𝐺+𝑉𝑉𝑏𝑏𝑎𝑎)𝑉𝑉𝑝𝑝 � + 2 �(−𝑉𝑉𝐺𝐺𝐺𝐺+𝑉𝑉𝑏𝑏𝑎𝑎)𝑉𝑉𝑝𝑝 �3/2�, (3.53) 
 
where the effective donor concentration NDeff at the channel is approximately equal to ND, and nch 
is the electron concentration at the channel region which equals to ND for Si at room temperature 
(where the carrier concentration is fully activated).  The ionised carrier concentration in the 
channel, nch, is much lower than ND, for the 6H-SiC JFET, at room temperature (not all carriers 
are activated); it was computed to be 9 × 1015 cm-3 based on experimental results according 
Neudeck et al. (2009). 
 
3.4.4.2  Material properties 
The values of the materials’ properties used in the modelling can be seen at Table 3.1.  It should 
be noted that the parameters given are temperature, T, and dopant concentration dependent.  
Consequently, the used values should be adjusted for conditions other than those stated. 
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3.4.4.3  Computed parameters 
In this paragraph, the computed JFET’s parameters using the equations described in Model 
calculations paragraph of Section 3.4.4 are presented and discussed.  For equality of comparison, 
both JFETs are assumed to have the same geometry and doping concentrations.  All calculations 
are done for T = 25 °C, VGS = 0.2V (slightly positive gate as required in a feedback resistorless 
preamplifier (Bertuccio et al., 1993)) and VDS = 9 V (JFET operating in saturation region 
i.e. VDS ≥ Vp - Vbi and thus IDr = IDsat), unless otherwise specified.  A comparison between the 
computed parameters for the two JFETs is presented in Table 3.2.  
 
Parameter Si 6H-SiC 
Dielectric constant 11.90 9.66 
Bandgap (eV) 1.12 3.08 
Effective density of states in the conduction band (m-3) 2.8×1025 9.0×1024  
Effective density of states in the valence band (m-3) 2.65×1025 2.5×1025  
Electron mobility (m2/Vs) 0.1500 0.0400 
Hole mobility (m2/Vs) 0.0480 0.0100 
Electron lifetime (s) >10-3 5×10-7 
Hole lifetime (s) 10-3 7×10-7  
Dissipation Factor 2×10-3 4×10-4 
Table 3.1. Values of properties used in this study for Si and 6H-SiC for T = 25 °C, 
ND = 1 × 1017 cm-3 and NA = 2 × 1019 cm-3 (Patrick & Choyke, 1970) (Tuagi & Overstraeten, 
1982) (Levinshtein et al., 2001) (Shur et al., 2006) (Sze & Ng, 2007) (Hartnett et al., 2011) 
(Owens, 2012a) (Jung et al., 2014).  The electron lifetime, hole lifetime, and dissipation factor 
of 4H-SiC was used instead of 6H-SiC.  
 
  Si JFET 6H-SiC JFET 
Intrinsic carrier concentration (m-3) 9.69 × 1015 1.97 × 10-1 
Built in voltage (V) 0.97 2.96 
Input Capacitance (pF) 0.52 0.25 
Transconductance (mS) 4.47 0.82 
Corner frequency over transition frequency 2.57 × 10-5 3.18 × 10-4 
Gate current (pA) 0.11 9 × 10-32 
Drain current (mA) 11.3 0.2 
Table 3.2. Comparison between computed parameters for the Si and the 6H-SiC devices. 
 
Due to its wider bandgap, 6H-SiC has much lower intrinsic carrier concentration ni (Equation 
3.44) compared to Si at a given temperature (here T = 25 °C).  In other words, fewer carriers are 
thermally generated in 6H-SiC than in Si.  This has a number of effects. 
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First of all, smaller ni results in higher built in voltage Vbi (Equation 3.43) which in turns results 
in lower input capacitance, Ci (Equation 3.41), i.e. the gate to source depletion region is wider in 
the 6H-SiC JFET compared to Si JFET when operating with VDS in the saturation region 
and slightly forward bias VGS (normal conditions in a feedback resistorless charge sensitive 
preamplifier).  The biggest effect of the intrinsic carrier concentration is at the gate current 
(Equation 3.46), as it can be seen in Table 3.2.  The gate current (with the impact ionisation 
current, I3, excluded) in the SiC JFET is 30 orders of magnitude lower than the Si JFET at a 
temperature of 25 °C.  For higher drain to source voltages, VDS, where the impact ionisation 
component dominates, the difference between the gate current in the  Si and SiC JFETs becomes 
even bigger due the linear dependency of the impact ionisation current on the  drain current IDr (~ 
50 times greater in the Si JFET than in the 6H-SiC JFET).  The effect of the gate length, l, on the 
equivalent noise charge was discussed in Section 3.4.1.  Although decreasing the gate length 
results in higher drain current at saturation region IDsat (Equation 3.53), which in turn increases 
the gate current (due to larger I3), this effect is smaller in wide bandgap semiconductor JFETs 
than it is in Si JFETs.   
 
As far as the transconductance is concerned, the higher electron mobility in Si has a more positive 
effect in its transconductance compared to the 6H-SiC transconductance (Equation 3.27).  Also, 
the ratio between the corner and transition frequency, fc/fT, has been found to be higher in the SiC 
JFET than in the Si JFET, resulting in poorer (greater) 1/f noise.  This is due to the lower 1/f 
parameter, α1/f, in Si compared to 6H-SiC. 
 
3.4.4.4  Equivalent noise charge 
The equivalent noise charge, ENC, arising from the input JFET was calculated using Equation 
3.24, and the parameters computed for both JFETs using the equations from Section 3.4.4.  The 
calculated overall ENC for both JFETs as a function of the shaping time, τ, at T = 25 °C can be 
seen in Figure 3.1.  
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Figure 3.1. Calculated equivalent noise charge for the 6H-SiC JFET reported in Neudeck et al. 
(2009) (red symbols) and a Si JFET (black symbols) having the same geometry at a 
temperature, T, of 25 °C (contribution of only the input JFET is included).  Total noise 
(squares); White parallel (WP) noise (square dots); White series (WS) noise (round dots); 1/f 
noise (solid line); Dielectric noise (long dash dots).  The white parallel noise of the 6H-SiC 
JFET is not included in the graph since its contribution is less than 1 e- rms.  
 
For the Si JFET, its sub-microsecond ENC is limited by its dielectric noise and by its white series 
noise (arising from the ratio Ci2/gm).  As the shaping time increases (τ > 3 μs), the white parallel 
noise (arising from the gate current) becomes higher than the white series noise, with the dielectric 
noise being the dominant source of noise. 
 
The 6H-SiC JFET is also limited by its white series noise in the sub-microsecond shaping time 
range.  Although the 1/f series noise is higher in the 6H-SiC JFET than in Si JFET, the overall 
computed ENC of the 6H-SiC device is less than that of the Si device due to the lower input 
capacitance and lower dissipation factor of 6H-SiC compared to Si resulting in lower white series 
noise and dielectric noise.  
 
In contrast with the Si JFET, as the shaping time becomes longer, the overall ENC for the 6H-SiC 
JFET decreases.  At long shaping times the white parallel noise dominates.  Since the gate current 
in the 6H-SiC JFET is negligible, a shaping time increase reduces the equivalent noise charge 
arising from the 6H-SiC device, reaching the lower limit set by the dielectric and 1/f noise, as 
shown in Figure 3.1. 
 
The contribution of the white parallel noise to the overall ENC for the Si JFET is emphasized 
below.  The ENCWP was computed for the Si device at T = 25 °C using the parameters stated at 
Table 3.1.  Although these parameters are temperature dependent, they can be regarded 
unchanged for small temperature changes.  Hence, making the assumption that the parameters of 
Table 3.1 are stable for the temperature range 25 °C ± 10 °C, the equivalent noise charge 
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contribution due to white parallel noise was calculated at the same temperature range for the Si 
JFET and τ = 10 μs.  The calculated ENCWP for the Si device at different temperatures and bias 
conditions can be seen in Figure 3.2. 
 
At room temperature, the generation current, Igen, dominates in Si, rather than the diffusion 
current, Idiff (Sze & Ng, 2007).  At a given temperature, Igen is proportional to the gate to drain 
depletion layer width, WDG, (Equation 3.46) which, in turn, is proportional to the square root of 
the applied voltage, VDG (Equation 3.49).  It can be further seen that ENCWP is highly dependent 
on T.  For a 10 °C temperature rise (from 25 °C to 35 °C), the equivalent noise charge contribution 
due to white parallel noise (arising from gate current) increased from 5 e- rms to 10 e- rms, when 
τ = 10 μs and the JFET is under normal operating conditions (i.e. in saturation region with the 
gate slightly positive).  The dependency of the ENCWP to T can be explained as follows: the 
generation current, Igen, which dominates at this temperature range, highly depends on the intrinsic 
carrier concentration ni (Equation 3.46).  The temperature dependence of the intrinsic carrier 
concentration (Equation 2.35) shows its relation with the bandgap, EG. 
 
 
Figure 3.2. Calculated equivalent noise charge contribution due to white parallel noise for the 
Si JFET at τ = 10 μs under two bias conditions; VDS = 9 V, VGS = 0.2 V (open circles) and VDS = 
0 V, VGS = 0 V (filled circles). 
 
Including the function of the generation carrier lifetime, τg, (Equation 3.50) with temperature, the 
current at the drain to gate junction of the Si JFET used in this study, biased at VDS = 9 V and VGS 
= 0.2 V, quintupled increasing from 0.1 pA to 0.5 pA as the temperature increased from 25 °C to 
35 °C.  The current in the drain to gate junction of the 6H-SiC JFET, under the same biasing 
conditions, remained negligible at 35 °C (as it was at 25 °C), resulting in a white parallel ENC 
< 1 e- rms.  
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3.4.4.5  Conclusion 
To elucidate the JFETs contribution to noise in charge sensitive preamplifiers for X-ray and 
electron spectroscopy, and demonstrate the importance of wide bandgap material for the 
preamplifier input transistor as well as for the detector, a model for computing the equivalent 
noise charge contribution of the input JFET of a charge sensitive preamplifier without the 
feedback resistor has been presented, with examples computed for 6H-SiC and Si JFETs of 
identical geometry.  Given the material and geometry of the JFET (channel length, width, and 
height), and the doping concentration at the channel and gate, the model enabled computation of 
the equivalent noise charge with varied temperature, shaping time and bias condition of the JFET.  
Using this model, it has been shown that a JFET made of 6H-SiC has lower noise contribution 
compared to the same geometry JFET made of Si.  This was mostly attributed to the higher 
dissipation factor and gate current presented in the Si device compared to 6H-SiC at T = 25 °C, 
with the latter being limited by its dielectric and 1/f noise.  Also, the large dependence of the white 
parallel noise to small increments in temperature has been underlined which makes the use of a 
wide bandgap JFET at elevated temperatures particularly advantageous.  It should be noted here 
that the above results are based on analytical theory, and experimentally determined values might 
be different due to non-idealities in the devices. 
 
3.5  Contribution of detector  
As it has already been discussed, the detector itself sets the fundamental energy resolution limit 
of a non-avalanche semiconductor spectrometer, given the detector’s Fano noise (see 
Section 2.3.2).  Furthermore, this statistical limit may be further degraded by noise from 
incomplete charge collection (see Equation 3.1).  This is a result of carrier trapping and 
recombination (Owens, 2012a) (Lowe & Sareen, 2014).  Crystal imperfections, also termed as 
defects, such as impurity atoms, vacancies, and dislocations introduce state into the crystal which 
can either trap one charge (electron or hole), or trap both an electron and a hole (recombination), 
in which this latter case the carriers annihilate each other (Spieler, 2005).  The result of carrier 
trapping and recombination may be the loss of generated carriers from the radiation detection.  
Hence, the charge that is induced at the electrodes, Qi, is less than the generated charge, Q.  The 
fraction Qi/Q is described as the charge collection efficiency, CCE, and it depends on the distance 
of the charge creation to the corresponding electrode and on the carrier drift lengths.  The carrier 
drift lengths are directly proportional to the carrier mobilities, lifetimes, and applied electric field.  
Consequently, it can be said that materials with high mobility-lifetime product present less 
trapping than materials with low mobility-lifetime product.  The degradation of the 
mobility-lifetime product can be explained by the presence of impurities, vacancies, dislocations 
as well as plastic deformation for the softer materials (Owens, 2012a).  An increased applied 
electric field improves the carrier drift lengths and hence their transport resulting in less trapping 
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and incomplete charge collection noise.  It should be noted that, although when trapped carriers 
are released in a time shorter than the charge collection time they contribute to the signal, they 
still introduce fluctuations in the signal. 
 
Compared to Fano noise and to the different electronic noise contributions, the incomplete charge 
collection noise is more difficult to predict/calculate.  This is because it depends on the trapping 
centre density and the charge collection and diffusion properties of the semiconductor detector.  
Although the broadening of detected spectral lines due to incomplete charge collection is an 
asymmetric process (Fraser, 1989), since incomplete charge collection noise is directly 
proportional to the energy of the incoming photons, the distribution of the incomplete charge 
collection noise, R, is regarded normal (symmetric) for low to intermediate energies (Owens, 
2012a).  Semiempirical formulas, determined by best fitting for planar detectors (Henck et al., 
1970), coaxial detectors (Owens, 1985) and a general analytical expression including the effects 
of geometry (Kozorezov et al., 2005) have been proposed. 
 
The detector itself also contributes to the electronic noise.  Its capacitance, Cdet, is included in the 
total capacitance of the system, CT (see Section 3.2.1 and Equation 3.31).  Hence, it directly 
affects the white series noise and 1/f noise contributions (Equation 3.19).  Both the white series 
and 1/f noise are minimised with a low detector capacitance (Eqs. 3.33 and 3.34).  Also, they are 
further reduced when the input load capacitance, Cd’, which includes the detector capacitance, is 
matched with the preamplifier’s input transistor capacitance. 
 
The leakage current of the detector, ILD, impacts the white parallel noise (Equation 3.19).  Detector 
leakage current, ILD, can vary from < 1 pA (Bertuccio & Caccia, 2007) to ~ nA or more, depending 
on detector type and temperature.  The white parallel noise is minimised by using a detector with 
low leakage current.  In the forward biased mode of t he input transistor of the preamplifier 
(feedback resistorless preamplifier (Bertuccio et al., 1993)), the leakage current of the detector, 
ILD, flows at the gate to source junction of the input JFET consisting part of the noisy gate current, 
IGFM (Equation 3.40).  The contributions of these two components to the parallel white noise 
(Equation 3.10), ILD and IGFM, are regarded separately due to there being two statistically 
independent shot noises which arise from them (i.e. shot noise of ILD and shot noise of IGFM). 
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Chapter 4 4H-SiC UV Schottky Photodiodes  
 
4.1  Introduction and background 
UV detection using 4H-SiC photodiodes may lead to a variety of advantages, due to its inherent 
properties.  Its wide bandgap (EG = 3.27 eV) results in low intrinsic carrier concentration 
(Equation 1.1) and effectively in lower leakage current density at a given temperature, compared 
to narrower bandgap materials.  Reduced thermionic emission leakage current in Schottky 
photodiodes can also be achieved with 4H-SiC due to its relatively low electron affinity (3.17 eV 
(Davydov, 2007)) resulting in relatively high Schottky barrier heights (Equation 2.24) compared 
to Si, which has an the electron affinity of 4.05 eV (Sze & Ng, 2007).  4H-SiC UV photodiodes 
can operate in visible and IR backgrounds without the use of filters due to their intrinsic 
insensitivity to photons of energy smaller than (photons of wavelength longer than) their bandgap 
(3.27 eV = 380 nm) (Yan et al., 2004).  Additionally, 4H-SiC should be more radiation hard than 
Si due to 4H-SiC high displacement threshold energy (21.8 eV (Owens, 2012a)), making it 
suitable for operation in intense radiation environments.  Indeed, experimental results showed that 
no significant degradation of the charge collection efficiency and compensation of the 
conductivity of 4H-SiC epitaxial layers was observed after irradiation with α particles, electrons, 
γ-rays even at very high doses as well as with 8 MeV protons (up to 3 × 1014 p/cm2 fluency) and 
1 MeV neutrons (up to 5 × 1013 n/cm2 fluency), as it is summarized by Nava et al. (2008). 
 
Work has been conducted for the development of high performance 4H-SiC UV photodiode 
detectors.  Results for both 4H-SiC p+-i-n+ UV photodiodes (Chen et al., 2006) (Cai et al., 2014) 
and 4H-SiC UV photodiodes (Yan et al., 2004) (Hu et al., 2006) (Watanabe et al., 2012) have 
been reported which showed their performance under dark and UV illumination.   
 
In 2006, a new UV photodiode detector structure was introduced; vertical 4H-SiC Schottky UV 
detectors employing self-aligned nickel silicide (Ni2Si) interdigit contacts showed higher UV 
responsivity (0.16 A/W at 256 nm) and internal quantum detection efficiency (78 % at 256 nm) 
than the same area planar semiconductor-metal 4H-SiC photodiodes (Sciuto et al., 2006).  
Following this, temperature dependent photoresponsivity measurements of vertical Ni2Si 4H-SiC 
Schottky UV photodiodes showed a strong function of the long wavelength (280 nm to 380 nm) 
UV responsivity with temperature (Mazzillo et al., 2009).  The effect of different Ni2Si 
interdigitated strip pitch sizes (8 μm, 10 μm and 20 μm) on the responsivity of the 4H-SiC 
Schottky UV photodiodes was investigated by Adamo et al. (2014), with the photodiodes having 
a 10 μm pitch size showing the best results (highest photoresponsivities). 
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In this chapter, electrical and optical characterisation of prototype vertical 4H-SiC Schottky UV 
detectors with nickel silicide (Ni2Si) interdigitated contacts are reported.  Four ostensibly identical 
devices were randomly selected to be characterised.  The interdigitated contacts allowed the active 
region of the devices to be directly exposed to the UV radiation, enabling high internal quantum 
detection efficiency.  The vertical configuration allowed more efficient depletion of the interdigit 
structures compared to a planar configuration.  An extensive electrical characterisation including 
forward and reverse bias dark current and capacitance measurements was conducted at 
temperatures from 20 °C to 120 °C, the highest reported temperature for similar devices.  
Responsivity measurements as a function of wavelength and applied bias are also reported and 
examined.  The photodiodes were fabricated by researchers at STMicroelectronics-Catania (Italy) 
using a 4H-SiC wafer purchased from Cree Inc.  Subsequent characterisation was conducted at 
University of Sussex.  
 
4.2  Device structure and fabrication 
The 4H-SiC wafer was supplied by Cree with a 6 µm thick n-type epitaxial layer grown on an 
n-type substrate.  The doping concentration of the substrate was 1019 cm-3.  The dopant was N.  
The doping concentration of the epilayer was stated by the supplier to be 1014 cm-3.  200 nm thick 
Ni Ohmic contacts were formed by sputtering followed by a rapid annealing at 1000 °C.  Schottky 
contacts on the device front were obtained by defining Ni2Si interdigitated structures.  The 
interdigitated structure was chosen to allow the active region of the devices to be directly exposed 
to the UV radiation, enabling high internal quantum detection efficiency.  The vertical 
configuration allowed more efficient depletion of the interdigit structures compared to a planar 
configuration; a vertical Schottky contact is created when the front electrodes are short cut and 
polarised with respect to the back-side contact, whereas a planar Schottky contact is created when 
the polarisation is applied between two front electrodes while the back Ohmic contact is floating.  
The definition of 3 µm wide Ni2Si stripes was obtained by combining standard optical lithography 
and a highly selective metal etch.  The pitch of the Ni2Si stripes was 10 μm.  A rapid thermal 
processing at 700 °C was used for the formation of Ni2Si to improve the uniformity of the 
Schottky barrier with respect to that of pure Ni (Sciuto et al., 2006).  A 1 μm thick AlSiCu metal 
layer was sputtered on the top side of the devices defining the anode contact pad and a metallic 
multilayer Ti-Ni-Au (100 nm/500 nm/50 nm) was sputtered on the rear of the wafer defining the 
cathode contact pad.  Figure 4.1 shows a simplified not to scale schematic of the device, an 
illustrative layers structure, and an optical microscopy top view image: photodiodes had a square 
geometry, each with area of (1.2 × 1.2) mm2.  The top face of each device had an area of 1 mm2 
uncovered by the contact and thus directly exposable for illumination (70 % of fill factor).  The 
photodiodes were packaged in TO-18 cans with a suitable UV transparent quartz window. 
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Figure 4.1. (a) An optical microscopy image, (b) a schematic side drawing, and (c) an 
illustrative layers structure (not in scale) of the 4H-SiC UV Schottky photodiode (Mazzillo et 
al., 2012) (Lioliou et al., 2015).  
 
4.3  High temperature electrical characterisation 
4.3.1  Current measurements as a function of bias  
Forward and reverse biased dark current measurements as functions of applied voltage were made 
for the four 4H-SiC UV Schottky photodiodes (D1 to D4) at temperatures between 20 °C and 
120 °C, with 20 °C steps, using a Keithley 6487 Picoammeter/Voltage Source (see Section 2.5.1) 
and a TAS Micro MT climatic cabinet.  The photodiodes were packaged.  To ensure thermal 
equilibrium, the photodiodes were left to stabilize at each temperature for 30 minutes before the 
measurements were started at each temperature.  Figure 4.2 shows the measured current as a 
function of applied forward bias for the photodiodes at room temperature.  The temperature 
dependent current measurements as a function of applied forward bias of a representative diode, 
D4, are presented in Figure 4.3.   
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Figure 4.2. Current as a function of forward bias measured at a temperature of 20 °C for the 
four 4H-SiC UV Schottky photodiodes, D1 to D4.  D1 (open triangles); D2 (open squares); D3 
(open circles); D4 (open diamonds). 
 
 
Figure 4.3. Current as a function of forward bias measured at a temperature range of 20 °C to 
120 °C, for the 4H-SiC UV Schottky photodiode D4. 120 °C (filled diamonds); 100 °C (filled 
squares); 80 °C (filled triangles); 60 °C (open circles); 40 °C (× symbols); 20 °C (+ symbols). 
 
The saturation current, Isat, was found from extrapolating the linear region of the dark current as 
a function of forward bias, to the intercept point (VAF = 0V) (Equation 2.23).  Using the determined 
values of the saturation current for each diode, the zero band barrier height, φ0B, was extracted 
(Equation 2.25) and using the Cheung method (Cheung & Cheung, 1986).  The ideality factor, n, 
was extracted from the dark current as a function of forward bias measurement (Equation 2.26).  
As an example, the saturation current, Isat, for D2 was found to be 20 × 10-25 A ± 1 × 10-25 A at 
20 °C, from a single current as a function of applied forward bias measurement and linear least 
squares fitting, taking into account the standard deviation of the intercept.  The mean saturation 
current, Isat, of the four photodiodes, calculated using the same procedure, was 12 × 10-25 A ± 5 × 
10-25 A at 20 °C.  The mean zero band barrier height, φ0B, of the four photodiodes was found to 
be 1.70 eV ± 0.01 eV at 20 °C.  The computed zero band barrier height and ideality factor of D4, 
as a function of temperature can be seen in Figure 4.4.  
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Figure 4.4. Ideality factor (stars) and zero band barrier height (filled circles) extracted from 
current as a function of forward bias measurements in the temperature range 20 °C to 120 °C for 
the 4H-SiC UV Schottky photodiode D4. 
 
The ideality factor, n, of D4 improved from 1.18 ± 0.03 at 20 °C to 1.09 ± 0.02 at 120 °C and the 
zero band barrier height, φ0B, increased from 1.71 eV ± 0.07 eV at 20 °C to 1.80 eV ± 0.03 eV at 
120 °C.  As the temperature decreased, there was a bigger deviation from the ideal (i.e. n = 1), 
with the barrier height to appearing to be lowered.  This observation suggested the presence of an 
inhomogeneous barrier (Roccaforte et al., 2003a).  Tung (1991) showed that the current through 
an inhomogeneous Schottky barrier may be expressed as the sum of currents flowing in an 
assortment of Schottky barrier height (SBH) patches that have low height.  Tung (1991) provided 
an analytical form of the current flowing to and from a small SBH low patch which explains these 
and similar widely reported experimental results (such as from Özer et al. (2007) and Çakıcı et 
al. (2015)).  Current transport across the metal-semiconductor interface at low temperatures is 
dominated by electrons surmounting the lower barriers, resulting in a larger ideality factor and a 
lower apparent Schottky barrier height.  However, as the temperature increases, electrons have 
more energy to overcome higher barriers, resulting in an increase of the dominant barrier height.  
Tung’s theory (1991) shows that the observed changes in ideality factor with temperature and 
barrier height with temperature are a natural result of an inhomogeneous SBH.  For the 
investigated photodiodes reported here, the improvement of the ideality factor and the increment 
of the barrier height as the temperature increased can be similarly explained.  The improved 
ideality factor, n, at 120 °C may also be attributed to the increased thermal energy of electrons as 
the temperature increased.  This could result in the effect of traps/defects becoming less important 
at 120 °C compared to lower temperatures and hence, the recombination-generation current in the 
depletion region to decreasing at the high temperatures investigated. 
  
The measured current, IR, as a function of applied reverse bias, VAR, of all four 4H-SiC UV 
Schottky photodiodes when measured at a temperature of 20 °C are shown in Figure 4.5.  It 
should be noted that due to the devices’ 6 μm thick epilayers, applied (reverse) biases of -50 V 
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created a mean electric field of 83 kV/cm across the depletion region.  However, even at this field 
strength (83 kV/cm), the leakage current at 20 °C remained ≤ 0.2 pA (13 pA/cm2) for three of the 
tested devices (D2 to D4), with D1 showing a leakage current of 2.5 pA (173 pA/cm2).  It should 
be noted that the leakage current measured for three of the tested devices (D2 to D4) was smaller 
than the uncertainty of the measurement (0.3% of the current measurement plus 0.4 pA) (see 
Section 2.5), and hence their actual leakage current was believed to be smaller than these 
presented in Figure 4.5.   The higher leakage current of diode D1 measured at room temperature 
and applied reverse bias > -30 V, compared to the leakage current measured for the rest of the 
diodes (D2 to D4) suggests that a different conduction mechanism gave rise to the leakage current 
of D1 compared to that of the rest of the diodes (D2 to D4).  Generation current in the depletion 
region of D1 originated from defects and edge leakage current due to high electric field at the 
contact periphery (see Section 2.4.1) could both contribute to the leakage current of D1 and 
further investigation is required to detangle the different conduction mechanisms as functions of 
applied reverse bias and temperature.  These leakage current densities are much lower than typical 
values for Si diodes (1 nA/cm2 at room temperature (Bertuccio et al., 2014)).   
 
For a representative device, D4, from the set of three diodes that showed the lowest leakage 
currents, temperature dependent leakage current measurements as functions of applied reverse 
bias are shown in Figure 4.6.  The maximum investigated temperature, 120 °C, was chosen in 
order to exceed the previously reported maximum temperature for leakage current measurements 
of similar devices (100 °C (Mazzillo et al., 2012)) but to avoid possible device damage at high 
temperatures under an internal electron field of 83 kV/cm (corresponding to an applied reverse 
bias of -50 V).  At low biases, the leakage current densities for these detectors are lower than had 
previously been reported for similar devices with similar epilayer thicknesses; for example, 
Mazzillo et al. (2009) reported a leakage current density, JR, of ~242 pA/cm2 at -5 V, whereas 
device D4 from the currently reported devices had a current density of 187 pA/cm2 at -5 V, both 
at 100 °C.  
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Figure 4.5. Leakage current as a function of applied reverse bias measured at a temperature of 
20 °C for the four 4H-SiC UV Schottky photodiodes, D1 to D4.  D1 (open triangles); D2 (open 
squares); D3 (open circles); D4 (open diamonds). 
 
 
Figure 4.6. Leakage current as a function of applied reverse bias measured at a temperature 
range of 20 °C to 120 °C, for the 4H-SiC UV Schottky photodiode D4. 120 °C (filled 
diamonds); 100 °C (filled squares); 80 °C (filled triangles); 60 °C (open circles); 40 °C (× 
symbols); 20 °C (+ symbols).  
 
The ideality factor of the devices was found to be close to unity suggesting that the prevailing 
current mechanism was thermionic emission-diffusion, excluding| tunnelling, recombination-
generation, surface and metal-semiconductor interface current (see Section 2.4.1).  Thus, the 
measured leakage current per unit area, i.e. the leakage current density, JR, for one representative 
device, D4, as a function of temperature at three internal electric fields, was calculated and is 
shown in Figure 4.7.  At the highest investigated temperature (120 °C), the current density of D4 
was still low (3.6 nA/cm2 at 33 kV/cm, 5.4 nA/cm2 at 50 kV/cm and 8.9 nA/cm2 at 83 kV/cm) 
despite the relatively high internal electric field.  For comparison purposes, the leakage current of 
all four devices was found to be 1.7 nA/cm2 ± 0.1 nA/cm2, at 100 °C at a mean internal electric 
field of 83 kV/cm, which is comparable with those reported for other high quality Au/4H-SiC 
Schottky devices (e.g. ~1 nA/cm2 at 100 °C at a mean internal electric field of 103 kV/cm 
(Bertuccio et al., 2011)).  Although the current density showed an exponential increase as 
temperature increased from 40 °C to 120 °C, as a consequence of more thermally generated 
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carriers being present as the temperature increases, the measurement system (accuracy of the 
Keithley 6487 Picoammeter/Voltage Source) limited the current measurements at lower 
temperatures.  At the highest investigated temperature (120 °C) and applied reverse bias (-50 V, 
corresponding to an internal electric field of 83 kV/cm), the leakage current densities of D1, D2, 
and D3 were measured to be 8.2 nA/cm2, 8.3 nA/cm2, and 8.3 nA/cm2, respectively.   
 
The low leakage current densities measured can be attributed in part to the high quality of the 
epitaxial material.  The Schottky contact can also have an effect on the leakage current of the 
devices.  The barrier height of the Ni2Si/4H-SiC Schottky contact was measured to be 1.71 eV at 
20 °C, and 1.80 eV at 120 °C.  These high values resulted from the work function (see Figure 
2.8) of Ni2Si being ~4.8 eV (Kittl et al., 2006).  Since the leakage current of a Schottky diode 
arises from the majority carriers (in this case e-) at the metal side overcoming the barrier height 
(see Section 2.4.1), the low leakage currents measured is also attributable to the high barrier 
height formed from the Ni2Si/4H-SiC contact.  A similar explanation was given by Roccaforte et 
al. (2003b), where Ni2Si/4H-SiC Schottky diodes had a higher barrier height and significantly 
lower leakage current than Ti/4H-SiC Schottky diodes.  
 
 
Figure 4.7. Measured leakage current density as a function of temperature at three electric fields 
of the 4H-SiC UV Schottky photodiode, D4. 
 
4.3.2  Capacitance measurements as a function of bias 
To determine the depletion width and the doping concentration of the photodiodes, the devices’ 
capacitances were investigated as functions of applied forward and reverse bias and temperature 
(20 °C  to 120 °C) using an HP 4275A Multi Frequency LCR meter (see Section 2.5.2), and a 
TAS Micro MT climatic cabinet.  The LCR meter test signal was sinusoidal with a 50 mV rms 
magnitude and 1 MHz frequency.  Capacitance measurements were made at forward biases 
between 0 V and 1 V and at reverse biases between 0 V and -50 V.  The capacitance of the 
package was determined by measuring three empty pins at empty packages of identical type; the 
packaging capacitance was found to be 0.61 pF ± 0.02 pF.  Figure 4.8 shows the measured 
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capacitance as a function of applied forward and reverse bias of the four photodiodes (packaging 
capacitances subtracted) when measured at 20 °C, and Figure 4.9 shows the measured 
capacitance for one representative device, diode D4, at temperatures from 20 °C to 120 °C. 
 
Figure 4.8. Measured capacitance as a function of (a) forward and (b) reverse bias at a 
temperature of 20 °C for the four 4H-SiC UV Schottky photodiodes, D1 to D4.  D1 (open 
triangles); D2 (open squares); D3 (open circles); D4 (open diamonds). 
 
 
Figure 4.9. Measured capacitance as a function of (a) forward and (b) reverse bias at a 
temperature range of 20 °C to 120 °C, for the 4H-SiC UV Schottky photodiode D4. 120 °C 
(round dots); 100 °C (long dashes); 80 °C (dashes); 60 °C (double long dashes); 40 °C (solid 
line); 20 °C (thick square dots).  The data points have been replaced by lines for clarity.  
 
At 20 °C, as the reverse bias was increased in magnitude from 0 V to -5 V, the capacitance of all 
the diodes decreased by 1.8 pF ± 0.4 pF (rms deviance).  Increasing the reverse bias further 
resulted in only a small additional decrease in capacitance: there was an additional reduction of 
0.17 pF ± 0.04 pF in capacitance as the reverse bias was increased from -5 V to -10 V, and a 
0.10 pF ± 0.01 pF reduction as the reverse bias was further increased from -10 V to -50 V.  The 
small decrease in capacitance at reverse biases beyond -10 V indicates that the epitaxial layer was 
almost fully depleted at this voltage.  At each applied reverse bias, the capacitance increased as 
the temperature increased.  This may be attributed to the increasing doping concentration in the 
space charge region with temperature; similar effects have been explained by the presence of deep 
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level defects and the carriers trapped by them (Gramberg, 1971) (Mazzillo et al., 2012) (Cai et 
al., 2014). 
 
The depletion width, WD, was calculated based on the measured depletion layer capacitance, CDL, 
(Equation 2.30).  The depletion widths of the four photodiodes were found to increase from 
5.35 μm ± 0.08 μm at 0 V to 5.89 μm ± 0.02 μm at -50 V reverse bias, at 20 °C.  Similarly, the 
depletion widths of the four devices was found to increase from 5.32 μm ± 0.09 μm at 0 V to 
5.86 μm ± 0.02 μm at -50 V reverse bias, at 120 °C.  
 
The doping concentration (under the approximation that it equals the majority carrier 
concentration) as a function of depletion width, ND(WD), with a spatial resolution of the order of 
a Debye length, was calculated using the differential capacitance method (suitable for an arbitrary 
doping profile) and Equation 2.31 (Section 2.4.1).  Figure 4.10 shows the extracted doping 
concentration, ND, for a representative 4H-SiC UV Schottky photodiode (D4) at 20 °C and 
120 °C. 
 
 
Figure 4.10. Calculated doping concentration as a function of depletion layer width of a 
representative 4H-SiC UV Schottky photodiode (D4) at 20 °C (filled circles) and 120 °C 
(× symbol). 
 
The doping concentration was determined to vary from 1.9 × 1014 cm-3 ± 0.3 × 1014 cm-3 at 
5.35 μm ± 0.08 μm below the Schottky contact to 3.21 × 1016 cm-3 ± 0.04 × 1016 cm-3 at the 
interface between the n epilayer and the substrate, at 20 °C.  Similarly, the doping concentration 
was determined to vary from 1.4 × 1014 cm -3 ± 0.3 × 1014 cm-3 at 5.32 μm ± 0.09 μm below the 
Schottky contact to 3.26 × 1016 cm-3 ± 0.03 × 1016 cm-3 at the interface between the epilayer and 
the substrate, at 120 °C.  It should be noted that although the uncertainties of the distance below 
the Schottky contact at which the doping concentrations were calculated were smaller than one 
Debye length, which has been calculated for 4H-SiC at room temperature to be 0.36 μm (Sze & 
Ng, 2007), the lower limit of a doping profile change that can be resolved using Equation 2.31 is 
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one Debye length (Sze & Ng, 2007).  The doping profile of the devices, as is shown in Figure 
4.10, follows an exponential trend, rather than an abrupt change between the epilayer and 
substrate. 
 
4.4  Room temperature UV characterisation 
To investigate the performance of the detectors under UV illumination, responsivity 
measurements were made using a ThermoSpectronic UV300 UV-VIS spectrophotometer with 
Tungsten and Deuterium lamps to cover the wavelength range 210 nm to 500 nm.  The selection 
of the wavelength of interest was performed using an internal monochromator and UV grating.  
Two SG Lux SiC photodetectors with different areas and known responsivities (SGlux SolGel 
Technologies GmbH, SG01D-18) (SGlux SolGel Technologies GmbH, SG01L-18) were used as 
reference photodiodes to calibrate the apparatus.  Custom baffles were made and used to ensure 
that no external sources of light could influence the measurements.  Description of the UV 
photocurrent measurements can be found in Section 2.5.3.The incident UV power illuminating 
the devices was small (less than 2 nW) in the investigated wavelength range of 210 nm to 
500 nm, while the photocurrent measured with the devices reported here was from ~1 pA to 
108 pA.  The dark leakage current for all photodiodes was measured to be < 0.07 pA at -15 V 
reverse bias at room temperature.  Hence, even with small UV power illuminating the devices, 
the photocurrent-to-dark current contrast reached almost four orders of magnitude. 
 
UV responsivity spectra of the four devices are shown in Figure 4.11 as a function of the incident 
photons’ wavelengths measured at room temperature and in photovoltaic operation condition 
(i.e. VAR = 0 V).  A responsivity peak value of 0.037 A/W ± 0.007 A/W (QEexternal = 16 %, using 
Equation 2.13 and QEinternal = 20 % using Equation 2.9) was measured at 280 nm at room 
temperature when no reverse bias was applied for all four photodiodes.  The responsivity did not 
have an abrupt spectral cutoff since 4H-SiC is indirect semiconductor and does not have a sharp 
cutoff band edge (Chen et al., 2007).  The linear attenuation coefficient, μ, of the 4H-SiC is 
inversely proportional to wavelength and, in part, determines the quantum detection efficiency 
(Sze & Ng, 2007).  It increases from 380 nm ((= 3.27 eV = EG) to shorter wavelengths and as a 
result, the responsivity follows the same trend (Sridhara et al., 1998).  The responsivity slowly 
increased from 380 nm to shorter wavelengths, as the attenuation coefficient, μ, increased 
(Sridhara et al., 1998).  The penetration depth, 1/μ, at 380 nm was much larger (~ 625 μm) than 
the width of the space charge region of the devices (6 μm) (Chen et al., 2007).  Hence, most of 
the incident photons penetrated through the active region resulting in low photocurrent.  As the 
wavelength became shorter, the penetration depth decreased and more photons were absorbed and 
generated electron-hole pairs in the detector.  The maximum photoresponsivity was achieved at 
around 280 nm, with shorter wavelengths showing decreased photoresponsivity.  This may be 
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attributed to the fact that for λ < 280 nm the penetration length (< 1 μm (Chen et al., 2007)) 
becomes comparable with the dead zone introduced by the surface recombination resulting in the 
generated carriers recombining and thus not contributing to the photoresponse (Chen et al., 2007).  
An increased responsivity at the long wavelength range (> 280 nm) can be achieved with a 
vertical 4H-SiC Schottky UV photodiode with the same structure but thicker epitaxial layer 
(> 6 μm) compared to the devices presented here. 
 
 
Figure 4.11. Responsivity as a function of wavelength (210 nm to 380 nm) measured for each 
4H-SiC Schottky photodiode, D1 to D4, at room temperature and at 0 V applied bias. 
 
The expected responsivity, R'Th, as a function of wavelength, was computed based on the 
calculated external quantum detection efficiency, QEexternal (Equation 2.13) and compared with 
the measured responsivity, R'.  The external quantum detection efficiency was calculated (see 
Section 2.3.2) using the reflectance, r, at each wavelength at the air-photodiode interface and the 
internal quantum detection efficiency, QEinternal (Equation 2.9).  Τhe reflectance, r, was calculated 
using Equation 2.10 and the refractive indices for the detector material (4H-SiC), nd, (= 2.3 at 
270 nm (Park, 1997)) and air, nair.  The internal quantum detection efficiency, QEinternal, calculated 
as a function of wavelength using Equation 2.11a (see below), accounts for the absorption of 
photons before reaching the depletion region (first term of Equation 2.11a) as well as the 
absorption in the active depletion region (second term of Equation 2.11a).   
 
In the detectors’ geometry, there is an attenuating layer in front of the active region of the 4H-SiC 
UV Schottky photodiodes.  This is the interdigitated Ni2Si Schottky contacts, which covers 30 % 
of each diodes face.  Consequently, the first term of Equation 2.11a, taking into account 
attenuation in the Ni2Si Schottky contacts, becomes ��1− 𝑓𝑓𝑔𝑔𝑜𝑜𝑜𝑜� e(−𝜇𝜇1𝑥𝑥1) +𝑓𝑓𝑔𝑔𝑜𝑜𝑜𝑜�, where fgeo is the 
geometrical fill factor of the devices which equals the area directly exposed to the incoming light 
(= 70 % for these devices) and μ1 and x1 are the linear attenuation coefficient of Ni2Si and the 
thickness of the Ni2Si layer, respectively (Fraser, 1989).  In the wavelength of interest, all photons 
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falling on this are of the diode face are attenuated at the Ni2Si Schottky contacts.  Consequently, 
the first term of Equation 2.11a, is simplified to fgeo. 
 
Using the attenuation coefficient, μ, reported by Cha and Sandvik (2008) for 4H-SiC (17000 cm-1 
at 270 nm), the depletion layer width, WD, found from the capacitance measurements as a function 
of reverse bias and the procedure described above, the expected responsivity, R'th, was calculated.   
 
The expected value of the maximum R'Th (270 nm) was constant between 0 V and -15 V applied 
reverse bias, and equal to 0.128 A/W.  Figure 4.12 shows a comparison between the measured 
and theoretical photoresponsivity at 270 nm as a function of applied reverse bias.  Figure 4.13 
shows photoresponsivity spectra for a representative 4H-SiC UV Schottky photodiode, D2, with 
the applied reverse bias as parameter.  The peak responsivity at 0 V and -5 V reverse bias occurred 
at 280 nm whereas the responsivity showed a peak value at 270 nm when the diode was reverse 
biased at -10 V and -15 V.  
 
 
Figure 4.12. Theoretical (crosses) and measured photoresponsivity for D1 (open triangles), D2 
(open squares), D3 (open circles), and D4 (open diamonds) as a function of applied reverse bias, 
at room temperature. 
 
Although the calculated expected responsivity at 270 nm was 0.128 A/W for all investigated 
biases, the measured responsivity was well below this value for unbiased devices and increased 
with applied voltage.  The measured responsivity increased when the photodiodes were reverse 
biased at -5 V compared to 0 V.  There was a further improvement in photoresponsivity at -10 V, 
but the responsivity increase at reverse biases beyond this (-15 V) was comparatively small.  The 
increase in the responsivity as the reverse bias increased from 0 V to -5 V could not be attributed 
to the increased depletion layer width at the same bias range.  The depletion layer width increased 
from 5.35 μm ± 0.08 μm at 0 V to 5.82 μm ± 0.01 μm at -5 V.  The increase in the responsivity 
as the reverse bias increased from 0 V to -5 V as well as the difference between the theoretical 
and measured responsivities at 270 nm and 0 V may be attributed to charge trapping and losses 
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present in the active region of the device at low internal electric field (zero applied bias).  As the 
internal field increased with increased reverse bias, the improved charge transport resulted in less 
trapping and less charge loss, with the consequence of more charge being induced on the contacts; 
there was an additional internal electric field of 8.59 kV/cm ± 0.02 kV/cm at -5 V reverse bias 
compared to the one at 0 V.  At -15 V reverse bias, the measured photoresponsivity was much 
closer to the computed value, consistent with reduced charge transport losses at higher fields.  
 
As the reverse bias was increased in magnitude, the depletion layer width also increased.  Hence, 
a red-shift (towards longer wavelengths) of the responsivity was expected (enhanced absorption 
of the long-wavelength photons) with increased reverse bias.  However, a red-shift was not 
observed.  This was attributed to the small change of the depletion layer width as the reverse bias 
increased from 0 V (WD = 5.2 μm) to -15 V (WD = 5.9 μm).  The peak expected responsivity was 
also computed to be invariant with this change in depletion layer width.  A blue-shift of the 
responsivity peak was observed instead, with increased reverse bias.  The improved charge 
transport with increased reverse bias might enhance the collection of charge carriers generated 
close to the surface (short-wavelength photons), which explains the blue-shift of the responsivity 
peak.  
 
 
Figure 4.13. Photoresponsivity spectra measured with a representative 4H-SiC UV Schottky 
photodiode, D2, at room temperature at reverse biases of 0 V (filled circles); -5 V (open 
squares); -10 V (filled triangles); -15 V (open diamonds). 
 
The photoresponsivity of diode D2 had a peak value of 0.100 A/W (QEexternal = 46 %, using 
Equation 2.13 and QEinternal = 55 % using Equation 2.9) at 270 nm when the device was reverse 
biased at -15 V.  This value is comparable with previous reported results of similar devices 
(Mazzillo et al., 2009) (Adamo et al., 2014) and better than 4H-SiC UV Schottky diodes 
employing thin metal Schottky contacts, rather than interdigitated Schottky contacts, (e.g. 
QEinternal ≤ 45 % at 270 nm (Xin et al., 2005) and QEinternal ≈ 30 % at 253 nm (Blank et al., 2005)).  
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The measured photoresponsivity at 270 nm and reverse bias of -15 V was 0.080 A/W, 0.098 A/W, 
and 0.094 A/W for diode D1, D3, and D4, respectively.   
 
The visible blindness, as defined by the peak responsivity in the UV range divided by the 
responsivity at 500 nm, was measured using a 500 nm light with a power of 105 pW.  While 
irradiating a device with the 500 nm light, no photocurrent could be detected with the Keithley 
6487 picoammeter suggesting that the photocurrent was < 0.01 pA.  When illuminating the 
devices with a 270 nm light providing a power of 864 pW, a photocurrent of 81 pA ± 7 pA was 
measured.  Due to the low power of the 500 nm light, only the maximum boundary of the 
UV-visible rejection ratio between the photoresponsivity at 500 nm and at 270 nm could be 
estimated.  This ratio was found to be 10-3.  The real degree of visible blindness of the photodiode 
is expected to be better, as for previously reported similar devices (Mazzillo et al., 2009) (Sciuto 
et al., 2014).  The high visible blindness found for the Ni2Si/4H-SiC Schottky UV devices is a 
result of the inherent insensitivity of 4H-SiC to photons of longer than 380 nm wavelength, as 
well as to the Schottky structure, which has been found to be more effective than the p+-i-n+ 
structure for visible light rejection (Sciuto et al., 2006).   
 
4.5  Conclusion 
Four 4H-SiC Schottky UV detectors employing Ni2Si interdigitated contacts have been 
characterised for their electrical and optical behaviour within the temperature range 20 °C to 
120 °C.  The devices’ dark currents as functions of applied forward and reverse bias and 
temperature were measured.  The devices’ leakage current densities were found to remain 
≤ 13 pA/cm2 (limited by the accuracy of the Keithley 6487 picoammeter) for three of the tested 
devices (D2 to D4), with D1 showing a leakage current density of 173 pA/cm2, all at 20 °C and 
an internal electric field of 83 kV/cm.  Similarly, the leakage current densities of all devices were 
found to remain ≤ 8.9 nA/cm2 at 120 °C and an internal electric field of 83 kV/cm.  Forward and 
reverse biased capacitance measurements showed comparable performance between the diodes.  
The depletion width and effective doping density calculations based on the capacitance 
measurements showed that the diodes were almost fully depleted at -10 V reverse bias, due to the 
high quality of the epilayer. 
 
UV photoresponsivity measurements at room temperature have been performed as a function of 
applied reverse bias.  The peak responsivity of all four detectors was at 280 nm, when operating 
in photovoltaic mode.  Although the devices had modest responsivities (mean of 
0.037 A/W ± 0.007 A/W) at 0 V applied reverse bias, the mean responsivity increased to 
0.093 A/W ± 0.007 A/W when the detectors were reverse biased at -15 V.  This was attributed to 
charge trapping and possibly recombination in the active region of the photodiodes at low internal 
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electric fields.  The dark leakage current for all photodiodes was measured to be < 0.07 pA 
at -15 V reverse bias at room temperature. 
 
The internal quantum detection efficiency (as defined in Section 2.3.2, Equation 2.9) of the 
detectors was measured to be 55 % at 270 nm for the best performance device, with the detector 
reverse biased at -15 V.  Also, the UV-visible rejection ratio (photoresponsivity at 500 nm divided 
by photoresponsivity at 270 nm) was measured to be at least 10-3, although the true UV-visible 
rejection ratio is likely to be far better. 
 
Overall, the high quality of the 4H-SiC epitaxial material and the relatively high work function 
of Ni2Si, resulted in low leakage current densities measured for up to 120 °C at an internal electric 
field of up to 83 kV/cm.  These results are comparable with the lowest leakage current densities 
ever reported for 4H-SiC Schottky diodes (Bertuccio et al., 2011) and are much lower than typical 
values for Si diodes (1 nA/cm2 at room temperature (Bertuccio et al., 2014)).  The low dark 
currents of the Ni2Si/4H-SiC Schottky diodes resulted in almost four orders of magnitude UV 
photocurrent-to-dark current contrast, at small (less than 2 nW) UV power, suggesting that they 
could operate even at low UV light intensities.  The interdigitated Ni2Si Schottky contacts resulted 
in an increased internal quantum detection efficiency, compared to 4H-SiC UV Schottky diodes 
employing thin metal Schottky contacts.  The inherent properties of 4H-SiC and the Schottky 
structure resulted in high visible blindness (at least 10-3), suggesting that they could be suitable 
for UV detection even at high visible and IR backgrounds without the use of filters.  
 
The results reported here along with previous reports on 4H-SiC radiation tolerance makes these 
devices a potential attractive option for future UV detection in applications such as space science 
and harsh terrestrial environments. 
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Chapter 5 4H-SiC Schottky Diode Arrays for X-ray 
Detection 
 
5.1  Introduction and background 
The physical properties of 4H-SiC and its potential advantages over Si as detector material for 
X-ray spectrometers operating under harsh environments (high temperature and intense radiation 
environment) have been introduced in Section 1.5.1. 
 
The first experimental results of SiC photodiodes for X-ray spectroscopy were reported by 
Bertuccio et al. (2001).  These results were obtained with 4H-SiC Schottky diodes having 30 μm 
epilayer thickness and 1.8 × 1015 cm-3 dopant concentration.  Although the main X-ray lines (Np 
Lα at 13.9 keV and Lβ at 17.8 keV) and γ-ray lines (at 26.3 keV and 59.5 keV) of the acquired 
241Am spectrum were clearly detected, the separation of the low energy lines was limited by the 
high detector capacitance (16 pF at -500 V reverse bias) contributing to its energy resolution 
degradation (Bertuccio et al., 2001).  A 241Am spectrum with improved energy resolution using a 
4H-SiC detector fabricated onto a 70 μm thick low doped (9 × 1014 cm-3) 4H-SiC epilayer at 26 °C 
was reported by Bertuccio and Casiraghi (2003) which was attributed to its lower capacitance 
(below 1 pF) compared to the previously reported 4H-SiC Schottky detector (Bertuccio et al., 
2001).  A study of SiC X-ray detectors in comparison to Si X-ray detectors was also reported in 
the same journal article (Bertuccio & Casiraghi, 2003), showing that under some conditions of 
operating temperature and detector active area, superior energy resolution can be achieved using 
SiC detectors.  Following this, further development of 4H-SiC epitaxial layers and ultra-low-noise 
electronics resulted in experimental proof that 4H-SiC Schottky X-ray detectors can operate at a 
temperature range of 27 °C to 100 °C (Bertuccio et al., 2004).  The best experimental results on 
single pixel SiC X-ray detectors were reported by Bertuccio et al. (2011) with 4H-SiC Schottky 
diodes with circular (200 μm diameter) Au Schottky contacts, and a 4H-SiC epitaxial layer of 
70 μm thickness and 5 × 1014 cm-3 dopant concentration, having a FWHM at 5.9 keV of 196 eV 
at 30 °C which was increased to 233 eV at 5.9 keV at 100 °C.  Studies on semi-insulating 4H-SiC 
X-ray detectors (Mandal et al., 2011) (Bertuccio et al., 2013) have shown poorer energy resolution 
compared to epitaxial SiC layers primarily due to high leakage currents and low charge collection 
efficiencies (Bertuccio et al., 2013).   
 
Work has also been conducted to develop 4H-SiC Schottky diodes with thin (18 nm) NiSi 
Schottky contacts, with the intention of improving the soft X-ray quantum detection efficiency 
and as an alternative technology to interdigitated contacts.  An energy resolution (FWHM at 
22 keV) of 1.47 keV at room temperature has been reported for such a device with a 20 μm 
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epilayer thickness (Lees et al., 2007).  Photon counting spectroscopic measurements at 
temperatures up to 80 °C (2.5 keV FWHM at 5.9 keV at 80 °C) for a 4H-SiC Schottky diode with 
thin NiSi Schottky contacts and 45 μm epilayer thickness (Barnett, 2011), and after proton 
irradiation of a 4H-SiC Schottky diode with thin NiSi Schottky contacts and 20 μm epilayer 
thickness (Stevens et al., 2011) showed promising results for their use in harsh environments.   
 
In this chapter, a comparable study including electrical characterisation and X-ray detection using 
five 4H-SiC Schottky diodes with thin NiSi Schottky contacts in a combined 2 × 2 and 1 × 3 pixel 
configuration are reported.  Two of the diodes are part of both arrays (further details can be found 
in Section 5.2 Device structure).  The electrical characterisation included measurements of the 
forward and reverse bias dark currents and capacitances of the five diodes at room temperature.  
One of the diodes was characterised over a temperature range of 20 °C to 140 °C, the highest 
reported temperature for similar devices.  The photogenerated current of all diodes in the presence 
of X-ray photons from a Mo X-ray tube was measured as a function of applied reverse bias, 
demonstrating operation of the devices as current mode X-ray detectors.  Each diode was then 
coupled to a low-noise charge-sensitive preamplifier, and their performance as spectroscopic 
photon counting X-ray detectors were investigated.  The 4H-SiC Schottky diodes (250 μm × 
250 μm) were fabricated at Newcastle University using a 4H-SiC wafer purchased from Cree Inc.  
Subsequent characterisation was conducted at University of Sussex.  
 
5.2  Device structure 
The 4H-SiC wafer was supplied by Cree.  It had an n-type 20 μm epitaxial layer (doping 
concentration of 4 × 1014 cm-3 as stated by the supplier), on a resistive n-type 350 μm SiC substrate 
(doping concentration of 2 × 1018 cm-3).  A drawing of the layers structure can be seen in Figure 
5.1.  The substrate had a diameter of 76.2 mm, a resistivity of 25 mOhm cm and an off axis surface 
orientation of 8.0°.  After an RCA clean (Kern and Puotinen, 1970), oxidation at 1150 °C in dry 
oxygen followed to form the 25 nm thick passivation layer.  A common NiSix Ohmic contact, at 
the rear of the array, was formed from 5 nm Ti and 100 nm Ni layers which were sintered at 
1100 °C in vacuum.  Windows were opened in this thermal oxide using buffered hydrofluoric 
acid prior to deposition of the Schottky contacts.  The NiSi Schottky contacts on the active side 
of the array for each pixel were formed by depositing 3 nm of Ti and 12 nm of Ni using e-beam 
evaporation and then annealing the samples at 600 °C.  This thin Schottky contact was chosen 
such that to improve the soft X-ray quantum detection efficiency (minimise the X-ray 
attenuation).  The bond pads were formed by depositing a 200 nm thick Au layer on top of a 5 nm 
thick Cr adhesion layer. 
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The diodes were fabricated in a combined 2 × 2 and 1 × 3 array pattern as per the mask layout is 
shown in Figure 5.1.  Four diodes constitute the 2 × 2 array and three constitute the 1 × 3 array.  
Due to the mask layout, two of the diodes are part of both arrays.  The devices were mounted in 
a ceramic package and wire bonded. 
 
 
Figure 5.1. a) Illustrative layers structure (not in scale) of each 4H-SiC Schottky photodiode 
and b) mask layout showing the combined 2 × 2 and 1 × 3 4H-SiC Schottky photodiode array. 
 
5.3  High temperature electrical characterisation 
5.3.1  Current measurements as a function of bias 
Forward and reverse biased dark current measurements as functions of applied voltage were made 
for the five 4H-SiC Schottky photodiodes (D1 to D5) at 20 °C using a Keithley 6487 
Picoammeter/Voltage Source (see Section 2.5.1).  Figure 5.2 shows the measured current as a 
function of applied forward bias (0 V to 2 V) and reverse bias (0 V to -200 V) for the photodiodes. 
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Figure 5.2. Current as a function of (a) forward and (b) reverse bias measured at a temperature 
of 20 °C for the five 4H-SiC Schottky photodiodes, D1 to D5.  D1 (open diamonds); D2 (open 
squares); D3 (open circles); D4 (× symbols); D5 (stars). 
 
As can be seen in Figure 5.2a, the shape of the forward current as a function of applied voltage 
of diode D3 is different compared to the rest of the devices.  Diodes D1, D2, D4, and D5 exhibited 
anomalous behaviour (double barrier behaviour) in the form of a knee in the forward bias regime, 
for VAF < 1 V.  The excess forward current of diodes D1, D2, D4, and D5 at low applied forward 
biases (< 1 V), resulting in a non-ideal behaviour, can be explained using a Schottky barrier height 
inhomogeneity concept (Tumakha et al., 2005) (Ma et al., 2006) (Grekov et al., 2008).  This 
concept accounts for two Schottky barriers connected in parallel.  The double barrier height 
observed for D1, D2, D4, and D5 can be similarly explained.  Work has been previously done to 
identify the causes of the double barrier formation and various phenomena have been suggested 
including crystallographic defects, surface defects (Defives et al., 1999) (Tumakha et al., 2005), 
doping non-uniformity and contaminations.  Surface preparation methods have been correlated 
with the Schottky barrier height and non-ideal behaviour (Roccaforte et al., 2003c) and defects 
(growth pits) located in the thin layer of epitaxial surface have been regarded as the main cause 
of Schottky barrier inhomogeneities by Ma et al. (2006).    
 
The saturation current, Isat, was found by extrapolating the linear region of the dark current as a 
function of forward bias, to the intercept point (VAF = 0V) (Equation 2.23).  Using the determined 
values of the saturation current for each diode, the zero band barrier height, φ0B, for each diode 
was extracted (Equation 2.25).  The Cheung method (Cheung & Cheung, 1986) was used to obtain 
the ideality factor, n, which was extracted from the dark current as a function of forward bias 
measurements (Equation 2.26).  Diode D3 was found to have the highest zero band barrier height 
(1.25 eV) whereas D5 had the lowest zero band barrier height (1.04 eV).  A mean zero band 
barrier height of 1.14 eV ± 0.07 eV (rms deviance) was found for all five diodes.  This value is 
comparable with the zero band barrier height extracted for similar devices (1.21 eV) (Stevens et 
al., 2011).  However, the mean zero band barrier height found for the five NiSi/4H-SiC Schottky 
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diodes was smaller than the mean zero band barrier height found for the four Ni2Si/4H-SiC UV 
Schottky diodes (=1.70 eV ± 0.07 eV) (Chapter 4), both at 20 °C.  This was attributed to the 
higher metal work function of Ni2Si (4.8 eV) compared to the metal work function of NiSi 
(4.5 eV) (Kittl et al., 2006), since the Schottky barrier height ideally equals the difference between 
the metal work function and the electron affinity of the semiconductor (= 3.17 eV for 4H-SiC 
(Davydov, 2007)) (Sze & Ng, 2007)) (see Figure 2.8).  A mean ideality factor of 2.1 ± 0.1 (rms 
deviance) was found for all diodes with diode D1 showing the lowest (best) ideality factor (1.9).  
The variance of the ideality factor among the diodes was found to be within the uncertainty 
introduced by the current measurement as a function of applied forward bias (± 0.1).  Although 
previous reports of similar devices have shown ideality factors close to unity (Stevens et al., 
2011), the ideality factor values of the currently reported diodes suggest that the current 
mechanism is dominated by recombination (Sze & Ng, 2007).  The exact reason for the ideality 
factor values close to two is currently unknown, but it could be attributed to peripheral or surface 
leakage current components added to the thermionic component, as it was by Woods and Hall 
(1994). 
 
All the diodes were reverse biased at up to -200 V at a temperature of 20 °C.  All five diodes 
showed leakage currents ≤70 pA (112 nA/cm2) at -200 V reverse bias.  Diode D4 exhibited the 
lowest reverse dark current across the investigated applied reverse bias range with a leakage 
current of 28 pA (44.8 nA/cm2) at 170 kV/cm (-200 V).  The leakage current density of diode D4 
was 13.9 nA/cm2 (8.7 pA) at an internal electric field of 105 kV/cm (-60 V), whereas a leakage 
current density of 1.6 nA/cm2 (1 pA) has been previously reported for a similar device at the same 
electric field and at room temperature (Lees et al., 2011).  The leakage current mechanism, 
resulting in unexpected high leakage current densities for all five diodes at room temperature is 
discussed below.  The presently reported detectors have much higher room temperature leakage 
currents than the lowest reported in the literature for SiC detectors (1 pA/cm2 (Bertuccio et al., 
2011) at 103 kV/cm) and commercial 4H-SiC Schottky diodes (347 pA/cm2 at 403 kV/cm (Zhao 
et al., 2016)).  
 
To characterise the performance of the detectors with temperature, one of the diodes, D3, was 
installed inside a TAS Micro MT climatic cabinet and its forward and reverse dark currents 
measured as a function of applied bias over the temperature range 20 °C to 140 °C.  Diode D3 
was selected due to the absence of a double barrier height and its leakage current being the lowest 
of the five diodes.  Figure 5.3 shows the temperature dependency of the dark current as a function 
of applied bias of this diode.   
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Figure 5.3. Current as a function of (a) forward and (b) reverse bias measured at a temperature 
range of 20 °C to 140 °C, for the 4H-SiC Schottky photodiode D3. 140 °C (square dots); 120 °C 
(thin solid line); 100 °C (dashes); 80 °C (long dash dot); 60 °C (long dashes); 40 °C (big round 
dots); 20 °C (thick solid line).  The data points have been replaced by lines for clarity. 
 
For applied forward biases up to 1.35 V, the measured current increased with increased 
temperature due to recombination being the main current generation mechanism.  Recombination 
in the depletion region of Schottky diodes is (identically to recombination in p+-i-n+ diodes) 
proportional to the intrinsic carrier concentration, ni (Equation 2.34).  However, a different 
behaviour was observed at forward applied biases greater than 1.35 V; the measured current 
decreased with increased temperature.  Here, it is hypothesized that optical phonon scattering 
resulted in the reduction of the electron mobility which influenced the electrical behaviour at high 
current values region (La Via et al., 2005). 
 
The ideality factor, n, and the zero band barrier height, φ0Β, were extracted for diode D3 over the 
temperature range 20 °C to 140 °C following the same procedure as described above.  The results 
are presented in Figure 5.4.  The ideality factor improved from 1.99 at 20 °C to 1.81 at 140 °C 
and the zero band barrier height increased from 1.32 eV at 20 °C to 1.49 eV at 140 °C.  The 
improvement in ideality factor and the increase in the zero band barrier height as the temperature 
was increased can be explained by the presence of an inhomogeneous barrier (Tung, 1991) 
(Roccaforte et al., 2003a), as was the case for the UV photodiodes reported in Chapter 4.  The 
current through an inhomogeneous barrier can be expressed as the sum of currents flowing in 
lower Schottky barrier height patches (Tung, 1991).  The low apparent Schottky barrier height 
(1.32 eV) at 20 °C was attributed to the current being dominated by electrons surmounting the 
lower barriers.  As the temperature increased, electrons had more energy to overcome higher 
barriers resulting in a higher zero band barrier height and improved ideality factor.  
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Figure 5.4. Ideality factor (circles) and zero band barrier height (triangles) extracted from 
forward current – voltage graph in the temperature range 20 °C to 140 °C for the 4H-SiC 
Schottky photodiode D3. 
 
As expected, the leakage current of the 4H-SiC Schottky photodiode D3 was found to be greater 
at higher temperatures at all investigated reverse biases.  Figure 5.5 shows the measured leakage 
current as a function of temperature at -200 V and -80 V reverse bias.  The current exponentially 
increased at temperatures above 100 °C, which was consistent with Schottky-barrier lowering 
(Sze & Ng, 2007).  However, within the temperature range 20 °C to 80 °C, the dominant 
mechanism of the measured leakage current was different compared to that at higher 
temperatures, as shown by the measured leakage current of the 4H-SiC Schottky photodiode D3 
as a function of temperature, at the temperature range 20 °C to 80 °C (Figure 5.5). 
 
 
Figure 5.5. Leakage current as a function of temperature at -200 V (circles) and -80 V 
(diamonds) reverse bias for the 4H-SiC Schottky photodiode D3.  The line of best fit calculated 
using linear least squares fitting for the temperature range 100 °C to 140 °C and 200 V reverse 
bias is also shown (solid line) along with the extrapolated line for the temperature range 20 °C 
to 100 °C (dots). 
 
To further investigate the leakage current mechanisms at different temperatures, the activation 
energy, EA, was extracted from the Arrhenius plot (Equation 2.28) (Bertuccio et al., 2013).  For 
the temperature range where the activation energy was constant, the ln 𝐼𝐼𝑅𝑅 as a function of 1/T 
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graph, shown in Figure 5.6, yielded a straight line.  Two linear regions can be seen in Figure 5.6.  
The activation energy was found to be 0.06 eV in the temperature range 20 °C to 80 °C and 
0.67 eV in the temperature range 100 °C to 140 °C.  The energy level for the activation energy at 
low temperatures was associated with nitrogen (n-type epilayer dopant) atoms with ionisation 
energy of 0.052 eV in 4H-SiC (Lebedev, 1999).  When 4H-SiC is doped with nitrogen, various 
complexes may be formed in association with intrinsic defects of the SiC or background 
impurities.  A donor level of 0.6 eV, similar to the activation energy found at high temperatures, 
has been reported for Ti-N pairs in 4H-SiC having a different position in the lattice compared to 
a single nitrogen atom.  The low activation energy at low temperatures (=0.06 eV), suggests a 
weak dependence of leakage current upon temperature.  At high temperatures, the leakage current 
of diode D3 was comparable with a previously reported similar device (Lees et al., 2011).  As an 
example, both the currently reported device, D3 and the device reported by Lees et al. (2011) had 
a leakage current < 10 pA at -80 V reverse bias and 80 °C.  However, the leakage current of D3 
only slightly decreased from 8 pA at 80 °C to 5 pA at 20 °C, both at -80 V reverse bias. 
 
 
Figure 5.6. Arrhenius plot (ln 𝐼𝐼𝑅𝑅 as a function of 1/T) to extract the activation energy for the 
4H-SiC Schottky photodiode D3 at -200 V applied reverse bias. 
 
5.3.2  Capacitance measurements as a function of bias 
The depletion widths, the doping concentrations, and the flat band barrier heights of the diodes 
were determined from measurements of capacitance as a function of applied forward and reverse 
bias using an HP 4275A Multi frequency LCR meter (see Section 2.5.2).  The test signal was 
sinusoidal with a 50 mV rms magnitude and 1 MHz frequency.  The measured capacitance 
consisted of the device capacitance, CDL, (regarded as the depletion layer capacitance) and the 
capacitance of the package, Cpack.  Due to the nature of the packaging, each diode had a different 
Cpack.  An estimation of each Cpack (± 0.1 pF) was made based on capacitance measurements of 
empty pins of the package.  Figure 5.7 shows the measured capacitance (Cpack subtracted) of all 
five diodes at a temperature of 20 °C. 
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Figure 5.7. Measured capacitance as a function of (a) forward and (b) reverse bias at a 
temperature of 20 °C for the five 4H-SiC Schottky photodiodes, D1 to D5.  D1 (open 
diamonds); D2 (open squares); D3 (open circles); D4 (× symbols); D5 (stars). 
 
At 0 V applied bias and at a temperature of 20 °C, comparable capacitances were recorded for 
four devices (D2 to D5), with a mean value of 5.83 pF ± 0.22 pF (rms deviance).  Diode D1 
showed a higher capacitance of 8.0 pF ± 0.1 pF.  As the applied reverse bias, VAR, increased, the 
capacitance, CDL, of all five diodes, was found to decrease as expected.  More specifically, as the 
reverse bias increased from 0 V to -50 V, the capacitance of four diodes (D2 to D5) decreased by 
4.87 pF ± 0.09 pF to 0.96 pF ± 0.15 pF, whereas the other diode, D1, showed a larger decrease of 
7.05 pF to 1.00 pF.  As the reverse bias was further increased in magnitude from -50 V to -100 V, 
there was an additional reduction in capacitance of 0.30 pF ± 0.04 pF for all diodes.  For all 
diodes, a 0.23 pF ± 0.04 pF reduction in capacitance was recorded as the reverse voltage increased 
in magnitude from -100 V to -200 V.  The depletion width, WD, was calculated based on the 
measured depletion layer capacitance, CDL, (Equation 2.30) and can be seen in Figure 5.8.  
Additionally, the calculated internal quantum detection efficiency, QEinternal, (see Section 2.3.2) 
of the detectors for 17.4 keV X-ray photons as a function of applied reverse bias, taking into 
account the 3 nm Ti and 12 nm Ni dead layers, and assuming that only the depletion layer width 
is the active layer, can be seen in Figure 5.8; X-ray detection with the devices is discussed in 
Section 5.4. 
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Figure 5.8. Calculated implied depletion width and internal quantum detection efficiency at 
17.4 keV for the five 4H-SiC Schottky photodiodes, D1 to D5, as functions of reverse bias and 
at a temperature of 20 °C.  D1 (open diamonds); D2 (open squares); D3 (open circles); 
D4 (× symbols); D5 (stars).   
 
The implied depletion widths of the diodes were found to range from 10 μm to 14 μm at -200 V 
reverse bias, with a mean value of 12 μm ± 1 μm.  The variation in the depletion width of the 
diodes was attributed to the uncertainty of the capacitance of the package, Cpack.  The different 
measured capacitance change, ΔC, among the five diodes as the voltage increased from 0 V 
to -200 V reverse bias suggested that possible variations of the doping concentration in the 
epilayer across the wafer may also have contributed to the apparent variation in the depletion 
width of the diodes seen in Figure 5.8. 
 
The doping concentration in the epilayer, ND, and the flat band barrier height, φFB, were computed 
at 20 °C from 1/CDL2 as a function of applied reverse bias, VAR, for one representative diode, D3 
(see Figure 5.9). 
 
 
Figure 5.9. 1/CDL2 plot as a function of applied reverse bias, VAR, for the 4H-SiC Schottky 
photodiode D3 at a temperature of 20 °C.  The line of best fit as determined by linear least 
squares fitting is also shown. 
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The electron concentration, which was effectively the donor concentration in the n-type epilayer 
assuming all donors were ionised, was found to be 16.7 × 1014 cm-3 using Equation 2.31.  The flat 
band barrier height, φFB, for diode D3 at 20 °C, computed using Equation 2.32 (4H-SiC Nc = 1.5 
× 1019 cm-3 at room temperature based on the electron effective masses (Son et al., 1995)) was 
found to be φFB = 1.48 eV and the built in voltage, Vbi = 1.26 V  (corresponding to a value of Vi = 
1.24 V). 
 
To investigate the capacitance characteristics of the devices at elevated temperatures, the same 
diode as it was used for the temperature dependent current measurements (i.e. D3) was placed 
inside a TAS Micro MT climatic cabinet and connected to an HP 4275A Multi frequency LCR 
meter with a sinusoidal test signal of 50 mV rms magnitude and 1 MHz frequency.  The diode’s 
capacitance at both forward and reverse biases was measured over the temperature range 20 °C 
to 140 °C.  Figure 5.10 shows the temperature dependence of the measured device capacitance 
for diode D3, with the packaging capacitance (temperature independent) subtracted, as a function 
of applied bias.  It should be noted that for comparison purposes, and since the reported 
measurements are for one device, the uncertainty of capacitance of the empty package, Cpack, was 
excluded from the total uncertainty of the capacitance readings (reduced to ± 0.03 pF). 
 
Different behaviour was observed at different bias and temperature ranges.  At each applied 
forward bias (Figure 5.10a), and at the reverse bias range from 0 V to -5 V (0 V shown in 
Figure 5.10b), the capacitance of D3 was measured to be greater at higher temperatures, over the 
whole investigated temperature range 20 °C to 140 °C.  As an example, the capacitance of D3 
increased from 5.28 pF ± 0.03 pF at 20 °C to 5.69 pF ± 0.03 pF at 140 °C, at 0 V.  The small 
increase of the capacitance at forward bias and at reverse biases up to - 5V was attributed to the 
progressive ionisation with temperature of non-ionised donors in a thin region around the 
depletion layer (Mazzillo et al., 2012).  The ratio between the thickness of this possible thin layer 
and the depletion layer would be smaller at high reverse biases, explaining the unchanged 
measured capacitance at higher (in magnitude) than -5 V applied reverse bias over the temperature 
range 20 °C to 80 °C (Figure 5.10c).  At higher (in magnitude) than -5 V applied reverse, the 
capacitance of  D3 was measured to be greater at higher temperatures over the temperature range 
80 °C to 140 °C.  This was attributed to a possible  increase of the charge density in the depletion 
layer as the temperature increased from 80 °C to 140 °C due to the presence of deep centres whose 
occupancy was temperature dependent, similarly to as was reported by Gramberg (1971). 
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Figure 5.10. Measured capacitance for the 4H-SiC Schottky photodiode D3 (a) as a function of 
applied forward bias at a temperature range of 20 °C to 140 °C; 140 °C (square dots); 120 °C 
(thin solid line); 100 °C (dashes); 80 °C (long dash dot); 60 °C (long dashes); 40 °C (large 
round dots); 20 °C (thick solid line), and as a function of temperature (b) at 0 V (open 
diamonds) and (c) at applied reverse biases of -50 V (open squares), -100 V (open 
triangles), -150 V (open circles), and -200 V (dashes).  The data points in (a) have been replaced 
by lines for clarity. 
 
5.4  X-ray detection measurements 
To characterise the five diodes for their response to X-ray illumination,   they were installed in an 
LD Didactic GmbH X-ray apparatus which had a Mo target X-ray tube.  Each diode was 
positioned inside a custom test fixture with a 4 μm Al window, directly in-line with aperture to 
the X-ray tube.  A diagram of the experimental set up can be seen in Figure 5.11.  Description of 
the current measurements, using the Keithley 6487 Picoammeter/Voltage Source, can be found 
in Section 2.5.1. 
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Figure 5.11. Diagram shown the experimental set up of the X-ray photocurrent measurements 
with the 4H-SiC Schottky photodiode array. 
 
The leakage current of each diode was measured as a function of applied reverse bias at 25 °C 
(the ambient temperature of the LD Didactic GmbH X-ray apparatus with the Mo target X-ray 
tube switched off).  Then, the X-ray tube, with its voltage and current being 35 kV and 1 mA 
respectively, was switched on.  The total current (dark plus photocurrent) was recorded as a 
function of applied reverse bias for each diode one minute after the X-ray tube was switched on 
to eliminate any changes in the operating temperature (25 °C).  Figure 5.12 shows the measured 
dark and illuminated currents at 25 °C for diode D5 at the reverse bias range 0 V to -200 V. 
 
The leakage current was subtracted from the total current, to give the photogenerated current 
which can be seen for each of the five diodes as a function of reverse bias in Figure 5.13.  The 
photocurrent was measured to range from 4 pA to 8 pA for all diodes at reverse biases up 
to -100 V.  However, a sign of breakdown for three of the devices (D1, D2, and D4) at high 
reverse biases (> -100 V) as a possible result of thermal runaway (Buttay et al., 2012) can be seen 
at Figure 5.13.  None of the devices was reverse biased at > -100 V for the subsequent X-ray 
measurements. 
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Figure 5.12. Measured current of the 4H-SiC Schottky photodiode D5 as a function of reverse 
bias for X-ray  tube (with a voltage of 35 kV and a current of 1 mA) being switched off (dark 
current) (open circles) and on (total current) (filled circles) at a temperature of 25 °C. 
 
 
Figure 5.13. Measured photogenerated current as a function of reverse bias from X-ray photons 
from a Mo target X-ray tube (with a voltage of 35 kV and a current of 1 mA), of all five 4H-SiC 
Schottky photodiodes at a temperature of 25 °C; D1 (open diamonds); D2 (open squares); D3 
(open circles); D4 (× symbols); D5 (stars). 
 
Following the photocurrent measurements, X-ray spectra were obtained using the five diodes.  
The Mo target X-ray tube, with a voltage of 35 kV and a current of 1 mA, was powered for 3 
hours prior to any measurements in order for the temperature of the system to stabilize; the 
ambient Mo target X-ray tube temperature was 33 °C.  Each diode was connected in turn to a 
single-channel custom-made charge sensitive preamplifier of feedback resistorless design 
(Bertuccio et al., 1993).  The diodes and the preamplifier were both housed in a custom test fixture 
with a 4 μm Al window, which was positioned inside the X-ray apparatus in-line with the X-ray 
tube aperture.  The output signal of the preamplifier was shaped using an Ortec 572A shaping 
amplifier.  The output of the shaping amplifier was connected to a multi-channel analyser (MCA) 
for digitisation.  The live time of each accumulated spectrum was 300 s.  
 
Spectra were accumulated using D5 at different shaping times (τ = 0.5 μs, 1 μs, 2 μs, 3 μs, 6 μs, 
and 10 μs), with the diode being reverse biased at -60 V.  The selection of the applied reverse bias 
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of the detector is a trade off between high quantum detection efficiency, improved charge 
transport, low capacitance (high reverse biases needed) and low leakage current (low reverse 
biases needed).  Operating the diodes at -60 V reverse bias, improved charge transport, reduced 
capacitance (by 7.1 pF for D1 and a mean of 4.9 pF ± 0.1 pF for D2 to D5, Fig. 5.7b) and a 
moderate increase in leakage current (by 20 pA for D1 and a mean of 10 pA ± 1 pA for D2 to D5, 
Fig. 5.2b) was achieved, compared to 0 V.  Operating the diodes at a higher reverse bias, 
e.g. -200 V, higher count rate (due to larger depletion width, Fig. 5.8) and a further reduction in 
capacitance (by a mean of 0.44 pF ± 0.07 pF for didoes D1 to D5, Fig. 5.7b) could be achieved 
but at the expense of an increase in leakage current (by a mean of 30 pA ± 10 pA for diodes D1 
to D5, Fig. 5.2b), compared to -60 V reverse bias.  Hence, the -60 V applied reverse bias was a 
compromise between increasing the quantum detection efficiency, improving the charge 
transport, reducing the capacitance, while maintaining low leakage current.  
 
Gaussians were fitted to the detected Mo Kα (= 17.4 keV) and Kβ (= 19.6 keV) peaks of the 
accumulated spectra.  The positions of the zero energy noise peak and the Mo Kα peak were used 
to energy calibrate each spectrum.  The measured FWHM at 17.4 keV as a function of shaping 
time (reverse biased at -60 V) can be seen in Figure 5.14.  The uncertainty of the FWHM 
associated with fitting a Gaussian to the photopeak was estimated to be ± 0.03 keV for the five 
4H-SiC Schottky photodiodes reported in this section. 
 
The energy resolution (FWHM at 17.4 keV) at the optimum shaping time (τopt = 1 μs) was found 
to be 1.43 keV. Spectra of the Mo X-ray tube were then subsequently obtained using the other 
diodes operated at 1 μs shaping time.  The diodes were kept reverse biased at -60 V.  As stated in 
Section 5.3.2, a mean depletion layer width of 6.1 μm ± 0.5 μm (rms deviance) had been found 
for the diodes at -60 V reverse bias during the electrical characterisation (Figure 5.8) and the 
apparent variance of depletion width among the diodes, described by the rms deviance was found 
to be within the uncertainty of the measurements (i.e. ± 2 μm), thus a quantum detection 
efficiency of 0.85 % at 17.4 keV was implied for the diodes when reverse biased at -60 V 
(Figure 5.8). 
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Figure 5.14. Energy resolution (FWHM at 17.4 keV) as a function of shaping time for the 
4H-SiC Schottky photodiode D5 when reverse biased at -60 V and at a temperature of 33 °C 
(the temperature at which the photodiode and preamplifier stabilised when in proximity to the 
Mo target X-ray tube).  The dotted lines are guides for the eye only. 
 
The best energy resolution was achieved with diode D4 (FWHM at 17.4 keV = 1.36 keV, 
corresponding to ENC of 73 e- rms, excluding Fano noise), whereas the poorest energy resolution 
was found to be 1.68 keV (ENC of 90 e- rms, excluding Fano noise) using diode D1, which had 
the highest leakage current (20.4 pA, see Figure 5.2) and capacitance (2.2 pF, including the 
packaging capacitance) at -60 V reverse bias.  An energy resolution of 1.52 keV (ENC of 
82 e- rms, excluding Fano noise), 1.42 eV (ENC of 76 e- rms, excluding Fano noise) and 1.43 eV 
(ENC of 77 e- rms, excluding Fano noise) was achieved using diode D2, D3 and D5 respectively.  
The spectrum of the Mo target X-ray tube obtained using all five diodes, D1 to D5, at 1 μs 
and -60 V reverse bias can be seen in Figure 5.15.  The spectrum of the Mo target X-ray tube 
seen in Figure 5.15 has the characteristic X-ray emission lines of the X-ray tube’s cathode (Mo 
Kα at 17.4 keV and Mo Kβ at 19.6 keV) superimposed on the continuous bremsstrahlung 
spectrum emitted by the X-ray tube (see Section 2.1.3).  The maximum energy of the X-ray 
continuous spectrum was determined by the tube’s potential difference; 35 keV in this case.  The 
presence of counts with energies >35 keV suggested pulse pile-up; there were 1252 counts (mean 
value among the diodes), ranging from 998 to 1328, with energies >35 keV.  The dead time of 
the spectroscopic system was ranging from 9 % with D1 to 13 % with D4, with a mean value of 
10 %. 
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Figure 5.15. Spectra of the Mo target X-ray tube accumulated with the 4H-SiC Schottky 
photodiode a) D1, b) D2, c) D3, d) D4, and e) D5, at 1 μs shaping time and -60 V reverse bias. 
 
The leakage currents of the detector and preamplifier’s input JFET give rise to the parallel white 
noise, WP (see Equation 3.10).  The capacitance of the detector and of the input JFET of the 
preamplifier give rise to the series white noise, WS (see Equation 3.2).  Each component of the 
electronic noise (parallel white noise, series white noise, 1/f noise) was calculated as described in 
Section 3.2.  The Fano noise was calculated to be equivalent to a FWHM of 274 eV at 17.4 keV, 
assuming F = 0.1 (Bertuccio et al., 2011) and ω = 7.8 eV (Bertuccio & Casiraghi, 2003).  By 
subtracting the expected Fano noise, along with the calculated white series, white parallel, and 1/f 
noise contributions in quadrature from the determined energy resolution as quantified by the 
FWHM, the remaining was attributed to stray capacitances (unknown white series noise) and 
dielectrics (dielectric noise, DN) in close proximity to the input of the preamplifier.  The total 
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noise along with the calculated contributions for each different noise source can be seen in 
Figure 5.16 for each of the diodes. 
 
 
Figure 5.16. The calculated noise contributions for all five 4H-SiC Schottky photodiodes, at 
1 μs shaping time and -60 V reverse bias. 1/f noise (crosses); Fano noise (stars); white parallel 
noise (filled triangles); known white series noise (filled squares); quadratic sum of dielectric 
noise, incomplete charge collection noise and unknown white series noise (filled circles); total 
noise (energy resolution as quantified by the FWHM at 17.4 keV) (filled diamonds).  
 
The analysis presented in Figure 5.16 indicates that the noise arising from stray capacitances and 
dielectrics at the input of the preamplifier was the dominant source of noise in the reported system; 
1.34 keV ± 0.11 keV (equivalent to 73 e- rms ± 6 e- rms) FWHM at 17.4 keV.  This result is 
comparable with similar previously reported preamplifier systems, which have a dielectric noise 
of 70 e- rms (Barnett et al., 2012a) and 72 e- rms (Lioliou et al., 2016) (see Chapter 6).  Due to 
the pinout of the package of the devices, the connection of each device to the preamplifier was 
different resulting in a different unknown stray capacitance for each diode.  Consequently, both 
the unknown white series noise and the dielectric noise varied among the diodes, with the 
dielectric noise being dependent on the total capacitance at the input of the preamplifier.  The 
incomplete charge collection noise, R, was assumed to be negligible at -60 V reverse bias due to 
improved charge transport at electric field strengths of 98 kV/cm compared to lower electric 
fields.  However, the presence of the incomplete charge collection noise cannot be directly 
measured.  Hence, the incomplete charge collection noise was included in the sum of the unknown 
noise components: the unknown series white noise and dielectric noise, in Figure 5.16. 
 
The FWHM at 17.4 keV ranged from 1.36 keV (D4) (corresponding to 74 e- rms) to 1.68 keV 
(D1) (corresponding to 92 e- rms), at 33 °C.  These results are comparable with previously 
reported semi-transparent 4H-SiC Schottky diodes (1.49 keV at 5.9 keV at 23 °C (Lees et al., 
2007) and 1.5 keV at 5.9 keV (Barnett, 2011)) and better than commercial 4H-SiC UV Schottky 
diodes (1.8 keV at 5.9 keV (Zhao et al., 2016)) repurposed as X-ray detectors and connected to 
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similar preamplifier systems.  However, they are not as good as the best experimental reports on 
single pixel 4H-SiC X-ray detectors (196 eV FWHM at 5.9 keV at 30 °C (Bertuccio et al., 2011)); 
which were achieved using 4H-SiC epitaxial layers of exceptional quality and ultra-low-noise 
electronics. 
 
It should be noted that compared to systems employing detectors made from Si or materials with 
narrow bandgaps, the electronic noise of the preamplifier used with a wide bandgap 
semiconductor detector, such as SiC, is more critical due to the typically greater electron hole pair 
creation energy of wide bandgap materials (7.8 eV for 4H-SiC (Bertuccio & Casiraghi, 2003) as 
opposed to 3.65 eV for Si (Fraser et al., 1994)) (see Section 2.3.2).  For example, a total equivalent 
noise charge of 70 e- rms (excluding Fano noise) at the input of a preamplifier results in a FWHM 
of 600 eV when a Si detector is used, and 1300 eV when a SiC detector is used.  However, the 
lower white parallel noise in systems employing SiC detectors compared to that using Si detectors 
allows to overcompensate the greater electron hole pair creation energy of SiC under specific 
operating conditions.  Bertuccio and Casiraghi (2003) showed that, depending on the area of the 
detector, there is a crossing temperature at which the FWHM of SiC becomes lower than that of 
Si for both pad and drift detectors.  Interestingly, the larger the detector area the lowest this 
crossing temperature was found to be.  Theoretical calculations showed that a better energy 
resolution (FWHM) can be achieved with a SiC detector than a Si detector for areas larger than 
1 mm2 at room temperature and above (Bertuccio & Casiraghi, 2003). 
 
5.5  Conclusion 
A 2 × 2 and a 1 × 3 4H-SiC diode array, consisting of five diodes in total, have been electrically 
characterised at room temperature.  In addition, one representative diode was electrically 
characterised at elevated temperatures (up to 140 °C).  Use of the diodes as X-ray detectors in 
both current mode and spectroscopic X-ray photon counting mode was demonstrated for all 
diodes at a temperature of 33 °C. 
 
The forward current characteristics suggested that four diodes (D1, D2, D4, and D5) had double 
barrier heights.  The double barrier height observed for D1, D2, D4, and D5 was attributed to the 
presence of two Schottky barriers connected in parallel based on the Schottky barrier height 
inhomogeneity concept (Tumakha et al., 2005) (Ma et al., 2006) (Grekov et al., 2008).  The 
extracted zero band barrier height was found to be 1.14 eV ± 0.07 eV (rms deviance).  The ideality 
factor (2.1 ± 0.1) deviated from unity, indicating that, at room temperature, the main current 
mechanism was not thermionic emission.  Possible peripheral or surface leakage current 
component could contribute to the measured leakage current which can result in ideality factor 
values close to 2 (Woods & Hall, 1994).  All the diodes were reverse biased at up to -200 V 
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(161 kV/cm) and had leakage currents less than 70 pA at -200 V reverse bias, at room 
temperature. 
 
Forward and reverse bias current measurements on D3 at elevated temperatures (up to 140 °C) 
revealed the possible presence of an inhomogeneous barrier.  Over the investigated temperature 
range, the ideality factor of D3 improved from 1.99 at 20 °C to 1.81 at 140 °C, and the zero band 
barrier height increased from 1.32 to 1.49 at the same temperatures.  It was also found that the 
origin of the leakage current in the temperature range of 20 °C to 80 °C was different to that in 
the temperature range 80 °C to 120 °C.  The leakage current at low temperatures was attributed 
to nitrogen (n-type epilayer dopant) carrier generation.  The leakage current at high temperatures 
was attributed to carrier generation from Ti-N pairs in 4H-SiC having a different position in the 
lattice compared to a single nitrogen atom.  The low activation energy at low temperatures 
(0.06 eV), suggested a weak dependence of leakage current upon temperature, at the temperature 
range 20 °C to 80 °C. 
 
Comparable capacitances (5.83 pF ± 0.22 pF at 0 V) were measured for four of the five devices, 
(i.e. D2 to D5), at both forward and reverse biases, but one device, D1 showed a moderately 
higher capacitance at 0 V (8.0 pF ± 0.1 pF) and at forward biases.  The implied depletion width 
was found to range from 10 μm to 14 μm among the diodes, with a mean value of 12 μm ± 1 μm, 
at the highest investigated reverse bias (-200 V), however this was mostly attributed to the 
uncertainty of each packaging capacitance.  The effective carrier concentration and flat band 
barrier height at room temperature was calculated for one representative diode, D3, and were 
found to be 16.7 × 1014 cm-3 and 1.48 eV respectively.  The temperature dependence of the same 
diode’s capacitance was also measured.  It was found that its capacitance slightly increased as the 
temperature increased at each applied forward bias and at the reverse bias range from 0 V to -5 V, 
possibly due to the progressive ionisation with temperature of non-ionised donors in a thin region 
around the depletion layer (Mazzillo et al., 2012), whose thickness would be a smaller fraction of 
the depletion layer at higher than -5 V reverse bias.  This latter could explain the invariant 
capacitance measured at higher than -5 V applied reverse bias, over the temperature range 20 °C 
to 80 °C.  The measured increase in capacitance with increased temperature at higher than -5 V 
applied reverse bias over the temperature range 80 °C to 140 °C was attributed to an increase in 
the effective charge density at the same temperature range which was related to the occupancy of 
deep level defects (Gramberg, 1971). 
 
The X-ray response of the diodes as a function of reverse bias was studied by measuring the 
photogenerated current in the devices when they were illuminated with a Mo X-ray tube.  All five 
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diodes were sensitive to X-rays and showed comparable photogenerated currents in the range of 
4 pA to 8 pA at -100 V reverse bias at a temperature of 25 °C. 
 
To evaluate the devices for photon counting X-ray spectroscopy, the diodes were coupled to a 
custom-made low noise charge sensitive preamplifier.  Spectra were obtained using the same Mo 
X-ray tube as was used for the current mode X-ray measurements.  The FWHM of the Mo Kα 
peak was measured; using diode D5, it was found that the optimum shaping time was 1 μs.  The 
diodes were reverse biased at -60 V and the energy resolution (FWHM at 17.4 keV) achievable 
with each diode was measured; it ranged from 1.36 keV ± 0.03 keV (D4) (corresponding to 
74 e- rms) to 1.68 keV ± 0.03 keV (D1) (corresponding to 92 e- rms), at 33 °C and 1 μs shaping 
time, where the uncertainties of the FWHM were associated with fitting a Gaussian to the 
photopeak.  These results are comparable with previously reported 4H-SiC Schottky diodes 
having thin NiSi Schottky contacts (1.49 keV at 5.9 keV at 23 °C (Lees et al., 2007) and 1.5 keV 
at 5.9 keV (Barnett, 2011)) and better than commercial 4H-SiC UV Schottky diodes (1.8 keV at 
5.9 keV (Zhao et al., 2016)) repurposed as X-ray detectors and connected to similar preamplifier 
systems.  Although, they are not as good as the best experimental reports on single pixel 4H-SiC 
X-ray detectors (196 eV FWHM at 5.9 keV at 30 °C (Bertuccio et al., 2011)); which were 
achieved using 4H-SiC epitaxial layers of exceptional quality and ultra-low-noise electronics, it 
was found then the energy resolution of the system was limited by the noise arising from the 
dielectric noise and stray capacitances present at the proximity of the preamplifier’s input at the 
reported temperature (33 °C), reverse bias (-60 V) and shaping time (1 μs). 
 
Although the pixels of the 2 × 2 and 1 × 3 4H-SiC diode arrays reported here showed unexpected 
high leakage current at room temperature, double barrier heights and high ideality factors, it has 
been shown that they can operate as detectors for photon counting X-ray spectroscopy at 33 °C 
with modest energy resolution.  The slight increase in leakage current as the temperature increased 
from 20 °C to 80 °C (Figure 5.5) and in capacitance as the temperature increased from 20 °C to 
140 °C (Figure 5.10b) for the reported 4H-SiC Schottky diodes with thin NiSi Schottky contacts, 
along with the noise analysis of the energy resolution of the detector/preamplifier system (limited 
by the preamplifier noise, Figure 5.16) suggest they are likely to operate at high temperatures.  
The importance of developing the electronics to which the detectors were connected, due to higher 
electron hole pair creation energy of 4H-SiC compared to Si and GaAs, was highlighted.  
However under some conditions (e.g. at high temperatures and for large area devices) when the 
energy resolution is expected to be limited by the detector leakage current, the wide bandgap of 
4H-SiC may become beneficial. 
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6.1  Introduction and background 
GaAs, with its wider bandgap (1.42 eV (Bertuccio & Maiocchi, 2002) c.f. 1.12 eV of Si (Bludau 
et al., 1974)) and only slightly greater electron-hole pair creation energy (4.184 eV (Bertuccio & 
Maiocchi, 2002) c.f. 3.65 eV of Si (Fraser et al., 1994)), higher density, higher effective atomic 
number, and greater radiation hardness than Si, can be exploited as a material for X-ray detectors 
at harsh environments.   
 
GaAs has already been studied for its performance as X-ray detector at room temperature and up 
to 80 °C, as well as for its radiation resistance to γ-rays (Ly Anh et al., 2006) (Dixit et al., 2015), 
fast neutrons (Ladzianský et al., 2009), and high energy electrons (Šagátová et al., 2014).  The 
best energy resolution (FWHM at 5.9 keV) using GaAs X-ray photodiode detectors reported by 
Owens et al. (2001).  An energy resolution of 266 eV at 5.9 keV, at 23 °C, was achieved with 
GaAs devices in a 5 × 5 pixel array structure of 200 μm × 200 μm pixel size and 40 μm ultrapure 
epitaxial planar layer grown by chemical vapour phase deposition (CVPD), forming p+-i-n+ 
structure, and having Au/Pt/Ti Schottky contacts at the p+ layer, and a guard ring (Owens et al., 
2001).  The GaAs devices were wire bonded to the same low loss substrate and close to the input 
JFET of the ultra-low-noise frond-end electronics.  One year later, Erd et al. (2002) reported an 
energy resolution of 300 eV at 5.9 keV, at room temperature, using larger devices (250 μm × 
250 μm) with a thicker epilayer (325 μm) and similar structure to the detectors reported by Owes 
et al. (2001) in a 32 × 32 pixel array.  Despite these results, there are no reports for X-ray detection 
at higher than room temperature using such devices.    
 
GaAs X-ray photodiodes operating at temperatures up to 80 °C have been studied by Barnett et al. 
(2011).  An energy resolution of 800 eV at 5.9 keV, at room temperature, rising to ~1.5 keV at 
80 °C, was achieved using GaAs p+-i-n+ mesa photodiodes grown by molecular beam epitaxy, 
with a 2 μm thick i layer (Barnett et al., 2011).  GaAs p+-i-n+ mesa photodiodes with thicker i layer 
(3 μm), were characterised for their X-ray detection performance as a function of incident photon 
energy (from 4.95 keV to 59.5 keV) at a temperature of 33.3 °C (Barnett, 2014). 
 
In this chapter, results from two (D1 and D2) fully etched 200 μm diameter GaAs p+-i-n+ mesa 
X-ray photodiodes with 7 μm thick i layers are presented.  The wafer was grown by metal organic 
chemical vapour deposition at the EPSRC National Centre for III-V Technologies and the devices 
were fabricated at University of Sheffield.  The devices reported in this chapter were randomly 
selected from the wafer.  In Section 6.2, the device structure is described.  In Section 6.3, both 
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devices are electrically characterised in terms of their current and capacitance at room temperature 
and key parameters are calculated.  The devices are further characterised for their visible and near 
infrared responsivity without any external bias applied, and the results are presented in 
Section 6.4, along with theoretical calculations.  The spectroscopic X-ray photon counting 
performance achieved with one GaAs p+-i-n+ mesa photodiode (D1) coupled with low-noise 
front-end electronics, operating at room temperature is reported and analysed in Section 6.5.  In 
Section 6.6, the electrical characterisation of both diodes at the temperature range 0 °C to 120 °C 
is reported.  X-ray spectra accumulated with one GaAs p+-i-n+ mesa photodiode (D1) coupled 
with low-noise front-end electronics operated in the temperature range 0 °C to 60 °C are presented 
and discussed in Section 6.7. 
 
6.2  Device structure 
GaAs epilayers were grown on a 350 μm thick heavily doped, n+ GaAs substrate by metal organic 
vapour phase epitaxy (MOVPE) at the EPSRC National Centre for III-V Technologies, Sheffield.  
A p+-i-n+ structure was grown with a 0.5 μm p+ type GaAs layer, a 7 μm unintentionally doped i 
layer and a 1 μm n+ type GaAs layer.  The thicknesses of the p+ and i layers were designed so as 
to improve the X-ray quantum detection efficiency of the photodiode by keeping the p+ layer as 
thin as possible and the i layer as thick as possible, while maintaining the quality of the 
semiconductor.  The p+ and n+ type dopants used were C and Si, and the doping density of both 
n+ type and p+ type layers was 2 × 1018 cm-3.  The wafer’s layer structure is summarised in Table 
6.1 and a drawing of the structure can be seen in Figure 6.1.  Mesa diodes with diameters of 
200 μm were chemically etched using H3PO4:H2O2:H2O as the chemical etchant.  The etched 
depth, as measured from the top of the wafer, was 8.3 μm.  The Ohmic contact of the p+ side was 
formed from Ti (20 nm thickness) and Au (200 nm thickness) layers. 
 
Material Type Thickness (nm) Doping density (cm-3) 
Ti  20  
Au  200  
GaAs p+ 10 1×1019 
GaAs p+ 500 2×1018 
GaAs i 7000 undoped 
GaAs n+ 1000 2×1018 
GaAs n+ (substrate) - - 
Table 6.1. Layers structure of the GaAs p+-i-n+ wafer. 
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Figure 6.1. Illustrative layers structure (not in scale) of the GaAs p+-i-n+ photodiode.   
 
The internal quantum detection efficiency of the devices was calculated for photon energies up to 
30 keV using Equation 2.11a (see Section 2.3.2) and can be seen in Figure 6.2.  For these 
calculations, it was assumed that there was a dead region in the p+ layer, close to the surface with 
a width of 0.16 μm (see Section 6.4).  The rest of the p+ layer and the i layer was assumed to be 
the active region of the devices.    
 
 
Figure 6.2. Calculated quantum detection efficiency of the GaAs p+-i-n+ mesa photodiodes as a 
function of photon energy. 
 
6.3  Room temperature electrical characterisation  
6.3.1  Current measurements as a function of bias 
Forward and reverse bias dark current measurements as functions of applied voltage were 
performed using a Keithley 6487 Picoammeter/Voltage Source (see Section 2.5.1).  The dark 
current at room temperature was measured for both diodes when forward biased in the range 0 V 
to 1.5 V, and when reverse biased in the range 0 V to -15 V.  Figure 6.3 shows the forward 
current, IF, as a function of applied forward bias, VAF, of diodes D1 and D2. 
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Figure 6.3. Current as a function of applied forward bias of the two GaAs p+-i-n+ mesa 
photodiodes, D1 (open circles) and D2 (open diamonds), measured at room temperature. 
 
The ideality factor, n, and the saturation current, Isat, were both calculated from the measured 
semi-logarithmic forward current, IF, as a function of applied forward bias, VAF, of the devices 
(see Equation 2.33).  These extracted values, as well as their temperature dependence reveal the 
nature of the conduction mechanism (thermionic emission, diffusion, recombination and 
tunnelling). 
 
There are two distinct regions of the plots shown in Figure 6.3.  The first region is linear and 
corresponds to applied voltages VAF ≤ 0.9 V.  The saturation current, Isat, was found to be 0.312 pA 
± 0.032 pA and 0.258 pA ± 0.030 pA for diode D1 and diode D2, respectively.  The ideality factor 
was computed to be 1.91 ± 0.01 for D1 and 1.89 ± 0.01 for D2.  Ideality factor values close to 2 
suggest that recombination current dominated (Sze & Ng, 2007).  Further investigation of the 
relationship between the ideality factors of each photodiode with temperature could give a better 
indication of the conduction process (Sellai, 2008); such measurements and analysis are reported 
in Section 6.6.  The second region of the semi-logarithmic forward current, IF, as a function of 
applied forward bias, VAF, which corresponds to applied voltages VAF > 0.9 V deviates from 
linearity.  As the applied voltage increased, the semi-logarithm forward current, IF, as a function 
of applied forward bias, VAF, of the devices bend down (Figure 6.3), resulting in a non-linear 
relationship between the logarithm of forward current and the applied voltage and indicating that 
the effect of series resistance, Rser, became significant.  Indeed, at high current levels, the finite 
resistivity of the regions outside the depletion region may absorb an amount of the applied bias at 
the diode terminals, resulting in deviation of the measured current from the theoretical predictions 
(Section 2.4.2).  
 
The leakage current, IR, as a function of applied reverse bias, VAR, of the two GaAs p+-i-n+ mesa 
photodiodes are shown in Figure 6.4.  Both GaAs p+-i-n+ mesa photodiodes showed low leakage 
current densities when reverse biased at -15 V (mean electric field of 22 kV/cm across the i 
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region).  At room temperature, the leakage current densities of 17.4 nA/cm2 and 1.08 nA/cm2 
were measured for D1, and D2, respectively, at -15 V reverse bias.  These values are comparable 
with other high quality GaAs p+-i-n+ photodiodes (e.g. ~10 nA/cm2 at 30 °C, at a similar internal 
electric field (Bertuccio et al., 2003)), and are better than other reported similar GaAs p+-i-n+ mesa 
photodiodes having the same i layer thickness (20 nA/cm2 to 100 nA/cm2 at similar electric field 
and at room temperature (Ng et al., 2014)), possibly due to better wafer quality and diode 
fabrication.   
 
   
Figure 6.4. Leakage current at room temperature as a function of applied reverse bias for the 
two GaAs p+-i-n+ mesa photodiodes, D1 (open circles) and D2 (open diamonds). 
 
The stability of the leakage current with time was investigated.  Initial measurements at room 
temperature showed that the leakage current of diode D1 increased from 5.47 pA to 28.35 pA 
over a period of 90 s when reverse biased at -15 V.  Under these conditions, the diode was not 
reverse biased at -15 V for more than 90 s in order to ensure that it was not damaged.  The leakage 
current of diode D2 was found to increase from 0.33 pA to 4.5 pA over a period of 300 s when 
reverse biased at -15 V.  Both devices, D1 and D2, were then annealed up to a final temperature 
of 120 °C in a TAS Micro MT climatic cabinet.  After annealing, they were gradually cooled to 
20 °C, over a period of 205 minutes.  The leakage current measurements as a function of applied 
reverse bias of the diodes were then repeated, and when reverse biased at -15 V the leakage 
current of both devices was measured to remain stable with time, over a period of 600 s.  
Additionally, the first leakage current measurement (at 0 s) of D1 at -15 V reverse bias was found 
to be reduced after annealing; it decreased from 5.47 pA before annealing to 3.86 pA after 
annealing.  Figure 6.5 shows the measured leakage current of diodes D1 and D2 as a function of 
time, at -15 V reverse bias, both before and after annealing.  The precise mechanism of leakage 
current reduction and leakage current stabilization over time, after heating the devices at 120 °C, 
is currently unknown, but the improvement can probably be attributed to the presence of shallow 
and/or deep level traps in GaAs being partially annealed by the heating.  During the annealing 
process, the number of defects in a semiconductor material decreases with time (Vavilov, 1965).  
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The reestablishment of the semiconductor disturbed by defects (annealing) occurs when structural 
point defects (vacancies and interstitial atoms) and chemical impurities interact with each other.  
Crystal defects that might have been introduced during the growth or the processing of the 
devices, may be acting as trapping and/or recombination centres and affecting the leakage current.  
Radiation induced defects have been previously shown to be annealed at -23 °C and at 227 °C 
(Stein, 1969), and at 40 °C (Dixit et al., 2015) resulting in the recovery of the device properties.  
Similarly to this, crystal defects might have been partially annealed at 120 °C resulting in leakage 
current reduction. 
 
The leakage current reduction of the GaAs photodiodes after they were heated to 120 °C may also 
be related to the reduction of the surface leakage current.  Surface dangling bonds can act as 
recombination/generation and trapping centres (Holt & Yacobi, 2007) (Owens, 2012a).  In 
practice, the dangling bonds combine with any atoms they encounter; most likely with hydrogen 
and oxygen in the atmosphere (Lowe & Sareen, 2014).  When bias is applied, the field at the 
surface (bare walls) of the device causes current flowing in the surface channels that have been 
formed.  The bonds between the surface of the semiconductor and atoms in the atmosphere can 
break at elevated temperatures (becoming dangling bonds again), resulting in possible leakage 
current reduction. 
 
 
Figure 6.5. Leakage current of two GaAs p+-i-n+ mesa photodiodes, D1 and D2, measured at 
20 °C at -15 V reverse bias, as a function of time, before and after annealing at 120 °C. 
 
6.3.2  Capacitance measurements as a function of bias 
The depletion layer width, WD, and the effective doping concentration, Neff, in the intrinsic layer 
of the devices were determined from capacitance measurements.  The capacitance was measured 
as a function of applied forward and reverse bias, using an HP 4275A Multi Frequency LCR meter 
(see Section 2.5.2).  The test signal was sinusoidal with a 50 mV rms magnitude and 1 MHz 
frequency.  Capacitance measurements were made at forward bias between 0 V and +1 V and at 
reverse bias between 0 V and -15 V.  The capacitance of the empty packaging was also measured 
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and subtracted from the measured capacitance of the packaged diodes.  The capacitance of the 
package was determined by measuring two empty packages and was found to be 0.6 pF.  Figure 
6.6 shows the forward and reverse bias capacitance measurements of the two GaAs p+-i-n+ mesa 
photodiodes with the packaging capacitances subtracted.   
 
 
Figure 6.6. Capacitance as a function of (a) forward and (b) reverse bias of the two GaAs 
p+-i-n+ mesa photodiodes, D1 (dashes) and D2 (round dots), measured at 20 °C.  The data points 
have been replaced by lines for clarity. 
 
The depletion layer width of the diodes as a function of applied reverse voltage was calculated 
using Equation 2.37 and is presented in Figure 6.7.  Once the lightly doped intrinsic layer was 
fully depleted, the capacitance was independent of the applied reverse bias.  This occurred at -4 V 
reverse bias for D1, suggesting a depletion width of 7.3 μm ± 0.4 μm and at -6 V reverse bias for 
D2, suggesting a derived depletion width of 6.6 μm ± 0.4 μm.  The depletion width at 0 V bias 
was measured to be 5.6 μm ± 0.3 μm for D1 and 5.0 μm ± 0.2 μm for D2.  The uncertainties of 
the calculated depletion widths were related to the uncertainty in the capacitance measurements 
(± 0.03 pF).  Although Figure 6.7 shows a small increase in the depleted depth from -14 V 
to -15 V reverse bias, this increase is insignificant because the spatial resolution of profiles 
determined by capacitance as a function of applied reverse bias measurements are of the order of 
a Debye length, which has been calculated for GaAs with a doping concentration of 1014 cm-3 at 
room temperature to be 0.4 μm (Sze & Ng, 2007). 
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Figure 6.7. Calculated depletion layer width for the two GaAs p+-i-n+ mesa photodiodes, D1 
(round dots) and D2 (dashes), calculated from capacitance measurements as a function of 
applied reverse bias.  The depletion layer widths of D1 and D2 for applied reverse biases > -2 V 
were the same within the uncertainties (error bars were omitted for clarity).  The data points 
have been replaced by lines for clarity. 
 
The build-in potential, Vbi, along with the effective doping concentration of the i layer, Neff, was 
calculated using Equation 2.38.  Figure 6.8 shows the measured 1/𝐶𝐶𝐷𝐷𝐿𝐿2  as a function of applied 
bias, VAB, for the two fully etched GaAs p+-i-n+ mesa photodiodes, D1 and D2.  The uncertainties 
shown in Figure 6.8 associated with the measured 1/𝐶𝐶𝐷𝐷𝐿𝐿2 were related to the estimated uncertainty 
of a single capacitance measurement (± 0.03 pF).  It should be noted that the measured 1/𝐶𝐶𝐷𝐷𝐿𝐿2  as 
a function of applied bias, VAB, for each diode resulted from a single set of measurements and thus 
had correlated errors.  
 
 
Figure 6.8. 1/CDL2 as a function of applied bias for the GaAs p+-i-n+ mesa photodiode D1 (open 
circles) and D2 (open diamonds) at the bias range -0.4 V to 0.4 V where the relationship is 
linear.  The line of best fit, for each set of data, calculated using linear least squares fitting, is 
also shown.  The error bars were calculated based on the uncertainties in the capacitance 
measurements (± 0.03 pF). 
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A line of best fit was calculated for the 1/CDL2 (VAB) data presented in Figure 6.8 using linear least 
squares fitting.  The value of Vbi was extracted from the voltage axis intercept point, Vi, and the i 
layer effective doping concentration, Neff, from the gradient of the line.  The measured built-in 
potential was found to be the same (within the uncertainties) for D1 and D2, 1.39 V ± 0.05 V for 
D1 and 1.43 V ± 0.06 V for D2.  This is comparable with the theoretical built-in voltage (1.39 V) 
based on the acceptor and donor density of the p+ and n+ layer respectively (Sze & Ng, 2007).  
Furthermore, the majority carrier concentration, effectively being the i layer doping density, was 
calculated to be 6 × 1013 cm-3 ± 1 × 1013 cm-3 for D1 and 8 × 1013 cm-3 ± 1 × 1013 cm-3 for D2.  
 
Due to the high doping concentrations of the p+ and n+ layers, the extension of the depletion region 
to the p+ and n+ sides was negligible for the devices reported here.  The effective doping 
concentration as a function of depletion layer width, Neff(WD) was calculated using the differential 
capacitance method, based on Equation 2.38 and is shown in Figure 6.9.  
 
 
Figure 6.9. Calculated effective doping concentration as a function of depletion layer width of 
the GaAs p+-i-n+ mesa photodiode D1 (open circles) and D2 (open diamonds) at room 
temperature.  The error bars were calculated propagating the uncertainty in the capacitance 
measurements (± 0.03 pF).  Negative error bars cannot be plotted due to the y axis being on a 
logarithmic scale. 
 
The lowest effective doping concentration in the i layer was found to be 1 × 1014 cm-3 for both 
diodes, up to 6.2 μm below the p+-i junction for D1 and up to 5.0 μm below the p+-i junction for 
D2.  The uncertainty of the lowest effective doping concentration in the i layer was found to be 
± 2 × 1014 cm-3 propagating the uncertainty in the capacitance measurements (± 0.03 pF), and 
considering that it encompasses only 2/3 of the effective doping concentration values (assuming 
a Gaussian distribution), the lowest effective doping concentration in the i layer was determined 
to be ≤ 4 × 1014 cm-3.  These results were consistent with the i layer effective doping concentration, 
Neff, calculated from the gradient of the 1/CDL2 (VAB); 6 × 1013 cm-3 ± 1 × 1013 cm-3 for D1 and 
8 × 1013 cm-3 ± 1 × 1013 cm-3 for D2.   
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At deeper distances (closer to i-n+ junction), the effective doping concentration in the i layer 
increased reaching a maximum value of  10 × 1014 cm-3 at the i-n+ interface for both diodes, where 
the i-n+ interface was determined from the capacitance measurements as a function of applied 
bias.  The uncertainty of the effective doping concentration at the i-n+ interface was found to be 
± 100 × 1014 cm-3, which suggested an effective doping concentration at the i-n+ interface ≤ 160 × 
1014 cm-3. 
 
6.4  Room temperature visible and near infrared responsivity  
6.4.1  Photocurrent measurements 
To investigate the performance of the detectors under visible and near infrared light illumination, 
and their suitability for use in applications where visible and near infrared detectors are required, 
photocurrent measurements were made using a ThermoSpectronic UV300 UV-VIS 
spectrophotometer with a Tungsten lamp to cover the wavelength range 580 nm to 980 nm, in 
5 nm intervals (see Section 2.5.3).  The selection of the wavelength of interest was performed 
using an internal monochromator and UV grating.  Custom baffles were used in order to ensure 
that no external sources of light could influence the measurements.  The measured photocurrent, 
in the investigated wavelength range of 580 nm to 980 nm, ranged from ≤ 1 pA to 35 pA.  
 
Responsivity measurements of the two devices, in arbitrary units, are shown in Figure 6.10 as a 
function of the incident photons’ wavelengths, measured at room temperature and at 0 V reverse 
bias.  The responsivity is a function of the wavelength, λ (see Section 6.4.2).  This is due to the 
dependence of the linear attenuation coefficient of the material, μ, on the incident light’s 
wavelength (Saleh & Teich, 1991). 
 
The responsivity of the detectors exhibited abrupt spectral cutoff (GaAs direct bandgap = 1.42 eV 
(Bertuccio & Maiocchi, 2002), corresponding to 870 nm), as other semiconductors with direct 
bandgaps (Torvik et al., 1999).  The long wavelength cutoff was 870 nm for both detectors, where 
the maximum responsivity was recorded.  This was established by the bandgap; for wavelengths 
longer than 870 nm, the photon energy was smaller than the bandgap energy so that no 
photoelectron was generated (Sze & Ng, 2007).  The photoresponsivity decreased with shortening 
wavelength, from a maximum at 870 nm.  This was attributed to the fact that photons with 
wavelength ≤ 870 nm (corresponding to energy ≥ 1.42 eV) were absorbed near to the surface 
(penetration depth ≤ 1.25 μm).  The recombination lifetime is short near the surface (Saleh & 
Teich, 1991), and hence some photocarriers recombined before being collected. 
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6.4.2  Calculated expected responsivity  
The expected responsivity as a function of wavelength was calculated at the wavelength range of 
interest (580 nm to 980 nm).  The responsivity, R', defined as the ratio of the photocurrent to the 
optical power, was computed based on the calculated external quantum detection efficiency, 
QEexternal (Equation 2.13).  The external quantum detection efficiency was calculated (see 
Section 2.3.2) using the reflectance, r, at each photon wavelength at the air-photodiode interface 
and the internal quantum detection efficiency, QEinternal (Equation 2.12).  The internal quantum 
detection efficiency was calculated using Equation 2.11b, which accounts for the absorption of 
photons before reaching the depletion region (first term of Equation 2.11b) as well as the 
absorption in the active depletion and diffusion region (second term of Equation 2.11b).    
 
In the detectors’ geometry, there are two absorbing layers in front of the active region of the 
device.  These are: 1) the metallization layer (primarily 200 nm of Au) on top of the p+ layer as 
the form of the p+ contact and 2) the dead layer in the p+ layer, close to the surface of the detector.  
Starting with 1), the Au layer covered 45 % of each diode’s face.  Consequently, the first term of 
Equation 2.11b, for m = 1 becomes ��1− 𝑓𝑓𝑔𝑔𝑜𝑜𝑜𝑜� e(−𝜇𝜇1𝑥𝑥1) +𝑓𝑓𝑔𝑔𝑜𝑜𝑜𝑜�, where fgeo is the geometrical fill 
factor of the devices which equals the area directly exposed to the incoming beam (= 55 % for 
these devices) and μ1 and x1 are the linear attenuation coefficient of Au and the thickness of the 
Au layer, respectively (Fraser, 1989).  In the wavelength of interest, the term 𝑒𝑒(−𝜇𝜇1𝑥𝑥1) was 
computed to be in the range 10-6 ~ 10-8, hence almost all photons falling on this are of the diode’s 
face are absorbed at the Au layer.  Consequently, the first term of Equation 2.11b, for m = 1, is 
simplified to fgeo.    
 
Concerning layer 2), the total thickness of the p+ layer was 0.5 μm.  While in the ideal case the 
whole p+ layer can be considered to be active, depending on material growth, there can be a dead 
layer, where surface recombination takes place (Saleh & Teich, 1991).  For xdl being the thickness 
of the dead layer at the p+ side with a linear attenuation coefficient μGaAs, the first term of Equation 
2.11b, for m = 2 becomes 𝑒𝑒(−𝜇𝜇𝐺𝐺𝑟𝑟𝐴𝐴𝑠𝑠𝑥𝑥𝑟𝑟𝑒𝑒).    
 
The second term of Equation 2.11b includes the carriers generated inside the depletion region 
from the absorption of photons as well as the carriers generated outside the depletion region which 
diffused into the reverse biased junction (Sze & Ng, 2007).  The hole diffusion length, Lp, equals 
1.2 μm in n-type GaAs with a dopant concentration of 2 × 1018 cm-3 (Hwang, 1969).  Because the 
diffusion length of electrons is greater than the thickness of the p+ layer (Wight et al., 1981), if 
there is no recombination region, the whole of the p+ layer could be said to be active along with 
the i layer and the fraction of the n+ layer determined by one hole diffusion length.  The linear 
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attenuation coefficient of the active GaAs layer, μa, is related to the extinction coefficient (also 
known as attenuation index), κ, and using the values reported by Palik (1997), it was computed 
as a function of wavelength.    
 
The expected responsivity was computed as a function of wavelength, assuming there was no 
dead layer at the p+ side, and can be seen in Figure 6.10.  When no dead layer close to the surface 
of the detector was taken into account, agreement between the calculated expected and the 
measured photoresponsivity was poor.  Figure 6.10 suggests that the difference between the 
measured responsivity at 580 nm (minimum) and 870 nm (maximum) was higher than the 
corresponding difference for the calculated expected responsivity, meaning that the experimental 
responsivity at short wavelengths (penetration depth < 1 μm) was lower than the expected 
responsivity.  One explanation for this would be the presence of a non-active (dead) layer at the 
p+ side, where the photogenerated carriers do not contribute to the photocurrent, possibly due to 
surface recombination.  Including the presence of a 0.16 μm thick dead layer in the model resulted 
in agreement between the calculated expected and measured responsivity (Figure 6.10).  The 
maximum value of the expected responsivity was found to be at 870 nm, reaching a value of 
0.23 A/W for xdl = 0.16 μm, in contrast with 0.26 A/W for xdl = 0 μm, assuming any additional 
inefficiencies in detection in photons and charge transport losses were minimal.  Overall, the 
apparent dead layer close to the surface of the detector resulted in a reduced responsivity, mainly 
at short wavelengths, where the penetration length was comparable to the thickness of the dead 
layer.  The surface recombination of the photo-generated carriers may be reduced by surface 
passivation (Aberle, 2000) (Balaji, 2015), which can lead to increased responsivity. 
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Figure 6.10. Calculated expected responsivity as a function of wavelength for dead layer 
thickness, xdl = 0 μm (short dashes) and xdl = 0.16 μm (long dashes), along with the measured 
responsivity of the GaAs p+-i-n+ mesa photodiode D1 (open circles) and D2 (open diamonds), 
all in arbitrary units.  The calculated expected responsivity for dead layer thickness, xdl = 
0.16 μm is also shown in A/W.  Although the responsivity of D1 and D2 was measured with 
5 nm intervals, a subset (15 nm intervals) of the experimental points is shown in this figure to 
improve clarity. 
 
6.5  Room temperature X-ray spectroscopy 
6.5.1  Measurements with an 55Fe radioisotope X-ray source 
To characterise the X-ray detection performance of the devices, X-ray spectra were obtained using 
the GaAs p+-i-n+ mesa photodiode D1.  An 55Fe radioisotope X-ray source, with characteristic Mn 
Kα (5.9 keV) and Mn Kβ (6.49 keV) lines (Schötzig, 2000), was positioned 3 mm above the top 
of the diode.  The diode was connected to a custom-made single-channel charge sensitive 
preamplifier (see Section 2.3.3).  The diode and the preamplifier were kept at room temperature 
throughout the measurements.  The signal of the preamplifier output was further shaped using an 
Ortec 572A shaping amplifier.  The shaping amplifier was then connected to a multi-channel 
analyser (MCA).  The live time limit for each accumulated spectrum was 120 s.   
 
The diode was reverse biased at 0 V, -5 V, -10 V, and -15 V, in turn.  At each reverse bias, X-ray 
spectra were obtained with varied shaping time, τ (= 0.5 μs, 1 μs, 2 μs, 3 μs, 6 μs, and 10 μs).  
Figure 6.11 shows the obtained 55Fe X-ray spectrum at 2 μs shaping time and -15 V reverse bias.  
The dashed lines in Figure 6.11 represent the fitted Gaussians to the peak in the ratio appropriate 
for 55Fe (Schötzig, 2000) and taking account of the relative difference in efficiency of the detector 
for 5.9 keV and 6.49 keV X-rays.  The detected 55Fe photopeak is the combination of the Mn Kα 
and Mn Kβ lines, at 5.9 keV and 6.49 keV respectively (Schötzig, 2000), due to the energy 
resolution being insufficient to resolve the individual lines.  The position of the zero energy noise 
peak and the position of the fitted Mn Kα peak were used for energy calibration for each spectrum.  
In Figure 6.11, the counts of the zero energy noise peak of the preamplifier were limited by 
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setting the MCA low energy cut-off at 1.3 keV, but a small portion of the right hand side of the 
tail can still be seen in Figure 6.11.    
 
The low energy tailing of the combined Mn Kα and Mn Kβ peaks, which can be seen in 
Figure 6.11, may be attributed to partial charge collection of charge created in the non-active 
layers (Barnett et al., 2015).  The amount of low energy tailing can be quantified by the 
valley-to-peak (V/P) ratio.  The V/P ratio was measured for all obtained spectra from the ratio 
between the number of counts at 3 keV and the number of counts at 5.9 keV; a mean value of 
0.05 was found.  This is comparable to the V/P ratio reported by Barnett at al. (2011) for a typical 
55Fe spectrum accumulated at 20 °C using a GaAs mesa p+-i-n+ photodiode with 2 μm i layer 
thickness, suggesting similar partial charge collection of charge created in the non-active layers 
between the 7 μm (reported here) and 2 μm (Barnett et al., 2011) i layer GaAs mesa p+-i-n+ 
photodiodes.  The FWHM at 5.9 keV was measured for all obtained spectra and is presented in 
Figure 6.12a – 6.12d as a function of shaping time at 0 V, -5 V, -10 V and -15 V reverse bias, 
respectively.  The uncertainty of the FWHM associated with fitting a Gaussian to the photopeak 
was estimated to be ± 10 eV for the GaAs p+-i-n+ mesa photodiode D1 reported in this section.     
 
 
Figure 6.11. 55Fe spectrum accumulated with the GaAs p+-i-n+ mesa photodiodes D1 at -15 V 
reverse bias (τ = 2 μs) along with the fitted Mn Kα and Kβ peaks (dashed lines). 
 
The best energy resolution (FWHM) achieved was 745 eV at 2 μs shaping time and -15 V reverse 
bias.  The form of the plots in Figure 6.12 indicates that the optimum shaping time, τopt, for all 
reverse voltages was 1 μs ≤ τopt ≤ 2 μs. 
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Figure 6.12. Measured FWHM at 5.9 keV for the GaAs p+-i-n+ mesa photodiode D1 as a 
function of shaping time at, a) 0 V (squares); b) -5 V (circles); c) -10 V (diamonds); and 
d) -15 V (triangles), reverse bias.  Lines are guides for the eyes only. 
 
At short shaping times, τ ≤ 3 μs, as the reverse bias increased from 0 V to -15 V, better FWHM at 
5.9 keV was achieved.  This was attributed to reduced charge trapping at high electric field 
strengths.  However, at long shaping times, τ ≥ 6 μs, the FWHM of the photopeak at -15 V was 
equal (at 6 μs) or higher (at 10 μs) than photopeak at 0 V.  The increase in leakage current, from 
0.04 pA at 0 V to 3.86 pA at -15 V, resulted in larger parallel white noise at long shaping times, 
which outweighed the reduced incomplete charge collection noise from the greater electric field 
strength generated by the applied reverse bias.  The noise sources contributing to the energy 
resolution are discussed in the next section. 
 
6.5.2  Noise analysis 
The energy resolution of a non-avalanche semiconductor detector coupled to a charge sensitive 
preamplifier, as measured by the FWHM of the photopeak, is defined by three mechanisms 
(sources of noise), which all degrade its resolution (see Equation 3.1).  These are the Fano noise, 
incomplete charge collection noise and electronic noise.  Given that the Fano noise, expected to 
be 128 eV at 5.9 keV in GaAs (assuming F = 0.12, and ω = 4.184 eV), was much smaller than 
the measured energy resolution, there were clearly significant noise contributions beyond the 
statistical generation of charge carriers as quantified by the Fano noise.  
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The electronic noise, due to the detector itself and the preamplifier, comprises white parallel noise, 
WP, white series noise (including the induced gate current noise), WS, 1/f noise, and dielectric 
noise, DN.  The first three noise components were calculated as described in Section 3.2.  The 
leakage current of the detector (Figure 6.4) and the leakage current of the input JFET (5 pA) of 
the preamplifier (Siliconix, 2001), gave rise to the parallel white noise.  The capacitance of the 
detector (including the capacitance of its packaging) and the capacitance of the input JFET 
(1.5 pF) of the preamplifier gave rise to the series white noise.  The noise sources that cannot be 
directly calculated were the dielectric noise, DN, and the incomplete charge collection noise, R.  
However, by subtracting the calculated white series noise, white parallel noise, 1/f noise and the 
Fano noise in quadrature from the total FWHM of the photopeak, the rest can be attributed to the 
quadratic sum of the dielectric noise and the incomplete charge collection noise, (DN2 + R2)1/2, 
both of which would normally be expected to be shaping time invariant for 0.5 μs ≤ τ ≤ 10 μs and 
this detector.  The total noise along with the calculated contributions of the above noise sources 
as a function of shaping time, at -15 V reverse bias, can be seen in Figure 6.13. 
 
 
Figure 6.13. Total FWHM of the 5.9 keV peak (diamonds) with the quadratic sum of dielectric 
noise and incomplete charge collection noise (circles), series white noise (dash dot line), parallel 
white noise (round dot line), Fano noise (long dashes) and 1/f noise (solid line) for the GaAs 
p+-i-n+ mesa photodiode D1 at -15 V reverse bias, as a function of shaping time.  Lines for total 
FWHM and quadratic sum of dielectric noise and incomplete charge collection noise are guides 
for the eyes only. 
 
The series white noise contribution decreased with increasing shaping time, whereas the opposite 
was true for parallel white noise.  The 1/f noise contribution was independent of shaping time (see 
Section 3.2).  Figure 6.13 indicates that the quadratic sum of dielectric noise and incomplete 
charge collection noise was the dominant noise contribution in the reported system.  This 
combination was found to be independent of shaping time, as it was expected for both the 
dielectric noise and incomplete charge collection noise, and had a mean value of 704 eV ± 3 eV 
(rms deviance).  Since the dielectric and incomplete charge collection noises cannot be 
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individually detangled from the present measurements, it can only be said that one of them or 
both are the most significant noise sources at all shaping times at -15 V, and indeed at all reverse 
applied biases.  This is in agreement with previous reports of systems using comparable detectors 
and preamplifier electronics (Barnett et al., 2012a) (Barnett et al., 2015).  The total measured 
noise and the computed quadratic sum of dielectric noise and incomplete charge collection noise 
as a function of applied reverse bias, at an indicative shaping time of 10 μs, are shown in 
Figure 6.14. 
 
 
Figure 6.14. Total FWHM of the 5.9 keV peak (diamonds) with the calculated quadratic sum of 
dielectric and incomplete charge collection noise (circles), for the GaAs p+-i-n+ mesa 
photodiode D1 at 10 μs shaping time as a function of applied reverse bias.  
 
Although there was an increase in the total noise as the reverse bias was increased from 0 V 
to -15 V, the corresponding contribution of the dielectric and incomplete charge collection noise 
decreased (see Figure 6.14).  The increase in the total noise was attributed to the larger parallel 
white noise at -15 V compared to 0 V.  Although the dielectric noise does not vary with detector 
reverse bias, this is not the case for the incomplete charge collection noise.  Increased reverse bias 
(greater electric field strengths) can result in improved charge transport and less trapping noise 
(see Section 3.5).  The same trend of the quadratic sum of the dielectric and incomplete charge 
collection noise with reverse bias, as shown in Figure 6.14 for 10 μs shaping time, was observed 
for all investigated shaping times.  From these measurements, it was therefore possible to estimate 
the additional incomplete charge collection noise present when the detector was operated at 0 V 
compared to -15 V.  A comparison between the contribution of both the dielectric noise and the 
incomplete charge collection noise at 0 V and at -15 V, as a function of shaping time can be seen 
in Figure 6.15. 
 
The quadratic sum of dielectric and incomplete charge collection noise was found to be 723 eV 
± 5 eV at 0 V and 704 eV ± 3 eV at -15 V (see Figure 6.15a).  Thus, it was calculated that the 
additional incomplete charge collection noise present when the detector was reverse biased at 0 V 
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compared to -15 V was 165 eV ± 24 eV (with the increase in uncertainty being due to combining 
errors).  Consequently, from Figure 6.15a it can be said that the lower limit of incomplete charge 
collection noise at 0 V reverse bias was 165 eV ± 24 eV (see Figure 6.15b) and that the upper 
limit of the dielectric noise was 704 eV ± 3 eV at all reverse biases and at all shaping times.   
 
 
Figure 6.15. a) The calculated quadratic sum of dielectric and incomplete charge collection 
noise at 0 V (open squares) and -15 V (filled circles) for the GaAs p+-i-n+ mesa photodiode D1 
as a function of shaping time and b) the corresponding lower limit of incomplete charge 
collection noise at 0 V. 
 
The energy resolution (745 eV FWHM at 5.9 keV at -15 V reverse bias, corresponding to 
76 e- rms) of the detector reported here is better than previously reported for other 7 μm GaAs 
devices (1 keV (Ng et al., 2014)), and slightly better than thinner (2 μm and 3 μm) GaAs p+-i-n+ 
mesa photodiodes (≈ 800 eV (Barnett at al., 2011) (Barnett, 2014)), coupled to similar front-end 
electronics as used for the currently reported devices.  However, it is far from the best 
experimental reports of GaAs detectors at room temperature (300 eV (Erd et al., 2002) and 266 eV 
(Owens et al., 2001) FWHM at 5.9 keV).  The very good performance reported by Erd et al. (2002) 
and Owens at al. (2001) have yet to be replicated by independent researchers; they were probably 
due to exceptionally good epilayer quality and the low electronic noise of the system (242 eV 
(Owens et al., 2001)).  Even though the electronic noise present in the system reported here is 
significant, making the FWHM significantly greater than the Fano limited energy resolution, the 
preamplifier used is specialist for the specific application, low noise (~ 40 e- rms without 
detector), and has better performance than commercially available preamplifiers for detectors 
made from wide bandgap materials such as GaAs.   
 
The energy resolution of the X-ray spectrometer employing the 7 μm GaAs p+-i-n+ mesa 
photodiode (745 eV at 5.9 keV) reported here is also better (lower) than the X-ray spectrometer 
employing the 4H-SiC Schottky diodes (1.36 keV at 17.4 keV) (reported in Chapter 5), even 
though similar front-end electronics were used for both spectrometers and they both had similar 
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equivalent noise charge (74 e- rms the 4H-SiC spectrometer and 76 e- rms the GaAs 
spectrometer).  This better characteristic was attributed to the larger number of charge carriers 
generated in GaAs compared to the number of charge carriers generated in 4H-SiC for a given 
X-ray photon, resulting in better statistics, due to the lower electron hole pair creation energy of 
GaAs (4.184 eV (Bertuccio & Maiocchi, 2002)) c.f. 4H-SiC (7.8 eV (Bertuccio & Casiraghi, 
2003)).  
 
Similarly, low noise readout electronics are even more critical for wide bandgap detectors than 
they are for Si and narrow bandgap materials due to the typically greater electron hole pair 
creation energies of wide bandgap materials (see Section 2.3.2).  The dielectric noise, arising 
from the dielectrics around the input of the preamplifier, such as the package of the JFET 
(Bertuccio et al., 1996), may have been the dominant source of noise limiting the energy 
resolution of the spectrometer reported here.  It was estimated that if the dielectric noise could be 
eliminated, the energy resolution (FWHM at 5.9 keV) would be reduced to 264 eV, which is 
similar to the energy resolution of the best reported system with the GaAs detector spectrometer 
of Owens et al. (2001) and Erd et al. (2002).  The dielectric noise computed for the current used 
preamplifier, which had an upper limit of 704 eV ± 3 eV (72 e- rms), is comparable with 
previously reported results for similar front-end electronics (~ 700 eV (Barnett et al., 2012a)).  
Redesigning the preamplifier’s front-end and eliminating the packaging of both the detector and 
the input JFET, ideally by integrating the JFET on the detector, would reduce the dielectric noise 
contribution, as it was reported by Bertuccio and Pullia (1993). 
 
6.6  High temperature electrical characterisation 
6.6.1  Current measurements as a function of bias 
The temperature dependence of the current as a function of applied forward and reverse bias of 
both diodes were measured using a Keithley 6487 Picoammeter/Voltage Source (see Section 
2.5.1).  The diodes were installed inside a TAS Micro MT climatic cabinet for temperature 
control.  The temperature was initially set to 120 °C and decreased to 0 °C, in 20 °C steps.  To 
ensure thermal equilibrium, the diodes were left to stabilize at each temperature for 30 minutes 
before the measurements were started at each temperature.  The measured dark current as a 
function of applied forward bias and temperature for both diodes D1 and D2 can be seen in Figure 
6.16. 
 
The current, IF, as a function of forward applied biases can be approximated to the sum of the 
diffusion current, Idiff, and recombination current, Irec (Equation 2.33).  Their temperature 
dependences are 
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𝐼𝐼𝑜𝑜𝑖𝑖𝑜𝑜𝑜𝑜 ∝ 𝑛𝑛𝑖𝑖
2𝑒𝑒q𝑉𝑉𝐷𝐷/k𝑇𝑇 , (6.1) 
 
and 
 
𝐼𝐼𝑜𝑜𝑜𝑜𝑣𝑣 ∝ 𝑛𝑛𝑖𝑖𝑒𝑒q𝑉𝑉𝐷𝐷/2k𝑇𝑇 , (6.2) 
 
respectively. 
 
 
Figure 6.16. Current as a function of applied forward bias for the GaAs p+-i-n+ mesa 
photodiode (a) D1 and (b) D2 in the temperature range 0 °C to 120 °C.  120 °C (filled squares); 
100 °C (filled diamonds); 80 °C (filled triangles); 60 °C (stars); 40 °C (× symbols); 20 °C 
(+ symbols); 0 °C (filled circles). 
 
 
The data presented in Figure 6.16 was found to be better described by Equation 6.2 rather than 
Equation 6.1 suggesting that the forward current was defined by the recombination current rather 
than the diffusion current.  More specifically, the same proportionality factor was calculated 
between the measured current, IF, and 𝑛𝑛𝑖𝑖𝑒𝑒q𝑉𝑉𝐷𝐷/2k𝑇𝑇  (Equation 6.2) over the investigated 
temperature range, for each forward bias and for each diode, unlike between the measured current, 
IF, and 𝑛𝑛𝑖𝑖2𝑒𝑒q𝑉𝑉𝐷𝐷/k𝑇𝑇  (Equation 6.2).  The saturation current and ideality factor can be extracted from 
the semi logarithmic current, IF, as a function of applied forward bias, VAF, plot (Figure 6.16), 
using Equation 2.33.  The saturation current was found to vary from 440 pA ± 70 pA at 120 °C 
to 0.040 pA ± 0.002 pA at 0 °C for D1 and from 400 pA ± 100 pA at 120 °C to 0.036 pA 
± 0.002 pA at 0 °C for D2.  The uncertainties in the saturation current and the ideality factor were 
related to the standard deviation of the gradient and the y axis intercept point of the line of best 
fit calculated for the semi logarithmic current, IF, as a function of applied forward bias, VAF, plot 
using linear least squares fitting.  The calculated ideality factor as a function of temperature can 
be seen in Figure 6.17. 
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The ideality factor improved from (1.94 ± 0.01) at 0 °C for both devices to (1.78 ± 0.03) and 
(1.79 ± 0.05) at 120 °C for D1 and D2 respectively.  This improvement was attributed to the 
reduction of the recombination current and the increase of the diffusion current as the temperature 
increased (Sze & Ng, 2007).  Although the ideality factor, n, was temperature dependent, the 
small decrease of n as the temperature increased was not sufficient to indicate significant 
contribution of tunnelling in the conduction process (Sellai, 2008).  The semi-logarithmic current, 
IF, as a function of applied forward bias, VAF, plot of the devices (Figure 6.16) showed a non-
linear region for VAF ≥ 1 V which originated from the effect of the series resistance (Sze & Ng, 
2007). 
 
 
Figure 6.17. Ideality factor extracted from the measured current as a function of applied 
forward bias for the GaAs p+-i-n+ mesa photodiode D1 (circles) and D2 (triangles) in the 
temperature range 0 °C to 120 ° C.  The error bars were calculated propagating the standard 
deviation of the gradient of the line of best fit of the measured current as a function of applied 
forward bias. 
 
The leakage current, IR, as a function of reverse applied bias of the two GaAs p+-i-n+ mesa 
photodiodes is shown in Figure 6.18.  The leakage current was decreased with decreased 
temperature for all investigated reverse biases.  More specifically, the leakage current of D1 
at -15 V reverse bias decreased from 7.65 nA ± 0.01 nA at 120 °C to 0.9 pA ± 0.4 pA at 0 °C, 
whereas D2 showed lower dark current which decreased from 2.950 nA ± 0.007 nA at 120 °C to 
a current smaller than the uncertainty of the measurement 0.08 pA ± 0.40 pA at 0 °C, at the same 
applied reverse bias.  The difference in the measured leakage current of the two devices was 
attributed to small variations arising from fabrication process and possibly variations in wafer 
quality.  The leakage current density, JR, at -15 V reverse bias (21.4 kV/cm) of both devices as a 
function of temperature can be seen in Figure 6.19.  The leakage current density of both devices 
showed an exponential decrease with a constant factor, 3.229 × 10-9 for D1 and 2.701 × 10-10 for 
D2, as the temperature decreased from 100 °C to 0 °C.  However, as explained below, the leakage 
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current mechanism at the temperature range 120 °C to 100 °C was different compared to lower 
temperatures. 
 
 
Figure 6.18. Leakage current as a function of applied reverse bias for the GaAs p+-i-n+ mesa 
photodiode (a) D1 and (b) D2 in the temperature range 0 °C to 120 °C.  120 °C (filled squares); 
100 °C (filled diamonds); 80 °C (filled triangles); 60 °C (stars); 40 °C (× symbols); 20 °C 
(+ symbols); 0 °C (filled circles). 
 
 
Figure 6.19. Measured leakage current density as a function of temperature at 21.4 kV/cm 
internal electric field for the GaAs p+-i-n+ mesa photodiode D1 (circles) and D2 (triangles).  The 
line of best fit at the temperature range 0 °C to 100 °C can also be seen. 
 
The current, IR, as a function of reverse applied biases can be approximated to the sum of the 
diffusion current, Idiff, and generation current, Igen (Equation 2.34).  Since the diffusion current 
scales with ni2 and the generation current scales with ni, a plot of ln(IR), or equally of ln(JR), as a 
function of 1/kT should yield a straight line whose gradient determines whether the generation or 
the diffusion current dominates (see Section 2.4.2).  The logarithmic of leakage current density, 
ln(JR), as a function of 1/kT graph was plotted for diode D1, and can be seen in Figure 6.20.  Two 
linear regions can be seen in Figure 6.20, where the lines of best fit were calculated using linear 
least squares fitting.  The prevailing conduction process at the temperature range 0 °C to 100 °C 
was found to be generation given that the gradient of the ln(JR), as a function of 1/kT plot is 
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approximately -Eg/2, and the diffusion current dominated for temperatures higher than 100 °C 
given that the gradient of the ln(JR), as a function of 1/kT plot is approximately -Eg.     
 
 
Figure 6.20. Ln(JR) as a function of 1/kT for the GaAs p+-i-n+ mesa photodiode D1.  The lines 
of best fit, as determined by linear least squares fitting, across the temperature ranges 0 °C to 
100 °C, and 100 °C to 120 °C, and the gradients of the lines (-0.56 eV for 0 °C to 
100 °C; -1.56 eV for 100 °C to 120 °C) can also be seen.  
 
Both GaAs p+-i-n+ diodes showed comparable leakage current densities to other high quality 
GaAs p+-i-n+ diodes at temperatures close to room temperature.  More specifically, diode D1 had 
a leakage current density of 22.3 nA/cm2 ± 0.9 nA/cm2 and D2 had a leakage current density of 
2.6 nA/cm2 ± 0.1 nA/cm2 at 30 °C and at 21.4 kV/cm internal electric field (calculated based on 
Figure 6.19).  Other high quality GaAs p+-i-n+ diodes had leakage current densities of 
~ 10 nA/cm2 at the same temperature and internal electric field (Bertuccio et al., 2003). 
 
6.6.2  Capacitance measurements as a function of bias 
The depletion width and the doping concentration in the i layer were calculated for both devices 
as functions of temperature, based on temperature dependence capacitance measurements over 
the temperature range 0 °C to 120 °C, as per the measurements of the devices’ currents as 
functions of applied forward and reverse bias reported in Section 6.6.1.  The capacitance 
measurements were performed using an HP 4275A Multi Frequency LCR meter (see Section 
2.5.2), with its test signal having a 50 mV rms magnitude and a 1 MHz frequency, as per the room 
temperature measurements reported in Section 6.3.2.  The capacitance of the empty packages, 
Cpack, which was measured to temperature invariant and equal to 0.6 pF based on capacitance 
measurements on empty packages, was subtracted from the measured total capacitance.  The 
resulting capacitance (i.e. the junction capacitance) as a function of applied forward bias at the 
temperature range 0 °C to 120 °C can be seen in Figure 6.21.   
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Figure 6.21. Capacitance as a function of applied forward bias for the GaAs p+-i-n+ mesa 
photodiodes (a) D1 and (b) D2 in the temperature range 0 °C to 120 °C.  The data points have 
been replaced by lines for clarity. 
 
As the temperature decreased from 120 °C to 0 °C, the capacitance of both devices decreased at 
each applied forward bias.  There is a significant contribution of the diffusion capacitance, CDiff, 
to the junction capacitance at forward applied biases due to the rearrangement of the minority 
carrier density (see Section 2.4.2).  Bearing in mind that the diffusion capacitance is directly 
proportional to the forward current, IF, the temperature dependency of the forward biased 
capacitance (Figure 6.21) was attributed to the temperature dependency of the forward current 
shown in Figure 6.16. 
 
The measured capacitance as a function of temperature at different applied reverse biases 
(0 V, -1V, -10 V and -15 V) for both devices can be seen in Figure 6.22.  When reverse biased, 
the junction capacitance was mostly defined by the depletion layer capacitance, CDL, rather than 
the diffusion capacitance (see Section 2.4.2).  A temperature invariant depletion layer capacitance 
was measured for reverse biases |VAR |> 1 V.  However, a capacitance increase with temperature 
was recorded for low reverse biases |VAR |≤ 1 V. 
 
 
Figure 6.22. Capacitance as a function of temperature for the GaAs p+-i-n+ mesa photodiodes 
(a) D1 and (b) D2 in the range 0 °C to 120 °C at four reverse biases values. 
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In order to explain this capacitance variation with temperature, the depletion width was plotted as 
a function of applied reverse bias for diode D1 at 0 °C and 120 °C.  The depletion layer width, 
WD, was computed using the measured depletion layer capacitance and Equation 2.37.  The 
calculated depletion widths of diode D1 as functions of applied reverse bias at temperatures of 
0 °C and 120 °C can be seen in Figure 6.23.  The depletion width increased with applied reverse 
bias at both the lowest and highest investigated temperature, as was expected.  The depletion 
width was found to decrease from 5.8 μm ± 0.3 μm at 0 °C, to 4.8 μm ± 0.2 μm at 120 °C, when 
no bias was applied.  However, it was found to be 7.5 μm ± 0.5 μm for both temperatures at -15 V 
reverse bias.  Considering that the doping concentrations of the p+ and n+ layers were high 
(2 × 1018 cm-3), compared to the i layer (1014 cm-3), the extension of the depletion region to the p+ 
and n+ layers was negligible, and hence the i layer thickness of D1 was found to be 7.5 μm 
± 0.5 μm.  Another important observation, based on Figure 6.23, is that the diode D1 was fully 
depleted at -5 V reverse bias when the temperature was 0 °C.  Although the diode was almost 
fully depleted at -6 V, full depletion was achieved at -14 V, when the temperature was 120 °C.  
This may be explained by the presence of a thin region around the depletion layer with 
non-ionised dopants at low temperatures, similarly to as was found by Mazzillo et al. (2012) for 
4H-SiC Schottky photodiodes.  These dopants were progressively ionised with temperature, and 
limited the extension of the depletion layer preventing the diode to be fully depleted at low reverse 
biases.  The ratio between the thickness of this region and the depletion layer was to be lower for 
high reverse biases compared to low reverse biases resulting in an invariant capacitance with 
temperature at high reverse biases. 
  
 
Figure 6.23. Calculated depletion width for the GaAs p+-i-n+ mesa photodiode D1 calculated 
from capacitance measurements as a function of applied reverse bias at 0 °C and 120 °C. 
 
The i layer thickness of diode D2 was found to be 6.7 μm ± 0.4 μm, which was the same with the 
i layer thickness of diode D1 (7.5 μm ± 0.5 μm) within the uncertainties.  The uncertainties of the 
- 152 -  
Chapter 6 7 μm i Layer GaAs Mesa p+-i-n+ Photodiodes 
calculated depletion widths were related to the uncertainty in the capacitance measurements 
(± 0.03 pF). 
 
The relationship between 1/CDL2 and applied bias was found to be linear at the bias range -0.4 V 
to 0.4 V.  A line of best fit was calculated for the 1/CDL2 (VAB) data for both diodes at all 
investigated temperatures.  The value of the built in voltage, Vbi, was extracted from the voltage 
axis intercept point (see Section 2.4.2).  The built in voltage was found to be temperature 
dependent and to decrease with increasing temperature from 1.47 V ± 0.06 V at 0 °C to 0.77 V 
± 0.05 V at 120 °C, for D1, and 1.47 V ± 0.05 V at 0 °C to 0.86 V ± 0.06 V at 120 °C, for D2.  
The build in voltage is inversely proportional to the intrinsic carrier density, ni, of the 
semiconductor material (Sze & Ng, 2007).  Also, the intrinsic carrier density is directly 
proportional to temperature.  Hence, the build in voltage was expected to decrease with increasing 
temperature, as was also reported for a Si p+-i-n+ diode by Sellai (2008).     
 
The effective doping concentration as a function of depletion layer width, Neff(WD), was calculated 
using the differential capacitance method, based on Equation 2.38; the results are shown in Figure 
6.24.  It was found that the doping concentration increased from 0.6 × 1014 cm-3 ± 0.1 × 1014 cm-3 
at 5 μm below the p+-i junction to 12.7 × 1014 cm-3 ± 0.7 × 1014 cm-3 at the i-n+ interface for both 
temperatures.  However, the doping profile of the i layer of D1 (Figure 6.24) suggested the 
presence of a layer close to i-n+ junction with non-ionised dopants at 0 °C which were ionised at 
120 °C.  This is in accordance with the findings presented in Figure 6.22, which showed that the 
measured capacitance was temperature dependent in the temperature range 0 °C to 120 °C for low 
reverse biases |VAR |≤ 1 V.  The carrier concentration of D2 was found to be slightly higher than 
the carrier concentration of D1, varying as it did from 0.87 × 1014 cm-3 ± 0.02 × 1014 cm-3 at 5 μm 
below the p+-i junction to 16 × 1014 cm-3 ± 9 × 1014 cm-3 at the i-n+ interface at 0 °C. 
 
 
Figure 6.24. Calculated effective doping concentration as a function of depletion layer width of 
the GaAs p+-i-n+ mesa photodiode D1 at 0 °C and 120 °C. 
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6.7  High temperature X-ray spectroscopy 
6.7.1  Measurements with an 55Fe radioisotope X-ray source 
X-ray spectra were obtained using GaAs p+-i-n+ photodiode D1 to characterise its X-ray detection 
performance as a function of temperature.  An 55Fe radioisotope X-ray source was positioned 
3 mm above the top of the device.  The diode was connected to a custom-made, single-channel, 
charge sensitive preamplifier without feedback resistor (see Section 2.3.3).  The detector along 
with the preamplifier were installed inside a TAS Micro MT climatic cabinet throughout the 
measurements for temperature control.  The output signal of the preamplifier was shaped using 
an Ortec 572A shaping amplifier which was further connected to a multi-channel analyser (MCA) 
for digitisation. 
 
The temperature was initially set to 60 °C and it was decreased to 0 °C with a 20 °C step.  Spectra 
were accumulated at each temperature for different reverse bias conditions (0 V, -5 V, -10 V, 
and -15 V).  The shaping time, τ, was varied; spectra were accumulated for τ = 0.5 μs, 1 μs, 2 μs, 
3 μs, 6 μs, and 10 μs at each applied reverse bias.  The live time limit of each spectrum was set to 
be 60 s.  The accumulated spectra with the best energy resolution (smallest FWHM) of the 55Fe 
radioisotope X-ray source obtained with the spectrometer at temperatures of 0 °C and 60 °C, can 
be seen in Figure 6.25.  The detected 55Fe X-ray photopeak is the combination of the characteristic 
Mn Κα (5.9 keV) and Mn Kβ at (6.49 keV) lines of the 55Fe radioisotope X-ray source (Schötzig, 
2000).  Gaussians were fitted to the peak taking into account the relative emission ratio (Schötzig, 
2000) and the relative efficiency of the detector for the 5.9 keV and 6.49 keV peak.  The spectra 
were energy calibrated based on the positions of the zero energy noise peak and the Mn Kα peak.  
The uncertainty of the FWHM associated with fitting a Gaussian to the photopeak was estimated 
to be ± 10 eV for the GaAs p+-i-n+ mesa photodiode D1 reported in this section. 
 
 
Figure 6.25. 55Fe spectra accumulated with the GaAs p+-i-n+ mesa photodiode D1 at -5 V 
reverse bias at two different temperatures; 60 °C (solid line) and 0 °C (square dots). 
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Partial charge collection of charge created in the non-active layers of the device resulted in the 
low energy tailing of the photopeak seen in Figure 6.25, similarly to as reported by Barnett et al. 
(2015).  The FWHM was measured for all obtained spectra.  Figure 6.26 shows the FWHM of the 
5.9 keV peak as measured at -5 V and -10 V reverse bias, as a function of temperature, for the 
optimum shaping time, τopt.  The FWHM increased as the temperature increased from 730 eV at 
0 °C (τ = 6 μs) to 840 eV at 60 °C (τ = 2 μs) at -5 V reverse bias, and from 740 eV at 0 °C (τ = 
10 μs) to 910 eV at 60 °C (τ = 2 μs) at -10 V reverse bias.  The noise of the system is analysed in 
the following section. 
 
 
Figure 6.26. FWHM of 5.9 keV peak as a function of temperature at -5 V (circles) -10 V 
(squares) reverse bias, at the optimum shaping time for the GaAs p+-i-n+ mesa photodiode D1. 
 
6.7.2  Noise analysis  
The energy resolution of a non-avalanche semiconductor detector coupled to a charge sensitive 
preamplifier is degraded due to three independent sources of noise (Equation 3.1), as it has already 
been discusses in Section 3.1.  These are the Fano noise, the incomplete charge collection noise 
and the electronic noise.  The expected Fano limited resolution of the GaAs device at 5.9 keV 
was calculated to be 128 eV, assuming a Fano factor of 0.12 (Bertuccio et al., 1997) and an 
electron hole pair creation energy of 4.184 eV (Bertuccio & Maiocchi, 2002).  Since the measured 
energy resolution was greater than the Fano noise, it can be said that there was a significant 
contribution from either the incomplete charge collection noise or electronic noise. 
 
The electronic noise, arising from the detector and the preamplifier consists of the white parallel 
noise, white series noise, 1/f noise and dielectric noise.  The first three noise sources were 
calculated as described in Section 3.2, where a more detailed explanation of the noise components 
is given.  The white parallel noise, due to the leakage current of the detector and of the input 
JFET, was directly proportional to the shaping time.  It was calculated based on the measured 
leakage current of the detector at different temperatures (Figure 6.18) and on the estimated 
- 155 -  
Chapter 6 7 μm i Layer GaAs Mesa p+-i-n+ Photodiodes 
leakage current of the input JFET as a function of temperature (Siliconix, 2001).  The white series 
noise, due to the capacitance of the detector and of the input JFET, was inversely proportional to 
the shaping time.  It was calculated based on the measured capacitance of the detector at different 
temperatures (Figure 6.22) and on the estimated input capacitance of the input JFET of the 
preamplifier (Siliconix, 2001).  The 1/f noise was shaping time invariant.  Although the dielectric 
noise and the incomplete charge collection noises cannot be directly calculated, the difference 
between the total FWHM of the peak and the quadratic sum of the rest noise components (white 
series noise, white parallel noise, 1/f noise and Fano noise) was attributed to the quadratic sum of 
the dielectric and the incomplete charge collection noises. 
 
The FWHM increase shown in Figure 6.26, which occurred as the temperature increased, was 
attributed to the white parallel noise and the quadratic sum of the dielectric and incomplete charge 
collection noises increasing with temperature.  At -10 V reverse bias, the best energy resolution 
was achieved at short shaping times (τ = 2 μs) at 60 °C and 40 °C, and at long shaping times (τ 
= 10 μs) at 20 °C and 0 °C.  This was attributed to the fact that the parallel white noise increased 
with shaping time, the series white noise decreased with shaping time, and the quadratic sum of 
the dielectric and incomplete charge collection noises was expected to be shaping time invariant.  
Hence, the energy resolution was found to be limited by the leakage current of the detector and/or 
the input JFET rather than their capacitances at T ≥ 40 °C, whereas the opposite was true at 
T ≤ 20 °C, over the investigated temperature range.  To make this clearer, the total noise along 
with the calculated noise contributions at 60 °C and -10 V reserve bias are presented in 
Figure 6.27 as a function of shaping time. 
 
The dominant source of noise at shaping times ≤ 3 μs was found to be the quadratic sum of the 
dielectric noise and incomplete charge collection noise with a mean value of 775 eV ± 30 eV.  
However, the white parallel noise was the limiting factor for the energy resolution for 6 μs and 
10 μs shaping times, at 60 °C and -10 V reverse bias (Figure 6.27).  The parallel noise was found 
to be the dominant noise at long shaping times (6 μs and 10 μs) for -5 V and -15 V reverse bias, 
whereas the sum of the dielectric noise and incomplete charge collection noise was found to 
dominate at all shaping times, at 0 V and 60 °C. 
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Figure 6.27. Total measured FWHM of 5.9 keV peak (diamonds) as a function of shaping time 
at 60 °C and -10 V reverse bias with the calculated noise components: quadratic sum of 
dielectric noise and incomplete charge collection noise (circles), series white noise (dash dot 
line), parallel white noise (round dot line), Fano noise (long dashes) and 1/f noise (solid line) 
with the GaAs p+-i-n+ mesa photodiode D1.  Lines for total FWHM and quadratic sum of 
dielectric noise and incomplete charge collection noise are guides for the eyes only. 
 
The dielectric noise, as a function of temperature was estimated assuming that incomplete charge 
collection noise at -15 V reverse bias was insignificant.  This assumption was made due to the 
improved charge transport with increased reverse bias resulting in less trapping noise.  The 
measured energy resolution at -15 V reverse bias and at each temperature was plotted as a 
function of shaping time and can be seen in Figure 6.28.  Following this, the FWHM was 
calculated based on the known noise sources (white series noise, white parallel noise, 1/f noise 
and Fano noise) and was subtracted in quadrature from the total measured FWHM.  The result 
was attributed to the dielectric noise.  Since the dielectric noise was expected to be shaping time 
invariant, the mean value and the rms error was calculated for the dielectric noise as a function of 
shaping time at each temperature, at -15 V reverse bias.  The total calculated FWHM at 5.9 keV, 
including the dielectric noise can be seen in Figure 6.28.  
 
The dielectric noise was expected to vary with temperature (Equation 3.14).  The estimated 
dielectric noise as a function of temperature can be seen in Figure 6.29.  It was found to increase 
from 716 eV ± 29 eV at 0 °C to 872 eV ± 74 eV at 60 °C.  The larger uncertainty in the dielectric 
noise at 60 °C compared to lower temperatures was attributed to possible leakage current 
instabilities at high temperatures and -15 V reverse bias. 
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Figure 6.28. Total measured (60 °C (diamonds); 40 °C (squares); 20 °C (circles); 0 °C 
(triangles)) and calculated (60 °C (solid line); 40 °C (long dashes); 20 °C (square dots); 0 °C 
(round dots)) FWHM of 5.9 keV peak  as a function of shaping time at -15 V reverse bias with 
the GaAs p+-i-n+ mesa photodiode D1.  
 
 
Figure 6.29. Estimated dielectric noise as a function of temperature. 
 
 
Figure 6.30. Measured FWHM of 5.9 keV as a function of reverse bias at the temperature range 
0 °C to 60 °C (60 °C (diamonds); 40 °C (squares); 20 °C (circles); 0 °C (triangles)) at τopt with 
the GaAs p+-i-n+ mesa photodiode D1. 
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The measured FWHM at 5.9 keV over the temperature range 0 °C to 60 °C as a function of reverse 
bias can be seen in Figure 6.30.  The best energy resolution (FWHM at 5.9 keV) was achieved 
at -5 V reverse bias at each investigated temperature.  It was measured to be 730 eV at 0 °C, 
750 eV at 20 °C, 770 eV at 40 °C, and 840 eV at 60 °C.  Previously reported other 7 μm GaAs 
devices had an energy resolution (the combined 5.9 keV and 6.5 keV peak) of 1 keV  at room 
temperature (Ng et al., 2014) and thinner GaAs p+-i-n+ mesa photodiodes (2 μm) had 1.07 keV 
FWHM at 60 °C (Barnett at al., 2011), coupled to similar front-end electronics.  The improving 
of the energy resolution was attributed to slightly lower electronic noise arising from the 
preamplifier in addition to better electrical characteristics (leakage current and capacitance) of the 
detector compared to those previously reported (Barnett at al., 2011) (Ng et al., 2014).  However, 
the best energy resolutions of Schottky GaAs detector X-ray spectrometers, where the GaAs 
diodes were coupled to ultra-low-noise front-end electronics (300 eV FWHM at 5.9 keV (Erd et 
al., 2002)) and (266 eV FWHM at 5.9 keV (Owens et al., 2001)) are far better than the 
spectrometer currently reported mesa p+-i-n+ device with Ohmic contacts.  The dominant source 
of noise in the system reported here, dielectric noise, arose from lossy dielectrics at the input of 
the preamplifier.  These likely include the materials used in the packaging of the input JFET, as 
well as the detector’s package.  A 40 % reduction in dielectric noise has been reported when the 
encapsulated input JFET was replaced by a decanned JFET (Bertuccio & Pullia, 1993).  The GaAs 
detector chip along with the input JFET die were mounted on a low loss ceramic substrate to 
ensure low dielectric noise, at both the best experimental reports for GaAs detector X-ray 
spectrometers (Owens et al., 2001) (Erd et al., 2002).  It was estimated that if the dielectric noise 
could be eliminated, the energy resolution (FWHM at 5.9 keV) would be reduced to 276 eV at 
20 °C, and 470 eV at 60 °C, which is similar to the energy resolution of the best reported system 
with the GaAs detector spectrometer of Owens et al. (2001) and Erd et al. (2002). 
 
6.8  Conclusion 
The performances of two randomly selected 200 μm diameter GaAs mesa p+-i-n+ photodiodes 
(D1 and D2) with 7 μm i layers have been characterised at room temperature (20 °C) and as a 
function of temperature.  More specifically, these detectors have been electrically characterised 
at room temperature and their responsivity in the wavelength range 580 nm to 980 nm 
investigated, as well as the performance of one of them as detector for photon counting X-ray 
spectroscopy studied.  Following this, the detectors were both electrically characterised over the 
temperature range 0 °C to 120 °C and one of the diodes was characterised as detector for photon 
counting X-ray spectroscopy at the temperature range 0 °C to 60 °C. 
 
The dominant current mechanism of the devices at room temperature was found to be 
recombination.  Low leakage current densities were measured for both devices (17.4 nA/cm2 for 
- 159 -  
Chapter 6 7 μm i Layer GaAs Mesa p+-i-n+ Photodiodes 
D1 and 1.08 nA/cm2 for D2) at room temperature, at an internal electric field of 22 kV/cm.  The 
leakage currents of the devices as functions of time were found to stabilise after annealing the 
detectors at 120 °C.  The i layer thickness and doping concentration of the devices were deduced 
from capacitance measurements.  It was found that D1 had a 7.3 μm ± 0.4 μm thick i layer with a 
carrier concentration of 6 × 1013 cm-3 ± 1 × 1013 cm-3 and D2 had a 6.6 μm ± 0.4 μm thick i layer 
with a carrier concentration of 8 × 1013 cm-3 ± 1 × 1013 cm-3, suggesting that the devices had the 
same i layer thickness within the uncertainty, and D1 slightly less carrier concentration compared 
to D2. 
 
Visible and near infrared responsivity measurements at room temperature suggested the presence 
of a dead layer at the face of the devices with a thickness of 0.16 μm, in which the generated 
carriers from photon absorption did not contribute to the photocurrent.  The maximum expected 
responsivity of the devices was calculated to be 0.23 A/W at 870 nm. 
 
Results characterising one device (D1) at room temperature for X-ray spectroscopy with an 55Fe 
radioisotope X-ray source were reported as functions of applied reverse bias and shaping time.  
The best energy resolution (FWHM at 5.9 keV = 745 eV) was achieved at 2 μs, at -15 V reverse 
bias.  Subsequent noise analysis showed that there was at least 165 eV ± 24 eV incomplete charge 
collection noise at 0 V and that the dominant source of noise was the dielectric noise, which was 
determined to have an upper limit of noise contribution of 704 eV ± 3 eV.   
 
The ideality factor of the devices as functions of temperature was calculated based on the 
measured currents as functions of applied forward bias.  The ideality factor, which was found to 
improve from (1.94 ± 0.01) at 0 °C for both devices, to (1.78 ± 0.03) and (1.79 ± 0.05) at 120 °C 
for D1 and D2 respectively, indicated that the recombination current defined the forward current 
and its small temperature dependence excluded tunnelling from significant contribution to the 
forward current.  The leakage current decreased with decreasing temperature from 7.65 nA 
± 0.01 nA (24.36 μA/cm2 ± 0.05 μA/cm2) at 120 °C, to 0.9 pA ± 0.4 pA (3 nA/cm2 ± 1 nA/cm2) 
at 0 °C, and from 2.950 nA ± 0.007 nA (9.39 μA/cm2 ± 0.02 μA/cm2) at 120 °C to a current which 
was smaller than the uncertainty of the measurement, 0.08 pA ± 0.40 pA 
(0.2 nA/cm2 ± 1.2 nA/cm2) at 0 °C for D1 and D2 respectively, at -15 V reserve bias.  The leakage 
current density of the devices was found to exponentially increase with temperature with a 
constant factor, up to 100 °C.  However, the leakage current density over the temperature range 
100 °C to 120 °C was found to be different compared to the exponentially increase with 
temperature with a constant factor over the temperature range 0 °C to 100 °C, for both devices.  
This was attributed to the diffusion current being the prevailing conduction process for 
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temperatures higher than 100 °C, in contrast to the generation current being dominant at lower 
temperatures. 
 
The diffusion capacitance, at forward applied biases, decreased as the temperature decreased from 
120 °C to 0 °C, due to the diffusion capacitance being directly proportional to the forward current.  
Measurements of the depletion layer capacitance as well as computation of the depletion layer 
width of the devices as a function of temperature suggested the presence of a thin region around 
the depletion layer with non-ionised dopants at low temperatures, which were progressively 
ionised with temperature.  As a result, the depletion layer width was limited at high temperatures 
and low reverse biases from the ionised dopants and a temperature dependent depletion layer 
capacitance was measured for reverse biases |VAR| ≤ 1 V.  The i layer thickness was found to be 
7.5 μm ± 0.5 μm for D1, and 6.7 μm ± 0.4 μm for D2.  The carrier concentration was found to 
increase from 0.6 × 1014 cm-3 ± 0.1 × 1014 cm-3 at 5 μm below the p+-i junction to 12.7 × 1014 cm-3 
± 0.7 × 1014 cm-3 at the i-n+ interface for D1 and from 0.87 × 1014 cm-3 ± 0.02 × 1014 cm-3 at 5 μm 
below the p+-i junction to 16 × 1014 cm-3 ± 9 × 1014 cm-3 at the i-n+ interface for D2. 
 
The X-ray detection performance of D1 was characterised as a function of temperature from 0 °C 
to 60 °C.  55Fe spectra were accumulated at different detector reverse bias conditions 
(0 V, -5 V, -10 V and -15 V) and varied shaping time (0.5 μs, 1 μs, 2 μs, 3 μs, 6 μs and 10 μs).   
The lowest FWHM at each temperature was measured at -5 V reverse bias; 730 eV at 0 °C, 
750 eV at 20 °C, 770 eV at 40 °C, 840 eV at 60 °C.  The FWHM increase with temperature was 
attributed to the white parallel noise, and the quadratic sum of the dielectric and incomplete charge 
collection noises which increased as the temperature increased.  Subsequent noise analysis at 
60 °C revealed that the sum of the dielectric and incomplete charge collection noises was the 
dominant source of noise at all shaping times at 0 V reverse bias and at short shaping time 
(τ ≤ 3 μs) at high reverse biases (-5 V, -10 V and -15 V), whereas the white parallel noise was the 
main source of noise at long shaping times (6 μs and 10 μs) at high reverse biases.  An estimation 
of the dielectric noise, arising from lossy dielectrics at the input of the preamplifier, at each 
temperature was made under the assumption that the incomplete charge collection noise at -15 V 
was negligible.  It was found to increase from 716 eV ± 29 eV at 0 °C to 872 eV ± 74 eV at 60 °C. 
 
The energy resolution (FWHM at 5.9 keV) of the GaAs p+-i-n+ mesa photodiode, D1, reported 
here is better than previously reported thinner mesa X-ray photodiodes, coupled to similar 
front-end electronics; 1 keV FWHM at 5.9 keV, at 60 °C, having a 2 μm i layer thickness (Barnett 
at al., 2011) and ≈ 800 eV FWHM at 5.6 keV, at room temperature, having a 3 μm i layer 
thickness (Barnett, 2014).  This improvement was attributed to the lower capacitance of the 7 μm 
i layer thick GaAs p+-i-n+ mesa photodiode, D1, compared to those previously reported which 
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resulted in less WS, 1/f, and dielectric noise contributions and possibly improved GaAs material 
quality.  Also, the energy resolution of the GaAs p+-i-n+ mesa photodiode reported here is better 
than previously reported similar (same i layer thickness) mesa X-ray photodiodes (1 keV FWHM 
at 5.9 keV, at room temperature, (Ng et al., 2014)) due to the low noise of the associated readout 
electronics used in this work.  However, the results presented here are modest compared to the 
best reported results for GaAs Schottky photodiode detectors coupled to ultra-low-noise readout 
electronics (300 eV by Erd et al. (2002) and 266 eV by Owens et al. (2001)).  These best reported 
results were achieved with both the GaAs detector chip and the input JFET die mounted on a low 
loss ceramic substrate in close proximity to each other, to ensure negligible dielectric noise.  It 
was predicted that the energy resolution of the GaAs p+-i-n+ mesa photodiode detectors reported 
here would become similar to those reported by Erd et al. (2002) and Owens et al. (2001), if the 
noise of the dielectrics could be eliminated. 
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Chapter 7 10 μm i Layer GaAs Mesa p+-i-n+ Photodiodes 
 
7.1  Introduction and background 
The higher quantum detection efficiency and the improved energy resolution (FWHM at 5.9 keV) 
of the 7 μm i layer thick GaAs mesa p+-i-n+ photodiodes (reported in Chapter 6), compared to 
previously reported thinner GaAs mesa X-ray photodiodes, enabled the research on thicker 
devices (i layer > 7 μm) and their performance as X-ray detectors at room and elevated 
temperatures. 
 
Chapter 7 is divided into two parts.  The first part (Section 7.3 to Section 7.5)  reports results 
characterising GaAs p+-i-n+ mesa photodiodes with a 10 μm i layer for their spectral response 
under illumination of X-rays and β- particles.  A total of 22 devices, having diameters of 200 μm 
and 400 μm, were electrically characterised at room temperature.  55Fe X-ray spectra were 
obtained using one 200 μm diameter GaAs p+-i-n+ mesa photodiode (D1) and one 400 μm 
diameter GaAs p+-i-n+ mesa photodiode (D2).  Noise analysis is presented and the limiting factors 
for the energy resolution of the system are discussed.  The potential utility of these detectors for 
electron and β- particle detection is examined with 63Ni β- particle spectra obtained using the 
200 μm diameter GaAs p+-i-n+ mesa photodiode, D1.   
 
The second part, Section 7.6, reports an X-ray fluorescence spectrometer for in situ 
characterisation of deep seabed minerals using the 200 μm diameter GaAs p+-i-n+ mesa 
photodiode, D1.  The importance of the in situ elemental analysis of deep seabed minerals, for 
providing an insight into hydrothermal and other processes in the ocean, deep sea mining and 
exploration of the oceans of icy moons is introduced.  The GaAs photodiode was initially 
electrically characterised at 4 °C (the ambient temperature of the deep ocean) and 33 °C (the 
temperature at which multi-energy X-ray spectra are subsequently accumulated).  Spectra 
obtained using an 55Fe radioisotope X-ray source are used to characterise the detector and the 
spectrometer, and compare their performance to other devices and instruments.  The performance 
of the spectrometer was also characterised across the energy range 4.95 keV to 21.17 keV, at 
33 °C, using high-purity X-ray fluorescence calibration samples excited by a Mo target X-ray 
tube.  The same Mo target X-ray tube was used to excite the two deep seabed geological samples 
(a manganese nodule and a black smoker), X-ray fluorescence spectra obtained using the 200 μm 
diameter GaAs p+-i-n+ mesa photodiode, D1, and the associated readout electronics, are presented 
and discussed. 
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7.2  Device structure 
The GaAs p+-i-n+ mesa photodiodes were grown and fabricated at the EPSRC National Centre 
for III-V Technologies, Sheffield, UK.  GaAs epilayers were grown on a commercial GaAs n+ 
substrate by metalorganic vapour phase epitaxy (MOVPE).  The unintentionally doped i layer had 
a thickness of 10 μm.  The thickness of the i layer was chosen in order to enable the research on 
thicker devices compared to those reported in Chapter 6 (i layer = 7 μm).  The resulting wafer 
structure is summarized in Table 7.1.  Mesa diodes with diameters of 200 μm and 400 μm were 
chemically etched using a 1:1:1 H3PO4:H2O2:H2O solution followed by 10 s in a 1:8:80 
H2SO4:H2O2:H2O solution.  The top Ohmic contact consisted of 20 nm of Ti and 200 nm of Au.  
It covered 45 % of the surface of the 200 μm diameter devices and the 33 % of the 400 μm 
diameter devices.  The rear Ohmic contact consisted of 20 nm of InGe and 200 nm of Au.  The 
GaAs devices were unpassivated.  
 
 
 
 
 
 
 
 
 
 
 
Table 7.1. Layers structure of the GaAs p+-i-n+ wafer. 
 
The internal quantum detection efficiency of the devices was calculated for photon energies up to 
30 keV using Equation 2.11a (see Section 2.3.2) and is presented in Figure 7.1.  As a cautious 
assumption, to prevent over estimation of the quantum detection efficiency, the whole of the p+ 
layer was assumed to be a dead region and only the i layer was assumed to be the active region 
of the devices.  The internal quantum detection efficiency of the devices reported here (10 μm i 
layer) compared to the internal quantum detection efficiency of the 7 μm i layer thick GaAs p+-i-n+ 
mesa photodiodes (Figure 6.2), was calculated to be higher at the energy range 3.9 keV to 30 keV, 
due to the thickness of the active layer, but lower at the energy range 0.01 keV to 3.89 keV.  The 
latter was the result of the assumption that the whole of the p+ layer was dead (0.5 μm), compared 
to the 7 μm i layer thick GaAs p+-i-n+ mesa photodiodes having an implied from visible and near 
infrared responsivity measurements (Section 6.4) top dead layer of 0.16 μm.  
 
Material Type Thickness (nm) Doping density (cm-3) 
Ti  20  
Au  200  
GaAs p+ 500 2×1018 
GaAs i 10000 undoped 
GaAs n+ 1000 2×1018 
GaAs n+ (substrate) - - 
Au  200  
InGe  20  
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Figure 7.1. Calculated X-ray quantum detection efficiency of the GaAs p+-i-n+ mesa 
photodiodes as a function of X-ray photon energy. 
 
7.3  Room temperature electrical characterisation 
7.3.1  Current measurements as a function of bias 
Dark current measurements as functions of both forward and reverse applied bias were performed 
using a Keithley 6487 Picoammeter/Voltage Source (see Section 2.5.1).  The dark current was 
measured as a function of forward bias from 0 V to 1 V and as a function of reverse bias from 
0 V to -50 V at room temperature.  Figure 7.2 shows the measured currents, IF, as a function of 
applied forward bias, VAF, of representative 200 μm and 400 μm diameter devices. 
 
 
Figure 7.2. Current as a function of applied forward bias for a representative 200 μm (filled 
triangles) and 400 μm (open triangles) diameter GaAs p+-i-n+ photodiode, measured at room 
temperature.  
 
The ideality factor, n, and the saturation current, Isat, were both calculated from the measured 
semi-logarithmic forward current, IF, as a function of applied forward bias, VAF, of the 22 devices 
(see Equation 2.33).  The saturation current, Isat, was found to vary from 0.3 pA to 0.7 pA among 
different devices at room temperature with a mean of 0.5 pA ± 0.1 pA (rms deviance).  The 
ideality factor, n, was found to vary from 1.89 to 1.99 among different devices with a mean of 
1.95 ± 0.02.  The calculated ideality factor values (≈ 2) suggest that the recombination current 
dominated (Sze & Ng, 2007).  Dark current measurements as functions of applied forward bias 
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and temperature would help to identify the contribution of tunnelling on the conduction process 
as well as the conduction mechanism at high temperatures, but are not reported here.  Although 
the area of the 400 μm diameter devices is four times larger than the area of the 200 μm diameter 
devices, the 400 μm diameter devices’ dark currents at 1 V forward bias were found to be only 
two times greater than the dark current of the 200 μm devices.  The dark current at 1 V applied 
forward bias was measured to be 0.20 mA ± 0.01 mA for the 200 μm diameter devices and 
0.40 mA ± 0.02 mA for the 400 μm diameter devices.  The dark forward current scaled with 
perimeter of the devices, rather than their area which suggested that the surface leakage 
component was not negligible, but dominated over the bulk leakage current, and that future 
devices may benefit from surface passivation (Carpenter et al., 1988a).  The passivation of GaAs, 
and the removal of its perimeter surface states have been studied with different materials such as 
sulphides (e.g. Na2S and (NH4)2S (Carpenter et al., 1988a) (Carpenter et al., 1988b), P2S5/NH4OH 
(Lee et al., 1989), P2S5/(NH4)2S (Hwang & Li, 1990), and trioctylphosphine sulfide (Sheldon et 
al., 2012)), S (Szűcs et al., 2003) (Wang et al., 2010), gadolinium oxides (e.g. Gd2O3 (Hong et al., 
1999)) as well as H, Cl, F and GaO (Wang et al., 2010).  The reduction of the exposed mesa edges, 
giving rise to surface recombination current (forward bias), due to surface passivation may also 
reduce the surface generation current (reverse bias) (Carpenter et al., 1988a).       
 
The measured dark currents, IR, as a function of applied reverse bias, VAR, of one representative 
200 μm and one representative 400 μm diameter device are shown in Figure 7.3.  All GaAs 
p+-i-n+ photodiodes showed low leakage current densities at a mean electric field of 50 kV/cm 
across the i region (-50 V reverse bias) at room temperature: the measured leakage current density 
was found to vary from 13 nA/cm2 to 67 nA/cm2 with a mean of 40 nA/cm2 ± 16 nA/cm2 among 
the 200 μm diameter devices, and from 4 nA/cm2 to 21 nA/cm2 with a mean of 13 nA/cm2 
± 6 nA/cm2 among the 400 μm diameter devices, at 50 kV/cm.  For comparison purposes, the 
leakage current densities at an electric field of 22 kV/cm are also presented: they were found to 
vary from 10 nA/cm2 to 40 nA/cm2 with a mean of 24 nA/cm2 ± 7 nA/cm2 among the 200 μm and 
from 4 nA/cm2 to 9 nA/cm2 with a mean of 7 nA/cm2 ± 2 nA/cm2 among the 400 μm diameter 
devices.  These values are comparable with other high quality GaAs p+-i-n+ photodiodes 
previously reported e.g. ~10 nA/cm2 (Bertuccio et al., 2003), from 20 nA/cm2 to 100 nA/cm2 (Ng 
et al., 2014), and 17.4 nA/cm2 and 1.08 nA/cm2 for the 7 μm i layer GaAs p+-i-n+ mesa photodiode 
D1 and D2 respectively, reported in Section 6.3, all at room temperature and at an electric field 
of 22 kV/cm.  
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Figure 7.3. Leakage current as a function of applied reverse bias for representative 400 μm 
(open triangles) and 200 μm (filled triangles) diameter GaAs p+-i-n+ photodiodes at room 
temperature. 
 
The leakage current density, JR, at an electric field of 50 kV/cm and at room temperature, for all 
devices can be seen in Figure 7.4.  The 400 μm diameter devices showed lower leakage current 
densities than the 200 μm diameter devices at 50 kV/cm, suggesting that the leakage current did 
not scale with the junction area.  This was attributed to the surface leakage current not being 
negligible similarly to Takenaka et al. (2012), due to the devices being unpassivated, and in 
accordance with the current measurements as a function of forward applied bias.  The perimeter 
surface states formed by segregated arsenic atoms via oxidation reaction, resulting in deep level 
traps, may be the main cause of surface generation current (Lee et al., 1989).  The separation of 
the bulk and surface components of the leakage current could be achieved with dark current 
measurements on different diameter devices, and the effects of the passivation on surface leakage 
current could be investigated with measurements on devices with different passivation materials. 
 
 
Figure 7.4. Histogram of the dark current density of the 200 μm (black) and 400 μm (grey) 
diameter GaAs p+-i-n+ photodiodes at an electric field of 50 kV/cm. 
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7.3.2  Capacitance measurements as a function of bias 
To determine the depletion width, WD, and the effective doping concentration, Neff, in the intrinsic 
layer of the GaAs p+-i-n+ devices, the 22 devices’ capacitances were measured as functions of 
applied forward and reverse bias, at room temperature.  The capacitances were measured using 
an HP 4275A Multi Frequency LCR meter (see Section 2.5.2), whose test signal was sinusoidal 
with a 50 mV rms magnitude and 1 MHz frequency.  The capacitance of the empty packages was 
determined by measuring the capacitance between the common pin (GND) and 17 pins with no 
diode connected across four packages.  It was found to vary from 0.71 pF to 0.81 pF, with a mean 
value of 0.78 pF ± 0.02 pF, being subtracted from the total measured capacitance.  The resulting 
capacitance, the p+-i-n+ junction capacitance, as a function of applied forward bias of 
representative 200 μm and 400 μm diameter devices is presented in Figure 7.5. 
 
 
Figure 7.5. Capacitance as a function of applied forward bias for a representative 200 μm (filled 
circles) and 400 μm (open circles) diameter GaAs p+-i-n+ photodiode at room temperature. 
 
The junction capacitance was mostly defined by the diffusion capacitance, CDiff (VAF), at forward 
applied biases.  The junction capacitance was found to increase by 7.7 pF ± 0.8 pF for the 400 μm 
diameter devices and by 3.5 pF ± 0.7 pF for the 200 μm diameter devices, as the applied forward 
bias increased from 0 V to 1 V.  Assuming there was zero diffusion capacitance at 0 V, it may be 
said that there was 7.7 pF ± 0.8 pF diffusion capacitance for the 400 μm diameter devices and 
3.5 pF ± 0.7 pF diffusion capacitance for the 200 μm diameter devices, at 1 V forward applied 
bias.  The ratio of the diffusion capacitance of the 400 μm devices over the diffusion capacitance 
of the 200 μm diameter devices (= 2.1 ± 0.5), at 1 V is in accordance with the ratio of the forward 
dark current of the 400 μm diameter devices over the forward dark current of the 200 μm diameter 
devices (= 2) (see Figure 7.2), at 1 V, which was expected since the diffusion capacitance is 
directly proportional to the forward dark current (see Section 2.4.2). 
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The measured capacitance as a function of applied reverse bias of representative 200 μm and 
400 μm diameter devices can be seen in Figure 7.6.  The junction capacitance was mostly defined 
by the depletion layer capacitance, CDL(VR), at reverse biases (see Section 2.4.2).  The depletion 
layer capacitance was found to decrease from 1.45 pF ± 0.03 pF at 0 V to 1.36 pF ± 0.03 pF 
at -50 V for the 400 μm diameter devices and from 0.35 pF ± 0.03 pF at 0 V to 0.32 pF ± 0.03 pF 
at -50 V for the 200 μm diameter devices.  The apparent variation of the capacitance (± 0.03 pF) 
among different devices at the same applied bias is in agreement with the total uncertainty in the 
capacitance measurements (± 0.03 pF).   
 
 
Figure 7.6. Capacitance as a function of applied reverse bias for representative 200 μm (filled 
circles) and 400 μm (open circles) diameter GaAs p+-i-n+ photodiodes at room temperature. 
 
The depletion layer width of the diodes as a function of applied reverse voltage was calculated 
using Equation 2.37 and is presented in Figure 7.7.  Once the lightly doped intrinsic layer was 
fully depleted, the capacitance was independent of the applied reverse bias.  All the diodes were 
almost fully depleted at 0 V.  More specifically, the depletion widths of the 400 μm diameter 
devices were found to increase by a mean of 0.68 μm ± 0.04 μm; from 9.9 μm ± 0.2 μm at 0 V to 
10.6 μm ± 0.2 μm at -50 V.  The depletion widths of 13 out of 14 200 μm diameter devices were 
found to increase by 1.0 μm ± 0.2 μm; from a mean of 10 μm ± 1 μm at 0 V to 11 μm ± 1 μm 
at -50 V.  The standard deviation (rms deviance) of the depletion widths of the 400 μm and 
200 μm diameter devices were in agreement with the uncertainty of the depletion width for each 
diode calculated based on the total uncertainty in the capacitance measurements (± 0.03 pF).  One 
of the 200 μm diameter devices had an apparent depletion width of 11 μm ± 1 μm at 0 V 
increasing to an apparent width of 14 μm ± 2 μm at -50 V.  This result was unlikely to have been 
due to variations in the i layer thickness; instead it was more likely to have been a consequence 
of this device having a packaging capacitance of 0.7 pF rather than the mean value of 0.78 pF.  
With the assumption of a 0.7 pF packaging capacitance, this device’s depletion width became 
identical to all other devices. 
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Figure 7.7. Calculated depletion width for representative 200 μm (filled circles) and 400 μm 
(open circles) diameter GaAs p+-i-n+ photodiode calculated from capacitance measurements as a 
function of applied reverse bias at room temperature.  
 
The effective doping concentration as a function of depletion layer width, Neff(WD), was calculated 
using the differential capacitance method, based on Equation 2.38.  Figure 7.8 shows the 
calculated effective doping concentration of a representative 200 μm and 400 μm diameter device 
based on the data of Figure 7.7. 
 
 
Figure 7.8. Calculated effective doping concentration as a function of depletion layer width of a 
representative 200 μm (filled circles) and 400 μm (open circles) diameter GaAs p+-i-n+ mesa 
photodiode at room temperature. 
 
Since the calculated carrier concentration was based on the measurements of capacitance as 
function of reverse bias (depletion layer capacitance), carrier concentration calculations could 
only be computed accurately at deep distances (close to the i-n+ junction).  The doping density of 
the i layer increased from 2.8 × 1014 cm-3 ± 0.9 × 1014 cm-3 (rms deviance) to 13 × 1016 cm-3 ± 5 × 
1016 cm-3 among the 400 μm diameter devices and from 0.8 × 1014 cm-3 ± 0.4 × 1014 cm-3 to 3 × 
1016 cm-3 ± 2 × 1016 cm-3 among the 200 μm diameter devices as the i layer reached the i-n+ 
junction, at room temperature.  The difference between the doping density of the 400 μm and 
200 μm diameter devices was attributed to the uncertainty of the capacitance measurements 
- 170 -  
Chapter 7 10 μm i Layer GaAs Mesa p+-i-n+ Photodiodes 
(± 0.03 pF), which was not negligible considering the capacitances of the devices (Figure 7.6) 
and which, propagating, gave rise to uncertainty in both the implied distance below the p+-i 
junction and the carrier concentration.  Uncertainties in the diameters of the two photodiodes 
could also result in differences between their calculated effective doping concentrations.   
 
7.4  Room temperature X-ray spectroscopy 
7.4.1  Measurements with an 55Fe radioisotope X-ray source 
X-ray spectra were accumulated using representative 200 μm and 400 μm diameter GaAs p+-i-n+ 
mesa photodiodes, D1 and D2 respectively, to characterise their X-ray detection performance.  
Each device was connected in turn to a custom-made, single-channel, charge sensitive 
preamplifier (see Section 2.3.3).  The output signal of the preamplifier was shaped and amplified 
using an Ortec 572A shaping amplifier.  Digitization was achieved using an Ortec EASYMCA 
multi-channel analyser (MCA).  An 55Fe radioisotope X-ray source was positioned 5 mm above 
the top of each device in turn.  The live time for each obtained spectrum was 180 s. 
 
X-ray spectra were obtained for both devices at the optimum shaping time (10 μs) for the currently 
reported GaAs detector spectrometer, at a range of applied reverse biases, from -5 V to -30 V in 
5 V steps.  The detected 55Fe X-ray photopeak was the combination of the characteristic Mn Kα 
at 5.9 keV and Mn Kβ at 6.49 keV lines of the 55Fe radioisotope X-ray source (Schötzig, 2000).  
Gaussians were fitted to the detected photopeak taking into account the relative emission ratio 
(Schötzig, 2000) and the relative efficiency of the detectors for the 5.9 keV and the 6.49 keV 
peaks.  The position of the zero energy noise peak and the position of the fitted Mn Kα peak were 
used for the energy calibration of each spectrum.  The uncertainty of the FWHM associated with 
fitting a Gaussian to the photopeak was estimated to be ± 10 eV for both the 200 μm and the 
400 μm diameter GaAs p+-i-n+ mesa photodiodes reported in this section.  The best energy 
resolutions (FWHM at 5.9 keV) with each device were achieved at -5 V reverse bias: 625 eV and 
740 eV for the 200 μm and the 400 μm diameter device, respectively. 
 
Figure 7.9 shows 55Fe X-ray spectra obtained with the 200 μm (D1) and 400 μm (D2) diameter 
devices at -5 V reverse bias, 10 μs shaping time, and room temperature.  The counts of the zero 
energy noise peak were limited by setting the MCA low energy cut-off at 0.8 keV and at 1.0 keV 
for the 200 μm (Figure 7.9a) and the 400 μm (Figure 7.9b) diameter devices, respectively.  
However, a small portion of the right hand side of the zero energy noise peak of the preamplifier 
can be seen in Figure 7.9a.  The low energy tailing of the photopeak was attributed to possible 
partial charge collection of charge created in the non-active layers of the devices, as it was for the 
low energy tailing of the photopeaks of the spectra presented in Section 6.51 and Section 6.7.1 
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(Barnett et al., 2015).  The valley-to-peak (V/P) ratios were 0.030 and 0.034, for the 200 μm 
(Figure 7.9a) and the 400 μm (Figure 7.9b) diameter devices respectively. 
 
 
Figure 7.9. 55Fe spectra accumulated with a) the 200 μm GaAs p+-i-n+ mesa photodiode, D1 and 
b) the 400 μm diameter GaAs p+-i-n+ mesa photodiode, D2 at -5 V reverse bias (τ = 10 μs) along 
with the fitted Mn Kα and Kβ peaks (dashed lines). 
 
7.4.2  Noise analysis 
The FWHM of the 5.9 keV peak was measured for all obtained spectra and can be seen in 
Figure 7.10 as a function of applied reverse bias, for both devices at 10 μs and room temperature.  
The FWHM of the 5.9 keV peak was found to increase from 625 eV at -5 V reverse bias to 665 eV 
at -30 V reverse bias for the 200 μm diameter device.  Similarly, the FWHM of the 5.9 keV peak 
was found to increase from 740 eV at -5 V reverse bias to 780 eV at -30 V reverse bias for the 
400 μm diameter device.  Explanation of this increase in FWHM at greater reverse biases requires 
discussion of the noise sources affecting the resolution of the photopeak.  
 
There are three noise components which affect the energy resolution of a non-avalanche 
semiconductor detector coupled to a charge sensitive preamplifier (see Equation 3.1).  These are 
the Fano noise, the incomplete charge collection noise and the electronic noise (see Chapter 3 
for more details).  Given a Fano factor of 0.12 (Bertuccio et al., 1997) and an electron hole pair 
creation energy of 4.184 eV (Bertuccio & Maiocchi, 2002) for GaAs, the Fano noise was 
calculated to be 128 eV at 5.9 keV.  Along with the Fano noise, the white parallel noise, the white 
series noise and the 1/f noise can be directly calculated, as described in Section 3.2.  The white 
series noise, due to the capacitance of the detector and input JFET, is inversely proportional to 
the shaping time, the white series noise, due to the leakage current of the detector and the input 
JFET, is directly proportional to the shaping time and lastly, the 1/f noise is independent of 
shaping time.  The quadratic sum of the Fano noise and the readily calculated electronic noise 
components (WP, WS and 1/f) was calculated for both the 200 μm (D1) and the 400 μm (D2) 
diameter device as functions of applied reverse bias at 10 μs shaping time and room temperature, 
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and can be seen in Figure 7.10.  It was found to increase slightly from 254 eV at -5 V reverse 
bias to 293 eV at -30 V reverse bias for the 200 μm diameter device and from 257 eV at -5 V 
reverse bias to 284 eV at -30 V reverse bias for the 400 μm diameter device, all at 10 μs.  
 
 
Figure 7.10. Total FWHM at 5.9 keV for the 200 μm diameter GaAs p+-i-n+ mesa photodiode, 
D1 (+ symbol) and 400 μm diameter GaAs p+-i-n+ mesa photodiode, D2 (filled circles) as a 
function of applied reverse bias.  The calculated Fano noise, white parallel noise, white series 
noise, and 1/f noise (i.e. the readily calculated electronic noise components) for the same 
200 μm (× symbol) and 400 μm (open circles) photodiodes are also shown.  All values are at 
room temperature, and for a shaping time of 10 μs. 
 
Since the white parallel noise is dominant over the white series noise contribution at long shaping 
times, the increase in the total measured FWHM of the 5.9 keV peak as the reverse bias increased 
from -5 V to -30 V, shown in Figure 7.10, was expected and was in agreement with the increase 
of the quadratic sum of the Fano noise and the readily calculated electronic noise components as 
the reverse bias increased.  Although the 400 μm diameter device capacitance (2.1 pF for |𝑉𝑉𝑅𝑅| ≥ 
5 V) was greater than that for the 200 μm device (1.1 pF for |𝑉𝑉𝑅𝑅| ≥ 5 V), the contribution of the 
white series noise was less significant at 10 μs compared to the contribution of the white parallel 
noise (4.9 pA and 5.8 pA at -30 V reverse bias for the 400 μm and 200 μm diameter devices, 
respectively) resulting in similar quadratic sums of Fano, white parallel, white series, and 1/f noise 
at all reverse biases for both devices. 
 
The difference between the measured FWHM at 5.9 keV and the calculated quadratic sum of the 
Fano and the readily calculated electronic noise components (WS, WP and 1/f) was attributed to 
dielectric noise, DN, (due to lossy dielectrics at the proximity of the input of the preamplifier 
(Bertuccio et al., 1996)) and incomplete charge collection noise, R.  The quadratic sum of the 
dielectric and incomplete charge collection noise was calculated for both the 200 μm and the 
400 μm diameter device as functions of applied reverse bias at 10 μs shaping time and room 
temperature, and can be seen in Figure 7.11.  It was found to be independent of shaping time with 
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a mean of 590 eV ± 20 eV for the 200 μm and of 710 eV ± 20 eV for the 400 μm diameter device, 
respectively. 
 
 
Figure 7.11. Calculated quadratic sum of the dielectric and incomplete charge collection noise 
for the 200 μm (small filled squares) and the 400 μm (large filled squares) diameter GaAs 
p+-i-n+ mesa photodiode as a function of applied reverse bias at 10 μs and at room temperature. 
 
The non-dependence of the quadratic sum of the dielectric and incomplete charge collection noise 
with the applied reverse bias suggested that the contribution of the incomplete charge collection 
noise was insignificant.  The dielectric noise was expected to be independent of the applied 
reverse bias for |𝑉𝑉𝐴𝐴𝑅𝑅| ≥ 5 V, since the dielectric noise is proportional to the capacitance of the 
lossy dielectrics (Bertuccio et al., 1996) and the capacitances of both devices are independent of 
the reverse bias for the same range.  The incomplete charge collection noise was expected to vary 
with detector reverse bias.  Increased reverse bias can result in less trapping noise due to improved 
charge transport.  Hence, it may be assumed that even at -5 V reverse bias, there was no significant 
incomplete charge collection noise.  Consequently, it can be said that there was 590 eV ± 20 eV 
and 710 eV ± 20 eV dielectric noise when the 200 μm and the 400 μm diameter devices were 
used, respectively.  The greater dielectric noise of the 400 μm diameter device-preamplifier 
system compared to the 200 μm diameter device-preamplifier system was attributed to the higher 
capacitance of the 400 μm diameter device.   
 
Assuming only the contribution of the detector to the dielectric noise was different between the 
200 μm diameter device-preamplifier system and the 400 μm diameter device-preamplifier 
system, a dielectric noise contribution of 409 eV and 568 eV was calculated for the 200 μm 
diameter and the 400 μm diameter device, respectively.  The contribution of the rest of the lossy 
dielectrics of the device-preamplifier system to the dielectric noise was computed to be 426 eV.  
An apparent dissipation factor, D, (Equation 3.14) of 4 × 10-3 was calculated for the currently 
reported GaAs p+-i-n+ mesa photodiodes, at room temperature.  It should be noted that, although 
the calculated apparent dissipation factor of GaAs was one order of magnitude higher than 
- 174 -  
Chapter 7 10 μm i Layer GaAs Mesa p+-i-n+ Photodiodes 
previous reported measurements of the dissipation factor of GaAs (2 × 10-4 at 2.5 GHz (Courtney, 
1977) and 2 × 10-4 at 12.4 GHz (Krupka et al., 2008), both at 26 °C), this apparent dissipation 
factor was believed to be an upper limit (overestimation) of the actual dissipation factor due to 
other sources of noise being possible included in the dielectric noise presented in Figure 7.11.  
Future measurements which would enable the direct determination, rather than calculation, of the 
different noise contributions could result in the estimation of the actual dissipation factor of GaAs.  
 
To conclude, both devices had similar quadratic sums of Fano, white parallel, white series, and 
1/f noise at all reverse biases at 10 μs, as can be seen in Figure 7.10, but the greater capacitance 
of the 400 μm diameter device compared with that of the 200 μm diameter device resulted in 
larger dielectric noise for the spectrometer with 400 μm diameter photodiode compared with the 
spectrometer with the 200 μm diameter photodiode.  Overall, a better energy resolution (FWHM 
at 5.9 keV) was obtained using the 200 μm diameter device in comparison with the 400 μm 
device, while compromising the count rate. 
 
The energy resolution of the 200 μm p+-i-n+ mesa photodiode (D1) reported here (625 eV) is the 
best reported for this type of device.  This improvement of the energy resolution compared to 
previously reported results for same diameter, thinner devices (≈ 800 eV FWHM at 5.6 keV for 
3 μm i layer (Barnett, 2014) and 745 eV FWHM at 5.9 keV for a 7 μm i layer reported in 
Chapter 6), coupled to similar front-end electronics, was attributed to the lower capacitance of 
the 200 μm diameter device compared to those previously reported which resulted in less white 
series, 1/f, and dielectric noise contributions and improved GaAs material quality.  The GaAs 
p+-i-n+ device’s (D1) low capacitance (1.1 pF) and leakage current (3.8 pA) resulted in a total 
Fano noise, white parallel noise, white series noise and 1/f noise contribution of 254 eV at 5.9 keV 
(1 μs shaping time and -5 V reverse bias).  However, the dielectric noise (590 eV ± 20 eV) limited 
the spectral resolution of the currently reported system, resulting in an energy resolution not as 
good as the best experimental reports of GaAs p+-i-n+ structures grown on a semi-insulating 
substrates with Schottky contacts at room temperature; 266 eV FWHM at 5.9 keV (Owens et al., 
2001) and 300 eV FWHM at 5.9 keV (Erd et al., 2002).  In both cases, the input of the preamplifier 
was optimised for reduced dielectric noise; the detector and the input JFET of the preamplifier 
were mounted in close proximity on the same low-loss substrate (Erd et al., 2002) (Bertuccio et 
al., 2003). 
 
7.5  63Ni β- particle spectroscopy 
Previously, β- particle (electron) spectrometers have been developed using microchannel plate 
(MCP) detectors, which have been proven to be useful devices in space applications (e.g. the 
Electron Spectrometer in the Cassini Plasma Spectrometer for the exploration of the Saturn 
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system (Linder et al., 1998)).  Langmuir probes are also used for electron detection (e.g. in 
measuring the electron energy distribution functions in plasmas (Gruenwald et al., 2013)).  
Although scintillators, along with photomultiplier tubes (Tatsuhiko et al., 2010) or photodiode 
detectors (Kriss & Hamby, 2004) used to convert the scintillation light into an electrical pulse, 
can be used for electron spectroscopy (Knoll, 2010) (Celiktas, 2012), direct detection with 
semiconductor detectors are of a great advantage in many electron detection applications (see 
Section 1.4.1).  Poorer energy resolution is achieved using scintillators than using direct 
semiconductor detectors (Tsoulfanidis, 1995) (Knoll, 2010).  The smaller amount of energy 
needed to produce an electron–hole pair in a semiconductor (e.g. 4.184 eV for GaAs (Bertuccio 
& Maiocchi, 2002)) than the energy needed to produce one information carrier (photoelectron) in 
a scintillation/photomultiplier tube (of the order of 100 eV, considering the inefficient steps 
involved in the conversion of incident radiation to light and the subsequent generation of electrical 
signal (Knoll, 2010)) results in better statistics (greater number of charge carriers produced from 
the primary ionisation effect) and hence in better energy resolution in semiconductor detectors 
(Grupen & Buvat, 2012). 
 
Work has been reported on the direct detection of electrons with semiconductor detectors 
including CCDs, DEPFETs, pixel detectors and p+-i-n+ photodiodes.  CCDs have been studied 
for their use in direct detection of β- particles (electrons) (Daud et al., 1987) (Stearns & Wiedwald, 
1989) (Ellilä & Pollari, 1990), and as alternatives to MCP detectors without the need of high 
voltages and high vacuums required in MCP detectors, in a collimator – electrostatic analyzer 
head configuration (Bedington et al., 2012).  However, CCDs have been proven to be prone to 
radiation damage from high fluxes of energetic electrons (Ellilä & Pollari, 1990) (Bedington et 
al., 2012).  Detection of β- particles from 3H and 14C β- particle source has been demonstrated 
using DEPFET pixels, due to their thin backside entrance window and their low noise 
performance (Ulrici et al., 2005).  Si and GaAs hybrid pixel detectors (Bertolucci et al., 1997) 
(Abate et al., 2001) (Mettivier et al., 2004) (Moldovan et al., 2012) and monolithic active pixel 
detector (Deptuch, 2005) have been proposed for electron detection to achieve good spatial 
resolution, high detection efficiency, and real-time capabilities.  Since the first report on p+-i-n+ 
photodiodes for electron detection (Schmidt-Ott et al., 1989), work has been conducted on Si 
(Vapirev et al., 1994), GaAs (Barnett et al., 2012b), and AlGaAs (Barnett et al., 2013) p+-i-n+ 
photodiodes for direct detection of electrons. 
 
A potential application of GaAs p+-i-n+ mesa photodiodes is in situ low energy (1 keV to 100 keV) 
electron spectroscopy at Europa, which when paired with contemporaneous UV imaging from 
either an orbiter or the Hubble Space Telescope (HST), would allow direct observational data 
gathering to test predictions that electron impact excitation of water vapor plumes explains recent 
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auroral observations at Europa's polar regions (Roth et al., 2014) (Sparks et al., 2016).  Electrons 
of energy < 100 keV have been poorly sampled at Europa in the past, but using the Divine and 
Garett Jupiter radiation belt model (Divine & Garrett, 1983), Paranicas et al. (2009) have 
estimated that the electron flux ranges from 3 × 109 e-/cm2 s at 1 keV to 3 × 108 e-/cm2 s at 
100 keV, at a radial distance of 9.50 RJ (Jupiter’s equatorial radius); Europa’s mean orbital radius 
is 9.39 RJ. 
 
Scattering of electrons incident on the detector’s surface and interaction of electrons with the 
detector material before and after the active region (dead layers) reduces the detected energy and 
hence results in reduced intrinsic quantum detection efficiency and a distorted energy spectrum.  
The material of the detector as well as its geometry should carefully be selected and designed to 
maximise the intrinsic quantum detection efficiency.  A detector which could withstand the 
intense radiation environment of Europa, and hence increase mission duration, would also be 
advantageous. 
 
In this section, experimental and computer modelling results characterising the 200 μm diameter 
GaAs p+-i-n+ mesa photodiode, D1, for its suitability for β- particle (electron) spectroscopy are 
reported.  A 63Ni (endpoint energy = 66 keV) β- particle spectrum was acquired using the 200 μm 
diameter GaAs p+-i-n+ mesa photodiode, D1, coupled to the same low-noise readout electronics 
as used above, to characterise this prototype spectrometer’s performance for β- particle and 
electron counting spectroscopy.  The accumulated 63Ni spectrum is shown and the results are 
discussed based on the accepted shape of the 63Ni β- spectrum.  Computer modelling results of the 
electron absorption in the measurement system, using the computer program CASINO 
(Hovington et al., 1997) (Drouin et al., 1997), are also used to interpret the experimental results. 
 
7.5.1  Internal quantum detection efficiency of the detector 
To characterise the GaAs detector for its intrinsic internal quantum detection efficiency, QEinternal, 
defined as the ratio of the total electron energy deposited in the active layer by the total electron 
energy incident on detector face (excluding scattering of electrons at the air-photodiode interface, 
see Section 2.3.2) at electron energies ≤ 100 keV, the computer program CASINO was used.  The 
computer program CASINO allows Monte Carlo simulations of electrons interacting with solids 
(Hovington et al., 1997) (Drouin et al., 1997).  The electron absorption in the detector was 
modelled taking into account the p+-i-n+ structure of the detector (10 μm i layer) and hence losses 
introduced by the absorption of electrons (β- particles) in the dead layers of the detector (p+ layer, 
n+ layer, and substrate).  The internal quantum detection efficiency of the 200 μm diameter GaAs 
p+-i-n+ mesa photodiode, D1, for electron (β- particles) energies up to 100 keV is presented in 
Figure 7.12.  The internal quantum detection efficiency of the detector at low electron energies 
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(9 keV to 55 keV) increased with increasing electron energy, reaching a value of 78 % at 55 keV 
(and 60 keV), and was believed to be limited by the absorption of electrons at the top dead layer 
(p+ layer).  The internal quantum detection efficiency of the detector at high electron energies 
(60 keV to 100 keV) decreased with increasing electron energy reaching a value of 48 % at 
100 keV, and was believed to be limited by the absorption of electrons at the n+ layer/substrate.  
A 77 % internal quantum detection efficiency was calculated at 66 keV. 
 
 
Figure 7.12. Internal quantum detection efficiency of the GaAs p+-i-n+ mesa photodiode as a 
function of electron energy.   
 
7.5.2  63Ni β- particle spectra and discussion  
The 63Ni radioisotope β- particle source was positioned 5 mm above the top of the 200 μm 
diameter GaAs p+-i-n+ mesa photodiode, D1.  Due to a different front-end configuration of the 
preamplifier to accommodate the 63Ni source, the optimum shaping time for the system shortened 
to 2 μs.  The detector was reverse biased at -10 V throughout the accumulation (live time limit = 
400 s).  A low energy threshold of 2 keV was set to minimize counts from the zero energy noise 
peak.  The accumulated 63Ni β- spectrum is presented in Figure 7.13.  The spectrum was energy 
calibrated using the energy calibration derived from 55Fe radioisotope X-ray source (Mn Kα = 
5.9 keV; Mn Kβ = 6.49 keV) measurements under the same conditions (shaping time, reverse 
bias, and temperature). 
 
The events which comprise the spectrum shown in Figure 7.13 have detected energies equal to 
those deposited in the active layer of the device.  The energy deposited by each β- particle in the 
active layer of the device is different form its initial energy and dependent upon its initial energy 
and track through the inactive Nickel overlayer (~1 μm) covering the 63Ni radioisotope β- particle 
source, the air layer (5 mm) between the 63Ni radioisotope β- particle source and the top of the 
detector, as well as the detector.  The apparent endpoint energy measured with the device was 
50 keV, which is lower than the accepted endpoint energy of the 63Ni β- spectrum (Preiss et al., 
1957).  It suggested that 75 % of the 66 keV particle energy was deposited at the active i layer 
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whilst the rest was deposited at the top dead layers (Ni overlayer, air, Ti/Au contacts, and p+ layer) 
and n+ layer/substrate.  CASINO simulations, presented in Section 7.5.3, explained the 
accumulated 63Ni β- spectrum. 
 
 
Figure 7.13. 63Ni β- spectrum obtained with the 200 μm diameter GaAs p+-i-n+ mesa 
photodiode, D1 at 2 μs shaping time, -10 V reverse bias and at room temperature. 
 
Although the GaAs devices reported here were not specifically designed for β- particle or electron 
spectroscopy, Figure 7.13 shows that they can be used for counting β- particles and measuring 
the total energy being deposited in the active region of the detectors.  Figure 7.14 shows the 
accepted shape of the 63Ni β- spectrum as reported by Preiss et al. (1957) along with the 
accumulated 63Ni β- spectrum using the 200 μm diameter GaAs photodiode.  Preiss et al.’s data 
(1957) have been normalized to the accumulated spectrum to reflect the different count rates and 
accumulation times.  
 
 
Figure 7.14. Accumulated 63Ni β- spectrum (solid line) and accepted shape of the 63Ni β- 
spectrum (dashes) as reported by Preiss et al. (1957). 
 
7.5.3  CASINO simulations 
The computer program CASINO (Hovington et al., 1997) (Drouin et al., 1997) was used for the 
simulations of the electron absorption in the reported system.  Such simulations give an indication 
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of how the structure of the photodiode (thickness of dead layers and active layers) affects the total 
energy detected (deposited in the active layer) at the device.  The geometry of the detector was 
defined in CASINO with the structure shown in Table 7.1.  Since the top Ohmic contact covered 
45 % of the face of the 200 μm diameter device (55 % of the face being open to illumination), 
simulations were carried out for situations without and with the contact to cover both cases.  The 
inactive Nickel overlayer (~1 μm) covering the 63Ni radioisotope β- particle source was also 
included in the simulations as was the air layer (5 mm, assumed to be composed entirely of N2) 
between the 63Ni radioisotope β- particle source and the top of the detector.  
 
The simulated electrons, 4000 electrons at each energy, had energies from 1 keV to 66 keV (the 
63Ni endpoint energy), with a step of 1 keV.  The maximum depths to which electrons of each 
energy could penetrate before being completely absorbed in the device, both when they were 
incident on the optical window of the detector (55 % of the area of the face of the 200 μm diameter 
device) and when they were incident on the top Ti/Au contact (45 % of the area of the face of the 
200 μm diameter device), were calculated using CASINO.  The results of the simulations are 
presented in Figure 7.15 as a function of electron energy.  To explore the attenuating effects of 
the inactive Nickel overlayer of the source in addition to the air and contacts, the final absorption 
depth of the simulated electrons as a function of their energy when only the p+-i-n+ structure was 
taken into account (i.e. no inactive Nickel overlayer, air or Ti/Au contacts, and thus p+ layer being 
the only dead layer), is also presented in Figure 7.15.  
 
 
Figure 7.15. Calculated final absorption depth of electrons in the 200 μm diameter GaAs p+-i-n+ 
mesa photodiode, D1, as a function of their energy.  All layers of the GaAs p+-i-n+ device (p+, i, 
n+, and substrate) are also included.  n+ layer, between i layer and substrate is not labelled on the 
figure for clarity. 
 
The electrons lost their energy along their path through matter.  A percentage of the particle 
energy incident on the device was deposited in the dead layers reducing the total particle energy 
deposited in the active i layer, therefore reducing the energy detected.  For simulated electrons (β- 
- 180 -  
Chapter 7 10 μm i Layer GaAs Mesa p+-i-n+ Photodiodes 
particles) impinging directly on top of the p+-i-n+ photodiode (i.e. no attenuation from the inactive 
Ni overlayer, air, or Ti/Au contacts), it was found that only particles of energy ≤ 8 keV did not 
reach the detector’s i layer (Figure 7.15).  Particles of energy ≥ 53 keV lost part of their energy 
in the n+ layer / substrate, with the 66 keV β- particles reaching a maximum depth of 14.5 μm. 
 
For simulated electrons (β- particles) emitted from the 63Ni radioisotope β- particle source (i.e. 
attenuation from the inactive Ni overlayer, air, Ti/Au contacts, p+ layer, n+ layer, and substrate 
included), particles of energy ≤ 25 keV, when incident on the optical window of the detector, and 
particles of energy ≤ 28 keV, when incident on the Au/Ti top Ohmic contact were completely 
absorbed within the top dead layers (i.e. the source’s inactive Ni overlayer, air, detector contacts, 
and detector p+ layer).  A percentage of the electrons with energies ≥ 60 keV (when both incident 
on and not incident on the Au/Ti top Ohmic contact) were also absorbed in the n+ layer / substrate 
reducing the available particle energy being deposited at the active layer.  It was found that 0.1 % 
(for 60 keV) to 1.4 % (for 66 keV) of electrons, when incident on the top Ohmic contact, 
deposited part of their energy in the n+ layer / substrate.  Similarly, it was found that 0.2 % (for 
60 keV) to 1.7 % (for 66 keV) of electrons, when they were incident on the optical window of the 
detector, deposited part of their energy in the n+ layer / substrate.  The maximum depth of the 
66 keV electrons (63Ni endpoint energy) was found to be 13.5 μm and 13 μm when they were not 
incident on and incident on the Au/Ti top Ohmic contact, respectively.  It should be noted here 
that the inactive Ni overlayer of the 63Ni radioisotope β- particle source also attenuated a portion 
of the energy of all β- particles emitted.  
 
The simulations showed that the elimination of the inactive nickel overlayer of the 63Ni 
radioisotope β- particle source and the air gap between the source and the top of the device along 
with a reduction of the thickness of the p+ layer, from 0.5 μm to ideally 0 nm (assuming the entire 
p+ layer were inactive, which is pessimistic) and an increase in the thickness of the i layer, from 
10 μm to 14.5 μm, would result in the deposition of the total β- particle energy in the active layer 
and hence to the detection of all β- particles emitted from the 63Ni radioisotope β- particle source.  
The fact that these criteria were not fulfilled, together with the simulation results discussed below, 
explained the apparent endpoint energy observed in the experimental measurements presented in 
Section 7.5.2. 
 
The computed trajectories of 4000 electrons each having an energy of 66 keV were also used to 
calculate the energy deposited in the i layer.  Similarly to the previous CASINO simulations, 
electrons were simulated for situations where the electrons were incident on the top Ohmic contact 
and where the electrons were incident on the optical window of the detector (the inactive Ni 
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overlayer and air were also included).  For both cases, the distribution of particle energy deposited 
in the i layer for 4000 electrons each of energy 66 keV, is presented in Figure 7.16. 
 
 
Figure 7.16. Calculated distribution of total energy deposited in i layer of 4000 66 keV 
electrons when a) not interacting and b) interacting with the Ti/Au top Ohmic contact which 
covered 45 % of the face of the 200 μm GaAs p+-i-n+ mesa photodiode, D1.   
 
CASINO simulations showed that the most probable (18.6 % of electrons simulated) amount of 
energy deposited in the i layer by 66 keV electrons incident on the optical window of the detector 
was 59 keV (Figure 7.16a), with the maximum energy being 60 keV (0.05 %).  It was also found 
that a total of 16.2 % (650 out of 4000) of the electrons were fully absorbed before reaching the i 
layer and thus not detected at all.  When the same electrons were simulated as incident upon the 
top Ohmic contact, it was found that the maximum energy deposited in the i layer was reduced to 
59 keV, with the most probable energy (31.2 %) deposited becoming 0 keV, followed by 57 keV 
(11.1 %) (Figure 7.16b).  Hence, a 66 keV β- particle emitted from the 63Ni radioisotope β- 
particle source could deposit in the i layer of the GaAs p+-i-n+ photodiode energy totalling between 
0 keV and 60 keV, depending on its three dimensional trajectory.  This was in accordance with 
the apparent endpoint energy (= 50 keV) of the accumulated 63Ni β- spectrum (Figure 7.13). 
 
7.5.4  Conclusions 
The reported spectrometer, including a prototype GaAs p+-i-n+ detector and a custom-made 
charge sensitive preamplifier, has been demonstrated as an electron spectrometer with a potential 
application for in situ low energy (1 keV to 100 keV) electron spectroscopy at Europa.  The 
benefit of the radiation resistance of GaAs compared with materials which are more prone to 
radiation damage (such as Si) becomes increasingly significant at environments of intense 
radiation (such as Jupiter and the Galilean moons).  The geometry of future photodiode detectors 
should be improved to accommodate better the requirement of high intrinsic quantum detection 
efficiency across the electron range of interest (1 keV to 100 keV).  Reducing the thickness of the 
p+ layer to be as thin possible, within practicalities, would increase the intrinsic quantum detection 
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efficiency at low electron energies.  Similarly, increasing the thickness of the active i layer to 
~30 μm would increases the intrinsic quantum detection efficiency at high electron energies.  A 
careful design of the instrument’s optics (e.g. electron collimator), to eliminate lossy interactions 
of the electrons before they reach the detector, and the above modifications of the detector’s 
geometry, would provide instrumentation which would allow direct detection of low energy 
electrons at Europa with a potential verification (or refutation) of the hypothesis that the Europan 
auroral observations of Roth et al. (2014) and Sparks et al. (2016) are due to electron impact 
excitation of water vapour plumes, with the potential implication that the Europan ocean and 
surface are linked. 
 
7.6  Elemental analysis of deep seabed minerals using a prototype GaAs photodiode X-ray 
fluorescence spectrometer 
7.6.1  Introduction 
Deep seabed minerals are present in three forms: polymetallic nodules, polymetallic sulphides, 
and cobalt-rich crusts (Park, 2012).  Polymetallic nodules are created via the precipitation of 
seawater dissolved metallic components and the subsequent formation of rock concentrations 
(Park, 2012).  Polymetallic sulphides are found in deep-sea hydrothermal vents (Kohler et al., 
1994).  The hydrothermal vents are the result of metallic elements dissolved into the seawater 
being risen and erupted in reaction to high temperatures and pressures by volcanic rocks (Park, 
2012).  The hydrothermal vent solution gives rise to precipitates that form chimneys, called black 
smokers and white smokers.  Black smokers originate from the precipitation of Fe, Cu, Zn, and 
Pb sulphides, when hydrothermal fluids of temperatures up to 400 °C mix with seawater, whereas 
white smokers originate from the precipitation of silica and Ba or Ca sulphates when alkaline 
hydrothermal solutions of temperatures from 260 °C to 300 °C interact with seawater (Gargaud 
et al., 2011).  Lastly, cobalt-rich crusts are formed by the absorption of seawater metals in the 
rocky beds of seamount slopes (Park, 2012).  The knowledge of the elemental composition of 
these minerals can provide an insight into hydrothermal processes and general information on 
physical, chemical and biological processes in the ocean (Puri et al., 1998) (Tivey, 1998).  Also, 
the high concentration of valuable minerals (including Mn, Cu, Co, and Ni) in such deposits in 
these formations makes them attractive for deep sea mining (Park, 2012).  The in situ 
characterisation of deep ocean geology could revolutionise this activity. 
 
Ocean mining offers many benefits over land-based mining.  Mining of selected marine deposits 
with high diversity (more than one minerals can be recovered from a single mine site) and high 
concentrations of valuable minerals is possible, since the mining platform (surface vessel) could 
be moved to new locations (Hein et al., 2013).  Additionally, little infrastructure is required for 
ocean mining, and hence a smaller footprint should be left compared to land-based mining 
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needing roads, buildings, and open pits.  Also, a lower quantity of CO2 should be produced per 
tonne of metal delivered by ocean mining due to less or no overburden (loose or consolidated 
material lying over a mineral deposit) being required to be removed compared to land-based 
mining, where an increased amount of overburden must be removed to reach the selected ores.  
Furthermore, ocean mining does not require displacement of indigenous people and according to 
Agarwal et al. (2012) a less populated ecosystem would be affected compared to land-based 
mining.  A potential disadvantage of ocean mining is the disturbance of the ocean biota.  However, 
according to Scott (2001), the affected areas would be expected to be repopulated eventually, as 
the species concerned are widespread.  
 
The characterisation of deep seabed minerals currently requires samples to be retrieved from the 
ocean and transported to the surface vessel or back to land for analysis.  Sampling methods include 
wax sampling, push core sampling, and box sampling, as well as retrieval of material by remotely 
operated vehicle.  However, characterisation of the seafloor material using a sampling method 
can be conducted after the samples have been retrieved and transferred to the surface.  This 
imposes time delays and inefficiencies in the mining process.  Additionally, the limited amount 
of randomly selected samples analysed during sampling would prevent selected mining of 
targeted marine deposits with high diversity and high concentrations of valuable minerals.  A 
technique for deep seabed minerals characterisation using a remotely operated vehicle to 
overcome the above limitations of the sampling methods has been proposed (Smith & Leach, 
2015).  Such a remotely operated vehicle may be equipped with an X-ray fluorescence or a 
neutron activation analysis detector mounted in a pressure rated housing which can provide in 
situ estimates on the composition and concentration of valuable minerals within the seafloor 
material.  
 
One of the major challenges of the in situ characterisation of geological deposits on the seabed is 
the high pressure encountered at the ocean seafloor, which imposes the need for the development 
of pressure tolerance instrumentation.  Additionally, in situ characterisation of deep ocean 
geology requires operation at extreme environments mainly because of the high temperatures 
(from just few degrees above that of the ambient seawater, ~4 °C, to ≥ 350 °C) encountered at 
high depths at the seafloor hydrothermal systems (Von Damm, 1990).  The use of wide bandgap 
semiconductor detectors for such activities may be beneficial, as it has already been discussed in 
Section 1.5.  The detector is also required to resolve X-ray lines for the identification of the 
elements of deep seabed minerals with in situ X-ray fluorescence analysis.  The necessary X-ray 
energy range spans from Si (Kα at 1.74 keV (Thompson et al., 2009)) and an upper limit of Mo 
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(Kβ at 19.6 keV (Thompson et al., 2009)).  Within the energy range of interest, a high intrinsic 
quantum detection efficiency and a sufficiently good energy resolution are desirable. 
 
In addition to the characterisation of deep seabed minerals formed by hydrothermal vents on Earth 
with in situ X-ray fluorescence analysis, there is a potential interest in exploring the oceans of icy 
moons, such as Europa.  Detailed images from Europa showed a surface of ice and magnetometer 
measurements indicated the existence of an ocean under Europa’s ice sheet believed to be formed 
from Europa’s internal heating due to Jupiter’s tidal pull (Powell et al., 2005).  The tidal forces 
generated by Jupiter could also result in the formation of a network of hydrothermal vents on 
Europa’s ocean floor.  Submarines designs for future icy moon ocean exploration have already 
been reported (Powell et al., 2005) (Fernandez & Sanchez-Torres, 2015), to investigate Europa’s 
potentially habitable environment.  Employing an X-ray fluorescence spectrometer in such a 
submarine for in situ characterisation would eliminate the need to return collected samples back 
to the surface of Europa or bring them inside the submarine.  The requirement of radiation hard 
electronics in the intense radiation environment of Europa could be accommodated using a GaAs 
photodiode detector, as has already been discussed in Section 1.5.   
 
In this section, a prototype GaAs photodiode X-ray fluorescence spectrometer is developed for in 
situ characterisation of deep seabed minerals.  The detector used was the 200 μm diameter GaAs 
p+-i-n+ mesa photodiode, D1, with a 10 μm i layer thickness.  Initially, the photodiode was 
electrically characterised at 4 °C, which is the ambient seawater temperature in the deep ocean.  
Because the subsequent energy calibration of the system and the elemental analysis of two 
representative geological samples were performed at 33 °C (the ambient Mo target X-ray tube 
temperature), electrical characterisation at 33 °C was also included.  The noise analysis of the 
X-ray fluorescence spectrometer was performed with an 55Fe radioisotope X-ray source.  55Fe 
X-ray spectra were accumulated at 4 °C and the different noise contributions were detangled.  In 
addition, 55Fe spectra were accumulated at 33 °C to investigate the change in noise contributions 
at this elevated temperature.  Following this, the energy calibration of the system over the energy 
range 4.95 keV to 21.17 keV at 33 °C, using known fluorescence calibration samples is presented.  
The linearity of the detector with varying X-ray intensity at the energies 8.63 keV and 16.6 keV 
at 33 °C is also reported.  Then, two samples of deep seabed minerals were analysed for their 
elemental composition with XRF spectroscopy.  The deep seabed minerals tested in this study 
were a manganese nodule, from the Clarion-Clipperton Fracture Zone, Pacific Ocean, and a black 
smoker, from Rodriquez Triple Junction, Indian Ocean. 
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7.6.2  Electrical characterisation  
The dark current of the photodiode as a function of both forward and reverse applied bias was 
measured using a Keithley 6487 Picoammeter/Voltage Source (see Section 2.5.1).  The 
photodiode was installed inside a TAS Micro MT climatic cabinet for temperature control.  
Temperatures of 4 °C – the ambient water temperature in the deep ocean, and 33 °C – the 
temperature at which the energy-charge (Section 7.6.4) and count rate-X-ray intensity (Section 
7.6.5) linearity response was characterised, and X-ray fluorescence spectra of representative 
geological samples were accumulated in the laboratory (Section 7.6.6).  The dark current was 
measured as a function of forward bias from 0 V to 1 V, and as a function of reverse bias from 
0 V to -50 V.  Figure 7.17 shows the measured currents of the photodiode at both temperatures. 
 
 
Figure 7.17. Dark current at 4 °C (filled triangles) and 33 °C (empty triangles) as a function of 
applied (a) forward and (b) reverse bias for the 200 μm diameter GaAs p+-i-n+ mesa photodiode, 
D1. 
 
The saturation current, Isat, and the ideality factor, n, of the photodiode were extracted based on 
the linear region of the semi-logarithm dark current as a function of forward bias, using Equation 
2.33.  The saturation current was found to increase with increased temperature, as expected, from 
0.046 pA ± 0.007 pA at 4 °C to 0.72 pA ± 0.06 pA at 33 °C.  Although the 7 μm i layer thick 
GaAs mesa p+-i-n+ photodiodes, D1 and D2, reported in Chapter 6 showed an improved ideality 
factor with increased temperature (Figure 6.18), attributed to the reduction of the recombination 
current and the increase of the diffusion current as the temperature increased (Sze & Ng, 2007), 
a different behaviour was observed with the 10 μm i layer thick GaAs mesa p+-i-n+ photodiode, 
D1.  The ideality factor was found to be improved at 4 °C (= 1.84 ± 0.02) compared with 33 °C 
(= 1.96 ± 0.01).  Ideality factor values close to 2 suggest that the recombination current dominated 
over the diffusion current (see Section 2.4.2).  The deterioration of the ideality factor at 33 °C 
was attributed to more thermally stimulated crystal lattice defects compared to 4 °C, being the 
main cause of the non-ideal behaviour of the device.  The leakage current, IR, of the device was 
found to increase with increased temperature from 0.4 pA (1.2 nA/cm2) at 4 °C to 9.9 pA 
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(31.6 nA/cm2) at 33 °C, both at the highest investigated reverse bias, -50 V (~ 50 kV/cm internal 
electric field).  The reported photodiode had comparable leakage current density with other high 
quality GaAs p+-i-n+ diodes, and as an example a leakage current density of 23 nA/cm2 at 33 °C 
was measured for the currently reported photodiode compared to 92 nA/cm2 at 30 °C (Bertuccio 
& Casiraghi, 2003) both at an internal electric field of ~ 30 kV/cm.    
 
The X-ray spectra to characterise the charge linearity response (Section 7.6.4) and the linearity 
with X-ray intensity (Section 7.6.5) of the spectrometer, as well as the X-ray fluorescent spectra 
of representative geological samples (Section 7.6.6) were all accumulated in the laboratory, at a 
temperature of 33 °C with the photodiode detector reverse biased at -15 V and at 1 μs shaping 
time.  The stability of the leakage current with time and its effect to the white parallel noise 
(Section 3.2) of the spectroscopic system was investigated and the results are presented below.  
The photodiode was left reverse biased at -15 V, and its leakage current was measured over a 
period of 8 hours, every 1 minute, at 33 °C.  The leakage current time stability of the photodiode 
at -15 V reverse bias and 33 °C can be seen in Figure 7.18 along with the calculated white parallel 
noise contribution at 1 μs, as described in Section 3.2. 
 
 
Figure 7.18. Leakage current of the 200 μm GaAs p+-i-n+ mesa photodiode, D1, measured at 
33 °C and -15 V reverse bias as a function of time.  The right y-axis shows the corresponding 
white parallel noise contribution of the measured dark current at 1 μs shaping time. 
 
The leakage current increased from 5.8 pA (corresponding to 8 e- rms) to 15 pA (corresponding 
to 13 e- rms) after 2.5 hours and remained stable thereinafter.  The source of leakage current time 
instability is related to the mechanism of conduction (Street, 2000).  Comparing Figure 7.18 with 
Figure 6.5, it can be said that there was a different cause of the leakage current instability of the 
10 μm i layer thick GaAs p+-i-n+ photodiode D1 at 33 °C and -15 V reverse bias compared to the 
leakage current instability of the two 7 μm i layer thick GaAs p+-i-n+ photodiodes, D1 and D2, at 
20 °C and -15 V reverse bias.  The exponential increase of the leakage current with time of the 
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two 7 μm i layer thick GaAs p+-i-n+ photodiodes, D1 and D2, at 20 °C and -15 V reverse bias 
(Figure 6.5) was attributed to trap assisted generation current due to possible defects which were 
annealed at 120 °C and/or to surface leakage current reduction due to the breaking of possible 
bonds between the atoms at the surface of the semiconductor and atoms in the atmosphere at this 
elevated temperature.  The slow and logarithmic increase of leakage current of the 10 μm i layer 
thick GaAs p+-i-n+ photodiode D1 at 33 °C and -15 V reverse bias over the first 2.5 hours is 
currently unknown. 
 
The depletion layer width, WD, and the effective doping concentration, Neff, of the i layer, as well 
as the white series noise contribution (see Section 7.6.3) of the photodiode were all determined 
from capacitance measurements.  The capacitance measurements were performed using an HP 
4275A Multi Frequency LCR meter (see Section 2.5.2) with 50 mV rms magnitude and 1 MHz 
frequency test signal.  The photodiode was installed inside a TAS Micro MT climatic cabinet for 
temperature control.  Figure 7.19 shows the measured junction capacitance as a function of 
forward and reverse bias at 4 °C and 33 °C.  The capacitance of the package (0.76 pF at 4 °C and 
0.95 pF at 33 °C) was subtracted from the total measured capacitance to give the junction 
capacitance shown in Figure 7.19.  The total error in the capacitance measurements, including 
the error in LCR meter, in packaging capacitance and rms error was estimated to be ± 0.03 pF.  
 
 
Figure 7.19. Capacitance as a function of (a) forward and (b) reverse bias of the 200 μm GaAs 
p+-i-n+ mesa photodiode, D1, measured at 4 °C (filled circles) and 33 °C (empty circles). 
 
The forward biased junction capacitance at 1 V was measured to increase with increased 
temperature, from 2.58 pF at 4 °C to 3.27 pF at 33 °C.  There is a significant contribution of the 
diffusion capacitance to the junction capacitance at forward applied biases due to the 
rearrangement of the minority carrier density (see Section 2.4.2).  The increase of the forward 
biased junction capacitance with increased temperature was attributed to the higher forward 
current, IF, at 33 °C compared to that at 4 °C (Figure 7.17a), since the diffusion capacitance is 
directly proportional to the forward current.     
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The depletion layer capacitance, defining the junction capacitance at applied reverse biases, was 
found to be temperature invariant for reverse biases greater than -3 V, at the investigated 
temperatures within the measurement error.  It was measured to be 0.38 pF at -50 V reverse bias 
both at 4 °C and 33 °C.  However, a temperature dependent depletion layer capacitance was 
measured for applied reverse biases ranging from 0 V to -3 V.  The depletion layer width, WD, of 
the photodiode was calculated using the measured depletion layer capacitance, CDL and Equation 
2.37 as a function of applied reverse bias for both temperatures, and can be seen in Figure 7.20.  
 
 
Figure 7.20. Calculated depletion width for the 200 μm GaAs p+-i-n+ mesa photodiode, D1, 
calculated from capacitance measurements as a function of applied reverse bias at 4 °C (filled 
diamonds) and 33 °C (empty diamonds). 
 
The depletion layer width of the photodiode was determined to only slightly increase with 
increased reverse bias.  More specifically, it was found to increase from 9.2 μm ± 0.7 μm at 0 V 
to 9.8 μm ± 0.8 μm at -50 V reverse bias and 4 °C and from 8.5 μm ± 0.5 μm at 0 V to 9.5 μm 
± 0.7 μm at -50 V reverse bias and 33 °C.  Another observation based on Figure 7.20 is that the 
photodiode is almost fully depleted at -1 V reverse bias, when operating at 4 °C whereas the same 
occurs at ~ -40 V reverse bias, when operating at 33 °C.  This might be explained, similarly to the 
same observation for the 7 μm i layer GaAs p+-i-n+ mesa photodiode D1 (Figure 6.23), with a 
presence of a thin region around the depletion region with non-ionised dopants at 4 °C which 
were ionised at 33 °C and limited the extension of the depletion layer at low reverse biases. 
(Mazzillo et al., 2012). 
 
The majority carrier concentration, approximated to the effective i layer doping concentration, 
Neff, of the i layer, as a function of distance below the p+-i junction was calculated using the 
differential capacitance method, based on Equation 2.38 and is shown in Figure 7.21.  It was 
found to increase from 0.2 × 1014 cm-3 at 9.2 μm ± 0.7 μm below the p+-i junction to 43 × 1014 cm-3 
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at the i-n+ interface at 4 °C.  Similarly, the effective doping density was found to increase from 1 
× 1014 cm-3 at 8.5 μm ± 0.5 μm below the p+-i junction to 86 × 1014 cm-3 at the i-n+ interface at 
33 °C.  Although the photodiode was found to be fully depleted (i.e. its depletion region was equal 
to the i layer thickness) at both temperatures, the doping profile of the i layer suggested that there 
might be a layer close to i+-n junction with non ionised dopants at 4 °C which were ionised at 
33 °C.  The uncertainties of the depletion layer widths were calculated propagating the uncertainty 
in the capacitance measurements (± 0.03 pF).  The arbitrary doping profile of the i layer (Figure 
7.21) determined using the differential capacitance method had a spatial resolution of the order 
of a Debye length, which has been calculated for GaAs with a doping concentration of 1014 cm-3 
at the temperature range 4 °C to 33 °C to be 0.4 μm (Sze & Ng, 2007).    
 
 
Figure 7.21. Calculated effective doping concentration as a function of distance below p+-i 
junction of the 200 μm GaAs p+-i-n+ mesa photodiode D1, at 4 °C (filled squares) and 33 °C 
(empty squares).  The uncertainty of the i layer thickness (highest depletion layer width) of the 
200 μm GaAs p+-i-n+ mesa photodiode D1, at 4 °C and 33 °C, as calculated by propagating the 
error in the capacitance measurement (± 0.03 pF), can also be seen. 
 
7.6.3  Measurements with an 55Fe radioisotope X-ray source 
The performance of the X-ray fluorescence spectrometer was initially characterised with 55Fe 
X-ray measurements at 4 °C.  In this section, the different noise contributions of the system at 
4 °C are concerned.  The relative performance of the instrument at 33 °C, which is the temperature 
of the subsequent measurements using the Mo target X-ray tube, is also shown. 
 
The 200 μm GaAs p+-i-n+ mesa photodiode, D1, was connected to the input of a custom-made, 
single-channel charge sensitive preamplifier without the feedback resistor (see Section 2.3.3).  An 
55Fe radioisotope X-ray source was positioned 3 mm above the top of the device.  The detector 
along with the preamplifier were installed inside a TAS Micro MT climatic cabinet throughout 
the measurements for temperature control.  The signal of the preamplifier was shaped using an 
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Ortec 572A shaping amplifier and was further connected to a multi-channel analyser (MCA) for 
digitisation.  The live time limit for each accumulated spectrum was 60 s. 
 
The temperature was initially set to 4 °C, the detector was kept reverse biased at -15 V and spectra 
were accumulated for τ = 0.5 μs, 1 μs, 2 μs, 3 μs, 6 μs and 10 μs.  Then, the temperature was 
increased to 33 °C and 55Fe were obtained for the same shaping times.  The accumulated spectra 
of the 55Fe radioisotope X-ray source at 4 °C and 33 °C with the best energy resolution (lowest 
FWHM) can be seen in Figure 7.22.  The detected 55Fe photopeak is the combination of the 
characteristic Mn Κα (5.9 keV) and Mn Kβ at (6.49 keV) lines of the 55Fe radioisotope X-ray 
source (Schötzig, 2000).  Gaussians were fitted to the peak taking into account the relative 
emission ratio (Schötzig, 2000) and the relative efficiency of the detector for the 5.9 keV and 
6.49 keV peak.  The spectra were energy calibrated based on the positions of the zero energy noise 
peak and the Mn Kα peak.  The uncertainty of the FWHM associated with fitting a Gaussian to 
the photopeak was estimated to be ≤ ± 10 eV for the GaAs p+-i-n+ mesa photodiode D1 reported 
in this section.  The energy resolution degraded from 580 eV at 4 °C to 680 eV at 33 °C, both 
at -15 V reverse bias and 2 μs shaping time.     
 
 
Figure 7.22. 55Fe spectra accumulated with the 200 μm GaAs p+-i-n+ mesa photodiode, D1, 
at -15 V reverse bias and 2 μs shaping time at (a) 4 °C and (b) 33 °C, along with the fitted Mn 
Kα and Kβ peaks (dashed lines). 
 
The FWHM was measured for all obtained spectra and can be seen in Figure 7.23.  The optimum 
shaping time was found to be 2 μs for both temperatures.  The energy resolution of a 
non-avalanche semiconductor detector coupled to a charge sensitive preamplifier assuming the 
incomplete charge collection noise is negligible, is degraded due to two independent sources of 
noise: Fano noise and electronic noise (see Section 3.1).  The Fano noise was calculated to be 
128 eV at 5.9 keV assuming an electron hole pair creation energy of 4.184 eV (Bertuccio & 
Maiocchi, 2002) and a Fano factor of 0.12 (Bertuccio et al., 1997).  The electronic noise, due to 
the detector itself and the preamplifier comprises white parallel noise, white series noise 
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(including the induced gate current noise contribution), 1/f noise and dielectric noise (see 
Section 3.2).  The white parallel noise, due to the leakage current of the detector and of the input 
Junction Field-Effect Transistor (JFET), is directly proportional to the shaping time.  The white 
series noise, due to the capacitance of the detector and of the input JFET, is inversely proportional 
to the shaping time.  The 1/f and dielectric noise are both shaping time invariant.  Hence, the 
experimental values of FWHM as a function of shaping time can be fitted through a 
multidimensional least squares estimation method to find the three parameters each of which has 
a different relationship with τ (Bertuccio & Pullia, 1993). 
 
 
Figure 7.23. FWHM at 5.9 keV at 4 °C (filled circles) and 33 °C (empty circles) as a function of 
shaping time at -15 V reverse bias for the 200 μm GaAs p+-i-n+ mesa photodiode D1. 
 
A multidimensional unconstrained nonlinear minimization was applied to the FWHM as a 
function of shaping time (Figure 7.23) for both temperatures and the fitting can be seen in 
Figure 7.24.  
 
The equivalent total capacitance and leakage current of the system were estimated from the 1/τ 
and τ proportional contributions respectively.  A total input capacitance including the detector 
capacitance, Cdet, the feedback capacitance, Cf, the stray capacitance, Cs and the input JFET 
capacitance, Ci, of 3.90 pF and 4.12 pF was estimated for 4 °C and 33 °C respectively.  This 
capacitance was attributed to the capacitance Cdet of the packaged detector at -15 V reverse bias, 
which was measured to be 1.13 pF and 1.35 pF at 4 °C and 33 °C respectively, to the capacitance 
Ci of the input JFET of the preamplifier (2 pF (Siliconix, 2001)), to the feedback capacitance Cf 
of the preamplifier and to the stray capacitance, Cs.  A total noisy leakage current (see 
Section 3.4.3), including twice the contribution of the detector leakage current, ILD, and the input 
JFET drain to gate leakage current, IDG, (i.e. 2(𝐼𝐼𝐿𝐿𝐷𝐷 + 𝐼𝐼𝐷𝐷𝐺𝐺) ), of 13.35 pA and 44.07 pA was 
estimated for 4 °C and 33 °C respectively.  Hence, the measured FWHM as a function of shaping 
time suggests that the sum of detector and input JFET leakage current was 6.67 pA and 22.03 pA 
at 4 °C and 33 °C respectively.  The input JFET drain to gate leakage current is regarded 
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negligible (< 1 pA) at the investigated temperatures, and thus the contributed leakage current was 
attributed to the detector being reverse biased at -15 V. 
 
 
Figure 7.24. Equivalent noise charge at (a) 4 °C and (b) 33 °C as a function of shaping time.  
The three noise contributions, inversely proportional to shaping time (white series), directly 
proportional to shaping time (white parallel) and shaping time invariant (Fano, 1/f and 
dielectric) have been determined with a multidimensional least squares fitting of the 
experimental points. 
 
The shaping time invariant noise contribution, consisting the Fano, 1/f and dielectric noise was 
estimated to be 512 eV and 565 eV at 4 °C and 33 °C respectively.  Subtracting in quadrature the 
calculated Fano noise at 5.9 keV and 1/f noise from the total shaping time invariant noise 
contribution, the dielectric noise of the system can be calculated.  It was found to be 495 eV 
(corresponding to 50 e- rms equivalent noise charge contribution) and 550 eV (corresponding to 
56 e- rms equivalent noise charge contribution) at 4 °C and 33 °C respectively.  The dielectric 
noise, attributed to lossy dielectrics at the input of the preamplifier, such as the feedback 
capacitance, the passivation of the input JFET surface as well as the detector itself and the 
packaging of the detector and input JFET, was found to be the dominant source of noise at all 
investigated shaping times and both temperatures, at -15 V reverse bias except at long shaping 
times at 33 °C.  At shaping times > 6 μs, the leakage current of the detector being reverse biased 
at -15 V and operating at 33 °C was found to give rise to the most significant noise contribution, 
the parallel white noise.  The increase of the dielectric noise at 33 °C compared to 4 °C is in 
accordance with the expected change in dielectric noise considering its relationship with the 
temperature and the capacitance (Equation 3.14).  Overall, the degradation of the energy 
resolution at 33 °C compared to 4 °C was attributed to both the leakage current and dielectric 
noise increase.  
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7.6.4  Energy calibration of the system 
The 200 μm GaAs p+-i-n+ mesa photodiode, D1, was connected to the input of the same 
custom-made, single-channel charge sensitive preamplifier used for the obtained spectra of an 
55Fe radioisotope X-ray source (Section 7.6.3).  The photodiode along with the preamplifier were 
housed in a metal box which had a 4 μm thick Al foil window.  The preamplifier housing was 
installed within an LD Didactic GmbH X-ray apparatus (part number 554 801) with a Mo target 
X-ray tube.  A custom-made Al collimator with internal PTFE was collimating X-rays from the 
Mo target X-ray tube.  The preamplifier and the photodiode were attached to the goniometer of 
the apparatus for precise positioning.  The output of the preamplifier was connected to an Ortec 
572A shaping amplifier.  The output of the shaping amplifier was then connected to an Ortec 
EASYMCA multi-channel analyser (MCA) for digitisation. 
 
The energy-charge response linearity of the system was performed using high purity metal X-ray 
fluorescence calibration targets of known composition.  A total of 9 metal targets were positioned 
in turn on the sample stand.  Table 7.2 shows the 9 metal targets used along with their primary 
line energy.   
 
Material 
(Primary line) 
Line Energy 
(keV) 
V (Kα) 4.95 
Cr (Kα) 5.41 
Mn (Kα) 5.89 
Cu (Kα) 8.04 
Zn (Kα) 8.63 
Au (Lα) 9.71 
Ge (Kα) 9.88 
Au (Lβ) 11.44 
Nb (Kα) 16.61 
Pd (Kα) 21.17 
Table 7.2. Fluorescence calibration samples used in this work with the corresponding X-ray 
emission line energies (Thompson et al., 2009). 
 
The calibration samples and the detector were positioned 45 ° and 135 ° to the collimator, 
respectively.  A diagram of the experimental set up can be seen in Figure 7.25.  A spectrum from 
each target was accumulated for 3 hours.  The X-ray tube voltage and current was set to 35 kV 
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and 1 mA respectively.  The X-ray tube was powered for 3 hours prior to any measurements in 
order for the temperature of the system to stabilize at 33 °C.  The detector was reverse biased at -
15 V throughout the measurements and the shaping time of the shaping amplifier was set to 1 μs. 
 
 
Figure 7.25. Diagram shown the experimental set up of the energy-charge response linearity 
characterisation of the spectrometer. 
 
Gaussians were fitted to the peaks of each accumulated spectra.  The centroid channel number of 
each fitted peak from each fluorescence calibration sample along with the accepted energies of 
those peaks were used to energy calibrate the system.  The plot of the MCA channel number as a 
function of energy can be seen in Figure 7.26.  The charge outputs had a linear relationship with 
photon energy, and the line of best fit was calculated using linear least squares fitting.      
 
 
Figure 7.26. Centroid MCA channel number as a function of energy for the 200 μm GaAs 
p+-i-n+ mesa photodiode, D1.  The line of best fit, as calculated using linear least squares fitting, 
can also be seen. 
 
The energy resolution (FWHM) of each fitted photopeak was measured and can be seen in Figure 
7.27.  It was found to increase from 695 eV at 4.95 keV to 735 eV at 21.17 keV.  The FWHM was 
attributed to the Fano noise and to the electronic noise, since it was found that the contribution of 
the incomplete charge collection noise was insignificant for these devices even at -5 V reverse 
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bias (Section 7.4).  Electronic noise was expected to be energy invariant.  However, the Fano 
noise was expected to increase with increasing photon energy (Equation 2.5); it was calculated to 
increase from 117 eV at 4.95 keV to 242 eV at 21.17 keV, assuming an electron hole pair creation 
energy of 4.184 eV (Bertuccio & Maiocchi, 2002) and a Fano factor of 0.12 (Bertuccio et al., 
1997).  The electronic noise was calculated by subtracting the Fano noise at each energy from the 
total measured FWHM.  It was found to be energy invariant with a mean of 680 eV ± 30 eV.  Its 
rms deviance was attributed to the error in fitting the photopeaks (±10 eV) and to possible leakage 
current instabilities of the detector throughout the measurements resulting in variations of the 
white parallel noise contribution.  The predicted FWHM can also be seen in Figure 7.27.  It was 
calculated assuming that the total FWHM comprised the electronic noise (= 680 eV) and the Fano 
noise calculated at each energy, and it was in good agreement with the measured FWHM.    
 
 
Figure 7.27. FWHM across the measured energy range.  The Au Lα and Lβ peaks were 
excluded from this graph due to difficulty of deconvolving them. 
 
7.6.5  Detector linearity with X-ray intensity 
The X-ray flux for the energy calibration of the system was kept at its maximum by setting the 
X-ray tube current at 1 mA.  In this section, the linearity of the photodiode detector response with 
varied X-ray intensity was investigated.  This was achieved by measuring the detected count rate 
(counts per second) as a function of X-ray tube current.  The same spectrum accumulation 
procedure was followed as it was for the energy calibration of the system, for two fluorescence 
calibration samples, Zn (Κα at 8.63 keV) and Nb (Κα at 16.6 keV).  The only difference was that 
the X-ray tube current was varied from 0.2 mA to 1 mA with a 0.2 mA step.  The count rate 
(counts per second) at each Kα peak, at both 8.63 keV and 16.6 keV, was determined as a function 
of X-ray tube current, and can be seen in Figure 7.28.  In order to remove any non-linearity of 
the X-ray tube’s output, a commercial LD Didactic GmbH Si p+-i-n+ photodiode detector (part 
number 559 938) was also used, and suggested a linear output of the X-ray tube with X-ray tube 
current. 
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Figure 7.28. Count rate at Nb Kα peak (16.6 keV) (× symbols) and Zn Kα peak (8.63 keV) 
(stars) as a function of X-ray tube current using the present 200 μm GaAs p+-i-n+ mesa 
photodiode.  The lines of best fit, as calculated using linear least squares fitting, can also be 
seen. 
 
A linear relationship was found for the 200 μm GaAs p+-i-n+ mesa photodiode response with 
varying X-ray tube current.  The line of best fit was calculated using linear least squares fitting 
and can be seen in Figure 7.28. 
 
7.6.6  Elemental analysis of deep seabed minerals 
A circular mesa GaAs p+-i-n+ photodiode for photon counting X-ray spectroscopy of 200 μm 
diameter having an i layer thickness of 10 μm have been characterised over the energy range 
4.95 keV to 21.17 keV at 33 °C.  The charge outputs as function of input photon energy was found 
to be linear.  Also, its response as a function of X-ray flux was found to be linear.  The spectra of 
two different samples (a manganese nodule and a black smoker) were obtained for elemental 
analysis. 
 
The procedure followed for obtaining spectra of the samples was the same as for the calibration 
targets.  Each sample was placed inside the LD Didactic GmbH X-ray apparatus on the sample 
stand.  The sample stand and the detector were positioned 45 ° and 135 ° to the collimator, 
respectively.  The temperature in the proximity of the X-ray tube was 33 °C.  The detector was 
reverse biased at -15 V throughout the measurements and the shaping time of the shaping 
amplifier was set to 1 μs.  Each spectrum was accumulated for 8 hours.  The background spectrum 
was also accumulated for the same period of time and subtracted from the obtained spectra.  The 
resulting spectra for the manganese nodule and the black smoker can be seen in Figure 7.29 and 
Figure 7.30 respectively. 
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Figure 7.29. Accumulated XRF spectrum of a manganese nodule using the 200 μm GaAs 
p+-i-n+ mesa photodiode, D1.  The fitted Mn Kα (purple), Fe Kα (orange), Ni Kα (blue), Cu Kα 
(green), Zn Kα (dark red), Pb Lβ (light blue), Sr Kα (light green), and Mo Kα (pink) can be 
seen.  The red dotted line corresponds to the sum of Mn, Fe, Ni, Cu and Zn Kα and Kβ peaks.  
 
 
Figure 7.30. Accumulated XRF spectrum of a black smoker using the 200 μm GaAs p+-i-n+ 
mesa photodiode, D1.  The fitted Fe Kα (orange), Ni Kα (blue), Cu Kα (green), Zn Kα (dark 
red), Pb Lβ (light blue), and Mo Kα (pink) can be seen.  The red dotted line corresponds to the 
sum of Fe, Ni, Cu and Zn Kα and Kβ peaks. 
 
For each spectrum, the energy of the main photopeaks was found and the elements of the deep 
seabed minerals were identified.  This was achieved with the aid of the energy calibration equation 
found for this system.  The elements being present in each sample were identified by the energies 
of their X-ray emission lines (Thompson et al., 2009).  The predicted FWHM defined previously 
was used to fit the main photopeaks of each spectrum.  A multi-peak fit, for peaks not being able 
to be resolved, was achieved adjusting the height of the emission lines of the potential elements 
using the energies of their X-ray emission lines (Thompson et al., 2009), the predicted FWHM of 
the system at each energy and the relative emission ratio (Sánchez del Rio et al., 2003) and the 
relative efficiency of the detector for their Kα and the Kβ peaks.   
 
The major and trace elements found in the manganese nodule was Mn, Fe, Ni, Cu, Zn, Pb, Sr, and 
Mo (Figure 7.29).  This is in agreement with the elements found in previously reported elemental 
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analysis of polymetallic nodules from the Central Indian Basin (Puri et al., 1998).  Also, 
manganese nodules from the Clarion-Clipperton Fracture Zone region were previously found to 
be enriched in Mn, Fe, Ni, Cu, Zn, Pb, and Mo (Glasby, 2006).  Although the tops of these nodules 
were also found to consist Co (Kα at 6.9 keV (Thompson et al., 2009)) at an average composition 
of 0.23 %, such a finding cannot be concluded for the presently reported manganese nodule.   
 
The major elements identified in the black smoker were Fe, Ni, Cu, Zn, Pb, and Mo (Figure 7.30).  
The most commonly observed minerals in previously studied black smokers were Fe, Cu, and Zn 
sulphides (Von Damm, 1990).  Mineralogical studies of sulfide chimneys from the Central Indian 
Ridge (north of the Rodriguez Triple Junction), Indian Ocean, showed a high cumulative Cu, Fe 
and Zn concentrations close to 50-60 wt. % (Münch et al., 1999).  They also showed high Co (Kα 
at 6.9 keV (Thompson et al., 2009)), Mo, and As (Kα at 10.5 keV (Thompson et al., 2009)) 
contents. 
 
The reported spectrometer, including a prototype GaAs p+-i-n+ mesa X-ray photodiode and a 
custom-made charge sensitive preamplifier, has been demonstrated as an X-ray spectrometer in 
the laboratory environment at 33 °C with a potential application in elemental analysis of deep 
seabed minerals.  The density and effective atomic number of GaAs directly affects the intrinsic 
quantum detection efficiency and hence, the accumulation time, over the X-ray energy range of 
interest (1 keV to 20 keV).  Thus, the choice of GaAs as the detector material results in minimised 
accumulation time compared to when a material with lower density and atomic number, such as 
Si, is used as the detector material.  Additionally, the high temperature tolerance of a spectrometer 
employing a GaAs p+-i-n+ photodiode detector (see Section 1.5) may be advantageous for such 
an application, where the detector might be required to operate at temperatures higher than the 
ambient seawater temperature (> 4 °C) in the vicinity of active hydrothermal vents.  Although the 
identification of major elements in the deep seabed minerals achieved with the currently reported 
spectrometer, having an energy resolution (FWHM at 5.9 keV) of 700 eV at 33 °C (1 μs), for 
minor and trace elements identification, a better energy resolution is required.  An improvement 
of the energy resolution of the system is expected when operating at 4 °C (temperature of the 
ambient seawater) at the optimum shaping time (2 μs) compared to 33 °C.  The energy resolution 
(FWHM) of the spectrometer at 5.9 keV was found to improve by 390 eV, reaching a value of 
580 eV at 4 °C (2 μs) (see Section 7.6.3).  The dielectric noise was found to be the dominant 
source of noise at 4 °C (see Section 7.6.3).  An improved design of the preamplifier’s front-end 
and the elimination of the packaging of both the detector and the input JFET would lead to better 
energy resolution compared to the currently reported spectrometer. 
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7.7  Conclusion 
A total of 22 randomly selected GaAs p+-i-n+ mesa X-ray photodiodes have been electrically 
characterised at room temperature with two representative diodes being further characterised as 
detectors for photon counting X-ray spectroscopy and one of the diodes for β- particle counting 
spectroscopy and elemental analysis of deep seabed minerals with X-ray fluorescence 
spectroscopy.  The devices had a 10 μm thick i layer.  There were 14 diodes with 200 μm 
diameters and 8 diodes with 400 μm diameters. 
 
The ideality factor, which was found to vary from 1.89 to 1.99 among different devices with a 
mean of 1.95 ± 0.02, indicated that the recombination current defined the forward current.  Low 
leakage current densities were measured for all devices at room temperature, at an applied electric 
field of 50 kV/cm: it was found to vary from 4 nA/cm2 to 67 nA/cm2 among all diodes (both 
200 μm and 400 μm diameter devices) with a mean of 30 nA/cm2 ± 20 nA/cm2.  The 400 μm 
diameter devices showed lower leakage current densities than the 200 μm diameter devices at 
50 kV/cm, suggesting that the surface leakage current was not negligible, possibly due to the 
devices being unpassivated. 
 
The i layer thickness and doping concentration of the devices were deduced from capacitance 
measurements.  All the diodes were almost fully depleted at 0 V.  The depletion width of the 
400 μm diameter devices was found to increase from 9.9 μm ± 0.2 μm at 0 V to 10.6 μm ± 0.2 μm 
at -50 V reverse bias.  The depletion width the 200 μm diameter devices was determined to be 
10 μm ± 1 μm at 0 V and 11 μm ± 1 μm at -50 V reverse bias.  The minimum unintentional doping 
density of the i layer, at the minimum distance below the p+-i junction, was found to be 2.8 × 
1014 cm-3 ± 0.9 × 1014 cm-3 for the 400 μm diameter devices and 0.8 × 1014 cm-3 ± 0.4 × 1014 cm-3 
for the 200 μm diameter devices. 
 
Results demonstrating the devices’ performance as room temperature X-ray spectrometers with 
an 55Fe radioisotope X-ray source were reported for the 200 μm diameter GaAs p+-i-n+ mesa 
photodiode, D1 and the 400 μm diameter GaAs p+-i-n+ mesa photodiode, D2, as functions of 
applied reverse bias at 10 μs shaping time.  The best energy resolution (FWHM at 5.9 keV) was 
achieved at -5 V reverse bias for both the 200 μm and a 400 μm diameter devices.  The FWHM 
was found to increase from 625 eV at -5 V reverse bias to 665 eV at -30 V reverse bias for the 
200 μm diameter detector.  Similarly, the FWHM of the 5.9 keV peak was found to increase from 
740 eV at -5 V reverse bias to 780 eV at -30 V reverse bias for the 400 μm diameter detector.  
Noise analysis showed that the dominant source of noise of the currently reported system was the 
dielectric noise.  It was calculated to be 590 eV ± 20 eV and 710 eV ± 20 eV when the 200 μm 
and the 400 μm diameter GaAs p+-i-n+ mesa photodiode, respectively, were used.  The 55Fe X-ray 
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spectra obtained with the two different diameters GaAs p+-i-n+ mesa photodiodes enabled the 
determination of the apparent dissipation factor of GaAs, assuming only the contribution of the 
detector to the dielectric noise was different between the 200 μm diameter device-preamplifier 
system and the 400 μm diameter device-preamplifier system; a value of 4 × 10-3 at room 
temperature was determined. 
 
A 63Ni (endpoint energy = 66 keV) β- spectrum was obtained with the 200 μm diameter GaAs 
p+-i-n+ mesa photodiode, D1, to characterise the GaAs photodiodes as electron detectors.  An 
internal quantum detection efficiency, QEinternal, of 77 % at 66 keV was calculated for the reported 
detector.  The accumulated spectrum had an apparent endpoint energy of 50 keV which suggested 
that 75 % of the 66 keV particle energy was deposited at the active i layer.  CASINO simulations 
showed that the layers between the active 63Ni and detector (i.e. inactive Nickel overlayer of the 
63Ni radioisotope β- particle source and 5 mm of air) and the inactive layers at the front of the 
detector (annular Ti/Au contact and p+ layer) limited the total energy being deposited at the active 
layer of the device.  Simulations showed that β- particles with an energy of 25 keV impinging on 
the optical window of the detector (28 keV when impinging on the top Ohmic contact) were all 
absorbed before reaching the active i layer.  Also, a percentage of β- particles with an energy 
higher than 60 keV was absorbed in the n+ layer/substrate.  CASINO simulations at the endpoint 
energy of the 63Ni radioisotope β- particle source revealed that the detected energy of 66 keV 
β- particles can range from 0 keV to 60 keV, depending on their track.  Although the GaAs devices 
reported here were not specifically designed for β- or electron spectroscopy, it can be concluded 
that they can be used for counting β- particles (electrons) and measuring the total energy being 
deposited in their active region.   
 
The 200 μm diameter GaAs p+-i-n+ mesa X-ray photodiode, D1, has been studied for its suitability 
for in situ elemental analysis of deep seabed minerals using XRF.  Initially, the photodiode 
detector was electrically characterised at 4 °C.  Due to the temperature, 33 °C, set by the Mo 
target X-ray tube used to excite the X-ray fluorescence calibration samples and the deep seabed 
minerals, electrical characterisation at this elevated temperature was also included.  An increase 
of the saturation current from 0.046 pA ± 0.007 pA at 4 °C to 0.72 pA ± 0.06 pA at 33 °C was 
measured.  Also, a deterioration of the ideality factor from 1.84 ± 0.02 at 4 °C to 1.96 ± 0.01 at 
33 °C was identified and was attributed to more thermally stimulated crystal lattice defects at 
33 °C compared to 4 °C, being the main cause of the non-ideal behaviour of the device.  A leakage 
current increase from 0.4 pA (1.2 nA/cm2) at 4 °C to 9.9 pA (31.6 nA/cm2) at 33 °C, both at the 
highest investigated reverse bias, -50 V (~ 50 kV/cm internal electric field) was also measured.  
The leakage current was found to increase from 5.8 pA (corresponding to 8 e- rms) to 15 pA 
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(corresponding to 13 e- rms) after 2.5 hours and remained stable thereinafter, when reverse biased 
at -15 V and operating at 33 °C. 
 
Capacitance measurements showed that although the forward biased junction capacitance, 
contributed by the diffusion capacitance, was temperature dependent, increasing from 2.58 pF at 
4 °C to 3.27 pF at 33 °C at 1 V forward bias, the depletion layer capacitance was temperature 
invariant for reverse biases greater than -3 V, at the investigated temperatures within the 
measurement error.  The depletion layer was determined to be 9.8 μm ± 0.8 μm and 9.5 μm 
± 0.7 μm at 4 °C and 33 °C respectively, at -50 V reverse bias.  However, the depletion layer 
capacitance was found to be temperature dependent at low reverse applied biases (|VAR| < 3 V).  
This was explained with a presence of a thin region around the depletion region with non-ionised 
dopants at 4 °C which were ionised at 33 °C and limited the extension of the depletion layer at 
low reverse biases.  The effective doping concentration of the i layer was determined to increase 
from 0.2 × 1014 cm-3 at 9.2 μm ± 0.7 μm below the p+-i junction to 43 × 1014 cm-3 at the i-n+ 
interface at 4 °C.  Similarly, the effective doping concentration was found to increase from 1 × 
1014 cm-3 at 8.5 μm ± 0.5 μm below the p+-i junction to 86 × 1014 cm-3 at the i-n+ interface at 33 °C. 
 
The noise analysis of the system was performed at 4 °C and the effects of increasing the 
temperature at 33 °C was investigated.  These were achieved with 55Fe spectra obtained at both 
temperatures as functions of shaping time.  The optimum shaping time at -15 V reverse bias was 
found to be 2 μs and a broadening of the 5.9 keV peak, quantified by the FWHM, from 580 eV at 
4 °C to 680 eV at 33 °C was recorded.  This was attributed to the leakage current and dielectric 
noise increase at 33 °C.  The measured FWHM as a function of shaping time at 4 °C suggested 
the presence of 3.90 pF total capacitance and 13.35 pA total leakage current at the input of the 
preamplifier with additionally 50 e- rms equivalent noise charge contribution of the dielectric 
noise.  Similarly, the measured FWHM as a function of shaping time at 33 °C suggested the 
presence of 4.12 pF total capacitance and 44.07 pA total leakage current at the input of the 
preamplifier with additionally 56 e- rms equivalent noise charge contribution of the dielectric 
noise. 
 
The 200 μm GaAs p+-i-n+ mesa photodiode, D1, was then characterised over the energy range 
4.95 keV to 21.17 keV at 33 °C.  Initially, 9 known fluorescence calibration targets were used to 
energy calibrate the system.  A Mo target X-ray tube was used for exciting the samples.  The plot 
of the MCA channel number as a function of energy showed that the charge outputs had a linear 
relationship with photon energy.  The line of best fit was calculated using linear least squares 
fitting.  The FWMH of each photopeak of all calibration targets was measured.  It was found to 
increase from 695 eV at 4.95 keV to 735 eV at 21.17 keV.  The increase of the FWHM with 
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increased energy was attributed to the increase of the Fano noise from 117 eV at 4.95 keV to 
242 eV at 21.17 keV.  The electronic noise was found to be energy invariant having a mean value 
of 680 eV ± 30 eV over the measured energy range.  Additionally, the relationship of the 
photodiode response was investigated as a function of varied X-ray intensity using two 
fluorescence calibration samples, Zn (Κα at 8.63 keV) and Nb (Κα at 16.6 keV), and found to be 
linear. 
 
Two different deep seabed minerals, a manganese nodule from the Pacific Ocean and a black 
smoker from the Indian Ocean, were analysed for their elemental composition using the same Mo 
target X-ray tube and the 200 μm GaAs p+-i-n+ mesa photodiode, D1.  The energy of the main 
photopeaks of the obtained spectra was calculated using the energy calibration of the system.  
Gaussian peaks were fitted to each photopeak using the predicted FWHM of the reported system 
at each energy.  It was found that the manganese nodule consisted of Mn, Fe, Ni, Cu, Zn, Pb, Sr, 
and Mo.  The black smoker was found to consist of Fe, Ni, Cu, Zn, Pb, and Mo.  All are in 
agreement with previous studies of manganese nodules (Puri et al., 1998) (Glasby, 2006) and 
black smokers (Von Damm, 1990) (Münch et al., 1999).   
 
The use of a GaAs p+-i-n+ mesa photodiode for elemental analysis of deep seabed minerals using 
XRF spectroscopy has been demonstrated in the laboratory environment at 33 °C.  The XRF 
spectrometer can potentially provide insight into hydrothermal processes and revolutionize the 
seabed mining activities with in situ characterisation of the seabed minerals.  Another potential 
application of the reported GaAs XRF spectrometer could be for future space missions to icy 
moons, such as Europa, and the exploration of their oceans.   
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8.1  Conclusions 
4H-SiC and GaAs photodiode detectors have been investigated for their suitability as radiation 
detectors for harsh environment (high temperature and intense radiation) applications.   
 
4H-SiC Schottky UV photodiode detectors (D1 to D4) with Ni2Si interdigitated contacts were 
characterised for their response under UV illumination.  The measurements conducted included 
dark current and capacitance measurements as functions of applied bias at temperatures from 
20 °C to 120 °C as well as UV responsivity measurements as functions of wavelength at biases 
from 0 V to -15 V at room temperature.  The electrical characterisation was completed with 
calculations of key parameters of the devices and the UV responsivity measurements were 
supported by calculated expected responsivity. 
 
The ideality factor improvement and the zero band barrier height increase as the temperature 
increased from 20 °C to 120 °C suggested the presence of an inhomogeneous barrier.  The high 
quality of the 4H-SiC epitaxial layer and the high barrier height of the Ni2Si/4H-SiC Schottky 
contact was believed to result in the measured low leakage current densities, which were 
comparable with the lowest leakage current densities reported for 4H-SiC Schottky diodes.  At 
the highest investigated temperature (120 °C) and applied reverse bias (-50 V, corresponding to 
an internal electric field of 83 kV/cm), the leakage current densities of D1, D2, D3, and D4 were 
measured to be 8.2 nA/cm2, 8.3 nA/cm2, 8.3 nA/cm2 and 8.9 nA/cm2, respectively.  The better 
photoresponsivity, and equally the higher internal quantum detection efficiency, under UV 
illumination of the 4H-SiC Schottky UV photodiodes reported here compared to previously 
reported 4H-SiC UV Schottky diodes employing thin metal Schottky contacts was attributed to 
the interdigitated Schottky contacts.  A peak UV photoresponsivity (at 270 nm) of 0.080 A/W, 
0.100 A/W, 0.098 A/W, and 0.094 A/W was measured at room temperature and at -15 V reverse 
bias for D1, D2, D3, and D4, respectively.  Comparisons of the measured UV photoresponsivity 
with the calculated expected photoresponsivity suggested trapping and charge loss at low internal 
electric fields which were improved with increased applied reverse bias.  The low dark currents 
of the 4H-SiC Schottky diodes and the Ni2Si interdigitated contacts, both resulting in almost four 
orders of magnitude UV photocurrent-to-dark current contrast (despite the relatively low 
illumination intensity used for the UV responsivity measurements), along with the inherent 
properties of 4H-SiC and the Schottky structure, resulting in high visible blindness (at least 10-3), 
suggested that the reported devices could operate even at low UV light intensities and at high 
visible and IR backgrounds without the use of filters. 
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4H-SiC Schottky diode arrays were characterised for their high temperature X-ray spectral 
properties.  Five 4H-SiC Schottky diodes (D1 to D5) with thin NiSi Schottky contacts, to improve 
the internal quantum detection efficiency,  were in a combined 2 × 2 and 1 × 3 pixel configuration.  
Although the 4H-SiC Schottky diodes showed unexpected high leakage current at room 
temperature, double barrier heights and high ideality factors, they operated as detectors for photon 
counting X-ray spectroscopy at 33 °C, with modest energy resolution.  The diodes were reverse 
biased at -60 V and the measured energy resolution (FWHM at 17.4 keV) achievable with each 
diode ranged from 1.36 keV (D4) to 1.68 keV (D1), at 33 °C and 1 μs shaping time.  These results 
are not as good as the best experimental reports on single pixel 4H-SiC X-ray detectors (196 eV 
FWHM at 5.9 keV at 30 °C (Bertuccio et al., 2011)).  However, the majority of the noise present 
in the 4H-SiC X-ray spectrometer reported here appeared to be from the non-optimised 
preamplifier input (dielectrics around the input of the preamplifier) giving rise to dielectric noise.  
The electrical characterisation over the temperature range 20 °C to 140 °C showed a slight 
increase in leakage current, as the temperature increased from 20 °C to 80 °C, and in capacitance 
as the temperature increased from 20 °C to 140 °C, which suggested that the presented 4H-SiC 
Schottky diodes are likely to operate well at high temperatures. 
 
GaAs mesa p+-i-n+ X-ray photodiodes (D1 and D2) with 7 μm i layers and 200 μm diameters have 
also been investigated.  At the maximum applied reverse bias (-15 V, corresponding to an internal 
electric field of 22 kV/cm), the leakage current densities of D1 and D2 were measured to be 
17.4 nA/cm2 and 1.08 nA/cm2 at room temperature, increasing to 24.36 μA/cm2  and 9.39 μA/cm2 
at 120 °C, respectively.  These values, which resulted from generation for temperatures < 100 °C 
and from diffusion for temperatures ≥ 100 °C, were comparable with other high quality GaAs 
p+-i-n+ photodiodes (Bertuccio et al., 2003).  The presence of a dead layer at the face of the devices 
with a thickness of 0.16 μm, in which the generated carriers from photon absorption did not 
contribute to the photocurrent, was deduced from visible and near infrared responsivity 
measurements at room temperature.  The X-ray spectrometer, including one GaAs mesa p+-i-n+ 
photodiode with a 7 μm i layer and a custom-made charge sensitive preamplifier, had an energy 
resolution (FWHM at 5.9 keV) of 730 eV, at 0 °C, which increased to 840 eV at 60 °C.  The 
dielectric noise was found to be the dominant source of noise of the X-ray spectrometer apart 
from the spectra obtained at 60 °C (and |𝑉𝑉𝐴𝐴𝑅𝑅| > 0 V, τ > 5 μs), where the parallel white noise 
dominated.  Although the energy resolution of the GaAs (7 μm i layer thick) X-ray spectrometer 
was better than previously reported thinner mesa X-ray photodiodes, the energy resolution could 
be further improved, towards the best reported results for GaAs photodiodes (300 eV by Erd et 
al. (2002) and 266 eV by Owens et al. (2001)), by some modifications.  The elimination of the 
detector’s and input JFET’s packaging, and the integration of both on the same wafer is believed 
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to reduce the dielectric noise.  A FWHM at 5.9 keV of 276 eV was estimated if the dielectric noise 
could be eliminated. 
 
GaAs mesa p+-i-n+ photodiodes of similar design and thicker i layers (10 μm) have been 
characterised to investigate the performance improvements compared to thinner devices.  A total 
of 22 devices, having diameters of 200 μm and 400 μm, were electrically characterised at room 
temperature.  Dark current measurements showed that the generation-recombination current 
dominated, and they revealed the significant contribution of the surface leakage component, 
which may be reduced in future with surface passivation.  An improvement of the FWHM at 
5.9 keV of the X-ray spectrometer employing a 10 μm i layer thick GaAs mesa p+-i-n+ photodiode 
(625 eV, at room temperature) compared to the X-ray spectrometer employing a 7 μm i layer thick 
GaAs mesa p+-i-n+ photodiode (745 eV, at room temperature) was recorded, which was attributed 
to the lower capacitance of the 10 μm c.f. 7 μm i layer thick devices resulting in less WS, 1/f, and 
dielectric noise contributions. 
 
One 10 μm i layer GaAs mesa p+-i-n+ photodiode has also been investigated for its suitability in 
β- particle (electron) spectroscopy.  Although the GaAs device was not specifically designed for 
β- or electron spectroscopy, it was concluded that it can be used for counting β- particles 
(electrons) and measuring the total energy from each particle deposited in its active region.  The 
reported electron spectrometer had an internal quantum detection efficiency of 77 % at 66 keV.   
The accumulated 63Ni β- spectrum (endpoint energy = 66 keV) had an apparent endpoint energy 
of 50 keV which was attributed to the absorption of electrons (β- particles) in the dead layers of 
the measurement system (Ni overlayer, air, Ti/Au contacts, p+ layer, n+ layer, and substrate), based 
on CASINO simulations.  One potential application of such an electron spectrometer is in situ 
low energy (1 keV to 100 keV) electron spectroscopy at Europa towards verification of the auroral 
observations (Roth et al., 2014) (Sparks et al., 2016) being due to electron impact excitation of 
water vapor plumes.  The use of GaAs detector in such an application would accommodate the 
requirement of radiation hard electronics in intense radiation environments, such as Europa.  A 
reduced thickness of the p+ layer (~ 0 μm) and an increased thickness of the active i layer (~30 μm) 
would increase the intrinsic internal quantum detection efficiency of the detector within the 
electron energy of interest (1 keV to 100 keV). 
 
Preliminary work towards the development of an X-ray spectrometer for in situ analysis of deep 
seabed minerals was reported.  The same 10 μm i layer GaAs mesa p+-i-n+ photodiode detector 
was characterised at temperatures of 4 °C (the ambient temperature of deep ocean water) and 
33 °C.  The GaAs X-ray fluorescence spectrometer had a FWHM at 5.9 keV of 580 eV, at 4 °C.  
It was found that the charge output of the X-ray spectrometer had a linear relationship with photon 
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energy over the energy range of 4.95 keV to 21.17 keV and that the response of the X-ray 
spectrometer (counts per second) had a linear relationship with X-ray intensity.  Using the 
prototype spectrometer, X-ray fluorescence  analysis of two deep seabed minerals (manganese 
nodule and black smoker) at 33 °C revealed the presence of Mn, Fe, Ni, Cu, Zn, Pb, Sr, and Mo, 
in the manganese nodule, and of Fe, Ni, Cu, Zn, Pb, and Mo, in the black smoker.  The GaAs 
X-ray spectrometer had an energy resolution (FWHM at 5.9 keV) of 680 eV, at this elevated 
temperature (33 °C).  The main source of noise was found to be the dielectric noise, and again, a 
reduction of the dielectric noise, believed to be achievable through the elimination of the 
detector’s and input JFET’s discrete packaging, and the integration of both on the same wafer, 
could further improve the energy resolution of the GaAs X-ray fluorescence spectrometer.  In situ 
characterisation of deep seabed minerals with XRF, potentially advancing ocean mining 
activities, could be benefit from the use of a wide bandgap detector, such as GaAs, which can 
potentially withstand the high temperatures encountered at seafloor hydrothermal systems. 
 
The work presented in this thesis, including extensive characterisation of the devices at different 
operating conditions (bias, temperature, and illumination), supported calculations, and 
accompanied comparisons of the results with previous published reports, advances the state of the 
art for 4H-SiC and GaAs photodiode radiation detectors for harsh environment applications.  The 
results showed that both wide bandgap semiconductor materials are good candidates for high 
temperature and intense radiation environment applications (both extra-terrestrial and terrestrial) 
with restrictions in mass, volume, power consumption, and cost.  Such applications include future 
space missions to high temperature (> 20 °C) environments (such as 482 °C at the surface 
of Venus (Kolawa et al., 2007)) and to intense radiation environments (such as Jupiter and the 
Galilean moons (Atzei et al., 2007) where doses as high as 6 MRad may be encountered).  X-ray 
fluorescence spectroscopy for elemental analysis of deep seabed minerals may also be benefit 
from the use of wide bandgap semiconductor radiation detectors. 
 
It should be noted that the selection of the most appropriate semiconductor detector 
(semiconductor material, type of detector, growth and fabrication techniques) for each application 
differs, and it is driven from the application’s requirements (temperature of operation, energy 
range of detection, energy resolution, quantum efficiency).  As in other cases, trade-offs usually 
occur in the selection of the suitable detector.  One trade-off, underlined in the thesis, is between 
a semiconductor material with wide bandgap to reduce the thermally generated carriers and a 
material with a small electron hole pair creation energy to increase the number of charge carriers 
generated per energy of the incoming photon.  A leakage current density of 8.2 nA/cm2 (at 
83 kV/cm internal electric field, Section 4.3.1) and 9.39 μA/cm2 (at 22 kV/cm internal electric 
field, Section 6.6.1) at 120 °C was measured with a 4H-SiC and GaAs device, respectively, with 
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the lower leakage current density of 4H-SiC device attributed to its wider bandgap compared to 
GaAs.  However, the lower electron hole pair creation energy of GaAs compared to 4H-SiC 
resulted in better (lower) energy resolution of the X-ray spectrometer employing a GaAs detector 
(745 eV FWHM at 5.9 keV) compared to the X-ray spectrometer employing a 4H-SiC detector 
(1.36 keV FWHM at 17.4 keV), even though both spectrometers had similar equivalent noise 
charge (76 e- rms in the GaAs spectrometer and 74 e- rms in the 4H-SiC spectrometer).  A direct 
consequence of the relationship between the electron hole pair creation energy and the energy 
resolution of the spectrometer (Equation 3.1) is the importance of low noise readout electronics 
for wide bandgap detectors due to the typically greater electron hole pair creation energies of wide 
bandgap materials compared to Si and narrow bandgap materials. 
 
8.2  Future work 
Along with the results and the discussions, possible further measurements were proposed, as were 
different potential improvements for each detector/spectrometer presented in the thesis, which all 
could be considered for future work. 
 
The importance of the use of a wide bandgap (6H-SiC) input transistor for the preamplifier in 
reducing the electronic noise of the wide bandgap spectrometer, especially at high temperatures 
(> 20 °C), has been suggested based on analytical theory.  The calculations of the noise arising 
from a 6H-SiC input JFET need to be confirmed by experimentally determined values, at room 
and higher temperatures.  This would allow verification/refutation of the predicted improvement 
that a wide bandgap input transistor would offer compared to a Si JFET.  In addition to 6H-SiC 
JFETs, other wide bandgap JFETs, such as GaAs and GaN, should be investigated, both 
analytically and experimentally, for their performance as input JFET in a charge sensitive 
preamplifier to be used in X-ray and electron spectroscopy at high temperatures.  
 
Thicker (> 6 μm) 4H-SiC UV Schottky diodes would result in increased UV photoresponsivity at 
the long wavelength range (280 nm to 380 nm) with the benefit of UV detection at low UV light 
intensities.  To ensure operation at high temperatures and characterise the detectors’ performance 
as high temperature UV detectors, the UV photoresponsivities of the existing 4H-SiC Schottky 
photodiodes should be investigated at temperatures up to 120 °C. 
 
Studies on the growth and fabrication processes of the 4H-SiC Schottky arrays as well as the 
GaAs mesa p+-i-n+ photodiodes should be carried out to optimise these processes.  Techniques to 
eliminate the presence of inhomogeneous barrier of the Schottky diodes, and to supress the 
peripheral leakage currents (such as passivation), which currently lead to non idealities, should 
also be investigated. 
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Chapter 8 Conclusions and Future Work 
 
An immediate benefit would result from improving the energy resolution of the X-ray and 
electron spectrometers reported in this thesis.  The dominant source of noise of the reported 
spectrometers, the dielectric noise, is believed to be supressed by redesigning the preamplifier’s 
front-end and eliminating the discrete packaging of both the detector and the input JFET, ideally 
by integrating the JFET on the detector. 
 
Although radiation hardness measurements have been previously reported for both 4H-SiC and 
GaAs with γ-rays, electrons, neutrons, protons, and α particles, characterisation of the radiation 
hardness of the reported wide bandgap photodiodes would be beneficial.  Radiation hard 
measurements with the particles/photons, energy ranges, and fluxes of the specific radiation 
environments of the proposed applications (such as Europa) would be essential to verify the 
suitability of these wide bandgap materials to particular applications and accurately determine the 
likely lifetime of detector in such environments. 
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