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Abstract. We examine the problem of distributed estimation when only
one sensor can take a measurement per time step. The measurements are
then exchanged among the sensors. The problem is motivated by the use
of sonar range-finders used by the vehicles on the Caltech Multi-Vehicle
Wireless Testbed. We solve for the optimal recursive estimation algo-
rithm when the sensor switching schedule is given. Then we investigate
several approaches for determining an optimal sensor switching strat-
egy. We see that this problem involves searching a tree in general and
propose and analyze two strategies for pruning the tree to keep the com-
putation limited. The first is a sliding window strategy motivated by the
Viterbi algorithm, and the second one uses thresholding. We also study
a technique that employs choosing the sensors randomly from a proba-
bility distribution which can then be optimized. The performance of the
algorithms are illustrated with the help of numerical examples.
1 Introduction and Motivation
Recently there has been a lot of interest in networks of sensing agents which act
cooperatively to obtain the best estimate possible, (e.g. [1] and the references
therein). While such a scheme admittedly has higher complexity than the strat-
egy of treating each sensor independently, the increased accuracy often makes
it worthwhile. If all the sensors exchange their measurements, the resulting es-
timate can be better even than the sensor with the least measurement noise
(were no information exchange happening). The advantages of forming sensor
networks are even greater if the sensors are heterogenous. The increased com-
plexity arises from the communication infrastructure atop every sensor and the
algorithmic changes needed for fusing the measurements from other sensors to
obtain a better estimate.
Because of the above-mentioned advantages, there has been a lot of attention
on data fusion of heterogeneous sensor measurements, as in [2]. Works such as
the EYES project [3], WINS [4], and Smart Dust [5], are examples of systems
implementing such networks. The assumption usually made in the analysis of
such systems is that all the sensors take measurements at the same time. Thus
the main issue is multi-sensor data fusion. One example of many sensor fusion
algorithms can be found in [6]. The sensor management issues, if present at
all are in the context of energy efficiency [7, 8], imperfect localization of sensor
platforms [9], optimal coverage of a given region [10, 9], and efficient networking
and communication protocols [11].
2However, in some applications, the use of one sensor places restrictions on the
use of other sensors. This situation exists whenever simultaneous use of sensors
causes interference in measurements. We face this situation in our own work
related to the Caltech Multi-Vehicle Wireless Testbed (MVWT) [12]. When the
individual vehicles are using sonar range-finding devices, only one sensor can
be active at any time. In such a case, apart from the issue of optimal multi-
sensor data fusion, there is the additional issue of optimally scheduling the sensor
measurements so as to minimize the state estimate error covariance.
In this paper, we study this problem of coming up with the optimal sensor
schedule when only one sensor is allowed to take the measurement at every time
step. While optimization of sensor schedules have been examined using optimal
or stochastic control theory techniques, as in [13, 14], solutions to Ricatti differen-
tial equations, and even information-theoretic methods, as in [15], we pursue two
simpler methods, sliding window and thresholding, for determining an optimal
sensing schedule. These methods trade computation/memory requirements for
sub-optimality; however, they seem to work well on the simulation examples. In
addition, we also study a method that involves simply choosing the sensors ran-
domly according to some probability distribution. The probability distribution
can then be optimally chosen so as to minimize the expected error covariance.
The paper is organized as follows. In the next section, we set up the problem
and solve for the optimal data-fusion algorithm for a given sensor schedule. We
briefly consider the degradation in the performance when this scheme is used for
the case when communication noise is present. Then we consider the question
of choosing the optimal sensor schedule, which is the focus of the paper. We
present some methods that obtain sub-optimal sensor schedules, but have the
advantage of being much simpler to use. We demonstrate these algorithms with
the help of examples and end with conclusions and scope for future work.
2 Modeling and Problem Formulation
Consider the system evolving as follows.
x[k + 1] = Ax[k] + Bw[k]. (1)
x[k] ∈ Rn is the process state at time step k and w[k] is the process noise. The
process noise is assumed white, Gaussian and zero mean with covariance matrix
Q. The process state is being observed by N sensors with the measurement
equation for the i-th sensor being
yi[k] = Cix[k] + vi[k], (2)
where yi[k] ∈ R
s is the measurement. The measurement noises vi[k]’s for the
sensors are assumed independent of each other and of the process noise. Further
the noise vi[k] is assumed to be white, Gaussian and zero mean with covariance
matrix Ri. It is assumed that only one sensor can be used at any time. However,
unless stated otherwise, we assume that the measurements are communicated
3to all the sensors in an error-free manner. The estimate of i-th sensor given the
measurements till time steps k− 1 is denoted by xˆi[k|k− 1] or in short as xˆi[k].
We first pose the question: Assuming the sensor switching sequence to be given
what is the optimal filtering for the i-th node?
It is fairly obvious that the innovation for the i-th node at time step k is
given by
ei[k] = yj [k]− Cj xˆi[k|k − 1], (3)
where we have assumed that the j-th sensor takes the measurement at time step
k. Then following the standard derivation (see, e.g., [16]), we obtain the recursive
optimal filtering equation as
xˆi[k + 1|k] = Axˆi[k|k − 1] + K
i
kei[k],
where
Kik = APi[k|k − 1]C
T
j R
−1
ej [k]
, Rei[k] = CjPi[k|k − 1]C
T
j + Rj
and Pi[k|k − 1]’s evolve as
Pi[k + 1|k] = (A−K
i
kCj)Pi[k|k− 1](A−K
i
kCj)
T + BQBT + KikRj(K
i
k)
T . (4)
Assuming the initial state x[0] has mean zero and covariance Π0, the initial
covariance matrix for above recursions is also given by Pi(0|−1) = Π0. Pi[k|k−1]
is the error covariance for the i-th sensor at time step k when it has processed
the measurements till time step k− 1. We will refer to it as Pi[k] in short. Note
that since all the nodes have access to the same measurements, then there is only
one innovation and hence all the state estimates are the same. So the subscript
i is unnecessary in this case and Pi[k] = P [k] for all i. We find that the optimal
equations are simply those of a Kalman filter assuming a time-varying sensor.
This is not surprising since all the measurements are being shared and hence the
underlying philosophy is still that of a centralized estimator.
2.1 Kalman Filter - Communication Noise
Let us assume now that any signal exchanged between sensor nodes i and j is
corrupted by additive, zero-mean, Gaussian white noise, vij . We wish to see how
the performance of the scheme of exchanging measurements between the sensors
outlined above is affected. Going through a similar derivation as above, we find
that equation (3) is modified to
ei[k] = yj [k]− Cj xˆi[k|k − 1] + vij [k],
assuming that j-th sensor has taken the measurement at time step k. Let us
assume the noise vector ζ[k] = (w[k], vi[k], vij [k])
T
to be described by
E
[
ζ[k]ζ[l]T
] 4
=

Q 0 00 Ri 0
0 0 Rij

 δ(k − l).
4Then, we find that the Kalman filter form remains the same as before except
that equation (2) becomes
Rei[k] =CjPi[k|k − 1]C
T
j +Rj +Rij . (5)
and equation (4) changes to
Pi[k + 1|k] = (A−K
i
kCj)Pi[k|k − 1](A−K
i
kCj)
T + BQBT + KikRj(K
i
k)
T
+KikRij(K
i
k)
T (6)
We note that the only difference from the earlier case is that the effective mea-
surement noise includes the actual sensor noise plus the communication noise.
Observe, however, that sending only the measurement from one sensor to the
other might not be the optimal thing to do in this case. Sending more infor-
mation (e.g., the state estimates) might lead to better performance for all the
sensors considered together.
2.2 Optimization of the Sensor Schedule
In the analysis presented so far, we have assumed that the sensor schedule was
given. Thus we wanted to find out the optimal recursive solution to the problem
of optimal estimation for a fixed sensor switching sequence. It is obvious that
the minimum error covariance achievable is a function of the sensor schedule.
Thus, a more general problem is that of finding the optimal switching sequence.
We wish to find the sensor schedule that minimizes the error covariance for the
sensors over a given time horizon. In the next section, we consider this problem.
For simplicity and without loss of generality, we consider only two sensors and
define the cost function to be the sum of the error covariance matrices for the two
sensors over the running time of the system. In other words, our cost function J
is given by
J =
N∑
k=0
trace (P1[k] + P2[k]) ,
where, as before, P1[k] and P2[k] are error covariances of the estimates of the
two sensors at time step k. We have assumed that the system begins at time
k = 0 and goes on till k = N . In a more general case, the covariances can be
variously weighted to set up the cost function if getting a good estimate either
at some time steps or for some sensors is more important than others.
3 Optimization Algorithms
We can represent all the possible sensor schedule choices by a tree structure, as
shown in figure 1 for the case of two sensors. The depth of any node in the tree
represents time instants with the root at time zero. The branches correspond to
choosing a particular sensor to be active at that time instant. Thus, the path
from the root to any node at depth d represents a particular sensor schedule
5choice for time steps 0 to d. We can associate with each node the cost function
evaluated using the sensor schedule corresponding to the path from the root to
that node. Obviously, finding the optimal sequence requires traversing all the
paths from the root to the leaves in a binary tree (for the case of two sensors). If
the leaves are at a depth N , a total of 2N schedules need to be compared. This
procedure might place too high a demand on the computational and memory
resources of the system. Moreover, in practical applications N might not be fixed
a-priori. Hence we need some sort of on-line optimization procedure. We present
some approximations which address these difficulties.
Sensor 2
Sensor 2
Sensor 2
Sensor 2
Sensor 2
Sensor 2
Sensor 2
Root
Sensor 1
Sensor 1
Sensor 1
Sensor 1
Sensor 1
Sensor 1
Sensor 1
t=0 t=1 t=2 t=3 ...
Fig. 1. The tree structure defined by the various possible choices of sensor schedules
illustrated for the case of 2 sensors.
The first two approximations aim at pruning the tree so as to keep it to a man-
ageable size. They both involve choosing some arbitrary parameters which de-
pend on the problem and the computation/memory resources available. Choos-
ing these parameters conservatively will ensure that our sub-optimal solution
will be closer to the optimal solution but it might mean keeping a large part
of the tree intact. Thus there is a trade-off involved. However, in the numerical
examples studied, relatively liberal choices still kept the tree size fairly small.
The third algorithm we present aims at doing away with traversing the tree
altogether although it tries to minimize only the expected steady state error
covariance matrices. We now consider these three schemes.
3.1 Sliding Window Algorithm
This algorithm is similar to a pseudo real time version of the Viterbi algorithm.
We define a window size d where d < N . The algorithm proceeds as follows:
1. Initialization: Start from root node with time k = 0.
62. Traversal:
(a) Traverse all the possible paths in the tree for the next d levels from the
present node.
(b) Identify the sensor sequence Sk,Sk+1,Sk+2,. . ., Sk+d−1 that yields the
minimum cost at the end of this window of size d.
(c) Choose the first sensor Sk from the sequence.
3. Sliding the Window:
(a) If k = N then quit, else go to the next step.
(b) Designate the sensor Sk as the root.
(c) Update time k = k + 1.
(d) Repeat the traversal step.
The arbitrary parameter for this algorithm, mentioned earlier, is the window size
d. If the window size is large enough, the sequence yielding the lowest cost will
resemble the optimal sequence for the entire time horizon. Also note that when
we slide the window, we already have the error covariances for the first d − 1
time steps stored; hence they do not need to be recalculated. Consequently, the
method is not very computationally intensive.
3.2 Thresholding
This algorithm is similar to that presented in [17], in the context of choosing
the optimal controller from a set of many possible choices. We define a factor f
where f ≥ 1. The algorithm proceeds as follows:
1. Initialization : Start from root node with cost 0.
2. Pruning:
(a) Traverse the tree by one step through all possible paths from the current
node.
(b) Calculate the minimum cost till that time step.
(c) Prune away any branch that yields the cost greater than f times the
minimum.
(d) For the remaining branches, denote the cost of the nodes as the cost
achieved by moving down the tree till the node.
3. Update: Consider each node in the next time step as the root node and
repeat the pruning step.
4. After N time steps or a sufficiently large time interval, declare the optimal
sequence to be the one yielding the minimum cost till that time step.
The intuition behind the method is that any sequence which yields too high a
cost at any intermediate time step would probably not be the one that yields
the minimum cost over-all. By playing with the factor f , we obtain a trade-off
between the certainty that we would not prune away the optimal sequence and
the number of branches of the error covariance tree that need to be traversed.
73.3 Randomly Chosen Sensors
This algorithm aims to do away with traversing the tree altogether. The cost
function for this algorithm is the steady state error covariance for the two sensors.
In this algorithm, the sensors are chosen randomly according to some probability
distribution. The choice is done independently at every time step. The proba-
bility distribution is then chosen so as to minimize the expected steady state
error covariance. Note that we can not calculate the exact value of the error co-
variance since that will depend on the specific sensor schedule chosen. Hence we
optimize the expected value of the error covariance. For obtaining the expected
value given any particular probability distribution, we proceed as follows.
Consider the time-varying Kalman filter recursion for the system given by
the equation (1). The measurement equation is given by equation (2). The sensor
(or in other words, the observation matrix C) at every time step k is chosen inde-
pendently from among the choices C1, C2, . . . , CN . The associated sensor noise
covariances are R1, R2, . . . , RN . The choice at every time step is independent
from choices at other time steps. Further the probability of Ci being chosen at
any time step is qi, which remains constant with time. Thus the Riccati recursion
for the error covariance for any sensor is given by
P [k + 1] = BQBT + AP [k]AT
−AP [k]C[k]T
(
R[k] + C[k]P [k]C[k]T
)−1
C[k]P [k]AT ,
with P [0] as the initial condition. The quantity R[k] in the above equation is
the sensor noise that depends on the particular sensor chosen at time step k.
This yields the quantity P [k + 1] as random since it depends on the particular
sequence of chosen C[i]’s (0 ≤ i ≤ k). We look at its expected value and try to
evaluate the limit of the expectation as k →∞.
Thus we are interested in
E [P [k + 1]] = E
[
BQBT + AP [k]AT
]
−E
[
AP [k]C[k]T (R[k] + C[k]P [k]C[k]T )−1C[k]P [k]AT
]
(7)
Explicitly evaluating this expectation appears to be intractable. We look instead
for an upper bound. We proceed as follows. First note that the quantities P [k]
and C[k] are independent. Thus we can explicitly take the expectation with
respect to the probability distribution of C[k] and write
E [P [k + 1]] = BQBT + AE [P [k]] AT
−
∑
qiAE
[
P [k]CTi (Ri + CiP [k]C
T
i )
−1CiP [k]
]
AT ,
where the expectations on the right hand side are now over C[0], . . . , C[k − 1].
Now note the following result.
Lemma 1. APCT (R + CPCT )−1CPAT is convex in P provided P is positive
semi-definite and R is positive definite.
8Proof. We use the following fact [18]. A function f(x) is convex in x if and only
if f(x0 + th) is convex in the scalar t for all x0 and h. Thus consider
Σ = A(P0 + tZ)C
T
(
R + C(P0 + tZ)C
T
)−1
C(P0 + tZ)A
T .
Calling R + C(P0 + tZ)C
T as X, we obtain
∂Σ
∂t
= AZCT X−1C(P0 + tZ)A
T
+A(P0 + tZ)C
T X−1CZ
[
I − CT X−1C(P0 + tZ)
]
AT .
Thus the second derivative is given by
∂2Σ
∂t2
= 2ΛX−1ΛT ,
where
Λ = A
[
(P0 + tZ)C
T X−1CZCT − ZCT
]
.
Note that X is positive definite under the stated conditions on P and R, hence
X−1 exists and is positive definite. The second derivative is positive everywhere
which proves the assertion. ut
To evaluate the upper bound, we use Jensen’s inequality (see, e.g., [19]).
Proposition 1 (Jensen’s Inequality). If a function f(x) is convex, f (E[x]) ≤
E [f(x)].
Using the above results, we immediately obtain
E [P [k + 1]] = BQBT + AE [P [k]] AT (8)
−
∑
qiAE
[
P [k]CTi (Ri + CiP [k]C
T
i )
−1CiP [k]
]
AT
≤ BQBT + AE [P [k]] AT
−
∑
qiA
[
E[P [k]]CTi (Ri + CiE[P [k]]C
T
i )
−1CiE[P [k]]
]
AT .
This is an upper bound on the Riccati recursion in equation (7).
We now try to optimize the upper bound by choosing qi’s appropriately. First
we need to check for the convergence of the above recursion for the upper bound
as time progresses. We note the following convergence result that can be proved
on the lines of [20].
Theorem 1. Define
gQ(X) = AXA
T + BQBT −
∑
qiAXC
T
i
(
CiXC
T
i + Ri
)−1
CiXA
T ,
and the operator
φ(Ki, X) =
∑
qi
(
AiXA
T
i + Vi
)
,
9where
Ai = A + KiCi, Vi = BQB
T + KiRiK
T
i .
Suppose there exist Ki, P such that P > 0 and P > φ(Ki, P ). Then the iteration
P [k +1] = BQBT +AP [k]AT −
∑
qiA
[
P [k]CTi (Ri + CiP [k]C
T
i )
−1CiP [k]
]
AT ,
converges for all initial conditions P [0] ≥ 0. Further the limit P¯ is the unique
positive semi-definite solution of the equation
X = BQBT + AXAT −
∑
qiA
[
XCTi (Ri + CiXC
T
i )
−1CiX
]
CTi . (9)
If A is stable, we can always find Ki, P satisfying the above conditions by choos-
ing Ki as the zero matrices and P as 2P¯ where P¯ is the positive definite solution
of the Lyapunov equation
P¯ = AP¯AT + BQBT .
Applying the above result to find the convergence of the recursion in equation (8),
we see that as long as A is stable, the recursion converges and the expected value
of error covariance is the unique positive semi-definite solution of the equation
X = BQBT + AXAT −
∑
qiA
[
XCTi (Ri + CiXC
T
i )
−1CiX
]
CTi .
Since A being stable is the chief concern in practical applications of estimation,
we see that the recursion for the upper bound always converges and the solution
can be obtained by solving the corresponding equation (9).
The algorithm thus consists of choosing qi’s so as to optimize the upper
bound as a means of optimizing the expected steady state value of Pk itself. The
optimization problem is solved under the constraint
N∑
i=1
qi = 1, qi ≥ 0, ∀i = 1, . . . , N.
The problem can be solved by the gradient search algorithm or even by brute
force search for small N .
4 Simulation Results
4.1 Example model and cost function
As pointed out earlier, the motivating example for this work was the use of sonar
range finding sensors on vehicles on the MVWT testbed. In this section, we walk
through an example demonstrating the use of algorithms developed above on
such a system. We assume two sensing vehicles trying to locate a non-cooperating
target. We model the target vehicle with the standard constant acceleration
model [21]. This model assumes that the vehicle has constant acceleration equal
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to zero except for a small perturbation. We assume that the vehicle moves in
two dimensions. Denoting the position of the vehicle in the two dimensions by
px and py, and the velocities by vx and vy, we can model the state of the system
by the vector
X =


px
py
vx
vy

 .
With a discretization step size of h, the dynamics of the vehicle can be modeled
as
X(k + 1) = AX(k) + Bw(k), (10)
where
A =


1 0 h 0
0 1 0 h
0 0 1 0
0 0 0 1

 B =


h2/2 0
0 h2/2
h 0
0 h

 .
The term wk represents the noise that enters because of the perturbation in the
zero accelerations in the two dimensions. The sensor model is the usual sonar
model [22]. Being an echo-based device, it senses only the positions and not the
velocities. If the sensor is oriented at an angle θ to the global x-axis (see figure 2),
it can be shown ([22]) that the vehicle’s measurement in the global frame is given
by
yglobal(k) =
[
1 0 0 0
0 1 0 0
]
X(k) + R(θ)v(k), (11)
where R(θ) is the rotation matrix between the local and the global coordinate
systems given by
R(θ) =
[
cos(θ) − sin(θ)
sin(θ) cos(θ)
]
.
The term v(k) in equation (11) represents the sensor noise. It has two com-
ponents, range noise and the bearing noise. The range noise is usually smaller
than the bearing noise. The range noise increases with the distance of the sen-
sor from the target and the bearing noise variance can usually be modeled as a
fixed multiple of the range noise variance for a given sensor. For simplicity, the
two noises can be assumed independent. Thus the covariance matrix of v(k) is
typically given by
R =
[
σ2bearing 0
0 σ2range
]
,
where σ2range is the range noise variance that increases with the distance. The
bearing noise variance σ2bearing is related to the range noise variance for a par-
ticular sensor rather than the distance.
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Global X axis
Global Y axis
Local Y axis Local X axis
Sensor angle betweenthe local and global coordinates
Fig. 2. If the sensor is oriented at an angle to X-axis, measurements need to be rotated
to get their value in the global coordinates.
In the numerical example, we consider the value h = 0.2. The process noise
is considered to have covariance matrix Q given by
Q =
[
1 0.25
0.25 1
]
.
We consider two sensors. The first sensor is placed at position corresponding to
θ = 0◦ (see figure 3.) It is closer to the target and its bearing noise is assumed to
be 6 times that of its range noise. The second sensor is at a position corresponding
to θ = 90◦ and its bearing noise is supposed to be twice that of the range noise.
Specifically the numerical values of the sensor noise covariances considered are
R1 =
[
2.4 0
0 0.4
]
R2 =
[
1.4 0
0 0.7
]
.
Thus after rotation, R1 remains the same while R2 is transformed to
R2 =
[
0.7 0
0 1.4
]
.
We compare the algorithm performances over a time horizon of 20 steps. The
cost function is simply the sum of the trace of the error covariance matrices of
the two sensors from time k = 0 to time k = 20.
4.2 Choosing any one sensor always is not optimal
Note that the simple strategy of choosing the closer sensor (sensor 1) always is
not optimal. We compare the strategy of choosing only sensor 1 or only sensor 2
with a randomly generated strategy that uses both the sensors with the sensor
12
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Fig. 3. Sensor orientation for the simulation examples.
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Fig. 4. Sensor switching helps to bring the cost down.
schedule [1,1,1,1,2,1,1,1,2,1,2,2,2,1,2,1,1,1,2,2] over the 20 time steps. The sum
of traces of the error covariances of the two sensors for the three strategies as
a function of time is shown in figure 4. We see that the even a random sensor
switching strategy can help to bring down the cost. At any time step, the errors
are much more if any single sensor is being used. In fact summed over the entire
time horizon, we see that the switching strategy helps to bring down the cost by
about 18% over any of the single sensor strategies.
4.3 Effect of communication noise
In this section, we consider the same example but add communication noise in
the channel between the two sensors. The noise covariance is given by
R12 =
[
α 0
0 α
]
.
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We consider the cost function as the sum of the traces of the error covariances
of the two sensors over the time horizon [0, 20]. Figure 5 shows the improvement
in cost by the sensor switching strategy given above over always using sensor 2
as the parameter α is varied. When α is small, the communication noise rapidly
deteriorates the efficiency obtained by sensor switching since it deteriorates the
estimates of both the sensors. As noted earlier, in the presence of communication
0 0.5 1 1.5 2 2.5 3
−5
0
5
10
15
20
α
Per
cen
tage
 Imp
rove
men
t
Fig. 5. Percent improvement in cost due to sensor switching as communication noise
is increased.
noise, sending measurements might not be the optimal thing to do.
4.4 Performance of the sliding window algorithm
In this section we study the performance of the sliding window algorithm de-
scribed earlier. We consider the same example and cost function as before. We
find the optimal sequence for the noiseless case. Figure 6 shows the improvement
in the cost due to the predicted (sub)-optimal sensor sequence over using only
the sensor 2 as a function of varying window sizes. It can be seen from the figure
that even a window size of k = 1 leads to more than 20% improvement in the
cost by predicting a good sensor switching strategy.
4.5 Performance of the thresholding algorithm
We now consider the thresholding algorithm presented earlier for the same ex-
ample and cost function as above. Figure 7 shows the improvement in cost due
to the optimal sensor sequence predicted by the thresholding protocol as the
cut-off factor f is varied. Again, a large improvement can be obtained by using a
fairly small thresholding factor. For f = 1, the improvement is more than 20%.
14
1 2 3 4 5 6 7 8 9
19.5
20
20.5
21
k
Per
cen
tage
 imp
rove
men
t in 
cos
t
Fig. 6. Percent improvement in cost due to the optimal sensor switching strategy as
predicted by the sliding window scheme.
4.6 Performance of the random choice algorithm
We find the optimal probability distribution for the random choice algorithm by
optimizing the upper bound in equation (9) over q1 and q2. The optimal prob-
ability for sensor 1 turns out to be q1 = 0.41. Indeed, if we find the optimal
sequence by the thresholding algorithm, it turns out that in the steady state,
the percentage of sensor 1 in the sequence is about 43%. For this probability
distribution, the steady state value of the upper bound of the trace of the ex-
pected error covariance matrix for the two sensors turns out to be 2.1269, which
compares well with the value of about 2 obtained by the optimal strategy given
above.
5 Conclusions and Future Work
In this paper, motivated by the use of sonar range-finders on the vehicles on the
Caltech MVWT, we looked at the problem of distributed estimation when only
one sensor is allowed to take a measurement per time step. We saw that it is
sufficient to exchange measurements between the sensors if the communication
channel is noiseless and the optimal recursive estimation algorithm is simply a
time-varying Kalman filter. We looked at how the performance degrades when
there is communication noise present. Then we investigated the problem of deter-
mining an optimal sensor switching strategy. We saw that this problem involves
searching a tree in general and proposed two strategies for pruning the tree to
keep the computation limited. We also considered an algorithm which simply
chooses sensors at random according to some probability distribution which can
then be optimally chosen. Some examples demonstrating these algorithms were
presented.
The work can potentially be extended in many ways. Obviously there exist
better strategies for the case of communication noise, although they might entail
15
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Fig. 7. Percent improvement in cost due to the optimal sensor switching strategy as
predicted by the thresholding scheme.
more amount of data transmitted. Another avenue that can be investigated is
the effect of data loss due to fading in the wireless channel.
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