The main aim of the paper is to present a combinatorial algorithm that, applying Littlewood-Richardson tableaux with entries equal to 1, computes generic extensions of semisimple invariant subspaces of nilpotent linear operators. Moreover, we discuss geometric properties of generic extensions and their connections with combinatorics.
Introduction
The paper is motivated by results presented in [12, 13] , where there are investigated relationships between Littlewood-Richardson tableaux and geometric properties of invariant subspaces of nilpotent linear operators. It is observed there that these relationships are deep and interesting. On the other hand, in [16] , the existence of generic extensions for Dynkin quivers is proved and their connections with Hall algebras are investigated. Moreover, by results presented in [4, 5, 6, 16] generic extensions of nilpotent linear operators exist and the operation of taking the generic extension provides the set of all isomorphism classes of nilpotent linear operators with a monoid structure. There are many results concerning this monoid and its properties (see [5, 6, 7, 11, 16] ).
In the paper we investigate generic extensions of semisimple invariant subspaces of nilpotent linear operators. We show how combinatorial properties of Littlewood-Richardson tableaux are connected with geometric and algebraic properties of semisimple invariant subspaces. In particular, we present a combinatorial algorithm that, applying operations on LittlewoodRichardson tableaux with entries equal to 1, computes generic extensions of semisimple invariant subspaces of nilpotent linear operators.
Let k be an algebraically closed field. By a nilpotent linear operator we mean a pair (X 2 , ϕ), where X 2 is a finite dimensional k-linear space and ϕ : X 2 → X 2 is a nilpotent k-linear endomorphism. An invariant subspace of a nilpotent linear operator X 2 = (X 2 , ϕ) is a triple (X 1 , X 2 , f ), where X 1 is a linear space and f : X 1 → X 2 is a k-monomorphism such that ϕ(f (X 1 )) ⊆ f (X 1 ). An invariant subspace (X 1 , X 2 , f ) is said to be semisimple, if ϕ(f (X 1 )) = 0.
Let a and b be the k-dimensions of X 1 and X 2 , respectively. Fix linear bases of X 1 and X 2 . An invariant subspace X = (X 1 , X 2 , f ) one can interpret as the point X = (f, ϕ) of the affine variety M b×a (k) × M b (k), where M b×a (k) is the set of b × a matrices with coefficients in k, M b (k) = M b×b (k) and ϕ, f are the matrices of ϕ and f in the bases fixed above (we use the same character for a map and its matrix). We also use the same character X for an invariant subspace and for its corresponding point in the associated variety. Let a V b ⊆ M b×a (k)×M b (k) be the subset consisting of all points that correspond to semisimple invariant subspaces of nilpotent linear operators. The sets a V b are locally closed subsets of M b×a (k) × M b (k) invariant under the action of the algebraic group G = Gl(a, b) = Gl(a) × Gl(b), see Section 3 for details. Given a semisimple invariant subspace X = (X 1 , X 2 , f ) denote by O X the orbit of X in a V b under the action of G. [16] , we define a subset
of all extensions of X ∈ X by Y ∈ Y.
One of the main results of the paper is the following theorem. The invariant subspace X * Y is called the generic extension of X by Y . We present the proof in Sections 4 and 5. The condition (1) of Theorem 1.1 is true for algebras of finite representation type, see [4, 16] , while the conditions (2), (3) in general fail for this class of algebras, see [16] for a counterexample. Therefore one can use the results of [4, 16] to prove the statement (1) easily. However, our proof of (1) is combinatorial and provides an algorithm that given X, Y applying operations on Littlewood-Richardson tableaux computes X * Y .
In Section 4.1 we give a formula for dimension of an orbit O X , for given semisimple invariant subspace X. More precisely, we prove the following. Theorem 1.2. Let X ∈ a V b and let (α, β, γ) be the triple of partitions defining X, see Section 4.1 for details. We have
where for a partition λ we set n(λ) = i λ i (i − 1).
The paper is organized as follows.
• In Section 2 we recall basic definitions, notation and facts concerning invariant subspaces.
• Section 3 contains description of three partial orders (i.e. ≤ dom , ≤ hom and ≤ deg ) defined on the set of isomorphism classes of semisimple invariant subspaces. In Theorem 3.5 we prove that these orders are equivalent. This result is one of tools used in the proof of Theorem 1.1.
• In Section 4 we discuss geometric properties of the set E(M, N ). In particular, we prove Theorems 1.1 and 1.2.
• In Section 5 we present a combinatorial algorithm that computes generic extensions, illustrate it by examples and prove that the operation of taking the generic extension is associative.
Notation and definitions

Invariant subspaces
Let k be an arbitrary field and let k[T ] be the k-algebra of polynomials with one variable. It is well-known that a nilpotent linear operator (X 2 , ϕ) can be identified with the nilpotent
In the paper we will use this identification. Let α = (α 1 ≥ . . . ≥ α n ) be a partition. We identify a partition with the corresponding Young diagram (parts of the partition corresponds to columns of its Young diagram). Denote by |α| = α 1 + . . . + α n length of α and by α the partition conjugated to α, i.e. α is given by the Young diagram that is the transposition of the Young diagram of α. Given partitions α ,β we denote by α ∪ β the union of these partitions, i.e. the multiset of parts of α ∪ β is the union of multisets of parts of α and β.
For a partition α = (α 1 ≥ . . . ≥ α n ) we denote by N α = N α (k) the nilpotent linear operator of type α, i.e. the finite dimensional k[T ]-module
Note that the function α → N α defines a bijection between the set of all partitions and the set of all isomorphism classes of nilpotent linear operators.
Consider the k-algebra
and denote by mod(Λ) the category of all finite dimensional right Λ-modules, and by mod 0 (Λ) the full subcategory of mod(Λ) consisting of all modules for which the element T = T 0 0 T acts nilpotently. It is well known that ob jects of mod 0 (Λ) may be identified with systems (N α , N β , f ), where α, β are partitions and f :
. Denote by S or S(k) the full subcategory of mod 0 (Λ) consisting of all objects N = (N α , N β , f ), where f is a monomorphism. Note that objects of S may be identified with invariant subspaces of nilpotent linear operators.
For a natural number n, let S n = S n (k) be the full subcategory of S consisting of all systems (N α , N β , f ) such that α 1 ≤ n.
It is easy to see that the objects in S 1 are semisimple invariant subspaces. We will denote by S b a the full subcategory of S 1 consisting of all objects (N α , N β , f ) such that |α| = a, |β| = b. It is easy to see any object of S b a can be identified with a Λ b -module, where
Pickets
The category S 1 (k) is of particular interest for us in this paper. It has the discrete representation type (i.e. for any d ∈ N there is only finitely many isomorphism classes of objects of dimension d). Each indecomposable object is isomorphic to a picket that is, it has the form
, see [2] . Whenever we want to emphasize the dependence on the field k, we will write P Thanks to this classification we can associate with any object X of S 1 (k) the LR-tableau Γ(X) with entries equal to 1. Let (α, β, γ) be a partition triple such that α 1 ≤ 1. An LR-tableau of type (α, β, γ) is a skew diagram of shape β \ γ with |α| entries all equal to 1 and such that β \ γ is a horizontal strip, i.e. γ i ≤ β i ≤ γ i + 1 for all i. Note that an LR-tableau of type (α, β, γ) and with entries equal to one is uniquely determined by the partitions β, γ. In the following table we list corresponding LR-tableaux for indecomposables.
LR-tableaux for the indecomposable objects of S 1
Let X, X ′ be objects of S 1 and let β, γ and β ′ , γ ′ be partitions determining Γ(X) and Γ(X ′ ), respectively. The LR-tableau of the direct sum X ⊕ X ′ is given by β ∪ β ′ , γ ∪ γ ′ .
Example 2.1. The object X = P Note that the type of Γ(X) is (α, β, γ), where α = (1, 1, 1, 1), β = (7, 7, 5, 2, 2, 1) and γ = (7, 6, 4, 1, 1, 1).
Remark 2.2.
1. The association X → Γ(X) establishes a bijection between the set of all semisimple invariant subspaces and the set of all Littlewood-Richardson tableaux with entries equal to 1.
2. The invariant subspace X is uniquely determined by a pair of partitions γ X ⊆ β X , where β X is defined by the Young diagram of all boxes of Γ(X) and γ X is given by the Young diagram of all empty boxes of Γ(X).
3. If X is given by γ X ⊆ β X , then the number of indecomposable direct summands of X is equal to β 1 .
For each pair (X, Y ) of indecomposable objects in S 1 (k) we determine in the table below the dimension of the k-space Hom S (X, Y ) of all S-homomorphisms from X to Y , see [19, Lemma 4] and [12] .
Dimensions of spaces Hom
3 Some partial orders in the category S 1
Results of this section are used in the proof of Theorem 1.1.
• We say that X, Y are in the dominance order, in symbols X ≤ dom Y, if partitions β X , γ X and β Y , γ Y are in the natural partial order, i.e. β X ≤ nat β Y and γ X ≤ nat γ Y (we say that partitions λ and µ of the same length are in the natural order λ ≤ nat µ if for any k there is
µ i , where λ denotes the conjugate of λ).
• We say that X, Y are in the hom order, in symbols X ≤ hom Y, if The following conditions are equivalent:
Proof. By [12, Lemma 3.3] , the conditions (3) and (6) are equivalent. Obviously, the condition (6) implies the conditions (2) and (4). By [3, page 648] , (4) and (5) are equivalent and by [13, Proposition 4.3] , (3) implies (1) and (1) 
implies (2).
We prove that (4) implies (2) .
It is enough to prove this for indecomposable objects Z = P m 0 and Z = P , X]. This proves our claim, because P b+1 i is a Λ b+1 -module for i = 0, 1.
Next we show (2) implies (3). Assume that [Z
Assume that k is an algebraically closed field. For natural numbers a ≤ b we consider the affine variety
where M b×a (k) is the set of b × a matrices with coefficients in k and M b (k) = M b×b (k). We work with the Zariski topology and with the induced topology for all subsets of
, where Gl(a) is the general linear group of all invertible a × a matrices. For a point X ∈ a V b , denote by O X the orbit of X under the action of G.
Remark 3.3.
1. If k is an algebraically closed field, then the set of points of a V b is in bijection with the set of isomorphism classes of objects of S b a . This bijection is given by
where N β = (k |b| , ϕ β ). We will identify an object X of S b a with the corresponding point X of a V b .
2. Note that the G -orbits in a V b are in 1 − 1 -correspondence with the isomorphism classes of objects in S b a .
Theorem 3.5. Let k be an algebraically closed field and assume that X, Y ∈ S b a (k). The following conditions are equivalent
If k is an algebraically closed field, then by [20] we have 
Generic extensions -geometry
It follows that the set
Note that E(X , Y) is the set of all extensions Z of some X ∈ X by some Y ∈ Y, i.e. there exists a short exact sequence
We claim that the set
is stable under the action of the parabolic subgroup
The following lemma was proved in [15, Lemma 4.5] for an arbitrary finite dimensional K-algebra (its proof one can find also in [10] ). We present it in the version for invariant subspaces.
is constant on X ×Y, then the projection π X ,Y : Z(X , Y) → X ×Y is a vector bundle. In particular the sets Z(X , Y), E(X , Y) are irreducible.
For a group G acting on a variety X and for y ∈ X, we denote by G.y the stabilizer of y in G. 
, where dim Z is the variety dimension. This finishes the proof.
In view of Proposition 4.2 we define the generic extension X * Y of X by Y to be a unique (up to iso) extension of X by Y with minimal dimension of its endomorphism ring.
Proof of Theorem 1.
(3) Since the group Gl(a, b) is irreducible for all a, b, the sets O X , O X are irreducible for all X. By (2) we are done.
Dimensions of orbits
We shortly recall results and notation given in [12] .
Let α, β be partitions and let 
Orbits of this action correspond bijectively to isomorphism classes of objects in S β α,γ . For a map f :
We present theorem which yields information about dimension of orbits in V β α,γ (k). This theorem was proved in [12] .
is the degree of the Hall polynomial h β α,γ (q) and deg a α = |α| + 2n(α) is the degree of the polynomial a α (q) which counts the automorphisms of N α (F q ) for finite fields F q .
Substituting 4.5 into 4.4 we obtain
and similarly for 4.6 we have
Formulae 4.8 with 4.9 yield
Finally from Theorem 4.3 we get
Generic extensions -an algorithmic approach
Let X, Y ∈ S 1 . An object Z ∈ S 1 is an extension of Y by X if there exists a short exact sequence of the form:
Note that the subcategory S 1 ⊆ S is not closed under extensions. In this paper we are interested only in the extensions that are objects of S 1 .
Algorithm
The following algorithm computes the generic extension in the category S 1 . For an object X ∈ S 1 , by γ X ⊆ β X we denote the pair of partitions uniquely defining X. We identify X with the pair (γ X , β X ).
and n > 0},
and n > 0}, where by 1{X} we denote the characteristic function of a set X.
We set
where α = (1, 1, . . . , 1) is a partition with n copies of 1.
Lemma 5.2. Let X, Y ∈ S 1 be defined by (γ X , β X ) and (γ Y , β Y ), respectively. The algorithm constructs the object Z = Y * X having the following properties
Proof. The statement (1) follows from the Steps 3 and 4 of Algorithm 5.1 and the fact that β
The statement (2) we prove inductively. We have only consider the case β
In the induction step we apply similar arguments.
We illustrate this algorithm by the following examples. 6, 4, 1, 1, 1 ).
In our case min{β Note that n = 1.
Step 4 of the algorithm gives
and n > 0}.
For i = 4 we have:
, and for i = 5:
Now n = 0, and therefore for i = 6 we get:
Finally, we get β Z = (7, 7, 5, 2, 2, 1) and γ Z = (7, 6, 4, 1, 1, 1), then
and LR-tableau of Z has the form (by the gray colour we marked part of the diagram corresponding to the object Y ):
Example 5.4. Let X = P 
and LR-tableau of Z has the following form (by the gray colour we marked part of the diagram corresponding to the object Y ):
Γ(Z) = Proof. For natural numbers m, r, k such that m ≥ 1 and r > k let
denotes the following short exact sequence:
/ / N (1)
and let
for m ≥ 2 denotes the following short exact sequence
and for m = 1 the following one
We fix X, Y ∈ S 1 . Consider the following cases. Case 1. Assume that β It is easy to see that in this case the object Z constructed by the algorithm is the direct sum of the middle terms of the following short exact sequences (i = 1, . . . , min{β
e. the object X has more indecomposable direct summands than Y . It is easy to see that in this case the module Z constructed by the algorithm is the direct sum of the middle terms of the short exact sequences given in Case 1 for i = 1, . . . , min{β 
. . , j |J| } and we set the numeration as follows j i < j i+1 for all i. Let I = {i 1 , . . . , i min{n,|J|} }. In this case the module Z constructed by the algorithm is the direct sum of the middle terms of the following short exact sequences (i = 1, . . . , min{β
The following two cases holds if the number n is reduced to 0 in the Step 4 of Algorithm 5.1:
Otherwise the 5th
Step of Algorithm is execute, the following two cases illustrated this situation:
and i ∈ I \ I. The lemma is proved.
Technical facts
Proof. If Z is an extension of Y by X, then there exists a commutative diagram with exact rows:
Since the morphisms f X , f X , f Y are injective, this diagram induces the following commutative diagram with exact rows and columns.
Since we are working in the category S 1 the bottom row splits (because it contains only semisimple objects). Therefore there exists g
We consider the following diagram:
It is straightforward to check that this diagram is commutative. Since N α X ⊕ N α Y and N α Z are semisimple nilpotent operators with the same dimension, the bottom row is exact. Moreover
is injective and the top row is exact. This finishes the proof.
The following fact is proved in [11, Lemma 3.3] .
Lemma 5.7. Let σ, ν, µ be partitions. If there exists a short exact sequence:
where λ = ν + µ.
Lemma 5.8. If Z is the extension of Y by X constructed by Algorithm 5.1, then for any extension Z of Y by X and for any j ≥ 1 we have
Proof. Let Z be an arbitrary extension of Y by X. It induces short exact sequences:
Applying Algorithm 5.1 to X and Y we compute Z. Note that γ Z = γ X + γ Y . By Lemma 5.7, for all i, we get:
To prove the second part of lemma we consider Z as an extension of 
for all i = 1, . . . , min{β 
for all i and we are done.
Assume that β
Step 4 of Algorithm 5.1, we have 
• Assume that n = 0 for i. Applying Steps 3 and 4 of Algorithm 5.1, it is easy to deduce that
By Lemma 5.7 applied to partitions β Y , β X and β Z we obtain:
For any X ∈ S 1 following condition holds:
where λ ∈ {β, γ}. By Step 1 of Algorithm 5.1 we have γ
for any k. It follows that γ Y * X ≤ nat γ Y ′ * X and similarly γ X * Y ≤ nat γ X * Y ′ . By Lemma 5.2 and the inequality 5.11, for k ≤ β
and for k > β The associative property of * is established by our next lemma.
Lemma 5.12. If X, Y, Z ∈ S 1 , then X * (Y * Z) = (X * Y ) * Z.
Proof. We follow the arguments given in [16] . Consider the following diagram Finally, let m 1 , . . . , m s ≥ 2, m s+1 = . . . = m t = 1 and ε i ∈ {0, 1} for all i = 1, . . . , s + t. We get
By induction we are done.
