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RESUMO 
Neste trabalho foi desenvolvido um sistema de extracção automática de parâmetros de sinais 
de fala recorrendo a ferramentas de análise cepstral, de predição linear quer pela matriz 
autocorrelação quer pela matriz covariância, e ao método de análise síncrona com o período 
fundamental. 
Realiza-se uma segmentação e classificação dos sinais em vocalizados, não vocalizados ou 
silêncio. Aos segmentos com conteúdo de fala atribuem-se modelos baseados em formantes. 
Os parâmetros definidos pelo modelo para a fala vocalizada são 4 formantes e respectivas 
larguras de banda, frequência fundamental e amplitude. Para os sons não vocalizados 
considerou-se um modelo com um pólo, um zero e excitação com sinal de ruído aleatório. 
O método de análise cepstral segmenta o sinal com comprimentos fixos e analisa 
individualmente cada segmento. A análise de cada segmento consiste na separação das 
características do trato vocal e da fonte excitadora, recorrendo a uma função de "lifteragem" 
nas quefrências sendo determinada a frequência fundamental da fonte excitadora ("pitch") e 
alisado o espectro relativo ao trato vocal. A partir deste espectro alisado ou envelope espectral 
é aplicado um algoritmo de determinação dos picos para extrair as frequências forrnantes das 
ressonâncias do trato vocal obedecendo a constrições respeitantes às regiões de frequências de 
cada formante e às amplitudes relativas dos respectivos picos. São também determinadas as 
correspondentes larguras de banda a 3 dB a partir do envelope espectral. 
Os métodos de predição linear analisam também individualmente cada segmento de 
comprimento fixo do sinal de fala, obedecendo a um modelo só com pólos, determinando os 
coeficientes de predição linear por multiplicação matricial. A partir destes coeficientes são 
determinados os pólos. Cada par de pólos complexos conjugados é considerado um possível 
formante, sendo posteriormente seleccionados justamente 4 forrnantes por um processo de 
eliminação das frequências forrnantes que não têm a correspondência de um pico na função de 
transferência do sistema. 
O método de análise síncrona com o período fundamental determina o sincronismo com o 
impulso glotal segmentando o sinal em troços de duração de um período, sendo estes 
posteriormente analisados pelo método de predição linear ( matriz covariância). 
Posteriormente a sequência de parâmetros é sujeita a um alisamento não linear para corrigir 
eventuais pontos fora de uma linha definida pelos valores dos parâmetros anteriores e 
posteriores ("outliers"). 
Todos estes métodos determinam com razoável fidelidade as frequências torrnantes dos sinais 
de fala, contudo, as larguras de banda são mais correctamente determinadas pelo método de 
predição linear pela matriz covariância. 
É ainda apresentado o desenvolvimento de um conversor texto-fala para o português baseado 
num sintetizador de formantes com o mesmo modelo usado na análise para os sinais 
vocalizados. Os principais resultados obtidos foram a realização acústica de uma lista de 3 7 
fonemas fundamentais, regras de conversão graferna-som na forma tabular, um grupo de regras 
de concatenação para as estruturas acústica e temporal inerentes aos sons, regras prosódicas 
elementares e, pronuncia de acrónimos e numerais. 
Foram ainda desenvolvidas várias ferramentas complementares à análise dos sinais de fala 
como sejam um espectrógrafo e um outro sintetizador de forrnantes, exclusivamente 
computacional e para testes, baseado no modelo com os mesmos parâmetros. 
Os métodos desenvolvidos foram testados com sinais de fala adequadamente seleccionada e 
recoUúda em sala insonorizada e, registados magneticamente com aparelhagem adequada. 
Os resultados atingidos satisfazem os objectivos inicialmente propostos para este trabalho. 
Palavras-chave: processamento digital de sinais, análise de fala, síntese de fala. conversores 
texto-fala, modelização de sinais de fala, análise cepstral, predição linear. 
ABSTRACT 
It has developed in this work a system for automatic feature extraction of speech signal 
parameters using tools like cepstral analysis, linear prcdiction by autocorrelation and covariace 
matrix and the pitch synchronous analysis method. 
A segmentation and classification of this signal in voiced, unvoiced or silence as done. The 
segments with speech content are considered as a formant based model. 
The parameters defined by the model for voiced speech consist in a 4 formants and 
corresponding bandwidths, fundamental frequency or pitch and magnitude. For the unvoiced 
sounds was considered a model with one po te, one Lero and white noise excitation source 
signal. 
ln the cepstral analysis method the signal are segmented in units of fixed duration to be 
individually analysed. The analysis of each segment consist in the separation of the vocal tract 
characteristics from the excitation source characteristics applying a lifter function to the 
quefrency domain signal resulting in the smoothed spectrum of the vocal tract, meanwhile the 
pitch are resolved. To the smoothed spectrurn or spectral envelop are applied an algorithm to 
extract the formant frequencies corresponding to the vocal tract resonance's obeying at a some 
constraints related to the frequency regions of each forrnant and magnitude of the picks. Also 
using the spectral envelopare resolved the corresponding bandwidths at 3 dB. 
The LPC methods also individually analyze each segment of speech signal with fixed duration 
obeying a all poles model, determi.ning the LPC coefficients by matricial multiplication. The 
poles are resolved using this coefficients. Each pair of conjugated complex poles is considered 
as a possible formant , being latter sclected just 4 formants, by a process of eliminating formant 
frequencies which do not have the corresponding pick in the system transfer function. 
The pitch syncbronous analysis method adjust the synchronism with glotal pulse doing the 
segmentation of signal in frames of one period duration. to future analyze by the LPC method 
(c o variance). 
After the extraction, the parameters sequence are passed through a non linear smoothing in 
order to correct eventual outlier points. 
Ali of this methods resolve with reasonable fidelity the fonnant frequencies of speech signals, 
although, the bandwidths are most correctly resolved by the LPC covariance method. 
Also is presented the text-to-speech converter system for Portuguese development in a formant 
synthesizer using the sarne model that as used in voiced speech analysis. The principal results 
was an acoustic realization of a set of 3 7 fundamental phonemes, a grapheme-sound 
conversion rules in a tabular format, a set of concatenation rules for the inherent time and 
acoustic structures of sounds. elementary prosodic rules and, numerals and acronyms 
pronunciation. 
Also have been developed complementary tools to speech analysis Like a spectrograph and 
another formant synthesizer, exclusively computational for testing, based on sarne model. 
The developed methods was tested with a selected speech signals recorded in an appropriated 
room and magnetically registered with adequate devices. 
The aclúeved results corresponds to the initially proposed objectives ofthis work. 
Keywords: digital signal processing, speech analysis, speech synthesis, text-to-speech systerns, 
speech signals modeling, cepstral analysis, linear prediction. 
SOMMAIRE 
Dans le présent travai! on a developé um systeme d'extraclion automatique de paramtmes des 
signaux de parole, par recours ades outils d'analyse par cepstre, par prédiction linéaire soit par 
la matrice autocorrélation soit par la matrice covariance et à la méthode d'analyse synchrone 
avec la période fondamentale. 
Les signaux sont segmentés et classifiés selon les categones de vocalisé, non vocalisé er 
silence. Aux segments avec un contenu de parole on confére des modeles basés en fréquences 
formantes. 
Les parametres définis par le modele pour les segments vocalisés sont 4 formantes er 
respectives largueurs de bande, la fréquence fondamentale et !'amplitude. Pour les sons non-
vocalisés on a pris um modele avec un pôle, un zéro et une excitacion avec un signal de bruit 
aléatoire. 
La métode d'analyse cepstrale ségmente le signal avec des longueurs fixes et fait en suite 
l'analyse individuelle. L'analyse de chaque segment consiste dans la séparacion des 
caractéristiques du trair vocal et de la source excitatrice, par recours à une fonction de "lifterage" 
dans les quéfrences, calculant la fréqueQce fondamentale de la source excitratice ("pitch") et 
lissant le spectre rélatif au trair vocal. A partir de ce spectre lissé ou envelope spectrale on 
applique un proces pour la détermination des maxima de façon à extraíre les fréquences 
formantes des réssonances du trair vocal en obéissant à des constrictions rélarivcs aux régions 
fréquencielles de chaque fonnante et aux amplitudes rélatives des maxima respectifs. Les 
larguers de bande à -3 dB correspondantes som aussi détem1inées d'aprés !'envelope spcctralc. 
Les méthodcs de prédiction linéaire analysent aussi individucllement chacun des ~égments de 
longueur fixe du signal de parole, en obéissant à um modéle seulement avec des pôles, et en 
déterminant les coefficients de prédiction linéaire par produit matriciel. Aprés ces coeffi<.:ients on 
calcule les pôles. Chaquc paire de pôles complexes conjugués est consideré comme une 
possible formante, candidat à la sélection de justement4 formantes par un proces d'éltmmation 
des fréquence formantes qui n'on pas de correspondance à un pie dans la fonction de transfat 
du systeme. 
La méthode d'analyse synchrone avec la période fondamenrale déterminc le synchronisme avcc 
l'impuls glottal, en segmentant le signal en traits avec la duration d'une période, pour 
postérieure analyse par la méthode de prédiction linéaire (matrice covariance). 
Postérieurement la séquence des parametres est soumise à un lissagc non-linéaire pour corriger 
lcs points éventuellement au dehors d'une ligne définie parles valeurs antérieurs es postérieurs 
des parametres ("ourliers"). 
Touts ces méthodes som capables de determiner avec une raisonable fidélité les fréquence 
formantes des signaux de parole, cependant, les largueurs de bande sont plus correctement 
detenninées parle méthode de prédiction linéaire par la matrice de covariance. 
On présente en suite le dévelopement d'un convertisseur texte-parole pour le ponugais basé 
dans um symhétiseur de formantes pourvu du même modéle employé dans l'analyse des 
signaux vocalisés. Lcs pricipaux résultats obtenus sont la réalisation acoustique d'une liste de 
37 phonemes fondamentaux, régles de conversion graflléme-son en fom1e tabulaire, un groupe 
de régles de concaténation pour les structures acoustique et temporale des sons, des régles 
prosodiques elementaires et prononciation d'acronymes et numéraux. 
On a aussi dévelopé plusicurs outils complemenrajres à l'analyse des signaux de parole comme 
un spectrographe et um autre synthétiseur de fonnames, exclusivement computationel et pour 
testes, basé sur le modéle aux mêmes paramétres. 
Les méthodes developés ont passé dcs testes avec des signaux de parole choisis et acquis duns 
une chambre insonorisée par enrégistremcnt magnétique. Les résultats obtenus accomplissenr 
les objectifs proposés au début pour ce travai!. 
Mots-clefs: Processement digital des signaux, analyse de la parole, synthése de la parole, 
convenisseurs tcxte-parole, modélisarion des signaux de parole, analyse cepstrale, prédiction 
linéaire. 
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