Case History: Using time-lapse vertical seismic profiling data to constrain velocity–saturation relations: the Frio brine pilot CO2 injection by Al Hosni, M et al.
Lawrence Berkeley National Laboratory
Recent Work
Title
Case History: Using time-lapse vertical seismic profiling data to constrain velocity-saturation 
relations: the Frio brine pilot CO2injection
Permalink
https://escholarship.org/uc/item/9qq1h477
Journal
Geophysical Prospecting, 64(4)
ISSN
0016-8025
Authors
Al Hosni, Mohammed
Caspari, Eva
Pevzner, Roman
et al.
Publication Date
2016-07-01
DOI
10.1111/1365-2478.12386
 
Peer reviewed
eScholarship.org Powered by the California Digital Library
University of California
Case History: Using time‐lapse vertical seismic profiling data to 
constrain velocity–saturation relations: the Frio brine pilot CO2 
injection
Mohammed Al Hosni1,2∗, Eva Caspari5, Roman Pevzner1,2, Thomas M. Daley4 
and Boris Gurevich1,2,3
1Department of Exploration Geophysics, Curtin University, GPO Box U1987, 
Perth, WA 6845, Australia, 2Cooperative Research Centre for Greenhouse Gas
Technologies (CO2CRC), Barton, ACT 2600, Australia, 3CSIRO Energy, 26 Dick
Perry Avenue, ARRC, Kensington, WA 6151, Australia, 4Lawrence Berkeley 
National Laboratory, 1 Cyclotron Road, Berkeley, CA 94720 USA, and 
5Applied and Environmental Geophysics Group, University of Lausanne, 1015 
Lausanne, Switzerland
∗E-mail: m.alhosni@postgrad.curtin.edu.au
ABSTRACT
CO2 sequestration projects benefit from quantitative assessment of 
saturation distribution and plume extent for field development and leakage 
prevention. In this work, we carry out quantitative analysis of time‐lapse 
seismic by using rock physics and seismic modelling tools. We investigate 
the suitability of Gassmann's equation for a CO2 sequestration project with 
1600 tons of CO2 injected into high‐porosity, brine‐saturated sandstone. We 
analyze the observed time delays and amplitude changes in a time‐lapse 
vertical seismic profile dataset. Both reflected and transmitted waves are 
analyzed qualitatively and quantitatively. To interpret the changes obtained 
from the vertical seismic profile, we perform a 2.5D elastic, finite‐difference 
modelling study. The results show a P‐wave velocity reduction of 750 m/s in 
the proximity of the injection well evident by the first arrivals (travel‐time 
delays and amplitude change) and reflected wave amplitude changes. These 
results do not match with our rock physics model using Gassmann's equation
predictions even when taking uncertainty in CO2 saturation and grain 
properties into account. We find that time‐lapse vertical seismic profile data 
integrated with other information (e.g., core and well log) can be used to 
constrain the velocity–saturation relation and verify the applicability of 
theoretical models such as Gassmann's equation with considerable certainty.
The study shows that possible nonelastic factors are in play after CO2 
injection (e.g., CO2–brine–rock interaction and pressure effect) as 
Gassmann's equation underestimated the velocity reduction in comparison 
with field data for all three sets of time‐lapse vertical seismic profile 
attributes. Our work shows the importance of data integration to validate the
applicability of theoretical models such as Gassmann's equation for 
quantitative analysis of time‐lapse seismic data.
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INTRODUCTION
Sequestration of CO2 into subsurface brine formations requires a monitoring 
and verification strategy that accounts for both the plume extent and 
saturation distribution in the subsurface. Time‐lapse seismic has been 
identified as an effective tool for such requirements. In the last decade, time‐
lapse seismic was successfully used to detect CO2 plumes using both surface
seismic and vertical seismic profile (VSP) (e.g., Arts et al. 2004; Daley et al. 
2008; Lüth et al. 2011). However, quantitative interpretation of velocity and 
amplitude changes is still a challenge (Lumley et al. 2008).
A common practice to quantitatively relate observed time‐lapse seismic 
changes to reservoir properties is using a rock physics model that predicts 
the changes in the elastic properties corresponding to the changes in the 
reservoir properties (Johansen et al. 2013). A conventional way is to use 
Gassmann's poroelasticity theory (Gassmann 1951). Gassmann's theory 
assumes that the medium is homogeneous on both microscopic and 
macroscopic scales and also isotropic on the microscale. As noted by Brown 
and Korringa (1975), “Sedimentary materials, to which his theory is most 
often applied, do not even approximately satisfy the conditions of 
microhomogeneity and microisotropy”. In particular, in the context of time‐
lapse VSP, both direct and reflected waves sample large volumes of 
subsurface rocks, which might not satisfy this assumption. Therefore, in 
order to use Gassmann's theory at the seismic scale, it is essential to test its 
applicability at this scale using field data. This problem arises in many time‐
lapse monitoring projects such as enhanced oil recovery, production 
monitoring (Lumley 2001; Yang et al. 2014), and, more recently, CO2 
sequestration monitoring (e.g., Arts et al. 2004; Daley et al. 2008; Ivanova et
al. 2012). Geophysical data acquired during CO2 sequestration in saline 
aquifers such as Ketzin, Nagaoka, Otway, and Frio (Michael et al. 2010) 
provide high‐resolution in situ data for calibration with theoretical rock 
physics. Thus, they present an attractive opportunity to investigate the 
applicability of theoretical models at the seismic scale.
The ability to perform such calibration relies on the resolution of the 
geophysical method used. Surface seismic has been successfully used to 
characterize large CO2 volume like the Sleipner field (Arts et al. 2004; 
Chadwick et al. 2010). However, characterization of CO2 accumulations in 
small‐scale injection projects such as the Ketzin pilot is still challenging 
(Ivandic et al. 2012). For small‐scale injection projects, VSP can minimize 
typical time‐lapse monitoring challenges by providing better vertical and 
lateral resolution associated with high‐frequency content and high signal‐to‐
noise ratio (O'Brien, Kilbride, and Lim 2004). In the Frio project, 
comprehensive field measurements were acquired, including core, well logs, 
crosswell seismic, and VSP data (Sakurai et al. 2006; Daley et al. 2008; 
Doughty, Freifeld, and Trautz 2008). High‐resolution VSP was conducted 
using the injection well for downhole receivers to acquire a multi‐azimuth 
coverage of the CO2 plume evolution (Daley et al. 2008). This allows the 
monitoring of the CO2 plume using reflection amplitudes with high resolution 
as the Fresnel zone is getting smaller with the decrease in the reflector–
receiver distance (Hardage 1985). Moreover, travel‐time changes and 
amplitudes of first arrivals going through the CO2 plume provide another 
constraint on the reservoir seismic response to injected CO2 (Zhou et al. 
2010). Such information can be used to constrain the velocity–saturation 
relation (VSR) and highlight the uncertainty.
Daley et al. (2008) computed CO2 saturation for the Frio “C” reservoir from 
VSP and crosswell data. This was done using a high‐porosity sand model 
calibrated with the Utsira Sand of the Sleipner CO2 North Sea data (Carcione 
et al. 2006) as not all the components required for the rock physics model 
were available (Daley et al. 2008; Doughty et al. 2008).
The goal of this paper is to investigate the use of time‐lapse VSP data to 
constrain the drained frame properties for the rock physics model and the 
VSR of the Frio “C” reservoir based on the well log data of the Frio formation.
To this end, we use direct and reflected waves to quantify the CO2 effect on 
the formation. First, we analyze transmitted first‐arrival travel times and 
amplitudes as they provide high signal‐to‐noise information for the CO2 
plume evaluation, followed by the analysis of reflection amplitudes. Second, 
we implement a forward modelling exercise using 2.5D elastic, finite‐
difference modelling (Kostyukevych et al. 2008) to predict the time‐lapse 
VSP response and compare with the real data response. Third, we perform a 
quality check of the input parameters for the rock physics model, assessing 
the uncertainties and their effect on the drained frame properties' 
estimation. We employ the Gassmann fluid substitution workflow outlined in 
Smith, Sondergeld, and Rai (2003) to invert for the drained frame properties 
using well logs and subsequent fluid replacement. We conclude this paper 
with a discussion of the results highlighting the discrepancies observed 
between modelling and field data with their possible causes.
BOREHOLE SEISMIC MONITORING AT FRIO CO2 INJECTION SITE
The Frio‐I brine pilot study was an experimental small‐scale CO2 injection 
project conducted east of Houston, TX, USA (Hovorka 2009). The injection 
unit Frio “C” is a high‐porosity and high‐permeability sandstone that is part 
of the Oligocene Frio formation. Lithologically, Frio “C” is characterized as a 
subarkosic, moderately sorted sandstone with minor amounts of calcite 
(Kharaka et al. 2009). The formation is dipping about 16° to the south. The 
regional shales and siltstone Anahuac formation above the Frio formation act
as a cap rock (Hovorka et al. 2006).
The injection of CO2 took place in a purpose‐drilled well about 30 m down‐dip
from an existing well that was used for observation of CO2 breakthrough. A 
total of 1600 tons of CO2 was injected at a depth of about 1540 m over a 
period of ten days using a 5.5‐m perforated zone at the top section of the 
Frio “C” sandstone (Daley et al. 2008). A suite of conventional logs was 
obtained before injection, including sonic, density, gamma ray, and 
resistivity logs (Sakurai et al. 2006). A detailed geological and geochemical 
characterization of the formation can be found in Hovorka et al. (2006) and 
Doughty et al. (2008).
A time‐lapse VSP survey was acquired with the objective of mapping the CO2 
distribution around the vicinity of the injection well (Daley et al. 2008). The 
VSP geometry is shown in Fig. 1. Distribution of shot points was based on the
dip of the formation as CO2 was expected to migrate predominantly up‐dip 
towards the north by gravity (Daley et al. 2008).
Eight shot points were acquired for various azimuths with an offset range 
from 110 m to 1500 m, approximately. As sources, dynamite charges 
weighing 1.6 kg each buried at a depth of 18.3 m below the surface were 
used (Daley et al. 2008). The receiver coverage in the injection well 
extended from the surface to a total well depth of 1686 m for shots 1 and 3 
and from 1072 m to 1686 m for the other shots. The baseline survey was 
conducted before CO2 injection, whereas the monitor survey was acquired 
about six weeks after the end of CO2 injection. Similar source and receiver 
geometries were used for both surveys (Doughty et al. 2008).
VERTICAL SEISMIC PROFILE DATA PREPARATION AND PROCESSING
The aim of time‐lapse VSP data processing is to extract the maximum 
amount of information related to time‐lapse changes using both the upgoing 
and downgoing wavefields. The preparation of the time‐lapse VSP data for 
first‐arrival analysis does not involve amplitude or phase changing operators 
such as median filtering and deconvolution. However, for the P‐wave upgoing
wavefield analysis (i.e., reflection analysis), the processing sequence 
requires filtering to separate or remove unwanted seismic events such as 
downgoing wavefield, shear waves, multiples, and noise.
To prepare the raw data for subsequent processing, preliminarily processing 
is performed, which includes the removal of noisy traces and the application 
of field static shifts (see Fig. 2). These processes do not involve amplitude or 
phase changing operators. Figure 3 shows the first arrivals of the time‐lapse 
VSP data after preprocessing. The first‐arrival times of the monitor survey 
are expected to show a time delay (indicated in Fig. 3) due to changes in the 
velocities of the medium as CO2 replaces brine.
Accurately picking first‐arrival times is a critical step (Dillon and Collyer 
1985) since all subsequent data processing steps, wavefield separation, 
deconvolution, and interval velocity estimation are based on these picks. 
Furthermore, in a time‐lapse study, our ability to estimate time delays 
properly relies on accurate picking of first‐arrival times. Thus, it is essential 
to pick the time that represents the advent of the seismic energy. For 
dynamite sources, the wavelet is treated as the minimum phase, and the 
first arrivals are picked at the onset of the seismic signal (energy) as it 
provides the true propagation time (Chen et al. 2013). Such a criterion for 
picking is possible for the Frio VSP data due to the high signal‐to‐noise ratio 
of the data in the vicinity of the first arrivals. We perform the picking with the
data resampled to 0.1 ms. The background noise level governs our picking 
uncertainty for the time‐lapse changes. Thus, we estimate the uncertainty in 
the time picks from variations between the baseline and monitor surveys 
above the injection interval for near‐offset shots, where we do not expect 
any changes related to CO2 injection. The obtained uncertainty is about ±0.2 
ms.
Processing of the VSP data for P‐wave reflection analysis utilizes the 
preprocessed data and follows a similar processing sequence as applied by 
Daley et al. (2008) where unwanted downgoing waves, shear waves, and 
converted waves are separated using median filtering followed by 
deconvolution to enhance the frequency content of the signal. We then apply
normal moveout (NMO) corrections, assuming no dip using interval velocities
from the baseline VSP. The signal is enhanced by applying a median filter to 
the NMO‐corrected sections. Figure 4 shows the final processed baseline and
monitor VSP sections and their difference for shot 1.
VERTICAL SEISMIC PROFILE DATA ANALYSIS AND RESULTS
Transit time data
The transit time delays between the baseline and monitor VSP surveys 
obtained by picking the first arrivals are shown in Fig. 5(a). The time delays 
are associated with a change in the velocity as supercritical CO2 replaces 
brine in the pore space. A maximum time delay of 1.3 ± 0.2 ms is observed 
for the receiver at a depth of about 1550 m. The gamma ray log shows that 
this point is approximately 8.8 m below the top of the injection interval. The 
time delays quickly decrease for deeper receivers and vanish for the 
northwest and northeast offsets (not shown), suggesting that the zone of 
significant P‐wave velocity changes has a small lateral extent in the 
immediate vicinity of the injection well.
We limit the analysis of time delays to near‐offset shots since we are 
interested to investigate velocity–saturation relations (VSRs) at the vicinity of
the injection well. To convert the time delays (Δt) to a change in P‐wave 
velocity ∆Vp, we need the post‐injection P‐wave velocity (Vpost). We use the 
initial P‐wave velocity (Vbaseline) and the travel distance of the ray path in the 
reservoir (d) to calculate the initial transit time (t0), from which we then 
obtain Vpost by:
(1)
The travel distance (d) is estimated for a maximum possible plume thickness
of 8.8 m, assuming a straight ray path and zero‐offset geometry, which is 
considered adequate for receivers close to the CO2 plume. The maximum 
time delay observed for the depth of about 1550 m corresponds to a velocity
reduction of about 750 ± 150 m/s in the immediate vicinity of the injection 
well, as indicated by the peak in the shaded region in Fig. 5(a); going 
towards receivers below 1600 m (i.e., ray paths further away from the 
injection well), the velocity reduction is about 250 ± 150 m/s. The 
uncertainty here is calculated using equation 1 with Δt = 0.2 ms. The 
obtained velocity changes will be utilized to constrain the input parameters 
for the rock physics model and VSR in the CO2 VSR section.
Transmitted wave amplitudes
The direct arrival amplitude changes are related to the change in the 
transmission coefficient of the medium. The transmission coefficient defines 
the decrease in energy for the incident wave given a reflector of infinite 
lateral extent. However, from the travel‐time results, we know that the CO2 
plume is of limited lateral extent. Additionally, the plume is expected to 
spread out less down‐dip of the injection well than in the up‐dip direction as 
CO2 migrates up‐dip by gravity. The plume thickness is expected to be no 
more than 8.8 m, which is smaller than the wavelength. Such plume 
geometry can result in a complex amplitude response comprising diffractions
from the plume edges and interference due to tuning.
For the transmitted waves' analysis, we pick the maximum amplitudes of the
first arrivals for the baseline and monitor surveys and normalize each set by 
its maximum amplitude. Figure 5(b) shows the amplitude difference for the 
normalized amplitudes of the baseline (Ab) and monitor (Am) surveys as
 versus receiver depth. The amplitudes of the direct arrivals have 
a high signal‐to‐noise ratio. Variations between the time‐lapse surveys above
the injection interval are less than 2%, which gives us confidence that the 
observed changes at the top of the reservoir are caused by CO2 injection. We
obtain an amplitude increase at the reservoir top of 15 ± 2% for shot 1 and 
up to 18±2% for other near‐offset shots (not shown). Such variations are 
related to the complexity of the lateral distribution of CO2 as, at different 
azimuths, different CO2 volumes near the borehole are sampled. Therefore, 
quantitative interpretation of these observations requires full waveform 
modelling.
Reflected waves analysis
Seismic waves are reflected from an area in the subsurface rather than a 
point. Thus, reflection amplitudes are affected by the spatial distribution of 
CO2 and the magnitude of the impedance change caused by the injected CO2
volume. To calculate the amplitude response, we investigate the root‐mean‐
square (RMS) amplitude (A) picked over the same reservoir window for both 
the baseline and monitor surveys. The change in the RMS amplitude (ΔA) 
response of reflected waves is calculated as the normalized difference 
between the post‐injection and pre‐injection RMS amplitudes (Apost) and (Apre),
respectively, as
(2)
The magnitude of the amplitude changes varies with azimuth, offset, and 
area of investigation. The maximum change in reflected wave amplitude for 
the near‐offset shots is about ΔA = 0.8 for shot 1, as shown in Fig. 5(c). The 
uncertainty of the measurement is difficult to determine as it depends on the
repeatability of the whole seismic section. Figure 4(c) shows the difference 
record between the baseline and monitor surveys presented in Figs. 4(a) and
4(b). The normalized RMS repeatability metrics (Kragh and Christie 2002) in 
this difference record ranges between 20% and 160% (not shown). Thus, 
fluctuations in the recorded reflection amplitudes are attributed to both noise
and the effect of the CO2 plume. Similar to the transmitted wave amplitudes, 
the reflection amplitude changes are difficult to interpret without the support
of synthetic modelling that can take into account the finite lateral extent of 
the plume. Thus, in the next section, we perform 2.5D elastic, finite‐
difference modelling.
Finite‐difference modelling
The seismic response is controlled by many factors such as the acoustic 
impedance and the lateral extent and thickness of the reservoir. Thus, to 
understand the time‐lapse seismic response of both travel‐time and 
amplitude changes, we perform a 2.5D elastic, finite‐difference modelling 
study that refers to a 3D wave propagation over a 2D model of the 
subsurface (Costa, Neto, and Novais 2006; Kostyukevych et al. 2008). This 
will aid the quantitative interpretation of the field measurements and later in 
the VSR.
To this end, we create a 2D elastic model using P‐wave velocity, S‐wave 
velocity, and density from existing baseline well logs for the reservoir 
interval where available (Fig. 6) and VSP interval velocities for the shallow 
part to the surface. Three post‐injection models with various velocity and 
density changes are considered. The first model assumes a velocity 
reduction of 750 m/s over the reservoir interval, which is similar in 
magnitude to the velocity reduction estimated from the field data. The 
second model assumes a 250‐m/s velocity reduction in the same reservoir 
interval. In both models, the plume is represented as a flat continuous layer 
(no plume edges or tapering of the velocity). For the third model, we 
introduce a laterally variable velocity (keeping the reservoir thickness 
constant) by interpolating from the 750 m/s Vp reduction at the injection well 
to the baseline model velocity 30 m away from the injection well. In all 
models, we assume horizontal layering for simplicity. This assumption is 
adequate for near‐offset shots and a limited plume extent. The extent of the 
2D elastic model is 2 km x 3 km with a grid spacing of 1 m x 1 m. A 50‐Hz 
zero‐phase Ricker wavelet is used as a source.
The synthetic data were processed with a similar processing sequence as the
field data. However, since we are using a zero‐phase Ricker wavelet, we pick 
the time of the peak amplitude to obtain the first arrivals. Both the variable 
and constant velocity models give a similar peak value in the travel‐time 
delays of 1.2 ± 0.1 ms near the injection well, which is comparable with the 
maximum travel‐time delay obtained from the field data. However, as we go 
towards deeper receivers, the variable velocity model best matches with the 
field data [see Fig. 5(a)]. The first‐arrival amplitudes show a peak amplitude 
change of 19 ± 2 % for both models that is of the same order as for the field 
data. Again, the lateral variable model fits the field data better for deeper 
receivers [see Fig. 5(b)]. The reflection RMS amplitudes show a peak 
response of 0.1, 0.8, and 0.43 for the 250 m/s, 750 m/s, and variable velocity
models respectively [see Fig. 5(c)]. We note that, for the variable velocity 
model, the recorded reflection amplitude response decreases for shallower 
receivers. This effect is also observed in field data. These effects are caused 
by a limited plume extent. We attribute the mismatch between the field 
reflection amplitude and the modelling to the complex geometry of the 
plume and noise levels in the field reflection data. Moreover, as the plume 
spread is small, the reflection response rapidly decays for shallower 
receivers as the Fresnel zone becomes larger. It is shown in Figs. 5(a), 5(b), 
and 5(c) that a 750‐m/s velocity change best matches the peak time‐lapse 
changes of the field data (i.e., travel‐time delays, transmitted wave 
amplitudes, and reflected wave amplitudes) for receivers in the proximity of 
the reservoir.
ROCK PHYSICS MODELLING OF VELOCITY CHANGES
To interpret the observed time‐lapse seismic changes in terms of fluids 
saturation, a rock physics model linking velocity and saturation is required.
Rock physics model
The choice of a theoretical or empirical equation to derive the frame 
properties of rocks depends on the type of the rock and the available data. 
The injection unit in the Frio “C” formation is a relatively homogenous 
sandstone with high porosity; thus, an attractive option is to use Gassmann's
equation (Gassmann 1951) to model it. However, one must obtain all the 
input parameters for the model preferably from field measurements. 
Assumptions and validity of Gassmann's fluid substitution have been widely 
discussed in the literature (e.g., Berryman 1999; Nolen‐Hoeksema 2000; 
Smith et al. 2003; Han and Batzle 2004; Grochau and Gurevich 2009). 
Gassmann's equation can be written as
(3)
where Ksat, Kdry, Kfl, Kg, and ϕ are the bulk modulus of the saturated rock, the 
bulk modulus of the dry frame, the bulk modulus of the fluids, the bulk 
modulus of the grains, and the porosity, respectively.
Input parameters for Gassmann's equation (Gassmann 1951) can be 
obtained from laboratory measurements or field data such as well logs. 
Quality control of these input parameters is essential to reduce the 
uncertainty in applying the fluid replacement equation. In the following, we 
provide a description of how we obtain these input parameters from the 
available data.
Grain properties
The mineralogical composition of the Frio “C” sandstone is not well 
constrained, but quartz, orthoclase, and plagioclase feldspar and rock 
fragments have been reported from core analysis and X‐ray diffraction 
(Hovorka et al. 2006; Sakurai et al. 2006). Thus, we initially assumed a 
constant feldspar content of 20% typical of that reported in literature, 
whereas a variable clay and quartz content is used based on the gamma ray 
log (see Fig. 7).
The effective modulus for the mixture of solid constituents is determined 
using the arithmetic average of the Hashin–Shtrikman bounds (Hashin and 
Shtrikman 1963). This average does not take into account the complex 
geometrical factors involved in grain mixtures, but it provides a reasonable 
first‐order approximation especially when the lower and upper bounds are 
not too far apart. Unfortunately, with the limited information about the 
mineral constituents, the obtained bulk and shear moduli can strongly vary, 
as shown in Table 1. Thus, the effect of the grain modulus on the VSR is 
investigated closely later in the VSR section.
Fluid properties and saturations
The fluid properties of the in situ brine and injected CO2 at reservoir 
conditions of 55°C and effective pressure of 15 MPa are shown in Table 2 
(Batzle and Wang 1992). CO2 at these reservoir conditions is in a 
supercritical state.
The fluid mixture of two immiscible fluids could be uniform or patchy 
(Masson and Pride 2011). Hence, the choice of a mixing law for the fluids 
determines the magnitude of the P‐wave velocity change predicted by the 
fluid replacement scheme. Assuming a uniform homogenous mixture of fluid 
phases, Wood's equation (Mavko, Mukerji, and Dvorkin 2009) can be used to 
calculate the effective bulk modulus of the fluids (Kfl)
(4)
where Kbrine is the bulk moduli of brine, Sbrine is the saturation of brine,  is 
the bulk moduli of CO2, and  is the saturation of CO2. This mixing law 
predicts the maximum velocity reduction for any given mixture of brine and 
CO2. If we assume a patchy saturation case, then, for a given mixture of CO2 
and brine, the absolute P‐wave velocity change will be less than or equal to 
that predicted by Wood's equation. However, given that the observed 
velocity changes in the time‐lapse VSP data are large, we use Wood's 
equation to model for the maximum velocity change due to CO2 saturation. 
The density of the CO2 and brine fluid mixture is given by
(5)
where  and are the brine and CO2 densities at reservoir conditions, 
respectively.
Fluids saturation is a common unknown in many time‐lapse studies. In the 
Frio project, CO2 saturation was inferred using the Schlumberger reservoir 
saturation tool (Hovorka et al. 2006; Sakurai et al. 2006; Doughty et al. 
2008). However, there was no reliable saturation estimation for some parts 
of the injection reservoir interval after the monitor seismic survey due to 
wellbore issues related to the casing deployment (Hovorka et al. 2006). 
Thus, we consider CO2 saturation in the range of 0.18–0.62 after injection at 
the injection well based on the available data (Hovorka et al. 2006; Sakurai 
et al. 2006).
Porosity
Another parameter needed in order to use Gassmann's equation is the 
porosity of the rock frame. An average porosity of 32% was obtained from 
core measurements for the injection interval (see Fig. 8) (Sakurai et al. 
2006). The porosity in the upper 5 m of the formation interval is around 34%,
whereas for the lower shaley interval, the porosity decreases to about 28%. 
We use these core values to calibrate our porosity log calculated from 
density, as shown in Fig. 7. An overall good agreement for the injection 
interval is obtained.
Drained frame properties
The dry‐frame bulk modulus is the most important variable in the fluid 
substitution scheme. Often the dry‐frame bulk modulus Kdry from laboratory 
measurements is unknown and the drained frame bulk modulus (Kdrained) is 
obtained by rewriting Gassmann's equation, assuming the knowledge of Ksat 
(Zhu and McMechan 1990; Engelmark 2002; Smith et al. 2003).
A common approach in the oil and gas industry is to utilize wireline 
measurements of the brine‐saturated intervals of the reservoir of interest to 
obtain Ksat (Engelmark 2002). However, this approach requires careful 
checking of the input parameters: P‐wave velocity (Vp), S‐wave velocity (Vs), 
and the density of the saturated rock frame (ρb). Inputting wrong values can 
result in large errors or even unphysical values of Kdrained (Kazemeini, Juhlin, 
and Fomel 2010). To examine the baseline sonic measurements, we employ 
the interval velocities obtained from the VSP data. As the VSP interval 
velocities are at a different scale compared with the sonic logs, upscaling of 
the log velocities is performed using Backus averaging (Mavko et al. 2009). 
The upscaled log velocities and VSP interval velocities show good agreement
(see Fig. 6).
After insuring the quality of the input log velocities, we first calculate the 
bulk (Ksat) and shear moduli (μsat) of the in situ brine‐saturated rock from the 
baseline Vp, Vs, and ρb logs:
(6)
(7)
Second, the drained frame bulk (Kdrained) and shear moduli (μdrained) are 
calculated using inverse Gassmann's equations (Zhu and McMechan 1990)
(8)
(9)
The density of the drained frame (ρdrained) is calculated with the following 
equation:
(10)
The calculated drained frame bulk and shear moduli are held constant during
subsequent fluids substitution. Such an assumption may be invalid if the 
drained frame properties change during fluid replacement, e.g., as the case 
with formation damage by pressure or chemical interaction of the fluids with 
the frame‐forming minerals. If a change is observed in the bulk and shear 
moduli of the drained frame, then its properties should be updated.
Constraining CO2 velocity–saturation relation
The bulk moduli of a saturated rock can be calculated given the fluid and 
frame properties. We perform the Gassmann fluid substitution (Gassmann 
1951) using equation 3 with the calculated parameters from the previous 
steps with Gassmann–Wood, which predicts the maximum fluid effect on the 
saturated rock frame. The uncertainty of the drained frame properties and 
subsequent VSR are difficult to quantify. However, given the good 
constraints on the input parameters, we expect the model to present the Frio
“C” formation adequately.
The initial values for the input parameters for the VSR are listed in Table 3. 
We consider for the post‐injection CO2 saturation values in the range of 0.18–
0.62 (Hovorka et al. 2006; Sakurai et al. 2006). The resulting nominal VSR for
uniform saturation is shown by a blue line in Fig. 9(a) along with the velocity 
change estimated from time‐lapse VSP (vertical black line). Note that the 
velocity reduction predicted by the Gassmann fluid substitution for any CO2 
saturation is less than that observed in the time‐lapse VSP. This is true even 
when taking into account the uncertainty in the time picks for the first‐arrival
travel‐time delays. The same observation can be made from the 
transmission coefficients: the change in the transmission coefficient (ΔIp) 
calculated from the rock physics model is much lower than that obtained 
from time‐lapse VSP [see Fig. 9(b)], indicating that we cannot predict such a 
large ΔIp. We recall here the reflection amplitude analysis and the modelling 
results, which also showed that our field observations at the injection well 
are consistent with about 750 m/s reduction in Vp [see Fig. 5(c)]. These 
observations are from three independent attributes, and all of them suggest 
that the rock physics model underestimates the velocity change occurring 
around the injection well.
To investigate this discrepancy, we look at the largest uncertainty in the rock
physics model for the Frio “C” interval, which are the grain properties. A way 
to evaluate the sensitivity of our model to Kg is by perturbing the input 
values of Kg for the calculation of the drained frame properties (inverse 
Gassmann). We keep the model parameters in Table 3 constant except for 
Kg, which is changed from the initial value by an increment of 10 GPa up to 
82 GPa. The VSRs with changing Kg are shown in Fig. 9(a); we see that we 
need a Kg over 70 GPa to match the observations. Similarly, to explain the 
transmission coefficient change observed in the field, a Kg value of more than
52 GPa is required [see Fig. 9(b)]. Such large values of the grain modulus are
inconsistent with the predominant quartz mineralogy of the formation.
DISCUSSION
We have shown that neither the large time‐lapse VSP anomalies for first 
arrivals nor reflection amplitudes could be explained by the Gassmann fluid 
substitution even when taking uncertainty in field measurements into 
account. Time‐lapse VSP has provided three independent attributes, namely, 
direct arrival travel times, first‐arrival amplitudes, and reflection amplitudes. 
The most robust quantitative measure here is the travel‐time delay, which 
has a smaller uncertainty in comparison with the amplitudes. For the direct 
arrivals, we observe a maximum time delay of about 1.3 ± 0.2 ms that 
corresponds to a P‐wave velocity reduction of about 750 ± 150 m/s. The 
constrained rock physics model for the Frio “C” reservoir does not predict 
such large reduction in Vp.
What could be the reason for this discrepancy? Since the effect of injected 
CO2 on elastic properties was estimated using Gassmann's equation, it might
be possible that one or more of the assumptions of Gassmann's theory are 
violated. To this end, we assess the applicability of the main assumptions of 
Gassmann's theory in the context of this case study:
The rock frame is isotropic on both microscale and macroscale (Brown and 
Korringa 1975). Since nearly all minerals are anisotropic, the assumption of 
isotropy on the microscale is never satisfied exactly. However, an 
assumption is usually made that anisotropic mineral grains with random 
(isotropic) distribution of orientations mixed on a fine scale result in a 
medium nearly isotropic on the grain scale. Furthermore, sandstones are 
commonly assumed to be relatively isotropic on a macroscale. This suggests 
that the effect of any anisotropy on the fluid substitution is likely to be small.
The rock frame is homogeneous on the microscale, i.e., it is made of a single 
mineral (Mavko et al. 2009). Since the Frio “C” sandstone consists mainly of 
quartz, this assumption is approximately valid, and any micro‐heterogeneity 
is unlikely to cause significant deviations from the predictions of Gassmann's
theory.
Both the rock frame and the fluid are also homogeneous on the macroscale 
(Mavko et al. 2009), which is on a scale of a representative volume. The 
injection interval in Frio “C” is fairly homogeneous, but the fluid distribution 
might not be uniform. Yet, any deviation from uniform distribution would 
result in even higher saturated bulk modulus and, hence, even larger 
discrepancy than for uniform saturation and therefore cannot explain our 
discrepancy.
The fluid pressure is uniform throughout the pore space in a representative 
volume of the rock (relaxed regime). This assumption is satisfied when the 
pore pressure has sufficient time to equilibrate within one half‐cycle of the 
wave, i.e., when the wave frequency is much lower than the squirt frequency
(Mavko et al. 2009). This assumption is always assumed to be satisfied at 
seismic frequencies, at least for the high‐porosity and high‐permeability 
rocks such as Frio “C” sandstone.
Finally, Gassmann's theory assumes that the rock frame properties do not 
change with the change of the pore fluid (Mavko et al. 2009). This appears to
be the only assumption that can be violated and could explain the large Vp 
reduction observed. That is, it is possible that injection of CO2 into the pore 
space could have caused some physical or geochemical processes that can 
result in the weakening of the rock frame.
Previous studies of crosswell travel‐time tomography at the Frio site have 
reported that the large P‐wave reduction at the injection well is accompanied
by a reduction in S‐wave velocities of more than 220 m/s (Daley et al. 2008). 
Such a large change in S‐wave velocity is not predicted by the Gassmann 
fluid substitution as the shear moduli is constant according to equation 9. 
Moreover, according to the same equation, any density change by injecting a
lower density fluid (CO2 in this case) would cause an S‐wave velocity 
increase rather than a decrease. Rock frame changes during fluid injection 
could be caused by many factors, including pressure effects by fluid injection
(Saul and Lumley 2015) or, in the case of injecting reactive fluid such as CO2,
by geochemical interactions that alter the rock‐frame‐forming mineral 
(Marbler et al. 2013).
We first investigated pressure changes associated with CO2 injection as a 
possible cause of frame weakening. However, in the Frio project, the 
maximum effective pressure decrease was less than 0.5 MPa (Sakurai et al. 
2006); such a small pressure decrease is not expected to cause significant 
velocity changes for an initial reservoir effective pressure above 15 MPa 
(Makse et al. 1999). Indeed, according to Eberhart‐Phillips, Han, and Zoback 
(1989), at such reservoir conditions, P‐wave and S‐wave velocity changes 
due to such pore pressure increase are less than 30 m/s, which is much 
smaller than the magnitude of the velocity changes observed in the time‐
lapse VSP data.
On the other hand, geochemical analysis has suggested that CO2 caused the 
dissolution of rock‐forming minerals (Kharaka et al. 2006). Rock frame 
changes, if induced by geochemical processes, are difficult to quantify 
without independent measurement. The frame shear modulus is not affected
by saturation changes (according to the Gassmann fluid substitution) and 
thus could provide information of changes in the rock frame. Hence, S‐waves
could be a possible source of such information. Unfortunately, we were 
unable to obtain the time‐lapse changes for the S‐wave interval velocities 
from the VSP data due to the insufficient signal‐to‐noise ratio for S‐wave 
arrivals.
Our rock physics model based on the Gassmann fluid substitution (Gassmann
1951) can only handle mechanical changes caused by the pore fluid 
interacting with the rock frame. Thus, we suggest that an alternative model 
is required to handle possible non‐elastic factors in the reservoir drained 
frame properties after fluid injection. Such a model should allow the variation
of the drained frame shear and bulk moduli based on field observations. This 
will be investigated in a separate paper.
CONCLUSIONS
Verifying the applicability of theoretical rock physics models to interpret field
data is crucial for quantitative time‐lapse seismic analysis. In this paper, we 
have investigated the use of Gassmann's equation to constrain the velocity–
saturation relationship for high‐porosity sandstone using time‐lapse VSP data
of the Frio CO2 injection project. The time‐lapse VSP data have shown large 
travel‐time delays for the post‐injection survey. We estimated this travel‐
time delay to be caused by a velocity reduction of 750 ± 150 m/s at the 
injection well. Observed first‐arrival amplitude changes and reflection 
amplitudes, as well as the 2.5D elastic, finite‐difference modelling results, 
support the estimates of the magnitude of this velocity change. We created a
site‐specific rock physics model from existing field measurement using 
Gassmann's equation for a uniform saturation case. It became apparent that 
our rock physics model underestimates the velocity change obtained from 
the field observations at the injection well. This discrepancy suggests the 
presence of formation damage, which weakened the rock frame after CO2 
injection. Our study highlights the need of verifying the applicability of 
theoretical rock physics models to describe fluid–rock physics relationships. 
Moreover, an alternative model is required, which incorporates non‐elastic 
changes in the rock frame caused by CO2 injection to explain the measured 
data. Understanding these effects on the rock physics relationship is 
important for the accurate use of time‐lapse seismic data to estimate CO2 
saturation in the subsurface.
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