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Combinatoire alge´brique des permutations et de
leurs ge´ne´ralisations
Re´sume´ :
Cette the`se se situe au carrefour de la combinatoire et de l’alge`bre. Elle se consacre d’une part
a` traduire des proble`mes alge´briques en des proble`mes combinatoires, et inversement, utilise le
formalisme alge´brique pour traiter des questions combinatoires.
Apre`s un rappel des notions classiques de combinatoire et d’alge`bres de Hopf avec quelques
applications, nous abordons l’e´tude de certaines statistiques de´finies sur les permutations : les
pics, les valle´es, les doubles monte´es et les doubles descentes, qui sont a` la base de la bijection de
Franc¸on-Viennot, elle-meˆme de´bouchant sur une e´tude combinatoire des polynoˆmes orthogonaux.
Nous montrons qu’a` partir de ces statistiques, il est possible de construire diverses sous-alge`bres
ou alge`bres quotients de FQSym, une alge`bre dont une base est indexe´e par les permutations.
Puis, nous e´tudions deux suites classiques de combinatoire par une de´marche non commutative :
les polynoˆmes de Gandhi, un raffinement polynomial des nombres de Genocchi, et les nombres
d’Euler, une suite recelant de nombreuses proprie´te´s combinatoires. Nous nous attachons a` montrer
que l’approche non commutative permet, dans la majeure partie des cas, d’obtenir de manie`re
directe des interpre´tations d’identite´s combinatoires.
Enfin, inversement, certaines questions de nature alge´brique peuvent eˆtre aborde´es d’un point de
vue combinatoire. Ainsi, a` travers l’e´tude des alge`bres dendriformes, des alge`bres tridendriformes,
et des quadrialge`bres, nous prouvons des questions de liberte´ a` propos de ces alge`bres graˆce a` la
combinatoire des arbres e´tiquete´s.
Mots-cle´s :
Alge`bres de Hopf combinatoires ; statistiques sur les permutations ; pics ; valle´es ; doubles monte´es ;
doubles descentes ; polynoˆmes de Gandhi ; nombres d’Euler ; alge`bres dendriformes ; alge`bres tri-
dendriformes ; quadrialge`bres.
Algebraic combinatorics of permutations and their generali-
sations
Abstract :
This thesis is at the crossroads between combinatorics and algebra. It studies some algebraic
problems from a combinatorial point of view, and conversely, some combinatorial problems have
an algebraic approach which enables us to solve them.
In the first part, some classical statistics on permutations are studied : the peaks, the valleys,
the double rises, and the double descents. We show that we can build subalgebras and quotients
of FQSym, an algebra which basis is indexed by permutations.
Then, we study classical combinatorial sequences such as Gandhi polynomials, refinements
of Genocchi numbers, and Euler numbers in a noncommutative way. In particular, we see that
combinatorial interpretations arise naturally from the noncommutative approach.
Finally, we solve some freeness problems about dendriform algebras, tridendriform algebras and
quadrialgebras thanks to combinatorics of some labelled trees.
Keywords :
Combinatorial Hopf algebras ; statistics on permutations ; peaks ; valleys ; double rises ; double
descents ; Gandhi polynomials ; Euler numbers ; dendriform algebras ; tridendriform algebras ; qua-
drialgebras.
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Introduction
Avant-propos
Combinatoire des identite´s alge´briques
L’un des aspects de la combinatoire consiste a` expliquer de manie`re simple les identite´s alge´bri-
ques. Mais ceci ne se re´sume pas a` comprendre une a` une chaque identite´ en introduisant a` chaque
fois un nouvel objet combinatoire obtenu par des constructions de plus en plus techniques. Il s’agit
le plus souvent de comprendre les objets sous-jacents a` une identite´, puis de poser un cadre dans
lequel d’autres objets ont des interpre´tations analogues. Ainsi, de nombreuses the´ories ont e´te´
de´veloppe´es et permettent d’obtenir des me´thodes syste´matiques d’interpre´tation combinatoire,
comme par exemple :
— la combinatoire des fractions continues et des polynoˆmes orthogonaux ;
— les compose´s partitionnels ;
— la the´orie des espe`ces.
La premie`re correspond historiquement a` des proble`mes d’e´nume´ration re´solus graˆce a` des frac-
tions continues. Nous pouvons de´ja` trouver cette approche chez Touchard ([Tou52]). Puis Flajolet
dans [Fla80] montre que les fractions continues s’interpre`tent bien en termes de combinatoire sur
les chemins. Il existe de plus de nombreuses bijections entre les chemins et d’autres classes combina-
toires, par exemple la bijection de Franc¸on-Viennot ([FV79]). Et les fractions continues sont aussi
relie´es a` des se´ries ge´ne´ratrices de moments de polynoˆmes orthogonaux. Ainsi, en mettant bout a`
bout ces observations, une the´orie combinatoire des polynoˆmes orthogonaux a e´te´ de´veloppe´e sous
l’impulsion entre autres de Viennot ([Vie83]) et est aujourd’hui tre`s active.
La deuxie`me, de´veloppe´e par Foata et Schutzenberger ([SF70]), est une interpre´tation com-
binatoire des formules exponentielles et pose un cadre rigoureux au principe suivant : “la se´rie
ge´ne´ratrice exponentielle d’objets e´tiquete´s est l’exponentielle de la se´rie ge´ne´ratrice exponentielle
d’objets connexes”. Elle a e´te´ applique´e pour obtenir des preuves combinatoires de nombreuses for-
mules comme la formule de Mehler ([Foa78]), une identite´ faisant intervenir les polynoˆmes d’Her-
mite. Des identite´s sur les polynoˆmes eule´riens de´coulent e´galement de cette construction ([SF70])
et des proble`mes de line´arisations des polynoˆmes orthogonaux peuvent eˆtre re´solus par cette ap-
proche ([KZ01]). Enfin, elle marque le de´but des fondations de la the´orie des espe`ces.
En effet, le compose´ partitionnel est l’interpre´tation combinatoire des formules exponentielles.
Force est de constater que de manie`re ge´ne´rale, la composition de deux se´ries exponentielles a`
coefficients entiers positifs est encore a` coefficients entiers positifs. Pour expliquer de manie`re com-
binatoire ce phe´nome`ne, Joyal pose les fondations de la the´orie des espe`ces ([Joy81]). De nombreux
re´sultats combinatoires se traduisent dans cette the´orie : on retrouve par exemple une version
“espe`ce” de l’inversion de Lagrange ([Lab81]), de la the´orie des e´quations diffe´rentielles ([LV86]),
du ple´thysme des fonctions syme´triques ([Ber87]) et aussi du compose´ partitionnel ([DM97]). On
pourra trouver une introduction a` cette the´orie dans [BLL+94].
Des algorithmes a` la construction d’alge`bres
Un autre aspect de la combinatoire est sa force dans les analyses d’algorithmes. Nous n’abordons
malheureusement pas cet aspect dans ce me´moire. Par contre, nous utilisons de nombreux algo-
rithmes classiques provenant de l’informatique the´orique, comme la standardisation, un algorithme
associant a` un mot la permutation ayant les meˆmes inversions, le “tassement”, qui a` un mot associe
le mot tasse´ ayant les meˆmes occurrences de lettres en conservant l’ordre relatif entre celles-ci, la
bijection entre arbres binaires croissants et permutations, l’algorithme d’insertion d’un mot dans
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un arbre binaire de recherche. D’un point de vue historique, la standardisation apparaˆıt de´ja` dans
l’article [Sch61] de Schensted, les arbres binaires de recherche se retrouvent dans [Hib62] de Hib-
bard, tandis que les arbres binaires croissants remontent au moins aux anne´es 70 ([Bur72], [Fra76]).
Les applications de ces algorithmes sont nombreuses, et il est difficile, voire impossible, d’en faire
une liste exhaustive. Donnons tout de meˆme quelques exemples : la standardisation est a` la base de
la re´alisation polynomiale de l’alge`bre de Malvenuto-Retenauer ([MR95], [DHT02]) alge`bre gradue´e
dont une base est indexe´e par les permutations. Les arbres binaires de recherche sont tre`s utilise´s en
informatique comme structures de donne´es et permettent de construire la re´alisation polynomiale
de l’alge`bre de Loday-Ronco ([LR98], [HNT05]).
Alge`bres de Hopf combinatoires et ge´ne´ralisations
L’approche combinatoire ne se limite pas aux e´quations fonctionnelles ou a` l’analyse d’algo-
rithmes : en effet, de manie`re ge´ne´rale, la pre´sence d’entiers positifs pour un combinatoriste est sy-
nonyme d’interpre´tation combinatoire. Ainsi, elle intervient e´galement en the´orie des repre´sentations.
Par exemple, si on veut connaˆıtre les dimensions des repre´sentations irre´ductibles du groupe
syme´trique Sn, la formule des e´querres nous fournit une me´thode de calcul. Mais la the´orie des
repre´sentations des groupes syme´triques est elle-meˆme relie´e a` la the´orie des fonctions syme´triques
(sym). On trouve d’ailleurs de´ja` ces liens entre combinatoire, repre´sentations du groupe syme´trique
et fonctions syme´triques dans la the´orie de Po´lya ([Po´l37]), qui e´tudie des proble`mes de syme´tries
relevant de la chimie. Les fonctions syme´triques sont donc elles aussi riches en combinatoire : la
re`gle de Littlewood-Richardson en est un autre exemple. E´nonce´e en 1934 ([LR34]), il a fallu at-
tendre les anne´es 1970 avec Thomas ([Tho74]) et Schu¨tzenberger ([Sch77]) reposant sur des travaux
de Robinson ([Rob38]), Knuth ([Knu70]) et Schensted ([Sch61]) pour en avoir une preuve comple`te.
Aujourd’hui, il existe de nombreuses preuves et variantes de cette re`gle, notamment ([LLT+02])
ou` Lascoux, Leclerc et Thibon retrouvent divers re´sultats sur les tableaux a` partir du mono¨ıde
plaxique, ou Viennot ([Vie77]) donnant une interpre´tation ge´ome´trique de la correspondance de
Schensted, ou Zelevinsky ([Zel81]) ge´ne´ralisant la re`gle aux formes gauches...
Mais de nombreuses questions restent en suspens a` propos de ces fonctions et de leurs ge´ne´ralisati-
ons. Une des approches pour aborder ces proble`mes est de passer dans le monde des alge`bres de
Hopf combinatoires. Il s’agit souvent d’alge`bres qui correspondent a` des raffinements de sym,
comme les fonctions quasi-syme´triques dues a` Gessel (QSym [Ges84]) indexe´es par les compo-
sitions d’entiers et dont sym est une sous-alge`bre, les fonctions syme´triques non commutatives
introduites par Gelfand, Krob, Lascoux, Leclerc, Retakh, Thibon dans [GKL+95] e´galement in-
dexe´es par les compositions et qui se projettent naturellement sur sym, l’alge`bre de Malvenuto-
Retenauer (ou FQSym [MR95]) dont une base est indexe´e par les permutations , l’alge`bre de
Loday-Ronco ([LR98]) dont une base est indexe´e par les arbres binaires etc. Dans toutes ces
alge`bres, la combinatoire est mieux appre´hende´e que dans sym. Par exemple, on peut trouver
dans l’alge`bre FSym (alge`bre de Poirier-Retenauer [PR95], [DHT02]) un analogue de la re`gle de
Littlewood-Richardson, dont de´coule “la vraie”. Certaines de ces alge`bres admettent une structure
plus fine que celle d’alge`bre associative, comme PBT qui est e´galement l’alge`bre dendriforme libre
sur un ge´ne´rateur. Ainsi, la combinatoire a aussi sa place dans le monde des ope´rades, the´orie
prenant sa source en topologie alge´brique pour e´tudier les espaces de lacets ite´re´s, introduite par
May ([May72]) Boardman et Vogt ([Vog73]), Loday lui donnant une nouvelle impulsion a` travers de
nouveaux exemples d’alge`bres ([Lod96], [LR98], [Lod01], [LV12]). Aujourd’hui, cette the´orie a des
applications dans de nombreux domaines allant de l’informatique the´orique ([HNT05]), a` la phy-
sique the´orique ([MSS07]), en passant par les e´tudes de nombreuses alge`bres comme les alge`bres
pre´-Lie ([CL01]), les alge`bres dendriformes ([LR98]), les alge`bres tridendriformes ([LR+04]), les
quadrialge`bres ([AL04]), et par des ge´ne´ralisations du the´ore`me de Cartier-Milnor-Moore-Quillen,
que l’on peut trouver dans [Lod06], [Cha02], [Ron02]...
Contexte
Dans cette the`se, nous abordons des proble`mes combinatoires par des me´thodes alge´briques,
et re´ciproquement, nous re´solvons des proble`mes de nature alge´brique par une approche combi-
natoire. Ainsi, la construction de certaines alge`bres que nous pre´sentons repose sur des bijections
et des statistiques sur des objets. Inversement, en relevant dans une alge`bre non commutative
des e´galite´s fonctionnelles sur les se´ries formelles, le de´terminisme alge´brique permet d’obtenir
automatiquement des interpre´tations combinatoires.
Nous essayons donc d’exploiter les liens entre alge`bre et combinatoire qui sont de´ja` tre`s nom-
breux : certaines statistiques comme les positions des descentes sur les permutations sont a` la
base de constructions d’alge`bres qui peuvent avoir des interpre´tations en terme de the´orie des
repre´sentations ([Sol76]). Les alge`bres de Hopf, une des manie`res de formaliser la combinatoire,
fournit des me´thodes de calculs efficaces. Inversement, la description combinatoire des alge`bres
apporte des informations quant a` leur structure. En effet, l’e´tude des alge`bres ge´ne´rales (the´orie
des ope´rades) peut en effet se faire a` l’aide de re´alisations combinatoires, celles-ci apportant des
informations quant a` la “forme” possible d’une alge`bre qui au de´part est de´finie de manie`re abs-
traite.
Un outil de calcul : les alge`bres de Hopf combinatoires
Tout au long de cette the`se, la plupart des calculs sont effectue´s dans des alge`bres de Hopf
combinatoires. Ces dernie`res fournissent un cadre alge´brique pour de nombreuses the´ories, comme :
— les rele`vements non commutatifs de fonctions spe´ciales ;
— la renormalisation.
Pour la premie`re, le calcul dans les alge`bres non commutatives a` des fins combinatoires est assez
ancien : on trouve des calculs dans des alge`bres de mots dans [FS73b], [Fla80] et [Ges80]. Au-
jourd’hui, a` travers les alge`bres de Hopf combinatoires, les calculs ont lieu avec d’autres objets
combinatoires, et on retrouve des fonctions spe´ciales ou des identite´s qui ont leur analogue non
commutatif, comme les fonctions syme´triques ([GKL+95]), les fonctions de Bessel ([NT06b]), ou
encore le the´ore`me de Redfield-Po`lya ([BCLM13]).
La seconde, une the´orie utilise´e en physique, consiste a` donner un sens notamment aux inte´grales
et aux sommes divergentes, et certains de ses proble`mes font intervenir des alge`bres de Hopf comme
celle de Connes-Kreimer ([CK99]), une alge`bre de Hopf combinatoire dont une base est indexe´e
par les arbres enracine´s. Depuis, de nombreux travaux ont eu lieu dans ce sens ([BF01], ([Foi02]),
et la recherche dans cette the´orie est en plein essor. Malheureusement, cet aspect des alge`bres de
Hopf ne sera pas aborde´.
Statistiques sur les permutations et constructions d’alge`bres
On retrouve l’e´tude des valeurs de pics, de valle´es, de doubles monte´es et de doubles descentes
de`s les anne´es soixante-dix chez Foata ([FS73b]), chez Franc¸on ([Fra76]), ce dernier e´tant motive´ par
des calculs de complexite´ en informatique. Graˆce a` celles-ci, Franc¸on et Viennot construisent une
bijection ([FV79]) faisant le lien entre le monde des chemins et des permutations. En exploitant
le rapport entre fractions continues et chemins ([Fla80]), Viennot pose les bases de la the´orie
combinatoire des polynoˆmes orthogonaux ([Vie83]). Une autre classe de statistiques, provenant de
la structure cyclique des permutations comme les exce´dances (les positions i telles que σi > i) a
aussi e´te´ e´tudie´e ( [SF70], [FZ90], [Han92]). Il est a` noter que les valeurs de pics, valle´es, doubles
monte´es et doubles descentes ont e´galement leurs analogues dans d’autres objets combinatoires
comme les tableaux de permutations introduits par Steingrimsson et Williams dans [SW07] et
qui ont des applications dans la combinatoire d’un mode`le physique appele´ PASEP et dans la
combinatoire des polynoˆmes orthogonaux ([CW07], [CW+11], [JV10]).
Les statistiques de´finies sur une classe combinatoire munie d’une structure d’alge`bre permettent
la construction de classes d’e´quivalence et une question naturelle est alors de se demander si
la structure d’alge`bre “passe” ou non au quotient ou a` la sous-alge`bre. Par exemple, graˆce aux
positions des descentes d’une permutation σ (les i tels que σi > σi+1), Solomon de´finit l’alge`bre
des descentes ([Sol76]). De meˆme, en s’inte´ressant aux positions des pics, Stembridge construit
l’alge`bre des pics ([Ste97]) qui a des applications en the´orie des repre´sentations ([BHT04]). Graˆce
aux valeurs des descentes d’une permutation, on peut retrouver une base de Sym de´finie par
Tevlin [HNTT09].
Polynoˆmes de Gandhi et nombres d’Euler
Nous abordons ensuite l’e´tude de deux suites classiques de combinatoire par l’approche non
commutative : les polynoˆmes de Gandhi et les nombres d’Euler. Les premiers, historiquement
de´finis par la re´currence suivante :{
C0 = 1,
Cn+1(x) = x
2Cn(x+ 1)− (x− 1)2Cn(x), (1)
sont des raffinements des nombres de Genocchi, proposition conjecture´e par Gandhi dans [Gan70].
Celle-ci fut prouve´e inde´pendamment par Carlitz dans [Car71] et Riordan et Stein dans [RS73].
Dumont en donne une interpre´tation combinatoire dans [D+74] en termes de pistolets surjectifs.
Plus tard, ces polynoˆmes ont e´te´ ge´ne´ralise´s par Dumont et Foata ([DF76]), par la re´currence{
DF1 = 1,
DFn+1(x, y, z) = (x+ z)(y + z)DFn(x, y, z + 1)− z2DFn, (2)
avec une interpre´tation combinatoire en termes de statistiques sur les pistolets. D’autres in-
terpre´tations ont pu eˆtre trouve´es par Han dans [Han96]. Une autre proprie´te´ remarquable de
ces polynoˆmes est leur syme´trie en les trois variables, mais il n’existe pas a` ce jour une in-
terpre´tation combinatoire simple de ce fait. Une ge´ne´ralisation a` six parame`tres a ensuite e´te´
de´finie par Dumont ([Dum95]). Randrianarivony et Zeng en ont donne´ les proprie´te´s combina-
toires ([Ran94], [Zen96]). Plus re´cemment, dans [HZ99], Han et Zeng ont propose´ un q-analogue
pour les polynoˆmes de Gandhi et en ont donne´ une interpre´tation combinatoire. Dans le contexte
de ces polynoˆmes, l’e´tude non commutative revient a` trouver des rele`vements de sa de´finition dans
des alge`bres de mots.
Nous e´tudions dans un deuxie`me temps la suite des nombres d’Euler. Cette suite apparaˆıt
re´gulie`rement en combinatoire : en effet, de nombreuses classes combinatoires, comme les permu-
tations alternantes ([And81]), les permutations de Jacobi ([Vie80]), les arbres binaires non plans
de´croissants et les permutations d’Andre´ ([FS+73a]) sont compte´es par cette suite.
Rappelons que la suite des nombres de Genocchi et la suite des nombres d’Euler impairs sont
intimement relie´es par leur se´rie ge´ne´ratrice exponentielle : la premie`re est la fonction x tan(x2 ),
tandis que la seconde est la fonction tan(x). D’un point de vue analytique, il est aise´ d’exprimer les
nombres de Genocchi en fonction des nombres d’Euler et vice versa. Ainsi, l’approche combinatoire
pour chacune de ces suites est similaire. Pourtant, il semble qu’il n’y ait pas encore d’interpre´tation
combinatoire simple expliquant le lien entre leur se´ries ge´ne´ratrices ([Vie82]).
Combinatoire de P-alge`bres particulie`res
Dans la suite, P de´signe une ope´rade, c’est-a`-dire, de manie`re informelle, une famille d’appli-
cations multiline´aires ve´rifiant des relations entre elles. Autres que les alge`bres de se´ries formelles,
de nombreuses alge`bres non associatives peuvent eˆtre e´tudie´es sous un angle combinatoire. Par
exemple, il est connu que certaines alge`bres de Hopf combinatoires sont aussi des alge`bres den-
driformes ([LR98], [HNT05]), d’autres sont des alge`bres tridendriformes ([LR+04], [NT06a]) ou
des quadrialge`bres ([AL04]). Ainsi, certains proble`mes lie´s a` ces alge`bres peuvent eˆtre aborde´s
du point de vue combinatoire, comme de´terminer la se´rie de Hilbert d’une P-alge`bre libre sur un
ge´ne´rateur. D’ailleurs cette se´rie fait souvent intervenir des objets connus : celle de l’alge`bre dendri-
forme (respectivement alge`bre tridendriforme, resp. quadrialge`bre) est e´gale a` la se´rie ge´ne´ratrice
de la suite des nombres de Catalan ([LR98]) (resp. suite des petits nombres de Schro¨der [NT06a],
resp. suite des nombres de graphes connexes sans croisement [FN99] [AL04], [Val08]). D’autres
proble`mes, comme celui de la liberte´ d’une alge`bre se montre ge´ne´ralement par des me´thodes
alge´briques ([Foi07], [BR10]), la liberte´ devenant un simple corrolaire d’un the´ore`me de structure
ge´ne´ral. Or, dans une alge`bre de Hopf combinatoire, une des manie`res de montrer la liberte´ est
d’exhiber une base multiplicative comme c’est le cas pour FQSym ([DHT02]). On peut alors se de-
mander s’il est possible d’aborder les proble`mes de liberte´ pour d’autres alge`bres par des arguments
combinatoires.
Plan du me´moire
La the`se est organise´e comme suit : nous commenc¸ons par introduire les diffe´rents outils
ne´cessaires a` la compre´hension de ce me´moire. Ceux-ci sont ge´ne´ralement de nature algorith-
mique et combinatoire : les objets mis en jeux sont des classes combinatoires, des bijections et
des algorithmes sur les mots et les arbres. Mais ils de´gagent aussi une saveur alge´brique : ils sont
a` la base des re´alisations polynomiales des alge`bres de Hopf que nous pre´sentons. A` la fin des
pre´liminaires, nous donnons des exemples d’applications : le premier est une ge´ne´ralisation des
me´thodes pre´sente´es pour construire d’autres alge`bres, en particulier, nous donnons une version
“alge`bre de Hopf” du compose´ partitionnel. Le second montre une des manie`res d’exploiter ces
alge`bres a` travers un exemple classique de combinatoire, les permutations alternantes.
Nous poursuivons par une e´tude alge´brique d’une des bijections pre´sente´es : la bijection de
Franc¸on-Viennot. Elle fait intervenir deux types d’objets, les permutations et les histoires de La-
guerre. Une des proprie´te´s remarquables de cette application est l’obtention d’une lecture simple
sur les histoires des valeurs de pics, valle´es, doubles monte´es et doubles descentes des permuta-
tions. De plus, ces statistiques ve´rifient une certaine stabilite´ vis-a`-vis du produit de shuﬄe sur
les permutations. Nous nous attachons de`s lors a` de´cortiquer leurs proprie´te´s alge´briques. Une
famille cousine des pre´ce´dentes statistiques, les positions de pics, valle´es, doubles monte´es, doubles
descentes construites a` partir des positions des descentes d’une permutation, ont elles aussi des
proprie´te´s alge´briques inte´ressantes : elles ve´rifient une certaine stabilite´ vis-a`-vis d’un autre pro-
duit sur les permutations, le produit de convolution. Ainsi, nous exploitons ces proprie´te´s pour
construire de nouvelles alge`bres.
Mais la construction d’alge`bres n’est pas une fin en soi : encore faut-il pouvoir trouver des
applications a` ces nouveaux objets : nous e´tudions a` l’aide du formalisme non commutatif des
proble`mes de combinatoire a` travers deux exemples classiques : les polynoˆmes de Gandhi et les
nombres d’Euler. Ainsi, en relevant dans le monde non commutatif la relation de re´currence de ces
polynoˆmes, nous obtenons une manie`re de construire une des classes combinatoires qui “encodent”
ces polynoˆmes, les pistolets surjectifs. Une approche identique est faite pour les nombres d’Euler :
nous travaillons dans une alge`bre non commutative et montrons que certaines bijections existantes
deviennent alors naturelles, ou encore que certaines e´galite´s qui peuvent sembler “myste´rieuses”
dans le monde des se´ries formelles classiques ont une explication simple dans le monde non commu-
tatif. Sous cet angle, nous constatons que certaines difficulte´s de la combinatoire, comme trouver
une classe combinatoire adapte´e a` une identite´ alge´brique ou trouver une statistique naturelle
de´finie sur une classe “disparaissent”. Il nous est possible a` partir de cette me´thode de retrouver
quelques re´sultats classiques concernant ces polynoˆmes ou leurs ge´ne´ralisations, et d’exhiber une
nouvelle famille d’interpre´tations pour le q-analogue des polynoˆmes de Gandhi de´fini par Han et
Zeng.
Enfin, nous abordons une e´tude combinatoire d’alge`bres a` travers diffe´rents exemples : les
alge`bres dendriformes, les alge`bres tridendriformes et les quadrialge`bres. Nous donnons une me´thode
purement combinatoire similaire a` celle employe´e dans [HNT05] pour l’alge`bre dendriforme pour
d’une part de´terminer la se´rie de Hilbert d’une P-alge`bre libre sur un ge´ne´rateur, et d’autre part,
aborder les proble`mes de liberte´ d’une P-alge`bre. Ainsi, nous fournissons des preuves combinatoires
de la liberte´ de l’alge`bre dendriforme FQSym (respectivement alge`bre tridendrifome WQSym,
resp. quadrialge`bre des 2-permutations objets combinatoires de´finis dans [NT14]). Nous retrou-
vons ainsi les re´sultats de liberte´ de FQSym obtenus par Foissy dans [Foi07] et ceux obtenus par
Burgunder et Ronco dans [BR10] a` propos de WQSym. Enfin, le cas de la quadrialge`bre des 2-
permutations semble a` priori eˆtre un nouveau re´sultat et est une conjecture laisse´e par Aguiar et
Loday dans [AL04].

Chapitre 1
Pre´liminaires
L’objectif de ce chapitre est d’introduire les notions essentielles pour la suite de ce me´moire. On
commence par pre´senter dans le paragraphe 1.1 des familles d’objets et de classes combinatoires.
Puis, dans le paragraphe 1.2 on rappelle quelques algorithmes et bijections qui sont au cœur de
constructions d’alge`bres. Nous abordons ensuite dans le paragraphe 1.3 une partie introductive
concernant les alge`bres de Hopf combinatoires et donnons des exemples. Le paragraphe 1.4 est
consacre´ a` la dualite´. La me´thode par re´alisation polynomiale est traite´e dans le paragraphe 1.5.
Enfin, nous appliquons de deux manie`res diffe´rentes les bases de la the´orie pre´sente´e dans ce de´but
de chapitre dans les paragraphes 1.6 et 1.7. La premie`re consiste a` apporter quelques comple´ments
a` propos des alge`bres WQSym et WQSym∗ : en particulier, on pre´sente une interpolation entre
deux structures de coge`bres de WQSym∗, un analogue de l’identite´ de Cauchy pour la dualite´
entre ces deux alge`bres et on montre que le compose´ partitionnel a son analogue dans ces alge`bres.
L’interpolation de coge`bre se pre´sente comme un re´sultat dual d’un changement de base pre´sent
dans [Mau13], l’identite´ de Cauchy comme un raffinement de celle donne´e dans [DHNT11]. Par
contre, l’analogue alge´brique du compose´ partitionnel, the´orie de´veloppe´e dans [SF70], semble eˆtre
nouveau et fournit une nouvelle construction de SQSym (paragraphe 1.6.3.4). La seconde appli-
cation est une approche alge´brique d’un re´sultat classique de combinatoire duˆ a` Andre´ ([And81]),
a` propos de l’interpre´tation combinatoire des coefficients de la tangente comme permutations al-
ternantes impaires. On montre que cette interpre´tation combinatoire de la tangente de´coule natu-
rellement d’une construction de Hivert, Novelli et Thibon ([HNT08b]).
1.1 Quelques objets classiques de combinatoire
1.1.1 Classes combinatoires
De´finition 1.1.1. Soit un ensemble C = ⊔n∈NCn. On dit que C est une classe combinatoire si
pour chaque entier n, l’ensemble Cn est fini. Un e´le´ment c de C est appele´ objet combinatoire. La
sous-partie Cn de C est l’ensemble des e´le´ments de C de taille n. Le cardinal d’un ensemble E est
note´ |E|.
Exemple 1. Les permutations, les mots sur un alphabet fini, les entiers sont des classes combina-
toires.
De´finition 1.1.2. Soit C une classe combinatoire. Sa se´rie ge´ne´ratrice ordinaire (ou se´rie ge´ne´ratrice)
est la fonction
GfC(t) :=
∑
n≥0
|Cn|tn, (1.1)
et sa se´rie ge´ne´ratrice exponentielle est la fonction
GfeC(t) :=
∑
n≥0
|Cn| t
n
n!
. (1.2)
1.1.2 Mots finis
De´finition 1.1.3. Soit A un alphabet. Un mot fini sur A est une suite finie de lettres de A. On
le repre´sente ge´ne´ralement sous la forme w = a1 · · · an. Dans ce cas, n est appele´ la longueur ou
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taille du mot w (note´ l(w)), |w|B de´signe le nombre de wi appartenant a` l’ensemble B. Si B est un
singleton {a}, le nombre |w|{a} correspond au nombre d’occurrences de la lettre a dans le mot w.
On note |w|a := |w|{a}, et A∗ l’ensemble des mots sur A.
Exemple 2. Si A = {a, b, c, d}, et w = aabaaccddbaa, alors w est bien dans A∗, et |w|b = 2. La se´rie
ge´ne´ratrice des mots sur l’alphabet A est donne´e par∑
n≥0
4ntn =
1
1− 4t . (1.3)
De´monstration. Appliquons la me´thode non commutative pour de´terminer cette se´rie ge´ne´ratrice.
Bien que la preuve soit plus complexe, elle apporte une nouvelle approche dans la recherche des
se´ries ge´ne´ratrices.
On a l’identite´ classique
1
1− (a+ b+ c+ d)t =
∑
n≥0
(a+ b+ c+ d)ntn. (1.4)
En de´veloppant (a+ b+ c+ d)n, on obtient∑
n≥0
(a+ b+ c+ d)ntn =
∑
n≥0
∑
w∈A∗,
l(w)=n
wtn, (1.5)
le membre droit e´tant la se´rie des mots sur A filtre´s suivant leur taille.
Or substituer les lettres de A par la valeur 1 est un morphisme d’alge`bre. En particulier l’iden-
tite´ (1.5) est encore vraie apre`s substitution. Mais le membre droit de (1.5) est projete´ sur∑
n≥0
|{w ∈ A∗| l(w) = n}|tn, (1.6)
tandis que le membre gauche est projete´ sur∑
n≥0
4ntn. (1.7)
On en de´duit que la se´rie ge´ne´ratrice des mots sur A est donne´e par∑
n≥0
4ntn =
1
1− 4t . (1.8)
De´finition 1.1.4. Soit X un alphabet. Un monoˆme sur X ou mot commutatif est une classe
d’e´quivalence de l’ensemble des mots finis pour la relation “avoir les meˆmes permute´s”. Autrement
dit, dans le cas des monoˆmes, l’ordre des lettres n’a plus d’importance. Un monoˆme est donc
caracte´rise´ par le nombre d’occurrences de chacune de ses lettres. On note M(X) l’ensemble des
monoˆmes sur X.
Exemple 3. Si on conside`re X = {x, y, z}, alors x2yz et xyxz repre´sentent le meˆme monoˆme. La
se´rie ge´ne´ratrice dans ce cas est donne´e par
f(t) =
1
(1− t)3 . (1.9)
De´monstration. En ordonnant les lettres de X (x < y < z), nous remarquons que tout monoˆme
de taille n est associe´ a` un unique mot croissant de taille n, cette correspondance e´tant bijective.
En particulier, ces deux ensembles sont de meˆme cardinal. Or, les mots croissants sont obtenus en
prenant le produit
1
1− xt
1
1− yt
1
1− zt =
∑
n≥0
∑
w∈X∗,
wր
l(w)=n
wtn. (1.10)
En spe´cialisant x, y, z a` 1, on retrouve
1
(1− t)3 =
∑
n≥0
|{w ∈ X∗|l(w) = n, w ր}|tn. (1.11)
Le re´sultat de´coule alors de la bijection entre les mots croissants et les monoˆmes.
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1.1.3 Partitions d’ensembles, mots tasse´s et compositions d’ensembles
De´finition 1.1.5. Une partition P de l’ensemble E est un ensemble tel que :
— pour tout I appartenant a` P , l’ensemble I est non vide ;
— pour tout I et J e´le´ments de P , si I 6= J alors I ∩ J = ∅ ;
— ∪I∈P I = E.
On note P(n) la classe des partitions de l’ensemble {1, · · · , n}, et on pose P := ∪n∈NP(n). Plus
ge´ne´ralement, P(E) de´signe la classe des partitions de l’ensemble E.
Exemple 4. L’ensemble {{1, 2}, {4, 6, 7}, {5}, {3}} est un e´le´ment de P(7).
La se´rie ge´ne´ratrice exponentielle de P est e´gale a`
f(t) = exp(exp(t)− 1). (1.12)
De´finition 1.1.6. Un mot tasse´ de taille n est un mot w = w1 · · ·wn tel que si un entier strictement
positif k est une lettre de w, alors les lettres comprises entre 1 et k apparaissent aussi dans w.
L’ensemble des mots tasse´s de longueur n et la classe combinatoire des mots tasse´s sont note´s
respectivement MT (n) et MT .
Exemple 5. Le mot 1132422 est bien un mot tasse´, tandis que 14355 n’en est pas un.
Un mot tasse´ w peut eˆtre vu comme une surjection f de {1, · · · , n} dans {1, · · · , k}, en
conside´rant que la ie lettre de w est l’image de i par f . Re´ciproquement, en e´crivant une sur-
jection f de {1, · · · , n} dans {1, · · · , k} sous la forme f(1)f(2) · · · f(n), on a bien un mot tasse´.
La repre´sentation des surjections sous forme de mots tasse´s est donc une bijection entre ces deux
classes.
De´finition 1.1.7. Une composition de l’ensemble (ou partition ordonne´e de l’ensemble) {1, · · · , n}
est une partition de {1, · · · , n} dans laquelle les blocs ont e´te´ ordonne´s.
L’ensemble des compositions de {1, · · · , n} est note´ PO(n) et on pose PO := ∪n∈NPO(n).
Exemple 6. {1, 2}{4, 6, 7}{3}{5} est une composition de PO(7).
De meˆme, une partition ordonne´e de {1, · · · , n} peut eˆtre vue comme une application surjec-
tive f de {1, · · · , n} vers {1, · · · , k} : le ie bloc correspond alors a` f−1(i). Re´ciproquement, soit f
une surjection de {1, · · · , n} dans {1, · · · , k}. L’e´le´ment f−1(1)f−1(2) · · · f−1(k) est bien une com-
position de l’ensemble {1, · · · , n}, les deux correspondances entre compositions de {1, · · · , n} et
surjections e´tant re´ciproques l’une de l’autre.
Remarque 1. L’ensemble des mots tasse´s de taille n et la classe des compositions de {1, · · · , n} sont
tous les deux de meˆme cardinal car ils sont en bijection avec l’ensemble des surjections de {1, · · · , n}
dans un ensemble de la forme {1, · · · , k}. On explicitera cette correspondance ulte´rieurement.
Les premiers termes de la suite (|MT n|)n∈N sont donne´s par ([Slo] A000670)
1, 1, 3, 13, 75, · · ·
La se´rie ge´ne´ratrice exponentielle de MT est e´gale a`
f(t) =
1
2− exp(t) . (1.13)
1.1.4 Permutations
De´finition 1.1.8. Une permutation de taille n est un mot de n lettres, ou` tous les entiers de 1
a` n apparaissent une et une seule fois. On note Sn l’ensemble des permutations de taille n, et S
de´signe ⊔n∈NSn.
Exemple 7. σ = 4172653 est une permutation de taille 7.
La se´rie ge´ne´ratrice exponentielle de S est donne´e par
f(t) =
1
1− t . (1.14)
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1.1.5 Arbres binaires
De´finition 1.1.9. Un arbre binaire T est :
— soit l’ensemble vide ∅,
— soit un triplet de la forme (•, T1, T2) ou` T1 et T2 sont des arbres binaires.
Les arbres T1 et T2 sont appele´s respectivement fils gauche et fils droit de T , la taille d’un arbre
binaire est donne´e par son nombre de nœuds, autrement dit par le nombre de • apparaissant
dans T .
On repre´sente ge´ne´ralement un arbre binaire T sous la forme :
•
T1 T2 .
On note BT (resp. BT n) l’ensemble des arbres binaires (resp. l’ensemble des arbres binaires de
taille n).
Les premiers termes de la suite (|BT n|)n∈N sont donne´s par ([Slo] A000108)
1, 1, 2, 5, 14, 42, · · · ,
et la se´rie ge´ne´ratrice de BT est e´gale a`
f(t) =
1−√1− 4t
2t
. (1.15)
Remarque 2. Cette suite de nombres, commune´ment appele´s nombres de Catalan, fait partie des
suites classiques de combinatoire. En effet, la litte´rature a` leur sujet est abondante et cette suite
compte de nombreuses classes combinatoires. Ainsi, on trouve dans [Sta11] plus de deux cents
classes combinatoires compte´es par ces nombres.
1.1.6 Chemins
De´finition 1.1.10. Un mot de Dyck est un mot w sur l’alphabet {a, b} tel que
— |w|a = |w|b ;
— pour tout pre´fixe p de w, |p|a ≥ |p|b.
Un chemin de Dyck est un chemin dans le plan Oxy, commenc¸ant en (0, 0), terminant sur l’axe Ox,
restant au-dessus de celui-ci, et ayant comme type de pas (1, 1) et (1,−1).
Remarque 3. Via la correspondance a ←→ (1, 1), et b ←→ (1,−1), on constate que les mots de
Dyck de longueur 2n sont en bijection avec les chemins de Dyck de longueur 2n.
Exemple 8. Le mot w = aabbaababb est repre´sente´ graphiquement par le chemin
1
2
3
4
0 1 2 3 4 5 6 7 8 9 10 .
Le nombre de chemins de Dyck de taille 2n est exactement le ne nombre de Catalan. Les
chemins de Dyck sont donc une des nombreuses interpre´tations combinatoires de ces nombres. On
note respectivement Dyck et Dyckn la classe des chemins de Dyck et la classe des chemins de Dyck
de demi-longueur n.
De´finition 1.1.11. Un mot de Motzkin est un mot w sur l’alphabet {a, b, c} tel que
— |w|a = |w|b ;
— pour tout pre´fixe p de w, |p|a ≥ |p|b.
Un chemin de Motzkin est un chemin dans le plan Oxy, commenc¸ant en (0, 0), terminant sur
l’axe Ox, restant au-dessus de celui-ci (au sens large), et ayant comme type de pas (1, 1), (1, 0)
et (1,−1).
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Remarque 4. Via la correspondance a ←→ (1, 1), b ←→ (1, 1), et c ←→ (1, 0), on en de´duit une
bijection entre les mots de Motzkin et les chemins de Motzkin. Ainsi, les chemins peuvent eˆtre vus
comme une repre´sentation graphique des mots de Motzkin.
Exemple 9. Le mot w = aabcaabcbbc est repre´sente´ par le chemin
1
2
3
4
0 1 2 3 4 5 6 7 8 9 10 11 .
La se´rie ge´ne´ratrice des chemins de Motzkin est e´gale a`
f(t) =
1− t−√1− 2t− 3t2
2t2
, (1.16)
la taille d’un chemin e´tant donne´e par le nombre de pas.
De´finition 1.1.12. Un chemin de Motzkin bicolore´ de taille n est un chemin situe´ au-dessus de
l’axe des abscisses qui commence en (0, 0) et qui se termine en (n, 0), les pas possibles e´tant le
pas montant (1, 1), le pas descendant (1,−1), et les pas horizontaux (1, 0) et (1, 0). L’ensemble des
chemins de Motzkin bicolore´s de taille n est note´ Mbn et on pose
Mb := ⊔n∈NMbn. (1.17)
Exemple 10. Voici un chemin de Motzkin bicolore´ de taille 8 :
1
2
3
4
0 1 2 3 4 5 6 7 8 9 10 .
Les premiers coefficients de la se´rie ge´ne´ratrice de Mb sont ([Slo] A000108)
1, 2, 5, 14, 42, · · · (1.18)
Ainsi, le nombre de tels chemins de taille n est le (n+1)e nombre de Catalan.
1.1.7 Compositions
De´finition 1.1.13. Une composition de l’entier n est un k-uplet I = (i1, · · · , ik) d’entiers stricte-
ment positifs, tel que
k∑
j=1
ij = n.
La notation I  n signifie que I est une composition de n. Une composition admet e´galement une
repre´sentation sous forme de diagramme appele´ ruban construit comme suit :
— si la composition I est e´gale a` (n), le ruban correspondant est une suite de n boˆıtes ;
— sinon, le ruban de I = (i1, · · · , ir) est construit en plac¸ant la premie`re boˆıte du ruban de (ir)
sous la dernie`re boˆıte du ruban de (i1, · · · , ir−1).
Exemple 11. Pour la composition I = (3, 1, 2, 2, 3), le ruban correspondant est
.
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La se´rie ge´ne´ratrice des compositions d’entiers est e´gale a`
f(t) = 1 +
∑
n≥1
2n−1tn = 1 +
t
1− 2t . (1.19)
1.2 Algorithmes et applications classiques de combinatoire
Les algorithmes pre´sente´s dans la suite, qui au premier abord semblent eˆtre des constructions
ensemblistes, rece`lent des proprie´te´s alge´briques : d’une manie`re ou d’une autre, nous utiliserons
ces applications pour construire des alge`bres. Par exemple, graˆce au tassement, il est possible
de construire WQSym. La standardisation fournit une re´alisation polynomiale de l’alge`bre de
Malvenuto-Reutenauer, l’insertion dans un arbre binaire de recherche donne une manie`re e´le´gante
d’obtenir PBT, et la construction de la composition des descentes d’une permutation est a` la base
de la de´finition de l’alge`bre Sym.
D’autre part, les bijections permettent dans le cas favorable de simplifier certaines de´monstra-
tions. En effet, l’e´tude des proprie´te´s d’une classe combinatoire peut s’ave´rer ardue. Diffe´rentes
strate´gies sont alors envisageables. L’une d’entre elles consiste a` trouver une bijection avec une
autre classe, ou` la proprie´te´ e´tudie´e apparaˆıt comme une e´vidence. Parfois, il ne s’agit pas d’une
bijection, mais d’une surjection, ou d’une application ayant de “bonnes” proprie´te´s. Par exemple,
pour e´tudier les valeurs de pics, valle´es, doubles monte´es, doubles descentes sur les permutations,
il est possible de faire appel aux arbres croissants (ou de´croissants) ou a` la bijection de Franc¸on-
Viennot, ces statistiques ayant une repre´sentation simple dans les arbres croissants ou les histoires
de Laguerre.
1.2.1 Tassement et standardisation
Soit A un alphabet infini totalement ordonne´. L’algorithme de tassement tas est une fonction
de A∗ vers MT , qui associe au mot w le mot tasse´ tas(w), obtenu en remplac¸ant la i-e`me plus
petite lettre de w par l’entier i.
Exemple 12. Pour A = {a1 < · · · < an < · · · }, et w = a4a4a9a6a18a6a6, on a tas(w) = 1132422.
De´finition 1.2.1. Soit A un alphabet infini totalement ordonne´. Soit w un mot sur A, et n sa
longueur. Le standardise´ de w (note´ std(w)) est la permutation de taille n ayant exactement les
meˆmes inversions que w. On rappelle qu’une inversion est un couple (i, j), tel que i < j et wi > wj .
Exemple 13. Le mot w = abaacba, a pour standardise´ std(w) = 1523764.
Une fac¸on de proce´der pour de´terminer le standardise´ le mot, est l’algorithme suivant :
entre´e : mot w de longueur n;
sortie : std(w);
initialiser i a` 1;
faire
{
lire le mot w de gauche a` droite;
trouver la premie`re occurrence de la plus petite lettre
de w non remplace´e;
la remplacer par i;
incre´menter i de 1;
}
tant que i est diffe´rent de n (ou de fac¸on e´quivalente, toutes les lettres
n’ont pas e´te´ remplace´es).
Exemple 14. Dans le cas ou` w = abaacba, on obtient successivement les e´tapes suivantes :
1. 1baacba ;
2. 1b2acba ;
3. 1b23cba ;
4. 1b23cb4 ;
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5. 1523cb4 ;
6. 1523c64 ;
7. 1523764.
1.2.2 Involutions classiques sur les mots
1.2.2.1 La lecture droite-gauche
Soit A un alphabet. La lecture droite-gauche rev est de´finie par
rev : A∗ −→ A∗
w = a1 · · · an 7−→ anan−1 · · · a1.
Exemple 15. Pour w = 4112, on a rev(w) = 2114.
1.2.2.2 Le retournement d’alphabet
Soit A un alphabet totalement ordonne´. Nous de´finissons le retournement d’alphabet ω par
ω : A∗ −→ A∗
w = a1 · · · an 7−→ b1 · · · bn,
ou` b1 · · · bn est construit de la fac¸on suivante. Soit [α1, · · · , αk] la liste des lettres de w trie´e dans
l’ordre croissant. Remplac¸ons chaque lettre a = αi de w par la lettre αk−i. Le mot obtenu est
alors b1 · · · bn.
Exemple 16. On prend comme alphabet A = {1, 2, . . . , 6}, et w = 223316. Alors ω(w) = 332261.
1.2.3 Bijection de Franc¸on-Viennot
Cette bijection est entre l’ensemble des permutations et une famille de chemins : les histoires
de Laguerre. Nous commenc¸ons donc par de´finir ces dernie`res, puis nous pre´sentons la bijection
ainsi qu’une variante. Enfin, nous l’appliquons a` l’e´tude de statistiques sur les permutations.
De´finition 1.2.2. Une histoire de Laguerre est un chemin a` poids construit a` l’aide de quatre types
de pas, (1, 1), (1,−1), (1, 0), et (1, 0) tel que :
— le chemin commence en (0, 0), est toujours au-dessus de l’axe des abscisses et termine sur
celui-ci ;
— tout pas du chemin situe´ a` l’abscisse k a un poids j compris entre 1 et k+1.
On note respectivement HL et HLn, la classe des histoires de Laguerre et l’ensemble des histoires
de Laguerre de longueur n.
Remarque 5. Le chemin sous-jacent d’une histoire de Laguerre est un chemin de Motzkin bicolore´.
Exemple 17. Le chemin suivant repre´sente une histoire de Laguerre de longueur 8 :
1
1
2
2 1 3
2
11
2
3
4
0 1 2 3 4 5 6 7 8 9 10 .
Donnons l’algorithme qui construit a` partir d’une histoire de Laguerre de taille n− 1, une
permutation de taille n.
— Entre´e : h une histoire de Laguerre de taille n−1.
— Sortie : permutation de taille n.
— Initialisation : w =∞.
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On lit h de gauche a` droite, et chaque pas de h modifie le mot w de la fac¸on suivante : si t est le
type du i-e`me pas et j son poids, alors le j-e`me ∞ est remplace´ par :


i si t est un (1,−1) ;
∞i∞ si t est un (1, 1) ;
i∞ si t est un (1, 0) ;
∞i si t est un (1, 0).
Enfin, le dernier ∞ est remplace´ par n.
Exemple 18. En prenant h e´gale a` l’histoire suivante :
1
1
2
2 1 3
2
11
2
3
4
0 1 2 3 4 5 6 7 8 9 10
On obtient la suite de mots
∞
∞ 1 ∞
∞ 2 ∞ 1 ∞
∞ 2 3 ∞ 1 ∞
∞ 2 3 4 1 ∞
∞ 5 ∞ 2 3 4 1 ∞
∞ 5 ∞ 2 3 4 1 6
∞ 5 ∞ 7 2 3 4 1 6
8 5 ∞ 7 2 3 4 1 6
8 5 9 7 2 3 4 1 6
.
Ainsi, on a FV (h) = 859723416.
Cette bijection admet quelques variantes qui sont elles aussi utiles dans l’e´tude des statistiques
sur les permutations. Par exemple, de´terminons les histoires s’envoyant sur les permutations laissant
fixe le dernier point. Soit h une histoire de Laguerre de taille n telle que FV (h)(n+1) = n+1.
Dans l’algorithme, il est alors ne´cessaire et suffisant de toujours laisser un ∞ a` l’extre´mite´ droite.
Or, deux pas a` poids donnent une valeur fixe a` cette extre´mite´ : les pas (1, 0) et (1,−1) avec
le poids maximal possible. On en de´duit que h est un chemin ou` les poids des pas du type (1, 0)
et (1,−1) sont compris entre 1 et k, ou` k est l’abscisse du pas correspondant. En particulier, ces pas
n’apparaissent pas sur l’axe des abscisses. Re´ciproquement, l’algorithme applique´ a` un tel chemin
laisse toujours l’extre´mite´ droite e´gale a` ∞. On en de´duit donc que FV (h) laisse fixe n+1 si et
seulement si h est une histoire de Laguerre de taille n ou` les poids des pas du type (1, 0) et (1,−1)
sont compris entre 1 et k, ou` k est l’abscisse du pas correspondant. Ces chemins sont appele´s
histoires de Laguerre strictes de longueur n. On note respectivement HL′n et HL′ l’ensemble des
histoires de Laguerre strictes de taille n et l’union sur N de tous ces ensembles, et la bijection
re´sultante entre HL′n et Sn est note´e FV2.
Exemple 19. Le chemin h
1
1
2
2 1 3
2
11
2
3
4
0 1 2 3 4 5 6 7 8 9 10
n’est pas dans HL′, car le sixie`me pas est descendant et est de poids 3, alors qu’il est situe´ en
abscisse 2.
Mais le chemin h
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1
1
2
2 1 2
1
11
2
3
4
0 1 2 3 4 5 6 7 8 9 10
est bien dans HL′.
On de´finit respectivement CM ′n et CM
′ les ensembles de chemins sous-jacents (sans les poids)
aux e´le´ments de HL′n et HL′. Il s’agit de sous-classes des chemins de Motzkin bicolore´s : en effet,
au niveau de l’axe des abscisses, ces chemins ne comportent pas de pas du type (1, 0).
Il existe une bijection simple entre chemins de Dyck de longueur 2n et chemins de CM ′ de
longueur n. En effet, elle repose sur la correspondance suivante entre un type de pas d’un chemin
de CM ′ et deux pas conse´cutifs d’un chemin de Dyck :
On note cette bijection κ.
Exemple 20. Si h est e´gal a`
1
2
3
4
0 1 2 3 4 5 6 7 8 9 10 ,
alors κ(h) est e´gal a`
1
2
3
4
5
6
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 .
Graˆce a` FV2 et κ, nous obtenons une manie`re de projeter les permutations sur les chemins de
Dyck. Posons PV D := κ◦p◦FV −12 , ou` p est la projection de HL′ dans CM ′ qui consiste a` oublier
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les poids d’une histoire. L’application κ ainsi construite est une surjection des permutations dans
les chemins de Dyck. Elle sera utilise´e ulte´rieurement pour comprendre une alge`bre construite a`
partir de statistiques sur les permutations.
Utilisons la bijection de Franc¸on-Viennot pour e´tudier les valeurs de pics, valle´es, doubles
monte´es et doubles descentes des permutations.
De´finition 1.2.3. On dit que σi est une valeur de :
-pic si σi−1 < σi > σi+1 ;
-valle´e si σi−1 > σi < σi+1 ;
-double monte´e si σi−1 < σi < σi+1 ;
-double descente si σi−1 > σi > σi+1.
On note P (σ) ( respectivement V (σ), Dm(σ), Dd(σ)) les valeurs de pics (respectivement valle´es,
double monte´es, double descentes) de σ. Le statut de σi de´signe la statistique associe´e a` σi.
Cette de´finition est incomple`te : pour une permutation σ de taille n, le statut des lettres σ1
et σn n’est pas bien de´fini. Il est alors ne´cessaire de se fixer une convention. Ge´ne´ralement, on
pose σ0 = a et σn+1 = b, avec a et b dans {0,∞} (note´ par convention a − b). Par exemple,
la convention 0 − 0 correspond a` σ0 = 0 et σn+1 = 0. Graˆce au retournement d’alphabet ω, un
proble`me portant sur les conventions ∞−∞ ou ∞− 0 se rame`ne a` un proble`me portant sur les
conventions 0 − 0 ou 0 − ∞. Ainsi, il suffit d’e´tudier les proprie´te´s de ces statistiques pour les
conventions 0− 0 et 0−∞.
Exemple 21. Pour la convention 0− 0 et σ = 859723416, on a :
8
5
9
7
2
3
4
1
6
,
et
P (σ) = {8, 9, 4, 6}
V (σ) = {5, 2, 1}
Dm(σ) = {3}
Dd(σ) = {7} .
(1.20)
Or, l’histoire h = FV −1(σ) est e´gale a`
1
1
2
2 1 3
2
11
2
3
4
0 1 2 3 4 5 6 7 8 9 10 .
Nous remarquons que la valeur i < 9 de σ est :
— un pic si et seulement si le ie pas de h est (1,−1) ;
— une valle´e si et seulement si le ie pas de h est (1, 1) ;
— une double monte´e si et seulement si le ie pas de h est (1, 0) ;
— une double descente si et seulement si le ie pas de h est (1, 0).
Pour la convention 0− 0, ce dernier constat est une proprie´te´ ge´ne´rale.
Proposition 1.2.4. Soit σ une permutation de taille n. Alors une valeur i < n est :
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— un pic si et seulement si le ie pas de FV −1(σ) est (1,−1) ;
— une valle´e si et seulement si le ie pas de FV −1(σ) est (1, 1) ;
— une double monte´e si et seulement si le ie pas de FV −1(σ) est (1, 0) ;
— une double descente si et seulement si le ie pas de FV −1(σ) est (1, 0).
Pour la convention 0−∞, il suffit de remplacer dans la proposition pre´ce´dente i < n par i ≤ n
et FV par FV2.
Traduisons cette proprie´te´ a` travers la projection PV D.
Proposition 1.2.5. Soit σ une permutation de taille n. Alors la valeur i ≤ n de σ est :
— un pic si et seulement si les (2i−1)e pas et 2ie pas de PV D(σ) sont montants ;
— une valle´e si et seulement si les (2i−1)e pas et 2ie pas de PV D(σ) sont descendants ;
— une double monte´e si et seulement si le (2i−1)e pas de PV D(σ) est montant et le 2ie pas
est descendant ;
— une double descente si et seulement si le (2i−1)e pas de PV D(σ) est descendant et le 2ie
pas est montant.
1.2.4 Arbres binaires de recherche
On rappelle la construction de l’arbre binaire de recherche d’un mot w.
1. On lit le mot de droite a` gauche ;
2. si l’arbre est vide, on le remplace par la lettre courante. Sinon, on inse`re la lettre courante
dans le fils gauche (droit) si sa valeur est plus petite (strictement plus grande) que la valeur
racine.
On note T (w) l’arbre binaire de recherche de w.
Exemple 22. Si w = 212132382, alors T (w) est e´gal a`
2
2
1
1 2
2
8
3
3
Figure 1.1 – Arbre binaire de recherche de w = 212132382.
1.2.5 Applications entre permutations et arbres
Il existe diffe´rentes fac¸ons d’e´tiqueter un arbre binaire. Dans notre cas, on pourra conside´rer
l’e´tiquetage croissant et de´croissant.
De´finition 1.2.6. Un arbre croissant (de´croissant) de taille n est un arbre binaire de taille n tel
que :
— les nœuds sont e´tiquete´s par les entiers de 1 a` n ;
— deux nœuds diffe´rents ont des e´tiquettes diffe´rentes ;
— un fils a une e´tiquette plus grande (petite) que son pe`re.
On note AbCn (AbDn) les arbres croissants (de´croissants) de taille n, et on pose AbC = ∪n∈NAbCn
(AbD = ∪n∈NAbDn).
De´finition 1.2.7. Soit T un arbre binaire e´tiquete´. La lecture infixe de T est la lecture des e´tiquettes
de l’arbre de T de´finie de manie`re re´cursive de la fac¸on suivante :
1. on lit d’abord dans l’ordre infixe le sous-arbre gauche,
2. puis on lit l’e´tiquette de la racine,
3. enfin on lit dans l’ordre infixe le sous-arbre droit.
Exemple 23. La lecture infixe de l’arbre de la figure 1.1 est 112222338.
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La bijection entre permutations de taille n etAbCn est donne´e par la lecture infixe des e´tiquettes
d’un arbre croissant. On note If(T ) le mot obtenu en lisant T dans l’ordre infixe. Le sens re´ciproque
correspond a` l’algorithme re´cursif suivant. Soit w un mot sans re´pe´tition de lettres de taille n.
Si n = 0, l’arbre croissant correspondant est l’arbre vide. Sinon, w = uav, ou` u et v sont des
facteurs de w, et a la lettre minimale de w. L’arbre croissant de w est alors :
a
C(u) C(v)
,
ou` C(u) et C(v) sont respectivement les arbres croissants de u et v. De la meˆme fac¸on, on peut
construire l’arbre de´croissant d’un mot. Cette fois-ci, on conside`re la lettre maximale du mot. On
note respectivement C(w) et D(w) l’arbre croissant et de´croissant de w.
Exemple 24. Si σ = 859723416, l’arbre C(σ) est e´gal a` :
1
2
5
8 7
9
3
4
6
.
Exemple 25. Pour w = 1132422, on a φ(w) = {1, 2}{4, 6, 7}{3}{5}.
1.2.6 Compositions et permutations
Soit σ une permutation de taille n. Une position i comprise entre 1 et n−1 est une descente
si σi > σi+1. L’ensemble des descentes d’une permutation est note´ des(σ) = {i1, · · · , ir}, et la
composition (i1, i2 − i1, · · · ;n− ir) est la composition des descentes de σ (note´ C(σ)).
Exemple 26. Pour σ = 23615784, on a des(σ) = {3, 7} et C(σ) = (3, 4, 1). Ainsi, on peut inscrire σ
dans le ruban qui lui est associe´ :
2 3 6
1 5 7 8
4
.
En raffinant la notion de position de descentes, nous obtenons d’autres statistiques.
De´finition 1.2.8. Soit σ dans Sn et i compris entre 2 et n−1. Le statut de la position i est :
-un pic si σi−1 < σi > σi+1,
-une valle´e si σi−1 > σi < σi+1,
-une double monte´e si σi−1 < σi < σi+1,
-une double descente si σi−1 > σi > σi+1.
(1.21)
Par convention, les positions 1 et n n’ont aucun statut. Constatons que les positions de pics,
valle´es, doubles monte´es et doubles descentes d’une permutation σ ne de´pendent que de la forme
du ruban de σ.
Il est alors important de diffe´rencier la construction de ces quatre statistiques de´finies par
rapport aux valeurs ou aux positions : pour Sn, la relation “avoir les meˆmes ensembles de valeurs
de pics, valle´es, doubles monte´es, doubles descentes” de´finit Cn classes, tandis que la relation
“avoir les meˆmes ensembles de positions de pics, valle´es, doubles monte´es, doubles descentes” en
de´finit 2n−1. Il se pourrait que la premie`re soit plus fine que la deuxie`me, mais ce n’est pas le
cas. En effet, a` cause du nombre de classes, la deuxie`me relation ne peut pas eˆtre plus fine que la
premie`re. Et pour la convention 0 − 0, les permutations 15234 et 13524 ont les meˆmes ensembles
de valeurs de pics, valle´es, doubles monte´es et doubles descentes, mais ont des rubans de forme
diffe´rente. Il en re´sulte que ces deux relations ne sont pas comparables.
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1.3 Alge`bres de Hopf combinatoires
Avant de donner toutes les de´finitions concernant les alge`bres de Hopf, rappelons quelques
notations classiques d’alge`bres line´aires. Si E et F sont deux espaces vectoriels, on note L(E,F )
les applications line´aires de E dans F , E⊗F le produit tensoriel de E et F . Le corps K sous-jacent
des espaces sera suppose´ de caracte´ristique 0. En pratique, il s’agit souvent de R, de C, ou d’un
corps de fractions.
1.3.1 De´finitions ge´ne´rales d’alge`bres
De´finition 1.3.1. Un espace vectoriel E est dit gradue´ s’il est de la forme
E =
⊕
n∈N
En.
L’espace En est alors la composante homoge`ne d’indice (ou de taille) n de E. Si les En sont de
dimension finie, la se´rie de Hilbert de E est la se´rie
HE(t) =
∑
n≥0
dim(En)t
n. (1.22)
Remarque 6. Ge´ne´ralement, dans la the´orie des espaces vectoriels, seules les combinaisons line´aires
finies sont conside´re´es. Dans notre cas, les sommes peuvent eˆtre infinies mais sont finies en chaque
composante homoge`ne.
Exemple 27. On se donne une classe combinatoire C = ⊔n∈NCn. On peut naturellement lui asso-
cier E =
⊕
n∈NEn, ou` En est de dimension |Cn|. Ainsi, toute base de En est indexe´e par Cn. De
plus, les notions de se´ries de Hilbert et de se´ries ge´ne´ratrices co¨ıncident. On a bien :
HE(t) = GfC(t) =
∑
n≥0
|Cn|tn.
De´finition 1.3.2. Une alge`bre associative unitaire est un triplet (A,m, µ) tel que :
— A est un K espace vectoriel ;
— m appartient a` L(A⊗A,A), et ve´rifie l’e´galite´ :
m ◦ (Id⊗m) = m ◦ (m⊗ Id) ;
— µ est un e´le´ment de L(K,A), et pour tout a appartenant a` A,
m (a⊗ µ(1)) = m (µ(1)⊗ a) = a.
Exemple 28. Soit A un alphabet, on conside`re le triplet A = (K〈A〉,m, µ) tel que :
— K〈A〉 est le K-espace vectoriel engendre´ par e´le´ments de A∗ ;
— pour tout mot u et v de A∗, m (u⊗ v) = uv ;
— µ(1) = 1 (1 correspondant au mot vide) et µ(v) = 0 pour tout mot non vide v.
Alors A est bien une alge`bre associative unitaire.
Exemple 29. Il est possible de de´finir sur les mots un autre produit : le me´lange ou shuﬄe note´ ✁.
Rappelons sa construction. Soient w = w1 · · ·wn et v = v1 · · · vm deux mots. On a :
v✁ w = v si n = 0
= w si m = 0
= v1(v2 · · · vm ✁ w) + w1(v✁ w2 · · ·wn) sinon.
(1.23)
Exemple 30. Pour w = ca et u = dd on a
ca✁ dd = cadd+ cdad+ cdda+ dcad+ dcda+ ddca. (1.24)
Le triplet A = (K〈A〉,m, µ) tel que :
— pour tout mot u et v de A∗, m (u⊗ v) = u✁ v ;
— µ(1) = 1 (1 correspondant au mot vide) ;
est bien une alge`bre associative unitaire.
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Dans un souci de concision, on identifie parfois v✁w a` l’ensemble des mots apparaissant dans
l’ope´ration v ✁ w si le contexte de cette notation ne laisse pas de doute quant a` son sens. Si
l’alphabet est N, on de´finit :
v✂ w := v✁ w[max(v)], (1.25)
ou` w[max(v)] est le mot obtenu en de´calant chaque lettre de w par la lettre maximale de v. De
meˆme que pour le ✁, il est possible que v ✂ w de´signe l’ensemble des mots apparaissant dans
l’ope´ration v✂ w.
Exemple 31. Si v = 31, et w = 11, alors w[3] = 44 et
v✂ w = 3144 + 3414 + 3441 + 4314 + 4341 + 4431. (1.26)
Exemple 32. Si (A,m, µ) est une alge`bre alors A ⊗ A est naturellement muni d’une structure
d’alge`bre par
(a⊗ a′) · (b⊗ b′) = m(a⊗ b)⊗m(a′ ⊗ b′), (1.27)
l’unite´ e´tant donne´e par µ⊗ µ.
De´finition 1.3.3. Soient (A1,m1, µ1) et (A2,m2, µ2) deux alge`bres. Un e´le´ment f de L(A1,A2)
est un morphisme d’alge`bres si
∀x, y ∈ A1, f ◦m1(x⊗ y) = m2 (f(x)⊗ f(y)) . (1.28)
De´finition 1.3.4. Une coge`bre coassociative est un triplet (C,∆, ǫ) tel que :
— C est un espace vectoriel ;
— ∆ est un e´le´ment de L(C, C ⊗ C) et ve´rifie l’e´galite´ :
(∆⊗ Id) ◦∆ = (Id⊗∆) ◦∆ ;
— ǫ appartient a` L(C,K) et ve´rifie :
— (ǫ⊗ IdC) ◦∆ = IdK⊗C ;
— (IdC ⊗ ǫ) ◦∆ = IdC⊗K.
Exemple 33. Soit A un alphabet et K〈A〉 l’espace vectoriel des mots sur A. De´finissons un coproduit
sur K〈A〉 appele´ deshuﬄe a` l’aide d’un proce´de´ appele´ de´doublement d’alphabet. Soit B une copie
de A. On se place dans K〈A+ B〉 en supposant que les lettres de B commutent avec celles de A.
Ainsi, tout mot en A et B peut s’identifier aux mots de la forme FG, ou` F est un mot en A et G
un mot en B. Il en re´sulte que K〈A+B〉 s’identifie a` K〈A〉⊗K〈B〉. Or, B est une copie de A. Sous
ces hypothe`ses, on peut donc identifier K〈A + B〉 a` K〈A〉 ⊗ K〈A〉. Le deshuﬄe ∆ est alors de´fini
comme suit :
— ∆(ǫ) = ǫ⊗ ǫ ;
— pour a lettre de A, on a ∆(a) = a+ a′, ou` a′ est la copie de a dans B ;
— pour w = w1 · · ·wn mot de A∗, on pose ∆(w) =
∏n
i=1∆(wi) =
∏n
i=1(wi + w
′
i).
En de´veloppant le produit
∏n
i=1(wi + w
′
i), et en re´ordonnant suivant les re`gles de commutation,
on remarque que l’on a
∆(w) =
∑
w∈u✁v
cu,vw uv, (1.29)
ou` cu,vw est la multiplicite´ de w dans le produit u✁ v et ou` en indice u✁ v de´signe l’ensemble des
mots qui apparaissent dans le shuﬄe de u et de v. Munie de ce coproduit, K〈A〉 est bien une coge`bre
coassociative. Pour montrer cette proprie´te´, nous utilisons plusieurs alphabets. En effet, d’apre`s
la remarque pre´ce´dente, les produits tensoriels dans notre cas s’identifient a` des alge`bres sur des
mots. Il suffit donc pour ve´rifier la coassociativite´ de conside´rer deux copies d’un meˆme alphabet.
De l’associativite´ de la somme sur les mots re´sulte alors la coassociativite´ de ce coproduit. Pour
la counite´ ǫ, il suffit de prendre la projection envoyant le mot vide sur 1 et les autres mots sur 0.
Ainsi, (K〈A〉,∆, ǫ) est bien une coge`bre coassociative counitaire.
Pour A = {a, b, c}, et B = {a, b, c}, w = bac, alors on a
∆(w) = bac+ bac+ bac+ bac
+bac+ bac+ bac+ bac
= bac+ bac+ bca+ bac
+acb+ abc+ cba+ bac.
(1.30)
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En identifiant en termes de produits tensoriels :
∆(w) = bac⊗ 1 + ba⊗ c+ bc⊗ a+ b⊗ ac
+ac⊗ b+ a⊗ bc+ c⊗ ba+ 1⊗ bac. (1.31)
De´finition 1.3.5. Soient (C1,∆1, ǫ1) et (C2,∆2, ǫ2) deux coge`bres coassociatives counitaires. Un
e´le´ment f de L(C1, C2) est un morphisme de coge`bres si
∀x ∈ C1, (∆2 ◦ f) (x) = ((f ⊗ f) ◦∆1) (x). (1.32)
Soient une alge`bre associative (A,m, µ) et une coge`bre coassociative counitaire (C,∆, ǫ). Alors
l’ensemble L(C,A) est naturellement muni d’une structure d’alge`bre, appele´ alge`bre de convolution
qui est de´finie par
∀f, g ∈ L(C,A), f ⋆ g = m ◦ (f ⊗ g) ◦∆. (1.33)
De´finition 1.3.6. Une bige`bre associative est un quintuplet (B,m,∆, µ, ǫ) ou` :
— B est un espace vectoriel ;
— (B,m, µ) est une alge`bre ;
— (C,∆, ǫ) est une coge`bre ;
— ∆ et ǫ sont des morphismes d’alge`bres de B ;
— ou de manie`re e´quivalente au point pre´ce´dent, m et µ sont des morphismes de coge`bres.
Exemple 34. SoitA un alphabet. Le quintuplet (K〈A〉,m,∆, µ, ǫ) ou`m est le produit de concate´nation,
ou` ∆ est le deshuﬄe, µ le mot vide, et ǫ la projection du mot vide sur 1 ayant comme noyau l’espace
vectoriel engendre´ par les mots non vides, est bien une bige`bre.
En prenant A = {x}, nous retrouvons la bige`bre des polynoˆmes sur une variable K[x], le
coproduit re´sultant alors de la formule du binoˆme de Newton :
∆(xn) =
n∑
k=0
(
n
k
)
xk ⊗ xn−k. (1.34)
De´finition 1.3.7. Soit (B,m, µ,∆, ǫ) une bige`bre. Alors L(B,B) est une alge`bre de convolution.
On dit que B est une alge`bre de Hopf s’il existe une application S dans L(B,B) telle que :
S ⋆ IdB = IdB ⋆ S = µ ◦ ǫ. (1.35)
S est alors appele´e antipode.
Exemple 35. Soit (G, .) un groupe. Alors (K[G],m,∆, µ, ǫ,S) avec
— pour tout g et g′ dans G, m(g ⊗ g′) = g.g′ ;
— pour tout g dans G, ∆(g) = g ⊗ g ;
— µ(1) est l’e´le´ment neutre de G ;
— pour tout g dans G, ǫ(g) = 1 ;
— pour tout g dans G, S(g) = g−1 ;
est bien une alge`bre de Hopf.
De´finition 1.3.8. Une bige`bre (B,m, µ,∆, ǫ) est dite gradue´e si :
— B est gradue´e (B = ⊕n∈NBn) ;
— pour tous entiers k et l, m (Bk ⊗ Bl) ⊂ Bk+l ;
— pour tout entier n, ∆ (Bn) ⊂ ⊕k+l=nBk ⊗ Bl.
Elle est dite connexe si sa composante homoge`ne de degre´ 0 est isomorphe au coprs de base.
Fait remarquable, l’antipode existe toujours pour les bige`bres gradue´es connexes. Ces dernie`res
sont donc des cas particuliers d’alge`bres de Hopf. La plupart des alge`bres que nous pre´sentons sont
des bige`bres gradue´es connexes. Dans notre contexte, une alge`bre de Hopf combinatoire est une
bige`bre gradue´e connexe ou` les e´le´ments d’une base sont indexe´s par une classe combinatoire.
Avant de pouvoir donner de nombreux exemples d’alge`bres de Hopf combinatoires, nous rappe-
lons diverses relations d’ordre sur des classes combinatoires qui vont nous inte´resser ulte´rieurement.
En effet, la structure de nombreux produits sur des objets combinatoires est relie´e a` un ordre sur
la classe correspondante.
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1.3.2 Des ensembles ordonne´s dans les classes combinatoires
1.3.2.1 Rappels sur les ensembles ordonne´s
De´finition 1.3.9. Soit E un ensemble, et R une relation binaire sur E. On dit que R est une
relation d’ordre sur E si elle est :
1. ∀x, xRx (re´flexive) ;
2. xRy, et yRx =⇒ x = y (antisyme´trique) ;
3. xRy, et yRz =⇒ xRz (transitive).
Le couple (E,R) est alors un ensemble ordonne´, ou poset (partial ordered set). Si pour tout x et y
dans E on a xRy ou yRx, on dit que (E,R) est totalement ordonne´.
Exemple 36. Soit E un ensemble, on rappelle que P(E) est l’ensemble des parties de E. Le
couple (P(E),⊂) est alors un ensemble ordonne´.
Exemple 37. Soit E un ensemble, conside´rons l’ensemble P des partitions de E. On dit qu’une
partition P est plus fine qu’une partition P ′ si tout bloc Π′ dans P ′ est une re´union de blocs de P .
L’ensemble P muni de la relation “eˆtre plus fine que” est bien un ensemble ordonne´.
De´finition 1.3.10. Soit (E,≤) un ensemble ordonne´. Soient x et y dans E. L’intervalle [x, y] est
l’ensemble des e´le´ments z tels que x ≤ z et z ≤ y.
1.3.2.2 Les ordres faibles
L’ensemble des permutations de taille n est naturellement muni de deux structures d’ordre,
relie´es aux inversions.
De´finition 1.3.11. Soit σ une permutation. Une inversion de σ est un couple (i, j) avec i < j
tel que σi > σj . Une coinversion de σ est une inversion de σ
−1. On note respectivement Inv(σ)
et CoInv(σ) l’ensemble des inversions et coinversions de σ.
Exemple 38. Pour σ = 4172653, on a
— Inv(σ) = {(1, 2), (1, 4), (1, 7), (3, 4), (3, 5), (3, 6), (3, 7), (5, 6), (5, 7), (6, 7)} ;
— CoInv(σ) = {(1, 4), (2, 4), (2, 7), (3, 4), (3, 5), (3, 6), (3, 7), (5, 6), (5, 7), (6, 7)}.
Ainsi, deux ordres sur les permutations sont donne´s par :
— σ ≤R τ si CoInv(σ) ⊂ CoInv(τ) ;
— σ ≤L τ si Inv(σ) ⊂ Inv(τ).
Le premier est appele´ ordre faible droit, le deuxie`me ordre faible gauche. Il s’agit bien entendu
de deux relations d’ordres sur les permutations.
1.3.2.3 Un ordre sur les mots tasse´s/ partitions ordonne´es d’ensembles
Une ge´ne´ralisation des inversions permet de de´finir un ordre sur les compositions d’ensembles.
De´finition 1.3.12. Soit P = P1 · · ·Pr une partition ordonne´e d’ensemble. Soient i et j deux entiers
respectivement dans Pk et Pl. Le couple (i, j) est
— une demi-inversion de P si i < j, et k = l ;
— une inversion de P si i < j et k > l.
Un couple (i, j) qui est une inversion ou une demi-inversion est appele´ pseudo-inversion. On les
note ge´ne´ralement avec leurs coefficients correspondants.
Exemple 39. L’ensemble des pseudo-inversions de P = {1, 3}{2, 5}{4} est e´gal a` :
{1
2
(1, 3),
1
2
(2, 5), (2, 3), (4, 5)}. (1.36)
On de´finit l’ordre suivant sur les partitions ordonne´es d’ensembles :
P ≤ Q si et seulement si pour toute pseudo-inversion a.(i, j) de P , la composition Q contient
l’inversion b.(i, j), avec a ≤ b.
A travers la bijection entre mots tasse´s et compositions d’ensembles, on en de´duit un ordre sur
les mots tasse´s.
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1.3.2.4 Le treillis de Tamari
Il existe une structure d’ordre sur les arbres binaires, appele´e ordre de Tamari. Rappelons sa
construction.
De´finition 1.3.13. Soit T un arbre binaire, soit a un nœud de T ayant un fils gauche. Une rotation
droite sur T est l’ope´ration suivante effectue´e sur T :
a
b
T1 T2
Td
b
T1 a
T2 Td .
De´finition 1.3.14. Soient T et T ′ deux arbres binaires de tailles n. On dit que T est plus petit
que T ′ pour l’ordre de Tamari s’il existe une suite de rotations droites r1 · · · , rk telle que
r1 ◦ · · · ◦ rk(T ) = T ′. (1.37)
1.3.3 Exemples d’alge`bres de Hopf combinatoires
1.3.3.1 Alge`bre de Hopf libre et cocommutative sur un alphabet A
De´finition 1.3.15. Soit A un alphabet. L’alge`bre libre sur A est le K-espace vectoriel ayant comme
base les mots finis sur A, muni du produit de concate´nation, et ayant comme unite´ le mot vide.
On note cette alge`bre K〈A〉.
De´finition 1.3.16. Soit X un alphabet. L’alge`bre commutative libre sur X (ou polynoˆmes en X)
est le K-espace vectoriel ayant comme base les monoˆmes sur X, muni du produit de concate´nation
et ayant comme unite´ le mot vide. On note cette alge`bre K[X].
Il est possible de comple´ter K〈A〉 et K[X], de sorte que l’on puisse conside´rer des sommes infinies
sur ces espaces. Ainsi, les alge`bres correspondantes sont respectivement l’alge`bre large libre sur A
(note´ K〈〈A〉〉), et l’alge`bre des se´ries formelles en X (note´ K[[X]]).
Nous rappelons que K〈〈A〉〉 est naturellement muni d’une structure de coge`bre dont le coproduit
est donne´ par le deshuﬄe. Or, concate´nation et deshuﬄe sont compatibles : le deshuﬄe est un
morphisme d’alge`bre de K〈〈A〉〉 vers K〈〈A〉〉 ⊗K〈〈A〉〉. Ainsi, K〈〈A〉〉 est une alge`bre de Hopf.
1.3.3.2 L’alge`bre de me´langes (ou shuﬄe) sur les mots
Nous avons vu qu’il y a sur les mots un autre produit m donne´ par le me´lange ou shuﬄe. Nous
avons aussi un autre coproduit ∆ donne´ par la de´concate´nation. Pour w un mot, on a :
∆ (w) =
∑
w=uv
u⊗ v. (1.38)
Exemple 40. Pour w = abbda, on obtient :
∆ (abbda) = abbda⊗ 1 + abbd⊗ a+ abb⊗ da+ ab⊗ bda+ a⊗ bbda+ 1⊗ abbda. (1.39)
Il est possible de montrer que K〈〈A〉〉 muni de ces deux lois ainsi que de l’unite´ et counite´
classiques forme bien une alge`bre de Hopf.
1.3.3.3 WQSym
Soit A un alphabet infini totalement ordonne´. On se place dans K〈〈A〉〉. Soit u un mot tasse´.
On pose :
Mu(A) =
∑
tas(w)=u
w. (1.40)
On a alors :
Mu ·Mv =
∑
w∈MT
w=w1w2
tas(w1)=u
tas(w2)=v
Mw. (1.41)
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Ainsi, vect(Mu)uMT est une sous-alge`bre de K〈〈A〉〉.
Le coproduit est construit graˆce au de´doublement d’alphabet : on prend deux alphabets tota-
lement ordonne´s A et B, on suppose que les lettres de A commutent avec les lettres de B, et que
les lettres de B sont plus grandes que les lettres de A. Par ce proce´de´, on obtient :
Mu(A+B) =
∑
u∈v✁w[max(v)]
Mv(A)Mw(B). (1.42)
Exemple 41. On a :
M121M11 =M12133 +M12122 +M13122 +M12111 +M23211, (1.43)
et
∆ (M12321) =M12321 ⊗ 1 +M1221 ⊗M1 +M11 ⊗M121 + 1⊗M12321. (1.44)
Pour WQSym, l’unite´ est donne´e par le mot vide, et la counite´ par la projection du mot vide
sur 1 et des autres mots sur 0. Comme nous avons une bige`bre gradue´e connexe, nous en de´duisons
qu’il s’agit bien d’une alge`bre de Hopf.
Remarque 7. Le produit MuMv s’exprime e´galement comme une somme des e´le´ments d’un inter-
valle du poset de´fini sur les mots tasse´s dans le paragraphe 1.3.2.3, ou` l’e´le´ment minimal (maximal)
est donne´ par w = w1w2 avec tas(w1) = u, tas(w2) = v et les lettres de w1 sont toutes strictement
plus petites (grandes) que les lettres de w2.
Exemple 42. Pour le produit M121M11, l’intervalle correspondant est [12133, 23211].
Nous e´tudierons plus en de´tails cette alge`bre dans les sections 1.5 et 1.6.
1.3.3.4 FQSym
On appelle FQSym (voir [DHT02]), le sous-espace vectoriel de K〈〈A〉〉 engendre´ par les e´le´ments
suivants :
Gσ =
∑
std(w)=σ
w. (1.45)
FQSym est aussi une sous-alge`bre de K〈〈A〉〉. En effet, soient σ et τ deux permutations de taille
respective n et m. On a le produit suivant :
GσGτ =
∑
γ∈Sn+m; γ=uv
std(u)=σ,std(v)=τ
Gγ . (1.46)
Dans la base des (Gσ)σ∈S , le coproduit est donne´ par :
∆ (Gσ) =
∑
σ∈u✂v
Gu ⊗Gv. (1.47)
Exemple 43. Pour σ = 231 et τ = 21, on a
G231G21 = G23154 +G24153 +G25143 +G34152 +G35142
+G45132 +G34251 +G35241 +G45231 +G45321.
(1.48)
et pour σ = 2314, on a
∆ (G2314) = G2314 ⊗ 1 +G231 ⊗G1 +G21 ⊗G12 +G1 ⊗G123 + 1⊗G2314. (1.49)
Une autre base de FQSym, (Fσ)σ∈S est aussi tre`s utilise´e. Rappelons sa de´finition et les
diffe´rentes lois exprime´es dans cette base :
Fσ =
∑
std(w)=σ−1
w, (1.50)
et la loi produit est
FσFτ =
∑
γ∈σ✂τ
Fγ . (1.51)
Le coproduit, lui, s’exprime ainsi :
∆ (Fσ) =
∑
σ=uv
Fstd(u) ⊗ Fstd(v). (1.52)
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Exemple 44. On a :
F231F21 = F23154 + F23514 + F23541 + F25341 + F25431
+F52314 + F52341 + F52431 + F54231.
(1.53)
et
∆ (F2314) = F2314 ⊗ 1 + F231 ⊗ F1 + F12 ⊗ F12 + F1 ⊗ F213 + 1⊗ F2314. (1.54)
Remarque 8. Il est possible d’interpre´ter ces deux produits comme des intervalles d’un ordre faible
sur les permutations. En effet, pour σ et τ deux permutations de taille respective n et m, on a
σ✂ τ = [στ [n], τ [n]σ]R
ou` [στ [n], τ [n]σ]R est un intervalle de l’ordre faible droit. De meˆme, on a
GσGτ =
∑
γ∈[στ [n],τ [n]σ]L
Gγ ,
ou` [στ [n], τ [n]σ]L de´signe un intervalle de l’ordre faible gauche.
On reviendra sur cette alge`bres dans les sections 1.4 et 1.5.
1.3.3.5 PBT
A` partir d’une permutation, on a vu que l’on pouvait construire un arbre en prenant par exemple
l’arbre de´croissant. On se place dans FQSym, et on regroupe les permutations qui ont la meˆme
forme d’arbre. Ainsi, on de´finit :
PT =
∑
dec(σ)∼T
Gσ,
ou` dec(σ) ∼ T signifie que l’arbre de´croissant de σ est de forme T . De fac¸on surprenante, la
famille (PT )T∈BT engendre e´galement une alge`bre dont la loi produit est donne´e par :
PTPT ′ =
∑
T ′′∈[T1,T2]
PT ′′
ou` [T1, T2] de´signe l’intervalle de Tamari avec comme e´le´ment minimal T1, arbre obtenu en greffant
sur la feuille vide la plus a` gauche de T ′ l’arbre T , et T2 e´le´ment obtenu en greffant sur la feuille
vide la plus a` droite de T l’arbre T ′.
Remarque 9. Le coproduit ayant une description plus complique´e, nous ne donnerons pas une
expression de celui-ci. Il est tout de meˆme possible de le calculer : comme les e´le´ments PT sont des
sommes de Gσ, il suffit donc de calculer le coproduit sur les Gσ, puis de regrouper les e´le´ments
pour obtenir des PT .
1.3.3.6 Sym
Pour construire Sym, une des fac¸ons de proce´der est de conside´rer une statistique classique sur
les permutations : les descentes. Dans ce contexte, on rappelle que i est une position de descente
de σ si σi > σi+1. On conside`re les e´le´ments suivants :
RI =
∑
C(σ)=I
Gσ,
ou` C(σ) est la composition des descentes de σ de´finie dans la sous-section 1.2.6.
Soient I=(i1, · · · , ir) et J=(j1, · · · , js) deux compositions. On a le produit
RIRJ = RIJ +RI⊳J , (1.55)
ou` IJ = (i1, · · · , ir, j1, · · · , js), et I ⊳ J = (i1, · · · , ir + j1, · · · , js).
Le coproduit e´tant un morphisme d’alge`bres, et Sym e´tant libre et engendre´ par (Rn)n≥1, il
suffit de de´terminer le coproduit sur ces e´le´ments.
On a
∆(Rn) =
n∑
k=0
Rk ⊗Rn−k. (1.56)
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1.4 Dualite´ des alge`bres de Hopf
1.4.1 Rappels sur la dualite´ des applications line´aires
Il est a` noter que les sommes conside´re´es peuvent eˆtre infinies : les bases line´aires seront ana-
lytiques, et ne seront pas ne´cessairement des sommes finies.
De´finition 1.4.1. Soit E =
⊕
n∈NEn un espace vectoriel gradue´, ou` les En sont de dimension finie.
Le dual gradue´ de E est de´fini par E∗ :=
⊕
n∈NE
∗
n, ou` pour tout entier n, on a E
∗
n := L(En,K). Par
abus de langage, le dual d’un espace vectoriel gradue´ de´signe toujours son dual gradue´. Soit E = (e)
une base de E, on note E∗ := (e∗) la base du dual gradue´ ve´rifiant
e∗(e′) = 1 si e = e′,
= 0 sinon,
(1.57)
que l’on peut re´e´crire a` l’aide du symbole de Kronecker comme
e∗(e′) = δe,e′ , (1.58)
ou` de fac¸on ge´ne´rale,
δa,b = 1 si a = b,
= 0 sinon.
(1.59)
Ainsi, par construction du dual gradue´, on constate que d’un point de vue line´aire ces deux
espaces vectoriels sont isomorphes. Par contre, en ajoutant de la structure, comme des produits ou
coproduits, il est possible qu’ils soient assez diffe´rents.
De´finition 1.4.2. Soient E et F deux espaces vectoriels gradue´s. Soit f une application line´aire
de E dans F . Le dual ou conjugue´ ou la transpose´e de f (note´ f t) est l’application line´aire de´finie
par
f t : F ∗ −→ E∗
l 7−→ l ◦ f.
Rappelons la me´thode classique de calculs a` l’aide du crochet de dualite´. Soit E un espace
vectoriel. On note : < l|x >:= l(x), ou` l est une forme line´aire sur E, et x un vecteur de E.
Proposition 1.4.3. Soient E et F deux espaces vectoriels gradue´s. Soit T un e´le´ment de L(E,F ).
Pour tout x dans E, et l dans F ∗, on a alors :
< l|T (x) >=< T t(l)|x > . (1.60)
Re´ciproquement, le seul ope´rateur A ve´rifiant pour tout x dans E et l dans F ∗
< l|T (x) >=< A(l)|x >, (1.61)
est la transpose´e de T .
1.4.2 Exemples de dualite´ entre alge`bres de Hopf
1.4.2.1 Dual de K[[X]]
Pour E = K[[X]], nous avons vu que (E,m,∆, µ, ǫ,S) avec pour tous n et m des entiers positifs,
−m(xn ⊗ xm) = xn+m,
−∆(xn) = ∑nk=0 (nk)xk ⊗ xn−k,−S(xn) = (−x)n,
−µ(1) = 1,
−ǫ(xn) = δn,0,
est bien une alge`bre de Hopf. Montrons qu’en transposant les diffe´rentes lois, on munit e´galement E∗
d’une structure d’alge`bre de Hopf. Par line´arite´, il suffit de conside´rer la base canonique (xn)n∈N
de E et sa base duale (lj)j∈N. Ainsi, pour tout j, n, m trois entiers on a :
< lj |m(xn ⊗ xm) >= δj,n+m. (1.62)
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Donc,
< mt(lj)|xn ⊗ xm >= δj,n+m. (1.63)
Ainsi, on en de´duit que :
mt(lj) =
j∑
k=0
lk ⊗ lj−k. (1.64)
De meˆme, transposons le coproduit. On a :
< li ⊗ lj |∆(xn) > =
∑n
k=0
(
n
k
)
< li ⊗ lj |xk ⊗ xn−k >
=
(
n
i
)
δi+j,n.
(1.65)
On a donc :
∆t (li ⊗ lj) =
(
i+ j
i
)
li+j . (1.66)
Nous avons de plus, µt = ǫ et St = S. On peut remarquer que l’on peut identifier E∗ a` K[[x]], et
que la base duale de (xn)n∈N correspond en fait a` (
xn
n! )n∈N. En effet, dans cette dernie`re base on a
bien :
m
(
xi
i!
⊗ x
j
j!
)
=
(
i+ j
i
)
xi+j
(i+ j)!
, (1.67)
et
∆
(
xi
i!
)
=
i∑
k=0
xk
k!
⊗ x
i−k
(i− k)! . (1.68)
Cette dualite´ est e´galement code´e a` travers l’identite´ alge´brique
exp(xt) =
∞∑
k=0
xn
n!
tn. (1.69)
Remarque 10. Il existe une the´orie manipulant les se´ries formelles a` la fois comme des formes
line´aires et des ope´rateurs sur les se´ries : le calcul ombral. Cette me´thode, formalise´e entre autres par
Rota et Roman ([RR78]), donne un outil puissant de calcul, simplifiant certaines de´monstrations, et
expliquant de manie`re rigoureuse certaines manipulations “douteuses” que l’on effectuait au XIXe
sie`cle. On pourra consulter [KRY09] pour une e´tude comple`te, et [Ges03] pour quelques applica-
tions.
1.4.2.2 Dual de K〈〈A〉〉
Soit A un alphabet fini. Nous avons vu que (K〈〈A〉〉,m,∆, µ, ǫ) est une bige`bre gradue´e connexe
ou` m est la concate´nation, ∆ le deshuﬄe, µ une application ve´rifiant µ(1) = ǫ (mot vide), et ǫ
l’application ve´rifiant ǫ(w) = δw,ǫ. Or, dans le cas des bige`bres gradue´es connexe, l’antipode existe
automatiquement. Nous avons donc une alge`bre de Hopf. Soit (w∗)w∈A∗ la base duale de (w)w∈A∗ .
De´terminons les transpose´es des diffe´rentes lois. Il est clair que µ et ǫ sont duales l’une de l’autre.
Calculons mt. Soient u, v, w trois mots. On a :
< mt(u∗)|v ⊗ w >=< u∗|m(v ⊗ w) > . (1.70)
Donc :
< mt(u∗)|v ⊗ w >=< u∗|vw >= δu,vw. (1.71)
On en de´duit que
mt(u∗) =
∑
u=vw
v∗ ⊗ w∗. (1.72)
L’ope´rateur mt est donc la de´concate´nation.
Dualisons le coproduit ∆. Soient u, v, w trois mots. On a :
< ∆t(u∗ ⊗ v∗)|w >=< u∗ ⊗ v∗|∆(w) > . (1.73)
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On a donc :
< ∆t(u∗ ⊗ v∗)|w >=
∑
w∈w1✁w2
cw1,w2w δu,w1δv,w2 . (1.74)
ou` cw1,w2w est la multiplicite´ de w dans le shuﬄe de w1 et w2, et ou` l’indice w1 ✁ w2 de la somme
de´signe de fac¸on abusive l’ensemble des mots apparaissant dans le shuﬄe. On en de´duit alors que
∆t(u∗ ⊗ v∗) =
∑
w∈u✁v
cw1,w2w w
∗, (1.75)
et donc ∆t est en fait le produit de shuﬄe sur les mots.
Ainsi, l’alge`bre de Hopf duale est l’alge`bre des mots munie du produit de shuﬄe et du coproduit
de de´concate´nation.
1.4.2.3 Dual de FQSym
Etudions plus en de´tail la dualite´ de FQSym. En effet, a` partir de celle-ci, on retrouve celles
de nombreuses sous-alge`bres et alge`bres quotients. On se donne la base (Gσ)σ∈S . Notons (pour
l’instant) sa base duale (G∗σ)σ∈S . Dualisons le produit. Pour tout γ, σ et τ des permutations, on
a :
< G∗γ |m (Gσ ⊗Gτ ) >=
∑
ν=uv
std(u)=σ, std(v)=τ
< G∗γ |Gν > . (1.76)
On en de´duit
< mt
(
G∗γ
) |Gσ ⊗Gτ > = 1 si γ = uv, avec std(u) = σ et std(v) = τ
= 0 sinon
. (1.77)
On a donc
mt
(
G∗γ
)
=
∑
γ=uv
G∗std(u) ⊗G∗std(v). (1.78)
Transposons le coproduit. Soient σ, τ et γ trois permutations, on a :
< G∗σ ⊗G∗τ |∆(Gγ) >=
∑
γ∈u✂v
< G∗σ ⊗G∗τ |Gu ⊗Gv > . (1.79)
Ainsi,
< ∆t (G∗σ ⊗G∗τ ) |Gγ > = 1 si γ ∈ σ✂ τ
= 0 sinon
. (1.80)
On a donc
∆t (G∗σ ⊗G∗τ ) =
∑
γ∈σ✂τ
G∗γ . (1.81)
On peut identifier la base (G∗σ)σ∈S a` la base des (Fσ)σ∈S , ou` Fσ = Gσ−1 . En effet, le produit
et le coproduit dans la base (Fσ)σ∈S sont exactement les meˆmes que ceux de la base (G
∗
σ)σ∈S .
Ainsi, le dual de FQSym est lui-meˆme, et l’isomorphisme est explicite : on envoie Gσ sur Fσ.
On peut a` l’aide de bilettres, e´tablir une identite´ alge´brique codant cette dualite´. Soient deux
alphabets A et B (non commutatifs) totalement ordonne´s, tels que les bilettres
(
a
b
)
commutent
entre elles. Etant donne´ un bimot, il existe (au moins) deux fac¸ons simples de le trier : on le trie
dans l’ordre lexicographique en privile´giant la premie`re ou la deuxie`me composante.
Exemple 45. Si w =
(
cadabaedc
adccfafdd
)
, en triant dans l’ordre lexicographique en privile´giant la premie`re
ligne, on obtient
w =
(
aaabccdde
acdfadcdf
)
. (1.82)
Si on privile´gie d’abord la deuxie`me ligne, on obtient
w =
(
acadacdbe
aaccdddff
)
. (1.83)
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On note [w] :=
(
acadacdbe
acdfadcdf
)
, le bimot obtenu en gardant en premie`re composante la premie`re ligne
du deuxie`me tri, et en deuxie`me composante la deuxie`me ligne du premier tri. En standardisant la
deuxie`me ligne, on obtient σ = 135826479. En standardisant la premie`re ligne, on a τ = 152736849.
On peut constater que τ = σ−1. Il s’agit en fait d’un re´sultat ge´ne´ral.
Proposition 1.4.4. Soit w un bimot sur deux alphabets totalement ordonne´s. Soient respective-
ment u =
(
u1
u2
)
et v =
(
v1
v2
)
les mots obtenus en ordonnant w par ordre lexicographique en privile´giant
la premie`re (deuxie`me) ligne. On a alors :
std(v1) = std(u2)
−1.
The´ore`me 1.4.5. Soit A et B deux alphabets totalement ordonne´, soit A×B l’alphabet commu-
tatif des bilettres constitue´ de couples (a, b) avec a dans A et b dans B, alors on a :
∏
a∈A
b∈B
1
1− (a
b
)

 = ∑
σ∈S
Gσ(A)Fσ(B), (1.84)
Remarque 11. Pour une e´tude comple`te de l’identite´ pre´ce´dente, on pourra lire [DHNT11]. Il est
possible de ge´ne´raliser le proce´de´ pre´ce´dent au niveau de WQSym/WQSym∗.
1.5 Re´alisation polynomiale
Un des premiers points dans la the´orie des alge`bres de Hopf combinatoires est de ve´rifier qu’un
sextuplet A := (B,m,∆, µ, ǫ,S) est bien une alge`bre de Hopf. Dans une approche classique, on
ve´rifierait une a` une toutes les conditions. Par une me´thode appele´e re´alisation polynomiale, nous
de´plac¸ons le proble`me : nous cherchons un morphisme φ d’alge`bres injectif de l’alge`bre A dans une
alge`bre de mots. L’image φ(A) est donc une sous-alge`bre de polynoˆmes. Or, les proprie´te´s comme
l’associativite´ du produit, la coassociativite´ du coproduit sont stables par sous-ensembles. Elles
sont donc ve´rifie´es pour φ(A) qui est isomorphe a` A. Elles le sont donc aussi pour A.
1.5.1 Re´alisation polynomiale d’alge`bres
Soient A := (E,m) une alge`bre et B une base de E. Conside´rons une injection line´aire R de A
dans une alge`bre de mots sur un alphabet A comme K〈〈A〉〉 munie du produit de concate´nation.
Pour b et c deux e´le´ments de B, nous avons
m(b⊗ c) =
∑
d∈B
adbcd, (1.85)
ou` les adbc sont des coefficients a` valeurs dans K. Graˆce au plongement R, les e´le´ments R(b) et R(c)
e´tant des sommes de mots, le produit R(b)R(c) a un sens dans K〈〈A〉〉. Si on a
R(b)R(c) =
∑
d∈B
adbcR(d), (1.86)
pour tous les couples (b, c) de B2, l’application R est un morphisme d’alge`bres de A vers K〈〈A〉〉.
En effet, d’un coˆte´ nous avons
R (m(b⊗ c)) = R
(∑
d∈B
adbcd
)
=
∑
d∈B
adbcR(d), (1.87)
et de l’autre
R(b)R(c) =
∑
d∈B
adbcR(d). (1.88)
D’ou`
R(bc) = R(b)R(c). (1.89)
Par injectivite´ de R, l’alge`bre A est isomorphe a` une sous-alge`bre de K〈〈A〉〉. Or, une sous-alge`bre
d’une alge`bre associative est associative donc A est associative.
Graˆce a` la re´alisation polynomiale R, nous ne montrons pas de manie`re directe l’associativite´
deA. Nous la de´duisons par isomorphisme a` une sous-alge`bre de K〈〈A〉〉. Ainsi, le proble`me “prouver
que l’alge`bre A est associative” s’est modifie´ en “trouver une re´alisation polynomiale de A”.
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Exemple 46. Conside´rons l’alge`bre A := (vect(S), ⋆), ou`
σ ⋆ τ =
∑
γ=uv,
std(u)=σ,std(v)=τ
γ, (1.90)
pour σ et τ deux permutations.
Montrons l’associativite´ de la loi ⋆ en exhibant une re´alisation polynomiale de A.
Soit A un alphabet infini totalement ordonne´. Soit σ une permutation, on de´finit
Gσ =
∑
w∈A∗
std(w)=σ
w. (1.91)
Les Gσ sont alors des e´le´ments de K〈〈A〉〉. Pour σ et τ deux permutations de S, nous observons
que
GσGτ =
∑
γ=uv
std(u)=σ,std(v)=τ
Gγ . (1.92)
En effet, les mots w = uv apparaissant dans le produit sont exactement ceux qui ve´rifient std(u) = σ
et std(v) = τ . Comme std(w) = u′v′ est la permutation ayant exactement les meˆmes inversions
que w, u′ a les meˆmes inversions que u et v′ a les meˆmes inversions que v. En particulier, std(u′) = σ
et std(v′) = τ .
Ainsi, l’application
R : S −→ K〈〈A〉〉
σ 7−→ Gσ, (1.93)
est une re´alisation polynomiale de A. Celle-ci est appele´e FQSym.
Exemple 47. Conside´rons l’alge`bre A := (vect(MT ), ⋆′) ou`
u ⋆′ v =
∑
w=w1w2
tas(w1)=u,tas(w2)=v
w, (1.94)
pour tout couple de mots tasse´s (u, v).
nous allons montrer que l’alge`bre A est associative en lui trouvant une re´alisation polynomiale.
Soit A un alphabet totalement ordonne´. Posons
Mu :=
∑
w∈A∗
tas(w)=u
w. (1.95)
Pour u et v deux mots tasse´s, nous constatons que
MuMv =
∑
w=w1w2
tas(w1)=u,tas(w2)=v
Mw. (1.96)
En effet, les mots w = w1w2 du produit MuMv sont exactement ceux qui ve´rifient tas(w1) = u
et tas(w2) = v. Or, le tasse´ w
′ = w′1w
′
2 est le mot qui substitue chaque lettre de w par des entiers,
en conservant leur nombre d’occurrence et leur ordre par rapport aux autres lettres. Donc w1 et w
′
1
ont le meˆme tasse´, et il en est de meˆme de w2 et w
′
2. D’ou`, tas(w
′
1) = u et tas(w
′
2) = v.
Ainsi, l’application
R : MT −→ K〈〈A〉〉
u 7−→ Mu (1.97)
est une re´alisation polynomiale de A. Elle est appele´e WQSym.
Remarque 12. Il suffit pour une re´alisation polynomiale d’alge`bre de l’expliciter pour un alphabet.
Les re´alisations polynomiales de coge`bres ne´cessitant plusieurs alphabets, d’autres hypothe`ses sont
a` ajouter pour les obtenir.
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1.5.2 Re´alisation polynomiale de coge`bres
Notons (⋆) la proprie´te´ “eˆtre infini et totalement ordonne´”.
Soient (C,∆) une coge`bre et B une base de C. Supposons que l’on dispose d’un algorithme P
prenant en argument un alphabet A ve´rifiant la proprie´te´ (⋆) et produisant une application sur-
jective
PA : A
∗ −→ B
w 7−→ PA(w), (1.98)
on de´finit alors un proce´de´ R prenant en argument un alphabet A ve´rifiant (⋆) et construisant
RA : B −→ K〈〈A〉〉
b 7−→ ∑ w∈A∗
PA(w)=b
w, (1.99)
que l’on e´tend par line´arite´ a` C. Soient A et B deux alphabets ve´rifiant (⋆). En imposant aux lettres
de A d’eˆtre plus petites que les lettres de B, l’alphabet A+B ve´rifie alors la proprie´te´ (⋆). Ainsi,
pour tout e´le´ment b de B, la somme RA+B(b) existe dans l’alge`bre K〈〈A+B〉〉. Or, nous savons que
modulo la commutation entre les lettres de A et de B, l’alge`bre K〈〈A+B〉〉 s’identifie naturellement
a` K〈〈A〉〉⊗K〈〈B〉〉. Ainsi, RA+B(b) peut eˆtre vu comme un e´le´ment de K〈〈A〉〉⊗K〈〈B〉〉, ce qui permet
de de´finir un coproduit sur les e´le´ments de RA(C) par
∆′ (RA(c)) := RA+A(c) (1.100)
pour tout c appartenant a` C.
Soit b un e´le´ment de B. En utilisant les notations de Sweedler, nous avons
∆(b) =
∑
(b)
b(1) ⊗ b(2). (1.101)
Donc la combinaison line´aire ∑
(b)
RA(b(1))⊗RB(b(2)) (1.102)
existe aussi dans K〈〈A〉〉 ⊗K〈〈B〉〉. Si nous avons l’e´galite´
RA+B(b) =
∑
(b)
RA(b(1))⊗RB(b(2)) (1.103)
pour tous alphabets A et B ve´rifiant (⋆) et b appartenant a` B, le proce´de´ R est alors une re´alisation
polynomiale de la coge`bre C.
Proposition 1.5.1. Soient (C,∆) une coge`bre munie de la base B, R une re´alisation polyno-
miale de C construite a` partir de l’algorithme P et A un alphabet ve´rifiant (⋆). Alors RA re´alise
un isomorphisme de coge`bre entre C et RA(C). En particulier, la loi ∆ est coassociative.
De´monstration. On rappelle que le coproduit ∆′ sur RA(C) est donne´e par :
∆′ (RA(v)) = RA+A(v), (1.104)
ou` v est un e´le´ment de C.
L’application PA e´tant surjective, pour tout b appartenant a` B, la somme RA(b) est non nulle.
Comme un mot w est un terme d’un unique RA(b), on en de´duit l’injectivite´ de RA.
Soit b un e´le´ment de B. D’une part nous avons :
(RA ⊗RA)(∆(b)) =
∑
RA(b(1))⊗RA(b(2)). (1.105)
D’autre part, graˆce a` l’hypothe`se “eˆtre une re´alisation polynomiale” l’e´galite´
RA+A(b) =
∑
(b)
RA(b(1))⊗RA(b(2)) (1.106)
est ve´rifie´e. Ainsi,
(RA ⊗RA)(∆(b)) = RA+A(b) = ∆′ (RA(b)) . (1.107)
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Par line´arite´, l’e´galite´ est ve´rifie´e pour tout e´le´ment c de C. Ces deux coge`bres sont donc isomorphes.
Montrons la coassociativite´ de la re´alisation polynomiale. Soit b un e´le´ment de B. D’un coˆte´,
nous observons que
(Id⊗∆′) ◦∆′ (RA(b)) = (Id⊗∆′) (RA+A(b))
= RA+(A+A)(b)
= RA+A+A(b),
(1.108)
de l’autre,
(∆′ ⊗ Id) ◦∆′ (RA(b)) = (∆′ ⊗ Id) (RA+A(b))
= R(A+A)+A(b)
= RA+A+A(b),
(1.109)
d’ou` la coassociativite´ de ∆′.
Exemple 48. Conside´rons la coge`bre C := (vect(S),∆), ou` le coproduit d’une permutation σ est
de´fini par :
∆(σ) :=
∑
σ∈u✂v
u⊗ v, (1.110)
Pour construire FQSym, l’algorithme P correspond a` la standardisation, PA est la standardi-
sation des mots sur l’alphabet A et
RA(σ) = Gσ(A) =
∑
w∈A∗
std(w)=σ
w. (1.111)
Pour avoir un coproduit, nous avons vu qu’il faut conside´rer deux alphabets A et B, prendre leur
somme A + B et appliquer la re´alisation R avec l’alphabet A + B. Or, ceci n’est possible que
si A+B est totalement ordonne´. Nous conside´rons alors l’alphabet A+B, ou` tout e´le´ment de B
est plus grand que tous les e´le´ments de A. Ainsi,
Gσ(A+B) =
∑
w∈(A+B)∗
std(w)=σ
w (1.112)
est un e´le´ment de K〈〈A + B〉〉. Or, nous avons identifie´ K〈〈A + B〉〉 a` K〈〈A〉〉 ⊗ K〈〈B〉〉 et nous
constatons que
Gσ(A+B) =
∑
σ∈u✂v
Gu(A)⊗Gv(B). (1.113)
En effet, soit w un terme de Gσ(A + B). Notons w|A(resp. w|B) le sous-mot de w obtenu en
gardant uniquement toutes les lettres de A (resp. B). Les lettres de A e´tant toutes plus petites que
les lettres de B, la standardisation a d’abord lieu pour le sous-mot w|A puis pour le sous-mot w|B .
Ainsi, σ appartient a` std(w|A)✂ std(w|B). Re´ciproquement, soit w un mot tel que σ appartienne
a` std(w|A)✂ std(w|B). Comme les lettres de A commutent avec celles de B, les mots que l’on peut
obtenir sont les mots de w|A ✁ w|B . Les lettres de B e´tant plus grandes que celles de A, nous
avons :
std(w|A ✁ w|B) = std(w|A)✂ std(w|B). (1.114)
La permutation σ appartenant a` std(w|A) ✂ std(w|B), on en de´duit qu’il existe un e´le´ment de
l’ensemble w|A ✁ w|B ayant comme standardise´ σ.
Il en re´sulte que la standardisation permet de construire une re´alisation polynomiale de C.
Remarque 13. La proprie´te´ (⋆) peut eˆtre remplace´e par des proprie´te´s plus ge´ne´rales. D’ailleurs,
nous conside´rons dans le paragraphe 1.6 une variante des re´alisations polynomiales pre´sente´e dans
ce paragraphe.
1.5.3 Re´alisation polynomiale de bige`bres
Soit un triplet A := (E,m,∆) ou` E est un espace vectoriel, m un produit sur B et ∆ un
coproduit sur E et une base B de E. On suppose que l’on dispose d’un algorithme P permettant
la re´alisation polynomiale de A pour sa structure de produit et de coproduit. Soit A un alphabet
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sur lequel on construit une re´alisation polynomiale de A. Par abus, nous conside´rons que m et ∆
sont des lois sur la re´alisation polynomiale. Pour un e´le´ment b de B, nous avons :
RA(b) =
∑
w∈A∗
PA(w)=b
w. (1.115)
Les lois m et ∆ sont respectivement associative et coassociative graˆce a` la re´alisation polynomiale.
Pour que A soit une bige`bre, Il est ne´cessaire de ve´rifier que ∆ est bien un morphisme d’alge`bres
entre A et A⊗A. Soient b et b′ deux e´le´ments de B. On a :
∆ (R(b)R(b′)) =
∑
d
cdb,b′∆(R(d)) . (1.116)
Mais ∑
d
cdb,b′∆(R(d)) =
∑
d
cdb,b′RA+A(d) = RA+A(b)RA+A(b
′). (1.117)
Autrement dit, ∆ est bien un morphisme d’alge`bres.
Ainsi, en trouvant une re´alisation polynomiale pour A = (E,m,∆) qui fonctionne a` la fois pour
la structure de coge`bre et d’alge`bre nous en de´duisons qu’il s’agit en fait d’une bige`bre associative
et coassociative.
Exemple 49. On reprend les lois des exemples 46 et 48. Ainsi, nous conside´rons le triplet
A := (vect(S), ⋆,∆). (1.118)
Nous avons vu qu’a` partir de la standardisation, nous obtenons une re´alisation polynomiale qui
fonctionne a` la fois pour la structure de produit et de coproduit. Il en re´sulte que A est une bige`bre.
Remarque 14. Dans les axiomes pour les alge`bres de Hopf, il faut aussi une unite´, une counite´, et
une antipode. Les deux premie`res existent car sont pre´sentes pour les alge`bres de mots. Concer-
nant l’antipode, la plupart des bige`bres que l’on e´tudie e´tant des bige`bres gradue´es connexes, son
existence est elle aussi assure´e.
1.6 Comple´ments sur WQSym et WQSym∗
De nombreuses alge`bres de Hopf peuvent eˆtre vues comme des sous-alge`bres, quotients ou
ge´ne´ralisations deWQSym∗, le dual deWQSym (cf. paragraphes 1.3.3.3 et 1.4). Pre´ce´demment,
graˆce aux re´alisations polynomiales nous montrons de manie`re indirecte qu’une alge`bre est bien
de Hopf. Inversement, il est possible de construire des alge`bres de Hopf a` partir des re´alisations
polynomiales. Ainsi, les compose´s partitionnels qui sont des classes combinatoires, indexent des
bases d’alge`bres de Hopf. Pour obtenir ces alge`bres, il nous est ne´cessaire d’exhiber une re´alisation
polynomiale de WQSym∗. Mais d’abord, rappelons la bijection entre mots tasse´s et compositions
d’ensembles. En effet, elle nous sera utile pour donner des descriptions simples de certaines lois
produits ou de coproduits.
1.6.1 Mots tasse´s et compositions d’ensembles
La bijection entre mots tasse´s et compositions d’ensembles est de´finie par :
φ : MT → PO
w = w1 · · ·wi · · · 7→ {j | wj = 1} · · · {j | wj = i} · · · (1.119)
Exemple 50. Pour u = 1132123, on a φ(u) = {125}{46}{37}.
1.6.2 Re´alisation polynomiale de WQSym∗
En dualisant les lois de produit et de coproduit de la base (Mu)u∈MT de WQSym, pour u
et v deux mots tasse´s, on obtient :
M∗uM
∗
v =
∑
w∈u✂v
M∗w, (1.120)
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et
∆ (M∗u) =
∑
u=vw
M∗tas(v) ⊗M∗tas(w). (1.121)
On va maintenant construire une alge`bre de se´ries formelles dans laquelle on peut trouver des
e´le´ments ayant les meˆmes lois de produit et de coproduit que la famille (M∗u)u∈MT .
Soit A un alphabet totalement ordonne´, on note Pf(A) l’alphabet
{B ⊂ A, |B| <∞}. (1.122)
Autrement dit, les lettres de Pf(A) sont les parties finies de A. Le standardise´ partitionnel d’un
mot sur Pf(A) est la composition d’ensemble obtenue par le proce´de´ suivant :
— On ordonne chaque bloc par ordre croissant.
— On initialise i a` 1.
— Tant que l’on n’a pas remplace´ toutes les lettres :
— on lit le mot de gauche a` droite sans se soucier des accolades, et on remplace la plus
petite lettre non remplace´e la plus a` gauche par i,
— on incre´mente i de 1.
— On retourne la partition ordonne´e obtenue.
La partition ordonne´e d’ensemble obtenue est appele´e standardise´ partionnel du mot initial.
Exemple 51. Si w = {a b d}{a c}{d e}, alors
stdP(w) = {1, 3, 5}{2, 4}{6, 7}. (1.123)
Pour obtenir une re´alisation polynomiale deWQSym∗, l’algorithme P utilise´ est la standardi-
sation partitionnelle qui prend en argument un alphabet de la forme Pf(A) ou` A est un alphabet
infini totalement ordonne´ et qui construit
PA : Pf(A)∗ −→ PO
Q 7−→ stdP(Q). (1.124)
Pour toute composition d’ensemble I, nous de´finissons les sommes suivantes dans K〈〈Pf(A)〉〉 :
ΦI(A) := RPf(A)(I) =
∑
J∈Pf(A)∗
stdP(J)=I
J, (1.125)
et constatons que pour I et I ′ deux compositions d’ensembles, l’e´galite´
ΦI(A)ΦI′(A) =
∑
J=KL
stdP(K)=I
stdP(L)=I′
ΦJ(A) (1.126)
est ve´rifie´e.
De´monstration. Soient respectivement P et Q un terme de ΦI et de ΦI′ . Notons J le standardise´
partitionnel de PQ. La composition J se factorise de fac¸on unique sous la forme KL, avec K de
meˆme taille que P et L de meˆme taille que Q. Or, K et P ont dans le meˆme ordre des blocs de
meˆme cardinal, et les inversions (en oubliant les accolades) de K et P sont les meˆmes. Donc ils ont
le meˆme standardise´ partitionnel. Le raisonnement pre´ce´dent fonctionne e´galement pour Q et L.
Ainsi, stdP(K) = I et stdP(L) = I ′. Re´ciproquement, soit R un terme de ΦJ , avec J = KL
et stdP(K) = I et stdP(L) = I ′. Donc R se factorise sous la forme R = R′R”, avec R′ de meˆme
taille que K et R” de meˆme taille que L. On constate alors que les blocs ordonne´s de R′ et K sont
de meˆme cardinal. Or, R′ et K (sans les accolades) ont les meˆmes inversions. Il en de´coule qu’ils
ont le meˆme standardise´ partitionnel. Le raisonnement est identique pour R” et L.
Proposition 1.6.1. Soient u et v deux mots tasse´s. Alors
φ (u✂ v) =
∑
P=QR
stdP(Q)=φ(u),stdP(R)=φ(v)
P. (1.127)
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De´monstration. Soient respectivement u et v deux mots tasse´s de longueur n et m, et w un terme
de u✂ v.
Le mot w repre´sente alors une application surjective f ou` il existe une unique partition {A,B}
de {1, . . . n+m} avec A = {a1 < · · · < an} et B = {b1 < · · · < bm} telle que pour tout i compris
entre 1 et n, et j compris entre 1 et m, on a :
f(ai) = ui, (1.128)
et
f(bj) = vj +max(u). (1.129)
Nous savons que la composition d’ensemble φ(w) est e´gale a`
f−1(1)f−1(2) · · · f−1(max(w)). (1.130)
Or, les lettres de u sont plus petites que les lettres de v[max(u)]. Donc les max(u) premiers blocs
de φ(w) correspondent aux images re´ciproques des valeurs de u. Ainsi, l’e´le´ment
P = f−1(1) · · · f−1 (max(u)) (1.131)
est une partition ordonne´e de A. Comme l’e´galite´ (1.128) est ve´rifie´e pour tout entier i compris
entre 1 et n, nous en de´duisons que stdP(P ) repre´sente l’application g qui a` l’entier i compris
entre 1 et n associe ui. Autrement dit, stdP(P ) = φ(u). Le raisonnement est similaire pour
Q = f−1(max(u) + 1) · · · f−1(max(u) + max(v)) (1.132)
avec B.
Re´ciproquement, soit P = QR une composition d’ensemble telle que
stdP(Q) = φ(u),
stdP(R) = φ(v).
(1.133)
L’e´le´ment P repre´sente une application surjective g sous la forme :
g−1(1)g−1(2) · · · g−1(k), (1.134)
ou` k est le nombre de blocs de P . Le facteur Q est aussi une partition ordonne´e d’un ensemble
A = {a1 < · · · < an}. (1.135)
Comme stdP(Q) = φ(u), pour tout i compris entre 1 et n, on a :
g(ai) = ui. (1.136)
De la meˆme manie`re, le facteur R est une partition ordonne´e B = {b1 < · · · < bm} telle que pour i
compris entre 1 et m, on a :
g(bi) = vi +max(u). (1.137)
En repre´sentant g sous la forme g(1) · · · g(n + m), nous en de´duisons que g est un e´le´ment de
l’ensemble u✂ v.
Ainsi, en appliquant la bijection entre compositions d’ensembles et mots tasse´s, on retrouve la
loi produit de la base (M∗u)u∈MT .
Les lois de coproduit provenant de re´alisations polynomiales se construisent ge´ne´ralement a`
l’aide du de´doublement d’un alphabet. Or, dans notre contexte, il est possible de de´doubler l’al-
phabet A ou l’alphabet Pf(A). Nous allons montrer que de´doubler A est suffisant, l’autre possibilite´
e´tant obtenu par une spe´cialisation de parame`tres a` de´finir. Dans les re´alisations polynomiales de
coge`bres, nous avons identifie´ K〈〈A+B〉〉 a` K〈〈A〉〉⊗K〈〈B〉〉 graˆce a` la commutation des lettres de A
avec les lettres de B. Autrement dit, nous avons effectue´ le quotient de K〈〈A + B〉〉 par l’ide´al I
engendre´ par les relations :
ab = ba, (1.138)
pour tout couple (a, b) appartenant a` A×B, et montre´ que ce quotient est naturellement isomorphe
a` K〈〈A〉〉 ⊗K〈〈B〉〉.
36 CHAPITRE 1. PRE´LIMINAIRES
Dans notre situation, pour A et B deux alphabets totalement ordonne´s, il faudrait pouvoir iden-
tifier de manie`re simple les e´le´ments de K〈〈Pf(A+B)〉〉 a` des e´le´ments de K〈〈Pf(A)〉〉⊗K〈〈Pf(B)〉〉.
De´finissons les relations suivantes :
{a1, · · · , ak}{b1, · · · , bl} = {b1, · · · , bl}{a1, · · · , ak},
{a1, · · · , ak, b1, · · · bl} = tk,l{a1, · · · , ak}{b1, · · · , bl}
(1.139)
pour k, l ≥ 1, tk,l des inde´termine´es, et a1, · · · , ak et b1, · · · , bl des lettres respectivement de A
et B. On pose e´galement :
t0,n = tn,0 = 1, pour tout n dans N. (1.140)
Proposition 1.6.2. Soient A et B deux alphabets, l’ide´al I de K〈〈Pf(A + B)〉〉 engendre´ par les
relations (1.139) et ΠI la projection de K〈〈Pf(A+B)〉〉 sur K〈〈Pf(A+B)〉〉/I.
Alors les alge`bres K〈〈Pf(A+B)〉〉/I et K〈〈Pf(A)〉〉 ⊗K〈〈Pf(B)〉〉 sont isomorphes.
De´monstration. De´finissons le morphisme d’alge`bres Π deK〈〈Pf(A+B)〉〉 versK〈〈Pf(A)〉〉⊗K〈〈Pf(B)〉〉
par :
Π ({a1, · · · , ak}) = {a1 · · · , ak} ⊗ 1,
Π({b1 · · · , bl}) = 1⊗ {b1 · · · , bl},
Π({a1, · · · , ak, b1, · · · , bl}) = tk,l{a1, · · · , ak} ⊗ {b1, · · · , bl},
(1.141)
pour k, l ≥ 1, tk,l des inde´termine´es, a1, · · · , ak et b1, · · · , bl des lettres respectivement de A et
de B. Montrons que l’ide´al I est e´gal au noyau de Π. Constatons que les e´le´ments de la forme
{a1, · · · , ak}{b1, · · · , bl} − {b1, · · · , bl}{a1, · · · , ak} (1.142)
et de la forme
{a1, · · · , ak, b1, · · · bl} − tk,l{a1, · · · , ak}{b1, · · · , bl} (1.143)
pour k, l ≥ 1, tk,l des inde´termine´es, et a1, · · · , ak et b1, · · · , bl des lettres respectivement de A
et B, sont dans le noyau de Π. Par conse´quent, l’ide´al engendre´ par ces e´le´ments, c’est-a`-dire I est
inclus dans le noyau de Π.
Re´ciproquement, soit P un mot sur Pf(A+B). Montrons par re´currence que sous les re`gles de
re´e´critures (1.139), il est e´quivalent a` un mot de la forme αQR ou` Q est un mot sur Pf(A), R un mot
sur Pf(B) et α un produit d’inde´termine´es. Pour P de longueur 1, le cas P = {a1, · · · , ak, b1 · · · , bl}
re´sulte d’une des re`gles de re´e´criture. Supposons que l’on ait montre´ la proprie´te´ pour les en-
tiers infe´rieurs a` n− 1. Soit P = P1 · · ·Pn un mot sur l’alphabet Pf(A + B). Alors en appli-
quant la re´currence au mot P2 · · ·Pn, nous en de´duisons que P est e´quivalent a` un e´le´ment de la
forme αP1QR, ou` α est un produit d’inde´termine´es, Q un mot sur l’alphabet Pf(A) et R un mot
sur l’alphabet Pf(B). Si P1 est un bloc de lettres de A, nous avons la proposition au rang n. Si P1
est un bloc de lettres de B, le mot se re´e´crit alors αQP1R. Sinon, on applique la troisie`me relation
de (1.139), et on fait commuter le bloc de B. Dans tous les cas, la proposition est ve´rifie´e au rang n.
Constatons que Π restreinte a`
S := vect(PQ, P ∈ Pf(A)∗, Q ∈ Pf(B)∗) (1.144)
est bijective. En effet, les e´le´ments PQ forment une base de S et sont envoye´s sur les P ⊗ Q qui
forment une base de K〈〈Pf(A)〉〉 ⊗K〈〈Pf(B)〉〉. Il en re´sulte que S est un supple´mentaire du noyau
de Π.
Soit P un mot de Pf(A+B)
∗
. Nous avons vu qu’il admet un e´quivalent sous les relations (1.139)
de la forme αQR, avec Q un mot de Pf(A)
∗
et R un mot de Pf(B)
∗
. Donc, P−αQR appartient a` I.
Or, αQR est dans S. Comme P = αQR+(P−αQR), on en de´duit que S et I sont supple´mentaires.
Mais S est aussi supple´mentaire au noyau de Π qui contient I. Par conse´quent, ce noyau est e´gal
a` I. On conclut par passage au quotient
K〈〈Pf(A+B)〉〉/I ≈ K〈〈Pf(A)〉〉 ⊗K〈〈Pf(B)〉〉. (1.145)
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Soient A et B deux alphabets totalement ordonne´s, I l’ide´al de K〈〈Pf(A + B)〉〉 engendre´ par
les relations (1.139), ΠI la projection de K〈〈Pf(A + B)〉〉 sur K〈〈Pf(A + B)〉〉/I et I un e´le´ment
de PO. Comme ce quotient est isomorphe a` K〈〈Pf(A)〉〉⊗K〈〈Pf(B)〉〉, l’e´le´ment ΠI(ΦI(A+B)) est
bien de´fini dans K〈〈Pf(A)〉〉 ⊗K〈〈Pf(B)〉〉.
Soit I une composition de l’ensemble {1, · · · , n}, on note I[i,j] le mot obtenu en restreignant I
aux lettres comprises entre i et j.
Exemple 52. Pour I = {1, 2}{4, 6, 7}{3}{5}, on a I[3,6] = {4, 6}{3}{5}.
Proposition 1.6.3. Soit I = I1I2 · · · Ik un e´le´ment de PO(n), alors le coproduit de ΦI se de´crit
comme suit :
∆(ΦI) =
n∑
i=0
ωiΦI[1,i] ⊗ ΦstdP(I[i+1,n]), (1.146)
ou` ωi =
∏k
j=1 t|Ij∩{1,··· ,i}|, |Ij |−|Ij∩{1,··· ,i}|.
De´monstration. Soient I = I1 · · · Ik appartenant a` PO(n) et J un terme de ΦI(A + B). La com-
position J contient n lettres de A + B re´parties dans les Jp. Notons i le nombre de lettres de A
apparaissant dans J . Comme les lettres de B sont plus grandes que les lettres de A, lorsque l’on
applique la standardisation partitionnelle a` J , les lettres correspondant respectivement a` un en-
tier j ≤ i (j > i) seront des lettres de A (de B). En appliquant a` Jp les relations (1.139), on
obtient :
ΠI(Jp) = t|Jp∩A|,|Jp∩B|Jp|A · Jp|B , (1.147)
ou` Jp|C est la restriction de Jp a` l’alphabet C. On en de´duit que
ΠI(J) =
k∏
p=1
t|Jp∩A|,|Jp∩B|Jp|A · Jp|B . (1.148)
Or on a stdP(J) = I, stdP(J|A) = I|[1,i] et stdP (J|B) = stdP(I|[i+1,n]). Ainsi, ΠI(J) est un
terme de ωiΦI|{1,··· ,i} · ΦstdP(I|{i+1,··· ,n}), ou` ωi =
∏k
p=1 t|Ip∩{1,··· ,i}|,|Ip|−|Ip∩{1,··· ,i}|.
Re´ciproquement, soient un entier i compris entre 1 et n, et ωiP · Q un terme de la som-
me ωiΦI|{1,··· ,i} ·ΦstdP(I|{i+1,··· ,n}). Les re`gles de re´e´criture autorise´es sont de permuter un bloc de
lettres de A avec un bloc de lettres de B, ou de fusionner un bloc de taille k de lettres de A avec
un bloc de taille l de lettres de B avec disparition du coefficient tk,l. Nous savons que P est une
composition d’un ensemble {a1 < · · · < ai} de lettres de A. De meˆme, Q est une composition d’un
ensemble {b1 < · · · < bn−i} de lettres de B. Notons respectivement N1, N2 et N le nombre de
blocs de P , Q et I. Appliquons alors l’algorithme suivant pour constituer une composition J de
l’ensemble {a1, · · · , ai, b1, · · · , bn−i} de sorte que stdP(J) = I :
— On initialise r a` 1, s a` 1, k a` 1 et le mot J au mot vide.
— Tant que r < N1 + 1 ou s < N2 + 1 :
— Si le ke bloc de I ne contient que des valeurs infe´rieures a` i :
— J = JPr ;
— r = r + 1 ;
— Si le ke bloc de I ne contient que des valeurs strictement plus grandes que i :
— J = JQs ;
— s = s+ 1 ;
— Sinon :
— J = J(Pr ∪Qs) ;
— r = r + 1 ;
— s = s+ 1 ;
— k = k + 1 ;
— retourner J .
Ainsi, ωiP1 · P2 est bien un terme de ΠI(ΦI(A+B)).
En appliquant la bijection entre compositions d’ensembles et mots tasse´s, on obtient une for-
mulation simple de ce coproduit. Soit u un mot tasse´ de longueur n a` k lettres, alors
∆(Nu) =
∑
u=vw
(
k∏
i=1
t|v|i,|w|i
)
Ntas(v) ⊗Ntas(w), (1.149)
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ou` Φφ(u) = Nu.
Remarque 15. En prenant tk,l = 1 pour tous k et l entiers positifs, on retrouve le coproduit de
de´concate´nation de (M∗u)u∈MT de WQSym
∗, c’est-a`-dire :
∆(Nu) =
∑
u=vw
Ntas(v) ⊗Ntas(w). (1.150)
Si on spe´cialise les tk,l = 0 pour tous k et l des entiers strictement positifs, on retrouve le cas du
de´doublement d’alphabet Pf(A), et on obtient pour u un mot tasse´ :
∆′(Nu) =
∑
u=vw
V ∩W=∅
Ntas(v) ⊗Ntas(w), (1.151)
ou` V et W sont respectivement les ensembles des lettres de v et de w.
En traduisant cette loi a` travers la bijection φ, nous constatons que pour toute partition or-
donne´e I le coproduit est de´fini par :
∆′(ΦI) =
∑
I∈J✁K[|J|]
ΦJ ⊗ ΦK , (1.152)
ou` K[|J |] est la composition obtenue en de´calant toutes les lettres a` l’inte´rieur des blocs du cardinal
de ∪iJi, et ou` le shuﬄe a lieu entre les blocs de J et de K[|J |].
1.6.3 WQSym∗ colore´ et compose´ partitionnel
Un des aspects de la combinatoire est de donner la raison pour laquelle certaines formules
faisant intervenir des se´ries a` coefficients entiers positifs donnent encore des se´ries a` coefficients
entiers positifs. Par exemple, si les de´rive´es successives de f prises en 0 sont des entiers positifs, il
en est de meˆme pour
g := exp(f), (1.153)
et
g :=
1
1− f . (1.154)
Or, certaines se´ries de ce type ont un rele`vement dans d’autres alge`bres. On peut alors se de-
mander si les identite´s admettent elles aussi une ge´ne´ralisation dans ces alge`bres. En manipulant
une ge´ne´ralisation de WQSym∗, nous retrouvons les explications concernant les identite´s (1.153)
et (1.154), celles-ci ayant de´ja` une description combinatoire appele´es compose´ partitionnel abe´lien
et compose´ partitionnel ordonne´. De plus, de nouvelles alge`bres apparaissent naturellement a` tra-
vers ces constructions.
Soit Y un ensemble et A un alphabet totalement ordonne´. On de´finit l’alphabet
Z(Y,A) :=
{(
w
P
)
| w ∈ Y ∗, P = P1 · · ·Pl(w), Pi ∈ Pf(A)
}
, (1.155)
l’ensemble
Hp(Y ) :=
{(
w
P
)
| w ∈ Y ∗, P = P1 · · ·Pl(w) ∈ PO
}
, (1.156)
et les e´le´ments Φ(wP)
par :
Φ(wP)
:=
∑
(wJ)∈Z(Y,A)
∗,
stdP(J)=P
(
w
J
)
, (1.157)
pour
(
w
P
)
appartenant a` Hp(Y ).
L’algorithme P permettant la re´alisation polynomiale des (Φv)v∈Hp(Y ) prend en argument les
alphabets de la forme Z(Y,A), avec A totalement ordonne´ et construit une application surjective
PA : Z(Y,A) −→ Hp(Y )(
w
Q
) 7−→ ( w
stdP(Q)
)
.
(1.158)
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Exemple 53. Si A = N∗, Y = {2, 5, 7}, et P = {2, 3}{4, 6, 7}{5}{1}, alors
(
2 2 7 5
{3, 5} {5, 7, 9} {5} {1}
)
est un terme de Φ(wP)
.
Pour plus de lisibilite´, on pourra re´e´crire
(
w
J
)
sous la forme
(
w1 · · · wk
I1 · · · Ik
)
.
Exemple 54. L’e´le´ment (
2 2 7 5
{3, 5} {5, 7, 9} {5} {1}
)
se re´e´crit
(
2 2 7 5
35 579 5 1
)
.
Constatons que pour tout couple (
(
u
P
)
,
(
v
Q
)
) de Hp(Y )2, l’e´galite´
Φ(uP)
Φ(vQ)
=
∑
R=IJ
stdP(I)=P, stdP(J)=Q
Φ(uvR )
(1.159)
est ve´rifie´e, les arguments de la preuve de l’e´quation (1.126) e´tant encore valides pour cette identite´.
Exemple 55. Si Y = {y1, · · · , yn, · · · }, pour u e´gal a`
(
y3 y8
23 1
)
et v e´gal a`
(
y6
1
)
, on a :
ΦuΦv = Φ( y3 y8 y6
23 1 4
) +Φ( y3 y8 y6
24 1 3
) +Φ( y3 y8 y6
34 1 2
) +Φ( y3 y8 y6
34 2 1
). (1.160)
On appelle cette alge`bre WQSym∗(Y ). De´sormais, nous supposons que les lettres y de Y ont
un poids λ(y), entier strictement positif.
De´finition 1.6.4. Soit Y un alphabet tel que chaque lettre y de Y ait un poids λ(y) entier stric-
tement positif. Soit w = w1 · · ·wk mot de Y ∗. Une composition d’ensemble I = I1 · · · Ik d’un in-
tervalle [1,
∑
1≤i≤k λ(i)] est dite w-compatible, si pour tout i appartenant a` [1, k], on a |Ii| = λ(i).
L’ensemble CPO(Y ) := {(w
I
) ∈ Hp(Y )| I w-compatible} est appele´ compose´ partitionnel ordonne´
de Y .
Proposition 1.6.5. L’ensemble A(Y ) := vect (F) avec F = (Φ(wP))(wP)∈CPO(Y ) est une sous-
alge`bre de WQSym∗(Y )
De´monstration. Soit (
(
u
P
)
,
(
v
Q
)
) un couple CPO(Y )2. Nous savons que
Φ(uP)
Φ(vQ)
=
∑
R=IJ
stdP(I)=P, stdP(J)=Q
Φ(uvR )
. (1.161)
Soit Φ(uvR )
un terme de la somme. Comme R = IJ , avec stdP(I) = P et stdP(J) = Q, nous en
de´duisons que les blocs de I (resp. de J) sont de meˆmes tailles que les blocs de P (resp. Q). Or,
le poids de ui (resp. vj) est la taille du bloc Pi (resp. Qj). On en de´duit que
(
uv
R
)
est un e´le´ment
de CPO(Y ). Donc A(Y ) est bien une sous-alge`bre de WQSym∗(Y ).
Ainsi, le couple A := (vect(Hp(Y ), ⋆) ou` la loi ⋆ est de´finie pour tout e´le´ment ((u
P
)
,
(
v
Q
)
)
de Hp(Y ) par : (
u
P
)
⋆
(
v
Q
)
:=
∑
R=IJ
stdP(I)=P,stdP(J)=Q
(
uv
R
)
(1.162)
est bien une alge`bre associative.
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1.6.3.1 La projection p
On conside`re la relation d’e´quivalence “avoir les meˆmes permute´s” (note´e ∼) sur les e´le´ments
de CPO(Y ). Autrement dit,
(
w1|w2···|wk
I1|I2|···|Ik
)
est e´quivalent a`
(
v1|v2···|vk
J1|J2|···|Jk
)
s’il existe une permutation
σ de taille k tel que (
wσ(1)|wσ(2) · · · |wσ(k)
Iσ(1)|Iσ(2) · · · |Iσ(k)
)
=
(
v1|v2 · · · |vk
J1|J2 · · · |Jk
)
. (1.163)
L’ensemble quotient de CPO(Y ) par cette relation d’e´quivalence est appele´ compose´ partitionnel
abe´lien de Y .
Proposition 1.6.6. Soit I := vect(F) avec
F =
{
Φ(uP)
− Φ(vQ)|
(
u
P
)
∼
(
v
Q
)}
. (1.164)
Alors I est un ide´al de CPO(Y ). En particulier, CPO(Y )/I de´finit une alge`bre note´e A(Y ), dont
une base est indexe´e par les compose´s partitionnels abe´liens de Y . La projection de CPO(Y )/I sur
A(Y ) est note´e p.
De´monstration. On rappelle que pour un mot w de taille n et σ une permutation de taille n, on
de´finit
w.σ := wσ(1) · · ·wσ(n). (1.165)
Soient
(
u
P
)
et
(
v
Q
)
deux e´le´ments de CPO(Y ), σ et τ deux permutations de tailles respec-
tives n := l(u) et m := l(v). Montrons qu’il existe une bijection Ψ entre
E :=
{(
uv
R
)
| R = IJ, stdP(I) = P, stdP(J) = Q
}
(1.166)
et
F :=
{(
u′v′
K
)
| K = LM, stdP(L) = P ′, stdP(M) = Q′
}
(1.167)
ou` u′ = u.σ, v′ = v.τ , P ′ = P.σ, Q′ = Q.σ telle que pour tout S e´le´ment de E, Ψ(S) ∼ S. Un
e´le´ment de E est caracte´rise´ par une partition {E1, E2} de {1, · · · , n + m} avec E1 de taille n.
Il en est de meˆme pour F . Ainsi, la bijection Ψ envoie l’e´le´ment correspondant a` {E1, E2} de E
sur l’e´le´ment correspondant a` {E1, E2} de F . L’e´quivalence entre Ψ(S) et S pour S e´le´ment de E
re´sulte alors des e´quivalences de P avec P ′ et de Q avec Q′. Ainsi, I est bien un ide´al. Le quotient
est alors bien de´fini.
1.6.3.2 Deux formules classiques
En effectuant des calculs dans l’alge`bre A(Y ), nous retrouvons des analogues des identite´s (1.153)
et (1.154).
Proposition 1.6.7. Dans A(Y ), on a l’identite´
∑
[
m
I
]
∈CPA(Y )
Φ[ m
I
] = exp

∑
y∈Y
Φ[ y
{1, · · · , λ(y)}
]

 . (1.168)
De´monstration. Conside´rons le calcul suivant dans A(Y ) :
exp

∑
y∈Y
Φ( y{1,··· ,λ(y)})

 =∑
n∈N
(
∑
y∈Y Φ( y{1,··· ,λ(y)})
)n
n!
(1.169)
En de´veloppant et en re´ordonnant, on obtient
exp

∑
y∈Y
Φ( y{1,··· ,λ(y)})

 = ∑
(wI )∈CPO(Y )
Φ(wI )
l(w)!
, (1.170)
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ou` l(w) est la taille du mot w. Comme un
(
w
I
)
a l(w)! permute´s, en appliquant p a` (1.170), on a :
exp

∑
y∈Y
Φ[ y
{1, · · · , λ(y)}
]

 = ∑[
m
I
]
∈CPA(Y )
l(m)!
Φ[ m
I
]
l(m)!
. (1.171)
On en conclut que ∑
[
m
I
]
∈CPA(Y )
Φ[ m
I
] = exp

∑
y∈Y
Φ[ y
{1, · · · , λ(y)}
]

 . (1.172)
Proposition 1.6.8. Dans A(Y ), on a l’identite´ alge´brique suivante :
∑
(wI )∈CPO(Y )
Φ(wI )
=
1
1−∑y∈Y Φ( y{1···λ(y)}) . (1.173)
De´monstration. On a :
1
1−∑y∈Y Φ( y{1···λ(y)}) =
∑
n≥0

∑
y∈Y
Φ( y{1···λ(y)})


n
. (1.174)
En de´veloppant et en re´ordonnant, on obtient :
∑
n≥0

∑
y∈Y
Φ( y{1···λ(y)})


n
=
∑
(wI )∈CPO(Y )
Φ(wI )
. (1.175)
Exemple 56. Retrouvons par cette me´thode la se´rie ge´ne´ratrice exponentielle des partitions or-
donne´es d’ensembles. En effet, en prenant Y = N∗ avec λ(i) = i, on trouve que A(Y ) est naturel-
lement isomorphe a` WQSym∗. On a donc :
∑
I∈PO
ΦI =
1
1−∑n≥1 Φ{1,··· ,n} . (1.176)
En appliquant le morphisme d’alge`bres
Π (ΦI) =
x|I|
|I|! ,
on obtient ∑
n≥0
|POn|x
n
n!
=
1
2− exp(x) .
Exemple 57. De meˆme, A(N∗) est naturellement indexe´e par les partitions d’ensembles. On a donc :
∑
I∈P
ΦI = exp

∑
n≥1
Φ{1,··· ,n}

 .
En prenant l’image par Π, on retrouve :
∑
n≥0
|P(n)|x
n
n!
= exp (exp(x)− 1) ,
se´rie ge´ne´ratrice exponentielle des nombres de Bell.
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1.6.3.3 Structures de coge`bres de WQSym∗(Y )
Revenons surWQSym∗(Y ). Il est possible de ge´ne´raliser les structures de coge`bres deWQSym∗
a`WQSym∗(Y ). Pour cela, il faut pouvoir identifier les e´le´ments de K〈〈Z(Y,A+B)〉〉 aux e´le´ments
de K〈〈Z(Y,A)〉〉 ⊗K〈〈Z(Y,B)〉〉. L’alge`bre K〈〈Z(Y,A+B)〉〉 e´tant libre et engendre´e par les lettres
de Z(Y,A+ B), il suffit de de´finir des re`gles pour ces lettres. On conside`re les relations suivantes
pour le quotient : (
v
a1, · · · , ak
)(
w
b1, · · · , bl
)
=
(
w
b1, · · · , bl
)(
v
a1, · · · , ak
)
(1.177)
et (
u
a1 · · · , ak, b1 · · · bl
)
= 0, (1.178)
pour toutes lettres u, v, w de Y . Les relations (1.177) sont classiques : nous avons toujours utilise´ les
relations de commutations pour construire les quotients permettant des re´alisations polynomiales
de coge`bres.
Concernant les relations (1.178), elles sont analogues a` la spe´cialisation des parame`tres tk,l a` 0
dans les relations (1.139).
Comme dans la re´alisation polynomiale de WQSym∗, graˆce aux relations (1.177) et (1.178),
on obtient une structure de coge`bre sur WQSym∗(Y ). Pour tout e´le´ment
(
u
I
)
de Hp(Y ), on a
∆
(
Φ(uI)
)
=
∑
(uI)∈(
v
J)✁(
w
K[|J|])
Φ(vJ)
⊗ Φ(wK), (1.179)
la preuve e´tant identique a` celle donne´e pour le coproduit de WQSym∗.
Constatons que A(Y ) est stable par ce coproduit car les sous-mots
(
w
Q
)
d’un compose´ partition-
nel
(
u
P
)
sont encore des mots w-compatibles.
Conside´rer les permute´s des sous-mots de
(
u
P
)
est e´quivalent a` conside´rer les sous-mots des
permute´s de
(
u
P
)
. Ainsi, p commute avec ∆. Donc, A(Y ) he´rite de la structure de coge`bre de A(Y ).
Nous avons vu qu’une autre coge`bre naturelle de WQSym∗ s’obtient par spe´cialisation des
parame`tres tk,l a` 1 dans les relations (1.139). Si on veut construire un analogue a` cette coge`bre
pour A(Y ), il est ne´cessaire d’avoir des relations du type :(
y
a1 · · · , ak, b1 · · · bl
)
=
(
y(1)
a1, · · · , ak
)(
y(2)
b1, · · · , bl
)
, (1.180)
pour tous k, l des entiers strictement positifs, toute lettre y de poids k+ l, toutes lettres a1, · · · , ak
de A et toutes lettres b1, · · · , bl de B. Mais il faut aussi que la manie`re de de´couper y en deux
parties y(1) et y(2) respecte la structure de poids et soit coassociative.
Dans la suite, nous supposons que toute lettre y de Y a un poids strictement positif λ(y), que
le seul mot de poids nul est le mot vide 1, et que K〈〈Y 〉〉 est munie d’un coproduit ∆ coassociatif
de´fini par
∆(y) =
λ(y)∑
k=0
y(1) ⊗ y(2), (1.181)
ou` y(1) est un e´le´ment de Y de poids k, et y(2) un e´le´ment de Y de poids λ(y)− k.
Sous ces conditions, A(Y ) est naturellement munie d’une autre structure de coge`bre. En effet,
conside´rons A et B deux alphabets totalement ordonne´s, et de´finissons l’ide´al I de K〈〈Z(Y,A+B)〉〉
engendre´ par les relations (
u
a1,··· , ak
)(
v
b1,··· , bl
)
=
(
v
b1,··· , bl
)(
u
a1,··· , ak
)
(
w
a1··· , ak, b1···bl
)
=
(
w(1)
a1,··· , ak
)(
w(2)
b1,··· , bl
)
,
(1.182)
ou` u, v, w sont respectivement des lettres de Y de poids k, l, et k+l, w(1) ⊗ w(2) ∆(y), ou` w(1)
est de poids k et w(2) de poids l, et les relations(
w
a1 · · · ak, b1 · · · bl
)
= 0, (1.183)
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pour toute lettre w dont le poids est diffe´rent de k+l.
Les alge`bres K〈〈Z(Y,A+B)〉〉/I et K〈〈Z(Y,A)〉〉⊗K〈〈Z(Y,B)〉〉 sont alors isomorphes, les argu-
ments de la preuve de la proposition 1.6.2 fonctionnant pour prouver cet isomorphisme. Notons ΠI
la projection quotient de K〈〈Z(Y,A + B)〉〉 sur K〈〈Z(Y,A)〉〉 ⊗ K〈〈Z(Y,B)〉〉. De la meˆme manie`re
que pour WQSym∗ nous constatons que pour tout
(
w
I
)
de CPO(Y ) l’e´galite´
ΠI
(
Φ(wI )
(A+B)
)
=
λ(w)∑
k=0
Φ(
w(1)
I[1,k]
)(A)⊗ Φ( w(2)
stdP(I[k+1,n])
)(B) (1.184)
est ve´rifie´e.
Ainsi, le couple C := (vect(CPO(Y )),∆) ou` ∆ est de´fini pour tout (w
I
)
appartenant a` CPO(Y )
par :
∆
((
w
I
))
=
λ(w)∑
k=0
(
w(1)
I[1,k]
)(
w(2)
stdP(I[k+1,λ(w)])
)
(1.185)
est bien une coge`bre coassociative.
Par la projection p nous obtenons e´galement une structure de coge`bre sur A(Y ), en effet,
permuter les blocs de
(
w
I
)
par σ puis appliquer ∆ e´tant e´quivalent a` appliquer ∆ a`
(
u
I
)
puis a`
permuter par des restrictions de σ aux deux composantes de chaque terme du coproduit.
Remarque 16. A l’aide de la meˆme re´alisation polynomiale, nous avons construit une alge`bre et
une coge`bre sur vect(CPO(Y )). Il en re´sulte que ces deux lois sont compatibles et que l’on a en
fait une alge`bre de Hopf.
1.6.3.4 L’alge`bre de Hopf commutative SQSym
Il s’agit d’une alge`bre de Hopf dont une base est indexe´e par les permutations. Pour la de´finir,
quelques rappels concernant la de´composition en cycles d’une permutation sont ne´cessaires.
De´finition 1.6.9. Soit σ une permutation de taille n. On dit que deux entiers i et j sont dans
la meˆme σ-orbite s’il existe un entier k tel que σk(i) = j. L’ensemble des σ-orbites forme une
partition de {1, · · · , n}.
Un grand cycle est une permutation σ ayant une seule σ-orbite.
Soient σ une permutation de taille n, O1, · · · , Ok les σ-orbites de σ. Une e´criture cyclique de σ
en cycles disjoints est de la forme :
σ =
(
a1, σ(a1), σ
2(a1) · · · , σ|O1|−1(a1)
)
· · ·
(
ak, σ(ak), σ
2(ak), · · · , σ|Ok|−1(ak)
)
(1.186)
ou` ai appartient a` Oi.
Pour obtenir une e´criture unique, on peut prendre les ai e´gal au minimum de l’ensemble Oi et
trier les cycles dans l’ordre croissant des ai.
Exemple 58. Pour σ = 796213584, nous avons :
σ = (1, 7, 5)(2, 9, 4)(3, 6)(8). (1.187)
La loi produit de l’alge`bre de Hopf SQSym exprime´e dans la base (Mσ)σ∈S , pour σ et τ deux
permutations est :
MσMτ =
∑
γ∈σ⋆τ
Mγ , (1.188)
ou` σ ⋆ τ est le multi-ensemble E obtenu ainsi :
— on initialise E au multi-ensemble vide ;
— pour toutes partitions de {1, · · · , |σ|+|τ |} = A⊔B, ou` A est de taille |σ|, et B de taille |τ | ;
— on e´crit σ et τ en produits de cycles disjoints, on remplace respectivement les lettres
de σ par celles de A, les lettres de τ par celles de B en respectant l’ordre sur les lettres ;
— on rajoute la permutation obtenue au multi-ensemble E ;
— on retourne le multi-ensemble E.
Il est possible qu’une meˆme permutation apparaisse plusieurs fois. Dans ce cas, on la compte avec
sa multiplicite´.
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Exemple 59. On a :
M(1)(2)M(12)(3) = M(1)(2)(34)(5) +M(1)(3)(24)(5) +M(1)(4)(23)(5)
+M(1)(5)(23)(4) +M(2)(3)(14)(5)
+M(2)(4)(13)(5) +M(2)(5)(13)(4) +M(3)(4)(12)(5)
+M(3)(5)(12)(4) +M(4)(5)(12)(3),
(1.189)
et, en regroupant les termes, on obtient :
M(1)(2)M(12)(3) = M(1)(2)(34)(5) +M(1)(24)(3)(5) + 2M(1)(23)(4)(5)
+M(14)(2)(3)(5) + 2M(13)(2)(4)(5) + 3M(12)(3)(4)(5).
(1.190)
Le coproduit est donne´ par :
∆ (Mσ) =
∑
σ=u•v
Mu ⊗Mv, (1.191)
ou` u • v = uv[|u|].
Exemple 60. On a :
∆ (M132) =M132 ⊗ 1 + 1⊗M132, (1.192)
∆ (M21354) =M21354 ⊗ 1 +M213 ⊗M21 +M21 ⊗M132 + 1⊗M21354. (1.193)
Montrons que l’on peut e´galement construire cette alge`bre a` partir du compose´ partitionnel
abe´lien. Prenons Y = ⊔n≥1{σ ∈ Sn| σ grand cycle}, ou` le poids d’un grand cycle est sa taille.
Nous savons qu’une base de A(Y ) est indexe´e par CPO(Y ). Soit un mot
(
σ1···σk
P1···Pk
)
de CPO(Y ). En
remplac¸ant les lettres de σi par les lettres de Pi en respectant l’ordre des lettres, nous obtenons
une permutation e´crite en cycles dont l’ordre des cycles importe. Re´ciproquement, a` partir d’une
e´criture d’une permutation en cycles disjoints dont l’ordre des cycles importe, en conservant la
partition sous-jacente et en standardisant les cycles, nous obtenons un e´le´ment de CPO(Y ). Donc,
une base de A(Y ) est indexe´e par les e´critures ordonne´es des permutations sous forme de cycles a`
supports disjoints.
Rappelons que la loi produit de A(Y ) de la base des (Φ(uP)
)(uP)∈CPO(Y )
est donne´e par :
Φ(uP)
Φ(vQ)
=
∑
R=IJ
stdP(I)=P, stdP(J)=Q
Φ(uvR )
, (1.194)
pour tout couple (
(
u
P
)
,
(
v
Q
)
) de CPO(Y )2. Or, un e´le´ment R = IJ avec stdP(I) = P et stdP(Q)
ou` R est une partition de l’ensemble {1, · · · , | ∪i Pi| + | ∪j Qj |} est caracte´rise´ par une partition
de l’ensemble {1, · · · , | ∪i Pi|+ | ∪j Qj |} en deux parts A et B, l’une de cardinal | ∪i Pi| et l’autre
de cardinal | ∪i Qi|, et re´ciproquement. Appliquer la projection p a` Φ(uP) signifie que l’ordre des
cycles n’est pas conside´re´. Ainsi, on retrouve le produit de SQSym de la base des (Mσ)σ∈S , et
donc A(Y ) correspond en tant qu’alge`bre a` SQSym.
Concernant la structure de coge`bre, nous avons vu que dans la base des (Φ(uP)
)(uP)∈CPO(Y )
une
loi de coproduit pour
(
u
P
)
appartenant a` CPO(Y ) est donne´e par :
∆(Φ(uP)
) =
∑
(uP)∈(
v
Q)✁(
w
R[|Q|])
Φ(uP)
⊗ Φ(vR), (1.195)
ou` R[|Q|] signifie que les lettres de R on e´te´ de´cale´es de | ∪i Qi|, et ou` le shuﬄe a lieu avec les
lettres qui sont de la forme
(
a
F
)
, avec a une lettre de Y et F une partie finie de N∗.
Nous savons qu’a` travers la projection p, l’alge`bre A(Y ) he´rite de la structure de coge`bre
de A(Y ). Or, l’ordre des cycles n’importe pas dans A(Y ). Donc les e´le´ments de
(
v
Q
)
✁
(
w
R[|Q|]
)
se
re´e´crivent tous sous la forme
(
v
Q
)(
w
R[|Q|
)
. En identifiant ce compose´ partitionnel abe´lien a` l’e´criture
en cycles des permutations, nous obtenons :
∆ (Φσ)) =
∑
σ=st[|s|]
Φs ⊗ Φt, (1.196)
ce qui est exactement le coproduit de la base des (Mσ)σ∈S de SQSym.
Il en re´sulte que pour Y = ⊔n≥1{σ ∈ Sn| σ grand cycle}, les alge`bres de Hopf SQSym et A(Y )
sont isomorphes.
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Remarque 17. Il est possible de mettre une structure de coge`bre simple sur Y . En effet, soit σ un
grand cycle de taille n. Alors, on pose :
∆ (σ) =
n∑
k=0
σ|(1,k) ⊗ std
(
σ|(k+1,n)
)
, (1.197)
ou` σ(i,j) est l’e´le´ment obtenu en gardant les lettres de l’intervalle [i, j] dans l’e´criture en cycle de σ.
Ainsi, en l’e´tendant aux permutations, pour σ une permutation de taille n, on obtient :
∆ (Mσ) =
n∑
k=0
Mσ(1,k) ⊗Mstd(σ(k+1,n)). (1.198)
Dans l’article [HNT08a], il est de´fini un produit sur SQSym∗ qui correspond a` un shuﬄe sur
des cycles. On peut constater qu’en dualisant le coproduit de´fini en (1.198), on obtient exactement
cette loi produit.
1.6.4 Une ge´ne´ralisation de l’identite´ de Cauchy
De manie`re analogue a` la proposition 1.4.4, il est possible de ge´ne´raliser la construction et de
l’e´tendre aux mots tasse´s et aux compositions d’ensembles.
On note A×B := {(a, b)| a ∈ A, b ∈ B}, et ou` les bilettres commutent.
Proposition 1.6.10. Soit
[
u
v
]
un bimot sur un alphabet commutatif A×B. Soit v1 le mot ob-
tenu en triant
[
u
v
]
en privile´giant les lettres de A, et u2 celui obtenu en triant puis en regroupant
dans un meˆme bloc les lettres ayant la meˆme composante en A, alors φ (tas(v1)) = stdP(u2).
Exemple 61. Conside´rons le bimot commutatif
[
u
v
]
=
[
abaacdae
cdaeddaa
]
, alors v1 = aaceddda,
et u2 = (aae)(a)(bcd)(a). Comme on peut le ve´rifier, on a :
tas(v1) = 11243331
stdP(u2) = {1, 2, 8}{3}{5, 6, 7}{4}. (1.199)
Ainsi, φ(tas(v1)) = stdP(u2).
Montrons la proposition dans le cas ge´ne´ral.
De´monstration. Soit
[
u
v
]
un bimot commutatif sur A×B. Supposons dans un premier temps
que u est une permutation de taille n, et v un mot tasse´ de taille n et a` k lettres. Ainsi, on
peut visualiser
[
u
v
]
comme l’application f qui a` ui associe vi. Trier u dans l’ordre croissant en
privile´giant la premie`re ligne nous donne en deuxie`me ligne f(1)f(2) · · · f(n).
Si on trie en privile´giant la deuxie`me ligne, on obtient, en regroupant par bloc dans la premie`re
ligne, la partition ordonne´e d’ensemble f−1(1) · · · f−1(k). Or on a φ(f) = f−1(1) · · · f−1(k), ce qui
e´tablit le re´sultat dans le cas ou` u est une permutation et v un mot tasse´.
De fac¸on ge´ne´ral, soit
[
u
v
]
un bimot commutatif de taille n. Trions
[
u
v
]
en privile´giant
la premie`re ligne, et notons
[
u′
v′
]
le bimot obtenu. Ainsi, std(u′) = 12 · · ·n = In, et notons f
le mot tas(v′). Il est clair que
[
u′
f
]
et
[
u
v
]
donneront les meˆmes sorties. Reste a` montrer
que
[
u′
f
]
et
[
In
f
]
aussi. Comme ces deux mots sont de´ja` trie´s en privile´giant leur premie`re ligne,
reste a` les trier suivant la deuxie`me. Or dans un meˆme bloc f−1(i) les lettres sont ne´cessairement
croissantes car on trie dans l’ordre lexicographique. Ainsi, la position des lettres de la premie`re
ligne est impose´e. Notons
[
u”
1 · · · 2 · · · k
]
et
[
σ
1 · · · 2 · · · k
]
les bimots obtenus en triant respecti-
vement
[
u′
f
]
et
[
In
f
]
en privile´giant la deuxie`me ligne. En particulier, on a une inversion (i, j)
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(avec i < j) dans u” et σ si et seulement si la ie lettre de la deuxie`me ligne est strictement plus
grande que la je lettre de la deuxie`me ligne, et donc std(u”) = σ. Comme les deuxie`mes lignes sont
identiques, les blocs obtenus sont les meˆmes.
En gardant les notations du paragraphe 1.6.10, e´tant donne´ un bimot commutatif
[
u
v
]
, on
note 〈[
u
v
]〉
:= u2 ⊗ v1.
The´ore`me 1.6.11. Soit A et B deux alphabets non commutatifs et M l’ensemble des bimots
commutatifs sur A et B. Alors on a l’identite´ suivante :〈∏
a∈A
b∈B
1
1−
[
a
b
]
〉
=
∑
u∈MT
Nφ(u)(A)Mu(B). (1.200)
De´monstration. En de´veloppant, on a
∏
a∈A
b∈B
1
1−
[
a
b
] = ∑[
u
v
]
∈M
[
u
v
]
. (1.201)
En appliquant l’ope´rateur 〈〉 a` la somme, on a donc :〈 ∑
[
u
v
]
∈M
[
u
v
]〉
=
∑
u2∈A
∗
v1∈B
∗
stdP(u2)=φ(tas(v1))
u2 ⊗ v1. (1.202)
Ainsi, en regroupant par mots tasse´s identiques on obtient :∑
u2∈A
∗
v1∈B
∗
stdP(u2)=φ(tas(v1))
u2 ⊗ v1 =
∑
u∈MT
Nφ(u)(A)Mu(B). (1.203)
En regroupant les mots tasse´s ayant meˆme standardise´, on retrouve l’identite´ du the´ore`me 1.4.5.
Remarque 18. Il existe une classe combinatoire contenant les mots tasse´s et les compositions d’en-
sembles, appele´es matrices tasse´es. La bijection φ se traduit alors par la transposition des matrices.
D’ailleurs, l’inversion des matrices de permutations correspond e´galement a` une transposition de
matrice. Il semble qu’il soit possible d’e´tendre la construction pre´ce´dente a` ces objets.
1.7 E´quations fonctionnelles non commutatives
Diffe´rentes motivations peuvent eˆtre donne´es pour justifier la construction d’alge`bres de Hopf
combinatoires. L’une d’entre elles est de fournir un cadre pour calculer directement avec des objets
combinatoires, et d’obtenir des “rele`vements” des identite´s classiques. L’avantage de cette approche
est multiple :
— simplification des de´monstrations ;
— ge´ne´ralisation de l’identite´ de de´part dans une alge`bre plus ge´ne´rale (ce qui peut eˆtre utile
si on veut construire des q-analogues) ;
— compre´hension a` la fois combinatoire et alge´brique de l’identite´.
Pour illustrer ces propos, on se place dans l’alge`bre FQSym, et on donne un morphisme le reliant
aux se´ries formelles. Puis a` titre d’exemple, on retrouve l’interpre´tation combinatoire de la tangente
et de la se´cante en termes de permutations alternantes.
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1.7.1 Un morphisme d’alge`bres classique
Rappelons le produit de FQSym dans la base (Gσ)σ∈S . On a :
GσGτ =
∑
uv=γ
std(u)=σ, std(v)=τ
Gγ . (1.204)
Pour σ de taille n et τ de taille m, ce produit comporte
(
n+m
n
)
termes. Donc l’application line´aire
E : Gσ 7→ unn! (σ ∈ Sn) (1.205)
est un morphisme d’alge`bres de FQSym vers Q[[u]]. En effet, pour σ et τ deux permutations de
tailles respectives n et m,
GσGτ =
∑
uv=γ
std(u)=σ, std(v)=τ
Gγ . (1.206)
En appliquant E a` cette e´galite´, on obtient
E (GσGτ ) =
(
n+m
n
)
xn+m
(n+m)!
, (1.207)
et on a
E (Gσ)E (Gτ ) =
xn
n!
xm
m!
=
(
n+m
n
)
xn+m
(n+m)!
. (1.208)
1.7.2 Une de´rivation dans FQSym
On de´finit e´galement une de´rivation sur FQSym par ∂(Gσ) = Gσ′ , ou` σ
′ est obtenue en
supprimant la plus grande lettre de σ si σ n’est pas la permutation vide. La permutation vide
quant a` elle, est envoye´e sur 0. On remarque que E ◦ ∂ = d
du
◦ E.
Ainsi, on peut mener les calculs dans le monde non commutatif, puis projeter le re´sultat dans
le monde des se´ries formelles classiques. Pour une e´tude comple`te de FQSym, on pourra lire
[DHT02].
1.7.3 Une application biline´aire sur FQSym
Pour σ appartenant a` Sn et τ a` Sm, posons
Bmax(Gσ,Gτ ) =
∑
γ=u(n+m+1)v
std(u)=σ, std(v)=τ
Gγ . (1.209)
Ainsi, ∂Bmax(Gσ,Gτ ) = GσGτ . Cette application biline´aire a e´te´ de´finie dans [HNT08b], et
a permis de retrouver des re´sultats classiques, tels que la formule des e´querres sur les arbres,
ainsi que son q-analogue. Dans la suite, on se repose sur le fait que cette application augmente
strictement le degre´ global, ce qui garantit l’existence et l’unicite´ des solutions des e´quations de la
forme X = X0 +Bmax(X,X).
1.7.4 Une application : les fonctions tangente et se´cante
Il est connu depuis au moins Andre´ ([And81]) que les coefficients de Taylor de la fonction
tangente ont une interpre´tation combinatoire en termes de permutations alternantes impaires, et
ceux de la se´cante en termes de permutations alternantes paires. Les preuves classiques reposent
souvent sur la construction de la se´rie ge´ne´ratrice de la classe combinatoire correspondante, puis
de trouver une e´quation fonctionnelle ve´rifie´e par celle-ci, et enfin de conclure par des arguments
d’unicite´ de la solution de l’e´quation fonctionnelle. Graˆce a` la me´thode non commutative, la preuve
est plus directe : la fonction tangente admet un analogue non commutatif dont les e´le´ments de la
somme sont indexe´s par les permutations alternantes impaires. Rappelons le the´ore`me que l’on
veut rede´montrer :
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The´ore`me 1.7.1. On a les e´galite´s fonctionnelles suivantes :
tan(X) =
∑
n∈NE2n+1
X2n+1
2n+1!
sec(X) =
∑
n∈NE2n
X2n
2n! ,
(1.210)
ou` En est le nombre de permutations alternantes (montantes) de taille n.
De´finition 1.7.2. Soit σ une permutation de taille n. On dit qu’elle est alternante (montante)
si σ1 < σ2 > · · · > σ2i−1 < σ2i > · · ·σn. On note respectivement A0 et A1 l’ensemble des
permutations alternantes de taille paire et impaire.
Exemple 62. La permutation σ = 2413 est alternante de taille 4.
Nous savons que le couple (sec, tan) est la solution du syste`me inte´gral

Y0(t) = 1 +
∫ t
0
Y0(s)Y1(s)ds
Y1(t) = t+
∫ t
0
Y1(s)
2ds.
(1.211)
Or dans le monde des se´ries formelles K[[X]], inte´grer par
∫ t
0
correspond a` l’application line´aire L
suivante :
∀n ∈ N, L
(
xn
n!
)
=
xn+1
(n+ 1)!
. (1.212)
Ainsi dans K[[X]], (sec, tan) est la solution de{
Y0(X) = 1 +B(Y0, Y1)
Y1(X) = X +B(Y1, Y1),
(1.213)
ou` B est l’application biline´aire
B : K[[X]]
2 7→ K[[X]]
(f, g) 7−→ L (fg) (1.214)
Ce syste`me admet un analogue non commutatif dans FQSym :{
Y0 = 1 +Bmax(Y1, Y0)
Y1 = G1 +Bmax(Y1, Y1).
(1.215)
En effet, il suffit de ve´rifier qu’a` travers E, on retrouve le syste`me (1.213).
Proposition 1.7.3. On a l’identite´ :
B ◦ E⊗ E = E ◦Bmax. (1.216)
De´monstration. Il suffit de ve´rifier la proprie´te´ sur une base de FQSym. Soient σ et τ deux
permutations de tailles respectives n et m. On a d’un coˆte´ :
B (E(Gσ),E(Gτ )) = B
(
xn
n!
,
xm
m!
)
=
(
n+m
n
)
xn+m+1
(n+m+ 1)!
, (1.217)
et de l’autre :
E (Bmax(Gσ,Gτ )) = E

 ∑
γ=u(n+m+1)v
std(u)=σ, std(v)=τ
Gγ

 (1.218)
Par line´arite´, on obtient :
E (Bmax(Gσ,Gτ )) =
∑
γ=u(n+m+1)v
std(u)=σ, std(v)=τ
E (Gγ) . (1.219)
Comme dans cette somme il y a
(
n+m
n
)
termes de taille n+m+1, on en de´duit que
E (Bmax(Gσ,Gτ )) =
(
n+m
n
)
xn+m+1
(n+m+ 1)!
. (1.220)
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Une solution (Y0, Y1) de l’e´quation (1.215) se projette a` travers E sur une solution de l’e´quation (1.213).
Comme le syste`me (1.213) admet une unique solution qui est le couple (sec, tan), on en de´duit que
(E(Y0),E(Y1)) = (sec, tan). (1.221)
Montrons que le syste`me (1.215) admet une unique solution. On commence par prouver que le
syste`me admet au plus une solution, puis on exhibe une solution au proble`me. Enfin, on montre
qu’il s’ave`re que le couple solution trouve´ est un analogue non commutatif du couple (sec, tan).
Proposition 1.7.4. Le syste`me (1.215) admet au plus une solution.
De´monstration. Montrons l’unicite´ de la solution du syste`me (1.215). Soient (Y0, Y1) et (Z0, Z1)
deux solutions de (1.215). Alors :
Y1 − Z1 = Bmax(Y1, Y1)−Bmax(Z1, Z1). (1.222)
Donc,
Y1 − Z1 = Bmax(Y1 − Z1, Y1) +Bmax(Z1, Y1)−Bmax(Z1, Z1). (1.223)
On en de´duit :
Y1 − Z1 = Bmax(Y1 − Z1, Y1) +Bmax(Z1, Y1 − Z1). (1.224)
Or, l’application biline´aire Bmax augmente strictement le degre´ des e´le´ments non nuls. En particu-
lier, cette e´galite´ n’est possible que dans le cas ou` Y1 −Z1 = 0. Elle est bien entendu ve´rifie´e pour
ce cas. Comme on sait que la deuxie`me composante est unique, on a pour la premie`re composante :
Y0 − Z0 = Bmax(Y1, Y0 − Z0). (1.225)
Par le meˆme argument concernant les degre´s on conclut imme´diatement a` l’unicite´ de la solution
au proble`me. Il nous suffit donc d’expliciter une solution.
Pour l’existence, il est ne´cessaire de faire un rappel sur les e´valuations des arbres binaires
complets (la classe combinatoire de ces arbres est note´e BTC). Un arbre binaire complet est par
de´finition un arbre qui est soit re´duit a` une feuille, soit comporte une racine qui a deux fils qui
sont eux aussi des arbres binaires complets. Ainsi, dans un ensemble E muni d’une loi interne m,
nous pouvons conside´rer l’e´valuation d’un arbre binaire complet T (note´ ev(T )) ou` les feuilles sont
e´tiquete´es par des e´le´ments de E et les nœuds internes par l’ope´ration m, et ou` ev(T ) est calcule´e
de la fac¸on suivante :
— si T est une feuille e´tiquete´e par e alors ev(T ) = e,
— si T a comme fils gauche T1 et comme fils droit T2 alors ev(T ) = m (ev(T1), ev(T2)).
Proposition 1.7.5. Le couple (Y0, Y1) ou`
Y0 =
∑
T∈BTC′
ev(T ) (1.226)
ou` BTC ′ est l’ensemble des arbres binaires complets dont la feuille la plus a` droite est e´tiquete´e
par 1, les autres feuilles par G1, et les nœuds internes par Bmax, et
Y1 =
∑
T∈BTC”
ev(T ) (1.227)
ou` BTC” est l’ensemble des arbres binaires complets dont les feuilles sont e´tiquete´es par G1 et les
nœuds internes par Bmax, est solution de (1.215).
De´monstration. Bmax(Y1, Y1) est l’e´valuation de l’ensemble des arbres binaires complets dont les
feuilles sont e´tiquete´es parG1 et les nœuds internes par Bmax tel que la racine n’est pas une feuille.
Ainsi, en ajoutant G1 a` Bmax(Y1, Y1), on obtient l’e´valuation de l’ensemble des arbres binaires
complets dont les feuilles sont e´tiquete´es par G1 et les nœuds internes par Bmax, autrement dit Y1.
De meˆme,Bmax(Y1, Y0) est l’e´valuation de l’ensemble des arbres binaires complets dont la feuille
la plus a` droite est e´tiquete´e par 1 et les autres par G1 et dont les nœuds internes sont e´tiquete´s
par Bmax, et tel que la racine n’est pas une feuille. On en de´duit qu’en ajoutant 1 a` Bmax(Y0, Y1)
on obtient Y0.
Ainsi, le couple (Y0, Y1) est bien solution de (1.215).
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De´terminons les premiers termes de Y1 :
Y1 = G1 +G132 +G231 +G15243 +G25143
+G35142 +G45231 +G15342 +G25341
+G35241 +G45231 +G24351 +G14352
+G14253 +G13254 +G34251 +G34152
+G24153 +G23154 + · · ·
(1.228)
Nous constatons que tous les termes correspondent a` des permutations alternantes de taille impaire.
Re´ciproquement, toutes les permutations alternantes de taille impaire correspondent a` des termes.
En effet, pour σ et τ deux permutations alternantes de taille impaire, les termes de Bmax(Gσ,Gτ )
sont toutes alternantes. En effet, pour u(|u| + |v| + 1)v un indice de cette somme, nous savons
que σ termine par une descente car elle est impaire et commence par une monte´e, il en est donc
de meˆme pour u car std(u) = σ. Puis, la lettre (|u| + |v| + 1) suit et est plus grande que la
dernie`re lettre de |u| et est plus grande que la premie`re lettre de v. Comme std(v) = τ on en
de´duit que v est aussi alternante. Il en re´sulte que la permutation u(|u|+ |v|+ 1)v est alternante.
Elle est impaire car u et v le sont. Re´ciproquement, par re´currence, on en de´duit que toutes les
permutations alternantes impaires sont obtenues par ce proce´de´. En effet, pour n = 1 la proposition
est ve´rifie´e. On suppose que l’on a obtenu toutes les permutations de taille infe´rieures a` 2n − 1.
Soit une permutation σ = u(2n+ 1)v alternante de taille 2n+ 1. Constatons que std(u) et std(v)
sont alternantes et impaires. On a donc pu les construire. En conside´rant Bmax(Gstd(u),Gstd(v))
nous construisons Gσ.
Ainsi,
Tan := Y1 =
∑
σ∈A1
Gτ . (1.229)
est solution de X = G1 +Bmax(X,X).
De meˆme, en e´valuant Y0 nous constatons que l’on a :
Sec := Y0 =
∑
σ∈A0
Gσ, (1.230)
On en conclut que les permutations alternantes sont bien des interpre´tations combinatoires des
fonctions tangente et se´cante.
Chapitre 2
Construction d’alge`bres
combinatoires
Nous conside´rons dans ce chapitre les deux familles de statistiques sur les permutations de´finies
dans les paragraphes 1.2.3 et 1.2.6 :
— les valeurs de pics, valle´es, doubles monte´es et doubles descentes ;
— les positions de pics, valle´es, doubles monte´es et doubles descentes ;
chacune de ces deux familles e´tant e´tudie´e de diverses manie`res et ayant de nombreuses applications.
Par exemple, Franc¸on utilise cette premie`re famille dans [Fra79] pour analyser des algorithmes sur
des structures de donne´es. Ce dernier et Viennot en exhibant une bijection entre permutations et les
histoires de Laguerre e´tablissent un lien fort entre permutations et une classe de chemins ([FV79]).
Or, comme l’a montre´ Flajolet dans [Fla80], les chemins “capturent” la combinatoire des frac-
tions continues. Les fractions continues e´tant elles-meˆmes relie´es aux moments des polynoˆmes
orthogonaux, les deux articles ([FV79], [Fla80]) posent les bases de la the´orie combinatoire de
ces polynoˆmes ([Vie83]). A` travers d’autres bijections, ces statistiques s’interpre`tent naturellement
dans les tableaux de permutations, objets de´finis par Steingrimsson et Williams dans [SW07]. Ces
meˆmes tableaux ont e´te´ utilise´s par Corteel et Williams dans [CW07] et dans [CW+11] pour de´crire
la combinatoire de l’ASEP, un mode`le de physique statistique, et pour aborder des proble`mes com-
binatoires sur les polynoˆmes d’Askey-Wilson. Une synthe`se de la combinatoire des chemins et des
tableaux se trouve dans la the`se de Josuat-Verge`s ([JV10]).
L’autre famille de statistiques, les positions de pics, de valle´es, de doubles monte´es, et de doubles
descentes, apparaissent en the´orie des repre´sentations : Solomon dans [Sol76] de´finit l’alge`bre des
descentes a` partir des positions des descentes, et une manie`re de construire les fonctions syme´triques
non commutatives est de conside´rer cette statistique ([GKL+95]). Citons aussi l’alge`bre des pics,
de´finie a` partir des positions des pics d’une permutation ([Ste97], [BHT04]). Ainsi, en conside´rant
des statistiques sur les permutations, il est possible de construire de nouvelles alge`bres.
Il est alors naturel de se demander si on peut de´finir de nouvelles alge`bres a` partir de ces deux
familles de statistiques.
Ce chapitre est divise´ en deux grandes parties, chacune consacre´e a` une famille de statistiques.
Dans la premie`re partie (paragraphe 2.1), on construit d’abord diffe´rents ensembles quotients
de FQSym graˆce aux valeurs de pics, valle´es, doubles monte´es et doubles descentes. Puis, on
montre que certains de ces ensembles quotients ont des proprie´te´s alge´briques : en particulier, ils
de´finissent naturellement des alge`bres quotients. Dans la seconde partie (paragraphe 2.2), a` l’aide
des positions de pics, valle´es, doubles monte´es et doubles descentes, nous obtenons de nouvelles
sous-alge`bres de Sym.
2.1 Ensembles quotients de FQSym
Nous continuons l’e´tude de quatre statistiques de´finies sur les permutations dans le para-
graphe 1.2.3 :
— les pics,
— les valle´es,
— les doubles monte´es,
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— les doubles descentes.
Sauf mention contraire, nous utilisons la convention 0 − 0 (cf. de´finition 1.2.3). Des ensembles
quotients des permutations peuvent eˆtre construits en conside´rant des relations d’e´quivalence telles
que “avoir le meˆme ensemble de pics”. Pour plus de clarte´, fixons des notations. Soit une partition
(A1, · · · , Ap) de l’ensemble {P, V,Dm,Dd}. On dit que deux permutations σ et τ sont dans la
meˆme classe d’e´quivalence si pour tout entier i compris entre 1 et p, les ensembles Ai(σ) et Ai(τ)
sont e´gaux. La relation d’e´quivalence obtenue a` partir d’une partition (A1, · · · , Ap) est abusivement
appele´e relation (A1, · · · , Ap).
Exemple 63. La relation (P, V,Dm,Dd) se traduit donc par “avoir les meˆmes ensembles de pics,
de valle´es, de doubles monte´es, et de doubles descentes”. Ainsi, pour n=3, nous obtenons les cinq
classes suivantes : {123}, {132}, {231}, {213, 312} et {321}.
Exemple 64. Ces quatre statistiques formant une partition des lettres d’une permutation, la rela-
tion (P ∪ V ∪Dd,Dm) signifie donc “avoir le meˆme ensemble de doubles monte´es”. Pour n = 3,
les classes d’e´quivalence sont les suivantes : {123}, {213, 312, 321}, {231}, {132}.
Notons qu’il est possible pour deux permutations d’eˆtre e´quivalentes pour une relation sans
l’eˆtre pour une autre. Par contre, la relation (P, V,Dm,Dd) est la plus fine de toutes les relations
conside´re´es : si deux permutations sont e´quivalentes pour cette relation, elles le sont pour toute
relation (A1 · · · , Ap) ou` Ai appartient a` {P, V,Dm,Dd}.
Exemple 65. Pour les relations des exemples 63 et 64, prenons σ = 13245 et τ = 14532. Nous
avons (P, V,Dm,Dd)(σ) = ({3, 5}, {2}, {1, 4}, ø), et (P, V,Dm,Dd)(τ) = ({5}, ø, {1, 4}, {2, 3}).
Ainsi, elles sont e´quivalentes pour (P ∪ V ∪Dd,Dm), mais ne le sont pas pour (P, V,Dm,Dd).
Nous avons vu au paragraphe 1.2.3 que la bijection de Franc¸on-Viennot permet de donner des in-
terpre´tations simples de ces statistiques en termes de types de pas dans des chemins. L’e´nume´ration
des diffe´rents ensembles quotients peut donc eˆtre faite a` l’aide de cette application : les relations
d’e´quivalence sur les permutations se traduisent alors sur les chemins par des identifications sur
les types de pas. En effet, soit h une histoire de Laguerre. Posons :
Po(h,B) := {i| hi ∈ B}, (2.1)
ou` hi est le ie pas de h sans le poids, et B une partie de {(1, 1), (1,−1), (1, 0), (1, 0)}. On dit aussi
que hi est a` l’abscisse i.
Exemple 66. Pour h repre´sente´ par la figure 2.1, nous avons Po (h, {(1, 1), (1,−1)}) = {1, 2, 4, 5, 6, 8}.
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Figure 2.1 – Une histoire de Laguerre de longueur 8.
Pour une permutation σ de taille n, en notant h = FV −1(σ) nous observons les e´galite´s sui-
vantes, en utilisant les notations du paragraphe 1.2.3
−P (σ) = Po (h, {(1,−1)}) ∪ {n} ;
−V (σ) = Po (h, {(1, 1)}) ;
−Dd(σ) = Po
(
h, {(1, 0)}
)
;
−Dm(σ) = Po (h, {(1, 0)}) .
(2.2)
Les relations du type (A1, · · · , Ap) peut donc se traduire par des relations simples sur les
chemins.
Exemple 67. Pour la relation (P ∪ V,Dm ∪ Dd), deux permutations σ et τ sont e´quivalentes si
et seulement si on a P ∪ V (σ) = P ∪ V (τ). En posant h := FV −1(σ) et h′ := FV −1(τ), ceci se
traduit par :
h et h′ sont e´quivalents si et seulement si Po (h, {(1, 1), (1,−1)}) est e´gal a` Po (h′, {(1, 1), (1,−1)}).
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2.1.1 E´nume´ration des ensembles quotients
La me´thode utilise´e est la meˆme pour chacun de ces ensembles quotients : pour une relation
d’e´quivalence ∼ sur les permutations, nous la traduisons a` travers l’inverse de la bijection de
Franc¸on-Viennot et obtenons alors une relation d’e´quivalence ∼′ sur les histoires. Ainsi, le nombre
de classes pour ∼′ et ∼ est le meˆme.
2.1.1.1 L’ensemble quotient par (P, V,Dm,Dd)
Via l’application FV −1, on sait que deux permutations σ et τ de Sn sont e´quivalentes pour
la relation (P, V,Dm,Dd) si et seulement si les chemins sans poids de FV −1(σ) et FV −1(τ) sont
identiques. Il en de´coule que cet ensemble quotient est en bijection avec Mbn−1. Et il est bien
connu que ces e´le´ments sont compte´s par le ne nombre de Catalan ( [FV79]).
2.1.1.2 L’ensemble quotient par (P, V,Dm ∪Dd)
En reformulant cette relation sur les chemins, nous obtenons l’e´nonce´ suivant : deux histoires
h et h′ sont e´quivalentes si et seulement si
−Po (h, {(1, 1)}) = Po (h′, {(1, 1)}) ,
−Po (h, {(1,−1)}) = Po (h′, {(1,−1)}) ,
−Po
(
h, {(1, 0), (1, 0)}
)
= Po
(
h′, {(1, 0), (1, 0)}
)
.
(2.3)
Autrement dit, les abscisses des pas montants sont identiques, et il en est de meˆme pour les abscisses
des pas descendants. De plus, on a confondu les pas (1, 0) et (1, 0). Les classes du quotient sont
donc en bijection avec les chemins de Motzkin de taille n−1.
Exemple 68. La classe d’e´quivalence de σ = 859723416 est repre´sente´e le chemin de la figure 2.2.
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Figure 2.2 – Chemin repre´sentant la classe de σ = 859723416 pour la relation (P, V,Dm ∪Dd).
2.1.1.3 L’ensemble quotient par (P ∪ V,Dm,Dd)
La relation correspondante pour deux chemins h et h′ est alors
−Po
(
h, {(1, 0)}
)
= Po
(
h′, {(1, 0)}
)
,
−Po (h, {(1, 0)}) = Po (h′, {(1, 0)}) .
(2.4)
Ainsi, les pas (1, 1) et (1,−1) sont e´quivalents. Or, les chemins de Motzkin bicolore´s ont toujours
autant de pas montants que de pas descendants. Une classe est par conse´quent la donne´e d’un
ensemble A ⊂ {1, · · · , n− 1} de taille paire correspondant aux abscisses des pas montants et
descendants des e´le´ments de la classe, et d’une fonction f de A vers {(1, 0), (1, 0)} construite en
associant a` l’abscisse d’un pas horizontal sa couleur. Par suite, le nombre de classes est e´gal a`
n−1
2∑
k=0
(
n− 1
2k
)
2n−1−2k =
(2 + 1)n−1 + (2− 1)n−1
2
=
3n−1 + 1
2
. (2.5)
Chaque classe est en particulier repre´sente´e par un unique chemin de Motzkin bicolore´ montant
(au sens large) puis descendant (au sens large).
Exemple 69. L’histoire h repre´sente´e par la figure 2.1, est e´quivalente pour la relation (P ∪
V,Dm,Dd) au chemin de la figure 2.3.
54 CHAPITRE 2. CONSTRUCTION D’ALGE`BRES COMBINATOIRES
1
2
3
4
0 1 2 3 4 5 6 7 8 9 10 ,
Figure 2.3 – Un e´le´ment de l’ensemble quotient par (P ∪ V,Dm,Dd).
2.1.1.4 Les ensembles quotients par (P ∪ V ∪Dm,Dd) ou par (P ∪ V ∪Dd,Dm)
E´changer les pas (1, 0) et (1, 0) de´finit une involution sur les histoires de Laguerre. En conju-
guant celle-ci par FV , nous obtenons une involution I telle que :
— P (σ) = P (τ) ;
— V (σ) = V (τ) ;
— Dm(σ) = Dd(τ) ;
— Dd(σ) = Dm(τ),
ou` σ est une permutation de taille n, et τ = I(σ).
Exemple 70. Pour σ = 859723416 et son image h par FV −1, repre´sente´e par la figure 2.1 (cf.
exemple 18), en e´changeant les pas (1, 0) et (1, 0) de h, on obtient l’histoire h′ repre´sente´e par la
figure 2.4. En appliquant FV a` h′, on obtient la permutation τ = 857924316. On a bien :
P (σ) = P (τ) = {4, 6, 8, 9} ;
V (σ) = V (τ) = {1, 2, 5} ;
Dm(σ) = Dd(τ) = {3} ;
Dd(σ) = Dm(τ) = {7}.
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Figure 2.4 – Histoire h′ obtenue en e´changeant les types de pas horizontaux de h
On en de´duit que le nombre de classes est le meˆme pour ces deux quotients. Il suffit donc
d’e´tudier la relation (P ∪ V ∪ Dm,Dd). Deux chemins sont alors e´quivalents si et seulement si
les abscisses des pas de type (1, 0) sont exactement les meˆmes. Une classe est alors repre´sente´e de
manie`re fide`le par un sous-ensemble de {1, · · · , n−1}. Re´ciproquement, soit A un sous-ensemble
de {1, · · · , n−1}. Il repre´sente le chemin horizontal ou` l’ensemble des abscisses des pas du type
(1, 0) est exactement A. Le nombre de classes est donc e´gal a` 2n−1.
2.1.1.5 Les ensembles quotients par (P, V ∪Dm ∪Dd) ou par (V,Dd ∪Dm ∪ P )
De meˆme, lire les histoires de Laguerre de la droite vers la gauche de´finit une involution sur
celles-ci. Par conjugaison, nous obtenons une involution J telle que deux permutations ayant :
— les meˆmes pics sont envoye´es sur deux permutations ayant les meˆmes valle´es ;
— les meˆmes valle´es sont envoye´es sur deux permutations ayant les meˆmes pics ;
— les meˆmes doubles monte´es sont envoye´es sur deux permutations ayant les meˆmes doubles
monte´es ;
— les meˆmes doubles descentes sont envoye´es sur deux permutations ayant les meˆmes doubles
descentes.
En particulier, le nombre de classes co¨ıncide pour ces deux relations. Il suffit alors d’e´tudier le
cas (P, V ∪Dm∪Dd). Pour cette relation, en termes de chemins, les pas (1, 1), (1, 0), et (1, 0) sont
conside´re´s comme e´gaux. Donc, deux chemins sont e´quivalents si et seulement si l’ensemble des
positions de leur pas descendants est le meˆme. Ainsi, la classe d’un chemin h est repre´sente´e par
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le chemin h′ obtenu en remplac¸ant tous les pas horizontaux (1, 0) et (1, 0) de h par des pas (1, 1).
Le chemin de h e´tant au-dessus de l’axe, h′ est a` fortiori au-dessus de l’axe, et ne contient que des
pas montants et descendants. Donc h′ est facteur gauche de chemin de Dyck de longueur n−1.
Ainsi, une classe est repre´sente´e de manie`re unique par un facteur gauche de chemin de Dyck de
longueur n−1. Re´ciproquement, soit C = ApiB un facteur gauche de taille n−1 et terminant
en (n− 1, k), ou` pi est le dernier pas montant de C. Donc B ne contient que des pas descendants.
Si k = 0, le chemin C est lui-meˆme repre´sentant de sa classe. Pour k > 0, comme C est un facteur
gauche de chemin de Dyck terminant en (n− 1, k) et que B ne contient que des pas descendants,
le chemin A se termine au point (i− 1, k + l(B)− 1). Donc, en changeant ce ie pas en (1, 0), nous
obtenons que le chemin A(1, 0) termine au point (i, k+l(B)−1). Ainsi, A(1, 0)B est toujours positif,
et finit en (n− 1, k − 1) (cf. figure 2.5). Par re´currence, en changeant les k derniers pas montants
de C en (1, 0), nous obtenons un chemin de Motzkin bicolore´ de taille n−1 dont C repre´sente la
classe. Le nombre de classes est par conse´quent donne´ par le binomial central
(
n−1
⌊n−12 ⌋
)
.
(n−1, k)
A Bpi
(i, k+l(B))
(n−1, k − 1)
A Bpi
(i, k+l(B)−1)
Figure 2.5 – Transformation e´le´mentaire sur le chemin C.
2.1.1.6 Les ensembles quotients par (P , Dm, V ∪ Dd), (P , Dd, V ∪ Dm),
(P ∪ Dd, V , Dm) ou (P ∪ Dm, V , Dd)
Graˆce aux deux involutions I et J , on en de´duit que le quotient par chacune de ces quatre
relations donne le meˆme nombre de classes. Il suffit donc d’e´tudier le cas (P , Dm, V ∪ Dd). En
termes de chemins, les pas de type (1, 0) et de type (1, 1) sont e´quivalents. Ainsi, en changeant
tous les pas (1, 0) d’un chemin en (1, 1), on en de´duit qu’une classe est repre´sente´e de manie`re
unique par un facteur gauche d’un chemin de Motzkin de longueur n−1. Re´ciproquement, soit
un facteur gauche F = ApiB de taille n−1 et terminant en (n − 1, k), ou` pi est le dernier pas
montant. Si k = 0, alors F est un chemin de Motzkin. Sinon, le chemin B ne contient que des pas
de type (1, 0) et (1,−1). Le chemin Api se termine donc au point (i, b+ k), ou` b est le nombre de
pas descendant de B. En appliquant la transformation e´le´mentaire donne´e dans la figure 2.6, on
trouve un chemin positif au point (n−1, k−1). Ainsi, par re´currence, en modifiant les k derniers
pas de type (1, 1) en (1, 0) on obtient un chemin de Motzkin bicolore´ dont F repre´sente la classe.
Il en re´sulte que le nombre de classes est exactement le nombre de facteurs gauches de chemins de
Motzkin de longueur n−1, soit le nombre d’animaux dirige´s de taille n−1 ([Slo]A005773).
(n−1, k)
A Bpi
(i, k+b)
(n−1, k − 1)
A Bpi
(i, k+b−1)
Figure 2.6 – Transformation e´le´mentaire sur le chemin F .
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2.1.1.7 L’ensemble quotient par (P ∪ V , Dm ∪ Dd)
En termes de chemins, nous avons (1, 1) e´quivalent a` (1,−1) et (1, 0) e´quivalent a` (1, 0). Or, ces
chemins sont de longueur n−1 et ont autant de pas montants que de pas descendants. Une classe
est donc caracte´rise´e par un sous-ensemble de cardinal pair de {1, · · · , n−1}. Re´ciproquement,
soit A = {a1, · · · , ak, · · · , a2k} un sous-ensemble de taille 2k. Le chemin ayant aux abscisses ai
avec i ≤ k des pas montants, des pas descendants aux abscisses ai avec i > k, et des pas du
type (1, 0) pour les autres abscisses est repre´sente´ par A. Ainsi, le nombre de classes est e´gal au
nombre de sous-ensembles de {1, · · · , n−1} de taille paire, soit 2n−2.
2.1.1.8 Les ensembles quotients par (P ∪ Dm, V ∪ Dd) et (P ∪ Dd, V ∪ Dm)
En utilisant l’involution I, on en de´duit que ces deux quotients sont en bijection. Il suffit de
traiter le cas (P ∪ Dm, V ∪ Dd). Les pas (1,−1) e´tant identifie´s aux pas (1, 0), et les pas (1, 1)
e´tant e´quivalents aux pas (1, 0), on en de´duit qu’une classe est repre´sente´e de manie`re unique par
un chemin horizontal, constitue´ de pas (1, 0) et de pas (1, 0). Re´ciproquement, deux tels chemins
sont dans des classes disjointes. Or, il y a 2n−1 chemins de ce type. Le quotient a donc 2n−1 classes.
2.1.2 Structure alge´brique du quotient par (P, V,Dm,Dd)
Diffe´rentes alge`bres quotients ou sous-alge`bres de FQSym se de´finissent a` partir de statistiques.
Par exemple, les positions des descentes des permutations permettent de construire la base des
rubans (RI) de Sym. A` partir des formes des arbres de´croissants, nous obtenons PBT. Il est
alors naturel de se demander si les ensembles quotients que nous avons construits ont un sens
alge´brique. Dans la suite, nous nous plac¸ons dans FQSym et nous travaillons dans la base (Fσ)σ∈S
(cf. paragraphe 1.3.3.4). Rappelons que le produit dans cette base est donne´ par le shuﬄe de´cale´.
Commenc¸ons par e´tudier la relation (P, V,Dm,Dd) que nous notons ∼. En effet, celle-ci e´tant la
plus fine, les proprie´te´s des autres quotients se de´duiront des siennes.
2.1.2.1 Re´sultat principal et sche´ma de preuve
Le but de la suite est de montrer que le quotient de la famille (Fσ) de FQSym par la rela-
tion (P, V,Dm,Dd) donne bien une alge`bre quotient. Ceci revient a` montrer qu’en posant
I := vect ({Fσ − Fτ |σ ∼ τ}) , (2.6)
on a
∀ σ ∈ S Fσ, Fσ · I ⊂ I
Fσ, I · Fσ ⊂ I . (2.7)
Le proble`me combinatoire e´quivalent est de trouver pour toutes permutations σ, τ , et s avec σ ∼ τ ,
deux bijections φs et ψs telles que :
— φs : s✂ σ −→ s✂ τ, avec φs(w) ∼ w pour w dans s✂ σ ;
— ψs : σ✂ s −→ τ ✂ s, avec ψs(w) ∼ w pour w dans σ✂ s.
Pour trouver ces bijections, on va changer d’objets combinatoires et en choisir de mieux adapte´s
a` ce contexte : les arbres croissants et de´croissants. Nous commenc¸ons donc par rappeler les ana-
logues des quatre statistiques sur ces objets combinatoires. Puis, nous montrons que le shuﬄe de´cale´
sur les permutations est naturellement associe´ a` une ope´ration de greffe sur les arbres croissants.
Les bijections se construisent alors naturellement a` partir de ces deux observations.
2.1.2.2 Un dictionnaire entre permutations et arbres
Nous avons vu que la lecture infixe donne une bijection des arbres binaires croissants vers
les permutations. Donnons alors les e´quivalents des quatre statistiques pour les arbres. Avec la
convention 0− 0, pour σ une permutation de taille n, les correspondances sont les suivantes :
La lettre j dans σ est : le nœud e´tiquete´ par j dans C(σ) est :
un pic ←→ une feuille
une valle´e ←→ un nœud avec deux fils non vides
une double monte´e ←→ un nœud avec seulement un fils droit non vide
une double descente ←→ un nœud avec seulement un fils gauche non vide
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De´monstration. Graˆce a` la bijection et parce que ces quatre types de nœuds permet de former
une partition de l’ensemble des e´tiquettes, c’est-a` dire {1, · · · , n}, il suffit de montrer une des
implications : on obtient alors des inclusions blocs a` blocs (par exemple les e´tiquettes des feuilles
appartiennent toutes a` l’ensemble des pics), de deux partitions du meˆme ensemble. On en de´duirait
alors qu’il s’agit de la meˆme partition.
Soit N le nœud e´tiquete´ par j dans un arbre croissant T . Si N est une feuille, alors dans la
lecture infixe de T , les voisins gauche et droit de j sont ne´cessairement plus petits que j car T est
un arbre croissant. Donc j est un pic. Si le nœud N a deux fils, alors les voisins gauche et droit
de j sont plus grands. On a par conse´quent une valle´e. Si N a exactement un fils droit, alors le
voisin gauche de j est plus petit, mais son voisin de droite est plus grand. Donc j est une double
monte´e. Si N a exactement un fils gauche, alors le voisin droit de j est plus petit, mais son voisin
de gauche est plus grand. Alors j est une double descente.
Toujours avec la convention (0-0) mais cette fois les arbres de´croissants, pour une permutation
σ de taille n, la correspondance est alors la suivante pour une valeur j diffe´rente de σ1 et σn.
La valeur j est : le nœud e´tiquete´ par j dans D(σ) est :
un pic ←→ un nœud avec deux fils non vides
une valle´e ←→ une feuille
une double monte´e ←→ un nœud avec seulement un fils gauche non vide
une double descente ←→ un nœud avec seulement un fils droit non vide
Pour les valeurs aux bords, le comportement diffe`re a` cause de la convention. Pour ne pas s’en-
combrer d’exceptions, on ajoute des feuilles e´tiquete´es par 0 a` gauche (respectivement a` droite) au
nœud le plus a` gauche (resp. a` droite) Ainsi, le crite`re pre´ce´dent fonctionne aussi pour les valeurs
aux bords.
De´monstration. Le sche´ma de preuve est le meˆme que pre´ce´demment. Soit N le nœud e´tiquete´ par
j dans T (j 6= 0). Si N est une feuille, alors dans la lecture infixe de T les voisins de j sont plus
grands. Donc j est une valle´e dans σ. Si le nœud N a deux fils, alors les voisins gauche et droit de
j sont plus petits. La valeur j est par conse´quent un pic dans σ. Si N a exactement un fils droit,
alors le voisin gauche de j est plus grand, mais son voisin de droite est plus petit. Donc j est une
double monte´e. Si N a exactement un fils gauche, alors le voisin droit de j est plus grand, mais
son voisin de gauche est plus petit. Alors j est une double descente.
Exemple 71. Pour σ = 859723416, constatons la traduction des statistiques sur son arbre croissant
et de´croissant, repre´sente´s dans la figure 2.7.
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Figure 2.7 – Arbre croissant et de´croissant de σ.
2.1.2.3 Greffe et shuﬄe
Rappelons l’ope´ration de greffe sur les arbres. Soient T et T ′ deux arbres. On se´lectionne une
feuille l de T . Une greffe est alors la substitution de l par l’arbre T ′ (cf. figure 2.8).
Donnons une description combinatoire des C(w) pour w dans un produit de shuﬄe.
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T\{l}
l
T ′
→
T\{l}
T ′
Figure 2.8 – Greffe de l’arbre T ′ sur la feuille l de T .
Proposition 2.1.1. Soient s et σ deux permutations. Alors w appartient a` s✂ σ si et seulement
si C(w) est un arbre obtenu par le proce´de´ suivant :
— on e´crit σ = f1 · · · fk, ou` les fi sont des facteurs non vides ( k ≤ |σ|),
— on se´lectionne k feuilles vides dans C(s),
— on lit C(s) dans l’ordre infixe, et on greffe la ie feuille vide se´lectionne´e par C(fi[|s|]).
De´monstration. Soit T un arbre obtenu par l’algorithme pre´sente´. Cet arbre est encore croissant,
car on greffe des arbres croissants (les C(fi[|s|]) dont les lettres sont plus grandes que celles de s.
De plus, pour i ≤ k, les lettres de fi apparaissent avant les lettres de fi+1 dans l’ordre infixe.
On en de´duit que σ[|s|] est un sous-mot de If(T ). Mais s est aussi un sous-mot de If(T ) car T
est construit en greffant des arbres a` C(s). Les e´tiquettes de T e´tant exactement les lettres d’un
e´le´ment de s✂ σ, il en de´coule que If(T ) est bien dans s✂ σ. Re´ciproquement, nous savons que
la lecture infixe des arbres croissants est injective. Or, le nombre d’e´le´ments de s✂ σ est
(|s|+|σ|
|s|
)
.
Il suffit donc de compter le nombre d’arbres construits par ce proce´de´. Par convention, on rappelle
que
(
b
a
)
= 0 si b < a. Factoriser en k mots non vides σ revient a` prendre un sous-ensemble de
taille k−1 dans {1, · · · , |σ| − 1}. L’arbre C(s) ayant |s| + 1 feuilles vides, se´lectionner k feuilles
vides consiste donc a` choisir k e´le´ments dans {1, · · · , |s|+1}. Ainsi, le nombre d’arbres possibles
est donne´ par la formule : ∑
k≥1
(|σ| − 1
k − 1
)(|s|+ 1
k
)
, (2.8)
que l’on peut re´e´crire : ∑
k≥1
(|σ| − 1
|σ| − k
)(|s|+ 1
k
)
. (2.9)
Sous cette forme, on reconnaˆıt le coefficient de x|σ| dans (1+x)|σ|−1(1+x)|s|+1. Il s’agit e´galement
du coefficient de xσ dans (1 + x)|σ|+|s|. Donc,
∑
k≥1
(|σ| − 1
k − 1
)(|s|+ 1
k
)
=
(|σ|+ |s|
|s|
)
. (2.10)
Exemple 72. Pour s= 3142, σ = 51342, et τ = 935714862, τ est bien un e´le´ment de s✂ σ. Il est
obtenu en factorisant σ[4] sous la forme σ[4]=9.57.86, et en greffant tous les facteurs comme dans
la figure 2.9.
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Figure 2.9 – AbC(τ) obtenu a` partir de AbC(s).
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De meˆme, donnons une description combinatoire sur les arbres de´croissants d’un produit de
shuﬄe.
Proposition 2.1.2. Soient s et σ deux permutations. Alors w appartient a` s✂ σ si et seulement
si D(w) est un arbre obtenu par le proce´de´ suivant :
— on e´crit s = f1 · · · fk, ou` les fi sont des facteurs non vides ( k ≤ |s|),
— on se´lectionne k feuilles vides dans D(σ[|s|]),
— on lit D(σ[|s|]) dans l’ordre infixe, et on remplace la ie feuille vide se´lectionne´e par D(fi).
De´monstration. Il suffit de traduire la proposition 2.1.1 en retournant l’alphabet.
2.1.2.4 Construction de la bijection φs
Soient s une permutation, σ et τ deux permutations ayant les meˆmes ensembles de statistiques.
Montrons qu’il existe une bijection φs de s✂σ vers s✂ τ telle que pour w appartenant a` s✂σ, on
a φs(w) ∼ w, ou` φs(w). Cette construction sera effectue´e sur les arbres de´croissants correspondants.
De´monstration. Pour construire φs, on proce`de ainsi. Soit w un e´le´ment de s ✂ σ. Conside´rons
l’arbre de´croissant D(w). D’apre`s la proposition 2.1.2, il existe une unique factorisation de la per-
mutation s en produits de f1 · · · fk et un unique ensemble de feuilles vides de D(σ[|s|]) se´lectionne´es
de taille k, tels que l’arbre D(w) est obtenu en greffant a` la ie feuille se´lectionne´e l’arbre D(fi).
Notons {a1, · · · , ak} cet ensemble de feuilles ordonne´ par la lecture infixe. Si a1 ou ak est une
feuille extre´male (feuille la plus a` gauche ou la plus a` droite de l’arbre), on l’e´tiquette par 0,
pour respecter la correspondance entre types de nœuds et statistiques. On construit l’ensemble de
feuilles {b1, · · · , bk} de D(τ [|s|]) de la manie`re suivante : si ai (i = 1 ou k) est e´tiquete´e par 0,
alors bi (i = 1 ou k) est la feuille correspondante dans D(τ [|s|]) e´tiquete´e par 0. Sinon, notons pi
le pe`re de ai et qi le nœud dans D(τ [|s|]) ayant la meˆme e´tiquette que pi. Les permutations σ et τ
e´tant e´quivalentes, qi et pi ont donc les meˆmes nombres de fils gauche et droit vides. Ainsi, les fils
vides des qi sont naturellement en bijection avec les fils vides des pi. Soit bi la feuille vide associe´e
a` ai a` travers cette application. Pour tout bi dans {b1, · · · , bk}, greffons l’arbre D(fi) a` la feuille bi.
Notons T l’arbre obtenu a` la fin de ce proce´de´. On pose φs(w) := If(T ).
Montrons que T et D(w) ont les meˆmes ensembles de statistiques. Soit a un nœud de D(w)
e´tiquete´ par j et soit b le nœud correspondant dans T . Si j ≤ |s|, alors j est l’e´tiquette d’un
nœud appartenant a` un D(fi). Cet arbre n’ayant pas e´te´ modifie´, le type de nœud correspondant
non plus. Ainsi, a et b ont bien les meˆmes nombres de fils gauche et droit vides. Sinon, a est
dans D(σ[|s|]). Si a n’est pas un des pi, alors b n’est pas un des qi. Dans ce cas, aucune greffe n’a
e´te´ effectue´e sur une feuille vide de a et de b. Donc les nombres de feuilles vides gauche et droit
pour a et b n’ont pas e´te´ modifie´s, et par e´quivalence de σ et τ , ces nombres sont identiques pour a
et b. Si a vaut pi, alors b vaut qi. Les greffes e´tant effectue´es dans les meˆmes emplacement libres, les
nombres de fils gauche et droit vides de a et de b sont encore les meˆmes. Ainsi, w et If(T ) = φs(w)
sont e´quivalents.
Dans le cadre de cette construction, σ et τ ont des roˆles syme´triques. La bijection re´ciproque
est donc obtenue en e´changeant leurs roˆles.
Exemple 73. Pour s = 3421, σ = 51342, w = 394572861 appartenant a` s ✂ σ et τ = 35214, la
construction de φs(w) est repre´sente´e par la figure 2.10.
2.1.2.5 Construction de la bijection ψs
La construction de ψs est similaire a` celle de φs : il suffit de remplacer les arbres de´croissants
par les arbres croissants. Soient s une permutation, σ et τ deux permutations de taille n ayant les
meˆmes ensembles de statistiques. Montrons qu’il existe une bijection ψs entre σ✂ s et τ ✂ s telle
que ψs(w) ∼ w, pour tout w dans σ✂ s.
De´monstration. Soit w dans σ✂ s. D’apre`s la proposition 2.1.1, il existe une unique factorisation
de s[n] = f1 · · · fk et un unique ensemble de feuilles vides {a1, · · · , ak} de C(σ) tels que C(w)
est obtenu en greffant les arbres C(fi) aux feuilles ai. Notons pi le pe`re de ai dans C(σ) et qi
le nœud dans C(τ) ayant la meˆme e´tiquette que pi. Les permutations σ et τ e´tant e´quivalentes,
nous en de´duisons que les nombres de fils gauche et droit vides de pi et de qi est le meˆme. Nous
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Figure 2.10 – Construction de φs(w).
construisons alors l’ensemble de feuilles vides {b1, · · · , bk} associe´ a` l’ensemble {a1, · · · , ak} par les
meˆmes arguments que dans la preuve du paragraphe 2.1.2.4. Et de manie`re similaire, on en conclut
que If(T ) = ψs(w) et w ont les meˆmes ensembles de statistiques.
De meˆme, par e´change des roˆles de σ et τ , on obtient la bijection re´ciproque.
Exemple 74. Si on a σ = 3142, τ = 4213, s = 51342, et w = 935714862 dans σ✂ s, alors l’e´le´ment
ψs(w) se construit comme dans la figure 2.11.
Des bijections e´tablies, il en re´sulte le the´ore`me suivant :
The´ore`me 2.1.3. Le quotient de la base (Fσ)σ∈S de FQSym par (P, V,Dm,Dd) est bien un
quotient d’alge`bre.
2.1.2.6 Description du produit dans le quotient
Parmi les diffe´rentes conventions, 0 − ∞ est celle ou` le produit s’exprime de manie`re simple
en termes de chemins de Dyck. Il est alors possible d’en de´duire une expression pour les autres
conventions. Dans cette partie, nous conside´rons le quotient de la base (Fσ)σ∈S par la relation
(P, V,Dm,Dd) avec la convention 0−∞.
Ce quotient est bien de´fini : les preuves pre´ce´dentes s’y adaptent en changeant les e´tiquettes
des feuilles aux bords. De plus, il existe une bijection simple entre les classes de ce quotient et
les chemins de Dyck graˆce a` l’application κ de´finie dans le paragraphe 1.2.3. Il nous suffit donc
d’interpre´ter la loi produit du quotient sur les chemins. Pour cela, on proce`de en plusieurs e´tapes :
1. on commence par montrer que les e´le´ments de σ ✂ τ sont toujours deux a` deux non
e´quivalents. En particulier, la projection PV D de´finie dans le paragraphe 1.2.3 restreinte a`
cet ensemble est injective.
2. Puis on prouve que les e´le´ments projete´s sont ne´cessairement d’une certaine forme.
3. Enfin, une e´nume´ration des deux classes permet de conclure.
Proposition 2.1.4. Soit σ une permutation de taille n et τ une permutation de taille m. Soient
s et t deux permutations dans σ✂ τ . Si s et t sont e´quivalents pour la relation (P, V,Dm,Dd) et
la convention 0−∞, alors s = t.
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T ′ = AbC(ψs(w)).
Figure 2.11 – Construction de T ′ avec σ = 3142, τ = 4213, s = 51342, et w = 935714862.
De´monstration. Supposons que s et t ne soient pas e´gales. Conside´rons la premie`re position i ou` si
et ti diffe`rent. Sans perte de ge´ne´ralite´, supposons que si < ti. Les permutations s et t e´tant
dans σ✂ τ , si sn+m et tn+m sont diffe´rents, alors la valeur tn+m est situe´e avant la position n+m
dans s. Donc l’entier i est strictement plus petit que n+m. Les configurations possibles pour s et t
sont alors de la forme :
— s = · · · asi · · · ti · · ·
— t = · · · ati · · · si · · · ,
les lettres avant si et ti e´tant les meˆmes, et si e´tant plus petit que ti, par conse´quent si provient
de σ et ti de τ [n]. De plus, ces deux permutations appartenant a` σ✂ τ , on en de´duit que les lettres
situe´es entre si et ti dans s sont plus petites que ti, et que les lettres situe´es entre ti et si dans t
sont plus grandes que si. Trois possibilite´s sont alors envisageables pour la lettre a :
1. si a < si, il en re´sulte que le statut de si n’est pas le meˆme dans s et t ;
2. si si < a < ti, alors le statut de a est diffe´rent dans s et t ;
3. si a > ti, alors ti n’a pas le meˆme statut dans s et t.
Dans tous les cas, ces deux permutations ne sont pas e´quivalentes.
Remarque 19. On peut constater que cette preuve ne de´pend pas des conventions.
Corollaire 2.1.5. Soient σ et τ deux permutations. Alors PV D restreinte a` σ✂ τ est injective.
De´monstration. D’apre`s la de´finition de PV D, deux permutations σ et τ ont la meˆme image par
cette fonction si et seulement si elles sont e´quivalentes pour (P, V,Dm,Dd) dans la convention
0−∞. Or les e´le´ments de σ✂ τ sont deux a` deux non e´quivalents (voir proposition 2.1.4), ce qui
implique l’injectivite´ de la restriction a` σ✂ τ de PV D.
En regardant les e´le´ments de σ✂ τ a` l’aide du formalisme sur les arbres croissants, nous savons
qu’il s’agit de greffes effectue´es sur certaines feuilles de AbC(σ). Nous obtenons ainsi des conditions
sur les statistiques des lettres provenant de σ. De meˆme, en prenant les arbres de´croissants, on a
des conditions sur les lettres de τ . L’application PV D e´tant constante sur une classe d’e´quivalence,
on en de´duit des conditions ne´cessaires sur la forme des chemins de PV D(s) pour s dans σ✂ τ .
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Soient A = {(1, 1), (1,−1)} et d un chemin de Dyck. On note respectivement C(d) et D(d) les
ensembles
{c ∈ A∗|l(c) = l(d), di = (1, 1) =⇒ ci = (1, 1)}, (2.11)
et
{c ∈ A∗|l(c) = l(d), di = (1,−1) =⇒ ci = (1,−1)}. (2.12)
Exemple 75. Si le chemin d est e´gal a`
1
2
3
4
0 1 2 3 4 5 6 7
alors, en posant a := (1, 1) et b := (1,−1) l’ensemble C(d) est e´gal a`
{aabbab, aabbaa, aabaab, aabaaa, aaabab, aaabaa, aaaaab, aaaaaa}, (2.13)
et D(d) a`
{aabbab, aabbbb, abbabb, abbbbb, babbab, babbbb, bbbbab, bbbbbb}. (2.14)
Proposition 2.1.6. Soient σ et τ deux permutations et s un e´le´ment de σ✂ τ . Alors :
PV D(s) = uv, (2.15)
ou` u et v appartiennent respectivement a` C (PV D(σ)) et a` D (PV D(τ)).
De´monstration. Soient σ et τ deux permutations de taille respective n et m et s dans σ ✂ τ . En
regardant les arbres croissants, on constate que la statistique d’une valeur i de s provenant de σ
doit ve´rifier les conditions suivantes :
— si i est un pic dans σ, alors il n’y a pas de contrainte pour i dans s,
— si i est une valle´e dans σ, alors i reste une valle´e dans s,
— si i est une double monte´e ou double descente dans σ, alors i peut rester inchange´ dans s,
ou devenir une valle´e.
De meˆme, en regardant pour une valeur j de s provenant de τ [n], on a les conditions suivantes :
— si j est un pic dans τ [n], alors j reste un pic dans s,
— si j est une valle´e dans τ [n], alors il n’y a pas de contrainte sur j dans s,
— si j est une double monte´e ou double descente dans τ [n], alors j peut rester inchange´ dans
s, ou devenir un pic.
Les conditions e´quivalentes pour les chemins sont alors :
— pour k ≤ 2n, si PV D(σ)k est montant, alors PV D(s)k est aussi montant ;
— pour 2n < l ≤ (n+m), si PV D(τ)l−2n est descendant, alors PV D(s)l est aussi descendant.
Ainsi, PV D(s) = uv, avec u dans C (PV D(σ)) et v dans D (PV D(τ)).
Proposition 2.1.7. Soient c et d deux chemins de Dyck de longueur respective 2n et 2m. Alors
l’ensemble
Pd(c, d) := {e ∈ Dyck|e = uv, u ∈ D(c), v ∈ D(d)}
est de cardinal au plus
(
n+m
n
)
.
De´monstration. On reprend les notations a = (1, 1), et b = (1,−1). Soit e e´le´ment de Pd(c, d).
Alors, e = uv, ou` u appartient a` D(c), et v appartient a` D(d). Notons k= |u|a−|u|b. Le chemin
u e´tant au-dessus de l’axe, k est positif. Le chemin e e´tant de Dyck, k est aussi e´gal a` |v|b−|v|a.
Comme c est de longueur 2n, k est au plus e´gal a` n. De meˆme, d e´tant de longueur 2m, k est au
plus e´gal a` m. D’ou` :
Pd(c, d) ⊂ E :=
min(n,m)⊔
k=0
{e ∈ {a, b}∗|e = uv, u ∈ D(c), v ∈ D(d), k = |u|a − |u|b = |v|b−|v|a}.
(2.16)
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Or le cardinal de E est :
min(n,m)∑
k=0
(
n
k
)(
m
k
)
. (2.17)
En effet, ce qui caracte´rise u (respectivement v) est l’ensemble des positions ou` u (resp. v) et c
(resp. d) diffe`rent. Mais cet ensemble est au plus de cardinal n (resp. m). En re´e´crivant cette
somme, on a
min(n,m)∑
k=0
(
n
k
)(
m
m− k
)
=
∑
k+l=m
(
n
k
)(
m
l
)
. (2.18)
Ainsi, on reconnaˆıt le coefficient de xm dans le produit (1 + x)n(1 + x)m. Il s’agit donc aussi du
coefficient de xm dans (1 + x)n+m. Il en re´sulte que E est de cardinal
(
n+m
m
)
.
Proposition 2.1.8. Soient σ et τ deux permutations. Alors
PV D(σ✂ τ) = Pd (PV D(σ), PV D(τ)) . (2.19)
De´monstration. Soient σ une permutation de taille n et τ une permutation de taille m. On sait que
PV D restreinte a` σ✂ τ est injective (proposition 2.1.4) et que les e´le´ments de PV D(σ✂ τ) sont
inclus dans F := Pd (PV D(σ), PV D(τ)) (proposition 2.1.6). L’ensemble σ ✂ τ e´tant de cardinal(
n+m
n
)
e´le´ments, par injectivite´ de PV D, on en de´duit que F contient au moins
(
n+m
n
)
e´le´ments.
Or, d’apre`s la proposition 2.1.7, il en contient au plus
(
n+m
n
)
. D’ou` :
PV D(σ✂ τ) = Pd (PV D(σ), PV D(τ)) . (2.20)
Corollaire 2.1.9. Soient c et d deux chemins de Dyck de taille respective 2n et 2m. Alors Pd(c, d)
est de cardinal
(
n+m
n
)
.
De´monstration. Soient c et d deux chemins de Dyck de taille respective 2n et 2m. L’application
PV D e´tant surjective, on sait qu’il existe σ de taille n et τ de taille m telle que PV D(σ) = c et
PV D(τ) = d. On applique alors la proposition 2.1.8. L’ensemble σ✂ τ e´tant de cardinal
(
n+m
n
)
et
PV D restreinte a` σ✂ τ e´tant injective, il en de´coule que Pd(c, d) est de cardinal
(
n+m
n
)
.
The´ore`me 2.1.10. Soit le quotient de la base (Fσ)σ∈S de FQSym par la relation (P, V,Dm,Dd)
avec comme convention 0−∞ et Π le passage au quotient. Une base du quotient est alors donne´e
par (Fc)c∈Dyck, et le produit par :
FcFd =
∑
e∈Pd(c,d)
Fe. (2.21)
De´monstration. Soient c et d deux chemins de Dyck. Par surjectivite´ de PV D, on en de´duit qu’il
existe σ et τ tels que PV D(σ) = c et PV D(τ) = d. On a :
Π (FσFτ ) =
∑
s∈σ✂τ
Π(Fs). (2.22)
Ainsi,
Π (FσFτ ) =
∑
s∈σ✂τ
FPV D(s). (2.23)
En appliquant la proposition 2.1.8, on obtient :
Π (FσFτ ) =
∑
e∈Pd(c,d)
Fe. (2.24)
Or Π est un morphisme d’alge`bre. D’ou` :
FcFd =
∑
e∈Pd(c,d)
Fe. (2.25)
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Remarque 20. A` partir de la proposition 2.1.8, il est possible de prouver que le quotient par les
quatre statistiques pour la convention 0−∞ est bien un quotient d’alge`bre. En effet, l’e´galite´ (2.19)
montre que l’image de σ✂τ par PV D est un ensemble construit a` partir de PV D(σ) et de PV D(τ).
Ainsi, tout ne de´pend que des images par PV D, autrement dit des ensembles de quatre statistiques.
En particulier, le produit est bien de´fini dans le quotient.
Remarque 21. Cette application quotient a permis de construire une nouvelle loi associative sur
les chemins de Dyck re´sultant de l’associativite´ du shuﬄe. Dans un autre contexte, on aurait pu
de´finir cette loi directement sur les chemins de Dyck. Mais alors l’associativite´ de celle-ci ne serait
pas une conse´quence imme´diate, proprie´te´ de´duite ici par quotient.
2.1.2.7 Proprie´te´ alge´brique du quotient
Nous nous plac¸ons de nouveau dans la convention 0− 0 et la relation d’e´quivalence conside´re´e
(note´e ∼) est (P, V,Dm,Dd).
Le quotient e´tant bien de´fini, on peut alors se demander si l’alge`bre correspondante est libre
donc isomorphe a` PBT. De surcroˆıt, s’agissant d’une projection de FQSym, on peut restreindre
celle-ci a` PBT, et regarder s’il y a bien injection, et donc par e´galite´ des dimensions, isomorphisme.
Notons :
— C l’alge`bre quotient FQSym/ ∼,
— P la projection de FQSym dans le quotient,
— R l’ensemble des permutations σ e´vitant le motif 312.
Il s’ave`re que P restreinte a` PBT est bien injective. Cette proposition se prouve en montrant
qu’une base B de PBT est encore libre dans le quotient. La me´thode adopte´e est de prouver
que la matrice de B dans une “bonne base” de C est triangulaire avec des 1 sur la diagonale
(unipotence), et donc inversible. Soit la famille C := (P (Fσ))σ∈R, trie´e par taille croissante et par
ordre lexicographique de´croissant. Dans un premier temps, on montre que cette famille est bien
une base de C. Puis, on prouve que la famille B := (P (Eσ))σ∈R est bien triangulaire et unipotente
dans la base C.
Proposition 2.1.11. La famille C := (P (Fσ))σ∈R est bien une base de C.
De´monstration. Cela revient a` montrer que deux permutations e´vitant 312 et dans la meˆme classe
pour ∼ sont en fait e´gales. Or, dans la bijection de Franc¸on-Viennot, les permutations e´vitant
312 sont exactement associe´es aux chemins pour lesquels les poids des pas sont a` 1. Donc deux
permutations diffe´rentes e´vitant 312 sont envoye´es sur deux chemins diffe´rents. Ces derniers e´tant
associe´s a` des permutations non e´quivalentes pour ∼, on en de´duit qu’elles ne sont pas e´quivalentes.
Donc C est bien une base.
On rappelle la de´finition des Eσ de FQSym :
Eσ =
∑
τ≥Rσ
Fτ , (2.26)
ou` ≥R est l’ordre faible droit sur les permutations. De plus, B := (Eσ)σ∈R est une base de PBT.
Reste a` prouver que P (B) est bien libre dans C. On a :
P (Eσ) =
∑
τ≥Rσ
P (Fτ ) =
∑
s∈R
c(σ)s P (Fs) , ou` c
(σ)
s = |{τ ≥R σ|τ ∼ s}|. (2.27)
Pour conclure, il suffit de montrer que la matrice de P (B) dans la base C est triangulaire avec
des coefficients non nuls sur la diagonale. Le lemme suivant permet d’e´tablir cette proprie´te´ :
Lemme 2.1.12. Soit σ dans R. Si on a τ ≥R σ, alors l’e´le´ment τ ′ de R e´quivalent a` τ ve´rifie
σ ≤lex τ ′.
Admettons dans un premier temps le lemme 2.1.12. Par contraposition, on en de´duit que pour
s et σ dans R, si s <lex σ, alors c
σ
s = 0. Comme σ ≥R σ, on a cσσ ≥ 1. Ainsi, la matrice de
P (B) dans la base C (ou` les e´le´ments sont trie´s par taille croissante et par ordre lexicographique
de´croissant), est bien triangulaire, avec des coefficients non nuls sur la diagonale. En particulier,
P e´tablit bien un isomorphisme entre PBT et C.
Pour de´montrer le lemme 2.1.12, nous allons prouver une de ses ge´ne´ralisations. Mais il nous
faut introduire quelques de´finitions pour l’e´noncer.
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De´finition 2.1.13. On dit qu’un mot w contenant des ∞ est une permutation gravitationnelle si :
— en supprimant les ∞ de w, on obtient une permutation σ ;
— w ne contient pas le facteur ∞∞.
L’ensemble des permutations gravitationnelles est note´ GS, et GSn de´signe l’ensemble des per-
mutations gravitationnelles dont la permutation sous-jacente est de taille n.
Exemple 76. Le mot w = 1∞432∞5 appartient a` GS5, mais w = ∞∞143∞2 n’est pas une
permutation gravitationnelle.
Cet ensemble a e´te´ introduit par Foata et Zeilberger dans [FZ90] a` propos d’une autre cor-
respondance entre histoires de Laguerre et permutations, la bijection de Foata-Zeilberger. Il est a`
noter que GS est exactement l’ensemble des mots qui apparaissent dans les e´tapes interme´diaires
de l’algorithme de Franc¸on-Viennot. Re´ciproquement, pour un mot w de GS, il est possible de
retrouver les e´tapes pre´ce´dentes de l’algorithme qui ont permis d’obtenir w. En effet, notons n la
plus grande lettre finie de w. Le mot pre´ce´dant w est obtenu en :
— remplac¸ant n par ∞ si elle est entre deux lettres finies ;
— en supprimant n si un seul voisin est un ∞ ;
— en supprimant n et un ∞ voisin, si n est entre deux ∞.
Ainsi, en ite´rant le proce´de´, on retrouve toutes les e´tapes permettant d’obtenir w.
Exemple 77. Si w = 1∞4362∞5, alors l’exe´cution “a` l’envers” de l’algorithme de Franc¸on-Viennot
donne :
1. 1∞43∞2∞5 ;
2. 1∞43∞2∞ ;
3. 1∞3∞2∞ ;
4. 1∞2∞ ;
5. 1∞.
Ainsi, pour les lettres i ≤ n de w, on sait exactement quel ∞ a e´te´ substitue´ a` chaque e´tape
dans l’algorithme et par quel mot. On peut donc construire le mot r(w), obtenu en remplac¸ant a`
chaque e´tape le premier ∞ par le mot correspondant dans l’exe´cution associe´e a` w.
Exemple 78. Pour w = 1∞4362∞5, les constructions de w et r(w) sont donne´es par :
w r(w) e´le´ment a` inse´rer
∞ ∞ 1∞
1∞ 1∞ ∞2∞
1∞2∞ 1∞2∞ ∞3∞
1∞3∞2∞ 1∞3∞2∞ ∞4
1∞43∞2∞ 1∞43∞2∞ ∞5
1∞43∞2∞5 1∞543∞2∞ 6
1∞4362∞5 16543∞2∞
. (2.28)
Il est a` noter que si w est une permutation, alors r(w) e´vite 312 et a les meˆmes ensembles de
statistiques que w. On de´finit aussi l’e´le´ment s(w) obtenu en supprimant les ∞ de w.
Lemme 2.1.14. Soit σ dans Sn e´vitant 312, et w dans GSn contenant au moins un ∞. Si
σ ≤R s(w), alors σ∞ ≤lex r(w).
De´monstration. Par re´currence sur n. Pour n = 1, on a σ = 1. Donc w est de trois formes possibles :
— w =∞1 ;
— w = 1∞ ;
— w =∞1∞.
Dans tous les cas, la proprie´te´ est bien ve´rifie´e. Supposons-la vraie pour les permutations de taille
infe´rieure a` n−1. Soient σ dans Sn et w dans GSn contenant au moins un ∞ tels que σ ≤R s(w).
Notons i la position de 1 dans σ. La permutation σ e´vitant 312, cela implique que σ est de la
forme a1b, avec σ(i) :=a1 dans Si. Si i = n, comme σ ≤R s(w), on en de´duit que s(w) se termine
e´galement par un 1. On peut donc appliquer l’hypothe`se de re´currence a` σ′ obtenu en supprimant
1 de σ, et w′ obtenu en supprimant 1 de w et e´ventuellement un ∞ si 1 a ses deux voisins e´gaux
a` ∞ dans w. Sinon, i < n. Soit alors w(i) la permutation gravitationnelle dans GSi apparaissant
dans l’exe´cution inverse de w. Notons que σ(i) e´vite 312 car il est facteur de σ et σ(i) ≤R s(w(i))
car σ ≤R s(w) et les inversions portent sur les valeurs des lettres. Appliquons alors l’hypothe`se de
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re´currence a` σ(i) et w(i). Si σ(i)∞ <lex r(w(i)), en exe´cutant les algorithmes en paralle`le de i+1 a`
n, les ∞ de r(w) sont remplace´s par des lettres strictement plus grandes que i. En particulier, a`
chaque e´tape, l’ine´galite´ stricte n’est pas modifie´e et donc σ <lex r(w). Dans le cas contraire, on a
σ(i)∞ = r(w(i)). Les mots w(i) et r(w(i)) ayant le meˆme nombre de ∞, on en de´duit que w(i) en
contient exactement un. Or, σ(i) ≤R w(i) et 1 posse`de le meˆme statut dans w(i) et r(w(i)). Donc
w(i) = f1∞. Ainsi, w est e´gal a` f1∞w′. Il suffit alors d’appliquer la re´currence a` b et w′.
De´montrons le lemme 2.1.12 a` partir du lemme 2.1.14.
De´monstration. Soit σ e´vitant 312 et τ ≥R σ. On sait qu’il existe un unique τ ′ e´vitant 312
e´quivalent a` τ . Soit a la dernie`re valeur de τ ′. Rajoutons la lettre ∞ a` droite de a dans le mot τ
et notons w ce mot. Donc s(w) est e´gal a` τ , d’ou` s(w) ≥R σ. En appliquant le lemme 2.1.14 a` σ
et w, on obtient σ∞ ≤lex r(w). Or, nous avons l’e´galite´ r(w) = τ ′∞. Donc, σ ≤lex τ ′.
2.1.3 Structure alge´brique du quotient par (P, V,Dm ∪Dd)
Dans cette partie, ∼ de´signe la relation d’e´quivalence (P, V,Dm∪Dd). La me´thode utilise´e pour
(P, V,Dm,Dd) est applicable a` la relation ∼ : nous construisons d’abord les bijections garantissant
la bonne de´finition du quotient. Puis, nous montrons que cette alge`bre est libre par un argument
similaire au cas (P, V,Dm,Dd).
2.1.3.1 Un quotient bien de´fini
Rappelons l’e´quivalent combinatoire “d’eˆtre une alge`bre quotient”. Soient s, σ et τ trois per-
mutations telles que σ ∼ τ . Cherchons deux bijections φs et ψs telles que :
— φs : s✂ σ −→ s✂ τ, avec φs(w) ∼ w pour w dans s✂ σ ;
— ψs : σ✂ s −→ τ ✂ s, avec ψs(w) ∼ w pour w dans σ✂ s.
De la meˆme fac¸on que dans la partie 2.1.2, nous commenc¸ons par traduire cette relation d’e´quivalence
sur les arbres. Ensuite, nous construisons les bijections φs et ψs graˆce a` des arguments similaires
a` ceux pre´sents dans les paragraphes 2.1.2.4 et 2.1.2.5.
2.1.3.1.1 Le dictionnaire arbre-statistique Dans notre cas, on identifie les doubles monte´es
avec les doubles descentes. Sur les arbres, cela signifie que les nœuds ayant un seul fils vide sont
e´quivalents. Le dictionnaire se modifie alors le´ge`rement. Ainsi, pour une permutation σ de taille
n, on obtient les correspondances suivantes :
la lettre j dans σ est : le nœud e´tiquete´ par j dans C(σ) est :
un pic ←→ une feuille
une valle´e ←→ un nœud avec deux fils non vides
une double monte´e ou double descente ←→ un nœud avec un seul fils non vide
.
De meˆme, en e´tiquetant les feuilles vides extre´males par 0, on obtient pour les arbres de´croissants
les correspondances suivantes :
la lettre j dans σ est : le nœud e´tiquete´ par j dans D(σ) est :
un pic ←→ un nœud avec deux fils non vides
une valle´e ←→ une feuille
une double monte´e ou double descente ←→ un nœud avec un seul fils non vide
.
Reste a` adapter les constructions des bijections.
2.1.3.1.2 La bijection φs En remplac¸ant “nombres de fils gauche et droit vides” par “nombre
de fils vides” dans le proce´de´ pre´sente´ dans le paragraphe 2.1.2.4, nous obtenons une manie`re de
construire une bijection φs aux proprie´te´s demande´es.
2.1.3.1.3 La bijection ψs De la meˆme manie`re que φs, il suffit d’adapter la preuve donne´e
au paragraphe 2.1.2.5 en remplac¸ant “nombres de fils gauche et droit vides” par “nombre de fils
vides”.
Exemple 79. Pour σ = 52143, τ = 34125, s = 1342, w = 695281473, et w′ = 913654872, nous
repre´sentons la construction de φs(w) dans la figure 2.13 et celle de ψs(w
′) dans la figure 2.12.
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Figure 2.12 – Construction de ψs(w).
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Arbre de´croissant de φs(w).
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Lieux de greffes sur l’arbre de´croissant de τ [4].
Figure 2.13 – Construction de φs(w
′).
2.1.3.2 Une alge`bre libre
Appliquons la me´thode de la section 2.1.2.7 a` notre cas. Posons :
— C′ l’alge`bre quotient FQSym/ ∼,
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— P la projection de FQSym dans le quotient,
— D l’ensemble des permutations σ e´vitant le motif 312 et sans double monte´e,
— B′ la famille (Eσ)σ∈D,
— C′ la famille (P (Fσ))σ∈D.
Graˆce a` la bijection de Franc¸on-Viennot, nous savons que C′ est une base du quotient. La famille
B′ est stable par concate´nation de´cale´e. Ainsi, l’alge`bre engendre´e par B′ a comme suite des di-
mensions les nombres de Motzkin. Cette alge`bre est e´galement libre car engendre´e par la famille
alge´briquement inde´pendante des Eσ avec σ dans D et se terminant par un 1. Il suffit alors de
montrer que P (B′) est bien une famille libre du quotient. Pour cela, nous allons prouver que P (B′)
est triangulaire dans la base C′. En effet, nous avons le lemme suivant :
Lemme 2.1.15. Soient σ et τ deux permutations dans R et e´quivalentes pour (P, V,Dm ∪Dd).
Si Dm(σ) est strictement inclus dans Dm(τ), alors τ <lex σ.
De´monstration. Soient σ et τ deux permutations ve´rifiant les hypothe`ses. Soit k le plus petit entier
qui est une double monte´e dans τ mais une double descente dans σ. L’existence est assure´e, car
les doubles monte´es de σ sont strictement incluses dans les doubles monte´es de τ , et σ et τ sont
e´quivalentes. Or, σ et τ e´vitent 312. Dans l’algorithme d’insertion a` la Franc¸on-Viennot, a` l’e´tape
k−1 nous avons donc :
σ(k−1) = τ(k−1) = u∞v, (2.29)
avec u e´ventuellement vide, mais sans infini. En passant a` l’e´tape k, nous obtenons :
— σ(k) = u∞kv ;
— et τ(k) = uk∞v.
Or, le premier ∞ de σ(k) sera uniquement remplace´ par des lettres strictement plus grandes que
k, d’ou` l’ine´galite´ τ <lex σ.
Notons :
cσs := |{τ ≥R σ|τ ∼ s}|, (2.30)
ou` s et σ sont des e´le´ments de D.
Proposition 2.1.16. Soient s et σ deux permutations de taille n. Si cσs ≥ 1, alors s ≥lex σ.
De´monstration. Comme cσs ≥ 1, il existe donc τ ≥R σ, avec τ ∼ s. Or, τ est e´quivalent pour la
relation (P, V,Dm,Dd) a` un τ ′ e´vitant 312. De plus, τ ′ ≥lex σ graˆce au lemme 2.1.12. Mais s est
e´quivalent a` τ pour (P, V,Dm∪Dd). La relation (P, V,Dm,Dd) e´tant plus fine que (P, V,Dm∪Dd),
on en de´duit que s et τ ′ sont e´quivalents pour (P, V,Dm∪Dd). Or, ils e´vitent tous les deux 312 et s
n’a pas de double monte´e. Par conse´quent, s ≥lex τ ′. Par transitivite´, nous obtenons s ≥lex σ.
En particulier, les coefficients cσs sont nuls si σ >lex s. Le coefficient c
σ
σ e´tant supe´rieur a` 1, on
en de´duit que la famille P (B) est bien libre. En conclusion,
The´ore`me 2.1.17. Le quotient de FQSym par la relation (P, V,Dm ∪Dd) est une alge`bre libre
dont la suite des dimensions est donne´e par les nombres de Motzkin.
2.1.4 Les quotients par (P ∪Dm,V ∪Dd) ou par (P ∪Dd, V ∪Dm)
L’involution lecture droite-gauche rev sur les permutations e´tant un morphisme d’alge`bres pour
le produit de shuﬄe, il suffit de de´terminer les re´sultats alge´briques pour l’un des deux quotients.
2.1.4.1 Un quotient bien de´fini
Nous conside´rons la relation (P ∪Dd, V ∪Dm) et la notons ∼. Adoptons les notations des para-
graphes 2.1.2 et 2.1.3 pour celui-ci. Soulignons qu’une variante de ce quotient existe dans [HNTT09]
et [NTW10] ou` des applications ont pu eˆtre trouve´es.
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2.1.4.1.1 Le dictionnaire arbre-statistique Il est donne´ pour une permutation σ de taille
n et son arbre croissant par les correspondances :
La lettre j dans σ est : le nœud e´tiquete´ par j dans C(σ) a :
un pic ou une double descente ←→ un fils droit vide
une valle´e ou une double monte´e ←→ un fils droit e´tiquete´
.
De meˆme, en e´tiquetant les feuilles vides extre´males par 0, on obtient pour l’arbre de´croissant de
σ les correspondances suivantes :
La lettre j dans σ est : le nœud e´tiquete´ par j dans D(σ) a :
un pic ou une double descente ←→ un fils droit e´tiquete´
une valle´e ou une double monte´e ←→ un fils droit vide
.
2.1.4.1.2 La bijection φs Soient σ et τ deux permutations e´quivalentes, et s une autre per-
mutation. On cherche une bijection φs de s ✂ σ vers s ✂ τ telle que pour w dans s ✂ σ on ait
w ∼ φs(w). Pour un arbre binaire de taille fixe´e, le nombre de feuilles vides est constant. Or, σ et
τ e´tant e´quivalents, leur ensemble des d’e´tiquettes des nœuds ayant un fils droit vide est le meˆme.
Comme le nombre de feuilles vides est constant, on en de´duit que le nombre d’e´tiquettes ayant un
fils gauche vide dans D(σ) et D(τ) est le meˆme. Soit h la bijection obtenue par lecture infixe des
arbres en associant la ie e´tiquette ayant un fils gauche vide dans D(σ), a` la ie e´tiquette posse´dant
un fils gauche vide dans D(τ). La construction de la bijection φs sur les arbres est alors la suivante :
pour w dans s✂σ graˆce a` la proposition 2.1.2, nous savons qu’il existe une unique factorisation de
s = f1 · · · fk et un unique ensemble {a1, · · · , ak} de feuilles vides ou e´tiquete´es par 0 de D(σ[|s])
associe´s a` w. Conside´rons l’arbre de´croissant D(τ [|s|]). Les lieux de greffes vont eˆtre choisis selon
les re`gles suivantes :
— une feuille e´tiquete´e par 0 est un lieu de greffe pour τ si et seulement si elle l’a e´te´ pour σ ;
— un fils droit vide de pe`re j dans τ est un lieu de greffe si et seulement si le fils droit vide de
j l’est dans σ ;
— un fils gauche vide de pe`re j dans τ est un lieu de greffe si et seulement si le fils gauche de
h−1(j) l’est dans σ.
Enfin, nous greffons les arbres D(fi) aux ies feuilles se´lectionne´es de D(τ [s]) lu dans l’ordre infixe.
Notons cet arbre T . Posons φs(w) := If(T ). Alors de la meˆme manie`re que pour les autres relations
d’e´quivalence, on en de´duit que φs ve´rifie les proprie´te´s demande´es.
2.1.4.1.3 La bijection ψs La bijection ψs se construit de fac¸on analogue a` φs en remplac¸ant
les arbres de´croissants par les arbres croissants.
Exemple 80. Pour σ = 25143, τ = 31254, s = 3142, w = 286514937, la repre´sentation sous forme
d’arbre de ψs(w) est donne´e dans la figure 2.14.
2.1.4.2 Une alge`bre libre
Nous savons que les espaces homoge`nes de FQSym/(P ∪Dd, V ∪Dm) sont de dimension 2n−1.
Dans [HNTT09], les auteurs ont montre´ que FQSym/(P ∪Dd, V ∪Dm) avec comme convention
∞−∞ est une alge`bre libre. Il suffit alors de montrer que FQSym/(P ∪ Dd, V ∪ Dm) avec la
convention 0− 0 lui est isomorphe ou anti-isomorphe.
De´monstration. Conside´rons l’application ω qui consiste a` retourner les lettres d’une permutation.
Alors une classe pour la relation (P ∪Dd, V ∪Dm) avec la convention 0−0 est associe´e a` une classe
pour la relation (P ∪Dd, V ∪Dm) avec la convention∞−∞. De plus, ω est un anti-isomorphisme
d’alge`bre sur FQSym. On en de´duit que cette application passe au quotient et donc que l’alge`bre
FQSym/(P ∪Dd, V ∪Dm) avec comme convention∞−∞ et l’alge`bre FQSym/(P ∪Dd, V ∪Dm)
avec la convention 0− 0 sont anti-isomorphes. Et donc cette dernie`re alge`bre est bien libre.
2.1.5 Les autres cas
Parmi les autres relations, seule (P ∪ V ∪Dd ∪Dm) de´finit bien un quotient d’alge`bre. Pour
montrer que le quotient n’est pas de´fini, il suffit de trouver des exemples pour lesquels il ne peut
y avoir de bijection pre´servant les statistiques voulues.
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Figure 2.14 – Construction de ψs(w).
2.1.5.1 Le quotient par (P ∪ V,Dm,Dd)
Pour la relation (P ∪ V,Dm,Dd), les permutations σ = 2746351 et τ = 2756341 sont bien
e´quivalentes. Le mot w = 27563481 est dans τ ✂ 1 et 4 est une double monte´e dans w. Or, 4 est
une valle´e dans tous les e´le´ments de σ ✂ 1. On en de´duit que w n’est e´quivalent a` aucun e´le´ment
de σ✂ 1. En particulier, le quotient n’est pas bien de´fini d’un point de vue alge´brique.
2.1.5.2 Les quotients par (P ∪Dm,V,Dd) ou (V, P ∪Dm ∪Dd)
Prenons σ = 45312, τ = 53124 et w = 645312. Les permutations σ et τ sont bien e´quivalentes
pour les deux relations, et w est dans σ ✂ 1. Or, 4 est une valle´e dans w. Mais cette valeur n’est
une valle´e dans aucun e´le´ment de τ✂1. En particulier, w n’est e´quivalent (pour les deux relations)
a` aucun e´le´ment de σ✂ 1. Donc le quotient n’est pas bien de´fini.
Pour les autres relations, a` l’aide des involutions I et J et en les appliquant aux cas traite´s
pre´ce´demment, nous en de´duisons qu’aucune ne de´finit une alge`bre quotient.
2.1.6 Re´sume´ des re´sultats
quotient par dimensions alge`bre quotient alge`bre libre
(P , V , Dm, Dd) Cn oui oui
(P ,V , Dm ∪ Dd) Mn−1 oui oui
(P ,V ∪ Dm ∪ Dd) ( n−1
⌊n−12 ⌋
)
non non
(P ∪ V ∪ Dm, Dd) 2n−1 non non
(P ∪ V , Dm, Dd) 3n−1+12 non non
(P , Dm, V ∪ Dd) An−1 non non
(P ∪ V , Dm ∪ Dd) 2n−2 non non
(P ∪ Dd, V ∪ Dm) 2n−1 oui oui
(P ∪ V ∪ Dm ∪ Dd) 1 oui oui
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2.1.7 Les autres conventions
Dans tout le travail pre´ce´dent, la convention fixe´e e´tait 0− 0. Nous avons vu qu’il est possible
graˆce aux involutions sur les permutations de ramener l’e´tude a` deux conventions, 0− 0 et 0−∞.
Les me´thodes employe´es dans ce dernier cas sont globalement les meˆmes. En effet, conside´rons
l’injection de Sn dans Sn+1 consistant a` ajouter a` la fin d’un mot la lettre n+1. On remarque que
cette injection pre´serve les quatre statistiques et rame`ne donc l’e´tude au cas 0− 0.
2.1.7.1 Re´sume´ des diffe´rents ensembles quotients
Voici l’e´tude e´nume´rative faite pour les diffe´rents quotients dans cette convention :
quotient par dimensions alge`bre quotient alge`bre libre
(P , V , Dm, Dd) Cn oui oui
(P ,V , Dm ∪ Dd) Mn oui oui
(P ,V ∪ Dm ∪ Dd) ( n⌊n2 ⌋) non non
(P ∪ V ∪ Dm, Dd) 2n−2 non non
(P ∪ V , Dm, Dd) ??? non non
(P , Dm, V ∪ Dd) ??? non non
(P ∪ V , Dm ∪ Dd) 2n−2 non non
(P ∪ V ∪ Dd, Dm) 2n − n non non
(P ∪ Dd, V ∪ Dm) 2n−1 oui oui
(P ∪ V ∪ Dm ∪ Dd) 1 oui oui
2.2 Sous-alge`bres dans Sym
Dans cette partie, nous construisons des sous-alge`bres de FQSym base´es sur les positions des
pics, valle´es, doubles monte´es et doubles descentes (cf. paragraphe 1.2.6).
2.2.1 De´finitions et rappels
On reprend les de´finitions pose´es dans le paragraphe 1.2.6 a` propos des statistiques sur les
positions des lettres d’une permutation.
Il est a` noter que le statut de la position i d’une permutation σ ne de´pend que de l’ensemble
des descentes de σ. En effet, i est :
-un pic si i est une descente mais pas i− 1,
-une valle´e si i n’est pas une descente mais i− 1 l’est,
-une double monte´e si i et i− 1 ne sont pas des descentes,
-une double descente si i et i− 1 sont des descentes.
Ainsi, dans le contexte des positions, deux permutations ayant le meˆme ensemble de descentes
posse`dent les meˆmes pics, valle´es, doubles monte´es, et doubles descentes. Ces meˆmes statistiques
se de´finissent alors sur les compositions.
De´finition 2.2.1. Soit I = (i1, i2, · · · , ir) une composition de l’entier n. Rappelons que l’ensemble
des descentes de I est e´gal a` {i1, i1 + i2, · · · , i1 + i2 + · · ·+ ir−1} et est note´ des(I). Soit i entre 2
et n−1. Alors i est :
-un pic si i est une descente mais pas i− 1,
-une valle´e si i n’est pas une descente mais i− 1 l’est,
-une double monte´e si i et i− 1 ne sont pas des descentes,
-une double descente si i et i− 1 sont des descentes.
Pour I une composition de l’entier n, on note respectivement P (I), V (I), Dm(I), Dd(I) l’en-
semble des pics, valle´es, doubles monte´es, doubles descentes de I.
Il est aussi possible de lire chacune de ces statistiques sur la repre´sentation en ruban d’une
composition. Dans ce cas, nous avons les correspondances suivantes pour une position i compris
entre 2 et n−1 :
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statut de la position i condition sur la ie case
pic coin exte´rieur
valle´e coin inte´rieur
double monte´e avoir des voisins gauche et droit
double descente avoir des voisins haut et bas.
Exemple 81. Pour I = (4, 1, 3, 1, 1, 2), on a
des(I) = {4, 5, 8, 9, 10},
P (I) = {4, 8},
V (I) = {6, 11},
Dm(I) = {2, 3, 7},
Dd(I) = {5, 9},
(2.31)
statistiques que l’on peut lire aise´ment dans la repre´sentation en ruban de I (figure 2.15).
Figure 2.15 – Ruban de la composition I = (4, 1, 3, 1, 1, 2).
Proposition 2.2.2. Soient σ et τ deux permutations. Leur composition de descentes sont iden-
tiques si et seulement si elles ont les meˆmes pics, valle´es, doubles monte´es, doubles descentes.
De´monstration. Soient σ et τ deux permutations ayant la meˆme composition de descentes. Les pics,
valle´es, doubles monte´es et doubles descentes ne de´pendent que des descentes d’une permutation.
On en conclut que ces quatre ensembles sont identiques pour σ et τ .
Re´ciproquement, supposons que σ et τ ont les meˆmes pics, valle´es, doubles monte´es, et doubles
descentes. Comme ces ensembles forment une partition de {2, · · · , n−1}, il en re´sulte que σ et τ
ont la meˆme taille n. De plus, l’ensemble des descentes d’une permutation s contient la re´union
de ses pics et de ses doubles descentes. On rajoute a` cette re´union l’e´le´ment 1 si 2 est une double
descente ou une valle´e pour obtenir l’ensemble des descentes de s. On en de´duit que σ et τ ont
bien le meˆme ensemble de descentes.
Ainsi, les sous-alge`bres construites a` l’aide de ces statistiques sont e´galement des sous-alge`bres
de Sym. Dans la suite, nous e´tudions ces statistiques dans Sym.
2.2.1.1 La construction de Sym a` partir de FQSym
On rappelle que
RI =
∑
C(σ)=I
Gσ,
ou` C(σ) est la composition des descentes de σ.
Pour I = (i1, · · · , ir) et J = (j1, · · · , js) deux compositions d’entiers, le produit est alors
RIRJ = RIJ +RI⊳J , (2.32)
ou` IJ = (i1, · · · , ir, j1, · · · , js), et I ⊳ J = (i1, · · · , ir + j1, · · · , js).
2.2.1.2 Construction de sous-alge`bres : me´thode
Soit A une alge`bre gradue´e dont une base (Pc)c∈C est indexe´e par une classe combinatoire C.
Soit f une fonction d’une classe combinatoire C vers un ensemble E. Si les images inverses de f de
tous les singletons sont finies, on peut conside´rer les e´le´mentsQx :=
∑
c∈f−1(x) Px pour x dans f(C).
Posons V := vect(Qx)x∈f(C). A e´tant une alge`bre, si x et y sont dans f(C), le produit QxQy est
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alors bien de´fini. Ainsi, on en de´duit que V est une sous-alge`bre de A si pour tout x et y dans f(C)
le produit QxQy appartient a` V .
Pour construire des sous-alge`bres il suffit donc de trouver des fonctions f ve´rifiant les bonnes
proprie´te´s.
Exemple 82. En prenant A = FQSym, la base (Gσ)σ∈S et f l’application associant a` une per-
mutation sa composition des descentes, on obtient :
— V =Sym ;
— QI=RI .
Dans la suite de ce chapitre, nous notons C l’ensemble des compositions d’entiers.
2.2.2 Sous-alge`bres : des cas particuliers vers une construction ge´ne´rale
2.2.2.1 L’alge`bre des pics
On dit que S est un ensemble de pics s’il existe une permutation σ telle que P (σ) = S. Notons
PS la classe des ensembles de pics. On de´finit par
ΠS,n =
∑
σ∈Sn
P (I)=S
Gσ, (2.33)
la somme e´tant nulle si S n’est pas un ensemble de pics. Par la proposition 2.2.2, on a
ΠS,n =
∑
In, P (I)=S
RI . (2.34)
Montrons que V := vect(ΠS,n)S∈PS, n∈N est en fait une sous-alge`bre de Sym. Si E est un
ensemble, on note E[n] := {x+ n, x ∈ E}. Alors la re`gle produit dans V est :
ΠS1,nΠS2,m = ΠS1∪S2[n],n+m +ΠS1∪{n}∪S2[n],n+m
+ΠS1∪{n+1}∪S2[n],n+m +ΠS1∪{n}∪{n+1}∪S2[n],n+m
, (2.35)
certains termes pouvant eˆtre nuls.
Exemple 83. Pour S1 = {2, 4}, n = 6, S2 = {5, 7}, m = 8, I = (2, 2, 2) et J = (1, 4, 2, 1), les
e´le´ments RI et RJ sont respectivement dans ΠS1,n et ΠS2,m. Nous observons que
P (I ⊳ J) = S1 ∪ S2[n] (2.36)
et
P (IJ) = S1 ∪ {6} ∪ S2[n]. (2.37)
Ainsi, RI⊳J apparaˆıt dans ΠS1∪S2[n],n+m, et RIJ est un terme de ΠS1∪{n}∪S2[n],n+m.
Re´ciproquement, soit K = (2, 2, 3, 1, 1, 2, 2, 1). Alors on a P (K) = S1 ∪ S2[6]. Or K = I ⊳ J ,
avec I = (2, 2, 2) et J = (1, 1, 1, 2, 2, 1). Comme P (I) = S1, et P (J) = S2, on en de´duit que RK
apparaˆıt dans le produit ΠS1,6ΠS2,8.
Dans l’exemple 83, on trouve tous les ingre´dients d’une preuve de l’e´galite´ (2.35). En effet,
on de´termine d’abord les ensembles de pics possibles d’un produit, puis on cherche a` de´composer
un ensemble des pics pour ve´rifier qu’il est obtenu par produit. La preuve se fait donc en deux
temps : on commence par montrer que les termes du produit sont dans un des termes de droite,
et re´ciproquement, un e´le´ment dans la somme de droite apparaˆıt dans un produit des e´le´ments de
gauche.
De´monstration. Soient deux compositions I  n et J  m, telles que P (I) = S1 et P (J) = S2.
Alors les termes RI et RJ sont respectivement dans ΠS1,n et ΠS2,m. Comme
RIRJ = RIJ +RI⊳J , (2.38)
il faut prouver que RIJ et RI⊳J apparaissent dans le membre droit de (2.35). De´terminons P (IJ)
et P (I ⊳ J) en fonction de I et J . Nous avons
des(IJ) = des(I) ∪ {n} ∪ des(J)[n] (2.39)
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et
des(I ⊳ J) = des(I) ∪ des(J)[n]. (2.40)
Comme P (K) = {d ∈ des(I)|d− 1 /∈ des(K)}, on en de´duit que :
P (I) ∪ P (J)[n] ⊂ P (IJ) ⊂ P (I) ∪ {n, n+ 1} ∪ P (J)[n]
P (I) ∪ P (J)[n] ⊂ P (I ⊳ J) ⊂ P (I) ∪ {n, n+ 1} ∪ P (J)[n] . (2.41)
Ainsi, RIJ et RI⊳J sont bien dans le membre droit de (2.35). Re´ciproquement, soit RK apparais-
sant dans un des termes de droite de (2.35). Donc K est une composition de n+m. Il existe une
unique factorisation avec K = IJ ou bien K = I ⊳ J telle que I  n et J  m. Mais on a :
P (I) = P (K) ∩ {1, · · · , n− 1}, (2.42)
et
P (J)[n] = P (K) ∩ {n+ 2, · · · , n+m}. (2.43)
Comme P (K) ∩ {1, · · · , n− 1} = S1 et P (K) ∩ {n+ 2, · · · , n+m} = S2[n], RI est donc dans
ΠS1,n, etRJ dans ΠS2,m. Ainsi,RK est bien dans le produit d’un e´le´ment de ΠS1,n avec un e´le´ment
de ΠS2,m.
Pour une position i, eˆtre un pic est une proprie´te´ ne de´pendant que de ses voisins imme´diats.
Ainsi, l’aspect local de cette proprie´te´ a e´te´ un des points cle´s de la preuve pre´ce´dente. En effet, elle
assure une certaine stabilite´ vis-a` vis des ope´rations de concate´nation et de ⊳ sur les compositions.
Nous allons donner une condition suffisante pour la construction d’autres sous-alge`bres a` partir
de “proprie´te´s locales”. Mais pre´sentons d’abord une autre sous-alge`bre elle aussi base´e sur des
statistiques.
2.2.2.2 Une alge`bre construite graˆce aux valle´es et aux doubles monte´es
Dans cette partie, la fonction f de´signe l’application
H : C −→ Pf(N)
I 7−→ V ∪Dm(I), (2.44)
ou` Pf(N) de´signe l’ensemble des parties finies de N.
Exemple 84. Pour I = (4, 1, 3, 2) on a H(I) = {2, 3, 6, 7, 9} (cf. figure 2.16).
X X
X X
X
Figure 2.16 – Ruban I = (4, 1, 3, 2) et les statistiques conside´re´es.
De´finition 2.2.3. Soit S un ensemble. On dit que S est un ensemble V −Dm s’il existe une
composition I telle que H(I) = S. La classe des ensembles V −Dm est note´e VDm.
Soit S un ensemble d’entiers. On pose
ΠS,n =
∑
In, V ∪Dm(I)=S
RI . (2.45)
Notons E = vect(ΠS,n)S∈VDm, n∈N. Montrons que E est une sous-alge`bre de Sym, dont la loi
produit est donne´e par :
ΠS1,nΠS2,m = ΠS1∪S2[n],n+m +ΠS1∪{n}∪S2[n],n+m
+ΠS1∪{n+1}∪S2[n],n+m +ΠS1∪{n}∪{n+1}∪S2[n],n+m
. (2.46)
2.2. SOUS-ALGE`BRES DANS SYM 75
De´monstration. Soient I une composition de n et J une composition de m, telles que H(I) = S1
et H(J) = S2. Par construction,
H(I) ∪H(J)[n] ⊂ H(IJ) ⊂ H ∪ {n, n+ 1} ∪H(J)[n],
H(I) ∪H(J)[n] ⊂ H(I ⊳ J) ⊂ H(I) ∪ {n, n+ 1} ∪H(J)[n]. (2.47)
Ainsi, RIJ et RI⊳J sont des termes du coˆte´ droit de (2.45). Re´ciproquement, soit RK apparaissant
dans le membre de droite de (2.45). La composition K admet une unique factorisation K = IJ ou
bien K = I ⊳ J , avec I  n et J  m. Or, on a :
H(I) = H(K) ∩ {1, · · · , n− 1}, et
H(J)[n] = H(K) ∩ {n+ 2, · · · , n+m}. (2.48)
Comme H(K) ∩ {1, · · · , n− 1} = S1 et H(K) ∩ {n+ 2, · · · , n+m} = S2[n], il en re´sulte que RI
est dans ΠS1,n et RJ dans ΠS2,m.
Dans les preuves pre´ce´dentes, la fonction f ve´rifiait les proprie´te´s suivantes :
• ∀I  n, f(I) ⊂ {2, · · · , n− 1},
−f(I) ∪ f(J)[|I|] ⊂ f(IJ) ⊂ f(I) ∪ {n, n+ 1} ∪ f(J)[|I|],
−f(I) ∪ f(J)[|I|] ⊂ f(I ⊳ J) ⊂ f(I) ∪ {n, n+ 1} ∪ f(J)[|I|],
• si K = IJ,K  n+m, I  n, alors
−f(K) ∩ {2, · · · , n− 1} = f(I),
−et f(K) ∩ {n+ 2, · · · , n+m} = f(J)[n],
• si K = I ⊳ J,K  n+m, I  n, alors
−f(K) ∩ {2, · · · , n− 1} = f(I),
−et f(K) ∩ {n+ 2, · · · , n+m} = f(J)[n].
(2.49)
De´montrons qu’une fonction f ve´rifiant les conditions (2.49) permet toujours de construire une
sous-alge`bre de Sym.
2.2.2.3 Une construction ge´ne´rale
The´ore`me 2.2.4. Soit une fonction f ve´rifiant les conditions (2.49). Posons :
ΠS,n =
∑
f(I)=S, In
RI . (2.50)
Alors V := vect(ΠS,n)S∈Im(f), n∈N est une sous-alge`bre de Sym, et la loi produit est donne´e par :
ΠS1,nΠS2,m =
∑
S1∪S2[n]⊂S⊂S1∪{n, n+1}∪S2[n]
ΠS,n+m. (2.51)
De´monstration. Soient S1 et S2 des e´le´ments de Im(f) et soient n et m deux entiers.
On a :
ΠS1,nΠS2,m =
∑
I  n, f(I) = S1
J  m, f(J) = S2
RIRJ . (2.52)
Donc :
ΠS1,nΠS2,m =
∑
I  n, f(I) = S1
J  m, f(J) = S2
RIJ +RI⊳J . (2.53)
Soient RI dans ΠS1,n et RJ dans ΠS2,m. Les ensembles f(IJ) et f(I ⊳ J) e´tant compris entre
l’ensemble f(I) ∪ f(J)[|I|] et l’ensemble f(I) ∪ {|I|, |I| + 1} ∪ f(J)[|I|], on en de´duit que RIJ
et RI⊳J apparaissent dans le membre droit de l’e´quation (2.51).
Re´ciproquement, soit RK un e´le´ment du membre droit de (2.51). K est donc une composition
de l’entier n+m, et l’ensemble f(K) ∩ {2, · · · , n− 1} est inde´pendant de K et est e´gal a` S1. De
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meˆme, f(K) ∩ {n+ 2, · · · , n+m− 1} est inde´pendant de K et vaut S2[n]. De plus, il existe un
unique couple (I, J) avec I  n et J  m, tel que K = IJ ou bien K = I ⊳ J . Comme on a
f(K) ∩ {2, · · · , |I| − 1} = f(I) (2.54)
et
f(K) ∩ {2 + |I|, · · · , |J |+ |I| − 1} = f(J)[|I|], (2.55)
il en re´sulte que f(I) = S1 et f(J) = S2, et on en conclut que l’e´quation (2.51) est ve´rifie´e.
Remarque 22. Il est possible de ge´ne´raliser le re´sultat pre´ce´dent de deux fac¸ons. On peut remplacer
l’ensemble {2, · · · , n− 1} par {p, · · · , n− q}. Dans ce cas, on remplace
S1 ∪ S2[n] ⊂ S ⊂ S1 ∪ {n, n+ 1} ∪ S2[n] (2.56)
par
S1 ∪ S2[n] ⊂ S ⊂ S1 ∪ {n− q + 1, · · · , n+ p} ∪ S2[n] (2.57)
dans les conditions (2.51).
On peut aussi conside´rer deux fonctions f et g ve´rifiant (2.51). Alors on peut de´finir la famille :
ΠS,T,n =
∑
f(I)=S, g(I)=T, In
RI . (2.58)
L’espace vectoriel engendre´ par la famille sera de nouveau une sous-alge`bre de Sym, les preuves
e´tant essentiellement les meˆmes.
2.2.3 Les diffe´rentes sous-alge`bres construites a` partir de statistiques
Graˆce au the´ore`me 2.2.4, on en de´duit que les sommes construites a` partir des ensembles de pics,
valle´es, doubles monte´es, doubles descentes sont bien des sous-alge`bres. E´tudions leurs proprie´te´s.
2.2.3.1 Une transformation fondamentale sur les compositions
Conside´rons la transposition t sur les compositions de´finie par
t : C −→ C
I 7−→ It, (2.59)
ou` It est la composition des descentes du comple´mentaire de des(I).
Exemple 85. La transpose´e de la composition I = (4, 1, 3, 2) est (1, 1, 1, 3, 1, 2, 1) (voir figure 2.17).
Figure 2.17 – Ruban de la composition (4, 1, 3, 2) et sa transpose´e.
La transposition e´changeant monte´es et descentes d’une composition I, on en de´duit qu’il en
est de meˆme pour les pics et valle´es, et doubles monte´es et doubles descentes. De plus, on a :
(IJ)t = It ⊳ J t
(I ⊳ J)t = ItJ t
.
Ainsi, l’application
F : Sym −→ Sym
RI 7−→ RIt (2.60)
est un isomorphisme d’alge`bre. L’alge`bre des pics et l’alge`bre des valle´es sont donc isomorphes.
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2.2.3.2 L’alge`bre des pics
Pour une e´tude de l’alge`bre des pics, on pourra consulter [BHT04].
2.2.3.3 L’alge`bre des doubles descentes
On de´finit :
ΠS,n =
∑
Dd(I)=S, In
RI . (2.61)
Posons
Fdd := (ΠS,n)S⊂{2,··· ,n−1},n∈N, (2.62)
et
Add := vect(Fdd). (2.63)
La fonction Dd ve´rifiant (2.49), Add est alors une alge`bre. Elle est appele´e alge`bre des doubles
descentes.
Proposition 2.2.5. La suite des dimensions des composantes homoge`nes de Add est la suite
(un)n∈N ou` u0 et u1 sont e´gaux a` 1, et ou` un est le nombre de mots binaires sans facteur 101 et
de longueur n−2. On la trouve dans [Slo] au nume´ro A005251.
De´monstration. Conside´rons la fonction fn :
fn : {2, · · · , n− 1} → {0, 1}n−2
S ⊂ {2, · · · , n− 1} 7→ 1S(2) · · ·1S(i) · · ·1S(n− 1) (2.64)
Exemple 86. Pour S = {2, 3, 5} ⊂ {2, 3 · · · , 8}, on a f9(S) = 1101000.
Par construction, fn est injective. Supposons qu’il existe une composition I de l’entier n telle
que S := Dd(I) et fn(S) contienne le facteur 101 avec 0 en position i+1. Alors i n’est pas double
descente dans I, mais i−1 l’est, donc i−1 est une descente. Or i+1 est une double descente
donc i est aussi une descente. On en de´duit alors que i est en fait une double descente, ce qui est
contradictoire avec l’hypothe`se.
Re´ciproquement, soit un mot w de taille n−2 ne contenant pas 101. Construisons une compo-
sition I de n telle que f−1n (w) = Dd(I). Posons S = f
−1
n (w). On de´finit P de la fac¸on suivante :
P =
{ {i ∈ {2, · · · , n− 1}|i /∈ S, i+ 1 ∈ S} ∪ {1} si 2 ∈ S
{i ∈ {2, · · · , n− 1}|i /∈ S, i+ 1 ∈ S} sinon , (2.65)
et T = S ⊔ P . Alors T est l’ensemble de descentes d’une composition I  n. Montrons que
Dd(I) = S. Soit i dans S. Supposons que i−1 appartienne a` S. Alors i et i− 1 sont dans T , donc
i est une double descente de I. Sinon, i−1 n’est pas dans S et par construction de P , i−1 est
dans P donc dans T . Ainsi, i est encore une double descente de I. Par conse´quent S ⊂ Dd(I).
Inversement, soit i+1 dans P . Montrons que i+1 n’est pas dans Dd(I). On sait que i+2 est dans S
par construction de P . Or, fn(S) ne contient pas le facteur 101, il en re´sulte que i n’est pas dans
S. La valeur i+1 n’e´tant pas dans S, i n’appartient donc pas a` T = des(I). En particulier, i+1
n’est pas dans Dd(I) et par suite Dd(I) = S.
Montrons que Add est libre en donnant une famille ge´ne´ratrice alge´briquement inde´pendante.
On rappelle que R1n = R11···1. Conside´rons la famille
F = R1 ∪ {R1n , n ≥ 3}, (2.66)
et notons AF l’alge`bre engendre´e par celle-ci. Comme Π{2,··· ,n−1},n = R1n , la famille F est incluse
dans Add et donc que AF ⊂ Add. L’alge`bre Add e´tant engendre´e par (ΠS,n), il suffit de prouver
que les ΠS,n sont appartiennent a` AF .
De´monstration. La re´currence sera double : une premie`re sur la taille de la composante homoge`ne,
une autre sur le cardinal des comple´mentaires des ensembles de doubles descentes. Donnons les
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e´le´ments de Fdd pour n ≤ 4 :
Π∅,0 = 1, Π∅,1 = R1
Π∅,2 = R11 +R2 = R
2
1
Π{2},3 = R111
Π∅,3 = R3 +R21 +R12 = R
3
1 −R13
Π{2,3},4 = R14
Π{2},4 = R112 = R13R1 −R14
Π{3},4 = R211 = R1R13 −R14
Π∅,4 = R4 +R13 +R31 +R22 +R121
= R41 −R13R1 −R1R13 +R14
, (2.67)
pour les autres S ⊂ {2, 3} et n ≤ 4, on a ΠS,n = 0. Supposons que pour m ≤ n−1 on ait ΠS,m dans
AF . Soit S ⊂ {2, · · · , n− 1} et n ≥ 5. Effectuons une re´currence sur p, le nombre de 0 dans fn(S).
Si p = 0, alors S = {2, · · · , n − 1}. Or Π{2,··· ,n−1},n = R1n . Donc ΠS,n est bien dans AF . Pour
fn(S) contenant le facteur 101, nous savons que S n’est pas un ensemble de doubles descentes,
donc ΠS,n = 0. Si fn(S) ne contient pas 101 et p = 1, la taille de fn(S) e´tant plus grande que 3,
le 0 doit eˆtre en position 1 ou n−2. On a alors S = {3, · · · , n− 1}, ou S = {2, · · · , n− 2}. Comme
on a :
Π{3,··· ,n−1},n = R21n−2 = R1R1n−1 −R1n
Π{2,··· ,n−2},n = R1n−22 = R1n−1R1 −R1n , (2.68)
on en de´duit que ΠS,n est bien dans AF .
Supposons maintenant p ≥ 2. Si S = {3, · · · , n− 2} on a :
ΠS,n = R21n−42
= R1R1n−2R1 −Π{3,··· ,n−1},n −Π{2,··· ,n−2},n −R1n
= R1R1n−2R1 −R1R1n−1 −R1n−1R1 +R1n
. (2.69)
Nous constatons alors que pour tout les S sauf le pre´ce´dent, fn(S) contient le facteur 00. En effet,
fn(S) ne contient pas 101, |fn(S)|0 est supe´rieur ou e´gal a` 2, et S est diffe´rent de {3, · · · , n− 2}.
Donc il existe un 0 dans fn(S) a` une position i strictement comprise entre 1 et n−2. Par conse´quent,
un de ses voisins est aussi un 0. Il en re´sulte que fn(S) = w = w100w2. Notons respectivement
m1 et m2 la taille de w1 et de w2 augmente´es de 2, et S1 et S2 les ensembles f
−1
m1
(w1) et f
−1
m2
(w2).
Comme w ne contient pas 101, les facteurs w1 et w2 de w n’en contiennent pas a` fortiori. Donc S1
et S2 sont des ensembles de doubles descentes. Les sommes ΠS1,m1 et ΠS2,m2 sont alors non nulles.
On a aussi : S = S1 ∪ S2[m1]. Par re´currence sur n, on sait que ΠS1,m1 et ΠS2,m2 sont dans AF .
La loi produit donne :
ΠS1,m1ΠS2,m2 = ΠS1∪S2[m1] +ΠS1∪S2[m1]∪{m1}
+ΠS1∪S2[m1]∪{m1+1} +ΠS1∪S2[m1]∪{m1, m1+1}
. (2.70)
Donc on a :
ΠS1∪S2[m1] = ΠS1,m1ΠS2,m2 −ΠS1∪S2[m1]∪{m1}
−ΠS1∪S2[m1]∪{m1+1} −ΠS1∪S2[m1]∪{m1, m1+1}
. (2.71)
Par re´currence sur p, on sait que tous les termes du membre droit de (2.71) sont dans AF . Donc
ΠS1∪S2[m1] appartient a` AF . Par re´currence sur n, il en de´coule que tout e´le´ment de Fdd est dans
AF . Les deux alge`bres AF et Add sont donc e´gales.
The´ore`me 2.2.6. L’alge`bre des doubles descentes est libre, et est engendre´e par la famille
F = R1 ∪ {R1n , n ≥ 3}. (2.72)
Corollaire 2.2.7. La se´rie ge´ne´ratrice des ensembles de doubles descentes est e´gale a` :
f(t) =
1
1− t− t31−t
. (2.73)
Remarque 23. Graˆce a` la transposition des compositions, il en re´sulte des re´sultats similaires en
conside´rant la fonction f = Dm.
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2.2.3.4 L’alge`bre Ap∪dd
Pour tout n dans N, et S un ensemble fini inclus dans {2, · · · , n−1}, on de´finit :
ΠS,n =
∑
P∪Dd(I)=S,In
RI , (2.74)
et notons Ap∪dd l’alge`bre engendre´e par la famille (ΠS,n).
Proposition 2.2.8. Soit n un entier et S un sous-ensemble de {2, · · · , n−1}. Alors,
ΠS,n = R1RJ , (2.75)
ou` J est e´gale a` C(S[−1]).
De´monstration. Cherchons les compositions I de n telles que P ∪ Dd(I) = S. L’ensemble S est
ne´cessairement e´gal a` des(I)\{1}. Or, il existe exactement deux compositions I de n telles que
P ∪Dd(I) = S, la premie`re ayant comme ensemble de descentes S et la seconde S ∪ {1}. Donc :
ΠS,n = RC(S) +RC(S∪{1}). (2.76)
En factorisant par R1 a` gauche, on obtient
ΠS,n = R1RJ , (2.77)
avec la composition J e´gale a` C(S[−1]).
La famille F := (1) ∪ (R1RI)I∈C , ou` C est l’ensemble des compositions d’entiers, est donc une
base line´aire de Ap∪dd. Pour toute composition J , posons :
SJ :=
∑
des(I)⊂des(J)
RI . (2.78)
Dans cette base, le produit pour deux compositions I et J est donne´ par
SISJ = SIJ . (2.79)
La famille F ′ := (S1I)I∈C est alors une autre base de Add.
Ainsi, des ge´ne´rateurs alge´briquement inde´pendants de Ap∪dd sont donne´s par l’ensemble
{S1I | I ne contient pas de 1}.
Remarque 24. Pour une composition I de l’entier n, on a
V ∪Dm(I) = {2, · · · , n− 1}\P ∪Dd(I). (2.80)
Ainsi, en remplac¸ant la fonction P ∪Dd par V ∪Dm, l’alge`bre obtenue est la meˆme.
2.2.3.5 L’alge`bre Av∪dd
Pour tout n dans N, et S un ensemble fini inclus dans {2, · · · , n−1}, posons :
ΠS,n =
∑
In
V ∪Dd(I)=S
RI , (2.81)
et notons Av∪dd l’alge`bre engendre´e par la famille (ΠS,n).
Proposition 2.2.9. Soit n un entier positif et S ⊂ {2, · · · , n− 1}. Alors :
ΠS,n = RJR1, (2.82)
ou` J est e´gale a` C(S[−1]).
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De´monstration. Soit une composition I de l’entier n telle que V ∪ Dd(I) = S. Pour tout i dans
S, la position i−1 est une descente de I. Posons T = {i− 1| i ∈ S}. T est alors un sous-ensemble
de des(I). Montrons que T = des(I)\{n− 1}. Les e´le´ments de T e´tant strictement plus petits que
n−1, il suffit de prouver que des(I)\{n − 1} ⊂ T . Prenons i dans des(I)\{n − 1}. Donc i+1 est
soit une valle´e, soit une double descente. Par suite, i+1 est dans S et donc i appartient a` T . Ainsi,
il existe exactement deux compositions I telles que V ∪ Dd(I) = S, la premie`re ayant comme
ensemble de descentes T , la seconde T ∪ {n− 1}. On obtient alors :
ΠS,n = RC(T ) +RC(T∪{n−1}). (2.83)
Et en factorisant par la droite par R1 :
ΠS,n = RJR1, (2.84)
avec J = C(T ) = C(S[−1]).
Donc une base line´aire de Av∪dd est donne´e par (1) ∪ (RIR1)I∈C ou` C est l’ensemble des
compositions d’entiers, et l’ensemble {SI1| I ne contient pas de 1} en est une base alge´brique.
Remarque 25. Pour une composition I de l’entier n, nous avons :
P ∪Dm(I) = {2, · · · , n− 1}\V ∪Dd(I). (2.85)
Donc les fonctions P ∪Dm et V ∪Dd de´finissent les meˆmes alge`bres.
2.2.3.6 L’alge`bre AP∪V
Pour tout entier positif n et S un ensemble fini inclus dans {2, · · · , n−1}, posons :
ΠS,n =
∑
In
P∪V (I)=S
RI , (2.86)
et notons AP∪V l’alge`bre engendre´e par la famille (ΠS,n).
Proposition 2.2.10. Soit n un entier positif et S ⊂ {2, · · · , n− 1}. Alors :
ΠS,n = RI +RIt , (2.87)
avec P ∪ V (I) = S.
De´monstration. Cherchons les compositions I de n telles que P ∪ V (I) = S. Pour S = ∅, la
composition I ne contient que des doubles monte´es, ou que des doubles descentes. Dans ce cas,
Π∅,n = R1n +Rn. (2.88)
Sinon, notons dans l’ordre croissant s1, · · · , sr les e´le´ments de S. Seuls deux statuts sont possibles
pour la position de s1 : soit il s’agit d’une valle´e, soit il s’agit d’un pic. Or, dans une composition,
pics et valle´es alternent. Il en de´coule les deux possibilite´s suivantes :
— P (I) = {ai ∈ S|i est pair} et V (I) = {ai ∈ S|i est impair} ;
— ou P (I) = {ai ∈ S|i est impair} et V (I) = {ai ∈ S|i est pair}.
Exemple 87. On repre´sente sur la figure 2.18 les compositions dont l’ensemble P ∪ V est e´gal a`
l’ensemble E = {4, 6, 8, 9}.
Mais une composition I est caracte´rise´e par son ensemble de pics P et de valle´es V . En effet,
rajoutons artificiellement les valeurs 0 et n comme suit :
— si min(P ) < min(V ), alors on ajoute 0 a` V . Dans le cas contraire, on le met dans P ,
— si max(P ) > max(V ), alors on ajoute n a` D. Sinon, on l’ajoute a` P .
Soit i une position entre 1 et n−1. Plusieurs cas peuvent alors se pre´senter : si i est dans P ou
V , nous savons si i est une descente ou non. Sinon, il existe un unique couple (a, a′) dans P × V
tel que l’intervalle ouvert (a, a′) ne contienne aucun e´le´ment de P ∪ V . On en de´duit que i est une
descente si et seulement si a < a′. En particulier, P et V de´terminent bien une seule composition
de descentes. De plus, si nous conside´rons la composition I ′ telle que P (I ′) = V et V (I ′) = P , nous
constatons que nous obtenons I ′ = It. Ainsi, le proble`me initial admet exactement deux solutions.
Donc :
ΠS,n = RI +RIt , (2.89)
avec P ∪ V (I) = S.
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Figure 2.18 – Rubans ayant comme ensemble de pics et valle´es E.
Donc une base line´aire est donne´e par (1)∪(RI+RIt)I∈C′ ou` C′ est l’ensemble des compositions
d’entiers commenc¸ant par 1.
Remarque 26. Connaissant les dimensions des composantes homoge`nes de l’alge`bre AP∪V , pour
montrer si elle est libre, on pourrait, comme pre´ce´demment, exhiber une famille alge´briquement
inde´pendante engendrant cette alge`bre. Si elle existe, le nombre ces ge´ne´rateurs en degre´ n est
ne´cessairement e´gal au (n−1)e nombre de Fibonacci. En effet, si on note f la se´rie de Hilbert
de AP∪V , dans l’hypothe`se ou` elle est libre, il existe une fonction g telle que :
f =
1
1− g . (2.90)
Or,
f = 1 + t+
t2
1− 2t . (2.91)
D’ou`
1 + t+
t2
1− 2t =
1
1− g . (2.92)
Ainsi,
1− t− t2
1− 2t =
1
1− g . (2.93)
Donc, apre`s simplification,
g =
t− t2
1− t− t2 . (2.94)
Or, il s’agit de la se´rie ge´ne´ratrice des nombres de Fibonacci. Il en re´sulte que l’on connaˆıt le
nombre de ge´ne´rateurs a` trouver si cette alge`bre est libre.
2.2.4 Re´capitulatif
alge`bre ensemble conside´re´ base line´aire alge`bre libre
Sym descentes (RI) oui
alge`bre de pics pics [BHT04] [BHT04]
Add doubles descentes oui
Ap∪dd P ∪Dd (R1RI) oui
Av∪dd V ∪Dd (RIR1) oui
AP∪V P ∪ V (RI +RIt) ???
(2.95)
Remarque 27. Concernant l’alge`bre des pics, il a e´te´ montre´ dans [BHT04] qu’une famille ge´ne´ratrice
alge´briquement inde´pendante est donne´e par :
T2k+1 = R12k . (2.96)
Ainsi, une base line´aire est donne´e par (TI) ou`
TI =
∏
Ti, (2.97)
ou` I = (i1, · · · , ir) est une composition dont toutes les parts sont impaires.
Concernant l’alge`bre AP∪V on conjecture qu’elle est elle aussi libre.
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Chapitre 3
Interpre´tations combinatoires de
calculs alge´briques
La suite des nombres de Genocchi et la suite des nombres d’Euler impairs sont relie´es a` travers
leurs se´ries ge´ne´ratrices exponentielles. En effet, leurs se´ries ge´ne´ratrices exponentielles sont res-
pectivement x tan(x2 ) et tan(x). Pourtant, il n’existe pas de mode`le combinatoire simple expliquant
cette relation ([Vie82]). A` de´faut de pouvoir expliquer ce phe´nome`ne, nous abordons l’e´tude de
chacune de ces deux suites par une approche similaire, la de´marche non commutative.
La suite des nombres de Genocchi a une ge´ne´ralisation : les polynoˆmes de Gandhi. Introduits
par ce dernier, Gandhi conjecturait que la spe´cialisation de ces polynoˆmes a` 1 est bien e´gale a`
un nombre de Genocchi. Cette conjecture a e´te´ prouve´e inde´pendamment par Carlitz ([Car71]) et
Riordan et Stein ([RS73]). Dumont dans [D+74] de´finit les pistolets surjectifs, une interpre´tation
combinatoire “capturant” bien un des aspects de la combinatoire des polynoˆmes de Gandhi. Puis,
ces polynoˆmes ont e´te´ ge´ne´ralise´s par Dumont et Foata ([DF76]), avec une interpre´tation combina-
toire en termes de statistiques sur les pistolets. Han dans [Han96] a` l’aide de pistolets value´s trouve
d’autres statistiques distribue´es sur les pistolets surjectifs suivant les polynoˆmes de Dumont-Foata.
Vient ensuite une ge´ne´ralisation de Dumont ([Dum95]) avec six parame`tres, dont Randrianari-
vony et Zeng donnent les proprie´te´s combinatoires respectivement dans [Ran94] et [Zen96]. Plus
re´cemment dans [HZ99], Han et Zeng ont de´fini un q-analogue de ces polynoˆmes avec leurs pro-
prie´te´s combinatoires.
Concernant la suite des nombres d’Euler, de nombreuses classes combinatoires sont compte´es
par cette suite, par exemple les permutations alternantes ([And81]), les permutations de Ja-
cobi ([Vie80]), les arbres binaires non plans de´croissants et les permutations d’Andre´ ([FS+73a]). On
lui trouve des applications en topologie ([Arn92]), en the´orie des ordres partiels ([Pur93], [HR98]).
Ce chapitre est organise´ de la fac¸on suivante : dans le paragraphe 3.1, nous utilisons le forma-
lisme des alge`bres non commutatives pour e´tudier les polynoˆmes de Gandhi et leurs ge´ne´ralisations :
les polynoˆmes de Dumont-Foata, une famille a` six parame`tres de Dumont, et un q-analogue de
Han et Zeng. Ainsi, nous retrouvons dans un premier temps les interpre´tations combinatoires de´ja`
connues. Puis, a` la lueur du formalisme non commutatif, nous exhibons une famille d’interpre´tations
combinatoires pour le q-analogue des polynoˆmes de Gandhi.
Enfin, dans le paragraphe 3.3 nous revenons sur l’application biline´aire Bmax de FQSym de´finie
dans le paragraphe 1.7. Graˆce a` celle-ci et a` ses variantes, nous unifions dans un cadre alge´brique
diffe´rentes bijections. En particulier, nous retrouvons une bijection de Viennot de´finie dans [Vie80]
entre permutations alternantes et permutations de Jacobi. Pour conclure, nous donnons une nou-
velle preuve concernant l’e´valuation en −1 des polynoˆmes eule´riens.
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3.1 Pistolets surjectifs et polynoˆmes de Gandhi non com-
mutatifs
3.1.1 Les polynoˆmes de Gandhi
La suite des polynoˆmes de Gandhi (Cn)n≥1 est de´finie par :{
C1(x) = 1
Cn+1(x) = ∆(Cn(x) · x2) si n ≥ 1, (3.1)
ou` pour toute fonction f , on a ∆(f)(x) = f(x+1)−f(x). L’ope´rateur ∆ est appele´ diffe´rence finie.
Exemple 88. Pour n = 2, 3, on a :
C2 = 2x+ 1,
C3 = 6x
2 + 8x+ 3.
(3.2)
Remarque 28. Une des difficulte´s de la combinatoire est de trouver une classe adapte´e a` une suite
de polynoˆmes a` coefficients entiers positifs ou a` une suite d’entiers. La me´thode non commutative
dans les cas favorables permet d’en obtenir une de manie`re aise´e : la difficulte´ est de´place´e, on
cherche une alge`bre dans laquelle la suite admet un analogue qui se projette naturellement sur elle.
Si l’alge`bre est bien choisie, l’interpre´tation combinatoire de´coulera alors de celle-ci.
Pour trouver une interpre´tation combinatoire des polynoˆmes de Gandhi, nous conside´rons
l’alge`bre K〈A〉, avec A = {ai, pour i ∈ N∗} ∪ {a∞}.
Dans notre cas, il existe une projection naturelle Π de K〈A〉 sur K[x] :

Π(a∞) = x,
Π(ai) = 1, pour i ∈ N∗,
Π(w1 · · ·wn) = Π(w1) · · ·Π(wn).
(3.3)
Un analogue non commutatif d’un polynoˆme P de K[x] sera alors un e´le´ment P de K〈A〉 tel
que :
Π(P) = P. (3.4)
De meˆme, pour L un ope´rateur line´aire de´fini sur K[x], on dit que L est un analogue non commutatif
de L, si Π◦L est e´gal a` L◦Π. Comme les polynoˆmes de Gandhi sont obtenus a` l’aide de l’ope´rateur∆,
une fac¸on d’obtenir des polynoˆmes de Gandhi non commutatifs est de les construire a` partir
d’analogues non commutatifs de ∆. Ainsi, pour tout entier i, on de´finit l’ope´rateur Ti par :{
Ti(a∞) = a∞ + ai,
Ti(aj) = aj pour j dans N
∗,
et e´tendus aux mots par morphisme d’alge`bres. Pour tout entier positif i, on a en effet
T ◦Π = Π ◦Ti, (3.5)
ou` T (f)(x) = f(x+ 1). Puis on pose :
∆i = Ti − IdK〈A〉. (3.6)
Exemple 89. Pour w = a2a2a∞a4a∞a∞, on obtient :
∆6(w) = a2a2a6a4a∞a∞ + a2a2a∞a4a6a∞ + a2a2a∞a4a∞a6
+ a2a2a6a4a6a∞ + a2a2a∞a4a6a6 + a2a2a6a4a∞a6 + a2a2a6a4a6a6.
(3.7)
Pour un mot w, les termes apparaissant dans ∆i(w) sont exactement ceux obtenus en rem-
plac¸ant au moins un a∞ de w par ai. On de´finit alors les polynoˆmes de Gandhi non commutatifs
par : {
C1 = 1,
Cn+1 = ∆2n(Cna∞a∞) si n > 1.
(3.8)
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Exemple 90. En particulier, pour n = 2, 3 :
C2 = a2a2 + a2a∞ + a∞a2,
C3 = a2a2a4a4 + a2a2a∞a4 + a2a2a4a∞ + a2a4a4a4 + a2a∞a4a4
+ a2a4a∞a4 + a2a4a4a∞ + a2a4a∞a∞ + a2a∞a4a∞
+ a2a∞a∞a4 + a4a2a4a4 + a∞a2a4a4 + a4a2a∞a4
+ a4a2a4a∞ + a4a2a∞a∞ + a∞a2a4a∞ + a∞a2a∞a4.
(3.9)
Les polynoˆmes Cn sont des sommes de mots dont tous les coefficients sont e´gaux a` 1. Ainsi, en
les caracte´risant, nous en de´duisons une interpre´tation combinatoire en termes de mots ve´rifiant
une proprie´te´. Plusieurs constats peuvent alors eˆtre faits pour les e´le´ments de Cn :
— ils sont de longueur 2n−2 ;
— leurs indices sont pairs ou e´gaux a` ∞ ;
— tous les entiers de {2, 4, · · · , 2n−2} apparaissent en indice ;
— la position de leurs lettres est toujours infe´rieure a` l’indice de celles-ci.
Ces mots ne sont pas sans rappeler les pistolets surjectifs, classe combinatoire introduite par
Dumont dans ([D+74]) pour e´tudier les polynoˆmes de Gandhi.
De´finition 3.1.1. Un pistolet surjectif p de taille 2n est une application surjective de {1, 2, . . . , 2n}
sur {2, 4, . . . , 2n} telle que pour tout i dans {1, . . . , 2n}, p(i) ≥ i.
L’ensemble des pistolets surjectifs de taille 2n est note´ P2n. On repre´sente un e´le´ment p de P2n
sous la forme d’un mot w de longueur 2n, ou` la i-ie`me lettre de w est la valeur p(i).
Exemple 91. Le mot w = 226466 repre´sente le pistolet surjectif de taille 6 associant 1 a` 2, 2 a` 2, 3
a` 6, 4 a` 4, 5 a` 6 et 6 a` 6.
L’appellation pistolet provient d’une repre´sentation de ces mots sous la forme
X X X
X
X X
Repre´sentation graphique du pistolet surjectif p = 226466.
Explicitons alors le lien entre P2n et les mots pre´sents dans Cn. Soit I le plongement des
pistolets surjectifs vers les mots de´finis de la manie`re suivante. Pour p = p1 · · · p2n un pistolet de
taille 2n, le mot correspondant w = I(p) est obtenu par :
— suppression des deux dernie`res lettres de p ;
— substitution de pi par api si pi < 2n ;
— substitution de pi par a∞ sinon.
Exemple 92. Pour p = 22646688, on a
I(p) = a2a2a6a4a6a6. (3.10)
Si p = 22, alors I(p) = ǫ, le mot vide, et pour p = 28648688, on obtient
I(p) = a2a∞a6a4a∞a6. (3.11)
L’application I est injective : a` partir d’un mot image w = w1 · · ·w2n, on reconstitue le pistolet
correspondant en appliquant successivement les proce´de´s suivants :
1. lire les indices de w,
2. remplacer les ∞ par la lettre 2n+2,
3. rajouter deux fois la lettre 2n+2 au bout du mot.
On note p le mot I(p). Reste a` prouver que tout terme d’un Cn est associe´ a` un pistolet surjectif.
Proposition 3.1.2. Soit n ≥ 1. Alors :
Cn =
∑
p∈P2n
p (3.12)
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De´monstration. Par re´currence sur n. La proposition est bien ve´rifie´e au rang n = 1. Supposons
qu’elle est vraie au rang n ≥ 1. Par de´finition de Cn, on a :
Cn+1 = ∆2n(Cna∞a∞)
= ∆2n(
∑
p∈P2n
p a∞a∞)
=
∑
p∈P2n
∆2n(p a∞a∞).
(3.13)
Soit p dans P2n. Alors les e´le´ments de ∆2n(p a∞a∞) sont des mots associe´s a` des pistolets
surjectifs de longueur 2n+2. En effet, il s’agit de mots w = w1 · · ·w2n, tels que :
— wi = ap(i) si p(i) < 2n,
— wi = a2n ou a∞ sinon,
avec au moins un des wi e´gaux a` a2n. Ces mots correspondent donc a` des e´le´ments p
′ de P2n+2
tels que :
— p′(i) = p(i) si p(i) < 2n,
— p′(i) = 2n ou 2n+2, si p(i) = 2n.
Re´ciproquement, pour un pistolet surjectif p′ de la forme pre´ce´dente, le mot p′ est bien un terme
de ∆2n(p a∞a∞). Pour p dans P2n, notons alors
Dp :=
{
p′ ∈ P2n+2 | p′(i) = p(i) si i < 2n+1 et p(i) < 2n,
p′(i) = 2n ou 2n+2 sinon
}
, (3.14)
il s’agit donc des pistolets en bijection avec les mots de ∆(p a∞a∞).
De plus,
P2n+2 = ⊔p∈P2nDp. (3.15)
En effet, soit p′ dans P2n+2. En supprimant les deux dernie`res lettres, et en remplac¸ant les 2n+2
par des 2n, on obtient un pistolet surjectif p de taille 2n tel que p′ ∈ Dp. D’ou` :
P2n+2 = ∪p∈P2nDp. (3.16)
Si p et p′ sont deux pistolets surjectifs diffe´rents de taille 2n, il existe un i tel que p(i) 6= p′(i). Par
syme´trie, on peut supposer que p(i) < p′(i) ≤ 2n. Alors pour tout q dans Dp,
q(i) = p(i), (3.17)
et pour q′ dans Dp′ ,
q′(i) ≥ p′(i). (3.18)
En particulier, q(i) < q′(i). Il en re´sulte que Dp ∩ Dp′ est vide. Par suite,
Cn+1 =
∑
p∈P2n
∆2n(p a∞a∞)
=
∑
p∈P2n
∑
p′∈Dp
p′
=
∑
p∈P2n+2
p.
(3.19)
Corollaire 3.1.3. [D+74] Soit n ≥ 1. Alors :
Cn =
∑
p∈P2n
xmax(p), (3.20)
ou` max(p) est le nombre de maximum de p plus petit que 2n−2. On rappelle que dans ce contexte,
un maximum est une position i pour laquelle pour tout j dans {1, · · · , 2n}, p(i) est supe´rieur ou
e´gal a` p(j).
De´monstration. Nous savons que
Π (Cn) = Cn. (3.21)
Or, Π(w) compte les occurrences de la lettre a∞ dans un mot w apparaissant dans Cn. Mais il
s’agit aussi du nombre de positions i infe´rieures a` 2n−2, ou` p(i) est maximal, ou` p est le pistolet
correspondant a` w. Par suite,
Cn =
∑
p∈P2n
xmax(p). (3.22)
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3.1.2 Les polynoˆmes de Dumont-Foata
Dumont et Foata ont de´fini dans [DF76] une ge´ne´ralisation des polynoˆmes de Gandhi et
montrent que ces polynoˆmes comptent diverses statistiques sur les pistolets surjectifs. Puis, Han
trouve une autre statistique apparaissant naturellement dans ces polynoˆmes, sa me´thode permet-
tant de retrouver les statistiques de Dumont et Foata ([Han96]). Montrons qu’avec l’approche non
commutative, il est aussi possible de retrouver ces re´sultats.
De´finition 3.1.4. Les polynoˆmes de Dumont-Foata sont de´finis par re´currence :{
DF1(x, y, z) = 1
DFn+1(x, y, z) = DFn(x+ 1, y, z)(x+ z)(x+ y)−DFn(x, y, z)x2, si n ≥ 1. (3.23)
Comme DFn(1, 1, 1) = #P2n, les variables x, y et z comptent des statistiques sur les pistolets
surjectifs.
Exemple 93. Pour n = 2, 3, on a :
DF2 = xy + yz + zx,
DF3 = x
2y2 + x2z2 + y2z2 + 2x2yz + 2xy2z + 2xyz2
+x2y + x2z + xy2 + xz2 + y2z + yz2 + 2xyz.
(3.24)
Remarque 29. Ces polynoˆmes e´tant un raffinement des polynoˆmes de Gandhi, pour trouver les sta-
tistiques correspondant a` y et z, une des approches est de chercher une ge´ne´ralisation des (Cn)n∈N
se projetant sur les (DFn)n∈N.
De´finition 3.1.5. On de´finit les polynoˆmes de Dumont-Foata non commutatifs par :{ DF1 = 1
DFn+1 = T2n(DFn)(a∞ + za2n)(a∞ + ya2n)−DFna∞a∞, si n ≥ 1. (3.25)
Exemple 94. Pour n = 2, 3, nous obtenons :
DF2 = yz · a2a2 + z · a2a∞ + y · a∞a2,
DF3 = y2z2 · a2a2a4a4 + y2z · a2a2a∞a4 + yz2 · a2a2a4a∞
+ yz2 · a2a4a4a4 + yz2 · a2a∞a4a4 + yz · a2a4a∞a4 + z2 · a2a4a4a∞
+ z · a2a4a∞a∞ + z2 · a2a∞a4a∞ + yz · a2a∞a∞a4
+ y2z · a4a2a4a4 + y2z · a∞a2a4a4 + y2 · a4a2a∞a4 + yz · a4a2a4a∞
+ y · a4a2a∞a∞ + yz · a∞a2a4a∞ + y2 · a∞a2a∞a4.
(3.26)
Remarque 30. Un des obstacles dans la recherche de statistiques sur une classe combinatoire est
de trouver la re´partition des parame`tres sur les objets. Dans notre contexte, la connaissance des
polynoˆmesDFn seuls donne quelques conditions pour “attacher” un monoˆme a` un pistolet surjectif,
mais le proble`me n’e´tant pas assez contraint, de´terminer les bonnes statistiques peut alors s’ave´rer
complique´. Graˆce au formalisme non commutatif, cette e´tape n’a pas lieu. En effet, nous constatons
que le coefficient d’un mot de DFn est un monoˆme en y et z. Nous savons donc associer a` un pistolet
ses statistiques en y et z. Il reste alors a` poser une “bonne” de´finition pour ces dernie`res. Nous
savons que les mots de DFn sont de longueur 2n−2. Ainsi, pour les mots de DFn+1, le parame`tre y
(resp. z) est incre´mente´ de 1 si a2n est en position 2n (resp. 2n−1). Nous retrouvons alors les points
fixes introduits par Dumont et Foata, et les points surfixes de´finis par Han.
De´finition 3.1.6. Soit p un pistolet surjectif de taille 2n. Une position i est :
— un point fixe si p(i) = i,
— un point surfixe si p(i) = i+ 1,
Si p est de taille 2n, on note fix(p) (resp. surfix(p)) le nombre de points fixes (resp. surfixes) de p
plus petit que 2n−2.
Exemple 95. Pour p = 42468688, les positions 2 et 6 sont des points fixes, 3 est un point surfixe.
On a donc : fix(p) = 2, surfix(p) = 1.
The´ore`me 3.1.7. ([Han96]) Les polynoˆmes de Dumont-Foata admettent comme interpre´tation
combinatoire
DFn(x, y, z) =
∑
p∈P2n
xmax(p)yfix(p)zsurfix(p). (3.27)
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Dans la suite, nous allons montrer que le the´ore`me 3.1.7 de´coule de la de´finition des (DFn)n≥1,
un analogue non commutatif de la suite (DFn)n≥1.
Proposition 3.1.8. Soit n ≥ 1. Alors on a :
DFn =
∑
p∈P2n
yfix(p)zsurfix(p)p. (3.28)
De´monstration. Par re´currence sur n. C’est vrai pour n = 1. Supposons la proprie´te´ vraie pour les
entiers n ≥ 1. Par de´finition de DFn+1, on a :
DFn+1 = T2n(DFn)(a∞ + za2n)(a∞ + ya2n)−DFna∞a∞
= ∆2n(DFn)a∞a∞ + zT2n(DFn)a2na∞
+ yT2n(DFn)a∞a2n + yzT2n(DFn)a2na2n.
(3.29)
Par hypothe`se de re´currence et line´arite´ des ope´rateurs :
DFn+1 =
∑
p∈P2n
(
yfix(p)zsurfix(p)∆2n(p)a∞a∞ + y
fix(p)zsurfix(p)+1T2n(p)a2na∞
)
+
∑
p∈P2n
(
yfix(p)+1zsurfix(p)T2n(p)a∞a2n + y
fix(p)+1zsurfix(p)+1T2n(p)a2na2n
)
.
(3.30)
E´tudions alors chacun de ces quatre termes pour p dans P2n.
— les pistolets surjectifs p′ correspondant aux ∆2n(p)a∞a∞ sont les e´le´ments p
′ de Dp tels
que p′(2n−1) = p′(2n) = 2n+2. Comme ces e´le´ments ont exactement les meˆmes points fixes
et surfixes que p, il vient :
∆2n(y
fix(p)zsurfix(p)p)a∞a∞ =
∑
p′ ∈ Dp,
p′(2n−1) = 2n+2,
p′(2n) = 2n+2
yfix(p
′)zsurfix(p
′)p′. (3.31)
— les pistolets surjectifs p′ associe´s aux mots de T2n(p)a∞a2n sont les e´le´ments p
′ dans Dp
tels que p′(2n−1) = 2n, et p′(2n) = 2n+2. Dans ce cas, les e´le´ments p′ ont exactement un
point fixe de plus que p. Donc :
yT2n(y
fix(p)zsurfix(p)p)a∞a2n =
∑
p′ ∈ Dp,
p′(2n−1) = 2n+2,
p′(2n) = 2n
yfix(p
′)zsurfix(p
′)p′. (3.32)
— Les pistolets surjectifs p′ associe´s aux mots apparaissant dans T2n(p)a2na∞ sont dans Dp,
et ve´rifient p′(2n−1) = 2n et p′(2n) = 2n+2. Ils ont alors un point surfixe de plus que p.
D’ou` :
zT2n(y
fix(p)zsurfix(p)p)a2na∞ =
∑
p′ ∈ Dp,
p′(2n−1) = 2n,
p′(2n) = 2n+2
yfix(p
′)zsurfix(p
′)p′. (3.33)
— Les pistolets surjectifs p′ associe´s aux mots apparaissant dans T2n(p)a2na2n sont dans Dp,
et ve´rifient p′(2n−1) = 2n et p′(2n) = 2n. Ils ont donc un point fixe et un point surfixe de
plus que p. Il en re´sulte que
yzT2n(y
fix(p)zsurfix(p)p)a2na2n =
∑
p′ ∈ Dp,
p′(2n−1) = 2n,
p′(2n) = 2n
yfix(p
′)zsurfix(p
′)p′. (3.34)
En sommant les e´quations (3.31), (3.32), (3.33), (3.34), on obtient :∑
p′∈Dp
yfix(p
′)zsurfix(p
′)p′ = ∆2n(y
fix(p)zsurfix(p)p)a∞a∞ + yT2n(y
fix(p)zsurfix(p)p)a∞a2n
+zT2n(y
fix(p)zsurfix(p)p)a2na∞ + yzT2n(y
fix(p)zsurfix(p)p)a2na2n.
(3.35)
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Par hypothe`se de re´currence, par l’e´galite´ pre´ce´dente et l’e´galite´ entre les ensembles P2n+2
et ⊔p∈P2nDp, on en de´duit que :
DFn+1 =
∑
p∈P2n+2
yfix(p)zsurfix(p)p. (3.36)
Le nombre de a∞ dans p e´tant e´gal a` max(p), on retrouve le the´ore`me 3.1.7 en appliquant Π
a` l’identite´ (3.28).
Historiquement, cette interpre´tation combinatoire de Han n’est pas la premie`re. En effet, Du-
mont et Foata dans [DF76] proposent une autre interpre´tation a` l’aide d’une autre statistique.
De´finition 3.1.9. Une saillance est une position i telle que pour j < i, on a p(j)< p(i), et p(i)
n’est pas une valeur maximale.
Le nombre de saillances d’un e´le´ment p de P2n est note´ sai(p).
The´ore`me 3.1.10. ([DF76]) Soit n ≥ 1. Alors :
DFn =
∑
p∈P2n
xmax(p)ysai(p)zfix(p). (3.37)
Constatons que le rele`vement non commutatif (DFn)n≥1 ne se projette pas naturellement
sur cette interpre´tation. Montrons que l’on peut tout de meˆme modifier ces polynoˆmes a` l’aide
d’ope´rateurs de syme´tries pour retrouver le the´ore`me 3.1.10.
De´finition 3.1.11. Soit i un entier, et w = w1 · · ·wn un mot. Soit j (s’il existe) le premier entier
tel que wj = a∞ ou ai. La syme´trie Si sur K〈A〉 est de´finie comme suit :
Si(w) =
{
w1 · · ·wj−1wn−1wj+1 · · ·wn−2wjwn si j existe,
w sinon.
(3.38)
Exemple 96. Pour w = a2a6a4a∞a∞a6, on a S6(w) = a2a∞a4a∞a6a6.
De´finition 3.1.12. Les seconds polynoˆmes de Dumont-Foata non commutatifs sont de´finis par :{ DF ′1 = 1
DF ′n+1 = S2n
(
T2n(DF ′n)(a∞ + ya2n)(a∞ + za2n)
)−DF ′na∞a∞, si n ≥ 1. (3.39)
Exemple 97. Pour n = 2, 3, nous obtenons :
DF ′2 = yz · a2a2 + y · a2a∞ + z · a∞a2
DF ′3 = y2z2 · a2a2a4a4 + yz2 · a2a2a∞a4 + y2z · a2a2a4a∞
+ y2z · a2a4a4a4 + yz · a2a∞a4a4 + y2z · a2a4a∞a4 + y2 · a2a4a4a∞
+ y2 · a2a4a∞a∞ + y · a2a∞a4a∞ + yz · a2a∞a∞a4
+ yz2 · a4a2a4a4 + z2 · a∞a2a4a4 + yz2 · a4a2a∞a4 + yz · a4a2a4a∞
+ yz · a4a2a∞a∞ + z · a∞a2a4a∞ + z2 · a∞a2a∞a4.
(3.40)
Proposition 3.1.13. Soit n ≥ 1, on a alors :
DF ′n =
∑
p∈P2n
ysai(p)zfix(p)p. (3.41)
De´monstration. Par re´currence sur n. La proposition est vraie pour n = 1. Supposons qu’elle est
vraie pour n ≥ 1. Par de´finition des polynoˆmes DF ′n,
DF ′n+1 = S2n
(
T2n(DF ′n)(a∞ + ya2n)(a∞ + za2n)
)−DF ′na∞a∞. (3.42)
La lettre a2n n’e´tant pas pre´sente dans les mots de DF ′na∞a∞, ce dernier est donc invariant
par S2n. Ainsi :
DF ′n+1 = S2n
(
T2n(DF ′n)(a∞ + ya2n)(a∞ + za2n)−DF ′na∞a∞
)
. (3.43)
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Par line´arite´, on en de´duit qu’il suffit de se fixer un pistolet surjectif p de taille 2n. Posons
H(p) := S2n
(
ysai(p)zfix(p)T2n(p)(a∞ + ya2n)(a∞ + za2n)− ysai(p)zfix(p)p a∞a∞
)
. (3.44)
Si p = ua∞v, avec u sans a∞ et de taille i, alors :
H(p) = ysai(p)zfix(p)u(a∞ + ya2n)T2n(va∞)(a∞ + za2n)− ysai(p)zfix(p)p a∞a∞. (3.45)
Par suite,
H(p) = ysai(p)zfix(p)u
(
a∞∆2n(va∞)a∞ + ya2nT2n(va∞)a∞
+ za∞T2n(va∞)a2n + yza2nT2n(va∞)a2n
) (3.46)
Les quatre termes de la somme correspondent en fait a` une partition de Dp en quatre ensembles,
suivant que la valeur de wi+1 et de w2n valent a2n ou a2n+2. De plus, u ne contenant pas de a∞,
toutes les lettres de u sont strictement plus petites que la lettre wi+1. En particulier, un nouveau
facteur y apparaˆıt si et seulement si i+1 est une saillance. De meˆme, un nouveau facteur en z
apparaˆıt si et seulement si 2n est point fixe. Par suite :
H(p) =
∑
p′∈Dp
ysai(p
′)zfix(p
′)p′. (3.47)
Si p n’a pas de a∞, il ne contient pas de a2n, il en de´coule que
H(p) = ysai(p)zfix(p)p (y · a2na∞ + z · a2na∞ + yz · a2na2n) . (3.48)
En particulier,
H(p) =
∑
p′∈Dp
ysai(p
′)zfix(p
′)p′. (3.49)
Ainsi, par hypothe`se de re´currence, les constats pre´ce´dents et l’e´galite´ ⊔p∈P2nDp = P2n+2, on en
de´duit la proposition.
En appliquant Π a` (3.41), nous retrouvons le the´ore`me 3.1.10.
3.1.3 Une ge´ne´ralisation a` six parame`tres
Dans [Dum95], Dumont propose une ge´ne´ralisation a` six parame`tres et quelques conjectures la
concernant. Inde´pendamment, Zeng dans [Zen96] et Randrianarivony dans [Ran94] prouvent ces
conjectures. Dans cette section, on retrouve la relation de re´currence ve´rifie´e par cette famille de
polynoˆmes.
De´finition 3.1.14. Soit p un pistolet surjectif de taille 2n. Alors la position i est :
— un point fixe double si p(i) = i et s’il existe j 6= i ou` p(j) = i,
— un point fixe non double´ si p(i) = i et i n’est pas double,
— un point surfixe double´ si p(i) = i+ 1 et s’il existe j 6= i ou` p(j) = i+ 1,
— un point surfixe non double´ si p(i) = i+ 1 et i n’est pas double,
— un maximal pair si i est pair et p(i) = 2n,
— un maximal impair si i est impair et p(i) = 2n.
On note respectivement par dfix(p), ndfix(p), dsurfix(p), ndsurfix(p), emax(p) et omax(p) le
nombre de points fixes doubles, points fixes non double´s, points surfixes double´s, points surfixes
non double´s, points maximaux pairs, points maximaux impairs plus petits que 2n−2.
Exemple 98. Si p = 24846888, alors nous avons :
dfix(p) = 1 ndfix(p) = 1 dsurfix(p) = 0
ndsurfix(p) = 1 emax(p) = 1 omax(p) = 1.
De´finition 3.1.15. Soit n un entier positif. Les polynoˆmes de Dumont sont de´finis par :
Γn(x, y, z, x, y, z) =
∑
p∈P2n
xemax(p)ydfix(p)zdsurfix(p)xomax(p)yndfix(p)zndsurfix(p). (3.50)
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Zeng et Randrianarivony ont montre´ que (Γn) ve´rifient la relation de re´currence :
Γ1 = 1
Γn+1(x, y, z, x, y, z) = Γn(x+ 1, y, z, x+ 1, y, z)(z + x)(y + x)
−Γn(x, y, z, x, y, z) (x (y − y) + (z − z)x+ xx) .
(3.51)
De nouveau, on peut utiliser le formalisme non commutatif pour retrouver cette re´currence. Dans
ce cas, on se donne un alphabet le´ge`rement diffe´rent : on prendra A = {ai, i ∈ N∗}∪{a∞, b∞}. La
projection Π envoie ai sur 1, a∞ et b∞ respectivement sur x et x, et on e´tend Ti en envoyant b∞
sur (b∞+ ai). De meˆme, on modifie le´ge`rement l’application i : un maximum impair correspondra
a` b∞.
Exemple 99. Pour p = 24846888, on a p e´gal a` a2a4b∞a4a6a∞.
De´finissons f2n, une application sur les mots par :
f2n(w) = T2n(w)(b∞ + za2n)(a∞ + ya2n)− w ((y − y) a∞a2n + (z − z)b∞a2n + b∞a∞) . (3.52)
De´finition 3.1.16. Un analogue non commutatif de (Γn)n≥1 est alors de´fini par :{
Γ1 = 1
Γn+1 = f2n (Γn) si n ≥ 1. (3.53)
Exemple 100. Pour n = 2, 3 on obtient :
Γ2 = yz · a2a2 + z · a2a∞ + y · a∞a2,
Γ3 = y
2z2 · a2a2a4a4 + yyz · a2a2a∞a4 + yzz · a2a2a4a∞
+ yzz · a2a4a4a4 + yzz · a2a∞a4a4 + yz · a2a4a∞a4 + yzz · a2a4a4a∞
+ yz · a2a4a∞a∞ + y2 · a2a∞a4a∞ + yz · a2a∞a∞a4
+ yyz · a4a2a4a4 + yyz · a∞a2a4a4 + yy · a4a2a∞a4 + yz · a4a2a4a∞
+ y · a4a2a∞a∞ + yz · a∞a2a4a∞ + y2 · a∞a2a∞a4.
(3.54)
Proposition 3.1.17. Pour n ≥ 1,
Γn =
∑
p∈P2n
ydfix(p)yndfix(p)zdsurfix(p)zndsurfix(p)p. (3.55)
De´monstration. Par re´currence sur n. La proposition est vraie pour n = 1. Supposons-la vraie
pour n ≥ 1. En utilisant l’e´galite´ T2n = Id+∆2n, on a :
f2n(w) = ∆2n(w)b∞a∞ + ywb∞a2n + zwa2na∞
+ y∆2n(w)b∞a2n + z∆2n(w)a2nb∞ + yz∆2n(w)a2na2n.
(3.56)
De nouveau, par line´arite´ de f2n, il suffit de restreindre l’e´tude a` un pistolet p de taille 2n. En
utilisant l’inverse de i, on en de´duit que les six termes de f2n(p) correspondent a` une partition Dp
en six ensembles (e´ventuellement vides), suivant que les positions 2n−1 et 2n soient des points
surfixes (non) double´s ou non, des points fixes (non) double´s ou non. Si p′ est dans f2n(p), son
coefficient est de la forme yaybzczd, avec a, b, c, d e´gaux a` 1 ou 0, suivant que 2n soit un point fixe
double ou non, un point fixe non double´ ou non, et que 2n−1 soit un point surfixe double´ ou non,
un point surfixe non double´ ou non. D’ou` :
f2n
(
ydfix(p)yndfix(p)zdsurfix(p)zndsurfix(p)p
)
=
∑
p′∈Dp
ydfix(p
′)yndfix(p
′)zdsurfix(p
′)zndsurfix(p
′)p′. (3.57)
Par les meˆmes arguments que pre´ce´demment, on en de´duit l’identite´ (3.55).
De nouveau, en appliquant Π a` (3.55), on retrouve la relation de re´currence ve´rifie´e par la
famille de polynoˆmes a` six parame`tres. En effet, pour un pistolet surjectif p donne´, le nombre
d’occurrences de a∞ (resp. b∞) dans p est e´gal a` emax(p) (resp. omax(p)).
Dans les ge´ne´ralisations pre´ce´dentes des polynoˆmes de Gandhi, on ajoutait un nouveau pa-
rame`tre dans la relation de re´currence. Une autre fac¸on inte´ressante d’obtenir un raffinement, est
de conside´rer des q-analogues. Les polynoˆmes de Gandhi e´tant de´finis graˆce a` la diffe´rence finie,
il est naturel de remplacer cet ope´rateur par un de ses q-analogues. Ainsi, dans [HZ99], Han et
Zeng donnent un q-analogue de (Cn)n≥1 et en trouvent une interpre´tation combinatoire. Dans la
section suivante, graˆce a` la me´thode non commutative, d’autres interpre´tations combinatoires de
ce q-analogue sont obtenues.
92 CHAPITRE 3. INTERPRE´TATIONS COMBINATOIRES DE CALCULS ALGE´BRIQUES
3.2 Un q-analogue des polynoˆmes de Gandhi
Dans cette section, l’alphabet conside´re´ est A = {ai, i ∈ N∗}∪{a∞}, et la projection Π envoie ai
sur 1, a∞ sur x.
3.2.1 Un q-analogue de l’ope´rateur de diffe´rence finie
On de´finit ∆q le q-analogue de l’ope´rateur de diffe´rence finie par :
∆q(f)(x) =
f(xq + 1)− f(x)
1 + (q − 1)x . (3.58)
Exemple 101. Pour f(x) = xn, on a :
∆q(f)(x) =
(xq+1)n−xn
1+(q−1)x =
(1+qx−x)(
∑n−1
k=0(1+qx)
kxn−1−k)
1+(q−1)x ,
=
∑n−1
k=0(1 + qx)
kxn−1−k.
(3.59)
En de´veloppant (1 + qx)k puis en regroupant par puissances de x, on obtient :
∆q(f)(x) =
n−1∑
i=0
(
n−1∑
k=i
(
k
i
)
qk−i
)
xn−1−i. (3.60)
3.2.2 La q-projection et les q-polynoˆmes de Gandhi
De´finition 3.2.1. On de´finit les q-polynoˆmes de Gandhi par{
C1(x, q) = 1,
Cn+1(x, q) = ∆q(Cnx
2) si n ≥ 1. (3.61)
Exemple 102. Pour n = 2, 3, on a :
C2 = (q + 1)x+ 1,
C3 =
(
q3 + 2q2 + 2q + 1
)
x2 +
(
2q2 + 4q + 2
)
x+ q + 2.
(3.62)
Les polynoˆmes de Gandhi non commutatifs e´tant de´ja` construits, obtenir une interpre´tation
combinatoire de Cn revient a` trouver une q-version Πq de Π. Autrement dit, on cherche Πq
ve´rifiant Πq(Cn) = Cn. Par line´arite´ et re´currence, le proble`me se re´duit a` de´terminer une ap-
plication line´aire Πq telle que pour tout pistolet surjectif p, on ait
Πq ◦∆2n(pa∞a∞) = ∆q
(
Πq(p)x
2
)
. (3.63)
Il suffit donc de de´finir Πq sur les mots w de la forme p ou de la forme pa∞a∞. Pour un pistolet
surjectif p, nous avons vu que ∆2n(pa∞a∞) est naturellement en bijection avec Dp. Ainsi, nous
de´terminons d’abord Πq sur cet ensemble, puis celle-ci est e´tendue par re´union a` P2n. On cherche
donc Πq et une statistique stat sur les pistolets surjectifs tels que :
Πq(p) = q
stat(p)Π(p),
Πq(pa∞a∞) = q
stat(p)Π(p)x2.
(3.64)
Pour trouver stat, on raisonne par analyse et synthe`se : les e´quations (3.63) et (3.64) imposent
a` stat des conditions. Mais a` ce stade, les contraintes ne sont pas suffisantes pour aboutir a` une
solution. Pour en exhiber une, notre me´thode consiste a` rajouter des hypothe`ses raisonnables
ajoutant de la structure au proble`me. Ainsi, dans la construction des polynoˆmes de Gandhi non
commutatifs, a` l’e´tape n, seules les lettres a2n et a∞ interviennent dans la relation de re´currence.
On peut donc essayer de chercher une statistique sous la forme particulie`re :
stat(p) =
n∑
i=1
stat(p, 2i). (3.65)
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Exemple 103. Dans le cas particulier n = 2, on a C2 = (q+1)x+1. Les re´partitions des parame`tres q
et x sur les pistolets de taille 4 sont donc
x 1
1 2444 2244
q 4244
ou
x 1
1 4244 2244
q 2444
.
Le premier cas sera relie´ aux inversions spe´ciales, et le second aux non-inversions spe´ciales.
Il est a` noter que les inversions spe´ciales ont e´te´ introduites dans un autre contexte par Novelli,
Thibon et Williams dans [NTW10], statistique tre`s proche de celle de Han et Zeng ([HZ99]).
Remarque 31. A` la diffe´rence du cas classique, la “rigidite´” des polynoˆmes non commutatifs n’a pas
e´te´ suffisante pour aboutir a` une unique solution. Pour trouver stat, il a fallu “deviner” comment
re´partir le parame`tre q dans une classe de la forme Dp.
De´finition 3.2.2. Par convention, pour j > i, on conside`re que aj > ai. Soit w un mot de taille 2n
contenant les lettres a2, · · · , a2n−2. Soient j2, · · · , j2n−2 les positions des dernie`res occurrences
de a2, . . . , a2n−2. Une inversion spe´ciale de w est une paire (i, j) avec i < j telle que j est un des jk
et wi > wj . On note sinv(w, aj) le nombre d’inversions spe´ciales de w relatives a` la lettre aj , et
par sinv(w) le nombre d’inversions spe´ciales de w.
Abusivement, pour un pistolet p, on confond les valeurs sinv(p, 2i) et sinv(p, a2i). Il en est de
meˆme pour sinv(p) et sinv(p).
Exemple 104. Si w = a2a∞a6a4a6, on a sinv(w, a2) = 0, sinv(w, a4) = 2, sinv(w, a6) = 1,
et sinv(w) = 3.
De´finition 3.2.3. Soit p un pistolet surjectif. On pose :
Πq(p) = q
sinv(p)Π(p) = qsinv(p)xmax(p),
Πq(p a∞a∞) = q
sinv(p)Π(p a∞a∞) = q
sinv(p)xmax(p)+2.
(3.66)
The´ore`me 3.2.4. Pour stat = sinv, on a :
Πq(Cn) = Cn. (3.67)
Prouvons d’abord le lemme suivant :
Lemme 3.2.5. Soit p un pistolet surjectif de taille 2n, et l le nombre de a∞ dans w = p a∞a∞.
On a alors Π(p a∞a∞) = x
l. De plus, les e´galite´s suivantes sont ve´rifie´es :
∆q(Π(w)) =
l−1∑
i=0
(
l−1∑
k=i
(
k
i
)
qk−i
)
xl−1−i, (3.68)
et
Π

 ∑
p′∈Dp
qsinv(p
′,a2n)p′

 = l−1∑
i=0
(
l−1∑
k=i
(
k
i
)
qk−i
)
xl−1−i. (3.69)
De´monstration. Partons du membre gauche de (3.69). Commenc¸ons par regrouper les e´le´ments de
Dp suivant leur nombre d’occurrences de a∞ et de sinv(. , a2n). Pour p′ dont l−i− 1 lettres sont
e´gales a` a∞, la valeur de sinv(p
′, a2n) est entre 0 et l−i− 1. Donc,
∑
p′∈Dp
qsinv(p
′,a2n)p′ =
l−1∑
i=0
l−1∑
k=i
∑
p′ ∈ Dp
|p′|a∞ = l − 1− i
sinv(p′, a2n) = k − i
qk−ip′, (3.70)
ou` |p′|a∞ est le nombre de a∞ dans p′.
De´terminons le cardinal d’une classe. Deux pistolets surjectifs p′ et p” sont dans la meˆme classe
si et seulement si :
|p′|a∞ = |p”|a∞ = k, (3.71)
et
sinv(p′, a2n) = sinv(p”, a2n) = j. (3.72)
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Or, dans p′ et p” seule la lettre a∞ est plus grande que a2n. En posant
E := {n1, · · · , nl}, (3.73)
l’ensemble des positions des a∞ dans w, on en de´duit que la position de la dernie`re occurrence
de a2n dans p
′ et p” est la meˆme et est e´gale a` nj+l−k, car l−k est le nombre d’occurrences de a2n
dans p′ et p”.
Pour les e´le´ments p′ tels que :
|p′|a∞ = l − i− 1, (3.74)
et
sinv(p′, a2n) = k − i, (3.75)
il en re´sulte que la position de la dernie`re occurrence de a2n est nl+k−i−(l−i−1) = nk+1. A` gauche
de la position nk+1, nous avons k−i lettres exactement e´gales a` a∞ car
sinv(p′, a2n) = k − i, (3.76)
et les i autres lettres e´gales a` a2n. Il en re´sulte que cette classe contient exactement
(
k
i
)
e´le´ments.
En appliquant Π a` (3.70), on obtient (3.69).
La de´monstration du the´ore`me 3.2.4 en de´coule alors.
De´monstration. Par re´currence sur n. Pour n = 1, le the´ore`me est vrai. On le suppose vrai au
rang n. On a donc :
Cn =
∑
p∈P2n
qsinv(p)Π(p). (3.77)
D’ou` :
Cnx
2 =
∑
p∈P2n
qsinv(p)Π(pa∞a∞). (3.78)
En appliquant ∆q, on obtient :
Cn+1 =
∑
p∈P2n
qsinv(p)
∑
p′∈Dp
qsinv(p
′,a2n)Π(p′) . (3.79)
Comme sinv(p′) = sinv(p) + sinv(p′, 2n), on en de´duit
Cn+1 =
∑
p∈P2n
∑
p′∈Dp
qsinv(p
′)Π(p′) . (3.80)
De plus, ⊔p∈P2nDp = P2n+2, et Πq(p′) = qsinv(p)Π(p). On en conclut que
Cn+1 =
∑
p∈P2n+2
qsinv(p
′)Π(p′) = Πq(Cn+1). (3.81)
Dans [HZ99], Han et Zeng ont de´fini une autre ge´ne´ralisation des q-analogues des polynoˆmes
de Gandhi :
Dn+1(x) =
{
1 si n = 0,
∆q(Dn(x)x
2) + (y − 1)Dn(x)x si n ≥ 1,
(3.82)
et donnent une interpre´tation combinatoire de ces polynoˆmes. Nous allons de nouveau aborder
cette famille de polynoˆmes, et ainsi exhiber une nouvelle interpre´tation de ce q-analogue.
De´finition 3.2.6. Soit w un mot sur l’alphabet {a1, · · · , an}. Une non-inversion spe´ciale est un
couple (i, j) tel que i < j ≤ k, et wi < wj , ou` wi = ak, et i est la position de la premie`re occurrence
de ak. Le nombre de non-inversions spe´ciales de w est note´ snv(w) et snv(w, ak) est le nombre de
non-inversions spe´ciales de la forme (i, j), ou` wi est la premie`re occurrence de ak.
Exemple 105. Pour w = a4a2a6a4a∞a6, on a snv(w, a2) = 0, snv(w, a4) = 1, snv(w, a6) = 1,
et snv(w) = 2.
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De la meˆme fac¸on que dans le the´ore`me 3.2.4, on a :
The´ore`me 3.2.7.
Π′q

 ∑
p∈P2n
yndfix(p)p

 = Dn(x), (3.83)
ou` Π′q(p) = q
snv(p)Π(p).
Remarque 32. Notons quelques analogies avec la statistique des inversions spe´ciales. En effet,
celles-ci se de´finissent a` partir de la dernie`re occurrence d’une valeur, tandis que les non-inversions
spe´ciales sont construites a` partir de la premie`re occurrence d’une valeur. Mais un mot “grandis-
sant” par la droite, pour avoir une analogie totale, il faut “tronquer” ces non-inversions. Ainsi,
la de´monstration sera similaire : on montre un lemme reliant les non-inversions spe´ciales relatives
a` la dernie`re lettre permettant de simplifier la de´monstration par re´currence, puis on montre le
the´ore`me.
Lemme 3.2.8. Soit p un pistolet surjectif de taille 2n, et l le nombre de a∞ dans w = p a∞a∞.
On a alors Π(p a∞a∞) = x
l.De plus, on a les e´galite´s suivantes :
∆q(Π(w)) =
l−1∑
i=0
(
l−1∑
k=i
(
k
i
)
qk−i
)
xl−1−i, (3.84)
et :
Π

 ∑
p′∈Dp
qsnv(p
′,a2n)p′

 = l−1∑
i=0
(
l−1∑
k=i
(
k
i
)
qk−i
)
xl−1−i. (3.85)
De´monstration. Partons du membre gauche de (3.85). Regroupons les pistolets par meˆme nombre
de maximum, et meˆme nombre de non-inversions spe´ciales.
Pour le mot w = pa∞a∞ posse´dant l lettres e´gales a` a∞, les e´le´ments de Dp en ont au plus l−1.
De plus, si un e´le´ment p′ posse`de k maximum, alors la valeur snv(p′, a2n) est comprise entre 0 et k.
Ainsi, en indexant diffe´remment, on obtient :
∑
p′∈Dp
qsnv(p
′,a2n)p′ =
l−1∑
i=0
l−1∑
k=i
∑
p′ ∈ Dp
|p′|a∞ = l − 1− i
snv(p′, a2n) = k − i
qk−ip′. (3.86)
Conside´rons une classe ou` r est le nombre de maximum, et j la valeur de snv(., a2n) de cette classe.
Posons :
E := {n1, · · · , nl}, (3.87)
l’ensemble des positions des a∞ dans w.
La seule lettre plus grande que a2n e´tant a∞, ces conditions imposent que la position de la
premie`re occurrence de a2n pour la classe correspondante est nr−j+1, car a` sa droite il y a l − r
lettres e´gales a` a2n et j lettres e´gales a` a∞. En prenant r= l−i−1 et j=k−i, nous obtenons que
la position de cette premie`re occurrence est nl−i−1−(k−i)+1 = nl−k. Ainsi, un e´le´ment d’une classe
est la donne´e d’un sous-ensemble de cardinal k−i de {nl−k+1, · · · , nl} correspondant aux positions
des a∞. Il en re´sulte que cette classe contient exactement
(
k
i
)
e´le´ments. En appliquant Π a` (3.86),
on retrouve bien (3.85).
La preuve du the´ore`me 3.2.7 s’en suit :
De´monstration. Par re´currence sur n. Pour n = 1, le the´ore`me 3.2.7 est vrai. On le suppose vrai
au rang n. Ainsi, on a :
Π′q

 ∑
p∈P2n
yndfix(p)p

 = Dn(x). (3.88)
Or,
Dn+1(x) = ∆q(Dn(x)x
2) + (y − 1)Dn(x)x. (3.89)
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Si on se place dans le monde non commutatif, on peut constater que
(y − 1)Dn(x)x = (y − 1)Πq

 ∑
p∈P2n
yndfix(p)pa∞a2n

 . (3.90)
De plus, par line´arite´ de Π, on a
∆q(Dn(x)x
2) = ∆q

 ∑
p∈P2n
qsnv(p)yndfix(p)Π(pa∞a∞)

 . (3.91)
Par line´arite´ de ∆q, on obtient
∆q(Dn(x)x
2) =
∑
p∈P2n
qsnv(p)yndfix(p)∆q (Π (pa∞a∞)) . (3.92)
En appliquant le lemme 3.2.8, on a donc
∆q(Dn(x)x
2) =
∑
p∈P2n
qsnv(p)yndfix(p)
∑
p′∈Dp
qsnv(p
′,a2n)Π(p′) . (3.93)
D’ou`,
∆q(Dn(x)x
2) =
∑
p∈P2n
∑
p′∈Dp
qsnv(p
′,a2n)qsnv(p)yndfix(p)Π(p′) . (3.94)
On remarque que snv(p′) = snv(p) + snv(p′, a2n). De plus, il existe un seul cas ou` les points fixes
non double´s augmentent de 1, celui pre´sente´ dans (3.90). Ainsi, en sommant (3.90) et (3.94), on
en de´duit que
Dn+1(x) =
∑
p∈P2n+2
Πq
(
yndfix(p)p
)
. (3.95)
Remarque 33. En spe´cialisant y a` 1, on retrouve une autre interpre´tation combinatoire du q-
analogue des polynoˆmes de Gandhi. Soulignons que dans les preuves pre´ce´dentes, pour le passage
de n a` n+1 dans la re´currence, seules les inversions ou non-inversions spe´ciales relatives a` la dernie`re
valeur ont e´te´ ne´cessaires. Ainsi, on pourrait de´finir des statistiques faisant intervenir les deux. Par
exemple, pour un pistolet surjectif p de taille 2n, en conside´rant
stat(p) =
⌊n2 ⌋∑
k=0
sinv(p, 4i+ 2) + snv(p, 4i), (3.96)
nous obtenons encore une interpre´tation combinatoire de ces q-analogues.
Remarque 34. Rappelons les statistiques de´finies par Han et Zeng pour ce proble`me.
De´finition 3.2.9. Soit p dans P2n. Notons respectivement k1, k2, · · · , kn les positions des premie`res
occurrences de 2, 4, · · · , 2n. Pour i dans {1, 2, · · · , 2n} on de´finit
dinv(p, i) = |{j|i < j, p(i) > p(j)}|, (3.97)
qui est le nombre d’inversions a` droite relatives a` i de p. On pose
den(p) :=
n∑
j=1
(kj + dinv(p, kj)) . (3.98)
Alors pour n ≥ 1,
Cn =
∑
p∈P2n
xmax(p)yndfix(p)qn
2−den(p). (3.99)
Leur de´finition e´tant assez proche des noˆtres, on peut alors se demander s’il existe une bijection
simple envoyant la statistique den sur snv, bijection a` priori encore non trouve´e.
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Nous avons releve´ dans une alge`bre combinatoire une suite de polynoˆmes de´finis a` l’aide d’un
ope´rateur line´aire. En posant :
L(P )(x) := ∆
(
P (x)x2
)
, (3.100)
Nous constatons que la se´rie
A(t) :=
∑
n≥0
Cnt
n (3.101)
est l’unique solution de l’e´quation fonctionnelle
Y = 1 + tL(Y ). (3.102)
Ainsi, nous obtenons une solution de cette e´quation dans l’alge`bre des se´ries formelles, sans in-
terpre´tation combinatoire. Or, le travail pre´ce´demment effectue´ permet d’obtenir un analogue non
commutatif L tel que :
A(t) =
∑
n≥0
Cnt
n (3.103)
soit l’unique solution de
Y = 1 + tL(Y ). (3.104)
A la diffe´rence de L, l’ope´rateur L fournit une me´thode pour construire les objets combinatoires
que sont les pistolets surjectifs. Ainsi, on pourrait se donner un autre rele`vement L′ de L qui serait
a` la base d’une autre classe combinatoire. Dans les cas favorables, une bijection de´coulerait des
proprie´te´s de L et L′.
Dans la prochaine partie, nous allons appliquer ce proce´de´ a` des familles d’objets compte´s
par les nombres d’Euler. L’alge`bre conside´re´e est FQSym, et les ope´rateurs de “construction”
sont Bmax et des variantes. Nous commenc¸ons par quelques rappels sur des proprie´te´s de Bmax,
puis nous donnons des exemples de bijections provenant d’e´quations fonctionnelles combinatoires.
Enfin, nous de´montrons quelques re´sultats classiques de la the´orie des polynoˆmes eule´riens du point
de vue des alge`bres non commutatives.
3.3 Combinatoire de l’application Bmax
3.3.1 A` propos du the´ore`me du point fixe de Picard
The´ore`me 3.3.1. Soit (E, d) un espace me´trique complet. Soit f une application contractante
de E dans E. Alors il existe un unique x tel que f(x) = x. De plus, pour tout x0 dans E, la
suite (fn(x0))n∈N converge vers x.
Il existe diverses ge´ne´ralisations de ce the´ore`me et ses conse´quences sont multiples : unicite´ des
solutions du proble`me de Cauchy-Lipschitz, the´ore`me d’inversion locale, me´thode d’approximation
de solutions... D’ailleurs, les e´quations ve´rifie´es par Tan et Sec sont des cas particuliers de ce
the´ore`me. En effet, rappelons la structure me´trique de FQSym. Soit P un e´le´ment de FQSym
P =
∑
σ∈S
aσGσ, (3.105)
sa valuation v(P ) est la longueur des permutations de plus petite taille telle que aσ soit non nulle.
Par convention, 0 est de valuation ∞.
Exemple 106. Pour P = 2G312 −G321 +G1423, on a v(P ) = 3.
La distance de deux e´le´ments de P et Q dans FQSym est alors de´finie par
d(P,Q) = 2−v(P−Q). (3.106)
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Il est aise´ de ve´rifier qu’en autorisant des combinaisons line´aires infinies de permutations avec
un nombre fini de termes en chaque degre´, nous obtenons le comple´te´ de FQSym pour la distance
ultrame´trique d. Enfin, l’application biline´aire Bmax augmentant strictement le degre´ global, on en
de´duit qu’elle est contractante. En effet, de fac¸on ge´ne´rale,
Proposition 3.3.2. Soit B une application biline´aire de FQSym2 dans FQSym, telle que
v (B(P,Q)) > v(P ) + v(Q). (3.107)
Alors l’application quadratique X 7−→ B(X,X) est contractante.
De´monstration. Soient P et Q dans FQSym. Alors on a :
B(P, P )−B(Q,Q) = B(P −Q,P ) +B(Q,P −Q). (3.108)
En passant a` la valuation, on en de´duit que
v (B(P, P )−B(Q,Q)) ≥ v(P −Q) + 1, (3.109)
ce qui se traduit par eˆtre contractante avec comme coefficient 12 .
Supposons que l’on cherche la solution d’une e´quation de la forme
X = X0 +B(X,X), (3.110)
avec B ve´rifiant les conditions de la proposition pre´ce´dente. On peut l’expliciter a` l’aide des arbres
binaires complets. Posons
X =
∑
T∈BTC
ev(T ). (3.111)
ou` ev(T ) peut eˆtre calculer de la fac¸on suivante :
— si T est une feuille, alors ev(T ) = X0,
— T a comme fils gauche T1 et comme fils droit T2 alors ev(T ) = B (ev(T1), ev(T2)).
Par calcul, on constate que X est solution de (3.110).
Exemple 107. En prenant,
X = G1 +Bmax(X,X), (3.112)
et en appliquant le re´sultat pre´ce´dent, il en vient que les permutations apparaissant dans X sont
exactement les permutations dont l’arbre de´croissant est complet, soit les permutations alternantes
impaires. Ainsi, on retrouve que Tan est solution de (3.112).
3.3.2 Proprie´te´s de Bmax
Cette application posse`de quelques proprie´te´s simples mais fondamentales : celles-ci vont per-
mettre d’obtenir des interpre´tations combinatoires de certaines e´quations fonctionnelles que l’on
pre´sentera dans le paragraphe 3.4.
Proposition 3.3.3. Soient σ, τ , σ′, τ ′ quatre permutations telles que :
Bmax(Gσ,Gτ ) = Bmax(Gσ′ ,Gτ ′).
Alors σ = σ′ et τ = τ ′. De plus, si Bmax(Gσ,Gτ ) 6= Bmax(Gσ′ ,Gτ ′), alors les ensembles corres-
pondant a` chacune de ces sommes sont disjoints.
De´monstration. En effet, d’une part les e´le´ments deBmax(Gσ,Gτ ) sont tous diffe´rents par construc-
tion, et d’autre part, si on prend un autre couple (Gσ′ ,Gτ ′), les termes de la sommeBmax(Gσ′ ,Gτ ′)
n’ont pas le meˆme standardise´ que ceux de Bmax(Gσ,Gτ ).
Proposition 3.3.4. Soit Bmax restreinte a` PBT ⊗ PBT. Alors l’image est incluse dans PBT.
De plus, on a :
Bmax(PT ,PT ′) = P •
T T’
. (3.113)
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De´monstration. Soient T et T ′ deux arbres binaires, σ et τ deux permutations telles que dec(σ)
est de forme T et que dec(τ) est de forme T ′. Alors,
Bmax(Gσ,Gτ ) =
∑
γ=u(n+m+1)v
std(u)=σ, std(v)=τ
Gγ . (3.114)
Comme γ = u(n+m+ 1)v avec std(u) = σ et std(v) = τ , il en re´sulte que dec(γ) est de la forme
•
dec(u) dec(v)
.
Or, std(u) = σ, et std(v) = τ , on en de´duit que dec(u) est de forme T , et que dec(v) est de
forme T ′. Ainsi, dec(γ) est de la forme
•
T T’ .
Re´ciproquement, soit γ ayant comme arbre de´croissant
•
T T’ .
Donc γ est de la forme u(n + m + 1)v, avec dec(u) ∼ T , et dec(v) ∼ T ′. D’ou`, std(u) = σ
(respectivement std(v) = τ) avec dec(σ) ∼ T (resp. dec(τ) ∼ T ′). Par suite, Gγ est un terme
de Bmax(PT ,PT ′).
Dans la suite, nous utilisons les propositions 3.3.3 et 3.3.4 sans ne´cessairement les mentionner.
La premie`re nous assure dans les cas que nous pre´sentons la non multiplicite´ des coefficients d’une
solution d’une e´quation fonctionnelle, et de la seconde on visualise les solutions en termes d’arbres
e´tiquete´s. Nous allons voir dans le paragraphe suivant des e´quations fonctionnelles construites a`
partir de l’application Bmax et qui s’interpre`tent naturellement comme des classes combinatoires
compte´es par les nombres d’Euler.
3.4 Combinatoire des nombres d’Euler
La suite des nombres d’Euler, donne´e par 1, 1, 1, 2, 5, 16, 61, 272, · · · est la suite des cardinaux
de nombreux objets combinatoires : les permutations alternantes, les permutations de Jacobi, les
arbres binaires non plans de´croissants. Dans cette partie, on va utiliser l’application biline´aire Bmax
ainsi que ses variantes, pour obtenir des e´quations fonctionnelles ve´rifie´es par chacune des classes
combinatoires, et montrer que ces e´quations fonctionnelles construites dans FQSym permettent
d’obtenir des bijections entre ces objets. En effet, les re´currences re´gissant ces e´quations sont
similaires. Donnons quelques exemples pour illustrer ce propos.
3.4.1 Permutations alternantes et de Jacobi
Conside´rons le syste`me {
X0 = 1 +Bmin(ω(X1), X0),
X1 = Bmin(ω(X0), X0),
(3.115)
ou`
Bmin(Gσ,Gτ ) =
∑
γ=u1v
std(u)=σ, std(v)=τ
Gγ , (3.116)
et ou` ω est le retournement d’alphabet sur les permutations. Nous obtenons alors le couple solu-
tion (Sec′,Tan), ou`
Sec′ =
∑
σ∈A0′
Gσ, (3.117)
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avec A0
′ e´tant l’ensemble des permutations alternantes paires commenc¸ant par une descente (σ1 >
σ2 < · · · < σ2i+1 > · · · ). Ce proce´de´ donne une autre me´thode pour construire les permutations
alternantes impaires montantes et paires descendantes.
De´finition 3.4.1. Une permutation σ est de Jacobi si :
— σ est la permutation vide,
— ou bien σ = u1v, avec l(v) paire, std(u) et std(v) e´tant de Jacobi.
Notons respectivement J0 et J1 les ensembles de permutations de Jacobi de longueur paire et
impaire.
Cette classe a e´te´ de´finie par Viennot dans [Vie80] pour obtenir une interpre´tation combinatoire
naturelle des fonctions elliptiques. Posons
Jac1 :=
∑
σ∈J0
Gσ,
Jac0 :=
∑
σ∈J1
Gσ,
(3.118)
et cherchons une e´quation fonctionnelle dans FQSym ve´rifie´e par le couple (Jac1,Jac0). Graˆce a`
leur construction re´cursive, il vient que ce dernier est solution de{
X0 = 1 +Bmin(X1, X0),
X1 = Bmin(X0, X0).
(3.119)
En comparant les syste`mes (3.115) et (3.119), nous constatons que leur de´finition est assez
proche. Ainsi, a` travers le morphisme E, ils se projettent tous les deux sur la solution du syste`me

y0(t) = 1 +
∫ s
0
y1(s)y0(s)ds,
y1(t) = t+
∫ s
0
y0(s)y0(s)ds,
(3.120)
c’est-a`-dire (sec, tan). En particulier, il existe une bijection entre ces deux classes. Mais au niveau
des se´ries formelles, celle-ci n’est pas explicite. Cependant, en gardant leur e´quation fonctionnelle
non commutative, la bijection vient d’elle-meˆme. En effet, cherchons une bijection θ des permu-
tations de Jacobi paires (resp. impaires) vers les permutations alternantes paires descendantes
(resp. montantes) pre´servant les structures donne´es par les e´quations fonctionnelles. Ainsi, pour σ
dans J0 ∪ J1 et τ dans J0, on aimerait avoir :
θ (Bmin(Gσ,Gτ )) = Bmin
(
ω(Gθ(σ)),Gθ(τ)
)
. (3.121)
De plus, dans la construction d’un terme de Bmin(Gσ,Gτ ) ou de Bmin(ω(Gσ),Gτ ) trois pa-
rame`tres sont a` prendre en compte : les deux permutations σ et τ , mais aussi une partition {A,B}
de {2, · · · , |σ|+ |τ |+ 1} avec |A| = |σ|. Une “bonne” bijection e´tant une qui pre´serve le maximum
de structure, on aimerait que le terme de Bmin(Gσ,Gτ ) construit a` partir de la partition {A,B}
soit envoye´ par θ sur l’e´le´ment de Bmin(ω(Gθ(σ)),Gθ(τ)) construit a` partir de la meˆme partition.
Il existe alors une unique bijection ve´rifiant les proprie´te´s demande´es :
θ(ǫ) = ǫ,
θ(umv) = ω(θ(u))mθ(v),
(3.122)
ou` umv est un mot sans re´pe´tition de lettres, avec m comme lettre minimale. L’image des permu-
tations de Jacobi par θ sont alors les permutations alternantes.
Remarque 35. La bijection θ est en fait celle de Viennot dans [Vie80].
3.4.2 Arbres binaires non plans de´croissants et permutations alternantes
Donnons-en une de´finition re´cursive :
— l’ensemble vide est un arbre binaire non plan de´croissant,
— (N, {T1, T2}) est un arbre binaire non plan de´croissant si N est plus grand que tous les
nœuds de T1 et de T2, et T1 et T2 sont des arbres non plan de´croissants.
Quitte a` ordonner les fils, nous pouvons supposer qu’il s’agit d’arbres binaires de´croissants dans
lesquels l’arbre droit contient la valeur minimale. De fac¸on surprenante, le nombre d’arbres binaires
non plan de´croissants e´tiquete´s par {1, · · · , n} est le ne nombre d’Euler. Donnons une e´quation
fonctionnelle dans FQSym correspondant a` cette classe :
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X = 1 +G1 +Bmax,≻(X,X), (3.123)
ou`
Bmax,≻(Gσ,Gτ ) =
∑
γ=u(n+m+1)v
std(u)=σ, std(v)=τ
min∈v
Gγ , (3.124)
avec comme convention
Bmax,≻(Gσ, 1) = 0, (3.125)
pour tout σ dans S.
En exprimant en fonction de la partie paire X0 et impaire X1 de X, nous obtenons le syste`me
e´quivalent {
X0 = 1 +Bmax,≻(X0, X1) +Bmax,≻(X1, X0)
X1 = G1 +Bmax,≻(X0, X0) +Bmax,≻(X1, X1)
. (3.126)
Cherchons une e´quation fonctionnelle sur les permutations alternantes qui soit “proche” de ce
syste`me. Dans les permutations apparaissant dans Bmax,≻, la valeur 1 est toujours a` droite de
la valeur maximale. Ainsi, au lieu de regarder toutes les permutations alternantes montantes ou
descendantes, nous allons conside´rer l’ensemble A (resp. A0 et A1) des permutations alternantes
(resp. paires et impaires) telles que la valeur 1 est situe´e apre`s la valeur maximale.
Proposition 3.4.2. Soient les projections Π↾ et Π⇂ sur les permutations par :
Π↾ : S −→ S
σ 7−→ σ si σ1 < σ2,
ω(σ) si σ1 > σ2.
(3.127)
Et
Π⇂ : S −→ S
σ 7−→ σ si σ1 > σ2,
ω(σ) si σ1 < σ2.
(3.128)
Par convention, la permutation 1 est laisse´e fixe par ces deux transformations. Alors Π↾ ( resp. Π⇂)
restreinte a` A est injective et a pour image l’ensemble des permutations alternantes montantes
( resp. descendantes).
De´monstration. Soit σ dans A. Pour σ commenc¸ant par une descente, nous avons Π↾(σ) = ω(σ).
Comme la lettre 1 est situe´e apre`s la lettre |σ|, nous en de´duisons que dans ω(σ) la lettre 1 est
situe´e avant la lettre |σ|. Ainsi, ω(σ) est une permutation alternante montante telle que la valeur 1
est situe´e avant la lettre |σ|. Pour σ commenc¸ant par une monte´e, la permutation est laisse´e fixe.
La bijection re´ciproque consiste donc a` retourner les permutations alternantes montantes dont la
valeur 1 est situe´e avant la valeur maximale.
Le raisonnement est similaire pour Π⇂.
De´terminons alors une e´quation fonctionnelle ve´rifie´e par le couple (Sec, T an) ou` :
Sec :=
∑
σ∈A0
Gσ, (3.129)
et
T an :=
∑
σ∈A1
Gσ. (3.130)
En donnant une de´finition inductive de ces permutations :
— la permutation vide et 1 sont dans A ;
— pour σ dans A, avec σ = unv, la lettre n e´tant maximale, on sait que la lettre minimale est
dans v. Le mot v correspond toujours a` une permutation alternante montante. Pour n en
position paire, u est une permutation alternante montante impaire, et pour n impair, u est
une permutation alternante descendante paire.
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Nous obtenons, en la traduisant dans FQSym, le syste`me suivant :{
X0 = 1 +Bmax,≻
(
Π⇂(X0),Π
↾(X1)
)
+Bmax,≻
(
Π↾(X1),Π
↾(X0)
)
X1 = G1 +Bmax,≻
(
Π⇂(X0),Π
↾(X0)
)
+Bmax,≻
(
Π↾(X1),Π
↾(X1)
) . (3.131)
En comparant (3.126) et (3.131), nous cherchons une bijection pre´servant la structure de ces deux
e´quations. En menant un raisonnement similaire au cas des permutations de Jacobi et alternantes
descendantes, nous aboutissons a` une unique bijection.
Remarque 36. La difficulte´ re´side alors dans une bonne de´finition des objets. En effet, nous avons
arbitrairement choisi une repre´sentation des arbres binaires de´croissants en tant que permutations
particulie`res. Ainsi, les deux familles d’objets ont des repre´sentants dans une meˆme classe, ici,
les permutations. Mais une autre construction des arbres binaires de´croissants non plans ou des
permutations alternantes pourraient aboutir a` une autre bijection pre´servant cette autre structure.
3.4.3 Polynoˆmes eule´riens et nombres d’Euler
Soit σ dans Sn. La position i ∈ {1, · · · , n−1} est une descente si σi > σi+1. On notera des(σ) le
nombre de descentes de σ. On rappelle (cf. [NT12]) que les polynoˆmes eule´riens (non commutatifs)
sont de´finis par
En(t) =
∑
σ∈Sn
tdes(σ)Gσ. (3.132)
Ainsi, E(t) =
∑
n∈NEn(t) est la se´rie ge´ne´ratrice des polynoˆmes eule´riens non commutatifs.
Conside´rons l’application biline´aire
C(Gσ,Gτ ) =
{
Bmax(Gσ, 1) si Gτ = 1,
tBmax(Gσ,Gτ ) sinon.
(3.133)
Remarquons que E ve´rifie
E = 1 +C(E,E). (3.134)
Ainsi, en re´-exprimant l’e´quation en fonction de Bmax, on obtient que E est solution de
E = 1 + tBmax(E,E− 1) +Bmax(E, 1). (3.135)
En de´rivant, E ve´rifie {
∂E = tE(E− 1) +E,
E0 = 1.
(3.136)
Maintenant, en prenant l’image par E, on retrouve l’e´quation diffe´rentielle{
∂uX = tX(X − 1) +X,
X(0) = 1.
(3.137)
La se´rie ge´ne´ratrice exponentielle des polynoˆmes eule´riens commutatifs ve´rifie donc (3.137). Or la
fonction
f : u 7→ t−1
t−eu(t−1) . (3.138)
est la solution de (3.137). Ainsi, nous en de´duisons la se´rie ge´ne´ratrice exponentielle des polynoˆmes
eule´riens.
Dans [SF70], Foata et Schutzenberger introduisent un autre parame`tre y, et conside`rent la
fonction suivante :
g : u 7→ t−1
t−eu(t−1)
e(y−1)u. (3.139)
Ils montrent que le parame`tre y correspond a` une certaine statistique sur les permutations, les
saillances qui ne sont pas des descentes. On va s’attacher a` remontrer les proprie´te´s associe´es a` g
graˆce au formalisme non commutatif.
On a donc g(u) = f(u)e(y−1)u. Montrons que f et g ve´rifient le syste`me d’e´quations inte´grales

g(u) = 1 + t
∫ u
0
f(s)(g(s)− 1)ds+ y ∫ u
0
g(s)ds,
f(u) = 1 + t
∫ u
0
f(s)(f(s)− 1)ds+ ∫ u
0
f(s)ds.
(3.140)
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En de´rivant, on constate que f et g ve´rifient le syste`me diffe´rentiel

f(0) = 1,
g(0) = 1,
f ′ = tf(f − 1) + yf,
g′ = tg(f − 1) + g.
(3.141)
Ainsi, en inte´grant, on retrouve (3.140). Donnons un rele`vement non commutatif de ce syste`me
inte´gral : 

G = 1 + tBmax(G,F − 1)+ yBmax(G, 1),
F = 1 + tBmax(F, F − 1)+ Bmax(F, 1).
(3.142)
Par un simple calcul, on obtient que
G =
∑
n∈N
∑
σ∈Sn
tdes(σ)ysaim(σ)Gσ, (3.143)
ou` saim(σ) est le nombre de saillances de σ qui sont des monte´es. Conside´rons f et g e´crites comme
une se´rie ge´ne´ratrice exponentielle :
f(u) =
∑
n≥0
An(t)
un
n!
, (3.144)
et
g(u) =
∑
n≥0
Bn(t, y)
un
n!
. (3.145)
Comme f et g de´pendent des parame`tres y et t, on peut donc spe´cialiser y a` 0, et t a`−1. Par
de´finition, on a alors :
f(u) =
∑
n≥0
An(−1)u
n
n!
, (3.146)
et
g(u) =
∑
n≥0
Bn(−1, 0)u
n
n!
. (3.147)
Graˆce au syste`me (3.142), montrons que
Proposition 3.4.3. Pour tout n dans N, on a :{
A2n+2(−1) = 0,
A2n+1(−1) = (−1)nE2n+1, (3.148)
et {
B2n(−1, 0) = (−1)nE2n,
B2n+1(−1, 0) = 0. (3.149)
De´monstration. Comme on spe´cialise y a` 0 et t a` −1, regardons le syste`me obtenu en remplac¸ant
ces parame`tres par les valeurs correspondantes :{
G = 1−Bmax(G,F − 1)
F = 1−Bmax(F, F − 1) +Bmax(F, 1) . (3.150)
On obtient que
F =
∑
σ∈S
(−1)des(σ)Gσ, (3.151)
ce qui ne nous apprend rien. Mais en modifiant le´ge`rement l’e´quation (3.150) par{
G = 1−Bmax(G,F − 1)
F = 1−Bmax(F, F − 1) +Bmax(1, F ) , (3.152)
on obtient un syste`me ayant clairement la meˆme image que (3.142) a` travers E. Ainsi,
F − 1 = −Bmax(F − 1 + 1, F − 1) +Bmax(1, F ), (3.153)
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par biline´arite´
F − 1 = −Bmax(F − 1, F − 1)−Bmax(1, F ) +Bmax(1, 1) +Bmax(1, F ). (3.154)
Donc
F − 1 = G1 −Bmax(F − 1, F − 1). (3.155)
On en de´duit que
F − 1 =
∑
σ∈A1
(−1) |σ|−12 Gσ, (3.156)
et
G =
∑
σ∈A0
(−1) |σ|2 Gσ, (3.157)
ou` A0 et A1 sont respectivement les ensembles des permutations alternantes paires et impaires.
Ainsi, a` travers le morphisme E, on en de´duit le re´sultat annonce´.
Chapitre 4
Combinatoire de structures
dendriformes
La the´orie des ope´rades est l’e´tude des alge`bres ge´ne´rales : il s’agit d’espaces vectoriels munis
d’applications multiline´aires. Elle a e´te´ introduite par May ([May72]) Boardman et Vogt ([Vog73])
pour e´tudier les espaces de lacets ite´re´s. Elle fut remise au gouˆt du jour par Loday ([Lod96],
[LR98], [Lod01], [LV12]), et est aujourd’hui un sujet de recherche actif : elle est pre´sente a` la fois
en physique, en alge`bre et en combinatoire ([MSS07]).
Ce chapitre n’aborde pas de fac¸on ge´ne´rale la the´orie des ope´rades. Il est consacre´ a` l’e´tude
de trois types d’alge`bres : les alge`bres dendriformes, tridendriformes, et les quadrialge`bres. Les
alge`bres dendriformes ont e´te´ introduites par Loday et Ronco dans [LR98] et on trouve des appli-
cations de cette alge`bre en informatique ([HNT05]) et en renormalisation ([BF03]). Les alge`bres
tridendriformes, une ge´ne´ralisation des alge`bres dendriformes, ont e´te´ entre autres e´tudie´es par Lo-
day et Ronco ([LR+04]), Novelli et Thibon ([NT06a]) et Burgunder-Ronco dans [BR10]. Enfin, les
quadrialge`bres, une autre manie`re de ge´ne´raliser les alge`bres dendriformes, on e´te´ introduites par
Aguiar et Loday dans [AL04].
Dans notre contexte, P est une ope´rade, c’est-a`-dire, de manie`re informelle, une famille d’ap-
plications multiline´aires ve´rifiant des relations. L’objectif est de donner a` travers des exemples
de P-alge`bres, ici les alge`bres dendriformes, les alge`bres tridendriformes et les quadriale`bres, une
me´thode pour e´tudier une P-alge`bre de manie`re ge´ne´rale a` l’aide de la combinatoire. En particu-
lier, le proble`me pose´ est de trouver la se´rie de Hilbert d’une P-alge`bre libre sur un ge´ne´rateur,
puis d’en de´duire une me´thode pour prouver qu’une P-alge`bre est libre. Ainsi, nous commenc¸ons
d’abord par poser dans le paragraphe 4.1 les de´finitions ge´ne´rales qui nous sont utiles dans la suite
de ce chapitre, puis nous e´tudions le cas de l’alge`bre dendriforme dans les paragraphes 4.2 et 4.3.
Enfin, nous re´solvons des questions similaires pour les quadrialge`bres et les alge`bres tridendriformes
respectivement dans les paragraphes 4.4 et 4.5.
Notons que la plupart des re´sultats que nous montrons ont de´ja` e´te´ prouve´s :
— la preuve pre´sente´e concernant la liberte´ de l’alge`bre PBT se trouve dans [HNT05] ;
— Foissy prouve la liberte´ de FQSym dans [Foi07] ;
— la se´rie de Hilbert de l’alge`bre tridendriforme libre sur un ge´ne´rateur se trouve dans [NT06a] ;
— Burgunder et Ronco ont de´montre´ queWQSym est une alge`bre tridendriforme libre ([BR10]) ;
— Valette dans [Val08] par des me´thodes purement alge´briques de´termine la se´rie de Hilbert
de la quadrialge`bre libre sur un ge´ne´rateur.
Par contre, la preuve de la liberte´ de la quadrialge`bre des 2-permutations semble eˆtre nouvelle. De
plus, la me´thode de preuve pre´sente´e est ge´ne´ralement diffe´rente des de´monstrations existantes.
4.1 P-alge`bres et arbres d’e´valuation
De´finition 4.1.1. Une P-alge`bre est un couple A = (A,P) ou` A = ⊕n∈NAn, ou` A0 est isomorphe
a` K, A est un K-espace vectoriel gradue´ et P est un ensemble fini d’applications biline´aires de´finies
sur A et a` valeurs dans A tel que pour tout B appartenant a` P, tout yn vecteur de An et tout ym
vecteur de Am, l’e´le´ment B(yn, ym) appartient a` An+m, et l’e´le´ment de A0 identifie´ a` 1K est e´le´ment
neutre pour chacune de ces lois B. On note A+ := ⊕n≥1An.
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Remarque 37. La de´finition donne´e des P-alge`bres est plus restrictive que sa ve´ritable de´finition
que l’on peut trouver dans [LV12].
De´finition 4.1.2. Soit une P-alge`bre (A,P). L’espace des arbres d’e´valuation (ou d’expression)
sur A note´ ET (A) est l’espace vectoriel engendre´ de manie`re libre par la classe combinatoire des
arbres binaires complets dont les feuilles sont e´tiquete´es par les e´le´ments d’une base B de A+ et
les nœuds internes par des e´le´ments de P. On note cette classe BTC (P,B).
Exemple 108. Pour l’alge`bre A = (A, {×,⊛,⊙}), et a, a′, b, b′, et c des e´le´ments de A, l’arbre
repre´sente´ dans la figure 4.1 est un e´le´ment de ET (A).
×
⊛
a a′
⊙
b′ ×
b c
Figure 4.1 – Un arbre d’e´valuation de l’alge`bre A.
De´finition 4.1.3. Soit (A,P) une P-alge`bre. La fonction ev est l’application line´aire de ET (A)
vers A de´finie sur les arbres par :
ev (∅) = 1K
ev ((x, ∅, ∅)) = x
ev ((B, T1, T2)) = B (ev(T1), ev(T2)) .
(4.1)
Exemple 109. Pour A = (K〈〈A〉〉,m), alge`bre associative des mots sur A munie du produit de
concate´nation, l’espace vectoriel ET (A) est engendre´ par BTC ({m}, A∗). De´terminons le noyauK
de l’application ev et un supple´mentaire S isomorphe a` K〈〈A〉〉. Comme la loi m est associative,
pour tous mots u, v, w de A∗, nous avons :
m (m(u⊗ v)⊗ w) = m (u⊗m(v ⊗ w)) . (4.2)
Autrement dit,
m
m
u v
w
≡
m
u m
v w
ou` ≡ signifie que les deux membres ont la meˆme e´valuation. Ainsi, pour de´terminer un quotient,
nous conside´rons des arbres n’ayant pas de m en fils droit. Alors tout mot w = a1 · · · an admet
comme ante´ce´dent par ev un arbre T (w) construit de la manie`re suivante :
— Si w = a1, alors T (w) = (a1, ∅, ∅) ;
— sinon, T (w) = (m,T (w1 · · ·wn−1) , wn).
Autrement dit, tout arbre deBTC ({m}, A∗) est e´quivalent pour la relation “avoir meˆme e´valuation”
a` un peigne gauche ou` les feuilles sont des lettres de A. Or, la famille des peignes gauches e´tiquete´s
par des lettres de A (note´ Pg({m}, A)) s’envoie bijectivement sur les mots en A par la fonction
e´valuation, qui correspond a` la lecture infixe des feuilles. Un supple´mentaire S est alors donne´
par vect (Pg(m,A)), et le noyau est engendre´ par
{S − T | S ∈ Pg(m,A), T ∈ BTC ({m}, A∗) , T ≡ S}. (4.3)
Pour une alge`bre associative libre gradue´e (A,m), il existe donc une famille F de A telle que l’ap-
plication ev est un isomorphisme de vect (Pg(m,F)) vers A.
Re´ciproquement, soit (A,m) une alge`bre associative gradue´e telle qu’il existe une famille F
de A pour laquelle l’application ev re´alise un isomorphisme entre vect (Pg(m,F)) et A. Montrons
que A est libre et engendre´e par F . Nous savons que l’ante´ce´dent par ev d’un e´le´ment f de F
est la feuille e´tiquete´e par f . Un produit d’e´le´ments
∏
fi de F a comme ante´ce´dent un peigne
gauche dont les feuilles sont e´tiquete´es par les fi lues dans l’ordre infixe. Ainsi, un polynoˆme en
4.2. UN EXEMPLE FONDAMENTAL : L’ALGE`BRE DENDRIFORME PBT 107
les e´le´ments de F a comme ante´ce´dent une combinaison line´aire en les e´le´ments de Pg(m,F).
Conside´rons alors un polynoˆme P en des e´le´ments de F e´gal a` 0. Par image inverse de ev, nous
obtenons une combinaison line´aire de Pg(m,F) nulle. Cette famille e´tant libre, on en de´duit que
tous les coefficients sont nuls. Or, l’application ev est injective. Il en re´sulte que P est le polynoˆme
nul. Donc la famille F est alge´briquement inde´pendante. Comme ev est surjective, la famille F
engendre A.
Remarque 38. Ainsi, nous constatons qu’il est possible de traduire un proble`me alge´brique (trouver
une famille alge´briquement inde´pendante et ge´ne´ratrice) en un proble`me d’alge`bre line´aire sur des
familles d’arbres. Constatons qu’il n’y a pas unicite´ pour le type de famille d’arbres. En effet, dans
le cas des alge`bres associatives, nous aurions pu prendre des peignes droits au lieu des peignes
gauches.
Si une famille F alge´briquement inde´pendante engendre une alge`bre A, par re´currence, il est
toujours possible de la choisir homoge`ne. Autrement dit, tout e´le´ment f de F appartient a` un An.
Dans la the´orie des P-alge`bres, un des premiers points est de de´terminer la se´rie de Hilbert (se´rie
ge´ne´ratrice des dimensions des composantes homoge`nes) d’une P-alge`bre libre sur un ge´ne´rateur
de degre´ un. Dans le cas des alge`bres associatives, celle-ci est la se´rie 11−t , qui est aussi la se´rie
ge´ne´ratrice des peignes gauches ou` les feuilles sont e´tiquete´es par le ge´ne´rateur de degre´ un, et les
nœuds internes par la loi produit. Ainsi, pour une alge`bre associative A, si sa se´rie de Hilbert HA
ne peut pas s’e´crire pas sous la forme 11−f(t) avec f a` coefficients entiers positifs, on en de´duit
qu’elle n’est pas libre.
Constatons que pour toute alge`bre associative gradue´e, l’application ev restreinte a` la famille
des peignes gauches est toujours surjective. Les formes d’arbres a` conside´rer de´pendent donc uni-
quement des relations entre ope´rateurs. En effet, l’associativite´ se traduit sur les arbres par “deux
arbres sont e´quivalents si et seulement s’il existe une suite de rotations passant de l’un a` l’autre”.
Or, un arbre peut toujours se ramener au peigne gauche en appliquant toutes les rotations gauches
possibles. D’ou` le choix de prendre comme repre´sentants ces types d’arbres.
Dans la suite, nous constaterons que les formes d’arbres a` conside´rer de´pendent du type
d’alge`bres.
4.2 Un exemple fondamental : l’alge`bre dendriforme PBT
Introduit par Loday et Ronco ([LR98]), cette alge`bre posse`de de nombreuses proprie´te´s : il
s’agit d’une alge`bre de Hopf contenant Sym, et incluse dans FQSym. De plus, elle est aussiest une
re´alisation combinatoire des alge`bres dendriformes, remarque utile pour une approche combinatoire
de proble`mes portant sur les P-alge`bres.
On cherche dans la suite a` de´terminer la se´rie de Hilbert de l’alge`bre dendriforme libre sur un
ge´ne´rateur. Nous appliquons la me´thode pre´sente´e dans [Nov14]. La de´monstration s’effectue en
deux temps : on commence par trouver un majorant terme a` terme de la se´rie de Hilbert, puis a`
l’aide d’une re´alisation de cette alge`bre, on montre que le majorant est aussi un minorant.
4.2.1 De´finitions ge´ne´rales
De´finition 4.2.1. Une alge`bre dendriforme (A,≻,≺) est un espace vectoriel A muni de deux
applications biline´aires ≻ et ≺ ve´rifiant pour tous a, b, c e´le´ments de A les relations :

(a ≺ b) ≺ c = a ≺ (b ≺ + ≻ c)
a ≻ (b ≻ c) = (a ≺ + ≻ b) ≻ c
(a ≻ b) ≺ c = a ≻ (b ≺ c)
(4.4)
Remarque 39. L’e´galite´ d’une relation e´tant ve´rifie´e par tous les e´le´ments de l’alge`bre, il est pratique
de conside´rer les relations en omettant les entre´es. Par exemple,
(a ≺ b) ≺ c = a ≺ (b ≺ + ≻ c) ,
devient
(≺) ≺=≺ (≺ + ≻).
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On peut e´galement repre´senter ceci en termes d’arbres d’e´valuation :
≺
≺
= ≺ + ≻
≺
= ≺
≺
+ ≻
≺
. (4.5)
Exemple 110. L’alge`bre FQSym (cf. le paragraphe 1.3.3.4) admet naturellement une structure den-
driforme. En effet, dans la base des (Fσ)σ∈S , le produit est donne´ par le shuﬄe de´cale´. De´coupons
ce produit en deux parties. Soient σ et τ deux permutations de tailles respectives n et m. Posons :
Fσ ≺ Fτ :=
∑
γ∈σ✂τ
γn+m=σn
Fγ (4.6)
et
Fσ ≻ Fτ :=
∑
γ∈σ✂τ
γn+m=τm[n]
Fγ . (4.7)
Nous constatons que ✂ =≺ + ≻.
Ve´rifions chacune des trois relations dendriformes. Les applications e´tant biline´aires, il suffit
de le ve´rifier pour les e´le´ments de la base (Fσ)σ∈S Soient σ, τ , ν trois permutations de tailles
respectives n, m, r. Conside´rons (σ ≺ τ) ≺ ν. Alors la dernie`re lettre de tous ces termes est la
dernie`re lettre de σ. On a donc
(σ ≺ τ) ≺ ν = (σ1 · · ·σn−1 ✂ τ ✂ ν)σn, (4.8)
ce qui se re´e´crit aussi σ ≺ (τ ✂ ν).
Pour (σ ≻ τ) ≻ ν, on obtient
σ ≻ (τ ≻ ν) = (σ✂ τ ✂ ν1 · · · νr−1)νr[n+m], (4.9)
ce qui se re´e´crit (σ✂ τ) ≻ ν. De meˆme,
(σ ≻ τ) ≺ ν = (σ✂ τ1 · · · τm−1 ✂ ν)τm[n] = σ ≻ (τ ≺ ν). (4.10)
Ainsi, (FQSym,≺,≻) est bien une alge`bre dendriforme.
Soit (A,≺,≻) l’alge`bre dendriforme libre sur un ge´ne´rateur x de degre´ un. On repre´sente les
e´le´ments comme des combinaisons line´aires d’arbres binaires complets, ou` les feuilles sont e´tiquete´es
par x et les nœuds internes par les ope´rateurs ≺ ou ≻. Or, graˆce aux relations (4.4), il est possible
de se restreindre a` une sous-famille d’arbres.
Exemple 111. La figure 4.2 repre´sente un e´le´ment de l’alge`bre dendriforme libre.
≻
≺
x x
x
+
≺
x ≻
≻
x x
x
Figure 4.2 – Un e´le´ment de l’alge`bre dendriforme libre sur le ge´ne´rateur x.
4.2.2 Une famille d’arbres “canoniques”
Proposition 4.2.2. Tout e´le´ment de A est combinaison line´aire d’arbres binaires complets dont
les feuilles sont e´tiquete´es par x, les nœuds internes par ≻ ou ≺, et e´vitant les motifs suivants :
≻
≻
, ≻
≺
, ≺
≺
. (4.11)
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De´monstration. Par re´currence sur la taille des arbres (nombre de feuilles). Pour n = 1, c’est
e´vident. Pour n = 2, ceci re´sulte des relations (4.4). Supposons la proposition vraie pour les arbres
de taille infe´rieure a` n ≥ 3. Soit T un arbre a` n+1 feuilles. Si T est de la forme :
≻
T1 T2 ,
on applique l’hypothe`se de re´currence sur T2. On obtient une combinaison line´aire d’arbres B de
la forme
≻
T1 T
′
2
ou` T ′2 e´vite les motifs (4.11). Mais il se pourrait que T
′
2 ait une racine e´tiquete´e par ≻, et on aurait
un arbre de la forme
≻
T1 ≻
T ′ T”
avec T” n’ayant pas une racine e´tiquete´e ≻ et e´vitant les motifs (4.11). En appliquant l’e´galite´
≻ (≻) = (≺ + ≻) ≻, (4.12)
on obtient un arbre de la forme
≻
⋆
T1 T ′
T”
avec ⋆ =≺+≻. On peut donc appliquer l’hypothe`se de re´currence au membre gauche pour conclure.
Si T est de la forme
≺
T1 T2 ,
on applique l’hypothe`se de re´currence a` T1. On obtient alors une combinaison line´aire d’arbres B
de la forme
≺
T ′1 T2
ou` T ′1 est un arbre e´vitant (4.11). Mais T
′
1 n’est pas ne´cessairement re´duit a` une feuille. Si T
′
1 a sa
racine e´tiquete´e par ≺, l’arbre B est de la forme
≺
≺
x T ′
T”
.
En appliquant la relation
(≺) ≺=≺ (⋆)
ou` ⋆ =≺+≻, on obtient
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≺
x ⋆
T ′ T” ,
il reste a` appliquer la re´currence au sous-arbre droit.
Si B est de la forme
≺
≻
T1 T2
T3
,
en appliquant l’e´galite´
(≻) ≺=≻ (≺)
a` l’arbre B, on obtient
≻
T1 ≺
T2 T3 ,
ce qui rame`ne l’e´tude au cas ou` l’e´tiquette de la racine est ≻, et ache`ve donc la de´monstration.
On note T D({≺,≻}, E) l’ensemble des arbres binaires complets dont les feuilles sont e´tiquete´es
par les e´le´ments de E, les nœuds internes par ≺ et ≻ et e´vitant les motifs (4.11).
Proposition 4.2.3. Soit (A,≻,≺) l’alge`bre dendriforme libre sur un ge´ne´rateur x de degre´ un.
Alors dim(An) est infe´rieur ou e´gal a` Cn pour tout n ≥ 0 ou` Cn est le ne nombre de Catalan.
De´monstration. Les e´le´ments de A e´tant tous combinaisons line´aires d’arbres e´vitant les mo-
tifs (4.11), la se´rie de Hilbert de A est majore´e terme a` terme par la se´rie ge´ne´ratrice de T D({≺,≻
}, {x}) que l’on note F . De´terminons F , le parame`tre t comptant le nombre de feuilles. On note F≻
(resp. F≺) la se´rie ge´ne´ratrice du sous-ensemble de T D({≺,≻}, {x}) dont la racine est e´tiquete´e
par ≻ (resp. ≺). Ainsi, on a le syste`me :

F = 1 + t+ F≻ + F≺,
F≻ = (t+ F≺)(F − 1),
F≺ = t(F − 1).
(4.13)
En le re´solvant, on obtient que F est solution de l’e´quation
X = 1 + tX2. (4.14)
La se´rie F est donc e´gale a`
∑
n≥0 Cnt
n, ou` Cn est le ne nombre de Catalan. Ainsi, pour n ≥ 0,
dim(An) ≤ Cn. (4.15)
Proposition 4.2.4. La sous-alge`bre dendriforme de FQSym engendre´e par F1 est PBT. Par
conse´quent, dim(An) ≥ Cn pour n ≥ 0.
De´monstration. Nous avons vu que FQSym est une alge`bre dendriforme. Ainsi, l’application
ev : A −→ FQSym
1 7−→ 1 = F∅
x 7−→ F1
(≺, T1, T2) 7−→ ev(T1) ≺ ev(T2)
(≻, T1, T2) 7−→ ev(T1) ≻ ev(T2)
(4.16)
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est un morphisme d’alge`bres dendriformes. De´terminons son image. Nous savons que tout arbre
de BTC ({≺,≻}, {x}) est combinaison line´aire d’arbres appartenant a` l’ensemble T D({≺,≻}, {x}).
Ainsi, il suffit de calculer l’image de T D({≺,≻}, {x}) par ev, et d’en de´terminer une base.
Rappelons la de´finition de la base (PT )T∈BT de PBT (cf. le paragraphe 1.3.3.5) :
PT =
∑
T (σ)=T
Fσ, (4.17)
ou` T (σ) (cf. § 1.2.4) est la forme de l’arbre binaire de recherche de σ obtenue en lisant σ de droite
a` gauche.
Montrons par re´currence que l’application ev restreinte a` T D({≺,≻}, {x}) a pour image la
base (PT ) de PBT, et est surjective.
Pour n = 0, l’arbre vide est bien envoye´ sur l’arbre vide.
Pour n = 1, l’arbre a` une feuille est envoye´ sur F1 = P•.
Pour n = 2, on a :
≺
• • =
P
•
•
,
et
≻
• • =
P
•
•
.
On suppose par re´currence qu’e´valuer un arbre de T D({≺,≻}, {x}) ayant k feuilles avec k ≤ n−1
donne un e´le´ment de la forme PT avec T ayant k nœuds, et qu’il s’agit d’une surjection.
Soit T = (•, T1, T2) un arbre binaire ayant n nœuds. Si T1 est l’ensemble vide, alors :
PT = P• ≺ PT2 . (4.18)
En effet, Soit Fσ un terme de PT . Ne´cessairement, σ se termine par 1 car T1 est vide et T2 est
l’arbre binaire de recherche de σ1 · · ·σn−1. Donc, Fσ est un terme de P• ≺ PT2 .
Re´ciproquement, soit Fσ un terme de P• ≺ PT2 . L’ope´rateur ≺ entraˆıne que σ se termine par
un 1, et que l’arbre droit a comme arbre binaire de recherche T2. Donc Fσ est un terme de PT .
Les termes des sommes n’ayant pas de multiplicite´, on en de´duit que
PT = P• ≺ PT2 . (4.19)
En appliquant l’hypothe`se de re´currence a` T2, il existe B appartenant a` T D({≺,≻}, {x}) a` n−1
feuilles tel que
ev(B) = PT2 . (4.20)
Ainsi,
PT = ev ((≺, x, B)) . (4.21)
Si T2 est l’arbre vide, alors :
PT = PT1 ≻ P•. (4.22)
En effet, soit Fσ un terme de PT . Comme T2 est l’arbre vide, σ se termine par n, et la permu-
tation σ1 · · ·σn−1 a comme arbre binaire de recherche T1. Donc Fσ est un terme de PT1 ≻ P•.
Re´ciproquement, soit Fσ un terme dePT1 ≻ P•. Alors, ne´cessairement, σ se termine par n et l’arbre
binaire de recherche de σ1 · · ·σn−1 est T1. Donc Fσ est un terme de PT . En appliquant l’hypothe`se
de re´currence a` T1, on en de´duit qu’il existe un arbre A ayant n−1 feuilles tel que ev(A) = PT1 .
On a donc :
ev ((≻, A, x)) = PT . (4.23)
Sinon, T1 et T2 ne sont pas vides. Notons k le nombre de nœuds de T1. Montrons que :
PT = PT1 ≻ F1 ≺ PT2 . (4.24)
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Soit Fσ un terme de PT . L’arbre T1 e´tant de taille k, on en de´duit que σ se termine ne´cessairement
par k+1. Le sous-mot u de σ constitue´ de lettres plus petite que k a comme arbre binaire de
recherche T1. De meˆme, le sous-mot v[k + 1] constitue´ de lettres strictement plus grande que k+1
a comme arbre binaire de recherche T2. Ainsi, Fu (Fv) est un terme de PT1 (PT2). Donc, Fσ est
un terme de PT1 ≻ F1 ≺ PT2 .
Re´ciproquement, soit Fσ un terme de PT1 ≻ F1 ≺ PT2 . Alors σ se termine par k+1, et le sous-
mot u de σ constitue´ des lettres infe´rieures a` k a comme arbre binaire de recherche T1. De meˆme, le
sous-mot v[k+1] constitue´ des lettres strictement plus grandes que k+1 a comme arbre binaire de
recherche T2. Donc Fσ est un terme de PT . En appliquant l’hypothe`se de re´currence a` PT1 et PT2 ,
il existe un couple (A,B) appartenant a` T D({≺,≻}, {x}) ou` A (resp. B) a k (resp. n−k−1) feuilles
tel que :
ev(A) = PT1
ev(B) = PT2 .
(4.25)
Ainsi, on a :
ev ((≻, A, (≺, x, B))) = PT . (4.26)
L’application ev est donc bien une surjection de T D({≺,≻}, {x}) sur la base (PT )T∈BT de PBT.
Il en re´sulte que PBT est une alge`bre dendriforme sur un ge´ne´rateur, et que dim(An) ≥ Cn.
Soit (A,≻,≺) une alge`bre dendriforme libre sur un ge´ne´rateur de degre´ un. Graˆce a` la propo-
sition 4.2.3, nous savons que pour tout n ≥ 0 :
dim(An) ≤ Cn, (4.27)
et graˆce a` la proposition 4.2.4, on a :
dim(An) ≥ Cn. (4.28)
Ainsi, la se´rie de Hilbert de l’alge`bre dendriforme libre sur un ge´ne´rateur de degre´ un est la
se´rie F =
∑
n≥0 Cnt
n. Comme PBT est une alge`bre dendriforme sur un ge´ne´rateur ayant comme
se´rie de Hilbert F , on en de´duit qu’elle est libre.
Comme on pourra constater dans les prochaines sections, ce sche´ma de preuve pour de´terminer
la se´rie de Hilbert d’une P-alge`bre sur un ge´ne´rateur est ge´ne´ralisable a` d’autres situations :
— on commence par trouver une se´rie ge´ne´ratrice majorante graˆce aux re`gles de re´e´criture,
— puis on trouve une re´alisation combinatoire de l’alge`bre en question,
— on e´value les arbres a` motifs interdits dans cette alge`bre pour avoir la minoration,
— et enfin, on conclut.
4.3 E´tude de l’alge`bre dendriforme FQSym
Nous avons vu dans l’exemple 110 que FQSym est une alge`bre dendriforme. Mais nous ignorons
si elle est libre ou non en tant qu’alge`bre dendriforme. Le travail effectue´ sur la structure des arbres
de l’alge`bre dendriforme libre sur un ge´ne´rateur nous sera d’une grande utilite´.
Proposition 4.3.1. Soit A = (A,≻,≺) une alge`bre dendriforme. L’alge`bre A est libre et engendre´e
par une famille homoge`ne F si et seulement si l’application ev restreinte a` T D({≺,≻},F) a pour
image une base de A.
De´monstration. Supposons que l’alge`bre A est libre et engendre´e par la famille F . Comme l’alge`bre
est dendriforme, nous savons que toute e´valuation d’un arbre de ET (A) est une combinaison
line´aire de T D({≺,≻},B), ou` B est une base homoge`ne de A. Or, A est engendre´e par F . Donc
les e´le´ments de B sont des e´valuations de combinaisons line´aires d’arbres de T D({≺,≻},F). Ainsi,
les e´valuations des arbres de T D({≺,≻},F) forment une famille ge´ne´ratrice (pour la structure
d’espace vectoriel) de A. Or, A est libre sur F . Les e´valuations des arbres de T D({≺,≻},F)
forment donc une famille libre et donc une base de A.
Re´ciproquement, la famille F engendre A car l’application ev restreinte a` T D({≺,≻},F) a pour
image une partie ge´ne´ratrice de A. Cette application e´tant injective, on en de´duit l’inde´pendance
de la famille.
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Pour montrer que FQSym est une alge`bre dendriforme libre, nous cherchons une famille F
telle que T D({≺,≻},F) a pour image une base de FQSym. Le sche´ma de preuve pour trouver
la famille F est de trouver un ordre sur les permutations tel que les lois ≺ et ≻ se re´duisent a`
des lois de type “concate´nation”, ceci permettant de de´finir une notion de factorisation sur les
permutations relie´e aux motifs interdits des arbres de T D({≺,≻},F).
L’ordre conside´re´ sur les permutations est l’ordre lexicographique.
Proposition 4.3.2. Soient respectivement I et J un sous-ensemble de Sn et un sous-ensemble
de Sm ayant comme minimum σ et τ . Alors le minimum de
— I ≻ J est στ [n] ;
— I ≺ J est σ1 · · ·σn−1τ [n]σn.
De´monstration. les lettres de τ [n] e´tant toutes plus grandes que les lettres de σ, il s’agit des
dispositions des lettres les plus petites possibles sous les hypothe`ses donne´es.
De´finition 4.3.3. Soient respectivement σ et τ une permutation de taille n et une de taille m. On
de´finit les produits re´duits suivants :
— σ ≺′ τ = στ [n] ;
— σ ≻′ τ = σ1 · · ·σn−1τ [n]σn.
Exemple 112. Pour σ = 31452 et τ = 2431, on a :
σ ≺′ τ = 314579862, (4.29)
et
σ ≻′ τ = 314527986. (4.30)
Proposition 4.3.4. Soit un sous-ensemble F de (Fσ)σ∈S . Les e´valuations des arbres de l’en-
semble T D({≻,≺},F) forment une base de FQSym si et seulement si les e´valuations des arbres
de T D({≻′,≺′},F) forment une base de FQSym.
De´monstration. Constatons que l’on a de manie`re ge´ne´rale :
ev ((⋆, T1, T2)) = min (ev(T1)) ⋆
′ min (T2) +
∑
τ>min(ev(T1))⋆′min(T2)
ατFτ . (4.31)
Donc,
ev ((⋆, T1, T2)) = ev ((⋆
′, T ′1, T
′
2)) +
∑
τ>min(ev(T1))⋆′min(T2)
ατFτ , (4.32)
ou` ⋆ appartient a` {≺,≻} et ou` T ′1 (T ′2) est obtenu en remplac¸ant les e´tiquettes e´gales a` ⋆ de T1
(T2) par ⋆
′. Donc, en ordonnant les permutations par ordre lexicographique, la matrice de passage
d’une famille a` l’autre est inversible car triangulaire (graˆce a` l’ordre) et avec des 1 sur la diagonale.
D’ou` le re´sultat annonce´.
De´finition 4.3.5. Soit E un sous-ensemble de {≺′,≻′}. On dit qu’une permutation σ est E-connexe
si pour toute loi ⋆ de E
(σ = u ⋆ v) =⇒ (u = σ ou v = σ). (4.33)
On dit qu’une permutation est inde´composable si elle est {≺′,≻′}-connexe.
Exemple 113. La permutation 3412 est inde´composable, 2341 est {≻′}-connexe, mais elle n’est
pas {≺′}-connexe.
Proposition 4.3.6. Soit σ une permutation. Alors :
— σ est inde´composable ;
— ou bien σ = u ≻′ v, avec v {≻′}-connexe ;
— ou bien σ = u ≺′ v, avec u inde´composable. Chacun de ces cas s’excluent mutuellement, et
les permutations u et v sont uniques si elle existent.
De´monstration. Soient u, u′,v, v′ quatre permutations de tailles respectives n, n′,m,m′. Supposons
que l’on ait :
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• u ≻′ v = u′ ≺′ v′, ou` v est {≻′}-connexe, et u′ inde´composable. Si m > m′, autrement
dit n < n′ alors u′ aurait comme pre´fixe strict u qui est une permutation. Donc u′ serait
une permutation de la forme u ≻ w et ne serait donc pas inde´composable. Si n ≥ n′, en
comparant les dernie`res valeurs, on a
v′[n] > n ≥ n′ ≥ un′ , (4.34)
ce qui est absurde.
• Si u ≻′ v = u′ ≻′ v′, autrement dit,
uv[n] = u′v′[n′]. (4.35)
La {≻′} connexite´ de v (resp. v′) est contredite si n < n′ (resp. n > n′). Il en re´sulte que
ne´cessairement, u = u′ et v = v′.
• Si u ≺′ v = u′ ≺′ v′, et n > n′, alors l’inde´composabilite´ de u est contredite, car on aurait
u = u′ ≺ α, ou` u = u1 · · ·un′−1α[n′]un′ . Par syme´trie, on en de´duit le re´sultat pour n < n′.
Ainsi, pour une permutation σ, soit elle se factorise de manie`re unique sous l’une des formes
propose´es, soit elle est inde´composable.
On note Ip l’ensemble des permutations inde´composables.
Proposition 4.3.7. L’application
ev : T D ({≻′,≺′}, Ip) −→ S
T 7→ ev(T ) (4.36)
est bijective.
De´monstration. Montrons la surjectivite´ par re´currence sur la taille de la permutation. Pour n = 1,
on a bien
ev ((1, ∅, ∅)) = 1. (4.37)
On suppose que l’application ev est surjective pour les permutations de taille k ≤ n−1. Soit σ une
permutation de taille n. Si elle est inde´composable, alors T =(σ, ∅, ∅) appartient a` T D ({≻′,≺′}, Ip).
Or,
ev(T ) = σ, (4.38)
et σ a un ante´ce´dent par ev. Sinon, σ se factorise sous l’une des forme de la proposition 4.3.6.
Si σ = u ≻′ v avec v {≻′}-connexe, par hypothe`se de re´currence, il existe T1 et T2 deux arbres
de T D ({≻′,≺′}, Ip) tels que
ev(T1) = u, (4.39)
et
ev(T2) = v. (4.40)
Or, v e´tant {≻′}-connexe, la racine de T2 n’est donc pas e´tiquete´e par ≻′. Donc l’arbre T e´gal
a` (≻′, T1, T2) est un e´le´ment de T D ({≻′,≺′}, Ip). Et on a :
ev(T ) = σ. (4.41)
Si σ = u ≺′ v avec u inde´composable, par hypothe`se de re´currence, il existe T1 et T2 deux
arbres de T D ({≻′,≺′}, Ip) tels que
ev(T1) = u, (4.42)
et
ev(T2) = v. (4.43)
Or, u e´tant inde´composable, T1 est re´duit a` une feuille. Donc l’arbre T =(≻′, T1, T2) est un e´le´ment
de T D ({≻′,≺′}, Ip). Et on a :
ev(T ) = σ. (4.44)
Donc, l’application ev est bien surjective.
Montrons par re´currence l’injectivite´. La permutation σ = 1 a bien un unique ante´ce´dent. On
suppose que toute permutation σ de taille k ≤ n−1 admet au plus un ante´ce´dent par ev, que
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les permutations {≻′}-connexes ont comme ante´ce´dent un arbre dont la racine n’est pas e´tiquete´e
par ≻′, et que les permutations inde´composable on comme ante´ce´dent des feuilles.
Soit σ une permutation de taille n, Si elle est inde´composable, elle admet un unique ante´ce´dent,
qui est une feuille e´tiquete´e par elle. Sinon, il existe T = (⋆, T1, T2) e´le´ment de T D ({≻′,≺′}, Ip)
tel que
ev(T ) = σ. (4.45)
Si ⋆ =≻′, alors la racine de T2 n’est pas e´tiquete´e par ≻′, donc
v := ev(T2) (4.46)
est ≻′-connexe. Ainsi, en posant u := ev(T1), on obtient
σ = u ≻′ v, (4.47)
avec v′ {≻′}-connexe. Or, cette factorisation de σ est unique d’apre`s la proposition 4.3.6. L’arbre T1
est donc le seul e´le´ment de T D ({≻′,≺′}, Ip) ayant comme e´valuation u, et T2 est l’unique arbre
ayant comme e´valuation v, et ⋆ =≻′.
De meˆme, si ⋆ =≺′, alors T1 est re´duit a` une feuille et
u := ev(T1) (4.48)
est inde´composable. En posant v := ev(T2), on a :
σ = u ≺′ v, (4.49)
avec u inde´composable. Or, cette de´composition est unique. Ne´cessairement, l’arbre T1 est l’unique
e´le´ment de T D ({≻′,≺′}, Ip) tel que ev(T1) = u, T2 est l’unique arbre tel que ev(T2) = v, et ⋆ =≺′.
D’ou` l’injectivite´ de l’application ev.
Proposition 4.3.8. Les e´valuations de T D ({≻,≺}, Ip) forment une base de FQSym. En parti-
culier, l’alge`bre dendriforme FQSym est libre et une partie ge´ne´ratrice est donne´e par (Fσ)σ∈Ip.
De´monstration. Graˆce a` la proposition 4.3.4, il suffit d’e´valuer les arbres de T D ({≻′,≺′}, Ip) Or,
d’apre`s la proposition 4.3.7 est bijective. Donc, on en de´duit que ces e´valuations d’arbres donnent
bien une base de FQSym. En conclusion, l’alge`bre FQSym est une alge`bre dendriforme libre, et
les ge´ne´rateurs sont donne´s par les permutations inde´composables.
Remarque 40. Le sche´ma de preuve pour montrer qu’une P-alge`bre est libre suit la meˆme logique
pour les prochains exemples :
— on cherche une bonne famille d’arbres ;
— on e´tablit un ordre sur nos objets ;
— on de´finit de nouvelles lois produits ve´rifiant une compatiblite´ avec cet ordre ;
— les proble`mes de liberte´ sur les lois re´duites et sur les anciennes lois sont e´quivalents ;
— un the´ore`me de factorisation de´coule de la de´finition de ces lois re´duites ;
— ce the´ore`me est une preuve combinatoire de la liberte´ de l’alge`bre de de´part.
Concernant la suite, la difficulte´ ne re´side pas dans la me´thode utilise´e, mais dans la technicite´ des
preuves : en effet, nous conside´rerons plus de lois et l’ordre sous-jacent aux objets peut eˆtre plus
complexe.
4.4 Les 2-permutations et les quadrialge`bres
Introduites par Aguiar et Loday dans [AL04], les quadrialge`bres apparaissent naturellement
lorsque l’on s’inte´resse a` un couple d’ope´rateurs de Baxter commutant entre eux. Elles sont aussi
une ge´ne´ralisation des alge`bres dendriformes et de nombreux exemples de telles alge`bres sont
donne´s dans [AL04]. A` la fin de l’article [AL04], une formule explicite pour la se´rie de Hilbert
de la quadrialge`bre libre sur un ge´ne´rateur, la “Koszulite´” de cette alge`bre et une re´alisation
combinatoire sont propose´es en conjectures. Valette dans [Val08] a pu de´montrer deux d’entre
elles, graˆce a` la dualite´ de Koszul et a` des re´sultats ge´ne´raux concernant les produits de Manin
sur les ope´rades. Ainsi, il donne une preuve totalement alge´brique de l’e´galite´ entre la se´rie de
Hilbert de la quadrialge`bre libre sur un ge´ne´rateur et la se´rie ge´ne´ratrice des graphes connexes
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e´tiquete´s sans croisement. La re´alisation donne´e est celle d’un de´coupage du shuﬄe de´cale´ sur les
permutations en quatre ope´rations. Cependant, la liberte´ de la quadrialge`bre engendre´e par la
permutation 12 restait encore a` prouver ([AL04]).
Dans la suite, on donne une preuve combinatoire pour obtenir la se´rie de Hilbert de la qua-
drialge`bre libre sur un ge´ne´rateur puis on montre que les 2-permutations sont naturellement munies
d’une structure de quadrialge`bre libre, et qui entraˆıne donc le caracte`re libre de la quadrialge`bre
engendre´e par 12.
4.4.1 De´finitions ge´ne´rales
Soit V est un espace vectoriel sur un corpsK, muni de quatre applications biline´aires
[
≻
≻
]
,
[
≻
≺
]
,
[
≺
≻
]
et
[
≺
≺
]
. On pose : ⋆ =≺ + ≻. On dit que (V, [≻≻], [≻≺], [≺≻], [≺≺]) est une quadrialge`bre si les applica-
tions biline´aires ve´rifient les relations suivantes :
(
[
≺
≺
]
)
[
≺
≺
]
=
[
≺
≺
]
(
[
⋆
⋆
]
) (
[
≺
≻
]
)
[
≺
≺
]
=
[
≺
≻
]
(
[
⋆
≺
]
) (
[
≺
⋆
]
)
[
≺
≻
]
=
[
≺
≻
]
(
[
⋆
≻
]
)
(
[
≻
≺
]
)
[
≺
≺
]
=
[
≻
≺
]
(
[
≺
⋆
]
) (
[
≻
≻
]
)
[
≺
≺
]
=
[
≻
≻
]
(
[
≺
≺
]
) (
[
≻
⋆
]
)
[
≺
≻
]
=
[
≻
≻
]
(
[
≺
≻
]
)
(
[
⋆
≺
]
)
[
≻
≺
]
=
[
≻
≺
]
(
[
≻
⋆
]
) (
[
⋆
≻
]
)
[
≻
≺
]
=
[
≻
≻
]
(
[
≻
≺
]
) (
[
⋆
⋆
]
)
[
≻
≻
]
=
[
≻
≻
]
(
[
≻
≻
]
)
. (4.50)
De´finition 4.4.1. Une 2-permutation est un mot de longueur 2n ou` les lettres de 1 a` n sont
re´pe´te´es exactement deux fois. La taille d’une 2-permutation est sa valeur maximale. On note S(2)
l’ensemble des 2-permutations.
Exemple 114. 123321 est une 2-permutation de longueur 6.
Remarque 41. cette classe combinatoire a e´te´ de´finie dans [NT14] dans un contexte de ge´ne´ralisation
de constructions alge´briques.
Soient u = u1 · · ·un et v = v1 · · · vm deux 2-permutations . Rappelons les diffe´rentes lois :
u1 · · ·un
[
≻
≻
]
v1 · · · vm = v1(u✂ v2 · · · vm−1)vm
u1 · · ·un
[
≻
≺
]
v1 · · · vm = v1(u1 · · ·un−1 ✂ v2 · · · vm)un
u1 · · ·un
[
≺
≻
]
v1 · · · vm = u1(u2 · · ·un ✂ v1 · · · vm−1)vm
u1 · · ·un
[
≺
≺
]
v1 · · · vm = u1(u2 · · ·un−1 ✂ v)un
. (4.51)
Il est possible de ve´rifier que (S(2),
[
≺
≺
]
,
[
≻
≺
]
,
[
≺
≻
]
,
[
≻
≻
]
) est bien une quadrialge`bre. Nous allons sim-
plement ve´rifier l’une des relations, le principe e´tant le meˆme pour les autres relations.
Soient u, v, w trois 2-permutations non vides, de longueurs respectives 2n, 2m, 2r. Alors :
(u
[
⋆
≺
]
v)
[
≻
≺
]
w = ((u1 · · ·u2n−1 ✂ v)u2n)
[
≻
≺
]
w
= w1[n+m] (u1 · · ·u2n−1 ✂ v✂ w2 · · ·w2r)u2n,
(4.52)
et
u
[
≻
≺
]
(v
[
≻
⋆
]
w) = u
[
≻
≺
]
(w1[m] (v✂ w2 · · ·w2r))
= w1[m+ n] (u1 · · ·u2n−1 ✂ v✂ w2 · · ·w2r)u2n
. (4.53)
Ainsi, les e´galite´s de chacune des ces lois consistent a` se fixer les lettres de de´but et fin, suivant
qu’elles proviennent du premier, deuxie`me, ou troisie`me mot. D’ou` neuf relations.
On peut donc conside´rer la quadrialge`bre engendre´e par la 2-permutation 11. Pour montrer
qu’elle est libre, on va proce´der de la fac¸on suivante :
1. donner des arbres d’e´valuations “canoniques”,
2. calculer la se´rie ge´ne´ratrice de ces arbres, et obtenir ainsi un majorant des dimensions des
composantes homoge`nes,
3. montrer que les e´valuations de ces arbres dans les 2-permutations forment une famille libre,
et avoir une minoration des dimensions des composantes homoge`nes,
4. constater qu’il s’agit des meˆmes nombres et conclure.
4.4. LES 2-PERMUTATIONS ET LES QUADRIALGE`BRES 117
4.4.2 Une famille d’arbres “canoniques”
4.4.2.1 Se´rie ge´ne´ratrice d’une famille d’arbres
Conside´rons les arbres binaires complets e´vitant les motifs suivants :
a
[
≺
≺
]
, b
[
≻
≻
]
,
[
≺
≻
]
[
≺
≻
]
,
[
≻
≺
]
[
≻
≺
]
,
(4.54)
ou` a ∈ {[≺≺], [≺≻], [≻≺], [≻≻]}, et b ∈ {[≺≻], [≻≺], [≻≻]} et notons l’ensemble de ces arbres T q. Soit
F (t) la se´rie ge´ne´ratrice de T q. On notera Fa la se´rie des arbres qui commencent par la racine a.
Ainsi, on a le syste`me d’e´quations suivant :

F = t+ F[≺≺]
+ F[≺≻]
+ F[≻≺]
+ F[≻≻]
,
F[≺≺]
= tF,
F[≻≻]
= F (t+ F[≺≺]
),
F[≻≺]
= F (F − F[≻≺]),
F[≺≻]
= F (F − F[≺≻]).
(4.55)
On obtient donc : 

F[≺≺]
= tF,
F[≻≻]
= tF (F + 1),
F[≻≺]
= F
2
1+F ,
F[≺≻]
= F
2
1+F .
(4.56)
La se´rie F ve´rifie alors l’e´quation :
F = t+ tF + tF (F + 1) +
2F 2
1 + F
. (4.57)
En arrangeant l’expression, on a :
t(F + 1)3 + F 2 − F = 0. (4.58)
Que l’on peut re´e´crire :
t(F + 1)3 + (F + 1)2 − 3(F + 1) + 2 = 0. (4.59)
Or, d’apre`s [FN99], l’e´quation fonctionnelle ve´rifie´e par les graphes connexes sans croisement
est
C3 + C2 − 3tC + 2t2 = 0. (4.60)
Les deux e´quations sont identiques au changement de variable pre`s
D =
C − t
t
. (4.61)
On a donc :
C = t(1 +D). (4.62)
Ainsi, on obtient :
t3(1 +D)3 + t2(1 +D)2 − 3t2(1 +D) + 2t2 = 0. (4.63)
Et donc,
t(1 +D)3 + (1 +D)2 − 3D − 1 = 0. (4.64)
Ainsi, D et F ve´rifient la meˆme e´quation. Or cette e´quation admet une unique solution a` coeffi-
cients entiers positifs. D et F sont donc e´gales. Ainsi le nombre d’arbres a` n feuilles qui e´vitent
les motifs (4.54) est exactement le nombre de graphes connexes e´tiquete´s a` n+1 sommets sans
croisement.
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4.4.2.2 Quadrialge`bre libre sur un ge´ne´rateur
On repre´sente les e´le´ments de la quadrialge`bre Q libre sur un ge´ne´rateur x par les e´le´ments
de ET (A) modulo les relations (4.51), Ainsi, les e´le´ments sont des combinaisons line´aires d’arbres
binaires complets, dont les nœuds internes sont e´tiquete´s par des e´le´ments de {[≻≻], [≺≻], [≻≺], [≺≺]}
et les feuilles par x.
Exemple 115. La figure 4.3 repre´sente un e´le´ment de Q.
[
≺
≺
]
[
≻
≺
]
x x
[
≺
≺
]
x
[
≺
≻
]
x x
Figure 4.3 – Une repre´sentation sous forme d’arbre d’un e´le´ment de Q.
Proposition 4.4.2. Soit T un arbre binaire complet dont les nœuds internes sont e´tiquete´s par
{[≺≺], [≺≻], [≻≺], [≻≻]}. Alors, sous les relations (4.51), T est une combinaison line´aire d’e´le´ments
de T q.
De´monstration. Par re´currence sur le nombre de feuilles. Pour n = 1, 2 il n’y a pas de proble`me.
Le cas n = 3 re´sulte des relations (4.51). On suppose que pour n > 3, tout arbre ayant au plus
n−1 feuilles est une combinaison line´aire d’arbres e´vitant (4.54). Soit un arbre T ayant n feuilles.
Notons T1 le sous-arbre gauche et T2 le sous-arbre droit. Quatre possibilite´s se profilent, suivant
l’e´tiquette de la racine.
• Si la racine est e´tiquete´e par [≻≺] :
[
≻
≺
]
T1 T2
→
[
≻
≺
]
T1 ⊛
Appliquons l’hypothe`se de re´currence sur T2. Ainsi, ⊛ est une combinaison line´aire d’arbres
e´vitant les motifs (4.54). Il se pourrait tout de meˆme que certains de ces arbres T soient de
la forme :
[
≻
≺
]
T1
[
≻
≺
]
T ′ T” ,
la racine de T” n’e´tant pas e´tiquete´e par
[
≻
≺
]
. En effet, le sous-arbre droit de T e´vite les
motifs par hypothe`se de re´currence. On applique alors la re`gle de re´e´criture
(
[≻
⋆
]
)
[≺
≻
]
=
[≻
≻
]
(
[≺
≻
]
), (4.65)
on obtient
[
≻
≺
]
[
≻
⋆
]
T1 T ′
T”
.
Enfin, en appliquant l’hypothe`se de re´currence au sous-arbre gauche, il en de´coule que les
arbres dont la racine est e´tiquete´e par
[
≻
≺
]
se re´e´crivent bien en une combinaison line´aire
d’arbres e´vitant les motifs (4.54).
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• Le raisonnement est identique si la racine de l’arbre initial est e´tiquete´e par [≺≻].
• Si la racine est e´tiquete´e par [≻≻], de la meˆme fac¸on, en appliquant les re`gles de re´e´criture
au sous-arbres droit, on a
[
≻
≻
]
T1 T2
→
[
≻
≻
]
T1 ⊛ ,
ou` ⊛ est une combinaison line´aire d’arbres e´vitant les motifs (4.54). Par line´arite´ suivant
les nœuds, nous obtenons une combinaison line´aire d’arbres T ′ dont l’e´tiquette de la racine
est
[
≻
≻
]
, et dont le fils droit appartient a` T q. Il y a alors plusieurs possibilite´s concernant
l’e´tiquette racine du fils droit T ′. S’il s’agit d’un e´le´ment b de {[≻≺], [≺≻]}, en appliquant la
relation correspondante au niveau de la racine de T ′,
(
[≻
⋆
]
)
[≺
≻
]
=
[≻
≻
]
(
[≺
≻
]
) (4.66)
ou
(
[
⋆
≻
]
)
[≻
≺
]
=
[≻
≻
]
(
[≻
≺
]
), (4.67)
on se rame`ne au cas ou` la racine de T ′ est e´tiquete´e par
[
≻
≺
]
ou
[
≺
≻
]
. Si la racine de T ′ est
e´tiquete´e par
[
≻
≻
]
, on applique la relation
(
[
⋆
⋆
]
)
[≻
≻
]
=
[≻
≻
]
(
[≻
≻
]
), (4.68)
comme le fils droit de T ′ (note´ T ′d) e´vite les motifs (4.54), la racine du fils droit de T
′
d n’est
pas e´tiquete´e par un e´le´ment de {[≻≻], [≺≻], [≻≺]}. Et donc les motifs a` e´viter ne peuvent pas
apparaˆıtre dans le sous-arbre droit. Il suffit alors d’appliquer l’hypothe`se de re´currence au
sous-arbre gauche.
• Si la racine est e´tiquete´e par [≺≺], on applique l’hypothe`se de re´currence au sous-arbre droit :
[
≺
≺
]
T1 T2
→
[
≺
≺
]
⊛ T2 ,
avec ⊛ une combinaison line´aire d’arbres e´vitant les motifs (4.54). Par line´arite´, nous ob-
tenons une combinaison line´aires d’arbres T ′ dont la racine est e´tiquete´e par
[
≺
≺
]
et dont
le sous-arbre gauche T ′g appartient a` T q. Si la racine de T ′g est e´tiquete´e par un e´le´me´nt
de {[≻≻], [≺≻], [≻≺]}, en appliquant l’une des relations correspondantes a` l’arbre T ′ (dont la
racine e´tait e´tiquete´ par
[
≻
≻
]
)
(
[≺
≻
]
)
[≺
≺
]
=
[≺
≻
]
(
[
⋆
≺
]
) (4.69)
ou
(
[≻
≺
]
)
[≺
≺
]
=
[≻
≺
]
(
[≺
⋆
]
) (4.70)
ou
(
[≻
≻
]
)
[≺
≺
]
=
[≻
≻
]
(
[≺
≺
]
) (4.71)
on se rame`ne a` l’un des cas ou` la racine de l’arbre T ′ n’est pas e´tiquete´e par
[
≺
≺
]
. Si la
racine de T ′g est
[
≺
≺
]
, on sait que son sous-arbre gauche est re´duit a` une feuille, et donc en
appliquant
(
[≺
≺
]
)
[≺
≺
]
=
[≺
≺
]
(
[
⋆
⋆
]
) (4.72)
a` l’arbre T ′, le fils gauche de l’arbre T ′ est une feuille. Ainsi, il n’y a pas le motif interdit
dans le sous-arbre gauche. Il reste alors a` appliquer l’hypothe`se de re´currence au sous-arbre
droit.
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En montrant que tout e´le´ment de Q s’e´crit comme combinaisons line´aires d’e´le´ments de T q dont
les feuilles ont e´te´ e´tiquete´es par x, on en de´duit que la se´rie de Hilbert de Q est majore´e terme a`
terme par la se´rie ge´ne´ratrice de T q. Il reste de`s lors a` de´terminer la minoration. Comme on a une
re´alisation combinatoire graˆce aux 2-permutations, il suffit d’e´valuer ces arbres avec comme feuille
11, et de montrer que ces e´valuations forment une famille libre. Une me´thode simple mais fonda-
mentale pour montrer qu’une famille de vecteurs est libre, est de montrer qu’elle est e´chelonne´e.
Ainsi, en trouvant un bon ordre sur les 2-permutations, nous de´terminons des lois re´duites pour
une manipulation plus simple des 2-permutations. On conside`re l’ordre lexicographique sur les 2-
permutations.
4.4.3 Quadrialge`bre des 2-permutations
4.4.3.1 Un the´ore`me de pseudo-factorisation sur les 2-permutations
Proposition 4.4.3. Soient I et J deux ensembles de 2-permutations ayant comme minimaux
respectifs σ = σ1 · · ·σ2n et τ = τ1 · · · τ2m. Alors le minimum de :
— I
[
≺
≺
]
J est σ1σ2 · · ·σ2n−1τ [n]σ2n ;
— I
[
≺
≻
]
J est στ [n] ;
— I
[
≻
≺
]
J est τ1[n]σ1 · · ·σ2n−1τ2[n] · · · τ2m[n]σ2n ;
— I
[
≻
≻
]
J est τ1[n]στ2[n] · · · τ2m[n].
De´monstration. Il s’agit pour chacun des cas de la disposition des lettres pour obtenir la plus
petite 2-permutation possible.
De´coulant de la pre´ce´dente proposition, on de´finit quatre produits de types concate´nation :
— σ
[
≺
≺
]′
τ = σ1 · · ·σ2n−1τ [n]σ2n,
— σ
[
≺
≻
]′
τ = σ1 · · ·σ2nτ [n],
— σ
[
≻
≺
]′
τ = τ1[n]στ2[n] · · · τ2m[n],
— σ
[
≻
≻
]′
τ = τ1[n]στ2[n] · · · τ2m[n].
Et pour chaque produit, vient une notion de connexite´.
De´finition 4.4.4. Soit E un sous-ensemble de {[≻≻]′, [≻≺]′, [≺≻]′, [≻≻]′}. On dit qu’une 2-permutation
σ est E-connexe, si pour chaque loi ⋆ de E on a :
(σ = u ⋆ v)⇒ (u = σ ou v = σ).
On dit que σ est inde´composable si elle est {[≻≻]′, [≻≺]′, [≺≻]′, [≻≻]′}-connexe.
Exemple 116. 21332441 est
[
≺
≻
]′
-connexe, mais pas
[
≺
≺
]′
-connexe.
Graˆce a` ces diffe´rentes notions de connexite´, il vient aussi un the´ore`me de factorisation :
The´ore`me 4.4.5. Soit σ une 2-permutation. Alors :
— σ est inde´composable ;
— ou bien σ = u
[
≺
≺
]′
v, avec u inde´composable ;
— ou bien σ = u
[
≺
≻
]′
v, avec v
[
≺
≻
]′
-connexe ;
— ou bien σ = u
[
≻
≺
]′
v, avec v
[
≻
≺
]′
-connexe ;
— ou bien σ = u
[
≻
≻
]′
v, avec v {[≻≺]′, [≺≻]′, [≻≻]′}-connexe.
Chacun de ces cas s’excluent mutuellement, u et v e´tant unique s’ils existent.
De´monstration. Montrons l’unicite´ d’une telle de´composition sous re´serve d’existence. Dans la
suite, u, v, u′, v′ sont des 2-permutations de tailles respectives 2n, 2m, 2n′, 2m′, et on pose
v = v[n], v′ = v′[n′].
• Si on a u[≺≺]′v = u′[≺≻]′v′, avec u inde´composable et v′ [≺≻]′-connexe :
— si n′ < n, l’inde´composabilite´ de u est contredite, car elle ne serait pas
[
≺
≻
]′
-connexe ;
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— si n′ ≥ n, on a :
u1 · · ·u2n−1 v1 · · · v2m u2n
= u′1 · · ·u′2n′−1 u′2n′ · · · v′1 · · · v2m′−1 v′2m′
(4.73)
u2n est une lettre qui apparaˆıt avant la position 2n−1, dans la premie`re e´criture, mais
dans la deuxie`me, comme elle est e´gale a` v′2m′ , elle doit apparaˆıtre apre`s la position 2n
′,
ce qui est absurde.
• Si on a u[≺≺]′v = u′[≻≺]′v′ avec u′ inde´composable et v′ [≻≺]′-connexe :
— si n ≥ n′,
u1u2 · · ·u2n−1 · · · v1 · · · v2m u2n
= v′1u
′
1 · · ·u′2n′ v′2 · · · · · · · · · v′2m′ u′2n′
, (4.74)
l’inde´composabilite´ de u est contredite, car elle ne serait pas
[
≻
≺
]′
-connexe ;
— si n < n′,
u1u2 · · ·u2n−1 v1 · · · v2m u2n
= v′1u
′
1 · · ·u′2n′−1 · · · · · · v′2 · · · v′2m′ u′2n′
(4.75)
il y a contradiction en comparant la deuxie`me occurrence de u1 = v′1.
• Si on a u[≺≺]′v = u′[≻≻]′v′ avec u′ inde´composable et v′ {[≺≻]′, [≻≺]′, [≻≻]′}-connexe :
— si n ≥ n′,
u1u2 · · ·u2n−1 · · · v1 · · · v2m u2n
= v′1u
′
1 · · ·u′2n′ v′2 · · · · · · · · · v′2m′ u′2n′
, (4.76)
l’inde´composabilite´ de u est contredite, car elle ne serait pas
[
≻
≺
]′
-connexe ;
— si n < n′,
u1u2 · · ·u2n−1 v1 · · · v2m u2n
= v′1u
′
1 · · ·u′2n′−1 · · · · · · v′2 · · · v′2m′ u′2n′
(4.77)
il y a contradiction en comparant la deuxie`me occurrence de u1 = v′1.
• Si on a u[≺≻]′v = u′[≻≺]′v′ avec v [≺≻]′-connexe, et v′ [≻≺]′-connexe :
— si n ≥ n′,
u1u2 · · · · · ·u2n v1 · · · v2m
= v′1u
′
1 · · ·u′2n′−1 v′2 · · · · · · · · · v′2m′ u′2n′
, (4.78)
il y a contradiction en comparant la position de la premie`re occurrence de u′2n = v2m.
— si n < n′,
u1u2 · · ·u2n−1u2n v1 · · · · · · v2m−1 v2m
= v′1u
′
1 · · ·u′2n′−1 · · · · · · v′2 · · · · · · v′2m′ u′2n′
(4.79)
il y a contradiction en comparant la position de la deuxie`me occurrence de u1 = v′1.
• Si on a u[≺≻]′v = u′[≻≻]′v′ avec v [≺≻]′-connexe, et v′ {[≺≻]′, [≻≺]′, [≻≻]′}-connexe :
— si n ≥ n′,
u1u2 · · · · · ·u2n v1 · · · v2m
= v′1u
′
1 · · ·u′2n′−1u′2n′ v′2 · · · · · · · · · v′2m′
, (4.80)
v′ ne serait alors pas
[
≺
≻
]′
-connexe,
— si n < n′,
u1u2 · · ·u2n v1 · · · · · · v2m
= v′1u
′
1 · · ·u′2n′−1 · · ·u′2n′ · · · v′2 · · · · · · v′2m′
(4.81)
il y a contradiction en comparant la position de la deuxie`me occurrence de u1 = v′1.
• Si on a u[≻≺]′v = u′[≻≻]′v′ avec v [≻≺]′-connexe, et v′ {[≺≻]′, [≻≺]′, [≻≻]′}-connexe :
— si n ≥ n′,
v1u1u2 · · · · · ·u2n−1 v2 · · · v2m u2n
= v′1u
′
1 · · ·u′2n′−1u′2n′ v′2 · · · · · · · · · v′2m′
, (4.82)
v′ ne serait alors pas
[
≺
≻
]′
-connexe,
— si n < n′,
u1u2 · · ·u2n v1 · · · · · · v2m
= v′1u
′
1 · · ·u′2n′−1 · · ·u′2n′ · · · v′2 · · · · · · v′2m′
(4.83)
il y a contradiction en comparant la position de la deuxie`me occurrence de u1 = v′1.
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Concernant les e´galite´s du type u>v = u′>v′ avec > dans {[≻≻]′, [≻≺]′, [≺≻]′, [≻≻]′}, l’unicite´ provient
des conditions impose´es aux facteurs. Dans l’hypothe`se ou` σ ne serait pas factorisable sous l’une
des formes, on en de´duit alors qu’il est inde´composable, et on a ainsi toutes les possibilite´s, chacune
s’excluant mutuellement.
Remarque 42. Notons T ′B l’ensemble des arbres binaires complets e´vitant les motifs (4.54), ou`
les e´tiquettes ⋆ de {[≺≺], [≻≺], [≺≻], [≻≻]} ont e´te´ remplace´es par leur homologue ⋆′, dont les feuilles
sont e´tiquete´es par des 2-permutations inde´composables, et les nœuds internes e´tiquete´s par des
e´le´ments de {[≺≺]′, [≻≺]′, [≺≻]′, [≻≻]′}.
De la meˆme manie`re que dans le paragraphe 4.3.7, graˆce au the´ore`me de factorisation 4.4.5,
l’e´valuation fournit une bijection entre T ′B et l’ensemble des 2-permutations.
4.4.3.2 Proprie´te´s alge´briques de la quadrialge`bre des 2-permutations
Notons P l’ensemble des 2-permutations inde´composables. On conside`re TB l’ensemble des
arbres binaires complets qui e´vitent les motifs (4.54), dont les nœuds internes sont e´tiquete´s par
des e´le´ments de {[≺≺], [≺≻], [≻≺], [≻≻]}, et les feuilles par des e´le´ments de P.
The´ore`me 4.4.6. L’application
F : TB −→ S(2)
T 7→ min ◦ ev(T ), (4.84)
ou` min correspond a` prendre le minimum (pour l’ordre lexicographique) des 2-permutations de
ev(T ), est bijective.
De´monstration. Conside´rons l’ensemble T ′B de´fini dans la remarque 42. On de´finit l’application G
de TB vers T ′B qui consiste a` substituer toutes les e´tiquettes ⋆ des nœuds internes par leur homo-
logue ⋆′. L’application G est clairement bijective. L’application ev est une fonction bijective de T ′B
vers S(2) d’apre`s la remarque 42. Donc la compose´e ev ◦ G est bijective. Montrons que :
ev ◦ G = F , (4.85)
par re´currence sur le nombre de feuilles des arbres. Pour les feuilles e´tiquete´es par les permutations
inde´composables, la proposition est vraie. Supposons qu’il y ait e´galite´ pour tout arbre de TB
ayant au plus a` n−1 feuilles. Soit T = (⋆, T1, T2) un arbre de TB ayant n feuilles. En appliquant
l’hypothe`se de re´currence a` T1 et T2, nous savons que
ev ◦ G(T1) = F(T1), (4.86)
et
ev ◦ G(T2) = F(T2). (4.87)
Or, d’apre`s la proposition 4.4.3, nous avons :
min (ev(T )) = ev ((⋆′,F(T1),F(T2))) = ev ((⋆′,G(T1),G(T2))) . (4.88)
On a donc :
min (ev (T )) = ev ◦ G(T ). (4.89)
Corollaire 4.4.7. La quadrialge`bre engendre´e par 11 est libre, et par bijection, la quadrialge`bre
engendre´e par 12 aussi.
De´monstration. Graˆce au the´ore`me 4.4.6, on en de´duit que l’image de la restriction de F aux
arbres dont les feuilles sont e´tiquete´ par 11 forme une famille libre car l’image de F est une base.
En particulier, on en de´duit que la se´rie de Hilbert de la quadrialge`bre libre sur un ge´ne´rateur
est minore´e terme a` terme par la se´rie de Hilbert des arbres e´vitant les motifs (4.54). Or, elle est
majore´e terme a` terme par cette se´rie graˆce a` la proposition 4.4.2. Donc il s’agit bien de la meˆme
se´rie.
Corollaire 4.4.8. La quadrialge`bre des 2-permutations est libre, et engendre´e par P.
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De´monstration. Notons O la se´rie de Hilbert de la quadrialge`bre libre sur un ge´ne´rateur, et P la
se´rie ge´ne´ratrice des e´le´ments inde´composables. Comme O est aussi la se´rie ge´ne´ratrice des arbres
e´vitant (4.54), on en de´duit que O ◦ P est a` la fois la se´rie ge´ne´ratrice de la quadrialge`bre libre
dont les ge´ne´rateurs sont donne´s par P, et aussi la se´rie ge´ne´ratrice TB . Mais cette classe est en
bijection avec S(2). Donc
O ◦ P(t) =
∑
n≥1
2n!
2n
tn.
On en de´duit que si la quadrialge`bre des 2-permutations est engendre´e par les e´le´ments inde´composables,
elle est alors est libre. Or graˆce a` la bijection (4.4.6), on sait qu’il est possible d’obtenir toutes
les 2-permutations en e´valuant les arbres TB : en effet, toute 2-permutation est l’e´le´ment mini-
mal d’une e´valuation d’un arbre de TB . Donc, en triant dans l’ordre lexicographique, la matrice
des e´valuations des arbres de TB est triangulaire avec des 1 sur la diagonale. Ainsi, par combi-
naison line´aire d’arbres, on peut obtenir toutes les permutations. Et donc la quadrialge`bre des
2-permutations est libre.
Apre`s avoir traite´ le cas des quadrialge`bres, nous montrons que la me´thode applique´e jusqu’a`
maintenant s’adapte e´galement au cas des alge`bres tridendriformes.
4.5 Partitions ordonne´es et alge`bres tridendriformes
4.5.1 De´finitions ge´ne´rales
De´finition 4.5.1. Une alge`bre tridendriforme est un espace vectoriel V muni de trois ope´rations
biline´aires, •, ≻, ≺ dont les lois ve´rifient les relations :
(≺) ≺=≺ (⊙), (≻) ≺=≻ (≺) (⊙) ≻=≻ (≻)
(≻)• =≻ (•), (≺)• = •(≻) (•) ≺= •(≺)
(•)• = •(•)
. (4.90)
ou` ⊙ =≺ + •+ ≻.
D’apre`s [NT06a], la se´rie ge´ne´ratrice d’une alge`bre tridendriforme libre sur un ge´ne´rateur ve´rifie
l’e´quation fonctionnelle suivante :
2tF 2 − (1 + t)F + 1 = 0. (4.91)
Il est a` noter que cette ge´ne´ratrice commence par 1 et non par t. La se´rie qui nous inte´resse est en
fait G = F − 1, qui ve´rifie donc l’e´quation :
2tG2 + (3t− 1)G+ t = 0. (4.92)
4.5.2 Une famille d’arbres “canoniques”
Nous identifions T rid l’alge`bre tridendriforme libre sur un ge´ne´rateur x a` l’espace vectoriel
engendre´ par l’ensemble BCT des arbres binaires complets dont les nœuds internes sont e´tiquete´s
par des e´le´ments de {≺,≻, •} et les feuilles par x, et modulo les relations 4.90.
Conside´rons les arbres de BCT qui e´vitent les motifs suivants :
a
≺
≻
≻
a
•
, (4.93)
ou` a ∈ {≺, ≻, •}. En notant Ga la se´rie ge´ne´ratrice des arbres qui e´vitent (4.93) dont la racine
est e´tiquete´e par a, on obtient le syste`me suivant :

G = t+G≻ +G• +G≺
G≺ = tG
G• = tG
G≻ = G(G−G≻)
(4.94)
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Ainsi,
G≻ =
G2
1 +G
, (4.95)
et donc
G = t+ 2tG+
G2
1 +G
, (4.96)
et
2tG2 + (3t− 1)G+ t = 0. (4.97)
Ainsi, G ve´rifie bien l’e´quation (4.92). Comme cette e´quation admet une unique se´rie solution a`
coefficients entiers positifs, on en de´duit que les coefficients de G sont bien les petits nombres de
Schroeder. Reste a` montrer que
Proposition 4.5.2. Sous les re`gles de re´e´criture (4.90), tout arbre de BCT est combinaison
line´aire d’arbres de BCT e´vitant les motifs (4.93).
De´monstration. Par re´currence sur n, le nombre de feuilles. Pour n ≤ 2, cela re´sulte des re`gles de
re´e´criture. Soit T un arbre ayant n+1 feuilles. S’il est de la forme
≻
T1 T2
En appliquant l’hypothe`se de re´currence a` T2, on obtient
≻
T1 ⊛
ou` ⊛ est une combinaison line´aire d’arbres e´vitant (4.93). Mais il se pourrait que l’on ait des arbres
sous la forme
≻
T1 ≻
T ′ T”
avec T” n’ayant pas comme racine ≻, et e´vitant les motifs (4.93). On utilise alors la re`gle
(⊙) ≻=≻ (≻). (4.98)
Ainsi, on a
≻
⊙
T1 T ′
T”
.
Il suffit alors d’appliquer l’hypothe`se de re´currence au sous-arbre gauche. Si la racine est e´tiquete´e
par ≺ ou •, on applique d’abord l’hypothe`se de re´currence au sous-arbre gauche. Puis, on utilise les
re`gles de re´e´criture s’il y a un des motifs interdits dans le sous-arbre gauche. Graˆce a` l’hypothe`se
de re´currence, il suffit de l’appliquer une seule fois. Enfin, il est possible que la racine ait change´ et
soit remplace´e par ≻, cas qui a de´ja` e´te´ traite´. Sinon, on applique l’hypothe`se de re´currence aux
sous-arbres droits.
4.5. PARTITIONS ORDONNE´ES ET ALGE`BRES TRIDENDRIFORMES 125
4.5.3 L’alge`bre tridendriforme WQSym
4.5.3.1 De´finitions de la structure tridendriforme de WQSym
Conside´rons la base (Mu)u∈MT de WQSym (cf. §1.3.3.3). Les trois lois suivantes
Mu ≺Mv =
∑
w=w1w2
tas(w1)=u, tas(w2)=v
max(w1)>max(w2)
Mw
Mu ≻Mv =
∑
w=w1w2
tas(w1)=u, tas(w2)=v
max(w1)<max(w2)
Mw
Mu •Mv =
∑
w=w1w2
tas(w1)=u, tas(w2)=v
max(w1)=max(w2)
Mw
, (4.99)
munissentWQSym d’une structure d’alge`bre tridendriforme. En effet, pour trois mots tasse´s u, v, w,
chacune des sept relations correspond a` indiquer la position des maxima d’un produit de trois mots.
En traduisant ces lois sur les compositions d’ensembles, on obtient trois lois dont la somme
donne le shuﬄe augmente´ de´cale´ sur les compositions d’ensembles. Donnons-en la construction.
Soient P = P1 · · ·Pr et Q = Q1 · · ·Qs deux partitions d’ensembles ordonne´es. On note
P ′ = P1 · · ·Pr−1,
Q′ = Q1 · · ·Qs−1. (4.100)
On a alors :

P ⊎Q = P si s = 0
P ⊎Q = Q si r = 0
P ⊎Q = (P ⊎Q′)Qs + (P ′ ⊎Q)Pr + (P ′ ⊎Q)(Pr ⊔Qs) sinon.
(4.101)
Le shuﬄe augmente´ de´cale´ de P et Q est de´fini par :
P⊎Q := P ⊎Q[|P |] = P ⊎Q, (4.102)
ou` |P | =∑i |Pi| et Q[|P |] est obtenue en de´calant toutes les valeurs a` l’inte´rieur des blocs de |P |.
Exemple 117. Si P = {1, 3}{2, 4} et Q = {1, 2} alors :
P⊎Q = {5, 6}{1, 3}{2, 4}+ {1, 3}{5, 6}{2, 4}+ {1, 3, 5, 6}{2, 4}
+{1, 3}{2, 4}{5, 6}+ {1, 3}{2, 4, 5, 6}. (4.103)
Les trois lois ≻, ≺ et • ont ainsi leurs analogues sur les partitions ordonne´es d’ensembles. En
effet, a` travers la bijection et en gardant les meˆme notation, on a :
P ≻ Q = (P ⊎Q′[|P |])Qs[|P |],
P ≺ Q = (P ′ ⊎Q[|P |])Pr,
P •Q = (P ′ ⊎Q′[|P |])(Pr ∪Qs[|P |]).
(4.104)
Dore´navant, nous travaillons directement sur les partitions ordonne´es. Puis a` l’aide de la
bijection entre compositions d’ensembles et mots tasse´s de´finie dans le paragraphe 1.6.1, nous
de´terminons les proprie´te´s alge´briques de WQSym.
La me´thode adopte´e est similaire a` celle qui a e´te´ utilise´e pour le paragraphe 4.4.3 : on cherche
un the´ore`me de pseudo-factorisation qui est essentiellement e´quivalent a` la liberte´ d’une alge`bre.
4.5.3.2 Un the´ore`me de pseudo-factorisation sur les compositions d’ensembles
De´finition 4.5.3. Soit P = P1 · · ·Pr une partition ordonne´e d’ensemble. Un presque pre´fixe de
P est un e´le´ment Π de la forme P1 · · ·PiP ′, ou` P ′ est un sous-ensemble de Pr. On dit qu’elle est
inde´composable si :
le seul presque pre´fixe de P qui soit une partition d’ensemble ordonne´e d’un ensemble de la forme
{1, · · · , k} est P lui-meˆme.
Exemple 118. La partition P = {1, 3}{4, 5}{2, 6} n’est pas inde´composable, car il contient le
presque pre´fixe {1, 3}{2}, mais Q = {2, 3}{1, 4, 6}{5} l’est.
126 CHAPITRE 4. COMBINATOIRE DE STRUCTURES DENDRIFORMES
De´finition 4.5.4. Une partition ordonne´e d’ensemble Π est dite connexe si Π = PQ[|P |] alors P
ou Q est vide.
Exemple 119. P = {1, 3}{4, 5}{2, 6} est connexe.
Remarque 43. De par leur de´finition, il est clair qu’un e´le´ment inde´composable est toujours connexe.
Par contre, on a pu constater que la re´ciproque est fausse.
Notons POI la classe des compositions d’ensembles inde´composables, etM, celle des arbres bi-
naires complets e´vitant les motifs (4.93), dont les feuilles sont e´tiquete´es par des e´le´ments de POI,
et dont les nœuds internes sont e´tiquete´s par des e´le´ments de {≺,≻, •}. Dans la suite, on montre
que les e´le´ments de POI forment une famille trialge´briquement inde´pendant et ge´ne´ratrice de
WQSym. Pour cela, on e´tablit une bijection entre PO etM. Le the´ore`me de pseudo-factorisation
suivant nous sera utile par la suite :
The´ore`me 4.5.5. Soit P est une partition ordonne´e d’ensemble de´composable. Alors il existe un
unique couple (Q,R), Q = Q1 · · ·Qk et R = R1 · · ·Rl (notons R = R[|Q|]) tel que :
P = QR[|Q|] ou` R est connexe,
ou bien P = Q1 · · ·Qk−1R[|Q|]Qk ou` Q est inde´composable,
ou bien P = Q1 · · ·Qk−1R1 · · ·Rl−1(Qk ∪Rl) ou` Q est inde´composable,
ces cas s’excluant mutuellement, Q et R e´tant uniques s’ils existent.
De´monstration. Soit P une partition ordonne´e d’ensemble de n de´composable. Si P n’est pas
connexe, alors il existe Q et R tels que :
P = QR. (4.105)
Si on choisit un pre´fixe Q le plus grand possible, alors R est ne´cessairement connexe. Sinon, on
pourrait encore factoriser R, ce qui contredirait la maximalite´ de Q.
Si P est connexe, comme P est de´composable, il existe Q un presque pre´fixe (non pre´fixe)
strict de P qui soit une partition d’ensemble ordonne´e de {1, · · · , k}, avec k < n. Quitte a` le
modifier, on peut le prendre avec k le plus petit possible. Dans ce cas, Q est ne´cessairement
inde´composable. Sinon, Q admettrait un presque pre´fixe strict S non pre´fixe qui soit une partition
ordonne´e d’ensemble de la forme {1, · · · , k}. Or un presque pre´fixe de Q est e´galement un presque
pre´fixe de P . Ceci contredirait la minimalite´ de Q. Ainsi, suivant que Qk = Pr ou non, on obtient
la factorisation sous la forme 2 ou 3. L’unicite´ de ces factorisations est assure´e par les arguments
de maximalite´ et minimalite´. Supposons que l’on ait factorise´ P sous la forme 1 et 2 :
P = Q1 · · ·QkR
P = Q′1 · · ·Q′k′−1R′1 · · ·R′l′Q′k′ .
(4.106)
Si k′−1 ≥ k, alors :
P = Q1 · · ·QkR1 · · ·
P = Q′1 · · ·Q′k · · ·Q′k′−1 · · ·
(4.107)
Comme Q1 · · ·Qk est une partition ordonne´e, on contredit alors le fait que Q′ soit inde´composable.
Si k′ ≤ k, on en de´duit que R′1 · · ·R′l = · · ·QkR1 · · ·Rl−1. Comme les lettres dans Qk et les blocs
a` sa gauche sont plus petites que les lettres de R, on en de´duit que R′ n’est pas connexe. Des
raisonnements analogues permettent de conclure dans les autres cas.
De´finition 4.5.6. Soient P = P1 · · ·Pr et Q = Q1 · · ·Qs deux compositions d’ensembles. On de´finit
les produits suivants :
— P ≺′ Q := P1 · · ·Pr−1Q1 · · ·QsPr ;
— P •′ Q := P1 · · ·Pr−1Q1 · · ·Qs−1
(
Pr ∪Qs
)
;
— P ≻′ Q := PQ.
Exemple 120. Pour P = {1, 3, 4}{2}{5} et Q = {3}{1}{2, 4}, on a :
— P ≺′ Q = {1, 3, 4}{2}{8}{6}{7, 9}{5} ;
— P •′ Q = {1, 3, 4}{2}{8}{6}{5, 7, 9} ;
— P ≻′ Q = {1, 3, 4}{2}{5}{8}{6}{7, 9}.
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Proposition 4.5.7. Notons Tpr l’ensemble des arbres binaires complets dont les feuilles sont des
partitions ordonne´es inde´composables, les nœuds internes e´tiquete´s par des e´le´ments de {≺′, •′,≻′}
et e´vitant les motifs (4.93), en remplac¸ant ⋆ par ⋆′ pour ⋆ e´le´ment de {≺, •,≻}. L’application
ev : Tpr −→ PO
T 7−→ ev(T ) (4.108)
est une bijection.
De´monstration. Soit P une composition d’ensemble. Si P est connexe, par de´finition, il n’y a pas
de couple (Q,R) de PO2 tel que P = Q ≻′ R. Autrement dit, P n’est pas obtenue par e´valuation
d’un arbre dont la racine est e´tiquete´e par ≻′.
Montrons que ev est bijective par re´currence sur la taille de la composition. Pour n = 0,
l’ensemble vide a pour image l’ensemble vide. Pour n = 1, la feuille ({1}, ∅, ∅) a bien pour image {1}.
Supposons par re´currence que ev est bien bijective sur les compositions d’ensembles de cardinal au
plus n−1. Soit P une composition d’ensemble de taille n. Nous savons, graˆce au the´ore`me 4.5.5,
que soit P est inde´composable, soit il existe un unique couple (Q,R) de compositions d’ensembles
tel que P = Q ≻′ R, ou` R est connexe, soit P = Q ≺′ R, ou` Q inde´composable, soit P = Q •′ R,
ou` Q est inde´composable.
Si P est inde´composable, elle est alors l’e´valuation d’une feuille e´tiquete´e par P .
Supposons P = Q ≻′ R, avec R connexe. Par hypothe`se de re´currence, il existe des uniques
arbres T1 et T2 de Tpr tels que ev(T1) = Q et ev(T2) = R. Ainsi, P est l’e´valuation de l’arbre T
e´gal a` (≻′, T1, T2). Comme R est connexe, on sait que l’e´tiquette de la racine de T2 n’est pas ≻′.
Donc T appartient a` Tpr.
Supposons P = Q ≺′ R, ou` Q est inde´composable. Par hypothe`se de re´currence, il existe un
unique couple (T1, T2) d’arbres de T 2pr tel que ev(T1) = Q et ev(T2) = R. Donc l’e´valuation de
T = (≺′, T1, T2) (4.109)
est bien e´gale a` P . Or, Q est inde´composable. Donc T1 est la feuille e´tiquete´e par Q. L’arbre T est
bien un e´le´ment de Tpr.
Si P = Q •′ R, ou` Q est inde´composable. Par hypothe`se de re´currence, il existe un unique
couple (T1, T2) d’arbres de T 2pr tel que
ev(T1) = Q
ev(T2) = R.
(4.110)
Donc l’e´valuation de T = (•′, T1, T2) est bien e´gale a` P . Or, Q est inde´composable. Donc T1 est la
feuille e´tiquete´e par Q. L’arbre T appartient bien a` Tpr.
Donc, l’application ev est bien bijective.
De manie`re analogue au paragraphe 4.4.3, nous obtenons un the´ore`me de pseudo-factorisation.
A la diffe´rence des permutations, nous n’avons pas encore d’ordre pour lequel les produits re´duits
fournissent un moyen pour calculer le minimum d’un produit de deux ensembles. Il reste alors a`
trouver un bon ordre.
4.5.3.3 Un bon ordre
De´finition 4.5.8. Soit P1 · · ·Pr une composition d’ensemble. On note ⌈P1 · · ·Pr⌉ la permutation
obtenue graˆce a` l’algorithme suivant :
— on trie l’inte´rieur de chaque bloc Pi par ordre croissant ;
— on enle`ve les accolades.
Exemple 121. Pour la composition {1, 3, 4}{2, 6}{5}, on obtient
⌈{1, 3, 4}{2, 6}{5}⌉ = 134265. (4.111)
De´finition 4.5.9. Soient P = P1 · · ·Pr et Q = Q1 · · ·Qs deux partitions ordonne´es. On dit que
P - Q ( P est plus petit que Q pour l’ordre -) si et seulement si :
— r > s ;
— sinon r = s et |Pr| < |Qs| ;
— sinon r = s, |Pr| = |Qs| et ⌈P1 · · ·Pr⌉ <lex ⌈Q1 · · ·Qs⌉ ;
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— sinon r = s, |Pr| = |Qs| et ⌈P1 · · ·Pr⌉ = ⌈Q1 · · ·Qs⌉ et (|Pr|, · · · , |P1|) ≤lex (|Qs|, · · · , |Q1|),
Exemple 122. Si P = {3}{1}{2, 4, 5} = 3|12|45 (notation alle´ge´) Q = 3|24|15, R = 3|1|245, et
S = 123|45 alors on a P - Q - R - S.
Proposition 4.5.10. La relation - est un ordre total sur les partitions ordonne´es.
De´monstration. La re´flexivite´ est e´vidente. La transitivite´ re´sulte de la construction de cette re-
lation a` partir de plusieurs ordres diffe´rents. Supposons que l’on ait P - Q et Q - P . Alors
ne´cessairement, toutes les ine´galite´s intervenant dans la de´finition de - deviennent des e´galite´s.
Ainsi, P et Q ont le meˆme nombre de blocs, et il y a autant d’e´le´ments dans chaque blocs. De
plus, on a ⌈P ⌉ = ⌈Q⌉, donc les valeurs sous-jacentes a` P et Q sont dispose´es dans le meˆme ordre.
Comme on a :
(|Pr|, · · · , |P1|) = (|Qs|, · · · , |Q1|), (4.112)
l’ordre des blocs est le meˆme pour les deux compositions donc P = Q. Enfin, l’ordre est total car
toutes les comparaisons effectue´es sont base´es sur des ordres totaux.
Proposition 4.5.11. Soient P = P1 · · ·Pr et Q = Q1 · · ·Qs deux compositions d’ensembles.
Alors :
— le minimum de l’ensemble P ≺ Q est l’e´le´ment U = P1 · · ·Pr−1QPr,
— le minimum de l’ensemble P •Q est V = P1 · · ·Pr−1Q1 · · ·Qs−1(Pr ∪Qs),
— le minimum de l’ensemble P ≻ Q est W = PQ.
De´monstration. On garde les notations de la proposition 4.5.11.
Soit M = M1 · · ·Mk le minimum de P ≺ Q. Les e´le´ments de cet ensemble ont au plus r + s
blocs. Or, U en a exactement r + s. Par minimalite´ de M , nous avons k = r + s. L’e´le´ment M
e´tant obtenu par le produit P ≺ Q, nous avons Mr+s = Pr. Par minimalite´ de M , on a
⌈M⌉ ≤lex ⌈U⌉. (4.113)
Les lettres de P e´tant plus petite que les lettres de Q[|P |], pour minimiser l’ordre lexicographique,
on place d’abord les blocs de P possibles, puis les blocs de Q[|P |], puis le dernier bloc de P , impose´
par le produit ≺. Ainsi, ⌈U⌉. est la plus petite permutation dans l’ordre lexicographique que l’on
peut obtenir a` partir des e´le´ments de P ≺ Q. Donc on a ⌈M⌉ = ⌈U⌉. Ce qui impose a` M d’eˆtre de
la forme P1 · · ·Pr−1Q1 · · ·QsPr. Donc M et U sont e´gaux.
Soit M =M1 · · ·Mk le minimum de P •Q. Le dernier bloc de P fusionnant avec le dernier bloc
de Q, les e´le´ments de P •Q ont au plus r+s−1 blocs. Or, V en a bien ce nombre. Par minimalite´
de M , on a k = r+s−1. Tous les e´le´ments de P •Q ont leur dernier bloc e´gal a` Pr ∪Qs, ainsi, ce
test n’est pas pertinent pour de´terminer le minimum. Par minimalite´ de M , on a ⌈M⌉ ≤lex ⌈V ⌉.
Or, ⌈V ⌉ est la plus petite permutation pour l’ordre lexicographique que l’on peut obtenir a` partir
des e´le´ments de P •Q. Ainsi, M est en fait e´gal a` V .
Soit M =M1 · · ·Mk le minimum de P ≻ Q. Le nombre maximum de blocs e´tant r+s et e´tant
atteint pour W , on en de´duit que k = r+s. Le dernier bloc des e´le´ments de P ≻ Q e´tant Qs, ce
crite`re ne donne aucune condition sur le minimum. Par minimalite´ de M , on a ⌈M⌉ ≤lex ⌈W ⌉.
Comme ⌈W ⌉ est la permutation minimale que l’on peut obtenir a` partir des e´le´ments de P ≻ Q,
il en re´sulte que M est e´gal a` W .
Proposition 4.5.12. Soient I et J deux ensembles de partitions ordonne´es admettant comme plus
petit e´le´ment pour l’ordre - respectivement P = P1 · · ·Pr et Q = Q1 · · ·Qs. Alors :
— I ≺ J est un ensemble admettant comme minimum U = P1 · · ·Pr−1QPr,
— I • J , est un ensemble admettant comme minimum V = P1 · · ·Pr−1Q1 · · ·Qs−1(Pr ∪Qs),
— I ≻ J est un ensemble admettant comme minimum W = PQ.
Exemple 123. Si on prend I = {3|12|45, 3|24|15, 3|1|245, 123|45}, le plus petit e´le´ment de I ≺ I
est bien 3|12|8|67|9A|45, ou` A vaut dix.
De´monstration. On garde les notations de la proposition 4.5.12.
Soit M = M1 · · ·Mk le minimum de I ≺ J . Le nombre de blocs maximal pour un e´le´ment
de I ≺ J est r+s car P , e´le´ment minimal de I a r blocs, et Q l’e´le´ment minimal de J en a s. On
remarque que U e´le´ment de I ≺ J posse`de effectivement r+s blocs.M e´tant le minimum de I ≺ J ,
ne´cessairement, k = r+s. Par de´finition de M , il existe P ′ = P ′1 · · ·P ′r e´le´ment de I et Q′1 · · ·Q′s
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e´le´ment de J tel que M appartient a` P ′ ≺ Q′ et a` fortiori, par minimalite´ de M dans I ≺ J et
graˆce a` la proposition 4.5.11, il en re´sulte que
M = P ′1 · · ·P ′r−1Q′1 · · ·Q′sP ′r. (4.114)
Par minimalite´ de P dans l’ensemble I, on a |Pr| ≤ |P ′r|. Et par minimalite´ de M dans l’en-
semble I ≺ J et en le comparant a` U , on en de´duit que |P ′r| = |Pr|. On est dans la configuration
suivante :
M = P ′1 · · ·P ′r−1Q′1 · · ·Q′sP ′r,
U = P1 · · ·Pr−1Q1 · · ·QsPr. (4.115)
Par minimalite´ de P et Q, on en de´duit que les valeurs de M sont place´es dans le meˆme ordre que
les valeurs de U . Enfin, la minimalite´ de P et Q impose la taille de chaque bloc de M . Il en re´sulte
que M = U .
Soit M = M1 · · ·Mk le minimum de l’ensemble I • J . Comme M - V , la composition M a
donc au moins r+s−1 blocs. Or, les e´le´ments de I •J en ont au plus r+s−1 graˆce a` la minimalite´
de P et Q. Donc, k = r+s−1. Or, M est un e´le´ment de I • J . Il existe donc P ′ e´le´ment de I et Q′
e´le´ment de J tel queM est un e´le´ment de P ′ •Q′. Par minimalite´ deM dans I •J ,M est a` fortiori
minimal dans P ′ •Q′. Graˆce a` la proposition 4.5.11, nous en de´duisons la forme de M . Ainsi,
M = P ′1 · · ·P ′r−1Q′1 · · ·Q′s−1(Q′s ∪ P ′r),
V = P1 · · ·Pr−1Q1 · · ·Qs−1(Qs ∪ Pr). (4.116)
Par minimalite´ de P , Q et M , on en de´duit que |Q′s ∪ P ′r| = |Qs ∪ Pr|. Par le meˆme argument, il
en re´sulte que M et V ont leurs valeurs dans le meˆme ordre. Enfin, la taille de chacun des blocs
est e´galement de´termine´e graˆce a` la minimalite´ de P , Q et M . Donc, M = V .
Constatons que les arguments des de´monstrations pour de´terminer le minimum de I ≺ J et
de I • J sont encore valables pour de´terminer le minimum de I ≻ J . Il en re´sulte que le minimum
de I ≻ J est e´gal a` W .
4.5.3.4 Proprie´te´s alge´briques de WQSym
Soit TP l’ensemble des arbres binaires complets dont les feuilles sont e´tiquete´es par les com-
positions d’ensembles inde´composables, dont les nœuds internes sont e´tiquete´s par les e´le´ments
de {≺,≻, •}, et e´vitant les motifs (4.93).
The´ore`me 4.5.13. L’application
ΦP,T : TP −→ PO
T −→ min- (ev(T )) , (4.117)
ou` min- consiste a` prendre le minimum pour l’ordre - d’un ensemble est bijective.
De´monstration. Conside´rons l’application G de TP vers Tpr (ensemble de´fini dans la proposi-
tion 4.5.7) qui consiste a` remplacer tout e´le´ment ⋆ de {≺, •,≻} par son homologue ⋆′. L’appli-
cation G est bijective, et on a
ΦP,T = ev ◦ G. (4.118)
Montrons cette e´galite´ par re´currence. Soit f une feuille de TP e´tiquete´e par P . Alors
ΦP,T (f) = min
-
◦ev(f) = P, (4.119)
car l’e´valuation d’une feuille donne un seul e´le´ment. Et,
ev ◦ G(f) = ev(f) = P, (4.120)
car les feuilles ne sont pas re´e´tiquete´es par G.
Supposons qu’il y a bien e´galite´ entre ces deux fonctions pour des arbres ayant au plus n−1
feuilles. Soit T = (⋆, T1, T2) un e´le´ment de TP . On a :
min
-
(ev(T )) = ev ((⋆′,ΦP,T (T1),ΦP,T (T2))) , (4.121)
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graˆce a` la proposition 4.5.12. Par hypothe`se de re´currence, on a donc
min
-
(ev(T )) = ev ((⋆′, ev ◦ G(T1), ev ◦ G(T2))) , (4.122)
d’ou`
min
-
(ev(T )) = ev ◦ G(T ). (4.123)
Nous savons, graˆce a` la proposition 4.5.7 que l’application ev est une bijection de Tpr vers les
partitions ordonne´es. Ainsi, ev ◦ G = ΦP,T est bijective.
The´ore`me 4.5.14. L’alge`bre tridendriforme WQSym est libre, et une base alge´brique est donne´e
par la famille (Mu)φ(u)∈POI .
De´monstration. Soit l’ensemble A des arbres binaires complets dont les feuilles sont e´tiquete´es
par Mu ou` φ(u) est inde´composable, et les nœuds internes sont e´tiquete´s par des e´le´ments de
l’ensemble {≺,≻, •} et e´vitant les motifs (4.93).
La famille (ev(T ))T∈A forme une base de WQSym. En effet, graˆce a` la bijection ΦP,T , nous
savons que pour tout mot tasse´ u, il existe un unique arbre T de A tel que
Mu +
∑
φ(u)<φ(v)
αvMv. (4.124)
ou` < est l’ordre stricte sous-jacent a` -. Or, cette famille forme une base de WQSym car elle
est triangulaire avec des 1 sur la diagonale dans la base (Mu)u∈MT ordonne´e par ordre croissant
pour l’ordre -. Il en re´sulte que WQSym est engendre´ par les e´le´ments inde´composables. Or,
une alge`bre libre engendre´e par les e´le´ments inde´composables a comme se´rie de Hilbert O ◦ I(t)
ou` O est la se´rie de Hilbert de l’alge`bre tridendriforme libre sur un ge´ne´rateur de degre´ un, et I
est la se´rie ge´ne´ratrice des e´le´ments inde´composables. Graˆce a` la bijection ΦP,T nous savons que
cette se´rie est aussi la se´rie ge´ne´ratrice des mots tasse´s. Il en re´sulte que WQSym est libre et
une famille ge´ne´ratrice est donne´e par les mots tasse´s qui sont associe´s par la bijection φ aux
inde´composables.
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