In this paper, we apply the lasso-type regression for the index tracking (IT) and long-short investing strategies. Due to its capacity of both (1) performing variable selection in linear regression, and (2) being adequate for high-dimensional problems, lasso becomes an interesting technique for portfolio selection. We consider three market benchmarks (S&P 100 and Russell 1000, from the US stock market, and the Ibovespa Index, from the Brazilian market), with data from 2010 to 2017. Also, to assess the quality of lasso-based tracking portfolios, we also solved the IT problem using cointegration to have a basis for comparison of the results obtained using lasso. The findings for IT showed similar performance between portfolios based on lasso and cointegration. Nevertheless, portfolios lasso presented average monthly turnover at least 40% smaller, which indicates a considerable advantage regarding transaction costs (represented by the turnovers) in comparison with cointegration.
Introduction
a more extended analysis, as referred in Section 3.2).
66
This study is organized as follows. Initially, Section 2 describes the method associated with the lasso-67 type regression. Then, Section 3 presents the methodology of the study, including the guidelines for the 68 index tracking and long-short investing strategies, as well as the description of the cointegration approach 69 based on simulations. Finally, Section 4 describes the empirical tests and our results, and Section 5 con-70 cludes the study. As Konzen and Ziegelmann (2016) point out, the central goal of a linear regression analysis consists of estimating the coefficients for the model y i = β 0 + X i β + ε i , where y i ∈ R is the dependent variable to be predicted, X i = (x 1i , . . . , x ki ) ∈ R k is the vector of independent variables, the union of β 0 and β is the set of predictors (β 0 , β 1 , . . . , β k ) , and ε i is the error term -considering a model with variables j ∈ 1..k, and time frame i ∈ 1..N. To compute such model, some approaches are available; among them, one of the most popular is OLS (Ordinary Least Squares), which is based on the minimization of the sum of the squared residuals (SSR) as follows:
However, as pointed out by Tibshirani (1996) , the OLS approach presents some inconsistencies, spe-74 cially as we increase the number of independent variables and move to high-dimensional models 4 . For this 75 reason, Tibshirani (1996) cites two specific techniques that attempt to overcome the OLS inconsistencies: 76 subset selection and ridge regression.
77
Nonetheless, both techniques have downsides as well. In the case of subset selection, the procedure 78 consists basically in the use of discrete choice to drop or add variables to the model as one aims at locating 79 the best combination of input information for the model. Thus, the ideal situation in this case would be to 80 an ETF (Exchange-Traded Funds) (Avellaneda and Lee, 2010) . 4 According to Tibshirani (1996) , the OLS estimates has basically two issues: (1) prediction accuracy, which results in parameters with large variance, and (2) interpretation, which is the case especially in large models since the method does not perform variable selection and thus make the interpretation of the results more difficult and inaccurate. 3 test all 2 k possible combinations of the variables (Konzen and Ziegelmann, 2016) . Yet, such analysis has a strong drawback in terms of computing time necessary to test all combinations 5 .
82
Regarding the ridge regression, Tibshirani (1996) points out its stability in terms of coefficients, in comparison to subset selection, as ridge regression consists of a continuous process that shrinks the regression coefficients. To carry out such process, the model receives a penalty on the sum of the squared residuals: Subject to:
which is equivalent to:
In Equations (2)-(4), the parameter t ≥ 0 works as a control for the penalty, which means t has the same 83 role as λ in Equation (5). In the case of Equation (5), increasing λ strengthens the shrinkage process, while 84 setting λ = 0 results inβ Ridge =β OLS .
85
Different from subset selection, however, the ridge regression approach does not involve variable selec-86 tion. As Nasekin (2013) highlights, the regression analyses usually face a situation where many independent 87 variables are irrelevant for the model and may actually decrease its prediction power. As a result, Tibshirani
88
(1996) proposes the so-called lasso approach, which consists of a shrinkage method that aims at combining 89 features from both the subset selection and the ridge regression. In this sense, the lasso-type regression 90 imposes a penalty on the coefficients (similar to the ridge regression); meanwhile, its estimating procedure 91 works similarly to calculating the subset selection process continuously. Thus, the method results in the 92 shrinkage of some of the coefficients while setting others to zero, achieving the final goal of performing 93 variable selection in the regression model.
94
Tibshirani (1996) defines the lasso estimates in the form of the following optimization problem 6 :
Subject to:
where the variables and parameters have the same definitions from the models forβ OLS andβ Ridge . Additionally, we have the assumption that x ki are standardized, thus resulting in ∑ i∈N x ki = 0 and (1/N) ∑ i∈N x 2 ki = 1 for each k. However, even though Equations (2) and (6) are similar, their Constraints (3) and (7) (which are 5 It is possible to find some algorithms in the literature to solve the subset selection problem, such as forward and backward elimination (Hastie et al., 2009), and the Dantzig Selector (Candes and Tao, 2007) . 6 To keep the description of the lasso-type regression short, we omit the explanation regarding the properties ofβ lasso . For instance, we refer the reader to Zhao and Yu (2006) and Konzen and Ziegelmann (2016) for a complete description of the lasso's consistency. 4 applied on penalty parameter t) are slightly different. As a consequence of Constraint (7), the optimization in Equations (6)-(8) takes the following form using the Lagrangian:
As Tibshirani (1996) should be selected in a dynamic process to minimize an estimate of the expected prediction error.
107
Finally, concerning Equation (9), it is worth noting that λ = 0 (in the same way as t ≥ t 0 ) results in 108 lasso coefficients equal to the OLS ones. Moreover, increasing λ implies a larger penalty that forces the 109 coefficients to converge towards zero. Hence, the choice for λ (or, equivalently, the choice for t) becomes an 110 important step for the lasso-type regression to achieve good quality results (Nasekin, 2013), and is related 111 to the calculation of the prediction error. As Tibshirani (1996) Step 1: Split the data into K roughly equal-sized parts
Step 2: For the k-th part, fit the model to the other K − 1 parts of the data, and calculate the prediction error of the fitted model when predicting the k-th part of the data
Step 3: Do the above for k ∈ 1, . . . , K parts, and combine the K estimates of prediction error
For instance, if we set K = 5, then for each k ∈ 1..K, the model will be fitted for the data of all K − 1 parts, and the fitted model will be used to verify the MSE of the k-th part of the sample. As described by Efron and Tibshirani (1993), if we let k(i) be the part containing the i-th observation of the data, and define 5
as the fitted value for the i-th observation (estimated with the fitted model with the k(i)-th part of the data removed), then the cross-validation estimate for the prediction error (or cross-validated MSE) will be as follows:
In the lasso-type estimation, the K-fold cross-validation is used to compute the CVMSE statistic in 125 Equation (10) employing different values for λ. Hence, the chosen value for λ will be the one that results
126
in the least value for the cross-validation error. As λ increases, the results should present an increasing 127 number of coefficients equal to zero, which tends to lead to larger error; then, the best value for λ, as 128 already mentioned, is the one that minimizes the cross-validated error. In our empirical tests described in According to most of the past literature, index tracking portfolios are commonly evaluated by their tracking error (TE), which is defined as the standard deviation of the difference between portfolio and index returns in a specific time interval (Beasley et al., 2003; Guastaroba and Speranza, 2012) :
where T is the time frame (for instance, one month), t ∈ 1..T corresponds to each business day in our 139 dataset, r p t is the portfolio daily return, and R t is the index daily return.
140
Concerning the lasso regression, the IT problem is implemented as follows. The dataset contains a time series of daily log returns for the market index and N stocks, where r l jt represents the daily log return of the j-th stock on the t-th day, and R l t represents the index daily log return. Then, we implement Equation (9) in the following equivalent form:
where R l t = log(P t /P t−1 ), P t is the index price on the t-th day, r l jt = log(p j,t /p j,t−1 ), and p jt is the stock 141 price of the j-th stock, j ∈ 1..N.
142
The value for λ is computed using K-fold cross-validation according to Algorithm 1, with K = 10, i.e.
143
10-fold cross-validation. After computing Equation (12), the IT portfolio is defined by normalizing the 144 coefficients β j , j ∈ 1..N, to sum up to one; as a result, the stock weight of the j-th asset in the portfolio 145 equals the normalized value of the j-th coefficient.
146
Finally, concerning the lasso predictors, we set up two definitions. First, we impose a constraint on the using cointegration. However, in the case of long-short, we take the original index returns and use it to build 158 enhanced indexes by adding (index plus) and subtracting (index minus) an annual excess return equal to α%.
159
For instance, if we set α = 5%, then the construction of the index plus consists in adding an annual excess 160 return of 5% (uniformly distributed over daily returns) to the original index daily returns. Likewise, the 161 index minus is constructed by subtracting 5% from the original index returns. Once the indexes plus/minus 162 are built, we estimate the long-short portfolio with lasso by using Equation (12) to calculate two models,
163
the first of them using the index plus instead of the original index time series, and the second one using the 164 index minus. For each regression, the coefficients should be used to form a portfolio normalized to sum up 165 to one (similar to the index tracking methodology). As a result, the outcomes will be two portfolios (plus 166 and minus), and the final wight of the i th stock in the long-short portfolio will be the difference between its 167 weights in the portfolios plus and minus.
168
According to Alexander and Dimitriu (2005) , the conceptual background that supports the choice for 169 long-short strategy is its self-financing characteristic, since investing in the long-short portfolio is the equiv-170 alent to selling the short portfolio (constructed using the index minus) to obtain the resources necessary to 171 buy the long portfolio (constructed using the index plus). Then, portfolios long-short are expected to pro- an alternative approach to equity trading and portfolio construction. By using all information embedded in 180 prices, it may be possible to detect a long-run equilibrium between a portfolio and a benchmark, which then 181 can be used to indicate the optimal strategic asset allocation.
182
Cointegration is a statistical feature which defines that a set of time series that are integrated of order 1, i.e. I(1), can be linearly combined to produce one time series which is stationary, I(0). Formally, if we set 184 S 1,t , S 2,t , . . . , S n,t to be a sequence of I(1) time series, and if there are nonzero real numbers β 1 , β 2 , . . . , β n 185 such that β 1 S 1,t , β 2 S 2,t , . . . , β n S n,t becomes I(0), then S 1,t , S 2,t , . . . , S n,t are said to be cointegrated (Hamilton,
.
187
When applied to prices in a stock market index, cointegration occurs when there is at least one portfolio 188 has a stationary tracking error, i.e., when there is a mean reversion tendency in the price spread between 189 the portfolio and the index. This property does not provide any information for forecasting the individual 190 prices in the system, or the position of the system at some point in the future, but it provides the valuable 191 information that, irrespectively to its position, the prices of the portfolio and the index will stay together on 192 a long-run basis.
193
The design for the use of cointegration in asset allocation is based on a two-step approach as follows. The first step for the selection of a tracking portfolio requires the analysis to confirm that each price series is I(1) in a predefined time frame of in-sample data. Then, we estimate the linear regression in Equation (13) (given a predefined in-sample calibration period) to infer the portfolio weights. The estimation may be carried out using OLS or an alternative approach such as non-negative least squares (NNLS), hence ensuring non-negativity on the regression coefficients. The linear regression consists of:
where P t denotes the index price on the t-th day, p i,t denotes the stock price of the i-th stock, i ∈ 1..N, and 194 ε t is a zero-mean "tracking error". By normalizing the cointegration coefficients β i (for i ∈ 1..N) to sum up 195 to one, we determine the proportional weights of the i-th stock in the portfolio.
196
The second step is to apply the unit root test on the series of residuals ε t resulting from Equation (13) to confirm that the linear combination of the price series of N stocks I(1) is a stationary combination with order I(0). To confirm if such stationary combination occurs, we apply the Augmented Dickey-Fuller (ADF) test on ε t to test the null hypothesis of no cointegration, where γ is the coefficient of the lagged fitted error term ε t−1 in Equation (14). If we let q be the order of the autoregressive (AR) process, ε t be the estimated error term from Equation (13), and ∆ ε t be the change between two error terms, then the ADF regression takes the following form:
By rejecting the null hypothesis, we confirm the time series of estimated residuals is stationary, thereby selection and IT strategy due to its features as an appropriate method for long-run asset price dynamics.
202
However, a drawback of past studies lies in the issues relative to asset selection to compose each portfolio, portfolio candidates and discarding the ones that do not meet the cointegration requirements previously 210 described, we select the portfolio whose estimation of Equation (13) We select three databases: the S&P 100 (one of the main benchmarks in the US market) and 101 stocks; 7 In this study, we select M=50,000, so that we form 50 thousand distinct portfolios to select the best one based on the sum of the squared residuals. We use 50,000 because this was the maximum number of different combinations that we were able to form. As M increases, there is a larger use of physical memory (RAM) by the CPU, thus imposing a limit on the number of M.
For i.e. quarterly, semiannual, and annual updates). Consequently, we obtain a total number of 24 portfolios in 228 the case of quarterly updates, 12 portfolios with semiannual updates, and 6 portfolios for annual updates.
229
Moreover, we also consider a buy-and-hold case in which we do not update the portfolios over time.
230
Concerning the lasso-type regression, the empirical analysis consists in evaluating Equation (12) 
Index Tracking Using Lasso -Indices S&P 100 and Ibovespa

239
We start the empirical analysis using lasso regression to solve the index tracking problem for S&P 100 and Ibovespa. The portfolios were compared using the following performance measures: (i) Annual average returns; (ii) Cumulative returns; (iii) Annual volatility; (iv) Daily TE average; (v) Daily TE volatility; and (vi) Monthly average turnover, which defined as follows:
where np is the number of portfolios estimated per portfolio size and updating frequency (for instance, con-
240
sidering quarterly updates, we form a total of 24 portfolios), p and p − 1 are time instants where sequential 241 rebalancing were carried out, and f equals 3 for quarterly rebalancing, 6 for semiannual rebalancing, and 242 12 for annual rebalancing.
243
The results are in Table 1 and Figure 1 . Concerning the S&P 100, we can initially notice in Table 1 244 the good quality of the results in terms of tracking performance specially in the case of portfolios up to 15 as it would be naturally expected (intuitively, larger portfolios should track the index more accurately).
253
Moreover, increasing the size of the portfolios also results in larger correlation with the benchmark index 254 and smaller average monthly turnover.
255
Regarding the Ibovespa index, first we highlight the considerably larger volatility of the Brazilian index 256 in comparison with the S&P 100. In fact, Table 1 shows that the Ibovespa has annual volatility equal to age process that selects only the most relevant coefficients in the regression.
274
For this reason, we also opted to carry out an empirical analysis of index tracking using a larger market We describe the results for the tracking portfolios in Table 2 and Figure 2 . Initially, we can infer from previous literature on index tracking, we also opted to estimate the tracking portfolios using this method, as
296
we sought to have a basis for comparison and validation of the results obtained using lasso.
297
To carry out the cointegration tests, we followed the methodology described in Section 3.2. Also, we 298 highlight that the use of the OLS regression would most likely result in negative and positive OLS estimates, i.e. long and short positions in each portfolio. Nevertheless, none of the portfolios obtained using lasso 300 presented short positions. For this reason, we chose to estimate cointegration using non-negative least 301 squares, thereby avoiding short positions in the cointegrated portfolios.
302
The results for cointegration (hereafter, referred to as OLS-NN) and lasso are described in Table 3 and   303 Figures 3 and 4. Initially, Table 3 has a summary of the results using lasso and OLS-NN for each of the 304 three indexes. As a result, for all three indexes, we can notice very similar performance among portfolios 305 lasso and portfolios OLS-NN, observing either cumulative returns, tracking error or the volatility results.
306
TABLE 3 HERE
As the findings for portfolios OLS-NN and lasso are hardly distinguishable in terms of overall perfor-307 mance, we turn our attention to the portfolio concentration and average monthly turnover, because both 308 measures might be translated into portfolio risk and costs. Figure 3 compares the concentration of the stock weights in the portfolios for each index. In this analysis, we consider all 24 portfolios obtained per index 310 and size of portfolio, so that we are able to verify the concentration of the stock weights.
311
In Figure 3a , we can see that the tracking portfolios for the S&P 100 have slightly lower average weights 312 using lasso, if we compare portfolios with the same size. Nonetheless, portfolios lasso also present more 313 extreme (outliers) weights, which justifies the larger annual volatility values for lasso portfolios in Table 3 .
314
Moreover, similar conclusions can be drawn from the results for the Ibovespa (Figure 3b ) and the Russell 315 1000 (Figure 3c ). Overall, portfolios lasso have a larger number of stocks with weights recognized as 316 outliers, supporting the fact that those portfolios resulted in larger volatility for all three indexes. average tracking error equal to 0.040%, 0.029%, and 0.020%. However, as we observe the average monthly 325 turnover, the values for portfolios lasso are at least 50% inferior: 6.0%, 4.3%, and 3.3%, against 25.7%,
326
12.4%, and 6.6% for portfolios OLS-NN.
327
The complete list of results for average monthly turnover is presented in Table 3 , and the same pattern 328 mentioned above for the S&P 100 can be noticed in the results relative to the Ibovespa and the Russell 329 1000. As a result, Figure 4 shows that, on the one hand, portfolios formed using lasso and OLS-NN increase transaction costs, we emphasize all results already account for transaction and management costs.
348
Initially, we observe consistent results using both indexes concerning the American market. In high-dimensional dataset (index Russell 1000, with a database composed by 907 stocks).
364
The results described in Section 4 showed overall good quality solutions in all the tests carried out. In 2017. Cumulative Return refers to the return calculated cumulatively during the entire out-of-sample period. Portfolios' Average Tracking Error refers to the average of the tracking error calculated for each portfolio according to Equation (11). Annual Volatility refers to σ × √ 252, where σ is the standard deviation of daily returns verified during the entire out-of-sample period. Correlation refers to the correlation between daily returns of each strategy and daily returns of the index during the entire outof-sample period. Average Monthly Turnover is calculated according to Equation (15). Table 1 . Skewness (Kurtosis) refers to the skewness (kurtosis) between daily returns of each strategy and daily returns of the index during the entire out-of-sample period. 
