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Abstract
In this work we introduce an image characterization of pixels based on local graphs
that allows to distinguish different local regions around a pixel. This separation
also permits us to develop a method for determining the role of each pixel in a
neighborhood of any other, either for smoothing or for sharpening. Two methods
for simultaneously conducting both processes are provided. Our solution overcome
the drawbacks of the classic two steps sequential smoothing and sharpening pro-
cess: enhancing details while reducing noise and not losing critical information. The
parameters of the methods are adjusted in two different ways: through observers
visual quality optimization and with an objective optimization criterion. The results
show that our methods outperform other recent state-of-the-art ones.
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1 Introduction
The use of digital images has grown over the last few years and is now present
in almost every field, from domestic digital cameras to medical applications
or artificial intelligence. This has led to a great growth of techniques devoted
to improve the quality of images. There are many factors that can affect the
image quality, causing loss of information, poor visual quality, and difficul-
ties in image processing. The presence of noise and the consequences of poor
acquisition conditions, that make the image blurry or not well defined in the
edges and/or textures, are the two most common causes of image degradation.
Noise may be introduced in digital images through different sources, but the
most common one is a CCD sensor malfunction which introduces the so-called
thermal noise. This kind of noise is modeled as an additive white Gaussian
noise, that can be simulated by adding random values from a zero-mean Gaus-
sian distribution to the original values of each image channel independently.
The noise intensity is characterized by the standard deviation of the Gaussian
distribution.
Image smoothing, used to remove this kind of noise, has been an intensively
studied problem in the image processing field for more than 25 years. The
smoothing step is essential for almost every computer vision system since
the noise can affect the performance of most image processing tasks. First
approaches to solve this problem followed a linear approach such as the clas-
sical arithmetic mean filter or Gaussian filter [24]. However, these methods
produced excessive smoothing near edges and details. This led to the develop-
ment of several nonlinear approaches that later constituted not only methods
for image smoothing but complex paradigms for image modelling with appli-
cations to many image processing tasks. The most popular frameworks are
anisotropic diffusion [19], bilateral filtering [29], mean shifting [4], scale-space
techniques [10], and total variation [27]. For more than 20 years, different fil-
tering solutions have been proposed within these frameworks including a vast
number of publications, which have been shown to share some commonalities
[1]. More recently, the extension to color image smoothing has been studied [11]
and new methods based on Fourier transform, wavelet theory [12,34] nonlocal
means [2], collaborative filtering [5], fuzzy logic [15,23], spatial-tonal averages
[30] and graph models [16] have been used in different smoothing solutions.
On the other hand, image sharpening is used to improve the definition of
edges, texture, and details, which are of paramount importance for many image
analysis applications such as segmentation or object detection. The unsharping
mask method (UM) [25] and contrast enhancement techniques, such as the
histogram equalization [9,22,31], or linear contrast stretching [32], are some
recent and popular methods used for sharpening.
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In practical applications, given that there are no pristine images, it is common
to assume that they need some degree of both smoothing and sharpening to
be appropriate for further processing. However, there is an interdependency
of both operations since they both deal with high spatial frequencies in the
images: smoothing can reduce or even remove small details or textures that
a subsequent sharpening cannot recover properly; but also a sharpening can
detect image noise as textures to be highlighted.
An intuitive approach to this problem is the use of methods that join two
independent processing steps: a first step of smoothing to remove the noise,
and a second step of sharpening to enhance the edges, or, in reverse order,
a first step of sharpening and a second one of smoothing. Both approaches
are easy ways of trying to achieve the goal, given the broad state-of-the-art in
both smoothing and sharpening.
However, these approaches can also lead to some of the aforementioned prob-
lems. On the one hand, if we first apply a smoothing technique there is a risk
of losing detail or edge information that will not be recovered in the sharp-
ening step. On the other hand, if we apply a sharpening method on a noisy
image, we amplify the noise making more difficult the smoothing task, which
may lead to over smooth the image or failing in reducing part of the noise.
As a result, the application of these two complex processing steps could be
ineffective for further applications and even inefficient.
A more efficient solution to address this problem is to consider a simultaneous
perspective being able of sharpening image details while removing noise. This
kind of solution can only be approached through nonlinear processes which
are needed to locally adapt the operations to be done and apply appropri-
ate intensities of smoothing and sharpening. However, this is not a simple
task given the opposite nature of these two operations. Some authors have
tried to address this problem, in general for gray-scale images, by using differ-
ent approaches as those reviewed in [18]: forward-and-backward diffusion [26],
block-matching and 3D filtering [5], different reformulations of the classical
bilateral filter such as the adaptive bilateral filter [33], the guided image filter-
ing [20,21], the adaptive unsharping mask [8] or difference of Gaussians [7].
Even though the state-of-the-art concerning smoothing or sharpening is very
extensive, currently there are not many methods able to achieve both goals
simultaneously. For a recent review of these methods we refer the reader to
[18].
In this paper, we study how two nonlinear methods based on the computation
of local graphs at each pixel provide enough information to simultaneously
carry out the nonlinear process of smoothing the noise, while sharpening the
edges and details. For every pixel, we consider a 3x3 window and we deter-
mine a weighted graph with the similarities between each pair of pixels in
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that window. Then, for the central pixel, the subgraph with the closer pixels
to it is determined. In both methods, this subgraph will be used for smoothing
and the subgraph given by the rest of the nodes will be used for sharpening.
The nonlinear splitting of the local graph in these two subgraphs was already
considered for defining a smoothing soft switching filter in [16]. Using an anal-
ogous model, we extend here this operation to simultaneous smoothing and
sharpening of color images.
The paper is organized as follows: in Section 2 we describe our local graph
based model for processing color images. In Section 3 two proposed techniques
based on these local graphs for simultaneous sharpening and smoothing are
explained. The quantitative and qualitative experimental results and conclu-
sions are given in Section 4. Finally, in Section 5 we outline the conclusions.
2 Local graphs for color image modeling
In this section we briefly introduce the local graph-based model that allows us
to characterize a pixel in a color image and the notation to be used throughout
the paper.
A graph G is defined as a finite nonempty set V (G) of objects, called vertices,
and a set L(G) of unordered pairs of distinct vertices of G which, in order to
avoid confusion with the image processing terminology, we will call them links
instead of edges, as it is common practice. Two vertices u and v joined by
a link (u, v) are said to be adjacent. When each link (u, v) has an associated
value w(u, v), we say that the graph is weighted. A graph H is called a subgraph
of G if V (H) ⊆ V (G) and L(H) ⊆ L(G). A walk W from a node v0 to a node
vl in a graph is a sequence of vertices say v0, v1, . . . , vl where (vi−1, vi) ∈ L(G),
0 < i ≤ l . A graph is connected if for every pair vi, vj of distinct vertices there
is a walk from vi to vj. A connected component of a nondirected graph G is a
connected subgraph H of G such that there is no other connected subgraph
of G that contains H, with its nodes and links, strictly.
Given a color image F, we consider the neighbors around each image pixel F0
in a 3×3 supporting window centered on it. The rest of the neighbor pixels in
the window are denoted as Fi, i = 1, . . . , 8, following a clockwise order. Each








We define a local weighted graph GF0 = (V (GF0), L(GF0)) associated to any
arbitrary pixel F0 and its associated 3× 3 window, which makes our model to
be inherently nonlinear in the spatial domain of the image. Each one of these
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graphs is defined as
V (GF0) := {Fi, i = 0, . . . , 8}
L(GF0) := {(Fi,Fj), i 6= j, ||Fi − Fj||2 < U}
with || · || standing for the Euclidean norm and U being a threshold, that is a
key parameter of the model which, in turn, makes the model being nonlinear
in the image range domain, as well. Last, if (Fi,Fj) ∈ L(GF0), its weight will
be denoted by w(Fi,Fj) := ||Fi − Fj||2.
The parameter U is crucial in the definition of the graph GF0 . Depending on
its value, GF0 can have one or more connected components that, even in the
presence of noise, will allow us to properly classify each pixel F0 as belonging
to a flat or to a detail region [16]. When the values of U are low enough,
the pixels in the connected component of the central pixel will permit us to
smooth this central pixel acting as a low-pass filter. Links that are related to
high values of the threshold U correspond to detail regions. In addition, the
structure of the links and nodes remaining in each connected component of
GF0 permits to locally characterize the image, and then to use this information
as an efficient edge detector [16,17].
Fig. 1. Example of a homogeneous region, from left to right: flat region of the image,
a zoom of a 3× 3 window to be processed, and finally the graph associated to this
window for U = 38.
Fig. 2. Example of detail region, from left to right: detail region of the image, a
zoom in the 3× 3 window to be processed and finally, the graph associated to this
window for U = 38.
In Figure 1 we show an example of a homogeneous region of an image (left).
We choose a 3× 3 window around the central pixel (middle) and we compute
the associated subgraph GF0 for a threshold U = 38, as we have already
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indicated (right). Here, we can see that all nodes belong to a unique connected
component. This structure of the local graph indicates that the central pixel
belongs to a flat zone of the image, without details or edges. On the other
hand, in Figure 2, we show an example of a pixel in an edge region, where we
can see two different connected components of the subgraph GF0 , one for each
zone perfectly differentiated in the 3× 3 image window.
The parameter U has been estimated through a linear regression analysis over
all optimal U obtained for the images in a training dataset, see [16]. For those
images, we also used an estimation of the standard deviation of the noise, σ̂ ,
that was obtained by using the method in [6]. The regression concluded that we
can safely set U = 4.59σ̂+11.16. For more details about this model, we refer the
reader to [16], where it can be found further information regarding the choice
of this parameter U , and how the cardinal of the sets of vertices and edges of
the connected component of the central pixel help us to characterize to which
type of region the central pixel belongs. We will see in the following section
how these characterizations allow us to design a simultaneous smoothing and
sharpening operation throughout the image.
3 Proposed methods for simultaneous smoothing and sharpening
The most basic spatial filters able to perform either smoothing or sharpening
are linear kernel-based filters. There, each pixel is modified according to a
linear combination of the pixels in its neighbourhood. If the coefficients of the
convolution kernel are positive and their sum is 1, then the kernel represents a
smoothing or low-pass filtering. It would smooth the homogeneous-like regions,
as well as reduce sharp transitions in intensities. Also, it would reduce any high
frequency white noise. However, if the coefficients of the convolution kernel are
all negative, except the one corresponding to the pixel under process, and their
sum is 0, then the kernel represents a sharpening filter that would highlight
the local intensity contrast and, thus, it would sharpen edges and details.
Therefore, from the linear kernel point of view, the nature of these two opera-
tions is opposed. In addition, both methods apply the same linear combination
all along the image, which determines the intensity of the smoothing or sharp-
ening performed. Here, it relays the main inspiration of our proposals.
In the rest of the section, we explain how we use GF0 to create nonlinear
kernels able to simultaneously smooth and sharpen the image. Our methods
are based on kernel type operations but the image processing is considered
in a nonlinear way. That is, we do not keep constant the coefficients of the
linear combination to be used for all image pixels. Indeed, we cannot only
switch from smoothing to sharpening kernels in different image regions, but
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we could also use positive and negative coefficients in the same kernel so that
some pixels are used for smoothing and others for sharpening. So that, we are
able to conduct both operations simultaneously. The key point behind this
approach is to be able to determine at each image location which pixels, if
any, should be used for smoothing and, consequently, for reducing noise, and
which pixels, if any, should be used for sharpening. This information will be
extracted from the local graph model built for each image pixel, which is, in
turn, the key component of the method.
Fig. 3. On the left, the nine points in the RGB space corresponding to the 3 × 3
windows of Figure 1. On the right, the corresponding points obtained from Figure
2. The points in the connected component of the central pixel of each window are
colored in green and denoted by (CC) and the others are colored in white and
denoted by (NCC).
In Figure 3 we depict the points in the RGB space corresponding to the 3× 3
windows appearing in Figures 1 and 2. On the one hand, in Figure 3 (left) all
the points are grouped in a narrow region of the space, which correlates with
the structure of the graph of Figure 1, where all nodes belong to a unique
connected component. On the other hand, in Figure 3 (right) we can see two
different groups of points in the color space corresponding to the connected
components of the graph of Figure 2: one group with the points representing
pixels similar to the central one, and another group with the three pixels that
do not share that similarity with the central pixel.
In our first method, for every pixel F0 we consider the pixels in the connected
component of that pixel F0 in the graph GF0 , denoted by CCF0 , for smoothing,
and the pixels in the subgraph of the other connected components, for sharp-
ening. In Figure 4 we show this by using only two color channels: green and
red. In this example we can achieve smoothing by replacing the value of the
central pixel by a linear combination of the pixels of its connected component.
Later, the result of the smoothing can be shifted into the color space in the
direction of the arrow in order to increase its difference respect to the pixels of
the other connected component of this local graph. The distance shifted can
be used for determining the amount of sharpening achieved in the process.
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Fig. 4. Example in the Red-Green plane of the intuitive idea of the proposed tech-
nique
We present a detailed description of our first proposed method, that we name
as Graph Method for Simultaneous Smoothing and Sharpening (GMS3). For
each pixel F0 in the image, we build the local graph GF0 , and determine the
pixels in the connected component of the pixel F0, V (CCF0). Then, we can
first make the smoothing operation by computing a smoothed version of the













where α > 0 is a parameter that controls the smoothing effect. Here, we have
assigned a weight to each pixel according to its distance to F0, giving greater
weights to the nearest pixels to it, and thus achieving a nonlinear kernel-based
smoothing adapted to the local information around the pixel.
Second, the sharpening operation, also nonlinear kernel-based, is made with
the pixels outside of the connected component of F0, if there exists. In this
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where λ ∈ [0, 1] is a parameter for controlling the sharpening effect. In this
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last operation, we compute the mean vector of the differences between the
central pixel and their dissimilar pixels. This is intended for increasing locally
the contrast, which is expected to sharpen the border/detail features and to
improve image quality. In fact, the use of the mean could also palliate the effect
of noise in the pixels different to the central pixel. If for some channel of FGMS
3
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the value lays outside the range of [0, 255], we set it to the corresponding
extreme value, 0 or 255.
Finally, we also consider of particular interest to propose as an alternative, a
slight modification of the aforementioned method that consists on considering
the normalized vector in equation (2). In this way, we would only consider
the vector direction and, thus, the sharpening will be independent of the ini-
tial edge contrast. In other words, we would enhance all the edges equally,
instead of enhancing edges proportionally to their initial contrast. We name
this variation as the Normalized Graph-Method for Simultaneous Smoothing









with v defined as in (2). Here, the values of λ can be taken greater than 1.
In Figure 5 we show an example of the separate smoothing and sharpening
performance of the GMS3 and NGMS3 methods. To illustrate them, in the
first column we have chosen a noisy image and we have filtered it with both
methods with λ = 0, that is to say, without sharpening. We can appreciate
the smoothing and noise reduction while maintaining edges and details of the
image. In the next two columns, we have again the original image, without
noise, and the output of both methods under different parameters. Here we can
appreciate the opposite effect, the edges of the image are sharpened, keeping
the homogeneous zones.
For a better understanding of how the proposed filters work and their smooth-
ing and sharpening capabilities, the intensity values before and after the fil-
tering of one of the image rows are shown in Figure 6.
In the first column, the three RGB channels of the noisy image of Figure 5 are
shown (orange lines) along with the smoothed version (blue lines). Here we
can see how noisy areas are smoothed (left part of the graph) and the border
and detail areas are kept intact (right part of the graph).
In the second column, the sharpening results for all three channels are shown.
Here, we can compare the intensity values of the noise-free image (orange line)
with the sharpening version of the same image (blue line). In these graphs we
can see how homogeneous zones are preserved, while differences increase in
the border areas. These correspond to more intensified peaks in the graphs.
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Fig. 5. Performance of Smoothing and Sharpening of GMS3 and NGMS3 methods.
First column: original noised image with σ = 10 and outputs byGMS3 andNGMS3
using α = 5 and α = 10, resp. Second column: original image free of noise and
outputs by GMS3 using λ = 0.5 and λ = 0.8. Finally, third column: original image
free of noise and outputs from NGMS3 using λ = 15 and λ = 25.
4 Experimental results
In this section we aim to assess the performance of the GMS3 and NGMS3
methods using 8-bit per channel RGB images under different parameter set-
tings, and also from different points of view.
As a first approach to analyze the proposed methods performance, we show
in Figures 7 and 8 some examples of how do they work with different choices
of the parameters α and λ, and the effect when increasing their values.
Figure 7(a) is an image with Gaussian noise (σ = 5) and Figure 7(b) is the
processed image by GMS3 with low parameters for both smoothing and sharp-
ening (α = 3 and λ = 0.2). Figure 7(c) displays the result if we raise the value
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(a) R-channel smoothed version (b) R-channel sharpened version
(c) G-channel smoothed version (d) G-channel sharpened version
(e) B-channel smoothed version (f) B-channel sharpened version
Fig. 6. 1D-representation of each of the RGB channels of one of the rows of the
noisy image in Figure 5 (orange line) versus its filtered version (blue line).
(a) (b) (c) (d)
Fig. 7. Examples of application of GMS3 method. From left to right: (a) original
noisy image with σ = 5, (b) processed image with α = 3, λ = 0.2, (c) processed
image with α = 5, λ = 0.2, and (d) processed image with α = 5, λ = 0.8.
of α, keeping the value of λ fixed (α = 5 and λ = 0.2), and thus achieving
greater smoothness. Finally, in Figure 7(d) we can see the result of also in-
creasing the parameter λ, thereby enhancing details and edges of the image
without intensifying the noise (α = 5 and λ = 0.8).
A similar scheme as in Figure 7 is presented for the the NGMS3 method in
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(a) (b) (c) (d)
Fig. 8. Examples of application of NGMS3: From left to right: (a) original noisy
image with σ = 5, (b) processed image with α = 3, λ = 5, (c) processed image with
α = 5, λ = 5, and (d) processed image with α = 5, λ = 30.
Figure 8. As we pointed out in Section 3, we can appreciate the differences
in sharpening between the two methods by focusing our attention on Figures
7(d) and 8(d). We can see how GMS3 intensifies edges with higher contrast,
while NGMS3 gives us a more homogeneous sharpening.
We will see how the GMS3 and NGMS3 methods can be used to:
(1) improve the performance of an edge detector over the output image,
(2) process the image for optimizing the visual quality determined by a set
of observers, and
Finally, we will compare the proposed technique with the principal state-of-
the-art methods. We will see a visual comparison of all of them and addi-
tionally, in order to obtain a more objective comparison we will optimize the
parameters of each of the methods in terms of an objective quality measure.
4.1 Improvement of the performance of an edge detector
The objective of sharpening is not always just an improvement of the visual
appearance of the image but also an improvement of the performance of subse-
quent image processing techniques. We illustrate in Figure 9 the improvement
that the GMS3 and NGMS3 methods can provide for borders and details
detection. To this end, we have applied the Canny edge detector to the noisy
original image of Parrots with σ = 5, see Figure 7(a), and to the corresponding
processed images by GMS3 and NGMS3, shown in Figures 7(d) and 8(d).
Figures 9(b) and 9(c) show the borders obtained by Canny edge detector after
applying GSM3 and NGMS3, respectively. In both cases we can appreciate
how the edges near the pick and the texture closer to the eye are better
recovered, specially for GSM3. Note that the improved best edge definition
provided by this last method is due to the less homogeneous sharpening, that
we pointed out in the previous section. This example also illustrates that
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(a) (b) (c)
Fig. 9. Example of Canny edge detector applied to (a) the original noisy Parrot
image with σ = 5, and applied to the sharpened-smoothed results obtained by the
(b) GSM3 and (c) NGSM3 methods.
although higher levels of sharpening may reduce the visual quality of the
image, they may allow a better subsequent process of the image.
4.2 Optimizing of the visual quality by a set of observers
We are going to show the preferred adjustment of the parameters of GSM3
and NGMS3 in terms of observers evaluated image quality. To this end, we
have considered the set of images shown in Figure 10 to which we have added
white Gaussian noise with standard deviations σ ∈ {2.5, 5, 10}. These levels
of noise have been chosen taking into account that σ = 2.5 (1%) is a noise
level near the perceptual threshold, σ = 10 (4%) is a noise clearly annoying,
and σ = 5 (2%) is an intermediate value between both of them.
A set of 6 observers was selected to adjust the model parameters. All observers
visualized the set of images, randomly ordered, under the same conditions: in
a dark room, with the same screen, at a distance of about 50cm, and after five
minutes of visual adaptation. For each image, each observer has chosen the
pair of parameters (α, λ) that yields the best quality image according to their
opinion. In Table 4.2, we show the characteristic percentiles of the ordered
observations of the parameters α and λ chosen by the observers. Then, we
considered the median value of each parameter as an optimum for using it for
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(a) Pills (b) Peppers (c) Lenna (d) Parrots











NGMS3 P50 8.67 4.54
P75 11.25 8.5
P95 18 18.1
Table 1: Adjustment of parameters α and λ by observers for percentiles 5, 25, 50,
75, and 95.
In Figure 16, we can see an example of the performance of the GSM3 and
NGMS3 methods using these parameters over Pills image with a Gaussian
noise of standard deviation σ = 10. The results obtained by both methods
are similar, with a slight decrease in smoothness being observed in the case
of GMS3. Once again, we appreciate that a more uniform enhancement is
offered by the NGMS3 method, as we formerly discussed in Section 3.
4.3 Comparison with the state-of-the-art techniques
We are going to compare the results of the proposed method with the results
obtained from some state-of-the-art methods of simultaneous smoothing and
sharpening in terms of an objective quality measure. The methods considered
for the comparison will be:
(1) the forward-and-backward diffusion method (FAB) [26],
(2) the fuzzy networks based technique (Fuzzy) [28],
(3) the collaborative filtering based method (BM3D) [5] and
(4) the Laplacian matrices based method (Laplacian) [7].
Except for the last one, these methods are designed for gray-scale images.
Therefore we have applied each one of these methods to each individual color
channel of the images.
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Fuzzy and BM3D methods are controlled by a unique parameter. The results
depending on the evolution of their parameters can be appreciated in Figures
11 and 12.
Fig. 11. Results of filtering the Lenna image with noise level equal to 5 with the
Fuzzy technique progressively increasing the smoothing-sharpening parameter from
30 to 5 in steps of 5.
Fig. 12. Results of filtering the Lenna image with noise level equal to 5 with BM3D
progressively increasing the sharpening parameter from 0.8 to 1.3 in steps of 0.1.
On the other hand, we represent the performance of the multiparametric
(GMS3, Laplacian and FAB) methods respectively for both smoothing and
sharpening. We show in Figures 13, 14 and 15 the smoothing feed rate from
lowest to highest (horizontally) and how sharpening evolves, from lowest to
highest (vertically), according to the parameters variation in each one of these
methods.
From a qualitative point of view, we can appreciate the great capacity of
smoothing and sharpening presented by BM3D. It can also be noticed how an
increase of the enhancement is tied to an increase of the image contrast. In
contrast, FAB, Laplacian and GMS3 methods remove the image noise in an
adaptive way: by trying to maintain edges while presenting good sharpening
results, and by increasing the image sharpness without changing the image
contrast. On the one hand, Laplacian method offers good results, but with a
lower sharpening potential than GMS3. We also can see the high sharpening
potential of the FAB method, however, a lot of edge information is lost and
not recovered with the sharpening part, in contrast with the performance of
GMS3. Less noise smoothing will be required in order that FAB would provide
a final image of good quality.
Now, let us analyze the parameters adjustment from a quantitative point of
view. Additionally, we will also compare the results, visually and quantita-
tively, with other techniques within the state-of-the-art. As figure of merit,
we must use a non-reference quality measure given that no ideal output exists
when sharpening is performed. So as to, we have chosen the well-known non-
reference image quality assessment BRISQUE technique (Blind/Referenceless
Image Spatial Quality Evaluator) [13,14].
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Fig. 13. Results of filtering the Lenna image with noise level equal to 5 with GMS3
progressively increasing the smoothing and sharpening parameteres.
First, the optimal parameters α and λ of GMS3 and NGMS3 have been
obtained by minimizing the sum of the squares of the BRISQUE score for the
same set of 12 images used in the previous section for observers optimization,
see Figure 10, using the Interior Point Algorithm [3]. These parameters are
optimal ones for the whole image set, that is, independently of the image




Table 2: Optimal parameters for GMS3 and NGMS3 in terms of BRISQUE.
Results from observers criterion and the ones obtained from the BRISQUE
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Fig. 14. Results of filtering the Lenna image with noise level equal to 5 with
Laplacian progressively increasing the smoothing and sharpening parameteres.
score, are slightly similar. However, in the case of theGMS3, observers smoothed
and sharpened less than what BRISQUE score suggests. We also found the
opposite effect with NGMS3. In Figure 16 we can visually compare the effects
produced by both methods with the different optimal parameters obtained by
each procedure.
Focusing our attention on Figure 16(c), corresponding to observers, and on
Figure 16(e), corresponding to BRISQUE, we can see the greater sharpening
given by the parameter fixed through BRISQUE. This effect cannot be appre-
ciated so clearly with NGMS3, as it can be seen in Figures 16(d) and 16(f),
where only slight perceptual differences can be found.
In Figure 17, we can compare the performance of the methods looking at a
sample row of one image. There, each one of the RGB channels is represented
for two images, the original noisy one, Figure 16(d) and its filtered version
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Fig. 15. Results of filtering the Lenna image with noise level equal to 5 with FAB
progressively increasing the smoothing and sharpening parameteres.
with NGMS3, Figure 16(e).
In these graphics we can see that high fluctuation areas due to the noise
(orange line) are softened in the filtered version of the image (blue line). This
can be easily appreciated in the last part of the graphs. Additionally, we also
note that the areas of peaks, associated with edges of the image, are intensified.
For example, between pixels 30 and 35 the presence of a border or of a detail
can be clearly observed, and how it has been intensified in the filtered version.
Finally, we are going to compare the results of GMS3 and NGMS3 with
the parameters obtained through the BRISQUE fitting, respect to the results
given by the other methods. The optimal parameters for running these meth-
ods have been obtained by minimizing the BRISQUE score, too, except for the
FAB method, due to convergence problems. In this last case, the parameters
have been set through observers optimal adjustment.
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(a) Noisy-free image (b) GMS3observers (c) NGMS
3
observers
(d) Noisy image (e) GMS3BRISQUE (f) NGMS
3
BRISQUE
Fig. 16. Examples of filtering with GSM3 and NGSM3 using the parameters set
by observers (b) & (c) and with the optimal parameters fixed by using BRISQUE
score (e) & (f).
(a) Red Channel (b) Green Channel
(c) Blue Channel
Fig. 17. 1D-representation of each of the RGB channels of the original noisy image
16(d) (orange line) versus its filtered version 16(e) (blue line)
Table 3 summarizes the results of all these approaches in terms of the BRISQUE
score. We remind that the lower the BRISQUE score is, the higher the im-
age quality is. The GMS3 presents similar results to NGMS3 in terms of
BRISQUE score. In addition, both GMS3 and NGMS3 outperforms in gen-
eral the FAB and Fuzzy methods, and they are competitive respect to the
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BM3D method. We show in Figure 19 the output of all these methods for
visual comparison. We can see that the sharpening level achieved by GMS3
is the highest one. FAB output still shows a little of noise and the Fuzzy out-
put looks quite blurred. Despite of BM3D offers very satisfactory results, the
quality of the image details and borders of NGMS3 and GMS3 outputs look
better. We would like to point out that BM3D is a non-local method and
therefore it deals with a greater amount of image information for the image
processing.
σ = 2.5 σ = 5 σ = 10
Lenna Pills Peppers Parrot Lenna Pills Peppers Parrot Lenna Pills Peppers Parrot
GMS3 2.64 21.57 12.40 6.03 2.50 24.09 10.37 4.02 3.99 17.37 12.96 2.75
NGMS3 5.73 19.76 13.10 5.68 5.53 21.12 11.89 3.85 6.90 18.20 15.61 2.51
Fuzzy 18.94 20.41 21.50 4.25 14.38 21.18 19.33 3.58 4.20 24.76 25.80 13.15
FAB 8.09 24.86 27.11 11.69 9.71 32.44 28.06 18.78 38.57 39.81 59.34 59.71
BM3D 1.42 16.32 20.33 8.27 3.03 18.05 15.69 0.23 6.37 16.75 11.38 1.77
Laplacian 11.68 14.76 13.18 1.68 8.74 16.18 9.39 3.34 0.16 14.41 11.38 2.07
Table 3: Results in terms of BRISQUE score of our set of images.
(a) Lenna (b) Pills
(c) Peppers (d) Parrot
Fig. 18. Charts illustrating the behaviour of GMS3, NGMS3, Fuzzy, FAB, BM3D,
and Laplacian methods, shown in Table 3.
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(a) GMS3 (b) NGMS3 (c) Fuzzy (d) FAB
(e) BM3D (f) Laplacian
Fig. 19. Results of filtering the Lenna image with noise level equal to 5 with the
different methods
5 Conclusions
In this work we have studied how pixels characterization based on local graphs
can be used to perform a simultaneous smoothing and sharpening of color im-
ages, a topic little studied in the literature by now. The methods proposed in
this work, GMS3 and NGMS3 are inspired on linear kernel methods, but car-
rying out the processing in a nonlinear way. Such processing not only changes
at different image regions, but also, within each local region. This holds be-
cause, at every pixel, we use some pixels in the neighborhood for smoothing
and some others for sharpening. Their choice depends on the information ob-
tained from the local graph analysis of the pixels of the image.
We have studied in detail the performance of our proposed methods, GMS3
and NGMS3, for different parameter adjustments, either by observers evalua-
tion as well as by optimizing a given non-reference image quality measure, the
BRISQUE score. We have also compared the outputs with the ones obtained
from other state-of-the-art methods. The results show that our methods are
competitive with them, both in terms of objective assessment, as well as of
visual evaluation. Through all these analysis we have seen that the GMS3 and
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E.E. Kerre, and W. Philips. A new fuzzy motion and detail adaptive
video filter. In Blanc-Talon J., Philips W., Popescu D., Scheunders P. (eds)
Advanced Concepts for Intelligent Vision Systems. ACIVS 2007. Lecture Notes
in Computer Science, vo.l 4678. Springer, Berlin, Heidelberg, 640–651 (2007).
22
[13] A. Mittal, A.K. Moorthy, and A.C. Bovik. No-reference image quality
assessment in the spatial domain. IEEE T. Image Process., 21(12):4695–4708
(2012).
[14] A. Mittal, A.K. Moorthy, and A.C. Bovik. Referenceless image spatial
quality evaluation engine. 45th Asilomar Conference on Signals, Systems and
Computers, 2011.
[15] S. Morillas, S. Schulte, T. Mélange, E. E. Kerre, and V. Gregori. A soft-
switching approach to improve visual quality of colour image smoothing
filters. In Blanc-Talon J., Philips W., Popescu D., Scheunders P. (eds)
Advanced Concepts for Intelligent Vision Systems. ACIVS 2007. Lecture Notes
in Computer Science, vol. 4678. Springer, Berlin, Heidelberg, 254–261 (2007).
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