This paper contains two parts. In the first part, we shall show that the result given in theŻo ladek's example [1] , which claims the existence of 11 smallamplitude limit cycles around a singular point in a particular cubic vector filed, is not correct. Mistakes made in the paper [1] leading to the erroneous conclusion have been identified. In fact, only 9 small-amplitude limit cycles can be obtained from this example after the mistakes are corrected, which agrees with the result obtained later by using the method of focus value computation [2] . In the second part, we present an example by perturbing a quadratic Hamiltonian system with cubic polynomials to obtain 10 smallamplitude limit cycles bifurcating from an elementary center, for which up to 5th-order Melnikov functions are used. This demonstrates a good example in applying higher-order Melnikov functions to study bifurcation of limit cycles.
Introduction
The well-known Hilbert's 16th problem [3] has been studied for more than one century, and the research on this problem is still very active today. To be more specific, consider the following planar system: x = P n (x, y),ẏ = Q n (x, y),
where P n (x, y) and Q n (x, y) represent n th -degree polynomials of x and y. The second part of Hilbert's 16th problem is to find the upper bound, called Hilbert number H(n), on the number of limit cycles that system (1) can have. The progress in the solution of the problem is very slow. Even the simplest case n = 2 has not been completely solved, though in early 1990's, Ilyashenko & Yakovenko [4] , andÉcalle [5] proved that H(n) is finite for given planar polynomial vector fields. For general quadratic polynomial systems, the best result is H(2) ≥ 4, obtained more than 30 years ago [6, 7] . Recently, this result was also obtained for near-integrable quadratic systems [8] . However, whether H(2) = 4 is still open. For cubic polynomial systems, many results have been obtained on the low bound of the Hilbert number. So far, the best result for cubic systems is H(3) ≥ 13 [9, 10] . Note that the 13 limit cycles obtained in [9, 10] are distributed around several singular points. This number is believed to be below the maximal number which can be obtained for generic cubic systems. A comprehensive review on the study of Hilbert's 16th problem can be found in a survey article [11] .
In order to help understand and attack Hilbert's 16th problem, the so called weak Hilbert's 16th problem was posed by Arnold [12] . The problem is to ask for the maximal number of isolated zeros of the Abelian integral or Melnikov function:
M(h, δ) = H(x,y)=h Q(x, y) dx − P (x, y) dy,
where H(x, y), P (x, y) and Q(x, y) are all real polynomials of x and y , and the level curves H(x, y) = h represent at least a family of closed orbits for h ∈ (h 1 , h 2 ), and δ denotes the parameters (or coefficients) involved in Q and P . The weak Hilbert's 16th problem itself is a very important and interesting problem, closely related to the study of limit cycles in the following near-Hamiltonian system [13] :
x = H y (x, y) + ε P (x, y),ẏ = − H x (x, y) + ε Q(x, y),
where 0 < ε ≪ 1 is a small perturbation. Studying the bifurcation of limit cycles for such a system can be now transformed to investigating the zeros of the first-order Melnikov function M(h, δ), given in (2).
When we focus on the maximum number of small-amplitude limit cycles, M(n), bifurcating from an elementary center or an elementary focus, one of the best-known results is M(2) = 3, which was proved by Bautin in 1952 [14] . For n = 3, several results have been obtained (e.g. see [1, 2, 15] ). Among them, in 1995Żo ladek [1] first constructed a rational Darboux integral to show 11 small-amplitude limit cycles, which was considered the best and was cited by many researchers in this field. The rational Darboux integral proposed byŻo ladek [1] is given by 
which in turn generates the dynamical system in the form oḟ x = x 3 + xy + 5x/2 + a, y = −ax 3 + 6x 2 y − 3x 2 + 4y 2 + 2y − 2ax,
with the integrating factor M = 20f
2 . For a < −2 5/4 , system (5) has a center C 0 = (−a/2, −a 2 /4 − 1/2) and five (real or complex) critical points (r, −r 2 − 5/2 − a/r), where r satisfies the polynomial equation r 5 − 10r − 4a = 0. In addition, system (5) has a saddle point and a non-elementary critical point at infinity. Let h 0 = H 0 (C 0 ) = −2/a. Around C 0 , there exists a family of periodic orbits given by
Recentely, Yu & Han [2] applied a different method to system (5) and only got 9 small-amplitude limit cycles. This difference motivated us to reconsider theŻo ladek's example and find that the result in [1] is not correct. In the next section, we shall present a detailed analysis on theŻo ladek's example and point out where the mistakes were made in the paper [1] .
In the second part, we will present an example to demonstrate the use of higher-order Melnikov functions to obtain 10 small-amplitude limit cycles by perturbing a quadratic Hamiltonian system with 3rd-degree polynomial functions. In general, a perturbed quadratic Hamiltonian system can be described byẋ = y + a 1 xy + a 2 y 2 + εP (x, y, ε),
where P and Q are nth-degree polynomials of x and y with coefficients depending analytically on the small parameter ε. When ε = 0, system (6) has a cubic Hamiltonian,
and its parameters a 1 and a 2 take values from the set,
The Hamiltonian given in (7) is actually the so-called normal form [16] for all quadratic Hamiltonian systems which have a center at the origin. There exists a family of closed ovals around the origin given by Γ h : H(x, y) = h, h ∈ (0, 1 6 ). For any h ∈ (0, 1 6 ) the displacement function d(h, ǫ) of system (6) has a representation
where M i (h) is called the ith-order Melnikov function, particularly the higherorder Melnikov functions if i ≥ 2. Then, we may determine the number of the limit cycles of system (6) emerging from the closed ovals {Γ h } by studying the zeros of the first non-vanishing Melnikov function M i (h) in h ∈ (0, 1 6 ). Suppose M 1 (h) ≡ 0 in (8) . Denote Z(n) the sharp upper bound of the number of zeros of M 1 (h). Gavrilov [17] proved Z(2) = 2 for the Hamiltonian H with four distinct critical values (in a complex domain). Horozov & Iliev [18] obtained a linear estimate Z(n) ≤ 5(n + 3). Also, some sharp upper bounds were given for some particular cubic Hamiltonians: n − 1 for the Bogdanov-Takens Hamiltonian, H =
x 3 (see [19] ), and [ [20] ). Moreover, for the Bogdanov-Takens Hamiltonian, there are some results on the upper bound of the number of zeros of the first nonvanishing higherorder Melnikov functions M k (h). Li & Zhang [21] got a sharp upper bound 2n − 2 if n is even or 2n − 3 if n is odd for k = 2. Iliev [22] obtained a sharp upper bound 3n − 4 for k = 3, by applying the Françoise's procedure [23] for computing higher-order Melnikov functions. The higher-order Melnikov functions can be also easily expressed via iterated integrals, which will be seen in the next section.
In this paper, we study the number of small-amplitude limit cycles in (6) bifurcating from the origin, using higher-order Melnikov functions. Hereafter we suppose P and Q are cubic polynomials with the following forms,
Our main result is given below, and its proof will be given in Section 4.
Theorem 1. Let the functions P and Q in (6) be given by (9) . Then system (6) can have [ ] small-amplitude limit cycles around the origin,
Remark 1. It follows from Theorem 1 that 10 small-amplitude limit cycles exist in the vicinity of the origin of system (6) when k = 5, i.e., M(3) ≥ 10.
The rest of the paper is organized as follow. In the next section, we consider theŻo ladek's example [1] , and show that the result given in [1] is not correct. . In Section 3, we present some preliminary results for polynomial one-forms with respect to the Hamiltonian (7). Then, in Section 4 by choosing special forms for the polynomials P and Q without loss of generality, we prove Theorem 1. Finally, conclusion is drawn in Section 5.
2.Żo ladek's example
In this section, we consider theŻo ladek's example, described by (4) and (5) , and briefly describe the method used byŻo ladek. Suppose the polynomial perturbed system (5) is described bẏ
where p(x, y, ε) and q(x, y, ε) are polynomials of x and y with coefficients depending analytically on the small parameter ε and max(deg(p), deg(q)) ≤ 3. Let S be a section transversal to the closed orbit γ h . Using H 0 = h as a parameter, 0 < h − h 0 ≪ 1, we define the first return map P(h, ε) of system (10) , and thus the corresponding displacement function, d(h, ε) = P(h, ε)−h has the form
where L(h, ε) is a trajectory of the perturbed system (10) . We can use the first non-vanishing Melnikov function M k (h) in (11) to investigate the number of the limit cycles around the center C 0 . Generally, the zeros of M k (h) correspond to the nummber of the limit cycles of system (10) .
. Then, the first-order Melnikov function M 1 (h) can be expressed in the form of
.
When M 1 (h) ≡ 0, we may use an iterated integral to express the secondorder Melnikov function M 2 (h). The first integral of system (10) can be approximated as H ε = H 0 − εH 1 , where the function H 1 (B) is the integral
M̟| ε=0 , computing along the γ h , with A = γ h S and B ∈ γ h . Thus, for system (10) we have the second-order Melnikov function, given by
Suppose that the polynomials p and q are expanded as
Further, let ̟ i = q i dx − p i dy, i = 1, 2. Then, (12) can be rewritten as
where
is the Gelfand-Leray form (see [24] ). In [1] ,Żo ladek studied small-amplitude limit cycles of system (10), bifurcating from the center C 0 , by using the second-order Melnikov function M 2 (h). More precisely, for (13) , the author chose twelve Abelian integrals
. . , 12, where one-forms ω i are given as follows:
Then, by showing the independency of the integrals I ω i (h), the author claimed that 11 small-amplitude limit cycles could bifurcate from the center C 0 after suitable cubic perturbations. Later, system (10) was re-investigated by using the method of focus values computation [2] . Based on the computation of ε-order and ε 2 -order focus values, the authors of [2] showed that system (10) has maximal 9 smallamplitude limit cycles bifurcating from the center C 0 . This obvious difference raises a question: which conclusion is correct? If the result of 11 limit cycles is not correct, then what possible mistakes were made in the article [1] ? In the following, we will answer these questions.
In [1] , a key part in the proof of the existence of 11 limit cycles is the lemma in Section 5.1, which states that the eleven integrals, I ω j (h), j = 1, . . . , 11, form a basis of the linear space of integrals
We will show that this is not true. Firstly, we find the relation aI ω 4 (h) − I ω 5 (h) = 0, showing that I ω 4 (h) and I ω 5 (h) are linearly dependent. This can be seen from the proof of the lemma [1] , where the author obtained nine one-forms η j , j = 1, . . . , 9 such that I η j (h) = 0, where
It is easy to show that (3aη 1 − 5η 3 − η 4 )/2 − η 5 + η 6 = aω 4 − ω 5 , which yields aI ω 4 (h) − I ω 5 (h) = 0. Secondly, we find another one-form η 10 , given by
ax + a 2 dx + xy 2 dy, such that the integral I η 10 (h) vanishes near h 0 . Therefore, based on these ten one forms η j , 1 ≤ j ≤ 10, we can remove I ω 5 (h) from the basis without adding another integral. Thus, the number of integrals in the basis claimed in [1] should be one less. Next, consider the integral I ω 12 (h), where ω 12 = y 2 (5 − 3x 2 )dx + xy(x 2 + 1)dy, which was used in [1] when the second-order Melnikov function was considered. Obviously, deg(ω 12 ) = 4. In Remark 7 of [1] , the author showed that I ω 12 (h) could appear in the second-order Melnikov function M 2 (h) of system (10), with a suitable perturbation.
However, I ω 12 (h) has no contribution to generate small-amplitude limit cycles in the vicinity of C 0 , since for x 2 y 2 dx and x 3 ydy in ω 12 , we can show that there are two one-forms ξ 1 and ξ 2 , given by
a(6a 2 − 7)xy + 
Summarizing the above results show that I ω 5 (h) and I ω 12 (h) can be removed from the basis, since they can be expressed as linear combinations of other basis. Thereby, now there are only ten of the integrals chosen in [1] left. This clearly indicates that at most 9 (not 11) small-amplitude limit cycles may appear in the vicinity of the center C 0 .
In [1] , having obtained the twelve integrals I ω j (h), 1 ≤ j ≤ 12, in order to show the existence of 11 limit cycles, the author tried to prove the independency of the twelve integrals. First, the author showed that I ω 11 (h) is independent of the other integrals I ω j (h), j = 11, by considering the behavior of the integrals at h = 1. In order to prove the independency of the integrals I ω j (h), j = 11, the author considered the integrals I ω as functions of two variables h ∈ C and a ∈ C. With prolonging I ω (h, a) to the point a = 0, the author used the independency of the integrals, I ω j (h, a), j = 11, for a close to 0, to determine their independence for generic a ∈ C. The closed orbit γ h has the form
for a = 0 and h is close to the critical value h 0 = −2/a = ∞.
In addition, the author introduced new variables u and v in the following form,
, where δ h is the image of the closed orbit γ h defined in (14) under the variables change. In Lemma 3 of [1] , the integrals I ω j (h, 0) and some partial derivatives with respect to a, for h close to h 0 , are expressed in terms of h and K i,j . Using these expressions and eleven independent functions:
, the author claimed the independency of integrals I ω j (h, a), j = 11 for a close to 0. Especially, the expressions for I ω 5 and its derivatives with respect to a in Lemma 3 were given by
Based on the third equation of (15), the author claimed the independence of I ω 5 from other integrals. But this is not correct since we have already shown that aI ω 4 (h) − I ω 5 (h) = 0, implying that the third equation of (15) should be replaced by
which is the correct second-order derivative of the function F (h, a) = I ω 5 (h)− aI ω 4 (h). For the integral I ω 12 (h), the author made a similar error in the proof of its independence from other integrals.
Cubic Hamiltonians with cubic perturbations
In order to prove Theorem 1, we need some preliminary results for cubic Hamiltonians with cubic perturbations. Let ω ij = x i y j dx and σ ij = x i y j dy.
Lemma 1. For the cubic Hamiltonian given in (7), the following identities hold.
12(j−1)
where r i,j (x, y) and R i,j (x, y) are polynomials in x and y with degrees i+j −2 and i + j + 1, respectively.
Proof. A direct calculation using integration by parts yields formula (a). From the Hamiltonian, we have the equation
which in turn yields
(16) Then, combining (16) with the formula (a) results in the formula (b).
Similarly, the equation
Finally, the formulas (c) and (d) follow the formula (b) and (17) .
From Lemma 1, we know that any polynomial one-form ω, deg(ω) 
if β 1,−1,0 is defined as β 1,−1,0 = 0.
Proof. We use the method of mathematics induction to prove this lemma. It is easy to see that the conclusion is true for m = 0, 1. Now, suppose (18) holds for m mod 3 = 2. Then, we prove that (18) also holds for m + 3. Multiplying (18) by H on both sides yields
The right-hand side of (20) can be rewritten as
For the left-hand side of (20) , it follows from the formulas (c) and (d) in Lemma 1 that
where η i,j = r i,j dH +dR i,j , and ξ i,j is a one-form with deg(ξ i,j ) ≤ i+j. Then, substituting (22) into the left-hand side of (20) 
Finally, combining (23) with (20) and (21) shows that the conclusion is also true for m + 3. The proof of the lemma is complete.
Noting that β 0,0,0 = β 1,0,1 = 1, β 1,−1,0 = β 0,1,1 = 0, we know from (19) that β k,m−k,m in Lemma 2 are polynomials in a 1 and a 2 with positive coefficients for m mod 3 = k, k < 2. Thus, ω k,m−k can be expressed in terms of other one-forms ω i,j , i + j ≤ m and r m dH + dR m . This gives the following lemma.
Lemma 3. Any polynomial one-form ω of degree m can be expressed as
where R(x, y) and r(x, y) are polynomials of degrees m + 1 and m − 1 in x and y, respectively.
Now, it follows from (24) that
that is, any Melnikov function M(h) = Γ h ω, deg(ω) = m, can be expressed as a linear combination of integrals I ij (h) = Γ h ω ij , i = 0, 1, j mod 3 = 0. A reasonable expectation is that the integrals I i,j (h) form a basis for the space of Melnikov functions M(h) = Γ h ω. Actually, it will be seen in the next section that the space of Melnikov functions M(h) could be Chebyshev with accuracy at least 2. So the number of limit cycles in system (6) is not determined by the number of the basis. Further, the coefficients α i,j in (25) could became very complicated when M(h) is a higher-order Melnikov function of system (6) . In this case, it is really not easy to prove the independency of α i,j s, which is the second big obstacle in the use of the independency of the integrals I i,j (h) to determine the number of limit cycles. To overcome the above mentioned difficulty, we turn to an alternative, which decreases the complexity in computing M(h) by (24) , but it still does not solve the problem of independency of basis. Let ω j = Q j (x, y)dx − P j (x, y)dy. Then, for higher-order Melnikov functions, we have the following result.
Lemma 4. (cf. [23] , [22] ) Let (9) hold. Assume that for some k ≥ 2, system (6) has
Then,
Proof. We prove this lemma by using the method of mathematical induction. First, write system (6) in the Pfaffian form,
Multiplying (28) by 1 + εr 1 + . . . + ε k−1 r k−1 and combing the like terms yield
which, by using (27), can be written as
Then, we integrate the above equation along the phase curve γ from point A to point B, which are used to define the first return map. Note that
In addition, it follows from (8) and (26) that d(h, ε) = O(ε k ). Therefore, |A − B| = O(ε k ) and we finally obtain
which yields
The proof is finished.
Proof of Theorem 1
Now we are ready to prove our main result -Theorem 1.
Proof. We return to system (6) with P (x, y) and Q(x, y) defined in (9) , and want to use higher-order Melnikov functions to prove the existence of 10 small-amplitude limit cycles around the origin. Due to the difficulty in the proof of independency of basis, we use the computation of focus values to prove the theorem. However, the computation becomes very demanding or almost impossible for computing higher-order focus values if all the coefficients are retained in the computation, and in fact many terms are not necessarily needed. Thus, before computing the focus values of system (6), without loss of generality, we want to simplify this system, by choosing a group of coefficients a ijm , b ijm in the polynomials P (x, y) and Q(x, y), which does not affect the number of limit cycles bifurcating from the origin.
In the following, we shall show how to choose a group of coefficients which are necessary for the first non-vanishing Melnikov function M k (h) in (8) . Based on the results presented in the previous section (in particular, Lemmas 1, 3 and 4), we provide an algorithm as follows.
Consider M 1 (h) in system (6), we know M 1 (h) = Γ h ω 1 . Using Lemma 3, we have
with r 1 = −(b 211 + 3a 301 )y. Then,
It is seen that M 1 (h) depends on α ij1 , i = 0, 1, j = 1, 2. So only four coefficients in the polynomials P 1 (x, y) and Q 1 (x, y) are needed in order to keep α ij1 , i = 0, 1, j = 1, 2 being independent without decreasing the number of zeros of M 1 (h). We choose these four coefficients as b ij1 , i = 0, 1, j = 1, 2.
(Certainly, this is not a unique choice.) Then, we have polynomials
Next, let us consider M 2 (h) when M 1 (h) = Γ h r 1 dH + dR 1 ≡ 0, i.e., all α ij1 = 0 in (29). Lemma 4 gives M 2 (h) = Γ h ω 2 , where ω 2 = ω 2 + r 1 ω 1 . Thus, by using Lemma 3, we obtain
which shows that M 2 (h) depends on α ij2 , i = 0, 1, j = 1, 2 and α 042 . Obviously, the coefficient α 042 is derived from r 1 ω 1 by Lemma 3 because the one-form y 4 dx of degree 4 comes from r 1 ω 1 . For ε-order perturbations, b ij1 , i = 0, 1 j = 1, 2 are needed to get all α ij1 = 0 in (29). For r 1 we may simply take b 211 = 1 and a 301 = 0, yielding r 1 = −y. We also see that the one-form y 4 dx can be derived from x 3 ydx by using the formula (b) in Lemma 1. Hence, we may choose b 301 for α 042 so that b 301 x 3 ydx could appear in r 1 ω 1 . For α ij2 , i = 0, 1, j = 1, 2, by an argument similar to that for M 1 (h), we choose b 012 , b 112 , b 022 and b 122 . Hence, we obtain the following polynomials,
Following the above procedure, we can choose the coefficients for M 3 (h), and so on. We list the polynomials for up to M 5 (h) in the following (the detailed arguments are omitted here for brevity) 
Here, the difficult part is to compute the functions r i , i = 1, 2, 3, 4 in ω i .
Having determined the coefficients we need in P and Q of system (6), we now use the computation of focus values to prove the existence of 10 small-amplitude limit cycles. We compute the focus values up to ε 5 order as follows:
We call v ij the jth ε i -order focus value of system (6), and note that v 0j = 0, j = 0, 1, 2, . . . since at ε = 0 system (6) is a Hamiltonian system. The computation of V i is equivalent to the computation of ith-order Melnikov function M i (h). But the computation of focus values is much easier than that of the higher-order Melnikov functions. The disadvantage of the focus value computation is that conditions obtained from the first few focus values can not be used to prove an infinite number of focus values to equal zero. But this can be easily verified by the above formulas ω i .
The focus values v ij can be obtained by using many different symbolic programs (e.g., the Maple program developed in [25] ). Firstly, note that Then, we have
where It is easy to see that setting b 111 = −1 results in v 13 = v 14 = v 15 = · · · = 0, as discussed above. In order to obtain maximal number of small-amplitude limit cycles bifurcating from the origin, we have to use the coefficients a 1 and a 2 to solve F 11 = F 12 = 0 (i.e., v 13 = v 14 = 0). If the solution of F 11 = F 12 = 0 yields F 13 = 0, i.e., we have parameter values such that v 10 = v 11 = · · · = v 14 = 0, but v 15 = 0, then we obtain 5 small-amplitude limit cycles by properly perturbing b 011 , b 031 , b 021 , a 1 and a 2 , respectively. In fact, by using the Groebner basis reduction procedure, we can reduce F 12 and F 13 tõ
(a 1 + 2)(3073a
Note that a 1 = −2 is not a solutioin of F 11 = 0. Further, we obtain det = 576a 2 (a 1 + 1)(11a
Summarizing the above results we can conclude that based on the ε 1 -order focus values (equivalently based on the first-order Melnikov function M 1 (h)) we obtain maximal 5 small-amplitude limit cycles around the origin. 
for which we have applied the Groebner basis reduction procedure to obtain This seemingly suggests that we may have parameter values such that v 3i = 0, i = 0, 1, 2, . . . , 7 and so the system could have at most 8 small-amplitude limit cycles . However, when we substituted the solutions of a 1 and a 2 solved from F 31 =F 32 = 0 to the original focus values v 35 , v 36 and v 37 , we found that none of these solutions satisfies v 35 = 0, v 36 = 0 or v 37 = 0, which means that these solutions are extra solutions due to the operation of eliminate.
Therefore, the best result we can have is to let a 1 (or a 2 ) free and so get 7 limit cycles. Indeed, we can find parameters values such that v 3i = 0, i = 0, 1, . . . , 6, but v 37 = 0, and thus at most 7 small-amplitude limit cycles can bifurcate form the origin. Further, properly applying perturbations on the coefficients, b 013 , b 023 , b 123 , b 113 , b 032 , a 211 and a 2 yields 7 , a 1 and a 2 to obtain 10 small-amplitude limit cycles around the origin.
Conclusion
In this paper, we have shown that the result of 11 small-amplitude limit cycles found in theŻo ladek's example is wrong, and proved that there are maximal nine limit cycles when the two mistakes are corrected. Further, we have given an example of 10 small-amplitude limit cycles obtained by perturbing a quadratic Hamiltonian system. This demostrates how to use higher-order Melnikov functions combined with the method of focus value computation to obtain more limit cycles.
