Abstract-We consider a plant switching among a set of dynamic systems each associated with a single stable equilibrium point. We assume that a constraint region for the state is assigned. The main problem is that of finding suitable limitations on the commutation speed in order to avoid constraints violations, even in the absence of state measurements. We introduce the concepts of modal and transition dwell times which lead to a dwell time vector and dwell time graph (represented by a proper matrix), respectively. The former imposes a minimum permanence on a discrete mode before commuting, the second imposes the minimum permanence on the current mode before switching to a specific new one. Both dwell time vector and dwell time graph, can be computed via set theoretic techniques. When systems share a single equilibrium stability can be assured as a special case. Finally, under the assumption of affine dynamics, non-conservative values are achieved.
I. INTRODUCTION
It is well established that a fast switching among a family of stable dynamical systems may lead to instability. Stability under arbitrary switching require a "common feature", beyond individual stability, which is known to be the existence of a common Lyapunov function for all the dynamics [17] , [16] , a quite restrictive condition in practice. When this condition is not satisfied, it is of interest to know under which restrictions on the switching sequence stability is preserved; in particular, the concept of dwelltime plays a fundamental role [19] , [20] . The dwell time can be defined as the minimum time interval in which the system is forced to stay in a given logic state, namely the smallest interval between two consecutive switchings and, reasonably, it affects stability. The notion of dwell time is important both in the case of uncontrolled (exogenous) switchings and in the case of switchings produced by a supervisor [22] . According to the terminology previously introduced [3] , we will refer to the former as switching systems and the latter as switched systems.
It is interesting to notice that the stability under dwell time admits a Lyapunov characterization; however, in this case multiple Lyapunov functions must be introduced 1 . Some results have very recently been proposed in the literature to compute lower bounds for the dwell time assuring stability [11] [6] [2] . In particular, some contributions aim at finding the optimal dwell time [9] [10] . In some cases, a restriction on the average commutation interval is more reasonable than a rigid lower bound on the commutation interval. This idea led to the concept of average dwell time for which computable lower bounds have been proposed [13] . Several notions of dwell time have been discussed [14] , stability results being proposed mainly by means of multiple Lyapunov functions [8] . From the existing surveys [21] [2] and monographs [16] [22] it is apparent that there are several unsolved problems in the computation of proper lower bounds for the dwell time to assure stability or, quite harder, the computation of its minimum value, typically possible only in special cases [10] .
In this paper, we consider a finite family of stable dynamics, each associated with its own equilibrium point, and we assume that an admissible region, typically defined by constraints on the variables, is assigned. We propose a settheoretic approach to solve the problem of establishing limits on the commutation sequence. We do not consider stability only but also a safety problem, namely the problem of keeping the state in the admissible region and, eventually, assuring the trajectory convergence to some equilibrium point.
As a product of the theory we propose a switching supervisor, namely a device which limits the switching sequence as shown in original switching signalσ(t) with a new one σ(t) which prevents the system from being in danger. The idea of a switching supervisor has already been proposed [19] [20] [1] ; such a device is important in the presence of constraints [5] , in gain scheduling problems [18] or to improve performance [15] [23] [6] . Most of the works available in the literature involve Lyapunov functions (see for instance [24] ) and invariant regions. However, measurements from the system are necessary, often including accurate estimation of the state. On the contrary, the device we are proposing does not require state estimation.
The main results can be summarized as follows.
• We introduce the concept of modal dwell time, leading to a dwell time vector and of transition dwell time, leading to the dwell time graph. The dwell time vector imposes, at each time, a minimum permanence on the current discrete mode. The dwell time graph has weighted arcs that enable the corresponding transitions only if the proper time has elapsed. WeB02.5
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• We show how the dwell time vector and dwell time graph can be computed via set-theoretic methods.
• In the case of affine dynamics, the computation involves polytopes. Necessary and sufficient conditions are achieved to recover the largest region of initial states.
• Stability is faced as a special case in which the dynamics share the same equilibrium. Most of the proofs are omitted for brevity. The interested reader is referred to the full version of the paper [7] for details.
II. PROBLEM STATEMENT AND BASIC DEFINITIONS
Throughout the paper, script letters (such as A, B, . . . ) denote sets; intA denotes the interior of set A; R + denotes the extended set of positive real numbers, namely R + {x ∈ R : x 0} ∪ {+∞}.
Consider the switched dynamical systeṁ
where x(t) ∈ R n , σ(·) is a switching signal, namely a piecewise constant function assuming value in a finite set Σ ⊂ N, and f i , for i ∈ Σ, is an assigned function; without restriction we assume Σ = {1, 2, . . . , s} and σ rightcontinuous. In addition, the following basic assumption is introduced.
Assumption 1: For any i ∈ Σ, the functions f i are locally Lipschitz and each dynamics, corresponding to σ = i, admits a single equilibrium pointx i . Such an equilibrium is globally uniformly asymptotically stable.
Our goal is to find constraints on the switching sequence in such a way that x(t) belongs to a given set for all t 0. To this aim we introduce three types of dwell-time as follows. Definition 2.1: Let t 0 , t 1 , t 2 , . . . , t k , . . . , with 0 = t 0 < t 1 < t 2 < . . . < t k < . . ., denote the switching instants.
• We say that σ(·) is subject to the dwell time τ ∈ R + if for all k ∈ Z + t k+1 − t k ≥ τ .
• We say that σ(·) is subject to the modal dwell time τ j ∈ R + , associated with the j-th mode of system (1) if
• We say that σ(·) is subject to the transition dwell time τ ij ∈ R + , relatively to the commutation from j to i, if for all k such that σ(t) = j for t ∈ [t k , t k+1 ) and σ(t k+1 ) = i t k+1 − t k ≥ τ ij . For reasons that will soon be clear, we admit that τ j = +∞ (as well as τ ij = +∞), meaning in this case that no transition is possible from mode j (and, respectively, that no transition is possible from mode j to mode i). Now, consider a compact region X ⊂ R n and suppose it has to be regarded as an operating region for x(t), namely a hard constraint for the admissible trajectories. The following question concerning dwell-time constraints is analyzed in the paper.
Problem 2.1: Given a set X ⊂ R n , find lower boundsτ j for τ j (orτ ij for τ ij ) and proper sets of initial conditions X i , i ∈ Σ, such that
(2) We will also consider a stronger version of the problem in which a common initial condition set is required, namely,
To have a meaningful solution to the above problem, we make the following assumption.
Assumption 2: The set X has a non-empty interior, intX , and, for all i ∈ Σ,x i ∈ intX .
To find a solution to Problem 2.1, we exploit the settheoretic approach, for which the regions introduced next play a fundamental role.
Given a point x 0 ∈ R n , let Φ i (t, x 0 ) denote the solution at time t corresponding to the i-th dynamics and to the initial condition x 0 . Given a set S ⊂ R n , let Φ i (t, S) denote the set of solutions corresponding to the i-th dynamics and to an initial condition in the set S:
Definition 2.2:
The largest positively invariant set for the systemẋ = f j (x), denoted by P j , is the set of all initial states x 0 ∈ X such that Φ j (t, x 0 ) ∈ X , for all t > 0, namely, the largest set S for which Φ j (t, S) ⊆ X for all t. In the paper the set P = j∈Σ P j will play a fundamental role. Standard results for invariant sets are reported next.
Lemma 2.1: The sets P j are closed (therefore such is P).
Lemma 2.2:
The equilibrium pointsx j are in the interior of the forward propagation of the corresponding domain:
An interesting property concerning the sets P j and P, which is a direct consequence of their definitions, is that they are maximal sets of initial conditions for the permanence of the trajectory in X , as stated in the following result.
Proposition 2.1: The following implications hold.
• x(t) ∈ X ∀ t > 0 implies that x(0) ∈ P σ(0) .
• x(t) ∈ X ∀ t > 0 and all σ(0) ∈ Σ implies x(0) ∈ P. According to Proposition 2.1 we call x(0) a feasible initial condition if x(0) ∈ P σ(0) and safe initial condition if x(0) ∈ P i for all i.
III. SAFE BOUNDS EVALUATION FOR THE MODAL AND TRANSITION DWELL TIME
In this section basic set-theoretic techniques to provide bounds for the modal and transition dwell times are discussed.
WeB02.5 A. Properties of the modal dwell time
We begin by showing some some basic properties regarding the dwell times and the invariant sets which can be exploited to find bounds for the modal dwell time. (2) is assured for all initial conditions x(0) ∈ X 0 , any σ(0) ∈ Σ and for any switching sequence with modal dwell times τ i ≥ τ * i (for all i ∈ Σ). To provide proper lower bounds for the modal dwell times we introduce the quantitȳ
Note that, in general, the set appearing on the right hand side of (3) might be empty and consequently the definition might be meaningless. In fact, Definition 2.2 only assures that the trajectories starting in P i remain in X but there is no guarantee that they ultimately reach P. It might well happen that, for any initial condition in P i , x(t) / ∈ P for arbitrary large t. In this case we setτ i = +∞. With respect to this matter, a result assuringτ i < +∞ is the following.
Proposition 3.1:τ i < +∞ if and only ifx i ∈ intP. Proof. (Sufficiency) Ifx i ∈ intP, then there exists a neighborhood Ux i ⊂ P. Sincex i is a uniformly stable equilibrium point for the i-th dynamics, then there exists t i (x 0 ) > 0 such that Φ i (t, P i ) ∈ Ux i for all t >t i (x 0 ). This means that the value in (3) is bounded. (Necessity). The necessity comes from the fact that ifx i ∈ intP, then in view of Lemma 2.2, for all t >t i (x 0 ) Φ i (t, P i ) includes points which do not belong to P, hence the condition defining the set on the right hand side of Equation (3) cannot be satisfied for finite τ .
Proposition 3.2:
Ifx i ∈ intP for all i ∈ Σ, then system (1) is safe under modal dwell times with τ * i =τ i . In the next theorem we show that the quantities defined by (3) are indeed lower bounds and they are non-conservative as long as the system is required to evolve in X for all feasible initial states x(0) ∈ P σ(0) . We remind that such a condition is necessary, according to Proposition 3.1.
Theorem 3.1: The following conditions are equivalent:
i) x(t) ∈ X for all x(0) ∈ P σ(0) , for all switching sequences subject to the modal dwell times τ j and for all t 0; ii) τ j ≥τ j , for all j ∈ Σ. The caseτ j = ∞ means that before switching to another mode an infinite time-interval has to elapse in order to guarantee safety for switching to any of the other modes. Note thatτ j = ∞ ifx j ∈ P i for some i = j and only ifx j ∈ intP i . This basically means that no switching to other modes is allowed, which is a trivial occurrence, as it is equivalent to the system locked to the j-th dynamics. However, safety could still be guaranteed by using the concept of transition dwell time, as it is done in the next subsection.
B. Properties of the transition dwell time
In the previous subsection a theoretical framework has been developed for the modal dwell time; here analogous definitions are introduced and similar results are proved. Definition 3.2: System (1) is safe under transition dwell times if there exist sets X i ⊂ X , for all i ∈ Σ and finite values τ * ij , for all i ∈ Σ, j ∈ Σ and i = j, such that condition (2) is assured for all initial conditions x(0) ∈ X σ(0) and for any switching sequence with transition dwell times τ ij ≥ τ * ij (for all i ∈ Σ, j ∈ Σ and i = j).
Note that this definition refers to several sets of feasible initial conditions, while Definition 3.1 considers a single region of safe initial conditions. The essential reason is that, as we have seen, under modal dwell time, the set P must be non-empty, being the set of admissible initial conditions. Conversely if we consider the transition dwell time the situation is different since the set P might be empty. Now, by introducing the quantitȳ
the following results can be proved to hold analogously to the proof of Propositions 3.1 and 3.2. Proposition 3.3:τ ij < +∞ if and only ifx j ∈ intP i , for all i, j ∈ Σ, i = j.
Proposition 3.4: Ifx j ∈ intP i for all i ∈ Σ, j ∈ Σ, i = j, then system (1) is safe under transition dwell times with τ * ij =τ ij . Moreover, analogously to Theorem 3.1 the following theorem can be proved.
Theorem 3.2:
The following conditions are equivalent i) x(t) ∈ X for all x(0) ∈ P σ(0) , for all switching sequences subject to the transition dwell times τ ij and for all t 0; ii) τ ij ≥τ ij , for all i, j ∈ Σ.
C. Relations among dwell times
One may wonder if there is any relationship between the modal and the transition dwell time bounds described in the previous subsections. The answer is provided by the following proposition the proof of which follows directly from the definitions ofτ i andτ ij .
Proposition 3.5:
The following equality holds for all j: τ j = max iτij .
A lower bound for the safe dwell time may also be defined asτ = max
and an immediate consequence of this definition is the following theorem.
Theorem 3.3:
The following conditions are equivalent i) x(t) ∈ X for all x(0) ∈ P σ(0) , for all σ(0) ∈ Σ, for all switching sequences subject to dwell time τ and for all t 0; ii) τ ≥τ .
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IV. THE SAFE TRANSITION GRAPH
In general, the transition between modes based on the global or modal dwell time bounds is not safe if some of the dwell time bounds are infinite. Precisely:
• ifτ = ∞, violations may occur for some transitions, no matter how long we wait; • ifτ j = ∞, violations may occur for some transitions from mode j; then j is an "unsafe mode"; • ifτ ij = ∞ and the active mode is j, violations may occur when switching to mode i. Let G(Σ, A) be an oriented graph whose nodes correspond to the discrete modes, such that two nodes j and i are connected if τ ij < ∞, namely, according to Proposition 3.3 if and only if the largest invariant set P i includes the equilibrium point x j . Then the following matrix
fully describes the graph in the sense that arc (i, j) from j to i, exists iff its weight τ ij < ∞. Fig. 2 . The regions and their equilibria P 2 (dashed boundary), P 3 (dotted boundary). Region P is the shaded one. The equilibriumx 1 = 0 is inside all the regions. The equilibriumx 2 is inside intP 1 and outside P 3 . The equilibriumx 3 is inside intP 2 and outside P 1 . The corresponding matrix Θ is
while the resulting graph is sketched in Figure 3 . The importance of the transition graph is evidenced in the next definition and theorem. Definition 4.1: Assume that transition dwell time bounds given by the graph are imposed to the switching sequence. 3 . The graph corresponding to the scenario depicted in Figure 2 System (1) is transitable if for any σ(0) ∈ Σ and x(0) ∈ P σ(0) and any i ∈ Σ, there exists a sequence σ(·) and a time t < ∞ such that σ(t) = i, namely any i can be safely reached.
For any pair of nodes denote by T min (i, j) the value of the shortest path from node j to node i.
The following theorem holds.
Theorem 4.1:
If the transition graph is connected 2 then the system is transitable. Furthermore, at most T min (i, j) time is necessary to reach the discrete mode i from j from each initial condition in P j .
V. SYSTEMS WITH AFFINE DYNAMICS
A case of practical interest in which "almost exact solutions" can be found, is that of systems with piecewise affine dynamicsẋ
where the A i 's are Hurwitz matrices and the b i 's are given vectors for all i ∈ Σ. Assume that the set X is a convex and compact polyhedron including the equilibrium vectors:
Assume also that reset square invertible matrices R ij are assigned for the j-to-i commutation. In this case, sets P j are compact and convex and have non-empty interiors. Therefore [4] each set P k can be arbitrarily internally approximated by a positively invariant polyhedral setP j . The computation involve the Euler Auxiliary System (EAS)
and the technique proposed in [12] . According to [12] , if F x ≤ g is the "plane description" of X , then the setP i is identified by the inequalities
for some finite K i . According to [4] this set is the largest invariant for the (EAS) within X , it is positively invariant for the continuous-time system, and for τ → 0 it converges toP i . Proposition 5.1: Assume that the necessary and sufficient conditionsx i ∈ intP (respectivelyx i ∈ intP j ) are satisfied.
Then these conditions are met by suitable polyhedral approximating sets, preciselyx i ∈ intP (respectivelyx i ∈ intP j ).
Henceforth we assume, without restrictions, that P i are polytopes and thatx i satisfy the above conditions. By using this approximation, an algorithm to determine the optimal values for the modal and transition dwell times and, therefore, the transition graph, can be designed. The basic problem to be faced when determining the quantities defined in (3) and (4) is to generically computē
for given polytopes P and Q and a given reset matrix R, where Φ(t, P) = e At P .
Let p k , k = 1, 2, . . . , ν P be the vertices of P and q h x ≤ r h , h = 1, 2, . . . , the inequalities representing Q. Then the following procedure computesτ . Procedure 5.1:
2) For k = 1, 2, . . . , ν P (each vertex): a) For each h = 1, 2, . . . , ν Q (each plane): compute the value
Ifτ < θ thenτ := θ. Procedure 5.1 produces, in principle, non-conservative solutions since by means of polytopes we can arbitrarily approximate the largest invariant set. However, the complexity of the description of the derived polytopic invariant sets can be arbitrarily large. As it is known, approximate solutions can be always found by considering ellipsoidal invariant sets (see [7] for details).
VI. STABILITY UNDER DWELL TIME
A special case of the affine problem is that in which all the systems share a common equilibrium pointx j =x = 0. In this case safety is equivalent to stability. Consider the systeṁ
According to the theory developed in the previous section, conditions for the state of the system to be included in a given 0-symmetric polytopic set X can be established. With little additional effort, asymptotic stability can be assured as well. Assume, without restrictions, that P i is also a 0-symmetric polytope.
To ensure asymptotic stability it is sufficient to introduce an arbitrarily small contraction factor 0 < λ < 1 and definē
The following theorem is the concluding result of the paper. Theorem 6.1: Under the modal (resp. transition) dwell times computed by means of (8) (resp. (9)) and by means of Procedure 5.1 system (7) is asymptotically stable. 
VII. EXAMPLE
We conclude the paper with the following numerical example. Consider the circuit depicted in Figure 4 where L = 1mH, C = 1mF andV = 0.5V . The system can switch in two ways: between configuration (a) and configuration (b) and in each of these it can switch the resistance value: R 1 = 10Ω, R 2 = 100Ω, R 3 = 100mΩ, R 4 = 10mΩ. The following four configurations are possible.
Denoting by
T the state variable, the state equations are
V for the configuration (a) and
for the switch configuration (b). The corresponding equilibrium points arē
The largest invariant sets contained in the set X = {|x| ∞ ≤ 1} for the different modes are depicted in Figure 5 along with the steady state values (circles).
From the calculated regions and steady state values it turns out thatx 2 belongs to every maximal invariant set (though it is very close to the boundary of P 4 ), whereasx 1 does not belong to P 4 , as evidenced in the resulting transition matrix which means that no modal dwell time exist which assure safe transition from the first mode, which is motivated by the fact thatx 1 ∈ P 4 .
VIII. CONCLUSION
The problem of a switching plant in the presence of constraints has been investigated. The dynamics involved are assumed stable but they are possibly associated with different equilibria. We have proved that an efficient way to meet the constraints is to compute the modal and the transition dwell time, which are less restrictive then the standard global dwell time. We have presented a set-theoretic method for the computation and we have shown that the transition dwell time leads to the concept of dwell-time graph which allow safe transitions between modes. The switching limiter is proposed as an application. In the case of systems with affine dynamics, a computation algorithm based on polyhedral computation has been presented. Stability under switching is analyzed as special case.
