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Total variation, dual norms,
and convex optimization
Abstract. We revisit the worst-case bounds M(ϕ,B) and N(ϕ,B), introduced in
Chapter 4, on the expectation Ef [ϕ(ω)] of one-dimensional periodic functions ϕ. We
show that these optimization problems can be embedded in the framework of convex op-
timization over (inﬁnite-dimensional) vector spaces. For such optimization problems
rich theory exists, including that of duality, which we apply to M(ϕ,B) and N(ϕ,B).
As a result, we obtain bounds for M(ϕ,B) and N(ϕ,B) that hold under much more
general assumptions than those presented in Chapter 4; in fact, the assumption of
periodicity of ϕ is not required. A key observation in our analysis is that total vari-
ation can be considered as a norm on the space of real-valued functions of bounded
variation.
7.1 Intuitive introduction
In this section we will introduce the ideas behind the approach of this chapter. This
introduction is called intuitive since many technicalities are neglected.
Consider1 the worst-case error bound M(ϕ,B) := supf∈F{Ef [ϕ(ω)] : |Δ|f ≤ B},
introduced in Chapter 4, on the expectation Ef [ϕ(ω)] of a one-dimensional periodic




function ϕ. From the viewpoint of functional analysis, this expectation is a linear
functional on F for every ϕ, and the total variation |Δ|f is a norm on the space BV (R)
of real-valued functions of bounded variation. Thus, using suggestive notation, the




〈ϕ, f〉 : ‖f‖ ≤ B, 〈e, f〉 = 1, f ≥ 0
}
.
That is, M(ϕ,B) equals the supremum of a linear functional 〈ϕ, f〉 over f , where the
total variation ‖f‖ of f is bounded by B, and moreover f satisﬁes the nonnegativity
constraint f ≥ 0 and the linear equality 〈e, f〉 = 1, with e ≡ 1 denoting the all-one
function. The latter two constraints ensure that f is a probability density function.
Without these latter two constraints and with B = 1, the problem reduces to the




〈ϕ, f〉 : ‖f‖ ≤ 1
}
.
Here, ϕ is interpreted as an element in the dual space of BV (R). Such dual norms
arise naturally in the framework of normed vector spaces X and their dual spaces X∗.
In fact, the results we derive in this chapter are inspired by the Riesz Representation
Theorem for X = C[a, b], the space of all continuous real-valued functions on [a, b].
In Section 7.2 we discuss this theorem and we brieﬂy review some general background
on normed vector spaces.
The optimization problem in the deﬁnition of M(ϕ,B) is a rather elementary con-
vex optimization problem in an inﬁnite-dimensional vector space. As a consequence,
we can apply duality theory to solve it. At the same time, it turns out to be useful











〈ϕ, f〉 : ‖f‖ ≤ B, f ≥ 0
}
.
Standard convex duality based on perturbation of the right-hand sides leads to the
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dual problems





















Here, z ∈ R is the Lagrangian multiplier related to the constraint 〈e, f〉 = 1, and
y is the Lagrangian multiplier related to the nonnegativity constraint on f . Notice
that (7.2) and (7.3) indicate that the dual problems have the same optimal value as
the primal ones. In Section 7.3.1, where the dual problems are introduced, we will
argue that there is no duality gap, indeed. Thus, we observe that explicit formulas
for the dual norm are essential for ﬁnding expressions and bounds for H+(ϕ,B) and
M(ϕ,B).
The remainder of this chapter is organized as follows. First, we brieﬂy introduce
general normed vector spaces X, their dual spaces X∗, and their dual norm in Sec-
tion 7.2. Next, in Section 7.3 we analyze these concepts for the special case where X
is a suitable space of real-valued functions of bounded variation, and we derive exact
expressions for ‖ϕ‖d, H(ϕ,B) and H+(ϕ,B) for a rather general class of functions ϕ.
In Section 7.4 we use these results to show that the worst-case bounds on M(ϕ,B)
in Chapter 4 for periodic functions ϕ can be derived as a special case. Finally, in
Section 7.5 we discuss several implications for future research.
7.2 General background on normed vector spaces
In this section we brieﬂy review the concepts of normed vector spaces and their dual
spaces. Throughout, we follow the notation of Luenberger [49].
7.2.1 Normed vector spaces X
Let X denote a vector space and let ‖ · ‖ be a norm on X. Then, (X, ‖ · ‖) is called
a normed vector space. For every vector x ∈ X, the value ‖x‖ can be interpreted as





X = Rn. However, norms can also be deﬁned on inﬁnite-dimensional vector spaces
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X, such as for example X = C[a, b], the space of all real-valued continuous functions
on [a, b] equipped with the supremum norm.
Given a normed vector space X, we may consider linear functionals x∗ on X.
We say that x∗ is bounded if there exists K ∈ R such that for all x ∈ X, we have
|x∗(x)| ≤ K‖x‖. The vector space X∗ of all bounded linear functionals x∗ on X is
called the dual space of X. Instead of x∗(x) we will often use the symmetric notation
〈x∗, x〉 emphasizing that 〈x∗, x〉 is linear in x for a given x∗ ∈ X∗, and also linear in
x∗ for a given x ∈ X.
Similar as for X, we assign a length to all elements x∗ ∈ X∗ by means of a dual
norm ‖ · ‖d on X∗. It is induced by the norm on X.
Deﬁnition 7.1. Let (X, ‖ · ‖) be a normed vector space. Then, the dual space
X∗ consists of all bounded linear functionals x∗ on X. Moreover, the dual norm




〈x∗, x〉 : ‖x‖ ≤ 1
}
, x∗ ∈ X∗.
Example 7.1. Consider the normed vector space (X, ‖ · ‖1), where X = Rn and
‖x‖1 :=
∑n
i=1 |xi| for all x ∈ X. Let x∗ be a linear functional on X. Since x∗ is











where ei denotes the i-th unit vector in R
n. Thus, every linear functional x∗ on X is
uniquely deﬁned by its values x∗i (ei) at ei, i = 1, . . . , n. Deﬁning, with slight abuse
of notation, x∗i := x
∗(ei), we can identify every linear functional on X by a vector





Observe that it represents a bounded linear functional for every x∗ ∈ Rn. Thus, there
is a one-to-one correspondence between X∗ and Rn, and for convenience we write
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Here, the last equality holds, since the optimal objective value of the linear program-
ming problem in (7.4) is attained in one of the extreme points ±ei, i = 1, . . . , n, of
its feasible region. 
Remark 7.1. For every n-dimensional normed vector space (X, ‖·‖), there is a one-to-
one correspondence between X∗ and Rn. Throughout, we will often write X∗ = Rn
in such cases.
7.2.2 Riesz Representation Theorem
Contrary to the ﬁnite-dimensional case, for inﬁnite-dimensional normed vector spaces
(X, ‖·‖) it may be hard to give a complete description of the dual space X∗. However,
an example where such a complete description has been obtained is X = C[a, b], the
normed space of all continuous functions on a compact interval [a, b].
Theorem 7.1 (Riesz Representation Theorem). Consider the normed vector space
(X, ‖ · ‖∞), where X = C[a, b] and ‖Φ‖∞ := maxa≤t≤b |Φ(t)| for all Φ ∈ X. Let x∗ be
a bounded linear functional on X. Then, there is a function f of bounded variation










Φ(t)df(t) : ‖Φ‖∞ ≤ 1
}
= |Δ|f([a, b]),
where |Δ|f([a, b]) denotes the total variation of f on [a, b]. Conversely, every function
f of bounded variation on [a, b] deﬁnes a bounded linear functional on X through (7.5).
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Proof. See e.g. [49].
Remark 7.2. The integral in (7.5) is a Riemann-Stieltjes integral. If f is continuously




We are particularly interested in the Riesz Representation Theorem since it shows
that the dual space X∗ of X = C[a, b] can be obtained directly from BV ([a, b]), the
space of functions f of bounded variation on [a, b], where the dual norm ‖ · ‖d appears
to be the total variation of such functions f on [a, b]. Ignoring several technical
details, such as for example that f is deﬁned on [a, b] instead of R, this dual space of
X = C[a, b] is the space of feasible solutions in the optimization problems H(ϕ,B),
H+(ϕ,B), and M(ϕ,B), introduced in (7.1)–(7.3). However, to obtain expressions
for these optimization problems we need to analyze the dual space and dual norm of
the space of functions of bounded variation. That is, we are interested in the second
dual X∗∗ of X = C[a, b]. To our knowledge, a complete description of X∗∗ is not
available. However, since X ⊂ X∗∗ holds in general, it follows immediately from the
Riesz Representation Theorem that every continuous function Φ deﬁnes a bounded
linear functional on X∗ through (7.5). We are inspired by this observation in the next
section, where we analyze the space of real-valued functions of bounded variation on
R rather than on [a, b].
7.3 A suitable vector space of real-valued functions
of bounded variation
We consider the vector space X of real-valued functions x : R → R of bounded
variation that are absolutely integrable, i.e. |Δ|x < +∞ and ∫ +∞−∞ |x(t)|dt < +∞.
This space contains all pdf f of bounded variation, so we can deﬁne X as the space
of feasible solutions of the optimization problems H(ϕ,B), H+(ϕ,B), and M(ϕ,B),
introduced in (7.1)–(7.3). Deﬁning ‖x‖ := |Δ|x as the total variation of x for every
x ∈ X, we obtain a normed vector space (X, ‖ · ‖).
Lemma 7.1. Let X denote the space of real-valued functions x : R → R of bounded
variation that are absolutely integrable, and let ‖ ·‖ : X → R be deﬁned as ‖x‖ = |Δ|x
for every x ∈ X. Then, (X, ‖ · ‖) is a normed vector space.
Remark 7.3. The tails of x vanish, i.e. limt→+∞ x(t) = limt→−∞ x(t) = 0, for every
x ∈ X, since x is absolutely integrable and of bounded variation.
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Remark 7.4. Without the assumption that x is absolutely integrable, |Δ|x is only a
pseudo-norm on X, since every constant function x on R has total variation 0.
In Section 7.3.1, we show that explicit formulas for the dual norm ofX are essential
for ﬁnding expressions and bounds for H(ϕ,B), H+(ϕ,B), and M(ϕ,B). However,
this dual norm is deﬁned on the dual space X∗, and as discussed in the previous sec-
tion, we are not able to give a complete description ofX∗. Instead, we will characterize
a linear subspace X∗s of X
∗ that is large enough for our purposes. Its introduction
needs some steps.
Inspired by the Riesz Representation Theorem, we deﬁne for every bounded con-




x(t)dΦ(t), x ∈ X. (7.6)
This integral exists since Φ is bounded and continuous, and x is of bounded variation.
Observe that Φ needs to be deﬁned up to a constant only, so that without loss of
generality we may assume Φ(0) = 0. Moreover, observe that we have interchanged
the role of x and Φ compared to (7.5) in the Riesz Representation Theorem. However,
by doing so only the sign of the integral in (7.6) changes, since the tails of x vanish
and we will assume that we may apply integration by parts.
Conveniently, the integral in (7.6) may represent the expectation Ef [ϕ(ω)] of a
function ϕ : R → R with respect to the random variable ω with pdf f . Indeed, in the





so that 〈x∗, x〉 = Ef [ϕ(ω)]. Throughout this chapter we only consider bounded func-
tions x∗ : R → R that are Riemann integrable on every bounded interval, so that
the integral in (7.7) exists, and thus 〈x∗, x〉 is well-deﬁned since x ∈ X is absolutely





that is, to the integral in (7.6) with Φ := Φx∗ and Φx∗ as deﬁned below.
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Deﬁnition 7.2. For every function x∗ : R → R that is Riemann integrable on every




x∗(s)ds, t ∈ R. (7.8)
We deﬁne the linear space X∗s as the space of all bounded functions x
∗ : R → R such
that Φx∗(t) exists for all t ∈ R, and Φx∗ is bounded, and we let Y ∗s denote the space
X∗s without this latter restriction.
Remark 7.5. Observe that by deﬁnition the function Φx∗ is continuous and Φ(0) = 0.
Throughout, we may omit the dependence of Φx∗ on x
∗ if it is clear from the context.
The spaces X and X∗s are deﬁned so that all integrals in this chapter exists and








where the last equality holds by applying integration by parts. The restriction in
X∗s to x
∗ with bounded Φx∗ is made to be sure that 〈x∗, x〉 =
∫ +∞
−∞ x(t)dΦx∗(t)
deﬁnes a bounded linear functional on X. Using (7.9) and starting with the Riesz
Representation Theorem, a straightforward proof shows that x∗ is a bounded linear
functional on X, so that X∗s ⊂ X∗, indeed. Furthermore, looking at (7.9) and the
Riesz Representation Theorem again, we might conjecture that ‖x∗‖d = supt |Φx∗(t)|.
However, this is not true, as we will show later, since for all x ∈ X both tails of x
vanish.
We note that several restrictions imposed on X and X∗s may be relaxed without
aﬀecting the results of this section. The results presented here are a ﬁrst step towards
a more general functional analytic framework for the optimization problem deﬁned
in M(x∗, B). Since we assume that all integrals in this section are well-deﬁned and
that (7.9) holds, expressions for ‖x∗‖d and H+(x∗, B) can be obtained by rather
elementary analysis.
In the remainder of this section we derive these expressions for the dual norm
‖x∗‖d and for the optimization problem H+(x∗, B). We do so for a ﬁnite-dimensional
version of (X, ‖ · ‖) in Section 7.3.2, and we generalize these results in Section 7.3.3.
First, however, we apply convex duality to M(x∗, B) in Section 7.3.1, deriving dual
problems of both H+(x∗, B) and M(x∗, B).
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7.3.1 The dual of M(x∗, B)
In this section, we apply convex duality to obtain the dual representation ofM(x∗, B),
yielding (7.3) with ϕ := x∗. The analysis in this section holds for x∗ ∈ Y ∗s and does
not require the assumption of periodicity, contrary to the analysis in Chapter 4.
The primal formulation of M(x∗, B) is given by
M(x∗, B) = sup
x∈X
{
〈x∗, x〉 : ‖x‖ ≤ B, 〈e, x〉 = 1, x ≥ 0
}
, (7.10)
where e is the all-one function, so that 〈e, x〉 = ∫ +∞−∞ x(t)dt. Observe that e is con-
tained in Y ∗s but not in X
∗
s since Φe is unbounded. Relaxing the last two constraints
in (7.10), we obtain an upper bound on M(x∗, B), i.e. M(x∗, B) ≤ H(x∗, B) where
H(x∗, B) is a scaled version of the dual norm ‖x∗‖d deﬁned as
H(x∗, B) = sup
x∈X
{
〈x∗, x〉 : ‖x‖ ≤ B
}
= B‖x∗‖d.
Alternatively, we may relax the constraint 〈e, x〉 = 1 only, so that M(x∗, B) ≤
H+(x∗, B) where
H+(x∗, B) = sup
x∈X
{
〈x∗, x〉 : ‖x‖ ≤ B, x ≥ 0
}
. (7.11)
The index in H+(x∗, B) emphasizes that the primal formulation of H+(x∗, B) con-
tains an additional nonnegativity constraint x ≥ 0 compared to the primal formulation
of H(x∗, B).
Moreover, we may obtain tighter bounds onM(x∗, B) thanH(x∗, B) andH+(x∗, B)
by applying Lagrangian relaxation. Introducing Lagrangian multipliers z ∈ R and
y ≥ 0, we have
M(x∗, B) ≤ sup
x∈X
{
〈x∗, x〉 − z(〈e, x〉 − 1) + 〈y, x〉 : ‖x‖ ≤ B
}
= z + sup
x∈X
{
〈x∗ − ze+ y, x〉 : ‖x‖ ≤ B
}
(7.12)
= z +B‖x∗ − ze+ y‖d, (7.13)
where the last equality holds since the optimization problem in (7.12) equals H(x∗ −
ze+y,B). Here, the Lagrangian multiplier y : R → R is contained in Y ∗s . Observe that
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for Langrangian multipliers z = 0 and y = 0, we obtain the upper bound H(x∗, B) =
B‖x∗‖d. The dual of M(x∗, B) is the problem of minimizing the upper bound of
M(x∗, B) in (7.13) over z ∈ R and y ≥ 0. In general only weak duality holds.
However, given the fact that the primal formulation of M(x∗, B) only consist of a
linear objective, a single linear equality, and a nonnegativity constraint, we expect
that strong duality holds as well. In Section 7.4 we discuss an example where there is
no duality gap, indeed. Throughout this chapter we assume that there is no duality
gap. In case this is not true, the dual of M(x∗, B) only yields an upper bound on
M(x∗, B).
Deﬁnition 7.3. Let x∗ : R → R be a bounded function that is Riemann integrable
over every bounded interval, and let B ∈ R with B > 0 be given. Consider the
optimization problem M(x∗, B) deﬁned in (7.10). Then, the dual of M(x∗, B) is
given by












z +H+(x∗ − ze,B)
}
, (7.15)
where H+(x∗, B) is deﬁned in (7.11).
Remark 7.6. For every B ∈ R with B > 0, the dual of H+(x∗, B) is given by






The advantage of the dual of M(x∗, B) over its primal formulation, is that it
reduces to a one-dimensional optimization problem over z ∈ R, if expressions for
‖x∗‖d and H+(x∗, B) are available. In the next sections such expressions will indeed
be derived.
7.3.2 Total variation in ﬁnite-dimensional vector spaces
To obtain insights into characteristics of the dual norm ‖ · ‖d of X, we ﬁrst study the
concept of total variation in ﬁnite-dimensional vector spaces. Instead of functions x :
R → R that are deﬁned on the entire real line, we consider functions x : {1, . . . , n} →
R that are deﬁned on a ﬁnite number of points only. Since there is a one-to-one
correspondence between such functions and vectors in Rn, we let X = Rn. Moreover,
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|xi+1 − xi|, x ∈ Rn,
with x0 = xn+1 = 0, mimicking the assumption that the tails of x vanish. Next, we
consider the corresponding dual norm.




|xi+1 − xi|, x ∈ X,
where x0 = xn+1 = 0. Then, (X, ‖ · ‖) is a normed vector space. Writing X∗ = Rn,


























x∗k, j = 0, . . . , n. (7.18)
Moreover, an optimal solution x¯ ∈ X of the optimization problem in (7.16) can be
described using i∗ and j∗, an arbitrary global minimizer and an arbitrary global max-
imizer in (7.17), respectively.
(i) If i∗ ≤ j∗, then x¯k = 1/2 if i∗ < k ≤ j∗ and x¯k = 0 otherwise.
(ii) If i∗ ≥ j∗, then x¯k = −1/2 if j∗ < k ≤ i∗ and x¯k = 0 otherwise.
Proof. It is easy to verify that ‖ · ‖ is a norm on X. Moreover, since X is ﬁnite-
dimensional we deﬁne X∗ = Rn, see Remark 7.1. Let x∗ ∈ X∗ be given and consider




















































where Φ is as deﬁned in (7.18). Notice that we have omitted the dependence of Φ
on x∗ for notational convenience. The feasible region W = {w ∈ Rn+1 :∑ni=0 |wi| ≤
1,
∑n
i=0 wi = 0} is a polytope with extreme points equal to vij = 12 (ej − ei), i, j ∈
{0, . . . , n} with i = j, where ej denotes the j-th unit vector in Rn+1. Since the
objective of (7.19) is linear, the supremum is attained in one of the extreme points
of W , and since 〈Φ, vij〉 = 12 (Φj − Φi), we conclude that (7.17) holds. Moreover, if
i∗ and j∗ denote a global minimizer and maximizer of Φ(x∗) in (7.17), respectively,
then the supremum in (7.19) is attained by the solution w¯ deﬁned as w¯j∗ = 1/2,
w¯i∗ = −1/2, and w¯k = 0, otherwise. Using the change of variables x¯i =
∑n
j=i w¯j for
every i = 0, . . . , n, we obtain x¯ as deﬁned in (i) and (ii). We conclude that x¯ is indeed
an optimal solution of the optimization problem in (7.16).
Remark 7.7. The optimal solution x¯ deﬁned in (i) and (ii) of Theorem 7.2 has a
special structure. It can be considered as a ﬁnite-dimensional version of a piecewise
constant function. Indeed, in Chapters 3 and 4 the worst-case probability density
functions are of this type.
The most important step in the proof of Theorem 7.2 is the change of variables
wi := xi−xi+1, for every i = 0, . . . , n. Applying this change of variables, the problem
reduces to that of the ‖ · ‖1 norm with the additional linear equality
∑n
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Comparing the two optimization problems in (7.20), we observe that in the ﬁrst
problem, the order of the components of x is relevant to determine feasibility of x,
whereas in the second optimization problem the order of the components of w does
not matter. Instead, the ‘order’ is moved from the constraints to the coeﬃcients
Φj(x
∗), which are partial sums of the vector x∗ as introduced in (7.18).





x∗k, j = 0, . . . , n. (7.21)
We will write Φj instead of Φj(x
∗) if the argument x∗ is clear from the context.
Remark 7.8. Since ‖x∗‖d is a function of the range of Φ(x∗), the vector Φ(x∗) needs
to be deﬁned up to a constant only. Indeed, due to the constraint
∑n
j=0 wj = 0, the
second optimization problem in (7.20) is equivalent for every two vectors of coeﬃcients
Φ1 and Φ2 that are the same up to a constant.
Thus, the change of variables wi = xi − xi+1, for every i = 0, . . . , n, leads to an
optimization problem with the diﬀerences w of x as decision variables, and the partial
sums Φ of x∗ as coeﬃcients in the linear objective function. In a continuous setting,
this means that applying a similar change of variables will lead to an optimization
problem with the derivative x′ of x as decision variable, and the partial integral Φ of






i.e., |Δ|x represents the L1-norm on the derivative x′ of x. Observe that ∫ +∞−∞ |x′(t)|dt ≤
1 is the continuous analogue of the constraint
∑n
i=0 |wi| ≤ 1.
Before we discuss the dual norm for (X, ‖ · ‖) as deﬁned in Lemma 7.1, we ﬁrst
consider the ﬁnite-dimensional version of the optimization problem H+(x∗, B).
The optimization problem H+(x∗, B)
In this section we consider the ﬁnite-dimensional version of the optimization problem
H+(x∗, B) deﬁned in (7.2). We consider this problem involving the nonnegativity
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constraint x ≥ 0, since x may represent a probability density function. Moreover,
once we obtain exact expressions for H+(x∗, B), the dual of M(x∗, B) reduces to a
one-dimensional optimization problem. Although the analysis of Section 7.3.1 holds
for functions x : R → R, the dual of H+(x∗, B) may be obtained in the same way in
this ﬁnite-dimensional setting, yielding












representing the primal and dual of H+(x∗, B), respectively. Here, the Lagrangian
multiplier y is a vector in Rn with y ≥ 0. By weak duality, 〈x∗, x〉 ≤ B‖x∗ + y‖d for
every x ∈ X with ‖x‖ ≤ B and for every y ≥ 0.
Since Theorem 7.2 implies that the dual objective function is given by






∗ + y)− Φi(x∗ + y)
)
,
with Φ as deﬁned in (7.21), the dual of H+(x∗, B) can be interpreted as selecting
y ≥ 0 to minimize the range of Φ(x∗ + y). By deﬁnition of Φ, for every x∗ ∈ Rn and
y ≥ 0 the diﬀerences Φk(x∗ + y) − Φk(x∗) =
∑k
j=1 yj do not depend on x
∗, and are
nonnegative and non-decreasing in k. Thus, if the components Φk(x
∗) of the vector
Φ(x∗) are non-decreasing in k, then y = 0 is optimal and H+(x∗, B) = B‖x∗‖d. On
the other hand, if the components Φk(x
∗) of the vector Φ(x∗) are non-increasing in
k, then it is possible to select y = −x∗ ≥ 0 such that Φ(x∗ + y) = 0, and thus
H+(x∗, B) = 0.
Theorem 7.3. Let X = Rn and let ‖ · ‖ : X → R be deﬁned for every x ∈ X as
‖x‖ =∑ni=0 |xi+1 − xi| with x0 = xn+1 = 0. Let x∗ ∈ Rn and B ∈ R with B > 0 be
given, and consider
H+(x∗, B) = sup
x∈X
{



















with Φ as deﬁned in (7.21). Moreover, an optimal solution x¯ to the primal of
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H+(x∗, B) can be described using arbitrary optimal indices i∗ ≤ j∗ in (7.22). We
have x¯k = B/2 if i
∗ < k ≤ j∗, and x¯k = 0, otherwise. Furthermore, an optimal








, j = 0, . . . , n. (7.23)
Proof. Let x∗ ∈ Rn and B ∈ R with B > 0 be given, and denote the optimizers in
(7.22) by i∗ and j∗. We will show that









which means that both x¯ and y¯ are feasible solutions of the primal and dual problem
of H+(x∗, B), respectively, with the same objective value, so both are optimal and
there is no duality gap. For the primal problem of H+(x∗, B), we have












where the second equality holds by deﬁnition of Φ. We conclude that 〈x∗, x¯〉 equals
the right-hand side of (7.24). To prove that y¯ is an optimal dual solution we will show
that for every j = 0, . . . , n,
Φj(x
∗ + y¯) = Φj(x∗)−min
i≤j
Φi(x
∗) ≥ 0. (7.25)
Then, since Φ0(x
∗ + y¯) = 0, it follows that the range of the vector Φ(x∗ + y¯) is equal
to its largest component. Hence,





















and thus B‖x∗ + y¯‖d equals the right-hand side of (7.24) if (7.25) is true. To prove
(7.25) we use induction on the components j of Φ(x∗ + y¯). For j = 0, (7.25) is true
by deﬁnition of Φ. Next, let j = 1, . . . , n, be given and assume that (7.25) is true for
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j − 1. Then,
Φj(x
∗ + y¯) = Φj(x∗)− min
i≤j−1
Φi(x
∗) + y¯j , (7.26)
since Φj(x
∗ + y¯) = Φj(x∗) +
∑j
k=1 y¯k for every j = 0, . . . , n, and by the induction
hypothesis,
∑j−1
k=1 y¯k = −mini≤j−1 Φi(x∗). Substituting the expression for y¯j in (7.23)
into (7.26), and using that t+ (−t)+ = (t)+ for every t ∈ R, we obtain
Φj(x








, j = 0, . . . , n. (7.27)
Since we may equivalently minimize Φi(x
∗) in (7.27) over i ≤ j instead of over i ≤ j−1,
we conclude that indeed (7.25) holds.
Observe that Theorem 7.3 on H+(x∗, B) is similar to Theorem 7.2 on H(x∗, B) =
B‖x∗‖d. Indeed, alsoH+(x∗, B) can be derived directly from the vector Φ(x∗) deﬁned
in (7.21). However, induced by the constraint x ≥ 0, we now require i ≤ j in the
maximization of Φj(x
∗) − Φi(x∗), since for i > j the solution x¯ deﬁned in (ii) of
Theorem 7.2 is infeasible.
7.3.3 Expressions for the dual norm ‖ · ‖d
The results for its ﬁnite-dimensional version can be generalized almost directly to
(X, ‖ · ‖), the space of functions x : R → R of bounded variation that are absolutely
integrable. For this normed space, expressions for ‖x∗‖d and H+(x∗, B) will not de-
pend on the vector of partial sums Φ deﬁned in (7.21), but on its continuous analogue
Φx∗ deﬁned in (7.8). That is, we will have to replace the vector of partial sums Φ by
the function of partial integrals Φx∗ .
We state expressions for ‖x∗‖d andH+(x∗, B) in Theorem 7.4 below without proof.
They can be derived from the ﬁnite-dimensional results in Theorems 7.2 and 7.3 using
limiting arguments with n → ∞. Similar as for the ﬁnite-dimensional case, ‖x∗‖d
equals half the range of Φx∗ . Moreover, H
+(x∗, B) = 0 if Φx∗ is non-increasing.
Theorem 7.4. Let x∗ : R → R be a bounded function that is Riemann integrable on
every bounded interval, and let Φx∗ be as deﬁned in Deﬁnition 7.2. If Φx∗ is bounded,
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x(t)dΦx∗(t), x ∈ X.
Moreover, for the dual norm ‖x∗‖d and the optimization problem H+(x∗, B) deﬁned



















Since for every s, t ∈ R, we have Φx∗(t) − Φx∗(s) =
∫ t
s
x∗(u)du, we may substitute
this expression in (7.28) and (7.29).
Theorem 7.4 shows that expressions for ‖x∗‖d and H+(x∗, B) can be derived
directly from Φx∗ . By (7.15), this implies that for given functions x
∗, the dual of
M(x∗, B) reduces to a one-dimensional optimization problem. Moreover, Theorem 7.4
does not only hold for periodic functions x∗, but for any function x∗ ∈ Y ∗s . This may
be useful to improve the error bound in Chapter 6, as we discuss in Section 7.5.
7.4 Bounds on M(x∗, B) for periodic functions x∗
In this section, we show that the worst-case bounds on the expectation of periodic
functions in Proposition 4.1 and 4.2 of Chapter 4 can be derived directly from the
results in previous sections. That is, we show that for every periodic function x∗ :
R → R with period p and ﬁnite mean value ν := p−1 ∫ p
0
x∗(t)dt, and for every B ∈ R
with B > 0,





Moreover, if in addition x∗ is non-increasing on (β, β + p) for some β ∈ R, then









An important observation for deriving these bounds is that the function Φx∗ , deﬁned
in Deﬁnition 7.2, is periodic with period p if x∗ is periodic with period p and mean
value ν = 0.
Lemma 7.2. Let x∗ : R → R be a periodic function with period p and ﬁnite mean
value ν := p−1
∫ p
0
x∗(t)dt, and denote x∗ν = x




x∗(s)ds for all t ∈ R. Then,
Φx∗(t) = νt+ ψ(t), t ∈ R,
is the sum of a linear function with slope ν and a periodic function ψ with period p,
deﬁned as ψ(t) :=
∫ t
0
x∗ν(s)ds, t ∈ R.







(x∗(s)− ν)ds = νt+ ψ(t).




x∗ν(s)ds = 0 for every t ∈ R, and thus ψ is periodic with period p.
We conclude from Lemma 7.2 that the range of Φx∗ is ﬁnite if and only if ν = 0.
Moreover, in that case, the range of Φx∗ on R is equal to its range on [0, p]. Thus,















, ν = 0,
+∞, ν = 0.
Notice that for ν = 0 the supremum over s and t is attained since [0, p] is compact
and Φx∗ is continuous. Moreover, x
∗ /∈ X∗s if ν = 0.
Using a similar line of reasoning, we obtain an expression for H+(x∗, B) for every
B ∈ R with B > 0. Since Φx∗(t) − Φx∗(s) = ν(t − s) + ψ(t) − ψ(s) for every s ≤ t,
it follows that H+(x∗, B) is ﬁnite if and only if ν ≤ 0. In Lemma 7.3 we summarize
these results without proof.
Lemma 7.3. Let x∗ : R → R be a periodic function with period p and ﬁnite mean
value ν := p−1
∫ p
0
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, ν = 0,
+∞, ν = 0.
(7.30)











, ν ≤ 0,
+∞, ν > 0.
(7.31)
In addition, if ν ≤ 0, then there exist maximizers s∗, t∗ ∈ R in (7.31) such that
s∗ ≤ t∗ ≤ s∗ + p.
Remark 7.9. Since Φx∗(t) − Φx∗(s) =
∫ t
s
x∗(u)du for every s, t ∈ R, we may substi-
tute this equality in the expressions for ‖x∗‖d and H+(x∗, B) in (7.30) and (7.31),
respectively.
To derive Propositions 4.1 and 4.2 of Chapter 4, we consider the dual of M(x∗, B)
given in Deﬁnition 7.3. For every feasible dual solution z ∈ R and y ≥ 0, we obtain
an upper bound on M(x∗, B). We will show that by particular choices of z and y we
can derive the bounds in Propositions 4.1 and 4.2.
Proposition 7.1 (Proposition 4.1). Let x∗ : R → R be a periodic function with









where x∗ν := x
∗ − ν.
Proof. Let x∗ be given and consider the dual of M(x∗, B) given in (7.14). Since z = ν
and y = 0 is a feasible dual solution, it follows immediately that








Here, the last equality holds by (7.30) in Lemma 7.3 and by Remark 7.9 since x∗ν is
periodic with period p and zero mean. To prove the claim, observe that for every
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Combined with (7.32) this concludes the proof.
Next, we prove Proposition 4.2 using the results of this chapter. However, we only
prove an inequality; equality can be obtained as explained in the subsequent remarks.
Proposition 7.2 (Proposition 4.2). Let x∗ : R → R be a periodic function with
period p and ﬁnite mean value ν = p−1
∫ p
0
x∗(u)du. Assume that x∗ is non-increasing
on (β, β + p) for some β ∈ R. Then, for every B ∈ R with B > 0,






Proof. Let x∗ be given as above and consider the dual of M(x∗, B) given in (7.14). If
2/B ≥ p or x∗ν(β + 2/B) < 0, then select the dual feasible solution z = ν and y = 0,
so that similar as in the proof of Proposition 7.1,








Since x∗ν is periodic with period p, we may equivalently maximize with respect to s
and t over [β, β + p] instead of over [0, p]. Moreover, since x∗ν is non-increasing on
(β, β + p) it follows that s∗ = β and t∗ is such that x∗ν(t) ≥ 0 for t ∈ (β, t∗) and










Observe that since 2/B ≥ p or x∗ν(β + 2/B) < 0, we may replace the upper limit of
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the right-hand side integral by β + min{2/B, p}. Combining this observation with
(7.35) and (7.34), we conclude that (7.33) holds if 2/B ≥ p or x∗ν(β + 2/B) < 0.
If, on the other hand, 2/B < p and x∗ν(β+2/B) > 0, then select z = x
∗(β+2/B)
so that by (7.15) we have







Here, the last equality holds by Lemma 7.3 since x∗ν(β + 2/B) > 0 implies that
z = x∗(β + 2/B) > ν, and thus the mean of x∗ − ze is smaller than zero. Since the
function x∗ − ze is periodic with period p and mean value ν − z < 0, and x∗ − ze
is non-increasing on (β, β + p), it follows that s∗ = β and t∗ = β + 2/B are global
maximizers in (7.36). Indeed, we have x∗(t)− z > 0 for t ∈ (β, t∗) and x∗(t)− z < 0
for t ∈ (t∗, β + p). Thus,











where we use that the right-hand side of (7.37) is constant in z. Since 2/B < p and
x∗ν(u) > 0 for all β < u ≤ β + 2/B, we conclude that






and thus (7.33) holds for every B ∈ R with B > 0.
To prove (7.33) with equality as in Proposition 4.2, we can either show that there
exists a feasible primal solution x of
M(x∗, B) = sup
x∈X
{
〈x∗, x〉 : ‖x‖ ≤ B, 〈e, x〉 = 1, x ≥ 0
}
with objective value equal to the bound in (7.33), or we can prove that the dual
solutions z, selected in the proof of Proposition 7.2, are optimal solutions for the
dual of M(x∗, B), given in (7.15). The latter can be veriﬁed since expressions for
H+(x∗ − ze,B) can be obtained, and thus the optimization problem that remains is
one-dimensional in z, and can be solved analytically. In Example 7.2 we illustrate
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this approach for a speciﬁc periodic function x∗.
Example 7.2. Consider the periodic function x∗ : R → R deﬁned as
x∗(t) := 
t − t− 1/2, t ∈ R. (7.39)
This function x∗ is the same as ϕ¯α in Example 4.2 with α = 0. It is periodic with
p = 1 and mean value ν = 0, and moreover x∗ is non-increasing on (0, 1). Thus, we
may use Proposition 7.2 to obtain an expression for M(x∗, B) for every B ∈ R with






B/16, B ≤ 4,
1/2− 1/B, B ≥ 4. (7.40)
However, in this example we derive this bound by solving the dual of M(x∗, B) given
by
M(x∗, B) = inf
z∈R
{
z +H+(x∗ − ze,B)
}
. (7.41)
Since x∗ − ze is a periodic function with mean −z, it follows immediately from
Lemma 7.3 that H+(x∗ − ze,B) = +∞ if z < 0. Moreover, for z ≥ 0,







Observe that if z > 1/2, then H+(x∗ − ze,B) = 0 since x∗(u)− z < 0 for all u ∈ R.
On the other hand, for z ∈ [0, 1/2], maximizers s∗ and t∗ in (7.42) are given by
s∗ = 0 and t∗ = 1/2 − z, since x∗(u) − z ≥ 0 for all u ∈ [k, 1/2 − z + k], k ∈ Z, and
x∗(u) − z ≤ 0 for all u ∈ [1/2 − z + k, k + 1), k ∈ Z, and moreover since we may
assume s∗ ≤ t∗ ≤ s∗ + p by Lemma 7.3. Thus, for z ∈ [0, 1/2], we have




(x∗(u)− z)du = B
4
(1/2− z)2.
Considering the dual ofM(x∗, B) in (7.41), we conclude that the optimal dual solution
z∗ is contained in [0, 1/2], and thus
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The objective function in (7.43) is a quadratic function with global minimum 1/2−2/B
at z = 1/2− 2/B. Hence, if B ≥ 4, then z∗ = 1/2− 2/B and M(x∗, B) = 1/2− 1/B,
and if B ≤ 4, then z∗ = 0 and M(x∗, B) = B/16. We conclude that we obtain the
same expression for M(x∗, B) as in (7.40). 
Remark 7.10. Observe that in the proof of Proposition 7.2, we select z = 0 if 2/B ≥ p
or x∗ν(β + 2/B) < 0, and z = x
∗(β + 2/B), otherwise. For x∗ as in Example 7.2, this
corresponds to selecting z = 0 if B ≤ 4, and z = 1/2− 2/B if B ≥ 4. Hence, the dual
solutions selected in the proof of Proposition 7.2 are indeed optimal for x∗ as deﬁned
in (7.39).
7.5 Discussion
The key observation in this chapter is that the total variation |Δ|f may be interpreted
as a norm on the space of functions f of bounded variation. Combined with convex
duality, the worst-case bounds M(ϕ,B) on the expectation Ef [ϕ(ω)] of periodic func-
tions ϕ, derived in Chapter 4, can be expressed in terms of the dual norm ‖ϕ‖d of
ϕ. However, in this chapter we do not require ϕ to be periodic to obtain bounds
on M(ϕ,B). A direct advantage of this result is, for example, that we may bound
the error of the shifted-LP relaxation approximation, deﬁned in (4.44), for the simple
integer recourse function Q directly, even though the underlying diﬀerence function
is not periodic.
Example 7.3. Consider the simple integer recourse function Q(x) = Ef [
ω − x+],
x ∈ R, and let Qˆ(x) = Ef [(ω + 1/2 − x)+], x ∈ R, denote the shifted-LP relaxation
approximation. Then, for example for x = 0, we have Q(0)− Qˆ(0) = Ef [ϕ(ω)], where
ϕ(t) = 
t+ − (t+ 1/2)+ =
{

t − t− 1/2, t ≥ −1/2,
0, t ≤ −1/2.
It follows immediately from Example 7.2 that for every z ∈ R, we have H+(x∗ −
ze,B) = B4 (1/2− z)2, and thus
Q(0)− Qˆ(0) ≤ M(ϕ, |Δ|f) = 1
2
h(|Δ|f).
Using a similar line of reasoning, we can show that |Q(x)− Qˆ(x)| ≤ 12h(|Δ|f) for all
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x ∈ R, and thus ‖Q− Qˆ‖∞ ≤ 12h(|Δ|f). 
The results and insights of this chapter do not only provide a direct approach
to derive an error bound for ‖Q − Qˆ‖∞ in Example 7.3, but they may also be used
to improve this error bound. For example, we may consider alternative worst-case
bounds
M ′(ϕ,B) = sup
f∈F
{
Ef [ϕ(ω)] : ‖f‖ ≤ B
}
,
where ‖f‖ may represent any norm, not necessarily the total variation |Δ|f . Ob-
viously, not every norm ‖f‖ leads to a nontrivial bound M ′(ϕ,B). For example,
for ‖f‖∞ := supt∈R |f(t)| and ϕ periodic, we have M ′(ϕ,B) = supt∈R ϕ(t), since
for every  > 0 we may select a feasible pdf f such that f(x) > 0 if and only if
ϕ(x) > supt∈R ϕ(t) − . To obtain nontrivial error bounds M ′(ϕ,B), however, we
propose to consider ‘standard’ norms on the derivative of f instead. This approach
is inspired by the insights of this chapter since for continuously diﬀerentiable pdf f
the total variation |Δ|f represents the L1-norm on the derivative f ′ of f . A natural







For example, for p = ∞, every pdf f with ‖f‖ ≤ B is Lipschitz continuous with
Lipschitz constant not exceeding B.
Alternatively, we may consider norms on functions f : Rm → R. As a result,
we might obtain error bounds for e.g. convex approximations of TU integer recourse
models that do not depend on the one-dimensional conditional probability density
functions such as in Chapters 3 and 4, but on the multidimensional joint density
function instead. This approach may also be useful to improve the error bound in
Chapter 6 for general two-stage mixed-integer recourse models. An additional ad-
vantage for these models, is that the results from this chapter do not require that the
underlying diﬀerence function is periodic. Indeed, the diﬀerence function ϕ corres-
ponding to the two-stage mixed integer recourse function Q and its convex approxi-
mation Qˆ in Chapter 6 is only periodic on particular convex subsets of its domain; on
their complement, the current error bound relies on a rather crude approximation.
Summing up, the novel approach introduced in this chapter has the potential to
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improve on several results as well as to extend the analysis of error bounds for (convex)
approximations to a larger class of problems.
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