For each graph and each positive integer n, we define a chain complex whose graded Euler characteristic is equal to an appropriate nspecialization of the dichromatic polynomial. This also gives a categorification of n-specializations of the Tutte polynomial of graphs. Furthermore, we explicitly categorify the specialization of the Tutte polynomial for graphs which corresponds to the Jones polynomial of the appropriate alternating link.
Introduction
One of the most interesting and promising recent developments in knot theory, and in mathematics in general, is the "categorification" of link invariants, initiated by Khovanov in [6] . For each link L in S 3 he defined a graded chain complex, with grading preserving differentials, whose graded Euler characteristic is equal to the Jones polynomial of the link L. This is done by starting from the state sum expression for the Jones polynomial (which is written as an alternating sum), then constructing for each term a module whose graded dimension is equal to the value of that term, and finally, constructing the differentials as appropriate grading preserving maps, so that the complex obtained is a link invariant. There are similar constructions for the categorification of various link polynomial invariants ( [9] , [8] , [7] , [2] ).
Recently, a similar construction has also been done for the chromatic polynomial for graphs [4] . In this paper we will generalize their work, by categorifying the dichromatic polynomial (and consequently the Tutte polynomial). Since the dichromatic polynomial is a two-variable polynomial and the standard techniques of categorification work with one-variable polynomials, we will define a class of one-variable specializations P n (G), one for each positive integer n -a family which is enough to recover the original dichromatic polynomial -and then for each of them we construct a chain complex whose graded Euler characteristic is equal to P n (G).
As is well-known, to each alternating link L there corresponds bijectively a planar graph G(L), and the value of the Jones polynomial of the link L corresponds to the specialization of the Tutte polynomial T (x, 1/x) or analogously to the specialization of the dichromatic polynomial J(q) = P (q, q 2 /(q − 1)) (see e.g. [3] or [5] ). Since our specializations from the previous paragraph "miss" this particular specialization, we will also define a specific chain complex whose graded Euler characteristic is equal to J(q).
The organization of the paper is as follows: in Section 2 we recall the definitions of the dichromatic polynomial, define the appropriate specializations and explain how we will define the chain complex. In Section 3, we explicitly define the chain complex. Finally, in Section 4, we construct the chain complex whose graded Euler characteristic is equal to J(q), the direct correspondent of the Jones polynomial for alternating links.
Preliminaries
Let G be a graph specified by a set of vertices V (G) and a set of edges E(G). If e ∈ E(G) is an arbitrary edge of the graph G, then by G − e we denote the graph G with the edge e deleted, and by G/e the graph obtained by contracting edge e (i.e. by identifying the vertices incident to e and deleting e). The dichromatic polynomial of the graph, P G (q, v), is the two-variable generalization of the chromatic polynomial of the graph. It is given by the following axioms:
where N k is the graph with k vertices and no edges. These two axioms determine the polynomial uniquely. Obviously, if we put q = 1, we obtain the usual chromatic polynomial. Furthermore, from (A1) we have a recursive expression for the dichromatic polynomial in terms of the value of the polynomial on graphs with a smaller number of edges. By repeated use of (A1) we will obtain the value of the dichromatic polynomial as a sum of contributions from all spanning subgraphs of G (subgraphs that contain all vertices of G), which we will call states. Furthermore, if for each subset s ⊂ E(G) we denote by [G : s] the graph whose set of vertices is V (G) and set of edges is s, then the contribution of the graph [G : s] is (−1) |s| q |s| v k(s) , where |s| is the number of elements of s and k(s) is the number of connected components of [G : s]. Hence, we obtain the expression:
which is called the state sum expansion of the polynomial P G .
For the Tutte polynomial T G (x, y) of a graph G there exists a similar state-sum expression given by:
where by N we denote the number of vertices of G. It is obviously related to the dichromatic polynomial by:
Hence, we have that the Tutte polynomial T G (x, y) is a multiple of the dichromatic polynomial P G (q, v), when we take q = 1 − y and v = (x − 1)(y − 1).
Our aim is to define a graded chain complex whose graded Euler characteristic is equal to the dichromatic polynomial. However, since the dichromatic polynomial is a two-variable polynomial, we will first define an infinite set of one-variable specializations (one for each positive integer n) and then "categorify" each of the specializations. This situation is very similar to the two-variable HOMFLY polynomial for knots and its infinite set of onevariable specializations (one for each positive integer n, with n = 2 being the Jones polynomial). Note that in this way we will also categorify the Tutte polynomial.
In order to do this we will introduce new variables. We will assume that q = 1, and introduce a new variable a as a = v(q − 1) + 1, i.e. v = (a−1)/(q−1). In this way, we obtain a two-variable polynomialP G (q, a), and the one-variable specializations we will define to be P G,n (q) =P G (q, q n ), for every positive integer n. Note that we then have v = 1 + q + . . . + q n−1 . We will denote the expression 1 + q + . . . + q n−1 by {n}.
For each positive integer n and graph G, we will define a chain complex whose graded Euler characteristic is equal to P G,n . Denote by m the number of edges of the graph G. The construction will depend on the ordering of the edges of G (e 1 , . . . , e m ). Then each subset s ǫ ⊂ E(G) will be uniquely determined by an element
Obviously, each such m-tuple is uniquely determined by the subset s of E(G), and so we have a bijective correspondence between {0, 1} m and the set of all s ⊂ E(G). Thus, every element ǫ ∈ {0, 1} m determines a set s ǫ of edges of G, and hence a graph [G : s ǫ ] which we will denote by G ǫ .
We will construct our complex by "flattening" the cube of states (see figure 1 ).
To each vertex ǫ of the cube {0, 1} m (which is skewed such that in the i-th column, 0 ≤ i ≤ m, are all the ǫ's such that |ǫ| = i), we will assign a graded Z-module whose graded dimension is equal to the contribution of the subgraph G ǫ . In other words, a module whose graded dimension is q |ǫ| (1 + q + . . . + q n−1 ) kǫ , where k ǫ is the number of connected components of G ǫ . We will build chain groups by taking direct sums along the columns. Finally, we will define differentials such that they are grading preserving, and in this way we will obtain a chain complex whose graded Euler characteristic is equal to n-th specialization of the dichromatic polynomial.
In the next section we will define the chain complex more precisely. We are going to assign to each state a graded Z-module whose graded dimension is (1 + q + . . . + q n−1 ) k . Before going to the definition, we will recall some basic facts about graded Z-modules with integer gradings and their graded dimensions.
Graded dimension of a graded Z-module
The direct sum and tensor product can be defined in the graded category in an obvious way. The following proposition is straightforward.
In other words, all the degrees are increased by l.
Example 1 Let M be the graded free Z module with n basis elements: X 0 (= 1), X, X 2 , . . . , X n−1 such that the degree of X i is equal to n − 1 − i, for i = 0, . . . , n − 1. Then we have
We are now ready to explain our construction. Let G be a graph with m ordered edges and let M be as in Example 1. To each vertex ǫ = (ǫ 1 , . . . , ǫ m ) of the cube {0, 1} m , we associate the graded free Z module M ǫ (G){|ǫ|} = M ⊗kǫ {|ǫ|}, where k ǫ is the number of connected components of G ǫ and |ǫ| is the sum of the components of ǫ. In other words, to each connected component of G ǫ we assign a copy of M , then take the tensor product and finally increase the degree by |ǫ|. From the definition we have that q dim M ǫ (G) is (up to the sign (−1) |ǫ| ) the contribution of P Gǫ to the dichromatic polynomial.
To get the chain groups we "flatten" the cube by taking direct sums along the columns. More precisely:
The grading is given by the degree of the elements and we can write the i th chain group as C i n (G) = j≥0 C i,j n (G), where C i,j n (G) denotes the set of elements of degree j of C i n (G). Definition 5 The graded Euler characteristic χ q (C) of a graded chain complex C is the alternating sum of the graded dimensions of its homology groups, i.e. χ q (C) = 0≤i≤m (−1) i q dim(H i ).
Proposition 2 ([1]
, [4] ) If the differential is degree preserving and all chain groups are finite dimensional, the graded Euler characteristic is also equal to the alternating sum of the graded dimensions of its chain groups, i.e.
From the last Proposition we have that if we define a degree preserving differential between the groups C i n (G), the chain omplex C n (G) obtained in this way, will have as Euler characteristic, the specialization P G,n (q) of the dichromatic polynomial. Hence, we are left with defining such a differential.
The differential
We define the differential in the, now, standard way. We are first going to define per-edge maps between some vertices of the cube {0, 1} m -the maps that correspond to the edges of the cube. We define them as linear maps and such that the cube is commutative, i.e. every square is commutative. Then we build the differential by summing with appropriate signs along columns, and hence obtain a map whose square is zero. This is presented graphically in figure 2 .
So, let us first define per-edge maps. Each vertex of the cube {0, 1} m is labeled with some ǫ = (ǫ 1 , . . . , ǫ m ) ∈ {0, 1} m . There are maps between two vertices only if one of the markers ǫ i is changed from 0 to 1 when one goes from the first vertex to the second vertex and all the other ǫ i are unchanged.
Denote by ǫ the label of the first vertex. If the marker which is changed from 0 to 1 has index j then the map will be labeled
Denote by l the sum of components of ǫ, and by k the number of connected components of G ǫ . Changing exactly one marker from 0 to 1 corresponds to adding an edge.
If adding that edge does not affect the number of components, then it means that the added edge will belong to some component, say the k 0 -th, and that the remaining components will remain unchanged. In this case, we have to define a degree preserving map from M ⊗k {l} to M ⊗k {l + 1}. We define the map as the identity on those k − 1 copies of M which correspond to the connected components which are not affected by adding the new edge, while on the remaining copy of M (the one which corresponds to the k 0 -th connected component), we have to define a linear map from M to M {1}. We define it on the basis vectors as the map X i → X i+1 , i = 0, . . . , n − 1, X n → 0.
If adding the edge decreases the number of components by one, then we have that two components are merging into one, and the remaining (k − 2) components are left the same. We have to define a degree preserving map from M ⊗k {l} to M ⊗(k−1) {l + 1}. We define it to be the identity on the k − 2 tensor factors corresponding to the connected components which are left unchanged and on the remaining tensor product of two copies of M we have to define a map from M ⊗ M to M {1}. We set it to act on the basis vectors as: X i ⊗ X j → X i+j+2−n , for i, j = 0, . . . , n − 1, where X i = 0, if i < 0 or i > n − 1.
The per-edge differentials obtained in this way obviously make the cube commutative. We will sprinkle signs around on the edges of the cube and thus obtain a map whose square is zero. Namely, we define the differential d i : C i n (G) → C i+1 n (G) on the chain complex C n (G) by
where we sum over all m-tuples of 0's, 1's, and exactly one * . Here we denote the number of 1's in ǫ by |ǫ|, and (−1) ǫ equals −1 if there are an odd number of 1's before * in ǫ, and +1 if there are an even number of them. In Figure 2 we indicated the differentials with minus sign by adding a small circle at the tail of the arrow.
A straightforward calculation implies:
Proposition 3 This defines a differential, that is, d 2 = 0. Now we really have a chain complex C n (G) where the chain groups and the differential are defined as in the previous two paragraphs, and according to Proposition 2, we have Theorem 2 The Euler characteristic of this chain complex C n (G) is equal to the n-specialization P G,n of the dichromatic polynomial of the graph G.
Even though our construction depends on the ordering of the edges of the graph, in exactly the same way as in [4] , section 2.2.3, we obtain the following:
The homology groups of the chain complex C n (G) are graph invariants.
For each graph G and positive integer n, we define the (2-variable) Poincaré polynomial of the corresponding chain complex C n (G), in the standard way, by R G,n (q, t) = i∈Z t i q dim(H i ). Then from Theorems 2 and 3 we obtain: Proposition 4 a) For each positive integer n, the polynomial R G,n is a graph invariant. b) The n-specialization of the dichromatic polynomial P G,n (q) is equal to R G,n (q, −1).
Categorification of the Jones polynomial for alternating links
As is well-known, every planar graph is in bijective correspondence with some knot universe (knot shadow), which in turn gives rise to an alternating link diagram. As is also known (see e.g. [3] ), the Jones polynomial of an alternating link is related (equal up to a multiple) with the value of the Tutte polynomial T G (x, 1/x) of a planar graph corresponding to it. As we saw in the introduction the value of this specialization of Tutte polynomial is (up to a multiple) equal to P G (q, q 2 /(q − 1)) (with q = 1 − 1/x). This can also be seen directly (see e.g. [5] ). Hence, we can obtain a categorification of the Jones polynomial of an alternating link, by categorifying the one variable specialization J G (q) = P G (q, q 2 /(q − 1)) of the dichromatic polynomial. As we saw in the previous section, we managed to categorify an infinite set of specializations of the dichromatic polynomial (enough to recover it). However, none of those specializations coincides with J G (q), and in this section we will give an explicit categorification for this graph (Laurent) polynomial. First of all, notice that we can write the value v (which in the case of J G (q) is equal to q 2 /(q − 1)) as the following series (for |q| > 1):
and with that value of v, the polynomial J G (q) is given by
In order to define the graded complex, we will introduce the notion of enhanced states of a graph G. An enhanced state S is given by a pair S = (s, l), where s is a state (subset of the set of edges E(G)), and l is a labeling of the connected components of [G : s] by nonnegative integers, i.e. a sequence of k(s) nonnegative integers l 1 , . . . , l k(s) . Denote by |l|, the sum of all l i 's, i = 1, . . . , k(s). To each enhanced state S we will assign two numbers: i(S) = |s|, and j(S) = |s| + k(s) − |l|. Now, we define C i,j (G) (j-th graded component of the i-th chain group, 0 ≤ i ≤ m, j ∈ Z) as the span over Z of all enhanced states S of G such that i(S) = i and j(S) = j.
We will define a (degree preserving) differential d : C i,j (G) → C i+1,j (G), by giving its value on each enhanced state S = (s, l) ∈ C i,j (G). We define:
with n e being the number of edges in s ordered before e, and S e = (s e , l e ) is an enhanced state whose state is s e = s∪{e} and whose labeling l e is defined as follows: denote by E 1 , . . . , E k the connected components of [G : s]. If e connects some E i to itself then the components of [G : s e ] are E 1 , . . . , E i ∪ {e}, . . . , E k , and we define the labeling l e by l e (E i ∪ {e}) = l(E i ) + 1 and l e (E j ) = l(E j ), for j = i.
If e connects some E i to E j (say E 1 and E 2 ), then the components of [G : s e ] are E 1 ∪ E 2 ∪ {e}, E 3 , . . . , E k , and we define the labeling l e by l e (E 1 ∪ E 2 ∪ {e}) = l(E 1 ) + l(E 2 ) and l e (E j ) = l(E j ), for j > 2.
Proposition 5 The mapping d, defined by (2), satisfies d 2 = 0.
Proof:
Let i and j be arbitrary integers, and let S be an enhanced state from C i,j . If e and f are two distinct edges from E(G)\s, then from the definition of the states S e in the image of the differential, we have (S e ) f = (S f ) e . Suppose that we have introduced an ordering < on the set E(G). Also, denote by n ′ e , the number of edges in s ∪ {f } ordered before e, and by n ′ f , the number of edges in s ∪ {e} ordered before f . Now we have: ((−1) n ′ f (−1) ne + (−1) n ′ e (−1) n f )(S e ) f = 0, as required.
In this way we have obtained the sequence of chain complexes (one for each degree j). We could take the direct sum along columns (fixed i), and obtain one graded chain complex C(G) with the chain groups given by:
The graded dimension of C i (G) is equal to the sum of the graded dimensions corresponding to each state s with |s| = i. From the definition of the gradings of our enhanced states we have that the graded dimension corresponding to each such state s is equal to
with v given by (1) . Furthermore, since we have defined degree preserving differentials, we have the following:
The graded Euler characteristic of the chain complex C(G) is equal to J G (q).
