In this paper, the exponential B-spline functions are used for the numerical solution of the RLW equation. Three numerical examples related to propagation of single solitary wave, interaction of two solitary waves and wave generation are employed to illustrate the accuracy and the efficiency of the method. Obtained results are compared with some early studies.
Introduction
Many studies exist for the numerical solutions of the differential equations using splines. Splines are piecewise functions which have certain continuity at the joint points given to set up the splines. The spline related numerical techniques mainly offer the economical computer code and easy computational calculations. Thus they are preferable in forming the numerical methods. Until now, polynomial splines have been extensively developed and used for approximation of curve and surfaces and finding solutions of the differential equations. The polynomial spline based algorithms have been found to be quite advantageous for finding solutions of the differential equations. Because it has been demonstrated that they yield the lower cost and simplicity to write the program code. Base of splines known as the B-splines is also widely used to build up the trial functions for numerical methods. The exponential spline is proposed to be more general form of these splines. In the approximation theory, the exponential B-splines are shown to model the data which have sudden growth and decay whereas polynomials are not appropriate due to having osculatory behavior. Since some differential equations have steep solutions, the use of the exponential B-splines in the numerical methods may exhibit good solutions for differential equations. McCartin [26] has introduced the exponential B-spline as a basis for the space of exponential splines. The exponential B-spline properties accord with those of polynomial B-splines such as smootness, compact support, positivity, recursion for derivatives. Thus the exponential B-splines can be used as the trial function for the variational methods such as Galerkin and collocation methods.
The exponential B-spline based methods have been started to solve some differential equations: Numerical solution of the singular perturbation problem is solved with a variant of exponential B-spline collocation method in the work [7] , the cardinal exponential B-splines is used for solving the singularly perturbed problems [32] , the exponential B-spline collocation method is built up for finding the numerical solutions of the self-adjoint singularly perturbed boundary value problems in the work [31] , the numerical solutions of the Convection-Diffusion equation is obtained by using the exponential B-spline collocation method [33] .
The collocation methods based on the exponential B-spline functions have been constructed to solve the differential equations. In this study, the exponential B-spline function are used to set up the trial functions which are placed in place of the unknown variable of the differential equations for the Galerkin finite element method. Thus nonlinear RLW equation will be solved with the proposed method numerically. The RLW equation describes a large number of important physical phenomena, such as shallow waters and plasma waves. Therefore it plays a major role in the study of nonlinear dispersive waves. Because of having limited analytical solutions, numerical analysis of the RLW equation has an importance in its study.
Various techniques have been developed to obtain the numerical solution of this nonlinear partial differential equation, some of which are finite difference methods [19, 3, 8, 11, 15] , finite element methods [2, 20, 17, 22, 24, 25, 12, 16, 13, 14, 23] and spectral methods [6, 21, 5] .
The paper is outlined as follows. In section 2, exponential B-splines and their some basic relations are introduced. In section 3, the application of the numerical method is given. The efficiency and the accuracy of the present method are investigated by using three numerical experiments related to propagation of single solitary wave, interaction of two solitary waves and wave generation. Finally some remarks are concluded in the last section.
Exponential B-splines and Finite Element Solution
In this study, we will consider the regularized long wave (RLW) equation
where x is space coordinate, t is time, u is the wave amplitude and ε and µ are positive parameters. Boundary and initial conditions of the Eq.(1) are
This equation (1) was first introduced by Peregrine [19] for modelling the propagation of unidirectional weakly nonlinear and weakly dispersive water waves. Since the RLW equation obviates the certain problematical aspects of KdV equation and it generally has more expedient mathematical properties, Benjamin et al. [1] proposed the use of RLW equation as a preferable model to the KdV equation.
Let us consider a uniform mesh Γ with the knots
Let B i (x) be the B-splines at the points of Γ together with knots x i , i = −3, −2, −1, N +1, N +2, N +3 outside the interval [a, b] and having a finite support on the four consecutive intervals [x i + kh,
where
and B i (x) at the knots x i 's are obtained from the Table 1 . 
The B i (x) , i = −1, . . . , N + 1 form a basis for functions defined on the interval [a, b]. We seek an approximation U N (x, t) to the analytical solution u(x, t) in terms for the exponential B-splines
where δ i (t) are time dependent unknown to be determined from the boundary conditions and Galerkin approach to the equation (1) . The approximate solution and their derivatives at the knots can be found from the Eq. (3-4) as
.
Applying the Galerkin method to the RLW equation with the exponential B-splines as weight function over the element [a, b] gives
The approximate solution U N over the element [x m , x m+1 ] can be written as
where quantities δ j (t) , j = m − 1, ..., m + 2 are element parameters and B j (x) , j = m − 1, ..., m + 2 are known as the element shape functions.
The contribution of the integral equation (6) over the sample interval [x m , x m+1 ] is given by
Applying the Galerkin discretization scheme by replacing approximate solution U e N (7) and its derivatives (U N ) t , (U N ) x , (U N ) xxt into the exact solution u and its derivatives u t , u x , u xxt respectively, we obtain a system of equations in the unknown parameters δ j m+2 i=m−1
where i, j and k take only the values m − 1, m, m + 1, m + 2 for m = 0, 1, . . . , N − 1 and • denotes time derivative.
In the above system of differential equations, when A e , B e , C e (δ) and D e are denoted by
where A e , B e and D e are the element matrices of which dimensions are 4 × 4 and C e (δ) is the element matrix with the dimension 4 × 4 × 4, the matrix form of the Eq.(9) can be written as
where δ e = (δ m−1 , ..., δ m+2 )
T Gathering the systems (11) over all elements, we obtain global system (A − µD)
where A, B, C (δ) , D are derived from the corresponding element matrices A e , B e , C e (δ) , D e , respectively and δ = (δ −1 , ..., δ N +1 ) T contain all elements parameters.
The unknown parameters δ are interpolated between two time levels n and n + 1 with the Crank-Nicolson method
we obtain iterative formula for the time parameters δ
The set of equations consist of (N + 3) equations with (N + 3) unknown parameters. Before starting the iteration procedure, boundary conditions must be adapted into the system and initial vector δ n must also be determined.
We delete first and last equations from the system (13) and eliminate the terms δ n+1 −1 and δ n+1 N +1 from the system (13) by using boundary conditions in (2), which give the following equations:
we obtain a septa-diagonal matrix with the dimension (N + 1)×(N + 1). Then we can solve this matrix system through Thomas algorithm. Since the system (13) is an implicit system due to the term C (δ n+1 ), we have used the following inner iteration:
In this iteration, before moving the calculation of the next time step approximation for time parameter, we calculate the new vectors (δ * ) n+1 using the formula (14) from previous vectors δ n+1 finding form the system (13) and then repeat three times at all time steps.
To start evolution of the vector of initial parameters δ 0 , it must be determined by using the initial condition and boundary conditions:
The solution of matrix equation (15) with the dimensions (N + 1) × (N + 1) is obtained by the way of Thomas algorithm. Once δ 0 is determined, we can start the iteration of the system to find the parameters δ n at time t n = n∆t. Approximate solutions at the knots is found from the Eq. (5) and solution over the intervals [x m , x m+1 ] is determined from the Eq.(15).
Test Problems
We have carried out three test problems to demonstrate the given algorithm. Accuracy of the method is measured by the error norm:
The RLW equation satisfy the following conservation laws which are corresponding to mass, momentum and energy [18] :
In numerical calculations, the conservation laws are calculated by use of the trapezoidal rule and the determination of p in the exponential B-spline is made by experimentally.
Propagation of single solitary wave
The exact solution of RLW equation is given in [19] as follows: The absolute error norms and the values of the conservation invariants C 1 , C 2 , C 3 are recorded in Table 2 and 3 for different amplitudes. To make a comparison with some early studies, the maximum errors with the conservation invariants are presented in Table 4 and 5. According to this tables, EBSGM is more accurate method than the some others. The values of the conservation invariants C 1 , C 2 , C 3 at different times remain fairly the same when compared with the analytical invariants C 1 = 3.9799297, C 2 = 0.81046249, C 3 = 2.579007 for amplitude 0.3. When we take the amplitude as 0.09, the value of the conservation invariant C 1 has some minor difference than the analytical value of it, whereas C 2 and C 3 are fairly same at different times. 
Interaction of two solitary waves
In this section, we will study the interaction of two solitary waves having different amplitudes and moving in the same direction. The initial condition is
where the following parameters are chosen to coincide values in the literature:
Initially, these parameters yields the solitary waves with the amplitudes 5.333375 and 1.687502 positioning around points x = 15 and x = 35 respectively. The computation is carried out up to time t = 30 with time step ∆t = 0.1, N = 400 over the finite interval [0, 120] and p is selected as 1 for EBSGM. Numerical solutions of u (x, t) at various times are depicted in Figure  3 , and the initial solution has been propagated rightward. It is seen from the Figure 3 that the solitary waves are subjected to a collision about time t = 15 and after the interaction they propagate with their original amplitudes to the right seeing at time t = 30.
The conservation invariants are presented at some selected times in Table 6 . According to this table, during the interaction there are some changes at the conservation constants C 2 and C 3 whereas the constant C 1 remain nearly same. 
Wave generation
An applied force like an introduction of fluid mass, an action of some mechanical device, to a free surface, will induce waves. In this numerical experiment, we take following boundary condition to generate waves with the RLW equation.
and u(b, t) = β 2 = 0 is studied to generate waves. This forced boundary condition known as a wave maker at one end. The parameters U 0 = 2, ∆t = 0.1, h = 0.4, t 0 = 20, τ = 0.3 are chosen to make a comparison with earlier works over the region 0 ≤ x ≤ 260. p is selected as 1 for EBSGM. During the run time of the algorithm, five solitary waves are produced. Although first four waves have reached amplitudes larger than forcing amplitudes, the last one is less than that of the forcing one. When forcing is switched off, the last wave has not enough time to evolve. Subsequently, no new wave are born. A view of travelling solitary wave is presented at time t = 100 in Figure 4 . Amplitudes of solitary waves versus time are depicted in Figure 5 . At various time, amplitudes of the solitary waves and the conservation constants are demonstrated in Table 7 for EBSGM. In addition to this, other amplitudes of the solitary waves which are reduced the other studies are shown in Table 7 for time t = 100. Our results are in conformity with that of studies [10, 34, 25] . 
Conclusion
In this paper, we investigate the utility of the exponential B-spline algorithm for solving the RLW equation. The efficiency of the method is tested on the propagation of the single solitary wave, the interaction of two solitary waves and wave generation. To see the accuracy of the method, L ∞ error norm and conservation quantities C 1 , C 2 and C 3 are documented based on the obtained results. Exponential B-spline based method gives accurate and reliable results for solving the RLW equation. For the first test problem, EBSGM leads to more accurate results than the collocation-based method but similar results with the some Galerkin methods. In the second test problem, there is no exact solution therefore simulation is shown graphically and the conservation quantities are tabulated. Generation of waves by using variable boundary conditions at left has been achieved and wave profiles and their amplitudes are documented. In conclude, the numerical algorithm in which the exponential B-spline functions are used, performs well compared with other existing numerical methods for the solution of RLW equation.
