Abstract. Rheological behavior of certain non-Newtonian fluids in engineering sciences is often modeled by power law ansatzes with p ≤ 2. So far, existing numerical analysis for local strong solutions study a fully implicit time discretization and find only restricted ranges of admissible p's for corresponding error estimates [9]; different nonlinear stabilization strategies which allow a corresponding error analysis for smaller p's are examined in [2, 3] . In the present paper, a semi implicit time discretization scheme is proposed, and error estimates apply to the extended range p ∈ ( , 2]. The key analytical tool is a new Gronwall-type inequality.
Introduction and Main Results.
Let Ω ⊂ R 3 be a bounded domain, I = (0, T ) a time interval with T ∈ (0, ∞), and Q T the time-space cylinder I × Ω. For a given right hand side f : Q T → R 3 and a given initial value u 0 : Ω → R 3 we seek u = (u 1 , u 2 , u 3 ) : Q T → R 3 solving the system
where u is the velocity, S the extra stress tensor, π is the pressure, f the external body force, and u 0 the initial velocity. The term Du ≡ 1 2 (∇u + ∇u ) denotes the symmetric part of the velocity gradient ∇u. For simplicity, we will restrict ourselves to space periodic boundary conditions and Ω = (0, L) 3 . We assume that the extra stress tensor S has p-structure, i.e. for the constitutive function S : R and for all i, j, k, l = 1, 2, 3
Our standard example of such an extra stress is
where µ > 0 is some constant; this model belongs to a class of power-law ansatzes to model certain non-Newtonian behavior of fluid flows, and which are frequently used in engineering literature; cf. [1] , [3] , [7] , [8] , [10] , and [13] for further references.
This paper studies the following time discretization of (NS p ). endowed with space-periodic boundary conditions. We assume that S has p-structure, i.e. it satisfies (1.1) and (1.2).
To our knowledge, numerical analysis for the full model (NS p ) starts with [9, 3] , where error estimates for a first order fully implicit space-time discretization of (NS p ) are derived in the context of locally existing strong solutions; new tools had to be developed to efficiently control errors -albeit surprisingly only valid for restricted values of p. This observation motivated nonlinear stabilization strategies in [2, 3] which significantly extended the range of admissible p's. Proper strategies here are to add a q-Laplacian-type operator (q ≥ 2) to the problem (scaled with the discretization parameter), or substitute p-growth of the underlying functional Φ : R → R at a numerical threshold by a quadratic one; the motivation for these strategies is to 'strengthen' the dissipative mechanism in the scheme for small values of p in relation to the convective term.
The goal of this paper is to show a similar effect for the scheme (NS k p ) that is due to its semi implicit character -with no need for additional stabilizing terms. The key step in our analysis is a new lemma of Gronwall-type (see Lemma 2.2). The verified rate of convergence with respect to the step-size k > 0 will be the same as for the (more expensive) fully implicit stabilized schemes. The range of admissible p's for the derivation of the error estimates and for the existence of strong solutions will even be extended to p > 3 2 . The existence of strong solutions locally in time for large data of the problem (NS p ) is ensured by the following assertion.
div (Ω), and 7 5 < p ≤ 2. Then there exists a time interval I = (0, T ), T > 0, and a unique solution u, π which satisfies for all 1 ≤ r < 6(p − 1)
(1.
3)
The proof of this proposition for p ∈ (7/5, 2] can be found in [2] and [4] under the additional assumption that S is given by a potential. However, this fact is never used in these papers and the result extends also to the situation without a potential (cf. [12] where the case p ∈ (3/2, 2] is treated under the assumptions (1.1) and (1.2) only). The case p > 5/3 is already covered in [7] . In [9] the existence of a weak solution
div ) of the fully implicit time-discretization of (NS p ) is proved for p > 3/2, but the analysis applies to (NS k p ) as well with only minor changes. In order to analyse the above algorithm for all p > 3/2 we first derive suboptimal convergence rates for the error between the strong solution u from Proposition 1.1 and the unique weak solution u m of the discrete problem (NS k p ) from Lemma 2.1. In fact, we show with the help of a new Gronwall-type lemma that 
with c 1 = c 1 (p, T, u 0 , f ) and
Then we use this error estimate to show by an induction argument that the weak solution of problem (NS k p ) is actually a strong one. Namely, we show Theorem 1.3. Let u 0 , f , p, u, u m , T , and t M be as in Proposition 1.2. Then
where I p and K p are defined below by (2.1) and (2.2). In particular, due to Lemma 4.2 for all 1 < r < 6(p − 1) we have
(1.6)
Now using this regularity we can improve the convergence rate from Proposition 1.2 and show that Theorem 1.4. Let u 0 , f , p, u, u m , T , and t M be as in Proposition 1.2. Then for all
there exists a constant c 2 = c 2 (p, T, u 0 , f , α), such that the following error estimate is valid for k chosen sufficiently small, i.e. k ≤ k 2 (p, T, α),
Remark 1.8. Theorem 1.4 improves Theorem 1.10 in [3] considerably both with respect to the range of admissible p's and the regularity of the solution u m . In [9] it is proved that for p ∈ (
, 2] ≈ (1.5583, 2] estimate (1.7) holds. However note, that the discrete solution u m in [3] is only a weak solution, i.e. only (2.3) holds. The regularity of u m ensured by Theorem 1.3 is proved in [3] only for stabilized schemes.
For a subsequent analysis of a spatial discretization it is shown in [9] that the existence and characterization of strong solutions to (NS k p ) are essential. For example, uniform a priori bounds in [9] in a comparable situation are only obtained for restricted values p ∈ ( 9 5 , 2]. The uniqueness of the solution from Proposition 1.2 is a consequence of the discretization of the convective term in a semi implicit way.
The remainder of this paper is organized as follows. Section 2 provides the mathematical setup to study (NS k p ); existence of weak solutions is then verified, followed by the proof of Proposition 1.2, where Lemma 2.2 is the main tool. Section 3 presents proofs of Theorems 1.3 and 1.4. Finally, some useful prerequisites needed in the last two sections are collected in the Appendix 4.
Proof of Proposition 1.By D(Ω)
we denote the space of smooth periodic functions with mean value zero. Let further p, q > 1 and
is used for the usual Lebesgue respectively, Sobolev spaces of periodic functions with mean value zero. We will further make frequent use of spaces of divergence free functions defined by
div ≡ the closure of V with respect to the ∇· p -norm.
By g, h we denote the scalar product Ω g(x) h(x) dx. For two Banach spaces X 0 , X 1 and θ ∈ (0, 1) the complex interpolation space is
. Moreover, we denote by L q I; X Bochner spaces which are equipped with the norm I · q X ds 1/q . We refer the reader to [6] for more details. We make frequent use of the discrete counterparts of these spaces. Let
with finite norm k
need to satisfy the bound max 0≤m≤M ϕ m X < ∞. Let us introduce some notation for terms which arise from S when we test (NS p ) with −∆u or with ∂ 2 t u. Namely, for p > 1 we set
The discrete analogue for J p (u) for a function defined on a net I k reads as follows:
Many important estimates for S, I p , J p , and K p are summarized in the Appendix 4. In this section we will present a proof of Proposition 1.2, i.e. we will derive preliminary estimates for the error u(t m )−u m . Before we do so, let us spend a few words on the existence of the solution u m to the system (NS k p ). The strategy employed in the proof of Proposition 1.1 to ensure the existence of strong solutions is not applicable to the discrete system (NS k p ). However, the existence of weak solutions to the fully discrete analogue of problem (NS whenever p > 3/2. The proof of Lemma 2.1 is based on the fact that each u m is just the solution to a stationary Stokes like problem which is then solved by the techniques developed in [5] and [11] .
It has been shown in [9] and [3] under the assumptions (1.3) that R m is well-defined and satisfies
Especially, by (1.3) we have
With this new notation system (NS p ) reads at time t m > 0,
We use the test function e m for this system and get 
Since u ∈ C(I; W 1,p (Ω)) by (1.3), this implies the existence of a constant c 3 > 0 such that
We will now estimate K [l
and (2.4) it follows that
dt.
In particular,
From (2.9) and (2.10) follows
This proves (2.16). Let us return to the estimation of K where we have used that 3 < 6(p − 1) for all p ∈ ( We combine (2.7), (2.13), (2.14), and (2.15) to
which proves the validity of (2.17) and (2.18). Overall, we have shown that we can apply Lemma 2. 
We absorb the first term of the right-hand side and then neglect all summands on the left hand side, except for m = M . 
19).
We continue with the proof of (2.20). From (2.18) and Young's inequality we deduce is not only a weak solution but a strong solution. In particular, we will derive some a priori estimates of second derivatives of u m which will be independent of the time step size k (as long as k ≤ k 1 ). The results of this are summarized in Theorem 1.3.
Before we start with the derivation of the (global in time) a priori estimates of u m we will show that each u m has some higher regularity in space. This regularity in terms of norms crucially depends on the time step size k and the time step m. Nevertheless, we will need this in order to justify all the calculations later, in particular that all terms involved are finite. 
Either by means of the difference quotient method or by an Galerkin approach with eigenfunctions of the Stokes operator, it is possible to justify the formal use of −∆u m as a test function of (3.2). As in [9] this implies
Here we have used
where we have frequently used the periodicity. Now, Young's inequality and (4.7) imply
We absorb the last term on the left hand side of (3.3) and get
From I p (u m−1 ) < ∞, ∇u m 2 < ∞, and (4.8) we know that the right-hand side is finite. This proves the lemma.
Note that estimate (3.1) depends on k −1 and m. Nevertheless, it will justify all of the following calculations. We will now get to the proof of Theorem 1.3.
Proof. [Proof of Theorem 1.3] Let u m be the weak solution of Lemma 2.1. We will show that u m satisfies (1.5). The proof of this can unfortunately not be reduced to a simple Gronwall argument but is rather subtle. Let q, r be such that 3 < q < r < 6(p − 1). By assumption (1.3) on u there exists c 11 = c 11 (f , u 0 ) ≥ 1 such that for all M with kM ≤ T holds (3.5)
We proceed by induction over M with step M − 1 → M . Instead of (1.5) we will show step by step that u m satisfies Obviously, by u(0) = u 0 = u 0 and the assumptions on u 0 and p ≤ 2, inequalities (3.6) are valid for M = 0. Note that due to (4.15) the inequality (3.6f) seems to contain less information than (3.6b) and (3.6c). The point here is, that c 11 is much smaller than c 14 and is given in advance by (1.3). In the proof of (3.6a), (3.6b), and (3.6e) we will need some smallness of the step size k in dependence of c 11 and c 1 . Therefore, we assume 0 < k ≤ k 7 (c 11 , c 1 , k 1 ), where c 1 and k 1 are from Proposition 1.2. The exact dependence of k 5 on c 11 , c 1 , and k 1 is given later. The proof of (3.6e) will further rely on the error estimates of Proposition 1.2. We will prove (3.6a)-(3.6f) in the same order as stated. Assume in the following that (3.6) holds for M − 1. From Lemma 3.1 we further know that u m has enough regularity to justify the calculations below. Proof of (3.6a): Using the test function −∆u m for the system (NS k p ) we conclude as in the proof of (3.3) in Lemma 3.1 that Now, Gronwall's inequality provides the existence of k 8 = k 8 (c 11 , p) and c 12 = c 12 (c 11 , p) such that (3.6a) holds, provided that k 7 ≤ k 8 .
