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Abstract
In this thesis, quantum dynamical simulations are performed in order
to describe the vibrational motion of diatomic molecules in a highly
quantum environment, so-called helium droplets. We aim to reproduce
and explain experimental findings which were obtained from dimers on
helium droplets.
Nanometer-sized helium droplets contain several thousands of 4He atoms.
They serve as a host for embedded atoms or molecules and provide an
ultracold “refrigerator” for them. Spectroscopy of molecules in or on
these droplets reveals information on both the molecule and the helium
environment. The droplets are known to be in the superfluid He II phase.
Superfluidity in nanoscale systems is a steadily growing field of research.
Spectra obtained from full quantum simulations for the unperturbed
dimer show deviations from measurements with dimers on helium drop-
lets. These deviations result from the influence of the helium environ-
ment on the dimer dynamics. In this work, a well-established quantum
optical master equation is used in order to describe the dimer dynam-
ics effectively. The master equation allows to describe damping fully
quantum mechanically. By employing that equation in the quantum dy-
namical simulation, one can study the role of dissipation and decoherence
in dimers on helium droplets.
The effective description allows to explain experiments with Rb2 dimers
on helium droplets. Here, we identify vibrational damping and associated
decoherence as the main explanation for the experimental results. The
relation between decoherence and dissipation in Morse-like systems at
zero temperature is studied in more detail.
The dissipative model is also used to investigate experiments with K2
dimers on helium droplets. However, by comparing numerical simula-
tions with experimental data, one finds that further mechanisms are
active. Here, a good agreement is obtained through accounting for rapid
desorption of dimers. We find that decoherence occurs in the electronic
manifold of the molecule. Finally, we are able to examine whether su-
perfluidity of the host does play a role in these experiments.

Zusammenfassung
In dieser Dissertation werden quantendynamische Simulationen durchge-
führt, um die Schwingungsbewegung zweiatomiger Moleküle in einer
hochgradig quantenmechanischen Umgebung, sogenannten Heliumtröpf-
chen, zu beschreiben. Unser Ziel ist es, experimentelle Befunde zu repro-
duzieren und zu erklären, die von Dimeren auf Heliumtröpfchen erhalten
wurden.
Nanometergroße Heliumtröpfchen enthalten einige tausend 4He Atome.
Sie dienen als Wirt für eingebettete Atome oder Moleküle und stellen
für diese einen ultrakalten “Kühlschrank” bereit. Durch Spektroskopie
mit Molekülen in oder auf diesen Tröpfchen erhält man Informationen
sowohl über das Molekül selbst als auch über die Heliumumgebung. Man
weiß, dass sich die Tröpfchen in der suprafluiden He II Phase befinden.
Suprafluidität in Nanosystemen ist ein stetig wachsendes Forschungsge-
biet.
Spektren, die für das ungestörte Dimer durch voll quantenmechanische
Simulationen erhalten werden, weichen von Messungen mit Dimeren auf
Heliumtröpfchen ab. Diese Abweichungen lassen sich auf den Einfluss der
Heliumumgebung auf die Dynamik des Dimers zurückführen. In dieser
Arbeit wird eine etablierte quantenoptische Mastergleichung verwendet,
um die Dynamik des Dimers effektiv zu beschreiben. Die Masterglei-
chung erlaubt es, Dämpfung voll quantenmechanisch zu beschreiben.
Durch Verwendung dieser Gleichung in der Quantendynamik-Simulation
lässt sich die Rolle von Dissipation und Dekohärenz in Dimeren auf He-
liumtröpfchen untersuchen.
Die effektive Beschreibung erlaubt es, Experimente mit Rb2 Dimeren
zu erklären. In diesen Untersuchungen wird Dissipation und die damit
verbundene Dekohärenz im Schwingungsfreiheitsgrad als maßgebliche
Erklärung für die experimentellen Resultate identifiziert. Die Beziehung
zwischen Dekohärenz und Dissipation in Morse-artigen Systemen bei
Temperatur Null wird genauer untersucht.
Das Dissipationsmodell wird auch verwendet, um Experimente mit K2
Dimeren auf Heliumtröpfchen zu untersuchen. Wie sich beim Vergleich
von numerischen Simulationen mit experimentellen Daten allerdings her-
ausstellt, treten weitere Mechanismen auf. Eine gute Übereinstimmung
wird erzielt, wenn man eine schnelle Desorption der Dimere berücksich-
tigt. Wir stellen fest, dass ein Dekohärenzprozess im elektronischen Frei-
heitsgrad des Moleküls auftritt. Schlussendlich sind wir in der Lage her-
auszufinden, ob Suprafluidität des Wirts in diesen Experimenten eine
Rolle spielt.
Meinen Eltern gewidmet.
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Introduction
Nanometer-sized helium droplets, so-called helium nanodroplets, are nowadays rou-
tinely used for the investigation of embedded atomic or molecular species [1, 2].
These helium droplets allow to isolate and cool single atoms, molecules or even
clusters, thereby providing ideal conditions for spectroscopic investigations. A re-
lated technique is the matrix isolation spectroscopy, where one uses solid states,
for instance rare gas solids, as host for embedded species [3]. Employing helium
droplets as host has several advantages. First, the droplets serve as a “gentle”, since
weakly-perturbing environment for embedded dopants. Also, helium nanodroplets
provide an ultracold temperature bath, such that spectra of embedded species are
often characterized by a high resolution. Unlike rare gas matrices at low temper-
atures, the droplets are liquid. Moreover, there is evidence that helium droplets,
which consist of 4He atoms, are superfluid. Superfluidity is a manifestation of the
laws of quantum mechanics on macroscopic scales [4]. Helium nanodroplets allow to
study superfluidity in finite-sized quantum systems on microscopic scales. Most in-
terestingly, one can study how embedded molecules interact with a highly quantum
environment.
This thesis deals with a theoretical investigation of the dynamics of dimers,
i. e. diatomic molecules, which are located on the surface of helium nanodroplets.
Our goal is to reproduce and explain experimental findings obtained from dimers
on helium droplets (see the schematic fig. 1.1). In a phenomenological approach, we
assume that helium droplets act as a dissipative environment for attached dopant
molecules. We investigate whether this model for the molecular dynamics is justified
by comparing calculated spectra with experimental results. The model enables us to
investigate whether superfluidity of the host might play a role in these experiments.
In general, a quantum mechanical system cannot be considered as isolated due
to an omnipresent interaction with external degrees of freedom (see fig. 1.2). As
a consequence of the interaction, the system dissipates energy to the environment.
1
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Figure 1.1: Schematic picture of a dimer, which resides on the surface of a helium
droplet. The dimer is coherently excited by an ultrashort laser pulse.
Dissipation is referred to as the redistribution of the occupation probabilities of the
eigenstates of a system. The quantum system may be initially prepared in a coher-
ent superposition of quantum states. The presence of an environment can destroy
coherence between quantum states, a process which is referred to as decoherence
[5, 6]. In general, the quantum mechanical coherence is a very fragile property –
it requires very demanding experimental skills to minimize external influences on
a quantum system. Note that dissipation in a quantum system is accompanied by
decoherence, but the latter often occurs on a much faster timescale [6]. Dissipation
and decoherence have to be taken into account in the description of a system which
interacts with an environment. Several theoretical approaches were developed in
order to describe a quantum system in contact with an environment [7]. In general,
the open systems approach divides the total many-body system into system, for
instance single atom or molecule, and bath [8], see also fig. 1.2. The bath is char-
acterized by a very large number of degrees of freedom. Hence, it is difficult or in
generally impossible to describe the dynamics of the total system (system+bath). In
several physical scenarios, often in quantum optical systems, the coupling between
system and bath is very weak. A weak system-bath coupling allows to obtain solv-
able master equations for the reduced system. These equations describe the system
dynamics effectively.
In our theoretical approach, we assume that the droplets lead to dissipation
and decoherence in attached dimers. A well-established quantum optical (Lindblad)
master equation allows to include these phenomena in the effective description of the
dimer dynamics. The employed master equation has certain “nice” properties. Most
importantly, it is local in time, since it is based on the Markov approximation. Here,
the system evolution does not have a “memory” – the future evolution depends on
2
Figure 1.2: Schematic picture of a system, which interacts with an environment.
The latter is large in a sense that it contains many degrees of freedom.
the present state and not on states in the past. In our approach, the master equation
for the system dynamics is not derived from a microscopical description. Thus, we
are not able to account for full microscopic properties of the helium droplet or of the
interaction in the description. However, by comparing theoretical with experimental
data we are able to show that an effective, dissipative description applies for our
setup, namely the dynamics of dimers on helium droplets, see fig. 1.1.
All experimental data were provided by the group of Prof. F. Stienkemeier/PD
M. Mudrich in Freiburg. This group combined the well-established femtosecond
pump-probe spectroscopy [9] with the helium nanodroplet isolation technique [10].
Diatomic molecules, which reside on the surface of the droplet, are coherently ex-
cited by a femtosecond laser pulse (see fig. 1.1). The laser pulse creates a coherent
vibrational dynamics of the dimer. The femtosecond pump-probe scheme can be
used to follow the coherent vibrational motion of dimers in real time [9, 11]. The
helium environment may lead to decoherence in embedded molecules. Through the
pump-probe setup, one is able to study whether the coherence in dimers is preserved
or gets lost.
To begin with, we review some properties of bulk helium in the superfluid phase
in chapter 2. The helium droplets have properties, in particular in their core, which
are comparable with those of the bulk [12]. The second part of this chapter is devoted
to studies of and with superfluid helium nanodroplets. We will discuss properties
of helium droplets which are mainly derived from theoretical investigations. More-
over, we review seminal experiments which use the droplets as a host for studies of
embedded atoms and molecules. Emphasis will be put on experiments which study
alkali molecules on the surface of these droplets. One of these experiments addresses
3
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the ultrafast vibrational motion of dimers on helium droplets and will be relevant
for our theoretical investigations.
Chapter 3 deals with femtosecond wave packet spectroscopy of dimers. This well-
established scheme allows to study the ultrafast vibrational dynamics of dimers. The
excited vibrational dynamics is initially coherent. Importantly, in this chapter we
concentrate on the vibrational dynamics of isolated dimers in the gas phase, where
no loss of coherence is assumed. The related signal from unperturbed dimers is
denoted as gas phase signal. A fully numerical scheme for the calculation of the
(gas phase) pump-probe signal will be given here. The calculated gas phase signal
will allow to identify features of experiments with dimers on helium droplets later
on. Before we review the numerical calculation of the signal, we use pertubation
theory to gain insight into the connection between pump-probe signal and actual
dimer dynamics.
Chapter 4 deals with the already mentioned effective equation for the dimer
dynamics. We begin with a brief review of the open systems approach and, in
particular, of decoherence. The Lindblad master equation in quantum optics is dis-
cussed in more detail. A specific form of this equation allows to induce dissipation
and decoherence in (near-)harmonic systems. This equation will be of central impor-
tance, since it is the main ingredient for the description of the dynamics of dimers
on helium droplets. We will make use of an efficient propagation scheme, where the
numerical solution of the master equation is extracted from stochastically propa-
gated realizations of state vectors. This scheme makes use of so-called stochastic
Schrödinger equations. We will give a brief introduction to this topic in the second
part of this chapter.
The chapters 2–4 are intended to provide prerequisites for the actual investiga-
tions in the chapters 5+6. In chapter 5 we theoretically investigate the vibrational
dynamics of K2 dimers on helium droplets. First, we calculate spectra of unper-
turbed dimers in the gas phase by means of the numerical propagation scheme of
chapter 3. Thus, by comparing calculated gas phase with experimental spectra from
dimers on helium droplets, we are able to identify features of the experiment. We
then detail our phenomenological model for the helium influence. On the one hand,
we account for the aforementioned dissipation in attached dimers. We also consider
loss of electronic coherence due to the helium environment. Spectra which result
from this model do not agree entirely with experiment. Here, it will be necessary to
also account for a stochastic desorption of dimers off the droplet which we include in
our model. Since we find a good agreement with the experiment thereafter, we are
able to explain the helium influence on the dimer dynamics and the role of desorp-
tion. Interestingly, best agreement with the experiment is obtained from assuming
undamped motion in the electronic ground states of the dimer. This finding may
hint at the role of superfluidity in these studies.
4
In chapter 6 we theoretically study the dynamics of Rb2 dimers on helium
droplets. In the experiment, one finds that this system is only weakly perturbed
by the helium environment. Here, the vibrational coherence is maintained on a
longer timescale. With the helium nanodroplet isolation technique (HENDI), it is
possible to obtain real-time spectra up to nanoseconds. This timescale is three or-
ders of magnitude larger than the typical vibrational timescale of the dimer. One
observes several revivals of the vibrational dynamics. Revivals are a pure quantum
phenomenon and are based on the quantum mechanical superposition principle. In
the experiment the revivals decay on the measurement timescale, which points out
to decoherence in attached dimers. We again apply the damping formalism and
identify dissipation and associated decoherence as the origin of the revival decay. It
will be examined whether further assumptions have to be made in order to recover
and explain features of the measurement. More specifically, we also consider rota-
tional motion of dimers in this chapter. Incoherent occupation of rotational levels
at finite temperature T may explain the observed revival decay, too, yet requires
unrealistically large T .
In chapter 7, we study decoherence in the vibrational dynamics of dimers from
a more general point of view. We investigate the timescales of dissipation and deco-
herence, when the dynamics takes place in anharmonic Morse-like systems. Impor-
tantly, we always assume that the system evolves according to the aforementioned
quantum dissipative master equation. It turns out that the revival decay in the
signal allows to characterize the decoherence timescale in these oscillators. We find
that decoherence is accelerated when compared to dissipation by a factor D2. The
acceleration factor D2 is determined by properties of the initial state and the evolu-
tion of the unperturbed WP. Finally, we compare these more general findings with
experimental results obtained from Rb2 dimers on helium droplets.
In chapter 8 we summarize our findings and give an outlook.
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Superfluid helium and helium
nanodroplets
When cooled below the so-called λ-point at T = 2.17 K, bulk 4He becomes super-
fluid. Superfluidity and superconductivity are one of the greatest discoveries of the
first half of the last century [4]. Both of them are manifestations of the laws of quan-
tum mechanics on macroscopic scales, i. e. on the scale of a laboratory apparatus.
Helium (He) nanodroplets are referred to as clusters which consist of several hun-
dreds or more He atoms. Using these droplets as a host for “guest” dopants opens
a whole range of new possibilities of spectral analysis. The He nanodroplet catches
and isolates single atoms, molecules or larger complexes and works as a “personal”
nanocryostat for them. Seminal experiments reveal that 4He droplets at the terminal
temperature of about 0.4 K reside in the superfluid phase [13]. From experiments
and theoretical investigations involving guest molecules in or on He droplets, one
hopes to learn more about superfluidity in finite-sized quantum systems. Also, as
for instance pointed out by [14], the droplets may be used to build novel chemical
complexes, which is not possible with conventional molecular beam techniques.
We start with a general discussion of properties of (bulk) superfluid He II in
sec. 2.1. In the following sec. 2.2 we consider important properties of superfluid
helium nanodroplets. We review studies which investigate the dynamics of molecules
in the center of these droplets, such as their rotation (sec. 2.2.1). Then, we turn to
investigations with diatomic alkali metal molecules which reside on the surface of
the droplet (sec. 2.2.2).
In this chapter we alternately use units of cm−1 and K for energies. For conver-
sion, one uses the relation 1 K = 0.69 cm−1 = 8.617 · 10−5 eV.
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Figure 2.1: Shown is the Lennard-Jones potential (eq. (2.1)), which qualitatively
describes the interaction potential between two He atoms.
2.1 Superfluid 4He
Helium exists in two different stable isotopes, namely the bosonic element 4He and
the fermionic 3He. Bosonic means that the total spin is even, whereas fermionic
means that the total spin is odd. Unlike all other elements in the periodic table,
helium stays liquid if cooled to absolute zero temperature at normal vapor pressure.
The low helium mass and the weak van-der-Waals interaction are the reason, why
helium does not solidify even at temperatures T → 0. To a good approximation, the
pairwise interaction between two He atoms is given by the so-called Lennard-Jones
potential
V (R) = V0
(
R12e
R12
− 2R
6
e
R6
)
. (2.1)
Here, V0 = 10.2 K is the potential depth and Re ≈ 3 Å denotes the equilibrium
distance. In a solid phase, each atom has to stay localized at some particular
site in the crystal. In a rough estimate, one can assume that each atom vibrates
around its equilibrium position in a harmonic potential. The zero point energy
E0 = (3/2)~ω0 of every oscillator can be estimated from the potential eq. (2.1)
through ω0 =
√
V ′′(Re)/µ. One obtains a zero point energy of E0 = 70 K, which is
far too great to allow a liquid phase condense into a solid.
Bulk 4He becomes fluid at the boiling point around T = 4 K and superfluid
upon further cooling below the λ-point at T = 2.17 K.1 Bosonic helium undergoes
a phase transition at the λ-point and below the transition temperature it is said
1at normal pressure
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to be in the superfluid (He II) phase. At the transition temperature, the heat ca-
pacity passes abruptly through a maximum, the peculiar shape of which motivated
the term λ-transition. Superfluidity of 4He has been discovered independently by
two groups in 1938 [15, 16]. Since its discovery, it has fascinated experimental-
ists and theoreticians alike. Helium in the superfluid phase has some anomalous
properties, the most stunning of which is maybe the flow without friction through
narrow tubes. Due to zero viscosity, the superfluid may creep up container walls
and even empty an initially filled beaker. Superfluid helium has a highly increased
heat capacity. Quantized vortices form upon rotation and temperature waves ap-
pear (second sound). All these properties are unobservable in normal fluids. At the
λ-point, no phase transition occurs in fermionic 3He. The transition in 4He has to be
attributed to the different spin statistics, i. e. to the fact that 4He atoms are bosons.
Superfluidity occurs for fermionic 3He at the much lower temperature T = 3 mK,
where a phenomenon similar to Cooper pairing in superconductors takes place [17].
Bulk 4He below the boiling point at T ≈ 4 K is also referred to as a quantum fluid.
While for temperatures above the boiling point, helium behaves like a classical gas,
below that point it does not behave like a classical fluid. The thermal de-Broglie
wavelength for He particles at T = 4 K is λdB ≈ 4 Å, being larger than the typical
He interatomic distance Re ≈ 3 Å (see fig. 2.1). Therefore, quantum effects become
relevant for helium in the low temperature range. In fact, superfluidity itself can be
seen as a manifestation of quantum effects on macroscopic scales.
It is widely believed that a tight connection between the occurrence of super-
fluidity in 4He and Bose-Einstein condensation exists [18, 19]. The theory of the
ideal Bose gas predicts a phase transition at a temperatures Tc ≈ 3.13 K. Below
Tc, only a certain fraction of the energetic ground state is occupied. As T → 0, all
Bose particles occupy the ground state, i. e. the ideal Bose gas is said to become
fully condensed. The macroscopically occupied ground state, i. e. the condensate,
can be described through a single wave function Ψ0(r). In a similar fashion, one can
imagine that the superfluid helium is characterized by a single (condensate) wave
function,
ψ0(r) =
√
ρ(r)eiS(r) (2.2)
which contains the density of particles
ρ0(r) = |ψ0(r)|2 (2.3)
and the phase S(r), which varies in space. This characterization of helium in turn
allows to state the particle current
j0 =
~
m
ρ0(r)∇S(r). (2.4)
9
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The particle flow consists of a product of the condensate density times a velocity.
The velocity field is obtained from
vs =
~
m
∇S(r) (2.5)
and usually denoted as the superfluid velocity. It is different from zero, if the phase
S(r) of the wave function varies in space. Superflow denotes the movement of
particles without dissipation, i. e. with zero viscosity. The existence of superflow has
been confirmed experimentally in the 1930s [15].
Atomic Bose-Einstein-condensates (BECs) in traps [19] can be often described
with a mean field approach. The description applies because the trapped Bose gas
is very dilute and the interatomic interaction of the bosonic constituents is very
weak. The interaction V (R) between helium atoms is strong at smaller internuclear
distances (see again fig. 2.1). There, the He atoms are effectively hard spheres
packed very densely. Therefore, a simple mean field approach does not apply and
the theoretical description through a single wave function eq. (2.2) generally fails.
Nevertheless, some phenomena are explained at least qualitatively correct through
the single wave function approach. More correctly, one has to consider the eigenvalue
problem for the full N -particle wave function Ψ(r1, . . . , rN),
H(N)Ψ(r1, . . . , rN) = E
(N)Ψ(r1, . . . , rN), (2.6)
which contains the full Hamiltonian H(N) = T + (1/2)
∑
i 6=j V (ri − rj), i. e. kinetic
energy plus interaction. The bosonic wave function must be symmetric under par-
ticle exchange. Due to the pairwise particle interaction V (ri− rj), which cannot be
neglected, it is impossible to solve eq. (2.6) directly. So-called Quantum Monte Carlo
(QMC) methods allow to give numerical solutions of eq. (2.6), even for complex sys-
tems with several hundred particles [20]. From the QMC results, thermodynamic
properties in the limit N →∞ may be derived. One of the results of QMC is, that
for liquid helium, even at T = 0, the density of particles in the zero momentum
state (condensate density) is only about 7-8% of the total fluid density [20, 21]. By
contrast, BECs in traps have a condensate fraction which reaches nearly 100% at
zero temperature [19].
While normal fluids experience viscosity and hence dissipation of energy, He in
the superfluid phase can flow frictionless through narrow tubes. Similarly, particles
can move without friction through the superfluid if their velocity is low enough.
For an explanation, one has to consider the possible elementary excitations in a
superfluid which turn out to be different from that of a normal fluid. Elementary
excitations are characterized through their dispersion relation, which relates their
energy ε(p) and momentum p. The characteristic form of the dispersion relation
10
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Figure 2.2: Dispersion curve for excitations in bulk superfluid He II at T = 1.1 K
(from [22]).
in He II explains the frictionless flow of a superfluid. This was first pointed out by
Landau [23] and we will briefly review the argument.
For an ideal gas of (non-interacting) 4He particles, the dispersion relation reads
ε(p) = p2/2m, (2.7)
which is just the free-particle relation. For an interacting system, one must consider
the normal modes of the motion. Here, the original particles are replaced by a set
of non-interacting (or weakly interacting) quasiparticles. Phonons are the typical
excitations of a crystal. Likewise, it has to be expected that the thermal excitations
of He II should include phonon modes. Then, at low energies, the dispersion relation
is given by a straight line,
ε(p) = cs|p|, (2.8)
where cs ≈ 240 m/s is the velocity of sound in He II. At higher energies, the spectrum
deviates from the linear behavior (eq. (2.8)). It passes through a maximum and then
a minimum. Around the minimum, the spectrum reads
ε(p) = ∆ +
(|p| − p0)2
2µ0
, (2.9)
where µ0 is an effective mass and ∆ is an energy gap. Excitations with momenta
around the minimum p0 are referred to as “rotons”, while those around the maximum
are denoted as “maxons”. The existence of an energy gap ∆ in the quasiparticle
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spectrum was first put forward by Landau in order to explain frictionless motion
in a superfluid, see below. The dispersion relation for He II was later confirmed
through neutron scattering experiments, see fig. 2.2. From these experiments one
obtains ∆ = 8.67 K for the size of the energy gap and µ0 = 0.15mHe.
The energy gap in eq. (2.9) is crucial for the frictionless flow. One considers
a small object, which moves through the superfluid with velocity vi. The object
is, for instance, a charged particle which can be dragged by an applied electric
field. The motion of the object leads to the creation of quasiparticle excitations
with energy ε(p) and momentum p, upon which the object loses energy. However,
it is straightforward to show that energy and momentum conservation lead to the
condition
ε(p)− vip ≤ 0 (2.10)
in order to actually create a quasiparticle with momentum p. If the condition cannot
be fulfilled, the object cannot lose energy and hence moves frictionless. To exclude
this scenario, we require
vi ≥
[
ε(p)
|p|
]
min
. (2.11)
The r. h. s. defines the so-called Landau critical velocity:
vc ≡
[
ε(p)
p
]
min
(2.12)
Frictionless flow can exist, when vc > 0 holds. Indeed, taking into account all
possible quasiparticle excitations in He II, one obtains
vc =
∆
p0
≈ 60 m/s (2.13)
The phonon part in the spectrum leads to vc = cs. Importantly, due to the dispersion
relation eq. (2.7), the critical velocity is zero in any system, where free-particle
motion can take place.
The value eq. (2.13) for vc was confirmed experimentally for ions moving through
He II [24]. Dragging larger objects through the superfluid, other excitations beside
the thermal ones occur, most notably vortices [25]. Then, friction sets in at much
lower velocities than vc. Vortices are not excited in the neutron scattering experi-
ment and thus do not appear in the corresponding spectrum. Moreover, the value
for the critical velocity depends on the mass of the dragged object and eq. (2.12) is
only valid for particles with infinite mass, see [25].
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2.2 Helium nanodroplets
Helium nanodroplets have been recognized as the ultimate tool for matrix isolation
spectroscopy. Spectroscopy with embedded, i. e. attached or immersed species –
the so-called He nanodroplet isolation spectroscopy (HENDI) – was pioneered at
Princeton in 1992 [1]. Nowadays, the HENDI technique is an established field of
research [14]. It is their ability to catch, isolate and cool foreign atoms, clusters and
molecules, which makes helium nanodroplets so useful for experimental research.
On the other hand, more fundamental questions can be (theoretically) addressed,
concerning the structure of these droplets and the occurrence of superfluidity in
finite-sized quantum systems.
If not stated differently, in the following by He nanodroplet (or He droplet) we
refer to clusters consisting of several thousand bosonic 4He atoms. These droplets
have a temperature of T = 0.37 K. Unlike droplets consisting of fermionic 3He
atoms, the bosonic 4He droplets show signatures of superfluidity (see below). After
formation, the droplets are able to pick up nearly any atom, molecule or even cluster
with which they collide. Through isolation and cooling, foreign species are ideally
prepared for subsequent high-resolution spectroscopy. Unlike solid matrices1, fluid
He droplets provide a weakly perturbing and ultracold environment for embedded
species, such that the dopants are often characterized through narrow, well-resolved
lines in the spectrum. The interaction strength between bound dopant and He
droplet can be estimated from the mutual interaction of two He atoms [2]. As for
He, this interaction is one of the weakest found in nature (see the discussion of
fig. 2.1).
The formation of droplets involves adiabatic expansion of pure He gas and sub-
sequent condensation into droplets. Depending on the source pressure/temperature
conditions, the droplets have a mean size in the range NHe = 10
3−105 atoms. Note
that the droplets have a broad size distribution where the half width approximately
equals the mean droplet size. The size distribution is best described by a log-normal
distribution [26].
The bosonic 4He droplets cool themselves through evaporation of “hot” He
atoms. Theoretical calculations predict a terminal temperature of 0.37 K [27, 28],
which was confirmed by experiments [29, 30]. Accordingly, the bosonic 4He droplets
should show the properties of superfluidity. Similar calculations predict that the
fermionic 3He droplets cool to 0.15 K [27, 28] and reside in the non-superfluid He I
phase.
1Solid states, often noble gases, are used to embed, cool and investigate foreign species [3].
However, contrary to He, all these matrices solidify at T < 10 K and are therefore referred to as
solid matrices.
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Extensive theoretical studies, which use the He droplet as a model for finite-
sized many body quantum systems, were performed long before the first spectro-
scopic studies. Several theoretical investigations address structural properties of He
droplets, such as their form and size, the binding energy of single He atoms and the
He density (see, for instance, the review by [31]). The droplets are expected to be
spherical with a radius proportional to N
1/3
He :
R0 = 2.22N
1/3
He Å. (2.14)
Therefore, droplets with a mean size of 104 He atoms have a radius of R0 ≈ 5 nm.
The particle density in the center nearly resembles the bulk value of ρHe = 0.022 Å
−3
.
Theoretical calculations reveal that the droplets do not have a sharp edge. In fact,
their density continuously decreases in the surfaces region from 90% to 10% of the
bulk value within about 6 Å [32].
According to the Liquid Drop Model, elementary excitations in He droplets can
be classified into volume modes (compressional modes) or surface modes. Corre-
sponding quasiparticles, which carry the excitation, are denoted as phonons and
ripplons. The lowest phonon (compressional) mode depends on the number NHe of
He atoms that form the droplet. The dispersion relation for phonons in He droplets
is given by (see [27])
ωv = q
√
1
kρHem
, (2.15)
where k is the compressibility, ρHe is the droplet density and m is the mass of a single
He atom. The parameter q is fixed by the boundary conditions and for the lowest
(monopole) excitation one has q = π
R0
with R0 being the droplet radius (eq. (2.14)).
For NHe = 10
4, the energy eq. (2.15) yields a value ~ωv = 1.2 K. Therefore, phonon
modes are not appreciably populated at the equilibrium temperature of the He
droplet. According to [27], the ripplon dispersion relation is given by (l > 1)
ωl =
√
σt
mρHeR30
×
√
l(l − 1)(l + 2) =
√
4π
3
l(l − 1)(l + 2)σt
m
N
−1/2
He , (2.16)
where σt is the surface tension parameter and l is the angular momentum quantum
number. The effective surface momentum of such surface waves is [27]
qs ≈
√
l(l + 1)/R0. (2.17)
Using NHe = 10
4, l = 2 and the value for σt from [27], the lowest ripplon energy
(eq. (2.16)) has the value ~ωl ≈ 0.1 K. Therefore, being one order of magnitude lower
in energy than phonon modes, ripplons are significantly populated at the droplet
temperature. The surface modes appear to couple weakly to immersed atoms or
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molecules in the center. On the other hand, they must be ultimately responsible for
the relaxation of these species [14]. Surface modes may well influence properties of
attached dopants.
The volume mode excitation energy as a function of an effective droplet wavenum-
ber (not given here) resembles closely the sharp dispersion curve of elementary ex-
citations in the bulk. More specifically, the droplet dispersion curve contains a
pronounced maximum (“maxon”) and roton minimum. The appearance of the lat-
ter in calculated dispersion curves for 4He clusters with NHe > 60 He atoms was
interpreted as an indication of the onset of superfluidity therein [33].
Electronic excitation of the dopant is usually accompanied with a sizeable change
of the surrounding helium environment. Therefore, apart from their thermal pop-
ulation, helium DOF are expected to be excited when the impurity experiences
electronic transitions [34]. Volume modes including excitations in the roton branch
may well be excited upon electronic excitation of immersed species [35]. On the
other hand, the helium response in the presence of pure rovibrational excitation of
the dopant is significantly reduced [31].
2.2.1 Spectroscopy with immersed species, superfluidity
Upon formation of the droplet, foreign species can be readily adsorbed in the pickup
chamber. The strength of the dopant-droplet interaction determines, whether the
dopant “dives” into the center or stays attached to the surface. It has been found
that most species are placed in the center [36], in particular closed-shell atoms and
molecules. Open shell atoms, most notably alkali and alkaline earth atoms with
the exception of magnesium, reside on the surface of the droplet [37]. The dopants
are easily investigated with laser spectroscopy, since the droplet is transparent in
the entire spectral range from the far infrared to the ultraviolet. The low optical
density in HENDI spectroscopy requires special techniques for signal detection, such
as beam depletion [38].
Difficulties arise in the investigation of neutral impurities inside bulk liquid he-
lium. Immersed atoms and molecules may move unhindered through the liquid,
which prevents attempts to isolate and study them spectroscopically. After implan-
tation in the bulk, aggregation of foreign species or precipitation on container walls
is difficult to avoid. Spectroscopy with helium droplets provides an elegant method
to catch and isolate single atoms or molecules. Upon their isolation, one is able to
study the interaction of the molecule with the superfluid environment. In particular,
from obtained spectra, superfluid phenomena on microscopic scales can be studied.
In this section, we will concentrate on immersed molecules and findings from
corresponding spectra. The fig. 2.3 shows a calculated He droplet density profile
after embedding the molecule SF6 in
3He and 4He droplets. The He density reveals
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Figure 2.3: Radial density profile ρHe(r) of pure
3He and 4He droplets and of the
same droplets after doping them with the molecule SF6 (from [31]). The droplet
consists of NHe = 526 atoms.
a shell structure with a pronounced maximum in the immediate vicinity of the
molecule, the so-called first solvation shell.
A high resolution can be achieved in rotational spectra from immersed molecules.
Several features in these spectra can be attributed to unique properties of the quan-
tum fluid. In rotational spectra of heavier species such as OCS and SF6, line spacings
are significantly reduced compared to spectra in the gas phase [29, 39]. The line
spacing is determined by the rotational energy
Erot = Bj(j + 1), (2.18)
where j is the rotational quantum number and B is the rotational constant. The
molecular rotation is hindered by the surrounding He fluid in the immediate vicinity.
A possible theoretical explanation makes use of the two-fluid model, which postu-
lates the division of the full He density ρHe into a superfluid component ρs and a
normal fluid component ρn [25]. The non-superfluid density component follows the
rotational motion of the molecule [40] and leads to an increasing moment of inertia
I → I ′ of the molecule. The rotational dynamics can still be described with the
same molecular Hamiltonian, but the increased I ′ has to be taken into account. The
latter leads to a smaller rotational constant B ∼ 1/I ′ and, according to eq. (2.18),
to the reduced line spacing in rotational spectra, which explains the experimental
result. Further mechanism responsible for the decrease of the rotational constant of
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molecules in He droplets are extensively discussed in the literature, see for instance
[14].
A nearly free rotation of distinct immersed molecules was connected to the super-
fluid nature of 4He droplets [40]. In a seminal experiment, the OCS molecule was
placed and studied separately in superfluid 4He droplets and non-superfluid 3He
droplets [41]. The rotational spectrum from molecules in pure 3He shows a broad
single band. In fact, this spectrum is expected upon solution of the molecule in a
classical liquid. The OCS spectrum measured in pure 4He droplet shows a sequence
of sharp rotational lines. Although the line spacing in the spectrum is reduced (see
above), the spectrum indicates an almost free rotation of the molecule. The decisive
difference in spectra using either fermionic 3He or bosonic 4He droplets as host is
seen as evidence that the latter are indeed superfluid [13].
Sharp lines in the spectrum can be obtained from pure rotational or vibrational
excitations of molecules in He droplets. The presence of the He environment often
only leads to a small shift of spectral lines [14]. On the other hand, electronic tran-
sitions imply a larger distortion of the He environment, leading to a limited spectral
resolution as compared to the gas phase. However, these features allow to probe the
helium environment and its interaction with the molecule on microscopic scales. In
the spectra of immersed species one observes the appearance of sidebands, which
are due to the simultaneous excitation of collective modes of the He droplet. In the
electronic transition spectrum of glyoxal (C2H2O2) in
4He droplets, one observes a
sharp spectral line (zero phonon line ZPL), which is accompanied by a broad phonon
wing (PW) [42]. The PW is attributed to compressional modes, which are simul-
taneously excited upon electronic excitation of the molecule. The ZPL corresponds
to the pure electronic transition without additional excitation of collective modes of
the droplet. The PW and ZPL are well known for species trapped in solid matrices
and their occurrence is not surprising. However, the PW in the spectrum of glyoxal
in He droplets reveals an interesting structure. Here, the PW has a clearly visible
maximum, which is separated from the ZPL by a distinct gap. The size of the gap
nearly equals the roton energy in the dispersion curve of liquid 4He, see fig. 2.2. The
Huang-Rhys theory predicts that the PW intensity is proportional to the density of
states of the accessible quasiparticles. As for He droplets, the density of states is
found to have a maximum at the roton and maxon energy [35, 43]. Only a sharp
phonon-roton dispersion curve, as found below the λ-point in liquid He II, can lead
to such a well-defined energy gap in the spectrum of glyoxal [42]. Since the phonon-
roton dispersion curve with the roton minimum (see fig. 2.2) are unique features
of He II, this study provided the first experimental evidence that 4He droplets are
indeed superfluid. To that extent, it was found that the energetic gap between ZPL
and PW in corresponding spectra from glyoxal in non-superfluid 3He droplets is
absent [35].
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Figure 2.4: Equidensity lines show-
ing the alkali atoms K, Rb (cross) on
a He droplet with NHe = 2000 (from
[31]). The inner lines correspond to
densities 0.9ρHe to 0.1ρHe. The outer
lines correspond to more dilute densi-
ties 10−2ρHe, 10
−3ρHe, 10
−4ρHe.
2.2.2 Spectroscopy with alkali atoms and molecules
Alkali atoms and molecules represent a particular class of dopant particles due to
their extremely weak binding to the surface of He droplets [37, 44–46]. Density
functional calculations reveal that alkali metal atoms reside in some kind of “dimple”
on the droplet surface. The deformation of the surface upon attachment of alkali
atoms is characterized by the dimple depth ξ, defined as the difference between the
position of the dividing surface at ρ = ρHe/2 with and without impurity, respectively
[31]. For the alkali atoms K and Rb one finds ξ = 2.2, 2.3 Å, respectively (see also
fig. 2.4).
When the droplet catches two alkali atoms, they can move on the droplet surface
until they meet and form a molecule. Molecular trimers or even larger complexes
can be formed on the surface [47], but will not be considered here. The dimers form
in their electron spin singlet or triplet ground state. Triplet dimers are only weakly
bound by the van-der-Waals interaction. The spin singlet dimers form stronger co-
valent bonds. The molecular binding energy De is transferred to the droplet and
leads to a massive evaporation of further He atoms. Also, the dimers relax their
rovibrational energy until they equilibrate with the ultracold He droplet environ-
ment. In dopant molecules, only the vibrational ground state and few rotational
levels are occupied after formation and relaxation. Through further evaporation,
the droplet maintains the ultracold temperature of 0.37 K. Taking a binding energy
of approximately 5 cm−1 per He atom into account [2], formation of a molecule leads
to the release of De[cm
−1]/5 He atoms from the droplet. Formation of singlet dimers
(covalent bond) with e. g. De ≈ 4500 cm−1 for K2 leads to evaporation of almost
thousand He atoms, upon which the droplet is eventually destroyed [48]. On the
other hand, weakly bound van-der-Waals molecules release only small amounts of
energy to the droplet and have a high probability to “survive” until they reach the
measurement zone.
Density functional calculations reveal that Na2 and Li2 molecules occupy bubble-
like structures on the surface of the droplet [37]. The dimers have a surface bind-
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Figure 2.5: Calculated He density ρ(r, z), when a spin triplet Rb2 molecule in the
lowest state (a)3Σ+u is attached. The result is extracted from QMC calculations for
He clusters with NHe = 12, 20 He atoms (from [49]).
ing energy being approximately twice that of attached atoms (i. e. in the range of
50 cm−1) [50]. Very recently, structural informations concerning location and ori-
entation of spin triplet Rb2 dimers on small He clusters were obtained from Monte
Carlo simulations [49]. Fig. 2.5 shows the result of these calculations for He clusters
with NHe = 12, 20.
Alkali dimers formed on He droplets have been subject of extensive experimen-
tal research. Higgins et. al. [51] investigated spectra of several lighter alkali dimers
(Li2, Na2 and K2) on the surface of He droplets. Spectra of heavier Rb2 dimers on
He droplets were extensively studied by the Ernst group [48, 52]. All these studies
confirm vibrational relaxation of attached dimers as a consequence of coupling be-
tween their vibrational and collective degrees of freedom (DOF) of the He droplet.
Theoretical investigations address how vibrational relaxation leads to formation of
electronic ground state dimers on smaller He clusters [53].
There is a significant probability that attached alkali dimers leave the droplet
surface (desorb) during or after relaxation of larger binding energies [46]. Also, it
is known that alkali dimers tend to desorb from the droplet upon electronic laser
excitation [52]. In general, one estimates that dimers desorb on the timescale of
the measurement. However, the exact time when the desorption of molecules takes
place is more difficult to determine. Both relaxation and desorption seem to depend
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on the orientation of the dimer, i. e. whether the molecular axis is orientated parallel
or perpendicular with respect to the droplet surface [53].
Time-resolved studies with alkali dimers on He droplets were performed by the
group of Prof. Stienkemeier for the first time [54–56]. In these studies, the vibra-
tional wave packet dynamics of dimers attached to He droplets is investigated by
means of femtosecond pump-probe spectroscopy. Calculated pump-probe spectra
of unperturbed dimers in the gas phase deviate from experimental spectra from
dimers on He droplets. We will give a brief overview on the calculation of gas phase
pump-probe spectra in the next chapter.
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Femtosecond spectroscopy with
dimers
Ultrashort laser pulses allow to follow the ultrafast dynamics of molecules in real time
[9]. Using pulses with a duration in the range 10−100 femtoseconds (1 fs = 10−15 s),
it is possible to resolve the relative motion of two nuclei in a molecule, for instance
the OH stretching mode.
In a so-called pump-probe setup, the molecule is exerted to a sequence of two
laser pulses. The first pulse creates a coherent vibrational dynamics, a so-called
wave packet (WP). The second, time-delayed pulse “takes a picture” of the coher-
ent dynamics. By varying the time delay between first and second pulse one obtains
a sequence of “snapshots” of the vibrational motion, similar to a sequence of strobo-
scopic pictures from a moving object. Upon adjusting the experimental parameters,
one measures a time-periodic signal which can be directly related to the vibrational
motion of the nuclei.
In this chapter, we first summarize the quantum mechanical treatment of di-
atomic molecules (sec. 3.1). We will then consider the creation of vibrational WPs
in the dimer through a femtosecond laser pulse (sec. 3.2). To study these WPs in
more detail and gain crucial insight, we first use a perturbative approach. Perturba-
tion theory also allows to understand the signal which is obtained from the sequence
of two laser pulses. A thorough analysis of the vibrational density matrix allows to
understand features of the pump-probe signal in the Fourier domain. Finally, we
discuss a scheme which allows to calculate the pump-probe signal numerically exact.
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3.1 The diatomic molecule
We consider a molecule, which consists of M nuclei and N electrons. The molecule
is fully described by the wave function Ψ(X,x). Nuclear coordinates are combined
in X = (R1, . . . ,RM), while electronic coordinates including spin are combined in
x = (r1s1, . . . , rNsN). The Hamilton operator of the molecule reads
H = TN +Hel = TN + Te + V (X,x) (3.1)
and contains the kinetic energy of the nuclei (SI units are used)
TN = −
M∑
j=1
~2
2Mj
∂2
∂X2j
, (3.2)
where the j-th nucleus has mass Mj. Moreover, H contains the kinetic energy of
the electrons Te and the potential energy V (X,x). The latter consists of electron-
electron, electron-nuclei and nuclei-nuclei interaction and is combined in V (X,x).
The electronic part Hel commutes with the nuclear coordinates, i. e. [Hel,X] = 0. In
the eigenvalue equation for the electronic wave function,
Helφ(X,x) =
[
−
∑
k
~2
2me
∂2
∂r2k
+ V (X,x)
]
φ(X,x) = Eel(X)φ(X,x), (3.3)
the nuclear coordinates X have the role of a parameter. By varying the nuclear
coordinates in small steps and repeatedly solving eq. (3.3) for φ, one obtains the
potential energy surfaces Eel,i(X). Moreover, one obtains an orthonormal and com-
plete set of electronic wave functions φi(X,x), which parametrically depend on X.
The full wave function may be expanded in those eigenfunctions through
Ψ(X,x) =
∑
i
φi(X,x)χN,i(X). (3.4)
All quantum numbers, which characterize the electronic state φi, are combined in
the single letter i. The expansion coefficient is given by the nuclear wave function
χN,i(X). Writing the expansion eq. (3.4) for the full state vector Ψ(X,x) in the
time-independent Schrödinger equation
HΨ(X,x) = [TN +Hel] Ψ(X,x) = EΨ(X,x), (3.5)
one obtains∑
i
φi(X,x)
[
−
∑
j
~2
2Mj
∆j + Eel,i(X)
]
χN,i(X) =
∑
i
φi(X,x)EχN,i(X,x)+
∑
i,j
~2
2Mj
[χN,i(X)∆jφi(X,x) + 2∇jχN,i(X) · ∇jφi(X,x).
(3.6)
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Here, we replaced the kinetic energy of the nuclei, eq. (3.2), for TN . The derivatives
are taken with respect to the nuclear coordinates X. In the Born-Oppenheimer
approximation (BO), one assumes that the electronic motion adiabatically adjusts
to the nuclear motion. The electronic motion occurs on a much faster timescale,
since nuclear and electron masses differ by orders of magnitudes. Then, within the
BO, the second term on the r. h. s. of eq. (3.6) can be set to zero. Multiplying
eq. (3.6) with the complex conjugated electronic eigenfunction φi′(X,x)
∗ from the
left and using the orthogonality, one obtains[
−
∑
j
~2
2Mj
∆j + Eel,i(X)
]
χN,i(X) = EχN,i(X). (3.7)
This is the time-independent Schrödinger equation for the nuclear DOF, where
the potential energy is given by the electronic energy surface Vi(X) ≡ Eel,i(X).
Within the BO approximation, the Schrödinger equation separates into two equa-
tions, eq. (3.3) and eq. (3.7). In every electronic state i, the full wave function is
the product of nuclear wave function χN,i and electronic wave function φi:
Ψi(X,x) = χN,i(X)φi(x,X). (3.8)
Within the BO, transitions between electronic states are excluded as long as no
external electromagnetic field is applied. We thoroughly make use of the BO, which
is always good, as long as the nuclear dynamics takes place far away from avoided
crossings of involved potential energy surfaces.
In the following we restrict ourselves to the dynamics of the two nuclei in a
diatomic homo-nuclear molecule, also called a dimer. Therefore, we are left with
the problem to find the possible motion of two nuclei located at X = (R1,R2). The
potential energy for the nuclei is given by the electronic energy surface Vi(X), where
the electrons are in state i. In case we do not want to single out a specific electronic
state i, we omit the corresponding index to lighten notation.
As usually done for a two body problem, one imposes relative and center of mass
coordinates. For the homo-nuclear diatomic molecule with M1 = M2, the center of
mass is given by RS = (R1 + R2) /2, while the relative coordinate is the internuclear
distance vector R = R1−R2. In the description of the relative motion, one defines
the reduced mass
µ =
M1M2
M1 +M2
=
M1
2
. (3.9)
The two body problem separates into relative and center of mass motion. As a
consequence, the full wave function for the nuclear motion can be separated:
χN(X) = χS(RS)χ(R). (3.10)
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In the following we only consider the relative motion of the nuclei, which is described
by the nuclear wave function χ(R). The potential V (R) in eq. (3.7) only depends
on the nuclear distance R = |R1 − R2| and is therefore spherically symmetric. It
is therefore advantageous to use spherical coordinates R = (R, θ, φ). Due to the
spherical symmetry of the problem, the angular dependence of the wave function is
given by the spherical harmonics Y mj (θ, φ) [57]. The nuclear wave function is the
product of radial and angular part
χ(R) = ψ(R)Y mj (θ, φ). (3.11)
The spherical harmonics are eigenfunctions of the angular momentum operator Ĵ2
with eigenvalues j(j+1)~2, where j denotes the quantum number of the total angular
momentum. Moreover, they are simultaneously eigenfunctions of the operator Ĵz
ascribed to the projection of the total angular momentum on the quantization axis,
which is chosen to be the laboratory z-axis. The allowed eigenvalues are m~ with
−j ≤ m ≤ j. When the Laplace operator in eq. (3.7) is expressed in terms of
spherical coordinates, one obtains the following eigenvalue equation for the radial
part of the wave function:[
P 2R
2µ
+
~2j(j + 1)
2µR2
+ V (R)
]
ψ(R) = Eψ(R) (3.12)
with P 2R ≡ − ~
2
2µ
1
R
∂2
∂R2
R, see for instance [58]. Here, we used the eigenvalue of the
angular momentum operator Ĵ2. The second term is the centrifugal barrier, which
describes the rotational energy of the molecule. The other terms mark the kinetic en-
ergy TN = P
2
R/2µ of the reduced particle and the potential energy V (R). Eq. (3.12)
may also be written as base-independent operator equation for ket vectors:[
P̂ 2R
2µ
+
Ĵ2
2µR̂2
+ V (R̂)
]
|ψ〉|j,m〉 = E|ψ〉|j,m〉. (3.13)
In that equation, R̂ and P̂R are the conjugate position and momentum operators,
respectively. As for the states, |ψ〉 is the vibrational and |j,m〉 is the rotational part
of the state vector. The rotational state is determined by the quantum numbers j
and m.
Usually, the centrifugal barrier and the potential barrier are combined to give
the effective potential energy for the relative motion of the nuclei,[
P̂ 2R
2µ
+ Veff(R̂)
]
|χ〉 ≡ Hmol|χ〉 = E|χ〉, (3.14)
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Figure 3.1: Morse potential energy curve for the electronic state A1Σ+u of the K2
molecule (black curve). Also shown is the harmonic approximation of the anharmonic
potential (red curve).
where Hmol denotes the nuclear Hamiltonian and |χ〉 ≡ |ψ〉|j,m〉. Eq. (3.13) holds
for every electronic state i of the molecule. By suppressing this index, we do not
specify the electronic state. Care must be taken of possible transitions between
rovibrational states of different electronic surfaces, where selection rules apply. For
the remainder of this chapter we leave out rotations for the sake of simplicity. Then,
one has Veff(R̂) = V (R) in eq. (3.14) and |χ〉 = |ψ〉. Note that rotations will be
fully included in the treatment of Rb2 molecules in chapter 6. There, we take into
account the effective potential with corresponding j quantum number and the full
nuclear wave function eq. (3.11).
The potential curve V (R) of a bound diatomic molecule has a minimum at
the equilibrium distance R = Re. We denote the vibrational eigenfunctions of the
nuclear Hamiltonian Hmol by |v〉. Consequently, for the eigenvalue eq. (3.14), one
obtains
Hmol|v〉 = Ev|v〉. (3.15)
In a first approximation, the internuclear potential can be described with a harmonic
oscillator (HO) potential. The HO eigenfunctions and eigenenergies can be found
in textbooks on quantum mechanics [57]. The eigenenergies are given by
Ev = ~ω(v + 1/2), (3.16)
where ω =
√
V ′′(Re)/µ is the HO frequency. A more realistic potential for the
dimer is given by the Morse oscillator (MO) potential energy curve. This potential
is defined by
V (R) = De
[
1− e−a(R−Re)
]2
. (3.17)
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The definition contains the dissociation energy De, the parameter a = (µ/2De)
1/2ω
and the MO frequency ω. The MO potential eq. (3.17) is strongly repulsive at smaller
internuclear distance R, has a minimum at R = Re and converges to the dissociation
energy De for R → ∞. Fig. 3.1 shows the MO potential for the electronic state
A1Σ+u of the K2 molecule, together with the harmonically approximated surface.
Remarkably, for the MO curve (eq. (3.17)) one obtains an exact, quadratic expression
for the corresponding eigenenergies (see, for instance, ref. [59]):
Ev = ~ωv − ~ωxev2 (0 ≤ v ≤ vmax). (3.18)
Here, xe = ~ω/4De is the anharmonicity constant and vmax is the largest possible
quantum level [59].
3.2 Femtosecond wave packet spectroscopy
In this section, we discuss the creation and interrogation of a vibrational WP in terms
of the pump-probe scheme. The created WP can be calculated from using first order
perturbation theory alone (sec. 3.2.1). Moreover, perturbation theory can be used
to calculate the pump-probe signal, too, see sec. 3.2.2. The perturbative calculation
of the pump-probe signal allows to understand the oscillations in the signal and
occurring signal frequencies, see sec. 3.2.3. Note that the perturbative calculation
only applies for low to intermediate laser intensities. Therefore, in chapter 5 and
6 we will calculate the pump-probe signal numerically exact. The full numerical
calculation of the pump-probe signal is reviewed in sec. 3.2.4.
3.2.1 Wave packet creation
The coherent vibrational dynamics of the dimer is induced by an ultrashort laser
pulse. At initial time t = 0, i. e. before the interaction with the laser pulse takes
place, the dimer is assumed to reside in the electronic and rovibrational ground
state. Again, rotational DOF are not taken into account. We include them and
account for accompanying selection rules in Chapter 6. For now, two electronic
states |φi〉 ≡ |i〉 with i = 0, 1 will be considered. These states are, for instance, the
electronic ground and some electronic excited state of the dimer. The applied laser
pulse
~E(t) = ~εε(t) cos (ωLt) (3.19)
has the frequency ωL. Moreover, ~ε is the polarization and ε(t) the shape function of
the field, which is assumed to be Gaussian. The pulse envelope is centered around
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some time t = tmax, where the field strength is maximal. In the dipole approxima-
tion, the Hamilton operator for the molecule and its interaction with the (classical)
laser field reads
H(t) = TN +
∑
i
Vi|i〉〈i| − ~d · ~E(t). (3.20)
To remind you, Vi is the adiabatic potential energy surface of the i-th electronic
state, where i = 0, 1. In eq. (3.20), ~d ≡ er̂ with the electronic charge e defines the
electric dipole operator. Assuming weak interaction, i. e. a low intensity of the laser
field, first order perturbation theory is applicable and allows to calculate the nuclear
state vector in the first excited state upon laser interaction [60]:
|ψ(1)1 (t)〉 = −
1
i~
∑
v
µ01(Re)av(t)〈v|vg〉e−
i
~Evt|v〉. (3.21)
This expression contains
µ01(R) ≡ 〈0|~d · ~ε|1〉, (3.22)
i. e. the projection of the transition dipole moment onto the polarization vector of the
electric field. One assumes that these vectors are oriented parallel to each other. The
transition dipole moment does in general also depend on the internuclear distance
R. In the so-called Condon approximation, also used in eq. (3.21), this dependence
on R is neglected and one may, for instance, use the corresponding value at R = Re.
The states |vg〉 and |v〉 denote the vibrational eigenfunctions of the electronic ground
and excited state, respectively. The overlap 〈v|vg〉 between these eigenstates is also
referred to as Franck-Condon (FC) factor. As can be seen in eq. (3.21), the FC
factor determines, in addition to the laser wavelength, the occupation probability
of a certain vibrational state |v〉 in the first excited electronic state (FC principle).
The coefficients on the right hand side of eq. (3.21) are given by
av(t) ≡
∫ t
−∞
dt′ε(t′)e−
i
~ (E0+~ωL−Ev)t
′
(3.23)
and contain the initial energy E0 of the molecule. One makes use of the rotating wave
approximation (RWA) and only takes into account resonant terms of the electric field
(eq. (3.19)). Note that in the limit t → ∞ the coefficients av become simply the
Fourier transform of the pulse envelope. The state vector eq. (3.21) can be written
in a more compact form:
|ψ(1)1 (t)〉 =
∑
v
cve
− i~Evt|v〉. (3.24)
Here, the coefficients cv on the r. h. s. are time-independent after the laser pulse
passed. The state vector eq. (3.24) is a coherent superposition of vibrational eigen-
states |v〉 which is referred to as wave packet (WP). Comparing the compact form
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Figure 3.2: (a) Excitation scheme for K2 at λ = 833 nm. The created WP is probed
at the outer turning point. (b) Shown is |ψ(1)1 (R, t)|2 as a contour plot, i. e. the
evolution of the WP on the potential energy surface V1(R).
.
eq. (3.24) with eq. (3.21) one finds that the transition dipole moment, the FC factor
and the field parameters determine the coefficients in the superposition. The knowl-
edge of these quantities allows to determine the coefficients cv of the WP eq. (3.24)
from perturbation theory alone. The laser wavelength λ determines the central level
v̄ in the superposition, i. e. the level with the largest occupation probability |cv̄|2.
Fig. 3.2 shows an exemplary excitation for the K2 dimer at λ = 833 nm, where a WP
in the state A1Σ+u is created through the laser pulse. The pulse has a duration of
0.5 ps and the Gaussian shape function has a full width at half maximum of 110 fs.
At this wavelength, the levels in the superposition of vibrational states are centered
around v̄ = 14. Here, the level occupation |cv|2 can be well described by a Gaussian,
which is centered around the vibrational level v̄. Also shown in fig. 3.2 is the free
evolution of the WP ψ
(1)
1 (R, t) on that surface after decay of the pump pulse.
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3.2.2 Pump-probe spectroscopy
After the interaction, the excited WP may evolve unperturbed on the excited state
surface. As shown in fig. 3.2, the WP on the excited state circulates between outer
and inner turning point. In a usual pump-probe setup, the excited vibrational
dynamics is probed by a second, time-delayed pulse. The time delay τ denotes the
time between the pulse peaks of pump and probe pulse, respectively.
The probe pulse leads to a significant population of a higher lying electronic
state, which is denoted as final state. We consider a one-color pump-probe setup,
where pump and probe pulse have identical laser parameters and, in particular,
the same wavelength. In the ideal case, only the probe pulse leads to a significant
population of the final state. When the final state is a bound state of the dimer, the
fluorescence rate to lower lying states serves as the pump-probe signal [61]. When
the final state is an ionic state, the pump-probe signal is given as the ion yield
after decay of the probe pulse [62]. Other schemes for detection do exist, such as
measurement of the energy of the ejected photoelectrons [63].
In order to theoretically reproduce the pump-probe signal, we require the popu-
lation in the final state after decay of the probe pulse. The latter is given through
p2(τ) ≡ lim
t→∞
〈ψ2(t)|ψ2(t)〉 (3.25)
for the three-level system considered here. When the probe pulse has passed (in the
limit t→∞), the probability eq. (3.25) only depends on the delay τ between pump
and probe pulse. For the above excitation scheme (no final state population through
the pump pulse), one may again use perturbation theory to obtain the final state
probability eq. (3.25). The evolved WP at time t = τ , i. e. |ψ(1)1 (τ)〉 as defined in
eq. (3.24), is the new initial state before the interaction with the probe pulse starts.
The result for eq. (3.25) from first order perturbation is given in ref. [64] and we
only state the result here:
p2(τ) =
∑
vv′
Avv′cvc
∗
v′ exp[i(Ev − Ev′)τ/~]. (3.26)
The explicit form of the factors Avv′ is given in ref. [64]. We mention that the factors
Avv′ depend on field parameters, transition dipole moments µ12 and on FC factors,
i. e. overlaps 〈v|vf〉 between vibrational eigenfunctions of the electronic intermedi-
ate and final state, respectively. All these factors often determine a well-defined
transition region, the so-called FC window, see below. The pump-probe signal is
proportional to the final state probability (the norm) after complete decay of the
probe pulse,
S(τ) ≡ p2(τ), (3.27)
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Figure 3.3: Shown is the calculated signal S(τ) for the transition shown in fig. 3.2.
The oscillation is due to the circulation of the WP in the first excited state A1Σ+u .
with p2(τ) from eq. (3.25). As described below in sec. 3.2.4, we will calculate the
signal S(τ) numerically exact without using perturbation theory.
Fig. 3.3 shows the fully numerically calculated signal S(τ) for K2 at the wave-
length λ = 833 nm. At this wavelength, numerical and perturbative calculation of
S(τ) should be nearly equal. The transition scheme at this wavelength is depicted
in fig. 3.2. Transitions to higher lying states are only possible at around the outer
turning point of the WP, see fig. 3.2. Since the WP periodically enters and leaves
the transition region at around the outer turning point, one obtains an oscillatory
pump-probe signal. The signal resembles the motion of the WP on the excited state
surface A1Σ+u and therefore allows to “follow” the vibrational nuclear motion in real
time.
Note that, using eq. (3.26), the signal eq. (3.27) can be written in the form
S(τ) = p2(τ) (3.28)
=
∑
v,v′
A∗vv′ρvv′(τ), (3.29)
where we assumed cv ∈ R for the sake of simplicity. The second factor in eq. (3.29)
is identified as the matrix element ρvv′(τ) = 〈v|ρ1(τ)|v′〉 of the vibrational density
operator ρ1 in the intermediate state, evaluated at delay time τ . The dependence
of the signal S(τ) on the vibrational density ρ1(t) is further examined in the next
section.
To summarize, we considered a one-photon pump, followed by a one-photon
probe step. This setup leads to the final state probability eq. (3.26), which is
proportional to the measured pump-probe signal. In order to clarify the dependence
of the pump-probe signal on the WP |ψ(1)1 〉 in the intermediate state, one makes use
of perturbation theory. Before we discuss the full numerical calculation of pump-
probe signal in sec. 3.2.4, we proceed with the perturbative signal eq. (3.27) and
examine its time dependence and also the origin of the obtained oscillations.
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3.2.3 Density matrix description, frequency domain
The signal oscillations (see fig. 3.3) can be understood by considering the dependence
of the signal S(τ) on the pure state density ρ1(t) in eq. (3.29). In fact, the frequency
in the signal is determined by the WP dynamics in the intermediate state. This
becomes clear if one considers the time dependence of the density ρ1(t) in more
detail.
We consider the pure state vibrational density ρ1(t) = |ψ1(t)〉〈ψ1(t)| after the
pump pulse. According to eq. (3.24), the density can be expanded as
ρ1(t) =
∑
vv′
cvc
∗
v′e
− i~ t(Ev−Ev′ )|v〉〈v′|. (3.30)
The density evolves according to the usual von-Neuman equation
ρ̇1(t) = −
i
~
[H1, ρ1]. (3.31)
Here, H1 = TN + V1 denotes the Hamilton operator of the molecule being excited in
the electronic state i = 1, where the corresponding potential energy surface is given
by V1. As for the evolution of matrix elements, from eq. (3.31) one obtains
ρ̇vv′ = −
i
~
(Ev − Ev′)ρvv′ . (3.32)
Here, ρvv′ ≡ 〈v|ρ1(t)|v′〉 are the matrix elements with respect to the vibrational
eigenstates |v〉 of that surface. Eq. (3.32) can be easily integrated to yield
ρvv′(t) = e
−iωvv′ tρvv′(0). (3.33)
The matrix elements therefore oscillate with Bohr frequencies
ωvv′ = (Ev − Ev′)/~. (3.34)
It is exactly the oscillation of the matrix elements ρvv′ (see eq. (3.33)), which occurs
in the pump-probe signal eq. (3.28). For the latter, we find (using eq. (3.26))
S(τ) =
∑
vv′
Avv′ρvv′(−τ)
=
∑
vv′
Avv′ρvv′(0)e
iωvv′τ
= 2
∑
v
∑
∆v≥1
Av,v+∆vρv,v+∆v(0) cos[ωv,v+∆vτ ] +
∑
v
Avvρvv(0).
(3.35)
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In the step from the second to the third line, we assume ρvv′(0)Avv′ ∈ R for the
sake of simplicity. In the third line of eq. (3.35), the second term originates from
contributions with ∆v = 0 and marks a constant offset. Due to the first term, the
signal S(τ) (eq. (3.35)) is composed of beat frequencies ωvv′ between all pairs of
energy levels. Notice the dependence of the signal on the initially occupied matrix
elements ρv,v+∆v(0) = cvc
∗
v+∆v. For the sake of simplicity, we assume for a moment
that the coefficients cv in the excited WP are described by a Gaussian centered
around a level v:
cv = (πσ)
−1/4 exp[−(v − v̄)2/2σ]. (3.36)
Here, σ is the width of the distribution and v ∈ N. From eq. (3.36) we see that
the components ρv,v+∆v(0) = cvcv+∆v, which occur in eq. (3.35), have a decreasing
overlap for increasing ∆v. Therefore, the most prominent oscillation in eq. (3.35)
has the frequency ωv̄,v̄+1 and originates from the energy distance between central
level v̄ and neighboring levels v̄±1. This frequency is characteristic for the potential
energy surface of electronic state i = 1 and we define
ω1(v) ≡ ωv̄,v̄+1. (3.37)
This frequency also defines the classical oscillation period
Tcl,1 = 2π/ω1(v) (3.38)
of the excited WP. Other frequency components ωv,v+∆v with ∆v > 1 also appear
in the signal S(τ) but with a smaller amplitude. They are best visualized in the
Fourier transform (FT) of the signal. For the ideal case that the signal is defined
for t ∈ R, from eq. (3.35) we obtain
F(S)(ω) = 2π
∑
vv′
Avv′ρvv′(0)δ(ω − ωvv′). (3.39)
Therefore, the FT of the signal is peaked at positions ω = ωvv′ . In general, the
signal S(τ) is only available in a limited time interval [0, τmax]. Therefore, the δ-
functions in the FT eq. (3.39) need to be replaced by some (broadened) distribution
function, which has a final width. In the FT of the signal (eq. (3.39)), the peak
amplitude depends on the initial state ρvv′(0) = cvcv′ . Due to the assumed form
of the occupation numbers cv, see eq. (3.36), the largest FT amplitude occurs at
the frequency ω1, defined in eq. (3.37).
1 Further peaks at ωv,v+∆v are visible in
the FT spectrum, with smaller amplitude, though. For the considered excitation
scheme in K2, see fig. 3.2, the FT of a long-term pump-probe signal S(τ) is depicted
1 We neglect the dependence of respective FT amplitudes on the factors Avv′ here.
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Figure 3.4: (a) Shown is the integral FT of the signal S(τ) at λ = 833 nm, where the
scheme fig. 3.2 applies. (b) Shown is the spectrogram F(ω, τ) of the signal S(τ), using
a small Gaussian window with σFT = 3 ps. This allows to follow the WP dispersion
and revival in the signal. The frequencies ω1 and ω
′
1 are the first and second order
beat, see the definition in eq. (3.47).
in fig. 3.4(a). Shown are the frequency beats ωv,v+∆v for ∆v = 1 and ∆v = 2.
Frequency beats with ∆v > 1 are denoted as higher order beats.
For some phenomena considered in this work, for instance dissipation of vibra-
tional WPs, it will be necessary to follow the evolution of several frequency com-
ponents in the WP as a function of time. We then make use of a so-called wavelet
analysis. The time dependent signal S(τ) is effectively transformed inside a window
function which slides across the signal. The resulting spectrum in the time-frequency
domain F(ω, τ) is referred to as spectrogram.1 The window function is a Gaussian
function, the width σFT of which determines the frequency resolution. Choosing
a small window, one is not able to resolve single frequency components ωv,v+∆v,
but can follow the mean frequency ω1(v) of the created WP as a function of time.
Also, dispersion and revival phenomena (see appendix D) can be followed. Choosing
larger windows, one is able to resolve single frequency components, but not their
respective short-time behavior.2 Fig. 3.4(b) shows the spectrogram of a long-term
signal, as obtained for the K2 dimer for the scheme depicted in fig. 3.2. The decrease
and recurrence of the spectrogram amplitude F(ω, τ) at certain frequencies ω are
due to the dispersion and revival of the vibrational WP. Dispersion and revivals are
discussed in appendix D and will be considered in chapter 6 in more detail.
1 For details, see [65] and references therein. In fact, we used a program by one of the authors
of that reference to produce the spectrograms.
2The limiting case is, of course, the integral FT for a window which spans the integral signal.
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3.2.4 Full numerical calculation of the pump-probe signal
From perturbation theory, one obtains a physical understanding of vibrational WP
creation and interrogation with ultrashort laser pulses. More specifically, the pertur-
bative approach eq. (3.21) describes the creation of a WP in the first excited state.
Involved frequencies in the pump-probe signal are ascribed to the vibrational density
matrix in the “probed” electronic state. Note that, even at intermediate intensities,
it is possible to excite a WP in the electronic ground state via resonant induced stim-
ulated radiation scattering (RISRS) [66]. Simply speaking, the pump pulse leads
to a non-stationary vibrational state in the electronic ground state, a phenomenon
which has been referred to as “Lochfraß” (German for pitting corrosion) [67]. Still,
this state is a coherent superposition of vibrational states and therefore denoted as
WP. However, the population of vibrational states excited through RISRS differs
from a Gaussian distribution, eq. (3.36).
From (first-order) perturbation theory, it is not possible to study the creation
and/or interrogation of a WP in the electronic ground state. To include this aspect in
our theoretical treatment, we fully numerically solve the time-dependent Schrödinger
equation (TDSE)
i~
∂
∂t
|Ψ(t)〉 = H(t)|Ψ(t)〉. (3.40)
In this equation,
|Ψ(t)〉 =
∑
i
|i〉|ψi(t)〉 (3.41)
denotes the full state vector of the molecule (without rotations) and H(t) is given
by eq. (3.20).
We first take into account the electronic ground and excited state only (i = 0, 1).
The electronic two-level system is best suited to explain the numerical propagation
scheme. In the electronic basis |i〉, the TDSE eq. (3.40) with H from eq. (3.20) can
be written as matrix equation:
i~
∂
∂t
(
ψ0
ψ1
)
=
(
T + V0 −µ10ε(t) cos[ωLt]
−µ10ε(t) cos[ωLt] T + V1
)(
ψ0
ψ1
)
. (3.42)
To get rid of the oscillating functions, one transforms the wave vector into a rotating
frame. More specifically, one uses the following unitary transformation of wave
vectors: (
ψ′0
ψ′1
)
=
(
1 0
0 exp[iωLt]
)(
ψ0
ψ1
)
. (3.43)
The Schrödinger equation for the wave vector |Ψ′〉 now reads
i~
∂
∂t
(
ψ′0
ψ′1
)
=
(
T + V0 −µ10ε(t)
−µ10ε(t) T + V1 − ~ωL
)(
ψ′0
ψ′1
)
. (3.44)
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In this expression, we make use of the RWA and neglect terms which oscillate with
exp[±2iωLt]. Note that in the rotating frame, the energy of the excited state surface
is shifted by −~ωL. This representation gives an intuitive picture of the Franck-
Condon argument: As soon as electronic ground and (shifted) excited surface over-
lap, the transition is resonant. Expectation values or the absolute squared of the
wave function are not affected by the transformation eq. (3.43). However, the trans-
formation eq. (3.44) does play a role when phase fluctuations of the laser field are
taken into account. Phase fluctuations may induce decoherence in the superposition
of electronic states of the dimer. We will not consider fluctuating phases in this
work and therefore omit the primes again in eq. (3.44) in the following. Note that
electronic decoherence due to fluctuating potential energy curves will be considered
in chapter 5.
The time evolved wave function Ψ(R, t) is obtained by iteratively solving the
TDSE (3.44) for small time steps ∆t and using a grid-based representation of the
wave function Ψ(R, t). For the propagation of the wave function on the grid, we use
the Fourier-based split-operator method [68]. Details of the numerical propagation
scheme are given in the appendix A.
The perturbative calculation of the pump-probe signal S(τ), as sketched in the
previous sec. 3.2.2, has several advantages. For instance, one understands that
frequencies ωvv′ in the FT of the signal have to be ascribed to the WP in the
first excited state, see the discussion of eq. (3.29) in sec. 3.2.3. However, in the
perturbative approach, the pump-probe scheme appears as a sequential process. The
first excited state is accessed by the pump pulse, while the final state is accessed by
the probe pulse only. This scheme usually only applies in a certain laser wavelength
range. In order to compare with experiments, all possible transition schemes for a
certain laser wavelength have to be taken into account. Of particular interest is the
previously discussed creation and mapping of the WP in the ground state. This WP
is probed by a 2-photon transition to the final state. Taking 3 surfaces into account,
i. e. ground, intermediate and final state, respectively, the TDSE takes the following
form:
i~
∂
∂t
 ψ0ψ1
ψ2
=
 T + V0 −µ10ε(t) 0−µ01ε(t) T + V1 − ωL −µ12ε(t)
0 −µ12ε(t) T + V2 − 2ωL
 ψ0ψ1
ψ2
. (3.45)
The electric field envelope ε(t) contains the pulse sequence, where pump and probe
pulse are separated by a time delay τ . In the derivation of eq. (3.45), we made use
of a unitary transformation similar to eq. (3.43) and the RWA. Solving the TDSE
eq. (3.45) fully numerically (see appendix A), all allowed transitions are accounted
for. Moreover, even R-dependent transition dipole moments µij(R) can and will be
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accounted for. The pump-probe signal is proportional to the population in the final
state after the probe pulse, see eq. (3.27):
S(τ) = lim
t→∞
〈ψ2(t)|ψ2(t)〉. (3.46)
The norm in the final state does not change upon decay of the second (probe) pulse,
i. e. in the limit t→∞.
For the K2 molecule, the full numerical calculation of the signal S(τ) at λ =
833 nm via eq. (3.46) is shown in fig. 3.3. At this wavelength, contributions from
the intermediate state are dominant. In fact, the numerical result should nearly
equal the perturbative result (eq. (3.29)). For other excitation wavelengths, the
full numerical signal (eq. (3.46)) may also contain contributions from the electronic
ground state.
In general, more than three states are involved in the excitation process, such
that contributions from several electronic states occur in the signal. The full nu-
merical solution, eq. (3.46), captures all allowed transitions in the signal. If WPs
from several surfaces contribute comparably, the signal usually shows a complicated
(noisy) structure in the time domain. A thorough analysis of S(τ) is possible in
the FT of the signal. Recall that the calculated signal eq. (3.28), as obtained from
perturbation theory, only depends on the density ρ1 of the first excited states. How-
ever, if several states are involved in the probe scheme, the signal depends on all the
corresponding densities ρi(t). Consequently, the signal contains not a single, but
several beat frequency components
ωi(v) ≡ ωiv̄,v̄+1. (3.47)
Higher order beats with ∆v = 2, 3 are denoted as
ω′i(v) ≡ ωiv̄,v̄+2,
ω′′i (v) ≡ ωiv̄,v̄+3.
(3.48)
All frequency beats (eq. (3.47), eq. (3.48)) depend on the central vibrational level v
of the respective WP.
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Dissipation and decoherence
In chapter 2 we reviewed experiments using helium nanodroplets as a host for em-
bedded species. Although the interaction with the helium is weak, it cannot be fully
neglected in attached dopants. The central aspect of this work is to consider the
helium droplet as an environment, which induces dissipation in attached molecules.
Also, dissipation in quantum mechanical systems is inevitably connected with deco-
herence.
In this chapter we discuss effective equations, so-called master equations, which
allow to describe dissipation in quantum mechanical systems. We think that these
equations, which have a wide range of applications in quantum mechanics, realisti-
cally model the influence of the He droplet on the dynamics of attached molecules.
To begin with, we discuss the phenomena of dissipation and decoherence in the
reduced density matrix (sec. 4.1.1). Throughout this work, in order to describe the
damped dimer dynamics, we employ master equations in Lindblad form, which will
be discussed in sec. 4.1.2. Although we use an existing master equation, we review
the derivation of the Born-Markov master equation for harmonic systems coupled
to a bath of harmonic oscillators in sec. 4.1.3. Through the derivation we want to
clarify the assumptions being made to arrive at the master equation in Lindblad
form. Importantly, in the derivation we do not use any specific properties of the
He droplet “bath” or of the interaction between dimer and droplet. The following
sec. 4.2 is devoted to stochastic Schrödinger equations. We use this approach to
numerically solve the master equations in Lindblad form. It turns out that the
method is efficient, since it can be combined with the fast split-operator propagation
scheme.
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4.1 Master equation approach
4.1.1 Open quantum systems, decoherence, dissipation
In general, a single quantum system cannot be considered as isolated because the
interaction with an environment is omnipresent. It is very difficult to fully suppress
external influences or noise onto a quantum system of interest. Experimental skills
nowadays allow to isolate a quantum system on certain timescales.
In the open systems approach, one considers a system coupled to a large bath,
also referred to as reservoir. “Large” means that the bath has a very large num-
ber of DOF. The coupling between quantum system and environment has several
consequences. First, as in classical systems, relaxation (the loss of energy) in the
system may occur. The energy of the system is dissipated into the “huge” environ-
ment. Moreover, the presence of an environment can destroy coherence between the
states of the quantum system [69]. As a consequence, intereference phenomena are
no longer visible in an obtained spectrum. The observable loss of interferences may
have full quantum or classical origins. First, we concentrate on decoherence due
to entanglement between system and environment. This decoherence process only
applies to quantum mechanical systems and has no classical analog. Decoherence
due to classical noise will be briefly discussed at the end of this section.
The total system (system and bath) is described by a density matrix ρtot. The
density of the total system evolves unitarily according to the corresponding von-
Neuman equation. The aformentioned phenomena, dissipation and decoherence,
occur in the system which is coupled to the reservoir. The system is described by
the reduced density matrix, obtained from tracing out the environmental DOF:
ρ(t) = TrE (ρtot). (4.1)
Also, the open system is assumed to be initially uncorrelated with the bath, such
that ρtot(0) = ρ(0) ⊗ ρE(0) holds. As time evolves, both system and bath become
correlated, such that this division is no longer valid. Let the system be prepared in
a coherent superposition of system (eigen-)states |v〉:
|ψ〉 =
∑
v
cv|v〉. (4.2)
Apparently, before the interaction, the system is in a so-called pure state. The
corresponding density matrix reads
ρ(0) =
∑
v,v′
ρvv′|v〉〈v′|. (4.3)
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The off-diagonal elements ρvv′ (v 6= v′) are called coherences of the density operator.
Being non-zero, these off-diagonals indicate that the system has contributions from a
coherent superposition of |v〉 and |v′〉. The diagonal elements of the density operator
ρvv are the state occupation probabilities. As time evolves, we assume that in the
full state, the open system becomes entangled with certain reservoir states |ev〉:(∑
v
cv|v〉
)
|e0〉 →
∑
v
cv|v〉|ev〉. (4.4)
Then, after tracing out the bath DOF, the reduced density takes the form
ρ =
∑
v,v′
ρvv′|v〉〈v′|〈ev′ |ev〉. (4.5)
In the evolution of time, the reservoir states |ev〉 are likely to become orthogonal,
such that interferences are suppressed and one obtains
ρvv′ → 0 (v 6= v′). (4.6)
The process which underlines eq. (4.6) and eq. (4.4) is called decoherence. Here,
decoherence occurs due entanglement between system and environment [5, 6]. The
entanglement leads to decoherence in the reduced system. As a consequence, pure
states turn into mixtures that become rapidly diagonal in a certain basis. At this
point an important question arises: What determines the basis with respect to which
the coherences in the reduced density (see eq. (4.6)) decay [70]? The structure of the
system-environment interaction singles out certain “robust” states. These states in a
sense become least entangled with the environment and are likely to be least affected
by the decoherence process. In seminal works, a stability criterion for the selection of
these preferred states were discussed [70, 71]. Decoherence is nowadays considered as
an explanation why quantum coherence is not observable in the macroscopic world
[71].
Decoherence can be thought of as the resulting loss of phase relations in the
system [69]. Hence, interference phenomena are no longer observable. The loss
of interferences in an obtained spectrum is a clear manifestation of decoherence.
However, decoherence may have classical origins as well. For instance, let the system
be subject to fluctuating fields. Then, the dynamics is unitary, yet stochastic. In
an ensemble of systems, certain interferences in obtained spectra get lost. This type
of decoherence in quantum systems has a classical origin. Decoherence in a way
occurs due to classical noise [72]. In the theoretical study of molecules attached to
He droplets in chapter 5, we take into account decoherence induced by (classical)
fluctuations of electronic potential energy surfaces.
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Dissipation denotes the energy exchange between system and bath, such that
the system approaches thermal equilibrium. More specifically, dissipation affects the
occupation probabilities (the populations), i. e. the diagonal elements of the density
matrix ρ. The redistribution or decay of populations is also referred to as relaxation.
The timescale for the dissipation process is called the dissipation timescale. Note
that decoherence may occur without dissipation (sometimes called pure decoherence
or pure dephasing), while the converse is not true. In fact, decoherence is a necessary
consequence of dissipation. Often, decoherence occurs on a faster timescale than
dissipation [73–75].
4.1.2 The Lindblad master equation
The dynamics of an open quantum system is conventially described by means of
generalized quantum master equations [7]. However, it is often even impossible
to obtain a master equation for a system of interest. Solvable master equations
were developed for quantum optical systems, where the coupling between system
and environment may be considered as weak [76, 77]. Under certain assumptions
it is possible to arrive at the so-called Lindblad form. Several assumption have
to be made in the derivation of such an effective equation from the von-Neumann
equation for the total system. To clarify the assumptions being made, we will sketch
the derivation for a HO coupled to a thermal bath of HOs in sec. 4.1.3.
Let us first discuss master equations from a more general point of view. The
total system (system+bath) evolves according to the von-Neumann equation
d
dt
ρtot(t) = −
i
~
[Htot, ρtot]. (4.7)
Here,
Htot = HS +HE︸ ︷︷ ︸
H0
+HSE (4.8)
is the Hamilton operator of the full system, while ρtot is the density matrix of the
total system. According to eq. (4.7), the evolution of the total system is always
unitary. The time evolution of the full state is given through
ρtot(t) = U(t, 0)ρtot(0)U
†(t, 0), (4.9)
where U(t, 0) is the time evolution operator for the total system. From eq. (4.9),
the dynamics for the reduced system is given through
ρ(t) = TrE
{
U(t)ρtot(0)U
†(t)
}
, (4.10)
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where we need to know the evolution of the full state ρtot, which is a much too
complex problem to solve. One seeks an effective evolution equation for the reduced
density directly from the following expression:
ρ(t) = V (t)ρ(0). (4.11)
Here, V (t) is called the dynamical map. It fully captures the evolution of ρ. Note
that V (t) is also referred to as super-operator, since it represents an operator which
acts on another operator. For an uncorrelated initial state ρtot(0) = ρ(0) ⊗ ρE, the
dynamical map is given by
V (t) = TrE
{
U(t) [ρ(0)⊗ ρE]U †(t)
}
. (4.12)
Eq. (4.11) marks an exact evolution equation for ρ, but is difficult, if not impossible
to obtain. The key is to make assumptions on system, bath and interaction, such
that eq. (4.11) takes a form which is solvable without much effort. Imposing further
assumptions, the power of effective master equations for ρ is unleashed.
One seeks a first-order differential equation for ρ, which is local in time. This
means that, through this equation, the system density ρ(t + ∆t) at time t + ∆t is
fully determined by the density ρ(t) at time t. Under the assumptions of Markovian
dynamics and initial decoupling between system and bath, the dynamical map can
be written in exponential form [8]:
V (t) = exp[Lt]. (4.13)
Here, L is a linear map. This dynamical map (eq. (4.13)) has semi-group properties
and leads to an equation for ρ which is local in time:
d
dt
ρ = L[ρ]. (4.14)
Eq. (4.14) is called Markovian quantum master equation. The term “Markovian”
stresses that in this equation, no “memory effects” of the environment have to be
taken into account. As a further demand, additional to the Markov property, one
seeks an effective equations which retains the density matrix properties of ρ. As
time evolves, the density ρ(t) should always be
• normalized: Tr [ρ(t)] = 1.
• positive: ρ(t) > 0.
• Hermitian: ρ†(t) = ρ(t).
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As was shown by [78, 79], the most general Markovian master equation (eq. (4.14))
that ensures the above properties for ρ(t) takes the form
d
dt
ρ(t) = − i
~
[H ′S, ρ(t)]−
1
2
∑
i
{
[Liρ(t), L
†
i ] + [Li, ρ(t)L
†
i ]
}
. (4.15)
This equation is called Lindblad master equation and the operators Li on the
r. h. s. are referred to as Lindblad operators. Note that, in general, these opera-
tors may also depend on time t. Again, the Lindblad master equation (eq. (4.15))
is local in time and it is Markovian. The first term on the r. h. s. of eq. (4.15) is
the unitary part, given by the usual von-Neumann commutator. The presence of
the environment leads to a renormalization of the Hamilton operator HS → H ′S,
which is denoted by the prime. Due to the second part on the r. h. s. of eq. (4.15),
the evolution of the reduced density ρ is no longer unitary. The Lindblad operators
Li induce dissipation and decoherence in the reduced density ρ. Note that master
equations of the form eq. (4.15) emerged in the physical literature (see, for instance,
ref. [80]) before its rigorous mathematical treatment by [78].
As a first application of the Lindblad master equation, we consider pure dephas-
ing. In eq. (4.14), we choose a single, time-independent Lindblad operator L which
is proportional to the Hamiltonian of the quantum system, L =
√
κHS, where κ
is some constant. In that case, it is always possible to write the master equation
(eq. (4.15))
d
dt
ρ(t) = − i
~
[HS, ρ(t)]−
1
2
{
[Lρ(t), L†] + [L, ρ(t)L†]
}
, (4.16)
in the more compact form
d
dt
ρ(t) = − i
~
[HS, ρ(t)]−
1
2
κ[HS, [HS, ρ]]. (4.17)
That equation can be immediately solved in the energy eigenbasis, HS =
∑
nEn|n〉〈n|.
For the matrix elements, we get
ρmn(t) = ρmn(0) exp[−
i
~
(Em − En)t−
κ
2
(Em − En)2t]. (4.18)
We observe that for this choice of L, the populations ρnn are unaffected. On the
other hand, the coherences between the eigenstates decay exponentially. Therefore,
in this case, the Lindblad master equation eq. (4.17) describes pure decoherence
without dissipation. This process is usually referred to as pure dephasing.
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4.1.3 Lindblad m. e. for harmonic systems
In this work, we make use of the open systems approach in order to describe the
molecule (as system) which cannot be considered as isolated when coupled to the
He droplet (the bath). Again, although we keep this scenario in mind, we will
not use any specific properties of the droplet or of the droplet-dimer interaction in
the following. We employ the quantum optical master equation in Lindblad form,
eq. (4.15), with specific Lindblad operators Li. This Lindblad master equation will
be used to describe dissipation in diatomic molecules. It has to be stressed that we
will not derive that equation for our specific system of interest – a dimer coupled
to a helium environment. Still, we want the sketch the derivation of the Lindblad
equation for harmonic system from the von-Neumann equation of the total system.
We go through the derivation as given in [81] in order to stress the assumptions
being made to arrive at the Lindblad form. Note that other textbooks on quantum
optics, like [8, 76, 77], deal with this topic, too.
One starts with the von-Neumann equation (4.7) which takes the following form
in the interaction picture:
˙̃ρtot = −
i
~
[H̃SE(t), ρ̃tot]. (4.19)
Here,
ρ̃tot = U0(t, 0)ρtotU
†
0(t, 0) (4.20)
is the system density in the interaction picture representation. Also, U0(t, 0) =
exp[(i/~)H0t] with H0 from eq. (4.8) represents the time evolution operator for
the full system without interaction. Likewise, the interaction Hamiltonian HSE is
transformed to the interaction picture. Eq. (4.19) can be formally integrated and
one obtains
˙̃ρtot = −
i
~
[H̃SE(t), ρtot(0)]−
1
~2
∫ t
0
dt′[H̃SE(t), [H̃SE(t
′), ρtot(t
′)]]. (4.21)
This equation is exact and particularly suited to impose further approximations.
First, system and bath are assumed to factorize in the beginning, such that ρtot(0) =
ρ(0)⊗ ρE. Then, the first term in eq. (4.21) may be assumed to vanish after tracing
out the reservoir DOF. As time evolves, system and bath become correlated. How-
ever, in order to proceed from eq. (4.21), one assumes that the interaction between
system and bath is very weak. Moreover, one consider a bath with many DOF
which is virtually unaffected by the system. Therefore, system and bath are nearly
uncorrelated at times t > 0 and
ρ̃tot = ρ̃(t)⊗ ρE +O(HSE) (4.22)
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holds. The correction on the r. h. s. is of order HSE. Eq. (4.22) is the so-called Born-
approximation. Using eq. (4.22) in eq. (4.21) and tracing out the reservoir DOF,
one obtains
˙̃ρ = − 1
~2
∫ t
0
dt′TrE[H̃SE(t), [H̃SE(t
′), ρ̃(t′)⊗ ρE]] (4.23)
for the density of the reduced system. Here, terms up to second order in HSE are
retained. The eq. (4.23) is not Markovian, since the knowledge of the system density
ρ̃(t′) for all times t′ < t is required.
At this point, in order to proceed from eq. (4.23), we want to restrict ourselves
to a specific system, bath and interaction Hamiltonian. Let the system be a HO
with frequency ω. The corresponding Hamiltonian reads
HS = ~ωa†a, (4.24)
when expressed in terms of creation/annihilation operators (without the vacuum
energy). The ladder operators are also discussed below, see eq. (4.61). For bath and
interaction we use
HE =
∑
j
~ωjb†jbj, (4.25)
HSE =
∑
j
~(gja†bj + h.c.) = ~(aΓ† + a†Γ) (4.26)
with the definition
Γ ≡
∑
j
gjbj. (4.27)
The bath is a collection of harmonic oscillators with frequencies ωj and b
†
j, bj are the
corresponding creation/annihilation operators. Through eq. (4.26), the interaction
is chosen such that the HO couples bilinearly to the jth bath oscillator via a complex
coupling constant gj in the RWA. The application of the RWA becomes clear after
transforming eq. (4.26) into the interaction picture representation. Then, only terms
which involve differences of system and bath frequencies of the form ω−ωj appear.
Next, we take the bath to be in thermal equilibrium at temperature T :
ρE =
∏
j
[
1− exp
(
− ~ωj
kBT
)]
exp
(
−
~ωjb†jbj
kBT
)
. (4.28)
From eq. (4.28), the mean number of thermal excitations for an oscillator at fre-
quency ωj in thermal equilibrium at temperature T can be calculated to be
〈nj〉 =
1
exp
[
~ωj
kBT
]
− 1
. (4.29)
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Transforming eq. (4.26) and eq. (4.27) into the interaction representation and putting
these expressions into eq. (4.23), we arrive at the following master equation
˙̃ρ = −
∫ t
0
dt′
{
[aa†ρ̃(t′)− a†ρ̃(t′)a]e−iω(t−t′)〈Γ̃†(t)Γ̃(t′)〉E + h.c
+ [a†aρ̃(t′)− aρ̃(t′)a†]eiω(t−t′)〈Γ̃(t)Γ̃†(t′)〉E + h.c.
} (4.30)
in the Born-approximation. Here, one defines the bath correlation functions
〈Γ̃†(t)Γ̃(t′)〉E =
∑
j
|gj|2eiωj(t−t
′)〈nj〉, (4.31)
〈Γ̃(t)Γ̃†(t′)〉E =
∑
j
|gj|2e−iωj(t−t
′)(〈nj〉+ 1) (4.32)
and assumes that other bath correlations of the form 〈Γ̃†Γ̃†〉E = 〈Γ̃Γ̃〉E are zero
and need not be taken into account in eq. (4.30). In the next step, the sum over
discrete frequencies ωj (in eq. (4.31) and eq. (4.32)) is replaced by an integral over
continuous bath frequencies ωB. The replacement requires the introduction of a
density of states f(ωB): The number of oscillators with frequencies in the interval
(ωB, ωB + dωB) is given by f(ωB)dωB. Also, one defines a new integration variable
τ ≡ t− t′ in eq. (4.30). The master eq. (4.30) now takes the form
˙̃ρ = −
∫ t
0
dτ
{
[aa†ρ̃(t− τ)− a†ρ̃(t− τ)a]e−iωτ 〈Γ̃†(t)Γ̃(t− τ)〉E + h.c
+ [a†aρ̃(t− τ)− aρ̃(t− τ)a†]eiωτ 〈Γ̃(t)Γ̃†(t− τ)〉E + h.c.
} (4.33)
with the bath correlation functions
〈Γ̃†(t)Γ̃(t− τ)〉E =
∫ ∞
0
dωBf(ωB)|g(ωB)|2eiωBτnth(ωB), (4.34)
〈Γ̃(t)Γ̃†(t− τ)〉E =
∫ ∞
0
dωBf(ωB)|g(ωB)|2e−iωBτ (nth(ωB) + 1). (4.35)
Here, we defined
nth(ω) = 1/(exp[~ω/kBT ]− 1) (4.36)
as the average number of thermal excitations in the bath at the frequency ω. The
master equation in the form eq. (4.33) nicely expresses the non-Markovian behav-
ior: The integration requires the knowledge of ρ̃(t− τ) for all the times τ < t. The
timescales in system and bath may be strictly separable in a sense that the bath cor-
relations decay much faster than the relaxation in the system takes place. When this
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separation of timescales applies, eq. (4.33) can be tremendously simplified. In the
so-called Markov approximation, one replaces the system density ρ̃(t− τ) by ρ̃(τ) in
eq. (4.33), such that the latter can be taken out of the integral. The Markov approx-
imation is justified, when the bath correlation functions (eq. (4.34) and eq. (4.35))
amount to delta-functions δ(τ) on the system timescale. In the Markov approxima-
tion, it is also possible to set the upper limit of the τ -integration in eq. (4.33) to
infinity. Then, the master equation (eq. (4.33)) can be written in the form
˙̃ρ = A(aρ̃a† − a†aρ̃) +B(aρ̃a† + a†ρ̃a− a†aρ̃− aa†ρ̃) + h.c., (4.37)
where the τ -integration with upper limit ∞ in eq. (4.33) yields the expressions
A ≡
∫ ∞
0
dωBf(ωB)|g(ωB)|2
[
πδ(ω − ωB) + i
P
ωB − ω
]
(4.38)
= πf(ω)|g(ω)|2 + iP
∫ ∞
0
dωB
f(ωB)|g(ωB)|2
ωB − ω
(4.39)
and
B ≡ πf(ω)|g(ω)|2nth(ω) + iP
∫ ∞
0
dωB
f(ωB)|g(ωB)|2nth(ωB)
ωB − ω
. (4.40)
Here, P denotes the principle value. Note that the first term of eq. (4.39),
γ(ω) ≡ πf(ω)|g(ω)|2, (4.41)
is simply Fermi’s Golden Rule and eq. (4.41) amounts to a transition rate. The
second term in eq. (4.38) is set to
D(ω) ≡ P
∫ ∞
0
dωB
f(ωB)|g(ωB)|2
ωB − ω
. (4.42)
The master equation (eq. (4.37)) can be further simplified and using the definitions
eq. (4.41) and eq. (4.42), one obtains
˙̃ρ = −iD(ω)[a†a, ρ̃] + γ
2
nth
(
2a†ρ̃a− aa†ρ̃− ρ̃aa†
)
+
+
γ
2
(nth + 1)
(
2aρ̃a† − a†aρ̃− ρ̃a†a
)
.
(4.43)
Transforming back to the Schrödinger picture, one arrives at
ρ̇(t) = − i
~
[H ′S, ρ(t)] +
γ
2
nth
(
2a†ρa− aa†ρ− ρaa†
)
+
+
γ
2
(nth + 1)
(
2aρa† − a†aρ− ρa†a
)
.
(4.44)
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with
H ′S ≡ ~a†a(ω +D(ω)). (4.45)
Therefore, due to the presence of the bath, the HO frequency is shifted by D(ω) and
the shift is also referred to as Lamb shift. In the following, we may drop the Lamb
shift, because the shift term D and corresponding change of HS is very small [77].
It has to be stressed that γ(ω) on the r. h. s. of eq. (4.44) depends on the structure
of the bath, namely the corresponding density of states, and the coupling constant
g(ω), see eq. (4.41). However, in the actual theoretical analysis of the dynamics of
dimers on He droplets, we will use γ as a fit parameter to find best agreement with
experiment. The rate γ will also be referred to as damping constant or damping
rate. After time t 1/γ, the system has equilibrated with the bath, i. e. the system
is in a thermal mixture of vibrational eigenstates [76]. At zero temperature, any
initial system state ρ relaxes to the ground state on a timescale 1/γ.
As a result, we gave a derivation of the Lindblad master equation for a specific
system, namely a HO which is bilinearly coupled to a bath of HOs at finite tempera-
ture T . The bilinear coupling, the Markov approximation and the RWA were crucial
in the derivation of the Lindblad form. However, the restriction to specific system
and bath Hamiltonians is by no means necessary in a derivation of the Linblad form
[77]. Moreover, the resulting master equation, eq. (4.44), is well suited to describe
damping in an anharmonic, in particular Morse-like systems. Then, HS = TN + V
in eq. (4.44) is the Hamiltonian of the Morse oscillator. The Hamilton operator of
the Morse system amounts to adding a nonlinearity to the HO Hamiltonian. As for
instance pointed out in [77], a small nonlinearity in HS does not affect the procedure
to arrive at eq. (4.44). The overall consequence is that ω is the transition frequency
of the HO and not of the anharmonic system with HS. Also, a, a
† are defined by
the harmonic approximation of the anharmonic HS, see also the discussion below.
Eq. (4.44) will be used as an effective equation to describe damping and decoherence
in our (near-)harmonic system of interest. We take the assumptions being made to
arrive at the Lindblad form eq. (4.44) for granted. However, if one knows the precise
form of system (the attached dimer), bath (the He droplet) and the interaction, it
may be possible to further specify the Hamiltonian eq. (4.8) and justify the assump-
tions being made to arrive at eq. (4.44). Finally, note that eq. (4.44) follows directly
from eq. (4.15) after setting L1 = a
√
γnth and L2 = a
√
γ(nth + 1) for the Lindblad
operators.
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4.2 Stochastic Schrödinger equations
4.2.1 Langevin equation and SDE
The general Lindblad master equation for the density operator ρ (eq. (4.15)) leads
in the classical limit to a Fokker-Planck equation for the statistical density ρ(x, p, t).
The Fokker-Planck equation describes the evolution in time of the probability den-
sity function of coordinate x and momentum p of a particle. We restrict ourselves
to the one-dimensional case, where the probability density P (x, t) determines the
probability to find the particle at coordinate x at some time t. The Fokker-Planck
equation, which determines the evolution of the probability density, then reads
∂
∂t
P (x, t) = − ∂
∂x
[f(x, t)P )] +
1
2
∂2
∂x2
[g(x, t)P ]. (4.46)
It contains drift and diffusion (first and second term, respectively).
Using the technique of stochastic differential equation (SDE), it is possible to
propagate the coordinate x(t) directly [82]. A single propagation x(t), however,
determines the evolution of a single realization only. Expectation values and the
probability density are obtained from the ensemble average of many realizations.
One therefore defines a SDE for a single realization x(t), which reads
d
dt
x(t) = f(x, t) + g(x, t)ξ(t) (4.47)
and is also referred to as Langevin equation. In the SDE eq. (4.47), the process
x(t) obeys the Fokker-Planck eq. (4.46). In the stochastic part, the SDE contains a
fluctuating white noise function ξ(t), which is δ−correlated,
〈ξ(t)ξ(t′)〉 = δ(t− t′). (4.48)
One may first rewrite the SDE eq. (4.46) into the form
dx(t) = f(x, t)dt+ g(x, t)dW (t). (4.49)
Here, dW (t) = ξ(t)dt is the so-called stochastic Wiener increment [82]. Care must
be taken in the integration of the SDE eq. (4.49). The integration of eq. (4.49) is
always undefined because g(x) depends on x, but the fluctuating Wiener increment
dW (t) gives rise to a jump in x. This has the consequence that the value of x to be
used in g(x) is undetermined, hence also the size of the jump. Therefore, although
eq. (4.49) looks like an equation, its r. h. s. needs to be properly defined.
In order to solve the dilemma, two conventions specify on how the integration
of the SDE should be done. One imposes a discretization 0 = t0 < t1 < · · · < tn of
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the time interval and sets ∆ti = ti − ti−1 for the time increments. The Ito integral
of the stochastic part of eq. (4.49) is given by
Ito I(g) =
∫ t
0
g(x, t)dW (t) = lim
n→∞
n∑
i=1
g(xti−1 , ti−1)(ξ(ti)− ξ(ti−1))∆ti
(4.50)
and contains infinitely many steps n→∞. More exactly, the limit is understood in
the mean-square limit [82]. According to Ito, g(x) should be evaluated before the
stochastic increments ξ(ti)− ξ(ti−1). As an alternative, the Stratonovich convention
for the integration of the stochastic part is given by
Stratonovich S(g) = lim
n→∞
n∑
i=1
1
2
(
g(xti−1 , ti−1) + g(xti , ti)
)
(ξ(ti)− ξ(ti−1))∆ti.
(4.51)
Therefore, according to Stratonovich, the evaluation of g(x) is the average of the
values taken before and after the stochastic increment.
We do not want to further elucidate the difference between Ito and Stratonovich
calculus here. In short, the Stratonovich convention has the advantage, that the in-
tegral may be considered as usual Riemann-Stieltjes integral, such that normal rules
of calculus apply. However, problems arise in the evaluation of averages 〈x(t)dW (t)〉,
where both quantities cannot be considered as independent from each other. A so-
lution to this problem is the transformation of the SDE from Stratonovich form into
Ito form, i. e. use Ito calculus. Here, the stochastic increment is forward directed
and thus independent of the process x(t) at any time t. Therefore, it is possible to
evaluate mean values from the SDE in Ito form, which is an advantage of the latter.
Given the SDE in Stratonovich form, it can be shown that the transformation is
given through (see, for instance, [82])
g(x, t) ◦ dW =
(
g(x, t) +
1
2
dg(x, t)
)
dW. (4.52)
The left hand side identifies the product between g(x, t) and the Wiener increment
for the SDE in Stratonovich form, whereas the r. h. s. should be used for the SDE
in Ito form. When the SDE is in Ito form, the Wiener increments fullfill
dW (t) = dWdt = 0 and dW (t)2 = dt, (4.53)
and higher orders are zero, dW (t)2+N = 0 (N > 0) [82].
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4.2.2 Quantum state diffusion
Both the Lindblad master equation in the quantum regime and the Fokker-Planck
equation in the classical limit determine the evolution on the “ensemble” level. In
the previous section we gave a brief review on how to treat the stochastic process
directly, i. e. on the level of single realizations. In the numerical integration of
the SDE, one obtains expectation values (or the probability density) from many
realizations, each integrated according to the defining SDE.
In the beginning of the nineties, stochastic differential equations for a state vector
were introduced, so-called stochastic Schröding equations (SSE) [81, 83, 84]. The
SSE determines the evolution of a state vector, much like the Langevin equation
determines the evolution of a single realization of stochastic processes. The solution
of a SSE is termed “quantum trajectory” in reference to the classical SDE. As
an important example, which is relevant for this work, we discuss quantum state
diffusion, first introduced by [83]. Note that steps to this model were made by
several authors [85–88], who became interested in alternative versions of quantum
mechanics.
We consider a quantum system which is described by a state vector |ψ〉. The
isolated system (without the bath) evolves according to the usual Schrödinger equa-
tion with Hamilton operator H of that system. However, when the state vector is
understood to describe the evolution of the (reduced) system, which is coupled to
a large environment (bath), we have to switch to the density operator description
for the system dynamics. The coupled dynamics is assumed to be described by a
Lindblad master equation, which only contains a single Lindblad operator L. Such
a Lindblad master equation takes the form eq. (4.16).
The question arises, whether it is possible to stick to a state vector description
for pure states. Apparently, such a description must contain a stochastic element. It
must be possible to recover the corresponding equation for the density matrix in the
ensemble average. No single equation can transfer a pure state into a mixed state.
As a first step to the SSE approach one may consider an Ito-stochastic extension of
a Schrödinger equation which takes the from
d|ψ〉 = − i
~
H|ψ〉dt− 1
2
L†L|ψ〉dt+ L|ψ〉dW (t) (4.54)
and where L is the Lindblad operator. This equation is in the form of a linear
stochastic quantum state diffusion equation. It determines the stochastic change of
a state vector |ψ〉 after a time step dt. In eq. (4.54), we make use of a complex
Wiener increment dW , which obeys:
dWdW ∗ = dt,
dW 2 = (dW ∗)2 = 0.
(4.55)
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The density operator ρ is recovered from this type of stochastic eq. (4.54) via dρ =
|dψ〉〈ψ|+ |ψ〉〈dψ|+ |dψ〉〈dψ|, i. e. expanding up to second order in dt and using Ito
calculus for the mean. In that sense, the SSE eq. (4.54) is equivalent to the Lindblad
master equation eq. (4.16). However, for eq. (4.54), one finds that the norm of a
single trajectory is not conserved and d〈ψ|ψ〉 6= 0.
The quantum state diffusion equation
d|ψ(t)〉 =− (i/~)H|ψ〉dt
+
1
2
(
2〈L†〉L− L†L− |〈L〉|2
)
|ψ〉dt+ (L− 〈L〉)|ψ〉dW (t)
(4.56)
is equivalent to the Lindblad master eq. (4.16) and it preserves the norm [83]. Again,
dW (t) is a complex Wiener increment with properties given in eq. (4.55) and the SSE
eq. (4.56) is written in Ito form. For an in-depth discussion of the SSE eq. (4.56), see
[83]. Importantly, note that eq. (4.56) is a nonlinear stochastic differential equation,
since the r. h. s. contains expectation values 〈ψ(t)|L|ψ(t)〉. This makes it difficult
to treat the SSE analytically. Eq. (4.56) is used to recover the density ρ(t) from
numerically propagated realizations of wave vector |ψj(t)〉, such that
ρ(t) =
1
Nr
Nr∑
j=1
|ψj(t)〉|〈ψj(t)|. (4.57)
Here, Nr realizations are taken into account and each realization |ψj〉 evolves ac-
cording to eq. (4.56). Expectation values of an operator A, which acts in the Hilbert
space of the reduced system, are calculated from eq. (4.57) via 〈A〉 = Tr[ρ(t)A] =
〈ψ(t)|A|ψ(t)〉. The latter equation means that in practise we calculate several ex-
pectation values from realizations of state vectors first. Then, the actual expectation
value 〈A〉 is obtained from the corresponding mean.
A plausible question is, why one should use the SSE approach to recover the
density from many samples and not calculate the density operator ρ(t) directly.
The usage of the SSE approach has a more practical advantage here. In the type of
SSE we use in this thesis (quantum state diffusion for Morse-like systems, see below)
we can use an efficient numerical integration scheme for a state vector, the split-
operator method [68]. As discussed in the appendix A, the split-operator method
is already used to propagate the full state vector Ψ(R, t) of the dimer on several
(coupled) electronic surfaces. The split-operator scheme is efficient in the treatment
of unitary dynamics of low-dimensional systems. Combining the fast split-operator
scheme with the SSE approach appears as a reasonable alternative to solving the
master equation directly.
This becomes clear if one considers the number of equations that need to be
numerically solved in order to determine the evolution of ρ(t). We consider the
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(single channel) Lindblad eq. (4.16) and assume that a basis set expansion allows to
write an ordinary differential equation for the density matrix elements ρ(t)nm:
ρ̇nm(t) = (M)n,m=1...N ρnm(t). (4.58)
In this equation, (M)n,m=1...N is the r. h. s. of the Lindblad master eq. (4.16), evalu-
ated with respect to an arbitrary basis. When the r. h. s is known, any established
numerical integrator (Runge-Kutta, for instance) can be used to solve for ρ(t). More
specifically, we assume that N eigenstates are involved in the state vector. Accord-
ingly, we have to solve N2 coupled equations to obtain the evolution of the density
matrix. In fact, only N2/2 coupled equation are involved due to the hermitian prop-
erty of ρ. In the worst case, the matrix (M)nm on the r. h. s. of eq. (4.58) is dense.
In the corresponding quantum state diffusion equation, it is sufficient to propagate
N equations. Therefore, the advantage of the SSE with respect to CPU time comes
into play, if the the dimension N of the system is very large and the split-operator
scheme can be directly applied to the SSE also.
In this thesis, we consider nuclear wave functions ψi on M coupled electronic
anharmonic surfaces, see eq. (3.45). We want to describe dissipation of nuclear wave
functions on all M involved surfaces. The complexity of the problem, when treated
within the density matrix formalism eq. (4.58), increases from N2/2 to (MN)2/2.
Within the SSE scheme, the number of equations reduces from (MN)2/2 to MN .
Of course, one has to keep in mind that several individually propagated samples are
required to recover the density ρ from the SSE via eq. (4.57).
4.2.3 SSE for (near-)harmonic systems
We want to apply the SSE formalism to the HO and to anharmonic systems. First,
we consider a particle (mass m) in a harmonic potential. The Hamiltonian reads
HHO =
P̂ 2R
2m
+
1
2
mω2(R̂−Re)2. (4.59)
In this definition, Re is the equilibrium distance, R̂ and P̂R are the conjugated
operators in position and momentum space, respectively. Also, ω is the oscillator
frequency, generally derived from ω =
√
V ′′(Re)/m. One defines the (dimensionless)
quadratures
Q̂ =
√
mω
~
(
R̂−Re
)
,
P̂ =
1√
~mω
P̂R,
(4.60)
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which are used in the definition of the creation/annihilation operators
a =
1√
2
(
Q̂+ iP̂
)
,
a† =
1√
2
(
Q̂− iP̂
)
.
(4.61)
Using the (also dimensionless) operators eq. (4.61), the HO Hamiltonian takes the
form eq. (4.24).
4.2.3.1 Zero-temperature bath (T = 0)
We consider the Lindblad master eq. (4.44), which describes dissipation at zero
temperature. The corresponding norm preserving SSE in Ito form reads
d|ψ(t)〉 =− (i/~)HS|ψ〉dt
+
1
2
γ
(
2〈a†〉a− a†a− |〈a〉|2
)
|ψ〉dt+√γ(a− 〈a〉)|ψ〉dW (t)
(4.62)
and contains the annihilation/creation operators as defined in eq. (4.61). To remind
you, γ(ω) is the damping constant, given by the Golden Rule expression eq. (4.41).
However, γ will not be derived from microscopic considerations, but used as a fit
parameter to find best agreement with experiment. The complex, normalized Wiener
increment dW (t), eq. (4.55), is split into real and complex part:
dW =
√
dt
2
(dx+ idy). (4.63)
Since the Wiener increment must fulfill eq. (4.55), we require
dx2 = dy2 = 1,
dx = dy = dxdy = 0.
(4.64)
We choose Gaussian distributed random numbers dx and dy with zero mean and
variance 1. Strictly speaking, in eq. (4.62) one must use the Hamiltonian HS = HHO
of the HO with shifted frequency ω → ω′ = ω + ∆, see also eq. (4.44). The
(small) Lamb shift ∆ originates from the presence of the environment. Also, the
quadratures and corresponding creation/annihilation operators are defined through
the parameters of the HO. As already mentioned above, the SSE eq. (4.62) or the
equivalent master equation is well suited to describe the damped WP dynamics
in a sytem with an anharmonic potential, too. Here, HS = TN + V (R) contains
the anharmonic, often Morse-like potential energy curve V (R). In order to apply
eq. (4.62) to Morse-like systems with unequally spaced energy levels ωv,v+1, some
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assumptions have to be made. First, the damping parameter γ(ω) (eq. (4.41)) is
assumed to be independent of the involved system frequencies ωv,v+1, i. e. γ does
not depend on the excited v-level. In fact, we set γ to a constant damping rate.
The small Lamb shift ∆ is set to zero. Second, the quadratures eq. (4.60) are now
defined by the the harmonically approximated surface of V (R) and the related anni-
hilation/creation operators eq. (4.61). The resulting SSE eq. (4.62) approximately
describes the damped WP dynamics in the anharmonic system to a satisfactory
degree. Note that we use the anharmonic potential V (R) and not the harmonic
approximation in the unitary part of the SSE eq. (4.62). Therefore, the unitary part
in the equation is not approximated in any way.
We want to propagate a state vector |ψ(t)〉 according to eq. (4.62) and make
use of the split-operator scheme (see also the appendix A). Therefore, in order
to apply this propagation scheme, the SSE must split in terms, which either act in
coordinate or momentum space. To check for this condition, we use the definitions of
the creation/annihilation operators eq. (4.61) and plug them into the SSE eq. (4.62).
This yields the following SSE:
d|ψ(t)〉 =
{
−i(V (R̂)/~) + γ
2
(
−i〈P̂ 〉Q̂− Q̂
2
2
− 〈Q̂〉
2
2
+ Q̂〈Q̂〉
)}
|ψ〉dt+
+
√
γ
2
(
Q̂− 〈Q̂〉
)√dt
2
(dx+ idy)−{
−i(TN(P̂R)/~) +
γ
2
(
i〈Q̂〉P̂ − P̂
2
2
− 〈P̂ 〉
2
2
+ P̂ 〈P̂ 〉
)}
|ψ〉dt+
+
√
γ
2
(
P̂ − 〈P̂ 〉
)√dt
2
(dx+ idy) + γdt/4.
(4.65)
The first term (in cambered brackets) on the r. h. s. is the deterministic part in posi-
tion space and contains the potential V (R̂), which is followed by a term containing
products between Ito stochastic increments and operators in position space. Both
these terms act in position space. The third term on the r. h. s. is the determin-
istic part in momentum space (with kinetic energy TN(PR)), followed by a term
containing products between stochastic Ito increments and operators in momentum
space. Both these terms act in momentum space. Hence, the split-operator scheme
can be used. Note that, due to the nonlinear nature of the SSE, all terms contain
expectation values. The latter are evaluated before one proceeds with the next time
step.
Due to the form of the SSE eq. (4.62), the state norm N(t) ≡ 〈ψ(t)|ψ(t)〉 is
conserved from an analytical point of view. However, due to the finite time step
dt, the norm may slightly fluctuate. We therefore renormalize the state after every
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Figure 4.1: Shown is (a) the coordinate and (b) the energy expectation value, as
obtained from a single (black) and Nr = 50 (red) realizations of the SSE eq. (4.62).
The initial state is a WP centered around v = 8. For the damping parameter, we set
γ = 0.1.
time step, such that the norm is the same before and after one propagation time
step, N(t+ dt) = N(t).
We want to illustrate the application of the SSE through the following example.
For simplicity, we use units such that ~ = kB = 1. We consider a WP in a HO
potential, which is parameterized by ω = 2 and m = 1. As initial state, we consider
a coherent superposition of HO eigenstates |v〉 with Gaussian distributed coefficients
cv (eq. (3.36)). The cv’s are distributed around v = 8 and the distribution has a
width σ = 1.5. Also, the damping parameter is set to γ = 0.1. For the propagation,
we use a time-step dt = 0.01 and define the wave function on N = 128 grid points
in position space. Fig. 4.1 contains the coordinate expectation value 〈Q̂〉 (left),
which decays according to 〈Q̂(t)〉 = 〈Q̂(0)〉e−γt/2. Also shown is energy expectation
value (right), which decays according to 〈H(t)〉 = 〈H(0)〉e−γt, i. e. twice as fast as
the coordinate expectation value. Depicted are both expectation values for a single
realization and upon averaging over Nr = 50 realizations. As can be seen, at zero
temperature, the method converges pretty fast.
4.2.3.2 Finite-temperature bath (T > 0)
It is straightforward to generalize the previous zero temperature SSE eq. (4.65) to
the finite temperature SSE, which is defined by the corresponding Lindblad master
eq. (4.44). Recall that the Lindblad eq. (4.44) describes the damped HO coupled
to a finite temperature bath. In that equation, nth is the average thermal boson
55
4. Dissipation and decoherence
Figure 4.2: Shown is (a) the coordinate and (b) the energy expectation value, as
obtained from Nr = 50 and Nr = 1000 realizations of the SSE eq. (4.66). We assume
a finite temperature T = 5 and set γ = 0.1. Taking enough realizations into account,
the mean energy asymptotically yields nth ≈ 2.
occupation number eq. (4.36). The corresponding Ito-SSE reads
d|ψ(t)〉 =− (i/~)HS|ψ〉dt
+
γ
2
(nth + 1)
(
2〈a†〉a− a†a− |〈a〉|2
)
|ψ〉dt+
√
γ(nth + 1)(a− 〈a〉)|ψ〉dW (t)+
+
γ
2
nth
(
2〈a〉a† − aa† − |〈a†〉|2
)
|ψ〉dt+√γnth(a† − 〈a†〉)|ψ〉dW ∗(t).
(4.66)
All the definitions are the same as already use for eq. (4.62). Note that this SSE is
also norm preserving, i. e. d〈ψ|ψ〉 = 0. As for the zero-temperature case, using the
definitions eq. (4.61), it is possible to split the r. h. s. of eq. (4.66) into operators act-
ing in either coordinate or momentum space. Therefore, the split-operator method
is applicable.
Using eq. (4.66), we illustrate the result of the numerical propagation scheme
applied to the HO. Parameters for the HO are the same as above for the T = 0
case. A vibrational WP centered around v = 8 serves as the initial state. Fig. 4.2
shows the result for the energy expectation values at T = 5, extracted from Nr = 50
realization and after averaging over Nr = 1000 samples. After thermal equilibration,
the mean energy in the oscillator is just average number of thermal excitations in
the bath. For ω = 2, one obtains 〈H〉 = nth = (exp[2/5] − 1)−1 ≈ 2. For finite
T , the scheme does not converge as fast as in the zero-temperature case. For the
considered parameters, the scheme converges after taking into account Nr = 1000
realizations (we still use dt = 0.01), see fig. 4.2.
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Potassium dimers on helium
droplets
In this chapter we report on theoretical investigations of experiments, where the
HENDI technique was combined with the femtosecond pump-probe spectroscopy.
For the first time, insight into the interaction and the peculiar properties of the host
was gained from time-resolved studies. In the femtosecond pump-probe experiment,
vibrational WP dynamics of alkali dimers attached to He nanodroplets was studied.
The dimers reside in dimples on the surface of the He droplet [37, 44, 45]. In this
chapter we consider investigations with spin singlet K2 dimers on He droplets [54].
The next chapter deals with a theoretical examination of studies with spin triplet
Rb2 dimers.
The goal of current theoretical investigations is the determination of the interac-
tion potential between the guest atom (or molecule) and the surrounding He “bath”.
The interaction potential between the impurity and one single He atom, obtained
from ab initio calculations, serves as a starting point. More difficult is the gen-
eralization of the interaction potential between molecule and more than one He
atom. Meanwhile, accurate interaction potentials are available for ground state
alkali dimers [49, 53]. Full quantum Monte Carlo studies allow to investigate prop-
erties of (ground state) molecules, which interact with small clusters of He atoms.
These ab initio studies include He clusters consisting of NHe He atoms, where NHe is
small (not larger than 50). Theoretical investigations of dimers on larger He clusters
or of electronically excited dimers on He droplets using ab initio calculations remain
a considerable challenge.
Our theoretical approach is of phenomenological nature. The He droplet is as-
cribed an influence on the dynamics of attached dimers. In the pump-probe experi-
ment, the laser pulse leads to a coherent superposition of vibrational states in various
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involved electronic states. On the other hand, the electronic states themselves are
coherently superposed.
Our findings support the following scenario: First, the helium droplet leads to
electronic decoherence, which means that the coherent electronic superposition in
the full state vector has to be replaced by a mixed state density matrix in the
electronic manifold. Furthermore, the He droplet can lead to shifts of electronic po-
tentials and, even more important, to relaxation of vibrational wave packets. Besides
dissipation, it will be mandatory to include detachment of dimers from the droplet
(desorption). Stepwise including and (parametrically) adjusting droplet induced
electronic decoherence/dissipation/shifts in dimers and the desorption process, we
are able to reproduce and explain all experimental features. Most interestingly, we
find that real time studies with attached species may open the possibility to learn
more about superfluidity in (bosonic) 4He droplets. We will discuss this aspect in
the last section of this chapter.
To begin with, we consider the WP dynamics in unperturbed (isolated) K2 dimers
as well as possible laser excitation schemes (sec. 5.1). We then compare experimental
findings with calculated gas phase spectra to stress features of the HENDI measure-
ment. In the next sec. 5.2 we describe our model for the helium influence on the
dimer dynamics. We then compare theoretical model spectra with experimental
results. We show that desorption of molecules off the droplet has to be included
in the model (sec. 5.3). Finally, for an even better agreement with experiment, we
consider undamped motion in the electronic ground state of the dimer.
5.1 Gas phase ion yield, experiment
The femtosecond pump-probe technique is a well-established tool to analyze vibra-
tional WP dynamics in dimers, as discussed in sec. 3.2. We neglect rotational DOF
and do not include the centrifugal barrier in the potential energy term. For K2, ther-
mally occupied rotational levels are not ascribed any influence on the pump-probe
signal. We consider excitations in the laser wavelength range 800 nm < λ < 840 nm
at moderate laser intensities (as defined in [66]). In this range, four electronic sur-
faces are involved in the excitation process, as depicted in fig. 5.1.
In the pump-probe setup, the pump pulse creates vibrational WPs on all involved
electronic surfaces. A significant number of ions, i. e. molecules in the ionic ground
state, is produced by the second pulse, which arrives at the dimer with time delay
τ . The pump-probe signal is given by the number of ions as a function of the delay
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Figure 5.1: Electronic excitation scheme in K2 for two distinct laser wavelengths
(a) λ = 833 nm (scheme I) and (b) λ = 800 nm (scheme II). The first scheme almost
exclusively maps the WP in the excited state A1Σ+u . The second scheme allows to
follow the WP motion in the ground state X1Σ+g .
time τ [54]. As a consequence of the ionization an electron with energy E is ejected.1
In order to reproduce the ion yield for free dimers in the gas phase, we calculate the
final state probability after both pump-and probe pulse from the TDSE
i~∂t|Ψ(t)〉 = H|Ψ(t)〉 (5.1)
for the full state vector |Ψ〉 of the dimer. Taking four electronic potential curves
into account, the TDSE in the electronic basis reads
i~
∂
∂t

ψ0
ψ1
ψ2
ψ3(E)
=

H0 J01 0 0
J10 H1 J12 0
0 J21 H2 J
I
23
0 0 J I32 H3,E


ψ0
ψ1
ψ2
ψ3(E)
. (5.2)
1 This pump-probe scheme differs from the exemplary scheme discussed in sec. 3.2.2. There,
an electronically excited state of the neutral dimer was considered as the final state. No electron
is ejected and the measured quantity is the fluorescence from the final state to lower lying states.
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In this matrix equation, diagonal elements contain the i-th potential energy curve
Vi of the molecular Hamilton operator Hmol of the dimer. The non-diagonal terms
Jij = (~µij · ~ε) ε(t) (5.3)
describe the coupling to the laser field (eq. (3.19)) via the transition dipole moment
vector ~µij. We do not account for the vectorial character of the quantities in eq. (5.3)
and replace the non-diagonal terms by µijε(t). Transition dipole moments µij (see,
for instance, ref. [66]) and electronic potential curves are available in the literature.
The transition dipole moments are assumed to be independent of R (Condon ap-
proximation). The ionic state ψ3(E) depends on the energy of the ejected electron.
In fact, the ionic state is a final continuum state and may be written as (see also
[64, 89])
|ψion〉 =
∫ ε
0
ψ3(E)|E〉dE. (5.4)
In this equation, |E〉 denotes the electronic basis function of the continuum with
kinetic energy E and ε is the highest possible electronic energy. The ionic continuous
part of the molecular Hamiltonian H3,E = V3+E contains the energy E of the ejected
electron. We use discretization of the electronic continuum, a method successfully
employed earlier [64, 89, 90]. The energy E in eq. (5.2) is replaced by a specific
energy value Ek. Also, the integral over the energy range of the ejected electrons
in eq. (5.4) is replaced by an appropriate sum over discrete energy values Ek. This
requires the computation of ψ3(Ek) via eq. (5.2) for every energy Ek in the allowed
energy range Ek ∈ [E0, . . . , Emax]. We mention that the transition dipole moment
µ23(E) into the ionic state is not available. In line with [64, 66] we assume that this
moment is independent of the energy E of the ejected electron and that it has the
value (1/3)µ12.
The numerical propagation scheme, which is applied to solve eq. (5.2), is dis-
cussed in sec. 3.2.2 and in the appendix A. The pump-probe signal is proportional
to the probability of being in the ionic state after the probe pulse, namely
S(τ) = lim
t→∞
|ψion|2
= lim
t→∞
∑
k
|ψ3(τ, Ek)|2∆Ek.
(5.5)
Here, ∆Ek = Ek−Ek−1 = ∆E is the constant (discretized) energetic step size for the
ejected electron. Upon complete decay of the probe pulse, the signal only depends
on the delay τ between pump and probe pulse.1
1It may be noted that in order to roughly reproduce the pump-probe signal, for certain sharp
transitions it is sufficient to take a few or even only a single electronic energy Ek in eq. (5.5) into
account.
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The pump pulse creates WPs in various electronic states |i〉. The full state vector
after complete decay of the pump pulse at t = tpump can be written as
|Ψ(tpump)〉 =
∑
i
|ψi〉|i〉. (5.6)
While |ψi〉 denotes the vibrational WP in a certain electronic state i,
pi ≡ 〈ψi|ψi〉 (5.7)
is the corresponding electronic occupation probability. For a successful mapping of
the WP in some electronic state i, it must be possible to induce a one- or multiphoton
transition to the final (ionic) state through the probe pulse.
For the mapping of vibrational WPs, the experimentalists used a one-color pump-
probe setup, in which the excitation laser frequency is the same for pump and
probe pulse, respectively. Through varying the laser wavelength λ, one changes the
excitation scheme and thereby determines, which WPs of the dimer are mapped to
the final state.1 We restrict ourselves to excitations at λ = 833 nm (scheme I) and
λ = 800 nm (scheme II).
As already discussed in chap. 3, at λ = 833 nm a resonance condition between the
first excited state A1Σ+u and intermediate state 2
1Πg is fulfilled. Since the electronic
state 2Π is also resonant with the final ionic state K+2 X
2Σ+g , it is possible to map the
WP in the A state through a 2-photon transition, see fig. 5.1(a). The WP in the A
state periodically enters and leaves the transition region (the FC window) at around
the outer turning point, such that one obtains an oscillatory ion yield. Note that the
population p2 of electronic state 2Π after the pump pulse is negligible when compared
to the population p1 of state A. Therefore, contributions from the state 2Π are also
negligible in the ionic signal. In fact, excitations at the wavelength λ = 833 nm
almost exclusively map the WP dynamics in the first excited state A1Σ+u . This
excitation scheme applies in the whole wavelength range 820 nm < λ < 840 nm, and
we denote the corresponding transition scheme fig. 5.1(a) as scheme I. The calculated
gas phase ion yield (eq. (5.5)) at this wavelength is shown in fig. 5.2. In this figure,
we also depict the experimental result from dimers attached to He droplets for
comparison. In the experiment, the signal amplitude significantly decreases after
several picoseconds. On the other hand, an ongoing oscillation with nearly constant
amplitude is observable. The deviation between experimental and theoretical signal
for the unperturbed dimers hints at an influence of the He droplet. Moreover,
this deviation motivates a description of the He influence on the vibrational dimer
dynamics.
1Using different wavelengths for pump and probe pulse (two-color setup), this limitation can
be circumvented.
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Figure 5.2: Comparison of (a) the calculated gas phase signal S(τ) with (b) the
experimental result from K2 dimers attached to He droplets (from [54]).
For 800 nm < λ < 820 nm, one obtains a different excitation scheme, which
we denote by scheme II. It is sketched in fig. 5.1(b). Still, the pump pulse excites
WPs in various electronic states and leads to the full state vector eq. (5.6). We
mention that a WP is also created in the ground state X1Σ+g through the RISRS
scheme. The resulting WP ψ0(R) in the ground state is composed of vibrational
states, which are centered around vg = 0. We find that both the laser wavelength
λ (and the resulting resonance condition with the higher lying state) and the peak
pulse intensity I determine the elongation of the WP in the ground state. At this
wavelength, the WP in the ground state and WPs in higher lying states are probed
at their respective inner turning point, see again fig. 5.1(b). To be more specific, the
ground state WP is probed through a 3-photon step. The WP in the first excited
state A1Σ+u can be mapped through a 2-photon process, but, unlike for scheme I,
the corresponding FC window is located at the inner turning point. Moreover, the
WP in the 2Π-state can be mapped through a 1-photon step.
In general, the pump-probe signal is given as coherent sum of final states, which
are reached by the respective quantum path. The signal may be written as [91]
S(τ) = lim
t→∞
|ψ(3)ion + ψ
(2)
ion + ψ
(1)
ion|2. (5.8)
The first term ψ
(3)
ion is due to contributions from the electronic ground state, where a
3-photon step is required. The other terms are due to contributions from the state
A1Σ+u and 2
1Πg, respectively, where a 2-photon and 1-photon step is involved in the
probe scheme. In the previously considered excitation scheme I, the second term is
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dominant due to the FC window at the outer turning point in the first excited state.
Consequently, only the WP in the first excited state A1Σ+u is mapped to the final
state. It must be stressed that in the current scheme II all terms ψ
(k)
ion (k ∈ {1, 2, 3})
in eq. (5.8) have a comparably large amplitude. Consequently, the signal eq. (5.8)
contains interferences terms between all different quantum paths which lead to the
final state. As pointed out by [91], these interferences are observable in experiments
with cesium dimers [92]. In order to observe these interferences, for given delay
τ the phase relationship between pump and probe pulse must be the same for all
laser shots. Upon fluctuations in the relative phase, interferences vanish. Then, the
signal is the sum of contributions from different pathways [93], i. e. the incoherent
sum
Sinc(τ) = lim
t→∞
{
|ψ(3)ion|2 + |ψ
(2)
ion|2 + |ψ
(1)
ion|2
}
. (5.9)
From the full numerical calculation, eq. (5.5), the signal has the form eq. (5.8)
and contains all interference terms. Therefore, it is not possible to calculate the
incoherent sum eq. (5.9) from the full numerical calculation directly. It is possible
to construct the incoherent sum (eq. (5.9)) by making use of a projection scheme,
see below. Before we discuss the (artificial) construction of the incoherent sum,
we will first consider the FT and wavelet analysis. The spectrogram technique is
particularly suited to examine the interferences in the spectrum.
5.1.1 FT spectrum
As pointed out in sec. 3.2.3, the signal S(τ) is composed of beat frequencies ωi. The
frequency component ωi(v) = ω
i
v̄,v̄+1 is determined by the central and neighboring
vibrational energy level, which are occupied in the WP on surface i. Higher order
beats ω′i, ω
′′
i are due to levels in the WP, which differ by more than one quantum
number v.
The frequency components in the signal (ascribed to the WP on surface i) are
visualized in the Fourier transform F(ω) of the signal, see the discussion in sec. 3.2.3.
Employing sliding window Fourier transforms of the signal S(τ), it is possible to
follow the temporal evolution and intensity of these frequency components [94, 95].
Before one applies the windowed FT, the theoretical signal is processed and scaled,
see appendix B. The spectrogram F(ω, τ) is determined by the form and width
of the window function. We use the spectrogram program from [65], which uses
a Gaussian window function and allows to choose the corresponding width σFT
appropriately. For the K2 system, (experimental) signals are only available up to
τmax = 30 ps. Large windows with σFT = 30 ps would only reproduce the result of
the integral FT. One therefore chooses a small width σFT = 3 ps which allows to
follow the evolution of the (central) frequency components ωi as a function of time.
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Figure 5.3: Sliding window Fourier transforms of calculated gas phase (top) and
experimental signals (bottom, from [54]). The left panel shows spectra at λ = 833 nm,
where scheme I applies: (a) Calculated gas phase and (b) experimental spectrum. The
right panel shows spectra at λ = 800 nm, where scheme II applies: (c) Calculated gas
phase and (d) experimental spectrum. Discussion see text.
Depending on the excitation wavelength λ, the evolution of higher order components
ω′i can be followed, too.
The spectrogram F(ω, τ) of the calculated gas phase signal S(τ) at λ = 833 nm
(scheme I) is shown in fig. 5.3(a). The spectrogram has maxima at the frequen-
cies ω = ω1 and ω = ω
′
1. The corresponding spectrogram amplitudes F(ω1, τ) and
F(ω′1, τ) slightly decay due to dispersion of the WP. For the calculated gas phase
signal, the spectrogram technique does not provide any new insight – the dispersion
is also visible in the time-dependent signal S(τ), see fig. 5.2. The experimental spec-
trogram at λ = 833 nm (scheme I) is shown in fig. 5.3(b). Apart from the decrease
of the FT amplitude, a small shift of the frequency component ω1 is observable.
More specifically, the frequency ω1 slightly tends to larger values. Both the shift in
the spectrogram and the amplitude decrease in the signal S(τ), see fig. 5.2(b), are
ascribed to the influence of the He droplet on the dimer dynamics.
The spectrogram of the calculated gas phase signal at λ = 800 nm (scheme II) is
shown in fig. 5.3(c). The calculated gas phase spectrogram is characterized through
• contributions from WPs in electronically excited state surfaces. The frequency
components ω1 and ω
′
1 are visible but are not very pronounced. They can be
traced back to the WP in the electronic state A1Σ+u . The WP on the 2
1Πg
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surface leads to a higher-order frequency component ω′2 ≈ 85 cm−1. More
specifically, a 2+1 photon excitation scheme must be dominant in the gas
phase at this wavelength: The WP in the state 21Πg, excited through a 2-
photon transition, is mapped through a 1-photon transition to the final state.
This mapping takes place at around the equilibrium distance of the 2Π-state,
hence the doubled frequency 2ω2 ≈ 85 cm−1 in the spectrum. Importantly, a
contribution from the ground state WP is absent in the calculated gas phase
spectrogram.
• interferences effects, which are quite pronounced at this wavelength. The
absence of the ground state component ω0 in the latter is attributed to inter-
ferences between different quantum paths of final states, cf. eq. (5.8).
With the given laser parameters (intensity, wavelength), mapping of the ground state
WP is difficult in the gas phase. This finding agrees with earlier results [66, 91].
The authors of [66] point out that the ground state component ω0 is visible at
higher laser intensities I ∼ 4 GW/cm2. Remarkably, the experimental spectrum
from dimers attached to He droplets shows a dominant contribution of the ground
state WP, see fig. 5.3(d). Also, interferences are much less pronounced. In fact, the
He environment seems to destroy electronic interferences from different quantum
paths. In the HENDI spectrum, interferences are nearly completely missing and
single frequency components are clearly resolved.
As was pointed out in the previous section, the full numerical calculation contains
interferences from different quantum paths and may be written as eq. (5.8). In order
to study the role of electronic phases and electronic coherence in the final state, we
compare the full coherent signal (eq. (5.8)) with the incoherent sum (eq. (5.9),
where interferences are absent. The latter will be constructed artificially. In order
to remove interferences between two contributing quantum paths in the signal, we
employ a projection scheme. In the full coherent superposition after the pump
pulse, eq. (5.6), we project onto the electronic state i through applying a projection
operator Pi = |i〉〈i|. The projected state vector
Ψ̃i(tpump) = Pi|Ψ(tpump)〉
= pi|ψi〉|i〉
(5.10)
only contains the WP in electronic state i, weighted with the occupation probability
pi. Applying the usual probing after time τ through the second pulse, only the
projected WP Ψ̃i(τ) is mapped to the final state. This leads to a signal
Si(τ) = lim
t→∞
|ψ(p)ion|2, (5.11)
where p denotes the number of photons required to reach the final state (p = 1, 2, 3).1
1Note that the ion yield through the first pulse is neglected in this projection scheme.
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Figure 5.4: Projecting the full state vector on a specific electronic surface i = 0, 1,
one obtains the spectrum Fi(ω, τ). Shown is the spectrum after projecting on elec-
tronic surface (a) i=0 and (b) i=1. (c) Shown is the incoherent sum of contributions,
eq. (5.12). The interference pattern in the spectrum is completely missing. Compare
this result with the full coherent spectrum fig. 5.3(c).
The corresponding spectrogram Fi(ω, τ) for i = 0, 1, that is the mapping of the WPs
in the state A1Σ+u and X
1Σ+g , respectively, is shown in fig. 5.4(a)/(b). Summing
up all possible pathways incoherently, we obtain the sum of contributions without
interference terms, eq. (5.9). The corresponding spectrogram
Finc(ω, τ) =
∑
i
Fi(ω, τ) (5.12)
is shown in fig. 5.4(c). Clearly, the interferences in the incoherent sum (fig. 5.4(c))
are missing. Also, the ground state component ω0 is visible in the spectrum. The
spectrogram from the incoherent sum, eq. (5.12), is similar to the experimental re-
sult fig. 5.3(d). In both spectrograms, only the frequency components ω0 and ω1 are
clearly pronounced. Therefore, the incoherent sum eq. (5.12) already reproduces im-
portant features of the experimental data. Still, pure electronic decoherence cannot
fully explain the measured spectrogram. The incoherent sum lacks an explanation
for the disappearance of the component ω1 at about τ ' 6 ps. Note that the com-
ponent ω0 is even dominant in the experimental spectrum, which is a characteristic
feature of the HENDI measurement. This feature is not obtained from the artificially
constructed incoherent sum of contributions (eq. (5.12)).
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5.2 He influence
In the previous section, deviations in spectra from dimers attached to He droplets
from (calculated) gas phase spectra were discussed. We compared respective gas
phase calculations and experimental HENDI measurements in the time and time-
frequency domain, see fig. 5.2 and fig. 5.3. Deviations are ascribed to the influence
of the He droplet on the dimer. In our phenomenological approach, we assume that
the He droplet effectively changes properties in the electronic or vibrational degree
of freedom in attached dimers. More specifically, the following mechanism are taken
into account:
1. Energetic shifts of electronic potential energy surfaces and possibly small fluc-
tuations around constant shifts.
2. Damping of vibrational wave packets. The WP ψi dissipates energy with a
certain damping rate γi. The rate plays the role of a fit parameter, which is
adjusted in order to obtain best agreement with experimental observations.
In the following sections 5.2.1 and 5.2.2 we explain, how we include these mech-
anisms in our full quantum calculation. Resulting spectra are compared with the
experimental result. Thus, we check if the respective mechanism applies or if further
assumptions have to be taken into account.
5.2.1 Electronic shifts, electronic decoherence
First, we consider the role of energetic shifts of electronic potential surfaces Vi(R)
in attached dimers. Shifts of electronic energies are common for alkali atoms and
molecules on He droplets [51]. Spectral lines from attached species are shifted rela-
tive to what one expects from gas phase potential energies [48, 52, 96–99]. In spin
singlet Na2 molecules on He droplets, vibrational bands are only slightly shifted (a
few wavenumbers) relative to the gas phase value [51]. Immersed species, which are
located in the center of the droplet, show larger spectroscopic shifts. In fact, the ex-
tent of the shift allows to determine whether molecules “dive” into the center of the
droplet or stay attached [2]. In rare gas matrix isolation spectroscopy, shifts in spec-
tra obtained from sodium dimers are much larger (several hundred wavenumbers)
[2].
Values for shifts of potential energy surfaces for K2 singlet dimers on He droplets
are not available in the literature. We shift the surfaces by up to ±100 cm−1, which
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Figure 5.5: Spectrum
at λ = 800 nm, when
shifts ∆i of electronic
surfaces are included
in the calculation, see
eq. (5.13). Here, only
the surface 2Π is shifted
by ∆2 = −50 cm−1.
Discussion see text.
covers an estimated range [100, 101]. Denoting the shift of surface i with ∆i, the
full state vector evolves according to
|Ψ̇(t)〉 = − i
~
H|Ψ(t)〉+ i
~
∑
i
∆i|i〉|ψi〉. (5.13)
In this equation, H is the sum of molecular Hamiltonian and interaction with the
laser field, as also used in eq. (5.2). Note that we cannot differentiate between
shifts of the electronic ground or first excited state, since only relative shifts are
relevant in the signal. We therefore only include shifts of the states A1Σ+u and 2
1Πg,
respectively. For the considered excitation schemes, the ionic surface is not moved
out of resonance for shifts in the range ±100 cm−1. More specifically, the energy
distribution of the ejected electron has a maximum at Emax > 0. Shifting the ionic
surface then only moves this maximum to Emax → E
′
max > 0. Since we integrate
over the energy of the ejected electron, see eq. (5.4), a shift of the ionic surface has
no effect on the overall ion yield.
We investigate, how constant energetic shifts affect the pump-probe signal S(τ).
For the excitation scheme I, even large shifts up to ±100 cm−1 do not alter the
signal, but merely resemble the gas phase result (no shifts). This is because the
general excitation scheme, which is depicted in fig. 5.1(a), is not altered. For the
excitation scheme II, it is found that the signal is sensitive to shifts ∆1,∆2 of the
surfaces A1Σ+u and 2
1Πg. We show the result of an exemplary set of shifts ∆1 = 0 and
∆2 = −50 cm−1 in fig. 5.5. Most notably, for these shifts, a contribution from the
WP in the ground state X1Σ+g is visible and even comparable to the contribution
from the state A1Σ+u at certain delay times. Still, the general features as found
above for the gas phase spectrogram (no shifts), see fig. 5.3(c), are still present:
The components at ω1 and ω
′
1 result from the WP in the first excited state. The
component around ω′2 ≈ 80 cm−1 must be attributed to the WP in the state 21Πg.
Moreover, the spectrum fig. 5.5 shows strong interferences. The overall result is not
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comparable to the experimental result (fig. 5.3(d)), where interferences are almost
absent. To summarize the result for scheme I+II, the experimental features cannot
be explained through constant energetic shifts of electronic surfaces of the dimer.
Next, the shifts ∆i may not be fixed, but vary stochastically for the following
reason. HENDI experiments are performed on an ensemble of droplets with varying
size. More specifically, the number of He atoms of a droplet varies according to a
log-normal distribution [26]. Consequently, also the energetic shifts ∆i vary due to
the random size of the droplets in the ensemble. Electronic shifts in larger dopant
molecules, where the shift depends on the number of He atoms of the droplet, were
discussed in [99]. Electronic surfaces may be randomly shifted for another reason:
The laser beam has a Gaussian intensity profile [100]. For the considered laser
intensities, small Stark shifts of electronic surfaces (at least of the surface A1Σ+u )
have to be taken into account. The Stark shift is small and only in the range of a
few wavenumbers. However, due to the Gaussian intensity profile of the laser beam,
dimers are exposed to varying laser intensities and therefore have varying (random)
Stark shifts. These Stark shifts can be treated as randomly distributed shifts ∆i of
the electronic surfaces.
In order to account for fluctuating shifts, we consider N realizations of state
vectors |Ψj(t)〉 (j = 1, . . . , N). Each realization is propagated with randomly chosen
shifts ∆i(j). The pump-probe signal is calculated from the ensemble average
〈〈S(τ)〉〉 = 1
N
N∑
j=1
[
lim
t→∞
∑
k
|ψj,3(τ, Ek)|2∆E
]
. (5.14)
In this expression, the final state |ψj,3〉 is obtained from a single realization |Ψj(t)〉.
Every final state realization is composed of different quantum paths, see eq. (5.8).
We therefore rewrite eq. (5.14), before we take the average:
〈〈S(τ)〉〉 =〈〈|ψ(3)ion|2 + |ψ
(2)
ion|2 + |ψ
(1)
ion|2〉〉
+ 〈〈
∑
n,m
e−it(∆n−∆m)/~ψ
(3−n)
ion
(
ψ
(3−m)
ion
)∗
+ c.c.〉〉. (5.15)
To remind you, ψ
(p)
ion denotes the ion yield, which is obtained from a p-photon tran-
sition through the probe pulse. Upon taking the average, the second line on the
r. h. s. of eq. (5.15) decays in time such that only the incoherent sum of quantum
paths (the first line) remains, cf. eq. (5.9). Therefore, randomly distributed elec-
tronic shifts have the same effect as fluctuating phases between pump and probe
pulse: The signal S(τ) amounts to an incoherent sum of quantum paths where in-
terferences are missing. Fluctuations of phases or of potential curves lead to an
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Figure 5.6: Shown is the spec-
trum corresponding to the aver-
aged signal eq. (5.14), where small
fluctuations of electronic surfaces
are taken into account. The av-
eraged spectrum is calculated for
λ = 800 nm.
overall electronic decoherence. Can this kind of decoherence be circumvented? Re-
call that the droplet size varies according to a log-normal distribution with a width
in the order of the average droplet size. Therefore, it is difficult to suppress the
related fluctuations of shifts and, hence, electronic decoherence. Note that this
electronic decoherence is due to classical noise and must not be mixed up with
decoherence, which occurs due to entanglement between system and environment
[72, 102]. Fig. 5.6 shows the averaged spectrogram calculated from eq. (5.14) and
taking N = 200 realizations into account. The comparison of fig. 5.6 and fig. 5.4(c)
reveals that the averaged spectrum indeed takes the form of the incoherent sum,
eq. (5.9): Interferences are missing and the frequency components ω0, ω1 and ω
′
1 are
clearly resolved. For the stochastic process, we use a Gaussian distribution of shifts,
such that
〈〈∆i〉〉 ≡ ∆i (5.16)
〈〈∆2i 〉〉 ≡ σs. (5.17)
We use random shifts which have a standard deviation σs = 5 cm
−1 and which
fluctate around the average shifts ∆1 = 0 cm
−1 and ∆2 = −50 cm−1. We find
that this (small) range for the shifts is sufficient to induce the proposed loss of
electronic coherence. Indeed, after taking the average, the cross terms in eq. (5.15)
decay according to exp[−t2σ2s/~2]. Therefore, for the above range of shifts, the
interferences decay to 1/2 of their initial value after already td ≈ 2.5 ps. Note
that Stark shifts or droplet-size dependent shifts are expected to vary within even
larger ranges. Consequently, electronic decoherence is expected to set in after several
picoseconds.
To conclude this section, randomly distributed energy shifts of potential curves
result in an incoherent mixture of quantum paths in the final state, eq. (5.9). Both
in the spectrogram of the incoherent sum, fig. 5.4, and in the averaged spectrogram,
fig. 5.6, the frequency components ω0 and ω1 are clearly resolved. However, the
disappearance of the component ω1, as observed experimentally, cannot be explained
through electronic decoherence alone. To that extent, fixed shifts cannot explain
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the experimental features in the spectrum at excitation scheme I or II, but merely
resemble the respective gas phase result.
5.2.2 Dissipative dimer dynamics
In this section we consider a phenomenological damping of vibrational WPs. We
assume damped WP dynamics in the electronic ground and in the electronic excited
states, but not in the ionic state. Damping in this state does not lead to any observ-
able change in the ion yield and is not accounted for in the model. Before we turn
to results of the damping model, we discuss previous experimental investigations
with molecules in or on He droplets. These studies support the assumption that
vibrational relaxation occurs in molecules embedded in He droplets.
To begin with, we consider studies with immersed molecules. Vibrational re-
laxation takes place in larger molecules which reside in the center of the droplets
[103]. Here, the relaxation process takes place within the electronic excited state
and is faster than the electronic life time (∼ 1−10 ns). Organic molecules in helium
droplets were studied by [104]. After vibronic excitation, vibrational energy in the
electronic excited state is rapidly dissipated into the helium droplet [104]. On the
other hand, vibrational relaxation may be inhibited due to a mismatch of energy
scales. For instance, relaxation of the HF molecule in the center of the droplet was
studied by the Miller group [105]. It was found that vibrational relaxation is inef-
fective. The large vibrational energy gap excludes coupling of vibrational motion to
collective excitations of the He droplet. However, rotational relaxation is fast: The
rotational transition energy of about ' 40 cm−1 is in the range of droplet collective
excitations. From the Lorentzian line shape in the rotational transition spectrum,
one estimates that the j = 1 state relaxes on the timescale of 12 ps.
In general, the helium droplet acts as a dissipative environment in experiments
involving spin relaxation, dissociation and exciplex formation of molecules which are
attached to He droplets [106–110]. Higgins et. al. reported on vibrational relaxation
in electronically excited Na2 dimers [51]. The authors find that vibrational cooling
is clearly present in attached spin triplet dimers. Relaxation stops upon desorption
of dimers off the droplet, which is believed to take place while the dimer dissipates
energy or even thereafter. While the redistribution of vibrational population can
be extracted from obtained spectra, an exact desorption time could not be inferred.
We will also take into account desorption in our full quantum calculation, but the
desorption time will be used as a fit parameter, too, see below. For the well-known
singlet-singlet transition A1Σ+u ← X1Σ+g , the authors report on the appearance
of a zero phonon line in the spectrum, which is accompanied by a phonon wing
[51]. From this observation, an enhanced electron-phonon/ripplon coupling was
concluded. These results are reminiscent of experiments with glyoxal, which resides
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in the center of the droplet [42]. Although spin singlet dimers are located on the
surface of the droplet, a considerable coupling between dimer DOF and droplet
volume modes was put forward [34]. Singlet-singlet transitions were also studied
in Rb2 dimers on He droplets by the Ernst group [48]. Their findings are in line
with those by Higgins: After exciting a single vibrational level in the electronic
excited state, one observes contributions from several lower-lying vibrational levels
in the spectrum. In a free molecule, one would only observe the emission from a
single, initially populated vibrational state. Thus, one concludes that vibrational
relaxation takes place on the timescale of nanoseconds. Also, desorption of dimers
off the droplet occurs. The desorption time could only be estimated to occur during
or after the vibrational relaxation process.
Therefore, dissipation in attached or immersed dimers is omnipresent and re-
sults from coupling between (internal) molecular DOF and collective DOF of the
He droplet, i. e. volume modes or surface modes. We concentrate on vibrational
dissipation in this section and take into account desorption in sec. 5.3. Note that,
according to [111, 112], dissipation depends on the coupling strength, involved en-
ergy scales, or on typical timescales in system and “bath” (the droplet here). From
a microscopic description of the interaction between He droplet and dimer one may
derive an effective energy dissipation rate for excitations in the dimer. One requires
a detailed microscopic knowledge of the interaction Hamiltonian V between dimer
and droplet. The interaction should also depend on the orientation of the dimer
on the droplet surface. Indeed, as investigated by [53], for the cooling mechanism
it may be relevant, whether the molecular axis is orientated parallel (in-plane) or
perpendicular (out-of-plane) to the He droplet surface. A microscopic derivation of
damping, however, lays beyond the scope of this work.
Instead, we make use of an effective equation, which allows to describe dissipation
in the vibrational manifold fully quantum mechanically. We use the Markovian
Lindblad master equation to describe damping of vibrational WPs, see sec. 4.1.3. In
order to use the master equation approach, one has to switch from the state vector
description to the density operator formalism. For harmonic systems the description
of damping via eq. (4.44) is exact in the Markovian limit. Let ρ(0) = |Ψ(0)〉〈Ψ(0)|
be the initial (pure state) density matrix of the nuclear state vector |Ψ〉 of the dimer.
The zero-temperature dissipative Lindblad master equation for the density ρ reads
ρ̇ = − i
~
[H ′, ρ] +
∑
i
|i〉〈i|γi
2
(
2aiρa
†
i − a
†
iaiρ− ρa
†
iai
)
. (5.18)
This equation is the generalization of eq. (4.44) in order to induce vibrational damp-
ing on several electronic surfaces i with respective damping rates γi. In sec. 4.1.3,
we went through the derivation of eq. (5.18) for harmonic systems coupled to a
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bath of HOs. The standard Born-Markov approximation and the RWA had to be
imposed, see sec. 4.1.3. As discussed there, the above master equation is well ap-
plicable to anharmonic, for instance Morse-like systems. The first term describes
the unitary evolution of the density ρ determined by Hamiltonian H ′. The presence
of the environment induces (Lamb) shifts of the unperturbed Hamilton operator
H, which is denoted by the prime. The origin and effect of energetic shifts were
thoroughly discussed in the previous section. Here, we do not examine environmen-
tally induced shifts and set H ′ = H in eq. (5.18). For the current application, H
is the Hamiltonian of the molecule which couples to the laser field, as defined on
the r. h. s. of eq. (5.2). The dimer contains Morse-like and not harmonic potential
energy curves Vi(R). Then, one uses the annihilation/creation operators ai, a
†
i as de-
termined through the parameters of the harmonic approximation of the anharmonic
potentials Vi(R). To remind you, the damping constants γi = γi(ωi) are determined
by a Golden Rule expression. In Morse-like systems, the Bohr frequency ωi(v) de-
pends on the vibrational level v. Hence, also the damping parameter γi should
depend on the v−level. Such a dependence is not accounted for in the following
applications – the WP on surface i is always damped with the same γi, irrespective
of the energy of the WP. In fact, we will use the damping rates γi as fit parameters
to obtain the best agreement with experimental data. Any excited WP approaches
the vibrational ground state on the timescale γ−1i . For most parts of the following,
for simplicity, we set the damping constants to be equal, γi = γ. An exception is
provided in sec. 5.4, where we discuss undamped motion in the electronic ground
state (γ0 = 0).
A numerical solution of the master equation eq. (5.18) is possible through writing
the equation for the density matrix elements of ρ with respect to a certain basis set
expansion. For instance, one may use the energy eigenfunctions |vi〉 of involved
surfaces i and a Runge-Kutta integrator. However, as discussed in chap. 4, it is
advantageous to return to a Schrödinger-type equation, which is equivalent to the
master equation on average. In particular, by replacing the master eq. (5.18) through
a SSE, it is possible to stick to the split-operator propagation technique. The split-
operator technique is widely used to find the numerical solution of the nuclear TDSE
for small, for instance for diatomic, systems. The quantum state diffusion approach
was discussed in sec. 4.2.2. For the master equation (eq. (5.18)), which is in Lindblad
form, it is straightforward to state the according non-linear stochastic differential
equation for a state vector. Here, a realization of a state vector |Ψ(t)〉 evolves
according to
|dΨ(t)〉 = − i
~
H|Ψ(t)〉dt+
∑
i
[
C(γi) +
i
~
∆i
]
|i〉|ψi〉︸ ︷︷ ︸
coupling to He bath
(5.19)
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with the non-unitary part on the r. h. s. defined through
C(γi) =
1
2
γi
(
2〈a†i〉ai − a
†
iai − |〈ai〉|2
)
dt
+
√
γi(ai − 〈ai〉)dWi(t).
(5.20)
The dWi denote independent stochastic complex Ito increments, obeying
dWidWj∗ = δijdt, (5.21)
dWidWj = dW
∗
i dW
∗
j = 0. (5.22)
The unitary part of eq. (5.19) contains the Hamiltonian H of molecule and laser
interaction. Eq. (5.19) marks the central equation of our approach. The second term
originates from the coupling of the dimer to the He bath. According to eq. (5.19),
the dimer suffers vibrational damping with rate γi on surface i, while the electronic
surfaces are shifted by an amount ∆i. We restrict ourselves to constant shifts ∆i in
the following. Importantly, being a stochastic partial differential equation, eq. (5.19)
only determines the evolution of a (single) realization of a full state vector |Ψ〉.
The density matrix is recovered from several realizations through the average
ρ(t) = |Ψ(t)〉〈Ψ(t)|. Expectation values are calculated via Â = Tr(ρ(t)Â) =
〈Ψ|Â|Ψ〉. For the determination of the pump-probe signal we require the (aver-
aged) final state probability after the decay of the probe pulse 〈ψ3(E)|ψ3(E)〉. This
allows to obtain the ion yield S(τ) via eq. (5.5).
In fig. 5.7 we show the evolution of the coordinate expectation value 〈ψ1|R̂|ψ1〉
for γ = 0.3/ps, as obtained from a single realization of a state vector |Ψ(t)〉. In
order to get an idea of possible transitions from the A-state to higher lying states
during the (damped) WP evolution, we also draw the 21Πg potential, but subtract
one photon energy from the latter.
We will now analyze to progression of the damped WP and the corresponding
ion yield, which differs from the calculated gas phase signal. For scheme I at λ =
833 nm, vibrational damped WPs in the state A1Σ+u do not approach the initial
FC region (outer turning point) after several circulations, as shown in fig. 5.7(a+b).
Consequently, the calculated signal significantly decreases after several periods. The
corresponding spectrogram at this wavelength is shown in fig. 5.8(a), obtained for the
damping rates γi = γ = 0.15/ps. No transitions are possible around the equilibrium
distance to which the WP relaxes. Hence, the frequency component ω1 decays to
almost zero. Clearly visible in fig. 5.8(a) is a frequency shift of the component
ω1 to slightly larger values as a consequence of the evolution of the WP in the
anharmonic potential. For an anharmonic (e. g. Morse-like) potential curve, the
relevant energy difference ωv,v+1 increases as v decreases. Therefore, as the WP
relaxes to lower vibrational levels, the corresponding WP frequency ω1 increases. A
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Figure 5.7: Lower panel: Shown is the coordinate expectation value for a single
realization of a wave function. (a) Evolution of 〈R(t)〉 after exciting with wavelength
λ = 833 nm and (c) with λ = 800 nm. (b) Potential energy curves A (black) and 2Π
(red). The latter is shifted by the photon energy which corresponds to the one used
in the lower panel. This sketch illustrates the FC principle and where transitions to
higher lying states take place. (d) Same as (b), but for λ = 800 nm. Note that it is
possible to map a fully damped WP to the final state.
frequency shift is observable in the experimental spectrum, too, and also discussed
in [54]. However, in the experiment, the component ω1 does not completely vanish
(see also fig. 5.2(b) and fig. 5.3(b)), but rather keeps a certain constant amplitude.
A deeper analysis of the experimental result reveals that a small recurrence (or
revival) of the component ω1 takes place at later delay times τ ≈ 20 ps. The reason
for this phenomenon is unknown, since a WP revival at around that delay time can
be excluded.1 The damping model predicts a complete decay of the signal oscillation
and of the corresponding frequency component ω1, see fig. 5.8(a). Therefore, it is not
possible to reproduce the experimental HENDI result through the damping model
alone and further physical modelling is required.
For scheme II at λ = 800 nm, full damping leads to the spectrum shown in
fig. 5.8(b). The reappearance of the component ω1 can be explained by consider-
ing the damped WP evolution and possible mappings to higher lying states, see
fig. 5.7(c+d). The damped WP does not enter the initial FC window, but af-
ter its deceleration it approaches another transition region around the equilibrium
distance. The calculated spectrum shows a massive increase of the (now shifted)
1Vibrational WP revivals are discussed in appendix D.
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Figure 5.8: Calculated spectra F(ω, τ), assuming full damping of vibrational WPs
on all surfaces. (a) Result for λ = 833 nm (scheme I). The black line shows the
frequency upon averaging in the lined frequency interval. (b) Result for scheme II at
λ = 800 nm. Notice the recurrence of the component ω1.
frequency component ω1. Such a behavior is not observed experimentally. Hence,
full vibrational damping can be excluded at the excitation scheme II as well.
Before we continue with a further examination of our phenomenological model,
we observe an interesting feature in the spectrogram fig. 5.8(b). Here, the inter-
ferences are nearly completely missing. In particular, the component ω0, which is
ascribed to the WP in the ground state, is clearly resolved. The reason for the
suppression of interferences in the spectrum is the stochastic propagation of wave
packets. More specifically, four uncorrelated stochastic processes (one per electronic
surface) are involved in the SSE eq. (5.19). The correlation property is expressed
through eq. (5.21). Upon averaging, collected electronic phase factors cancel, such
that electronic interferences are suppressed in the signal. Consequently, signals
calculated within the SSE formalism very much resemble the incoherent sum of
quantum paths eq. (5.9). The incoherent sum is already obtained through random
shifts of electronic potential energy surfaces. Therefore, as far as electronic interfer-
ences in the pump-probe signal are concerned, independent dissipative dynamics on
different electronic surfaces has the same effect as random energy shifts.
To summarize this section, the assumption of He induced damping of vibra-
tional WPs cannot fully explain the experimental results. However, some features
are correctly reproduced: For scheme I, applying the damping model yields a gen-
eral decay of the signal amplitude and a frequency shift of the component ω1, see
fig. 5.8(a). For scheme II, one obtains a decay of the component ω1 in the first few
ps. Also, interferences are suppressed in the calculated spectrum. These features
are observed experimentally in spectra obtained from dimers on He droplets. For
longer delay times, however, the damping model is wrong: For scheme I, the com-
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plete decay of the component ω1 is not seen in the measurement. One observes a
rather pronounced oscillation at later delay times, see fig. 5.2(b). For scheme II, a
decay and reappearance of the component ω1 is not observed, as suggested through
the damping model. The component ω0 appears much more pronounced in the mea-
surement, see fig. 5.3(d). The desorption of dimers off the droplet, which we no turn
to, prevents the full damping of wave packets in the ground/excited state surface.
5.3 Desorption of dimers
Desorption is an ubiquitous phenomenon in HENDI spectroscopy of attached species.
The desorption of attached atoms or molecules off the droplet occurs mainly upon
electronic excitation.
Alkali metal atoms reside on the surface of the He cluster, but are only weakly
bound. The binding energy is only in the range of tens of cm−1. It is known that
lighter alkalis (Li, Na, K) leave the droplet upon electronic excitation [96]. The
more severe distortion of the He environment upon electronic excitation of attached
atoms leads to their desorption. Experimentally, this was concluded from comparing
light-induced fluorescence and beam-depletion spectra of alkali metal atoms on He
droplets [38]. Quantum molecular dynamics calculations reveal that the desorption
of K atoms takes place after on average 10 ps after their electronic excitation [113].
As was pointed out by [34], a parallel orientation of the p-orbital with respect to
the droplet surface gives rise to formation of so-called exciplexes. Exciplexes are
bound M∗-He states (M = alkali metal atom), which are only stable upon electronic
excitation of the adsorbed alkali metal atom on the He droplet surface. The exciplex
desorbs upon formation and subsequent relaxation to the vibrational exciplex ground
state [114]. As an important exception, it was found that desorption of heavier Rb or
Cs atoms is completely inhibited when exciting in a certain laser wavelength range
[115]. Therefore, when properly excited, heavier alkali metal atoms do not desorb
but stay attached to the droplet surface on a longer timescale.
Although alkali metal dimers and larger complexes are also believed to desorb,
the exact timescale for this process is yet unknown, as already discussed in sec. 5.2.2.
In the pump-probe experiment with Rb2 dimers on He droplets, measurement of a
beam depletion signal was interpreted as clear evidence that excited molecules desorb
off the droplet within about 1 ms [56]. The authors of the K2 experiment estimate
desorption to occur even within about 3−8 ps after laser excitation [54]. Indeed, in
order to theoretically describe the experiments with K2 within the damping model,
it is necessary to account for a desorption of dimers. As we show, one has to assume
a desorption of K2 dimers within a short timescale . 12 ps.
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In our model we account for desorption of dimers at a specific time t′. More
specifically, up to that time t′, a state vector evolves according to eq. (5.19), i. e. is
fully coupled to the He bath. When the dimer desorbs at t′, the “coupling” term in
eq. (5.19) is set to zero. It is important to differentiate between desorption taking
place before or after the probe pulse.
1. Let us assume that the dimer desorbes before the probe pulse arrives. In this
case, t′ . τ holds, which means that the probe pulse interacts after the dimer
desorbed off the droplet. We write S(τ, t′) for the signal in order to point out
that the “coupling” stops at time t′ . τ , upon which shift/damping are set to
zero.
2. On the other hand, let us assume that the dimer desorbes after the decay of
the probe pulse. In this case, t′ & τ holds, i. e. the dimer is coupled to the
He droplet even after the probe pulse has passed and the coupling persists
thereafter. However, the ongoing coupling cannot be recorded in the pump-
probe signal. Although the damping continues after the probe pulse, the
measurable quantity – the ion rate – does not change. This is a general feature
of the pump-probe interrogation scheme: Processes, that effect the dimer after
the probe pulse (here the ongoing damping of WPs), cannot be followed. We
denote the signal from dimers which desorb after the probe pulse with S(τ, τ).
5.3.1 State-independent desorption
In an ensemble of attached dimers, the desorption time t′ is not fixed. The situation
may be compared to the radioactive decay of nuclei. One can only state a proba-
bility (per unit time) but not an exact time, when the decay of the nucleus takes
place. Similarly, the desorption time t′ is distributed according to some probabil-
ity distribution P (t′). Due to randomly distributed desorption times t′, the finally
measured signal is the appropriately weighted signal 〈〈S(τ)〉〉. As a consequence, we
require signals S(τ, t′) not only for one fixed, but for all possible desorption times
t′. In fact, only signals with desorption times t′ ≤ τ are required for the calculation
of the averaged signal, see the discussion above.
As stated already, desorption is initiated through electronic excitation of the
molecule. It is reasonable to assume that only dimers in the electronic excited state
leave the droplet. On the other hand, when the dimer is not excited (p0 = 1), the
dimer has a zero probability to desorb. Therefore, in a complete description of des-
orption, the electronic occupations pi need to be taken into account. However, let us
first consider a simpler model where the electronic occupations and corresponding
probabilities pi do not play a role. In this state-independent description of desorp-
tion, the dimer has a certain probability to stay or leave the droplet irrespective
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of the occupation of electronic levels. Moreover, in the state-independent desorp-
tion model the dimer is assumed to leave the droplet in the electronic superposition
eq. (5.6). More precisely, the damping formalism may induce electronic decoher-
ence, as discussed in sec. 5.2.2. Then, the dimer leaves the droplet in a mixture of
electronic states.
We assume, that the dimer leaves the droplet with a constant probability density
poff(t
′, t′ + ∆t′) = ∆t′RD (5.23)
within an arbitrary time interval (t′, t′ + ∆t′). Here, RD is the constant desorption
rate. From this assumption, the probability to find the dimer attached at arbitrary
time t′ is given through
Pon(t
′) = 1−RD
∫ t′
0
e−sRDds
= e−t
′RD .
(5.24)
The overall signal is given by weighted contributions. Each contribution results
from a dimer which leaves the droplet at time t′. The probability for the latter is
RDPon(t
′), hence
〈〈S(τ)〉〉 = RD
∫ ∞
0
Pon(t
′)S(τ, t′)dt′
= Pon(τ)S(τ, τ) +RD
∫ τ
0
Pon(t
′)S(τ, t′)dt′.
(5.25)
In the second line, we used that for t′ > τ (desorption after decay of the probe pulse)
the signal does not change and S(τ, τ) can be used. In this case, the dimer is fully
coupled to the droplet, and shift and damping are present until the complete decay
of the probe pulse.
For scheme I at λ = 833 nm, we compare the calculated signal with and without
desorption of dimers in fig. 5.9. In the calculation of the averaged pump-probe
signal 〈〈S(τ)〉〉, eq. (5.25), we used γi = γ = 0.15/ps for the value of the damping
constants. Moreover, we used the same set of constant electronic shifts ∆i as in
sec. 5.2.1, namely ∆1 = 0 and ∆2 = −50 cm−1. However, fluctuating energetic shifts
were not included: The calculation of the signal through the SSE scheme already
leads to a loss of electronic interferences. The effect of the fluctuating potential
surfaces would be negligible in the spectrum. For the desorption rate value, we used
RD = 1/8 ps
−1. The desorption rate is equivalent to an average desorption time
constant τD ≡ 1/RD = 8 ps, which means that dimers leave the droplet after on
average 8 ps. The main difference between calculated signals, where one does and
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Figure 5.9: (a) Shown is the calculated pump-probe signal S(τ) for scheme I at
λ = 833 nm, assuming full damping. Here, the signal amplitude decays to zero.
(b) Shown is 〈〈S(τ)〉〉 for the same excitation. Here, damping and state-independent
desorption are included in the calculation. In the obtained signal, a long-lasting signal
oscillation persists.
does not take into account desorption of dimers, is the signal oscillation at later delay
times (τ & 10 ps), see also fig. (5.9). Recall that for scheme I only the WP evolution
in the excited state A1Σ+u is relevant. Simply speaking, in the model with desorption,
fig. 5.9(b), the damping “stops” at around the desorption time τD = 1/RD. Until
that time τD, the circulation of the WP is damped and, as a consequence, the signal
decreases (see also fig. 5.7(b)). After desorption, the dimer vibrates unperturbed.
Since the FC window in the excited A1Σ+u state is not fully “closed” in dimers which
desorb around τD, one can still obtain an oscillatory pump-probe signal. For the
full explanation of the ongoing oscillation in fig. 5.9(b), one has to consider the
r. h. s. of eq. (5.25). The first term is the signal obtained from fully damped dimers,
additionally suppressed by the probability function RD(τ). Contributions from this
term to 〈〈S(τ)〉〉 are only present in the first few picoseconds. Afterwards, fully
damped dimers do not contribute to the ion yield, as sketched in fig. 5.7(a)+(b)
and visible in fig. 5.9(a). In fact, for delay times τ & 10 ps, vibrationally damped
dimers do not contribute, since their FC window is now fully “closed”. Recall that
damped WPs vibrate with higher frequency. A frequency shift is observable in the
desorption model, as can be seen in the spectrogram F(ω, τ), see fig. 5.10. This
frequency shift is due to vibrationally relaxed dimers which still contribute to the
ion yield. Note that the second term on the r. h. s. of eq. (5.25) takes into account
contributions of both undamped and partly relaxed dimers. The oscillatory signal
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Figure 5.10: Calculated model spectra F(ω, τ), if desorption of dimers is included
(state-independent desorption). (a) Result for scheme I at λ = 833 nm. The frequency
(upon averaging in the lined frequency interval) is slightly shifted due to contributions
of damped dimers. (b) Result for scheme II at λ = 800 nm.
at later delay times τ & 10 ps is attributed to nearly undamped dimers, which have
desorbed very early and thus do not suffer vibrational dissipation. For instance,
dimers which desorb at around t′ ≈ 0 (i. e. undamped dimers in the gas phase)
contribute to the averaged signal eq. (5.25) through the term RDS(τ, t
′ ≈ 0) (in
the integral). Consequently, at later delay times, the frequency ω1 returns to the
original gas phase value, which is indeed observable in the spectrogram fig. 5.10(a).
Taking into account desorption of dimers, the agreement between model and
experiment has apparently improved at this wavelength. Hence, we are able to
interpret the results of the HENDI measurement. In the time domain, the long-
lasting oscillations can be attributed to dimers, which desorbed off the droplet at
an early delay time. The shift of the frequency component ω1, which is observable
in the experimental spectrogram (fig. 5.3(b)), must be ultimately related to vibra-
tional relaxation in attached dimers. It has to be noted that the frequency shift
is more pronounced in the HENDI measurement. Also, the frequency shift sets in
at larger delay times (τ ≈ 5 ps) and not in the beginning, as obtained from the
model calculation. These details, though important, are not fully reproduced by the
damping/desorption model.
For scheme II at λ = 800 nm, the spectrum obtained from the state-independent
desorption model is depicted in fig. 5.10(b). In the calculation of the spectrum, we
used exactly the same parameter values (for electronic shifts, damping and desorp-
tion) as for scheme I. Recall that the excitation scheme allows to map vibrational
WPs in the electronic ground state. The evolution of the ground state component
ω0 is similar in the model assuming full damping (fig. 5.8(b)) and assuming state-
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independent desorption (fig. 5.10(b)). However, in the latter, the component ω0 is
also pronounced at later delay times. This is because desorption takes place after
on average τD ≈ 8 ps. Moreover, note the behavior of the component ω1, in par-
ticular in comparison with the result for fully damped WPs (fig. 5.8(b)). Allowing
for desorption, the damped WP on the electronic A1Σ+u surface does not approach
the transition region around the equilibrium distance, see fig. 5.7(c)/(d) for a pic-
torial explanation. Consequently, the component ω1 decays, but does not reappear.
This result for the component ω1 differs from the previously obtained finding, where
we assumed full damping (fig. 5.8(b)). The contribution from early desorbed (un-
damped) dimers in the gas phase does not play a role at this wavelength. Comparing
with the experimental result (fig. 5.3), the desorption model correctly reproduces
and explains the appearance of the ground state component ω0 and the decay of the
component ω1.
5.3.2 State-dependent desorption
As stated in the beginning of this section, desorption is believed to take place mainly
upon electronic excitation such that electronically excited atoms or molecules leave
the droplet. On the other hand, if no electronic excitation takes place, the dimer
stays attached to the droplet and does not desorb.
The connection between electronic excitation and desorption raises the question
on how to treat dimers, that are in a superposition of electronic ground and excited
states. Can we expect contributions to the ion yield from desorbed dimers, that are
in the electronic ground state before the actual laser excitation takes place? In a
more realistic description of the desorption process, the answer to this question is
no. Molecules that desorb off the droplet must be in an electronic exited state. On
the other hand, (slowly moving) ground state dimers stay attached to the droplet.
The key in the following state-dependent desorption scheme is to take the re-
spective electronic occupation probabilities pi into account. Desorption is again
described in terms of a constant in time desorption rate RD. The probability for
the molecule to desorb, however, is now proportional to the probability of being in
any electronically excited state, that is
pe ≡
∑
i>0
pi. (5.26)
The previous (state-independent) probability density eq. (5.23) is replaced by
poff(t
′, t′ + ∆t′) = peRD∆t
′. (5.27)
The full state |Ψ〉 after desorption must not contain any electronic ground state com-
ponent. Thus, one uses a projection scheme, which projects the full superposition
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onto the superposition of electronic excited states, see below for details. Alterna-
tively, as before, the dimer (in the full superposition) remains on the droplet and
evolves according to the effective equation (5.19). Taking only those two processes
into account, one obtains an “enrichment” of dimers in the electronic excited states.
In fact, through the projection on the electronic excited states, one throws away
the electronic ground state component of the dimer. Consequently, we need a third
channel to compensate for the apparent loss of ground state dimers. The dimer
remains on the droplet with probability
pon = pgRD∆t
′
= (1− pe)RD∆t′,
(5.28)
now being in the electronic ground state. Adding the probability densities eq. (5.27)
and eq. (5.28) yields the probability density of the state-independent desorption,
eq. (5.23). Thus, all possible desorption processes are accounted for. Taking all
three possible channels into account, the fully averaged signal is obtained from
〈〈SSD(τ)〉〉 = Pon(τ)S(τ, τ)+
peRD
∫ τ
0
Pon(t
′)Se(τ, t
′)dt′ + pgRD
∫ τ
0
Pon(t
′)Sg(τ, t
′)dt′.
(5.29)
The main difference to the previously considered eq. (5.25) for the averaged signal is
the third term in eq. (5.29). This term marks contributions from attached dimers in
the ground state, weighted with pg ≡ 1− pe = p0. Dimers in the electronic ground
state are obtained from the full electronic superposition through a projection onto
the ground state. Therefore, Sg(τ, t
′) is the signal obtained from removing the effec-
tive helium influence at the desorption t′ < τ and then projecting onto the electronic
ground state i = 0. Likewise, Se(τ, t
′) is the signal obtained from projecting onto
the superposition of electronically excited states. Note that a renormalization of the
projected wave functions is required after projection on the ground/excited state(s).
This renormalization guarantees that
∑
i pi = 1 is always valid, i. e. that the state
is always normalized to one.
The values for pe, pg are determined through the laser parameters of the pump
pulse, i. e. through intensity, pulse width and wavelength λ. We use the value of
pg = 1 − pe after decay of the pump pulse in the equation for the averaged signal,
eq. (5.29). The other parameters of the model (shift/damping/desorption rate) are
used as fit parameters to find the best agreement with experiment.
For scheme I at λ = 833 nm we obtain pg ≈ 0.5 for the previously mentioned
laser parameters after decay of the pump pulse. Best agreement is found for the
parameters shown in tab. 5.1 (“state-dependent desorption”). This parameter set
leads to the calculated spectra shown in fig. 5.11(a). The calculated spectrogram
83
5. Potassium dimers on helium droplets
Table 5.1: Model parameters and values which lead to best agree-
ment with experiment.
damping γi desorption constant RD ∆1 ∆2
state-independent desorption
scheme I 0.15/ps 1/8 ps−1 0 -50 cm−1
scheme II 0.15/ps(a) 1/8 ps−1 0 -50 cm−1
state-dependent desorption
scheme I 0.15/ps 1/10 ps−1(b) 0 -50 cm−1
scheme II 0.15/ps(a) 1/2 ps−1(c) 0 -50 cm−1
(a) Note that agreement with experiment improves for γ0 = 0, see sec. 5.4
(b) using pg = 0.5
(c) using pg = 0.95
does not contain any new features but rather resembles the previous result, where
state-independent desorption was assumed, see fig. 5.10(a). As before, we obtain a
small frequency shift of the component ω1. The frequency shift is again attributed to
contributions of vibrationally damped dimers by means of the first term in eq. (5.29).
The back-shifted component ω1 at later delay times is again attributed to undamped
dimers which have left the droplet at an early delay time τ and have not suffered
vibrational dissipation. It may be noted that the frequency shift ∆2 has an influence
on how strong the frequency shift occurs in the calculated spectrum. More specifi-
cally, if the electronic shift ∆2 is set to zero, the frequency shift of the component
ω1 is negligible. The correlation between electronic shift ∆2 and frequency shift in
the spectrum is, however, not fully understood at the moment. The third term in
eq. (5.29) does not play a role at the excitation scheme I, since WPs in the ground
state are not observable at this wavelength.
The situation changes upon increasing the laser frequency. For λ = 800 nm,
where scheme II applies, the potential curves are more off-resonant and we obtain
pg = 0.95 for the ground state occupation. Best agreement with experiment is found
for the parameters listed in tab. 5.1. Note that we have to assume a desorption rate
RD = 1/2 ps
−1, which is significantly larger than the value in the state-independent
model. Therefore, dimers leave the droplet already after on average τD = 2 ps. On
this timescale, WPs in the excited state A1Σ+u have left the initial FC window, such
that the FT amplitude decreases. However, these partly damped dimers desorb and
do not approach the transition region at around the equilibrium distance, see also
the illustration in fig. 5.7(c). Therefore, a reappearance of the frequency compo-
nent ω1 is suppressed due to desorption of dimers. The combination of damping
and (fast) desorption of dimers can serve as an explanation for the experimentally
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Figure 5.11: Result of the state-dependent desorption model: (a) Calculated spec-
trogram F(ω, τ) for scheme I at λ = 833 nm. The black solid line indicates the mean
frequency between the dashed lines as a function of time. A small shift of the fre-
quency component is observable. (b) Calculated spectrogram at λ = 800 nm (scheme
II). This spectrogram is already comparable with the experimental result fig. 5.3(d).
observed decrease of the frequency component ω1. Contributions from the ground
state are due to the third term in eq. (5.29). At this wavelength, the corresponding
frequency component ω0 is visible in the spectrum. However, the corresponding
FT amplitude decays due to ongoing dissipative dynamics in attached ground state
dimers. To remind you, dimers in the electronic ground state do not desorb and
suffer ongoing vibrational dissipation. The overall agreement between model, see
fig. 5.11(b), and experiment, see fig. 5.3(d), is satisfactory. However, in the experi-
ment one observes a larger FT amplitude of the component ω0 at later delay times
τ & 25 ps. In order to explain this feature we propose that vibrational dissipation
in the electronic ground state surface is significantly reduced, see below. We show
that best agreement between experiment and our model is obtained for vanishing
damping in the electronic ground state.
Tab. 5.1 summarizes the model parameters, which allow to obtain an agreement
with the experimental findings, at least to some extent. Listed are the shift/damping
parameter values that were used in the effective equation for the He influence,
eq. (5.19), and the parameter values for the state-(in)dependent desorption model.
The dependence of our results on these values is rather smooth. Only after leaving
a ±5% interval, significant deviations occur in the corresponding spectra.
Let us finally compare our γ with the result of ref.[53]. In that work, the authors
investigate vibrational relaxation (cooling) in the lowest spin singlet and triplet state
of Li2. The relaxation originates from the interaction of the molecule with a small
He cluster, more specially from collision of the dimer with surrounding 4He atoms.
Only smaller He clusters with up to 30 He atoms are accounted for. The calculated
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friction coefficient for relaxation in the spin singlet ground state (γ = 0.06/ps) turns
out to be of the order of magnitude of our γ.
5.4 Undamped motion
As discussed in sec. 2.2.1, spectra of immersed molecules can be used to learn more
about superfluidity in 4He nanodroplets. Seminal experiments in the Toennies group
revealed that bosonic 4He droplets appear to be superfluid [41, 42].
Frictionless flow is maybe the most fascinating property of superfluid helium.
As first discussed by Landau [23], small particles can move frictionless through
superfluid 4He, if the particle velocity does not exceed a critical value vc. We here
apply the criterion of Landau (eq. (2.12)) to the (relative) vibrational motion of
atoms within the diatomic molecule. It turns out that certain wave packet velocities,
to be defined below, are just in the range of the critical velocity vc. We will therefore
investigate whether frictionless vibrational motion does play a role and is observable
in the spectrum.
The relative nuclear motion of the atoms within the dimer is described by the
nuclear state vector |Ψ(t)〉. In a very simple approach, we determine the velocity of
the atoms from the momentum expectation value of the nuclear state vector. More
specifically, we define
vi(t) ≡ 〈ψi(t)|P̂R|ψi(t)〉/2µ (5.30)
as the velocity of an atom in the dimer, which is excited in the electronic state i. The
definition eq. (5.30) can only serve as an estimate for the atomic velocities. In fact, it
is also the velocity of the electronic cloud, which, in the Born-Oppenheimer picture,
immediately follows the motion of the nuclei. The value for the critical velocity vc
is calculated from the roton dispersion curve in bulk He II. Since QMC calculations
reveal an orientation perpendicular to the droplet surface for most spin singlet alkali
dimers [49, 53], it is reasonable to assume that volume modes are excited during the
vibration. As for the droplet volume modes, the experiments with glyoxal reveal that
the roton dispersion curve for bulk He also applies for bosonic 4He nanodroplets [42].
The value for vc is slightly mass-dependent and for the mass of a potassium atom,
one find vc = 74.35 m/s. On the other hand, the dimer may also couple to surface
modes (ripplons). We use the Landau criterion eq. (2.11) with the ripplon dispersion
relation eq. (2.16) and the effective surface momentum eq. (2.17). For the surface
quadruple mode (with l = 2), which is the lowest surface mode, and for droplets
with NHe = 10
4 atoms, one obtains vc,ripplons ≈ 26 m/s. This value is even smaller
than the critical velocity which corresponds to the compressional modes with their
characteristic phonon-roton spectrum.
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Figure 5.12: Average velocity of a WP excited in the electronically excited state
A1Σ+u and in the ground state X
1Σ+g . The hatched area indicates velocities below the
critical value vc ≈ 75 m/s
.
The atomic velocity vi(t), defined through eq. (5.30), for unperturbed dimers in
the ground/excited state (i = 0, 1) is depicted in fig. 5.12. We find that the atomic
velocity in the first excited state is much larger than vc. Therefore, friction is almost
always present in the vibrational motion of dimers in the electronic state A1Σ+u . In
the spectrum, any influence of frictionless motion below vc is hardly noticeable. On
the other hand, the vibrational motion in the ground state appears to be slow. To
remind you, vibrational levels in the ground state WP are distributed around vg = 0
and the WP has a much lower energy. In fact, the vibrational motion in the ground
state appears to be so slow, that it is tempting to neglect damping on that surface
altogether and set γ0 = 0.
In order to study the influence of frictionless motion in the ground state X1Σ+g ,
we consider spectra for λ = 800 nm, where scheme II applies. Only for this scheme
it is possible to follow the WP motion in the electronic ground state. In fig. 5.13
we show resulting spectra for both descriptions of desorption, i. e. for the state-
independent and state-dependent desorption model (SID/SD), respectively. Since
friction is absent in the ground state, the component ω0 is more pronounced (see
fig. 5.13(d+e)) than in the previous calculation with γ0 = γ (fig. 5.13(b+c)). The
difference between the current model (γ0 = 0) and the previous calculation (γ0 = γ)
is especially pronounced at later delay times τ & 10 ps. In the previous calculations
the frequency component ω0 disappeared due to dissipation.
For the state-dependent desorption scheme, we study the evolution of the FT
amplitudes in more detail (fig. 5.14). More specifically, we consider the evolution
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Figure 5.13: Shown is the comparison between experimental data and our model
result for scheme II at λ = 800 nm. (a) Experimental result, as already shown in
fig. 5.3. Left panel: Calculated wavelets assuming shift/damping and desorption,
i. e. full damping of ground state WPs. More specifically, we assumed (b) state-
independent desorption (SID) or (c) state-dependent desorption (SD). Right panel
(d+e): Same as left panel, but also assuming undamped motion (γ0 ≡ 0) of ground
state WPs.
of the FT amplitudes F(ω, τ), but only at specific frequency values ω = ω1 and
ω = ω0. Some of these “cuts” are also marked in the spectrogram fig. 5.13. The left
panel of fig. 5.14 shows experimental findings and the result of the state-dependent
desorption model using full damping in ground/excited state, i. e. setting γi = γ in
all states. The parameters for the model are also listed in tab. 5.1. We discussed
the evolution of the frequency components ω0 and ω1 in the previous section. In the
right panel, we use exactly these model parameters, but allow for frictionless motion
in the electronic ground state X1Σ+g and set γ0 = 0. It is found, see fig. 5.14(d), that
the FT amplitude at ω0 does not decay at longer delay times, well in agreement with
the experimental findings. This finding hints at a direct influence of superfluidity
on these spectra: The agreement between damping model and experiment is best,
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Figure 5.14: Evolution of the FT amplitude F(ω, τ) at specific values ω = ω0
and ω = ω1. These “cuts” are also partly marked in fig. 5.13. Left panel: Shown
are the cuts in spectra fig. 5.13(a/b/c), which correspond to the state-dependent
desorption model with full damping and the experiment. Right panel: Shown are
the cuts in spectra fig. 5.13(a/d/e). These cuts correspond to the experiment and
the state-dependent desorption model including damping, but assuming undamped
motion (γ0 = 0) in the electronic ground state. Discussion see text.
if one allows for frictionless motion of slowly moving ground state WPs. Undamped
motion is only possible, if the dimer resides on a superfluid He droplet or if the
dimer vibrates unperturbed in the gas phase.
Considering the comparison between experiment and damping model with γ0 =
0, fig. 5.14(d), the agreement appears to be not fully satisfying. Also, while the
decisive difference between fig. 5.14(b) and fig. 5.14(d), i. e. the model result with
and without undamped ground state motion, is quite pronounced, the experimental
result lays rather in between. We stress that our findings only hint on a possible
influence of superfluidity on these spectra. Further theoretical and experimental
studies would be helpful. In particular, it would be interesting to do the same
experiment with fermionic 3He droplets. These droplets are non-superfluid and do
not allow for frictionless motion. Hence, the result at scheme II should be different
when using either fermionic 3He or bosonic 4He droplets as hosts for attached dimers.
Let us finally discuss the FT amplitude of the frequency component ω1 and the
difference between fig. 5.14(a) and (c). Interestingly, assuming frictionless ground
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state motion, the FT amplitude of the component ω1 agrees well with the experi-
mental value, see fig. 5.14(c). Note that in order to obtain the result depicted in
fig. 5.14(c), parameters on the first excited state are left unchanged and we only set
γ0 = 0 in the ground state. The difference in the FT amplitude of the component
ω1 in fig. 5.14(a) and (c) may be related to interference effects. When the WP in
the ground state is fully damped, different quantum paths from the ground – and
first excited states do not interfere destructively. As a consequence, the component
ω1 is more pronounced, see fig. 5.14(a). On the other hand, the component ω1 is
slightly suppressed, when interference is present, see fig. 5.14(c).
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The previous chapter dealt with a theoretical description of vibrational dynamics
of potassium (K2) spin singlet dimers on He droplets. Crucial observed features of
the pump-probe experiment are not reproduced by gas phase calculations but using
a description based on dissipative quantum dynamics. More specifically, one finds
that the helium droplet causes electronic decoherence, shifts of potential surfaces,
and relaxation of WPs in attached K2 dimers. It is also important to take into ac-
count a (stochastic) desorption of dimers off the droplet. Upon adjusting the model
parameters for damping, desorption and shift, an explanation of all major experi-
mental findings is possible. Interestingly, there is evidence that the slow vibrational
motion in the electronic ground state is frictionless.
From our theoretical investigations, we find that the desorption of K2 molecules
off the droplet occurs very fast, several picoseconds after laser excitation. Fast
desorption prevents using the molecule as an “agent” to obtain profound information
about the helium “bath”. In experiments with heavier Rb2 dimers on He droplets,
long-lasting WP oscillations up to delay times & 1.5 ns are observable, see fig. 6.1.
The dimer dynamics is nearly unperturbed at short delay times. It was put put
forward that the dimers quickly (after t . 10 ps) desorb off the droplet after laser
excitation [56]. The dynamics probed seems to mostly correspond to the motion of
free Rb2 dimers in the gas phase.
However, some features of the measurement point out that the Rb2 molecules are
subject to an ongoing system-bath coupling. On the timescale of the measurement,
it is possible to observe several vibrational WP revivals. An important indication
of ongoing coupling to the He droplet “bath” is an exponential decay of the sig-
nal amplitude at the (half) revival times, see again fig. 6.1. The observed revival
amplitude decay may be due to energy relaxation accompanied by decoherence or
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Figure 6.1: Shown is the experimentally obtained pump-probe ion yield from Rb2
dimers formed on He nanodroplets. The scan is recorded at λ = 1006 nm. Pronounced
WP dispersion and revivals are observable, but the revival amplitude decays (nearly)
exponentially (from [56]).
pure dephasing in the vibrational manifold. The decreasing revival amplitude points
to loss of coherence in the vibrational dynamics. Therefore, investigations in this
chapter support the scenario that the dimers do not desorb on the measurement
timescale, but suffer ongoing decoherence and dissipation while being attached.
The Rb2 dimer is well-suited for a quantitative study of molecule-droplet interac-
tions due to precise knowledge of dynamics and spectra of gas phase Rb2 molecules,
see for instance [116]. As the other alkali molecules, Rb2 resides on the surface of
the He droplet. Recent theoretical calculations reveal that the molecular axis of
the spin triplet Rb2 dimer is oriented parallel to the droplet surface [49], and this
finding is also backed by experimental studies [117]. The attached triplet dimers
may couple more efficiently to surface modes of the droplet (“ripplons”).
In this chapter we investigate whether the phenomenological damping model
introduced in the previous chapter can explain features of the HENDI measurement
with Rb2 dimers. Using the master equation approach, we seek an explanation of
the revival decay. As in the previous chapter, we start with a discussion of possible
laser excitation schemes and compare gas phase calculations with HENDI results.
In the following sec. 6.2, it is investigated whether desorption and/or damping can
explain features of the HENDI measurement. Besides the damping model, other
explanations for the revival decay are possible. The observed decay may be due to
collisions of desorbed dimers with evaporated gas and clusters of helium or thermal
population of rotational levels. However, the estimated Rb2-He gas phase collision
rate is far too small to account for the observed findings [100]. The role of thermal
population of rotational levels will be investigated in sec. 6.3. It is found that
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Figure 6.2: Simulated gas phase signal S(τ) for an excitation wavelength λ =
1006 nm (black curve). Also shown is the cut in the spectrogram at ω = ω1, which
allows to follow the WP dispersion and (half) revival (red curve).
rotations alone cannot explain the HENDI results.
6.1 WP spectroscopy with Rb2
A pronounced WP oscillation for spin triplet Rb2 is found for excitations within the
laser wavelength range λ = 960 nm − 1032 nm. As usual, the pump pulse induces
WP dynamics in several electronic states, but predominantly in the first excited
state (1)3Σ+g . Also, a WP in the lowest triplet state (a)
3Σ+u is created via RISRS.
A calculated pump-probe signal (gas phase) for λ = 1006 nm is depicted in fig. 6.2.
The signal oscillations and revivals originate from the WP dynamics in the electronic
excited state (1)3Σ+g . Since we use a perfect Morse potential energy curve in the
calculation, see below, the signal reaches the initial amplitude height at multiples
of the so-called half revival time t = Trev/2. For a discussion of WP revivals, see
appendix D. In the HENDI experiment, the amplitude at the revival times decreases
exponentially and does not reach the initial signal amplitude, see fig. 6.1.
In the aforementioned laser wavelength range, five (four bound and one ionic)
electronic potential energy curves are found to be involved in the excitation of the
Rb2 molecule in the triple manifold, see fig. 6.3. Due to the cold He environment,
only the vibrational ground state in the lowest triplet state (a)3Σ+u is populated
before the pulse interaction takes place. However, several rotational levels in the
lowest triplet state are thermally occupied.1 For now we restrict ourselves to vibronic
excitations and include rotational transitions in the last section of this chapter.
1The rotational constant in that state has a value B ≈ 0.01 cm−1.
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Figure 6.3: Selected Rb2 spin triplet potential-energy curves which are relevant in
the excitation. (a) Possible transition scheme at λ = 1006 nm (scheme I) in order
to map the WP dynamics in the first excited state. (b) Transition scheme II at
λ = 970 nm for creation and mapping of the ground state WP.
In order to catch all possible transition schemes and mapping of wave packets,
we fully numerically solve the TDSE
∂t|Ψ(t)〉 = −
i
~
H|Ψ(t)〉 (6.1)
for the nuclear state vector
|Ψ(t)〉 = (ψ0(t), ψ1(t), . . . , ψ5(E, t)). (6.2)
The TDSE eq. (6.1) can be written as matrix equation, see eq. (5.2). However,
five electronic surfaces are taken into account in the calculation of the pump-probe
signal for Rb2. As in the previous chapter, we ignore the vectorial character of the
electric field and only consider µijε(t) in the corresponding Hamiltonian H. Full
R-dependent transition dipole moments µij(R) for transitions between electronic
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state i and j are employed in the calculation. Potential curves and transition dipole
moments were provided by Dulieu [118]. However, the transition dipole moments
into the ionic state are not available. As for K2, we assume them to be independent
of the energy E of the ejected electron and set them to a constant value (1/3)µ12(R0),
where µ12 is the transition dipole for the bound-bound transition (4)
3Σ+u ← (1)3Σ+g .
We discussed the calculation of the ion yield S(τ) through the TDSE eq. (6.1) in
sec. 5.1. Eq. (6.1) also directly allows to obtain the pure state density through
ρ(t) = |Ψ(t)〉〈Ψ(t)|.
Let us first concentrate on excitations at around λ = 1006 nm. The pump pulse
excites the vibrational WP |ψ1(t)〉 in the electronic state (1)3Σ+g , which freely evolves
on that surface. For the subsequent probe process, we consider the excitation scheme
I shown in fig. 6.3(a). This transition scheme is dominant for an excitation at around
λ = 1006 nm. More specifically, a FC window is located at around the inner turning
point of the excited WP, where transitions to higher lying states are possible. The
probe pulse induces a 2-photon transition to the final ionic state Rb+2
2Σ+g . As
discussed in sec. 3.2.2, for this 1+2 photon excitation the perturbative dependence
of the ion signal on the excited state density ρ1(t) is given through
S(τ) =
∑
vv′
A∗vv′ρvv′(τ). (6.3)
In this expression, the coefficients Avv′ depend on the involved transition dipole
moments and on the field parameters. The density ρ1(t) = |ψ1(t)〉〈ψ1(t)| with corre-
sponding elements ρvv′ describes a pure state at all times. As discussed in sec. 3.2.3,
the matrix elements ρvv′(t) ≡ 〈v|ρ1(t)|v′〉 oscillate with Bohr frequencies ωvv′ . While
the signal is composed of beat frequencies ωvv′ between all pairs of energy levels,
the visible oscillation in the signal is due to the fundamental frequency ω1 = ωv̄,v̄+1,
i. e. the energy difference between central and neighboring level in the excited WP.
Corresponding oscillations in the pump-probe signal point out coherence between
the vibrational eigenstates |v〉, |v′〉.
The fast oscillations in the signal have a period Tc = 2π/ω1. This is just the
classical circulation period of a WP in a harmonic oscillator potential with energy
levels Ev = v~ω1. Importantly, in an anharmonic MO potential with energy levels
eq. (3.18), initially well-localized WPs spread out due to dispersion. After several
circulations, contributions on the r. h. s. of eq. (6.3) appear uncorrelated, which
means that the oscillatory signal collapses [76]. Note that the decay in the signal
is a reversible dispersion of the WP. Neither the populations ρvv nor the absolute
values of the coherences in the density matrix change in time.
WP revivals were thoroughly studied by [119]. We also give a brief overview on
WP revivals in the appendix D. One finds that the initial phase relation between
the coherences is restored at certain revival times, where the WP partly or fully
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Figure 6.4: Integral FT of the calculated gas phase signal at λ = 1006 nm. Pro-
nounced first order and higher order beats are ascribed to the WP in the electronic
excited state (1)3Σ+g . In the calculated gas phase signal, contributions from the ground
state are hardly visible.
revives. The full WP revival indicates preservation of coherence in the vibrational
manifold. The potential energy curve (1)3Σ+g was extracted from high-resolution
experimental spectra and found to perfectly match a MO potential curve [56, 100].
We use the extracted MO curve in the gas phase calculation and therefore obtain
a perfect signal recurrence at times t = k × Trev/2, k ∈ N.1 The calculation of the
WP revival time, see appendix D, yields Trev ≈ 328 ps. Also visible are fractional
revivals at t = (p/q)Trev with p, q ∈ N. The most prominent revival is at around
t = 164 ps (half revival), where the initial signal amplitude is restored. Also visible
are quarter revivals at around t = (2k + 1)Trev/4, the first one at t ≈ 80 ps.
The electronic state (3)3Πu opens a second channel for transitions at around
the respective outer turning point of excited WPs, see fig. 6.3(b). WPs in the
lower electronic state (a)3Σ+u can be mapped through a 3-photon transition and this
excitation is denoted as scheme II. It is found that this scheme is indeed active in
the aforementioned laser wavelength range. However, in that range, the state (3)3Πu
is always slightly off-resonant with lower lying states. Consequently, transitions at
around the outer turning point via scheme II are negligible as compared to scheme I.
In fact, contributions from the state (a)3Σ+u are only visible in the FT of the signal.
In fig. 6.4 we show the integral FT F(S)(ω) of the calculated gas phase signal at
λ = 1006 nm. As can be seen, the FT amplitude of the component ω0, ascribed
1We use the terminology of [119]: At the full revival times Trev, the initial phase relation in the
WP is restored. At the half revival times Trev/2, the states |v〉 in the WP have collected a phase
eiπ = −1 (and a global phase), where v is either even or odd. Nevertheless, the signal amplitude
is already restored at Trev/2.
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Figure 6.5: Wavelet transform of (a) the calculated gas phase signal and (b) the
experimental signal at λ = 1006 nm.
to the WP in the lowest triplet state, is much smaller than the FT amplitude of
ω1 from the excited state WP. In fact, from the gas phase calculation we find that
contributions from the lowest triplet state are much smaller than from higher lying
states in the whole laser excitation range.
6.1.1 HENDI features (I)
We calculated gas phase pump-probe spectra for various excitation wavelengths in
the range λ = 970 nm − 1032 nm. The comparison between calculated gas phase
and experimental spectra [56] reveals features which are ascribed to the influence of
the He droplet on the dynamics of attached dimers.
The most prominent feature in the HENDI measurement is the decay of the
revival amplitude. The decay of the revivals is best analyzed through spectrograms
F(ω, τ), as discussed below. Recall that the spectrogram is obtained by Fourier
transforming the time-dependent signal S(τ) inside a Gaussian time window, which
slides across the data. The Gaussian window is characterized by a width σFT. In
fig. 6.5 we compare spectrograms obtained theoretically from solving the TDSE
and experimentally from Rb2 dimers on He droplets for an excitation wavelength
λ = 1006 nm. At this wavelength, where the excitation scheme I is dominant, one
almost exclusively resolves frequency components ascribed to the WP on the first
excited surface (1)3Σ+g . A small width of the window function σFT = 3 ps leads
to a low spectral resolution, such that single frequency components ωvv′ are not
resolved in the spectrogram. However, it is possible to follow the full, half-period
and even one-third revival attributed to frequency-beats between vibrational levels
with ∆v = 1, 2 and 3. Drawing F(ωcut, τ) for a fixed frequency ω = ωcut as a
function of the delay time τ was denoted as “cut” in the spectrogram. Cuts at
the fundamental frequency ω1 and at higher order frequencies ω
′
1, ω
′′
1 allow to follow
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the evolution of the FT amplitude as a function of time. The cut at ω = ω1 is
composed of the sum of individual beats excited around the central level v̄. Cuts at
ω = ω′1, ω
′′
1 are composed of beats with ∆v = 2, 3, respectively. Through the cut in
the spectrogram, it is possible to obtain the FT amplitude at the revival time. For
the calculated gas phase signal, the (normalized) cut at ω = ω1 is show in fig. 6.2.
As can be seen in that figure, the spectrogram technique is well-suited to determine
the revival in the signal and the amplitude at the revival time. Therefore, in this
chapter, by “revival amplitude” we denote the FT amplitude in the spectrogram at
ω = ω1 and at multiples of the half revival time. We may also consider the revival
amplitude at the quarter revival times, which is obtained from cuts at ω = ω′1. In
the HENDI experiment, one observes a (nearly) exponential decay of the revival
amplitude [56].
6.1.2 HENDI features (II)
WPs with high central vibrational level v̄ ≥ 14 are achieved through exciting in the
laser wavelength range λ . 980 nm. In the HENDI experiment, one observes only
a few or even no revivals at all at these wavelengths. At the lowest considered laser
wavelength λ = 970 nm, almost no contribution from the electronic state (1)3Σ+g is
visible and all the revivals are absent. It has to be stressed that such a behavior
is different from the gas phase calculation. Here, contributions from the electronic
state (1)3Σ+g are dominant in the ion yield even for excitations at λ = 970 nm.
To further analyze this behavior, we consider the FT amplitudes Aa and A1 in the
integral FT at the fundamental frequencies ω1 (first excited state) and ω0 (lowest
triplet state), respectively (see fig. 6.6).
In the experiment, one observes two pronounced maxima of the amplitude Aa at
around λ = 1020 nm and λ = 970 nm. At λ = 970 nm, the oscillation frequency is
almost exclusively attributed to the WP motion in the lowest triplet state (a)3Σ+u ,
while no contribution from the excited state (1)3Σ+g is visible. The difference to the
calculated gas phase result, see fig. 6.6(b), is the dominance of contributions from
the lowest triplet state (a)3Σ+u at laser wavelengths λ . 980 nm. Also, the second
pronounced maximum at λ = 1020 nm is not observed in the gas phase calculation.
Finally, the maximum yield from the excited surface (1)3Σ+g is found at a (slightly)
different wavelength position.
Pronounced maxima in the experimental FT amplitudes may be ascribed to
near-resonant higher lying states [56], which are not accounted for in the TDSE for
the free dimer eq. (6.1). This means that in the calculation more electronic surfaces
need to be taken into account besides those used so far. We looked for further
electronic surfaces within those calculated by Dulieu [118], which are near-resonant
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Figure 6.6: FT amplitudes in the integral FT of the calculated gas phase and exper-
imental signal for various excitation wavelengths λ. In the experiment, one observes
a large absolute FT amplitude from the WP dynamics in the a-state.
with the ground state potential energy surface. However, we found that none of
them would be resonant within the used laser frequency range.
6.2 He influence
The previous section was devoted to WP dynamics in isolated Rb2 spin triplet dimers
in the gas phase. Moreover, we compared gas phase calculations with the HENDI
measurement where one investigates the dimer dynamics on He droplets. Several
features in the measurement reveal an influence of the He droplet on the vibrational
dimer dynamics:
• In the wavelength range λ & 980 nm, the contrast of the WP oscillation de-
creases and eventually vanishes at delay times τ & 1 ns. The revival amplitude
attributed to fundamental (ωi) and higher order (ω
′
i) frequency beats decreases
exponentially.
• In the wavelength range λ . 980 nm, the signal oscillation is (almost) exclu-
sively attributed to the WP dynamics in the lowest triplet state (a)3Σ+u . In
this wavelength range, contributions from the first excited state (1)3Σ+g are
missing.
Both findings characterize the HENDI result and are not reproduced through gas
phase calculations. We argue that these features are due to dissipation and ac-
companying decoherence, induced by the influence of the He droplet on the dimer
dynamics.
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The He droplet as a dissipative environment for embedded species was discussed
in the previous chapter, see in particular sec. 5.2.2. There, relaxation in spin singlet
K2 dimers attached to He droplets was investigated.
Before we consider possible scenarios concerning dissipation in connection with
desorption, let us first discuss previous experimental studies of spin triplet dimers
on He droplets. Claas et. al. studied vibrational WP dynamics in spin triplet Na2
dimers attached to He droplets [55]. Here, the triplet-state dynamics did not reveal
any influence of the He droplet on the WP dynamics in the first tens of picoseconds.
This may be either due to very fast desorption of molecules or due to very weak
coupling and hence undisturbed molecular vibration. In earlier experiments, Higgins
et. al. found that vibrational cooling of electronically excited spin triplet Na2 dimers
occurs on the timescale of several nanoseconds [51]. After exciting the v = 10 level in
the electronic excited state (1)3Σ+g , light emission back to the lowest triplet state is
obtained from all vibrational states v < 10 in that state. It is concluded that energy
is transfered within the fluorescence lifetime (∼ 10 ns) to the He droplet, leading
to population of vibrational levels below the excited level. Moreover, narrow lines
in the spectrum imply that emission takes place after relaxation and subsequent
desorption of dimers off the droplet. The exact timescale of the desorption process
could not be inferred from obtained spectra. The findings for Na2 were later verified
by experiments in the group of W. E. Ernst. They investigated vibrational relaxation
upon vibronic excitation in spin triplet Rb2 dimers on He droplets [48, 97, 120].
Their findings are in line with those by Higgins: Using a cw laser and occupying
a specific vibrational level v in some electronically excited state, emission from all
lower v levels is observable [48]. The authors concluded that vibrational relaxation
takes place on a timescale similar to the electronic life time of the molecule, which
is of the order of 10 ns. Within that time, energy is transferred to the cold He
droplet, leading to population of lower lying v-levels, followed by desorption. The
exact desorption time is not given by the authors.
As a result of these studies, dissipation is clearly present in dimers on He droplets.
It is therefore reasonable to assume damping of vibrational WPs. The role of des-
orption is rather unclear, since the exact desorption time cannot be inferred in the
above experiments. In fact, the following interpretations are possible:
1. The molecules do not desorb but remain attached to the droplet on a longer
timescale (∼ 1 ns). While the dimers vibrate on the droplet, they suffer vi-
brational dissipation and accompanying decoherence, possibly pure dephasing.
Also, as discussed in chap. 5, shifts of potential energy surfaces and fluctuat-
ing shifts have to be taken into account. The overall spectral HENDI features
originate from attached dimers.
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2. The molecules efficiently couple to the He droplet, which leads to fast vibra-
tional relaxation. However, the (partly relaxed) molecules desorb on a short
timescale . 10 ps, i. e. shortly after the laser excitation. The spectral features
originate from partly relaxed molecules in the gas phase.
Concerning the real-time studies with Rb2 on He droplets [56], we find that impor-
tant spectral features can be explained through considering the first scenario only
and omitting desorption entirely. We assume that damping and the previously dis-
cussed shifts of electronic potential curves are omnipresent in attached dimers. The
decay of the revival amplitude can be traced back to vibrational decoherence. Vi-
brational relaxation is likely to be the main source of decoherence. Pure dephasing
without population transfer should contribute to some extent, but is not considered
in our description.
In the following sections we proceed as follows: We first concentrate on the
role of electronic shifts and electronic decoherence in sec. 6.2.1. Fixed shifts plus
vibrational dissipation are taken into account in sec. 6.2.2. The good agreement
between model and experiment supports the first scenario. Therefore, we do not
consider the second scenario in our theoretical model and only briefly comment on
this in sec. 6.2.3.
6.2.1 Role of electronic decoherence
Let us first assume that the He droplet leads to shifts of electronic surfaces by an
amount ∆i. Moreover, these shifts may fluctuate around the fixed shifts due to
varying droplet size and/or varying laser intensity, see sec. 5.2.1.
Due to the long term signal, it is possible to compare experimental and theoretical
FT amplitudes of the frequencies ωvv′ ascribed to the WP in the (1)
3Σ+g state.
It is found that shifting the electronic state surface (1)3Σ+g by an amount ∆1 =
−30 cm−1, the FT peak amplitudes at ωvv′ in the integral FT of theoretical gas
phase signal and experiment are nearly identical. For the small damping parameters
used below, the FT peak amplitudes do no change and hence we stick to that value
for ∆1. Since the experimental FT scans reveal no contributions from higher lying
states, we cannot adjust the shifts ∆2,∆3. Hence, we do not shift the corresponding
surfaces and set ∆2 = ∆3 = 0.
Next, let us consider fluctuating shifts around constant shifts as a reason for the
revival amplitude decay and calculate the pump-probe signal by means of eq. (5.14).
We assume Gaussian distributed shifts ∆i(j) around the average ∆i. Fig. 6.7 shows
the result for random shifts of the (1)3Σ+g surface, assuming σs = 100 cm
−1 in the
corresponding Gaussian distribution of shifts. The random shifts of the (1)3Σ+g
surface lead to a broader width σ in the distribution of WP coefficients (eq. (3.36)).
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Figure 6.7: Shown is the calculated signal at λ = 1006 nm, but including fluctuating
shifts of potential energy surfaces. Here, we only allow for random shifts of the (1)3Σ+g
surface.
Hence, the pump-probe signal shows a slightly different structure when compared
to the gas phase signal without random shifts (fig. 6.2). Nevertheless, a decay in the
revival amplitude cannot be observed. As a result, experimental findings cannot be
explained through considering fluctuating electronic shifts alone.
6.2.2 Vibrational damping and accompanying decoherence
Next, as before for K2, we treat the molecule as an open quantum system, which is
coupled to a surrounding “bath”. The bath acts as a dissipative environment, which
induces dissipation and decoherence in the molecular system.
In the experiment, signal oscillations on the fast timescale as well as WP dis-
persion and revivals are observable. The loss of signal contrast, which hints at
environmental influence, occurs on the long timescale of the measurement. Conse-
quently, a description in terms of a weak system-bath coupling is justified. As we
will show, the revival decay is related to environment-induced decoherence of the
WP due to dissipation.
Decoherence can also be caused by pure dephasing, where the diagonal ele-
ments in the density matrix are not affected (no dissipation). The relation between
timescales of overall decoherence (T2) and dissipation (T1) is easily calculated for
the well-known two-level systems:
1
T2
=
1
2T1
+
1
T ∗
. (6.4)
In this relation, T ∗ denotes the timescale of pure dephasing without dissipation. For
the multi-level oscillator, which we consider here, the relation between decoherence
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and dissipation in terms of timescales is more subtle. In general, depending on
the shape of the WP, decoherence may take place on a much shorter timescale
[5, 6, 71, 121].
We again choose to describe the effective system dynamics with the Markovian
quantum optical master equation. The Lindblad master equation for the density
operator ρ(t), which describes dissipation at zero temperature, is given by eq. (5.18).
The involved damping rates γi induce vibrational relaxation in the electronic state
i. As before, instead of solving the master equation directly, it is advantageous to
return to a Schrödinger-type equation including dissipation (and thus, decoherence).
The quantum state diffusion approach (see sec. 5.2.2) allows to recover the density ρ
from many realizations |Ψj〉 of state vectors. We recover the final state probability
from the average 〈ψ4(E)|ψ4(E)〉, which allows to calculate the pump-probe ion yield
S(τ) via eq. (5.5). The SSE formalism appears to be efficient: In view of five
electronic states, which are involved in the transitions, the evolution of the density
matrix can become very costly.
Dissipation is accompanied by decoherence: The operators in the master equa-
tion eq. (5.18) affect the off-diagonal elements of the density matrix. Their decay
implies a transition from an initial pure state to a state mixture. It is known that
localized WPs are “robust” in a sense that they suffer only little decoherence. In
contrast, two such WPs separated by a dimensionless distance D in phase space lose
their coherence with an accelerated rate D2γ [73, 122–124]. The next chapter is
devoted to the relation between decoherence and dissipation in multilevel MO-type
systems. There, we show how the revival amplitude determines the decoherence
timescale. For now we keep in mind that the chosen Lindblad master equation in-
duces vibrational relaxation and accompanying decoherence, which may occur on a
faster timescale.
Since we do not include desorption of dimers, the damping constants γi and
electronic shifts ∆i are the only parameters which enter the simulation, cf. eq. (5.19).
For the shift parameter values we use those found in the previous section. Note that
γi with i ∈ {0, 1, 2, 3} is the damping rate for vibrational WPs on the surface (a)3Σ+u ,
(1)3Σ+g , (3)
3Πu and (4)
3Σ+u , respectively. In fig. 6.8 we depict the full spectrograms
F(ω, τ) obtained from the best fits of the damping constants γi (bottom row) to
the experimental data (top row) at selected laser wavelengths λ. Also shown is the
spectrogram of the gas phase simulation (middle row) for comparison. As before for
K2, we do not show absolute spectrogram amplitudes, since the theoretical signal is
scaled to the experimental data, see appendix B.
In the HENDI measurement, the revival amplitude decays (nearly) exponentially
with a decay rate γD. The decay rates are inferred from fitting an exponential decay
function ∼ exp[−γDt] to the revival amplitudes. Recall that the revival amplitude
is obtained from frequency cuts in the spectrogram at ω = ωi (first order beat with
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∆v = 1) and at ω = ω′i (second order beat with ∆v = 2). In the HENDI measure-
ment, decay rates γD were extracted from measurements at various wavelengths λ
in the laser wavelength range λ = 970−1032 nm [56]. Strikingly, the decay rates γD
strongly depend on the initial central vibrational level v̄ of the excited vibrational
WP, as shown in fig. 6.9(a). The revival decay rate γD increases as the central level
v̄ of the WP in the state (1)3Σ+g increases. Fig. 6.9(a) also contains decay rates γD
for the quarter revival amplitude (∆v = 2) as a function of v. One observes that
coherences between vibrational states with ∆v = 2 are clearly subject to enhanced
decay. Fig. 6.9(b) shows the revival decay rates γD as obtained from the damping
model. Recall that we assume dissipation and accompanying decoherence without
pure dephasing. Importantly, in order to reproduce the experimentally observed
increase of γD in the range λ & 980 nm, the value for γ1 in the underlying mas-
ter equation can be chosen nearly constant. In that range, we used damping rates
γ1 ≈ 0.5 ns−1 for the vibrational WPs in (1)3Σ+g , see also fig. 6.9(b). However, from
the damping model, we find that higher order beats with ∆v = 2 are not subject to
enhanced decay and the corresponding rates γD nearly equal those for ∆v = 1 (see
again fig. 6.9(b)). The enhanced decay could be due to additional pure dephasing,
which is not accounted for in the theoretical description. The enhanced revival de-
cay will be further analyzed in the next chapter 7. There, we use the revival decay
to determine the decoherence rate. It turns out that the dimensionless phase space
variance of the (unperturbed) WP takes over the role of the distance parameter
D, which determines the decoherence rate. This observation amounts to a decay
rate γ′dist, given by eq. (7.53), which describes the revival decay to some extent, see
fig. 6.9(b). The rate γ′dist = γ
′
dist(v, σ) depends on the central level v and width σ
of the Gaussian level distribution function (eq. (3.36)). For details, the reader is
referred to chapter 7.
Both in calculated gas phase and experimental spectra, one observes dispersion
and revivals of the WP in the lowest triplet state (a)3Σ+u . In the experiment one
observes an exponential decay of the revival amplitudes with decay rate γaD. Higher
order coherences (∆v > 1) are found to decay faster than the first order coherence
(∆v = 1). Respective decay constants are marked in fig. 6.9(a) with open sym-
bols. Assuming full damping of WPs in the lowest triplet state in the theoretical
description, such a behavior for γaD is nicely reproduced, see fig. 6.9(b).
We proceed with a more detailed analysis of the theoretical findings at specific
laser wavelengths λ. For λ = 1006 nm we compare experimental and theoretical
spectrogram cuts F(ω = ω1, τ) at the WP frequency ω1 ≈ 35 cm−1 in fig. 6.10.
For the theoretical signal we used a damping constant γ1 = 0.45 ns
−1. Note that
the extracted revival decay rate γD ≈ 3.75 ns−1 is significantly higher than the
theoretical relaxation rate γ1 in the underlying master equation, see also fig. 6.9(b).
The resulting ratio γD/γ  1 expresses the phenomenon that decoherence appears
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Figure 6.9: Shown are revival decay rates γD as a function of the initial level v of the
WP. The central v’s correspond to a certain excitation wavelength λ (top line). (a)
Experimental decay rates, obtained from fitting an exponential decay function to the
revival amplitudes which correspond to the fundamental beats (∆v = 1) and second
order beats (∆v = 2). Filled symbols refer to WP dynamics in the (1)3Σ+g -state, open
symbols to the lowest a-state (from [125]). (b) Corresponding model result assuming
dissipative WP dynamics. The dashed line shows γ′dist(v, σ), which is an analytical
expression for the decay rate, see chapter 7 and eq.(7.53). Importantly, the employed
damping rate γ1 in the master equation can be kept nearly constant.
accelerated when compared to dissipation. The ratio between revival decay rate γD
and relaxation rate γ can be used as measure for the decoherence acceleration, as
detailed in chapter 7.
We proceed with a discussion of the spectrograms at λ = 1025 nm and λ =
970 nm. At λ = 1025 nm the revivals in the excited state dynamics (1)3Σ+g fade
away more slowly (with lower γD), see also fig. 6.9. As mentioned before, the slower
decay can be reproduced with nearly identical damping rate in the master equation
as used for λ = 1006 nm. In order to reproduce the excited state dynamics at
this wavelength, we use γ1 = 0.36 ns
−1. For λ = 1025 nm and for λ = 970 nm,
one observes WP dispersion and revivals in the triplet ground state (a)3Σ+u . The
RISRS process leads to a ground state WP with predominant occupations of the
vg = 0 and only little occupation of higher levels vg = 1, 2 and vg = 3. Therefore,
dispersion and revival are less pronounced. Nevertheless, both the first order beat
ω0 and the higher order beats ω
′
0 (and ω
′′
0) are observable. Best agreement with
experiment is found for the damping constant value γ0 = 3 ns
−1 in the lowest triplet
state. At λ = 1025 nm, additional dynamics from higher lying states is observed in
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Figure 6.10: Shown is a frequency cut at ω = ω1 in the experimental and model
spectrogram fig. 6.8(d+f) at λ = 1006 nm.
the calculated gas phase spectrogram, which is unseen in the experiment, compare
fig. 6.8(a+b). The additional spectral features at around ω ≈ 35 cm−1 are attributed
to the dynamics in the electronic state (3)3Πu, which has a similar shape as the state
(1)3Σ+g . These features are not observable in the HENDI measurement. Hence, in
the damping model, we conclude that damping is strong and set γ2 = γ3 = 0.1 ps
−1
for the damping constants in the electronic state (4)3Σ+u and (3)
3Πu, respectively.
In the HENDI measurement, revivals in the first excited state (1)3Σ+g are ob-
servable for all laser wavelengths λ & 980 nm. For excitations at λ . 980 nm, the
contribution from the electronic state (1)3Σ+g to the pump-probe signal vanishes.
More specifically, at λ = 980 nm, (1)3Σ+g -state components are still visible in the
experimental spectrogram, but the first revival is already strongly suppressed. At
λ = 970 nm, the excited state dynamics is only visible in the range 0 − 20 ps, af-
ter which the a-state dynamics prevails. This feature of the HENDI measurement
significantly differs from the gas phase result, as can be seen from the compari-
son of fig. 6.8(g+h). We also discussed this feature in sec. 6.1.2 (“HENDI feature
II”). In order to explain the vanishing WP dynamics in the state (1)3Σ+g with the
damping model, we propose a fast relaxation which increases from γ1 = 0.01 ps
−1
to γ1 = 0.5 ps
−1 for excitations at λ . 980 nm. For the latter value of the damping
constant γ1, the WP in the electronic excited state (1)
3Σ+g relaxes very fast to the
corresponding vibrational ground state. As a consequence, the WP in state (1)3Σ+g
is no longer mapped to the final state, but the contribution from the triplet ground
state (a)3Σ+u prevails. The oscillations in the signal S(τ) are exclusively ascribed
to the WP dynamics in the triplet ground state. In that state, we still assume a
modest damping with γ0 = 3 ns
−1, as already used for the wavelengths above. The
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Figure 6.11: Shown are the relaxation rates γi which are used in the underlying
master equation to reproduce the revival decay for various laser wavelengths λ (see
top). The damping rate γ1 can be chosen nearly independent of the corresponding
central vibrational level v, as long as v . 15. Filled and open symbols refer to (1)3Σ+g -
state and a-state.
decay of the ground state component ω0, as visualized through the spectrogram, is
nicely reproduced, see fig. 6.8(i). Recall that in the experiment one observes a large
FT amplitude of the lowest triplet state (a)3Σ+u , which is even comparable to the
FT amplitude of the state (1)3Σ+g , see fig.6.6(a). It has to be stressed, that it is not
possible to achieve this large value of the FT amplitude with the damping model.
This feature may be due to additional transition channels, which open up in dimers
on He droplets but cannot be accounted for in the calculation.
We now consider the damping constants γ0 and γ1 which we obtained from
fitting the damping model to the experimental data for several laser wavelengths
λ. Fig. 6.11 shows γ1 as a function of the average vibrational quantum number
v of the WP in state (1)3Σ+g . The central level v corresponds to a certain laser
wavelength λ of the laser pulse (upper panel in fig. 6.11), which excites the WP
dynamics. In the range v̄ = 2 − 14, the damping parameter can be chosen nearly
constant (γ1 ≈ 0.5 ns−1). With this damping rate, we reproduce the observed
revival decay with decay rate γD, i. e. the dependence shown in fig. 6.9 for ∆v = 1.
The increase of the revival decay rate γD for nearly constant γ1 reflects a scaling
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Figure 6.12: (a) Time evolution of the diagonal elements (populations) of the
(1)3Σ+g -state density matrix ρvv at λ = 1025 nm. (b) Evolution of the corresponding
mean vibrational energy.
behavior of the decoherence process in the damping model. Decoherence depends
on the initial WP conditions, here on the energy of the created WP. In fact, the
central initial vibrational WP quantum number v and the damping rate γ1 determine
the decoherence timescale and hence the decay of the revival amplitude. From an
approximative approach in chapter 7 we find, see eq. (7.53), that the revival decay
rate increases linearly with v, when the damping rate γ is left unchanged. Therefore,
increasing the vibrational energy or, equivalently, the central level v of the WP in
the state (1)3Σ+g , the corresponding revival decay is enforced. This scaling behavior
is also expressed through fig. 6.9(b), where we depict theoretically obtained revival
decay rates as a function of v. Note that the values for γ1 in the damping model
are calibrated to recover the experimentally observed γD-dependence for ∆v = 1.
If decoherence is solely induced by dissipation, the revival decay times are found to
be independent of ∆v. This means that from the Lindblad approach, we obtain the
same decay rates γD for revivals corresponding to beats with ∆v = 1 and ∆v = 2, 3,
respectively. Additional inclusion of pure dephasing terms may allow to account for
the ∆v-dependent decay shown in fig. 6.9(a). The additional pure dephasing seems
to become more and more relevant, as the energy of the WP is increased.
The damping constant γ0, also depicted in fig. 6.11, is not varied in the con-
sidered wavelength range. In the experiment, the decay of the component ω0 and
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corresponding higher order beats are nearly the same for all chosen wavelengths λ.
Let us consider the evolution of the average vibrational energy of the dimer,
which is recovered from several realizations of the SSE via Evib = 〈H(t)〉 = 〈Ψ|H|Ψ〉.
Fig. 6.12(b) shows the average vibrational energy 〈H1(t)〉 in the electronic excited
state (1)3Σ+g after exciting with λ = 1025 nm. At this wavelength, the occupied
levels are centered at around v̄ ≈ 4. Also shown is the evolution of the populations
ρvv(t) of levels v = 0− 6 in electronic excited state (1)3Σ+g . Note the corresponding
reduction of vibrational energy by an amount of approximately Ediss = 75 cm
−1. At
shorter wavelengths, an even larger amount of vibrational energy is deposited to the
He droplet in that time interval. We find Ediss = 157 cm
−1 at λ = 1006 nm and
Ediss = 656 cm
−1 at λ = 970 nm. For the latter wavelength, the vibrational energy
is deposited after on average 2 ps due to the drastically enhanced vibrational decay
rate γ1.
At such high rates of energy transfer from dimer to He droplet, one has to con-
sider the droplet response in terms of heating, eventual loss of superfluid behavior,
and cooling by evaporation of He atoms. Dissipation of Ediss = 656 cm
−1 to the
droplet “bath” leads to significant rise of the droplet temperature which may lo-
cally exceed the transition temperature to the superfluid phase (T = 2.17 K in the
bulk). Evaporative cooling of the droplet may counteract the heating process. The
timescale of cooling for the considered energy range can be estimated from ref. [27]
and is expected to set in within ∼ 100 ps. Consequently, slow energy transfer from
the molecule to the droplet for excitation of low-lying v-levels could be compensated
by evaporation of several tens of He atoms. On the other hand, fast energy transfer
for excitation of higher-lying v-levels may lead to heating and subsequent breakdown
of superfluidity [126]. The sharp rise of the damping constant γ1 for v > 15 could be
related to the breakdown of superfluidity or even the effect of a liquid to gas phase
transition on the surface of the He droplet due to fast heating.
The energy spacing between neighboring levels are nearly equal (≈ 35 cm−1
in the electronic state (1)3Σ+g ) and largely exceed the elementary excitations of
superfluid helium droplets. Therefore, resonant coupling of the vibrational modes
to He droplet modes can be excluded. No simple argument can be given why dimers
with larger central v in the WP should couple more efficiently than dimers with
lower v-levels excited. However, it may be noted that excitation energies of collective
modes differ by at most 2-3 orders of magnitudes from the vibrational modes of the
guest molecule. Surface modes (ripplons) have energies ∼ 0.1 cm−1, while phonons
are in the range ∼ 1 cm−1 and the roton energy is ∼ 10 cm−1. Ripplon modes
have the largest density of states at the ultracold temperature of the He droplet
[27]. Note the reduced energy spacing (ω1 ≈ 13 cm−1) between energy levels in the
ground state. Therefore, ground state dimers may couple more efficiently to the
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droplet modes. From this point of view, the larger coupling constant γ0 = 3 ns
−1,
which clearly exceeds the value γ1 for most excitations, seems reasonable.
6.2.3 Damping and desorption
The good agreement between model and experiment supports the first scenario, as
discussed in sec. 6.2: The dimer stays attached on the measurement timescale and
is exposed to the ongoing influence of the He droplet, which leads to dissipation
and decoherence. Next, one should consider fast damping of dimers on He droplets
and their rapid desorption off the droplet (the second scenario in sec. 6.2). This
calculation requires an additional averaging procedure due to randomly distributed
desorption times, see sec. 5.3. Although we did not perform long-term calculations,
we expect that the second scenario cannot explain the revival decay, as observable in
the wavelength range λ & 980 nm. We did short-time calculations for λ = 970 nm
up to τ = 50 ps, assuming fast damping and rapid state-dependent desorption (ex-
plained in sec. 5.3.2). However, it was not possible to reproduce any experimental
feature at this wavelength, for instance the dominant contribution from the elec-
tronic ground state in the signal (as discussed in sec. 6.1.2). Note that the full
long-term model calculation, where one accounts for both desorption and damping,
becomes quite costly. The CPU time increases by at least one order of magnitude.
In a first approach, one should do the calculations up to the appearance of the half
revival at τ = Trev/2.
6.3 Rotational degrees of freedom
The studies in the previous section dealt with vibrational motion of dimers on He
droplets. The TDSE for vibrations of the free dimer, eq. (6.1), was replaced by an
effective equation, eq.(5.19), which phenomenologically describes the He influence on
the dimer dynamics. With this model, we are able to ascribe the decay of the revival
amplitude to decoherence induced by dissipation. Important HENDI features are
reproduced and explained within this description.
Comparing the experimental and model signal S(τ) at short delay times τ .
50 ps, slight deviations concerning signal amplitude and decay become visible. Also,
as can be seen in fig. 6.10, experimental and model FT amplitudes F(ω, τ) at the
“cut” frequency ω = ω1 are different in that range of the delay time, see fig. 6.10.
These features may be due to rotations of the molecule. Indeed, according to earlier
experiments with dimers in the gas phase, modulations in the pump-probe signal
are due to thermal rotational motion of the molecule [127]. More specifically, the
modulations depend on the mutual polarization of pump and probe laser field.
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The question arises, if the observed revival decay can be explained by the rota-
tional motion of the dimer alone. Rotational DOF have been neglected so far. Note
that even at the ultracold temperature T of the He droplet, several rotational levels
are occupied in the electronic ground state. The free (unhindered) rotation of the
dimer may have a dephasing influence on the pump-probe signal.
We want to stress that the following considerations regarding molecular rota-
tions have to be discriminated against the previous model which takes vibrational
dissipation into account. Dissipation, accompanying decoherence and eventual des-
orption of dimers off the droplet will not be considered in this section. We examine
a possible explanation of HENDI features, in particular of the revival decay, through
including free (thermal) rotation of the molecule alone.
Free rovibrational motion of dimers in the gas phase was thoroughly studied
in the group of Zewail [127]. These studies motivated theoretical investigations by
Lohmüller et. al. [128]. In fact, we use the latter work as a reference for the following
consideration. Concerning rotational motion of dimers on He droplets, very recent
calculations report on free in-plane rotation of the dimer on the droplet surface [49].
On the other hand, the out-of-plane rotation of the dimer is found to be hindered
which leads to pendular-like librational motion. Here, the molecule begins to rotate
around the center of mass, but rotation stops after the molecule has “dived” into
the surface and the motion is reversed. We here assume a free rotational motion
and do not consider other types of dynamics, such as libration. We also concentrate
on mapping of the WP dynamics in the first excited state (1)3Σ+g by means of the
excitation scheme I at λ = 1006 nm.
If rotations play a role, the full operator eq. (3.14) for the dimer is considered.
It contains the j-dependent centrifugal barrier of the rotating dimer. As discussed
in sec. 3.1, a rovibrational eigenfunction splits into radial (vibrational) part ψ(R)
and angular part Y jm(Θ, φ). The angular momentum eigenfunctions are given by
the spherical harmonics as a consequence of spherical symmetry. The latter are
determined by the j and m quantum numbers, being eigenvalues of the angular
momentum operator Ĵ2 and Ĵz. A full rovibrational eigenstate may also be written
as |i; ji,mi〉|v〉. Here, as before, |v〉 denotes a vibrational eigenstate. The additional
index i with the rotational quantum numbers relates them to a certain electronic
surface with index i.
We focus on the WP dynamics in the first excited state (1)3Σ+g , in the following
abbreviated with i = 1. A WP is created in the vibrational manifold through
interaction between dimer and laser pulse. As before, the laser pulse eq. (3.19) has
a well-defined frequency ωL, shape ε(t) and polarization ~ε. The transition starts in
a rovibrational state with quantum numbers |0; j0,m0〉|v0〉. The full (rovibrational)
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Figure 6.13: Possible j-transition pathways during the pump/probe pulse inter-
action, starting at level j0 in the lowest electronic state (a)
3Σ+u . The red pathways
indicate a rotational interference in the final state.
wave function χ(R, t) in the first excited state i = 1 is the product of rotational part
and vibrational state vector (wave packet) and given through
χj1,m1(R, t) = C
(pump)
j1,m1;j0,m0
ψj1,j0(R, t). (6.5)
The first factor (the rotational part) C
(pump)
j1,m1;j0,m0
appears due to the coupling between
rotational levels of different electronic states, where selection rules apply. This factor
is discussed in the appendix C. In the calculation of the vibrational state vector
ψj1,j0(R, t), one uses in each electronic state the effective potential energy
Veff(R) = V (R) +
~2j(j + 1)
2µR2
(6.6)
which consists of potential energy surface V (R) plus centrifugal barrier. Within
the rigid rotor approximation, rotations take place at constant internuclear distance
R = Re. Then, the second factor in eq. (6.6) can be written as Bj(j + 1) with
B ≡ ~2/2µR2e being the rotational constant. We use the full effective potential
eq. (6.6) in the calculation.
In order to discuss rotational coherence, we restrict ourselves to four electronic
surfaces and do not take into account the surface (3)3Πu. The latter is only relevant
for mapping of the WP dynamics in the electronic ground state, which we ignore
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in this section. Also, we restrict ourselves to a sequential excitation scheme: The
pump pulse leads to the rovibrational state eq. (6.5). After the excitation through
the pump pulse, the state eq. (6.5) with rotational quantum number j1 = j0 ± 1
and the WP in the vibrational manifold serves as initial state for the subsequent
probe step. We discard any electronic population of higher lying states through
the pump pulse. Such a sequential process is given for the excitation scheme I at
λ = 1006 nm, depicted in fig. 6.3(a). Indeed, for this excitation, transitions to
higher lying electronic states through the pump pulse are negligible. Also, at this
wavelength, the electronic state (3)3Πu can be safely ignored. After the 2-photon
excitation through the probe pulse, the full wave function χj3,m3;j2,m2(E;R, t) in the
final state is given through
χj3,m3(E;R, t) =
∑
j2,m2
∑
j1,m1
C
(probe)
j3,m3;j2,m2
C
(probe)
j2,m2;j1,m1
C
(pump)
j1,m1;j0,m0
ψj(E;R, t). (6.7)
Here, one assumes ejection of an electron with well-defined energy E. The factors
C
(pump/probe)
jk,mk;jl,ml
are discussed in the appendix C. They impose selection rules for the
transitions between rotational levels (jk,mk) and (jl,ml). Possible transition path-
ways during the pump/probe excitation, starting from an arbitrary level j0, are
depicted in fig. 6.13. Note the summation over possible intermediate states j1, j2 in
eq. (6.7). Selection rules, as imposed by the factors C(pump/probe), limit the summa-
tion to j1 = ±j0 and j2 = ±j1, as also depicted in fig. 6.13. In the calculation of the
vibrational wave packet ψj(E;R, t) in the final (ionic) state, one uses the effective
potentials Veff,i (see eq. (6.6)) with quantum numbers j ≡ (ji)i=0...3, respectively.
Note that two rotational transitions, which start at j0 and continue along j1 = ±1,
interfere in the final state. Two such interfering paths are shown in fig. 6.13. The
corresponding interference terms are referred to as rotational coherences.
We now consider a thermal occupation of rovibrational states in the lowest elec-
tronic state (a)3Σ+u . For final temperature T , the rovibrational levels (j0, v0) are
occupied according to a thermal (Boltzmann-)distribution function. The final state
probability, which is proportional to the pump-probe signal, is given as weighted
sum over these initial levels (j0, v0):
S(τ) =
∑
v0,j0
e−βEv0,j0 lim
t→∞
∑
j3,m3,Ek
∫
dR|χj3,m3(Ek;R, t)|2. (6.8)
Here, β = 1/kBT denotes the inverse temperature and Ev0,j0 is the rovibrational
energy of the initial state. Since the final state is an ionic state, one has to carry out
the summation over the energy of the ejected electron Ek, as discussed in sec. 5.1.
On the r. h. s. of eq. (6.8), one has to sum over all possible final states with quantum
numbers (j3,m3) that can be reached from j0,m0. Therefore, all pathways starting
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from j0 are taken into account (see fig. 6.13), but weighted with the Boltzmann
factor. Most notably, rotational coherences are included in the final state probability
eq. (6.8).
At finite temperature, rotational coherences significantly modify the pump-probe
signal at early delay times, see [127]. To that extent, rotational coherence leads to a
so-called rotational recurrence at the recurrence time Trot = 1/2B [127]. Rotational
coherence (and therefore rotational recurrence) can be suppressed upon properly
choosing the angle α for the polarization vectors between pump and probe pulse.
Then, corresponding (rotational) interference terms in the signal (eq. (6.8)) vanish.
As for instance discussed in [128], rotational coherence is completely suppressed for
the so-called magic angle α = 54.7◦. Without rotational interference, it may be
sufficient to take into account only one rotational pathway, which leads to the final
rotational level j3, see ref. [128] for details.
At this point, the rotational coherences have to be discriminated against the different
rovibrational excitations at finite temperature T . The latter amount to various
allowed rovibrational beat frequencies in the pump-probe signal (eq. (6.8)). As a
consequence, when T is large enough, the pump-probe signal decays. The rotational
coherences, in contrast, lead to the phenomena of rotational recurrences at later
delay times.
6.3.1 Result and comparison with experiment
Let us first assume an occupation of rovibrational levels at the droplet temperature
T = 0.4 K, where up to 10 rotational levels are occupied. Fig. 6.14(b) shows the
signal S(τ) as calculated via eq. (6.8) for mutually parallel and crossed linear polar-
izations for a laser wavelength λ = 1006 nm. Interestingly, rotational coherence has
a significant influence on the signal amplitude in the beginning (for τ . 50 ps ) and
at around the rotational recurrence time Trot/2 ≈ 575 ps. For crossed polarizations,
the signal amplitude is reduced as compared to parallel polarizations. In general,
the observation at small delay times agrees with the experimental HENDI result, see
fig. 6.14(a). The experimentally observed revival decay is not reproduced through
the calculation with T being the droplet temperature.
In the next step, a higher temperature in the rotational manifold can be con-
sidered. To remind you, the dimer dissipates a large amount Ediss of its vibrational
energy to the He droplet, which may cause a local heating. Consequently, in a first
approach we assume larger rotational temperatures in the range T ∼ 10 K. Fig. 6.15
shows the calculated pump-probe signal S(τ) for mutually parallel and crossed linear
polarizations at λ = 1006 nm for a rovibrational temperature of T = 9 K. At this
temperature, the rotational coherences dominate the signal behavior at small delay
times and at the rotational recurrence time Trot/2 ≈ 575 ps. The thermal rotations
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Figure 6.14: (a) Experimental ion yield at λ = 1006 nm (scheme I) for mutually
parallel (black) and crossed (red) linear polarizations (courtesy of M. Mudrich [100]).
(b) Theoretical ion yield at this wavelength at the droplet temperature T = 0.4 K.
Note the signatures of the (half) rotational recurrence at around Trot/2 ≈ 575 ps.
cause signal amplitudes to decay on the timescale of hundreds of picoseconds, irre-
spective of the laser polarization. This decay results from the superposition of all
allowed combinations of rovibrational beat frequencies. Using the wavelet analysis
from above (see sec. 6.1.1) it is possible to infer a revival decay rate γD from the
calculated signal S(τ), for instance from the one depicted in fig. 6.15. Recall that
the experimentally observed revival decay rates γD strongly depend on the laser
wavelength. We find that observed rates γD & 3 ns−1 at certain wavelengths are
note compatible with any finite temperature T . Assuming larger temperatures, the
revival decay rate does not exceed a certain decay rate value, see fig. 6.16. In ad-
dition, at the half and full recurrence times Trot/2 ≈ 575 ps and Trot ≈ 1150 ps,
respectively, the simulated transients feature notable pure rotational recurrences.
No such recurrences are observed in the experimental data.
To conclude, thermal rotations of the molecule significantly influence the pump-
probe transients at early delay times. On the other hand, the experimental revival
decay cannot be attributed to rotations of the molecule alone. Moreover, fast rota-
tional dephasing seems to prevent the observation of rotational recurrences on longer
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Figure 6.15: Theoretical ion yield for mutually parallel (black) and crossed (red)
linear polarizations of the laser pulses at temperature T = 9 K. Clearly visible are
the (half) rotational recurrences at around Trot/2 ≈ 575 ps, which are absent in the
HENDI measurement, cf. fig. 6.14(a).
timescales in the HENDI experiment. This assumption is supported by the fast re-
laxation rates measured with heavy molecules embedded inside helium nanodroplets
[129]. While we cannot exclude additional rotational dynamics to contribute to the
observed drop of WP amplitudes to some extent, we do not regard it to be the
main source of dephasing. The revival decay may rather originate from vibrational
dephasing (see previous section), from hindered out-of-plane rotations (librational
motion) or from coupling between vibration, rotation and libration and subsequent
intricate relaxation dynamics.
Finally, we want to mention that a vibrational decoherence can originate from
coupling between internal DOF of the dimer (rotations and vibrations) at finite
temperatures T . Here, the rotational DOF of the dimer are identified as “bath”
and the vibrational motion as “system”. The vibrational decoherence originates
from the rovibrational coupling, which is contained in the effective potential (see
eq. (6.6)). By expanding the quadratic reciprocal nuclear separation R−2 in the
effective potential around the equilibrium distance Re (see [130]), one is able to
identify a Hamilton operator Hint which describes the interaction between both
subsystems. The loss of vibrational coherence is expressed through the purity
P(t) ≡ TrE
(
(ρ1(t))
2
)
(6.9)
of the vibrational subsystem. Here, ρ1(t) is the (initial pure state) density matrix of
the vibrational WP in the electronic excited state (1)3Σ+g . While the purity of pure
state equals one, a state mixture has a purity less than one. In eq. (6.9), one traces
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Figure 6.16: Calculated revival decay rates at λ = 1006 nm which correspond to
the half revivals (∆v = 1). Here, unperturbed rotations at final temperatures T
are included. The experimentally observed revival decay rates γD & 5 ns−1 are not
compatible with any finite T .
out the rotational DOF. One obtains [131]
P(t) =
∑
j0,j′0,v0,v
′
0
p(v0, j0;T )p(v
′
0, j
′
0;T )|〈ψj1,j0(t)|ψj1,j0(t)〉|2 (6.10)
where |ψj1,j0(t)〉 is the excited state WP and
p(v0, j0;T ) = N
′(2j0 + 1)e
−βEv0,j0 (6.11)
is a probability function with N ′ being the corresponding normalization constant.
Recall that β = 1/kBT denotes the inverse temperature and Ev0,j0 is the rovibra-
tional energy of the initial state. In order to observe a loss of coherence on the
revival timescale, higher temperatures T & 50 K of the “bath” have to be assumed.
In that range of T , the purity eq. (6.9) significantly decays. Recall that the rota-
tional DOF plays the role of the bath here. For dimers on He nanodroplets, higher
temperatures T may indeed be obtained after a very fast vibrational relaxation and
subsequent heating of the surrounding He environment, as discussed in the end of
sec. 6.2.2.
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The evolution of a vibrational WP in a harmonic oscillator (HO) potential is fully
periodic, i. e. the shape of the WP is the same at time t and at time t + Tcl. In
between, the WP may show some kind of “breathing”. When the same WP evolves
in an anharmonic potential, it loses its initial shape after several circulations due
dispersion. However, when the WP evolves in a MO-type potential, it shows a re-
vival on a longer timescale, where the original shape is restored. This phenomenon
has been observed in many molecular systems since its first theoretical investigation
by Averbukh and Perelman [119]. WP revivals are observable in dimers through
applying the well-established femtosecond pump-probe technique. More specifically,
the WP revival is observable in the corresponding pump-probe signal. An auto-
correlation function, as defined in appendix D, serves as approximate pump-probe
signal and allows to reproduce the WP revivals theoretically. The revival structures
in the autocorrelation function were also studied by Vetchinkin et. al. [132].
As discussed in the previous chapter, the vibrational WP dispersion and revival
is observable in pump-probe measurements with Rb2 dimers on He nanodroplets.
The WP in the exited state (1)3Σ+g evolves on a perfect MO potential curve and
hence fully revives at around the revival time t = Trev. The influence of the He
droplet on the dimer dynamics is so weak, that the signal contrast, and hence the
revival structure, can be studied on a nanosecond timescale. Nevertheless, the revival
amplitude decays exponentially with decay rate γD. It was concluded that the dimer
dynamics is effectively disturbed through the He droplet environment, such that
decoherence and dissipation occur in the vibrational manifold. When the underlying
dynamics is described through an effective equation, the Markovian Lindblad master
equation, one is able to reproduce and explain the exponential decay in the revival
amplitude. From the good agreement one relates the revival decay to decoherence
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induced by dissipation in the vibrational density ρ. Decoherence seems to mainly
originate from dissipation, but pure dephasing may also play a role.
In this chapter, we want to further analyze decoherence of vibrational WPs and
the effect on the pump-probe signal. The dynamics of the system (the dimer) is
always described through the zero-temperature Lindblad master equation. In the
previous chapter, we observed that corresponding decoherence is accelerated and
is faster than dissipation. However, we were not able to quantify the acceleration
factor. Here, we want to find a more quantitative expression for the “speed” of
decoherence in particular if compared to the damping timescale 1/γ (γ is used in
the Lindblad equation). Also, we want to investigate, why decoherence depends on
the initial state (initial energy) of the WP.
The fidelity, which is just the squared autocorrelation function in the case of pure
states, allows to study the WP revivals and roughly describes the actual pump-probe
signal. Here, we use the decay of the signal amplitude in the fidelity as a measure
of decoherence in the vibrational multilevel MO. An approximate expression for the
fidelity at the half revival times Trev/2 can be obtained from a closed solution of the
Lindblad master equation (see sec. 7.1). We identify the approximate expression
of the fidelity as the revival amplitude and the corresponding revival decay as a
measure for the decoherence process. Next, we show how the decay of the revival
amplitude can be related to properties of the WP. We formulate a theorem, which
states that the revival decay and hence the vibrational decoherence process is deter-
mined by some kind of “distance” in the WP, see sec. 7.2.2. Through an analytical
expression for this “distance” we find that the revival decay, and hence decoherence,
is determined by initial properties of the WP (its energy) and the dissipation rate γ.
The definition of the distance is motivated by earlier investigations on decoherence
of cat states [123]. We briefly review these investigations in sec. 7.2.1.
7.1 Fidelity of a damped WP
When a vibrational WP evolves in an anharmonic MO potential curve, WP disper-
sion and revivals are observable in the pump-probe signal. We here concentrate on
the WP dynamics in a specific electronic state of the Rb2 dimer, namely the spin
triplet state (1)3Σ+g . In the HENDI experiment, one observes revivals for the WP
dynamics in that state [56]. For all the wavelengths, which we consider in chapter
6, the most prominent excitation scheme I applies, depicted in fig. 6.3(a): The first
pump pulse creates the WP in the state (1)3Σ+g , while a significant number of ions
is induced by the second pulse. As already discussed in chapter 3, this scheme leads
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to the pump-probe signal (see eq. (3.29))
S(t) =
∑
vv′
A∗vv′ρvv′(t). (7.1)
The ρvv′ are the density matrix elements of the vibrational density ρ1(t) with respect
to the energy eigenbasis |v〉 of the electronic excited state (the state (1)3Σ+g here).
Also, the Avv′ in eq. (7.1) are complex-valued constants, which are determined by
the laser pulse parameters and molecular properties.
For an analytical approach, we consider a function, which resembles the actual
signal eq. (7.1):
C(t) = 〈ψ1(0)|ρ1(t)|ψ1(0)〉
=
∑
vv′
ρvv′(0)ρvv′(t)
=
∑
k>0
∑
v
ρv,v+k(0)2 Re{ρv,v+k(t)}+
∑
v
ρvv(0)ρvv(t).
(7.2)
Following the nomenclature in the literature, the function C(t) is referred to as
fidelity between the initial state ρ1(0) = |ψ1(0)〉〈ψ1(0)| and the state ρ1(t) at time t.
In the third line of eq. (7.2) one assumes that the initial WP ρvv′(0) = cvc
∗
v′ is made
up of real coefficients cv, which are Gaussian distributed around a central level v̄:
cv = (πσ)
−1/4 exp[−(v − v̄)2/2σ]. (7.3)
Such a Gaussian occupation of vibrational levels is very common for WPs which are
created through interaction of the dimer with a (pump-)laser pulse. Similar to the
full signal eq. (7.1), the fidelity eq. (7.2) shows the dispersion and revival of the WP.
In fact, one can calculate the time when the full and fractional revivals take place
[132].
Let us consider the free dimer first. The ρvv′ are the density matrix elements
of the vibrational WP in the first electronic state (the state (1)3Σ+g here). For the
unperturbed dimer, the density ρ1(t) stays unitary. Using the usual von-Neumann
equation, one finds that the matrix elements evolve according to
ρvv′(t) = e
−iωvv′ tρvv′(0). (7.4)
Here, the ωvv′ are the Bohr frequencies of the MO, i. e. the differences of the eigenen-
ergies of
Hmol = T + V (R). (7.5)
Therefore, for the fidelity one has
C(t) = 2
∑
k>0
∑
v
ρv,v+k(0)
2 cos[ωv,v+k] +
∑
v
ρvv(0)
2. (7.6)
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Vetchinkin et. al. studied WP revivals for vibrational WPs |ψ(t)〉 [132], which evolve
unperturbed in a MO potential. The states |ψ(t)〉 remain pure states and it is possi-
ble to study the revival structures through the autocorrelation function 〈ψ(t)|ψ(0)〉.
For the latter one obtains an analytical expression at the revival times in terms of
theta functions [132].
Our goal is an approximate analytical expression for the fidelity (eq. (7.2)), when
the density ρ1(t) no longer evolves according to the unitary von-Neumann equation,
but according to the Lindblad master equation eq. (4.44) at zero temperature (nth =
0). We only consider the Lindblad master equation which describes dissipation. It
is straightforward to also account for additional pure dephasing, but we will not
consider this aspect here. Importantly, dissipation comes along with decoherence,
and the non-diagonal elements ρv,v+∆v with ∆v > 0 decay. At times t > 0, the initial
pure state has evolved into a mixed state. The decay of the density matrix elements
affects the pump-probe signal eq. (7.1) and the fidelity eq. (7.2). In order to obtain
an (approximate) analytical expression of the latter, we require the density matrix
elements ρvv′(t) at times t > 0, as determined by the Lindblad master equation
eq. (4.44). In terms of the MO eigenbasis |v〉, the master equation reads
ρ̇vv′ = −iωvv′ρvv′+
γ
(
〈v|aρa†|v′〉 − 1
2
〈v|a†aρ|v′〉 − 1
2
〈v|ρa†a|v′〉
)
.
(7.7)
A derivation of the Lindblad master equation for a HO coupled to a bath of HOs
was given in sec. 4.1.3. Within certain approximations, see chapter 4 and the dis-
cussion of eq. (4.62), the master equation is readily applicable to the MO in order
to induce damping of WPs with rate γ. Still, the operators a, a† in eq. (7.7) are
the annihilation/creation operators of a HO, see their definition in eq. (4.61). More
specifically, they are determined by the harmonic approximation of the anharmonic
potential energy curve in eq. (7.5). The first line in eq. (7.7) is the evaluation of
the von-Neumann equation in the MO (and not the HO) energy eigenbasis |v〉. Dif-
ficulties arise in the evaluation of the second line of eq. (7.7), where one requires
approximations. In fact, two approximations seem reasonable:
1. One sticks to the MO basis |v〉. Two possibilities arise for the evaluation of
the operators on the r. h. s. of eq. (7.7). First, one may use the completeness
identity 1 =
∑
n |n〉〈n|1 of the HO eigenstates. The resulting equation can
be solved numerically. Alternatively, one replaces the annihilation/creation
operators by the corresponding quadratures eq. (4.60). The density ρ(t) is
recovered from a full numerical calculation of the corresponding Ito stochastic
1Only at this point we denote the HO eigenstates with |n〉.
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Schrödinger equation, as discussed in Chapter 4. Using the operators a, a† from
the HO approximation of the MO potential curve, but sticking to (numerically
calculated) MO eigenvectors |v〉 is only suitable for a full numerical solution
of eq. (7.7). No approximation is made in the evaluation of the unitary part
(the first line) of eq. (7.7).
2. An alternative approximation consists in using the HO basis instead of the
MO basis on the r. h. s. of eq. (7.7). This allows to evaluate the annihila-
tion/creation operators with respect to the HO state kets |v〉 and |v′〉. How-
ever, we assume the first line of eq. (7.7) to be diagonal with respect to the HO
basis. This amounts to replacingHmol (eq. (7.5)) byHmol = ~ωa†a+~ωxe(a†a)2
with the same spectrum.
The second way to approximate eq. (7.7) yields the following approximated master
equation (v, v′ ∈ N):
ρ̇avv′ = −iωvv′ρavv′ − γ
(√
v + 1
√
v′ + 1ρav+1,v′+1 +
v + v′
2
ρavv′
)
. (7.8)
The density matrix elements ρavv′ , which obey the approximate master eq. (7.8), are
marked with an “a”.
As we show in the appendix E, it is possible to give a closed solution for eq. (7.8),
see eq. (E.16). This closed solution allows to obtain the fidelity
Ca(t) ≡
∑
vv′
ρavv′(0)ρ
a
vv′(t), (7.9)
where the index “a” highlights the usage of the approximate solution of the actual
Lindblad master equation (eq. (7.7)) in the fidelity. No problems arise in the numer-
ical evaluation of Ca(t), where one may also use the numerical solution of eq. (7.8).
However, due to the fast (Bohr-)oscillations of the coherences ρvv′ , v 6= v′, in the
density matrix, the eq. (7.9) is difficult to evaluate analytically.
Therefore, we evaluate eq. (7.9) without these fast oscillations. More specifically,
we use (see eq. (E.17) in the appendix E)
Re
(
exp[iωv,v+kt]ρ
a
v,v+k(t)
)
≈ e−γ(v+k/2)tρv,v+k(0), (7.10)
for the coherences in the fidelity (eq. (7.9)) As a consequence, the fast oscillations
will be missing in the fidelity (eq. (7.9)), too. However, as we will see, the signal
amplitudes at multiples of the half revival time Trev/2 are retained. The validity of
the approximation in eq. (7.10) is discussed in the appendix E, see eq. (E.17). It
turns out that eq. (7.10) is almost exact at multiples of the half revival time Trev/2.
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The diagonal elements of the density matrix are found to be approximately given
by
ρavv(t) = exp[−γvt]
{
ρvv(0)+
ρv+1,v+1(0)(v + 1)
(
1− e−γt
)
+
ρv+2,v+2(0)(v + 1)
2
(
1
2
− e−γt + 1
2
e−2γt
)
+ . . .
}
.
(7.11)
Note that we only write terms with polynomials up to order (v+1)2 in eq. (7.11). It
may be necessary to use further terms from the full solution eq. (E.16) in eq. (7.11)
in order to correctly calculate the fidelity (see below). The validity of the expression
eq. (7.11) is discussed in the appendix E, see the discussion of eq. (E.22).
We use eq. (7.10) together with eq. (7.11) in order to calculate the fidelity
(eq. (7.9)) at multiples of the half revival time:
C
a
(t = kTrev/2) =2
∑
k>0
∑
v
ρav,v+k(0) Re
{
eiωv,v+ktρav,v+k(t)
}
+
∑
v
ρavv(0)ρ
a
vv(t)
≈
√
2
πσ
exp[−γv̄t+ γ2t2σ/8]×{∑
k
e−k
2/2σ +
1
2
+
1
2
exp[−1/2σ] (v̄ + 1/2) 2 sinh[γt/2]
1
2
exp[−2/σ]
(
(v̄ − γtσ/4)2 + σ/4
)
(cosh[γt]− 1)
}
.
(7.12)
Removing the fast (Bohr-)oscillations allows to evaluate the first line and this ex-
pression is denoted as C
a
(t). Due to the suppression of the fast oscillations, this
expression is strictly valid only at multiples of the half revival time. Nevertheless,
we use t as a continuous argument in C
a
(t). In the evaluation of the first line, we
replaced the sum
∑
v by an integral over continuous v-values, which serves as a good
approximation here. For the initial pure state density ρv,v+k(0) = cvcv+k we used
eq. (7.3) and were thus able to calculate the resulting Gauss integrals. The above
expression for C
a
(t) (eq. (7.12)) can be further simplified. By demanding a proper
normalization C
a
(0) = 1, we have√
2
πσ
(
1
2
+
∑
k>0
exp[−k2/2σ]
)
= 1 (7.13)
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Figure 7.1: Shown is the fidelity Ca(t), eq. (7.9), as obtained from the approximate
solution of the Lindblad master equation (black line). Also shown is the revival
amplitude (red line), given by C
a
(t), eq. (7.15). The revival amplitude reproduces
the half revivals of the fidelity, but small deviations from the latter are seen in the
intermediate region, where γt ∼ 0.5.
such that
1
2
+
∑
k>0
exp[−k2/2σ] =
√
πσ
2
. (7.14)
We thus arrive at the following expression for the C
a
(t):
C
a
(t) ≈ exp[−γv̄t+ γ2t2σ/8]
{
1+
1√
2πσ
exp[−1/2σ] (v̄ + 1/2) 2 sinh[γt/2]+
1√
2πσ
exp[−2/σ]
(
(v̄ − γtσ/4)2 + σ/4
)
(cosh[γt]− 1)
}
.
(7.15)
In this chapter, C
a
(t) is referred to as the revival amplitude. At this point we want
discriminate the definition of the revival amplitude against the definition in the
previous chapter 6. There, “revival amplitude” was defined as the FT amplitude
in the spectrogram F(S)(ω1, τ) of the pump-probe signal S(τ). More specifically,
the respective value at the frequency ω = ω1 and at multiples of the half revival
time Trev/2 was relevant, see sec. 6.1.1. It was advantageous to use the wavelet
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transform for the determination of the revival amplitude in the signal S, since this
method allowed to determine the revival decay of half, quarter or even eighth revival.
However, this scheme makes use of a full numerical calculation to extract the revival
amplitudes. In order to study the revival decay analytically, we make use of the
expression eq. (7.15), i. e. the fidelity without the fast oscillations. Let us compare
the fidelity Ca(t), eq. (7.9), and the revival amplitude C
a
(t) for a certain initial state
with central level v = 8.3. The MO potential is the electronic state (1)3Σ+g of the
Rb2 dimer. In fig. 7.1 we show the numerically calculated fidelity C
a(t) (eq. (7.9)),
as obtained from the full solution ρavv′(t) (eq. (E.16)) including Bohr oscillations ωvv′ .
Also shown in fig. 7.1 is the analytical expression for the revival amplitude C
a
(t)
(eq. (7.15)). As can be seen, the half revivals are very well reproduced by C
a
(t),
but the quarter revivals are not. As stated above, the revival amplitude C
a
(t) is
strictly valid only at multiples of the half revival time Trev/2. Therefore, through
the definition of the revival amplitude via eq. (7.15), one is able to quantify the
decay of the half revivals, but not of the quarter (or other fractional) revivals, see
also fig. 7.1.
We have to discuss the general validity of eq. (7.15), where we assumed that
the diagonal elements of the density are given through eq. (7.11). In general, the
form eq. (7.15) for the revival amplitude with polynomials up to order n = 2 is
valid, when the value of γt is outside an “intermediate region” (defined through
γt ∼ 0.5), see also fig. 7.1. On the other hand, for γt ∼ 0.5, it may be necessary to
use further terms from the m-sum in the full solution (eq. (E.16)) in the expression
for the diagonal elements (eq. (7.11)), such that further polynomials in the revival
amplitude (eq. (7.15)) appear. Note that their calculation is straightforward. On the
other hand, if γt 1 holds, the polynomials in the revival amplitude are negligible,
since the exponential factor (the first factor in eq. (7.15)) dominates.
In the following we restrict ourselves to small values of γt. Then, the revival
amplitude (eq. (7.15)), can be further simplified. Using
sinh[γt] ≈ γt
cosh[γt] ≈ 1 + (γt)2/2
(7.16)
in the revival amplitude (eq. (7.15)), one obtains
C
a
(t) = exp[−γtv̄]×{
1 + γt
e−1/2σ√
2πσ
(v̄ + 1/2) +O((γt)2)
}
(7.17)
in first order γt. The next order contains a term proportional to (γtv)2.
Let us summarize the result for the revival amplitude decay, expressed through
(7.15) or eq. (7.17) at small γt. An overall exponential pre-factor, which depends
126
7.2 The decoherence timescale
on the central level v, determines the revival decay. Therefore, revival amplitudes
from WPs with higher initial energy (higher v) decay faster. However, the decay is
not only determined by this pre-factor, since further polynomials contribute to the
revival amplitude. These terms also depend on the central level v.
7.2 The decoherence timescale
In this section, we determine the timescale of decoherence of a vibrational WP from
the revival amplitude decay. Interestingly, the revival decay can be characterized by
the initial conditions of the WP. More specifically, some kind of “distance” deter-
mines the decay of the revival amplitude and hence the timescale of decoherence. To
begin with, we briefly review investigations on decoherence of a “cat state”. These
investigations motivate the definition of the “distance”.
7.2.1 Decoherence of cat states
It is possible to quantify the decoherence rate for a very special superposition of
states, a so-called “cat state” (see also [6, 74] and references therein). The cat state
denotes a superposition of coherent states:
|ψ(0)〉 = 1√
2
(|α〉+ |β〉). (7.18)
To remind you, a coherent state |α〉 is the displaced ground state of a HO:
|α〉 = D(α)|v = 0〉, (7.19)
where D(α) = exp[αa† − α∗a] is the displacement operator and α ∈ C. The cre-
ation/annihilation operators a†, a of a HO are defined in eq. (4.61). A coherent state
is fully determined by the complex parameter α. In fact, the real part is given by
the position expectation value, while the complex part is given by the momentum
expectation value:
Re(α) = (1/
√
2)〈Q̂〉,
Im(α) = (1/
√
2)〈P̂ 〉.
(7.20)
The quadratures Q̂, P̂ are defined in eq. (4.60). Let the state eq. (7.19) and eq. (7.18)
evolve according to the Lindblad master eq. (7.7). A coherent state |α〉 is robust,
which means that it doesn’t change its shape for harmonic dynamics. It remains a
pure (coherent) state as it evolves in time. Hence, the coherent state does not suffer
decoherence.
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Let us consider the cat state eq. (7.18), which may be written as density matrix,
ρ(0) = (1/2)(|α〉〈α|+ |β〉〈β|+ |β〉〈α|+ |α〉〈β|︸ ︷︷ ︸
coherences
), (7.21)
if |α−β|  1. The latter amounts to the assumption that the states |α〉 and |β〉 do
not overlap in phase space, see below. According to the Lindblad master eq. (7.7),
the state eq. (7.21) evolves according to [122]
ρ(t) = (1/2)(|α(t)〉〈α(t)|+ |β(t)〉〈β(t)|+f(t)|β(t)〉〈α(t)|+f ∗(t)|α(t)〉〈β(t)|). (7.22)
The factor f(t) is approximately given through
|f(t)| ≈ exp(−γ|α− β|2t/2). (7.23)
The approximation holds if γt is small, γt  1. The factor f(t) determines the
loss of coherence between the superposed coherent states. The loss of coherence is
accelerated by the factor |α− β|2. However, in view of eq. (7.20), this differences is
nothing but the distance of the involved coherent states |α〉, |β〉 in phase space:
D2 ≡ |α− β|2 = 1
2
[
(〈Q1〉 − 〈Q2〉)2 + (〈P1〉 − 〈P2〉)2)
]
, (7.24)
where 〈Qi〉, 〈Pi〉 are the expectation values of the position/momentum quadratures
(eq. (4.60)) of coherent state |α〉, |β〉, respectively. Note that the distance D2, as
defined in eq. (7.24), is dimensionless, since the r. h. s. only contains (dimensionless)
quadratures. As a result, decoherence of the superposed coherent states |α〉 and
|β〉 is accelerated when compared to dissipation by a factor D2, which is a distance
in phase space. Let Tdiss = 1/γ denote the dissipation timescale. One arrives at a
relation between dissipation and decoherence [122, 123],
Tdiss
Tdec
= D2, (7.25)
where the decoherence timescale is given by Tdec.
7.2.2 Decoherence of vibrational wave packets
Our goal is to find a relation similar to eq. (7.25) for vibrational WPs. This equation
should relate the decoherence timescale to the dissipation timescale of the WP via
a certain factor D2.
Difficulties arise in the definition of a decoherence timescale of a vibrational WP:
The WP is made up of many coherently superposed states |v〉. In particular, one is
128
7.2 The decoherence timescale
unable to define a proper “distance” between these states. Therefore, as a measure
of decoherence of the vibrational WP, we use the decay of the revival amplitude. The
decay of the revivals uniformly describe the process of decoherence of a vibrational
WP. Recall that the revival amplitude is defined as the fidelity without the fast
Bohr oscillations, eq. (7.15). The decoherence of the WP is identified with the
corresponding revival decay. More specifically, the revival decay rate serves as the
decoherence rate of the vibrational WP. In view of eq. (7.24) we are left to find some
kind of “distance” of the vibrational WP, which determines the revival decay rate
and hence the decoherence rate.
In the remainder of this chapter we show that the variance of the corresponding
unperturbed WP determines the revival decay. Therefore, in order to determine the
revival decay, one replaces the (dimensionless) phase space distance D2 of cat states
(eq. (7.24)) by the (dimensionless) variance of the WP. Recall that the distance
for cat states is defined from the initial conditions before the decoherence process
(the interaction with the environment) takes place. In a similar fashion, we use a
(dimensionless) variance of the unperturbed WP. However, while the distance D2
stays constant for the unperturbed cat state, the variance of the WP changes in
time. Therefore, we propose that the time-integrated variance times the damping
rate, i. e.
γdist(t) ≡ (γ/2)
∫ t
0
dt′d2(t′) (7.26)
determines the revival decay. Here
d2(t) ≡ σQ̂(t)
2 + σP̂ (t)
2 (7.27)
is the dimensionless variance as defined through the sum of the variances of the
(dimensionless) quadratures Q̂, P̂ . We are thus left to show that
C
a
(t) = e−γdist(t) (7.28)
holds. One has to keep in mind that the l. h. s. of eq. (7.28) is strictly valid only at
multiples of the half revival time Trev/2. This appears to be advantageous for the
evaluation of the r. h. s. – the integration in eq. (7.26)) has to be done up to specific
values kTrev/2 with k ∈ N.
Before the integration can be done, we must find a closed expression for the
variance d2(t). The latter can be written as
d2(t) = σQ̂(t)
2 + σP̂ (t)
2 (7.29)
= 2〈|a− 〈a〉|〉2 − 1 (7.30)
= 2〈n̂〉 − 2|〈a〉|2 + 1 (7.31)
= 2
∑
v
vρvv − 2|
∑
v
√
v + 1ρv,v+1|2 + 1, (7.32)
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where n̂ = a†a denotes the vibrational occupation number operator. The last line
amounts to approximation 2., see above, which was also used to arrive at the ap-
proximate Lindblad master equation (eq. (7.8)): One uses HO state kets |v〉 in
the evaluation of the operators on the r. h. s., but the matrix elements ρvv′ evolve
according to the von-Neumann equation for the anharmonic MO, see eq. (7.4).
The first term in eq. (7.42) yields∑
v
vρvv = v, (7.33)
i. e. the central level v in the WP.
The following part deals with the evaluation of the annihilation operator “ex-
pectation value” in eq. (7.31). The reader may continue at the result eq. (7.47) on
the first reading. First, we have
〈a(t)〉 =
∑
v
√
v + 1ρv,v+1(t) (7.34)
=
∑
v
√
v + 1
πσ
e−(v−v̄)
2/2σe−(v+1−v̄)
2/2σe−iωv,v+1 (7.35)
= eit(ω−ωxe)e−1/4σ
∞∑
v=0
√
v + 1
πσ
e−(v−(v̄+1/2))
2/σe−2iωxevt (7.36)
after using the coherences eq. (7.4) with their initial value ρv,v+1(0) = cvcv+1 (see
eq. (7.3)). The sum eq. (7.36) marks a time-periodic Fourier series, for which one can
only state an approximate expression. We observe that upon setting
√
v + 1→ 1 in
eq. (7.36), this expression equals the Jacobi theta function of third kind [133] times
a phase factor:
∞∑
v=−∞
√
1
πσ
e−(v−(v̄+1/2))
2/σe−2iωxevt = e−2iωxe(v̄+1/2)tΘ3(ωxet|i/πσ). (7.37)
Note that due to the Gaussian function on the l. h. s. of eq. (7.37), no problem arises
in setting the lower summation index to v = −∞. The Jacobi theta function is
defined through
Θ3(u|τ) =
∞∑
n=−∞
exp[iπτn2 − 2inu]. (7.38)
Relevant properties of this theta function are given in the appendix of the paper by
Vetchinkin [132]. Using these properties, we are able to obtain a closed expressions
for the theta function (eq. (7.37)). For the absolute squared of the latter, one obtains
|Θ3(ωxet|i/πσ)|2 = exp[−2σω2x2et2] |Θ3(−iπσωxet|iπσ)|
2 (7.39)
≈ exp[−2σω2x2et2]. (7.40)
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In the second line, we used the transformation property of the theta function (Jacobi
transformation, see [132]). Eq. (7.40) uses the fact that Θ3 ≈ 1 if σ > 1 is large
and if t is not in the vicinity of the first half revival time, t  π/ωxe = Trev/2, see
also [132]. Therefore, the absolute squared of the theta function eq. (7.39) yields a
Gaussian centered around t = 0. Thus, we have
|〈a(t)〉|2 = 1
πσ
e−1/2σ
∣∣∣∣∣∑
v=0
√
v + 1e−(v−(v̄+1/2))
2/σe−2iωxevt
∣∣∣∣∣
2
(7.41)
=
1
πσ
e−1/2σ
∣∣∣∣∣∣
∑
v≥−(v̄+1/2)
√
v + v̄ + 3/2e−v
2/σe−2iωxevt
∣∣∣∣∣∣
2
(7.42)
≈ 1
πσ
e−1/2σ
∣∣∣∣∣
∞∑
v=−∞
√
v̄ + 3/2e−v
2/σe−2iωxevt
∣∣∣∣∣
2
(7.43)
= e−1/2σ(v̄ + 3/2) |Θ3(ωxet|i/πσ)|2 (7.44)
≈ e−1/2σ(v̄ + 3/2) exp[−2σω2x2et2]. (7.45)
The approximation in the third line, eq. (7.43), where we set v → 1 in the the square
root, is possible due to the Gaussian function. This approximation is justified for
WPs with v̄ & 4 and σ . 5, which is indeed the case for most of the WPs we
consider here. In the fifth line (eq. (7.45)), we used the Jacobi transformation and
the approximation eq. (7.40). Note that the periodicity of the theta function, see
[132], results in the periodicity of whole expression eq. (7.41):
|〈a(t− kTrev/2)〉|2 = |〈a(t)〉|2. (7.46)
Then, for the integration of |〈a(t)〉|2 up to t = Trev/2 we obtain∫ Trev/2
0
|〈a(t)〉|2dt ≈ e−1/2σ
∫
R
(v̄ + 3/2) exp[−2σω2x2et2] dt (7.47)
=
Trev
2
1√
2πσ
e−1/2σ(v̄ + 3/2). (7.48)
Using the trivial integration of the average number, eq. (7.33), together with eq. (7.48),
the integration of the phase-space variance d2(t) (eq. (7.32)) up to multiples of the
half revival time yields∫ kTrev/2
0
d2(t)dt = kTrev
(
v − e
−1/2σ
√
2πσ
(v̄ + 3/2) + 1/2
)
. (7.49)
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The integration up to kTrev/2 is required in order to obtain γdist(t) on the r. h. s. of
eq. (7.28). Setting t = kTrev/2, we obtain
γdist(t) = γt
(
v +
1
2
− e
−1/2σ
√
2πσ
(v̄ + 3/2)
)
. (7.50)
With this expression at hand, we are left to show the validity of eq. (7.28). Indeed,
we find that
exp[−γdist(t)] = exp
[
−γt
(
v +
1
2
− e
−1/2σ
√
2πσ
(v̄ + 3/2)
)]
(7.51)
= exp[−γt(v̄ + 1/2)]×{
1 + γt
e−1/2σ√
2πσ
(v̄ + 3/2) +O((γt)2)
}
(7.52)
holds in first order γt. The first line, eq. (7.51), is in the following referred to as
decoherence function. The approximation of the latter, eq. (7.52), nearly equals the
revival amplitude in first order γt (see eq. (7.17)). More specifically, the revival
amplitude differs from the expanded decoherence function (eq. (7.52)) only by a
factor e−γt/2 and a term 1/2 instead of 3/2 in the second line. One may immediately
write down the next order ∼ (γt)2 in exp[−γdist(t)] (eq. (7.51)). This yields an
additional term proportional to (γtv̄)2, which one also obtains in eq. (7.17). However,
these terms next-to-leading order in γt are not fully identical. To conclude, we
showed that eq. (7.28) holds in first order γt and is still approximately valid in the
higher order (γt)2.
We have the following result: From the (approximate) variance of the unper-
turbed WP in the MO, we obtain the function γdist(t) (eq. (7.50)), which describes
the decoherence of the WP. In fact, the latter determines the decay of the revival
amplitude. The WP decoherence is thus well described by the decoherence function
(eq. (7.51)), which depends on the (time-integrated) variance of the unperturbed
WP. Note that γdist(t), eq. (7.50), is dimensionless and, hence, does not define a
rate. From eq. (7.50), it is straightforward to arrive at the decoherence rate:
γ′dist =
∂
∂t
γdist(t)
= γ
(
v +
1
2
− e
−1/2σ
√
2πσ
(v̄ + 3/2)
)
.
(7.53)
This equation is the central result of this chapter, since it allows us to obtain the
decoherence timescale, i. e. the relation between dissipation and decoherence in a
MO-like multilevel system. From eq. (7.53) we obtain
Tdiss
Tdec
=
γ′dist
γ
= v +
1
2
− e
−1/2σ
√
2πσ
(v̄ + 3/2). (7.54)
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Comparing eq. (7.25) with eq. (7.54), the r. h. s. of the latter can be viewed as
analog of the acceleration factor D2, which determines the decoherence timescale of
cat states. Accordingly, the WP decoherence is mainly determined by the central
vibrational level v, i. e. the central vibrational energy. However, although the first
term is dominant in eq. (7.53), the third term (negative sign) leads to a slight
deceleration of decoherence. In general, according to eq. (7.54), WPs with higher
energy show a faster decoherence, which is equivalent to a faster decay of revivals.
Eq. (7.53) explains the scaling behavior of the revival decay: Increasing the laser
excitation wavelength λ (and hence v) but keeping the damping rate γ constant, the
revivals decays faster. Therefore, for higher v in the WP, decoherence is enforced.
Note that all these findings hold for decoherence induced by dissipation. If additional
pure dephasing is taken into account, the formula eq. (7.54) has to be revised. Still,
the latter equation can serve as an upper bound for the decoherence timescale Tdec.
Let us apply our findings to WP dynamics in the electronic state (1)3Σ+g of the
Rb2 system, which is parameterized by a MO potential curve. In fig. 7.2 we show
the fidelity Ca(t) (eq. (7.9)), as obtained from matrix elements ρav,v+k(t) (eq. (E.17)
and eq.(E.22) in the appendix E) for various initial energies. Using these matrix
elements allows to calculate the fidelity Ca(t) (eq. (7.9)) numerically. In the un-
derlying Lindblad eq. (7.8), we use the damping parameters γ = 0.69 ns−1 for the
WP with v̄ ' 14 and γ = 0.5 ns−1 for the other WPs. These parameters were
also used in the theoretical study of the Rb2 experiment, see fig. 6.11. Also shown
in fig. 7.2 is the revival amplitude C
a
(t) (eq. (7.15)). The decoherence function
e−γdist(t), eq. (7.51), times eγt/2 nicely reproduces the revival amplitude for the dif-
ferent WPs with v̄ ∈ [4, 14], as can be see in fig. 7.2. Clearly, deviations between
the decoherence function and revival amplitude C
a
(t) are visible in an intermediate
region, for instance at around γt ' 0.75 for WPs with v ' 4. We attribute these
deviations to approximations which had to be made to arrive at the decoherence
function eq. (7.51). Next, we can compare the revival amplitude or, equivalently,
the decoherence function (eq. (7.51)) with the fully numerically calculated revivals,
as obtained in the previous chapter for Rb2. To remind you, we solved the Lind-
blad master equation (eq. (7.7)) by means of approximation 1., see sec. 7.1. The
resulting numerical signal was analyzed through the spectrogram technique, as also
explained above in sec. 7.1. From the spectrogram, we extracted exponential decay
rates γD for several v of the WP. Thus, we compare these rates γD with our de-
coherence rates γ′dist (eq. (7.53)). For the comparison, the reader is referred to the
discussion in sec. 6.2.2 and to fig. 6.9. As a result, we find that γ′dist only slightly
deviates from the revival decay rates γD, which were obtained from the numerically
calculated pump-probe signal S(τ). Again, as stated above, the decoherence rate
only allows to quantify the decay of the half revival amplitudes. At this stage, from
our analytical approach, no statements can be extracted about quarter revivals (for
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Figure 7.2: Shown is the fidelity Ca(t) (eq. (7.9), black curve) and the corresponding
revival amplitude (eq. (7.15), red curve) for various initial central levels v of the
WP. The decay of the latter is nicely described by the decoherence function (times
exp[γt/2]) (blue curve). Also shown are the experimental amplitudes at the half revival
times (purple crosses).
∆v = 2) or other fractional revivals (for ∆v = 3, 4 etc. ). However, since the rates
γD for ∆v = 1 and ∆v = 2 are nearly equal in the numerically calculated signal, see
again fig.6.9, it is not expected that an analytical approach will predict a different
behavior. Hence, the rate γ′dist (eq. (7.53)) should also hold for the decay of the
quarter (or higher order) revivals.
Finally, we compare the revival amplitude and decoherence function with the
actual revival decay as observed in the Rb2 experiment. As done for the fully
numerically calculated signal, the experimental revival amplitudes are extracted
from a wavelet analysis. The corresponding result for the lowest order beats (∆v =
1) are depicted in fig. 7.2. The experimental revival amplitude is comparable to
the decoherence function (eq. (7.51)) times eγt/2 at larger central levels v & 6, but
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deviations are observable at lower v.
135
7. Decoherence in anharmonic multilevel oscillators at T = 0
136
8
Conclusion and Outlook
In general, a quantum mechanical system cannot be considered as isolated due to
an ubiquitous interaction with an environment [7, 8, 81]. Decoherence and dissipa-
tion appear in any quantum system which interacts with the environment. A full
quantum mechanical description of a system in contact with a possibly macroscopic
environment is usually a much too complex problem to solve. A weak system-
environment coupling allows for a description of the system dynamics in terms of
solvable master equations [7, 81]. These equations allow to capture the full essence
of the dynamics of the reduced system.
As we showed in this thesis, a theoretical model based on dissipative quantum
dynamics allows to explain experiments, which study dimers on helium droplets by
means of fs pump-probe spectroscopy. We used the quantum optical Born-Markov
master equation to describe dissipation and accompanying decoherence in dimers
on helium droplets. Indeed, comparing corresponding theoretical and experimental
results, we found that these processes occur in attached dimers. In order to repro-
duce and explain experimental findings, further mechanisms were included in the
model. We found that, apart from vibrational decoherence, electronic decoherence
occurs, possibly induced by classical fluctuations. Second, a stochastic desorption
of dimers off the droplet must be accounted for. Last but not least, we found that
superfluidity of the quantum host seems to play a role in these experiments.
A motivation for this thesis was given through the experiment by Claas et. al. [54].
Here, the helium nanodroplet isolation technique was combined with the well-establi-
shed femtosecond pump-probe spectroscopy. In the experiment, one creates a co-
herent vibrational dynamics (a wave packet) in dimers on helium droplets. The
vibrational wave packet dynamics is probed by a second, time-delayed laser pulse.
Interestingly, experimental results obtained from dimers on helium droplets deviate
from calculations, which consider the dimer as isolated and unperturbed. Hence,
the helium droplet must have an influence on the vibrational motion of the dimer.
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Our goal was to phenomenologically account for these influences in the description
of the dimer dynamics. The assumption of vibrational dissipation and decoherence
was a central aspect of the theoretical model.
We started with a brief overview on experimental and theoretical investigations
involving helium nanodroplets in chapter 2. Here, emphasis was put on the discus-
sion of frictionless motion in a (bulk) superfluid. We gave an overview on studies
with helium nanodroplets and discussed their structural properties. We also dis-
cussed experiments with attached atoms and molecules in more detail. In chapter
3 we outlined the creation of coherent vibrational dynamics in dimers by means of
femtosecond laser pulses. The numerical exact calculation of the pump-probe signal
for (unperturbed) dimers in the gas phase was discussed. In this chapter, we con-
centrated on the nuclear degrees of freedom of the dimer and left out any possible
environmental influence on the dimer dynamics. Moreover, we stressed that the
Morse potential often serves as a good approximation for internuclear potentials of
dimers. A master equation in Lindblad form allows to describe dissipation in near-
harmonic systems fully quantum mechanically, as outlined in chapter 4. We used
the involved damping rate γ as a fit parameter. This parameter was later adjusted
to find best agreement with experiment. The Lindblad equation can be solved in an
efficient way by using the equivalent stochastic Schrödinger equation for pure states
(see also chapter 4).
We investigated the dynamics of K2 dimers on helium droplets in chapter 5.
Here, we compared calculated gas phase spectra with experimental results. This
procedure allowed to identify features which only appear in spectra from dimers
on helium droplets, but not in the gas phase. For the phenomenological model
description, we assumed:
1. Shifts of electronic potential energy surfaces and fluctuating shifts around
constant shifts.
2. Damping and accompanying decoherence of the vibrational dynamics.
3. Desorption of dimers according to a stochastic probability distribution.
By adjusting corresponding model parameters, we were able to reproduce experi-
mental findings. For the K2 system, all the listed model ingredients were necessary
in order to reproduce the experimental result. Fluctuating shifts were identified as
possible source of electronic decoherence in the dimer. Indeed, experimental spectra
supported the assumption that electronic decoherence occurs in attached dimers.
Damping of vibrational WPs was found to be different in the electronic excited and
ground state, respectively. While the WP dynamics in the excited state is rapidly
damped, the vibrational motion in the ground states seems to be nearly frictionless.
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This behavior was related to superfluidity in bosonic 4He droplets, to which the
dimers are attached. Importantly, we had to assume a fast desorption of dimers,
taking place several picoseconds after the vibronic excitation.
Next, we studied the dynamics of Rb2 dimers in more detail (chapter 6). The-
oretical calculations reveal that this dimer is oriented such that the molecular axis
lays parallel to the droplet surface [49], in contrast to most spin singlet dimers. In
the experiment with Rb2 dimers on helium droplets, one observed a very long-lasting
oscillatory behavior of the pump-probe signal, but a decay of the revival amplitude.
Due to the orientation of the dimer on the droplet, weak dimer-droplet couplings
may apply. Nevertheless, we were able to relate the measured revival decay in the
signal to vibrational dissipation which is accompanied by decoherence. Decoherence
induced by dissipation was identified as the main mechanism behind the experimen-
tally observed revival decay. However, additional pure dephasing would be necessary
to fully explain the experimentally observed decay of the higher order beats. This
point should be investigated in more detail in future studies. On the other hand,
a scenario based on fast dissipation and rapid desorption of dimers off the droplet
cannot explain the measurement. A free rotational motion at finite temperature
cannot explain features of the measurement, too. The vibrational decoherence may
have other origins, such as coupling between internal degrees of freedom at finite
temperature. Still, the full dynamics of Rb2 dimers on helium droplets is not yet
totally understood – besides vibrations and free in-plane rotations, a hindered out-
of-plane rotation of the molecule was found to occur [49]. The role of the latter and
the intricate interaction between all kinds of dynamics should be investigated in the
future.
Chapter 7 was devoted to an in-depth examination of the revival decay in Morse-
like systems. Importantly, we assumed that the WP dynamics in a MO system
always evolves according to the zero-temperature dissipative Lindblad master equa-
tion. Dissipation is accompanied by decoherence, but the latter appears to be ac-
celerated here. The revival decay served as a uniform indicator for the decoherence
process. We found that the revival decay is significantly determined by the energy of
the initial WP. Motivated by earlier findings [75], we identified the (integrated) vari-
ance of the unperturbed WP as the decisive quantity of the decoherence timescale.
The variance takes over the role of the “distance”, which often determines the de-
coherence timescale of a quantum system [74]. As a result, we found a formula
which relates the decoherence to the dissipation timescale in Morse-like systems.
Moreover, this formula allows to determine the revival decay in these systems. Con-
cerning experiments with Rb2 on helium droplets [56], we found that our analytical
approach allows to describe the observed revival decay to a satisfactory degree.
Some features of the revival decay, which are seen in experiments with Rb2,
require further theoretical investigations. The role of pure dephasing should be
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studied in more detail. It would be helpful to find an analytical formula for the
decay of the higher order beats with ∆v > 1. The investigations on the decay of the
fundamental beats (∆v = 1) in chapter 7 could serve as a starting point.
The description of both experiments (K2, Rb2) was based on a well-established
Lindblad master equation, which allowed to phenomenologically include dissipation
and decoherence in the simulation of the dimer dynamics. The corresponding damp-
ing rates γ were used as fit parameters to find best agreement with experimental
results. In future studies, one should go beyond this approach and try to find an
expression for the damping parameters from full microscopic considerations. One
should account for the structure of the helium bath with its characteristic disper-
sion relation. An exact dimer-droplet interaction potential is necessary, which is,
according to [49], currently underway for spin triplet Rb2 on smaller He clusters.
Aiming to find a (Lindblad) master equation for the coupled dimer, the treatment
of the (an-)harmonic oscillator coupled to a bath of harmonic oscillators and the
Golden Rule expression for γ (see also chapter 4) could serve as a starting point. As
for the role of superfluidity, one should do experimental studies with dimers on non-
superfluid 3He droplets and compare them with previously obtained experimental
and theoretical results.
Current experiments investigate three-atomic molecules (trimers) on helium drop-
lets by means of femtosecond spectroscopy [47]. It would be interesting to investigate
whether the effective approach used in this thesis applies to these experiments as
well. The theoretical description of wave packet dynamics in trimers is more de-
manding. Simulations based on an effective dissipative equation could serve as a
starting point for future studies.
It was demonstrated, that femtosecond laser pulses allow to control the dynamics
of molecules [9]. The ultimate goal of these experiments is to steer the outcome of a
chemical reaction. The role of environmental induced dissipation and decoherence,
for instance due to the presence of a superfluid environment, should be investigated
in more detail for these experiments. It would be interesting to investigate the role
of the superfluid host in quantum control studies. Again, an effective approach could
pave the way for further, fully microscopic studies.
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Appendix A
Time propagation scheme
This chapter is based on the appendix A.5.2 in the book of Rice and Zhao [134].
We consider a state vector |ψ(t)〉, which obeys the TDSE
i~∂t|ψ(t)〉 = H|ψ(t)〉. (A.1)
When the Hamilton operator H is time independent, the state vector evolves ac-
cording to
|ψ(t+ ∆t)〉 = e−(i/~)H∆t|ψ(t)〉
≈ e−(i/2~)TN∆te−(i/~)V∆te−(i/2~)TN∆t|ψ(t)〉
(A.2)
in the time from t to t+∆t. The second line is an approximation to order (∆t)3, such
that the time-step ∆t must be chosen sufficiently small. The full propagator has
been split into a kinetic energy part (with TN) and a potential energy part (with V ).
Using a grid-based representation of the wave function ψ(R, t), the formal solution
of the TDSE is given by multiplying with exponential factors in either position or
Fourier/momentum space. One makes use of the FFTW scheme for the FT and the
overall propagation scheme (eq. (A.2)) is referred to as split-operator method [68].
The method can be extended to the propagation of the state vector during the
interaction with an applied laser field, where the molecule is electronically excited.
More specifically, let the full state vector |Ψ〉 =
∑
i |i〉|ψi〉 obey the TDSE
i~∂t|Ψ(t)〉 = H|Ψ(t)〉 (A.3)
with
H = TN + V +W. (A.4)
We only consider two electronic states here, but the generalization to more states is
straightforward. In the electronic basis, the kinetic energy can be written as matrix
TN =
(
t 0
0 t
)
, (A.5)
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while the potential energy reads
V =
(
V0 0
0 V1
)
(A.6)
and the interaction is given by
W (t) =
(
0 −µε(t)
−µε(t) 0
)
. (A.7)
The Hamiltonian H is explicitly time-dependent due to the term W (t) which con-
tains the laser pulse envelope ε(t). The matrix W is hermitian, i. e. one can always
find a unitary matrix S such that
D(t) = S−1(t)W (t)S(t), (A.8)
where D(t) is diagonal. Note that the matrix S(t), which diagonalizes W (t), also
depends on time t. The elements on the diagonal of D(t) are the eigenvalues of
W (t), which are denoted by e0(t) and e1(t).
In order to propagate the state vector from time t to t+∆t during the interaction,
on applies
e−(i/~)H∆t =e−(i/2~)TN∆te−(i/2~)W∆te−(i/~)V∆t
× e−(i/2~)W∆te−(i/2~)TN∆t
(A.9)
to the state vector |Ψ(t)〉. For the propagation of the corresponding wave function
Ψ(R, t), one uses the property that the matrix e−(i/2~)TN∆t is diagonal in momentum
space, while e−(i/~)V∆t is diagonal in position space. Hence, the FT scheme from
above is applicable. For the multiplication with e−(i/2~)W∆t, one uses eq. (A.8) and
the fact, that the matrices S also diagonalizes the matrix e−(i/2~)W∆t:
S−1e−(i/2~)W∆tS = diag(e−e0(t)(i/2~)∆t, e−e1(t)(i/2~)∆t)
= e−(i/2~)D(t)∆t.
(A.10)
For the propagation in position space, one therefore applies
e−(i/2~)W∆te−(i/~)V∆te−(i/2~)W∆t
=S(S−1e−(i/2~)W∆tS)S−1e−(i/~)V∆tS(S−1e−(i/2~)W∆tS)S−1
=(Se−(i/2~)D(t)∆tS−1)e−(i/~)V∆t(Se−(i/2~)D(t)∆tS−1)
(A.11)
to the wave function Ψ(R, t).
In practice, the matrices S(t), which do not depend on TN and V , are deter-
mined in the beginning of the numerical calculation through a diagonalization rou-
tine. These matrices depend on the actual field parameters at time t. A typical
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femtosecond pulse may have a duration (full rise and decay) of 500 fs. For a prop-
agation time step ∆t = 1 fs, one requires 500 matrices S. Although the expression
Se−(i/2~)D(t)∆tS−1 in eq. (A.11) can be bunched together to a single matrix, one
requires 2 ∗ 500 = 103 matrix multiplication at every time step. The propagation
during the pulse interaction therefore marks the most time consuming part of the
calculation.
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Appendix B
Signal processing
In order to compare the calculated signal S(τ) with the experimentally measured
signal Sexp(τ), one applies a signal processing and scaling scheme. The processing
is also required for the subsequent FT and wavelet analysis.
The calculated signal S(τ) is the final state occupation probability after the probe
pulse and has values between 0 and 1. In the first step, this “raw” signal needs to be
centered around the S = 0 axis. One therefore calculates the convolution (S ∗H)(τ)
of the signal S(τ) with a small Heaviside function H(t).1 In the convoluted signal,
the fast signal oscillations are “washed out”. The centering is achieved through
Sc(τ) ≡ S(τ)− (S ∗H)(τ). (B.1)
Next, the centered signal Sc(τ) is normalized by demanding
N
∫ τmax
0
dτSc(τ)
2 = 1 (B.2)
and adjusting the normalization constant N. The centered and normalized signal
S ′(τ) is marked with a prime.
Note that in the experiment, one measures the absolute numbers of collected ions
at the detector, whereas the total number of molecules (both neutral and ionized)
is unknown. On the other hand, from the calculation, we obtain the signal as
probabilities between 0 and 1. Hence, the amplitude of the theoretical signal S ′(τ)
cannot be compared to the absolute ion yield of the experiment Sexp(τ). In order
to compare the experimental and theoretical signal, we scale the theoretical signal
with a scaling factor x. This scaling factor is determined through a comparison
of the theoretical and experimental spectrogram. First, the experimental signal is
processed according to eq. (B.1) and normalized according to eq. (B.2). Hence, the
1 More specifically, before the convolution is done, the signal is mirrored at τ = 0 and τ = τmax.
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absolute amplitude values in Sexp(τ) are discarded. The normalized experimental
signal is denoted as S ′exp(τ). Let us denote the resulting theoretical and experimental
spectrogram with F(S ′)(ω, τ) and F(S ′exp)(ω, τ), respectively. The scaling factor x
for the theoretical signal S ′(τ) is chosen such that the overall error
Err(x) ≡
∫∫
dτdω(xF(S ′)(ω, τ)− F(S ′exp)(ω, τ))2 (B.3)
is minimal. From the condition Err′(x) = 0, one obtains the scaling factor
x =
∫∫
dτdωF(S ′)(ω, τ)F(S ′exp)(ω, τ)∫∫
dτdωF(S ′)(ω, τ)2
. (B.4)
Therefore, the normalized theoretical signal S ′(τ) is multiplied with x from eq. (B.4).
The normalized experimental signal S ′exp(τ) is left unchanged.
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Appendix C
Rotational transition amplitude
The full rovibrational wave function of the dimer (eq. (3.11)) contains a vibrational
and a rotational part. Occupation of rotational levels may play a role in the study
of vibrational wave packets, when the dimer is coupled to a finite temperature bath.
When rotational levels are taken into account, selection rules apply in an in-
duced transition from electronic state i = 0 to state i = 1. More specifically, for
transitions between different rovibrational eigenstates (j1,m1)← (j0,m0) of the re-
spective electronic surfaces i = 0, 1, the rovibrational wave function of the electronic
excited state is given through
χj1,m1(R, t) = C
(pump/probe)
j1,m1;j0,m0
ψj1,j0(R, t). (C.1)
In this expression, ψj1,j0(R, t) is the vibrational part of the wave function, i. e. the
vibrational wave packet. The indices j0, j1 are reminiscent of the rotational quantum
numbers in the effective potential of electronic state i = 0, 1, respectively. We focus
on the rotational factor C
(pump/probe)
j1,m1;j0,m0
in eq. (C.1). This factor appears in the full
dipole coupling matrix element:
〈j0,m0, 0|~d · ~ε|j1,m1, 1〉 = µ01(R)C(pump/probe)j1,m1;j0,m0 . (C.2)
To remind you, µ01(R) is the projection of the transition dipole moment onto the
polarization vector ~ε of the electric field. The rotational factor on the r. h. s. of
eq. (C.2) and eq. (C.1) is given through
C
(pump/probe)
j1,m1;j0,m0
=
∑
p
(−1)pε−p
√
2j1 + 1
√
2j0 + 1
×
(
j0 1 j1
m0 p −m1
)(
j0 1 j1
0 0 0
)
.
(C.3)
A similar expression is given in [128]. For a derivation of eq. (C.3), see [58]. We
assume a linear polarization of the electric field vectors of pump and probe pulse,
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Figure C.1: Shown is the orientation of the transition dipole moment vector ~µ,
which is assumed to point along the laboratory z-axis. Also shown is the orientation
of the linear polarization vectors of pump and probe laser field, respectively.
respectively. It is convenient to expand the respective polarization vector in the
complex basis with unit vectors e1, e−1, e0, see [58]:
~ε =
∑
p
εpep. (C.4)
The expression eq. (C.3) contains the Wigner 3j symbol, which imposes selection
rules [58]. For instance, if p = 0, only transitions with the differences ∆m = 0 and
∆j = ±1 between the respective quantum numbers are allowed for. For electronic
Σ← Σ transitions, maximal occupation in the final state is obtained for an electric
field polarization vector which is oriented parallel to the molecular internuclear axis
[135].1 We assume an alignment of molecules such that the vector of electric field
polarization ~ε and of transition dipole moment ~µ are oriented parallel to each other.
For instance, both vectors can be assumed to point along the laboratory z-axis.2
Consequently, for the first (pump) pulse one can set εpump0 = 1 and ε
pump
±1 = 0 in
eq. (C.3). In the pump-probe setup, the polarization of the field vector of the probe
pulse can be chosen differently from that of the pump pulse. Then, the polarization
vectors of pump and probe pulse span an angle α, as depicted in fig. C.1. On the
other hand, the probe pulse can always be assumed to lay in the x-z-plane, see again
fig. C.1. This setup leads to εprobe0 = cosα and ε
probe
±1 = ± sinα/
√
2 in eq. (C.3).
1For Π ← Σ transitions, maximal occupation in the final state is obtained, when molecular
axis and polarization vector are oriented perpendicular to each other [135]. This type of electronic
transition is not considered in the actual treatment of rotational DOF in chapter 6.
2Random orientation of the dimer on the droplet requires an angle averaging procedure, which
has to be deferred to a later study.
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Appendix D
Dispersion and Revival
In this section we consider the WP evolution in a harmonic (HO) and Morse (MO)
potential. The WP at time t can be written in the form
|ψ(t)〉 =
N∑
v=0
cve
− iEvt~ |v〉, (D.1)
see also eq. (3.24). The index v denotes the levels in the anharmonic potential and cv
is a complex-valued coefficient. The HO energy levels are given by eq. (3.16) and are
equally spaced. For the MO potential energy curve (eq. (3.17)), the eigenenergies
are given by (0 ≤ v ≤ vmax)
Ev = ~ωv − ~ωxev2. (D.2)
Here, xe denotes the anharmonicity constant of the MO, which is related to the
vibrational energy ω and dissociation energy De as follows [59]:
xe ≡
~ω
4De
. (D.3)
First, we consider a vibrational WP in an arbitrary, not necessary Morse-like poten-
tial V (R). The levels in the superposition are assumed to be Gaussian distributed
around a central level v̄, see eq. (3.36), and Ev̄ is the vibrational energy that cor-
responds to v. The WP evolves on the (not necessary Morse-like) potential energy
surface. To further analyze eq. (D.1), i. e. the evolution of the WP on the potential
surface, we use an expansion of the eigenenergies Ev of that surface around the
central energy level Ev̄. For an expansion up to second order in (v− v̄), one obtains
Ev = Ev̄ +
dE
dv
∣∣∣∣
v̄
(v − v̄) + 1
2
dE2
dv2
∣∣∣∣
v̄
(v − v̄)2 + (. . . )
= Ev̄ +
2π~
Tcl(Ev̄)
(v − v̄)− (2π~)
2
2T 3cl
T ′cl(v − v̄)2 + (. . . ).
(D.4)
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For the second line, we use the relation [60]:
dE
dv
∣∣∣∣
v̄
=
2π~
Tcl(Ē)
. (D.5)
Here, Tcl(Ē) is the classical circulation time at energy Ē. From the expansion
eq. (D.4), we obtain properties of the coherent WP, eq. (D.1), on several timescales:
• At short times t, we neglect the quadratic term in the expansion eq. (D.1) and
obtain
Ev ≈ Ev̄ +
2π~
Tcl(Ev̄)
(v − v̄). (D.6)
This approximation yields
|ψ(t+ Tcl)〉 = e−
i
~Ev̄Tcl |ψ(t)〉 (D.7)
for the state vector at time t+Tcl. Hence, one obtains a periodicity of the local-
ization probability with period Tcl. For the HO, eq. (D.6) is exact: Eq. (D.7)
means that the WP circulates without dispersion with the classical oscillation
period Tcl = 2π/ω. In an anharmonic potential, the initial phase relation in
the WP, eq. (D.1), gets lost after several circulations, i. e. one observes a dis-
persion of the WP. Importantly, at later times, the initial phase relation may
be full restored.
• In order to study the WP evolution on a longer timescale, we consider the
expansion of Ev up to second order, i. e. eq. (D.4). Note that this expansion
is exact for the Morse oscillator with energy levels eq. (D.2). For the MO, one
obtains Tcl = 2π/ω and
π~T ′cl
T 2cl
= xe. (D.8)
The WP evolves according to
|ψ(t)〉 = e−
i
~Evt
∑
v
cv+v̄ exp
{
2πi
(
v2xe − v
) t
Tcl
}
|v + v〉. (D.9)
Usually, the anharmonicity parameter is small, such that xe  1. First, we
assume 1/xe ∈ N and even. In this case the size v2 − v/xe ∈ N. Considering
the WP eq. (D.9) at t′ = t+ Tcl/xe, one obtains
|ψ(t+ Tcl/xe) = e−
i
~Ev̄Tcl/xe|ψ(t)〉. (D.10)
The wave packet is reconstituted at the so-called revival time Trev ≡ Tcl/xe.
This phenomena is referred to as the revival of the WP. At the revival time,
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the initial phase relation in the WP is re-established. For the MO, the WP
is perfectly reconstituted at the revival time, since the expansion up to second
order in v is exact. Note that at the half revival time t = Tcl/2xe, the even
eigenfunctions |2v〉 are out of phase by eiπ = −1 with the odd eigenfunctions
|2v+ 1〉. At this time, the wave packet is fully reconstituted but phase shifted
as compared to the initial WP [95].
At fractions of the revival time, t = p
2q
Trev, where p/q is an irreducible fraction
of integers, the WP is constituted of exact q “copies” of the original wave
packet [95, 119]. These copies have a distance Tcl/q in time. The partial re-
constitution of the initial WP is referred to as “fractional revival” [119]. For
instance, at the quarter revival time t = Trev/4, the original WP splits into
two partial WPs.
For the revival, we assumed 1/xe ∈ N and even. For arbitrary 1/xe, the full
re-constitution occurs up to an additional global phase factor [60], which we
do not specify here.
The dispersion and revival is best visualized through the autocorrelation function
A(t) = 〈ψ(0)|ψ(t)〉, (D.11)
i. e. the overlap between initial and time-evolved WP. Note that the autocorrelation
function in a sense resembles the full pump-probe signal. The position of the initial
WP, where the overlap is maximal, defines the “Franck Condon window”. The time-
evolved WP periodically leaves and enters this region, such that the autocorrelation
function shows an oscillatory structure. A thorough discussion of recurrences in the
autocorrelation function due to vibrational WP revivals can be found in [132].
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Appendix E
Closed solution of the Lindblad
master equation for MO-type
systems
We here show that it is is possible to give a closed solution of the approximate
Lindblad master eq. (7.8), which reads (omitting the index “a” in the following):
ρ̇v,v+k = −iωv,v+kρv,v+k−γ
(√
v + 1
√
v + k + 1ρv+1,v+k+1 + (v + k/2)ρv,v+k
)
. (E.1)
From eq. (D.2), the MO Bohr frequencies read
ωv,v+k = −ωk + 2ωxevk + ωxek2. (E.2)
It is advantageous to consider the differential eq. (E.1) in another reference frame.
We define
ρ̃(t)v,v+k = e
γ(v+k/2)t+iωv,v+ktρ(t)v,v+k (E.3)
and obtain the following differential equation for the transformed density ρ̃:
ρ̃(t)v,v+k = γ
√
v + k
√
v + k + 1e−γt−2iωxekt ˙̃ρ(t)v+1,v+k+1 (E.4)
≡ γv(k)e−γc(k)t ˙̃ρ(t)v+1,v+k+1. (E.5)
We here defined
γv(k) ≡ γ
√
v + 1
√
v + k + 1 (E.6)
and
γc(k) ≡ γ + 2iωxek, (E.7)
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which is a complex-valued “damping constant”. It is advantageous to define a vector
~x(k) = (xv(k))v=0...M−1
≡ (ρ̃v,v+k)v=0...M−1 ,
(E.8)
where M denotes the number of vibrational levels taken into account (the number of
diagonal elements). In this vector, xv(k) denotes the k-th off-diagonal in the density
matrix ρ̃v,v+k and xv(0) is the diagonal of the latter. Using eq. (E.8), eq. (E.5) can
be written as system of differential equations:
~̇x(k)(t) = e−γc(k)t
 0 γ0(k) 0 0 . . .0 0 γ1(k) 0 . . .
0 0 0
. . . . . .

︸ ︷︷ ︸
=A(t)
~x(k)(t) (E.9)
≡ A(t)~x(k)(t). (E.10)
The matrix A(t) is nilpotent such that AM = 0. The formal solution of eq. (E.10)
is given through
~x(k)(t) = Te
∫ t
0 A(s)ds~x(k)(0), (E.11)
where one must take care of correct time ordering. This is formally expressed
through a time ordering operator T. In order to evaluate eq. (E.11), the m-times
(time-ordered) integral of the exponential function e−γc(k)t is required with
m ∈ {0, 1, . . . ,M − 1}. One can show that
Im(t) ≡
∫ t
0
∫ t(1)
0
· · ·
∫ t(m−1)
0︸ ︷︷ ︸
if m≥2
e−γc(k)t
(m) · · · e−γc(k)t(1)dt(m) . . . dt(1) (E.12)
=
m∑
l=0
(−1)le−lγc(k)t 1
l!(m− l)!γmc
. (E.13)
The second line can be proofed by induction, but we do not carry out this proof
here. Note that eq. (E.12) includes the case m = 0 which yields I0 = 1 upon not
integrating at all. Using eq. (E.11) and eq. (E.13), the integration of eq. (E.9) yields
xv(k)(t) =
M−v−1∑
m=0
Im(t)xv+m(k)(0)
m+v−1∏
j=v
γj(k)
=
M−v−1∑
m=0
(
m∑
l=0
(−1)le−lγc(k)t 1
l!(m− l)!γmc
)
xv+m(k)(0)
m+v−1∏
j=v
γj(k)
(E.14)
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for the v-th element of the vector eq. (E.8). To remind you, M denotes the size of the
density matrix. While eq. (E.14) is the formal (closed) solution of the approximate
Lindblad master equation (eq. (E.1)), we need to further simplify it for practical
applications. For the calculation of the fidelity C(t) in chapter 7 we do not have
to carry out the full m-summation. We only require the m = 0, 1 terms from the
coherences xv(k), k > 0 and terms with m . 4 from the diagonal elements xv(0).
To proceed, in eq. (E.14) we approximate
m+v−1∏
j=v
γj(k) = γ
m
m+v−1∏
j=v
√
j + 1
√
j + k + 1
≈ γm
m+v−1∏
j=v
(j + 1) ≈ γm(v + 1)m.
(E.15)
The first approximation is exact for k = 0 and still good for small values of k. The
approximation in the second line is quite rough for small values of v. However, for
the applications in chapter 7. we can take v & 4 for granted, such that the overall
approximation in eq. (E.15) is good.
Using the back transformation according to eq. (E.4) and the approximation
eq. (E.15), we obtain the following result for the vibrational density matrix of the
approximate Lindblad master equation eq. (E.1)1:
ρav,v+k(t) = exp[−iωv,v+k] exp[−γt(v + k/2)]×
M−v−1∑
m=0
(v + 1)m
(
γ
γc(k)
)m( m∑
l=0
(−1)le−lγc(k)t 1
l!(m− l)!
)
ρv+m,v+m+k(0).
(E.16)
Here, γ is the damping parameter and M is the size of the density matrix. Also,
ωv,v+k are the MO Bohr frequencies. The parameter γc(k), defined in eq. (E.7), is
characterized by the MO anharmonicity constant xe.
From the solution eq. (E.16), we obtain the following result for the coherences
of the density matrix:
ρav,v+k(t) ≈ exp[−iωv,v+kt] exp[−γt(v + k/2)]
{
ρav,v+k(0)+
ρav+1,v+1+k(0)
(
γ
γc(k)
)
(v + 1)
(
1− e−γc(k)t
)}
.
(E.17)
1We return to the notation of chap.7 and write ρa(t) for the corresponding density matrix.
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We only took the leading terms with m = 0, 1 from eq. (E.16) into account. This is
a good approximation, since we can assume∣∣∣∣ γγc(k)
∣∣∣∣ = ∣∣∣∣ γγ + 2iωxek
∣∣∣∣
≈ γ
2ωxek
 1
(E.18)
for sufficiently weak damping (γ  ωxe), which is taken for granted here. Thus, for
the coherences, terms with m ≥ 2 in eq. (E.16) can be safely neglected. We find
that the coherences (eq. (E.17)) oscillate with Bohr frequencies ωvv′ , but they decay
exponentially. On top of the (fast) oscillations, beats appear due to the second term
in eq. (E.17).
We use
ρav,v+k(t) ≡ exp[iωv,v+kt]ρav,v+k(t) (E.19)
in order to get rid of the fast oscillations with Bohr frequencies ωv,v+k. For the real
part of ρav,v+k (eq. (E.19)), we obtain
Re(ρav,v+k(t)) ≈ e−γ(v+k/2)t
(
1 + a(v)e−γt sin{2ωxekt}
)
ρv,v+k(0), (E.20)
where
a(v) =
v + 1
2γωxek
(E.21)
is a constant “beating amplitude”. Also, the real part of ρav,v+k (eq. (E.20)) oscillates
with a (beat-)period Te = 2π/(2ωxek) = Trev/(2k), which equals (fractions) of the
half revival time Trev/2. Note that these beatings vanish at multiples of the half
revival time, i. e. at times t = kTrev/2 with k ∈ N.
We now proceed with the diagonal elements ρavv(t) of the density matrix. Note
that (γ/γc(k)) = 1 for k = 0 in eq. (E.16). Therefore, the terms in the m-sum
eq. (E.16) are no longer suppressed, as m increases. We here state the expression
for the diagonal elements, when three terms from the m-sum in eq. (E.16) are taken
into account:
ρavv(t) = exp[−γvt]
{
ρvv(0)+
ρv+1,v+1(0)(v + 1)
(
1− e−γt
)
+
ρv+2,v+2(0)(v + 1)
2
(
1
2
− e−γt + 1
2
e−2γt
)
+ . . .
}
.
(E.22)
Note that the diagonal elements (eq. (E.22)) are required in the calculation of the
fidelity, see chapter 7. There, it is sufficient to use the above expression with poly-
nomials up to order m = 2, but only if γt  1 holds. It may be necessary to take
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into account further terms, i. e. further polynomials ∼ (v + 1)m, from eq. (E.16) in
eq. (E.22) and in the derived fidelity. In fact, these terms do contribute to the fi-
delity, when γt ∼ 0.5 holds. Then, they are not suppressed by an overall exponential
factor, as detailed in chapter 7.
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