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Re´sume´
Nous pre´sentons dans cet article une nouvelle me´thode de Monte-Carlo acce´le´re´e, nomme´e
SDA : Stratification Directionnelle Adaptative, developpe´e pour l’estimation de faibles
probabilite´es avec un nombre limite´ de simulations. Celle-ci couple la me´thode de strat-
ification, permettant la mise en place d’une me´thode adaptative a` tirages pre´fe´rentiels,
et la simulation directionnelle, adapte´e a` l’estimation de faibles probabilite´s et posse´dant
un bon rapport ”pre´cision/temps de calculs”. Nous proposons tout d’abord un estima-
teur avec deux e´tapes, apprentissage puis estimation, SDA-2, ge´ne´ralise´ ensuite en une
me´thode a` L − 1 e´tapes d’apprentissage et une e´tape d’estimation, SDA-L. Dans les
deux cas, nous e´tudions les comportements asymptotique et non asymptotique des es-
timateurs. Nous proposons e´galement une ame´lioration de SDA-2, pour solutionner le
proble`me d’espace d’exploration trop vaste engendre´ par une dimension trop e´leve´e. Pour
cela, nous introduisons une statistique, e´value´e a` la fin de l’e´tape d’apprentissage, per-
mettant une re´duction pertinente du nombre de strates et une classification des variables
ale´atoires selon leur influence sur la de´faillance.
Mots cle´s : Fiabilite´, Probabilite´ de de´faillance, Simulation, Directionnelle, Stratifica-
tion
Abstract
The aim of this paper is to present a new accelerated Monte-Carlo simulation method,
named ADS: Adaptive Directional Stratification, designed to estimate small probabilities
with a limited number of simulations. This new stochastic technique is an original variant
of adaptive accelerated simulation method, combining stratified sampling, which enables
to achieve an adaptive importance sampling method, and directional simulation, well
adapted to small failure probability estimation and giving a good ”precision/calculation
time” ratio. We propose an estimator with two steps, learning and then estimation,
ADS-2, and we generalize it with a scheme with L − 1 learning steps, ADS-L. First, we
theoretically study the asymptotic and non-asymtotic properties of the estimators. Then,
we propose some improvements for our new method. To begin with, to overcome the limit
involved by high dimensional inputs, we introduce the ADS-2+ method, which has the
same ground as the ADS-2 method, but additionnally uses a statistical test to detect the
most significant inputs, and carries out the stratification only along them.
Keywords: Reliability, Failure probability, Directional, Sampling, Stratification
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1 Introduction
De manie`re ge´ne´rale, l’objectif de ce travail est l’estimation de l’espe´rance I = E
(
F (X))
ou` X est un vecteur ale´atoire p-dimensionnel de´fini sur l’espace probabilise´ (D,A,P) et
F une fonction mesurable borne´e. Dans le cadre de la fiabilite´ des structures, on choisit
F (x) = 1G(x)<0 avec G : D ⊂ Rp → R et l’espe´rance a` estimer devient une probabilite´ de
de´faillance : I = P
(
G(x) < 0
)
. Nos contraintes sont alors les suivantes :
(C0) : G est complexe et couˆteuse en ressources computationnelles et par conse´quent, nous
sommes limite´s a` un maximum de quelques milliers d’appels a` G,
(C1) : la de´faillance est un e´ve`nement rare, i.e. I est faible. Nous conside´rerons qu’une
probabilite´ est faible si elle est infe´rieure a` 10−3. En effet, pour des valeurs de
probabilite´s plus e´leve´es, il existe de´ja` de nombreuses me´thodes efficaces (Monte-
Carlo standard, FORM/SORM, tirage d’importance...),
(C2) : le re´sultat doit eˆtre robuste, i.e. avec un controˆle sur l’erreur de l’estimation.
Ce re´sultat peut en effet eˆtre utilise´ dans un processus de de´cision (programme
de maintenance-inspection, de´cision d’extension de dure´e de vie...) et doit donc
s’accompagner d’un minimum de garanties.
2 La me´thode SDA
L’ide´e est de coupler la stratification et la simulation directionnelle en une seule me´thode,
afin d’exploiter les possibilite´s offertes par ces dernie`res : strate´gie adaptative, tirages
pre´fe´rentiels, re´sultats d’allocations optimales, estimation efficace de faibles probabilite´s et
temps de calculs raisonnables. La me´thode se de´compose en une phase pre´liminaire de re-
formulation du proble`me (Pr), une phase d’apprentissage (Ap) et une phase d’estimation
(E). La phase pre´liminaire se de´compose en 4 points.
(Pr1) Transformer le vecteur ale´atoire X en un vecteur ale´atoire U a` composantes Gaussi-
ennes centre´es re´duites et inde´pendantes. Pour cela, il existe diverses transforma-
tions : nous utiliserons celle de Nataf, voir Nelsen (1999).
(Pr2) De´composer U en coordonne´es polaires, i.e. en un angle ale´atoire A suivant une loi
uniforme sur la sphe`re unite´, Unif(Sp), et un rayon ale´atoire R, tel que R
2 suit une
loi du Chi-2 a` p degre´s de liberte´. Cette de´composition est toujours possible si U
suit une loi sphe´rique, ce qui est bien le cas, voir Nelsen (1999).
(Pr3) De´composer I conditionnellement a` A.
(Pr4) Stratifier l’espace ale´atoire des directions, autrement dit la sphe`re unite´, en ”quad-
rants”, voir Munoz Zuniga et al. (2009). En effet, les coˆnes sont des formes de
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strates naturellement adapte´es a` un sondage directionnel de l’espace et le fait que
nous supposions n’avoir aucune information a priori sur l’espace de recherche motive
le choix de quadrants.
Nous noterons n le nombre total de simulations directionnelles, i.e. le nombre total de
tirages du vecteur ale´atoire A. Pour mettre en oeuvre les 2 phases d’apprentissage et
d’estimation, nous avons besoin de de´composer n en deux parties. Soit γ1(n) le pourcent-
age de simulations alloue´ a` la phase d’apprentissage et γ2(n) = 1− γ1(n) celui alloue´ a` la
phase d’estimation. La phase d’apprentissage se de´compose alors en 4 points, voir Munoz
Zuniga et al. (2009).
(Ap1) De´terminer une allocation a priori du nombre γ1(n)n de simulations directionnelles
par quadrant. Sans aucune information pre´alable, nous choisirons une allocation
uniforme.
(Ap2) Estimer la probabilite´ de de´faillance dans chaque direction simule´e, par un algo-
rithme de´terministe de recherche de ze´ros reque´rant un certain nombre d’e´valuations
a` G et en de´duire une estimation de la probabilite´ de de´faillance par quadrant.
(Ap3) Estimer dans chaque quadrant la variance de l’estimation de la probabilite´.
(Ap4) Estimer l’allocation optimale graˆce aux pre´ce´dentes estimations de variance par
quadrant. La formule d’estimation de l’allocation optimale de´pendra du choix de
re´utiliser ou non les re´sultats des simulations de la phase d’apprentissage, autrement
dit du choix de conside´rer un estimateur avec ou sans recyclage.
Finalement, la phase d’estimation se de´compose en 3 e´tapes, voir Munoz Zuniga et al.
(2009).
(E1) Simuler les γ2(n)n tirages directionnels selon l’allocation optimale estime´e en (Ap4).
(E2) Estimer la probabilite´ de de´faillance, dans chacune des nouvelles directions simule´es,
par un algorithme de´terministe de recherche de ze´ros.
(E3) Estimer I, soit par un estimateur avec recyclage, Iˆ
SDA−2
r , utilisant les n simula-
tions, soit par un estimateur sans recyclage, IˆSDA−2nr , utilisant uniquement les γ2(n)n
dernie`res simulations.
En re´sume´, pour re´aliser cette me´thode, nous avons the´oriquement : (a) de´termine´ les allo-
cations optimales a` re´aliser dans chacun des quadrants dans les cas avec et sans recyclage,
(b) de´montre´ que l’estimateur sans recyclage est non biaise´ et que l’estimateur avec recy-
clage est biaise´ avec un biais difficilement estimable sous la contrainte (C0), donc de´licat
d’utilisation en pratique, (c) de´termine´ dans un cadre non asymptotique l’expression des
variances des deux estimateurs, ce qui a fourni des formules the´oriques utilisables pour
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l’estimation de la variance de l’estimateur sous la contrainte (C0). Enfin, dans un cadre
asymptotique, nous avons de´montre´ la convergence des deux estimateurs sous certaines
hypothe`ses sur l’allocation du nombre de simulations entre les phases d’apprentissage et
d’estimation. Premie`rement, si nous supposons que γ1(n)→ 0 et γ1(n)n→ +∞, alors :
√
n(IˆSDA−2r − I) L−−−−→
n→+∞
N (0, σ2opt1) et
√
n(IˆSDA−2nr − I) L−−−−→
n→+∞
N (0, σ2opt1). (1)
Deuxie`ment, si nous supposons que γ1(n) = γ1, alors :
√
n(IˆSDA−2r − I) L−−−−→
n→+∞
N (0, σ2opt2) et
√
n(IˆSDA−2nr − I) L−−−−→
n→+∞
N (0, 1
1−γ1σ
2
opt1
)
(2)
avec σ2opt1 et σ
2
opt2
les variances minimales obtenues avec les re´elles allocations optimales,
qui de plus ve´rifient : σ2opt1 ≤ σ2opt2 .
On remarquera que, dans notre me´thode, nous n’adaptons pas les strates, les me´thodes et
outils ne´cessaires e´tant trop couˆteux en termes de nombre d’appels a` G. Pour illustrer ce
point, on pourra consulter Etore´ et al. (2009), qui propose une me´thode de stratification
adaptative, avec adaptation des strates, base´e sur Cannamela et al. (2008) et Etore´ et al.
(2008).
Nous sommes capables de ge´ne´raliser la me´thode SDA-2 en une me´thode multi-adaptative.
Deux points de vue sont possibles. Le premier consiste a` se donner un nombre d’e´tapes
L ≥ 2 fixe´, de telle sorte que l’on effectuera L − 1 e´tapes d’apprentissage et une e´tape
d’estimation , puis a` construire notre estimateur, IˆSDA−L, et a` e´tudier finalement son
comportement asymptotique lorsque n deviendra grand. Le second consiste, pour un
nombre d’e´tapes L, a` construire un estimateur puis a` regarder son comportement asymp-
totique lorsque L et n deviendront grands : on notera cet estimateur IˆSDA−∞. Sous
certaines hypothe`ses pre´sente´es dans Munoz Zuniga et al. (2009), les re´sultats asympto-
tiques escompte´s sont bien obtenus. Cependant, bien que la me´thode multi-adaptative
soit attirante the´oriquement, il semble clair qu’elle ne pourra pas eˆtre mise en oeuvre sous
la contrainte (C0).
3 Fle´au de la dimension : SDA-2+
Lorsque la dimension du vecteur aleatoire X augmente, le nombre de strates augmente
exponentiellement : en effet, en dimension p, le nombre de quadrants est de 2p. Comme
un minimum de simulations est ne´cessaire pour explorer chaque quadrant, le nombre
de simulations directionnelles devient vite trop grand. Sous C0, la me´thode SDA-2 reste
efficace pour une dimension infe´rieure ou e´gale a` 4. Pour pouvoir conside´rer des proble`mes
de dimensions supe´rieures, l’ide´e est d’obtenir, a` la fin de la phase d’apprentissage, un
classement des composantes de X en fonction de leur influence sur la de´faillance, pour
ensuite, lors de l’e´tape d’estimation, stratifier uniquement selon les plus importantes.
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Pour de´terminer si une composante ale´atoire Xk sera stratifie´e, pour k ∈ {1, ..., p}, nous
proposons la me´thode suivante. Tout d’abord, nous indexons chaque quadrant. Pour
tout k ∈ {1, ..., p}, on donne a` la k-e`me composante de X une e´tiquette ik a` valeur dans
{−1, 1} correspondante au signe de Xk. Ainsi, chaque quadrant est caracte´rise´ par un
p-uplet (i1, ..., ip). Puis, nous de´finissons la suite T := (Tk)k=1,...,p telle que :
Tk =
∑
il∈{−1,1},l 6=k
∣∣I˜(i1, ..., ik−1,−1, ik+1, ..., ip)− I˜(i1, ..., ik−1, 1, ik+1, ..., ip)∣∣ (3)
pour tout k ∈ {1, ..., p}, avec I˜(i1, ..., ip) l’estimation de la probabilite´ de de´faillance
dans la strate (i1, .., ip) obtenue lors de la phase d’apprentissage de la me´thode SDA-
2. Chaque Tk agre`ge les diffe´rences de probabilite´ de de´faillance entre les quadrants le
long de la dimension k. Plus Tk est grand, plus l’influence de la k-e`me composante sera
influente. Donc nous proposons de classer la suite T par ordre de´croissant et de stratifier
uniquement les p′ < p premie`res composantes, les autres composantes e´tant alors simule´es
sans stratification. Une e´tude nume´rique pousse´e a permis de constater que la me´thode
SDA-2 est efficace pour une dimension autour de p = 3. Par conse´quent, nous avons opte´
pour un nombre de composantes stratifie´es p′ = 3. Une fois celles-ci de´termine´es, nous
recalculons les allocations optimales a` effectuer dans les nouveaux 2p
′
”hyper-quadrants”
et achevons la me´thode en re´alisant la phase d’estimation avec cette nouvelle allocation
estime´e. Nous appellerons cette version optimise´e SDA-2+. Sous la contrainte (C0),
la me´thode SDA-2+ permet de conside´rer des vecteurs ale´atoires de dimension 5 et 6.
Pour des dimensions supe´rieures ou e´gales a` 7, l’espace a` sonder devient trop vaste pour
espe´rer obtenir des estimations correctes des allocations optimales par strate. Dans ce
cas, des e´tudes pre´liminaires visant a` re´duire le nombre de composantes du vecteur X
sont fortement conseille´es et re´alistes d’un point de vue industriel. Une alternative est
de fixer les p− p′ composantes non stratife´es a` des valeurs de´terministes et conservatives
et de re´aliser la phase d’estimation dans l’espace de dimension p′, pour ainsi obtenir une
estimation et un demi-intervalle de confiance de la probabilite´ de de´faillance. Ce genre
de proce´dure est courante en analyse de risques, mais une mauvaise classification des
composantes via T entraˆınera une estimation souvent trop conservative pour eˆtre d’une
quelconque utilite´. Une dernie`re solution est de continuer a` simuler les p−p′ composantes
non stratifie´es par un Monte-Carlo standard : mais cette strate´gie re´duit conside´rablement
la pre´cision des estimations lorque le nombre de variables influentes est supe´rieur a` p′.
4 Conclusion et perspectives
Pour re´soudre le proble`me de l’estimation d’une probabilite´ de de´faillance sous les con-
traintes (C0), (C1) et (C2), nous avons de´veloppe´ une nouvelle me´thode de Monte-Carlo
acce´le´re´e SDA-2. Pour une dimension du vecteur ale´atoire X infe´rieure ou e´gale a` 4,
SDA-2 re´pond correctement aux attentes. Quand la dimension est supe´rieure ou e´gale a`
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5, comme le nombre de strates croˆıt exponentiellement et que l’espace a` sonder devient
trop vaste, SDA-2 ne donne plus des re´sultats suffisamment robustes. Alors, pour contrer
le ”fle´au de la dimension”, nous avons de´veloppe´ SDA-2+, inte´grant une statistique pour
la de´tection des variables significatives et nous permettant ainsi de re´duire le nombre p de
dimensions le long desquelles est applique´e la stratification. Les re´sultats obtenus restent
alors robustes jusqu’a` une dimension infe´rieure ou e´gale a` 6. En quelque sorte, l’inverse
de la distance entre p′ et le vrai nombre de composantes influentes ponde`re l’ame´lioration
apporte´e par SDA-2+. Enfin, pour des dimensions au-dela` de 6, des me´thodes conser-
vatives restent une solution possible. Il est a` noter que nous avons applique´ la me´thode
SDA, d’une part a` des exemples acade´miques, afin de calibrer au mieux certains de ses
parame`tres, et d’autre part a` des cas industriels (via la plateforme OpenTURNS) pour
lesquels des re´sultats performants ont e´te´ obtenus comparativement aux me´thodes mises
en oeuvre jusqu’a` pre´sent.
Parmi les perspectives, nous imaginons tout d’abord qu’une e´tude plus pre´cise de la
statistique T permettrait d’estimer plus efficacement le nombre de variables influentes.
Un autre travail est envisageable sur la phase d’apprentissage, afin de rendre plus exacte
la de´tection des strates importantes. Premie`rement, afin de mieux sonder l’espace, une
approche par me´thode de quasi Monte-Carlo directionnelle, pour la phase d’apprentissage,
pourrait s’ave´rer efficace. Deuxie`mement, une e´tude sur la variation des allocations par
strates estime´es, via une me´thode de bootstrap, permettrait de donner un crite`re de
passage ou non a` la phase d’estimation suite a` la phase d’apprentissage. Finalement,
des me´thodes hybrides couplant SDA et des me´thodes d’approximation nume´rique type
FORM/SORM sont aussi imaginables, ces dernie`res offrant des informations pertinentes
avec un nombre de simulations faible.
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