Seven schemes to maintain the ∇ · B = 0 constraint numerically are compared. All these algorithms can be combined with shock-capturing Godunov type base schemes. They fall into three categories: the eight-wave formulation maintains the constraint to truncation error, the projection scheme enforces the constraint in some discretization by projecting the magnetic field, while the five different versions of the constrained transport/central difference type schemes conserve ∇ · B to machine accuracy in some discretization for every grid cell. It is shown that the three constrained transport algorithms, which have been introduced recently, can be recast into pure finite volume schemes, and the staggered representation of the magnetic field is unnecessary. Another two new and simple central difference based algorithms are introduced. The properties of the projection scheme are discussed in some detail, and I prove that it has the same order of accuracy as the base scheme even for discontinuous solutions. I describe a flexible and efficient implementation of the projection scheme using conjugate gradient type iterative methods. Generalizations to resistive MHD, to axial symmetry, and to non-Cartesian grids are given for all schemes. The theoretical discussion is followed by numerical tests, where the robustness, accuracy, and efficiency of the seven schemes and the base scheme can be directly compared. All simulations are done with the Versatile Advection Code, in which several shock-capturing base schemes are implemented. Although the eightwave formulation usually works correctly, one of the numerical tests demonstrates that its non-conservative nature can occasionally produce incorrect jumps across strong discontinuities. Based on a large number of tests, the projection scheme, one of the new central difference based schemes, and one of the constrained transport schemes are found to be the most accurate and reliable among the examined methods.
INTRODUCTION
There has been a very rapid development towards shock-capturing numerical methods applied to the equations of magnetohydrodynamics (MHD). Without trying to be complete, here is a list of some of the algorithms: the widely used ZEUS code by Stone and Norman [38] is based on a finite difference algorithm with artificial viscosity; DeVore adapted [13] the flux corrected transport (FCT) scheme to the MHD equations; Dai and Woodward [10] generalized the piecewise parabolic method (PPM); Ryu et al. [32] , Balsara [1, 2] , Powell [31] , Zachary et al. [50] , and Tóth [40, 41] implemented total variation diminishing (TVD) type methods using different approximate Riemann solvers; and the simple TVD LaxFriedrich (TVDLF) method [48] was implemented and tested for the MHD equations by Barmin et al. [4] and Tóth and Odstrčil [44] .
The modern MHD codes can successfully solve many problems involving all kinds of discontinuities, both in time accurate and steady state applications. Still, there are unresolved arguments about how one should maintain the divergence-free property of the magnetic field in multidimensional MHD calculations. This property is automatically satisfied in one-dimensional simulations where ∂ y = ∂ z = 0 and consequently B x = const, but many discretization methods do not guarantee ∇ · B = 0 in multidimensional simulations.
Analytic versus Numerical Constraints
There is a big difference between the view of theorists, who would generally insist that ∇ · B should be exactly zero, and practitioners of numerical MHD, who usually take a more pragmatic approach and are satisfied with ∇ · B converging to zero as the grid resolution x and the time step t approach zero. The justification for the latter approach is simple: None of the numerical values agrees with the analytical solution exactly, so why should one insist that a specific combination of them, namely some numerical representation of ∇ · B, should be equal to the analytic value, i.e., zero? Ideally, one would like to have that particular representation to be zero, which ensures that no unphysical effects arise. The usual example for such an unphysical effect is acceleration of the plasma parallel to the field lines (even if the unphysical force vanishes with increasing grid resolution, it may be quite a nuisance when an equilibrium flow is to be modeled) [7] . For conservative shock-capturing methods, however, it is impossible to define a particular discrete constraint on the magnetic field that would avoid all unphysical effects. In particular, I prove in Appendix A that a scheme cannot satisfy both the numerical conservation of momentum and the requirement that the discretized acceleration due to the Lorentz force should be exactly perpendicular to the magnetic field in every grid cell. Due to these difficulties, the usual practice is to choose some simple discretization of ∇ · B, but it should be clear that the choice is always somewhat arbitrary.
One way of ensuring a small numerical value for ∇ · B is to demand that some particular discretization is exactly zero. Another possibility is to set the numerical value of ∇ · B to zero in the initial and boundary conditions and to trust the scheme to maintain this condition until the end of the simulation to the accuracy of the truncation error. There seems to be no compelling theoretical argument to favor any of these approaches, and only numerical tests can tell which scheme is the most efficient, accurate, and robust for a particular problem.
Numerical Algorithms
In the context of shock-capturing MHD codes, three approaches became rather popular to handle the ∇ · B = 0 constraint. All three approaches can be regarded as some modification of, or addition to a base scheme. The base scheme can be, for example, Harten's TVD [16] or van Leer's TVD-MUSCL [46] , or Yee's TVD Lax-Friedrich scheme [48] . It evolves mass, momentum, and energy densities according to the well-established algorithms of computational hydrodynamics. The base scheme is also used in the time integration of the magnetic field, but it is modified in some way to maintain the ∇ · B = 0 constraint. The three approaches differ in how the base scheme is modified regarding the induction equation.
The first approach, in order of simplicity, is the 8-wave formulation of the MHD equations suggested by Powell [15, 31] , which is found to behave better in terms of stability and accuracy than the discretization of the usual conservative form (see Section 2) . The 8-wave form can be derived [47] from physical principles if the ∇ · B = 0 Maxwell equation is not used. This approach requires the addition of some source terms (proportional to ∇ · B) and a simple modification of the Riemann solver (if any) of the base scheme. According to the Lax-Wendroff theorem [24] , however, only conservative schemes can be expected to get the correct jump conditions and propagation speed for a discontinuous solution. I will examine this issue in Section 3.
The second approach was named constrained transport (CT) by Evans and Hawley [14] , which simply means a particular finite difference discretization on a staggered grid, which maintains ∇ · B in a specific discretization. If the initial magnetic field has zero divergence in this discretization, then every time step will maintain that to the accuracy of machine round off error as long as the boundary conditions are compatible with the constraints. DeVore [13] combined the CT approach with one of the first-generation shock-capturing schemes, the flux corrected transport (FCT), to obtain a divergence free solution by FCT. Much later, the now popular Godunov type, Riemann solver based schemes were also combined with the CT discretization by Dai and Woodward [11, 12] , by Ryu et al. [35] , and by Balsara and Spicer [3] . Hereafter, I will refer to these articles as DW, RMJA, and BS, respectively.
In their original form, the algorithms of DW, RMJA, and BS require the introduction of a new staggered magnetic field variable, which is updated by simple finite differences using the interpolated magnetic and velocity fields (DW), the interpolated fluxes (BS), or the interpolated transport fluxes (RMJA) of the base scheme. The scheme designed by Dai and Woodward is a CT type discretization connected to a Godunov type scheme by spatial and temporal interpolations of the magnetic and velocity fields, which I will therefore call field-interpolated CT scheme (or field-CT for short), while the schemes of BS and RMJA will be named flux-interpolated and transport-flux-interpolated CT (or simply flux-CT and transport-flux-CT), respectively. In Subsection 4.4, I will shed a new light on the above CT approaches: there is no need for a staggered magnetic field representation! The schemes can be regarded as modifications of the finite volume style numerical flux function of the base scheme.
I introduce two new and simple central difference (CD) approaches, which are analogous to the CT schemes of DW and BS. The CD approaches fit very smoothly into the finite volume type discretization of the base scheme and, for the extremely simple field-interpolated central difference (field-CD) scheme, there is no need for spatial interpolation. The three CT and the two CD schemes all belong to the second approach, so I will call them constrained transport/central difference (CT/CD) schemes, and they are described in Section 4. The CT/CD schemes can be generalized to resistive MHD, to axial symmetric calculations, and to arbitrary curvilinear grids.
The third approach is the projection scheme, which, in the context of MHD, was first suggested by Brackbill and Barnes [7] . The idea is to project the numerical solution B * provided by the base scheme onto the subspace of zero divergence solutions by a linear operator, and this projected B solution is used in the next time step. The projection involves the solution of a Poisson equation. Section 5 will explore the properties of the projection scheme and address many of the incorrect claims widespread about it. In particular, I show that an appropriate implementation of the projection scheme can preserve the conservative properties, the efficiency, and the flexibility (with respect to grid geometry and boundary conditions) of the base scheme. I also prove that the projection scheme is a consistent discretization even for flows containing discontinuities, and it has the same order of accuracy as the base scheme or any CD/CT type discretization. In this paper the projection step is regarded as an integral part of the scheme and not as a "clean up" procedure. I also note that the idea of projection has been successfully used in the numerical modeling of incompressible hydrodynamics, where the ∇ · v = 0 constraint should be fulfilled. There the projection scheme [5, 9] is applied for calculating the pressure or a correction to pressure after the advection equation is solved explicitly.
Another way to keep ∇ · B exactly zero is to rewrite the MHD equations in terms of the vector potential A instead of the magnetic field B = ∇ × A. A disadvantage of this approach is that the order of spatial derivatives increases by one, which reduces the order of accuracy by one (see [14] for a more in-depth discussion). Replacing the magnetic field by the vector potential requires a completely new base scheme, therefore I will not investigate this approach. As it was noted by Evans and Hawley [14] , the divergence free magnetic field evolved by the constrained transport and central difference schemes can always be integrated into a vector potential, thus these schemes can be regarded as if they evolved an "underlying" vector potential.
A recent paper by Peterkin et al. [29] discusses a finite volume discretization with a cell centered representation of the magnetic field, and the authors claim that their scheme conserves the divergence of the magnetic field defined for "grid vertices" by their Eqs. (36) and (38) . Their proof [29, bottom of p. 159], however, contains an error: the equation
, j,k does not follow from the statement that "these flux surfaces share an edge and the flux at this edge is computed just once," since both 1,i, j,k and 1,i+1, j,k are calculated as contour integrals along four edges, and there is only one coinciding edge, while the other three-three terms are independent. Unfortunately, the proof cannot be saved, and their scheme does not maintain the zero divergence property for any discretization of the divergence of the magnetic field. Another recent paper by Londrillo and Del Zanna [25] describes a higher than 2nd order constrained transport scheme. In contrast with the CT schemes discussed in this paper, their algorithm uses a high order upwinded reconstruction of the staggered representation of the magnetic field for all the equations (and not just for the induction equation). This approach is clearly more consistent than the above described field-and flux-interpolated CT schemes, but their elaborate algorithm cannot be regarded as a simple modification of a base scheme. Although the test results shown for this new CT scheme are very encouraging, it is not clear whether this should be attributed to the higher order accuracy of the whole scheme, to the more consistent CT discretization, or both. a Fraction of CPU time relative to the one-step TVD base scheme is measured for the VAC implementation.
The properties of the seven schemes discussed in this paper are summarized in Table I .
Fair Comparison
I will compare the performance of the seven schemes and the base scheme on test problems in Section 6. Such a comparison is difficult based on the published numerical tests due to the following reasons: (1) the different numerical approaches to handle the ∇ · B = 0 constraint are combined with different base schemes, which makes the properties of the numerical approach for ∇ · B = 0 and the properties of the underlying scheme indistinguishable; (2) the published numerical tests often hide the bad properties of the scheme, e.g., by using a very high resolution, or by selecting tests that are favourable to the scheme; (3) the accuracy of the solution is difficult to judge from figures.
To make the comparison fair, in this paper a single code, the Versatile Advection Code (VAC [40, 41] , see http://www.phys.uu.nl/~toth/) will be used, in which all the seven schemes have been implemented and they can be combined with several shock-capturing base schemes. The capabilities of VAC will be briefly described in Subsection 6.1. The numerical test problems will be solved at different resolutions, so that the numerical errors and the convergence properties can be directly and quantitatively compared. It is important to realize that in a real application we are not interested in the numerically obtained value of ∇ · B, since the analytic value is known to be zero. What we are really interested in is the solution in terms of the primitive variables, which are not known analytically. Therefore the accuracy of the schemes will be compared for the physically most relevant quantities, the primitive variables ρ, v, p, and B.
I will restrict myself to two-dimensional, time dependent, ideal MHD test problems on Cartesian grids for the following reasons. Three-dimensional tests are extremely time consuming but they are not more challenging for the numerical schemes than two-dimensional problems. A small amount of resistivity typically only makes the simulation easier to do. Resistivity dominated problems, on the other hand, should not probably be solved by the shock-capturing schemes discussed in this paper. Obtaining converged steady state solutions can be rather time consuming as well as difficult, and such problems will be investigated in another paper. Tests on curvilinear grids may be of interest, but these would be difficult to reproduce by many MHD codes designed for Cartesian grids only. The tests presented here, which were all taken from the literature, are easy to reproduce by other practitioners of numerical MHD.
Based on the theoretical arguments and the numerical tests, conclusions will be drawn in Section 7.
EQUATIONS AND NOTATION
The conservation form of the resistive MHD equations
express conservation of mass, momentum, energy, and magnetic flux, respectively. The conservative variables are the mass density ρ, the momentum density ρv, the total energy density e, and the magnetic field B. The velocity v, the current density J = ∇ × B, and the total pressure p tot = p + B 2 /2 together with the thermal pressure
are derived quantities. The equation parameters are the adiabatic index γ and the resistivity η. Units of B are chosen such that the vacuum magnetic permeability is unity. In ideal MHD the resistivity is taken to be η = 0. For the constrained transport and central difference discretizations, the original form of the induction equation (4) will be used,
which directly follows from Faraday's law ∂B/∂t = −∇ × E and the general form of Ohm's law ηJ = E + v × B, where E is the electric field. Finally, the subject of this paper is the constraint
Analytically, this condition is maintained forever if it holds for the initial magnetic field, since taking the divergence of the induction equation (6) results in
Numerically, however, the discrete divergence of the discrete curl may not give exactly zero. The full set of conservative variables ρ, ρv, e, and B will be denoted by U . A short notation for the conservative form of the MHD equations (1)- (4) is
where F represents the set of flux vectors for all the variables.
The discretized time levels are indexed by superscripts, and the spatial discretization by subscripts. Cell centers are denoted by integer subscripts (e.g., j, k in 2D), while the locations of cell interfaces are denoted by half integers (e.g., j + 1/2, k). Occasionally, time-centered quantities will also be used, e.g., time level n + 1/2 corresponds to time (t n + t n+1 )/2. The numerical scheme advances the conservative variables from time level n to time level n + 1 by the non-linear discrete operator L as
The operator corresponding to the base scheme will be denoted by L * which advances U n to an "auxiliary" solution U * = L * (U n ). This auxiliary solution is only used to obtain the final update U n+1 .
THE 8-WAVE FORMULATION
Already Brackbill and Barnes [7] suggested a non-conservative formulation to reduce the numerical errors associated with the finite numerical divergence of the magnetic field. It is interesting to note that their paper already contains all the source terms, which show up in the non-conservative 8-wave scheme introduced by Powell [15, 31] .
Powell found that his approximate Riemann solver based scheme (TVD-MUSCL with Roe-type approximate Riemann solver) often crashed for multidimensional problems due to the accumulation of errors which were associated with high values of ∇ · B. He suggested to start from an alternative form of the MHD equations that can be derived [47] from the hydrodynamic equations, Ohm's law, the Lorentz force, and the Maxwell equations except for the ∇ · B = 0 equation. This non-conservative form of the (resistive) MHD equations
differs from the usual conservative form (2)-(4) by the source terms on the right hand sides. All these source terms are proportional to ∇ · B, thus they should always remain zero analytically, but they can become non-zero numerically. Using the non-conservative form, Powell arrived at a new discretization, the eight-wave Riemann solver (the eighth wave is associated with propagation of ∇ · B) together with the non-conservative source terms above, that was found to be numerically robust. It was later found by Tóth and Odstrčil [44] that the non-conservative source terms also improve the accuracy of the flux corrected transport and TVD Lax-Friedrich (TVDLF) schemes that do not involve a Riemann solver. It should be mentioned that Powell introduced the 8-wave Riemann solver for the hyperbolic set of ideal MHD equations, but it is quite trivial to add the parabolic terms ∇ · (B × ηJ) and ∇ × (ηJ) in (12) and (13) as explicit source terms; at least as long as the resistive diffusion time is longer than other dynamical time scales.
The reason behind the improved robustness and accuracy is believed to be the following: using the non-conservative formulation, the small but finite ∇ · B generated by the numerical solution does not accumulate at a fixed grid point, rather the "magnetic monopoles" propagate together with the flow. For many problems the 8-wave formulation works well, the errors in ∇ · B remain small, and the conservation of quantities is satisfactory. In problems containing strong shocks, however, the non-conservative source terms can produce incorrect jump conditions and consequently the scheme can produce incorrect results away from the discontinuity. These errors do not decrease with the grid resolution although the solution seems to converge normally. This phenomenon will be demonstrated in a rotated shock tube problem in Subsection 6.3.
CONSTRAINED TRANSPORT AND CENTRAL DIFFERENCE DISCRETIZATIONS
For sake of simplicity, most of the discrete equations will be shown for a two-dimensional uniform Cartesian grid with slab symmetry in the 3rd direction. This includes the possibility of having three magnetic field components (often referred to as 2.5D model), since B z can be updated by the base scheme without modification as it does not contribute to ∇ · B = ∂ x B x + ∂ y B y . Generalization to 3D is quite trivial and many of the 3D formulae can be found in DW and BS. Generalization to axial symmetry and arbitrary curvilinear grids is described in Appendix B.
For sake of clarity, the cell centered representation of the magnetic field will be denoted by capital B, while the cell interface centered representation by lower case b in the difference formulae.
Constrained Transport in Finite Difference Schemes
The constrained transport (CT) method by Evans and Hawley [14] applies a staggered grid to maintain the ∇ · b = 0 property for finite difference schemes. The magnetic field components b are represented on the cell interfaces.
In 2D the b x component is located at x j+1/2 , y k while the b y component is at x j , y k+1/2 as shown in Fig. 1 . To make the notation similar to DW and RMJA, let us denote the z component of the electric field by = E z = − v × B + ηJ. The main idea of the CT algorithm is to place at the cell corners x j+1/2 , y k+1/2 . The induction equation (6) discretized by simple finite differences along the cell edges as
It is easy to show that the numerical divergence of b defined as
does not change due to perfect cancellation of terms, i.e., if ∇ · b n = 0 then ∇ · b n+1 = 0 to the accuracy of round off errors.
Field-Inerpolated Constrained Transport Scheme
Recently the CT idea was combined with Godunov type schemes by Dai and Woodward. Let us denote the result of the Godunov type base scheme by the superscript * . Spatial and temporal interpolation is used to obtain the cell corner centered magnetic field
and velocity fieldv n+1/2 j+1/2,k+1/2 (using the same interpolation) at time level n + 1/2. On a nonuniform grid, bilinear interpolation could be used. I note that one could interpolate the cell centered j,k itself, instead of interpolating the components of v and B separately, and save some operations.
The z component of the electric field is estimated as
in ideal MHD, and an extra ηJ term could be added for resistive MHD. After is obtained, the b field centered at the cell interfaces is updated according to (14) . The components of the cell centered B n+1 are obtained by interpolating b as • .
(corresponding to B y and B x , respectively) into the electric fields at the cell corners
All four fluxes, with their appropriate signs, are approximations to at the cell interfaces, but they are upwinded according to the base scheme. BS also describes a variant of their scheme, which adjusts the interpolation coefficients in (19) in the vicinity of magnetosonic shocks according to the direction of the local pressure gradient, but they do not find a significant improvement for any of their test cases; therefore I will not use that modification. The electric field j+1/2,k+1/2 can be used to advance the staggered b field according to the CT approach (14) , and B n+1 is obtained by spatial interpolation of b n+1 according to (18) . The full flux-CT scheme is depicted in Fig. 3 . Ryu et al. (RMJA) suggest yet another way of combining the CT approach with Harten's one step TVD scheme. They define the transport part of the upwind fluxes as
where the numerical fluxes x and y contain the upwind corrections for the TVD property and the Lax-Wendroff type corrections for 2nd order time accuracy, and they are provided by the (approximate) Riemann solver of the base TVD scheme. The partial fluxesf
x, * and f y, * can be combined and interpolated into Note that the denominator is 2 rather than 4 since the transport fluxes contain only a part of the full fluxes. RMJA emphasize a nice property of their transport-flux-CT algorithm: the scheme is identical with the base scheme for one-dimensional problems aligned with one of the coordinate axes. For example, if there is a slab symmetry in the y direction, then B x = b x = const and the upwind correction in the y direction y = 0, consequently
which is exactly the one-dimensional full upwind flux function f * of the base scheme for B y = b y . All the k indices were dropped due to the slab symmetry. This property does not hold for the field-CT and flux-CT approaches.
Finite Volume Interpretation of CT Schemes
Although DW, BS, and RMJA regard the staggered magnetic field representation b as the primary variable, in fact it is only used to obtain the cell centered representation B; thus one can equally regard B as the primary variable, which is quite natural in a Godunov-type finite volume scheme. I will show that b can be eliminated from the CT schemes altogether, which simplifies the implementation (no need for staggered variables), the interpretation in the finite volume sense, and comparison with other schemes.
In fact, the spatial interpolations of the field-CT method (16) , (18) can be easily combined into a usual finite-volume-style conservative update
where the new numerical fluxes are defined as
and the rest of the spatial and temporal averaging is hidden in (16) . Altogether 6 cells and 2 time levels are averaged out for each flux component. I say averaging instead of interpolation, since clearly, the newf fluxes require a much wider stencil (see Fig. 2 ) than the fluxes of the base scheme. The only reason for extending the stencil is to symmetrize the fluxes in such a way that the divergence free property is maintained. In a similar fashion, the interpolations (18), (19) of the flux-CT scheme can also be combined and the new flux definitions for the components of B becomē
These averaged fluxes are used according to (23) . For the transport-flux-CT scheme, f * and the denominator 8 should be replaced byf * and 4, respectively. Figure 3 shows the total stencils. Note that if the base scheme is dimensionally unsplit, then one can replace the original numerical flux of the base scheme by the above definedf x andf y , and there is no need to calculate a B * at all. Again, the required symmetry of the fluxes is achieved via averaging over a wider stencil. How can one check the divergence-free property of the cell centered B field if the staggered b field is eliminated from the algorithm and the implementation? Clearly, the centered difference definition
is not conserved by the CT approach. It turns out, however, that the following cell corner centered divergence definition
, and ( j + 1, k + 1) cells according to (15) , and B is related to b according to (18) . The above definition (which easily generalizes to nonuniform grids and/or 3D) can be regarded as a contour integral for a diagonally oriented volume shown in Fig. 4 . It is also easy to check that if ∇ · B n = 0 as defined by (27) , then applying the fluxesf defined by (24) or (25) according to (23) will maintain ∇ · B n+1 = 0 in the same sense (27) to the accuracy of round off errors.
In this section, I have recast the field-, flux-, and transport-flux-interpolated CT algorithms into pure finite volume schemes. This shows that these schemes are conservative in the finite volume sense too. In this form, the amount of averaging relative to the base scheme becomes quite apparent. It should be stressed that the above finite volume forms are identical with the original staggered schemes in terms of the cell centered variables ρ, ρv, e, and B. In the next section two new algorithms are introduced, the first of them discards all the spatial averages. The new central difference based schemes maintain ∇ · B = 0 in a more natural discretization than (27).
Field-and Flux-Interpolated Central Difference Schemes
A further step in the direction of simplifying the idea of constrained transport is to use simple central differencing (CD) for the induction equation on the original grid. To make the scheme second order accurate in time, a time centered approximation is taken for the electric field, so, e.g., for ideal MHD
and the magnetic field is updated as
It is easy to prove that the central difference definition (26) of ∇ · B is exactly conserved during the time step, which is more natural than the constraints (15) or (27) .
The finite volume equivalent of this field-interpolated CD approach uses the flux f y can be obtained from a two-cell stencil, formally. The stencil forf x looks similar, but rotated by 90
2 in (23) as shown in Fig. 5 . It is also possible to combine the upwind flux components of the base scheme into a cell centered electric field approximation
which can be used in the central difference formula (29) . The finite volume flux corresponding to this flux-interpolated CD scheme can be easily read from Fig. 6 . It should be emphasized that in the simple central difference formula (29) the electric field is obtained from the shock-capturing base scheme using either temporal interpolation (field-CD scheme) or spatial interpolation (flux-CD scheme). These interpolations provide sufficient coupling between odd and even cells; thus no checker-board like instability arises. The numerical tests also confirm that the CD schemes are stable. Both CD approaches are second order accurate in space for uniform grids and should be "almost" second order accurate for mildly stretched grids. Generalization to arbitrary curvilinear grids is described in Appendix B.
Boundary and Initial Conditions
The CD and CT approaches maintain ∇ · B = 0 as long as the initial and boundary conditions are compatible with the numerical constraints (26) and (27), respectively. Certain boundary types, e.g., periodic, are easy to implement; others, like inflow, outflow, or a perfectly conducting wall, may require more careful considerations of the discrete form of ∇ · B = 0. In particular, the perfectly conducting wall requires that fluxes are zero accross the boundary. For the flux-interpolated CT and CD schemes, the upwind corrections parallel to the boundary can produce a non-zero flux accross the boundary if the flux interpolations (19) , (21), or (31) are applied carelessly. The discretized initial conditions given in terms of the magnetic field components do not satisfy the discrete ∇ · B = 0 condition in general. In that case the analytic B field should be integrated to an analytic vector potential A, and the discrete B j,k values should be obtained from finite differencing A j,k for the CD schemes, or from finite differencing and averaging A j+1/2,k+1/2 for the CT schemes.
PROJECTION SCHEME

Removing the Unphysical Part of the Magnetic Field
The projection scheme was proposed by Brackbill and Barnes [7] as a correction to the magnetic field after the time step is completed by some arbitrary numerical scheme. The name comes from the idea that the B * field provided by the base scheme in time step n + 1 is projected to a divergence-free B n+1 field. It is well known that a vector field can be decomposed unambiguously into the sum of a curl and a gradient
where the curl of the vector potential A contains the physically meaningful part of B * .
Taking the divergence of both sides, a Poisson equation
is obtained, which can be solved for the scalar function φ. Then it is easy to correct the magnetic field to
The numerical divergence of B n+1 will be exactly zero if the Laplace operator in (33) is evaluated in two steps as a divergence of the gradient with the same difference operators as used for calculating ∇ · B * and ∇φ in Eqs. (33) and (34), respectively. If the Laplace operator is evaluated in Fourier space then this requirement translates to Eq. (5.6) in [2] . It follows directly from (34) that the correction does not affect the current density J = ∇ × B n+1 = ∇ × B * .
Minimal Correction
Let us solve the following problem: Given the auxiliary solution B * with a finite divergence, what is the closest divergence-free B field? We wish to minimize the function
for the 2N unknowns B 
and similar equations can be obtained for the B y j unknowns. The solution is
where the superscripts T indicate transposed operators. To determine the Lagrange multiplier , let us substitute (38) into (36) . The final equation for is
If the discrete operators D x and D y are antisymmetric, e.g., the central difference operators on a uniform Cartesian grid, then Eqs. (38) and (39) are equivalent with the correction equation (34) and the Poisson equation (33) , respectively, and φ = − .
In other words, on uniform Cartesian grids the projection scheme makes the smallest possible correction to remove the divergence of the magnetic field provided by the base scheme. On nonuniform or non-Cartesian grids the difference operators may not be exactly antisymmetric, still the projected field should be fairly close to the minimal solution. In the continuum limit, the projection provides the solution for the conditional minimum problem.
Conservation, Consistency and Order of Accuracy
It is quite widely believed that the projection scheme makes an error in the conservation of the total energy and/or in the conservation of the magnetic flux and/or that it cannot be used to obtain discontinuous solutions.
Addressing the first worry is trivial: the total energy e is an independent variable of any numerical scheme that discretizes the MHD equations in a conservation form; thus a change in the magnetic field does not affect the total energy at all. Kinetic energy does not change due to projection either, since momentum and density are not affected. What does change is the magnetic energy, and consequently, the thermal energy, or even more specifically, the temperature. A change of the temperature has no consequences as long as it remains positive, since there is no reason to believe that the temperature associated with U * was more correct than the one obtained from the projected solution U n+1 . Getting a negative temperature can be a problem, of course, but that can occur quite easily independent of the projection scheme too, since the base scheme usually does not guarantee positivity of the temperature either. It could equally occur that the base scheme provides a negative temperature which becomes positive after projection. In certain cases, e.g., when the magnetic energy density is much larger than the thermal energy density, one may prefer to sacrifice the exact conservation of total energy for the sake of robustness. After the projection step the total energy may be modified as
thus keeping the thermal energy and temperature provided by the base scheme fixed. The same option has been described by BS for their flux-CT algorithm. Conservation of magnetic flux is a more delicate problem. Of course, magnetic flux is conserved in a global sense, since B * is modified by a gradient to obtain B n+1 (34) , thus the integrated magnetic flux can only change at the boundaries. What can be more problematic is the conservation of magnetic flux locally, especially next to discontinuities, where the correctness of the jump conditions relies on the conservation properties of the scheme and where the divergence of the auxiliary solution B * is usually large. In other words, the numerical error in ∇ · B * at the discontinuity could be spread all over the computational domain by the projection scheme, and thus the projection scheme would not be consistent or at least the projection would reduce the order of accuracy of the base scheme. Numerical experience shows, however, that the projection scheme does not suffer from this problem: the discontinuities are correctly represented and the numerical error is not increased in the smooth parts of the solution by the projection. The numerical tests in this paper will also support this observation. In the following paragraphs I present a rigorous proof of the consistency of the projection scheme and I also show that its order of accuracy cannot be worse than that of the base scheme or a CT/CD type discretization. Suppose that we are solving a discontinuous problem. I shall consider a single time step of size t starting from an initial condition which is taken to be exact, and I will estimate the error made by the various schemes in one time step. Let me denote the analytic solution after the time step by B a . The numerical solution B * provided by a consistent and conservative base scheme has to satisfy
where the norm · is defined in (35) and the exponents k and m give the actual order of accuracy of the base scheme. For discontinuous problems the order of accuracy is usually lower than it is for smooth problems, but k > 0 and m > 1 should hold for a sufficiently fine resolution. The solution B c provided by any of the CD/CT schemes should also satisfy
with k > 0, m > 1, and ∇ · B c = 0 in the appropriate discretisation. As it was proven in Subsection 5.2, the projection scheme changes B * to the closest divergence-free discrete representation B p ; therefore
Using simple geometrical inequalities it follows that
where the exponents are k = min(k, k ) > 0 and m = min(m, m ) > 1; i.e., the projection scheme is a consistent discretization and it has the same order of accuracy as the worse of the base scheme and the CT/CD scheme. It should be mentioned that the consistency is a necessary but insufficient condition for convergence to the analytic solution at a fixed physical time, because the number of time steps increase with resolution and the growth of the cumulative errors depends on the stability properties of the scheme. Unfortunately, no proof of numerical stability and/or convergence is known for any of the considered base schemes (or for any of the schemes derived from them) when they are applied to a non-linear system of partial differential equations, like the system of MHD equations. Still, it is of practical importance to prove consistency and order of accuracy, otherwise the results of a scheme should not be trusted even if the numerical results seem to suggest stability and convergence for increasing grid resolution.
One can also estimate the change due to a non-zero value of ∇ · B * in a single cell.
The solution of this problem is the "Green-function" of the discrete Laplace operator. A conservative base scheme, however, will not create a B * field containing a single magnetic monopole, since that is not allowed by flux conservation. The error in ∇ · B * is the result of an error in B * which is due to some flux being too large or too small between two cells. Therefore the "Green function" of the projection scheme is the magnetic field produced by the projection of the field B y, * j,k = −B y, * j+1,k = 1 and B * = 0 everywhere else, which corresponds to a magnetic quadruple in terms of ∇ · B. The resulting field is depicted in Fig. 7 . Clearly, the numerical error causes significant (above 5%) changes only within 4 cells distance from the ( j, k) cell. In three dimensions the Green function falls even faster with distance. Since this distance is comparable to the number of cells resolving a typical discontinuity, the projection scheme does not spread the errors significantly.
Direct versus Iterative Poisson Solvers
The price to pay for the nice properties of the projection scheme is the Poisson problem (33), but that can be solved efficiently with either direct or iterative solvers. Most direct
The "Green function" for the projection scheme. The Green function is the projection of the magnetic field (generated by a single erronous flux f ) shown by the two longest arrows shifted to the bottom left corner. The divergence of this field is a magnetic quadruple indicated by the + and − signs. The projected divergence-free field is represented by the rest of the arrows centered around the middle of the plot. Note the fast decay of the correction.
Poisson solvers work for relatively special cases, e.g., uniform Cartesian grid with periodic boundary conditions, only, and they require about 20 to 30% of the total CPU time [32, 35] . Another possibility [37] is to calculate the full matrix for the projection operator (I − ∇∇ −2 ∇ ·) once and for all and apply it directly in every time step. This direct approach is restricted to moderate grid sizes only, since the memory requirement for the full matrix grows with the square of the number of grid points. One should realize, however, that unless some discretization of ∇ · B is particularly optimal for the numerical scheme, the "exact" (to precision of round off errors) solution of the Poisson problem is not necessary. It may well be sufficient to solve the Poisson problem to some accuracy and require that |∇ · B n+1 i | < where is a small value relative to the typical |∇ · B * | error generated in one time step. For this particular Poisson problem (33) , iterative solvers are not just flexible, but also surprisingly efficient. The numerical errors in ∇ · B * usually arise as local errors of opposite signs (short wavelength) which are removed by the conjugate gradient type solvers [17, 45] rather efficiently. The very small long wavelength errors do not have to be removed at all, since an approximate solution of the Poisson problem is quite acceptable. For this reason, using a (generally more efficient but much more complicated) multigrid solver for the projection step [50] may not pay off.
By applying a few iterations of the conjugate gradient type linear solver, one can reduce the numerically generated divergence of the magnetic field sufficiently. In my experience, the projection scheme with an iterative solver requires about 15% of the total execution time on Cartesian grids (more efficient than direct solvers) and about 30% on general structured grids. Even on parallel computers, the conjugate gradient type methods are quite efficient and the fraction of the time spent on the projection does not change much by increasing the number of processors [20] . In fact, many of the high-resolution simulations in this paper were done on 16 processors of a Cray T3E parallel computer and the fraction of time spent on the projection remained below 30%.
Initial and Boundary Conditions
Even if the discretized initial magnetic field has a finite divergence, the projection scheme can eliminate it before the first time step. Therefore the projection scheme is not sensitive to discretization errors in the initial condition. On the other hand, it is important to choose good boundary conditions for φ in the Poisson equation (33) so that the corrected magnetic field B n+1 satisfies the boundary conditions for the physical problem. RMJA mentions the restrictions on the boundary conditions as a draw back for the projection scheme. It should be emphasised that it is not the projection scheme, but their particular Poisson solver (fast Fourier transform) that restricts the possible boundary conditions to a few simple cases.
Here I briefly describe how the boundary conditions can be implemented when a conjugate gradient (CG) [17] , stabilized biconjugate gradient (BiCGSTAB) [45] , or similar Krylov subspace type iterative solver is used to solve the Poisson equation. This implementation works successfully in the Versatile Advection Code for a waste number of tests and applications. The iterative schemes require a subroutine which evaluates a matrix vector multiplication: the matrix is the Laplace operator and the vector is an iterate for φ. The boundary conditions applied during the evaluation of the discrete Laplace operator will determine the boundary conditions for the solution φ and for the magnetic field B n+1 = B * − ∇φ.
The simplest way to implement the boundary conditions is by putting two layers of ghost cells around the physical cells. The unknowns φ j,k (the description here is for a 2D Cartesian grid, but this can be easily generalized to 3D and/or non-Cartesian grids) belong to the physical cells only, but the two layers are needed, since the Laplace operator is evaluated as the discrete divergence of the discrete gradient, x to be symmetric and B y antisymmetric at the x = 0 boundary, then an antisymmetric condition should be applied on φ, i.e., φ −1,k = −φ 2,k and φ 0,k = −φ 1,k .
In summary, the projection scheme can be used efficiently in all geometries for which the Poisson equation can be solved efficiently. Iterative methods provide a very flexible, efficient, and parallelizable algorithm.
NUMERICAL TESTS
Versatile Advection Code
The aim of developing the Versatile Advection Code (VAC) [40, 41] is to provide the astrophysicist and physicist community with a modern, versatile, and user-friendly software, which can be adapted to the application, and which runs efficiently on work stations, vector and parallel super computers as well.
VAC uses various shock-capturing numerical methods: two versions of flux corrected transport (FCT) schemes [6, 27] , the Lax-Wendroff type total variation diminishing (TVD) [16] and the TVD-MUSCL [46] schemes with Roe-type approximate Riemann solvers [33, 34] , and the TVD Lax-Friedrichs (TVDLF) method [48] . For the TVD type schemes different slope limiters are available, including the most robust minmod, the sharper monotonized central (MC, also referred to as Woodward) limiter, and the (overly) sharp superbee limiter. For exact specifications of these algortihms, see [44] . In multidimensions, the schemes can be used in a dimensionally split [39] or unsplit manner. Explicit, semi-implicit, or fully implicit time stepping [23, 43] algorithms are available for time integration. The simulations can be done on 1-, 2-, or 3-dimensional structured finite volume grids using the same dimensional independent source code written in the loop annotation syntax [42] . In two spatial dimensions both slab and cylindrical symmetry can be assumed in the ignored third dimension. Cartesian and polar grids are handled as special cases for sake of efficiency.
The code is designed to solve conservation laws of the form (9) with possible source terms. The different numerical schemes and equations are implemented in modules and they can be combined arbitrarily. The implemented equation modules are the hydrodynamic and adiabatic hydrodynamic equations, the isothermal or polytropic MHD equations, and the full MHD equations. Source terms for resistivity, viscosity, heat conduction, radiative cooling, and external gravity are readily available; other types of source terms can be defined in user written subroutines.
For MHD applications, the divergence of the magnetic field can be kept zero with the constrained transport or the new central difference approaches (Section 4) or by the projection scheme (Section 5). The Poisson equation (33) is solved by the CG or BiCGSTAB iterative methods. These iterative algorithms work for arbitrary boundary conditions unlike direct solvers based on fast Fourier transforms. Also implemented in VAC are Powell's eight-wave Riemann solver and the corresponding source terms (see Section 3).
Parallel execution of the code is achieved by an automatic translation to high performance Fortran. All explicit schemes, including the iterative Poisson solvers, are fully parallelizable. In this paper VAC will be used as a research tool for computational methods, but it has already been successfully used in many physical applications [18, 19, 21, 22, 26, 30, 36] . The code is available from http://www.phys.uu.nl/~toth/ via registration.
Base Scheme and Measurement of Numerical Error
I wish to compare the numerical methods aimed at the ∇ · B = 0 constraint; therefore for any test problem the base scheme will be fixed. Since the transport-flux-interpolated CT scheme of RMJA is defined for a one step TVD base scheme only, I chose this method as the base scheme whenever possible. The one step TVD method requires dimensional splitting for numerical stability. Second order accuracy in time is achieved by altering the order of x and y sweeps after every time step the same way as it is done by RMJA and DW. In real applications the time step is varied dynamically based on the Courant-Friedrichs-Lewy (CFL) condition. In principle t should only be changed after every second step. If the time step changes in every step, the formal second order temporal accuracy is lost, although the variation of t is typically small; thus the error is very small. In any case, in most of the test problems, the time step t is set to a fixed value which the final time t max is an integer
There are a few minor differences between the TVD algorithm used by RMJA and the one used in the test cases below: (1) RMJA use the original flux definition by Harten, while I chose the simpler and equally accurate Roe-type flux (see [44] ); (2) I use the monotonized central (MC) limiter by default, since it usually gives sharper discontinuities than the minmod limiter and it is simpler than Harten's steepener; (3) no entropy fix was used in these test simulations. Note that these choices are not due to limitations of the Versatile Advection Code but decisions in favour of the better and/or simpler algorithms. VAC actually contains Harten's flux among three others, also Harten's steepener, and four different versions for the entropy fix (including the one used by RMJA). As far as it can be judged from the comparison with several published test results, the base scheme used here is at least as good as the base schemes of RMJA and DW.
For a quantitative comparison of the various schemes handling the ∇ · B = 0 constraint, the numerical error should be calculated and compared. In the absence of an analytic solution, a high resolution numerical solution is used as a basis for comparison. The high resolution solution is coarsened to the resolution of the simulations to be compared by averaging out the fine grid values contained in the coarse cells. For example, when the schemes are compared at a 50 × 50 resolution and the high resolution grid has 400 × 400 cells, for each coarse cell 8 × 8 = 64 high resolution cells are averaged. The averaging corresponds to an integration over the coarse cell, so the coarsened solution is a very accurate numerical solution in the finite volume sense. In principle one should coarsen the conservative variables and calculate derived functions of these; however, in certain cases this procedure can lead to non-physical results, e.g., negative temperature. To avoid this possibility, I coarsen the derived quantities themselves for the reference solutions used in this paper. As a check, the coarsening was done both ways for a few test problems, and the resulting errors were found to change insignificantly, as expected.
The relative numerical error of variable u obtained on an N × M grid is defined as
where u high is the coarsened high resolution solution. I will measure the numerical error for the physically most meaningful primitive variables. The averaged errorδ is defined as an average of δu for all the (non-zero) primitive variables u. For convergence studies the grid resolution is indicated as a subscript forδ N .
Rotated One-Dimensional Problems
In all tests of this section, a one-dimensional problem, which can be solved either analytically or very accurately with a 1D simulation, is rotated by an angle α to test the capabilities of the schemes in 2D, where the zero divergence of the magnetic field is not maintained by the base scheme.
When the rotation angle is α = 0 (or 90 • ), the projection, 8-wave, and transport-flux-CT schemes reduce to the base scheme, while the other CD and CT schemes are different from the base scheme even in this slab symmetric case. The α = tan −1 ( x/ y), which is 45
• for aspect ratio of unity, case happens to be very special as well: the centered (26) and the staggered (27) discretizations become identical for the diagonal symmetry B j,k = B j−1,k+1 .
Therefore the initial conditions can satisfy ∇ · B = 0 for both discretizations and all the CT and CD schemes will conserve this property. Moreover, due to the symmetry in the x and y fluxes, the flux-CT and flux-CD schemes become identical. Finally, the parallel component of the magnetic field B (which must be a constant in one-dimensional problems) is also conserved to round off errors by all the CT and CD schemes. This explains why B and B ξ are almost exactly constant in the plots of RMJA and DW for the rotated shock tube problems. I note that DW incorrectly attribute the minute oscillations in their Fig. 5 in [11] and Fig. 13 in [12] to truncation errors; in fact those oscillation are due to round off errors. For a general angle α, however, the conservation of B is accurate to truncation errors at best.
Smooth Alfvén waves.
This test problem compares the accuracy of the schemes for smooth flow. The circularly polarized Alfvén waves are analytic solutions of the MHD equations for arbitrary amplitudes. The test presented in this paper is similar to DW's Alfvén test (Fig. 10 in [12] ), but there are significant differences: (1) the Alfvén waves used by DW are linearly polarized, therefore the gradient of the magnetic pressure is not zero, which causes a small but finite distortion of the initial sine wave with time; (2) DW sets the fluid velocity v = −v A to compensate the Alfvén speed; thus the wave is actually standing relative to the grid. I will use circularly polarized Alfvén waves and I will examine both the travelling (v = 0) and standing (v + v A = 0) wave cases.
It should be mentioned that BS also modeled the propagation of linearly polarized oblique Alfvén waves as their third test problem. As I pointed out above, such a travelling wave is not an exact solution of the non-linear compressible MHD equations, although the nonlinear terms are much smaller than the numerical errors in any of their simulations. The main problem with their test is of a different nature. Balsara and Spicer's third test involves Alfvén waves polarized in the z direction on a two-dimensional x-y domain, while the flux-CT algorithm differs from the base scheme in the B x and B y variables only! The latter variables are constants in space and time for this test except for the small non-linear effects. This explains why BS find essentially no difference when the test is done with or without the CT discretization. The tiny differences between their Figs. 5 and 6 should be entirely due to the fact that the non-linear effects slightly perturb B x and B y , and these are handled differently by the base scheme and the CT scheme. We shall see that there is a much more pronounced difference between the different discretizations when the Alfvén waves involve the B x and B y variables directly.
The circularly polarized Alfvén wave propagates at an angle α = 30
• relative to the x axis, and it has a unit wave length in that direction. The computational box is periodic with 0 < x < 1/ cos α and 0 < y < 1/ sin α. Fig. 8 . The simulations were repeated with v = 1 so that the Alfvén wave is standing relative to the grid. The time step is reduced to t = 0.4/N to maintain the Courant condition. The results in Table II and Fig. 9 show that the schemes behave rather differently for this setup. The projection scheme and the base scheme are the most accurate for both the travelling and standing wave problems. The transport-flux-CT scheme produces under and overshoots for coarse resolutions. As a check, I also did the travelling wave problem for α = 0, i.e., the wave moves parallel to the x axis. For this case the projection, 8-wave, and transport-flux-CT schemes are identical with the base scheme which was verified by the numerical results. The error of the flux-CT scheme is about 1.3 times larger than the error of the base scheme at all the resolutions. The field-CD, flux-CD, and field-CT schemes all give very similar errors, which are about 1.3 to 1.7 times larger than the error of the base scheme at the different resolutions. The standing wave problem is solved exactly by all the schemes for the α = 0 case since the fluxes are zero analytically as well as numerically. [10, 32] . The 2D test with α = 45
The 2D shock tube test. The initial left state is (ρ, v , v
• was solved with the transport-flux-CT scheme by RMJA and with the projection scheme in [32] , and the plotted results look very similar (see also [25] ). First I make the comparison for the seven different schemes and the base scheme with a rotation angle α = tan −1 2 ≈ 63.4
• . Since the magnetic field is uniform initially, for this test problem the initial condition satisfies ∇ · B = 0 for any rotation angle and for any discretization. The computational domain is a narrow strip with 0 < x < 1 and 0 < y < 2/N , and it is resolved by an N × 2 grid. The top and bottom boundaries are of the shifted periodic types (see Subsection 5.5) according to the translational symmetry in the (−2, 1) direction, while the left and right boundaries are fixed according to the initial condition (see Fig. 10 ). The computation is stopped at time t max = 0.08 cos α = 0.08/ √ 5 before the fast shocks would reach the left and right boundaries. This setup is more economic than using an N × N grid, but the results are otherwise identical. In all figures the first row ( j = 1) of the physical mesh is plotted. The discontinuities look more spread out than in the plots of RMJA, since the final times differ by a factor of √ 10, which means that the effective resolution is approximately 3 times lower for the simulations presented here for the same value of N . In other words, the plots in RMJA are cuts along the j = k diagonal, which is orthogonal to the discontinuities, while the plots in this paper are cuts parallel to the x axis, which is at an angle α relative to the shock normal.
The The results show that the non-conservative 8-wave formulation performs the worst for this test. The error is most significant in the parallel magnetic field component, which should be a constant B = 5/ √ 4π ≈ 1.4105. Figure 11 shows B = (B x + 2B y )/ √ 5 for six different schemes. The 8-wave scheme is in error everywhere between the two fast shocks by 3 to 7%. This error is due to the non-conservative source terms plotted in Fig. 12 . When the source terms (and the 8th wave of the Riemann solver) are not included, the base scheme produces correct jumps accross the discontinuities as it is shown in the middle top panel in Fig. 11 . The conservative schemes also have errors at the discontinuities, but the errors between the discontinuities are smaller and they converge to zero with increased resolution. Figure 13 compares the convergence behaviour of the 8-wave scheme and the field-interpolated central difference schemes by showing B at t max /2 and t max . The results at half time correspond to half the resolution (N = 128) due to the self similarity of the solution of Riemann problems. The average deviation from the analytic value of B = 5/ √ 4π does not decrease for the non-conservative 8-wave scheme, while it converges to zero for the conservative field-CD scheme as expected.
To be fair I should say that in many shock tube problems the 8-wave scheme performs well and the conservation across the jumps is satisfactory (see, e.g., the next subsection). The present test problem was selected to demonstrate a potential weakness of non-conservative schemes. On the other hand, it was carefully checked that other choices for the base scheme, e.g., dimensionally unsplit TVD-MUSCL or adding the non-conservative source terms by operator splitting, do not fix or diminish the problem. It was also checked that the error is not a consequence of the initial startup errors: when the simulation is continued with the 8-wave scheme starting from the divergence-free output of the projection or field-CD scheme at an intermediate time, the incorrect jump in the parallel magnetic field appears with the same magnitude as in Fig. 12 .
Among the conservative schemes, the field-CT scheme is the least accurate due to large oscillations behind the slow rarefaction wave (see the bottom left panel in Fig. 11) . It was
FIG. 12.
In the rotated shock tube problem, the incorrect jumps of the parallel magnetic field (top left) for the 8-wave formulation are due to the source terms (bottom left and right) in the non-conservative form of the induction equation (13) . The source terms are proportional to the numerical value of ∇ · B (top right), which has large oscillations at the discontinuities independent of the resolution.
checked that these oscillations do not reduce if an entropy fix (the same as in RMJA) was used, or if the time step was reduced by a factor of 2. The rest of the schemes (top six rows in Table III ) can be ordered differently depending which variable we take for comparing the errors. The relative errors are largest in the orthogonal velocity component since |v ⊥ | is much smaller than the Cartesian components |v x | and |v y |, but the numerical errors in v
The gap between the best six and worst two schemes remains significant even if the error δv ⊥ is not taken into account. The magnetic field is most accurate for the flux-and transport-flux-CT schemes. In terms of the average error, the most accurate algorithm for this problem happens to be the simple field-CD scheme (see Fig. 14) , although one should not take the differences between the top six schemes very seriously. Despite the reservations emphasised by DW, the projection scheme solves this superfast flow (the velocity exceeds the fast magnetosonic speed by a factor of 4.2) significantly more accurately than the field-CT scheme proposed by the same authors. This is a practical demonstration of the theoretical arguments discussed in Subsection 5.3.
It is interesting to check the numerical value of ∇ · B for the various schemes. (26) and the cell corner centered (27) definitions for all seven schemes and the base scheme. As expected, the central difference definition for the CD schemes and, similarly, the cell corner centered discretization for the CT schemes are around the round off error 10 −12 . The projection scheme keeps the cell centered discretization below 0.3 using 20 iterations of the conjugate gradient solver in every time step. It was checked that the results hardly change if the Poisson problem was solved much more accurately with = 0.01, but of course such a precision requires more iterations. It is quite interesting to see that for all the six schemes (3rd to 8th rows in the Table IV ) that keep ∇ · B very small in one discretization, in the other discretization ∇ · B is not at all small when compared to the 8-wave scheme or the base scheme. There seems to be no straightforward relationship between the overall accuracy of a method and its ability to keep ∇ · B small in some particular discretization. The schemes were also compared at half the resolution (N = 128) and the overall picture remains the same: the 8-wave and the field-CT schemes are significantly less accurate than the other four schemes. The convergence rate is around first order for all the primitive variables except for the orthogonal velocity component, for which the errors diminish by 10 to 20% only as the resolution goes from N = 128 to 256.
I repeated the test problem for the rotation angle α = 45
• as well (same as used by RMJA) with t max = 0.08/ √ 2. For this special choice of angle, the divergence of B is zero to machine accuracy for all CT and CD schemes in both the central difference (26) and the cell corner centered (27) discretizations and the uniform parallel component of the magnetic field B = 5/ √ 4π is also conserved accurately. The 8-wave scheme produces incorrect jump conditions, and it converges to a B which is in error by 5% to 10% between the fast shock waves. Table V summarizes the average errors for rotation angles α = 63.4
• and 45
• and resolutions N = 128 and 256. In all four cases there is a gap between the five most and the two least accurate methods, while the base scheme seems to do the problem with α = 63.4
• better than with α = 45
Comparison of values ofδ 128 andδ 256 indicates an approximately first order convergence rate for the conservative schemes for α = 45
• and somewhat worse for α = 63.4
• due to the error in v ⊥ .
The 2.5D shock tube test.
This rotated shock tube problem is a 2.5D test since all three components of the velocity and magnetic fields are non-zero. The initial left and right states of this Riemann problem are (ρ, v , v ⊥ , v z , p, B , B ⊥ , B z ) = (1.08, 1.2, 0 .01, 0.5, 0.95, 2/ √ 4π, 3.6/ √ 4π, 2/ √ 4π) and (1, 0, 0, 0, 1, 2/ √ 4π, 4/ √ 4π, 2/ √ 4π), and γ = 5/3, η = 0. The same Riemann problem with its exact solution can be found in [10, 32] . Since the initial condition contains a jump in the magnetic field, this test is easiest to do with a rotation angle α = 45
• which ensures ∇ · B = 0 both in the cell centered (26) and the corner centered (27) discretizations. This test is identical with RMJA for the transportflux-CT scheme and with [32] for the projection scheme except for the final time, which is t max = 0.2/ √ 2, exactly half of the value used by RMJA. This test problem is also done in [25] . Again an N × 2 grid is used with N = 256; thus the effective resolution is half of RMJA's. The time step is t = t max /120. The high resolution 1D solution is obtained with the base scheme on a N = 1024 grid at t = 0.2 using t = 0.00025. For this test case the monotonized central limiter is clearly superior to the minmod limiter since it gives smaller errors due to the sharper discontinuities and the oscillations are very small. The average errorsδ are shown for the seven schemes and the base scheme at the resolutions N = 128 and 256 in Table VI . Although the special choice of α should favour the CT and CD algorithms (since B is exactly conserved by them) the average error is the smallest for the 8-wave and projection schemes. For this test problem the non-conservative source terms of the 8-wave scheme do not introduce a significant error. In Fig. 15 the results of the 8-wave scheme are shown together with the reference high resolution solution. The field-CT scheme gives the worst result: its average error is approximately 1.5 times larger than that of the most accurate schemes.
Orszag-Tang Vortex
The Orszag-Tang vortex problem [28] has been used in many papers [11, 12, 25, 35, 44, 50] as a two-dimensional numerical test for MHD codes, although the choices for the length and time units differ. Here I use the same normalization as in [44] . The computational domain is a square with 0 < x, y < 2π and periodic boundary conditions. The initial vortex structure is defined by ρ = 25/9, v x = − sin y, v y = sin x, B x = − sin y, B y = sin 2x, p = 5/3, v z = 0, B z = 0, and the equation parameters are γ = 5/3 and η = 0. In the numerical initial condition γ = p = 1.667 and ρ = 2.778 were used, but for the coordinates a double precision value is taken for 2π to make the periodicity accurate.
Three different resolutions are taken for the N × N grid: N = 50, 100, and 200. The numerical errors are calculated relative to "high resolution" results with N = 400. Even at this high resolution the numerical results differ somewhat depending on the numerical scheme. To make the comparison fair, two high resolution results were obtained with the projection and the field-CT schemes, and the numerical errors reported in Table VII are the averages of the errors relative to the two high resolution runs. The time step is t = 2/N for all the simulations.
The Orszag-Tang vortex problem starts from smooth initial data, but gradually the flow becomes very complex as expected from a transition towards turbulence. At time t = 1 the flow is still quite smooth, although some discontinuities are already present. The accuracy of the schemes for dominantly smooth problems can be compared at this time. Table VII lists the average relative errors for the primitive variables for the three resolutions. The errors are more or less evenly distributed among the primitive variables and the ordering of the schemes is essentially independent of which primitive variable the errors are measured by. All seven schemes and the base scheme converge with a convergence rate of approximately 1.6, which is worse than the second order accuracy expected for completely smooth flow, but better than the first order accuracy obtained in dominantly discontinuous problems. The averaged relative errorsδ of the most accurate field-CD and the least accurate transportflux-CT schemes differ by about a factor of 1.5. The situation changes a lot when the schemes are compared at t = 3.14, which is approximately the same time for which the different quantities are plotted in [11, 12, 25, 35, 44, 50] . (I note that Balsara [2] ran an isothermal MHD version of this test problem to time t = 3 using the same distance unit as here, but their time unit, which is presumably smaller than here, was not specified, so it is difficult to make a comparison with his results.) The average numerical errors are reported in Table VII There are lots of things that can be read from the table. The convergence rate dropped to 1, which shows that the integrated errors defined in (45) are dominated by the errors at the discontinuities. For the same reason, the errors are much larger at t = 3.14 than they were at t = 1. The base scheme is considerably less accurate than the other schemes, even for the resolutions where it succeeded with the MC limiter. The projection scheme became second best, while the simplest field-CD scheme kept its leading position.
The qualitative differences in resolution can be appreciated in the six gray scale images of temperature in Fig. 16 . I plot temperature, since it is a good indicator of shocks as well as contact discontinuities. The reference high resolution solution (bottom right) was obtained with the projection scheme on a 400 × 400 grid. The other five plots are results of five different schemes with 100 × 100 resolution. Only the left half of the computational domain is shown since the right half is symmetric to the center point x = y = π . Looking at the images, the field-CD and field-CT results are obviously sharper than the other three solutions. Only these two schemes show clearly the sharp dark (cold) feature between x = y = 1 and x = 0.5, y = 2. The feature can hardly be seen in the solution from the projection scheme, and it is completely smeared out in the 8-wave and flux-CT results. Although the solution with the field-CT scheme looks sharp, it contains spurious oscillations around x = 0, y = 3, some dark spots around x = y = 3, and white spots around x = 3, y = 6, which should not be there according to the high resolution solution. To a much lesser extent these spurious features can also be detected in the field-CD 
Cloud-Shock Interaction
This problem models the disruption of a high density cloud by a strong shock wave. The test problem is taken from DW [12] and it is presented here to test the different schemes on highly superfast flows. The computational domain is 0 < x, y < 1 resolved by a uniform N × N grid. The initial condition contains a discontinuity parallel to the y axis at x = 0.6 with the left and right states (ρ, v x , v y , v z , p, B x , B y , B z ) = (3.86859, 0, 0, 0, 167.345, 0, 2.1826182, −2.1826182) and (1, −11.2536, 0, 0, 1, 0, 0.56418958, 0.56418958) with γ = 5/3, η = 0. The discontinuity is a combination of a fast shock wave and a rotational discontinuity in B z . The rotational discontinuity has no effect on the evolution of other flow variables. The circular cloud is located at x = 0.8, y = 0.5 with a radius 0.15, density ρ = 10, and pressure p = 1 in hydrostatic equilibrium with the surrounding plasma. There is a fixed boundary condition on the right at y = 1 due to the supersonic inflow, while the other boundaries are approximately open using the zero-gradient boundary condition.
It was found that the dimensionally split one step TVD scheme can easily fail due to non-physical states produced during the violent collision of the shock and the cloud even when the minmod limiter and an entropy fix were used. Although the difficulties can be avoided by significantly reducing the time step and/or by making the edge of the cloud smoother, I decided to use another base scheme, the two step TVD-MUSCL scheme with a Hancock predictor step, with no dimensional splitting, and with the monotonized central slope limiters applied on the primitive variables. This base scheme is not compatible with the transport-flux-CT algorithm, so that is not tested. The time step is adjusted dynamically so that the Courant number never exceeds C = 0.6 and the last time step reaches exactly the final time t max = 0.06. Using this base scheme the test problem could be solved successfully with all the tested schemes at all the tested resolutions with two exceptions. The field-CT scheme failed at higher resolutions just a few steps before completion, but a subtle change of averaging the electric field instead of the magnetic and velocity fields fixed this problem. This minor modification does not change the essential characteristics of the scheme. The base scheme has also failed for the N = 200 resolution, which could only be done by using the minmod limiter instead of the sharper MC limiter.
The simulations were carried out at resolutions N = 50, 100, and 200. Two reference solutions were obtained with the projection and the field-CD schemes at a resolution N = 400. The results of the projection scheme are shown in Fig. 17 which should be compared with Figs. 18 and 19 in [12] . The magnetic field solutions look very similar if we take into account that DW plot more contourlines in the post shock region, suppress contourlines in the preshock region, and cut off the edges of the simulation domain. The density plots also compare well, although certain details, like the two "eyes" visible in DW's Fig. 18 at x = 0.4, y = 0.4 and 0.6 do not show up in Fig. 17 or in any of the results obtained by the other schemes. This may be due to the color coding of the DW plot.
All the schemes perform very similarly for this problem; their averaged numerical errors differ by less than 5% fromδ 50 For the first rotor problem, experiments with the one step TVD base scheme showed that many of the algortihms fail due to negative pressure; thus the more robust dimensionally unsplit TVD-MUSCL base scheme is used. The MC limiter is applied on the primitive variables. This base scheme excludes the transport-flux-CT algorithm from the test. The remaining six schemes and the base scheme were tested at resolutions N = 50, 100, and 200. The reference solutions were obtained with the projection and flux-CT schemes (see Fig. 18 ) with N = 400. In all runs, the time step is dynamically set so that the Courant number does not exceed 0.6 and the final time is reached exactly. The errors, averaged relative to the two reference solutions, are listed in Table VIII on the left side.
The second rotor problem, which has a factor of two higher thermal pressure relative to magnetic and dynamic pressures, could be solved successfully using the dimensionally split one step TVD base scheme using the MC limiter. The only exception is the transportflux-CT scheme at resolution N = 200, where the minmod limiter had to be used to avoid break down due to unphysical states. Also, the reference high resolution N = 400 solutions were obtained with the projection and the field-CD schemes using the TVD-MUSCL base scheme, since the one-step TVD scheme with the MC limiter failed for this resolution (using the minmod limiter would probably help, but it would degrade the accuracy of the reference solutions). The same quantities that were plotted by BS in their Fig. 2 are shown for the high resolution result obtained with the projection scheme in Fig. 19 . There is an excellent agreement. The relative errors of the various schemes at different grid resolutions are listed in Table VIII on the right. For both rotor problems, all schemes converge at an approximately first order rate. The projection scheme and the field-CT schemes are the most and least accurate among the compared methods. The ratio of their relative errors is around 1.5 and 1.3 for the first and second tests, respectively. It should be noted that the average errors do not reflect all the properties of the results. For example, many of the schemes produce undershoots in pressure and the corresponding sound speed, which reflect as spurious peaks in the Mach number |v|/c s . The pressure undershoots hardly influence the error δp. To avoid such undershoots, one may prefer to use an energy correction like (40) . For the first rotor problem, a test with the field-CD scheme at N = 200 resolution showed that the energy correction removes the pressure undershoots while the other variables or the overall accuracy hardly change. Therefore the second rotor problem was solved with the energy correction for all the schemes and resolutions. In all the runs, the total energy conservation is violated by less than 0.4% during the whole computation due to the correction.
To get an impression of qualitative differences, contourplots of the Mach number in the second rotor problem are shown for seven different schemes together with the base scheme and a high resolution reference solution in Fig. 20 . The central part shows significant distortion of the circularly rotating velocity field for the base scheme and the field-CT schemes. The error looks similar to the one shown by BS in Fig. 3 for their dimensionally split base scheme. BS argue that the error is related to the error in the divergence of the magnetic field, but the simulations presented here do not support this explanation. The field-CT scheme, which maintains ∇ · B = 0 to machine accuracy in the CT discretization, shows very distorted velocity contours, while the 8-wave scheme, which has finite errors in ∇ · B, does not suffer from this problem.
CONCLUSIONS
The main points of the algorithmic sections are the following:
• The 8-wave formulation is non-conservative which may cause incorrect jump conditions occasionally.
• Staggered variables can be eliminated from all the constrained transport type algorithms; thus the CT schemes can be viewed as finite volume discretizations.
• The new central difference based schemes are considerably simpler than the analogous constrained transport type methods.
• The field-interpolated CD scheme does not require spatial interpolation.
• The CT and CD schemes can be generalized to arbitrary curvilinear grids, to axial symmetry, and to resistive MHD. • The projection scheme is consistent and has the same order of accuracy as the base scheme even for discontinuous (e.g., superfast) flows.
• The projection scheme can be implemented in an efficient, parallelizable, and flexible way using iterative Poisson solvers.
Let us summarize the properties of the seven schemes: the 8-wave formulation, the fieldand the (transport-)flux-interpolated CT and CD schemes, and the projection method. All seven schemes can be regarded as some modification of a base scheme, which is assumed to be second order accurate in space and time for smooth solutions and conservative in a finite volume sense, so that discontinuities are handled properly. All seven schemes maintain the second order accuracy for smooth solutions. The 8-wave formulation spoils conservation, the other six schemes are conservative. The 8-wave formulation conserves ∇ · B to the accuracy of the truncation error, the CT and CD algorithms conserve ∇ · B in some particular discretization down to round off errors, while the projection scheme removes the divergence of the magnetic field to the accuracy of the Poisson solver. It is important to note that the CT schemes maintain ∇ · B = 0 in a cell corner centered sense (27) while the CD and the projection methods use a more natural cell centered discretization (26) . Due to the differences in handling ∇ · B, the schemes are more or less sensitive to discretization errors in the boundary and initial conditions. The projection scheme removes the errors from the initial condition, and errors due to the boundary conditions influence only the edges of the computational domain. The 8-wave scheme requires the zero divergence to be satisfied to second order accuracy in the initial and boundary condition. Finally the CT and CD schemes require that the initial and boundary conditions are compatible with their particular discretization of ∇ · B = 0 to the accuracy of round off errors.
The projection algorithm is identical with the base scheme if ∇ · B * = 0 to start with.
The transport-flux-CT scheme coincides with the base scheme only for one-dimensional problems with slab symmetry in the other directions. The other CT and CD algorithms modify the result of the base scheme in general. The CT and CD schemes are restricted to structured meshes, the projection scheme works for any grid on which the Poisson equation can be solved (this includes unstructured grids), while the 8-wave form can be used independent of the grid type. The projection step is a global scheme, since it requires the (approximate) solution of a Poisson problem. The other schemes are local, although the CT and the flux-CD algorithms have considerably larger stencil than the base scheme. The numerical test results are summerized in Table IX for the ten test problems presented in this paper. The relative errors that were shown in the other tables for the individual problems are all normalized to the errors of the most accurate scheme for the given problem. The normalized errors are averaged for the different grid resolutions.
The last row of the table contains a correction factor for each scheme. The correction factors are the cubic root of the cost factors shown in Table I , since in a 2D simulation the grid resolution N x , N y and the number of time steps N t should be decreased by this factor to keep the CPU time the same as if only the base scheme was used. For the majority of the test problems, the convergence rate is approximately first order; thus the error will grow proportional to the correction factor due to the decreased resolution. For second order convergence rate (this only applies to the two Alfvén wave tests) the error should be multiplied with the square of the correction factor. Even for the most expensive projection scheme, the correction factor is only ≈1.06 (it depends on the number of iterations, but this is a typical number), while the least expensive field-CD scheme has a correction factor 1.006; thus the corrections will not change the errors dramatically. It is also important to note that these factors are based on CPU timings, which are inherently implementation, compiler, and machine dependent. The correction factors shown in the table are probably upper estimates, since they are calculated for 2D problems using a one-step TVD scheme. For more expensive base schemes, e.g., TVD-MUSCL, the correction factors are smaller. In 3D one should take the fourth root instead of the cubic root when transforming the CPU cost to resolution. Although a single number cannot fully characterize the quality of a numerical solution, and the tests cannot represent all aspects of numerical MHD simulations, the overall trends are quite clear. Based on the table and the detailed comparison of the solutions, the following points can be made:
• The numerical error is typically dominated by the error close to discontinuities and first order convergence rates are typical for discontinuous solutions.
• The base scheme is less robust than the modified schemes.
• The 8-wave scheme can produce incorrect jump conditions across discontinuities in certain problems.
• The field-CT scheme produces spurious oscillations in many test problems which degrade its accuracy.
• The transport-flux-CT scheme is more complicated, less versatile, and typically not more accurate than the flux-CT scheme.
• The projection, the new field-CD, and the flux-CT schemes are the most accurate for these test problems.
It would be interesting to see how well the different schemes can solve steady state problems, how they can be combined with implicit time integration, or how they can be adapted to hierarchical or adaptively refined meshes; however, these questions are out of the scope of this paper and subject of future research.
APPENDIX A Momentum Conservation and Lorentz Force
I prove that it is impossible for a conservative (which is a necessary property to obtain correct weak solutions) scheme to guarantee that the discretized acceleration due to the Lorentz force is orthogonal to the magnetic field in every cell to machine accuracy. The latter property will be called the "orthogonality property" for short. Let's assume that some "perfect" discretization of the MHD equations is conservative as well as it has the orthogonality property. For sake of simplicity we may assume that this perfect scheme is two dimensional, first order accurate in time, and it advances from time step n to n + 1 in a single update. Such a scheme should maintain momentum conservation (ρv) i, j = const and orthogonality of B and the acceleration ∂(ρv)/∂t due to the Lorentz force J × B for an arbitrary initial condition that satisfies ∇ · B = 0 in some discrete sense. Therefore it is sufficient to construct a single counter example to show that such a perfect scheme does not exist.
Let the initial condition be ρ = const, p = const, v = 0 everywhere. This ensures that momentum can only change due to the magnetic stresses (cf. Eq. (2)). Let B y = 0 in all cells neighboring cell i, j; thus the acceleration has to be parallel to the y axis in the neighboring Fig. 21 . It is quite easy to see that the ∇ · B = 0 condition can be satisfied for every cell for a given discretization of ∇ · B, since the number of free parameters, i.e., the components of B in the surrounding cells, greatly exceeds the number of constraints. In particular, the centered discretization (26) gives (∇ · B) i, j = 0 for the above described initial condition.
As the "perfect scheme" advances the solution with a finite time step, the momentum (ρv x ) n+1 i, j will become non-zero due to the non-zero x component of the acceleration, while in all the neighboring cells (ρv x ) n+1 = 0, since there the acceleration due to the Lorentz force has to be exactly orthogonal to the B field according to the orthogonality property. Consequently, the total ρv x momentum is not conserved, which means that the "perfect scheme" is not conservative.
APPENDIX B
Generalization of CD/CT Schemes to Curvilinear Grids and Axial Symmetry
Evans and Hawley [14] emphasised that their CT approach is not restricted to Cartesian grids. Here I briefly show how the CT and CD approaches can be combined with a Godunov-type scheme on arbitrary (non-orthogonal) curvilinear grids. Instead of the general relativistic notation used by Evans and Hawley, I will use the generalized coordinate notation which is more widespread in the computational physics literature.
In this appendix, ξ, η, ζ denote the generalized coordinates, x, y, z the Cartesian coordinates, and any subscripting by these variables indicates a partial derivative, e.g., x ξ = ∂ x/∂ξ . In the generalized coordinate system the grid is uniform, i.e., the j, k, l cell center is located at j ξ, k η, l ζ . Let us introduce the curvilinear magnetic and electric field components where E ζ = E z = can be approximated by (28) or (31) . The (quadrupole) cell volume is defined as For axial symmetry in the third dimension, E ζ = z ζ E z = r in (B.6) and the cell volume V j,k (B.7) should also be multiplied by the radial distance r measured from the symmetry axis. If the code is already written in curvilinear vector components, e.g., B r , B φ on a polar grid, then the only required transformation to obtain B is a multiplication by 1/det J (which is simply r for polar coordinates).
In an efficient 3D implementation the three curvilinear electric field components E = J where det J = 1/det J −1 can be calculated and stored in the first time step. Note that the curvilinear magnetic field components B or the Jacobian J themselves do not occur in this implementation.
