Electrical networks containing lossless transmission lines are often modeled by difference-differential equations of neutral type. This paper finds sufficient conditions for asymptotic stability for linear systems of these equations. Also given is a modification of the direct method of Liapunov for difference equations. This method is applied to finding asymptotic stability criteria for the discrete analogs of the linear system of difference-differential equations.
INTRODUCTION
Electrical networks containing lossless transmission lines are often modeled by systems of difference-differential equations. For linear systems these equations take the form n(t) + A(t) iqt -T) + B(t) x(t) + C(t) x(t -Y) = 0, (1.1) where A, B, C are real n x n matrices, r > 0, and x is an n-vector. A natural question to ask regarding such systems is what are sufficient conditions for asymptotic stability for the equilibrium solution x = 0. This question has been investigated by Brayton and Willoughby [l] for the case when A, B, C are constant and symmetric. In this work, we apply the stability theory recently developed by Cruz and Hale [2] for functional differential equations of neutral type and obtain sufficient conditions for asymptotic stability for both the cases when A, B, C are constant matrices and when B and C are time dependent. The criteria obtained are independent of I and make no symmetry restrictions. In addition, we also study the discrete analogue of (1.1) as originally presented in [l] and obtain asymptotic stability criteria for the case when -4, B, C are constant matrices. The main tool is a modified version of the direct method of Liapunov which we develop. Section 2 contains mathematical preliminaries on functional differential equations of neutral type and the Liapunov stability theory of Cruz and Hale for autonomous systems. In Section 3, the theory of Section 2 is applied and a sufficient condition for asymptotic stability of (1.1) is given for the autonomous case. Section 4 presents the Liapunov stability theory of Cruz and Hale for nonautonomous systems which we use in Section 5 to obtain a sufficient condition for the asymptotic stability of (1.1) when B and C are time dependent. Section 6 presents a discrete analogue which is used in the numerical integration of (1.1). A stability theory is developed for a class of nonautonomous difference equations and is then applied to this discrete analog to obtain sufficient conditions for asymptotic stability.
MATHEMATICAL PRELIMINARIES
A functional differential equation of neutral type is a differential system in which the rate of change of the system depends on both the past history of the system and the derivative of the past history of the system. Equation (1.1) is such an equation. Cruz and Hale [2] have developed a stability theory for this class of equations, the appropriate portion of which is outlined here. The reader is referred to [2] for proofs and further details. --rG%O S uppose 7 is a real number and f is a continuous function taking [T, 03) x C -+ Rfl. Define the functional difference operator D : C + R9" by h = do) -2 PPP(-7k), (2-l) k=l where P, are n x n constant matrices, k = 1, 2 ,..., N; and rk , 0 < rk ,< T are real numbers such that T& are rational if N > I. A system of the form
is a special case of a functional differential equation of neutral type where xt E C is defined by ~~(0) = x(t + 6), -Y < 0 < 0. If the function f is not explicitly dependent on t, the equation is said to be autonomous.
For any 9 E C, u E [T, co), a function x = ~(a, p), defined on [G -Y, u + w), is said to be a solution of (2.2) on (a, u + W) with initial value v at u if x is continuous on [u -Y, u + w), .ro = v, Dx, is continuously differentiable on (u, u + w), and the relation (2.2) is satisfied on (a, u + CO).
For the purposes needed here, it is always assumed that f satisfies enough additional hypotheses to ensure the properties of existence, uniqueness, and continuous dependence of solutions of (2.2) in the initial data for t > U. For further discussion of this topic, see Cruz and Hale [3] . have modulii less than 1, then D is said to be a stable dajkence operator.
Liapunov Stability Theory for Autonomous Equations
In this section we consider the equation -&J =f(xA t > 0, xg = p.
Here, D is defined by (2.1) and f: C -+ R" is continuous and takes closed
Founded sets into bounded sets. If V : C-+ R is continuous, we define the 'derivatives" for /J E C along the solutions of (2.3) as where x0(#) = #. DEFINITION 2.2. If x = 0 is an equilibrium point of (2.3), we say it is stable if, for every E > 0, there exists a S > 0 such that I/ p (1 < S implies // .r,(q)jl < E for all t > 0. If, in addition, there exists a b > 0 such that // 'p 11 < b implies 11 xt(v)ll --f 0 as t ---f co, then x = 0 is said to asymptotically stable. DEFINITION 2.3.l A subset r of C is said to be invariant with respect to 1 It should be noted that in an inadvertent omission [2] failed to require go(#) in r for all 0 in (-io, co). solutions of (2.3) if, f or any # E r, there is a function g(#) : (-m, 00) + Rn which satisfies go(#) =: 4, and go($) in T, for all u in (-cc, co).
We note gt(#) = x~($J) for t > 0 and represents a backwards extension of xt(f)) for t < 0. In this section, we will consider (1.1) when A, B, C are constant 71 2: n matrices. First, however, we define a change of variables to make our results sharper in a special case. We do this as follows. Case 1. B has simple elementary divisors. In this case let A, -= tag k ivfi , k = I,..., q; denote the 2q eigenvalues which occur in complex conjugate pairs and A, = pli , k = 2q + I,..., n; denote the n -2q real eigenvalues. Define T to be the real nonsingular matrix such that It follows by a simple computation that
We now must make some suitable restrictions on A, , B, , C, and choose P and Q so that the hypotheses of Theorem 2.1 are met. One way of doing this is given in the following theorem. We now give a lemma which will simplify our results in a special case. Proof. Since / h K > 0, it is obvious that / > 0, and we know, for 11 K )( = 0, that the eigenvalues of S are in the right half plane. As 11 K/j becomes nonzero, the only way S will cease being positive is if an eigenvalue of S becomes equal to zero. In this case S becomes singular, and det S = 0. Since
we see det S = det(J -K) . det(]-l) . det(] + K) > 0. Hence, S is positive definite.
With the aid of this lemma we now state the following corollary. Proof. We shall show that the hypotheses of Theorem 3.1 are satisfied.
Also, since the assumptions of this corollary are independent of the transformation T, we assume T = I. First, we note that I * A > 0 implies T(A) < 1.
Next, we note that their result here, the generality of the Liapunov approach has enabled us to gain rather simple tests for asymptotic stability without any symmetry assumptions.
LIAPUNOV STABILITY THEORY FOR NONAUTONOMOUS SYSTEMS
In this section, we consider the equation 
ASYMPTOTIC STABILITY CRITERION:
B, C TIME DEPENDENT
In obtaining asymptotic stability criteria in the nonautonomous case, one usually exploits particular transient properties of the coefficient matrices. In this section, we first obtain a rather general stability theorem and then show how a specific criterion may be obained by making special assumptions on B and C.
Cosider the equation qt) + At(t -r) + B(t) x(t) + C(t) x(t -r) = 0.
(5.1)
For the purpose of applying Theorem 4.1 we will assume 11 B(t)ll, // C(t)11 uniformly bounded for t ,> 0. Now, consider the function on R+ x C
where P is a constant symmetric n x n matrix, Q is a symmetric n x n matrix continuous on [0, co). A straightforward computation shows that qt, 
XJ = -[x(t) + Ax(t -Y)]' E(t) [x(t) + Ax(t -r)] -x'(t)F(t) x(t) -x'(t) G(t) x(t -Y) (5.3) -x'(t -Y) G'(t) x(t) -x'(t -Y) H(t) x(t -Y), where B'(t) P + PW) -Q(t + y) = E(t) + F(t), C'(t) PA + A'PC(t) + Q(t) = A'E(t) A + H(t), B'(t) PA + PC(t) = E(t) A + G(t

(ii) B'(t) + B(t) + C'(t) A + A'C(t) has positive ezgenvalues uniformZy bounded away from zero for t 3 0, (iii) * {2B'(t) + 2B(t) -B'(t + Y) -B(t + Y) M(t) = i B'(t) A + C(t) + C'(t + r) A + A'C(t + Y)} A'B(t) + C'(t) 4 {B'(t) + I?(t) + C'(t) A + A'C(t)} 1
has positive eigenvalues un;formly bounded away from zero for t 3 0, (iv) /I B(t)11 ,/I C(t)\/ are uniformly boundedfor t > 0, then x = 0 is uniformly asymptotically stable.
Proof. In (5.2), choose P = I, 2Q(t) = B'(t) + B(t) -C'(t) A -A'C(t), 2E(t) = A'"[B'(t) + B(t) + C'(t) A + -4'C(t)] A". Then from (5.4) it follows that -A'n[B'(t) + B(t) A'"[B'(t) + B(t) M(t) + f + C'(t) A + A'C(t)] A" + C'(t) A + A'C(t)] Ant1 A'"+yB'(t) + B(t) -A'"+l[B'(t) + B(t) + C'(t) A + XC(t)] A" + C'(t) A + A'C(t)] A'l+l 1 = F(t) [ G(t) G'(t) I II(t) * (5.5)
By hypothesis (ii), we see that Q(t) 3 0. Also, by hypotheses (i) and (ii), it follows that E(t) has positive eigenvalues uniformly bounded away from zero if det ,4 f 0. Hypotheses (iii), (iv), and the fact that r(=l) < 1 imply from (5.5) that for a choice of n sufficiently large 
-y(t) -p(t + h) + (1 -p) x(t), x(t -r) + px(t + h -r) + (1 -CL) x(t -Y),
where 0 < p < 1. Choosing h so that mh = r for some integer m and letting t = kh, we obtain from (1.1) the discrete difference equation
Generally, when computing solutions to (1.1) numerically by use of the scheme given by (6.1) one has no assurance that the numerical solution will be a good approximation to the solution of (1.1) for an arbitrary step size h.
One would hope, however, that, for step sizes less than some a priori bound, the solutions of (1.1) and (6.1) will exhibit similar properties, One such property is asymptotic stability. In this section, we obtain asymptotic stability criteria for (6.1) when A, 23, C are constant matrices. The result would then enable the numerical investigator to know that, under the conditions that matrices A, B, C, step size h, and parameter p satisfy the hypotheses of Theorems 3.1 and 6.1, then the solutions to (1.1) and (6.1) will both have the property of asymptotic stability. The main tool in the analysis is a slightly modified version of the Liapunov stability theory of Hurt [5] for difference equations which in turn is based on a theorem of LaSalle [6] for ordinary differential equations.
Let ,P& = (k integers, K > k,}, where K,, is some integer. Also, for any integer p denote X P = R" x R" x ... y R" / ,
where R" is a real or complex n-dimensional vector space with norm 1 / . If 2 = (20 )..., Z-$+r ) ) a3 E R", for -p + 1 < j < 0, is an element of X, , define
A difference equation is a system of the form (ii) x(k; k, , c) = ck for some k, -m < k < k, (the initial values), (iii) x(k; k, , c) satisfies (6.2) for k, < k < k, + k* -I. For a solution x(k; k, , c) of (6.2) denote x(k; k, , c) = (x(k; k, , c), x(k -1; k, , c) ,..., x(k -m, k, , c)) E X,,, .
We then see that x(k,; k, , c) = c.
It will be assumed here that a solution to (6.2) exists and is unique for all is a monotone nonincreasing function which is bounded from below. Hence, b'(k, x(k; k, , c)) must approach a limit as k -CXJ, and W(x(k; k, , c)) --f 0 as k --f 03. If 11 x(k; k, , c)ll --f KI as k + CD and G is unbounded, then x(k; k, , c) certainly approaches S*. If, alternatively, /I x(k, k, , c)il remains bounded for k > k, , then x(k; k, , c) must again approach S*. For, if this was not the case, there would exist a subsequence x(k,; k, , c) such that d(x(kj; k, , c), S) > E for some E > 0 and x(kj; k, , c) -+ b E G as kj --, co. It follows from the continuity of U', however, that this cannot occur, and the theorem is proven.
The first step in applying Theorem 6.1 is proving boundedness of solutions. In order to do this with some generality, we make the following definitions. and assume that the matrix given by?
has all its eigenvahes strictly inside the unit circle, then yL = 0 is a totally stable solution of (6.4). In particular, tf all the Ai = 0 except Ail., 0 6-j* < p -1, and r(Ai*) < 1, then yk = 0 is a totally stable solution of (6.4).
The proof follows by writing (6.5) as a system of first-order equations and explicitly representing the solution. See, for example, Miller [7] . We may now state the following theorem. If in addition w(s) > 0 for s > 0, the solution xI, = 0 is asymptotically stable.
Proof. Let E > 0 be given. Since (6.6) with g --= 0 is totally stable, there exists 6,(e) so that if 11 c )! < S,(E) and 1 sg -F(k -1, .Y~-~ ,...9 .L,,)l < 81(E), then the solution .~(cl; K,, , c) of (6.6) satisfies /i x(K; R, , c)l[ < E. Now choose 0 < 6 < &(E) so that v(6) 52 u(&(t)). Then, since r(k, x(/z; k, , c)) is nondecreasing, we have u(l XI: -F(k -. 1, .z&r 1..., .%,)I) < VI& x(k k, , c))
Consequently, 1 xk -F(k -1, .vkml ,..., .~~-,,,)l < 6,(e) and // x(K; k, , c)ll << E thus proving uniform stability of .Y~ = 0.
Letting 6(e) be chosen as above, it is then seen that x(k; k, , c) remains in a bounded set G if 11 c (1 < S. If w(s) > 0 when s > 0, Theorem 6.1 implies x(/z; k, , c) approaches the set S = {z = (as ,..., a_,) E G; a,, = 01. Therefore, lim,,, ( x(k, k, , c)i = 0 implying lim,,, jj x(k; k, , c)ii = 0 and xk = 0 is asymptotically stable. Now, let us return to our example (6.1). We again make the change variables TyB = Ye , where T is given in Cases 1 and 2 of Section 3. Finally, we require that -l/ph is not an eigenvalue of B so that R-l exists and that J > 0 so that AV(k, z) satisfies (6.7). It then follows that all the hypotheses of Theorem 6.2 have been met, and the following theorem may be stated. This equality may be inserted in the hypotheses of Theorem 6.3 to obtain a sharper asymptotic stability criterion in this special case.
