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Abstract Digital pulse width modulation has been considered
for high-delity and high-efciency audio ampliers for several
years. It has been shown that the distortion can be reduced
and the implementation of the system can be simplied if the
switching frequency is much higher than the Nyquist rate of
the modulating waveform. Hence, the input digital source is
normally upsampled to a higher frequency. It was also proved
that converting uniform samples to natural samples will decrease
the harmonic distortion. Thus, in this paper, we examine a new
approach that combines upsampling, digital interpolation and
natural sampling conversion. This approach uses poly-phase
implementation of the digital interpolation lter and digital
differentiators. We will show that the structure consists of an
FIR-type linear stage and a nonlinear stage. Some spectral
simulation results of a pulse width modulation system based on
this approach will also be presented. Finally, we will discuss the
improvement of the new approach over old algorithms.
Type: Regular paper
Keywords: Pulse width modulation; natural-sampling
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I. INTRODUCTION
A. PWM Signals
A pulse width modulation (PWM) signal consists of a
sequence of pulses of varying width or duration. One pulse
occurs every
 
seconds and its width (in the range 
 
) is
proportional to a sample value of the modulating signal 	


where, without loss of generality, we assume that  


 .
In this paper, we consider only trailing-edge PWM signals
in which the leading edges occur at fixed times 
 
while
the position of the trailing edge varies. In the first graph in
Fig. 1, we illustrate a modulating signal 	


and a saw-tooth
waveform (carrier ramp) of frequency 
 ff
. The second
graph in Fig. 1 illustrates a uniform-sampling PWM signal
in which the sample value 	fi
 
determines the width of
the  -th pulse. Note that the samples of 


are uniformly
spaced in time. The third graph of Fig. 1 illustrates a natural-
sampling PWM signal in which the pulse width is determined
by the intersection of 


and the carrier ramp.1 Thus, the
1 It was shown in [2] that the intersection point is unique if flffi! #"$fl% where
fl&% is the highest frequency in '$(*)+ .
sample values that determine the pulse widths are generally not
uniformly spaced in time. Natural sampling seemingly appears
to be more complicated than uniform sampling, but is in fact
relatively easy to implement. Applying 	


and the carrier
ramp to the inputs of an operational amplifier without feedback
produces the natural sampling PWM signal.
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Fig. 1. Uniform-sampling and natural-sampling trailing-edge PWM signals
B. Modulation and Demodulation
Switching amplifiers can be used to amplify PWM signals
with power efficiencies far exceeding the theoretical 50%
efficiency achievable by linear amplifiers. Furthermore, a
simple demodulator for natural-sampling PWM signals is a
low-pass filter with cut-off frequency -, satisfying -./01,32
  . An ideal low-pass filter produces 	


exactly without
any harmonic distortion. In contrast, low-pass filtering of
uniform-sampling PWM signals recovers 


with signicant
harmonic distortion. For these reasons, natural-sampling PWM
systems have been considered for use in high-fidelity and/or
high-efficiency audio amplifier systems [1], [4]. Since nowa-
days many audio sources are not continuous-time signals 	


but rather sequences of digitized samples of 	


, a completely
digital PWM audio amplifier is an intriguing possibility. Note
that it is easy to construct a trailing-edge PWM signal pulse
from a digital 4 -bit sample value which we shall assume is
an unsigned integer in the range 5 6798:<; The modulator
output goes high at the start of the pulse interval, and a
digital downcounter clocked at a frequency 67  is used to
count down the input to 0 – at which time the modulator
output goes low. Unfortunately, since digital audio signals
are uniformly spaced samples, the output signal from such
a digital pulse width modulator is an uniform-sampling PWM
signal instead of the desired natural-sampling PWM signal.
The solution to this problem is to use the simple digital pulse
width modulator but to replace each uniform sample value
with the corresponding digitally computed natural sample
value. The pulse widths are thus proportional to the natural
sample values, and the digital modulator output is therefore
a natural sampling PWM signal. Note that these computed
natural sample values are uniformly spaced in time.
C. Algorithm I for Natural Sample Value Computation
As described in [1], [4], many different methods have
been proposed for the computation of natural sample values
from uniform sample values (also called natural-sampling
conversion.) Many of these are too computationally intensive
for practical use and many are based on various ad hoc
approximations that have only been validated empirically. In
this Section, we describe Algorithm I for converting uniform
samples to natural samples at the same rate. Algorithm I is
based on the Natural-Sampling Theorem and the Stirling’s
central difference formula [5]. The Natural-Sampling Theorem
is stated as follows. [2], [3], stated as follows.
Theorem 1: (Natural-Sampling Theorem) The natural sam-
ples of 	


are exactly the uniform samples of =	
!>
 /?
6

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Since this series converges rapidly, the first few terms suffice to
compute the natural sample value to a high degree of accuracy.
The first four terms give
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and the various derivatives can be computed from samples of
	


via standard numerical methods such as Stirling’s central
difference formula.
Algorithm I for natural sample value computation then can
be stated as follows.
Define the E -th sample value of 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These quantities are readily computed via finite-impulse re-
sponse (FIR) digital filters, and then the (approximate) natural
sample value is computed as
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5 E_;
O
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The actual pulse width varies from 0 to
 
as the input value
to the pulse modulator ranges from 8 to > and therefore
the actual value of the E -th pulse width is p
R

>=5 E_; .
D. Up-sampling and Digital Interpolation
In Section I.B above, we stated that low-pass filtering of a
natural sampling PWM signal recovers the modulating signal
	


without distortion. In fact, a PWM signal contains energy
in subbands centered around the carrier frequency V , and
unless -Ł . , these subbands alias into the low-pass filter
passband giving rise to distortion. Now, most digital audio
signals are obtained by sampling 	


at rates slightly larger
than the Nyquist rate 6--. . For example, a telephone voice
signal is band-limited to
\
W kHz and sampled at
[
kHz while
high-fidelity audio signals are band-limited to 6D kHz and
sampled at WW

 kHz for recording on CDs. Direct application
of the results of Section I.C generally results in too much
distortion at the output of the low-pass filter demodulator.
Thus, up-sampling and digital interpolation are generally used
to create digital sequences at higher rates, and the digital pulse
width modulator uses carrier signals at these higher rates.
For example, in [1], [3], [4], the digital signals from a CD
are upsampled by a factor of
[
and the digital PWM system
operates with a carrier frequency of
\
6

[
kHz. Thus, the block
diagram of a typical PWM audio amplifier is as shown in Fig.
2.
Output
Analog
Pass Filter
Analog Low-
Amplifier
Power
Modulator
PWM
Conversion
Natural-Sampling
Digital 
Source Interpolation
Upsampling
Fig. 2. Block diagram of a digital PWM audio amplifier
II. COMBINING UP-SAMPLING, DIGITAL INTERPOLATION
AND NATURAL-SAMPLING CONVERSION
In this section, we first present the Interpolation and Fil-
tering Theorem. This theorem then will be used in deriving
a new approach to combine the first two functional blocks
in Fig. 2. The new algorithm, Algorithm II, will be initially
described in an intuitive way. Later, we will show that the
implementation structure uses the poly-phase components of
a digital interpolator and digital differentiators, followed by a
non-linear stage.
Now, we examine the system in Fig. 2 with some assumptions.
First, as mentioned in the previous section, suppose that the
original digital source is sampled at rate   MWW

 kHz. This
signal is then up-sampled to rate 
R

[



\
6

[
kHz.
Second, we will imitate a 65-tap FIR filter using Hamming
window for digital interpolation. This filter approximates the
ideal digital interpolation filter, which is an ideal low-pass filter
with cut-off frequency 
?
[
and magnitude in the pass-band
[
.
Before going on, we present the following theorem, which is
one point of departure of the new approach.
Theorem 2: (Interpolation and Filtering Theorem) Given
a finite-length input sequence of length 6F>

o	5 E_;
-
_
and a sampling period
 
, two below methods yield the same
output sample at time  where 8
 



 
.
Method 1. Fitting a curve through 6F>  points of 5 E_;
using the formula
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then sampling 


at time 
s . Here we call k


the
interpolation function.
Method 2. Calculating 

using convolution
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The proof of this theorem is simple and will be given in the
full paper.
Based on this theorem, what is done by the first two blocks
in Fig. 2, Upsampling-Interpolation and Natural-Sampling
Conversion, is equivalent to the following. First a curve is
fit through ~ input samples at rate
 


?

 of each window.
The interpolation function here is a Hamming-windowed sinc
function. Then this curve is sampled at rate
 
R

?

R

 

?
[
to produce the signal at rate 
R

[

 . Now, if we
use Algorithm I for the natural-sampling conversion block,
we have to fit another curve through every
|
rate- 
R
points
using the Stirling’s central difference formula. This block then
calculates the derivatives of the curve and evaluate them at the
central point. The signal and its derivatives at rate 
R
are finally
used to compute the natural sample.
Thus, we see that separate implementation of the first two
blocks in Fig. 2 is equal to doing curve fitting twice. Ob-
viously, there are some simple ways to improve the imple-
mentation. First, we observe that digital interpolation and
natural-sampling conversion both employ FIR filters. Thus, the
filters can be combined using convolution. Second, we can use
poly-phase implementation, either for the digital interpolation
filter separately or for the combined filters. These changes,
however, do not enhance the accuracy of the natural-sampling
conversion.
Now, if instead, we use the very first curve after digital
interpolation to calculate the derivatives, we can reduce the im-
plementation cost and produce more accurate natural samples.
Thus, the ideas of the new approach can be briefly described
as follows.
Algorithm II for Natural Sample Value Computation
1) Fit a curve through ~ input rate-   uniform samples
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/ ). The interpolation function is a Hamming-
windowed sinc function
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and ªk


is the unit step
function.
The equation of the curve is then given by
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2) Compute the order-  to order- ± derivatives of 	
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Note that 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is piecewise continuous within
5*8KW
 

bW
 

; and the discontinuities are at multiples of
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and its derivatives at
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4) Use the values from ´
dµ&¶
\
in the Natural-Sampling
Theorem (1) to calculate
[
consecutive natural samples
at rate 
R

[

 .
5) Shift the window one input sample forward and go back
to ´k
dµ¶} .
From (6) and (7), we can see that each sample of the signal
and its derivatives is just a linear combination of the ~
input samples. Thus, the rate- 
R
samples of the signal and
its derivatives can be calculated using length-9 FIR filters.
Using Theorem 2, we can also prove that the coefficients
of digital interpolation filters for each of
[
samples are just
the poly-phase components of a filter y^·-5 E_;

where ·V5 E_;_
k
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 . Similarly, the order- ± digital
differentiators are the poly-phase components of the filter
y
²
5 E_;

where  ² 5 E_;Q¹
j*²
n



g
g i
CB
p
m
N
p
m
¸
R
E0º8
\
6
\
 .
Thus to calculate the coefficients, we just have to evaluate k


and its derivatives at these time instants.
In the algorithm described above, we have used simple digital
differentiators, which are just rectangular-windowed deriva-
tives of the Hamming-windowed sinc function. However, the
algorithm can be easily generalized for general digital inter-
polation filters and digital differentiators. Note that although
we are not using Stirling’s formula in Algorithm II, it is still
an eligible candidate for these differentiators.
In what follows, we discuss the improvement of Algorithm II
over Algorithm I used together with an Upsampling and Dig-
ital Interpolation Block. Note that, as mentioned previously,
curve fitting is used only as an interpretation of the filtering
process. The linear parts of the real systems will be imple-
mented using FIR filters. If the Natural-Sampling Conversion
is implemented separately after the Upsampling and Digital
Interpolation, we will have to compute the derivatives of 	


based on the interpolated uniform samples, which come with
distortion after a non-ideal digital interpolator. Instead, if we
use Algorithm II, we can apply the digital differentiators right
to the low-rate uniform samples, thus enhance the accuracy
of the natural samples. (The digital interpolator, whereas, can
be kept the same.) Furthermore, this approach allows the use
of poly-phase implementation of both the digital interpolator
and digital differentiators, therefore reduce the implementation
cost of the whole system.
Let » denote the number of terms we take in the Natural-
Sampling Theorem. Also, let 5 ¼c; be the rate- 
R
samples
of the signal 	


, and
e
5 ¼c; ,
q
5 ¼F; , r 5 ¼c; be the samples of
S½

&?
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[
, respectively (The derivatives
have been scaled down to simplify the implementation.) From
the Natural-Sampling Theorem, the natural sample is given by
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Note that when » Æ , the output is just the uniform-
sampling signal at rate 
R
.
We could take more terms in the Natural-Sampling Theorem
to improve the accuracy of the conversion.
A poly-phase implementation of the linear part for »ÇW is
given in Fig. 3. The non-linear part is described in Fig. 4.
x[n+5]
s[m]
S Coefficient Stack (8 sets)
S Filter (length-9 FIR)
c[m]
C Coefficient Stack (8 sets)
C Filter (length-9 FIR)
b[m]
B Coefficient Stack (8 sets)
B Filter (length-9 FIR)
a[m]
A Coefficient Stack (8 sets)
A Filter (length-9 FIR)
x[n-1] x[n-2] x[n-4]x[n-3]x[n]x[n+1]x[n+2]x[n+3]x[n+4]
Fig. 3. Implementation of the linear part
III. SIMULATION RESULTS
Some simulation results for »ÈÇ-Å6Ã
\
and W are given
in Fig. 5. The digital interpolation filter and the digital
differentiators employ the Hamming-windowed sinc function
and its derivatives, as described in Section II. The modulating
signal is a
T

T
kHz sinusoid. The demodulator is an ideal
analog low-pass filter with cut-off frequency 6D kHz. It can
z[m]
s[m]
c[m]
b[m]
a[m]
1
1
Fig. 4. Implementation of the non-linear part
be seen that the second-order and third-order harmonics ( 
\
6
kHz and ~

[
kHz, respectively) decrease as K increases.
More specifically, it can be observed that the second and the
third harmonics alternately decay. Further simulation results,
analysis and comparison will be presented in detail at the
conference.
IV. CONCLUDING REMARKS
In this paper, we have proposed a new approach to
implement the upsampling, digital interpolation and natural-
sampling conversion for PWM audio amplifiers. This approach
employs poly-phase implementation of digital interpolation
filter and digital differentiators to compute the higher-rate
natural samples directly from the original low-rate uniform-
samples. Therefore, it can reduce the implementation cost
and enhance the accuracy for natural-sampling conversion.
This method can also easily be expanded to accomodate
more terms in the Natural-Sampling Theorem, thus producing
better natural samples at the expense of more complicated
implementation.
If the number of terms in the Natural-Sampling Theorem
is fixed, choosing the right digital interpolation filter and
digital differentiators are the key to have good natural samples.
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Fig. 5. Simulation results for K=1, 2, 3 and 4. The digital interpolation filter and the digital differentiators employ the Hamming-windowed sinc function
and its derivatives
