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Extrapolation of rotating sound fields
Michael Carley1
Department of Mechanical Engineering, University of Bath, Bath, BA2 7AY,
United Kingdoma)
A method is presented for the computation of the tonal acoustic field around a1
circular source, based on an exact formulation which is valid in the near and far2
fields. The only input data required are the pressure field sampled on a cylindrical3
surface surrounding the source, with no requirement for acoustic velocity or pressure4
gradient information. The formulation is approximated with exponentially small5
errors and appears to require input data at a theoretically minimal number of points.6
The approach is tested numerically, with and without added noise, and demonstrates7
excellent performance, especially when compared to extrapolation using a far-field8
assumption.9
a)m.j.carley@bath.ac.uk
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I. INTRODUCTION10
The problem addressed in this paper is how to compute the acoustic field around a circular11
source from a limited number of measurements of the field near the source. The source in12
question is a disk, as a model of rotors or other tonal circular sources, and we assume that13
we may measure the acoustic field near the source and wish to compute it over a large14
range, from the near to the far field. For definiteness, we assume two possible applications.15
The first is the use of wind-tunnel measurements of sound near a propeller to estimate the16
radiated field; the second is the extrapolation of data computed on a control surface to the17
whole acoustic field.18
In the first case, the use of wind tunnel data to estimate radiated sound, there are19
constraints on the data which may be acquired, arising from the difficulties and costs of20
experimental measurements. Especially for propellers in high speed flows, there is a strong21
incentive to use the smallest diameter wind tunnel possible, so that noise can only be mea-22
sured in the near field of the rotor, and, for cost reasons, to measure noise at the smallest23
number of points consistent with accurately capturing the acoustic field. In any case, back-24
ground noise in the tunnel can limit the axial range over which reliable data may be acquired.25
The question is then how to use these limited data to estimate noise at other points in the26
acoustic field.27
This is not a simple task. The simplest approach is to assume an inverse distance decay28
of the sound amplitude, as occurs in the far field, and extrapolate measured data by scaling29
with distance. For this method to be valid, however, the measured data must themselves be30
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in the far field, defeating the purpose of the approach. Brouwer1 presents an example using31
experimental data where an assumption of inverse distance decay leads to an error of 9dB32
in the far field level, instead of the 1dB accuracy achieved using the approach of his paper,33
which forms part of the method which we describe here.34
There are more sophisticated techniques, such as a “transfer function” method used to35
project near-field data into the far field2. This method is used to correct noise predictions36
based on far-field models for near field effects and “to derive community noise levels from37
wind-tunnel test data”. The method does, however, depend on a knowledge of the source38
mechanisms at work and the operating parameters of the propeller, so its generality is39
limited.40
Another approach, which can also be applied to computed data, is based on the properties41
of the acoustic field, and does not require information about the source mechanisms. For42
example, surface integral methods3 such as the Kirchhoff integral allow the computation of43
an acoustic field given only acoustic field data on a surface containing the source region.44
A difficulty with this approach, especially in experimental applications, is that it requires45
knowledge of both the acoustic pressure and velocity distribution on the bounding surface46
and, for accurate evaluation of the surface integral, the distribution must resolved on a sub-47
wavelength scale. Even if computational rather than experimental data are being used, this48
can still require considerable resources.49
A recent method which uses the radiation properties4 employs a spherical harmonic ex-50
pansion fitted to field data at suitably chosen points around the source, in this case a rotor.51
The approach does not need knowledge of source mechanisms, and requires only that the field52
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be captured in sufficient detail for the computation of coefficients in the spherical harmonic53
expansion. Given a means of computing the acoustic field, the expansion can be generated54
efficiently and provides a means of computing the far field for relatively low computational55
effort, though it still relies on being able to gather input data in the acoustic far field.56
In this paper, we solve a model problem for the evaluation of the tonal acoustic field57
from a circular source at any point outside a cylinder containing the source. The method as58
presented is exact and the approximations used to make it numerically tractable introduce59
exponentially small errors so that error is controlled by noise in the input data and/or60
field sampling limitations. The number of measurement points required appears to be the61
minimum theoretically possible and is very much less than the number required to avoid62
spatial aliasing. Unlike surface integral methods, the technique does not require acoustic63
velocity or pressure gradient data, and can thus be applied using standard microphone64
measurements or the most basic computations. Unlike existing methods, it does not require65
a far-field assumption and retains full accuracy over the entire acoustic field.66
II. ANALYSIS67
The problem to be solved is that shown in Fig. 1. A disk-shaped source of unit radius
radiates into stationary fluid. Given a set of measurements on a sideline, a line parallel to
the axis of the source, we wish to determine the radiated field at points outside the sideline.
We adopt cylindrical coordinates (r, θ, z) with the source lying in the plane z = 0, and
assume time dependence exp[−jωt] with c speed of sound and wavenumber k = ω/c. The
source is composed of a monopole and axial dipole term, “thickness” and “loading” in the
4
propeller noise jargon, and has azimuthal order n, so that the monopole source term is of
the form s(r1, θ1) exp[jnθ1] and the resulting field is p = p
(M)
n exp[jnθ] with
p(M)n (k, r, z) =
∫ 1
0
sn(r1)
∫ 2pi
0
ej(kR−nθ1)
4piR
dθ1 r1 dr1, (1)
R2 = r2 + r21 − 2rr1 cos θ1 + z2,
where subscript 1 denotes a variable of integration. The corresponding axial dipole term is
p(T )n (k, r, z) =
∂p
(M)
n
∂z
= z
∫ 1
0
Tn(r1)
∫ 2pi
0
ej(kR−nθ1)
4piR3
(jkR− 1) dθ1 r1 dr1. (2)
z
r
r0
θ
FIG. 1. Notation and coordinates for model problem.
In experimental testing, a suitable arrangement of microphones can be used to decompose
a measured acoustic field into its azimuthal modes at some radius, for example by traversing
an array of microphones parallel to the rotor axis. Likewise, if the objective is to extrapolate
a numerically computed field, the azimuthal modes are readily computed. In any case, we
assume that we may take
pn(k, r, z) = p
(M)
n (k, r, z) + p
(T )
n (k, r, z) (3)
as the input to our method. The starting point for our technique is then pn(k, r, z) at some68
radial position r0 and a set of axial stations zi, with the location of these stations to be69
determined.70
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A. Projection of rotor noise field71
There exists an exact formulation for the evaluation of an acoustic field given only
pn(k, r0, z) and which, unlike a Kirchhoff method, does not require the normal derivative of
acoustic pressure, but only the pressure proper, easing the evaluation of input data. The
field is given by1,
pn(k, r, z) =
1
2pi
∫ ∞
−∞
ejαz
H
(2)
n (γr)
H
(2)
n (γr0)
∫ ∞
−∞
e−jαξpn(k, r0, ξ) dξ dα, (4)
γ2 = k2 − α2.
Thus, given pn(k, r0, z), pn(k, r, z) may be computed for any r > r0. The difficulty lies in72
determining pn(k, r0, z) with sufficient resolution to avoid spatial aliasing, and over a large73
enough axial range to accurately estimate the inner Fourier integral, a question addressed74
in Sec. II B.75
For numerical evaluation, we write
pn(k, r, z) ≈ 1
2pi
∫ k
−k
ejαz
H
(2)
n (γr)
H
(2)
n (γr0)
∫ Z
−Z
e−jαξpn(k, r0, ξ) dξ dα, (5)
where the axial limits ±Z are chosen so that |pn(±Z)| is negligible, and the infinite limits76
on γ are replaced by ±k, the region where γ is real. Terms with γ imaginary correspond to77
evanescent waves1 which decay exponentially with r and so can be neglected with negligible78
loss of accuracy.79
In principle, we could measure pn(k, r0, z) at a finely spaced set of points on a sideline of80
sufficient length to allow interpolation of the integrand and evaluation of the inner integral81
in Eq. 5, but in a real wind tunnel this will be made difficult by background noise limiting82
6
the axial extent over which the acoustic signal can be accurately measured and by the cost83
and signal drift problems in taking a number of measurements large enough for accurate84
interpolation. Even if the input data are generated numerically, the computational time85
required to generate them may rule out the use of an interpolation method. In the next86
section, we propose a technique for the accurate generation of pn(k, r0, z) using an approach87
based on the known properties of sound from rotating sources.88
B. Evaluation of acoustic field on a sideline89
We now consider how to efficiently evaluate the acoustic field on a sideline. The re-
quirement is to use a relatively small number of measurements to generate an accurate,
properly-resolved, distribution of pn over a large enough axial range for input to Eq. 5. This
is made feasible by returning to some established properties of rotating sound fields. It is
known5,6 that the acoustic field from the monopole source term is given by
p(M)n (k, r, z) =
∞∑
m=0
um(r)Im(k, r, z), (6)
where
Im =
∫ 1
−1
ejkR
R
Um(s)(r + s)(1− s2)1/2 ds, (7)
R2 = (r + s)2 + z2,
and Um(s) is the Chebyshev polynomial of the second kind. The coefficients um can be90
computed from the source distribution on the unit disk6,7 but in this problem we do not91
require details of the source proper and need only the coefficients which are determined from92
7
field data only. The function Im can be efficiently evaluated using Gaussian quadratures93
based on Chebyshev polynomials of the second kind.94
We now employ some properties of Im to reduce the summation of Eq. 7 to a numerically
tractable form. It is known5 that Im is exponentially small for k < m+ 1, so the series may
be truncated with negligible loss of accuracy:
p(M)n (k, r, z) ≈
M∑
m=0
um(r)Im(k, r, z), (8)
where the limit M depends on k. In our calculations, we take M equal to the next integer
greater than k. For the axially aligned dipole the equivalent equation for the acoustic field
is
p(T )n (k, r, z) ≈
M∑
m=0
vm(r)Km(k, r, z), (9a)
Km(k, r, z) =
∂Im
∂z
= z
∫ 1
−1
ejkR
R3
(jkR− 1)Um(s)(r + s)(1− s2)1/2 ds. (9b)
The total acoustic field on a sideline r = r0 is then given by
pn(k, r0, z) ≈
M∑
m=0
[um(r0)Im(k, r0, z) + vm(r0)Km(k, r0, z)] , (10)
and if the coefficients um and vm can be found, pn(k, r0, z) can be evaluated at any value of95
z, allowing the generation of the input to Eq. 5.96
The obvious method of evaluating the coefficients is to measure the field at selected values97
of z on the line r = r0 and solve the system of Eq. 10. In practice, we will use more than98
the 2M + 2 measurement points theoretically required, and will solve the system in a least99
squares sense. The question at this point, however, is whether there are measurement points100
which are optimal for the problem.101
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Stationary phase analysis5 of Im in the limit of large k shows that in a region−zc < z < zc,
Im(k, r, z) is proportional to k
−1/2 while outside this region it decays as k−1. For a given
radius r0, zc is given by
zc = (β
′2 − C2c )1/2(r + Cc)/β, (11a)
Cc = −r/4 + (r2 + 8β′2)1/2/4, (11b)
where β = m/k and β′ = (1 − β2)1/2. We hypothesize, though we cannot prove, that the102
optimal spacing of measurement points on the sideline will be based on this property of the103
function Im.104
C. Summary of method105
The proposed algorithm may now be summarized as follows. In a first stage,106
1. for a given r0, n, and k, select measurement points zi and evaluate or measure p
(i)
n =107
pn(k, r0, zi);108
2. generate the (possibly over-determined) system for Eq. 10,
[A]u = p,
where p is the vector of p
(i)
n , and u contains the coefficients um and vm;109
3. solve this system for u;110
4. use the coefficient vector u in Eq. 10 to evaluate pn(k, r0, z), −Z ≤ z ≤ Z for input111
to Eq. 5.112
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The points zi are chosen based on the values of zc computed using Eq. 11, by inserting a113
set of points evenly spaced between successive values of zi. In order to properly capture the114
dipole field, positive and negative values of zi are used, symmetric about the source plane.115
To evaluate the field at any point with r > r0, Eq. 5 can be applied using the trapezoidal116
rule to evaluate the Fourier integrals. For evaluation of the field at a large number of117
points, the Fast Fourier Transform would be appropriate but the trapezoidal rule has proven118
adequate in the calculations presented here.119
III. RESULTS120
In order to demonstrate and test the method, we present results for two cases. The
acoustic field is generated by a combination of a monopole and a dipole ring source of radius
r1 = 1,
pn(k, r, z) = m
∫ 2pi
0
ej(kR−nθ1)
4piR
dθ1
+ dz
∫ 2pi
0
Tn(r1)
ej(kR−nθ1)
4piR3
(jkR− 1) dθ1, (12)
R2 = r2 + 1− 2r cos θ1 + z2,
with source amplitudes set arbitrarily to m = 1.5 and d = 1.7, which is sufficient to introduce121
noticeable asymmetry into the field. To examine representative cases, we set k = nMt where122
Mt is interpreted as a “tip Mach number” for a rotating source or as the “mode Mach123
number” k/n in duct acoustics8. For an isolated rotor, Mt is the Mach number based on124
rotation speed of the source and is typically less than one. In the case where there is rotor-125
stator interaction, or interaction of blade rows of a counter-rotating propeller, there will be126
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azimuthal modes with Mt > 1 and these will radiate efficiently. Two cases are presented,127
one subsonic with n = 11 and Mt = 0.5, and one supersonic with n = 5 and Mt = 1.1. In128
both cases, k = 5.5 allowing a comparison of the behavior of the method holding k fixed129
and varying other relevant parameters.130
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FIG. 2. Sideline evaluation points (crosses) for n = 5, k = 5.5, r0 = 1.25; solid lines, transition
points from Eq. 11
Fig. 2 shows the evaluation points for pn(k, r0, z) with r0 = 1.25, with two points in each131
interval. The summation of Eq. 10 is truncated at M = 6, the next integer greater than k132
and the total number of evaluation points is 20, making [A] a 20× 14 matrix, a moderately133
over-determined system. Increasing the number of evaluation points beyond this number134
does not give large reductions in error, and so the system has been maintained at this size135
for the calculations presented below.136
In both cases, the extrapolated field is computed at r = 2, −8 ≤ z ≤ 8 for the near137
field, and r = 8, −16 ≤ 16 for the far field. In Eq. 5 the axial limit Z = 16 and the axial138
integral is evaluated using a 2048 point trapezoidal rule. For comparison, if the integrand in139
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Eq. 5 were to be evaluated by interpolating pn(k, r0, z) over the same axial range, a minimum140
of 56 points would be needed simply to sample at a half-wavelength resolution as dictated by141
spatial aliasing considerations. In practice, a much larger number of points would be needed142
for accurate interpolation, making any such approach infeasible. From previous work5, it143
appears that the method presented here requires the smallest number of measurement points144
for an accurate reconstruction of pn(k, r0, z).145
Comparisons of exact and extrapolated fields are plotted as real and imaginary parts, to
check for phase errors, and an overall error is given as
 =
max |p(e)n (z)− pn(z)|
max |pn(z)| , (13)
where p
(e)
n (z) is the extrapolated value on the sideline, and pn(z) is evaluated using equa-146
tion 12.147
Finally, for selected cases, the result of the procedure is compared to naive extrapolation
assuming a simple 1/R decay, with the extrapolated field given by
p(s)n (k, r, z) =
R0
Rs
pn(k, r0, zr0/r), (14)
R20 = r
2
0 + (zr0/r)
2, R2s = r
2 + z2.
A. Noise-free data148
To begin, we present graphical results for the method applied to noise-free data. The149
first results are those for a supersonic rotor with Mt = 1.1 and n = 5. Fig. 3 showing150
results for the near-field, r = 2, demonstrates the effectiveness of the technique, especially151
when compared to naive extrapolation, indicated by the crosses on the plot. Clearly, the152
12
assumption of 1/R decay leads to large errors and completely fails to capture even the153
qualitative behavior of the field.154
Fig. 4 for the far field leads to similar conclusions: the field is accurately reproduced155
using the method of this paper, but 1/R extrapolation proves completely inadequate, even156
in a qualitative sense.157
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FIG. 3. Extrapolated and computed pressure on sideline r = 2, n = 5, Mt = 1.1: solid curve
computed, boxes extrapolated, crosses 1/R extrapolation.
Figs. 5 and 6 show equivalent data for the subsonic case, n = 11, Mt = 0.5. Results are158
not presented for 1/R extrapolation as the errors are too large for the data to fit on the159
plots, as will be discussed in the next section. The quality of the extrapolation is still very160
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FIG. 4. Extrapolated and computed pressure on sideline r = 8, n = 5, Mt = 1.1: solid curve
computed, boxes extrapolated, crosses 1/R extrapolation.
good, though with a larger error in the near-field case near z = 0. The far field match is161
excellent, however, and the full variation in amplitude and phase is accurately reproduced.162
It appears that the larger error in the near field is caused by the evanescent waves which163
have not decayed completely by r = 2.164
B. Effects of noise165
To examine the effect of input data errors on the performance of the method, the cal-
culations of the previous section are repeated with random fluctuations added, so that the
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FIG. 5. Extrapolated and computed pressure on sideline r = 2, n = 11, Mt = 0.5: solid curve
computed, boxes extrapolated.
input data are now
p˜n(k, r0, zi) = pn(k, r0, zi) +
σ
21/2
gr(zi) + jgi(zi)
|pn(k, r0, 0)| (15)
where gr and gi are uniformly distributed random numbers 0 ≤ gr, gi < 1 and varying σ has166
the effect of modifying the signal-to-noise ratio based on the amplitude of the field at z = 0.167
Errors n and f for the near- and far-field extrapolations respectively are given in decibels,168
20 log10 , as a function of σ for the proposed method and for 1/R extrapolation.169
Table I gives the data for the n = 5, Mt = 1.1 case and demonstrates the very good170
performance of the method. The first case, that with no added noise, establishes that the171
near-field error is less than −41dB, and the far-field less than −54dB. These errors are172
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FIG. 6. Extrapolated and computed pressure on sideline r = 8, n = 11, Mt = 0.5: solid curve
computed, boxes extrapolated.
roughly constant until the signal-to-noise ratio reaches 40dB, when the performance of the173
method begins to suffer. In all cases, however, it is far superior to simple 1/R extrapolation,174
as is shown by the final two columns of the table, and by the plotted values in Figs. 3 and 4,175
with the 1/R method over-predicting by about 9dB in the worst case, similar to the error176
noted by Brouwer1 for a different case using experimental data.177
Table II shows equivalent data for the subsonic case. As was apparent from the plotted178
results, the error in this case is larger than for Mt = 1.1, although this should be compared179
to the very much larger error for 1/R extrapolation, which is more than 40dB in the far180
field.181
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TABLE I. Error in near- and far-field extrapolations for n = 5, Mt = 1.1 with added noise
Extrapolation 1/R extrapolation
20 log10 σ 20 log10 n 20 log10 f 20 log10 n 20 log10 f
— -41.5 -54.5 8.5 7.4
-80.0 -41.5 -54.7 8.5 7.4
-60.0 -41.6 -53.5 8.5 7.4
-40.0 -38.7 -41.6 8.5 7.4
-20.0 -20.5 -17.5 8.6 7.5
C. Distribution of measurement points182
To illustrate the effect of the sampling point distribution on the quality of results, we183
repeat the calculation with n = 10, Mt = 1.1, k = 11, comparing the results using sampling184
points found using Eq. 11 and a linear distribution. For the standard sampling, we use185
two points per interval, as in the previous section, giving a total of forty sampling points186
with −14 < zi < 14. For the linear sampling, we use forty equally spaced points with187
−3.5 < zi < 3.5. The interval was shortened because in the added-noise cases, the data188
over much of the interval would otherwise be swamped with noise. Linear spacing over189
the range −7 < zi < 7 gave similar results, though with larger error in the higher noise190
cases. For comparison, if the field were to be sampled at four points per wavelength, for191
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TABLE II. Error in near- and far-field extrapolations for n = 11, Mt = 0.5 with added noise
Extrapolation 1/R extrapolation
20 log10 σ 20 log10 n 20 log10 f 20 log10 n 20 log10 f
— -26.9 -24.8 27.4 42.3
-80.0 -26.9 -24.8 27.4 42.3
-60.0 -26.9 -25.2 27.4 42.3
-40.0 -27.0 -24.9 27.4 42.3
-20.0 -19.9 -14.7 27.6 42.2
direct interpolation, one hundred sample points would be required to cover the interval192
−7 < zi < 7.193
The condition number of the matrix [A] for the standard and linear sampling is 2× 107194
and 2 × 108 respectively, an order of magnitude difference, though neither matrix poses a195
difficulty for a standard linear solver. Table III, however, shows very different behavior196
with respect to added noise. For the smaller amounts of added noise, the near-field error is197
comparable in the two cases, though there is a large difference in far-field error even for the198
noise-free case. At the 40dB signal-to-noise ratio, the near-field error for standard spacing is199
worse than for the linear case, but the far-field result is much better. For the highest added-200
noise case, neither approach gives accurate results for this configuration, but the far-field201
error for the linear spacing is especially large. It appears that the sample point spacing has202
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TABLE III. Error in near- and far-field extrapolations for n = 10, Mt = 1.1 for linear and non-linear
sample point spacing
Eq. 11 spacing Linear spacing
σ/dB n/dB f/dB n/dB f/dB
— -65.9 -73.4 -63.3 -45.2
-80.0 -59.8 -63.3 -54.8 -36.5
-60.0 -48.0 -48.7 -37.0 -18.7
-40.0 -9.3 -12.2 -15.7 2.6
-20.0 9.4 6.6 8.7 26.6
little effect on the computed near field, but that the result for the far field is much better203
when sample points are chosen based on Eq. 11, lending weight to the hypothesis that this204
may be the optimal sampling strategy.205
IV. CONCLUSIONS206
We have presented a technique for the extrapolation of rotating sound fields based on207
field measurements on a cylindrical surface surrounding a source. The approach can be used208
with experimental data, such as those taken in wind-tunnel testing of propellers, or with209
numerically-computed input, making it an attractive alternative to the Kirchhoff method210
in some applications. Numerical testing, including the effect of noise, has demonstrated211
19
that the method is efficient, requiring far fewer input data than would be needed to avoid212
spatial aliasing, and that it is accurate even in the presence of added noise. We hypothesize,213
though we have not proved, that the method for selection of field sample points is optimal,214
and preliminary results on the condition number of the method seem to lend weight to this215
view. Overall, the method is based on a formulation with exponentially small errors, and is216
easily implemented using standard tools, making it an attractive means of computing noise217
fields given limited data.218
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