We present analytical reconstructions of type Ia supernova (SN Ia) delay time distributions (DTDs) by way of two independent methods: by a Markov chain Monte Carlo best-fit technique comparing the volumetric SN Ia rate history to today's compendium cosmic star-formation history, and secondly through a maximum likelihood analysis of the star formation rate histories of individual galaxies in the GOODS/CANDELS field, in comparison to their resultant SN Ia yields. We adopt a flexible skewnormal DTD model, which could match a wide rage of physically-motivated DTD forms. We find a family of solutions that are essentially exponential DTDs, similar in shape to the β ≈ −1 power-law DTDs, but with more delayed events (> 1 Gyr in age) than prompt events (< 1 Gyr). Comparing these solutions to delay time measures separately derived from field galaxies and galaxy clusters, we fined the skew-normal solutions can accommodate both without requiring a different DRTD form in different environments. These model fits are generally inconsistent with results from single-degenerate binary populations synthesis models, and are seemingly supportive of double-degenerate progenitors for most SN Ia events.
INTRODUCTION
The understanding of cosmic type Ia supernova (SN Ia) rates has critical importance to understanding galaxy evolutionary feedback mechanisms, cosmic iron enrichment and α-process element enrichment histories (see Maoz & Graur 2017) , and perhaps most importantly, constraining the physical mechanisms of SN Ia progenitors, and therefore providing some constraint on the systematic uncertainties of dark energy. However, determining precise SN Ia rates and rate histories, and establishing the connections of those rates to host (and cosmic) properties has been a long slog.
In tracing the cosmic (or volumetric) rate history, the first precise measures of the local (z ∼ 0) rate came in the early 1990s (cf. Cappellaro et al. 1993; Cappellaro et al. 1999) , and the first measures beyond the local Hubble flow came in the early 2000s, many as collateral results of dark energy experiments (Riess et al. 1998; Perlmutter et al. 1999) . This trend of collateral benefit has continued since, leading to a vast collection of volu-metric rates over various redshift ranges, and from various groups, as shown in Figure 1 (the individual measures are shown in Appendix A).
Not all rate measures have been in agreement with one another (see the large scatter just below z ∼ 0.5), with the reasons as to why ranging from statistical variation, differences in the treatment of declining SNe, and ultimately differences in the assessment of effective survey duration, via modeling and simulation. It is left to a future study to attempt a reanalysis of some (or all) of the reported rate measures in at least a self-consistent assessment to reduce some of the unreported systematic uncertainties. For the time being, it is probably best to consider each published rate as a valid measure that may (or may not) have misestimated uncertainties.
From this rate history and a comparison to the cosmic star formation history, one can reconstruct (or infer) the distribution of times from SN progenitor formation to explosion, assuming the mechanism is ubiquitous enough that it can be characterized by a singular distribution of delay times. It has been long expected that this 'delay time distribution' (or DTD) will distinguish between single-degenerate (Whelan & Iben 1973; Nomoto 1982 ) and double-degenerate (Iben & Tutukov Table A for their sources), and binned (black points, see Table 1) , largely for illustration. The solid red lines show a broken power-law fit to the data in redshift space. The dashed red line (and associated uncertainty region, in gray) is from Okumura et al. (2014). 1984; Webbink 1984) models, depending on what the models for each of these scenarios would expect (see Section 2.3 for more details). In the absence of definitive evidence favoring one of these traditional models, many variations and alternative models have also been evaluated Livio & Mazzali 2018) . Another method in reconstructing delay times is to use an analysis of the star-formation histories in individual host galaxies (Brandt et al. 2010; Maoz et al. 2011 , under the same assumptions as above. Rather than using bulk star formation properties, averaged in large temporal bins (or by redshift), this method uses spectral analysis tools to reconstruct individual galaxy star formation histories. One can then determine the contributions (over broad periods or time bins) from a DTD that maximizes the likelihood that the hosts would produce SNe Ia in the duration of a survey. The results of these studies to date are (A) dependent on the presumed power-law shape of the DTD model, (B) tend to have different power-law slopes in galaxy cluster and field environments (although not always, see Section 4), independent of redshift, and (C) have not been tested on high-z (z 1) field galaxies.
In this paper, we present an analysis of DTDs using these two separate methods, from a comparison of volumetric SN Ia rates to cosmic star formation rates (Section 2), and a maximized likelihood method from SN Ia host star formation histories (Section 3). In Section 4 we discuss the results from each of these methods and put them into context with results from other work, and into context with binary synthesis models. Throughout this manuscript we assume H 0 = 70 km s −1 Mpc −3 , Ω M = 0.27 and Ω Λ = 0.73.
DELAY TIME DISTRIBUTIONS FROM VOLUMETRIC SN IA RATES AND THE COSMIC STAR FORMATION HISTORY
A compilation of all published SN Ia volumetric rate measurements is plotted in Figure 1 (input data and references are in Table A in the appendix). For illustration purposes only, here and throughout this manuscript, we bin the rate data into 8 quantiles of nearly equal number of measures and present those binned measures, weighted by reported statistical uncertainties only, in Figure 1 and in Table 1 . None of the analysis presented herein was performed directly on the binned measures, rather on the individual rate values themselves. A conveniently simple empirical model for volumetric rate evolution with redshift is a broken power law evolution with redshift, R Ia = R 0 (1 + z) A . As shown in Figure 1 , fixing the redshift break at z = 1 (arbitrarily) and performing a least-squares fit would give a power-law slope at z < 1 as A = 1.50 ± 0.02 (with R 0 = 2.47 ± 0.02 × 10 −5 yr −1 Mpc −3 h 3 70 ), which then flattens substantially to A = −0.1 ± 0.2 at redshifts greater than 1. This is broadly consistent with the power-law fit from Okumura et al. (2014) , especially to z 1. The locus is also consistent with the volumetric SN Ia rate at z ≈ 0 converted by Li et al. (2011) to 2.7 ± 0.3 × 10 −5 yr −1 Mpc −3 h 3 70 . While the broken power-law model is useful for predicting yields from volumetric surveys, e.g., for the Wide Field InfraRed Survey Telescope (WFIRST, Hounsell et al. 2018 ) and the Large Synoptics Survey Telescope (LSST, Kessler et al. 2019) , it does not inherently reveal much on the nature of SN Ia progenitor mechanisms, which is better done through an assessment of delay-time distributions.
For these types of analyses, the standard assumption is that the stellar death rate (or supernova rate) is related to the stellar birth rate, convolved with some DTD that contains all the temporal factors of stellar evolution (e.g., main sequence lifetime, etc.) and binary star evolution (e.g., accretion rates or merger times). Two additional factors could include the fraction of the initial mass function (or IMF) that the progenitors of SNe Ia arise from, presumably 3−8 M zero-age main sequence stars (as discussed in Section 2.1) and the fraction of that population that are actually capable of producing events, as not all progenitor stars are necessarily in bi-nary systems, or presumably the right type of binary systems to successfully result in SNe Ia.
We can relate volumetric SN Ia rate history to the cosmic star formation history(ρ ) in a similar way, expressed mathematically by,
where Φ(t) is the DTD, k is the fraction of the IMF (by mass) responsible for SN Ia progenitors, ε is the fraction of that population that are ultimately successful in producing SNe Ia, and t is the forward-moving clock of the universe. The two factors of the dimensionless Hubble constant (h) arise from the determination of stellar mass formation from luminosity inρ (t) (see Croton 2013) .
The Fraction of Stars Responsible for SNe Ia
Dissecting each of the terms in Equation 1, k is perhaps the easiest to approximate. The progenitors of SNe Ia have traditionally been CO WD which acquire sufficient mass to approach or exceed the Chandrasekhar mass limit, M ch = 1.44 M . To only marginally achieve this, they can either start at sufficiently high mass to require only a small amount of accretion from a nearby companion (typically single-degenerate, or SD, scenarios), or as a pair of WD that have combined in mass to meet this criterion (the double-degenerate, or DD, scenario) setting an even lower initial mass threshold for each WD progenitor (see Maoz et al. 2014 , for a review).
In the case of DD mergers, WD mass distributions are strongly peaked around M WD ≈ 0.6±0.1 M but skewed with a significant tail extending to 1.4 M (Catalán et al. 2008) . A pair of WDs drawn from such distribution would be on average approximately 0.7 M each, and together satisfactorily close to the minimum ignition threshold of a carbon core for a non-rotating CO WD, approximately 1.38 M (Arnett 1969; Nomoto 1982; Pakmor et al. 2013 ). Initial-Final Mass relations (e.g., Catalán et al. 2008; Cummings et al. 2018) would correspond these to zero-age main-sequence (ZAMS) masses of approximately 3 M , but no less than approximately 2 M .
The same Initial-Final Mass relations would suggest that a WD essentially at M ch would fall just below 8 M ZAMS. Similarly, simulations show that the lowest mass in which C ignition is still possible is around 6 − 8 M Chen et al. (2014) ; Denissenkov et al. (2015) , but likely no more than ∼ 11 M (Takahashi et al. 2013) , above which an electron-capture-induced collapse mechanism begins, marking the onset of core-collapse supernovae. Further, stars above this mass limit form Oxygen-Neon WDs rather than CO WDs (Doherty et al. 2017) . It is reasonable, therefore, to assume a SN Ia progenitor mass range of about 3 − 8 M ZAMS.
Here, it should be noted that there are several other channels by which SNe Ia could result from WD progenitors, including sub-Chandrasekhar models for explosions ∼ 1 M that involve He accretion or mass transfer and may involve more than one detonation. Similarly, there are several individual SNe Ia that exhibit characteristics in support of these other mechanisms, for example SNe 1999by and 2018byg as potential sub-M ch (Blondin et al. 2018; De et al. 2019) . However those examples, based on comparable characteristics in observed low-z samples, represent only a fraction of all SNe Ia. The purpose of this study is to explore the dominant channel for SN Ia production in field galaxies across all redshifts. Different conclusions could be drawn from populations in short-lived dwarf galaxies from stellar abundances (Kirby et al. 2019) .
From a numerical assessment of these stars, assuming they fall within an IMF that is a power-law distribution by mass in this initial mass range, with α ≈ −2.3 (Salpeter 1955; Kroupa 2001) , one would expect
where the error in k is driven more by choices in the upper and lower value in the selected mass range of SN Ia progenitors than by the choice in IMF model, as detailed above. The errors shown represent the 68% confidence region derived from thousands of realizations Equation 2, with integration limits drawn from the range of lower mass bounds (2 to 3.5 M ) and upper mass bounds (6 to 11 M ). The fraction of CO WDs in the mass range of SN Ia progenitors that are ultimately successful in making SNe Ia is hard to determine, as we do not yet know the details of the progenitor mechanism or mechanisms. Estimates swing rather wildly from (perhaps) as low as 1 in 200 (Breedt et al. 2017) to as optimistic as 1 in 40 . There is at least strong consensus that accretion on to a CO WD is essential, but that broadly describes a wide range of very different yet plausible WD close binary scenarios, at least from a theoretical standpoint (Nelemans et al. 2001a,b) . The binary fractions of WDs estimated from the ESO-VLT Supernova-Ia Progenitor Survey (SPY; Napiwotzki et al. 2007 Napiwotzki et al. , 2019 suggest close double WD systems have ε bin 0.1 ± 0.02 (Maoz & Hallakoun 2017) . It is not likely all of these systems successfully yield SNe Ia as their merger rates in the Milky Way would imply event rates at least a magnitude higher than best estimates of the SN Ia rate in our galaxy, and presumably some of these systems will form AM CVn and R Corona Borealis stars. But at least this estimate could be treated as an upper limit on ε.
As is shown in the subsequent sections, in both methods of analysis, k (and for that matter, h) are considered fixed quantities with errors that do not factor into the estimation of other parameters. We do, however, fit specifically for ε and allow it to carry with it all derived scaling uncertainties. As will also be shown, those errors are much smaller (≈ 5%) than the uncertainties shown in Equation 2.
The Star Formation Density History
The cosmic star formation history (CSFH), at least to z < 5 or over 90% of the history of the universe, is fairly well understood, with Madau & Dickinson (2014; MD14 hereafter) providing one of the most complete compilations. More recently, the CSFH derived from the combined GAMA, G10-COSMOS, and 3D-HST datasets by Driver et al. (2018) , in a quasi-homogeneous analysis over a larger area, provides a dataset with greatly reduced uncertainties per datum, but fewer data than presented in the MD14 compendium (see Figure 2 ). We combine the MD14 and Driver et al. (2018) data, with additional star-formation rate densities from Bouwens et al. (2015) and Khusanova et al. (2019) , to arrive at today's compendium CSFH using the parameterization,
However to do so, we must also correct the Driver et al. (2018) data for dust attenuation following the prescription in MD14, by applyinġ
where it is assumed A FUV (z) has the same functional form of Equation 3, with A = 1.4 ± 0.1, B = 3.5 ± 0.4, C = 0.7 ± 0.2, and D = 4.3 ± 0.7 as determined from the A FUV (z) data from MD14. We then fit Equation 3 to the combined CSFH datasets, resulting in Levenberg-Marquardt least-squares solution parameters which are excellently constrained, as shown in Table 2 Theoretical DTDs result from physically constrained analyses of binary population synthesis (see Wang & Han 2012 , for a review). In SD scenarios, details ranging from composition of the companion donor star (H or He) to the mass-accretion efficiency lead to rather large variations in the expected DTDs Nelemans et al. (2013) . DD models, however, are in reasonable agreement with one another, largely because the scenario is governed by the loss of angular momentum due to the radiation of gravitational waves. The timescales in-volved depend on the initial separations of the WDs. It is assumed that the population of WD binaries follow a power-law of initial radial distributions, Φ(r) = r B , with power B ≈ −1 (Öpik 1924), as is supported by SPY close WD systems, with separations distributed following B = −1.3±0.2 (Maoz & Hallakoun 2017; Maoz et al. 2018) . It follows that the resultant delay time distribution will also follow a power-law distribution, Φ(t) = t β , with a power close to β ≈ −1.
DTD recovery methods based on matching theoretical Φ(t) to CSFHs and SN Ia volumetric rates has been hampered largely by the uncertainty in the latter two (Dahlen et al. 2008; Strolger et al. 2010; Graur et al. 2014; Rodney et al. 2014) , specifically in the uncertainty in the SN Ia rate above 'SN high noon' (around z ∼ 1), and the uncertainty in CSFH above 'cosmic high noon' (around z ∼ 2). It seems now, however, that those uncertainties have reduced to the point of making a Φ(t) reconstruction viable.
Following the methodology in Strolger et al. (2010) , we can test the intrinsic shape of the delay time distribution using a tunable unimodal model, then compare the results to the shapes of the theoretical distributions for SD and DD models. We use a skew-normal Φ(t) function, defined as:
where location (ξ), width (ω 2 ), and shape (α) are the dependent variables. Figure 3 demonstrates the flexibility of the function in reproducing various model SD and DD from Nelemans et al. (2013) . As can be seen, the defined function does a fairly good job of reproducing the shapes of various binary population synthesis models, particularly for SD distributions. It is also fairly reasonable in fitting DD distributions, although it should be emphasized that due to the exponential nature of the function, it has trouble exactly reproducing the shape of a distribution that is intrinsically a power-law, a point that will be revisited in Section 4.
Either through an optimized fit of the functional parameters (ξ, ω, and α), or through a Markov-chain monte carlo (MCMC), we can test model Φ(t) through Equation 1 in comparison to the volumetric rate measurements.
The Optimized Solution
We apply a maximum likelihood estimation method to determine the best-fit skew normal delay time model to Equation 1 using an optimized method described in Hogg et al. (2010) . For simplicity, we assume that the uncertainties for all published volumetric rate measurements (σ i ) are gaussian in nature, but may be underestimated by some factor (f ) that scales with the value of the observed rates. This is motivated by the fact that we are using just the statistical error reported for each rate value, and the most plausible sources of systematic uncertainty (such as classification errors and misestimated detected efficiencies) will tend to increase as the observed rates increase. As follows, we adopt the Figure 3 . Examples of delay-time distributions from binary population synthesis analyses for SD (left) and DD (right) scenarios, from Nelemans et al. (2013) . Shown also (as solid line) are fits to these model bins using the function described in Equation 5, tuning dependent variables ξ, ω, and α. These are the best the function can do at representing these models, if they are indeed preferred by the data. likelihood function to be:
where,
R Ia,i are the various independent rate measures, and R Ia (t i ) are the parameter-dependent model predictions at the cosmic time of the various rate measures. We then find the optimal parameters which maximize this likelihood.
As for priors, we require the successful fraction of progenitors to be between zero and unity (0 < ε < 1), that the width parameter can only be positive (ω > 0), and that the underestimation fraction can only be between approximately zero and unity (−4 < ln f < 0). Otherwise, we apply rather loose and arbitrary bounds of −2000 < ξ < 2000 and −500 < α < 500. The results of this optimized fit are shown in Figure 4 and tabulated in Table 3 .
The optimization results in a model that is seemingly consistent with the t −1 model, although it is not directly possible to estimate errors on the best-fit parameters, or the range of validity via this maximum likelihood optimization method.
By way of performing a more direct comparison of the quality of the models as fits to the volumetric rate data, we calculate the Akaike information criterion (AIC) and the Bayesian information criterion (BIC) for the optimized and β = −1 power-law solutions, as well as the median MCMC solutions calculated in the next sections, which are shown in Table 4 . The AIC and BIC are statistical tools that effectively formalize Ockham's razorpunishing models for the use of free parameters to provide flexibility that is not needed to accurately reproduce the data (Akaike 1998; Schwarz 1978) . As both tests estimate the amount of information lost, lower values indicate a higher quality fit of the model to the data. The t − 1 models is preferred by the AIC/BIC tests because an adequate match to the data, and does not have as much flexibility as our skew-normal models. However, one should also note that neither of these criteria take into account uncertainties in the data. best-fit is shown (blue line), with the 68% and 95% confidence intevals, in dark and light green, respectively.
The MCMC solution
Exploring the parameter space in an MCMC allows both confirmation of the optimized solution and an exploration of the range of validity.
We use the affine-invariant MCMC ensemble sampler from emcee.py (Foreman-Mackey et al. 2013) using the same likelihood function as shown in Equation 6, and set our uniform priors as described by the bounds, as shown in the previous section, with the exception of evaluating ln ε rather than ε to allow MCMC step sizes of order unity, and using the prior −10 < ln ε < 0. We then set 1,000 walkers to explore 10,000 steps, for a total of 10 million iterations, the first 100,000 of which are discarded as 'burn-in'. The MCMC likelihood distributions are presented in the Appendix B. The median solution and confidence range is shown in Figure 5 and tabulated in Table 3 .
As these results show, there is a clear convergence in f , the factor by which statistical errors in rate measures are collectively misestimated. We find that ln(f ) = −2.8 +0.6 −0.8 , which means that the statistical uncertaintainties are collectively underestimated, implying a bulk systematic uncertainty in the range of ∼ 4% to 17%. So, while there is a large dispersion in rate values, these values are reasonably consistent to within statistical errors, which themselves are not grossly mis-estimated. The fraction ε is also very well constrained, with only 6.0 ± 5% of WD stars contributing as SN Ia progenitors. The Hubble-time integrated SN Ia production efficiency, i.e., combining the k and ε terms, yields N/M = 1.26 +0.83 −0.18 events per 1000 M formed (see Appendix C for a discussion on mass-weighted SN rate histories).
However, the parameters which set the shape of the delay time distribution, ξ, ω, and α, appear very much less constrained by the MCMC. There is a clear maximum at ω ≈ 60 that is also highly degenerate with the value of ξ. And there does not appear to be any convergence or preference in the value of α. While it would appear there is no specific solution to the function preferred by the data, the resultant range in parameters indicate a family of solutions that are indeed related. Characterized by highly negative locations and broad widths, the only part of the distributions (in the 99% confidence interval) which lie in the positive-time domain are the exponential-like tails, as is shown in the inset of Figure 5 , a point to be further discussed in Section 4. It should be noted that the goal of this study is more model fitting than parameter estimation, utilizing a proxy function that has the flexibility to encompass the range in real delay-time distributions derived in binary synthesis models.
DELAY TIME DISTRIBUTIONS FROM STAR FORMATION HISTORIES
Maoz et al. (2011) detailed a prescription for recovering delay-time distributions from an analysis of the starformation histories of individual galaxies, both those which host SNe Ia and those that do not, in the duration of a continuous survey. Here, we present an evaluation of the maximum likelihood delay time distribution following the same approach, but performed on the GOODS/CANDELS SN Ia hosts and other field galaxies.
For this analysis we use the star formation histories (SFHs) for galaxies in the GOODS/CANDELS survey area, derived using the Bayesian modeling approach of Pacifici et al. (2012) . In summary, the galaxy physical properties are retrieved from a combined analysis of stellar and nebular emission utilizing an extensive library of star formation and chemical enrichment histories. These libraries build a large repository of rest-frame galaxy spectral energy distributions, which are then used to determine likelihood distributions of physical parameters from a Bayesian analysis of observed spectral energy distributions. This method has been applied to the HST/WFC3-F160W-selected CANDELS photometric catalogs for the GOODS-South (Guo et al. 2013) , and the GOODS-North (Barro et al. 2019) , and converted to SFH catalogs (see Pacifici et al. 2016) . For simplicity in this analysis, we adopt only the median derived SFH of each galaxy.
For a given galaxy, the rate history of SNe Ia per year (r i ) would be expressed as:
where Ψ i is the SFH of the galaxy (mapped in lookforward time), and Φ is the global DTD model, also in look-forward time. The product of the rate at the observed epoch (r i ) and the observed control time (t c,i ) for the galaxy-which contains all the information on the temporal sampling and depth of the survey-give the expected number of observed SN Ia events (m i ) over the duration of the survey, by
The probability distribution for those observed events follows a Poisson distribution, where the likelihood of catching n i SNe Ia from a galaxy when m i are expected is
The product of probabilities for all galaxies in the survey would then serve as the likelihood of a given rate model, tuned by the chosen DTD model. The log-likelihood, which is convenient for MCMCs, is then expressed by:
in which the last term is zero for the galaxies which did not host SNe Ia during the survey.
Using the control times derived for each survey field using the methods described in Strolger et al. (2015) , Figure 6 shows example "SN Ia rate histories" one would derive from Equation 8 using the median-value models from the MCMC on CSFHs done in the previous section (uncertainties on the derived SFHs are shown in the shaded regions). The figure shows star-formation histories for two SN Ia host galaxies, for SN 2002hp and SN 2003dy, respectively (see Strolger et al. 2004 , for further details on these events). Both galaxies are at z ≈ 1.3, and in the GOODS-South and GOODS-North fields, respectively. The host of SN 2002hp is a fast-forming/slow-quenching passive galaxy that underwent a very large burst of star formation just a few Gyr ago. When that SFH is convolved with the DTD, it results in a relatively large expected rate of 0.93 SNe > 0.8 and are deemed most likely stars, leaving a remainder of 68,931 galaxies in the GOODS-North and South fields. There are 34 events classified as SNe Ia in the GOODS-South field, and 39 in the North field (Strolger et al. 2004; Dahlen et al. 2008; Rodney et al. 2014) , all but 6 of which were matched to host galaxies in the SFH catalog. Two of these hosts were rejected as the spectroscopic redshifts of the associated SNe were very inconsistent with the SFH catalog redshifts, and the other 4 were simply not matched to galaxies in the SFH catalog, as they were either too faint or too near the field edge to be listed in the composite photometry catalogs. The distribution of the remaining 67 SN Ia hosts in total masses and star formation rates (for the observed epoch), relative to the population of catalog galaxies are shown in Figure 7 . While it cannot be said that the host population is representative of the catalog, the hosts do adequately cover the range in mass and star formation rate of the catalog, and are not biased to some extrema. The SN Ia host do tend to be more massive and more actively star forming than the galaxy population as a whole. The model parameters, ε, ξ, ω, and α were then explored via emcee.py in a method similar to what was done in Section 2.5, keeping the same uniform priors as bounds. We set 100 walkers exploring 225 steps on these parameters, the first 50 of each discarded as burnin. The maximum likelihood results for the 17,500 iterations on SFHs are identical to the results for the CSFH assessment presented in Section 2.5, as is shown in Table 3. The MCMC likelihood distributions are presented in the Appendix B. The results of the analyses in Sections 2 and 3 point to a family of delay-time distribution models that are essentially exponential in shape, having fewer prompt events in the 40 Myr to 1 Gyr range than are expected in the > 1 Gyr range. These model shapes are generally inconsistent with the results from SD binary population synthesis models, as is shown in Figure 8 . They also seem qualitatively consistent with DD binary population synthesis models, with the caveat that the exponential functional form of our model has difficulty reproducing the distributions that are inherently power-law, as previously indicated. Yet, despite this analytical limitation, it is worth further exploring the comparison in the exponential result from this analysis with the assumed power-law distributions that are generally in favor by the community. Figure 9 shows the DTDs recovered in various time bins from SFH analyses of the Magellanic Clouds (Maoz & Badenes 2010) , of Sloan galaxy data Graur & Maoz 2013) , and from high−z cluster rates (Friedmann & Maoz 2018) , along with the derived slopes for power-law models for SN Ia hosts in field (β = −1.1 +0.08 −0.07 ) and galaxy cluster (β = −1.4 +0.32 −0.05 ) environments (scaled by 1.6 and 5.4×10 −12 M yr −1 , respectively). Also shown are the exponential best fit models from our analysis, overplotted on the field and cluster data. As a relative goodness-of-fit test, we find χ 2 ν = 0.21 for cluster hosts (ν = 10) relative to β = −1.3, χ 2 ν = 3.7 for field hosts (ν = 5, excluding the LMC+SMC upper limit) relative to β = −1.1, and χ 2 ν = 1.7 (ν = 17) for all data compared to our best fit model (also excluding the LMC+SMC upper limit). It appears our exponential model is just as good as the power-law models at describing these recovered delay-time measurements, and has the added benefit of not having to invoke different slopes (or presumably different progenitor channels) for field and clustered SN Ia host environments. It should be noted that Heringer et al. (2019) show a method for arriving at the DTD power-law slope using a relation between the specific supernova rate (sSFR) 1 per unit luminosity and the color (g − r) of a given galaxy (Heringer et al. 2017) , resulting in β = −1.25 +0.16 −0.15 (scaled by 5.8 ± 1.3 × 10 −12 M ) for the selection of galaxies from the SDSS DR7 Stripe 82. The result is higher than the reconstructed delay-time values for field galaxies, but somewhat consistent with the values in clusters of galaxies with χ 2 ν = 2.2 (ν = 10).
Another common method to testing progenitor models is by comparing the measured rate of SNe Ia in high specific sSFR galaxies to that in their low-sSFR counterparts, in the modern 'A+B'-model tests (Scannapieco & Bildsten 2005; Smith et al. 2012; Gao & Pritchet 2013; Andersen & Hjorth 2018) . While this grossly addresses the promptness of some fraction of SNe Ia, the test is inherently limited as it incorrectly assumes the observed SN Ia rate is directly tied to the (A) total mass and (B) the current rate of star formation in a host galaxy, rather than appropriately connecting that SN rate to some past epoch of star formation. That, and the large uncertainties in SN rates that result from complex starformation rate histories, are the largest sources of error in these tests.
Using the methods described in Section 3 to convolve, for each SN Ia host, the recovered SFH by the best derived DTD to get the SN rate at the observed epoch, and using catalog SFR and total masses at the observed epoch, we derive a track (and associated uncertainty region) in which SNe Ia should lie in specific SN rates (sSNR) as a function of sSFR, as shown in Figure 10 . This method is similar to, but inherently more direct than that done in Graur et al. (2015) , where in the latter the SFHs are estimated by an exponential law, following Gallazzi et al. (2005) and Kauffmann et al. (2003) , and the references therein. This is shown in comparison to measurements from Mannucci et al. (2005) , Sullivan et al. (2006) , and Smith et al. (2012) , and in comparison to tracks expected from β ≈ −1.1 power-law delay time models, and a piecewise model from Andersen & Hjorth (2018) . The measurements are consistent with all three tracks in the region for star-forming and 'burst' galaxies. However, the tracks strongly diverge in the region of passive galaxies, where sSFR 10 −11 M yr −1 , and Shown also are the power-law model fits, and associated error regions, for field (in light blue) and cluster (in red) environments, from similar SFH investigations. The power-law fit from an analysis of field galaxies using a relationship between sSFR and g − r color is also shown (in gray) for comparison (HPK-CL, Heringer et al. 2019) . Overplotted is the exponential DTD model (solid blue line) and error region (in green) derived from the analysis in Sections 2 and 3.
where the measurements show their highest scatter. It is expected that further studies in passive galaxies will provide some clarity. Additionally, tests of these tracks in field dwarf galaxies, specifically those not associated with clusters of galaxies, may be illuminating as they are simpler to model by virtue of having many fewer episodes of star formation.
As a final note, now that the evidence for double white dwarf mergers as the primary source of SNe Ia reaches concordance, it is increasingly interesting to further investigate the fine details of the exact progenitor mechanism.
Delay time distribution reconstructions may finally be able to determine whether conservation of orbital energy is strictly dominant driver (the αα-model), as is the case for the common envelope path where both progenitor stars are stripped of their hydrogen envelopes, or if conservation of angular momentum plays a role for most WD/WD mergers initially (the γα-model), as it would be in a period of stable mass transfer or in a 'formation reversal' evolutionary track . Figure 11 shows the SN Ia rate implied from a binary merger rate as a function of delay time for the αα-model and γα-model of , assuming an initial metallicity of z = 0.02. Also shown are the delay time distributions from the exponential model from this analysis, and the β = −1 power-law distributions.
There is striking agreement between the power-law DTD and the γα-model (with an appropriate scaling), yet the exponential DTD is more similar to the ααmodel at large (> 2 Gyr) delay times. While the implications of these similarities are unclear at this time, it is clear that further refinement of the rate analysis (through improved rate measures) would be fruitful. Similarly, further refinement of the roles of orbital energy and angular momentum conservation in the modeling may be warranted.
SUMMARY
We have presented an analysis of type Ia supernova delay time distributions using these two independent methods, from a comparison of volumetric rates to cosmic star formation histories, and through a maximum likelihood method of host star formation histories and their resultant SN Ia yields. From this analysis we can conclude the following: Figure 11 . DTDs from this analysis (blue dashed) and β = 1 power-law (red dashed). Also show are the SN Ia rates as a function of delay time implied from different scenarios for WD/WD binary mergers (see , scaled to match the model lines.
• Volumetric rate measures at or near the same redshift are reasonably consistent with one another, and suggest a collective systematic errors of the order of 4 to 17%.
• Using analytical arguments to fix a value for k (the fraction of stars with initial mass suitable to be SN Ia progentiors), we find the efficiency, ε, of turning those stars into SNe Ia is fairly well constrained at 6.0 ± 0.3%. This is nearly half the expected value from WD binaries (Maoz & Hallakoun 2017) . The combination k × ε yields N/M = 1.3 +0.4 −0.3 events per 1000 M .
• The family of delay time distributions solutions we derive from volumetric SN Ia rates indicate an exponential-like distribution that is somewhat similar to the β ≈ −1 power-law distributions expected from DD progenitor scenarios, and inconsistent with many SD-model expectations from binary population synthesis.
• DTD solutions from host SFHs following the Maoz et al. (2011) method are identical to those from volumetric rates.
• Exponential solutions are as consistent with empirically recovered delay times as power-law solutions, without having to invoke more than one power-law slope for clustered and field environments.
We thank our anonymous referee for the highly useful comments and suggestions. Support for HST-GO-14208.006-A was provide by NASA through a grant from ξ ω α ln f ln ε 1.00 0.00 0.02 0.00 -0.02 ξ 0.00 1.00 -0.95 0.01 0.02 ω 0.02 -0.95 1.00 -0.01 -0.05 α 0.00 0.01 -0.01 1.00 0.00 ln f -0.02 0.02 -0.05 0.00 1.00 C. THE COSMIC MASS-WEIGHTED SUPERNOVA RATE HISTORY It can be useful to see what volumetric supernova rates imply for the evolution in mass-weighted supernova rates over cosmic history. Mass-weighted SN rates are often expressed in units of SNuM, or h 2 events per century per 10 10 M , and are generally convenient for estimating expected yields from individual galaxies. Using observed volumetric rates, they can be found by
The evolution of the stellar mass density, ρ (z), is found by integrating the cosmic star-formation history over time, expressed by
where
and ρ A = 10 12 M Mpc −3 . As is shown in Madau & Dickinson (2014) , the stellar mass density function of Equation C2 matches well to measures from various surveys when the mass fraction of each generation of stars that is put back in to the ISM is R = 0.27. Figure 14 shows the resultant SNuM(z) for function by dividing the stellar mass density function into R Ia (z), for both the β = −1 power-law and exponential models presented in this paper. Shown also are the results of dividing into the volumetric core-collapse SN rate functions, R cc (z), from Strolger et al. (2015) , assuming either a fit to R CC data or a model which follows a scaled version of the cosmic star formation history. 
