We propose a method for reducing the error of the prediction of a quantity of interest when the outcome has missing values that are suspected to be nonignorable and the data are correlated in space. We develop a maximum likelihood approach for the parameter estimation of semi-parametric regressions in a mixed model framework. We apply the proposed method to phytoplankton data collected at fixed stations in the Chesapeake Bay, for which chlorophyll data coming from remote sensing are available. A simulation study is also performed. The availability of a variable correlated to the response allows us to achieve a substantial reduction of the prediction error of the expected value of the smoother, without having to specify a nonignorable model.
Introduction
Missing responses often arise in several kinds of studies such as longitudinal studies, clinical trials and environmental studies. Given the set of covariates, if the conditional probability of nonresponse depends on the missing values themselves, then the missing data are said to be nonignorable (Little and Rubin, 1987) . For instance, measurements of quantities of interest, taken from samples of surface seawater, can be below the limit of detection and therefore the probability of nonresponse depends on the value itself.
In a likelihood approach, serious bias in parameter estimation may result when nonignorable missing data mechanisms are not accounted for. The literature on maximum likelihood estimation with nonignorable missing independent data is well established and one can refer to, among others, Ibrahim (1990) and Little and Rubin (1987) . Articles on the maximum likelihood approach for random-effects models are appearing more frequently, highlighting the greater attention being paid to the missing data problem when the data are correlated. Ibrahim et al. (2001a) developed a method for estimating parameters for the generalized linear mixed model (GLMM) when the outcome has nonignorable missing values. This method was applied by Stubbendick and Ibrahim (2003) 322 M Geraci and M Bottai to a clinical trial on melanoma study accounting for both missing responses and covariates when the mechanism is suspected to be nonignorable. Semi-parametric regression models and nonignorable nonresponse are also treated by Rotnitzky et al. (1998) via a generalized estimating equations approach.
We consider the case in which auxiliary information on the response is available. Ibrahim et al. (2001b) developed a method to reduce the bias in the parameter estimation of generalized linear models, without having to specify a nonignorable model, through the inclusion of an auxiliary variable in the likelihood. Auxiliary data occur in different applications such as oceanographic studies, where both remote sensing and in situ measurements of the sea surface temperature are available; environmental studies, where several pollutants are monitored at fixed stations (eg, total suspended particulate and PM 10 ); clinical studies, in which physiological measurements might be both medically supervised and self-taken (eg, blood pressure, peak expiratory flow rate, glicemy).
Consider data in the form (x i , y i ), for i = 1, . . . , n, where y i are scalar observations of a response variable over n locations x i = (x 1,i , x 2,i ) ∈ R 2 . We are interested in the semi-parametric regression model
where f (·) is a real-valued function of x not specified but sufficiently smooth and θ(·) is the inverse of a link function. Bivariate smoothing is of central interest in many fields such as public health, mining and oceanographic studies. The use of basis functions with penalization can lead to a formulation in terms of mixed models and therefore to the use of (restricted) maximum likelihood estimators and best predictors. An excellent guide to recent developments on semi-parametric regression and mixed models is given by Ruppert et al. (2003) . Early works include Wahba (1978) , Breslow and Clayton (1993) , Zhang et al. (1998) , Lin and Zhang (1999) and Kammann and Wand (2003) .
We use a radial smoother to approximate the unknown function f (·) in (1.1). Let {κ k ∈ R 2 : k = 1, . . . , K} be a set of K ≤ n distinct knots chosen over the study region. Knots are often set to give a maximal separation between points (Nychka and Saltzman, 1998). Then, consider the spline
where C(·) is a univariate covariance function of the distance between the observed locations and the knots, and u k are random knots coefficients.
The basis functions for model (1.2) are 1, x and C( x − κ ). Thus, the right-hand side of (1.2) is a linear combination of these functions. Let us define the design matrices
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and
We assume throughout that X and Z are fixed and completely observed, and thus they will be omitted when writing out conditional distributions.
Assume that E(u) = 0 and cov
For the mixed model representation of the model in (1.2), we need to derive a valid form for the random effects covariance matrix (Ruppert et al., 2003, p. 251) . By means of the positive definitization of Z K , that is, Z = Z K Ω −1/2 , we can write
with cov(u) = σ 2 u I K . Our interest lies in the accuracy of the prediction of f when y is affected by missingness and an auxiliary variable correlated to the response is available. We extend the method proposed by Ibrahim et al. (2001b) to the model in Equation (1.3).
The rest of this article is organized as follows: in Section 2, we introduce the method and some notation; in Section 3, we present the results of a simulation; in Section 4, we apply the methodology to real data, and we conclude the paper with some final remarks.
The method
Generally, for the mixed model in (1.3), the form of the conditional data density is
where τ is a scalar dispersion parameter, θ i = θ(η i ), η i = x i β + z i u is the linear predictor and x i and z i are rows of the design matrices. The functions g and c characterize a specific family in the general class. When y i is normally distributed, τ is the reciprocal of the error variance and θ(·) is the identity function, that is,
The joint density of (y, u) for n subjects is then given by
where p(u|σ 2 u ) is the marginal density of u and p(y i |β, u, τ ) the density given in (2.1). Suppose the response vector may be not completely observed. We define r the n × 1 random vector, whose ith component, r i , equals 1 if y i is observed and 0 if y i is missing. We also write y = (y mis , y obs ) , where y mis is the s × 1 vector of missing components of y, with s < n.
Since the missing data mechanism can be nonignorable, it is necessary to specify a parametric model for it and incorporate it in the complete data likelihood.
The complete data density of (y, u, r) is
where φ is the parameter of the missing data model p(r|y, φ).
We assume here and throughout that r, given y, does not depend on u. In this particular situation, the random component of the model in (1.3), Zu, captures most of the information about f (x). Thus, conditioning the distribution of r on both y and u might be questionable for our model. In different practical situations, p(r|y, u, φ) can be approximated by a suitable model for p(r|y, φ) (eg, an autologistic regression as suggested by Ibrahim et al., 2001a) .
Let λ = (β , τ , σ 2 u , φ ) be the parameter vector. Then the complete data log-likelihood for λ is
the sum of the individual contributions at all the points.
Since neither the random effects nor the missing values are observed, we could integrate the complete data log-likelihood over their respective domains and then maximize the marginal log-likelihood to obtain the maximum likelihood estimate for λ. Maximizing the observed data log-likelihood, however, is not always analytically feasible because of the high-dimensional integration. Ibrahim et al. (2001a) proposed a Monte Carlo EM algorithm to estimate the parameter of a GLMM whose response is affected by nonignorable missing process.
We consider the case in which some auxiliary information about the response is available, and we use it in a likelihood approach to reduce the prediction error of the expected value of y, without specifying the nonignorable model. Ibrahim et al. (2001b) proposed this idea for the parameter estimation of generalized linear models. We extend it to the case of a bivariate smoothing, represented in the form of a mixed model.
Suppose we observed a variable w, w = (w 1 , . . . , w n ) , that has some association with the response y. We include it in the complete data density
where p(w|y, ψ) is the conditional density of the auxiliary variable w with parameter vector ψ and we call it auxiliary data model. We assume that w, conditional on y, is independent of the random effects u. This assumption simplifies the subsequent mathematical evaluations, on one hand. On the other, it follows the interpretation of the role that the random effects play in p(y i |·). Their variability is a measure of the spatial variation that occurs in the surface f (·), and it is a direct and specific result of the general model assumed for the response. Conditioning w on y suffices for the case at hand. Additional remarks are discussed in Section 5.
The vector parameter is now ν = (λ , ψ ) . The complete data log-likelihood for ν is
We introduce the hypothesis that
by conditioning on w i also, and the probability of nonresponse does not depend on y i . We consider φ as a nuisance and rename ν = (β , τ , σ 2 u , ψ ) . It can be easily shown that the likelihood for ν based on (y i , u, r i , w i ) is equivalent to the likelihood for ν based on (y i , u, w i ). A sketch of the proof is given as follows. The marginal log-likelihood is
By using the approximation in (2.2), the log-likelihood given simplifies in
It follows that the term r i log p(r i |w i , φ) vanishes and log p(r i |w i , φ) is constant with respect to ν.
If expression (2.
2) approximately holds, we can ignore the missing data mechanism. The strength of the association between the response and the auxiliary variables, thus, plays an important role in such approximation. A small simulation (Section 3) suggested that the prediction error became smaller as the correlation between y and w grew larger. As noted by Ibrahim et al. (2001b) , the assumption in (2.2) is difficult to verify in general. Nevertheless, this difficulty can be eased when prior information about the aforementioned association is available.
We then apply a Monte Carlo version of the EM algorithm to estimate the parameter ν. The E-step for the complete data log-likelihood at the (t + 1)th EM iteration can be expressed as the expected value of the log-likelihood, given the observed data, that is,
where p(y mis , u|y obs , w, ν (t) ) is the conditional distribution of the nonobserved data, given the observed data and ν (t) is the estimated parameter of the previous iteration. To implement the Monte Carlo EM algorithm, we need to sample from the distribution that appears in Equation (2.3). The Gibbs sampler can be applied by sampling from the full conditionals p(y mis |y obs , u, w, ν (t) ) and p(u|y mis , y obs , w, ν (t) ). Suppose that we have a sample c 1 , . . . , c m (t) from the joint distribution of the nonobserved data obtained via the Gibbs sampler, where c j , for 1 ≤ j ≤ m (t) , is an (s + K) vector and the superscript t denotes that the sample size can vary for each EM iteration. Booth and Hobert (1999) suggested that this strategy can speed up the EM convergence.
We can write the E-step as
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The M-step of the EM algorithm corresponds to the straightforward maximization of a GLMM with an augmented data set.
Simulation study
We conducted a simulation study to evaluate the performance of our method through the mean summed square error of the expected value of the smoother in (1.2).
We generated n = 100 observations from the model
where
and ξ i ∼ N(0, 0.25), independently and identically distributed. The co-ordinates x i = (x 1,i , x 2,i ) were independently and uniformly generated on the unit square and fixed throughout the simulation.
be the vector of the values of f (·) evaluated at the sampling points.
We then chose K knots using the FUNFITS module for S-Plus (Nychka et al., 1998) , where K is chosen to be K = max{20, min(n/4, 50)}. In our example, K = 25. The knots are also fixed throughout the simulation.
We added the knot κ 0 = (0, 0) and set β 1 = u 0 in the bivariate spline in (1.2). This adjustment allows us to reduce the number of the parameters to be estimated, since β 1 is now treated as a random knot coefficient.
For x i ∈ R 2 , 1 ≤ i ≤ 100 and κ k ∈ R 2 , 0 ≤ k ≤ 25, a thin plate spline approximation of model (3.1) can be obtained by using the mixed model representation showed in Section 1. For our simulation, we chose the generalized covariance function C(h) = h 2m−2 log( h ) and m = 2, where m is an integer satisfying 2m − 2 > 0 that controls the smoothness of C(·).
We created an auxiliary variable from the model
is the same function used to generate the response and ω i ∼ N(0, 1), independently and identically distributed.
Then, we drew a sequence of 0 and 1 from a Bernoulli(p i ), with p i ≡ prob(r i = 0|y i ) = exp(1 + 2y i )/{1 + exp(1 + 2y i )}, where r i is the missingness indicator.
For each simulated data set, we fitted the joint normal mixed model
, and covariance matrix
For the auxiliary data model, we chose the linear regression
where x w,i is the ith row of the design matrix X w = [1 y].
The best linear unbiased predictor (BLUP) of E(y|u), that is,
is an estimate of f . For given values of σ 2 ε and σ 2 u , the BLUP in (3.4) corresponds to the penalized least squares solutionf
where S α is the smoother matrix, defined as
and D ≡ diag(0, 1 26×1 ), and α = σ 2 ε /σ 2 u is the smoothing parameter. We can evaluate the prediction error of the smoother in (3.4) through the mean squared error, summed (MSSE) over a grid of points (eg, the observed points). Using Equation (3.5) and taking the expectations with respect to the distribution of ξ in model (3.1), the MSSE can be written as
where the constant 0.25 is the variance of the error term ξ in Equation (3.1). In this simulation, we estimated α via maximum likelihood. Equation (3.6) implies that f and the error variance are known, which is an unrealistic situation but suitable for a simulation study. Thus, our model parameter is ν = (β , σ 2 ε , σ 2 u , γ , σ 2 ω ) . We simulated 330 sets of data. We adopted the Gibbs sampling via the adaptive rejection metropolis sampling (Gilks et al., 1995) . Since we assumed a normal mixed model, we made use of the analytical result proposed by Ibrahim et al. (2001a) for the E-step, where the random effects are integrated out. This device yields a more efficient and computationally stable Gibbs Semi-parametric spatial regression 329 sampling. We drew a Gibbs sample of dimension m = 500, for each EM iteration, from the conditional distribution of the missing data which is, bar a proportionality constant, Once the EM algorithm reached the convergence and the estimate of ν,ν = (β ,σ 2 ε ,σ 2 u ,γ ,σ 2 ω ) , was obtained, we evaluated the MSSE given in (3.6) for each simulated data set, augmented by the predictions of the response over the missing data points. The latter task was accomplished through the inversion of the relation between w and y.
Note also that the error measure in (3.6) includes an underlying error induced by the use of the penalized spline to approximate the function f , which is positive but negligible on average over the distribution of u. For our simulated data set, this error, summed over all the grid points, was equal to 34.65.
We compared the proposed auxiliary data method with four alternative methods, which are based on the assumption of an underlying ignorable missing process: the very simple complete case, in which the observations for which the response is missing are ignored, and the three imputation methods, in which the auxiliary variable is a predictor of the response. The three methods are predictive mean matching or Hot Deck imputation (Little and Rubin, 1987) ; the Bayesian linear regression method, which imputes a set of predictions based on multiple draws of the regression parameter (Rubin, 1987, p. 167) ; the method based on a random sample drawn from the available observation values. For the latter two, we accounted for the variability via a multiple imputation of size 100. Then, we estimated a linear regression of y on w for each imputation and pooled the results to fill the missing values of the response. For the single and the multiple imputations we used the MICE library for the statistical language R (R Development Core Team, 2005) . Table 1 gives the mean, over the simulation, of the estimates of the parameter. The mean correlation between the response and the auxiliary variable was 0.73 and the average number of missing data was 24.28.
We compared the MSSE for the auxiliary data and the other methods, averaged over the simulated data sets. The former gives a value of 69.41, which is remarkably lower than the other methods, suggesting that there is a considerable reduction of the prediction error. It is worthwhile noticing that the complete case performs better than the imputation methods. This result can be explained through the process by which the missing values are filled with the imputed ones. The augmented data sets obtained through the approximated E-step of the EM algorithm via the Gibbs sampling carry the information related to the spatial correlation because of the sampling from the joint distribution of the missing response and the random effects. The selected imputation methods, instead, ignore such information. We then conducted a sensitivity analysis to examine the change in the MSSE for the auxiliary method as the correlation between y and w, ρ, varied. The MSSE for ρ taking values 0.5, 0.7 and 0.9 was, respectively, 139.58, 80.7 and 63.19. The MSSE for the complete case was 255.19.
We implemented the EM algorithm in R using the arms command from the HI library for the Gibbs sampling via the adaptive rejection metropolis sampling. The convergence criterion that we employed to stop the iterations was the distance between the tth iteration and the (t + 1)th iteration in each element of the parameter vector ( σ 2 ε , σ 2 u , γ ), which was less than 5 × 10 −3 . We used the complete-case estimates as starting values for the EM algorithm and the auxiliary observations as starting values of the missing data components for the Gibbs sampling. The number of EM iterations required for the convergence was rather variable; the average was 44.75 and the median 31 and took on an average 41 min in real time on a Pentium III processor at 863 MHz and 192 MB of RAM.
We monitored convergence of the Gibbs sampler through the diagnostic techniques suggested by Cowles and Carlin (1996) . The lack of convergence for some units i in the Gibbs sampler caused a lack of convergence in the EM algorithm for few sets of data. The latter were thus excluded from the analysis. As noted by Stubbendick and Ibrahim (2003) , it is not realistically possible to monitor the convergence of the Gibbs sampler for each sampled unit at each EM iteration. Therefore, it is practical to assume that the Gibbs sampler converged when the EM did. All lag-50 autocorrelations were within ±0.3.
An analysis was conducted to check the sensitivity of the smoothing parameter estimate to the choice of the Gibbs sample size. Gibbs sample sizes of 100, 1000 and 2000 were considered. For a Gibbs sample size of 500, we also considered adding a burn-in of 500 and 1000. In all these cases, the estimates of α were within 9 × 10 −5 of the estimate obtained with a Gibbs sample of size 500 and with no burn-in, whereas the estimates of γ were within 2 × 10 −2 .
Phytoplankton data
We considered phytoplankton observations taken at fixed stations from the Chesapeake Bay Program, a monitoring program of the living aquatic resources in the Chesapeake Bay, North America's largest estuary whose watershed encompasses Delaware, Maryland, New York, Pennsylvania, Virginia, West Virginia and the District of Columbia.
Phytoplankton are of primary interest to oceanographers because they are a good indicator of change in their environment and they also exert a global-scale influence on climate. The US Environmental Protection Agency reported that the distribution of phytoplankton is characterized by high spatial and temporal variability. Thus, it is difficult to quantify phytoplankton in these regions using measurements from ships alone. Therefore, the National Oceanographic and Atmospheric
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Administration started a remote sensing program in 1989, with the goal of determining concentrations of chlorophyll using measurements of ocean color from aircraft (http://www.chesapeakebay.net).
There is a large body of literature about the relationship between chlorophyll a and phytoplankton biovolume. Linear (Tolstoy, 1979; Desortová, 1981; Vörös and Padisak, 1991; Kalchev et al., 1996) and allometric (Vörös and Padisak, 1991; Felip and Catalan, 2000) relationships have been found.
We carried out a spatial matching of the phytoplankton data, the response variable, which is measured in counts per liter, and the chlorophyll data, the auxiliary variable, whose measurement unit is milligrams per meter-cubed. Although the auxiliary observations were numerous and dense over the surface of interest, they did not overlap exactly with the response (Figure 1) . To estimate the auxiliary values at the response points, we interpolated the value of chlorophyll using a kriging technique. The number n of available fixed stations for the analysis was 10, of which five (50%) data points had missing outcome. In fact, two stations were not observed and three stations were considered as missing by design. The complete case mean value of the response was equal to 9.461 × 10 6 and the observed range was (3.134 × 10 6 , 17.358 × 10 6 ).
We were interested in fitting the spline model in Equation (1.2) through the mixed model representation. We multiplied the response variable by a scale factor equal to 10 −7 and made use of the normal approximation to the Poisson distribution. We then considered the linear mixed model. We chose the data stations as knots and the generalized covariance function for the basis functions, with parameter m = 2.
Since we did not have enough information on the mechanism that generated the missing outcomes for some of the data points, we could not assume it to be nonignorable. Thus, we applied the proposed method to predict the phytoplankton surface and used the linear regression in Equation (3.3) for the auxiliary data model.
The EM algorithm with the Gibbs sampling via the adaptive rejection metropolis sampling was adopted, and we chose a Gibbs sample of initial size 500, with an incremental step of 100 for each EM iteration. Table 2 shows the EM estimation of the parameter (σ 2 ε , σ 2 u ) along with their ratio α. The small value of the estimated random effects variance, σ 2 u , for the complete case, causes a high value of the smoothing parameter α, yielding an over-smoothed surface. Nevertheless, the choice of the smoothing parameter via the maximum likelihood estimation is one alternative among other automatic selection methods. For graphical purposes, one might compare different user-defined values of α, and, if necessary, these values can be cross-validated. For the phytoplankton data, we applied the generalized cross-validation criterion (Craven and Wahba, 1979) . For α = 0.005, the surface predicted through the auxiliary method showed the presence of a ridge between 37.3 • and 37.9 • latitude (Figure 2 ), whereas it was not possible to detect the same spatial feature using the complete-case data set for any value of the smoothing parameter. The comparison of the surfaces in Figures 1 and 2 suggests that the use of the chlorophyll variable provides important information on the value of the phytoplankton surface between the location in the far north and the locations in the south. The lack of information in the central part was then partly filled by adding two missing design data points for which the auxiliary variable was available. The linear correlation coefficient between the predicted phytoplankton and the chlorophyll was found to be 0.78. with no burn-in, and Gibbs sample of size 100, with a burn-in of 1000. The results in the estimation of (σ 2 ε , σ 2 u ) showed no noteworthy differences. For these data, we also considered the method proposed by Ibrahim et al. (2001a) and two nonignorable missing data models. The ordinary logistic regression model
where p i = prob(r i = 0|y i ), and the autologistic regression model
where p i = prob(r i = 0|y i , y * i ) and y * i = j =i y j denotes the neighborhood sum for site i. The p-value of the estimate of φ 1 was 0.12 for the ordinary logistic regression, and the estimation took almost 3000 iterations to reach convergence with a Gibbs sample of size 100 and almost 100 iterations with a sample size of 500. The estimation of σ 2 u , for different Gibbs samples and burn-in sizes, also showed some variability. The relative variation of the range of the estimated values was equal to 25.6%. The inclusion of the autoregressive term led to a nonidentifiable model since the estimate of φ 2 converged to −∞, regardless of the very different starting points used for the EM algorithm. As remarked by Ibrahim et al. (2001b) and Ibrahim et al. (1999b) , in fact, the nonidentifiability of certain parameters may rise for some models because of a lack of information in the data (Baker and Laird, 1988) .
Final remarks
The simulation presented in this article shows that the proposed method yields a reduction of the mean summed squared error of the prediction of a variable correlated in space when the response has some missing values and auxiliary data are available, without having to specify any missing data model.
We assumed throughout this article that there is a substantial association between the response and the auxiliary variables. The advantage of our method over a missing at random analysis appears clearer if we consider that the presence of the auxiliary as a covariate would mask other effects. The sample size, however, must be considered carefully. For some spatial designs, the number of monitoring stations might not be reasonable with regard to the spatial scale of the surface being estimated, and the presence of missing data can reduce greatly the available information. For the phytoplankton data, the proposed method seemed to respond well to such a small sample. In a simulation study designed similar to the one in Section 3, with n = 20 and a high fraction of missing data (50%), our approach performed, in terms of MSSE, as well as a missing at random analysis that treats the auxiliary variable as a covariate (results not shown here). It is difficult to draw final conclusions based on such simulations.
In our experience, the EM algorithm via the Gibbs sampling performed satisfactorily when using the novel E-step proposed by Ibrahim et al. (2001a) for the normal mixed model. A greater number of parameters to be estimated, a large fraction of missing data, and stricter convergence criteria might make the EM algorithm inefficient or numerically instable.
The proposed method can readily be applied to time-series data. The same theoretical framework can also be easily extended to GLMMs, although with some additional computational burden. The proposed method can be extended to include additional information from a set of auxiliary variables, instead of a single one. Also, a temporal dimension may be added to the spatial co-ordinates. For the phytoplankton data, for example, periodic observations were collected at each fixed station. In our simulation, we did not make use of any covariate, apart from the co-ordinates.
The purpose of the penalized spline in (1.2) is to smooth the response surface and give a good prediction of it. One could consider the inclusion of explanatory variables, for which the fixed effects (β) take an interpretable meaning, in models where the nonlinear spatial structure is handled by splines (eg, the geoadditive models by Kammann Wand, 2003) . This would require a more attentive calibration of the auxiliary model, and it is a topic of current research by the authors.
