We consider a stable Cox-Ingersoll-Ross process driven by a standard Wiener process and a spectrally positive strictly stable Lévy process, and we study asymptotic properties of the maximum likelihood estimator (MLE) for its growth rate based on continuous time observations. We distinguish three cases: subcritical, critical and supercritical. In all cases we prove strong consistency of the MLE in question, in the subcritical case asymptotic normality, and in the supercritical case asymptotic mixed normality are shown as well. In the critical case the description of the asymptotic behaviour of the MLE in question remains open.
Introduction
We consider a jump-type Cox-Ingersoll-Ross (CIR) process driven by a standard Wiener process and a spectrally positive strictly α-stable Lévy process given by the SDE
with an almost surely non-negative initial value Y 0 , where a ∈ [0, ∞), b ∈ R, σ ∈ [0, ∞), δ ∈ (0, ∞), α ∈ (1, 2), (W t ) t∈[0,∞) is a 1-dimensional standard Wiener process, and (L t ) t∈[0,∞) is a spectrally positive α-stable Lévy process such that the characteristic function of L 1 takes the form E(e iθL 1 ) = exp ∞ 0 (e iθz − 1 − iθz)C α z −1−α dz , θ ∈ R, (1.2) where C α := (αΓ(−α)) −1 and Γ denotes the Gamma function. In fact, (L t ) t∈[0,∞) is a strictly α-stable Lévy process, see, e.g., Sato [35, part (vi) of Theorem 14.7] . We suppose that Y 0 , (W t ) t∈[0,∞) and (L t ) t∈[0,∞) are independent. Under the given conditions together with E(Y 0 ) < ∞, there is a (pathwise) unique strong solution of the SDE (1.1) with P(Y t ∈ [0, ∞) for all t ∈ [0, ∞)) = 1. As a matter of fact, the SDE (1.1) is a special case of the SDE (1.8) in Fu and Li [15] (with the special choice z 1 ≡ 0), for which the existence of a pathwise unique non-negative strong solution has been proved (see Fu and Li [15, Corollary 6.3] ). Eventually, the process (Y t ) t∈[0,∞) given by the SDE (1.1) is a continuous state and continuous time branching process with immigration (CBI process), see (ii) of Proposition 2.1. We call Y an α-stable CIR process (or Alpha-CIR process), which is a generalization of the usual CIR process (given by the SDE (1.1) formally with δ = 0).
Stable CIR processes become more and more popular in stochastic modelling, and it is an interesting class of CBI processes on its own right as well. Carr and Wu [9, equation (31) ] considered a stochastic process admitting an infinitesimal generator which coincides with the corresponding one of an α-stable CIR process with σ = 0, see (iv) of Proposition 2.1. Li and Ma [26] proved exponential ergodicity for the process (Y t ) t∈[0,∞) provided that a ∈ (0, ∞) and b ∈ (0, ∞), for more details, see (ii) of Theorem 2.5. Li and Ma [26] also described the asymptotic behaviour of the conditional least squares estimator (LSE) and weighted conditional LSE of the drift parameters (a, b) of an α-stable CIR process given by the SDE (1.1) with σ = 0, based on (discretely observed) low frequency observations in the subcritical case (i.e., when b ∈ (0, ∞)). In the region α ∈ (1, 1+ with small α-stable noises given by the SDE
with a non-negative deterministic initial value Y ε 0 = y 0 ∈ [0, ∞), where q ∈ 0, 1 1−1/α and ε ∈ (0, ∞). The asymptotic behaviour of an approximate maximum likelihood estimator (MLE) of (a, b, δ) has been described based on discrete time observations at n regularly spaced time points k n , k ∈ {1, . . . , n}, on a fixed time interval [0, 1] . Tending ε to 0 and n → ∞ at a given rate, for some restricted parameter set, Yang [38, Theorem 2.4] proved asymptotic normality of the approximate MLE in question. In some sense it is surprising, since this restricted parameter set contains parameters belonging to critical (b = 0) and supercritical (b ∈ (−∞, 0)) models as well both with normal limit distributions. Ma and Yang [31] investigated asymptotic behaviour of the LSE of a for the model (1. 3) (all the other parameters are supposed to be known) based on discrete time observations as in Yang [38] described above. They described the asymptotic behaviour of the LSE in question and derived large and moderate deviation inequalities for it as well, see Ma and Yang [31, Theorems 2.1, 2.3-2.5].
In this paper, supposing that a ∈ [0, ∞), σ, δ ∈ (0, ∞) and α ∈ (1, 2) are known, we study the asymptotic properties of the MLE of b ∈ R based on continuous time observations (Y t ) t∈[0,T ] with T ∈ (0, ∞), starting the process Y from some known non-random initial value y 0 ∈ [0, ∞).
The paper is organized as follows. Section 2 is devoted to some preliminaries. First, we recall some useful properties of the stable CIR process (Y t ) t∈[0,∞) given by the SDE (1.1) such as the existence of a non-negative pathwise unique strong solution, the forms of the Laplace transform and the infinitesimal generator or conditions on the strictly positiveness of the process or the integrated process, see Proposition 2.1. We derive a so-called Grigelionis form of the semimartingale (Y t ) t∈[0,∞) , see Proposition 2.2. Based on the asymptotic behavior of the expectation of Y t as t → ∞, we distinguish subcritical, critical or supercritical cases according to b ∈ (0, ∞), b = 0 or b ∈ (−∞, 0), see Proposition 2.3 and Definition 2.4. In Proposition 2.3 it also turns out that the parameter b can be interpreted as a growth rate of the model. We recall a result about the existence of a unique stationary distribution for the process (Y t ) t∈[0,∞) in the subcritical and critical cases, and about its exponential ergodicity in the subcritical case, due to Li [25] , Li and Ma [26] and Jin et al. [21] , see Theorem 2.5. We call the attention that there exists a unique stationary distribution for (Y t ) t∈[0,∞) in the critical case as well. Remark 2.6 is devoted to give an alternative proof for the weak convergence of Y t as t → ∞ in Theorem 2.5 in case of σ ∈ (0, ∞), giving more insight as well. In Remark 2.7, we give a statistic for σ 2 using continuous time observations (Y t ) t∈[0,T ] with an arbitrary T ∈ (0, ∞), and due to this result we do not consider the estimation of the parameter σ, it is supposed to be known. In Section 3, we derive a formula for the joint Laplace transform of Y t and t 0 Y s ds, where t ∈ [0, ∞), using Theorem 4.10 in Keller-Ressel [22] , see Theorem 3.1. We note that this form of the joint Laplace transform in question is a consequence of Theorem 5.3 in Filipović [13] , a special case of Proposition 3.3 in Jiao et al. [19] as well, and it is used for describing the asymptotic behaviour of the MLE of b in question in the critical and supercritical cases. Section 4 is devoted to prove the existence and uniqueness of the MLE of b (provided that σ ∈ (0, ∞)) deriving an explicit formula for it as well, see Proposition 4.2. In Remark 4.3, under the additional assumption a ∈ σ 2 2 , ∞ , we prove that L t is a measurable function of (Y u ) u∈[0,T ] for all t ∈ [0, T ] with any T ∈ (0, ∞). In Section 5, provided that a ∈ (0, ∞), we prove strong consistency and asymptotic normality of the MLE of b in the subcritical case, see Theorem 5.1. Section 6 is devoted to prove the strong consistency of the MLE of b in the critical case, provided that a ∈ (0, ∞), (see Theorem 6.2) using the limit behaviour of the unique locally bounded solution of the differential equation (3.1) at infinity described in Proposition 6.1. We call the attention that for the α-stable CIR process (Y t ) t∈[0,∞) , the critical case (b = 0) is somewhat special (compared to the original CIR process with b = 0), since there still exists a unique stationary distribution for (Y t ) t∈[0,∞) , however its expectation is infinite unless a = 0 (see Theorem 2.5), and surprisingly, we can prove strong consistency of the MLE in question not only weak consistency. In the critical case the description of the asymptotic behaviour of the MLE remains open. In Section 7, for the supercritical case, provided that a ∈ (0, ∞), we prove that the MLE of b is weakly consistent and asymptotically mixed normal, see Theorem 7.4. We point out that the limit mixed normal law in question is characterized in a somewhat complicated way, namely in its description a positive random variable V comes into play of which the Laplace transform contains a function related to the branching mechanism of the CBI process (Y t ) t∈[0,∞) , see Theorem 7.1. We give two proofs for the derivation of the Laplace transform of V , and the second one is heavily based on the general theory of CBI processes, for which we will refer to Li [25] . We close the paper with three Appendices, where we recall certain sufficient conditions for the absolute continuity of probability measures induced by semimartingales together with a representation of the Radon-Nikodym derivative (Appendix A), some limit theorems for continuous local martingales (Appendix B) and in case of a 3 2 -stable CIR process we present some explicit formulae for the Laplace transform of the unique stationary distribution in the subcritical and critical cases, of Y t , t ∈ [0, ∞), in all the cases of b ∈ R, and of V in the supercritical case, respectively (Appendix C).
Finally, we summarize the novelties of the paper. According to our knowledge, maximum likelihood estimation based on continuous time observations has never been studied before for the α-stable CIR process (Y t ) t∈[0,∞) , and since these processes become more and more popular in financial mathematics and market models for electricity prices, the problem of estimating its parameters is an important question as well. Further, in the critical case, somewhat surprisingly, we can prove strong consistency of the MLE of b, which can be considered as a new phenomenon, since for other critical financial models, such as for the usual CIR process or for the Heston process, only weak consistency is proved in the critical case, see Overbeck [32, Theorem 2, parts (iii) and (iv)] and Barczy and Pap [6, Remark 4.4] , respectively.
Preliminaries
Let N, Z + , R, R + , R ++ , R − , R −− and C denote the sets of positive integers, non-negative integers, real numbers, non-negative real numbers, positive real numbers, non-positive real numbers, negative real numbers and complex numbers, respectively. For x, y ∈ R, we will use the notations x ∧ y := min(x, y) and x ∨ y := max(x, y). The integer part of a real number x ∈ R is denoted by ⌊x⌋. By x and A , we denote the Euclidean norm of a vector x ∈ R d and the induced matrix norm of a matrix A ∈ R d×d , respectively. By B(R + ), we denote the Borel σ-algebra on R + . We will denote the convergence in probability, in distribution and almost surely, and almost sure equality by (Ω, F, P) is complete, the filtration (F t ) t∈R + is right-continuous, F 0 contains all the P-null sets in F, and F = σ t∈R + F t . Let (W t ) t∈R + be a standard Wiener process with respect to the filtration (F t ) t∈R + , and (L t ) t∈R + be a spectrally positive strictly α-stable Lévy process with respect to the filtration (F t ) t∈R + such that the characteristic function of L 1 is given by (1.2) . We assume that W and L are independent. Recall that the Lévy-Itô's representation of L takes the form
is the integer-valued Poisson random measure on R 2 ++ associated with the jumps ∆L u := L u − L u− , u ∈ R ++ , ∆L 0 := 0, of the process L, and ε (u,x) denotes the Dirac measure at the point (u,
The measure m is nothing else but the Lévy measure of L. We also note that (L t ) t∈R + is a martingale and consequently E(L t ) = 0, t ∈ R + .
The next proposition is about the existence and uniqueness of a strong solution of the SDE (1.1) stating also that Y is a CBI process with explicitly given branching and immigration mechanisms and we also collect some other useful properties of Y based on Dawson and Li [10] , Fu and Li [15] , Li [25] and Jiao et al. [19] .
Then the following statements hold.
(i) There exists a pathwise unique strong solution (Y t ) t∈R + of the SDE (1.1) such that P(Y 0 = η 0 ) = 1 and P(Y t ∈ R + for all t ∈ R + ) = 1.
(ii) The process (Y t ) t∈R + is a CBI process having branching mechanism
and immigration mechanism F (z) = az, z ∈ R + .
(iii) For all t ∈ R + and y 0 ∈ R + , the Laplace transform of Y t takes the form
Especially, (2.4) holds for all λ ∈ R ++ whenever b ∈ R + .
(iv) The infinitesimal generator of Y takes the form
, and f ′ and f ′′ denote the first and second order partial derivatives of f .
Proof. For the existence of a pathwise unique non-negative strong solution satisfying P(Y 0 = η 0 ) = 1 and P(Y t ∈ R + for all t ∈ R + ) = 1, see Fu and Li [15, Corollary 6.3] , which yields (i).
Further, Theorem 6.2 in Dawson and Li [10] together with
for z ∈ R + (see, e.g., Li [25, Example 1.9]) imply that Y is a CBI process having branching and immigration mechanisms given in (ii).
For formula (2.2) and, in case of b ∈ R + , formula (2.4) see Li [25, formula (3.29 ) and page 67]. Next we check that
for all t ∈ R + and λ ∈ R ++ \ {θ 0 }. It is enough to verify that the continuously differentiable function (0, t) ∋ s → v s (λ) is strictly monotone for all λ ∈ R ++ \ {θ 0 }, since then, by the substitution z = v s (λ), we obtain 
and λ ∈ (0, θ 0 ) we have v s (λ) < v s (θ 0 ) = θ 0 for all s ∈ R + . In this case, using the differential equation (2.3) and the inequality R(z) < 0 for all z ∈ (0, θ 0 ), we obtain ∂ ∂s v s (λ) = −R(v s (λ)) > 0 for all s ∈ R + , hence the function (0, t) ∋ s → v s (λ) is strictly increasing, thus we conclude (2.7) for b ∈ R −− and λ ∈ (0, θ 0 ). In a similar way, in case of b ∈ R −− and λ ∈ (θ 0 , ∞) we have v s (λ) > v s (θ 0 ) = θ 0 for all s ∈ R + . In this case, using the differential equation (2.3) and the inequality R(z) > 0 for all z ∈ (θ 0 , ∞), we obtain ∂ ∂s v s (λ) = −R(v s (λ)) < 0 for all s ∈ R + , hence the function (0, t) ∋ s → v s (λ) is strictly decreasing, thus we conclude (2.7) for b ∈ R −− and λ ∈ (θ 0 , ∞) as well.
The form of the infinitesimal generator (2.5) can be checked similarly as in the proof of Theorem 2.1 of Barczy et al. [4] , implying (iv).
For (v), let us fix t ∈ R ++ and put
Then, by (i), P(A t ) = 1 and for all ω
The stochastic integrals on the right hand side can be approximated as 
Let us denote byÃ t the event on which the above two almost sure convergence hold. Consequently, with the notationÃ
where the last event has probability 0, implying P t 0 Y s (ω) ds = 0 = 0. Thus P t 0 Y s (ω) ds ∈ R ++ = 0, and hence we have (v).
For (vi), see Proposition 3.7 in Jiao et al. [19] .
Finally, we prove part (vii). First note that in case of a = 0, (Y t ) t∈R + is a continuous time branching process (without immigration). If b ∈ R + , then by Corollary 3.9 in Li [25] , P(τ 0 < ∞ | Y 0 = y 0 ) = 1 for all y 0 ∈ R ++ , since Condition 3.6 in Li [25] holds for all θ > 0 due to
The last statement follows from the fact that in case of a = 0 and P(Y 0 = 0) = 1, the pathwise unique non-negative strong solution of the SDE (1.1) is Y t = 0 for all t ∈ R + . ✷ Note that, by Proposition 2.1, the process (Y t ) t∈R + is a semimartingale, see, e.g., Jacod and Shiryaev [18, I.4.33] . Now we derive a so-called Grigelionis form for the semimartingale (Y t ) t∈R + , see, e.g., Jacod 2.2 Proposition. Let η 0 be a random variable independent of (W t ) t∈R + and
Then the Grigelionis form of (Y t ) t∈R + takes the form
Proof. Using (2.1) and Proposition II.1.30 in Jacod and Shiryaev [18] , we obtain
for t ∈ R + . In order to prove the statement, it is enough to show
and the equality
For the equations (2.9), (2.10) and (2.11), it suffices to check the existence of I 2 , I 3 and I 5 .
First note that for every s ∈ (0, ∞) we have
(2.12)
The existence of I 2 will be a consequence of I 2 = I 2,1 − I 2,2 − I 2,3 with 
Further, the function Ω × R + × R ∋ (ω, t, z) → h(z) belongs to G loc (µ L ), see Jacod 
also belongs to G loc (µ L ). By Jacod and Shiryaev [18, Proposition II.1.30], we conclude that the
, thus the integral I 2,3 exists, and hence we obtain the existence of I 2 , and hence that of I 1 .
Next observe that for the process ζ t : 
is a finite sum, since the process (ζ t ) t∈[0,∞) admits càdlàg trajectories, hence there can be at most finitely many points u ∈ [0, t] at which the absolute value |∆ζ u | of the jump size ∆ζ u exceeds 1, see, e.g., Billingsley [7, page 122 ]. Thus we obtain the existence of I 3 , and hence that of I 4 .
Finally, we have
Next we present a result about the first moment of (Y t ) t∈R + .
Proof. By Proposition 2.1, (Y t ) t∈R + is CBI process with an infinitesimal generator given in (2.5). By the notations of Barczy et al. [5] , this CBI process has parameters (d, c, β, B, ν, µ), where d = 1,
Since E(Y 0 ) < ∞ and the moment condition R\{0} |z|½ {|z| 1} ν(dz) < ∞ trivially holds, we may apply formula (3.1.11) in Li [27] or Lemma 3.4 and (2.14) in Barczy et al. [5] 
This implies (2.13) and the other parts of the assertion. ✷
Based on the asymptotic behavior of the expectations E(Y t ) as t → ∞, we introduce a classification of the stable CIR model given by the SDE (1.1).
Definition
The following result states the existence of a unique stationary distribution for the process (Y t ) t∈R + in the subcritical and critical cases, and the exponential ergodicity in the subcritical case.
(i) Then (Y t ) t∈R + converges in law to its unique stationary distribution π having Laplace transform
Especially, in case of b = 0 and σ = 0, π is a strictly (2 − α)-stable distribution with no negative jumps. Moreover, the expectation of π is given by
If, in addition, a ∈ R ++ and b ∈ R ++ , then the process (Y t ) t∈R + is exponentially ergodic, i.e., there exist constants C ∈ R ++ and D ∈ R ++ such that to the condition Y 0 = y. As a consequence, for all Borel measurable functions f :
Proof. The weak convergence of Y t towards π as t → ∞, and the fact that π is a stationary distribution for (Y t ) t∈R + follow immediately from Li [25, Theorem 3.20 and the paragraph after
We note that Li and Ma [26, Proposition 2.2] contains the above considerations in case of b ∈ R ++ . The uniqueness of a stationary distribution in (i) follows from, e.g., page 80 in Keller-Ressel [23] . Namely, let us assume that there exists another stationary distribution π ′ for (Y t ) t∈R + , and let
where the last but one step follows by the dominated convergence theorem and the fact that lim t→∞ v t (λ) = 0, λ ∈ R + (see, e.g., the proof of Theorem 3.20 in Li [25] ). Since L(
By the uniqueness of Laplace transform, we get π = π ′ , as desired.
Further, in case of b = 0 and σ = 0, by (2.15), we have
so π is a strictly (2 − α)-stable distribution with no negative jumps. Finally, again by (2.15),
For part (ii), we can use Theorem 2.5 in Li and Ma [26] . We only have to check Condition 2.1 of Li and Ma [26] , namely, we have to show the existence of some constant θ ∈ R ++ such that R(z) ∈ R ++ for z > θ and
, and, e.g., with θ = 1,
In case of σ = 0, the exponential ergodicity of (Y t ) t∈R + also follows by Theorem 6.1 in Jin et al. [21] . Convergence (2.17) follows, e.g., from the discussion after Proposition 2.5 in Bhattacharya [8] .
In what follows, in case of σ ∈ R ++ , we present another (and more detailed) proof for the convergence Y t D −→ π as t → ∞ in Theorem 2.5 giving more insight as well. It is enough to consider the case of P(Y 0 = y 0 ) = 1 with some y 0 ∈ R + . Using (2.2), we have
The proof is based on the following version of the comparison theorem (see, e.g., Lemma C.3. in Filipović et al. [14] or Amann [1, Lemma 16.4] ): if S : R + × R → R is a continuous function which is locally Lipschitz continuous in its second variable and p, q :
where f : R + → R + is the unique locally bounded solution to the differential equation
The solution of this separable differential equation takes the form
Hence, using σ ∈ R ++ , we readily have lim t→∞ f (t) = 0, which, by (2.18), yields that lim t→∞ v t (λ) = 0 for all λ ∈ R + , as desired. Further, by (2.4), we have
Then, by the continuity of the integral upper limit function, we have
where the integral on the right hand side is well-defined, since
Consequently, by continuity theorem, we have (2.15) in case of σ ∈ R ++ . ✷ Next we give a statistic for σ 2 using continuous time observations (Y t ) t∈[0,T ] with an arbitrary T ∈ R ++ . Due to this result we do not consider the estimation of the parameter σ, it is supposed to be known.
We note that σ 2 T is a statistic, i.e., there exists a measurable function Ξ : 
where ([Y ] t ) t∈R + denotes the quadratic variation process of the semimartingale Y . By Theorem I.4.52 in Jacod and Shiryaev [18] ,
Moreover, for all T ∈ R + , we have
see Proposition I.4.44 in Jacod and Shiryaev [18] . Hence (2.20) follows by the fact that convergence in probability is closed under multiplication. Finally, we note that the sample size T is fixed above, and it is enough to know any short sample (Y t ) t∈[0,T ] to carry out the above calculations. ✷ 3 Joint Laplace transform of Y t and t 0 Y s ds Using Theorem 4.10 in Keller-Ressel [22] we derive a formula for the joint Laplace transform of Y t and t 0 Y s ds, where t ∈ R + . We note that this form of the joint Laplace transform in question is a consequence of Theorem 5.3 in Filipović [13] and a special case of Proposition 3.3 in Jiao et al. [19] as well.
where the function ψ u,v : R + → R − is the unique locally bounded solution to the differential equation
and with immigration mechanism F (z 1 , 
is the unique locally bounded solution to the system of differential equations
as desired.
If (u, v) = (0, 0), then, since the identically zero function is a (locally bounded) solution to (3.1), by the unicity of such a solution, we have ψ 0,0 (t) = 0, t ∈ R + . If (u, v) = (0, 0), then, on the contrary, let us suppose that there exists an t 0 ∈ R ++ such that ψ u,v (t 0 ) = 0. Let t * := inf{t ∈ R ++ : ψ u,v (t) = 0}. Then t * < ∞, ψ u,v (t) < 0 for all t ∈ [0, t * ), and ψ u,v (t * ) = 0. If t * = 0, then 0 = ψ u,v (t * ) = ψ u,v (0) = u, and hence v ∈ R −− . Further, there exists a sequence (t n ) n∈N such that t n ∈ R ++ , n ∈ N, t n ↓ 0 = t * as n → ∞, and ψ 0,v (t n ) = 0, n ∈ N. Consequently, using that a locally bounded solution to (3.1) is unique, ψ 0,v (kt n ) = ψ 0,v (0) = 0, k, n ∈ N. Since t n ↓ 0 as n → ∞, for all t ∈ R ++ , there exists a sequence (k n ) n∈N such that k n ∈ N, n ∈ N, and k n t n → t as n → ∞ (one can choose k n := ⌊ t tn ⌋, n ∈ N). Since ψ 0,v is continuous, we have ψ 0,v (t) = 0, t ∈ R + , yielding us to a contradiction (due to v ∈ R −− ). So, if t * = 0, then ψ u,v (t) < 0, t > 0, as desired. In the sequel, let us assume that t * > 0. On the one
where ψ u,v (0) = u and ψ u,v (t * ) = 0. By the uniqueness of a locally bounded solution of (3.1), 
Existence and uniqueness of MLE
In this section, we will consider the stable CIR model (1.1) with known a ∈ R + , σ, δ ∈ R ++ , α ∈ (1, 2), and a known deterministic initial value Y 0 = y 0 ∈ R + , and we will consider b ∈ R as an unknown parameter.
The next result is about the form of the Radon-Nikodym derivative
We will consider P b,T as a fixed reference measure, and we will derive the MLE for the parameter b based on the observations (Y t ) t∈[0,T ] . 4.1 Proposition. Let a ∈ R + , b, b ∈ R, and σ, δ ∈ R ++ . Then for all T ∈ R ++ , the probability measures P b,T and P b,T are absolutely continuous with respect to each other, and, under P,
where Y is the α-stable CIR process corresponding to the parameter b.
Proof. In what follows, we will apply Theorem III.5.34 in Jacod and Shiryaev [18] (see also Appendix A). We will work on the canonical space (
Recall that the stable CIR process (1.1) can be written in the form (2.8). By Proposition 2.1, the SDE (1.1) has a pathwise unique strong solution (with the given deterministic initial value y 0 ∈ R + ), and hence, by Theorem III.2.26 in Jacod and Shiryaev [18] , under the probability measure P b , the canonical process (η t ) t∈R + is a semimartingale with semimartingale characteristics (B (b) , C, ν) associated with the truncation function h (introduced in with m(dz) = C α z −1−α ½ (0,∞) (z) dz. The aim of the following discussion is to check the set of sufficient conditions presented in Appendix A (of which the notations will be used) in order to have right to apply Theorem III.5.34 in Jacod and Shiryaev [18] . First note that (C t ) t∈R + and ν(dt, dy) do not depend on the unknown parameter b, and hence V ( b,b) is identically one and then (A.1) and (A.2) readily hold. We also have
Further,
which yields (A.3). Next we check (A.4), i.e.,
Since for each ω ∈ D(R + , R), the trajectory [0, t] ∋ u → η u (ω) is càdlàg, hence bounded (see, e.g., Billingsley [7, (12.5) ]), we have t 0 η u (ω) du < ∞, hence we obtain (4.2). Next, we check that, under the probability measure P b , local uniqueness holds for the martingale problem on the canonical space corresponding to the triplet (B (b) , C, ν) with the given initial value y 0 with P b as its unique solution. By Proposition 2.1, the SDE (1.1) has a pathwise unique strong solution (with the given deterministic initial value y 0 ∈ R + ), and hence Theorem III.2.26 in Jacod and Shiryaev [18] yields that the set of all solutions to the martingale problem on the canonical space corresponding to (B (b) , C, ν) has only one element (P b ) yielding the desired local uniqueness. We also mention that Theorem III.4.29 in Jacod and Shiryaev [18] implies that under the probability measure P b , all local martingales have the integral representation property relative to η.
By Theorem III.5.34 in Jacod and Shiryaev [18] (see also Appendix A), P b,T and P b,T are equivalent (one can change the roles of b and b), and under the probability measure P b , we have
t ) t∈R + denotes the continuous (local) martingale part of (η t ) t∈R + under P b . Using part 1) of Remarks III.2.28 in Jacod and Shiryaev [18] and (2.8), the continuous (local) martingale
Hence, under P,
which yields the statement. ✷ Next, using Proposition 4.1, by considering P b,T as a fixed reference measure, we derive an MLE for the parameter b based on the observations (Y t ) t∈[0,T ] . Our method for deriving an MLE is one of the known ones in the literature, and it turns out that these lead to the same estimator b T , see Remark 4.4. Let us denote the right hand side of (4.1) by Λ T (b, b) replacing Y by Y . By an MLE b T of the parameter b based on the observations (Y t ) t∈[0,T ] , we mean
which will turn out to be not dependent on b. Next, we formulate a result about the unique existence
Proof. Due to (v) of Proposition 2.1, P T 0 Y s ds ∈ R ++ = 1 for all T ∈ R ++ , and hence the right hand side of (4.3) is well-defined almost surely. The aim of the following discussion is to show that the right hand side of (4.3) is a measurable function of (Y u ) u∈[0,T ] (i.e., a statistic). By Proposition 4.1, for all b, b ∈ R and T ∈ R ++ , the probability measures P b,T and P b,T are absolutely continuous with respect to each other, and, under P,
The left-hand side of the above equality is measurable with respect to (Y t ) t∈[0,T ] (see, e.g., Jacod and Shiryaev [18, Theorem III.3.4]), and hence its right hand-side is also measurable, which yields the measurability of
and consequently that of b T .
By Proposition 4.1, for all b, b ∈ R, we have 2 , we prove that L t is a measurable function of (Y u ) u∈[0,T ] for all t ∈ [0, T ], where T ∈ R ++ , which (in the special case a σ 2 2 ) gives another proof for the fact that the right hand side of (4.3) is a statistic. Recalling the notation
t ∈ R + (following from (2.1) and Jacod and Shiryaev [18, Definitions II.1.27]) and using the SDE
For all t ∈ [0, T ] and ε ∈ (0, 1),
which is a measurable function of (Y u ) u∈[0,T ] as well. Hence, using (2.1), for all t ∈ [0, T ],
the size of the jump of L at t). ✷
Remark.
In the literature there is another way of deriving an MLE. Sørensen [36] defined an MLE of b as a solution of the equationΛ T (b) = 0, whereΛ T (b) is the so-called score vector given in formula (3. 3) in Sørensen [36] . Luschgy [29] , [30] called this equation as an estimating equation.
With the notations of the proof of Proposition 4.1, taking into account of the form of β ( b,b) and the fact that
T 0 Y u du is strictly positive, which holds almost surely provided that a ∈ R ++ or y 0 ∈ R ++ (due to (v) of Proposition 2.1). Recall that this unique solution coincides with b T , see (4.3). ✷
Asymptotic behaviour of the MLE in the subcritical case
If a ∈ R ++ or y 0 ∈ R ++ , then, using (4.3) and the SDE (1.1), we get 5.1 Theorem. Let a ∈ R ++ , b ∈ R ++ and σ, δ ∈ R ++ . Let (Y t ) t∈R + be the unique strong solution of the SDE (1.1) satisfying P(Y 0 = y 0 ) = 1 with some y 0 ∈ R + . Then the MLE b T of b is strongly consistent and asymptotically normal, i.e., b T a.s.
With a random scaling,
as T → ∞.
Proof. By Proposition 4.2, there exists a unique MLE b T of b for all T ∈ R ++ , which has the form given in (4.3). By (i) of Theorem 2.5, (Y t ) t∈R + has a unique stationary distribution π with 
as T → ∞, hence, by (2.16), we obtain (5.2). Further, Slutsky's lemma yields
as T → ∞. ✷
Consistency of the MLE in the critical case
First, we describe the asymptotic behaviour of the solution ψ u,v of the differential equation (3.1) as t → ∞ in case of b = 0 using a so-called separator technique. If ψ u,v (0) = u = c v , then the unique locally bounded solution of the differential equation (3.1) takes the form ψ u,v (t) = c v , t ∈ R + , since in this case ψ ′ u,v (t) = 0, t ∈ R + , and
Indeed, on the contrary, let us suppose that there exists t 0 ∈ R ++ such that ψ u,v (t 0 ) = c v (which can be supposed due to the continuity of ψ u,v ). Then ψ u,v (t) = c v would hold for all t ∈ R + , since it is known that if two maximal solutions of an autonomous ordinary differential equation (with a continuously differentiable function on the right hand side) coincide at some points, then their ranges coincide, see, e.g., Arnol'd [3, Corollary on page 118], and the identically c v function is a solution of (3.1) (without the initial value). Since ψ u,v (0) > c v , this leads us to a contradiction. Consequently, by ( 
Integrating over [T, t], we have
Since, by assumption, Q( c v ) > 0, taking the limit t → ∞, we get lim t→∞ ψ u,v (t) = ∞, yielding us to a contradiction.
The case ψ u,v (0) = u < c v can be handled similarly, and the other parts of the proposition follow as well. 
First we check that
for all t ∈ R ++ and v ∈ R −− , where the function ψ 0,v : R + → R − is given by (3.1). Recall that, for all v ∈ R −− , c v ∈ R −− denotes the unique negative solution of the equation 0] , and, by Proposition 6.1, ψ 0,v (t) ∈ (c v , 0] for all t ∈ R + . Consequently, by (3.1), the function [0, t] ∋ s → ψ 0,v (s) ∈ (c v , 0] is strictly decreasing and continuously differentiable, hence, for all t ∈ R ++ , by the substitution x = ψ 0,v (s) we obtain
dx and hence (6.1), where ψ −1 0,v denotes the inverse of ψ 0,v . By (6.1), we have
Then, by Proposition 6.1, lim t→∞ ψ 0,v (t) = c v , and hence
Here the last step can be checked as follows. We have
as desired. Hence, since a ∈ R ++ , we have
we have 0 = E(e vξ | ξ < ∞) P(ξ < ∞), yielding that P(ξ < ∞) = 0, i.e., P(ξ = ∞) = 1. That is, we have proved that 
(ii) Moreover, the Laplace transform of V takes the form
where the functions F and R are given in Proposition 2.1, and ψ * u := lim t→∞ ψ ue bt ,0 (t), where the function ψ ue bt ,0 : R + → R − is given by (3.1).
(iii) Further, ψ * 0 = 0 and ψ * u = −K −1 (−u) for all u ∈ R −− , where K −1 denotes the inverse of the strictly increasing function K : (0, θ 0 ) → R ++ given by
In the next remark we present more properties of ψ * u , u ∈ R −− .
Remark.
(i) For all λ, θ ∈ (0, θ 0 ), we have
Consequently, for all λ ∈ (0, θ 0 ) and u ∈ R −− , we conclude
.
(ii) Using the formula for the derivative of an inverse function, we have
Proof of Theorem 7.1. First we check that the function K is well-defined and strictly increasing on (0, θ 0 ). Observe that R(z) = σ 2 2 z 2 + δ α α z α + bz ∈ R −− for all z ∈ (0, θ 0 ). Moreover, we have
z dz exists and finite for all λ ∈ (0, θ 0 ), and hence the function K is well-defined. Note that the existence and finiteness of the integral 
Indeed, by partial integration,
The function K is strictly increasing on (0, θ 0 ), since b R(z) − 1 z ∈ R ++ for all z ∈ (0, θ 0 ), and we have lim λ↓0 K(λ) = 0 and lim λ↑θ 0 K(λ) = +∞, yielding that the range of the function K is R ++ , hence the inverse K −1 is defined on R ++ . Indeed, lim z↑θ 0
We have R ′ (θ 0 ) ∈ R ++ , since R(0) = 0 and R(θ 0 ) = 0 yields the existence of θ 1 ∈ (0, θ 0 ) with R ′ (θ 1 ) = 0, and the function R ′ is strictly increasing on R + . Thus there exists
(i) We prove the existence of an appropriate non-negative random variable V . We check that
The first equality follows from the Markov property of the process (Y t ) t∈R + . The second equality is a consequence of the time-homogeneity of the Markov process Y and the fact that
following from Proposition 2.3. Then 
First proof of (ii), (iii) and (iv). We readily have (7.1) for u = 0, since then the unique locally bounded solution to the differential equation ( exists. Note that the functions ψ ue bt ,0 , u ∈ R − , do not depend on the values of a and y 0 . Consequently, with a = 0 and with some y 0 ∈ R ++ , we obtain that the limit lim t→∞ exp ψ ue bt ,0 (t) exists, and hence the limit lim t→∞ ψ ue bt ,0 (t) = ψ * u exists as well. Using (2.7) and ψ u,0 (s) = −v s (−u) for all s ∈ R + and u ∈ R − (see part (i) of Remark 3.2), we obtain a t 0 ψ ue bt ,0 (s) ds = −ψ ue bt ,0 (t)
for all t ∈ R + and u ∈ R −− satisfying −ue bt ∈ (0, θ 0 ), which, together with (7.6), leads to (7.1).
If t ∈ R + and u ∈ R −− satisfying −ue bt ∈ (0, θ 0 ), then, by the proof of part (iii) of Proposition 2.1, −ψ ue bt ,0 (t) ∈ (0, θ 0 ), hence, by Proposition 3.3 in Li [25] ,
It yields that
The right hand side of (7.7) is
−ue bt 1 z dz = −bt − (log(−ψ ue bt ,0 (t)) − log(−ue bt )) = log(−u) − log(−ψ ue bt ,0 (t)).
We have already proved that −ψ ue bt ,0 (s) ∈ (0, θ 0 ) for all s ∈ R + yielding −ψ * u ∈ [0, θ 0 ]. Letting t → ∞ in (7.7), we conclude −ψ * u ∈ (0, θ 0 ). Indeed, ψ * u = 0 is not possible, since then the left hand side of (7.7) would tend to 0 and the right hand side of (7.7) would tend to +∞ (see (7.8) ). Moreover, ψ * u = −θ 0 is not possible, since then the left hand side of (7.7) would tend to θ 0 0 b R(z) − 1 z dz = +∞ (see the beginning of the proof), and the right hand side of (7.7) would tend to log(−u) − log(θ 0 ) (see (7.8) ). Thus −ψ * u ∈ (0, θ 0 ), and letting t → ∞ in (7.7), we obtain
for all u ∈ R −− . This can be written in the form
Consequently, u = −K(−ψ * u ) for all u ∈ R −− . The function K is strictly increasing on (0, θ 0 ), see the beginning of the proof, hence we conclude ψ * u = −K −1 (−u) for all u ∈ R −− . Next, we check that if, in addition, a ∈ R ++ , then P(V ∈ R ++ ) = 1.
The monotone convergence theorem yields E(e uV ) ↓ E(½ {V =0} ) = P(V = 0) as u → −∞. We have lim u→−∞ ψ * u = − lim u→−∞ K −1 (−u) = −θ 0 , since lim λ↑θ 0 K(λ) = +∞, see the beginning of the proof. Consequently, by (7.1), we obtain
Indeed, as at the beginning of the proof, there exists z 2 ∈ (0, θ 0 ) such that R(z)
Second proof of (ii), (iii) and (iv). The idea of this proof is due to Clément Foucart. First, we need to introduce some notations based on Li [25] . For all t ∈ R + , let v t := lim λ→∞ v t (λ), which exists in (0, ∞], see Li [25, Theorem 3.5] , where v t (λ), t, λ ∈ R + , is given in (iii) of Proposition 2.1.
Let v := lim t→∞ v t , which exists in R + , and it is known that v is the largest root of the equation R(z) = 0, z ∈ R + , see Li [25, Theorem 3.8] . Indeed, Condition 3.6 in Li [25] holds in our case, since
Further, by Li [25, page 63] , v = θ 0 and θ 0
0, z ∈ R ++ , and lim z→∞ R(z) = ∞, we get there is a positive root of R yielding that v = θ 0 > 0. For all t ∈ R + , let [0, v t ) ∋ q → η t (q) be the inverse function of R + ∋ λ → v t (λ), which exists and is strictly monotone increasing, due to the fact that R + ∋ λ → v t (λ) is strictly monotone increasing, see Li [25, Proposition 3.1] . By Li [25, Proposition 3.14] , we have lim t→∞ η t (λ) e bt = K(λ) ∈ R ++ , λ ∈ (0, θ 0 ). (7.9) Indeed, b ∈ R −− , and by (7.3), ∞ 1 z log(z) m(dz) < ∞, where the measure m takes the form m(dz) = δ α C α z −1−α ½ R ++ (z) dz. The form of the limit K(λ) is
which follows by the proof of Proposition 3.14 in Li [25] . Using (7.4) and (7.9), we have for all λ ∈ (0, θ 0 ),
Using the same ideas as in the proofs of Theorems 3.13 and 3.15 in Li [25] , we show that
The case u = 0 is trivial, since in this case f (−u, λ) = f (0, λ) = lim t→∞ v t (0) = 0, because of v t (0) = 0, t ∈ R + for u = 0. So we can assume that u ∈ R −− .
Note that the integral
Indeed, we have lim z↓0 
Consequently, f (−u, λ) can not be a root of the equation R(z) = 0, z ∈ R + , i.e., f (−u, λ) / ∈ {0, θ 0 }, since otherwise, by (7.13), the left hand side of (7.12) would be ±∞, but the right hand side of (7.12) is a real number. Hence, using the same argument as in the proof of (2.7), we have f (−u, λ) ∈ (0, θ 0 ). The integrand F R is continuous on [0, f (−u, λ)], since in case of a = 0 the integrand is zero, and in case of a ∈ R ++ , by the definition of θ 0 , we have R(z) < 0 for all z ∈ (0, θ 0 ) and hence for all (0, f (−u, λ)], and lim z↓0
Next, by (7.10), we have η t (λ)Y t D −→ U λ as t → ∞ for all λ ∈ (0, θ 0 ), and, by continuity theorem and (2.4), for all u ∈ R − and λ ∈ (0, θ 0 ), we get
dz , (7.14) since η t (λ) ↓ 0 as t → ∞ (see Li [25, proof of Proposition 3.14]), and hence for all u ∈ R −− , we have −uη t (λ) ∈ (0, v) = (0, θ 0 ) for sufficiently large t. Recall that, by formula (3.23) in Li [25] , if η t (λ) and −uη t (λ) belong to (0, θ 0 ) = (0, v), where λ ∈ (0, v), then vt(−uηt(λ))
dz.
Since η t (λ) ↓ 0 as t → ∞, for all u ∈ R −− , we have η t (λ), −uη t (λ) ∈ (0, v) for sufficiently large t, and hence for all u ∈ R −− , lim t→∞ vt(−uηt(λ))
where we used that lim z↓0
is continuous and strictly decreasing, hence its inverse is also continuous and strictly decreasing, implying that for all u ∈ R −− and λ ∈ (0, v), the limit
exists and it satisfies (7.12), where G −1 denotes the inverse of G, since, by (7.13), the range of G is R. Consequently, using the continuity of the integral upper limit function, the fact that η t (λ) ↓ 0 as t → ∞, and (7.14), we have (7.11), as desired. Using that K(λ) ∈ R ++ and V = U λ /K(λ), we have E(e uV ) = E(e uU λ /K(λ) ), u ∈ R − , and then (7.11) yields (7.1).
We point out that, in the second proof of (7.1), we were not able to use directly (7.4) , and that's why the usage of η t (λ) in the argument above is really essential for us.
Next, we check that if, in addition, a ∈ R ++ , then P(V ∈ R ++ ) = 1. By the law of total probability, E(e uU λ ) = 1 · P(e −U λ = 1) + E(e uU λ | e −U λ = 1) P(e −U λ = 1) , u ∈ R − , and hence, by the dominated convergence theorem and (7.11),
where we used that, by (7.13) Li [25, proof of Theorem 3.15] ). In case of a ∈ R ++ , we have
R(z) dz = −∞ (see the end of the first proof of (iv)), and hence P(e −U λ = 1) = 0. This yields that, in case of a ∈ R ++ , P(U λ = 0) = 0 and, since K(λ) ∈ R ++ , we have P(V = 0) = 0, i.e., P(V ∈ R ++ ) = 1. ✷ In the next remark we specialize Theorem 7.1 to the case σ = 0. We have to determine the limit lim t→∞ ψ ue bt ,0 (t). If u = 0, then the unique locally bounded solution of the differential equation (7.15) is ψ ue bt ,0 (s) = 0, s ∈ R + , and hence in this case lim t→∞ ψ ue bt ,0 (t) = 0. In what follows, let us suppose that u ∈ R −− . The unique solution of the differential equation (7.15 ) (which can be transformed into a Bernoulli differential equation) is
and consequently, by part (ii) of Theorem 7.1,
and hence
We can derive the above formula for ψ * u , u ∈ R −− , using part (iii) of Theorem 7.1 as well. We have θ 0 = −bα δ α 1 α−1 and, by (7.2),
for all λ ∈ (0, θ 0 ). Consequently, 
where V is a positive random variable having Laplace transform given in (7.1), and Z is a standard normally distributed random variable, independent of V .
With a random scaling, we have
Proof. By 
Since the quadratic variation process of the square integrable martingale and
as T → ∞. (7.16) Consequently, by the continuous mapping theorem, e −bT
yielding the first assertion.
Applying again (7.16) and the continuous mapping theorem, we obtain
as desired. 
Appendices A Likelihood-ratio process
Based on Jacod and Shiryaev [18] , see also Jacod and Mémin [16] , Sørensen [36] and Luschgy [30] , we recall certain sufficient conditions for the absolute continuity of probability measures induced by semimartingales together with a representation of the corresponding Radon-Nikodym derivative (likelihood-ratio process).
Let Ψ ⊂ R k be an arbitrary non-empty set, and let P ψ , ψ ∈ Ψ, are probability measures on the canonical space (D(R + , R d ), D(R + , R d )). Suppose that for each ψ ∈ Ψ, under P ψ , the canonical process (η t ) t∈R + is a semimartingale with semimartingale characteristics (B (ψ) , C, ν (ψ) ) associated with a fixed Borel measurable truncation function h : 
where ε (t,x) denotes the Dirac measure at the point (t, x) ∈ R + × R d , and ∆η t := η t − η t− , t ∈ R ++ , ∆η 0 := 0, and B (ψ) is the predictable process (with values in R d having finite variation over each finite interval [0, t], t ∈ R + ) appearing in the canonical decomposition
of the special semimartingale ( η t ) t∈R + under P ψ given by
We call the attention that, by our assumption, the process C = (η cont ) (ψ) does not depend on ψ, although (η cont ) (ψ) might depend on ψ. In addition, assume that P ψ (ν (ψ) ({t} × R d ) = 0) = 1 for every ψ ∈ Ψ, t ∈ R + , and P ψ (η 0 = x 0 ) = 1 with some x 0 ∈ R d for every ψ ∈ Ψ. Note that we have the semimartingale representation 
P ψ -almost sure for every t ∈ R + . Further, assume that for each ψ ∈ Ψ, local uniqueness holds for the martingale problem on the canonical space corresponding to the triplet (B (ψ) , C, ν (ψ) ) with the given initial value x 0 with P ψ as its unique solution. Then for each T ∈ R + , P ψ,T is absolutely continuous with respect to P ψ,T , where P ψ,T := P ψ | D T (R + ,R d ) denotes the restriction of P ψ to D T (R + , R d ) (similarly for P ψ,T ), and, under P ψ,T , the corresponding likelihood-ratio process takes the form 
B Limit theorems for continuous local martingales
In what follows we recall some limit theorems for continuous local martingales. We use these limit theorems for studying the asymptotic behaviour of the MLE of b. First we recall a strong law of large numbers for continuous local martingales. Let Ω, F, (F t ) t∈R + , P be a filtered probability space satisfying the usual conditions. Let (M t ) t∈R + be a square-integrable continuous local martingale with respect to the filtration (F t ) t∈R + such that P(M 0 = 0) = 1. Let (ξ t ) t∈R + be a progressively measurable process such that
where ( M t ) t∈R + denotes the quadratic variation process of M . Then
If (M t ) t∈R + is a standard Wiener process, the progressive measurability of (ξ t ) t∈R + can be relaxed to measurability and adaptedness to the filtration (F t ) t∈R + . Let Ω, F, (F t ) t∈R + , P be a filtered probability space satisfying the usual conditions. Let (M t ) t∈R + be a d-dimensional square-integrable continuous local martingale with respect to the filtration (F t ) t∈R + such that P(M 0 = 0) = 1. Suppose that there exists a function Q :
where η is a d× d random matrix. Then, for each R k -valued random vector v defined on (Ω, F, P), we have
where Z is a d-dimensional standard normally distributed random vector independent of (η, v).
C Some explicit formulae in case of α = 3 2 First, in the special case of α = 3 2 , we make explicit the Laplace transform of the stationary distribution in the subcritical and critical cases given in Theorem 2.5 by evaluating the integral in its expression.
C.1 Example. We calculate the Laplace transform of the unique stationary distribution π given in Theorem 2.5 in case of α = 3 2 . Let u ∈ R −− . By Theorem 2.5, 
If b = 2δ 3 9σ 2 and σ ∈ R ++ , then (−u) 
and σ ∈ R ++ , then
Next we consider the case of b ∈ R ++ and σ = 0. Then we can write In a similar way, if b = 2δ 3 9σ 2 , then − σ 2 4b log 1 + 4δ 3 2 3σ 2 g u (t) + 2b σ 2 g u (t) 2 + = − σ 2 4 t.
C.3 Example. We derive an explicit formula for the Laplace transform of V given in Theorem 7.1 in case of α = 3 2 . In fact, we present two detailed calculations, the first one is based on the representation of ψ * u given in part (iii) of Theorem 7.1, and the second one is based on part (ii) of Theorem 7.1. (−ψ ue bt ,0 (t))
Using σ 2 2b log((−ue bt ) 
