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Themainsourceof complexityproblems for large influencediagrams is that the lastdecisions
have intractably large spaces of past information. Usually, it is not a problemwhen you reach
the last decisions; but when calculating optimal policies for the first decisions, you have to
consider all possible future information scenarios. This is the curse of knowing that you shall
not forget. The usual approach for addressing this problem is to reduce the information
through assuming that you do forget something (Nilsson and Lauritzen, 2000, LIMID [1]), or
to abstract the information through introducing new nodes (Jensen, 2008) [2]. This paper
takes the opposite approach, namely to assume that you know more in the future than you
actuallywill.We call the approach information enhancement. It consists in reducing the space
of future information scenarios by adding information links. We present a systematic way
of determining fruitful information links to add.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We assume the reader to be familiar with Bayesian networks and propagation in Bayesian networks (d-separation,
triangulation, junction trees).
Influence diagrams [3] are extensions of Bayesian networks. The model in Fig. 1 is an example. It is defined by a Bayesian
network component and a decision component. The rectangular shaped nodes represent the decisions, and an edge from
a node N to a decision node D means that the state of N is known when D is to be decided. We assume no-forgetting: the
decision maker remembers what was known and decided in the past.
Definition 1. An influence diagram (ID) consists of a directed acyclic graph over chance nodes, decision nodes, and utility
nodes with the following structural properties:
• there is a directed path covering all decision nodes;
• the utility nodes have no children, and they have no states;
• the chance nodes and the decision nodes have a finite set of mutually exclusive and exhaustive states.
Furthermore, a conditional probability table P(A|pa(A)), where pa(A) denotes the parents of A, is attached to each chance
node A, and a real-valued function over pa(U) is attached to each utility node U.
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Fig. 1. An influence diagram over variables with 10 states.
Edges into a decision node are called information links, and they indicate that the state of the parents are known prior to
taking the decision. That is, pa(D) are observed immediately before deciding onD. As no-forgetting is assumed, the variables
known when taking decision D4 in Fig. 1 are {O1,O2,D1,O3,O4,D2,O5,O6,D3,O7,O8}.
The structural requirement that there must be a path comprising all decision nodes ensures that the influence diagram
defines a temporal sequence of decisions. This yields a partitioning of the chance variables into disjoint subsets according
to the time of observation. From Fig. 1, we can read the following order: {O1,O2} ≺ D1 ≺ {O3,O4} ≺ D2 ≺ {O5,O6} ≺
D3 ≺ {O7,O8} ≺ D4 ≺ {C3 − C17}.
1.1. Evaluating influence diagrams
A solution of an influence diagram is an optimal strategy. A strategy consists of a set of policies, one for each decision node
Di. The policy function δi returns for each configuration of the relevant past of Di a decision in Di. An optimal strategy is a
set of policies, which together gives the decision maker maximal expected utility. The process of determining an optimal
strategy is often referred to as evaluating the influence diagram.
A conceptually simple method for evaluating an ID is to first find an optimal policy for the last decision node, substitute
that with a chance variable representation of its policy, and then continue to the second last decision node …. Other and
more efficient methods have been constructed [4–6], and the interested reader can find them in the textbooks [7,8]. We
shall not really describe thesemethods; but briefly statedwe use strong junctions trees [6] in thework reported in this paper.
Strong junction trees are like junction trees for Bayesian networks. To establish a junction tree, you may eliminate variables
in any order; for strong junctions trees youmust respect the reverse temporal order induced by the structure of the influence
diagram.
Notation. When discussing IDs we shall use the terms ‘variable’ and ‘node’ interchangeably. They are denoted by upper-
case letters, and a state of a variable is denoted by a lower-case letter. A set of variables is denoted by a boldface upper-case
letter, and configurations of states of a set of variables are denoted by boldface lower-case letters.
1.2. The complexity issue
As opposed to decision trees, influence diagrams are easy to enter to a computer. Hence, the hard job to establish a
solution is left for the computer.
The solution phase may be very demanding with respect to time and space. The complexity problem arises when you
eliminate a variable A, and you have to work with a joint table over an almost too large set of neighbors of A.
An influence diagram is a compact representation of a complex decision scenario – usually involving a sequence of
decisions. The optimal strategy is used for recommending decisions in specific situations.With access to the optimal policies
you do not need the influence diagram and solve it on-line. You may be in a situation with tight time constraints such that
you cannot wait for the system to solve the ID. It is sufficient to have a representation of the policies that offers you fast access
to the recommended decision. This means that as long as you can establish fast access representations of policies, you may
be able to work with influence diagrams with an extremely demanding solution phase. This can be done off-line.
This paper addresses cases where it is difficult to establish sufficiently efficient representations of optimal strategies.
The policies in the strategy may have very large domains. They are exponential in the number of previous observations and
decisions.
For illustration, look at Fig. 1. The domain for δ4 contains 11 variables with 10 states each. This means that the solution
phase will have to deal with tables with at least 1011 entries. It is an off-line activity and allows you to spend much time
and space, and to exploit sophisticated machines. Although it may seem impossible to represent δ4 for fast online access, it
is not a problem: the ID itself is a very compact representation of a policy for the last decision. When you have to take the
decision D4, you know the state of the information variables, and it is an easy and fast computational task to find an optimal
decision.
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Fig. 2. The general situation. You are in the middle of a series of decisions (D7); you have collected much information (P1 to P6), and in order to determine an
optimal decision for D7, you have to anticipate a future decision (D10).
The solution problem concerns the first decision. When taking the first decision you must anticipate what you will do
when taking the last decision.However, youdonot know the information available at that time, and therefore you inprinciple
have to work with the joint probability of all the unknown information variables (including future decisions). This is what
we call the curse of knowing that you shall not forget. However, if the domain of δ1 is small, the solution problem is an off-line
activity, and you can eventually represent δ1 as a look-up table.
LetD be a decisionwith policy δ(X). The representation of δmust be so that it is fast to calculate δ(x) for all configurations
x of X. The policy for the first decisions may be represented as a look-up table and the policies for the last decisions may be
represented as influence diagrams. We shall address the decisions in between, and we shall exploit the influence diagram
representation, where policies of future decisions are approximated through reduction of their domain (see Fig. 2 for an
illustration). A policy for a decisionDi is approximately represented by an ID. In the proposed influence diagram the domains
for the policies of future decisions are reduced. Note that the approximate representation of δi will not reduce its domain,
but it may be suboptimal.
If the ID in Fig. 2 is used to represent the policy δ7, then the nodes P1 to P6 are known. That is, the state of these nodes
are entered before the solution algorithm is started, and they do not contribute to the space complexity of the solution
algorithm. The situation in Fig. 2 is twofold; the space of the past for D7 is too large such that δ7 cannot be represented as a
look-up table, and the space of future information relevant for D10 is so large that a solution of the ID is not on-line tractable.
The problem has previously been addressed by an approach, which can be characterized as information abstraction: you
aim at determining a small set of variables which serve as an abstraction of the actual information. This may be done with
the LIMID approach [1], where it is assumed that some information will be forgotten in the future. Another approximated
method to evaluate IDs has been proposed by Gomez and Cano [9] which use trees of numbers to represent utility functions
and constraints rules. In addition, Jensen [2] proposed a method introducing new nodes (like history nodes) through which
the information is passed.
In this paper we take the opposite approach, which we call information enhancement: we assume the decision maker to
be more informed than actually will be the case.
2. Information enhancement
The information enhancement approach consists of determining a small set of variables, which if knownwould overwrite
the actual information. We shall use the terms disclosed and closed for variables with known state and unknown state,
respectively. The approach has previously been used in [10,11] for establishing upper bounds for the expected utility of an
optimal strategy.
The idea behind information enhancement is to find a cut set S which d-separates the rest of the information from the
relevant utilities. When S has been determined, we assume it to be disclosed when taking the future decision. We shall say
that the new information nodes are enhanced.
2.1. Shoot and catch
To illustrate the approach, consider an influence diagram representing a predator-pray scenario controlled through shoot-
ing fox and catching rabbits (see Fig. 3). It consists of three identical time slots.
The Fox and Rab nodes represent the size of the populations, the O variables represent observations for estimating the
size of the population, and the decision nodes represent interference through shooting and catching.
To calculate an optimal policy for the first decision youneed an online representation of the policies for Shoot3 and Catch3.
The domain of these policies contain 411 configurations, and a strong junction tree for solution will contain cliques of size
more than 109. The ID can be approximated by introducing information links from Fox2 and Rab2 to Shoot3 (see Fig. 4).
Thereby, the observations Of1, Or1, Shoot1, Catch1, Of2, Or2 become irrelevant for the decisions Shoot3, Catch3. The strong
junction tree for this ID has a total size of 1,000,000 entries.
Youmay instead introduce information links from Fox3 and Rab3 (see Fig. 5). Thereby, only Fox3 and Rab3 become relevant
for the last pair of decisions. The strong junction tree has the size 1,250,000 entries.
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Fig. 3. A dynamic influence diagram with three time slots; all variables have four states.
Fig. 4. The ID for shoot and catch approximated trough introducing information links for Fox2 and Rab2.
Fig. 5. The ID for shoot and catch approximated trough introducing information links for Fox3 and Rab3.
When deciding Shoot3, Catch3, the assumption that you will know the state of Fox3, Rab3 is stronger than assuming that
you will know Fox2, Rab2. Therefore, the model in Fig. 5 is a less tight approximation than the model in Fig. 4.
It must be stressed at this point that the ID in Fig. 4 is only a representation of an optimal policy for Shoot1 and Catch1.
For the subsequent decisions, the initial ID can be used.
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2.2. Evaluation of approximated policies
Let U be the utilities, put pa(U) = C. Let D be the decision in question, let A be the disclosed variables. We have two
influence diagrams, the initial one ID and ID’, which is ID with information enhancement for future decisions. The expected
utility of decision D given A is
EU(A,D) =∑
C
U(C)P(C|A,D), (1)
where P(C|A,D) includes that future decisions are taken according to the optimal strategy. The optimal decision is δ(A) =
argmaxDEU(A,D), and the expected utility of A is
EU(A) = EU(A, δ(A)) =∑
C
U(C)P(C|A, δ(A)). (2)
The expected utility of the decision scenario is
EU(∅) =∑
A
P(A)EU(A, δ(A)). (3)
Let δ′(A) be the optimal decision in ID’ given A. The expected utility of following the policy δ′(A) is
EU′(A) = EU(A, δ′(A)) =∑
C
U(C)P(C|A, δ′(A)). (4)
The difference between using the optimal policy δ(A) and the policy δ′(A) provided by ID’ is.
 = EU(∅) − EU′(∅). (5)
Note that  ≥ 0, and  = 0 if and only if δ′(A) is an optimal policy.
The relative difference is R = 
Umax−Umin .
2.2.1. Experiments
We have evaluated the two approximations in Figs. 4 and 5. We have used precisions 0.8 and 0.7 for the observations.
Each observation node has four states, and the domains of the policies for Shoot1 and Catch1 have sixteen states. The optimal
policies for Shoot1 and Catch1 are the same in the two models in Figs. 4 and 5. They coincide with the optimal policies for
the model in Fig. 3 except for the shooting decision for one of the 16 observation states.
We have EU(∅) = 1.904,  = 0.006, R = 0.001.
3. Border and frontier
In general, we have two decision nodesDi andDj (i < j) in an influence diagram. The set of disclosed variables at the time
of deciding Di is denoted P. We should index the set with i, but for notational convenience we will skip the indices i and j.
The set of nodes becoming disclosed between deciding Di and Dj (including Di) is denoted Inf. P and Inf are the disclosed
nodes. With i = 7 and j = 10 in Fig. 2, we have that P is the nodes P1 to P6 and Inf = {D7,D8,D9, 8, 10, 16, 21, 22, 23}.
The set of utility descendants of Dj is denoted U. The set of nodes on a directed path from Dj to a node in U is denoted D. In
Fig. 2, U = {U} and D = {12, 24,U}.
The scene is now that the utility nodes of interest areU, andwe look for closed nodes, which if disclosedwould turn some
nodes in Inf irrelevant. That is, we search for cut sets C such that U is d-separated from Inf given C (we define d-separation
such that nodes from Inf are allowed in S). The chance nodes in D can not be used in such cut sets as this would create a
directed cycle.
The basic idea is to establish two cut sets, the border and the frontier. The border is the smallest cut set of non-D chance
nodes closest to U.
Definition 2. A node X /∈ D belongs to the border B if
• X is a parent of an element of D.
• There is an active path from Inf to X .
In Fig. 2, B = {10, 11, 13}.
F.V. Jensen, E. Gatti / International Journal of Approximate Reasoning 53 (2012) 1388–1396 1393
Fig. 6. If C (or U) is in D then B (or C) is in B and blocks the path. B cannot be in D as it would create a directed cycle.
Fig. 7. An irregular network. The active path from C1 to U1 involves a converging connection over a node from P.
Proposition 1. Inf is d-separated from U given B
Proof. Let V0 ∈ I, U ∈ U, and let 〈V0, . . . , Vk,U〉 be an active path.
Assume that 〈V0, . . . , Vk,U〉 contains a converging connection, and let Vs−1 → Vs ← Vs+1 be the last converging
connection on the path from V0 to U (see Fig. 6 for an example).
Then Vs+1 can not be in D as this would create a directed cycle. As U ∈ D, one of the nodes Vs+1, . . . , Vk must be in D
and block the path. 
Knowing that B is a cut set, you may go backwards from B in the network to create new cut sets. Actually, all chance
nodes on active paths from Inf to Bmay be part of a cut set. The task is to identify the relevant part of the network and for
this relevant part to identify good cut sets for information enhancement.
Definition 3. A network is regular if there is no active path from Inf to U involving a converging connection over a node in
P or with a descendant in P.
Both networks in Figs. 2 and 3 (with P = {OF1,OR1}) are regular, and the network in Fig. 7 is irregular. In the following
sections we assume the network in consideration to be regular.
Definition 4. The set of information holders, I, consists of Inf and all closed nodes with a directed path of closed nodes to
Inf.
For the network in Fig. 2, we have I = Inf ∪ {7, 8, 9, 15, 18, 19}.
Definition 5. A node in I that has a directed path of closed nodes to U and with no intermediate nodes in I is said to belong
to the frontier of Dj . The set of frontier nodes is denoted by F.
In Fig. 2, the frontier of D10 consists of the nodes {10, 15, 16, 22, 23,D9}.
Theorem 1. I is d-separated from U given F.
Proof. Let V0 ∈ I, U ∈ U, and let 〈V0, . . . , Vk,U〉 be an active path given F.
Assume that 〈V0, . . . , Vk,U〉 contains a converging connection, and let Vs−1 → Vs ← Vs+1 be the last converging
connection on the path from V0 to U. As Vs /∈ P nor has a descendant in P, Vs or one of its descendants is disclosed,
and hence Vs ∈ I. Therefore, also Vs+1 ∈ I. When you follow the path towards U you will meet a diverging connection
Vt−1 ← Vt → Vt+1 (see Fig. 8).
Then Vt ∈ F, and the path is not active. Note that you will meet a diverging connection at the latest when you reach
Vk → U. We conclude that there is no converging connections on the path.
Assume that the first link is V0 ← V1. Then, follow the path until you reach a diverging connection. As there are no
converging connections on the path, there must be exactly one diverging connection Vs−1 ← Vs → X . Then Vs ∈ F and the
path is not active.
To conclude: theactivepath isdirected fromV0 toU, and it cannot contain intermediatenodes fromF. ThereforeV0 ∈ F. 
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Fig. 8. F is in the frontier and blocks the path from A and D1 to U.
Fig. 9. The IDmarked after the search algorithms. "D" indicates that the node cannot be enhanced; "I" indicates nodes with information to transmit; "B" indicates
border; "F" indicates frontier.
From the proof above we can conclude that information from Inf flows to U through a path against the direction of the
links followed by a path along the links. The node, where the direction of the flow turns, is a frontier node.
3.1. Finding the border and the frontier
There are two obvious candidate sets for enhancement, namelyB and F. They are determined through a sequence of graph
searches (for example breath-first search). First you determine D and U, by starting a breath first search from the decision
Dj . All nodes reached are labeled D. They are the elements of D, and the utility nodes are the elements of U. The nodes in
D cannot be enhanced as this will introduce a directed cycle. The non-D parents of the nodes in D are the candidate border
nodes, and they are labeled CB.
Next, determine the information paths from decision nodes to elements of U. They have the form D ← · · · ← F →
· · · → U with F ∈ F:
• Backward paths from decision nodes to F: backwards breath-first search from each of the decision nodes Di+1, . . . ,Dj .
That is, follow the edges opposite to their direction. Stop when you meet a previous decision node or a node in P. Each
node you meet is labeled with an I.
• Backward paths from nodes in D to F: backwards breath-first search from the nodes of D. If you meet a node X with
label I, give it the label F and break the search behind X .
• DetermineB: breath-first search from F.When youmeet a nodeXwith label CB, change the label toB and stop searching
behind X .
The various labels for the ID in Fig. 2 are given in Fig. 9.
4. Cut sets between frontier and border
Theremay be other candidate sets for enhancement thanB and F. Actually, any set of nodeswhich d-separates the frontier
from the border can be used for enhancement.
Proposition 2. Let 〈V0, . . . , Vk〉 be an active path with V0 ∈ F and Vk ∈ B. Then the intermediate nodes cannot be in D nor in
I, and the path is directed from V0 to Vk.
Proof. The proof of Theorem 1. 
Definition 6 (Free graph). The subgraph G consisting of F, B and all nodes on a directed path from a node in F to a node in B
is called the free graph (see Fig. 10).
Proposition 2 yields that we can use any set in G which d-separates F from B. The issue of d-separation is easier to handle
graphically by considering the moral graph (see Fig. 11).
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Fig. 10. The free graph for the ID in Fig. 2.
Fig. 11. The moral graph of the free graph in Fig. 10.
Fig. 12. The extended free graph for the ID in Fig. 2.
Fig. 13. A junction tree for the extended free graph in Fig. 10.
A set X d-separates the sets F and B if and only if in themoral graph all paths between a node in F and a node in B contain
a node from X. Acid and de Campos [12] provide a polynomial algorithm for determining a minimal cut set. It is a variant of
the Ford–Fulkerson algorithm for finding maximal flow in a graph. However, finding all possible cut sets may for a large G
be intractable (see [13]).
4.1. Cut set heuristics
The following heuristics can in polynomial time provide a set of very good candidates for information enhancement. It
exploits that a separator S in a junction tree splits the junction tree into two sets of nodes d-separated by S.
To indicate that the information is flowing to B, you extend the free graph with dummy children Ui of the nodes in B (see
Fig. 12).
Next, triangulate the extended free graph and form a junction tree. Now, look for sets of separators blocking the flow
from frontier nodes to border nodes. You start in the leafs with U-nodes and move backwards.
Consider the junction tree in Fig. 13. The separators 10, 11, and 13 d-separate the U-nodes from the rest. They form B. As
10 is in Inf, you cannot block it with nodes further back in the junction tree. Going backwards from the clique (10, 13, 14)
you meet the separator (10, 14), and you find the cut set (10, 11, 14) (see Fig. 14). As 14 is further away from U than 13 is, this
cut set provides a better approximation than the cut set (10, 11, 13) does.
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Fig. 14. The ID in Fig. 2 with the nodes 11 and 14 enhanced.
Going backwards from the separator (10, 14), you meet a clique with the frontier node D9, and therefore you hereafter
have to include D9 in the cut sets. We get the cut set {10, 14, 17, 23,D9}.
4.2. Irregular networks
If the network is irregular, the search for frontier nodes is more involved. An active path from Inf to U ∈ U ends with a
directed series Vk → · · · → U. The first node in this series is a frontier node. For regular networks, the frontier consists of
common ancestors of B and Inf. For irregular networks we need to define I differently: for X → Z ← Y with Y ∈ I and with
Z ∈ P or with a descendant in Pwe also include X in I (see Fig. 7).
5. Conclusions and future work
We have addressed the problem of representing decision policies with large domains and a large set of future scenarios.
We have proposed an approximation method based an information enhancement: assume that you in the future will know
more that you actually will; certain unknown variables will be disclosed for you when taking a future decision. We have
established methods for finding sets of variables to enhance. The methods do not determine all possible candidates sets.
First of all because the methods focus an a particular set of variables. You may go beyond behind the frontier.
Furthermore, we have only treated approximation of the last future decision. Usually, the decision in question has several
future decisions to consider, and you may look for a combined approximation of several future decisions. For our running
example, you may consider also to enhance information for D9, and you may introduce an enhancement link from 15 to D9.
Then the enhancement link from 14 to D10 will be superfluous.
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