Here we introduce probabilistic weighted and unweighted multilayer networks as derived from information theoretical correlation measures on large multidimensional datasets. We present the fundamentals of the formal application of probabilistic inference on problems embedded in multilayered environments, providing examples taken from the analysis of biological and social systems: cancer genomics and drug-related violence.
I. INTRODUCTION
In recent times, a wide variety of complex phenomena in the physical, biological and socio-political sciences has become amenable to study, largely due to the progressive abundance of larger, more comprehensive databases. This phenomenon, that has been termed the Big Data revolution, has brought the need to develop more powerful analytical approaches and computational techniques that will enable us to understand at a deeper level the intricate relationships that lie within such large data corpora. Complex networks in particular have been extremely successful to provide insight in the structure and function of natural, technological and social systems.
However, the full potential of the complex network approach has not been exploited yet. Two main avenues of improvement of the network paradigm have gained interest recently.
Recognizing the multidimensional nature of many complex systems, conformed by a multitude of descriptive levels or layers, has led to the development of multilayer network theory. Multilayer networks constitute a solid and powerful approach to the study of complex phenomena [1, 2] . On the other hand, since the actual hierarchical structure of many complex systems can only be accessed via data generated in high-throughput experiments or empirical observations, that by necessity carry on their own set of biases, noise and other sources of complexity, the development of probabilistic approaches to network inference from large, noisy datasets is also an area of increasing interest.
With this in mind, here we introduce probabilistic weighted and unweighted undirected multilayer networks as derived from information theoretical correlation measures on large multidimensional datasets. We will present the fundamentals of the formal application of probabilistic inference on problems embedded in multilayered environments, as well as a couple of examples taken from the analysis of biological and socio-political systems.
II. A PROBABILISTIC APPROACH TO NETWORK INFERENCE FROM MASSIVE DATA
Let i = {1, 2, . . . , N } and j = {1, 2, . . . , N } be two identical sets of N random variables. For each duplex D ij = (i, j) it is possible to define the mutual information function I(i, j) as follows [3] :
Here, I and J are the complete sampling spaces associated to the random variables i and j respectively -i.e. the sets of all possible values of i, and j, within a given (large) experimental data corpus Ω, associated with a general probability triple (Ω, F, P ). P (i, j) is the joint probability distribution of i and j in Ω, whereas P (i) and P (j) are the marginal probability distributions of i and j, respectively. As it is widely know, the mutual information function I(i, j) quantifies the statistical dependence between two given random variables i and j [3] .
For each duplex D ij we can also define the following two functions:
and
Θ[·] in equation 2 is Heaviside's step function, I 0 is a mutual information lower bound or threshold to be determined (for further information on the different methods to set thresholds, see Appendix A), δ ij is Kronecker's delta. We call A(i, j), the lower-bounded adjacency function, for reasons that will become clear soon.
Similarly, we call S(i, j) the lower-bounded weighted adjacency function.
Given the complete set of duplexes (i, j) for all the N random variables, the functions just defined in equations 2 and 3 can be mapped to two symmetric matrices A and S respectively, as follows:
Let A ij = A(i, j) and S ij = S(i, j) represent the ij-th elements of the two matrices:
A is then, the adjacency matrix representing the network of relationships between all pairs of random variables (that become the nodes or vertices). An edge exists for each pair of vertices with mutual information higher than a pre-established value I 0 . The rationale is that variables that are highly statistically-dependent are the ones connected in the network [4] . This network represents the joint probability distribution for the N random variables in the form of a Markov Random Field (MRF). This may result useful later on, since it has been proved that every MRF has an associated Gibbs measure [5] [6] [7] [8] , and this will be relevant for the formal analysis of these systems in the context of statistical physics [9] [10] [11] .
Statistical dependence as accounted for mutual information measures has been used as a proxy for network interactions for some time now, in particular in the inference of gene regulatory networks from high-throughput experimental data (mostly gene expression) [12] [13] [14] [15] .
Similarly, S is the weighted adjacency matrix, also called the strength matrix. Here a weight or strength is given to each edge by the value of the mutual information between its vertices. Equations 4 and 5 resume the proposed approach to probabilistic network inference from massive data. It is worth noticing that the case considered here applies to statistical dependencies between a large number (N ) of random variables represented on an undirected graph. It does not require any a priori knowledge of the structure of interrelationships of those variables.
In contrast, if causal relationships are desired, an alternative approach must be used that may be founded on causal reasoning, statistical learning and/or Bayesian approaches [16] [17] [18] [19] [20] [21] . Nevertheless applying causal analysis on large multidimensional datasets may require too much additional information in the form of metadata, Bayesian priors, or the use of hidden variables, that quite likely will turn the studies prohibitive due to large computational burden and complex analytics. More information on alternative methods can be found on the comprehensive review on networtk reconstruction just written by Caldarelli and co-workers [22] .
Although such studies are foreseeable in the future, at this stage we consider that the best way to tackle such problems (causal inference of directed networks) is using the present approach to analyze the large scale system as an undirected, non-causal network inference task, to later use the phenomenology derived from such study to built intuition and reduce dimensionality, allowing for the use of statistical learning on a reduced problem. Hence, the method just presented may serve for the general analysis of statistical dependencies over multidimensional datasets via undirected (multi) networks, but also as the starting point of exploratory analyses aimed at a causal, directed network inference problem. In the following section we will analyze how to integrate these probabilistic networks when the random variables span over a multidimensional, layered structure.
III. MULTIDIMENSIONAL PROBABILISTIC NETWORK INTEGRATION
Following the tenets of the multilayer network formalism as developed by De Domenico and co-workers [1] , it is possible to describe a layered ensemble of multidimensional interactions, i.e. a multilayer network, by means of the so-called multilayer adjacency tensor :
The multilayer adjacency tensor M is the mathematical object that describes properly the intra-and interlayer connectedness in multidimensional interaction settings. As described in [1] , tilded letters refer to any of the L different layers or dimensions, whereas un-tilded letters refer to the N different nodes (that in the present setting represent the set of random variables characterizing the system under study). ω ij (hk) is the associated adjacency matrix connecting vertex i (which belongs to layerh) to vertex j (in layerk).
(ijhk) is a 4-tensor in the canonical basis for vertices i and j in layersh andk respectively. The purpose of this 4-tensor is to provide the information of how to properly embed the edges within the different layers.
The multilayer formalism has been used as a means to integrate several layers of information in different types of underlying network structures [2, [23] [24] [25] [26] . The case of probabilistically-inferred networks built from massive (high-throughput) data is another scenario in which the formal structure of multi-networks provides a solid theoretical foundation for the analysis and integration of complex, multidimensional interactions. Recalling the definitions introduced in the previous section, it is possible to derive expressions for the weighted and unweighted undirected probabilistic multilayer networks as follows.
Without losing generality, let the set of random variables i be spanned over a collection of layers (or contexts) h = {1, 2, . . . , L}, and the set of random variables j be spanned over a collection of layersk = {1, 2, . . . , L}. As stated in [1] , the caseh =k corresponds to a monolayer setting. An unweighted probabilistic multilayer network, can be obtained by placing A ij ≡ A ij (hk) -as given by equation 4, with vertex i belonging to layerh and vertex j in layerk-as ω ij (hk) in equation 6:
The probabilistic unweighted multilayer adjacency tensor U, contains all the necessary information to display the unweighted network structure of multidimensional statistical dependencies for a set of N random variables that may exert influence upon each other through L different contexts or layers.
It is interesting to notice that, while the specific details of the information content of these networks are highly dependent on the choice of the threshold I 0 , a recent analysis by Yan and coworkers, show that some specifics features of the topology of complex networks (most notably, the underlying community structures) are robust to changes in this parameter [27] .
In gene regulatory networks, analogous findings regarding the robustness to changes in threshold values, have been observed in the physical location of strongly correlated genes in breast cancer compared to non-cancerous-derived genetic networks [15] : in breast cancer, genes are more correlated with other genes that belong to the same chromosome and are close between them, opposite to the case in non-cancer network, where strongest correlations are not dependent of the chromosome location of genes.
Much in a similar way, a weighted probabilistic multilayer network is obtained by letting S ij ≡ S ij (hk) be used as ω ij (hk) as follows:
The probabilistic multilayer adjacency tensor W is just the weighted version of U, representing the same set of multidimensional statistical dependencies but taking into account the weight or strength of the interactions. The higher the level of statistical dependence between two variables -as given by the mutual information measure-, the strongest the edge between the corresponding vertices.
The network structures represented in tensors U and W can be used to integrate multidimensional interaction information in order to characterize complex, layered processes. In the following section we will analyze a couple of examples coming from biological and socio-political phenomena, to illustrate the utility of this approach that combines the strength of both, probabilistic data-mining and multilayer network representations.
IV. PROBABILISTIC MULTILAYER GRAPHS
The multilayer approach has been used to capture both multidimensional context in static scenarios and timedependent network connectivity patterns related to system dynamics [1, 2, 24] . In order to show, how the probabilistic multilayer formalism is able to deal with both types of phenomena, we will illustrate them in this section. We will introduce a multilayered genomic aproach to gene regulation through both gene-gene interactions and micro-RNA (miR) post-transcriptional modifications, this will be our example of a multiple context yet static multi-network.
A. A multi-layer approach to gene regulation in cancer
Understanding the regulation of gene expression is crucial for the understanding of complex diseases such as cancer. It is known that gene expression may be regulated by the effects of other genes, but also by other mechanisms, such as the influence of miRs, a type of non-coding RNA: sequences in the genome that are not translated into proteins.
Based on gene and miR expression of 86 breast cancer samples available in the Cancer Genome Atlas (TCGA), we used the aforementioned information-theoretical approach to infer gene regulatory networks [28] . Expression values were used to infer Mutual Information using an implementation of the ARACNE [12] algorithm. With this, we generated a probabilistic multi-omic network, containing two layers of distinct classes of biological entities, and three types of probabilistic relationships: among genes, among miRs, and between the two layers.
A visualization of this network, rendered using MuxViz [29] may be found in figure 1A , where each layer contains either genes or miRs. In this figure we can find the existence of isolated gene components (1,2) that show no connection to the miR layer, which implies a regulatory program devoid of miR regulation in the cancer phenotype studied. Meanwhile, there is a large number of genes that show a high number of connections to the miR layer, probably indicating regulation by miRs. Generally, we observe that genes regulated to miRs show no connections to genes that exhibit no miR regulation. Similarly, clusters of interconnected miRs exhibit few links to the gene layer (See Table I ).
In figure 1B , we provide a scatterplot-like graph visualization, with nodes arranged based on their intralayer and interlayer degree (that is, number of neighbors in the same layer or in the opposite layer), and edges colored by type (gene-gene, miR-miR, or interlayer). Generally, the highest interlayer degrees are held by miRs, whereas the highest intralayer degrees are held by genes. It can be seen that there is an absence of nodes that simultaneously exhibit high intra and interlayer degree. With this, information transmission between layers will in most cases require more than one step in each layer. This, compounded with the observed isolated components previously described, indicates an incomplete navegability of this network, which may have the biological implication of coexisting parallel regulatory mechanisms involved in the expression of both miR and genes.
Gene expression control by the regulatory action of micro-RNAs is a well established phenomenon [30] [31] [32] , often involved in cancer [33, 34] . Most research has been focused on one-to-one -or at most one-to-many-miRtarget gene interactions, with the biological implications of co-regulation of miRs by other miRs being rarely approached; relatively few studies have focused on the concerted action of network-wise regulatory interactions [28, 35, 36] . The intrinsically multi-scale nature of the regulatory phenomenon makes it ideally suited to be explored from a multinetwork perspective.
B. A multidimensional approach to drug-related violence
Our second example consists of a multiplex representation of the co-ocurrence patterns of crime-related violence through Mexico's municipalities, during the years of the so-called Narco War (2007) (2008) (2009) (2010) (2011) . Using this violent crime co-occurrence multiplex network, we identify specific municipalities that are part of the violent crime network in every year of the War; the degree of this municipalities evolves through time, however, indicating shifts in the importance of this cities throughout the course of the War. We used data of daily murders related to violent crime in each municipality in Mexico, as compiled by [37] . For each year of the war, we calculated Mutual Information (using MINET [38] ) between each municipality, and selected edges with an MI value larger than our threshold (1e-3). Each year constituted a layer of a multiplex network. The multiplex network generated shows that most cities exhibiting violent crime are connected through time, in such a way that this multiplex network may provide a scaffold to model the spread of violent crime during this time period. A more detailed discussion of this network may be found in Appendix C.
V. CONCLUSIONS
Probabilistic networks inferred from large multidimensional datasets of empirical evidence, constitute a powerful tool to probe into the intricate multilayer structure of complex systems, being these of physical, biological, social, economic, political or technological origin. Developing a general purpose theoretical framework to tackle multidimensional probabilistic inference of complex networks is thus an important goal of contemporary (data) science. This challenge can be faced via a multitude of strategies, ranging from Bayesian and causal inference in restricted datasets, to probabilistic machine learning efforts in larger databases.
We consider that a good starting point, of general applicability, can be based on the use of probabilistic inference and information theory to unveil the statistical dependency structure of such complex systems. This is so since such statistical dependence structure -as given by the joint probability distribution for the (large) set of random variables that best describes the system-may naturally be cast (via mutual information measures) into a Markov random field that can be represented as a graph in the form of a complex network.
A natural extension of the probabilistic graphical model approach just outlined to multidimensional settings is presented here within the formal framework of multilayer network theory. We have used this approach to disentangle and analyze the statistical dependence structure of two quite different complex systems of interest; namely a multidimensional gene regulatory network problem that considers post-transcriptional regulation by micro-RNAs, aside from the common gene regulation program. As is briefly shown, the probabilistic multilayer approach constitutes an effective analytical tool to dig into the complexities of such problems. Due to its general applicability and its relatively low computational complexity, we believe that probabilistic multilayer networks, as presented here, may constitute into a valuable method to analyze multiple context network structure Establishing a numerical value to the parameter I 0 in the lower-bounded adjacency function A(, i, j) as defined in equation 2 is tantamount to set a weight threshold in the associated graph sparsification problem. There are a number of different approaches to the problem of setting a threshold on the weight of edges so as to discard edges with strength less tan a certain value [27] .
In the particular case used here, mutual information I(i, j) is the average log-probability of the statistical independence test condition (or Kullback-Leibler divergence) for two random variables i and j. A zero value of I(i, j) implies absolute statistical independence, whereas small values could be related to negligible dependencies that may be due to sampling errors and other biases [39] . Larger values of I(i, j) will imply stronger statistical dependence. Under such circumstances the meaning of the threshold I 0 is clear. Slightly dependent pairs of variables will be considered independent (thus no edge is drawn in the network between them) whenever I(i, j) < I 0 .
In general, the structure of the resulting network will be strongly dependent on the choice of this threshold, with the exception of community structure due to the high correlation between the degree and the strength of edges on real networks [27] . Determination of I 0 can be made by choosing among a number of ways. For instance, if an accurate measure of the signal-to-noise ratio in the correlations of the data under consideration can be obtained, one possible way to set I 0 is by allowing all edges valued above the noise-level. In most practical applications however, this is not feasible.
Other approaches include the use of statistical sufficiency limits [40] based on the theory of random constrain satisfaction problems [41, 42] , the use of bootstrapped edge reshuffling to associate permutation pvalues to given mutual information thresholds [12] , graph sparsification based on analogies with electrical circuits and the effective resistance approach [43] , filtering based on graphs embedded in surfaces of constant genus and the use of topological invariance [44] or the use of globall null models with invariant strength distributions and global topology [45] as well as methods based on multiscale topological properties such as the backbone of a complex network [46] which preserves edges with statistically significant deviations respect to a pre-assigned local weight null model. Probabilistic networks inferred via mutual information calculations belong to the class of Markov Random Fields and whenever the joint probability distribution is strictly positive (positive measure everywhere or zero only in a finite number of points, i.e. compact or quasi-compact support) , it may be factorized via Hammersley-Clifford theorem.
Since the measure of a MRF is completely defined through local characteristics, it should satisfy the so-called pairwise Markov property (PMP), that is that any non-adjacent variables are conditional independent given all other variables. PMP may result relevant when defining a particularly useful representation of the joint probability distribution called Clique factorization.
Let us consider a set of random variables X and a particular configuration ω in X. P (ω) is the joint probability for this particular field configuration, then
where the sum is over all cliques C in the set of all cliques in the associated graph cl(G). A clique here is a subset of vertices in a graph, such that every two vertices in the clique are adjacent.
Clique factorization (closely related to the associated Gibbs measure of the MRF) is a powerful way to factor the full JPD. It breaks it down to products of probabilities of 0 − cliques (null set), 1 − cliques (individual nodes, i.e. marginals), 2 − cliques (edges, or pairwise joint probabilities), and higher order cliques. As already stated truncating clique factorization at the edge level, implies the assumption of pairwise sufficiency. This is a common practice that applies to a wide variety of systems [40] and may affect the conditional independence assumption (PMP). There are several ways to try to circumvent this: i) Perform comprehensive data processing inequality (DPI) prunning to preclude the existance of traingles and higher order cliques. It comes with the disadvantage of breaking all loops transforming the MRF into an undirected acyclic graph (a tree).
ii) Assuming that the variables are normally distributed, then calculating the inverse covariance matrix, all zero entries are by definition conditionally dependent given all other variables.
iii) Performing regularization either by assuming that the neglegible interaction coefficients are small (by applying an (L) 2 norm, or that the interaction structure matrix is very sparse (via an (L) 1 norm). The con is that regularization (also known in physics as the inverse Ising problem and in machine learning as implementing a Boltzmann machine) is a computer intensive task.
Appendix C: A multidimensional approach to drug-related violence
Recent times have witnessed an unprecedented rise in the violence related to territorial battles between drug-cartels and other instances of organized crime, at a global level, but in particular in hundreds of Mexican cities [37] . Mapping the network of violencerelated territorial interactions and looking at how these interactions change over time is fundamental for planning and executing national security plans. In this regard, the information that multilayer networks reliably grounded on real data offer is essential to understand the spatio-temporal patterns behind this extremely complex socio-political problem. Here we will model temporal layers representing year-wide patterns of narco-violence along a comprehensive ensemble of Mexican municipalities during the presidency of Felipe Calderón (FeCal): 2006-2011.
By the final of the year 2006, the Mexican government led by FeCal launched a campaign, in the form of a frontal fight on drug cartels, termed the War against Drugs. Starting with Operacion Michoacan, a deployment of Mexican Army soldiers in the Mexican state of Michoacán (strategically located at the Pacific Coast) to attack and eradicate some allegedly violent drug cartels, the Mexican government started a campaign aligned with the so-called Mérida Initiative, a multinational agreement aimed at diminishing the violence and the influence of drug cartels in North America. It has been observed how the drug-related violence increased exponentially after this careless and blind battle against cartels [37] , instead of diminishing the flux of drugs from Mexico to the United States and the associated fluxes of money in the opposite sense. Figure 2 shows a multiplex rendering of a probabilistic multilayered network inferred from daily reports of the number of murders attributed to organized crime activities in more than a thousand of cities in Mexico, during the FeCal's presidency (left-to-right). This database have been strongly curated and corroborated (For more information, please visit cide.com).
We can notice how in the first year of the war, deaths associated to organized crime -as reported in this database-were mostly localized in specific regions of the Pacific Coast, as well as a few spots in the Northeastern part of Mexico. It is noticeable that these 'hot spots' were scattered over large geographic areas, largely devoid of this type of murders and that such hot spots were actually loosely correlated (as indicated by the presence of just a handful of links, accounting for the joint probabilities of murders between two locations).
The layers at the bottom of the multiplex displayed in figure 2 , show the increase in the amount of correlated violence in several cities. The accelerated proliferation of violent spots and the rise of an intricate correlation structure in crime related deaths across many locations is due to the excision of the Cartel del Golfo and its armed group, Los Zetas. This may have been caused by inner fights among the druglords for the control of key cities in the different drug routes. It is also interesting that correlated cities are not geographically close. Similar results were obtained using a different method to infer the drug-war network [37] . There, networks were constructed by calculating a linear correlation between the derivative of monthly casualties in any couple of cities. A total of 57 monthly-based networks were constructed. These networks showed a similar connectivity pattern in terms of the independence of geographical distances between correlated cities.
