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In this work a unique solvability of a class of mixed type partial differential equations with
some unbounded coefficients is proved in R2. The estimates of the weighted norms of the
solution u and its partial derivatives ux and uy are derived.
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1. Introduction
Consider the equation
Lλu := k(y)uxx − uyy + a(y)ux + c(y)u+ λu = f (x, y), (x, y) ∈ R2, (1)
where f ∈ L2(R2), λ ≥ 0. Assume that the following conditions hold:
(i) k(y) is a piecewise continuous and bounded function;
(ii) a(y), c(y) are the continuous functions: |a(y)| ≥ δ0 > 0, c(y) ≥ δ > 0, y ∈ R.
Depending on the sign of the function k(y), Eq. (1) can belong to one of the following types: hyperbolic, elliptic, parabolic
andmixed. In the case of a bounded domain, an extensive literature is devoted to the questions of existence, uniqueness and
smoothness of solutions of boundary value problems for the mixed type equation (1) (see [1–3]). But in case of unbounded
domains with the fast growing coefficients the theory of the differential equations of mixed type, has a rather short history.
If k(y) = 1, then Eq. (1) belongs to hyperbolic type, and its solvability, in general, depends on the behavior of the
coefficients a and c. For example (see [4, p. 108]), the solution of the steady state problem
utt = uyy − αut (0 < y < l, t ∈ R), u(0, t) = µ1(t), u(l, t) = µ2(t),
where the termαut , α > 0, on the right-hand side of the equation corresponds to the frictionwhich is proportional to speed,
may not be unique. Moreover, it does not always exist when α = 0. Minor terms and the right-hand of Eq. (1) characterize
forces of a friction which are inherent in any real physical system. Hence, studying of Eq. (1) is of practical interest.
In the presentworkwe show that the conditions (i)–(ii) provide unique solvability and a uniformestimate for the solution
inweighted L2-norms and its first derivatives independent of the type of Eq. (1). These questions have been investigated only
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in the cases of the elliptic and pseudo-differential equations in [5–8]. The problem with periodic conditions with respect to
the variable x and in the domainΩ = {(x, y) : −π < x < π,−∞ < y < ∞} was studied in [9,10] for Eq. (1). Unlike the
case considered in [9,10] the spectrum of the differential operator corresponding to (1) is continuous. An approach similar
to the method of this article has been used in [11].
By a solution of Eq. (1) we mean a function u ∈ L2 for which there exists a sequence {un}∞n=1 ⊂ C∞0 (R2) such that∥un − u∥2 → 0, ∥Lλun − f ∥2 → 0 as n →∞ (∥ · ∥2 is the L2-norm).
The main results of this work are Theorems 1 and 2.
Theorem 1. Let us assume that conditions (i)–(ii) hold. Then there exists a unique solution u of Eq. (1).
Theorem 2. Let conditions (i)–(ii) hold. Then the solution u of Eq. (1) satisfies the estimate ∥ux∥2+∥uy∥2+∥c(·)u∥2 ≤ C∥f ∥2,
where C > 0 is constant.
In what follows, c0, c1, c2, . . . are positive constants, and ⟨·, ·⟩D is a scalar product in L2(D).
2. Preliminaries
Denote by Lλ the closure in L2-norm of the differential operator lλu = k(y)uxx−uyy+ a(y)ux+ c(y)u+λu defined on the
set C∞0 (R2). Evidently, lλ is a closable operator. In what follows in Lemmas 1–10 we will assume that the conditions (i)–(ii)
hold.
Lemma 1. Assume that λ ≥ 0. Then the following inequality holds for all u ∈ D(Lλ):
∥Lλu∥2 ≥ c0∥u∥2, c0 = c0(δ0, δ). (2)
Proof. Let u ∈ C∞0 (R2). Transforming the expressions ⟨Lλu, u⟩R2 , and ⟨Lλu, ux⟩R2 , we obtain the following inequalities
1
2δ
∥Lλu∥22 ≥

R2
|uy|2 + (λ+ δ/2) |u|2 dxdy− 
R2
|k(y)| |ux|2dxdy, (3)
∥Lλu∥22 ≥ δ20∥ux∥22. (4)
Here we used the epsilon-Cauchy inequality, with ε = δ/2. From (3) and (4), estimate (2) follows. Since Lλ is the closed
operator estimate (2) holds for all u ∈ D(Lλ). 
Let −∞ < t < +∞,∆j = (j− 1, j+ 1) (j ∈ Z), and γ be a constant such that γ a(y) > 0. Denote by lt,j,γ + λE the
closure in L2(∆j) of the differential operator (lt,j.γ + λE)u = −u′′ +
−k(y)t2 + ita(y)+ itγ + c(y)+ λ u defined on the
set C20 (∆j) of twice continuously differentiable functions u on∆j which satisfy the equalities u(j− 1) = u(j+ 1) = 0.
Lemma 2. Let λ ≥ 0 and γ be constants such that
|k(y)| ≤ (δ0 + |γ |)2/
√
δ + λ+ 1. (5)
Then for any u ∈ D(lt,j.γ + λE) the following inequalities hold:
(a)
(lt,j,γ + λE)uL2(∆j) ≥ c1(δ) ∥u′∥L2(∆j) + ∥√c + λu∥L2(∆j) + ∥t|a+ γ |u∥L2(∆j) ;
(b) c2(δ)/
√
δ + λ∥(lt,j,γ + λE)u∥L2(∆j) ≥ ∥u∥L2(∆j)
(c) c3(δ)/
4√
δ + λ∥(lt,j,γ + λE)u∥L2(∆j) ≥ ∥u′∥L2(∆j).
Proof. Let u ∈ C20 (∆j). Then we have⟨(lt,j,γ + λE)u, u⟩∆j  ≥ ∥u′∥2L2(∆j) + 
∆j
[c(y)+ λ]|u|2dy−


∆j
t2k(y)|u|2dy
 .
Hence
∥(lt,j,γ + λE)u∥L2(∆j)∥u∥L2(∆j) ≥

∆j
|u′|2dy−

∆j
t2|k(y)| |u|2dy (6)
and
1
2δ
∥(lt,j,γ + λE)u∥2L2(∆j) ≥
1
2

∆j
[c(y)+ λ] |u|2dy−

∆j
t2|k(y)| |u|2dy. (7)
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On the other hand, by transforming the expression ⟨(lt,j,γ + λE)u,−itu⟩∆j , we have
∥(lt,j,γ + λE)u∥L2(∆j) ≥ ∥t
|a(·)+ γ |u∥L2(∆j), u ∈ C20 (∆j), (8)
and
∥(lt,j,γ + λE)u∥2L2(∆j) ≥ (δ0 + |γ |)2|t|2∥u∥2L2(∆j), u ∈ C20 (∆j). (9)
Combining (7) with (9), then using condition (5), we obtain
c4(δ)∥(lt,j,γ + λE)u∥L2(∆j) ≥ ∥

c(·)+ λu∥L2(∆j). (10)
Hence by the conditions (i)–(ii) we conclude
c4(δ)√
δ + λ∥(lt,j,γ + λE)u∥L2(∆j) ≥ ∥u∥L2(∆j). (11)
From inequalities (6), (9) and (11) we obtain the following estimate
c4(δ)+ 1√
δ + λ ∥(lt,j,γ + λE)u∥
2
L2(∆j) ≥ ∥u′∥2L2(∆j) + t2

∆j

(δ0 + |γ |)2√
δ + λ − |k(y)|

|u|2dy. (12)
The estimate (a) follows from inequalities (8), (10) and (12) by using conditions (i)–(ii) and (5). Further, estimate (11)
implies (b). Finally it follows from (12) that
c4(δ)+ 1√
δ + λ ∥(lt,j,γ + λE)u∥
2
L2(∆j) ≥ ∥u′∥2L2(∆j).
This implies the estimate (c), which completes the proof of lemma. 
Lemma 3. Assume that λ ≥ 0 and condition (5) holds. Then the operator lt,j,γ + λE is invertible, and the inverse operator
(lt,j,γ + λE)−1 is defined in all L2(∆j), j ∈ Z.
Proof. By estimate (b) in Lemma 2 it is enough to prove that R(lt,j,γ +λE) = L2(∆j). Assume the contrary. Then there exists
a function v ∈ L2(∆j), v ≠ 0, such that
(lt,j,γ + λE)∗v := −v′′ +
−k(y)t2 − ita(y)− itγ + c(y)+ λ v = 0. (13)
This implies that v′′ ∈ L2(∆j). By transforming the expression ⟨(lt,j,γ+λE)u, v⟩∆j wehave u′(j+1)v¯(j+1)−u′(j−1)v¯(j−1) =
0 for any function u ∈ D(lt,j,γ +λE). Therefore v(j+ 1) = v(j− 1) = 0, and using these equalities we can derive the similar
to (11) estimate:
∥(lt,j,γ + λE)∗v∥2L2(∆j) ≥ c5∥v∥2L2(∆j). (14)
From (13) and (14) we conclude that v = 0. 
By lt,γ + λE (−∞ < t < +∞) we denote the closure of the differential expression (lt,γ + λE)u = −u′′ +−k(y)t2 + ita(y)+ itγ + c(y)+ λ u, defined on the set C∞0 (R).
Lemma 4. Let λ ≥ 0 and condition (5) holds. Then for any u ∈ D(lt,γ + λE) the following estimates hold:
∥(l0,γ + λE)u∥L2(R) ≥
√
δ + λ∥u∥L2(R), ∥(lt,γ + λE)u∥L2(R) ≥ |t|(δ0 + |γ |)∥u∥L2(R), t ≠ 0.
Lemma 4 is proved by transforming the expression ⟨(lt,γ + λE)u,−itu⟩, where u ∈ C∞0 (R).
Let now {ϕj(y)}+∞j=−∞ ⊂ C∞0 (R) be a sequence of functions satisfying the conditions ϕj ≥ 0, supp ϕj ⊆ ∆j(j ∈
Z),
+∞
j=−∞ ϕ
2
j (y) = 1. Introducing the operators Kλ,γ f =
+∞
j=−∞ ϕj(lt,j,γ + λE)−1ϕjf , Bλ,γ f =
+∞
j=−∞ ϕ
′′
j (lt,j,γ +
λE)−1ϕjf + 2+∞j=−∞ ϕ′jd/dy(lt,j,γ + λE)−1ϕjf , f ∈ L2(R), λ ≥ 0, we can prove that
(lt,γ + λE)Kλ,γ f = f − Bλ,γ f . (15)
Lemma 5. There exists a number λ0 > 0 such that ∥Bλ,γ ∥L2(R)→L2(R) < 1 for all λ ≥ λ0, where γ satisfies condition (5).
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Proof. Let f ∈ C∞0 (R). Since only the functions ϕj−1, ϕj, ϕj+1 can be nonzero on∆j (j ∈ Z)we have
∥Bλ,γ f ∥2L2(R) ≤
+∞
j=−∞
 +∞
−∞
 j+1
k=j−1

ϕ′′k (lt,k,γ + λE)−1ϕkf + 2ϕ′k
d
dy
(lt,k,γ + λE)−1ϕkf

2
dy.
Hence using the inequality (a0 + b0 + d0)2 ≤ 3(a20 + b20 + d20) and estimates (b), (c) in Lemma 2, we obtain ∥Bλ,γ f ∥2L2(R) ≤
c6

(λ+ δ)− 12 + (λ+ δ)− 14

∥f ∥2L2(R), where the constant c6 depends on maxj∈Z {|ϕ′j |},maxj∈Z {|ϕ′′j |}, c2(δ), and c3(δ). Now
choose λ0 = 16c46 + 1− δ. This completes the proof. 
In what follows in Lemmas 6–10 λ0 is a constant as in Lemma 5. From representation (15) by Lemmas 4 and 5 follows
the next lemma.
Lemma 6. Let us assume that λ ≥ λ0 and condition (5) holds. Then the operator lt,γ + λE is continuously invertible, and for the
inverse operator (lt,γ + λE)−1 the following equality holds:
(lt,γ + λE)−1 = Kλ,γ (E − Bλ,γ )−1. (16)
Lemma 7. Let us assume that λ ≥ λ0, γ satisfies condition (5), and ρ(y) is a continuous function defined onR. Then for α = 0, 1
the following estimate holds:
∥ρ|t|α(lt,γ + λE)−1∥2L2(R)→L2(R) ≤ c7(λ) supj∈Z ∥ρ|t|
αϕj(lt,j,γ + λE)−1∥2L2(∆j)→L2(∆j). (17)
Proof. For f ∈ C∞0 (R) from representation (16) and by the properties of the functions ϕj (j ∈ Z), we conclude
∥ρ|t|α(lt,γ + λE)−1f ∥2L2(R) ≤
+∞
j=−∞
 +∞
−∞
 j+1
k=j−1

ρ(y)|t|αϕk(lt,k,γ + λE)−1ϕk(E − Bλ,γ )−1f

2
dy.
Hence by the obvious inequality (a0 + b0 + d0)2 ≤ 3(a20 + b20 + d20) and by Lemma 5, we obtain estimate (17). 
The result below follows from Lemma 2 and the estimate (17).
Lemma 8. Let λ ≥ λ0 and condition (5) holds. Then
(a) ∥√c + λ(lt,γ + λE)−1∥L2(R)→L2(R) <∞;
(b) ∥it(lt,γ + λE)−1∥L2(R)→L2(R) <∞;
(c) ∥d/dy(lt,γ + λE)−1∥L2(R)→L2(R) <∞.
Consider the equation
(lt + λE)u = −u′′ +
−k(y)t2 + ita(y)+ c(y)+ λ u = f , (18)
where f ∈ L2(R). The function u ∈ L2(R) is called a solution of Eq. (18) if there exists a sequence {un}∞n=1 ⊂ C∞0 (R) such
that ∥un − u∥L2(R) → 0, ∥(lt + λE)un − f ∥L2(R) → 0 as n →∞. The closure in L2(R) of the operator lt + λE is denoted by
lt + λE too.
Lemma 9. Let us assume that λ ≥ λ0. Then the operator lt + λE, t ∈ R, is boundedly invertible, and for the inverse operator
(lt + λE)−1 the equality
(lt + λE)−1f = (lt,γ + λE)−1(E − Aλ,γ )−1f , f ∈ L2(R), (19)
holds for any t ≠ 0, where ∥Aλ,γ ∥L2(R)→L2(R) < 1, and γ satisfies condition (5).
Proof. First assume that t ≠ 0. We rewrite the equation (lt + λE)u = f in the form v − Aλ,γ v = f , where v =
(lt,γ +λE)u, Aλ,γ = itγ (lt,γ +λE)−1, and γ satisfies condition (5). From Lemma 4 it follows that ∥Aλ,γ ∥L2(R)→L2(R) < 1. Then
there exists the inverse operator (lt +λE)−1, and u = (lt +λE)−1f = (lt,γ +λE)−1(E−Aλ,γ )−1f , f ∈ L2(R). Further, l0+λE
be a self-adjoint operator [12, p. 208], and the estimate ∥(l0 + λE)u∥L2(R) ≥ (δ + λ)∥u∥L2(R) holds for any u ∈ D(l0 + λE).
These imply that the operator l0 + λE is boundedly invertible. 
Lemma 8 and equality (19) imply the following lemma.
Lemma 10. If λ ≥ λ0, then
(a) ∥√c + λ(lt + λE)−1∥L2(R)→L2(R) <∞;
(b) ∥it(lt + λE)−1∥L2(R)→L2(R) <∞;
(c) ∥d/dy(lt + λE)−1∥L2(R)→L2(R) <∞.
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We will use also the following well-known lemma [13, p. 350].
Lemma 11. Let us assume that θ0 > 0 be a constant and the operator L+ θ0E is boundedly invertible in L2(R), and the estimate
∥(L + θE)u∥L2(R) ≥ c8∥u∥L2(R), u ∈ D(L + θE), holds for θ ∈ [0, θ0). Then the operator L : L2(R) → L2(R) is boundedly
invertible also.
3. Proofs of theorems
Proof of Theorem 1. Applying the Fourier transform with respect to the variable x from Eq. (1) we obtain
(lt + λE)u˜ = −u˜′′ +
−k(y)t2 + ita(y)+ c(y)+ λ u˜ = f˜ , (20)
where
u˜ = (Fx→tu)(t, y) = 1√
2π
 +∞
−∞
u(x, y)e−itxdx, f˜ = (Fx→t f )(t, y) = 1√
2π
 +∞
−∞
f (x, y)e−itxdx.
If λ ≥ λ0 (λ0 is a constant as in Lemma 5), then by Lemma 9 there exists a unique solution of Eq. (20). Then from Lemma 11
it follows that Eq. (20) is uniquely solvable for all λ ≥ 0 and u˜ = (lt + λE)−1 f˜ is a solution. Therefore by Lemma 1
u = F−1t→x(lt + λE)−1 f˜ (21)
is a unique solution of Eq. (1). 
Proof of Theorem 2. Using representation (21), we obtain
∥ux∥22 ≤
 +∞
−∞
∥it(lt + λE)−1∥2L2(R)→L2(R)∥f˜ ∥2L2(R)dt ≤ supt∈R ∥it(lt + λE)
−1∥2L2(R)→L2(R)∥f ∥22,
∥uy∥22 ≤
 +∞
−∞
 ddy (lt + λE)−1
2
L2(R)→L2(R)
∥f˜ ∥2L2(R)dt ≤ supt∈R
 ddy (lt + λE)−1
2
L2(R)→L2(R)
∥f ∥22,
∥c(·)+ λu∥22 ≤  +∞−∞ ∥√c + λ(lt + λE)−1 f˜ ∥2L2(R)dt ≤ supt∈R ∥√c + λ(lt + λE)−1∥2L2(R)→L2(R)∥f ∥22.
The proof of Theorem 2 follows from these estimates, of taking into account the assertions (a)–(c) of Lemma 10. 
Acknowledgments
The authors are grateful to Prof. Alemdar Hasanoglu for useful discussions. The research has been supported by L.N.
Gumilyev Eurasian National University Research Fund.
References
[1] M.M. Smirnov, Equations of Mixed Type, in: Trans. Math. Monographs, vol. 51, American Mathematical Society, Providence, RI, 1978.
[2] A.V. Bitsadze, Some Classes of Partial Differential Equations, Gordon and Breach Science Publishers, New York, 1988.
[3] E.I. Moiseev, The Mixed Type Equations with Spectral Parameter, Moscow State University, Moscow, 1988 (in Russian).
[4] A.N. Tikhonov, A.A. Samarskiy, Equations of Mathematical Physics, Macmillan, New York, 1963.
[5] M. Otelbaev, Coercive estimates and separability theorems for elliptic equations in Rn , Tr. Mat. Inst. Steklova 161 (1983) 195–217 (in Russian) (Studies
in the theory of differentiable functions of several variables and its applications, IX).
[6] K.Kh. Boimatov, Separability theorems, weighted spaces and their applications, Tr. Mat. Inst. Steklova 170 (1984) 37–76 (in Russian) (Studies in the
theory of differentiable functions of several variables and its applications, X).
[7] M.B. Muratbekov, Separability of an operator of mixed type and the completeness of its root vectors, Differ. Equ. 27 (1991) 1517–1526.
[8] K.N. Ospanov, On the nonlinear generalized Cauchy–Riemann system on the whole plane, Sib. Math. J. 38 (1997) 314–319.
[9] M.B. Muratbekov, M.M. Muratbekov, Estimates of the spectrum for a class of mixed type operators, Differ. Equ. 43 (2007) 143–146.
[10] M.B.Muratbekov,M.M.Muratbekov, K.N. Ospanov, On approximate properties of solutions of a nonlinearmixed type equation, J. Math. Sci. 150 (2008)
2521–2530.
[11] K. Ospanov, Coercive estimates for degenerate elliptic system of equations with spectral applications, Appl. Math. Lett. 24 (2011) 1594–1598.
[12] M. Reed, B. Simon, Methods of Modern Mathematical Physics. 1: Functional Analysis, Academic Press, San Diego, 1980.
[13] N.I. Akhieser, I.M. Glasman, Theory of the Linear Operators in the Hilbert Space, Nauka, Moscow, 1966 (in Russian).
