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Abstract
We study the limit of large volume equilibrium Gibbs measures for a rather general Hamilto-
nians. In particular, we study Hamiltonians which arise in naturally in Nonlinear Elasticity and
Hamiltonians (containing surface terms) which arises naturally in Fracture Mechanics. In both
of these settings we show that an integral representation holds for the limit. Moreover, we also
show a homogenization result for the Nonlinear Elasticity setting. This extends a recent result
of R. Kotecky´ and S. Luckhaus in [8].
1 Introduction
Recently, R. Kotecky´ and S. Luckhaus, have shown a remarkable result. They prove that in a fairly
general setting, the limit of large volume equilibrium Gibbs measures for elasticity type Hamiltonians
with clamped boundary conditions. The “zero”-temperature case was considered by R. Alicandro
and M. Cicalese in [1].
Let us now briefly explain the results contained in [8].
The space of microscopic configurations consists of all ϕ : εZd → Rm. In particular, if one considers
m = d then this would model the elasticity situation. In this case ϕ(x) can be interpreted as the
displacement of the atom “positioned in x”. When m = 1, this would model the random surface
case, where ϕ(x) can be interpreted as the height.
In order to define the Gibbs measure, we fix a configuration ψ, a set A ⊂ Rd, an Hamiltonian H
and a finite range interaction U . Namely there exists a set F ⊂ Zd, such that U : RF → R and one
denotes R0 the range of the potential U i.e., R0 = diam(F ). Denote by ϕF to be the restriction of ϕ
to εF . For simplicity of notation we denote Aε := A∩ εZd. Then they define the Hamiltonian H via
HA,ε(ϕ) =
∑
j∈εZd : τj(F )⊂A
U(ϕτj(F ))
with τj(F ) = εF + j = {i : i− j ∈ εF}.
∗eris.runa@mis.mpg.de
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Finally denote by 1lA,ε,ψ the indicator function of the set
{ϕ ∈ (Rm)Aε : |ϕ(i)− ψ(i)| < 1 for all i ∈ SR0(Λ)},
where
SR0(A) = {x ∈ Aε| dist(x, εZd \Aε) ≤ εR0}.
Then the Gibbs measure µA,ψ( dϕ) is a measure on (Rm)εA and is defined by
µA,ε,ψ( dϕ) =
exp
{− βHA,ε(ϕ)}
ZA,ε,ψ
1lA,ε,ψ(ϕ)
∏
i∈Aε
dϕ(i)
where ZA,ε,ψ is such that the above is a probability measure.
Moreover, they assume that
(1) There exist constants p > 0 and c ∈ (0,∞) such that
U(ϕF ) ≥ c|∇ϕ(0)|p
for any ϕ ∈ (Rm)εZd .
(2) There exist r > 1 and C ∈ (1,∞) such that
U(sϕA + (1− s)ψA + ηA) ≤ C
(
1 + U(ϕA) + U(ψA) +
∑
i∈εF
|η(i)|r)
for any s ∈ [0, 1] and any ϕ,ψ, η ∈ (Rm)εZd .
With the above notation, in [8], the following theorem is proved:
Theorem 1.1. Let U be as above with 1r >
1
p − 1d . For every u ∈W 1,p(Ω), let us define
Fκ,ε(u) = −εd|Ω|−1 logZΩε(NΩε,r(u, κ)),
and
F+κ (u) = lim sup
ε→0
Fκ,ε(u)
F−κ (u) = lim inf
ε→0
Fκ,ε(u)
Then, there exist W quasi-convex such that the following hold
(i) limκ→0 F−κ (u) ≥ 1|Ω|
´
ΩW (∇u(x)) dx.
(ii) If u ∈W 1,r(Ω) then limκ→0 F+κ (u) ≤ 1|Ω|
´
ΩW (∇u(x)) dx.
They also give an explicit formula of W . Moreover, via an example, they show that W may
eventually not be convex.
From the above result it is not very difficult to obtain a Large Deviation principle.
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The crucial step in the proof of Theorem 1.1 is based on the possibility to approximate with partition
functions on cells of a triangulation given in terms of Lr-neighbourhoods of linearizations of a
minimiser of the rate functional. An important tool that allows them to impose a boundary condition
on each cell of the triangulation consists in switching between the corresponding partition function
ZΩε(NΩε,r(v, κ)) and the version ZΩε(NΩε,r(v, 2κ) ∩ NΩε,R0,∞(Z)) with an additional soft clamp
|ϕ(i)− ψ(i)| < 1 enforced in the boundary strip of the width R0 > diam(A) with Z ∈ NΩε,r(v, κ)
arbitrarily chosen.
We improve their result in the following manner:
(i) We consider Hamiltonians, where the interaction is not of finite range and is dependent1 on
the scale ε and the position x. We are also able to give an homogenisation result.
(ii) By considering a different version of the interpolation argument we are able to consider “hard”
boundary condition instead of the clamped ones. In our opinion, this type of boundary
conditions are more in line with the standard theory of Statistical Mechanics.
(iii) We simplify some of the arguments by relying on the representation formulas, hence avoiding
triangulation arguments.
(iv) We are able to consider more general potentials, which “relax” in SBV.
2 Sobolev Representation Theorems
2.1 Preliminary results
Let Ω be an open set. We denote by A(Ω) the family of all open sets contained in Ω. We now recall
a well-known result in measure theory due to E. De Giorgi and G. Letta. The proof can be found in
[2].
Theorem 2.1. Let X be a metric space and let us denote by A its open sets. Let µ : A → [0,∞] be
an increasing set function such that
(DL1) µ(∅) = 0;
(DL2) A,B ∈ A then µ(A ∪B) ≤ µ(A) + µ(B);
(DL3) A,B ∈ A, such that A ∩B = ∅ then µ(A ∩B) ≥ µ(A) + µ(B)
(DL4) µ(A) = sup {µ(B) : B b A}. Then, the extension of µ to every C ⊂ X given by
µ(C) = inf {µ(A) : A ∈ A, A ⊃ C}
is an outer measure. In particular the restriction of µ to the Borel σ-algebra is a positive
measure.
We recall the well-known integral representation formulas (see [6]).
Theorem 2.2. Let 1 ≤ p <∞ and let F : W 1,p ×A(Ω)→ [0,+∞] be a functional satisfying the
following conditions:
(i) (locality) F is local, i.e. F (u,A) = F (v,A) if u = v a.e.on A ∈ A(Ω);
1for the precise definition see the next section
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(ii) (measure property) for all u ∈ W 1,p the set function F (u, ·) is the restriction of a Borel
measure to A(Ω);
(iii) (growth condition) there exists c > 0 and a ∈ L1(Ω) such that
F (u,A) ≤ c
ˆ
A
(a(x) + |Du|p) dx
for all u ∈W 1,p and A ∈ A(Ω);
(iv) (translation invariance in u) F (u+ z,A) = F (u,A) for all z ∈ Rd, u ∈W 1,p and A ∈ A(Ω);
(v) (lower semicontinuity) for all A ∈ A(Ω) F (·, A) is sequentially lower semicontinuous with
respect to the weak convergence in W 1,p.
Then there exists a Carathe´odory function f : Ω×Md×N → [0,+∞) satisfying the growth condition
0 ≤ f(x,M) ≤ c(a(x) + |M |p)
for all x ∈ Ω and M ∈Md×N , such that
F (u,A) =
ˆ
A
f(x,Du(x)) dx
for all u ∈W 1,p and A ∈ A(Ω).
If in addition it holds
(vi) (translation invariance in x)
F (Mx,B(y, %)) = F (Mx,B(z, %))
for all M ∈Md×N , y, z ∈ Ω, and % > 0 such that B(y, %)∪B(z, %) ⊂ Ω, then f does not depend on
x.
2.2 Hypothesis and Main Theorem
For any u ∈ L1loc(Rd,Rm), let Xu,ε : Zd → Rm and ϕ : εZd → Rm be defined by
Xu,ε(i) =
1
ε
 
εi+Q(ε)
u(y) dy
ϕu,ε(εi) =
1
ε
 
εi+Q(ε)
u(y) dy
(1)
for any i ∈ Zd. Here, Q(ε) = [− ε2 , ε2 ]d and
ffl
denotes the mean value,i.e., for every f ∈ L1(Rd) 
A
f(x) dx =
1
|A|
ˆ
A
f(x) dx
Let u ∈W 1,p(Rd), A is an open set and p ≥ 1. Then it is not difficult to prove that
lim
ε↓0
∑
x∈Aε
εd|∇ϕu(x)|p =
ˆ
A
|∇u|p. (2)
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On the other hand, let
Πε : (Rm)Z
d
0 →W 1,p(Rd) (3)
be a canonical interpolation X → v such that v(εi) = εϕ(εi) for any i ∈ Zd. Here, (Rm)Zd0 is the set
of functions X : Zd → Rm with finite support. To fix ideas, we can consider a triangulation of Zd
into simplexes with vertices in εZd, and choose v on each simplex as the linear interpolation of the
values εϕ(εi) on the vertices εi.
Let Ω be an open set with regular boundary. We denote by Ωε = εZd ∩ Ω and by A(Ω) the set of
all open sets contained in Ω with regular boundary. For every set A ∈ A(Ω), we define
Rξε(A) := {α ∈ εZd [α, α+ εξ] ⊂ A},
where by [x, y] we mean the segment connecting x and y, i.e., {λx+ (1− λ)y : λ ∈ [0, 1]}.
The Hamilton H is defined by
H(ϕ, ε) :=
∑
ξ∈Zd
∑
x∈Rξε(Ω)
fξ,ε(x,∇ξϕ),
where ξ ∈ Zd, and
∇ξϕ(x) := ϕ(x+ εξ)− ϕ(x)|ξ| .
We will also define a second Hamilton which takes into account also the boundary condition:
H∞(ϕ,A, ε) :=
∑
ξ∈Zd
∑
x∈Aε
fε,ξ(x,∇ξϕ(x)).
The functions fξ,ε will be specified later.
In order to apply the representation formulas, we shall need to localize. For this reason, for every
ε > 0 and A ⊂ Ω open, set we introduce
H(ϕ,A, ε) :=
∑
ξ∈Zd
∑
x∈Rξε(A)
fξ,ε
(
x,∇ξϕ(x)
)
.
For simplicity of notation, we will also denote
Hξ(ϕ,A, ε) :=
∑
x∈Rξε(A)
fξ,ε
(
x,∇ξϕ(x)
)
.
Moreover, let {e1, . . . , ed} be the standard basis of Rd. In this section, the functions fξ,ε will satisfy
the followings
(C1) fξ,ε > 0;
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(C2) there exist constants Cξ such that
fξ,ε(x, s+ t) ≤ fξ,ε(x, s) + Cξ(|t|p + 1);
where the constants Cξ satisfy ∑
ξ∈Zd
Cξ < +∞;
(C3) there exists a constant C such that
fei,ε(x, t) ≥ C max(|t|p − 1, 0).
Remark 2.3. The above conditions are natural in the Calculus of Variations. Very similar conditions
appear also in [1]. To my knowledge, they are the most general conditions for a representation
formula in the discrete to continuum limit.
In order to simplify notation, throughout this paper, we will denote by
dϕ = Πx∈Aε dϕ(x), (4)
whenever it is clear from the context.
For every A ∈ A(Ω), we define the free-energy as
F (u,A, κ, ε) := − ε
d
|A| log
ˆ
V(u,A,κ,ε)
exp
(
−H(ϕ,A, ε)
)
dϕ
F∞(u,A, κ, ε) := −εd log
ˆ
V∞(u,A,κ,ε)
exp
(
−H∞(ϕ,A, ε)
)
dϕ,
(5)
where
V(u,A, κ, ε) =
{
ϕ : Aε → Rm| ε
d
|A|d
∑
x∈Aε
|u− εϕ|p ≤ κp
}
V∞(u,A, κ, ε) =
{
ϕ : εZd → Rm| ε
d
|A|d
∑
x∈Aε
|u− εϕ|p ≤ κp, and ϕ(x) = ϕu,ε(x) ∀x 6∈ Aε
}
,
where ϕu,ε is defined in (1).
Remark 2.4. From the physical point of view in the above expression it is natural to pass to the
limit first for ε ↓ 0 and afterwords for κ ↓ 0. This is due to the close relation of the free-energy to
the Large Deviation Principle. Due to the generality of our formulation it is not true in general that
the above described limits exist.
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In order to understand weather the limit first in ε ↓ 0 and afterwords in κ ↓ 0 (or up to sub-sequences)
exists it is natural to introduce the following notations:
F ′(u,A, κ) := lim inf
ε↓0
F (u,A, κ, ε)
F ′′(u,A, κ) := lim sup
ε↓0
F (u,A, κ, ε)
F ′(u,A) := lim
κ↓0
lim inf
ε↓0
F (u,A, κ, ε) = lim
κ↓0
F ′(u,A, κ)
F ′′(u,A) := lim
κ↓0
lim sup
ε↓0
F (u,A, κ, ε) = lim
κ↓0
F ′′(u,A, κ)
F ′∞(u,A, κ) := lim inf
ε↓0
F∞(u,A, κ, ε)
F ′′∞(u,A, κ) := lim sup
ε↓0
F∞(u,A, κ, ε)
F ′∞(u,A) := lim
κ↓0
lim inf
ε↓0
F∞(u,A, κ, ε) = lim
κ↓0
F ′∞(u,A, κ)
F ′′∞(u,A) := lim
κ↓0
lim sup
ε↓0
F∞(u,A, κ, ε) = lim
κ↓0
F ′′∞(u,A, κ)
(6)
One of the main steps will be to show that F ′∞ = F ′ and that F ′′∞ = F ′′. The basic intuition
behind is the so called interpolation lemma, which is well-known in the Γ-convergence community.
Very informally, what it says that if one imposes “closeness” in Lp(A) to some regular function u,
then one can also impose the boundary condition by “paying a very small price in energy”. More
precisely, given a sequence {vn} such that vn → u in Lp(A), where A is an open set, then there
exists a sequence {v˜n}, such that v˜n → u in Lp(A), v˜n|∂Ω = u|∂Ω and such that
lim inf
n
ˆ
A
|∇v˜n|2 ≤ lim inf
n
ˆ
A
|∇vn|2.
Remark 2.5. (i) The functional F (u,A, κ, ε) is monotonically decreasing in δ, κ > 0, i.e.
F (u,A, κ, ε) ≤ F (u,A, κ+ δ, ε).
This justifies the outer limit in the formulas of (6). Moreover, the outer limit in the formulas
in in (6) can be substituted with the supremum i.e.,
F ′(u,A) := sup
κ>0
lim inf
ε↓0
F (u,A, κ, ε) = sup
κ>0
F ′(u,A, κ),
F ′′(u,A) := sup
κ>0
lim sup
ε↓0
F (u,A, κ, ε) = sup
κ>0
F ′′(u,A, κ).
(ii) Let A,B be two open sets such that A ∩B = ∅, then from the definitions it is not difficult to
prove that
F ′(u,A) + F ′(u,B) = F ′(u,A ∪B) and F ′′(u,A) + F ′′(u,B) = F ′′(u,A ∪B).
(iii) Whenever the function u is linear and the functions fξ,ε do not depend on ε and the space
variable x, it is well-known that F ′ = F ′′. In Theorem 2.21, we are going to prove a more
general result, which contains as a particular case the previous claim.
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Proposition 2.6. The maps F ′, F ′′ are lower semicontinuous with respect to the Lp(A) convergence.
Moreover, there exists a sequence {εn} such that
F ′{εn}(u) = F
′′
{εn}(u), (7)
where
F ′{εn}(u) := limκ↓0
lim inf
n→∞ F (u,A, κ, εn) and F
′′
{εn}(u) := limκ↓0
lim sup
n→∞
F (u,A, κ, εn).
Proof. Let us recall the notations
F ′{εk}(u,A, κ) = lim infn→+∞ F (u,A, κ, εn) and F
′′
{εk}(u,A, κ) = lim sup
n→+∞
F (u,A, κ, εn).
Using F (v,A, κ, ε) ≥ F (u,A, κ+ δ, ε) where ‖u− v‖Lp(A) < δ, one has that
F ′(v,A, κ) = lim inf
n→∞ F (u,A, κ, εn) ≥ lim infn→∞ F (v,A, κ+ δ, εn) = F
′(u,A, κ+ δ).
Thus,
lim inf
v→u supκ>0
F ′(u,A, κ) ≥ sup
κ>0
F ′(u,A, κ+ δ)
and finally passing also to the supremum in δ one has that F ′ is lower semicontinuous. The statement
for F ′′ follows in a similar fashion.
Fix D a countable dense set in Lp(A) and let U be the set of all balls centered in the elements of D
with radii in [0, 1] ∩Q. Let us enumerate the balls in U , namely U := {Bi : i ∈ N}.
Let u1 ∈ B1 be such that
F ′(u1, A) ≤ inf
u∈B1
F ′(u) + diam(B1).
Let {ε(1)n } be the sequence such that
F ′(u1, A) = F ′′(u1, A) = lim
κ↓0
lim
n→∞F (u1, A, κ, ε
(1)
n ).
In a similar way as for B1, let u2 ∈ B2 be such that
F ′{ε(1)n }
(u2, A) ≤ inf
u∈B2
F ′{ε(1)n }
(u) + diam(B2).
Moreover, let {ε(2)n } ⊂ {ε(1)n } be such that
F ′(u2, A) = lim
κ↓0
lim
n→∞F (u,A, κ, ε
(2)
n ).
By an induction procedure it is possible to produce a subsequence {ε(k+1)n } ⊂ {ε(k)n } such that
F ′(uk, A) = lim
κ↓0
lim
n→∞F (uk, A, κ, ε
(k)
n ),
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where uk is chosen such that
F ′{ε(k+1)n }
(uk+1, A) ≤ inf
Bk+1
F ′{ε(k)n }
+ diam(Bk+1).
By a diagonal argument it is possible to chose a single sequence {εk}, such that all the above are
satisfied. Because the second claim of the Proposition 2.6 consists in showing (7) for a particular
sequence, one can assume without loss of generality that it satisfies the above relations.
Let us now show that F ′{εn} = F
′′
{εn}. From the definitions it is trivial that F
′
{εn} ≤ F ′′{εn}. Let us
now show the opposite inequality. Fix u. For every i such that u ∈ Bi we have that2
F ′{εn}(u,A) + diam(Bi) ≥ F ′{εn}(ui, A) = F ′′{εn}(ui, A).
Passing to the limit for i → ∞, using the lower semicontinuity of F ′′{εn}, and the arbitrarity of
diam(Bi), we have the desired result.
Fix Ω an open set, ε > 0 and u ∈W 1,p(Rd) and let ϕu,ε be defined by in (1).
We are now able to write the main result in this section:
Theorem 2.7. Assume the above hypothesis. Then for every infinitesimal sequence (εn) there exists
a subsequence (εnk) and there exists a function W : Ω× Rd×m → R (depending on {εnk}) such that
F ′{εnk}(u,A) = F
′′
{εnk}(u,A) =
ˆ
A
W (x,∇u) dx. (8)
2.3 Proofs
The next technical lemma asserts that finite difference quotients along any direction can be controlled
by finite difference quotients along the coordinate directions:
Lemma 2.8 ([1, Lemma 3.6]). Let A ∈ A(Ω) and set Aε = {x ∈ A : dist(x, ∂A) > 2
√
dε}. Then
for any ξ ∈ Zd and ϕ : Aε → Rm, it holds∑
x∈Rξε(A)
∣∣∣ϕ(x+ εξ)− ϕ(x)|ξ| ∣∣∣p ≤ C
d∑
i=1
∑
x∈Reiε (A)
|∇iϕ(x)|p, (9)
where the constant C is independent of ξ.
The following lemma is a simple modification of [8, Lemma A.1]:
Lemma 2.9. Let A ⊂ Rd and let g : R→ [0,+∞] be such thatˆ
R
exp(−g(t)) dt =: c.
Then there exists ε0 such that for every ε ≤ ε0, it holds
ˆ
V∞(0,A,κ,ε)
exp(−
∑
x∈Aε
d∑
i=1
g(|∇iϕ(x)|)) dϕ ≤ exp
(
C|Aε| log(c)
)
.
2by the above construction
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Moreover,
ˆ
V(0,A,κ,ε)
exp(−
d∑
i=1
∑
R
ei
ε
g(|∇iϕ(x)|)) dϕ ≤ C|Aε|
ε
exp
(
C|Aε| log(c)
)
.
Proof. The second statement is contained in [8, Lemma A.1]. We will show now how to obtain the
first statement which is also a simple modification of [8, Lemma A.1]. To see how to get the above
statement it is enough to find a connected curve Γ such that visits all the points exactly once, whose
initial point is outside of Aε and afterwards never leaves Aε. As this curve can be seen as a graph
we have that ∑
x∈Aε
d∑
i=1
g(∇iϕ) ≥
∑
e∈Edg(Γ)
g(|∇eϕ|)
By using the above we have that
ˆ
V(0,A,κ,ε)
exp(−
∑
x∈Aε
d∑
i=1
g(|∇iϕ(x)|)) dϕ ≤
ˆ
R|Γ|
exp
(− ∑
e∈Edges(Γ)
g(|∇eϕ|)
)
dϕ
from which the claim follows.
Let Gλ be the free-energy (see (5) for the definition) induced by the Hamiltonian
H˜λ(ϕ,A, ε) := λ
d∑
i=1
∑
x∈Reiε (A)
|∇iϕ|p.
Lemma 2.10. Let A be an open set. Then, there exist constants Cλ, Dλ, such that it holds
|A|Cλ ≤ lim inf
ε↓0
Gλ(0, A, κ, ε) ≤ lim sup
ε↓0
Gλ(0, A, κ, ε) ≤ Dλ|A|
Proof. Let us prove now the upper bound, namely
Gλ(0, A, κ, ε) ≤ Dλ|A|. (10)
Let us observe that
H˜λ(ϕ,A, ε) ≤ 2p−1d · λ
∑
x∈Aε
|ϕ(x)|p, (11)
hence
ˆ
V(0,A,κ,ε)
exp
(
−H˜λ(ϕ,A, ε)
)
≥
ˆ
{ϕ: |εϕ|≤κ}
exp
(
−
∑
x∈Aε
|ϕ(x)|p
)
.
Thus, by using the Fubini Theorem, we have that
ˆ
V(0,A,κ,ε)
exp
(
−H˜λ(ϕ,A, ε)
)
≥ exp
(
−ε−dDε,ε|A|
)
,
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where
Dε,λ := − log
ˆ
|t|≤κ/ε
exp (−tp) .
Using the definition of the free-energy, and the fact that Dε,λ → − log
´
R exp (−tp), we have the
first part of the claim.
The second inequality is implied by Lemma 2.9.
Lemma 2.11. Let {fξ,ε} satisfy our hypothesis. Then there exists a constant D such that for every
κ < 1, one has that
exp
(
−ε−dF (u,A, κ, ε)
)
≤ exp
D|A|ε−d +D d∑
i=1
∑
x∈Reiε (A)
|∇eiϕu,ε(x)|p
 , (12)
where ϕu,ε.
Proof. Given that ‖b− a‖p ≥ 21−p‖a‖p − ‖b‖p one has that there exists a constant C1 such that
H(ϕ,A, ε) ≥ C1
d∑
i=1
∑
x∈Reiε (A)
|∇eiϕ(x)|p ≥ C1
d∑
i=1
∑
x∈Reiε (A)
|∇ψ|p − C1
d∑
i=1
∑
x∈Reiε (A)
|∇ei(ϕu,ε)(x)|p,
where ψ = ϕ− ϕu,ε and ϕu,ε is defined in (1). Hence, the estimate (12) reduces to prove that there
exists a constant D such that
ˆ
V(0,A,κ,ε)
exp
(
− C
d∑
i=1
∑
x∈Reiε (A)
|∇eiϕ|p
)
≤ exp
(
D|A|ε−d
)
.
The above inequality was proved in Lemma 2.10.
Remark 2.12. A simple consequence of the reasoning done in Lemma 2.11, is that there exists a
constant C such that
A 7→ F ′(u,A) + C(‖∇u‖pLp(A) + |A|) A 7→ F ′′(u,A) + C(‖∇u‖pLp(A) + |A|)
are monotone with respect to the inclusion relation i.e., for every A ⊂ B it holds that
F ′(u,A) + C(‖∇u‖pLp(A) + |A|) ≤ F ′(u,B) + C(‖∇u‖pLp(B) + |B|). (13)
Without loss of generality we may assume that F ′ and F ′′ satisfy (13). Indeed, there is a representa-
tion formula as in the claim of Theorem 2.7 for
F{εnk}(u,A) + ‖∇u‖
p
Lp(A) + |A|,
if and only if there is a representation formula for F{εnk}(u,A).
To make analysis less technical, we will assume (13) will be assumed.
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Lemma 2.13. Let fξ,ε satisfy our hypothesis and let A be an open set. Then there exists a constant
D > 0, such that
exp
(
−ε−dF (u,A, κ, ε)
)
≥ exp
−D|A|ε−d − d∑
i=1
∑
x∈Reiε (A)
|∇eiϕu,ε(x)|
 , (14)
where ϕu,ε is defined in (1). Moreover, there exits ε0, D0 such that for every ε < ε0 one has that
exp
(
−ε−dF∞(u,A, κ, ε)
)
≥ exp
−D0|A|ε−d −D0 d∑
i=1
∑
x∈Reiε (A)
|∇eiϕu,ε(x)|
 , (15)
Proof. Let us initially prove (14). Using Lemma 2.8, one has that there exists a constant C such
that
H(ϕ,A, ε) ≤ C
d∑
i=1
∑
x∈Reiε (A)
|∇eiϕ(x)|p
Given that ‖a+ b‖p ≤ 2p−1‖a‖p + 2p−1‖b‖p−1, there exist a constant C1 such that
H(ϕ,A, ε) ≤ C1
d∑
i=1
∑
x∈Reiε (A)
(|∇eiϕu,ε|p + 1) +
d∑
i=1
∑
x∈Reiε (A)
|∇iψ(x)|p,
where ψ = ϕ− ϕu,ε. Hence, the estimate (14) reduces to prove that there exists a constant D such
that
ˆ
V(0,A,κ,ε)
exp
(
− C
d∑
i=1
∑
x∈Reiε (A)
|∇eiϕ|p
)
≤ exp
(
D|A|ε−d
)
.
The above inequality was proved in Lemma 2.10.
Let us now turn to (15). Let A1 ⊃ A.
Given that ‖a+ b‖p ≤ 2p−1‖a‖p + 2p−1‖b‖p−1, there exist a constant C1 such that
H(ϕ,A1, ε) ≤ C1
∑
ξ∈Zd
Cξ
∑
x∈A1,ε
|∇ξψ|p + C1
∑
ξ∈Zd
∑
x∈A1,ε
Cξ(|∇ξϕu,ε|p + 1)
where ψ = ϕ− ϕu,ε and ψ is 0 outside Aε. By using the Lemma 2.8, and because ψ is 0 outside Aε,
we have that ∑
ξ∈Zd
∑
x∈A1,ε
Cξ|∇ξψ|p ≤
∑
x∈A1,ε
d∑
i=1
|∇iψ|p =
∑
x∈Aε
d∑
i=1
|∇iψ|p.
On the other side as, since ϕu,ε is a discretization of u, it is not difficult to show that there exists
an ε0 an C such that ∑
ξ∈Zd
Cξ
∑
x∈A1,ε
|∇ξϕu,ε|p ≤ C
∑
x∈Aε
d∑
i=1
|∇iϕu,ε| (16)
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Hence, the estimate (15) reduces to prove that there exists a constant D such that
ˆ
V(0,A,κ,ε)
exp
(
− C
d∑
i=1
∑
x∈Aε
|∇eiϕ|p
)
≤ exp
(
D|A|ε−d
)
.
The above inequality was proved in Lemma 2.9.
Remark 2.14. From the definitions of F ′′ and F ′′∞ and (14) and (15), it follows
F ′′(u,A) . |A|+ ‖∇u‖pLp(A) (17)
and
F ′′∞(u,A) . |A|+ ‖∇u‖pLp(A). (18)
Lemma 2.15 (exponential tightness). Let A be an open set and K ≥ 0. Denote by
MK :=
{
ϕ : H(ϕ,A, ε) ≥ Kε−d|A|
}
.
and
M∞K :=
{
ϕ : H∞(ϕ,A, ε) ≥ Kε−d|A|
}
.
Then there exist constants D,K0, ε0 such that for every K ≥ K0, ε ≤ ε0 and u ∈ Lp(A) it holds
ˆ
MK∩V(u,A,κ)
exp
(−H(ϕ,A, ε)) ≤ exp(− 1
2
Kε−d|A|+D|A|ε−d −D
d∑
i−1
∑
x∈Reiε (A)
|∇eiϕu|p
)
and
ˆ
M∞K∩V∞(u,A,κ)
exp
(−H∞(ϕ,A, ε)) ≤ exp(− 1
2
Kε−d|A|+D|A|ε−d −D
d∑
i−1
∑
x∈Reiε (A)
|∇eiϕu|p
)
.
Proof. For every ϕ ∈MK it holds
H(ϕ,A, ε) ≥ K/2ε−d + 1
2
H(ϕ,A, ε).
Hence, by using Lemma 2.11, we have the desired result.
We will now proceed to prove the hypothesis of Theorem 2.2.
Even though in the next two lemmas a very similar reasoning is used, they cannot be derived one
from the other.
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Lemma 2.16 (regularity). Let fξ,ε satisfy the usual hypothesis and u ∈W 1,p(Ω). Then
sup
A′bA
F ′′(u,A′) = F ′′(u,A).
Proof. Let us fix A′ b A and N ∈ N (to be chosen later). Let δ = dist(A′, AC), and let 0 <
t1, . . . , tN ≤ δ such that ti+1 − ti > δ2N . Without loss of generality, we may assume that there exists
no x ∈ Aε such that dist(x,AC) = ti. For every i, we define
Ai :=
{
x ∈ Aε : dist(x,AC) ≥ ti
}
and
Sξ,εi := {x ∈ Ai : x+ εξ ∈ A \Ai} .
With the above definitions it holds
Rξε(A) = R
ξ
ε(Ai) ∪Rξε(A \ A¯i) ∪ Sε,ξi ,
thus
Hξ(ϕ,A, ε) ≤ Hξ(ϕ,A \ A¯i, ε) +Hξ(ϕ,Ai, ε) +
∑
x∈Sξ,εi
fξ,ε(∇ϕ(x)).
Hence, by using hypothesis (C2) one has that,
H(ϕ,A, ε) ≤ H(ϕ,Ai, ε) +H(ϕ,A \Ai, ε) +
∑
ξ∈Zd
∑
x∈Sξ,εi
Cξ(|∇ξϕ(x)|p + 1).
Let us now estimate the last term in the previous inequality.
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We separate the sum into two terms∑
ξ∈Zd
∑
x∈Sξ,εi
|∇ξϕ(x)|p =
∑
|ξ|≤M
∑
x∈Sξ,εi
|∇ξϕ(x)|p +
∑
|ξ|>M
∑
x∈Sξ,εi
|∇ξϕ(x)|p, (19)
where M ∈ N. From hypothesis (C2) and by taking M sufficiently large, we may also assume
without loss of generality that ∑
|ξ|≥M
Cξ ≤ δ1,
hence using Lemma 2.8,
∑
|ξ|≥M
∑
x∈Sξ,εi
|∇ξϕ(x)|p ≤ Cδ1
d∑
k=1
∑
x∈Rekε (A)
|∇ekϕ(x)|p ≤ C˜δ1H(ϕ,A, ε),
where in the last inequality we have used hypothesis (C3).
Let |ξ| < M . If εMN ≤ 2δ, then
Sξ,εi ∩ Sξ,εj = ∅ whenever |i− j| ≥ 2.
Without loss of generality we may assume the above condition given that we are interested in ε→ 0.
Given that
N−2∑
i=1
∑
|ξ|<M
∑
x∈Sε,ξi
|∇ξϕ(x)|p ≤ 2CH(ϕ,A, ε),
there exist 0 < i ≤ N − 2 such that∑
|ξ|<M
∑
x∈Sξ,εi
|∇ξϕ|p < 2
N − 2H(ϕ,A, ε). (20)
Let us denote by Ni the set of all ϕ ∈ V(u,A, κ, ε) such that (20) holds for the first time, namely
for every j ≤ i ∑
|ξ|<M
∑
x∈Sξ,εi
|∇ξϕ|p < 2
N − 2H(ϕ,A, ε) (21)
On one side, one has that
ˆ
V(u,A,κ,ε)
exp (−H(ϕ,A, ε)) ≤
N∑
i=1
ˆ
Ni
exp
(−H(ϕ,Ai, ε)−H(ϕ,A \ A¯i, ε)) . (22)
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On the other side, one has that
ˆ
V(u,A,κ,ε)
exp (−H(ϕ,A, ε)) ≥
N∑
i=1
ˆ
NKi
exp (−H(ϕ,A, ε)) , (23)
where NKi := Ni \MK . By using (21), one has that for every ϕ ∈ NKi it holds
H(ϕ,A, ε) ≤ H(ϕ,Ai) +H(ϕ,A \ A¯i) + K|A|ε
−d
N − 2 ,
and for every ϕ it holds
H(ϕ,A, ε) ≥ H(ϕ,Ai, ε) +H(ϕ,A \ A¯i, ε). (24)
Hence,
ˆ
V(u,A,κ,ε)
exp (−H(ϕ,A, ε)) ≥
N∑
i=1
ˆ
NKi
exp
(
−H(ϕ,Ai, ε)−H(ϕ,A \ A¯i, ε)− K|A|ε
−d
N − 2
)
.
By using Lemma 2.15, i.e., the fact that there exist K0, ε0 and D such that for every K > K0 and
ε ≤ ε0 one has thatˆ
MK∩V(u,A,κ,ε)
exp
(−H(ϕ,A, ε)) ≤ exp(− 1
2
Kε−d|A|+Dε−d|A|
)
,
and by using (22), one has that (23) can be further estimated as
exp
(
− Kε
−d
N − 2−
1
2
Kε−d|A|+Dε−d|A|
)
+
ˆ
V(u,A,κ,ε)
exp (−H(ϕ,A, ε))
≥ exp
(
−Kε
−d
N − 2
) N∑
i=1
ˆ
Ni
exp
(−H(ϕ,Ai, ε)−H(ϕ,A \ A¯i)) .
We also notice that by using (24) one has that
N∑
i=1
ˆ
Ni
exp
(−H(ϕ,Ai, ε)−H(ϕ,A \ A¯i, ε)) ≥ ˆ
V(u,A,ε)
exp (−H(ϕ,A, ε)) ,
thus there exists 1 ≤ i0 ≤ N such thatˆ
Ni0
exp
(−H(ϕ,Ai0 , ε)−H(ϕ,A \ A¯i0 , ε)) ≥ 1N
ˆ
V(u,A,ε)
exp (−H(ϕ,A, ε)) . (25)
Without loss of generality, we may assume that i0 = 1. Hence, combining (25) with the previous
estimates we have that
exp
(
− K|A|ε
−d
N − 2 −
1
2
Kε−d|A|+Dε−d|A|
)
+
ˆ
V(u,A,κ,ε)
exp (−H(ϕ,A, ε))
≥ 1
N
exp
(
−K|A|ε
−d
N − 2
) ˆ
N1
exp
(−H(ϕ,A1, ε)−H(ϕ,A \ A¯1)) . (26)
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We notice that the variables H(ϕ,A1, ε) and H(ϕ,A \ A¯1, ε) are independent, thus by using the
Fubini theorem one has thatˆ
V(u,A,κ,ε)
exp
(−H(ϕ,A1, ε)−H(ϕ,A \ A¯1)) ≥ ˆ
V(u,A1,κ,ε)
exp (−H(ϕ,A1, ε))
×
ˆ
V(u,A\A¯1,κ,ε)
exp
(−H(ϕ,A \ A¯1)) , (27)
where in the previous inequality we have also used that
V(u,A \ A¯1, κ, ε) ∩ V(u,A1, κ, ε) ⊂ V(u,A, κ, ε).
From (26) and (27), we have that
F (u,A, κ, ε) ≤ εd log(N) + K
N − 2 + F (u,A1, κ, ε) + F (u,A \ A¯1, κ, ε).
Finally, to conclude it is enough to pass to the limit in ε, then in N and then in κ, and use the
monotonicity of the map A 7→ F ′′(u,A)(see Remark 2.12 ) and Lemma 2.13 to estimate the term
F (u,A \ A¯1, κ, ε).
Lemma 2.17. Let u ∈W 1,p(Rd), and let A be an open set with piecewise regular regular boundary,
suppose that ∂A has finite length, and let u ∈W 1,p(Rd). Then the followings hold
F ′(u,A) = F ′∞(u,A) and F
′′(u,A) = F ′′∞(u,A).
Proof. Given that H∞(ϕ,A, ε) ≥ H(ϕ,A, ε), it is not difficult to notice that
F ′∞(u,A, κ, ε) ≥ F ′(u,A, κ, ε) and F ′∞(u,A, κ, ε) ≥ F ′(u,A, κ, ε).
The rest of the proof will consist in proving the opposite inequalities.
Let A′ ⊂⊂ A and a family of sets (Ai)ni=1 so that
Ai :=
{
x ∈ Aε : dist(x,AC) > ti
}
and Sξ,εi := {x ∈ Ai : x+ εξ 6∈ Ai}
here ti = i
dist(A′,AC)
n . From hypothesis (C2) and Lemma 2.8, one has that for every δ0, there exists
N ∈ N such that
∑
|ξ|>N
∑
x∈Aε
fξ,ε(x,∇ξϕ) ≤
∑
|ξ|>N
∑
x∈Aε
Cξ(|∇ϕ(x)|p + 1) ≤ δ0
∑
x∈Aε
d∑
j=1
(|∇jϕ(x)|p + 1).
Thus, it holds
∑
ξ∈Zd
∑
x∈Aε
fξ,ε(x,∇ϕ(x)) ≤
∑
|ξ|<N
∑
x∈Aε
fξ,ε(x,∇ϕ(x)) + δ0
∑
x∈Aε
d∑
j=1
(|∇jϕ(x)|p + 1).
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The right hand side can be rewritten by∑
|ξ|<N
∑
x∈Ai
fξ,ε(x,∇ξϕ(x)) +
∑
|ξ|<N
∑
x∈Sξ,εi
fξ,ε(x,∇ξϕ(x)) +
∑
|ξ|<N
∑
x∈Aε\Ai
fξ,ε(x,∇ξϕ(x))
+ δ0
∑
x∈Aε
(|∇ϕ(x)|p + 1).
Thus, there exists a constant CN (depending on N) such that
n∑
i=1
∑
|ξ|<N
∑
x∈Sξ,εi
fξ,ε(x,∇ϕ(x)) ≤ CNH(ϕ,A, ε).
From the above one has that there exists 1 ≤ i ≤ n∑
x∈Sξ,εi
fξ,ε(x,∇ϕ(x)) ≤ CN
n
H(ϕ,A, ε). (28)
Thus, the range of interractions N will be fixed, and take n large. Combining the above we have
H∞(ϕ,A, ε) ≤ H(ϕ,Ai, ε) + CN
n
H∞(ϕ,A, ε) +H∞(ϕ,A \Ai, ε),
where in the we have estimated∑
|ξ|<N
∑
x∈Aε\Ai
fξ,ε(x,∇ξϕ(x)) ≤ H∞(ϕ,A \Ai, ε).
As in the proof of Lemma 2.16, by using Lemma 2.15 one can show that there exists i ∈ {1, . . . , n}
and K(depending eventually on N, δ0, p), such that lim supε→0 F∞(0, A, κ, ε) can be bounded from
above by
lim sup
ε↓0
−εd log
ˆ
V(0,A,κ,ε)
exp
(
−H(ϕ,Ai, ε)−H∞(ϕ,A \Ai, ε)−K|A|/nε−d
)
.
Thus by passing to the limit in ε and κ
F ′′∞(u,A) ≤ sup
i
F ′′(u,Ai) + F ′′∞(u,A \A′).
In order to conclude, we use Lemma 2.16 and (18).
Lemma 2.18 (subadditivity). Let A′, A,B′, B ⊂ Ω be open sets such that A′ b A and such that
B′ b B. Then for every u ∈W 1,p one has that
F ′′(u,A′ ∪B′) ≤ F ′′(u,A) + F ′′(u,B).
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Proof. The proof is very similar to Lemma 2.16. We will show the main steps needed to prove the
desired claim.
As in the proof of Lemma 2.16, fix and N ∈ N (to be chosen later). Let δ = dist(A′, AC), and let
0 < t1, . . . , tN ≤ δ such that ti+1 − ti > δ2N .
Without loss of generality, we may assume that there exists no x ∈ Aε such that dist(x,AC) = ti.
For every i, we define
Ai :=
{
x ∈ Aε : dist(x,AC) ≥ ti
}
and
Sξ,εi := {x ∈ Ai : x+ εξ ∈ A \Ai} .
With the above definitions it holds
Rξε(A
′ ∪B′) = Rξε(A′) ∪Rξε(B′ \ A¯i) ∪ Sε,ξi ,
thus
Hξ(ϕ,A′ ∪B′, ε) ≤ Hξ(ϕ,B′ \ A¯i, ε) +Hξ(ϕ,Ai, ε) +
∑
x∈Sξ,εi
fξ,ε(∇ϕ(x)).
By using hypothesis (C2), and Lemma 2.8 one has that,
H(ϕ,A′ ∪B′, ε) ≤ H(ϕ,Ai, ε) +H(ϕ,B′ \Ai, ε) +
∑
ξ∈Zd
∑
x∈Sξ,εi
Cξ(|∇ξϕ(x)|p + 1). (29)
By using the tightness Lemma as in the proof of Lemma 2.16, we can restrict ourselves to restricting
to MK , namely
MK :=
{
ϕ : H(ϕ,A ∪B, ε) ≤ K|A ∪B|ε−d
}
.
We then proceed to write the last term in (29) as the sum of two terms∑
ξ∈Zd
∑
x∈Sξi
Cξ(|∇ξϕ(x)|p + 1) ≤
∑
|ξ|>M
∑
x∈Sξi
Cξ(|∇ξϕ(x)|p + 1) +
∑
|ξ|≤M
∑
x∈Sξi
Cξ(|∇ξϕ(x)|p + 1) (30)
The first term in the r.h.s. of (30), can be dealt in the same way as in Lemma 2.16. Similarly to
(20), we have that that there exist 0 < i ≤ N − 2 such that∑
|ξ|<M
∑
x∈Sξ,εi
|∇ξϕ|p < 2
N − 2H(ϕ,A ∪B, ε).
After this step the proof continues in the same manner as the proof of Lemma 2.16.
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Lemma 2.19 (locality). Let u, v ∈W 1,p(Ω) such that u ≡ v in A. Then
F ′(u,A) = F ′(v,A) and F ′′(u,A) = F ′′(v,A) (31)
Proof. The statement follows from the definitions.
Proof of Theorem 2.7.
Let us suppose initially that there exists a sequence for which F (·, ·) = F ′(·, ·) = F ′′(·, ·). Then
to conclude it is enough to notice that F satisfies the conditions of Theorem 2.2. Indeed, in the
previous Lemmas we prove that all the conditions (i)-(v) of Theorem 2.2 hold.
Corollary 2.20. Because of Lemma 2.17, the same statement holds true for F∞. This in particular
implies that for the sequence {εnk} in Theorem 2.7 there holds a large deviation principle with rate
functional
I(v) =
ˆ
Ω
W (x,∇v) dx− min
v¯∈W 1,p0 (Ω)+u
ˆ
Ω
W (x,∇v¯(x))dx. (32)
2.4 Homogenisation
In this section we will show that if the functions fξ,ε are obtained by rescaling by ε in the space
variable, then a LDP result holds true. This models the case when the arrangement of the “material
points” presents a periodic feature, namely:
(H1) periodicity:
fξ,ε(x, t) = f
ξ
(x
ε
, t
)
where the functions f ξ are such that f ξ(x+Mei, t) = f
ξ(x, t).
(H2) lower bound on the nearest neighbours:
fei(x, t) ≥ c1(|t|p − 1)
(H3) upper bound
f ξ(x, t) ≤ Cξ(|t|p + 1)
The next homogenization result follows from Theorem 2.7 and adapting homogenization arguments
to our setting. For a similar result on the discrete see also [1].
Theorem 2.21. Let the functions f ξξ,ε satisfy the above conditions. Then there exists a function
fhom such that for every A ⊂ Ω open set it holds
F (u,A) =
{´
A fhom(∇u) if u ∈W 1,p(Ω;Rd)
+∞ otherwise, (33)
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where
fhom(M) :=
1
|A| limε↓0 F
′(Mx,A, κ, ε). (34)
Proof. The proof is an adaptation
Let (εn) be a sequence of positive numbers converging to 0. From Proposition 2.7 we can extract a
subsequence (that we do not relabel for simplicity) such that
F ′{εn}(u,A) = F
′′
{εn}(u,A) =
ˆ
A
f{εn}(x,∇u) dx.
The theorem is proved if we show that f does not depend on the space variable x and on the chosen
sequence εn. To prove the first claim, by Theorem 2.2, it suffices to show that, if one denotes by
F (u,A) =
ˆ
A
f(x,∇u) dx,
then
F (Mx,B(y, ρ)) = F (Mx,B(z, ρ))
for all M ∈ Rd×m, y, z ∈ Ω and ρ > 0 such that B(y, ρ) ∪B(z, ρ) ⊂ Ω. We will prove that
F (Mx,B(y, ρ)) ≤ F (Mx,B(z, ρ)).
The proof of the opposite inequality is analogous.
Let x, y ∈ Rd and let xε = arg min(dist(y, x + (εM)Zd))
]
. Then xε → y as ε ↓ 0. From the
periodicity hypothesis, one has that
F
(
M,B(x, ρ, κ, ε)
)
= F
(
M,B(xε, ρ, κ, ε)
) ≤ F (M,B(y, ρ+ δ, κ, ε))
where in the last inequality we have used the monotonicity with respect to the inclusion relation of
A 7→ F (u,A, κ, ε) and δ is such that |y − xε| ≤ δ.
Let us now turn to the independence on the sequence on the chosen sequence. Let us initially notice
that because of the LDP, whenever u = Mx where M is a linear map it holds
F ′(u,A, κ) = F ′(u,A) and F ′′(u,A, κ) = F ′′(u,A). (35)
Because of Theorem 2.2, it is enough to show that for every linear map M the following limit exists
and
1
|A| limε↓0 F
′(Mx,A, κ, ε)
The existence of the above limit(and its independence on κ) follows easily by the standard methods
with the help of an approximative subadditivity. A simple proof can be found in [8, Proposition 1.2].
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3 SBV Representation Theorem
In this section we extend the results of the previous section to more general local interactions, where
the problem relaxes naturally in SBV. The strategy will be very similar to the one used in Section 2.
One key argument in the previous section was Theorem 2.2. We will replace this result from the
literature with a similar representation theorem for SBV functions.
3.1 A very short introduction to SBV
Before going into the details of our main Theorem of this section, let us define the functional
spaces BV and SBV. For a general introduction on these spaces see [2]. However, please notice
that the definitions given in this section differ slightly from the ones in [2]. More precisely, in the
following, we additionally impose the finiteness of (n− 1)-Hausdorff measure of the jump set. This
technical modification is done in order to be able to use the general representation theorems, namely
Theorem 3.4
Let Ω be an open set. We say that u ∈ L1(Ω) belongs to BV(Ω), if there exists a vector measure
Du = (D1u, . . . ,Dnu) with finite total variation in Ω, such that
ˆ
Ω
u∂iϕdx = −
ˆ
ϕdDiu ∀ϕ ∈ C10 (Ω)
Let Du = Dau+Dsu be the Radon-Nikodym decomposition of Du in absolutely continuous and
singular part with respect to the Ln and let ∇u be the density of Dau. It can be seen that u is
approximately differentiable at x and the approximate differential equals to ∇u(x), i.e.,
lim
ρ↓0
ρ−n
ˆ
Bρ(x)
|u(y)− u(x)− 〈∇u, y − x〉|
|y − x| dy = 0
for Ln- a.e.x ∈ Ω.
For the singular part, it is useful to introduce the upper and lower approximate limits u+, u−,
defined by
u−(x) = inf {t ∈ [−∞,+∞] : {x ∈ Ω : u(x) > t} has density 0 at x}
u+(x) = sup {t ∈ [−∞,+∞] : {x ∈ Ω : u(x) < t} has density 0 at x} .
It is well-known that u+(x) ∈ R for Hd−1- a.e.x ∈ Ω. The jump set Su is defined by
Su := {x ∈: u−(x) < u+(x)} .
We define the jump part Ju of the derivative as the restriction of Dsu to the jump set Su. We also
recall that there exists a Borel map νu : Su → Sd−1 such that
νEt(x) = νu for Hd−1 a.e.x ∈ ∂∗Et ∩ Su
for any t such that Et := {x : u > t}.
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Proposition 3.1. Let u ∈ BV(Ω). Then, the jump part of the derivative is absolutely continuous
with respect to Hd−1 and
Ju = (u+ − u−)νuHd−1 Su
Finally, we define the space SBVp(Ω) as the set of functions u ∈ BV(Ω) such that ∇u ∈ Lp(Ω)
Dsu = Ju and
Hd−1(Su) < +∞. (36)
Note that in [2] the condition (36) is not imposed.
3.2 Preliminary results
Let us now recall some well-known results, which will be useful in the sequel.
Theorem 3.2 ([2, Theorem 4.7]). Let ϕ : [0,+∞) → [0,+∞], θ : [0,+∞) → [0,+∞] be a lower
semicontinuous function increasing functions and assume that
lim
t→+∞
ϕ(t)
t
= +∞ and lim
t→0
θ(t)
t
= +∞ (37)
Let Ω ⊂ Rn be an open and bounded and let (uh) ⊂ SBV(Ω) such that
sup
{ˆ
Ω
ϕ(|∇uh|) +
ˆ
Juh
θ(|u+h − u−h |) dHn−1
}
< +∞. (38)
If (uh) weakly* converges in BV(Ω), then u ∈ SBV(Ω), the approximate gradients ∇uh weakly
converge to ∇u ∈ (L1(Ω))N . Djuh weakly* converge to Dju ∈ Ω andˆ
Ω
ϕ(|∇u|) dx ≤ lim inf
h→+∞
ˆ
Ω
ϕ(|∇uh|) dx if ϕ is convexˆ
Ju
θ(|u+ − u−|) dHn−1 ≤ lim inf
h→+∞
ˆ
Juh
θ(|u+h − u−h |) dHn−1
if θ is concave.
Theorem 3.3 (Compactness SBV [2, Theorem 4.8]). Let ϕ, θ as in Theorem 3.2. Let (uh) in
SBV(Ω) satisfy (38) and assume in addition that ‖uh‖∞ is uniformly bounded in h. Then there
exists a subsection (uhk) weakly* converging in BV(Ω) to u ∈ SBV(Ω).
We now give the a set of condition which give a representation formula similar to the one of
Theorem 2.2.
Let
F : SBVp(Ω,Rd)×A(Ω)→ [0,+∞]
such that the followings hold:
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(H1) F(u, ·) is the restriction to A(Ω) of a Radon measure,
(H2) F(u,A) = F(v,A) whenever u = v Ln a.e.on A ∈ A(Ω),
(H3) F(·, A) is L1 l.s.c.,
(H4) there exists a constant C such that
1
C
(ˆ
A
|∇u|p dx+
ˆ
S(u)∩A
(
1 + |u+ − u−|) dHn−1)
≤ F(u,A)
≤ C
( ˆ
A
|∇u|p dx+
ˆ
S(u)∩A
(
1 + |u+ − u−|) dHn−1).
(39)
Here, Ω is an open bounded set of Rn. As before, A(Ω) is the class of all open subsets of Ω and
SBVp(Ω) is the space of functions u ∈ SBV(Ω) such that ∇u ∈ Lp(Ω) and Hn−1
(
Ju
)
< +∞. For
every u ∈ SBVp(Ω) and A ∈ A(Ω) define
m(u;A) := inf {F(u;A) : w ∈ SBVp(Ω) such that w = u in a neighbourhood of ∂A}
The role of Theorem 2.2, will be played by the following result, whose proof can be founded in [3].
Theorem 3.4. Under hypotheses (H1)-(H4), for every u ∈ SBVp(Ω) and A ∈ A(Ω) there exists a
function W1 and W2 such that W1 is quasi-convex, W2 is BV-elliptic and such that
F(u,A) :=
ˆ
A
W1(x, u,∇u) dx+
ˆ
A∩Su
W2(x, u
+, u−, νu) dHn−1.
Moreover, the functions W1 and W2 can be computed via
W1(x0, u0, ) := lim sup
ε→0+
m
(
u0 + ξ(· − x0), Q(x0, ε)
)
εn
W2(x0, a, b, ν) := lim sup
ε→0+
m
(
ux0,a,b,ν , Qν(x0, ε)
)
εn−1
for all x0 ∈ Ω, u0, a, b ∈ Rd, ξ ∈ Rd, ν ∈ Sn−1 and where
ux0,a,b,ν(x) :=
{
a if (x− x0) · ν > 0,
b if (x− x0) · ν ≤ 0.
As ux0,b,a,ν = ux0,a,b,ν Ln a.e. in Qν(x0, ε) = Q−ν(x0, ε), one has that
W2(x0, b, a,−ν) = W2(x0, a, b, ν),
for every x0 ∈ Ω, a, b ∈ Rd and ν ∈ Rd.
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Remark 3.5. Condition (39), can be softened to
1
C
( ˆ
A
|∇u|p dx+
ˆ
S(u)∩A
(|u+ − u−|) dHn−1)
≤ F(u,A)
≤ C
(ˆ
A
|∇u|p dx+
ˆ
S(u)∩A
(|u+ − u−|) dHn−1).
(40)
Indeed, let us suppose that F satisfies only (40). By the same theorem(Theorem 3.4) it is possible to
represent Fcal(u,A) +H(Su ∩A), thus by removing the subtracted part it is possible to represent F .
Finally, let us recall also the following result:
Theorem 3.6 ([7]). Assume that ∂Ω is locally Lipschitz and let u ∈ SBVp(Ω,Rm). for every ε > 0
there exists a function v ∈ SBVp(Ω,Rn) such that
(i) Sv is essentially closed.
(ii) Sv is a polyhedral set
(iii) ‖u− v‖Lp ≤ ε
(iv) ‖∇u−∇v‖ ≤ ε
(v) |Hn−1(Su)−Hn−1(Sv)| ≤ ε
(vi) v ∈ C∞(Ω \ Sv)
3.3 Hypothesis and Main Theorem
Given Theorem 3.2, it is natural to impose the following hypothesis.
Let g(1) a monotone convex functions such that there exists a constant C such that
g(1)(t) ≥ C max(tp − 1, 0)
and g(2) be a monotone concave function such that
g(2)(t) ≥ c > 0 and lim
t↑∞
g(1)(t)
t
= +∞.
The typical example we have in mind is when g(1)(t) := tp and g(2)(t) := 1 + tα, where 0 < α < 1
and p > 1.
Let Tε ↑ ∞ be such that εTε ↓ 0. We denote
gε(x) =
{
g(1)(‖x‖) if ‖x‖ < Tε,
1
εg
(2)(ε‖x‖) if ‖x‖ ≥ Tε.
We will also assume that there exists a constant C such that g(1)(Tε) ≤ Cε g(2)(Tεε), and that for
every M > 0 there exists a constant CM such that
gε(M |t|) ≤ CMgε(|t|).
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Let (fξ,ε) be a family of local interactions such that for every ξ, ε it holds
fξ,ε(x, t) . Cξ
(
gε(|t|) + 1
)
(41)
with
∑
ξ∈Zd |ξ|Cξ < +∞, and such that for every 1 ≤ j ≤ d it holds
fei,ε(x, t) &
(
gε(|t|)− 1
)
(42)
We will assume also that there exists a constant M < +∞ such thatˆ
R
exp (−gε(t)) dt ≤M.
Let us now define the Hamiltonians as
H(u,A, ε) =
∑
ξ∈ZN
∑
x∈Rξε(A)
fξ,ε
(
x,
ϕ(x+ εξ)− ϕ(x)
|ξ|
)
and
H∞(ϕ,A, ε) :=
∑
ξ∈Zd
∑
x∈Aε
fε,ξ(x,∇ξϕ(x)).
Remark 3.7. Let u ∈ SBVp(Ω) ∩ L∞(Ω). Then one can show there exists an discretized ϕu,ε such
that
‖u‖SBVp . εd
∑
x∈εZd∩Ω
gε(∇ϕu,ε) . ‖u‖SBVp .
Indeed, whenever u is piecewise in C∞, the statement is trivial. In order to conclude the general
case it is enough to use Theorem 3.6.
Let us discuss very informally the above hypothesis. The function gε will play the role of ‖ · ‖p
in Section 2 and the conditions on g(1) and g(2) are in order to ensure the compactness and lower
semicontinuity. Given that a discrete function can be interpolated by continuous functions, it
does not make sense to talk about jump set. However, it makes sense to consider as a jump set,
the set of points where the discrete gradient is bigger that a certain threshold Tε. Indeed, if we
were approximating a function with a jump, it is expected that the gradient would explode(in
a neighbourhood of the jump set) like δ/ε, where δ is the amplitude of the jump and ε is the
discretization parameter. Thus Tε ↑ ∞. Indeed, suppose that the function we are approximating is
δχB, where δ is a small parameter and B is the unit ball. Then the jump set would be the set of
points where the gradient goes like δε . Thus in order to “catch” jumps of order δ one needs that the
limε↓0 Tεε ≤ δ. Thus limε↓0 Tεε = 0.
As in the previous section, one of the main steps will be to show that F ′∞ = F ′ and that F ′′∞ = F ′′.
The basic intuition behind, is again a version of the interpolation lemma. As before, we will show
that if one imposes “closeness” v in Lp(A) to some regular function u, then one can impose also the
boundary condition by “paying a very small price in energy”. More precisely, given a sequence {vn}
such that vn → u in Lp(A), where A is an open set, then there exists a sequence {v˜n} such that
v˜n → u, such that v˜n|∂Ω = u|∂Ω and
lim inf
n
‖v˜n‖SBVp(A) ≤ lim infn ‖vn‖SBVp(A).
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Remark 3.8. Let f : [0,+∞)→ [0,+∞) be a monotone function. Then, it is immediate to have
f
( 1
N
N∑
i=1
ti) ≤
∑
i
f(ti),
where ti > 0.
Similarly as in Section 2, for every A ∈ A(Ω), we define the free-energy as
F (u,A, κ, ε) := −εd log
ˆ
V(u,A,κ)
exp
(
−H(ϕ,A, ε)
)
dϕ
F∞(u,A, κ, ε) := −εd log
ˆ
V∞(u,A,κ)
exp
(
−H∞(ϕ,A, ε)
)
dϕ
where
V(u,A, κ) =
{
ϕ : Aε → Rm| ε
d
|A|d
∑
x∈Aε
|u− εϕ|p ≤ κp
}
V∞(u,A, κ) =
{
ϕ : εZd → Rm| ε
d
|A|d
∑
x∈Aε
|u− εϕ|p ≤ κp, and ϕ(x) = ϕu,ε(x) ∀x 6∈ Aε
}
,
where ϕu,ε is defined in (1).
Similarly as in Section 2, let us introduce the following notations:
F ′(u,A, κ) := lim inf
ε↓0
F (u,A, κ, ε)
F ′′(u,A, κ) := lim sup
ε↓0
F (u,A, κ, ε)
F ′(u,A) := lim
κ↓0
lim inf
ε↓0
F (u,A, κ, ε) = lim
κ↓0
F ′(u,A, κ)
F ′′(u,A) := lim
κ↓0
lim sup
ε↓0
F (u,A, κ, ε) = lim
κ↓0
F ′′(u,A, κ)
F ′∞(u,A, κ) := lim inf
ε↓0
F∞(u,A, κ, ε)
F ′′∞(u,A, κ) := lim sup
ε↓0
F∞(u,A, κ, ε)
F ′∞(u,A) := lim
κ↓0
lim inf
ε↓0
F∞(u,A, κ, ε) = lim
κ↓0
F ′∞(u,A, κ)
F ′′∞(u,A) := lim
κ↓0
lim sup
ε↓0
F∞(u,A, κ, ε) = lim
κ↓0
F ′′∞(u,A, κ)
We are now able to write the main result of this section.
Theorem 3.9. Assume the previous hypothesis and that u ∈ SBVp∩L∞. Then for every infinitesimal
sequence (εn) there exists a subsequence εnk and functions W1 : Ω×Rd×m → R and W2 : Ω×Rm ×
Sd−1 → R such that
F (u,A) := F ′nk(u,A) = F
′′
nk
(u,A) =
ˆ
A
W1(x,∇u) dx+
ˆ
Su
W2(x, u
+(x)− u−(x), νu(x)),
where the function W1 is a quasiconvex function and W2 is a BV-elliptic function and depend on
the chosen subsequence {εnk}.
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3.4 Proofs
The next technical lemma is a version of Lemma 2.8, that asserts that finite difference quotients
along any direction can be controlled by finite difference quotients along the coordinate directions.
Lemma 3.10. Let A ⊂ A(Ω) and set Aε =
{
x ∈ A : dist(x,A) > 2√Nε
}
. Then there exists a
dimensional constant C := C(N) such that for any ξ ∈ ZN there holds
∑
x∈Reiε (Aε)
gε
(∇ξu(x)) ≤ C|ξ| N∑
i=1
∑
x∈Reiε (A)
gε(∇eiu(x)).
Proof. As in the proof of Lemma 2.8, let ξ ∈ Zd. By decomposing it into coordinates, it is not
difficult to notice that it can be written as
ξ =
Nξ∑
k=1
αk(ξ)eik ,
where Nξ ≤ δ|ξ| and αk(ξ) ∈ {−1, 1}. Denote by
ξk =
Nξ∑
j=1
αk(ξ),
hence |ξk| ≤ |ξ| for all k. Thus
∇ξu(x) = 1|ξ|
Nξ∑
k=1
∇αk(ξ)eiu(x+ εξk)
Moreover, by the monotonicity of gε, we have
gε
( 1
Nξ
Nξ∑
k=1
∇αk(ξ)eiu(x+ εξk)
)
≤
Nξ∑
k=1
gε
(
∇αk(ξ)eiu(x+ εξk)
)
Finally by summing over all ξ, exchanging the sums and using the equivalence of the norms i.e.,
|ξ| ≤ Nξ ≤ d|ξ| one has the desired result.
As in the previous section, let Gλ be the free-energy (see (5) for the definition) induced by the
Hamiltonian
H˜λ(ϕ,A, ε) := λ
d∑
i=1
∑
x∈Reiε (A)
gε(|∇iϕ|).
Similarly to Lemma 2.10, one can prove
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Lemma 3.11. There exists constants Cλ, Dλ, such that it holds
Cλ|A| ≤ Gλ(0, A, κ, ε) ≤ Dλ|A|
The next proof is the analog of Lemma 2.11.
Lemma 3.12. Let {fξ,ε} satisfy the usual hypothesis. Then there exists a constant D > 0 and
ε0 > 0 such that for every κ < 1 it holds
exp
(
−ε−dF (u,A, κ, ε)
)
≤ exp
D|A|ε−d +D ∑
ξ∈Reiξ (A)
d∑
i=1
gε(∇eiϕu,ε)
 , (43)
where ϕu,ε is defined in (1).
Proof. Given that gε(|a|) . gε(|a− b|) + gε(|b|) one has that there exist constants C1 such that
H(ϕ,A, ε) ≥ C1
d∑
i=1
∑
x∈Reiε (A)
gε(|∇eiϕ(x)|)
≥ C1
d∑
i=1
∑
x∈Reiε (A)
gε(|∇ψ|)− C˜1
d∑
i=1
∑
x∈Reiε (A)
gε(|∇eiϕu,ε(x)|)
where ψ = ϕ− ϕu,ε. Hence the estimate (43) reduces to prove that there exists a constant D such
that
ˆ
{‖εϕ‖≤κ}
exp
−C d∑
i=1
∑
x∈Reiε (A)
gε(|∇eiϕ|)
 ≤ exp(D|A|ε−d) .
The above follows from Lemma 3.11.
As in Remark 2.12, we have the following:
Remark 3.13. Let u ∈ L∞ ∩ SBVp, then along the lines of Lemma 3.12 one can easily prove that
there exists a constant C such that
A 7→ F ′(u,A) + C(‖u‖SBVp(A) + |A|) A 7→ F ′′(u,A) + C(‖u‖SBVp(A) + |A|) (44)
are monotone with respect to the inclusion relation.
Without loss of generality we may assume that F ′ and F ′′ satisfy (44). Indeed, recall that there is a
representation formula as in the claim of Theorem 2.7 for
F{εnk}(u,A) + C(‖u‖SBVp(A) + |A|),
if and only if there is a representation formula for F{εnk}(u,A).
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Lemma 3.14. Let fξ,ε satisfy our hypothesis and let A be an open set. Then there exists a constant
C,D > 0 such that
exp
(
−ε−dF (u,A, κ, ε)
)
≥ exp
−D|A|ε−d − C d∑
i=1
∑
x∈Reiε
gε
(|∇eiϕu,ε(x)|)

where ϕu,ε is defined in (1).
Proof. Using Lemma 3.10, one has that there exists a constant C such that
H(ϕ,A, ε) ≤ C
d∑
i=1
∑
x∈Reiε (A)
gε(|∇eiϕ|)
Given that gε(a+ b) ≤ gε(2a) + gε(2b) . gε(a) + gε(b), there exist a constant C1 such that
H(ϕ,A, ε) ≤ C1
d∑
i=1
∑
x∈Reiε (A)
(gε(|∇eiϕε,u|) + 1) + 2d
d∑
i=1
∑
x∈Aε
gε(|∇eiψ(x)|),
where ψ = ϕ− ϕu,ε. Hence, the estimate (43) reduces to prove that there exists a constant D such
that
ˆ
V(0,A,κ,ε)
exp
(
−C
d∑
i=1
∑
x∈Aε
gε(|∇eiψ(x)|)
)
≥ (εκ)−d exp
(
D|A|ε−d
)
.
The above inequality was proved in Lemma 2.10.
Lemma 3.15 (exponential tightness). Let A be an open set and K ≥ 0. Denote by
MK :=
{
ϕ : H(ϕ,A, ε) ≥ Kε−d|A|
}
.
Then there exists a constant D,K0, ε0 such that for every K ≥ K0, ε ≤ ε0 it holds
ˆ
MK∩V(u,A,κ)
exp
(−H(ϕ,A, ε)) ≤ exp(− 1
2
Kε−d +Dε−d −D
d∑
i−1
∑
x∈Reiε (A)
gε(|∇eiϕu|)
)
Proof. For every ϕ ∈MK it holds
H(ϕ,A, ε) ≥ K/2ε−d +H(ϕ,A, ε).
Hence, by using Lemma 3.14 we have the desired result.
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The proof of the following lemma is similar to Lemma 2.16.
Lemma 3.16 (regularity). Let fξ satisfy the usual hypothesis and u ∈ SBVp ∩ L∞ then
sup
A′bA
F ′′(u,A′) = F ′′(u,A).
Proof. Let us fix A′ b A and N ∈ N (to be chosen later). Let δ = dist(A′, AC), and let 0 <
t1, . . . , tN ≤ δ such that ti+1 − ti > δ2N . Without loss of generality, we may assume that there exists
no x ∈ Aε such that dist(x,AC) = ti. For every i we define
Ai :=
{
x ∈ Aε : dist(x,AC) ≥ ti
}
and
Sξ,εi := {x ∈ (Ai)ε : x+ εξ ∈ A \Ai} .
We have that
Rξε(A) = R
ξ
ε(A
′) +Rξε(A \ A¯′) + Sε,ξi
thus
Hξ(ϕ,A, ε) = Hξ(ϕ,A \ A¯i, ε) +Hξ(ϕ,Ai, ε) +
∑
x∈Sξ,εi
fξ,ε(∇ξϕ(x)).
Hence,
H(ϕ,A, ε) = H(ϕ,Ai, ε) +H(ϕ,A \Ai, ε) +
∑
ξ∈Zd
∑
x∈Sξ,εi
Cξ
(
gε
(|∇ξϕ(x)|)+ 1)
Let us now estimate the last term in the previous inequality.
We separate the sum into two terms∑
ξ∈Zd
∑
x∈Sξ,εi
gε(|∇ξϕ(x)|) =
∑
|ξ|≤M
∑
x∈Sξ,εi
gε(|∇ξϕ(x)|) +
∑
|ξ|>M
∑
x∈Sξ,εi
gε(|∇ξϕ(x)|). (45)
Let M ∈ N. From the condition (41) and by taking M sufficiently large, we may also assume
without loss of generality that ∑
|ξ|≥M
|ξ|Cξ ≤ δ1.
Hence, by using Lemma 3.10 we have that
∑
|ξ|≥M
∑
x∈Sξ,εi
gε(|∇ξϕ(x)|) ≤ Cδ1
d∑
k=1
∑
x∈Rekε (A)
gε(|∇ekϕ(x)|) ≤ C˜δ1H(ϕ,A, ε),
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where in the last inequality we have used hypothesis (42).
Let |ξ| < M . If εMN ≤ 2δ, then for every
Sξ,εi ∩ Sξ,εj = ∅ whenever |i− j| ≥ 2.
As the we are interested in ε→ 0, we may assume the above without loss of generality.
Given that
N−2∑
i=1
∑
|ξ|<M
∑
x∈Sε,ξi
gε(|∇ϕ(x)|) ≤ 2CH(ϕ,A, ε)
there exist 0 < i ≤ N − 2 such that∑
|ξ|<M
∑
x∈Sξ,εi
gε(|∇ξϕ|) < 2C
N − 2H(ϕ,A, ε). (46)
Let us denote by Ni the set of all ϕ ∈ V(u,A, κ, ε) such that (46) holds for the first time, namely
for every j ≤ i ∑
|ξ|<M
∑
x∈Sξ,εi
gε(|∇ξϕ|) < 2C
N − 2H(ϕ,A, ε). (47)
On one side, we have that
ˆ
V(u,A,κ,ε)
exp (−H(ϕ,A, ε)) ≤
N∑
i=1
ˆ
Ni
exp
(−H(ϕ,Ai, ε)−H(ϕ,A \ A¯i, ε)) ,
on the other side one has that
ˆ
V(u,A,κ,ε)
exp (−H(ϕ,A, ε)) ≥
N∑
i=1
ˆ
NKi
exp (−H(ϕ,A, ε)) ,
where NKi := Ni \MK . By using (47), one has that for every ϕ ∈ NKi it holds
H(ϕ,A, ε) ≤ H(ϕ,Ai) +H(ϕ,A \ A¯i) + K|A|ε
−d
N − 2
and for every ϕ it holds
H(ϕ,A, ε) ≥ H(ϕ,A, ε) +H(ϕ,A \ A¯i, ε).
Hence,
ˆ
V(u,A,κ,ε)
exp (−H(ϕ,A, ε)) ≥
N∑
i=1
ˆ
NKi
exp
(
−H(ϕ,Ai)−H(ϕ,A \ A¯i)− K|A|ε
−d
N − 2
)
.
From now on the proof follows as in Lemma 2.16.
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Lemma 3.17. For every open set A and u ∈ SBVp(Rd) ∩ L∞ it holds
F ′(u,A) = F ′∞(u,A) and F
′(u,A) = F ′∞(u,A).
Proof. The proof of the above statement follows in the same way as in Lemma 2.17.
Lemma 3.18 (subadditivity). Let A′, A,B′, B ⊂ Ω be open sets such that A′ b A and such that
B′ b B. Then for every u ∈ SBVp ∩ L∞ one has that
F ′′(u,A′ ∪B′) ≤ F ′′(u,A) + F ′′(u,B)
Proof. The proof of this statement is very similar to Lemma 3.16 and Lemma 3.17 .
Lemma 3.19 (locality). Let u, v ∈ SBVp(Ω) ∩ L∞ such that u ≡ v in A. Then
F ′(u,A) = F ′(v,A) and F ′′(u,A) = F ′′(v,A)
Proof. The statement follows from the definitions.
Proof of Theorem 3.9. Let us suppose initially that there exists a sequence for which F (·, ·) =
F ′(·, ·) = F ′′(·, ·). Then to conclude it is enough to notice that F satisfies the conditions of
Theorem 3.4, which are proved in the previous Lemmas.
Corollary 3.20. Because of Lemma 3.17, the same statement holds true for F∞. This in particular
implies that for the sequence {εnk} in Theorem 3.9 there holds a large deviation principle with rate
functional
I(v) =
ˆ
Ω
W1(x,∇v) dx
ˆ
Ju
W2(x, u+(x)− u−(x)) dHd−1(x)− min
v¯∈W 1,p0 (Ω)+u
ˆ
Ω
W (∇v¯(x))dx. (48)
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