We revisit the observed frequencies of Carbon-Enhanced Metal-Poor (CEMP) stars as a function of the metallicity in the Galaxy, using data from the literature with available high-resolution spectroscopy. Our analysis excludes stars exhibiting clear over-abundances of neutron-capture elements, and takes into account the expected depletion of surface carbon abundance that occurs due to CN processing on the upper red-giant branch. This allows for the recovery of the initial carbon abundance of these stars, and thus for an accurate assessment of the frequencies of carbon-enhanced stars. The correction procedure we develope is based on stellar-evolution models, and depends on the surface gravity, log g , of a given star. Our analysis indicates that, for stars with [Fe/H]≤ −2.0, 20% exhibit [C/Fe]≥ +0.7. This fraction increases to 43% for [Fe/H]≤ −3.0 and 81% for [Fe/H]≤ −4.0, which is higher than have been previously inferred without taking the carbon-abundance correction into account. These CEMP-star frequencies provide important inputs for Galactic and stellar chemical-evolution models, as they constrain the evolution of carbon at early times and the possible formation channels for the CEMP-no stars. We also have developed a public online tool with which carbon corrections using our procedure can be easily obtained.
INTRODUCTION
A number of recent studies have shown that CarbonEnhanced Metal-Poor (CEMP) stars are one of the most important objects for constraining the formation and evolution of the first stellar populations in the Galaxy and the Universe (e.g., Carollo et al. 2012 Carollo et al. , 2014 Norris et al. 2013b; Cooke & Madau 2014) . These stars belong to the broader class of very metal-poor (VMP -[Fe/H] 5 < −2.0, e.g., Frebel & Norris 2013 ) stars, which have been vigorously searched for and analyzed over the past quarter century. The definition of a CEMP star has been refined over the years, as more high-resolution spectroscopic data has become available, making it possible to distinguish between possible scenarios for their formation. The initial classification by distinguishes CEMP stars as objects with [C/Fe] abundance ratios (or "carbon abundances", also sometimes refered to as "carbonicity") at least ten times the solar value ([C/Fe] > +1.0). However, subsequent analysis has indicated that a more suitable division appears at [C/Fe] ≥ +0.7 (Aoki et al. 2007; Carollo et al. 2012; Norris et al. 2013a) .
Generally, CEMP stars in the Galaxy occur over a broad range in both metallicity and carbonicity. The metallicity, or strictly speaking, the [Fe/H] abundance ratio, is commonly used as a proxy for chemical-evolution timescales in the Galaxy. Iron has a very distinctive nucleosynthesis channel (e.g. Woosley & Weaver 1995) , and well-traces the enrichment of the interstellar medium through the course of the Galactic evolution. Carbon, on the other hand, has several different formation channels (e.g., Norris et al. 2013b) in the early universe, making it unsuitable for tracing evolutionary timescales. Hence, quantifying the occurance of CEMP stars as a function of metallicity maps out the evolution of carbon in the early universe.
Broadly speaking, the carbon-enhancement phenomenon can be either extrinsic or intrinsic to a given star:
Extrinsic enrichment accounts for the observed abundance patterns of the CEMP-s ([Ba/Fe] > +1.0 and [Ba/Eu] > +0.5) and CEMP-r/s (0.0≤[Ba/Fe] ≤ +0.5) stars (but see Hollek et al. 2014 ). This pattern is thought to be the result of mass transfer across a binary system, coming from an evolved star that has passed through the asymptotic giant-branch (AGB; e.g., Herwig 2005) evolutionary stage. Radial-velocity monitoring (e.g., Lucatello et al. 2005) confirms the binarity of the majority of these CEMP stars, and extensive studies have been conducted to compare the observed abundance patterns with theoretical models (e.g., Bisterzo et al. 2011; Placco et al. 2013; Hollek et al. 2014) .
Intrinsic enrichment is thought to be the main formation channel for the CEMP-no ([Ba/Fe] < 0.0) and CEMP-r ([Eu/Fe] > +1.0) subclasses of stars. Given that their metallicities are almost exclusively below [Fe/H] = −2.7 (Aoki et al. 2007) , such stars most likely formed from chemically primitive gas clouds. In the case of the CEMP-no stars, there appears to exist a distinct carbon abundance regime where they are found (log ǫ (C) ∼ 6.5; Spite et al. 2013 ). Contrary to the extrinsically enriched CEMP-s stars, the CEMP-no stars must have formed from carbon-enhanced natal gas clouds. Norris et al. (2013b) , and references therein, suggest a number of scenarios for the early production of carbon, and thus the origins of CEMP-no stars. Among these are massive, zero/low-metallicity stars, with/without rotation (Meynet et al. 2006 (Meynet et al. , 2010 , and mixing and fallback Type II supernovae, often referred to as "faint supernovae" (Umeda & Nomoto 2005; Tominaga et al. 2007) .
One remarkable example of the CEMP-no subclass is BD+44
• 493 (Ito et al. 2009 (Ito et al. , 2013 Placco et al. 2014b ), a V = 9 star with a light-element abundance pattern (e.g., C, N, O, Na, Mg, Al, etc.) that agrees well with yields from faint-supernovae models (Nomoto et al. 2006) . Furthermore, observational evidence suggests that the CEMP-no abundance pattern is dominant at low metallicity, given that five of the six stars known to have [Fe/H]< −4.5 are CEMP-no stars (Christlieb et al. 2002; Frebel et al. 2005; Norris et al. 2007; Caffau et al. 2011; Hansen et al. 2014; Keller et al. 2014) .
In this work, we employ new stellar-evolution models that quantify the changes in surface carbon abundances of metal-poor stars during stellar evolution on the giant branch. We also provide an online tool that allows the calculations of these carbon corrections for a given set of input stellar parameters. After excluding recognized CEMP-s and CEMP-r/s stars, we obtain appropriate corrections to apply to the observed carbon abundances, as a function of the observed [Fe/H] and log g . Proper treatment of the carbon depletion allows for an assessment of the true (intrinsic) CEMP-no stellar frequencies as a function of metallicity. These frequencies, in turn, provide important constraints on Galactic chemical-evolution (e.g., Kobayashi & Nakasato 2011) and population-synthesis models (e.g., Pols et al. 2012) , on the initial mass function (IMF; e.g., Lee et al. 2014) , and on the chemical compositions of progenitor stellar populations.
This paper is outlined as follows. Section 2 describes the theoretical models used for determining the carbon corrections, followed by details of the data selection in Section 3. Corrections for carbon abundances based on these models are provided in Section 4, including a discussion on the sources of uncertainties in our analysis. We present the corrected carbon abundances for the literature sample in Section 5. Section 6 presents a corrected determination of the cumulative CEMP-star frequencies as a function of metallicity, based on highresolution spectroscopic analyses reported in the literature. We discuss our results and their astrophysical implications in Section 7.
STELLAR-EVOLUTION MODELS
The evolutionary stage of a given star has an impact on the observed carbon (and similarly, nitrogen and oxygen) abundances. During evolution on the upper redgiant branch, carbon from the lower layers of a stellar atmosphere is converted to nitrogen due to the CN cycle, then mixed to the surface of the star, resulting in an increase of the surface nitrogen abundance and reduction in the surface carbon abundance. The amount of carbon depletion depends mostly on the metallicity and the initial stellar carbon and nitrogen abundances. This effect has already been discussed extensively in the literature (Gratton et al. 2000; Spite et al. 2006; Aoki et al. 2007 ). However, apart from the CEMP-star classification suggested by Aoki et al. (2007) , which takes into account the luminosity of a given star (and hence its evolutionary status), no further investigations have been undertaken to consider the impact of carbon depletion on the giant branch when describing the populations of CEMP stars in Galaxy.
Using the stars stellar-evolution code (Eggleton 1971; Stancliffe & Eldridge 2009) , we have computed a grid of 0.8 M ⊙ stellar-evolution models with a range of initial compositions. We cover four initial metallicities, namely .7, +1.0, and +2.0. In total there are 210 models. Each model is evolved from the pre mainsequence to the tip of the red-giant branch (RGB). It is well-documented that the surface abundances changes occur on the upper part of the RGB (e.g. Gratton et al. 2000) and that some non-convective process is required to account for this. There are many potential mechanisms that can cause this, including (but not limited to) rotation, internal gravity waves, magnetic fields, and thermohaline mixing. For reviews of these mechanisms, we refer the reader to the works of, e.g., Maeder et al. (2013) , Mathis et al. (2013) , and .
In this work, to account for extra mixing on the upper giant branch, we follow , who use a diffusive prescription for thermohaline mixing based on the work of Ulrich (1972) and Kippenhahn et al. (1980) . This prescription was first shown to reproduce the abundance patterns of red giants by Charbonnel & Zahn (2007) , when the one free parameter of the theory 7 is appropriately chosen. It has been subsequently shown that the same parameter choice reproduces the observed abundance trends across a wide range of metallicities, for both carbon-rich and carbon-normal metal-poor field stars ) and globular-cluster stars (Angelou et al. 2011 (Angelou et al. , 2012 . However, it should be noted that hydrodynamical simulations of thermohaline mixing do not support the calibration of the free parameter in use by 1D stellar-evolution codes (see, e.g., Denissenkov & Merryfield 2011) . In principle, we must remain open to the possibility that thermohaline mixing is not the cause of abundance changes on the giant branch, or that the extent of this mixing is over-or under-estimated (we further discuss this issue in Section 4.1 with respect to our analysis). In addition, we have not accounted for the role potentially played by the other mixing mechanisms mentioned above. Multidimensional hydrodynamic simulations of envelope convection in red giants (e.g., Viallet et al. 2013 ) may help to establish the relevant physical mechanism(s) at work. . The more C-and Nenhanced models appear to deplete more carbon than the less-enhanced ones. This is expected, since these models behave similarly to more metal-rich models, and spend less time on the RGB (see , for further details). For [N/Fe], there is a clear correlation between initial carbon content and the subsequent nitrogen evolution. More initial C leads to larger amounts of N at both first dredge-up and on the upper RGB. This effect becomes less significant as the initial nitrogen content rises.
Using the models described in this Section, it is also possible to see how the C and N abundance ratios relate to each other during the evolution on the RGB. , as has sometimes been done in previous work, it is not possible to assess the true level of C+N enhancement, because one cannot differentiate between cases with high C or high N. In some regions the C+N measurement is dominated by C, in some it is dominated by N, and in others the two elements provide similar enhancement.
For a proper treatment of the C+N combination, it is thus necessary to employ [(C+N)/Fe] = log [(C+N)/Fe] − log [(C+N)/Fe] ⊙ , i.e., the correct formal definition of [(C+N)/Fe]. As expected, this ratio remains almost flat throughout the evolution, given that the total CN content in the star remains unchanged and proton-burning reactions only influence the relative proportions of the CN nuclei. In addition, there are small variations with metallicity, mainly due to extra mixing having less effect at higher metallicities. 
LITERATURE DATA
For the purpose of determining carbon-abundance corrections, based on stellar-evolutionary status, we attempted to collect all available literature data to select a sample of stars with high-resolution spectroscopic metallicities [Fe/H] (Suda et al. 2008 ) and the compilation of literature data by Frebel et al. (2010) . In addition, we collected data from the literature for studies published after these compilations were assembled. Individual references include: Allen et al. (2012) , Akerman et al. (2004) , Aoki et al. (2002) , Aoki et al. (2006) , Aoki et al. (2007) , Aoki et al. (2008) , Aoki et al. (2013) , Barklem et al. (2005) , Cohen et al. (2008) , Cui et al. (2013) , Goswami et al. (2006) , Gratton et al. (2000) , Hansen et al. (2011 ), Hansen et al. (2014 , Hollek et al. (2011 ), Hollek et al. (2014 , Ito et al. (2013) , Johnson et al. (2007) , Jonsell et al. (2006) , Lai et al. (2007) , Lai et al. (2008) , Masseron et al. (2010) , Mashonkina et al. (2012) , McWilliam et al. (1995) , Meléndez & Barbuy (2002) , Placco et al. (2013) , Placco et al. (2014a) , Preston et al. (2006) , Roederer et al. (2008a) , Roederer et al. (2010) , Roederer et al. (2014) , Simmerer et al. (2004) , Sivarani et al. (2006) , Sneden et al. (2003) , Thompson et al. (2008) , Yong et al. (2013), and Zhang et al. (2011) . The full sample of literature data contains 863 objects, with a total of 792 stars with [Fe/H] < −1, log g > 0.0 and [C/Fe] mea-surements. The only exceptions, where upper limits on carbon were used, are: SDSS J102915 (Caffau et al. 2011) , CD−38 o 245, HE 1424−0241 (Yong et al. 2013) , and HE 2239−5019 (Hansen et al. 2014) . For consistency, we re-scaled all metallicities and abundances to the Asplund et al. (2009) To determine the CEMP-star frequencies as a function of metallicity, known CEMP-s and CEMP-r/s stars should be excluded, since these are believed to be enriched at a later time in their evolution by a now-extinct AGB companion. Besides their enhanced carbon, these objects exhibit a distinct signature of s-process elements. Figure 3 shows These are: HE 1327−2326 (Frebel et al. 2005) , SDSS J2209−0028 (Spite et al. 2013) , G 77−61 (Masseron et al. 2012) , HE 0107−5240 (Christlieb et al. 2004) , and HE 0233−0343 Hansen et al. (2014) , which are all well-known CEMP-no stars with [Fe/H]≤ −4.0.
[Sr/Fe]≥ +0.3 (the typical lower limit for CEMP-s and -r/s stars; Frebel & Norris 2013) or no Sr abundances measured. Assuming that all 40 stars mentioned above were CEMP-s or -r/s, and were mistakenly added to the CEMP-star frequency calculations, they would account for 8% of the total sample (505 stars). However, since the sample has no selection bias on carbon, we would expect a contribution of between 10-20% by CEMP-s or -r/s stars, meaning that no more than ∼2% of the selected 505 star sample is contaminated. This fraction could be even lower, since the CEMP-s and CEMP-r/s are more prevalent in the [Fe/H]> −3.0 range. Figure 4 shows the behavior of T eff and log g for the literature sample, compared with 12 Gyr Yale-Yonsei Isochrones (Demarque et al. 2004) for [Fe/H] = −3.5, −3.0, and −2.5. The CEMP-s and CEMP-r/s stars, which were excluded from the CEMP-star frequency calculations, are also shown. It is possible to see that the bulk of the sample exhibits log g < 2.5, which is the range where the carbon corrections are applied (see Section 4 for further details). In order to establish corrections for [C/Fe] and the frequencies of CEMP stars as a function of metallicity, we used the 505 stars falling outside the shaded area on Figure 3 . One can see that a number of stars fall outside the log g range of the theoretical models. In these cases, we used the corrections for the last log g model value as a constant for all log g outside the model range, instead of a linear extrapolation that could lead to an over-estimation of the carbon corrections. The following section provides a detailed explanation of this procedure. 
CORRECTIONS FOR [C/Fe]
In this section we present our procedure to determine corrections for the observed carbon abundances of CEMP stars, based on their evolutionary status, using the theoretical models described in Section 2. We also discuss possible effects of the uncertainties in the atmospheric parameters and the choice of initial [C/Fe] and [N/Fe] abundances on the derived corrections.
Further Considerations on the Stellar-Evolutionary
Models Before proceeding to the determination of the carbonabundance corrections, it is worth noticing a slight mismatch between the behavior of depletion in the theoretical models and the observations seen in Figure 6 , in particular in the top-right panel. The model tracks and the data should show the same decrease in [C/Fe] with decreasing log g (for log g < 2.0). From the figure it appears, however, that the onset of the mixing mechanism in the models is somewhat "delayed" in log g space, and only occurs at lower log g values than the data suggests. This effect is more noticeable for stars with [C/Fe]< +0.7. This offset prevents a proper estimate of the amount of depleted carbon. The [C/Fe] corrections would be under-estimated by the models, as would the CEMP-star frequencies. To account for this, we introduce a shift in log g on the models before calculating the corrections for [C/Fe] . Such a shift should lead to a constant average [C/Fe] as a function of log g after the abundance corrections are applied.
To test this hypothesis, we calculated the corrections for the carbon abundances for three log g offsets (using the procedure described below in Section 4.2): (i) original model log g only; (ii) model log g + 0. the behavior of the corrected carbon abundances, there is still a decrease in the distribution for log g <2 (Panel c). Hence, we proceed with the +0.5 dex correction, shown in Panel (d). The effect of these corrections on the [C/Fe] averages are described in Section 5. We also quantify the effect of the log g shift on the CEMP-star frequencies, as described in Section 6.
Procedure
Since the initial carbon abundance of a given star (at least one that has evolved past the first dredge-up) is a-priori unknown, we cannot match the observed abundance with the initial abundance of the model as a first approximation. To deal with this issue (we discuss further implications in Section 4.3), we developed a simple procedure to estimate the amount of carbon depletion for a given set of stellar parameters and carbon abundance, without any assumption on the initial carbon abundance.
For a given set of [Fe/H] , [C/Fe] , and log g , we first identify the two closest model metallicities and, for each of these, we find the two models with the closest (log g ,[C/Fe]) values to the input. Then, for each of the four chosen models, a correction is determined by the difference between the initial [C/Fe] In contrast, the corrections do not exceed +0.25 dex for log g = 2.0, and are almost non-existent (∆ < +0.05 dex) for log g = 3.0. This is physically reasonable -carbon is little affected by the action of first dredge-up, and is only substantially depleted on the upper part of the RGB. We have developed and made available an online tool 9 , which allows the user to calculate the carbon corrections for a given set of stellar parameters.
Uncertainties
The two main factors that can affect the determination of the carbon-abundance corrections are the choice of an appropriate model (based on [Fe/H], initial [C/Fe] , and [N/Fe]), and the uncertainties associated with the input log g values. We discuss these issues below.
9 http://staff.gemini.edu/∼vplacco/carbon-cor.html
Choice of Model
The model choice itself results in two sources of uncertainties: (i) the observational uncertainties associated with the carbon abundances and metallicity determinations, and (ii) the choice of the correct initial [N/Fe], when the observed value is not available. The interpolation procedure described above somewhat minimizes these effects, but below we provide estimates that can be used as guidelines on the uncertainties of the carbon corrections.
In order to quantify how the corrections would change, given the uncertainties associated with the observational determinations of [Fe/H] Figure 10 shows the result of this exercise. Each panel shows the corrections for different log g values, where the size of the points are proportional to the numbers shown on the left side of each point. As already mentioned, the corrections would be mostly affected by uncertainties in the measured parameters for log g ≤ 1.0. For example, a star with log g = 1.0, [Fe/H] = −3.0, and [C/Fe] = +1.0 has a determined correction of +0.56 dex. Assuming an uncertainty of ±0.25 dex in [C/Fe], the corrections would vary from +0.48 dex to +0.63 dex (−0.08 dex and +0.07 dex from the calculated value). For log g = 1.5, the corrections would change by −0.03 dex and +0.02 dex, and for log g =2.0 the corrections would change by no more than ±0.01 dex. A similar exercise can be performed for [Fe/H], even though the uncertainties of its measurement based on high-resolution spectra are often on the order of ±0.10 dex or less.
Nitrogen abundances are much more challenging to determine in the optical spectra of metal-poor stars. The CN band at 3883Å can be used if available (assuming a fixed carbon abundance -Placco et al. 2013), or better, the NH molecular feature at 3360Å (Placco et al. 2014a) . Since a large number of our literature-sample stars lack determinations of nitrogen abundances, we studied the effect of a poor choice of initial [N/Fe] on the carbon corrections. As seen in Figure 1 , the corrections are higher for models with low initial carbon abundance and high initial nitrogen abundance. One possibility to assess if this would be a possible physical scenario is by looking at the distribution of [C/Fe] 
Uncertainty in log g
An additional source of uncertainty on the carboncorrection determination is the one associated with the measured surface gravity, log g . This is a combination of the uncertainty in the model atmosphere, and on the ability to reliably measure Fe I and Fe II lines in the spectra, which is particularly challenging for stars with [Fe/H]< −3.0, even in high-resolution. For the carboncorrection determinations, this uncertainty has a greater impact for stars with log g ≤ 2.2, assuming a typical uncertainty of ∼0. .0 is +0.28 dex. Assuming a ±0.3 dex uncertainty in log g , the correction value would vary between +0.16 dex and +0.35 dex. For a measured log g = 2.5, the corrections would not vary.
As expected, uncertainties of up to ±0.5 dex in log g for stars in the log g > 3.0 regime will not have any effect on the derived corrections. For the log g = 0.5 case, the shifts in log g produce no deviations, since log g values outside the shifted model range assume a constant cor- rection. In addition, the log g = 1.5 case is where the corrections are mostly affected. Even then, the introduced shifts in log g do not produce deviations of more than ±0.30 dex in the corrections. Once again, these are within the usual 2σ uncertainties related to observed log g and [C/Fe] values.
CARBON-ABUNDANCE CORRECTIONS
5.1. Literature Sample The correction procedure explained above was applied to the literature data described in Section 3. 
The Gratton et al. Sample
We use the new theoretical models described in this work, and the corresponding carbon-abundance corrections, to further explore the data published by Gratton et al. (2000) . These authors studied the mixing along the RGB in metal-poor field stars, and mapped out the effect on the observed [C/Fe] It is remarkable how well the theoretical models shown in Figure 15 reproduce the behavior of both the carbonand nitrogen-abundance ratios. Gratton et al. recalculating the average abundance for the upper-RGB stars using the corrected carbon abundances, we find an average of [C/Fe] = −0.08. The fact that the corrected average matches the one for unevolved stars may be a hint that our assumption of an early mixing onset compared to the models is correct, or further processing could have occured in these objects. ous results is the fact that CEMP-s and CEMP-r/s stars were not specifically excluded previously, as they were based on medium-resolution (R∼ 2, 000) spectroscopy, as opposed to this work, which uses data derived from highresolution spectroscopy only. Since the metallicities for these stars are mostly concentrated in the [Fe/H]> −3.0 range, we expect over-estimated frequencies in this region. This effect can be quantified. The numbers in parenthesis in Table 1 show the difference (in %) between the frequencies calculated without any of the selection criteria presented in Section 3 and the adopted values shown in Figure 16 and Table 1 reveals that, in most cases, the differences between the corrected and uncorrected values are within 10% of the entire sample; they reach up to 12% for To estimate the uncertainties on the derived frequencies from Table 1 , we recalculated the corrected cumulative CEMP-star frequencies using nine different scenarios: (i) [N/Fe] = −0.5 model corrections; (ii) [N/Fe] = +2.0 model corrections; (iii) observed log g −0.3; (iv) observed log g +0.3; (v) observed log g adding a random uncertainty ranging from −0.3 dex to +0.3 dex; (vi) changing the CEMP-s and CEMP-r/s restriction to [Ba/Fe]> +0.8 (see Section 3 for further details); (vii) using carbon-abundance corrections determined by models only, without any shifts on log g ; (viii) introducing a +0.3 dex shift on the model log g , and; (ix) taking into account 3D effects on the carbon abundances (Asplund 2005 ). The differences (in %) between the cumulative frequencies in each of these cases and the corrected values in Table 1 are shown in Table 2 . Comparing the changes in the frequencies due to the choice of initial [N/Fe] shows that these changes are always less than ±1%. This is expected, since the largest differences in the corrections for [N/Fe] = −0.5 and [N/Fe] = +2.0 were from stars with measured [C/Fe] <0.0. Concerning the changes in log g , one can see that the differences are spread between −6% and +8% of the adopted values when all the stars are subject to the same shift in log g . However, when adding a random uncertainty to the distribution, the absolute changes in the frequencies are less than ±1%.
THE CUMULATIVE FREQUENCIES OF CEMP STARS IN THE GALACTIC HALO AS A FUNCTION OF [FE/H]
The changes in the CEMP-star frequencies for cases (vii) and (viii) are between +1% and −7%. This is within expectations, since the absence of or a +0.3 dex shift in log g under-estimate the carbon corrections for the stars in the upper RGB. We also considered the influence of possible 3D effects on the carbon-abundance determinations would have on our derived frequencies. It has been suggested (e.g., Collet et al. 2007 ) that these effects can lead to an over-estimate of [C/Fe]=+0.5 to +0.9 for the CH feature for red giants at (Placco et al. 2014b ) have found that the differences between carbon abundances determined from near-ultraviolet C I lines and the CH band at 4300Å are within ∼ 0.2 dex for the [Fe/H]= −3.8 subgiant BD+44
• 493, so the 3D effect on the carbon abundance must be carefully evaluated.
CONCLUSIONS
CEMP-star frequencies are important inputs for Galactic chemical-evolution models (e.g., Kobayashi & Nakasato 2011), since they constrain the IMF in the early stages. In this work we present improved cumulative CEMP-star frequencies, taking into account the evolutionary status of metal-poor field stars. The amount of carbon depleted during the evolution on the RGB was quantified by matching the observed carbon abundance to yields from stellar-evolution models. The offset added to the models to account for an early carbon depletion onset may indicate that the extent of thermohaline mixing is under-estimated, or that additional process(es), such as rotation, internal gravity waves, and magnetic fields (Maeder et al. 2013) , must be considered.
Our This is the largest high-resolution sample yet considered for such an analysis. These values exclude the recognized CEMP-s and CEMP-r/s stars from the calculations, since their observed carbon abundance is "contaminated" from its evolved AGB companion in a binary system. We also developed an online tool that provides the carbon corrections for a given set of log g , [Fe/H], and [C/Fe]. Further work may include correction of carbon abundances for stars observed with medium-resolution spectroscopy Placco et al. 2010 Placco et al. , 2011 Carollo et al. 2012; Lee et al. 2013; Kordopatis et al. 2013; Beers et al. 2014 ). However, reliable log g information must be provided, to avoid large uncertainties on the carbon abundance corrections. Table 3 lists the input data used for the determination of the CEMP-star frequencies, as well as the correction for the [N/Fe]=0.0 case. Also listed, for completeness, are the CEMP-s and CEMP-r/s stars excluded from the calculations. Even though these stars are not suitable for the CEMP-star frequency determinations, they also experience carbon depletion during their evolution, and our machinary allows its measurement. The luminosities are derived from the Aoki et al. (2007) Even though the cumulative frequencies presented in this work only changed by modest amounts when compared to the uncorrected results, our approach of taking into account the evolutionary status of the stars and also excluding CEMP-s and CEMP-r/s stars from the estimates provides the currently most reliable estimate of the CEMP frequencies. This effort would clearly benefit from additional [N/Fe] measurements for a large number of stars in our sample, as well as measurements for [Ba/Fe] (and [Eu/Fe]) in order to enable the identification of additional CEMP-no stars. As additional obser-vations of evolved CEMP stars near the tip of the RGB become available, the impact of our corrections on the derived cumulative CEMP-star frequencies will increase.
Furthermore, the ability to describe the true CEMPstar frequencies allows the quantification and assessment of the proper formation channels of the two distinctive metal-poor stellar populations in the Galactic halo at [Fe/H]< −3.0: carbon-normal and carbon-rich (Norris et al. 2013b ). These two populations are thought to be formed by gas clouds that were influenced by at least two different primary cooling channels (Frebel et al. 2007; Schneider et al. 2012; Ji et al. 2014) . Once the number and type of progenitors are quantified, it will be possible to build a more reliable model of the stellar populations of the early Milky Way, and by extension, for other galaxies. Besides that, by having a more reliable characterization of these populations, it will become possible to compare the occurance rate of CEMP-no stars with the recently discovered carbon-enhanced damped Lyα systems (Cooke et al. 2011 (Cooke et al. , 2012 which carry abundance patterns that resemble those from massive, carbon-producing first stars. 60 (+00) 70 (+00) 51 (+00) 60 (+00) 42 (+00) 51 (+00) −4.0 88 (+00) 88 (+00) 81 (+00) 81 (+00) 62 (+00) 69 (+00) −4.5 100 (+00) 100 (+00) 100 (+00) 100 (+00) 80 (+00) 80 (+00) −5.0 100 (+00) 100 (+00) 100 (+00) 100 (+00) 100 (+00) 100 (+00)
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-The values in parenthesis show the increase (in %) in the cumulative CEMPstar frequencies due to the addition of CEMP-s and CEMP-r/s stars. Table 2 Uncertainties in Derived Cumulative CEMP-star Frequencies 
