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Introduction
Let B 1 be the unit ball in R N with N ≥ 2. Very recently, D. Bonheure, B. Noris and T. Weth Here λ r k is the k-th radial eigenvalue of −∆ + I in the unit ball with Neumann boundary conditions.
It is easy to see that u ≡ β is a constant solution of (1.1), and there exists nonlinearity f satisfying (f 1) − (f 3) such that the problem (1.1) only admits this constant solution, see [2, Proposition 4.1] . For the existence of nonconstant radial solutions, they obtained the following result by variational argument.
Theorem A. Assume (f 1) − (f 4). Then there exists at least one nonconstant increasing radial solution of (1.1).
They raised the question whether it is possible to construct radial solutions with a given number of intersections with β provided that f ′ (β) is sufficiently large. More precisely, they conjectured that there exists a radial solution with k intersections with β provided that f ′ (β) > λ r k .
The purpose of the present paper is to show that the answer to the above question is yes! The proof is based upon the unilateral global bifurcation theorem [5] [6] 9] . The condition f ′ (0) = 0 and the monotonic condition in (f 1) seem unduly restrictive. We shall make the following assumptions:
(A1) f ∈ C 1 ([0, ∞), R), f (0) = 0;
The main result of this paper is the following For other results on the existence of radial solutions of nonlinear Neumann problems, see [3, 11, 14] .
The rest of the paper is organized as follows. In Section 2 we study the spectrum structure of the linear Neumann problem
where a ∈ C[0, 1] satisfies a(r) > 0 for r ∈ [0, 1]. In section 3, we introduce some functional setting and state some preliminary bifurcation results on abstract operator equations. Finally in Section 4 we prove our main results on the existence of nonconstant radial solutions by applying the well-known unilateral bifurcation theorem due to Dancer [5] [6] .
Eigenvalues of linear eigenvalue problems
Let us consider the linear eigenvalue problem
where a ∈ C[0, 1] satisfies
Theorem 2.1 Assume that (2.2) is fulfilled. Then the radial eigenvalues of (2.1) are as follows:
Moreover, for each k ∈ N * := {0, 1, 2, · · · }, the radial eigenvalue µ r k is simple, and the radial eigenfunction ψ k , being regarded as a function of r, possesses exactly k simple zeros in [0, 1], and ψ k is radially monotone if and only if k ∈ {0, 1}.
It is easy to see that Theorem 2.1 is an immediate consequence of the following results on singular Sturm-Liouville problems. 
are as follows:
Moreover, for each k ∈ N * , µ r k is simple, and the eigenfunction ψ k possesses exactly k simple zeros in [0, 1], and ψ k is monotone if and only if k ∈ {0, 1}.
To prove Theorem 2.2, we need several basic lemmas.
has a unique solution u defined on (0, ∞). Moreover, all of zeros of u are simple.
Proof. We only deal with the case that N ≥ 3. The case N = 2 is treated in exactly the same way.
It is well-known that [15, Lemma in §6 of Chapter II ] All of zeros of u are simple since for any zero point τ of u, the initial value problem
has only trivial solution u ≡ 0.
with µ > 0 and ζ > 0. Then u has a sequence of zeros {τ n } ⊂ (0, ∞) with
and accordingly, we have
Thus there exists a positive number δ > 0 such that u is decreasing in (0, δ) and u(r) > 0 in (0, δ).
Suppose on the contrary that u has no zeros in (0, ∞). Then
Moreover, it follows from (2.9) that
for some L ∈ [−∞, 0). This implies that
However, this contradicts (2.11). Therefore, u has a zero τ 1 with u ′ (τ 1 ) < 0.
Similarly, we have from
Thus there exists a positive number δ 1 > 0 such that u is decreasing in (τ 1 , τ 1 + δ) and u(r) < 0
Suppose on the contrary that u has no zeros in (τ 1 , ∞). Then 15) and one of the following cases must occur:
In the case (a), we have
for some l ∈ [−∞, 0). This implies that there existsr > τ 1 , such that
This together with (2.14) imply that
which contradicts (2.15).
In the case (b), we have
From (2.18), we get
for some L ∈ (0, ∞], and consequently
However, this contradicts (2.15) again.
Therefore, u has a zero τ 2 (τ 2 > τ 1 ) with u ′ (τ 2 ) > 0.
Using the same argument, with obvious changes, we may deduce that u has a sequence of zeros {τ n } ⊂ (0, ∞).
Finally, we show that τ n → ∞ as n → ∞.
Suppose on the contrary that
by the similar methods to get τ 1 and τ 2 , we may show that u has to change sign in (τ * , ∞).
However, this contradicts the definition of τ * . Therefore τ n → ∞ as n → ∞.
. Let u be a solution of the problem (2.6) with µ > 0 and ζ > 0. Let r 1 , r 2 be any two consecutive zeros of u ′ in [0, ∞) with r 1 < r 2 . Then u has one and only one zero in (r 1 , r 2 ).
Integrating from r 1 to r, we get
and accordingly,
which implies that u has at least one zero in (r 1 , r 2 ).
Suppose on the contrary that u has two zeros z 1 , z 2 ∈ (r 1 , r 2 ). Then there exists z * ∈ (z 1 , z 2 ) ⊂ (r 1 , r 2 ), such that u ′ (z * ) = 0. However, this is a contradiction.
. Let u be a solution of (2.6) with µ > 0 and ζ > 0. Let τ 1 , τ 2 be any two consecutive zeros of u in (0, ∞) with τ 1 < τ 2 . Then u ′ has one and only one zero in (τ 1 , τ 2 ).
Proof. Obviously, u ′ has at least one zero r 1 in (τ 1 , τ 2 ).
Without loss of generality, we may assume that u(r) > 0 in (τ 1 , τ 2 ). It follows from
which implies that u is concave up near r = r 1 .
Suppose on the contrary that there exists r * ∈ (τ 1 , τ 2 ) with r * = r 1 such that u ′ (r * ) = 0.
Then by the same argument, we get
This together with u ′′ (r 1 ) < 0 imply that there existsr ∈ (min{r 1 , r * }, max{r 1 , r * }) such that u attains a local minimum atr, and
which contradicts (2.22). Therefore, u ′ has only one zero in (τ 1 , τ 2 ).
Lemma 2.5 Assume that a ∈ C([0, ∞), (0, ∞)) with a(r) ≥ a 0 > 0 in (0, ∞). Let u be a solution of (2.6) with ζ > 0. Let τ k (µ) and r k (µ) are the k-th positive zero of u and u ′ , respectively.
Then
(1) For given k ∈ N, τ k (µ) is strictly decreasing in (0, ∞).
(2) For given k ∈ N, r k (µ) is strictly decreasing in (0, ∞). 
is non-singular for r ≥ τ 1 (µ). So, we only need to show that τ 1 (µ) is strictly decreasing in (0, ∞).
Let τ 1 (µ) be the first zero of the solution u of the initial value problem
(2.23)
Let τ 1 (µ * ) be the first zero of the solution v of the initial value problem
We only need to show that
Suppose on the contrary that τ 1 (µ) ≤ τ 1 (µ * ). Then
Multiplying the equations in (2.23) and (2.24) by v and u, respectively, and integrating from 0 to τ 1 (µ), we get
However, this is impossible from (2.26) and the fact
Therefore, (2.25) is valid.
(2) Using the similar method to treat (2.25) and the fact τ k (µ) is strictly decreasing in (0, ∞), it is not difficult to show that r k (µ) is strictly decreasing for µ ∈ (0, ∞).
Let u be the solution of (2.23) and r k (µ) be the k-th positive zero of u ′ . Without loss of generality, we may assume that
Let v be the solution of (2.24) and r k (µ * ) be the k-th positive zero of v ′ . Then it follows from (2.27) that
Suppose on the contrary that µ < µ * and
We only treat the case k = 1. The case k ≥ 2 can be treated by the similar way.
From the first part, we have that
This together with (2.29) imply that
Multiplying the equation in (2.24) by u and the equation in (2.23) by v and integrating from τ 1 (µ) to r 1 (µ), it is easy to deduce from the signs of u, u ′ , v, v ′ at τ 1 (µ) and r 1 (µ) that (2.29) is impossible.
The case that u ′ (r) > 0 in (r k−1 (µ), r k (µ)) can be treated by the same way.
Proof of Theorem 2.2 Let u(r; ζ, µ) be the unique solution of (2.6). For k ∈ N. Let µ r k be such that u ′ (1; ζ, µ r k ) = 0 and u(r; ζ, µ r k ) has exactly k zeros in (0, 1). Let
Then Lemma 2.1-2.5 guarantee the desired results. In particular,
Lemma 2.6 Let {(µ n , y n )} be a sequence of solutions of the problem
where |µ n | ≤μ (μ is a positive constant), g : R → R satisfies
Proof. Assume on the contrary that ||y n || ∞ → ∞ as n → ∞. Then, after taking a subsequence and relabeling, if necessary, it follows that
for some M 0 > 0. From (2.30), we get
which implies that
However, this is a contradiction.
Functional setting and preliminary properties
The main point to prove Theorem 1.1 consists in using the unilateral global bifurcation theorem of [5] [6] 9] Let E be a real Banach space with norm || · ||. E will denote E × R. Let the mapping
Assumption A if G(0, λ) = 0 for λ ∈ R, G is completely continuous and
where L is a completely continuous linear operator on E and ||H(x, λ)||/||x|| → 0 uniformly on bounded subsets of R.
Define Φ(λ) : E → E by Φ(λ)(x) = x − G(x, λ) and define L to be the closure of {(x, λ) ∈ Assume now that µ ∈ r(L) such that µ has multiplicity 1. Suppose that v ∈ E \ {0} and
(where L * is the adjoint of L) and l(v) = 1. If y ∈ (0, 1), define
By [13, Lemma 1.24], there exists an S > 0 such that
µ,ǫ containing (0, µ) (where −ν is interpreted in the natural way), and C ν µ to be the closure of S≥ǫ>0 C ν µ,ǫ . Then C ν µ is connected and, by [6] , C ν = C + ν ∪ C − µ . By [13, Lemma 1.24] , the definition of C ν µ is independent of y.
Theorem 3.1 [6, Theorem 2] Either C + µ and C − µ are both unbounded or
Proof of the Main Results
Then it is a Banach space under the norm
We shall prove that the first choice of the alternative of Theorem 3.1 is the only possibility.
In what follows, we use the terminology of Rabinowitz [13] . Let S Let us consider the problem
which is equivalent to
Then (4.2) can be rewritten as
where
Thus, to study the S ν k -solutions of (4.3), let us consider the auxiliary problem
For e ∈ X, let T e be the unique solution of the problem
Then the map T : X → X is completely continuous, and
Here r(T ) denotes the real characteristic value of T . Obviously (4.5) is equivalent to
To show that (4.5) has a S ν k -solution, let us consider the auxiliary problem (4.7) as a bifurcation problem from the trivial solution v ≡ 0. Furthermore, we have from (4.4) that
Now the Dancer's unilateral global bifurcation theorem for (4.7) can be stated as follows:
For λ r k ∈ r(T ), define C k to be the component of L containing 
(4.9)
From (A1), it follows that if (λ, v) is a solution of
for some τ ∈ (0, ∞), then v ≡ 0. This implies that
Furthermore, we get We only deal with the case (4.11), the case (4.12) can be treated by the similar way.
By (A1)-(A3), there exists m ≥ 0 such that h(s) + ms is monotone increasing in s for
and, since
it follows that
It follows from [7, Theorem 3.5] or [12, Theorem 3 in Chapter 1] that, w cannot achieve a non-positive minimum in the interval (0, 1) unless it is constant. From (4.11), it follows that
This together with w ′ (x 0 ) = 0 imply that that
However, this contradicts the fact w ′ (r) > 0, r ∈ (x 0 , r 0 ). Therefore,
In view of Lemma 4.2, (4.5) is equivalent to (4.7). So, we only need to show that
In the following, we only deal with the case ' ν = + ' since the other case can be treated by the similar way.
Let k ≥ 2 be fixed, and let (η n , y n ) ∈ C + k satisfy η n + ||y n || X → ∞.
It is easy to check that
(4.14)
From (A4), it follows that that
We claim that
Assume on the contrary that C
and accordingly, 0 < η n < 1.
Thus where (η, z * ) ∈ C + j for some j ∈ N.
Claim. For any ǫ > 0, there exists a subset σ ⊂ (0, 1) with meas σ < ǫ such that y n (r) → +∞ uniformly for r ∈ [0, 1] \ σ. 
