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Za načrtovanje in simulacijo proizvodnih procesov in celotnih tovarn obstaja več razli-
čnih programskih paketov. Vendar nobeden od njih ne omogoča prikaza 3D modela v
navidezni resničnosti. S tem namenom smo razvili postopek, s katerim smo pametno
tovarno, ki jo načrtujejo v laboratoriju LASIM, iz 3D modelirnika prenesli v navidezno
resničnost. Prenos tovarne iz 3D modelirnika v virtualno realnost in direktna povezava
s 3D očali Oculus Rift do sedaj še ni bila uporabljena. Prvi korak v zaključni nalogi
je bil pregled literature s področja virtualne realnosti, igralnih pogonov in očal Oculus
Rift. V igralnem pogonu smo 3D modele pozicionirali, pobarvali in dodali animacije.
Na koncu smo aktivirali še vmesnik za Oculus Rift. Končni rezultat je bil pregledan
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There are several different software packages for the design and simulation of production
processes and entire factories. However, none of them allows the 3D model to be
displayed in virtual reality. For this purpose we have developed a process by which we
have transferred the smart factory, which we are planning in the LASIM laboratory,
into a virtual reality from the 3D modeler. The transfer of a factory from a 3D modeler
to virtual reality and a direct connection to the Oculus Rift 3D glasses has not been
used before. The first step in the final thesis was the review of literature in the field of
virtual reality, gaming drives and Oculus Rift glasses. In the gaming drive, 3D models
were positioned and dyed as well animations were added. In the end, we also activated
the Oculus Rift interface. The final result was reviewed and tested in the LASIM lab,
that way the non-existent product was presented in a more representative form.
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Slika 3.15: Dodajanje novega materiala. . . . . . . . . . . . . . . . . . . . . . . 18
Slika 3.16: Shema transportne linije in prikaz gibanja palet. . . . . . . . . . . . 20










Danes sledimo poti k četrti industrijski revoluciji, ki jo imenujemo industrija 4.0. Pred-
stavlja komunikacijo med ljudmi, stroji in izdelki s pomočjo socialnega omrežja. No-
vost, ki jo prinaša, je da bodo lahko objekti neposredno komunicirali s kupci oziroma
dobavno verigo. S tem prihranimo čas in povečamo učinkovitost proizvodnega sis-
tema. Za dosego tega je treba uporabiti danes že obstoječe pametne naprave oziroma
standardizirane mrežne vmesnike, ki bi vse to omogočali [1].
Uporaba tehnologije in razvoja je danes povsem neizbežna na več področjih. Ena iz-
med novosti na trgu so tudi 3D očala, s katerimi se lahko postavimo v virtualni prostor.
Uporaba teh nam omogoča, da se navidezno sprehodimo po prostoru, ki je izmǐsljen ali
pa je v načrtu za izdelavo. V diplomski nalogi smo izdelali pametno tovarno v simu-
lacijskem programu s pomočjo 3D očal Oculus Rift. Simulacija tovarne v programski
opremi ni danes nobena novost, saj imamo na voljo številne programe, ki nam to že
omogočajo, kot primer lahko navedemo PlantSimulaton, FlexSlim, Tecnomatix in po-
dobne. Glavna razlika je v tem, da ti programi še ne omogočajo uporabe 3D očal, s
pomočjo katerih bi si lahko uporabnik ogledal pobližje ali se ’sprehodil’.
Sam namen naloge je prenos modela tovarne iz modelirnika v navidezno realnost, kjer
se lahko bodoči kupec ali načrtovalec sprehodi in dobi bolj nazoren in hkrati jasen
pogled na celoto. Tekom vpogleda v 3D svetu lažje zaznamo kakršnekoli napake, ki
se lahko pojavijo v bodoči tovarni, in jih razrešimo že v začetku izdelave ter se hkrati
izognemo vsem nepotrebnim stroškom in zakasnitvam. Z izdelavo tovarne v 3D svetu
lahko prav tako potencialnemu kupcu predstavimo izgled ter postavitev še neobstoječe
tovarne.
1.2. Cilji naloge
Glavni cilj in namen dela je prenos pametne tovarne laboratorija LASIM v 3D okolje,
ki omogoča prikaz 3D realnosti. Tako omogočimo ogled v prvi osebi ne samo v ptičji
perspektivi. Za dosego tega cilja pa je treba izvoziti simulacijo iz 3D modelirnika v
integrirano avtorsko orodje za ustvarjanje video iger in druge interaktivne vsebine, ki
omogočajo uporabo 3D očal in prosto premikanje.
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2. Teoretične osnove in pregled li-
terature
2.1. Virtualna realnost
V Slovarju slovenskega knjižnega jezika najdemo besedo virtualno kot sopomenko be-
sede navidezno [2]. Torej lahko poimenujemo virtualno realnost z drugimi besedami
navidezna realnost oziroma resničnost. Virtualna realnost v grobem pomeni posnema-
nje stvarnega okolja z računalnǐskimi napravami.
S pomočjo računalnǐske in programske opreme se lahko postavimo v umetno ustvarjeno
ali realno okolje, ki je izdelano tako, da uporabnik dejansko zazna prostor in ima
s spreminjanjem smeri pogleda prav tako spreminjajoče se okolje. Torej s pomočjo
senzorjev, ki zaznavajo pomike, dobimo sliko glede na položaj pogleda. Uporabnik
ima napravo pritrjeno na glavi, kjer sta prisotna dva zaslona, za vsako oko eden, in
slušalke, ki z zvokom ustvarijo še večji učinek. To predstavlja osnovna oprema, seveda
je lahko tudi nadgradnja, kjer naprava lahko zaznava premike uporabnika in posledično
interakcijo med objekti.
Vsekakor virtualna realnost pridobiva vse večjo vlogo v današnjih dneh, posledično
spreminja posamezna bistvena spoznanja o dognanjih, epistemologiji in sami naravi
čiste realnosti.
2.1.1. Zgodovina
Prvi koraki virtualne realnosti segajo v sredino 20. stoletja. Velik napredek se je zgodil
s prihodom naprave Sensorama (slika 2.1). To je bil prototip, na katerem si je lahko
gledalec ogledal nekaj kraǰsih filmov in poleg zaznal spremembe zvoka, gibanje sedeža
in po vrhu vsega še spremembe vonja. Seveda je bila slika barvna in je omogočala
tridimenzionalni pogled.
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Slika 2.1: Naprava Sensorama [3].
Leta 1966 je Thomas A. Furness III predstavil prvi simulator za pilotiranje letala in s
tem bistveno olaǰsal učenje in spoznavanje tehnike letenja. S tem dosežkom, ki je zelo
uporaben še dandanes je pridobil naziv ’dedek virtualne realnosti’.
Nato je sledil virtualni sistem Aspen Movie Map, izdelan 1978 s pomočjo katerega se
je lahko uporabnik sprehodil po ulicah v mestu Aspen. Hkrati je naprava omogočala
tudi spremembo letnih časov, torej zime in poletja. V nadaljnjih letih je razvoj vse bolj
rastel. Prelomnica je bila tudi, ko je Louis Rosenberg izdelal sistem virtualne opreme
v Air Force’s Armstrong Labs, ta pa je omogočala zaznati fizični tri dimenzionalni
virtualni objekt.
Razvoj je nato sledil vse bolj v smeri računalnǐskih iger, ki so konec 20. stoletja po-
stajala vse večja uspešnica. Inovacije v računalnǐskih igrah in igralnih pripomočkih
so sledile kot naglavni zasloni, igralne palice, rokavice itd. Vendar so bile inovacije le
prehodni pripomoček in se niso obdržale za dalǰsi čas zaradi preslabe zanesljivosti in
visoke cene.
S prihodom Oculus Rift (slika 2.2) se je začela povsem nova zgodba in odprl se je
nov pogled na virtualno realnost, njeno uporabo na vseh področjih, tako za zabavo,
industrijo kot študij. Seveda so ji sledila tudi večja podjetja, kot so Google, Samsung
in Sony [4].
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Slika 2.2: 3D očala Oculus Rift [5].
2.1.2. Namen virtualne realnosti
Uporaba VR je danes najbolj razširjena za zabavo, kot so računalnǐske igrice. Vendar
pa to ni edini način uporabe, zelo priročna je v znanstvene namene, za zdravstvo, šport,
vojsko in še bi lahko naštevali. V zdravstvu se kader izuči in spozna kritične situacije v
navideznem svetu, tako se v realnosti z njimi lažje spopadejo. V vojski se vojaki lahko
srečajo z upravljanjem simulacije letenja ali celo vožnje tanka.
V industrijskem okolju je uporaba VR prav tako priročna, saj lahko predhodno prikaže-
mo celotno tovarno, njen zunanji izgled, popravimo pomanjkljivosti oziroma prehodno
določimo napake. Potencialnemu kupcu lahko lažje prikažemo tovarno ali pa si jo
ogleda na daljavo, kar je lahko zelo priročno. Prav tako je lahko narejena tudi simulacija
določenega delovnega mesta, kar se danes tudi že uporablja pri predstavitvah tovarn.
2.2. Oculus Rift
Oculus Rift je naprava oziroma pripomoček, ki prikazuje navidezno resničnost. To
so pravzaprav naglavna očala, ki jih je razvilo podjetje Oculus VR. Začetki sodijo
na Kickstarter, kjer je bila ideja dobro sprejeta in se uspešno razvijala. Tako imajo
danes prva nizkocenovna očala na tržǐsču, ki se izredno dobro prodajajo. Na vsako
oko sta projicirana zaslona, ki posredno z računalnika generirata slike. Poleg zaslona
sta potrebni še leči, ki uporabniku zagotovita kar se da realistično tridimenzionalno
podobo.
Kot smo že omenili, so prisotni senzorji, senzor Oculus sledi uporabnikovim gibom in
sproti prenaša podatke ter ukaze v virtualni svet, kjer se spreminja in prilagaja virtualni
prostor uporabniku. Važno je, da je nameščen proti uporabniku, kot bi ga opazoval,
in ima čisto pot brez vmesnih objektov, ki bi lahko ovirali direktno povezavo. Poleg
tega je še priporočljivo da je oddaljen približno en meter od uporabnika. Še dodatno
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pri Oculus Rift je, da odlično sledi uporabnikovim gibom in omogoča kar celotno sliko
za 360◦ [5].
Poleg posebnega senzorja je potreben tudi daljinski upravljalnik Oculus, s katerim si
lahko pomagamo in delno nadomesti igralno konzolo.
Novost in nadgradnja Oculus Rifta vsebuje še tako imenovani Touch, to so posebni ročni
upravljalniki (slika 2.3), namenjeni tako za levo kot desno roko. Ročni upravljalniki
so opremljeni z nekaj tipkami in gumbom z analognim zaznavanjem pomika. Na ta
način omogoča svojim uporabnikom podoživljati virtualni svet in biti v stiku z njim
na povsem drugem nivoju. Razlikuje se že v položaju uporabe, saj uporabniki igralne
konzole operirajo v sedečem položaju, z napravo Oculus Touch pa lahko stojijo in s
senzorji, ki omogočajo zaznavo gibov rok, upravljajo igralni lik v računalnǐski igri, kar
omogoča uporabniku bolj realno podoživljanje virtualne realnosti [6].
Slika 2.3: Ročni upravljalniki Oculus Touch [7].
2.3. Igralni pogon
Igralni pogon je program oziroma sistem, ki nam je v pomoč pri izgradnji računalnǐskih
iger. Olaǰsa osnovne funkcije pri sami izdelavi igre, kot so upodabljanje grafike, pred-
vajanje zvoka, podpora fizikalnim simulacijam objekta, podpora animacijam in umetni
inteligenci in še bi lahko naštevali. Bistvo igralnega pogona je, da ustvarjalcu predvsem
olaǰsa delo tako, da so osnovne funkcionalnosti že opredeljene, in se ta lahko posveti
težjim in hkrati unikatnim delom svoje igre v izdelavi. Danes obstaja mnogo igralnih
pogonov, s katerimi lahko operiramo, tako v 2D kot 3D svetu, kar je odvisno predvsem
od namena. Bistvo igralnega pogona je, da so osnovne funkcije že vnaprej pripravljene
in tako omogočajo uporabnikom gradnjo na vǐsjem nivoju. Izredno pomembne funkcije,
ki jih ima skoraj vsak bolj razvit igralni pogon, so upodabljanje, animiranje objektov,
animiranje okolja, v katerem se izvajajo posamezne operacije, sama fizika premikanja,
zvočna podpora, omrežna podpora, uporabnǐski vmesnik in še bi lahko naštevali.
Sama osnova upodabljanja loči med 2D in 3D sistemom, kot je bilo že omenjeno. V
razvoju računalnǐskih iger so najprej prevladale igre v 2D svetu. Sčasoma je bilo
vse več zahtev po upodobitvi 3D iger, problem je nastajal samo zaradi zmogljivosti
računalnikov oziroma podpore grafičnih kartic.
Da se vrnemo nazaj k osnovi igralnega pogona. To je proces, ki nam upodablja slike na
zaslonu, poleg tega je treba uravnavati geometrije, osvetlitve in senčenje. Uporabniku
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Teoretične osnove in pregled literature
igre so bistvene predvsem animacije, s pomočjo katerih virtualni svet zaživi in dobi
podobo nečesa bolj stvarnega. Animacije so že vnaprej predpisani ukazi, ponavadi v
programskem jeziku, ki se izvedejo na uporabnikov ukaz [8].
Dandanes obstaja veliko igralnih pogonov, ki so na voljo brezplačno, kot so na primer
Unity, Unreal Engine, CryEngine, HeroEngine in mnogo drugih. Igralna pogona Unity
(slika 2.4) in Unreal Engine (slika 2.5) sta najbolj razširjena in znana. Unreal Engine
ima izjemno grafiko za ustvarjanje, po drugi strani pa je Unity enostaven in hitro
učljiv, tako da ga uporabniki z lahkoto usvojijo. Za zaključno delo smo se odločali med
tema dvema in na koncu izbrali igralni pogon Unity, ker je najbolj uporaben program,
podpira opremo Oculus Rift in se ga hitro usvoji [9].
Slika 2.4: Logotip igralnega pogona Unity [10].
Slika 2.5: Logotip igralnega pogona Unreal Engine [10].
2.4. Unity
Izbrani igralni pogon Unity je bil ustvarjen s strani podjetja Unity Technologies in
prvič predstavljen javnosti na Applovi konferenci leta 2005. Program je ustvarjen v
jeziku C, C++, C# in UnityScript. Omogoča zelo razširjeno uporabo na številnih
platformah, kot so namizne platforme Windows, Linux in Mac, mobilne Android, iOS,
Windows Phone, in igralne konzole Xbox One, PlayStation in hkrati v našem primeru
najbolj pomembna platforma Oculus Rift.
Kot omenjeno, je bila uporabljena brezplačna različica igralnega pogona Unity oziroma
bolj podrobno Unity Personal. Na voljo sta namreč dve različici Unity Personal, ena
namenjena za osebno rabo in Unity Pro, ki je plačljiva. Razlikujeta se v dodatkih, ki
uporabniku Unity Pro olaǰsajo delo, saj ima Unity Pro izbolǰsano grafiko in prihrani
čas dela s pomočjo dodatnih funkcij. Ker so osnovne stvari enake, je uporaba Unity
Personal povsem zadostna.
V programu je omogočeno programiranje v jeziku C#, ki je bil prav tako uporabljen
v nalogi za programiranje animacije. Poleg tega je mogoče programirati tudi v jezikih
JavaScript in Boo [11].
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Načrtovana pametna tovarna (slika 3.2) je predstavljena na spodnji sliki. Glavni deli
pametne tovarne so: tekoči trak z montažnimi mesti in senzoriko, dva robota Yaskawa,
kolaborativni robot, 3D tiskalnik, ročno montažno mesto ter zalogovniki. Glavni cilj
izgradnje pametne tovarne je implementacija obstoječih in razvoj novih sistemov v
sklopu industrije 4.0.
Slika 3.2: Tloris pametne tovarne.
Sredǐsče predstavlja transportna linija, po kateri potuje paleta. Na začetku imamo
zalogovnik s praznimi paletami. Ko je prva prazna paleta ustrezno nameščena na tran-
sportno linijo, potuje do prvega robota HP20 in ta ustrezno delno zapolni paleto z
osnovnimi enobarvnimi kockami. Po opravljenem delu prvega robota paleta nadaljuje
pot do robota HP06, ki ustrezno zapolni vzorec v drugi barvi in dokončno zapolni
celotno paleto. Sledi še zaščita oziroma zaščitno steklo s čepi, ki preprečijo in hkrati
zaščitijo kocke pred izpadom iz palete, kar zagotovi kolaborativni robot. Tako je iz-
delek v celoti izdelan, vendar potuje še naprej do 3D tiskalnika, ki preveri pravilnost
postavitve kock in po potrebi javi napako. Celotna linija se na tem mestu tudi za-




Slika 3.3: Izometrični pogled na pametno tovarno.
3.2. Razdelitev podsklopov
Zgoraj predstavljena tovarna je bila izhodǐsče za nadaljnje delo. Da bi lahko predstavili
tovarno v virtualnem svetu in omogočili kar se da realističen pogled, je sledilo kar nekaj
vmesnih faz do končnega izdelka.
Kot prvo smo morali razdeliti celotno linijo na ustrezno sprejemljive podsklope, saj smo
v nadaljevanju pretvorili celotne 3D objekte v površinske oblike. Za takšno spremembo
je treba imeti kar se da enostavne objekte, da jih pretvornik v čim bolj popolni obliki
pretvori in tako ne izgubimo detajlov 3D modelov.
Če sledimo montažnemu procesu, imamo na začetku transportne linije zalogovnik pra-
znih palet, ki je predstavljal svoj podsklop, temu sta sledila še oba robota HP20 in
HP06. Med njiju je postavljen še zalogovnik s pravilno urejenimi kockami, ki jih opra-
vlja oziroma z drugimi besedami razvršča manǰsi robot Scara. Nato pridemo do ročnega
delovnega mesta z zaščitnimi stekli in čepi za pritrditev. Kot posamezno enoto je bilo
potrebno ločiti ročno montažno mesto, čepe in zaščitna stekla.
Sledil je še 3D tiskalnik, pri katerem je bil potek identičen kot pri robotu Scara. Delovna
miza je torej predstavljala svoj podsklop in 3D tiskalnik svojega. Čisto zadnja delovna
miza je namenjena predvsem za izdelke z napakami, ki gredo na popravilo, in prav
tako predstavlja nov podsklop. Na transportni liniji, ki je v samem sredǐsču, je bilo
treba vse palete, tako polne kot prazne, odstraniti. Ostali so seveda senzorji in dodatki
oziroma nepremični deli linije. Preostane še kolaborativni robot na fiksirni mizi. Oba
dela smo ločili na svoj podsklop.
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3.3. Pretvorba formatov v STL
Po celotni razdelitvi tovarne na posamezne enote ali podsklope je bilo treba uvoziti vse
dele v format, ki ga bomo lahko uvozili v igralni pogon Unity. Ta korak je potreben
zato, ker Unity ne omogoča uvoza 3D modelov iz modelirnika SolidWorks.
Pri našem delu smo izbrali format datoteke STL, ki se v celoti zapǐse Standard Tes-
sellation, pomeni pa po plasteh razdeliti neko obliko ali del. Način oziroma definicija
delovanja formata STL je prikazana na sliki spodaj. Krožnica predstavlja prvotni
model, zmodeliran v programski opremi CAD in poleg je prikazano, kako pride do
pretvorbe oblike med formati. Skratka, vidimo lahko delovanje STL datoteke, saj si s
pomočjo mreže številnih trikotnikov pridobi približno podobo prvotnega modela.
STL format shrani 3D obliko tako, da se z velikim številom trikotnikov poskuša pri-
bližati pravi obliki, kar prikazuje slika (3.4), oziroma zapolni celoten prostor modela
s trikotniki različnih oblik in velikosti. Z drugimi besedami, omogoča nam prikazati
in hkrati ustvariti površino zmodeliranega objekta v mreži trikotnikov. V primeru, da
imamo gosto mrežo, sestavljeno iz manǰsih trikotnikov, dobimo bolje popisan objekt,
oziroma zagotovi natančneǰsi popis in bolǰse prikaže podrobnosti. Kljub vsemu zago-
tovo pride do izgube ali na nek način popačenja prvotne oblike zaradi aproksimacije,
vendar vseeno lahko dosežemo dovolj primerno obliko za nadaljnjo uporabo.
Slika 3.4: Način delovanja STL zapisa datoteke.
Prvotna uporaba tega načina zapisovanja datoteke je bila namenjena 3D tiskanju. Tako
imajo danes programske opreme, kot so AutoCAD, SolidWorks in PTC Creo Parame-
tric, že vgrejeno možnost uporabe takega formata [12], [13].
Po uspešno zmodeliranem modelu v programski opremi CAD oziroma v mojem primeru
programski opremi SolidWorks obstaja možnost shraniti datoteko z modelom v STL
datoteko, kot je prikazano za primer transportne linije na sliki (3.5).
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Slika 3.5: Shranjevanje transportne linije v STL datoteko.
Na sliki (3.6) je prikazana celotna transportna linija v programu SolidWorks. Pred-
stavljena je z namenom predstavitve celotnega postopka vse od začetka, ko je model
ustvarjen v SolidWorksu in pretvorjen v zapis datoteke STL.
Slika 3.6: Transportna linija v programu SolidWorks.
3.4. MeshLab
MeshLab je brezplačna odprtokodna programska oprema za urejanje 3D modelov in
nudi odstranjevanje, filtriranje, pretvarjanje formatov in prikazovanje praznih objek-
tov, obdanih z mrežo. Za izdelavo programa so uporabili programska jezika C++ in
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JavaScript. Prav tako lahko program deluje na več operacijskih sistemih. Bistveno je,
da je uporabniku dokaj prijazen in nezahteven, vsaj pri enostavni uporabi, vendar je
primeren tudi za zahtevneǰse namene.
Omenjena trikotnǐska poligonska mreža, ustvarjena s formatom STL z namenom, da
jo nato lahko uvozimo v program MeshLab, nam omogoča zelo učinkovito procesiranje
modelov in zagotavlja več milijonov trikotnikov za sestavo površine objekta. Pravza-
prav na takšen način dobimo površinski model, ki je v notranjosti prazen.
Na voljo imamo veliko funkcij, s katerimi lahko manipuliramo z modelom. Nekatere
od pomembneǰsih so, da imamo možnost brisanja posameznih območij, barvanja, gla-
jenja modela, filtriranja in čǐsčenja površine, rekonstruiranja površine, poravnave in
združitve več modelov skupaj in v mojem primeru najpomembneǰsega uvoziti in izvo-
ziti v več raličnih formatov [14], [15].
Na sliki 3.7 je prikazana transportna linija, uvožena v primernem zapisu datoteke
STL in odprta v programu MeshLab, s pomočjo katerega ustvarimo površinski model,
primeren za uporabo v programu Unity. V MeshLabu je treba izvoziti datoteke v
primerni obliki in v našem primeru je to OBJ.
Slika 3.7: Transportna linija v programu MeshLab.
3.5. Pretvorba formatov v OBJ
V tem delu smo uporabili za izvoz modelov dve obliki formatov, in sicer OBJ in 3DS.
Izkazalo se je, da formatni zapis 3DS ni tako primeren, saj ima omejen zapis oglǐsč.
Vsi objekti, potrebni za izgradnjo tovarne, so zahtevneǰsih oblik in vsebujejo veliko
detajlov, ki posledično privedejo do ogromno vozlǐsč in nepravilnih oblik. Izvoz da-
toteke je omejen v zapis formata .3ds je z maksimalnim številom oglǐsč, zapisanim v
specifikacijah, in sicer številom 65.535. V primeru, da smo zmanǰsali število oglǐsč, je
model izgubil posamezne detajle, prvotna oblika je bila nepravilna in spremenjena. Pri
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posameznih objektih je bilo še dokaj sprejemljivo in ugodno. Zapletlo se je pri robotih,
transportni liniji, zaradi obsežnosti in problem je nastajal pri mrežah, potrebnih za
bazni del izdelka.
Zaradi prevelikih napak, ki so nastale ob uporabi zapisa datoteke v obliki .3ds, je bilo
treba poiskati alternativo, ki bi zagotovila ugodneǰso in učinkoviteǰso obliko ter se čim
bolj približala pravemu modelu. Seveda je bilo treba ugotoviti, ali bo program Unity,
ki je bistven za celotno delo, podpiral drugi format zapisa datoteke. Torej je bilo treba
poiskati vse zapise datotek, ki jih podpira operacijski program Unity in hkrati omogoča
izvoz iz programa MeshLab. Po tehtnem pregledu in preizkusih se je za najbolǰso obliko
formata izkazal kar zapis v .obj.
OBJ je zapis datoteke, ki je bil ustvarjen z namenom za lažje uvažanje in izvažanje geo-
metrijskih oblik iz različnih 3D grafičnih aplikacij. Prav tako je znana kot eden bolǰsih
in najbolj uporabnih zapisov, saj je kompatibilen z veliko različnimi 3D grafičnimi
programi. To predstavlja veliko prednost, saj omogoča uporabnikom, da dostopajo in
s tem gledajo ter povrhu spreminjajo obliko prvotnega modela, kljub temu pa lahko
naslednji uporabnik s pomočjo OBJ zapisa odpre spremenjen model v povsem drugem
programu. Na ta način omogoča sodelovanje in nadgradnje modelov in s tem mnogim
uporabnikom olaǰsa delo.
OBJ je bil izdelan s strani podjetja Wavefront Technologies, ki se ukvarja z računalnǐsko
grafiko in naprednimi animacijami [16].
3.6. Programska oprema Unity
Po uspešno uvoženih modelih v MeshLab in nato izvoženih v korektnem formatu je
sledil glavni del, programsko okolje Unity, kjer smo sestavili pametno tovarno. Seveda
je bilo treba predhodno pripraviti tako imenovan teren za nadaljnjo izdelavo.
Začeli smo z izgradnjo tal (slika 3.8), kar predstavlja osnovo, na kateri se je potem vse
gradilo. Tla tudi preprečijo da nadaljnji objekti, ki jim dodamo gravitacijo, ne začnejo
padati v neskončnost, ampak se ustavijo ob dotiku s tlemi.
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Slika 3.8: Prvi korak pri izdelavi projekta je izgradnja tal.
Med osnovnimi nastavitvami je bilo treba nastaviti tudi kamero, tako da je sledila
ukazom s tipkovnice, kot so premikanje naprej, nazaj in levo, desno. Vǐsina kamere je
prilagojena normalni človeški vǐsini in znaša 1,70 metra. S premikanjem mǐske lahko
spreminjamo smer pogleda, prav tako pa je kamera v programu Unity povezana z očali
Oculus Rift in ob uporabi očal s spreminjanjem smeri avtomatsko prilagaja pogled.
Potek nastavitve povezave z očali Oculus Rift je prikazan spodaj.
Slika 3.9: V okencu Other Setings izberemo Virtual Reality Supported.
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Na sliki 3.10 lahko vidimo prikaz kamer in njihov pogled, poleg je prikazano še sonce
kot vir svetlobe.
Slika 3.10: Postavitev in namestitev kamer.
Naslednji korak je bil sestav celotnega prostora, v katerem se bo nahajala pametna
tovarna. Pametna tovarna laboratorija LASIM bo izdelana v njihovih prostorih. Zato
je na sliki 3.11 prikazan prostor z dodatki, kot so okna in vrata, za bolǰso predstavo
prostora.
Slika 3.11: Postavitev prostora.
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Sledili so vsi deli za izgradnjo pametne tovarne. Postopno je bilo treba vsak del uvoziti,
mu spremeniti material in primerno barvo, tako da je postajalo vse bolj podobno
realni sliki tovarne. Pri postavljanju in uvažanju podsklopov smo se lotili pri najbolj
pomembnem delu, ki hkrati predstavlja sredǐsče vsega, torej transportni liniji na sliki
3.12.
Slika 3.12: Transportna linija, postavljena v programsko okolje Unity.
Ob transportni liniji se nahajajo vsi roboti, delovne mize, zalogovnik in vse potrebno
za izdelavo izdelka. Nato smo postopno začeli postavljati vse podsklope in pričeli z
zalogovnikom baznih delov. V zalogovniku so zaloge baznih delov, z drugimi bese-
dami osnova končnega izdelka. Po tekočem traku pridejo do prvega uvoženega robota
HP20D, ki bazni del zapolni z enobarvnimi kockami. Poleg prvega robota smo postavili
delovno mizo z zalogami kock v dveh barvah, ki jih razvršča manǰsi robot kolaborat.
Na sliki 3.13 je približek tovarne.
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Slika 3.13: Končna postavitev celotne tovarne.
Po končani izdelavi in gradnji v programski opremi Unity si lahko pogledamo celoto s
pomčjo 3D očal in dobimo nazoren vpogled v tridimenzionalni svet. Seveda se lahko
sprehodimo do vsakega robota, ugotovimo, ali je postavitev primerna in zadovolji vse
potrebe za potek izdelave izdelka. Na sliki 3.14 je prikaz končane pametne tovarne
skozi 3D očala.
Slika 3.14: Pogled pametne tovarne skozi 3D očala Oculus Rift.
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V tovarni so predstavljeni objekti obarvani in dodani so jim ustrezni materiali. V
datoteki, kjer so shranjeni materiali, je izvedljivo uvoziti vse materiale, ki so namenjeni
posameznemu objektu. Za oblikovanje novega materiala moramo pod zavihkom Assets
in v podmapi Materials ustvariti nov material. Ko kreiramo nov material, se nam
pojavi novo okence in s klikom nanj se odpre zavihek, ki je prikazan na sliki 3.15. V
tem zavihku si lahko z barvne palete izberemo barvo našega materiala. Seveda lahko
poleg barve izbiramo mnoge druge stvari z namenom, da prikažemo material, kot je
le možno v pravi podobi. To lahko dosežemo z različnimi efekti, kot so senčenje, mat
podlaga oziroma lesk. V nalogi niso vsi materiali ustvarjeni na novo, ampak so izvoženi
s spletne strani programa Unity, npr.: aluminij in železo, ki sta že ustvarjena in ju ni
treba na novo izdelovati. Ko imamo material izdelan ali izvožen, ikono potegnemo do
ustreznega objekta, spustimo in že imamo objekt obarvan.
Slika 3.15: Dodajanje novega materiala.
3.7. Animacija
V nalogi je predstavljena animacija praznih palet, ki potujejo po transportni liniji.
Animirane so tri palete, ki se hkrati premikajo med delovnimi postajami. Prvi dve
paleti se gibljeta linearno vzdolž linije, tretja pa opravlja tudi rotacijsko gibanje na
koncu linije.
Kot prvo je bilo treba ustvariti C# Script, v katerem lahko dostopamo do koordinat
posamezne palete. Za vsako paleto uporabimo funkcijo transform.Translate, ki v vsa-
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kem časovnem trenutku spremeni določeno koordinato za neko vrednost. To izvajamo,
vse dokler palete ne doseže želene pozicije. To zapǐsemo na naslednji način.
Podobno napravimo tudi za rotiranje palete, le da uporabimo funkcijo transform.RotateAround.
Tej funkciji moramo definirati kot, ki ga opravi objekt, in določiti točko, okoli katere
rotira. Tudi ta ukaz se izvaja, vse dokler objekt ne doseže želene pozicije.
Gibanje posamezne palete je lahko sestavljeno iz več premikov, zato moramo kodo
oblikovati tako, da se na koncu enega premika prične drugi premik. Ko se izvede zadnji
premik, imamo določeno časovno ustavitev in nato se celoten postopek ponovi.
Na sliki 3.16 je s puščicami uprizorjena pot gibanja palete. Krog se prične s prazno
paleto, ki potuje do nadaljnjih robotov in se tekom poti dopolnjuje vse do končnega
izdelka, ki je prikazan kot zadnji. Tako se zaključi.
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Slika 3.16: Shema transportne linije in prikaz gibanja palet.
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4. Rezultati
V sklopu zaključne naloge smo celotno načrtovano pametno tovarno laboratorija LA-
SIM prenesli v navidezno realnost in sprogramirali animacijo določenih elementov. V
prvem koraku smo 3D model tovarne v modelirniku SolidWorks razdelili v podsklope in
vsakega posebej izvozili v ustrezno vrsto datoteko z nazivom STL. Pomembno je bilo,
da smo razčlenili celoto na podsklope, ki niso predstavljali prezahtevnih oblik za nadalj-
nji proces. V naslednjem koraku smo pretvorjene podsklope uvozili v MeshLab, kjer
smo izdelali površinske oblike, saj so te rabili za nadaljnjo uporabo v pogonu Unity.
Po uspešno pripravljenem okolju in postavitvi kamer smo lahko pričeli z uvažanjem
vseh delov tovarne v projekt igralnega pogona Unity. Vsem komponentam smo določili
pravilne barve in dodali pripadajoče materiale. Kot zadnji je bil ustvarjen programski
zapis animacije, ki prikazuje način gibanja izdelka po tovarni.
S končanim prikazom pametne tovarne v navidezni realnosti smo dokazali, da je iz-
bran postopek transformacije od modela do končnega virtualnega prikaza uspešen. Za
testiranje smo uporabili štiri osebe 4.1, ki so se sprehodile po tovarni v navidezni re-
sničnosti s pomočjo očal Oculus Rift. Ocenjevali so gibanje izdelka po tekočem traku
in primernost materialov ter ustreznost barv.
Po opravljenem preizkusu smo popravili določene segmente, kot je hitrost premikanja
palet, in delno spremenili postavitev delovnih miz. Materiali in barve so ustrezali
pogojem.
Slika 4.1: Testiranje virtualnega okolja z očali Oculus Rift.
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5. Zaključki
V zaključni nalogi smo:
1. Zasnovali koncept za izvoz 3D modelov iz modelirnika SolidWorks v igralni pogon
Unity, da smo omogočili prikaz tega 3D modela v virtualni resničnosti.
2. Pokazali, da je zasnovani koncept uporaben tudi za prikaz načrtovanih proizvo-
dnih sistemov in tovarn v virtualni realnosti.
3. Pokazali, da igralni pogon Unity omogoča izdelavo animacij montažnih procesov.
4. Dobljeni rezultat analizirali in odpravili napake v sami izgradnji tovarne.
5. Ugotovili, da bi bilo treba za podrobneǰse in detajlno modeliranje tovarne uvoziti
še bolj razčlenjene podsklope.
6. Ugotovili, da lahko s pomočjo izdelanega predhodno opazimo morebitne napake,
oziroma tovarno še izbolǰsamo pred izgradnjo in se tako izognemo nepotrebnim
stroškom.
V zaključni nalogi smo dokazali, da je možno 3D modele iz modelirnika SolidWorks (pa-
metno tovarno) prenesti v virtualno realnost, kjer s pomočjo 3D očal dobimo najbolǰso
možno predstavo o načrtovanem 3D objektu, tovarni. Najpomembneǰse je, da lahko s
pomočjo izdelane tovarne v 3D svetu odpravimo napake, preden se začne gradnja, in
tako preprečimo nepotrebne stroške in prihranimo čas.
Predlogi za nadaljnje delo
Programi, ki omogočajo programiranje in izdelovanje virtualne realnosti s pomočjo
3D očal, trenutno še niso direktno uporabni za prikaz načrtovanih modelov v virtual-
nem okolju. Zato je naslednji smiseln korak integracija virtualne realnosti direktno v
modelirnikih in programih za vizualizacijo.
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