Abstract. There are no square L 2 -flat sequences of polynomials of the type 1
Introduction.
The main purpose of this paper is to establish that there are no square L 2 -flat sequences of polynomials of the type 1 √ q (ǫ 0 + ǫ 1 z + ǫ 2 z 2 + · · · + ǫ q−2 z q−2 + ǫ q−1 z q−1 ), (1.1) where for each j, 0 ≤ j ≤ q−1, ǫ j = ±1 and z ∈ S 1 , S 1 is the circle group. It follows that there are only finitely many Barker sequences. We thus get an affirmative answer to Turyn-Golay's conjecture and Erdös's conjectures. Furthermore, our result implies that the spectrum of dynamical system arising from generalized Morse sequences is singular for every continuous Morse sequence. This answer an old question due to M. Keane [47] .
We remind that Turyn-Golay's conjecture, arising from the digital communications engineering, state that the merit factor of any binary sequence is bounded.
The merit factor of a binary sequence ǫ = (ǫ j ) n−1 j=0 ∈ {−1, 1} n is given by
where P n (z) = 1 √ n n−1 j=0 ǫ j z j , z ∈ S 1 . Clearly, Turyn-Golay's conjecture is equivalent to L 4 conjecture of Erdös which say that for any polynomial P from the type (1.1) we have P 4 ≥ (1 + c), for some absolutely constant c > 0. This conjecture implies the well known ultraflat conjecture of Erdös which state that for any polynomial P from the type (1.1) we have P ∞ ≥ (1 + c), c > 0. In the same spirit, Newman mentioned (without attribution) that it is conjectured that there is a constant c ′ > 0 such that for any polynomial P of type (1.1) we have P 1 ≤ c ′ < 1. This conjecture is nowadays known as L 1 Newman's conjecture. It is obvious that Newman's conjecture implies the two conjectures of Erdös's [30] , [31, Problem 22] , [32] .
Of course Newman's conjecture implies also Turyn-Golay conjecture. However, our arguments break down as far as the L 1 -Newman's conjecture is concerned.
We notice that our proof is based on the description of some arithmetic set associated to the sequence (ǫ j ) and on the exact computation of the L p norm of Dirichlet Kernel. We further apply some tools from Gowers's method [38] .
Our proof gives also that the square flatness implies the pairwise independence behavior, that is, the canonical projections of dynamical system generated by (ǫ j ) are stochastically pairwise independent. This allows us to reduced our investigation to the case of random trigonometric polynomials for which the random coefficients are pairwise independent and to obtain a dynamical proof of our main result.
This dynamical proof confirm partially the heuristic argument of P. Cohen about the behavior of the L 1 norms of the exponential sums (see the introduction of [23] .). P. Cohen in his paper addressed the famous L 1 Littlewood's conjecture which was solved by McGehee-Pigno & Smith [58] . In our setting, the heuristic argument of P. Cohen can be adapted to infer that the flatness may implies normality, that is, if (P q ) is flat in almost everywhere sense then the sequence (ǫ j ) is normal in the following sense: let k ≥ 1, and x n = ±1. Then, for 1 ≤ n ≤ k, we have Taking into account this interpretation, it follows that if (ǫ j ) is the Liouville function then the almost everywhere flatness may implies the popular Chowla conjecture on the Liouville's function. Roughly speaking, this conjecture state that the Liouville function is normal (see section 7 for more details). Therefore, according to our results and analysis, we obtain that Chowla conjecture implies Riemann Hypothesis. The proof of this last fact is essentially based on the computation of the L α norms of the L 2 -normalized polynomials generated by Liouville or Möbius function.
Our result on Chowla conjecture and RH confirm in some sense the heuristic argument of Denjoy [25] , that is, RH "holds with probability one" (for more details see section 7).
Let us remind that P. Erdös wrote about his ultraflat conjecture in [33] the following:
" Some of these questions may not be "serious" Mathematics but I am sure the following final problem considered by D. J. Newman and myself for a long time is both difficult and interesting: Let ǫ k = ±1. Is it true that there is an absolute constant c so that for every choice of the ǫ
This probably remains true if the condition ǫ k = ±1 is replaced by |ǫ k | = 1. "
The last conjecture (when ǫ k = ±1 is replaced by |ǫ k | = 1) was disproved by J-P. Kahane [45] . Further, J. Beck [11] has shown that the sequence
a k,j z k , (1.2) ⋆ j = 1, · · · can be chosen to be flat in the sense of Littlewood (see definition below) with coefficients chosen from the solutions of z 400 = 1. So Beck's result naturally raises the question as to what is the smallest cyclic subgroup of the circle group which supplies coefficients a k,j 's for a flat sequence of trigonometric polynomials of the type (1.2) (flat in the sense of Littlewood). According to the extensive numerical computations described in [60] , the flat polynomials in the sense of Littlewood of the type (1.1) may exist [69] . However, our arguments seems to be far form bring any contribution to this problem. Although, our result say that there are no ultraflat polynomials of the type (1.1) and this confirm the numerical evidence in [60] .
Let us further mention that several attempts have been made in the past to solve Turyn-Golay's conjecture or Erdös's conjectures. For a brief review on those attempts we refer the reader to [44] and [71] .
It turns out that Turyn-Golay's conjecture is related to some spectral problems in ergodic theory. Indeed, T. Downarowicz and Y. Lacroix established that Turyn-Golay's conjecture is true if and only if all binary Morse flows have singular spectrum [27] . As a consequence to our main result, we obtain that all binary Morse flows have singular spectrum.
It come to us a pleasant surprise that there is also a connection between the pairwise independence sequence and the famous Banach-Rohklin problem on the existence of dynamical system with pure Lebesgue spectrum and finite multiplicity. This connection was made by Robertson [68] and Womack [80] . There is many investigations in this direction on the Banach-Rohklin problem. Unfortunately, to the best of author's knowledge, none of those investigations so far was successful. For more details, we refer to [49] and the references therein. We also refer to [34] and [18] for the more recent results on the subject.
It turn out also that the study of Banach-Rohklin problem in some class of dynamical system is equivalent to the L 1 flatness problem in the class of Littlewood polynomials. This later connection was made by M. Guenais in [36] . For more details we refer to section 4.
The paper is organized as follows. In section 2, we set up notation and terminology, and we further review some fundamental tools from the interpolation theory in Fourier analysis. In section 3, we introduce the notion of flat polynomials and we state our first main result. In section 4, we remind the notion of Barker sequence and we review some ingredients from the spectral theory of dynamical systems. We further state our second and third main results. In section 5, we present the proof of our first main result. In section 6, we present a dynamical proof of our main first main result and the proof our second and third main results. In section 7, we provide an application of our dynamical proof to study the flatness issue under Chowla conjecture and Riemann hypothesis. As a consequence, we obtain that Chowla conjecture implies Riemann hypothesis. Finally, in section 8, we state some remarks and open questions.
Notation, definitions and tools.
Let L denote the class of Littlewood polynomials by which we mean the trigonometric polynomials of the type
Note that we make first and last coefficient of P positive in our definition. This makes the correspondence T defined below one-one. Let N B denote the class of Newman-Bourgain polynomials, i.e., polynomialsP of type 1
,
and where m is the number of non-zero terms inP which is also the number of i with η i = 1. Note that if P is as in (1.1) and if we put
is in class N B, where m is the number of η i = 1 which is also the number of ǫ i = 1.
It is obvious that the finite sequence (η j ) q−1 j=0 defined a subset of the set 0, · · · , q−1 which we denote by H. By abuse of notation we will denote also by H the subset associated to the sequence (η j ) +∞ j=0 .
As is customary, we denote by ξ q,j , j = 0, · · · , q − 1 the q-root of unity given by ξ q,j = e 2πi j q . and by #A the cardinal of the set A. For r ≥ 2, the discrete Fourier transform of the finite set A mod r and its balanced function are given by
where A(j) = # k ∈ A : k ≡ j or A(j) − #A for its balanced function. Notice that in the usual sense DF r (1 A ) is the discrete Fourier transform of the function f given by f (j) = A(j), j = 0, · · · , r − 1.
⋆
The class of polynomials with coefficients of modulus one is denoted by G. To avoid heavy notation, we denoted also by G the class of L 2 -normalized polynomials from class G.
A formula between Littlewood and Newman-Bourgain Polynomials. Let us define one-one invertible map T from the class L to the class N B by
where
and m is the number of η i = 1 which is also the number of ǫ i = 1.
We thus have that D(1) = √ q, while for z ∈ S 1 \ {1},
The formula for polynomials in L mentioned in the title of this subsection is as follows: If P is as in (2.1) then
where m is the number of terms in P with coefficient +1, A(z) = √ m T (P )(z), and
The proof follows as soon as we write T (P )(z) and D(z) in the right hand side in full form and collect the coefficient of
Note that polynomials in L, N B and the polynomial D all have L 2 (S 1 , dz) norm 1. Moreover, for each j ∈ {1, · · · , q − 1}, we have
by the identity (2.2).
We will further need the following fundamental inequalities from the interpolation theory due to Marcinkiewz & Zygmund [81, Theorem 7.10 , Chapter X, p.30].
Theorem 2.1. For α > 1, n ≥ 1, and any analytic trigonometric polynomial P of degree ≤ n,
where A α and B α are independent of n and P .
For the trigonometric polynomials, Marcinkiewz-Zygmund interpolation inequalities can be stated as follows [81, Theorem 7.5, Chapter X, p.28].
Theorem 2.2. For α > 1, n ≥ 1, and any trigonometric polynomial P of degree ≤ n,
We will also need the following special case of Marcinkiewicz-Zygmund inequalities for the L 2 and L 4 norms. We include the proof for sake of completeness.
Lemma 2.3. Let P be an analytic trigonometric polynomial with degree ≤ q − 1 and complex coefficients a j , j = 0, · · · q − 1. Then
Assume further that the degree of P is odd and the coefficients are real, then
Proof. An easy computation gives, for any z ∈ S 1 ,
We thus get
The identity (2.6) follows once we observe that
For the proof of (2.7), we rewrite (2.8) as follows
where (c l ) are the autocorrelations of the sequence (a k ) q−1 k=0 . Since the coefficients are real, (2.9) take the following form.
Proceeding in the same manner as before we obtain 1 2q
Since q is odd, by adding (2.11) to (2.12) we get (2.7). This finishes the proof of the lemma.
Remark.
(1) The key argument in the proof of Lemma 2.3 can be reformulated as follows: let
and
Then, for all k, l ∈ Z, we have
that is, the family {e l } q−1 l=0 is an orthonormal basis for L 2 (µ q ). We further notice that {e l } l≥0 is an orthonormal basis for L 2 (dz). Moreover, it is well known that the previous arguments are at the heart of the Fast Fourier transform (FFT) techniques, we refer to [76, Chap.7] for more details. For the application of FFT in a variety of areas including biomedical engineering and the radar communications field, please refer to [66, Chap. 8] and the references given there.
(2) Let us further point out that the identities (2.11) and (2.12) can be obtained as an easy application of Parseval identity. Indeed, write
and apply the Parseval identity to obtain 1 2q
An elementary calculation show that this last identity is exactly the identity (2.11).
For the second identity, the detailed verification is left to the reader.
Our first main result and flat polynomials
For any α > 0 or α = +∞, the sequence
Obviously, if the sequence
We further have that the square L 1 -flatness is equivalent to the L 1 -flatness, by Proposition 4.2 from [1] .
We say that the sequence P n (z), n = 1, 2, · · · is flat in almost everywhere sense (a.e. (dz)) if |P n (z)|, n = 1, 2, · · · converges almost everywhere to 1 with respect to dz.
Following [2] , the sequence P n , n = 1, 2, · · · of polynomials from the class L (or G) is flat in the sense of Littlewood if there exist constants 0 < A < B such that for all z ∈ S 1 , for all n ∈ N (or at least for a large n)
It is immediate that the flatness properties are invariant under S. It is further a nice exercise that the L 4 conjecture of Erdös and the ultraflat conjecture of Erdös holds in the class of Newman-Bourgain polynomials [4] , [3] .
We will need the following fundamental criterion of the square L 2 -flatness.
Proposition 3.1. Let (P q (z)) q≥0 be a sequence of L 2 -normalized polynomials. Then, (P q (z)) q≥0 is square L 2 -flat if and only if the L 4 -norm of P q converge to 1 as q −→ +∞.
Proof. A straightforward computation gives
Therefore,
if and only if
The proof of the proposition is complete.
We can strengthen Proposition 3.1 as follows Proposition 3.2. Let (P q (z)) q≥0 be a sequence of L 2 -normalized polynomials. Then, for any integer p ≥ 1, the L 2p -norm of P q converge to 1 as q −→ +∞ if and only if
Proof. By the triangle inequality, we have
Whence P q p − 1 converge to 0 as q −→ +∞ if P q 2 − 1 p converge to zero as q −→ +∞. For the opposite direction, since p is an integer, we can thus write
We further have
, for any k = 1, · · · , p, by Hölder inequality. Assume that P q 2p converge to 1 as q −→ +∞ it follows that
This finish the proof of the proposition.
We are now able to state our first main result. 
Our second and third main results.
Before stating our second and third main results, we need to recall the notion of Barker sequences and some basic facts on the notion of dynamical systems arising from generalized Morse sequences.
Baker sequences and the connection to digital communications engineering. Barker sequences are well-known in the streams of investigation from digital communications engineering. Barker introduced such sequences in [9] to produce a low autocorrelation binary sequences, or equivalently a binary sequence with the highest possible value of F . The largest well-known values of F are F 12 = 14.0833 and F 10 = 12.1 obtain respectively by the following sequences 
Given a binary sequence
The k-th aperiodic autocorrelation of b is given by
For k < 0 we put c k = c −k . b is said to be a Barker sequence if for each k ∈ 1, · · · , n − 1 we have
The Barker sequences and their generalizations have been a subject of many investigations since 1953, both from digital communications engineering view point and complex analysis viewpoint. Therefore, there is an abundant literature on the subject, we refer to [72] , [43] , [14] , [15] , [56] and the references therein for more details. Here, we remind only the following result need it.
be a Barker sequence with length n.
(1) If n is odd then n ≤ 13, if not and n > 2 then n = 4m
2 for some integer m.
(2) Assume further that there exist a Barker sequence with arbitrary length and let P n be a Littlewood polynomial whose coefficients form a Barker sequence of length n. Then the sequence (P n ) is square L 2 -flat.
Proof.
(1) is due to Turyn and Storer [73] . The second part (2) is essentially due to Saffari [72] , we refer also to the proof of Theorem 4.1 in [14] line 5.
At this point, let us state our second main result. Weak Banach-Rohklin spectral problem and the connection with Ergodic Theory. In [17] Bourgain showed that the L 1 -flat polynomials problem in the class N B is related to the nature of the spectrum of the Class 1 maps introduced by Ornstein [63] . This class of maps is nowadays called rank one maps and there is a large literature on it. Later, M. Guenais in [36] established that L 1 -flat polynomials problem in the class L is equivalent to the weak Banach-Rohklin problem in the class of Morse coycle extension maps.
Following Ulam the Banach problem from the Scottish Book can be stated as follows [78, p.76] .
Questions (Banach Problem). Does there exist a square integrable function f (x) and a measure preserving transformation T (x), −∞ < x < ∞, such that the sequence of functions {f (T n (x)); n = 1, 2, 3, · · · } forms a complete orthogonal set in Hilbert space?
Obviously, Banach problem has a positive answer in the class of non-conservative dynamical systems. For the conservative case, the problem remained open until very recently, when it was answered affirmatively by the author in [1] . Precisely, therein, the author produced a conservative ergodic infinite measure preserving with simple Lebesgue spectrum. For more details, we refer to [1] .
The Russian related problem to the Banach problem is known as Rohklin problem. Rohklin asked in [67] on finding a map acting on the finite measure space with finite Lebesgue spectrum. To the best knowledge of the author, this problem still ⋆ open. However, the weak Rohklin problem on the existence of dynamical system with finite Lebesgue component was solved since 1982 by J. Mathew and M. G. Nadkarni [55] , T. Kamae [46] , M. Queffelec [62] , and O. Ageev [8] . Indeed, the authors produced a dynamical system with Lebesgue component of multiplicity two. Fifteen years later, M. Guenais produced a torsion group action with Lebesgue component of multiplicity one [36] .
Historically, the problem on finding a map acting on a probability space with simple Lebesgue spectrum seems to be initiated by Banach and Rohklin. On this problem, and more generally, on Rohklin problem, Kirillov in his survey paper [48] wrote "there are grounds for thinking that such examples do not exist". The weak Banach-Rohklin problem raised the question of whether there exists an ergodic map acting on a probability space with simple Lebesgue component plus some singular part in the spectrum. If we require only that the map is non-singular and ergodic then, very recently, M. Nadkarni and the author established that the problem has an affirmative answer [5] .
Here, we will summarize briefly the connection between the square L 2 -flatness and the so-called Morse dynamical systems.
In the symbolic dynamics language, let B k be a block of length k in the alphabet
If C k and D m are two blocks then the concatenation operation (CD) k+m and the product operation of (C × D) k.m is defined respectively by
To each binary sequence B ∈ + 1, −1 we associate the Littlewood trigonometric polynomial defined by
Given a sequence of blocks B k1 , B k2 , · · · satisfying
The one-sided generalized Morse sequence A is defined as the coordinatewise limit of the blocks A n1.···np = B n1 × B n2 × · · · × B np . Notice that convergence is granted by the condition (4.1).
The one-sided generalized Morse sequence A is extended in the usual manner to be the bi-infinite sequence which we still denoted by A.
Let S be a shift map on the compact space {+1, −1} Z given by S(x)[n] = x[n+1], n ∈ Z, and A ∈ {+1, −1} Z , be a generalized Morse sequence. The Morse flow is defined as the subshift generated by A, that is, the topological dynamical system (X A , S) where X A is the closure of the orbit of A under S.
In the language of cocycles, the Morse flow can be defined as 2-point extension of the odometer. The associated cocycle φ is defined inductively, and it is continuous at all points except at one point. φ is also called a continuous Morse cocycle.
The generalized Morse sequences and Morse cocycle has been the subject of many investigations and publication, for more details we refer to [28] , [36] and the references therein.
We remind that M. Guenais in [36] established that the Morse cocycle has a simple Lebesgue spectrum if and only if there exists a sequence of L 1 -flat polynomials.
For a continuous cocycle, Downarowicz-Lacroix in [27] proved the following:
The dynamical system arising from the continuous Morse sequence A = (A n ) has a simple Lebesgue component if and only if the polynomials (P A,n (z)) are square L 2 -flat.
Our third main result concern the spectrum of dynamical system arising from the generalized Morse sequences, and it can be stated as follows 
Proof of the main results
We start by recalling the following special case of the L α -flatness criterion from [1] . We include the proof for sake of completeness.
Proposition 5.1. Let α > 1 and (P q (z)) q≥0 be a sequence of L 2 -normalized polynomials such that for each q the degree of P q is q − 1. Then P q , q = 1, · · · , are square L α -flat if and only if
Proof. This is an easy application of Marcinkiewicz-Zygmund inequalities combined with the following obvious observation:
⋆ As an easy consequence we have the following corollary.
Corollary 5.2. Let (P q (z)) q≥0 be a sequence of L 2 -normalized polynomials such that for each q the degree of P q is q − 1. Then P q , q = 1, · · · , are square L 2 -flat if and only if
We further need the following proposition due to Jensen-Jensen and Høholdt [42] (see also [2] ). We will present a simple proof of it in section 6.
We are now able to prove our first main result (Theorem 3.3).
Proof of Theorem 3.3. Assume that there exists a sequence (P q ) of L 2 -normalized Littlewood polynomials such that the L 4 -norm (P q ) converge to 1 as q −→ +∞. Furthermore, without loss of generality, assume that the degree of (P q ) are odd. Then, by appealing to Proposition 3.1, the sequence of the polynomials (P q ) is square L 2 -flat. We thus have
by Corollary 5.2. Combining this with (2.3), we obtain
Consequently,
Now, applying Lemma 2.3, we get
where (c l ) are the autocorrelation coefficients of {η j } q−1 j=0 . These autocorrelation coefficients are also called the autocorrelation coefficients of H.
Integrating, we get
We can thus rewrite (5.2) as follows
Taking into account our assumption, we see by Proposition 5.3 that
This allows us to assert that the sequence 1 q
converge to 1 as q −→ +∞ .
At this point, we claim that for q large enough,
To see this, write
and by appealing to the triangle inequality, we get
Moreover, a straightforward computation gives
Therefore, for q large enough,
Combining this with our assumption, we obtain
Whence, by (5.4),
which ends the proof of the claim.
Applying Lemma 2.3 again, it follows that
Indeed, by the well-known Lagrangian interpolation formula, we have
The second identity follows from (2.3). We thus get from (2.2) the following identity
Applying the triangle inequalities we obtain Moreover, by taking into account the following estimation from [41] , [19 
we see that 16
That is,
Applying again Lemma 2.3 combinded with our assumption we infer that the sequence
We thus have the following estimation
and this finish the proof of the claim.
We deduce that the autocorrelation coefficients (c l ) of H satisfy 1 The identity (HJBr) can be obtained as a consequence of (2.12) by noticing that for every
where Rq(z) = In other words
where * is the standard convolution operation.
We further observe that the quantity
where H c is the complement of H. It follows that for large enough q
Hence, by a variant of Balog-Szemerédi's theorem, we
can describe approximately the structure of H [38] . As a consequence, we obtain a contradiction. But, we can also proceed directly. Indeed, for each k = 0, · · · , q − 1,
by (5.12). Therefore, by the triangle inequality, we can assert 1 2q
where ψ(q) is given by
We further have ψ(q) −→ 0 as q −→ +∞, by our assumption. Consequently, we have 1 2q
Combining Lemma 2.3 with (2.3) we get
Notice here that, without loss of generality, we can suppose q is an even integer. Otherwise, by appealing to (2.2) we can write
Applying the same arguments as before, we see that (5.21) holds with a suitable function ψ(q).
We need now to estimate the L 4 -norm of (1 − z)Q q (z). Write
and putQ
We thus need to estimate only the L 4 -norm ofQ q .
Observe that the coefficients of the analytic polynomial √ q 2Q q (z) are in {0, ±1}. Furthermore, without loss of generality, we can assume that the frequencies of 0, 1 and −1 exists. For a ∈ {0, ±1}, we denotes by f a the frequency of a. 
Indeed, employing Marcinkiewicz-Zygmund inequalities, we see that
where δ j = η j − η j−1 , j = 1, · · · , q − 1 and Λ c 0 is the complement of the set j : δ j = 0 . We thus get for q large enough,
Letting q −→ +∞, we obviously obtain (GJJH). We thus need to examine only the case f 1 = f −1 . For that, in the same spirit as before, we complete the proof as follows.
Employing Marcinkiewicz-Zygmund inequalities we can assert that
Therefore if the frequencies of odd integers and even integers in H are not balanced then
We thus get a contradiction. Otherwise the frequencies are balanced and this also yields a contradiction. Indeed, let r ≥ 2 be an integer, and observe once again that we can assume that r divides q. Hence again by Marcinkiewicz-Zygmund inequalities, we see that
It follows that if for some r and ℓ = 0, we have
which gives a contradiction. Otherwise H mod r is almost equipped with the uniform probability measure of 0, · · · , r − 1 , which also yields a contradiction. Summarizing, we conclude that (P q ) can not be square L 2 -flat and the proof of the first main result is complete.
Square flatness implies pairwise independence vs orthogonality.
In this section we will give an alternative proof of Theorem 3.3 and we will present the proof of the following theorem Theorem 6.1. If (ǫ j ) generated a sequence of square L 2 -flat polynomials then the canonical projections of the dynamical system generated by (ǫ j ) are pairwise independent.
We start by presenting a simple proof of Proposition 5.3.
Proof of Proposition 5.3. By Marcinkiewicz-Zygmund inequalities,
, but, since ( P q 4 ) q≥1 is boubded, this forces
Hence the frequencies of 1 and −1 is It follows that the square flatness implies that the frequencies of 1 and −1 are balanced, that is, the density of H is For the proof of Proposition 6.2, we need some tools. We start by proving the following lemma. Lemma 6.3. For any ℓ ≥ 1, we have
Proof. By (2.4), we have
We thus need only to compute the second term of the right-hand of this equation. This can be easily accomplished by a straightforward computation as follows
and the lemma follows. 
where ℓ q ≤ q α 2(α−1) .
Proof.
We start by noticing that we need to prove only that (BGHJJ) holds for q large enough. Applying the triangle inequalities combined with Lemma 6.3, we see that
But, the sequence P q (z) 4 q≥1 is bounded by our assumption. Henceforth, we need to estimate only the second term in the right hand side. To this end, by the estimation obtained in [7] (see Remark below), we have
and the proof of the proposition is complete.
By applying carefuly Lemma 6.3 we get Proposition 6.5.
It follows, by Cauchy-Schwartz inequality, that
Moreover, by our assumption,
and, we have
by Lemma 2.1. This achieve the proof of the proposition.
We can strengthen the previous results by proving Proposition 6.6. Let α ∈]0, 2[, ℓ ≥ 1 be a integer and (ℓ q ) a sequence of integers. Then
Proof. We give the proof of (i) only for the case ℓ = 1; since the proofs of the other cases are similar. By the triangle inequality, we have
by our assumption. Therefore, the proof of (i) follows once we observe that
For (ii), by the triangle inequalities again,
The last inequality is due to the identity (2.2). It follows from our assumption that P q (z) − 1 converge almost everywhere to 0 and it is obvious that (D q ) converge to 0 almost everywhere. We thus get that for almost all z with respect to dz, the sequence ( 1 − z ℓq |Q q (z)| − 1 ) converge to 0. Moreover, it is L α uniformly integrable since its L 2 norm is bounded by 4. Indeed, put u = 
We thus get, by Markov inequality,
⋆ This achieve the proof of the claim. We thus get by the classical Vitali convergence Theorem, that
which finish the proof of the proposition.
Let us now present the proof of Proposition 6.2.
Proof of Proposition 6.2. We begin by noticing that H∆(H + ℓ) = Λ c 0 , where Λ 0 = j : η j = η j−ℓ . We further have , by Proposition 6.6. Therefore, From Flatness to pairwise independence. Of course Proposition 6.6 yields that the sequence (η j ) generated a pairwise independent process. But we can prove directly that (ǫ j ) generated a pairwise independent process by proving Theorem 6.1. For that we start by proving the following lemma. Proof. The proof of the lemma follows once we observe that
Consequently, we have the following proposition.
Proposition 6.8. Let ℓ ≥ 1 be a integer. Then
Proof. We start by noticing that we have
Now, applying the triangle inequality, we obtain
Letting q −→ +∞, we get the desired convergence. The proof of the proposition is complete.
We are now able to see that (ǫ j ) generated a pairwise independent process.
Proof of the claim. It is suffices to show that for any ℓ ≥ 1, we have
But, by Proposition 6.8, we have Notice that we have proved that the spectral measure of the sequence (ǫ j ) is a Lebesgue measure.
We remind that the notion of spectral measure for sequences is introduced by Wiener in his 1933 book [79] . Therein, he considers the space S of complex bounded sequences x = (x n ) n∈N such that (6.2) lim
exists for each integer k ∈ N. The sequence γ(k) can be extended to negative integers by setting
It is well known that γ is positive definite on Z and therefore (by Herglotz-Bochner theorem) there exists a unique positive finite measure σ g on the circle T such that the Fourier coefficients of σ x are given by the sequence γ. Formally, we have
The measure σ x is called the spectral measure of the sequence x.
Summarizing, we have proved the following Theorem 6.9. If (P n ) is square flat. Then, the spectral measure of η j − does not converge to 1.
Proof. We start by noticing that for any l ∈ Z we have
Therefore, by applying (2.11), we obtain
where (c k ) are autocorrelation of the sequence (
. We further have
Hence, according to our assumption,
We thus need to estimate the following quantity
Consequently, we need to estimate only 2
To this end, we notice that (2.11) combined with our assumption and (2.3) gives
where ψ(q) is a bounded sequence. Combining this with (6.4) and (6.6), it follows that we have the following estimation
Summarizing, we obtain the following estimation
Letting q −→ +∞ it follows that
This contradicts our assumption in view of (2.3), and the proof of the theorem is finished.
In the next subsection, we will present a dynamical proof of our main result Theorem 3.3.
6.1. Dynamical proof of the main Theorem 3.3. Let us consider the subshift (X H , S) generated by η = (η j ) where S is the shift map on {0, 1} Z and X H is the closure of the orbit of η under the shift transformation S. Let P be a weak limit measure in the weak closure of the sequence of the empiric measures
, where δ x is a Dirac measure on x.
According to Theorem 6.9, we claim that the family of coordinates projections π k k∈Z are pairwise independent under P. Indeed, for any k ≥ 1, we have
Letting N −→ +∞, we obtain
We further obtain, by Theorem 6.9,
This finish the proof of the claim. Now, the proof of our main result will follows from the following theorem.
Theorem 6.11. Let (X n ) be a stationary sequence of pairwise independent random variables taking values in {0, 1}. Then the sequence of random analytic polynomials
j=0 X j z j satisfy, for q large enough,
Proof. Analysis similar to that in the proof of Theorem 6.10 shows that we have
. We thus need to estimate 
Therefore, it is suffices to estimate
For that, we apply Cauchy-Schwarz inequality to estimate the first quantity as follows
To estimate the second quantity, we notice that according to Theorem 5.2 from [26, pp.158], the strong law of large numbers holds for the sequence of random variables (X j − Applying once again Cauchy-Schwarz inequality we obtain
Combining (6.8) with (6.9) we can rewrite (6.8) as
Thus, a straightforward calculation yields Summarizing, it follows that
Letting q −→ +∞, we see that for sufficiently large q,
and this finishes the proof of the theorem.
As a corollary, for the mutually independent random variables, we obtain that for a large enough q, we have
Of course, in this case one can compute exactly c Q q (ξ q,j ) 4 dP. Nevertheless, one has to be careful since the terms in c q−k , that is, Y j = X j X j+q−k , j = 0, · · · , k − 1 are not in general mutually independent. Indeed, if we take k = q − 1, we get Y j = X j X j+1 which obviously are not independent. However, it is a simple matter to compute explicitly all the terms in 1 q
Q q (ξ q,j ) 4 dP and to see that (6.11) holds. This allows us to conclude that the sequence of random polynomials (P q ) can not be square flat.
This allows us to obtain a new proof of the well-known result of Newman-Byrnes [20] which say that the random polynomials trigonometric with Rademacher coefficients are not square flat.
The proof of Theorem 4.2 and 4.4 is straightforward from Theorem 3.3, since the spectrum of Morse cocycle satisfy the purity law which say that the spectrum is either equivalent to the Lebesgue measure on S 1 or singular to it. For the proof of this last fact we refer to [39] or [62, p.73-80] For the reader's convenience, we briefly remind some useful well-known results on the Riemann ζ-function. The Riemann ζ-function is defined, for s ∈ C, Re(s) > 1 by
or by the Euler formula
It is easy to check that ζ is analytic for Re(s) > 1. Moreover, it is well-known that ζ is regular for all values of s except s = 1, where there is a simple pole with residue 1. Thanks to the functional equation
where Γ is the gamma function given by
We notice that the gamma function never vanishes and it is analytic everywhere except at z = 0, −1, −2, ..., with the residue at z = −k is equal to For the proof of it we refer to [65, p.88] . Changing s to 1 − s, we obtain
It follows that ξ(s) = ξ(1 − s), and E(z) = E(−z).
We further remind that we have
Therefore, it is easy to check that ζ has no zeros for Re(s) > 1. It follows also from the functional equation that ζ has no zeros for Re(s) < 0 except for simple zeros at s = −2, −4, · · · . Indeed, ζ(1 − s) has no zeros for Re(s) < 0, sin
has simple zeros at s = −2, −4, · · · . It is also a simple matter to see that ξ(s) has no zeros for Re(s) > 1 or Re(s) < 0. Hence its zeros which are also the zeros of ζ lie in the strip 0 ≤ Re(s) ≤ 1. Notice that for Re(s) > 1, it is easily seen that
This formula allows us to continue ζ analytically to half-plan Re(s) > 0 with simple pole at s = 1. We further have ζ(s) = 0 for all s > 0 since
We thus conclude that all zeros of ζ are complex. The functional equation allows us also to see that if z is a zero then 1 − z and 1 − z are also a zeros. Whence, the zeros of ζ lie on the vertical line Re(s) = We further have that the estimate
is equivalent to the Riemann Hypothesis ([77, pp.370, Theorem 14.25(B)]). Following Chowla [21] , this result is due to Littlewood (see also [29, section 2.12,p. 
261]).
Combining this result with Batman-Chowla trick [10] , it can be shown that
is equivalent to the Riemann Hypothesis.
There is many problems and conjectures about the Liouville and Möbius functions in number theory, combinatorics and dynamical systems. But, the more famous one are the two following conjectures of Chowla. 
Conjecture 3 say that the Liouville function is normal, that is,
However, Conjecture 2 say that the Liouville function is weak normal, that is, the number of solutions is infinite.
Let us bring to the attention of the reader that to the best knowledge of the author there is no connection known between the popular Chowla conjecture 3 and the Riemann Hypothesis unless the trivial case k = 1. We further notice that N.Ng in [57] proved that under a more strong conjecture (called Möbius s-tuple conjecture), the distribution of M (x + h) − M (x) is normal, where M (x) is the Mertens function given by M (x) = n≤x µ(n). P. Sarnak wrote about his feeling regarding Chowla conjecture 3 [74] : "I don't know of any reason to be skeptical about Chowla's Conjecture, after all if it is false it would indicate some hidden structure 
Letting N −→ +∞, we conclude that
Applying Batman-Chowla trick, the same conclusion can be drawn for λ. But, we can also give a direct proof. Indeed, assume that for any α ≥ 1, we have
Then, by Marcinkiewicz-Zygmund inequalities, for any α > 1, there exist A α such that
where c α is some positive constant. This gives
Since α is arbitrary, it follows, with the help of (7.2), that RH holds. This accomplishes the proof of the theorem.
We will now investigate the flatness issue in the case of polynomials with Liouville and Möbius coefficients under the assumption that Chowla conjecture 3 holds. More precisely, we have the following result. Theorem 7.2. Assume that Chowla conjecture 3 holds and let (X λ , S, P) be the subshift generated by the Liouville function. Then, for any p ≥ 1, we have
Proof. We proceed in the same manner as in the dynamical proof (proof of Theorem 6.11). Assume that Chowla conjecture 3 holds. Then, by Sarnak's theorem [74, p.10] , it follows that (X λ , S, P) is a Benouilli system and λ is a generic point (see also Corollary 4.9 from [6] ). We can thus apply the rotated Central Limit theorem of Peligrad-Wu's from [61] (see also [24] ) to obtain that R q (x, z) 
where dw is the usual Lebesgue measure on C, that is, dx · dy = rdrdθ. To complete the proof, it suffices to remark that we have
We remind that the gamma function Γ is defined by
We thus obtain a new proof of theorem of Borwein-Lockhart [16] and end the proof of the theorem.
Combining Theorem 7.1 and Theorem 7.2, we obtain Corollary 7.3. If Chowla conjecture 3 holds then RH holds.
Proof. We proceed par contradiction. So suppose that Chowla Conjecture 3 holds and RH does not holds. Then, by Theorem 7.1, there is α ≥ 1 and subsequence (N n ) n≥1 (which we still denoted by N for simplicity) such that we have (ii) Notice that the argument (GJJH) generalized Jensen-Jensen and Høholdt's result (Proposition 5.3.). We further obtain in our last argument a generalization of this result to the high degree. (iii) Some of our arguments are valid if we assume that (P q ) is L α -flat, α > 1. However, we need some new ideas to tackle the problem of L α -flatness in the class of Littlewood, for any α > 1. As a consequence, it is natural to ask the following question about the constant B α in the Marcinkiewicz-Zygmund inequalities where β is the conjugate of α.
This question seems to be related the problem about the sharp constants in the Marcinkiewicz-Zygmund inequalities raised in [53] . j=0 η j , and c is absolute constant, then the density of (η j ) j≥0 is zero, that is, the set j : η j = 1 has density zero. The answer to this question is negative. Indeed, applying Fukuyama's construction [35] , it can be shown that there is a sequence (η j ) j≥0 with density Furthermore, it is proved in [2] that if the sequence (η j ) generated a flat analytic polynomials in the a.e. sense the its density is zero.
According to this, let us introduce the following notion and for which for any r ≥ 3, H mod r = 0, · · · , r − 1 and it is equipped with uniform distribution. One may ask if such subset exists. The answer is yes. Indeed, let T α : θ ∈ S 1 → θ + α mod 1, α is irrational. Let H be the sequence of return time of 0 to (0, ∈ L α (X λ , P).
We thus conclude that for almost all x ∈ X λ , N j=1
That is, almost all point are "good" in the sense of RH.
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