Abstract. We construct an exact tensor functor from the category A of finitedimensional graded modules over the quiver Hecke algebra of type A ∞ to the category C B
of finite-dimensional integrable modules over the quantum affine algebra of type B (1) n . It factors through the category T 2n , which is a localization of A. As a result, this functor induces a ring isomorphism from the Grothendieck ring of T 2n (ignoring the gradings) to the Grothendieck ring of a subcategory C 0 B
(1) n of C B
(1) n . Moreover, it induces a bijection between the classes of simple objects. Because the category T 2n is related to categories C 0 A (t) 2n−1 (t = 1, 2) of the quantum affine algebras of type
2n−1 , we obtain an interesting connection between those categories of modules over quantum affine algebras of type A and type B. Namely, for each t = 1, 2, there exists an isomorphism between the Grothendieck ring of C 
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Introduction
Let g be a Kac-Moody algebra of affine type and let U ′ q (g) be the corresponding quantum affine algebra. Since the category C g of finite-dimensional integrable representations of U ′ q (g) has a rich structure, it has been extensively investigated with various approaches (see for example, [2, 6, 8, 18, 22] ). In particular, when U ′ q (g) is the quantum affine algebra of type A N −1 , there is a functor, so called the quantum affine Schur-Weyl duality functor, from the category of finite-dimensional modules over the affine Hecke algebra to the category C A ( [3, 4, 7] ). The KLR-type quantum affine Schur-Weyl duality, which is introduced and developed in [11, 12, 14, 15, 19] , is a wide generalization of the quantum affine Schur-Weyl duality. It provides a general procedure to obtain a functor from the category of modules over a symmetric quiver Hecke algebra to the category C g for the quantum affine algebra U ′ q (g) of arbitrary type. Recall that a symmetric quiver Hecke algebra, also called a symmetric Khovanov-Lauda-Rouquier algebra, is a family of graded algebras associated with a quiver without loops. It is introduced as a generalization of the affine Hecke algebra in the context of categorification of quantum groups ( [21, 24] ). In the present paper, we consider the quantum affine algebra of type B (1) n and we apply the general procedure of the KLR-type quantum affine Schur-Weyl duality in order to obtain a functor from the category of finite-dimensional graded modules over the symmetric quiver Hecke algebra of type A ∞ to the category C B ( 
1) n
The case when g is of type A (1) N −1 and the family is given as {V (̟ 1 ) q 2k } k∈Z is thoroughly analyzed in [11] . In this cases, the quiver Γ J is of type A ∞ with the set of vertices J = Z and hence the corresponding symmetric quiver Hecke algebra R J is of type A ∞ . Let A be the category of finite-dimensional graded modules over the symmetric quiver Hecke algebra of type A ∞ . One of the main features of this case is that there exists a localization T N of the category A such that the duality functor factors through the category T N . Moreover, the category T N , as well as C A (for the precise definition see, Subsection 1.6), then the duality functor induces a ring isomorphism between the Grothendieck ring K(T N ) q=1 and the Grothendieck ring K(C 0 A . Here the ring K(T N ) q=1 is obtained from the Grothendieck ring K(T N ) of the category T N by ignoring the gradings. Furthermore, the functor induces a bijection between the sets of the classes of simple objects.
In [14] , it is shown that the category T N is related not only to the category C 0 A ) and K(T N ) q=1 are isomorphic and those isomorphisms induce bijections between the classes of the simple objects.
The main result of the present paper is that there is an exact tensor functor from the category T 2n to the category C 0 B
(1) n and it induces a ring isomorphism between the Grothendieck rings, which is a bijection between the sets of classes of simple objects. An interesting point is that the same category T 2n plays a role, even we move from the quantum affine algebra of type A to the quantum affine algebra of type B. To obtain such a functor, first we present a family {(
× is a function such that the corresponding quiver Γ is of type A ∞ (for the precise definition, see Subsection 2.2). Since each module (V j ) X(j) belongs to the category C 0 B
(1) n , the corresponding KLR-type quantum affine Schur-Weyl duality functor F is a functor from the category A to the category C 0 B
(1) n . Even though the choice of the family {(V j ) X(j) } j∈Z is more complicated in comparison to the case of the types A (t) N −1 (t = 1, 2) , the duality functor F enjoys several similar properties: Recall that for each pair a ≤ b of integers, there is a simple module L(a, b) over the symmetric quiver Hecke algebra of type A ∞ . Then the functor F sends the module L(a, b) to zero if and only if b − a + 1 > 2n, and it sends L(a, b) with b−a+1 = 2n to the trivial representation of U ′ q (B (1) n ). It follows that the kernel of the functor F coincides with the ones of the duality functors for type A (t) 2n−1 (t = 1, 2). Moreover, we show that the functor F factors through the category T 2n again. To see this, it is enough to show that there exists a family {c i,j (u, v)} i,j∈J of power series in two variables satisfying certain conditions. We provide a general argument to construct such a family (Subsection 2.6), which is applicable to other cases including the cases of type A (t) N −1 (t = 1, 2). We further show that the resulting functor
, which is bijective between the sets of classes of simple objects.
An immediate but surprising consequence of the main result is that for each t = 1, 2, there exists a ring isomorphism between
), which induces a bijection between the classes of simple modules. We believe that the correspondence here between the quantum affine algebra U
2n−1 ) is related to the fact that they are Langlands dual to each other; i.e., their Dynkin diagrams are obtained from each other by changing the directions of arrows. This speculation is supported heuristically by the studies on some small subcategories of C 0 g . Recall that in [12, 15] , certain tensor subcategories C (t)
n+1 (t = 1, 2), are studied using the KLR-type quantum affine Schur-Weyl duality functors and it turns out that for each t = 1, 2, there is a ring isomorphism between the Grothendieck rings K(R g 0 -gmod) q=1 and K(C (t) Q ), where R g 0 -gmod is the category of finite-dimensional graded modules over the symmetric quiver Hecke algebra of type g 0 = A 2n−1 or D n+1 . It induces also a bijection between the sets of classes of simple modules. In [19] , the Langlands dual version C Q of the category C Q is investigated. That is, there exist subcategories C Q of C g where g = B (1) n or C (1) n , and there is a ring isomorphism between the Grothendieck rings K(R g 0 -gmod) q=1 and K(C Q ), which induces a bijection between the sets of classes of simple modules. As a consequence, we have ring isomorphisms between the Grothendieck rings K(C Q ), K(C Q ), and K(R g 0 -gmod) q=1 which are bijective between the sets of classes of simple modules. Thus the main result of the present paper can be regarded as a global version of [19] in the case of type A and type B quantum affine algebras.
Recall that in [5] and [6] , some interesting connections between the categories of finite-dimensional integrable representations over a quantum affine algebra and that of its Langlands dual are suggested and studied. Since the category C 0 g can be regarded as a skeleton of the category C g of all the finite-dimensional integrable representations, the correspondence between the categories C 0 A (1) n in the present paper looks relevant to their works. It would be interesting to find a connection between the result in this paper and those in [5, 6] . This paper is organized as follows. In the first section, we recall some necessary materials such as symmetric quiver Hecke algebras, quantum affine algebras, R-matrices and KLR-type quantum affine Schur-Weyl duality functors. In the second section, we present and study the KLR-type quantum affine Schur-Weyl duality functor F from A to C (0)
. We show that F factors through the category T 2n and the resulting functor induces an isomorphism between the Grothendieck rings, which is a bijection between the sets of classes of simple objects. In the last section, we record the images inside the category C 1. Symmetric quiver Hecke algebras and quantum affine algebras 1.1. Cartan datum and quantum groups. In this subsection, we recall the definition of quantum groups. Let I be an index set. A Cartan datum is a sextuple
, (b) a free abelian group P , called the weight lattice, (c) Π = {α i ∈ P | i ∈ I}, called the set of simple roots, (d) P ∨ := Hom(P, Z), called the co-weight lattice, (e) Π ∨ = {h i | i ∈ I} ⊂ P ∨ , called the set of simple coroots, (f) a symmetric Q-valued bilinear form (· , ·) on P , satisfying the following properties:
(i) h i , α j = a ij for all i, j ∈ I, (ii) Π is linearly independent, (iii) for each i ∈ I, there exists Λ i ∈ P such that h j , Λ i = δ ij for all j ∈ I, (iv) (α i , α i ) ∈ Q >0 for any i ∈ I, (v) for any λ ∈ P and i ∈ I, one has
We call Λ i the fundamental weights. The free abelian group Q:= i∈I Zα i is called the root
Definition 1.1.1. The quantum group U q (g) associated with a Cartan datum A, P, Π,
following relations:
where
Here, we set
1.2. Quiver Hecke algebras. We recall the definition of quiver Hecke algebras associated with a given Cartan datum A, P, Π,
Let k be a commutative ring. Let us take a family of polynomials (
with t i,j;p,q ∈ k, t i,j;p,q = t j,i;q,p and t i,j:−a ij ,0 ∈ k × .
(1.1)
We denote by S n = s 1 , . . . , s n−1 the symmetric group on n letters, where s i := (i, i + 1) is the transposition of i and i + 1. Then S n acts on I n by place permutations. For n ∈ Z ≥0 and β ∈ Q + such that |β| = n, we set
Definition 1.2.1. For β ∈ Q + with |β| = n, the quiver Hecke algebra R(β) at β associated with a Cartan datum A, P, Π, P ∨ , Π ∨ , (· , ·) and a matrix (Q i,j ) i,j∈I is the k-algebra generated by the elements {e(ν)} ν∈I β , {x k } 1≤k≤n , {τ m } 1≤m≤n−1 satisfying the following defining relations:
ν∈I β e(ν) = 1,
Note that R(β) is a Z-graded algebra provided with
Let us denote by Mod(R(β)) the category of R(β)-modules and by Mod gr (R(β)) the category of graded R(β)-modules. The category of graded R(β)-modules which are finite-dimensional over k is denoted by R(β)-gmod.
In this paper, an R(β)-module means a graded R(β)-module, unless stated otherwise.
We call q the grading shift functor on the category of graded R(β)-modules.
For β, γ ∈ Q + with |β| = m, |γ| = n, set
Then e(β, γ) is an idempotent element of R(β + γ). Let
be the k-algebra homomorphism given by e(µ) ⊗ e(ν) → e(µ * ν) (µ ∈ I β ),
where µ * ν is the concatenation of µ and ν; i.e., µ * ν = (µ 1 , . . . , µ m , ν 1 , . . . , ν n ).
For an R(β)-module M and an R(γ)-module N, we define the convolution product
1.3. R-matrices for quiver Hecke algebra. For |β| = n and 1 ≤ a < n, we define ϕ a ∈ R(β) by
τ a e(ν) otherwise.
(1.3)
They are called the intertwiners. Since {ϕ k } 1≤k≤n−1 satisfies the braid relation, we have a well-defined element ϕ w ∈ R(β) for each w ∈ S n . For m, n ∈ Z ≥0 , we set S m,n := {w ∈ S m+n ; w(i) < w(i + 1) for any i = m} .
For example,
is an element in S m,n . Let β, γ ∈ Q + with |β| = m, |γ| = n and let M be an R(β)-module and let N be an 4) where the symmetric bilinear form (
From now on, we assume that quiver Hecke algebras are symmetric. Then, the generalized Cartan matrix A = (a ij ) i,j∈I is symmetric. We assume then (α i , α j ) = a i,j . Let z be an indeterminate which is homogeneous of degree 2, and let ψ z be the algebra homomorphism
and u ∈ M. For u ∈ M, we sometimes denote by u z the corresponding element 1 ⊗ u of the R(β)-module M z .
For a non-zero R(β)-module M and a non-zero R(γ)-module N, let s be the order of zero of
i.e., the largest non-negative integer such that the image of
(1.6)
Note that [11, Proposition 1.4.4 (iii)] shows that such an s exists.
and define 
up to constant multiples.
For simple modules M and N, we set
). Let M and N be simple modules in R-gmod, and assume that one of them is real. Then 
1.4. Quantum affine algebras. In this subsection, we briefly review the representation theory of finite-dimensional integrable modules over quantum affine algebras following [1, 18] . When concerned with quantum affine algebras, we take the algebraic closure of C(q) in ∪ m>0 C((q 1/m )) as the base field k. Let I be an index set and let A = (a ij ) i,j∈I be a generalized Cartan matrix of affine type. We choose 0 ∈ I as the leftmost vertices in the tables in [10, pages 54, 55] except A (2) 2n -case in which case we take the longest simple root as α 0 . Set I 0 = I \ {0}. The weight lattice P is given by
and the simple roots are given by
The weight δ is called the imaginary root. There exist
Note that d i = 1 for i = 0. The simple coroots h i ∈ P ∨ are given by
Let c = i∈I c i h i be a unique element such that c i ∈ Z >0 and Z c = h ∈ i∈I Zh i ; h, α i = 0 for any i ∈ I .
We normalize the Q-valued symmetric bilinear form (
Let us denote by U q (g) the quantum group associated with the affine Cartan datum
for i ∈ I. We call U ′ q (g) the quantum affine algebra associated with the generalized Cartan matrix A. Let us denote by Mod(U ′ q (g)) the category of left modules of U ′ q (g). The algebra U ′ q (g) has a Hopf algebra structure with the following coproduct ∆, counit ε, and antipode S:
and call it the classical weight lattice. Let cl : P → P cl denote the projection. Then
Let us denote by W the Weyl group, i.e., the subgroup of Aut(P ) generated by the simple reflections s i (i ∈ I), where s i (λ) = λ − h i , λ (λ ∈ P ). Then W acts also on
u for all i ∈ I , (b) the actions of e i and f i on M are locally nilpotent for any i ∈ I. Let us denote by C g the abelian tensor category of finite-dimensional integrable
If M is a simple module in C g , then there exists a non-zero vector u ∈ M of weight λ ∈ P 0 cl such that λ is dominant (i.e., h i , λ ≥ 0 for any i ∈ I 0 ) and all the weights of M lie in λ − i∈I 0 Z ≥0 cl(α i ). Such a λ is unique and called the dominant extremal weight of M. Moreover, we have dim M λ = 1, and a non-zero vector of M λ is called a dominant extremal vector of M.
given by
where u z denotes the element 1 ⊗ u ∈ M aff for u ∈ M. We denote the action of z on
We sometimes call x the spectral parameter.
Then for any i ∈ I 0 , there exists a non-zero U ′ q (g)-module M in C g satisfying the following properties: we can take u λ ∈ M λ for each λ ∈ W ̟ i ⊂ P cl such that (a) if j ∈ I and λ ∈ W ̟ i satisfy h j , λ ≥ 0, then e j u λ = 0 and f
Then M is a simple module with a dominant extremal weight ̟ i and it is unique up to an isomorphism ( [18] ). We call M the fundamental representation with dominant extremal weight ̟ i , and denote it by V (̟ i ).
With a slight abuse of terminology, we also call
If a U ′ q (g)-module M ∈ C g has a bar involution, a crystal basis with simple crystal graph and a lower global basis, then we say that M is a good module. For the precise definition, see [18, § 8] . Every good module is a simple U ′ q (g)-module and a tensor product of a good module is again a good module. For example, the fundamental representation
For a module M in C g , let us denote the right and the left dual of M by * M and M * , respectively. That is, we have isomorphisms
for any x ∈ k × . The dual of fundamental representations are as follows:
, and ρ (respectively, ρ ∨ ) denotes an element in P (respectively, P ∨ ) such that h i , ρ = 1 (respectively ρ ∨ , α i = 1) for every i ∈ I. The map i → i * is the involution on I 0 determined by α i * = −w 0 α i , where w 0 denotes the longest element of W 0 = s i | i ∈ I 0 ⊂ W . 1.5. R-matrices for quantum affine algebras. We recall the notion of R-matrices for quantum affine algebras, For details see [18, § 8] . Let us choose the following universal R-matrix. Let us take a basis {P ν } ν of U + q (g) and a basis {Q ν } ν of U − q (g) dual to each other with respect to a suitable coupling between U + q (g) and
the infinite sum has a meaning.
Let M and N be U ′ q (g)-modules in C g , and let z 1 and z 2 be indeterminates. Then R univ Mz 1 ,Nz 2 converges in the (z 2 /z 1 )-adic topology. Hence we obtain a morphism of 
n , and it is called a renormalized R-matrix. We write
and call it the R-matrix between M and N. The R-matrix r M,N is well defined up to a constant multiple when R 
is rationally renormalizable. More precisely, we have the following. Let u 1 and u 2 be dominant extremal weight vectors of M 1 and M 2 , respectively. Then
is a renormalized R-matrix, and
Lemma 1.5.1 ( [13] ). Let V, W be simple modules in C g and assume that one of them is real. Then (i) V ⊗ W and W ⊗ V have simple socles and simple heads.
(ii) Moreover, Im(r V,W ) is equal to the head of V ⊗ W and socle of W ⊗ V .
Similarly to the quiver Hecke algebra case, for V, W ∈ Mod(U ′ q (g)), we denote by V ∇ W and V ∆ W the head and the socle of V ⊗ W , respectively.
The following lemma can be proved similarly to the quiver Hecke algebra case ([16, Proposition 3.2.9]), and we do not repeat the proof. Lemma 1.5.2. Let V, W be simple modules in C g and assume that one of them is real. Then one has Hom(V ⊗ W, W ⊗ V ) = k r V,W .
1.6. Hernandez-Leclerc's subcategory. For each quantum affine algebra U ′ q (g), we define a quiver S (g) as follows:
(1) we take the set of equivalence classesÎ g := (I 0 × k × )/ ∼ as the set of vertices, where the equivalence relation is given by (i,
(1.14)
Note that (i, x) and (j, y) are linked by at least one arrow in S (g) if and only if the tensor product
Let S 0 (g) be a connected component of S (g). Note that a connected component of S (g) is unique up to a spectral parameter shift and hence S 0 (g) is uniquely determined up to a quiver isomorphism. Let C 0 g be the smallest full subcategory of C g stable under taking subquotients, extensions, tensor products and containing {V (̟ i ) x ; (i, x) ∈ S 0 (g)}. This category for symmetric affine type g was introduced in [9] . Note that every simple modules in C g is a tensor product of certain parameter shifts of some simple modules in C is the polynomial ring generated by the classes of modules in {V (̟ i ) x ; (i, x) ∈ S 0 (g)} ( [6] ).
1.7. KLR-type quantum affine Schur-Weyl duality functors. In this subsection, we recall the construction of the generalized quantum affine Schur-Weyl duality functor ( [11] ).
Let U ′ q (g) be a quantum affine algebra over k. Assume that we are given an index set J, a family {V j } j∈J of good U ′ q (g)-modules and a map X : J → k × . We define a quiver Γ J associated with the datum (J, X, {V j } j∈J ) as follows:
(1) we take J as the set of vertices, (2) we put d ij many arrows from i to j, where d ij denotes the order of zero of
(1.15)
Note that we have
We define a symmetric Cartan matrix
We give a family of polynomials {Q i,j (u, v)} i,j∈J satisfying (1.1) with the form
for some choices of sign ±.
Then we choose a family
) has no pole and no zero at u = v = 0, where
We call such a family {P i,j (u, v)} i,j∈J a duality coefficient. Note that we have
be the completion of the local ring O T n ,X(ν) of T n at X(ν) := (X(ν 1 ), . . . , X(ν n )). Here
and
Let e(ν) ∈ R J (β) act on V ⊗β as the projection and x k e(ν) ∈ R J (β) as the multiplication by X(
Assign e(ν)τ a to a k-linear map on V ⊗β K defined by
The following theorem is one of the main results of [11] . Theorem 1.7.1. The assignments above give a well-defined right action of R J (β) on V ⊗β which commutes with the left action of U ′ q (g).
Note that V ⊗β is understood to be the trivial U ′ q (g)-module k when β = 0.
Remark 1.7.2. The action of R J (β) on V ⊗β depends on the choice of duality coefficients. In [11] , we take
d ij as the duality coefficient. However, the same proof still works for the above theorem with an arbitrary choice of duality coefficients.
For each β ∈ Q + J , we define the functor
where M is an R J (β)-module. Set
That is, let φ be the R J (α
where ϕ 1 is the intertwiner in (1.3) . Then we have
Recall that C g denotes the category of finite-dimensional integrable U 
Namely, F sends finite-dimensional graded R J (β)-modules to U ′ q (g)-modules in C g , and there exist canonical U
The following theorem can be proved in a similar way as in [20, Theorem 4 .1] and we omit the proof. Theorem 1.7.6. Assume that the functor F in Theorem 1.7.5 is exact.
(i) For any simple module M in R J (β)-gmod, F (M) is either a simple module or a zero module. In particular, if M is a real simple module and F (M) is non-zero, then F (M) is a real simple module.
(ii) Let M and N be simple modules in R J -gmod, and assume that one of them is real. Then F (M ∇ N) is zero or isomorphic to F (M) ∇ F (N).
Hence if the functor F is exact, then F induces a surjective map from a subset of the isomorphism classes of simple subquotients of a module M ∈ R J -gmod to the set of the isomorphism classes of simple subquotients of F (M). Hence we have the following corollary. Corollary 1.7.7. Assume that the functor F in Theorem 1.7.5 is exact and assume that M 1 , M 2 , . . . , M r are modules in R J -gmod. Then, for any simple subquotient V of
Assume that the functor F in Theorem 1.7.5 is exact. Let us denote by C J the full subcategory of C g consisting of V such that every composition factor of V appears as a composition factor of a tensor product of modules of the form (V i ) X(i) ≃ F (L(i)) (i ∈ J). In other words, C J is the smallest abelian subcategory of C g which contains all (V i ) X(i) 's, and is stable under taking submodules, quotients, extensions and tensor products. Hence we have
The following lemma will be used in the next section.
Lemma 1.7.8. Assume that F is exact. Let M, N ∈ R J -gmod be simple modules, and assume that one of them is real. We assume further that d(M, N) ≤ 1. Assume that 
by Lemma 1.3.5. Applying the exact functor F , we obtain an exact sequence
Note that F (N∇M) and F (M∇N) are simple or zero. Since the length of F (M) ⊗ F (N) is at least two by the assumption, we conclude that F (N ∇M ) and F (M ∇N ) are simple modules. Hence F (r M,N ) which is the composition
Hence it is equal to r F (M ),F (N )) up to a non-zero constant multiple by Lemma 1.5.2.
Quantum affine algebra of type B and duality functors
In this section, we will construct and study a generalized quantum affine Schur Weyl duality functor whose codomain is the module category of quantum affine algebra of type B.
Quantum affine algebra of type B
(1) n . We recall the quantum affine algebra of type B (1) n and fix the conventions. From now on, we fix n ≥ 2 and set N = 2n. Let g be the affine Kac-Moody algebra of type B (1) n . The index set of simple roots is given by I = {0, 1, . . . , n} and we have I 0 = {1, 2, . . . , n}. The Dynkin diagrams and the fundamental weights are given as follows:
n (n ≥ 3)
2
Note that the Dynkin diagram of type B
2 in the table above is denoted by C
2 in [10] .
By (1.7), We have
We set
The null root and the canonical central element are given by
It follows that
The fundamental representations of U ′ q (B (1) n ) are of the form V (̟ i ) x with 1 ≤ i ≤ n and x ∈ k × . For k > n + 1 or k < 0, V (̟ k ) is understood to be zero, and the modules V (̟ 0 ) and V (̟ n+1 ) are understood to be the trivial representation.
Recall that d V (̟(i),V (̟ j ) (z) denotes the denominator of the normalized R-matrix R norm V (̟ i ),V (̟ j )z . The following formula of the denominators are given in [23] .
Finally, we have 
Let J = Z, and define
for j ∈ J. The map X : J → k × is given as follows:
and we extend it by
Then by Proposition 2.1.1 we have
Hence the quiver Γ = Γ J corresponding to the datum (J, X, {V j } j∈J ) and the corresponding quiver Hecke algebra are of type A ∞ .
We give the parameters for R J by
Remark 2.2.1. The above choice of parameters {Q i,j (u, v)} ij∈J for quiver Hecke algebra R of type A ∞ is identical with those in [11] and [14] .
Let us choose a duality coefficient
For example, we may take
We take
as the weight lattice with (ǫ a , ǫ b ) = δ a,b . The root lattice
Then we have a family of functors F β (β ∈ Q + J ) defined in (1.19) . Note that F β depends on the choice of duality coefficient {P i,j (u, v)} i,j∈J .
By Theorem 1.7.3, the functor
is exact. Note that
for all a ∈ J by the construction.
2.3.
Simple modules over quiver Hecke algebra of type A ∞ . Since we deal with a functor F whose domain is the category of modules over the quiver Hecke algebra of type A ∞ , we recall some basic materials for the quiver Hecke algebra of type A ∞ . For simplicity we will write R(β) for R J (β) in the sequel. A pair of integers (a, b) such that a ≤ b is called a segment. The length of (a, b) is b − a + 1. A multisegment is a finite sequence of segments.
For a segment (a, b) of length ℓ, we define a graded 1-dimensional R(ǫ a −ǫ b+1 )-module L(a, b) = ku(a, b) in R(ǫ a − ǫ b+1 )-gmod which is generated by a vector u(a, b) of degree 0 with the action of R(ǫ a − ǫ b+1 ) given by
We understand that L(a, a − 1) is the 1-dimensional module over R(0) = k and the length of (a, a − 1) is 0. Note that L(a, a) is nothing but L(a).
We give a total order on the set of segments as follows:
Then we have a multisegment (a 1 , b 1 ), . . . , (a t , b t ) and an integer c such that b t ) , where hd denotes the head.
(ii) Conversely, if a multisegment (a 1 , b 1 
If a multisegment (a 1 , b 1 ) , . . . , (a t , b t ) satisfies the condition (a) above, then we say that it is an ordered multisegment. We call the ordered multisegment (a k , b k ) 1≤k≤t in Proposition 2.3.1 (i) the multisegment associated with M.
Proposition 2.3.2 ([11, Proposition 4.2.3] ). For a ≤ b and a
2.4. Properties of the functor F . In this subsection we will investigate properties of the exact functor F :
Lemma 2.4.1. We have
Proof. When k = 0, isomorphism (2.12) is obvious from the definition. Let k ≥ 1. By induction on k, we may assume that
On the other hand, Proposition 2.1.1 implies that
Hence the tensor product
Thus we obtain (2.12).
, the category C J is a full subcategory of C 0 B
(1) n . The next proposition asserts that they are actually the same. By the relation X(a+kN) = X(a)q k(2N −2) , the category C J contains the fundamental representations V (̟ n ) q m for all m ∈ Z.
By (2.7) we have an epimorphism , there exists a simple module
Thus we have
Corollary 2.4.4. The functor F induces a surjective ring homomorphism
(1) n is essentially surjective or not.
Proposition 2.4.6. Let (a, b) be a segment with length ℓ := b − a + 1. Then F (L(a, b) ) is non-zero if and only if ℓ ≤ N. Moreover we have
Proof. In the course of the proof, we omit the gradings.
Assume that F (L(a, a+N −1)) ≃ k for some a ∈ Z. Then we have a homomorphism
A similar argument shows that
Combining it with (2.12) we conclude that F (L(a, a + N − 1)) ≃ k for all a ∈ Z.
Assume that ℓ = b − a + 1 < N. Then there exists a surjective homomorphism
Note that
and , a + N) ) is a non-zero module, then we have
which is a contradiction. Hence we conclude that F (L(a, a + N)) ≃ 0 for all a ∈ Z. Now assume that ℓ = b − a + 1 ≥ N + 2. Then there exists a surjective homomorphism
and hence F (L(a, b) ) ≃ 0, as desired. A β . Then we have constructed a functor
Let S N be the smallest Serre subcategory of A such that
(2.14)
Let us denote by A/S N the quotient category of A by S N and denote by Q : A → A/S N the canonical functor. Since F sends S N to 0 by Proposition 2.4.6, the functor F : A → C J factors through Q, i.e., there exists a functor F ′ : A/S N → C J unique up to an isomorphism such that the diagram below quasi-commutes.
Note that A and A/S N are tensor categories with the convolution as tensor products. The module R(0) ≃ k is a unit object. Note also that Q:=qR(0) is an invertible central object of A/S N and X → Q • X ≃ X • Q coincides with the grading shift functor.
Moreover, the functors Q, F and F ′ are tensor functors.
We will recall the localizations T We define the bilinear form B on P J by Then A/S N is endowed with a new structure of tensor category by ⋆ as shown in [11, Appendix A.8] .
Set
Theorem 2. 5.3 ([11, Theorem 4.5.8]) . The following statements hold.
(i) L a is a central object in A/S N ; i.e., [11, Appendix A.7] and [11, Remark 4.5.9] ). Thus we have a chain of tensor functors 
by the correspondence
2.6. Factoring through T N . Let us come back to the B
n -case. Recall that N = 2n. We have constructed the tensor functor F : A − − → C 0 B
(1) n . In this subsection, we will show that the functor F factors through the category T N under a suitable choice of duality coefficient {P i,j (u, v)} i,j∈J .
First, we need the following lemma.
).
If R norm and g a,b (z) in the diagram are replaced by R univ and the identity map respectively, then the square is commutative. Hence the lemma follows from a Mx,Ny (z) = a M,N (x −1 yz) for any simple U ′ q (g) modules M, N and x, y ∈ k × .
We temporarily fix a duality coefficient {P Then the following diagram is commutative
Proof. Combining (1.22) with the above lemma, we have a commutative diagram
where the vertical isomorphisms are the compositions of the isomorphisms of the dia-
we get the desired result.
Corollary 2.6.3. The function h a,b (z) has no poles and no zeros at z = 0.
is a well-defined isomorphism. Hence h a,b (z) has no pole and no zero at z = 0. Proposition 2.6.4. The following diagram is commutative
Proof. Let h be a composition of homomorphisms in A/S N as follows:
Consider the following diagram
where the vertical isomorphisms are the compositions of the isomorphisms of the diagram in the proposition. The upper square is commutative. By Proposition 2.6.2, the outer square is also commutative. Hence we get the commutativity of the lower square, as desired. Then the system of equations in {c a,b } a,b∈Z 
Here the third equality follows from (2.22) . By the construction, we can easily verify By (2.22), we get
for all a ∈ Z. Thus (2.25) implies c a,a = 1 for all a ∈ Z.
Note that by the definition we have
Since 0≤j,k≤N −2 c j,k = 1, we have
Hence we have showed that
for a = 0 and 0 ≤ b ≤ N − 1. Then by (2.23), it holds for all a ∈ Z and 0 ≤ b ≤ N − 1. Now by (2.24) , it holds for all a ∈ Z and b ∈ Z, as desired. satisfies that λ a,a = 1 (a ∈ Z) and λ a,b λ b,a = 1 (a, b ∈ Z).
We now give a new duality coefficient by
, and denote the corresponding functor from A/S N to C B 
Theorem 2.6.8. Let a ∈ J and M ∈ A/S N . The the diagram
is commutative for any isomorphism g a :
Proof. It is enough to show the commutativity of the diagram in the cases M = L(b) z for b ∈ J. By the same reasoning in Proposition 2.6.2, we need to show
where the last equality is a consequence of Lemma 2.6.7.
Then [11, Proposition A.7.3] and [11, Proposition A.7 .2] imply Theorem 2.6.9. There exists an exact tensor functor F :
(1) n such that the following diagram quasi-commutes:
Hence F induces a surjective ring homomorphism φ F :
Corollary 2.6.10. The functor F sends a non-zero object in T N to a non-zero module in C 0 B
(1) n . In particular, it sends a simple to a simple.
Proof. Let M be a non-zero object in T N . Since the category T N is rigid, there exists M * ∈ T N such that there is an epimorphism
In the rest of this subsection, we will show that φ F is an isomorphism and induces a bijection between the classes of simple objects. Lemma 2.6.11. Let S and S ′ be simple modules in A with S ≃ hd (L(a 1 , b 1 where (a 1 , b 1 ), . . . , (a r , b r ) and
). Proof. By the condition on the lengths of segments, S and S ′ are simple as objects of 3. Relation between quantum affine algebras of type A and type B 3.1. Isomorphisms between Grothendieck rings. Recall from [11, 14] that for each t = 1, 2, there is a functor F ).
These ring isomorphisms φ F (t) (t = 1, 2) are also bijective on the sets of classes of simple objects. By setting Hence the following proposition determines F (L(a, b) ) for all a, b ∈ Z. Since V (̟ n ) q 2b is a left dual of V (̟ n ) q 2b+N−1 ≃ F (L(b + 1, N − 1)), we have F(L(a, b)) V (̟ n ) q 2a+N−3 ⊗ V (̟ n ) q 2b .
