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Abstract
We revisit sums along straight lines of indices in Bernoulli triangles, and emphasize
the use of generating functions as the appropriate tool. This leads to more direct and
extended results, compared with a recent paper in this journal.
1
1 Introduction
Let
B
[1]
n,k =
(
n
k
)
and B
[m+1]
n,k =
∑
0≤j≤k
B
[m]
n,j , m ≥ 1.
A recent study [4] refers to these numbers as the m-th Bernoulli triangle. In particular, sums
in them, along certain straight lines, are studied. We revisit these problems and treat them
with generating functions because experience showed as that such an approach is well suited
for the problems at hand. It leads to quicker and cleaner proofs and also to extended results.
We hope that the readers might find our treatment interesting. As a general reference to
the methods that we use, we would like to mention the book Analytic Combinatorics [1].
We would also like to give a pointer to the gfun package by Salvy and Zimmermann, as
available by now in Maple [5].
Our first observation is that the iterated sums can be reduced to a single summation:
B
[2]
n,k =
∑
0≤h≤k
(
n
h
)
,
B
[3]
n,k =
∑
0≤h≤j≤k
(
n
h
)
=
∑
0≤h≤k
(
n
h
)
(k + 1− h),
B
[4]
n,k =
∑
0≤h≤j≤k
(
n
h
)
(j + 1− h) =
∑
0≤h≤k
(
n
h
)(
k + 2− h
2
)
,
and in general, by induction,
B
[m]
n,k =
∑
0≤h≤k
(
n
h
)(
k +m− 2− h
m− 2
)
.
Let
Fm(z, y) :=
∑
0≤k≤n
B
[m]
n,kz
nyk.
Then
F1(z, y) :=
∑
0≤k≤n
(
n
k
)
znyk =
∑
0≤n
(1 + y)nzn =
1
1− z(1 + y)
.
It is even beneficial to introduce a trivariate generating function:
H(z, y, w) :=
∑
m≥1
Fm(z, y)w
m−1
= F1(z, y) +
∑
m≥2
wm−1
∑
0≤k≤n
∑
0≤h≤k
(
n
h
)(
k +m− 2− h
m− 2
)
znyk
2
=
1
1− z(1 + y)
+ w
∑
m≥0
wm
∑
0≤h≤k≤n
(
n
h
)(
k +m− h
m
)
znyk
=
1
1− z(1 + y)
+ w
∑
0≤h≤k≤n
(1− w)h−k−1
(
n
h
)
znyk
=
1
1− z(1 + y)
+
w
y − 1 + w
∑
0≤h≤n
[
(1− w)h−1−nyn+1 − yh
](
n
h
)
zn
=
1
1− z(1 + y)
+
w
y − 1 + w
∑
0≤n
(1− w)−1−nyn+1(2− w)nzn
−
w
y − 1 + w
∑
0≤n
(1 + y)nzn
=
1
1− z(1 + y)
+
w
y − 1 + w
y
1− w
1− w
1− w − yz(2− w)
−
w
y − 1 + w
1
1− z(1 + y)
=
1
1− z(1 + y)
1
1− w 1−zy
1−2zy
.
Hence
Fm(z, y) = [w
m−1]
1
1− z(1 + y)
1
1− w 1−zy
1−2zy
=
1
1− z(1 + y)
(1− zy)m−1
(1− 2zy)m−1
.
We want to point out at that stage how to extract the diagonal from a bivariate generating
function F (z, y). The procedure was first observed by Hautus and Klarner [3] but is by now
almost a standard tool in combinatorial analysis.∑
n≥0
F (n, n)zn =
1
2pii
∫
C
dt
t
F
(z
t
, t
)
,
where the curve C winds around the origin exactly once. This integral can be evaluated as a
sum over the residues of F ( z
t
, t)1
t
, over the “small” solutions t = s(z), i.e., those that satisfy
s(z) → 0 for z → 0 (these poles stay inside the curve, if it is made sufficiently small). We
will apply this principle for trivariate generating functions, where the third variable w is
treated as a parameter.
2 A summation
The following sum was of interest for Neiter and Proag [4]∑
j≥0
B
[m]
n−j,k−2j.
3
We can be careless about the range of summation, since only terms of the form 0 ≤ k−2j ≤
n− j contribute; others being automatically equal to zero.
The extra factor 1
1−zy2
generates this summation, applied to the generating function
Fm(z, y):
1
1− zy2
(1− zy)m−1
(1− 2zy)m−1(1− z(1 + y))
.
Since the interest is/was only for n = k, we extract the diagonal from this generating
function, or even from the trivariate generating function
1
1− zy2
∑
m≥1
Fm(z, y)w
m−1 =
1
1− zy2
1
1− z(1 + y)
1
1− w(1−zy)
1−2zy
.
As mentioned before, the diagonal is the contour integral
1
2pii
∮
dt
t
1
1− zt
1
1− z/t(1 + t)
1− 2z
1− 2z − w(1− z)
=
1
2pii
∮
dt
1
1− zt
1
t− z(1 + t)
1− 2z
1− 2z − w(1− z)
.
There are two poles: t = 1/z and t = z/(1 − z). Only the second one is “small” and we
compute the residue:
Rest=z/(1−z)
{
1
1− zt
1
t− z(1 + t)
1− 2z
1− 2z − w(1− z)
}
=
1
1− z2/(1− z)
1
1− z
1− 2z
1− 2z − w(1− z)
=
1
1− z − z2
1− 2z
1− 2z − w(1− z)
=
1
1− z − z2
∑
m≥0
wm
(1− z)m
(1− 2z)m
.
We note for further reference that
1
1− z − z2
=
∑
n≥0
Fn+1z
n
is the generating function of the Fibonacci numbers [2].
Let us start with the simple instance m = 1 and extract the coefficient of wm−1:
1
1− z − z2
,
so that ∑
j≥0
(
n− j
n− 2j
)
=
∑
0≤j≤n/2
(
n− j
j
)
= Fn+1,
4
which is classical.
Now we move to the instance m = 2 and extract the coefficient of wm−1:
1
1− z − z2
1− z
1− 2z
=
2
1− 2z
−
1 + z
1− z − z2
.
Reading off the coefficient of zn here leads to
2n+1 − Fn+1 − Fn = 2
n+1 − Fn+2,
which is the evaluation of ∑
j≥0
B
[2]
n−j,n−2j.
By computing the partial fraction decomposition, the next few instances are
(n− 1)2n + Fn+3, (m = 3)(n2
4
+
n
4
+ 4
)
2n − Fn+4, (m = 4)(n3
24
+
n2
4
+
53n
24
− 4
)
2n + Fn+5, (m = 5)
and we wonder if we can say anything in general. We can indeed apply the principle of
partial fraction decomposition directly to
1
1− z − z2
1− 2z
1− 2z − w(1− z)
=
w(2− w)
(1 + w − w2)(1− w − z(2− w))
+
1− zw
(1− z − z2)(1 + w − w2)
.
The second term is easier:
[znwm−1]
1− zw
(1− z − z2)(1 + w − w2)
= [wm−1]
Fn+1 − wFn
1 + w − w2
= (−1)m−1[wm−1]
Fn+1 + wFn
1− w − w2
= (−1)m−1(Fn+1Fm + FnFm−1) = (−1)
m−1Fn+m.
This is the term that we observed earlier, from the first few instances. The first term could
be expanded to any number of terms, but it does not seem that a nice closed formula comes
out. The shape is ∑
m≥1
polynomial in z of degree m− 1
(1− 2z)m
wm.
Calling the polynomials in the numerator um = um(z), Maple’s gfun command computes
the following recursion:
um+3 − zum+2 − (2z − 1)(3z − 2)um+1 − (z − 1)(2z − 1)
2um = 0,
with initial conditions u0 = 0, u1 = 2, u2 = 4z − 1.
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3 A more general summation
Let c ≥ 1 be an integer. We are, as our predecessors, interested in∑
j≥0
B
[m]
n−cj,k−(c+1)j,
especially for k = n.
Since the instance c = 1 was discussed at length in the previous section, we can be brief
here. The trivariate generating function of interest is now
1
1− zcyc+1
1
1− z(1 + y)
1
1− w(1−zy)
1−2zy
.
Extracting the diagonal leads to the computation of the residue(s) of
1
1− zct
1
t− z(1 + t)
1− 2z
1− 2z − w(1− z)
.
Rest=z/(1−z)
{
1
1− zct
1
t− z(1 + t)
1− 2z
1− 2z − w(1− z)
}
=
1
1− zc+1/(1− z)
1
1− z
1− 2z
1− 2z − w(1− z)
=
1
1− z − zc+1
1− 2z
1− 2z − w(1− z)
=
1
1− z − zc+1
∑
m≥0
wm
(1− z)m
(1− 2z)m
.
The first factor generates some generalized Fibonacci number. We keep the notation of
Neiter and Proag [4]:
zc
1− z − zc+1
=
∑
n≥0
λn(c)z
n.
For m = 1, the coefficient of wm−1 leads to
1
1− z − zc+1
=
∑
n≥0
λn+c(c)z
n,
and thus we have the first summation∑
j≥0
B
[1]
n−cj,n−(c+1)j = λn+c(c).
6
For m = 2, the coefficient of wm−1 leads to
1
1− z − zc+1
1− z
1− 2z
=
2c
2c − 1
1
1− 2z
−
1
2c − 1
1 +
∑c
j=1 2
j−1zj
1− z − zc+1
and the coefficient of zn is given by
2c
2c − 1
2n −
1
2c − 1
(
λn+c(c) +
c∑
j=1
2j−1λn+c−j(c)
)
,
which is the summation for ∑
j≥0
B
[2]
n−cj,n−(c+1)j.
We stop here since further instances become a bit clumsy.
4 Another summation
The next type of summation that we will treat with generating functions is∑
0≤j≤n/2
B
[m]
n−j,j.
In this case one has to be careful not to include unwanted terms in the summation. Let us
start with m = 1: ∑
0≤j≤n/2
(
n− j
j
)
=
∑
0≤j≤n
(
n− j
j
)
.
We consider (again) the generating function
∑
0≤j≤n
zn
(
n− j
j
)
=
∑
j,k≥0
zkzj
(
k
j
)
=
1
1− z(1 + z)
,
whence we get Fn+1 for the summation.
Now let us move to m = 2.
∑
0≤j≤n/2
B
[2]
n−j,j =
∑
0≤h≤j≤n/2
(
n− j
h
)
=
∑
0≤h≤j≤n
(
n− j
h
)
−
∑
n/2<j≤n
j∑
h=0
(
n− j
h
)
=
∑
0≤h≤j≤n
(
n− j
h
)
−
∑
n/2<j≤n
2n−j =
∑
0≤h≤j≤n
(
n− j
h
)
− 2⌊(n+1)/2⌋ + 1.
7
The generating function related to the first term is
∑
n≥0
zn
∑
0≤h≤j≤n
(
n− j
h
)
=
∑
n≥0
zn
∑
0≤h≤n
(
n+ 1− h
h+ 1
)
=
∑
h≥0
zh
∑
n≥h
zn−h
(
n+ 1− h
h+ 1
)
=
∑
h≥0
zh
∑
k≥0
zk
(
k + 1
h+ 1
)
=
∑
h≥0
zh
zh
(1− z)h+2
=
1
(1− z)2
1
1− z
2
1−z
=
1
1− z
1
1− z − z2
=
z + 2
1− z − z2
−
1
1− z
.
This leads to the evaluation
Fn + 2Fn+1 − 1− 2
⌊(n+1)/2⌋ + 1 = Fn+3 − 2
⌊(n+1)/2⌋.
In the same style one can also treat the higher instances m = 3, 4, . . . . However, we would
like to offer a tool that is very useful: gfun, implemented in Maple, and in particular its
guessing abilities. In this way, one can get results very quickly, although formal proofs would
still be required.
This leads for m = 2 to
z + 2
1− z − z2
−
1 + 2z
1− 2z2
,
and for m = 3 to
3z + 5
1− z − z2
−
1
2
1 + 2z
(1− 2z2)2
−
1
2
7 + 12z
(1− 2z2)2
,
with result
Fn+5 −
{
2k−1(k + 8), for n = 2k;
2k(k + 7), for n = 2k + 1.
The reader can create further examples herself.
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