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THE BCS CRITICAL TEMPERATURE IN A WEAK
HOMOGENEOUS MAGNETIC FIELD
RUPERT L. FRANK, CHRISTIAN HAINZL, AND EDWIN LANGMANN
Abstract. We show that, within a linear approximation of BCS theory, a weak
homogeneous magnetic field lowers the critical temperature by an explicit constant
times the field strength, up to higher order terms. This provides a rigorous derivation
and generalization of results obtained in the physics literature from WHH theory of
the upper critical magnetic field. A new ingredient in our proof is a rigorous phase
approximation to control the effects of the magnetic field.
1. Introduction and main result
1.1. Aims and scope. In this paper we are interested in the infimum of the spectrum
of the two-particle operator
(−i∇x + 12B ∧ x)2 + (−i∇y + 12B ∧ y)2 − 2µ
tanh
(
β
2
(
(−i∇x + 12B ∧ x)2 − µ
))
+ tanh
(
β
2
(
(−i∇y + 12B ∧ y)2 − µ
))−V (x−y) (1)
acting in
L2symm(R
3 × R3) = {α ∈ L2(R3 × R3) : α(x, y) = α(y, x) for all x, y ∈ R3} .
Here−2V (x−y) is the interaction potential between the two particles which we assume
to be spherically symmetric, i.e., it only depends on the distance |x − y|. (Later on,
we will assume that the interaction potential is non-positive and the minus sign, as
opposed to the more usual plus sign, will simplify some formulas.) Moreover, µ ∈ R
is the chemical potential. We are interested in the dependence of the operator on
two parameters, namely, the inverse temperature β > 0 and a constant magnetic field
B ∈ R3, whose strength B = |B| we shall assume to be small.
More precisely, we are interested in identifying regimes of temperatures T = β−1
such that the infimum of the spectrum of the above operator is positive or negative
for all sufficiently small B.
As we will explain in detail below, the motivation for this question comes from
BCS theory of superconductivity and the operator arises through the linearization of
the Bogolubov–de Gennes equation around the normal state. Therefore, the ques-
tion whether the infimum of the spectrum of the operator (1) is positive or negative
corresponds to the local stability of the normal state.
c© 2017 by the authors. This paper may be reproduced, in its entirety, for non-commercial
purposes.
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The largest magnetic field strength B at a given temperature T below the critical
temperature Tc where the normal state remains unstable is known in the physics
literature as upper critical magnetic field Bc2(T ), and it was first computed in the
physics literature by Werthammer, Helfand and Hohenberg (WHH) based on an ansatz
and certain simplifications [11, 18]; this is explained in Appendix A. Our work provides
a rigorous derivation of Bc2(T ) close to Tc without these simplifications. Besides its
mathematical interest, this is partly motivated by recently discovered superconducting
materials challenging assumptions used in standard WHH theory.
To describe our main result we introduce the effective one-body operator
(−i∇r)2 − µ
tanh
(
β
2
((−i∇r)2 − µ)
) − V (r) (2)
acting in
L2symm(R
3) = {α ∈ L2(R3) : α(−r) = α(r) for all r ∈ R3} .
Later on, we will see that the variable r ∈ R3 arises as the relative coordinate r = x−y
of the two particles at x and y. We will assume that the operator |(−i∇r)2−µ|−V (r)
has a negative eigenvalue. Then it is easy to see (see, e.g., [8]) that there is a unique
βc ∈ (0,+∞) such that the operator (2) is non-negative for β ≤ βc and has a negative
eigenvalue for β > βc. Let Tc = β
−1
c . Then our main result is, roughly speaking,
that the infimum of the spectrum of the two-particle operator (1) is negative for
T ≤ Tc − c0B + o(B) and positive for T ≥ Tc − c0B + o(B). Here c0 is a positive
constant which we compute explicitly in terms of the zero-energy ground state of (2)
at β = βc.
The interpretation of this result is that, at least in linear approximation, a weak
magnetic field lowers the BCS critical temperature to Tc(B) = Tc−c0B+o(B). This is
well-known in the physics literature [11, 18], and we provide a rigorous mathematical
proof without simplifying assumptions and with precise error bounds. In particular,
our result proves that the slope of the upper critical field at the critical temperature
dBc2(T )
dT
|T↑Tc := lim
B→0
B
Tc(B)− Tc
is well-defined and equal to −c−10 . As discussed in Appendix A, this reduces to the
known result for this slope in WHH theory [13, 14] in a limiting case.
The mathematical challenge of this problem is that low energy states of the two
particle operator (1) show a two-scale structure. As function of the relative coordinate
r = x − y and the center of mass coordinate X = (x + y)/2 it varies on a scale of
order one with respect to r and on a (much larger) scale of order B−1 with respect to
X . The variation on the former scale is responsible for the leading order term Tc for
the critical temperature, whereas the variation on the latter scale is responsible for
the subleading lowering of order B. A similar separation of scales is typical for BCS
theory near the critical temperature [5] and its effect on the critical temperature was
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explored in [6]. We explain the main differences with [6] after having presented our
main result in the next subsection.
It will be more convenient for us to work not directly with the above two-particle
operator, but rather with its Birman–Schwinger version. We now describe the precise
set-up of our analysis.
1.2. Model and main result. Our model depends on the following ingredients.
Assumption 1. (1) Homogeneous magnetic field B = Be3 of strength B > 0 in the
direction of the third coordinate axis e3 = (0, 0, 1)
T
(2) Inverse temperature β = T−1 > 0
(3) Chemical potential µ ∈ R
(4) Non-negative, spherically symmetric interaction potential V such that V ∈ L∞(R3)
and |r|V ∈ L∞(R3)
Probably our analysis can be extended to cover some (not too severe) local singulari-
ties of V , but our boundedness assumptions allow us to avoid the related technicalities.
Moreover, the non-negativity assumption on V is only for technical convenience and
we expect that our results hold true also for non-positive or sign-changing potentials
satisfying the remaining assumptions.
Standard superconducting materials known at the time when WHH theory was
developed are metallic in the normal state with µ > 0. We also allow for µ ≤ 0 since
this is relevant for low-density superconductors like SrTiO3 and for systems close to a
superconductor-insulator phase transition.
We note that, in part (4) of Assumption 1 V refers to a function R3 → R, x 7→ V (x).
To simplify notation and since the precise meaning is always clear from the context,
we use the same symbol V also for the corresponding multiplication operators on
L2symm(R
3) (i.e., (V α)(r) = V (r)α(r)) and on L2symm(R
3 × R3) (i.e., (V α)(x, y) =
V (x− y)α(x, y)).
The magnetic momentum and the single-particle Hamiltonian are defined, respec-
tively, by
π = −i∇+A with A(x) = 1
2
B ∧ x = (B/2)(−x2, x1, 0)T
and
hB = π
2 − µ .
The two particles are represented by coordinates x, y ∈ R3. If we want to emphasize
the variables on which the operators act, we write
πx = −i∇x + 1
2
B ∧ x , πy = −i∇y + 1
2
B ∧ y
and
hB,x = π
2
x − µ , hB,y = π2y − µ .
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(Technically speaking these operators, as well as any operators in what follows, are
considered as the Friedrichs extensions of the corresponding differential expressions
acting on smooth and compactly supported functions.) Let us introduce a function
Ξβ : R
2 → R by
Ξβ(E,E
′) :=
tanh βE
2
+ tanh βE
′
2
E + E ′
if E + E ′ 6= 0 and Ξβ(E,−E) = (β/2)/ cosh2(βE/2). (We comment in Remark 6
below on our non-standard notation.) Since the operators hB,x and hB,y commute, we
can define the operator
LT,B = Ξβ(hB,x, hB,y) .
We will always consider this operator in the Hilbert space L2symm(R
3×R3). Note that,
with this notation, the operator in (1) can be written as L−1T,B + V .
Next, in order to formulate our assumption on the critical temperature, we introduce
the function χβ : R→ R by
χβ(E) :=
tanh βE
2
E
and set χ∞(E) := |E|−1. We consider the compact operator
V 1/2χβ(p
2
r − µ)V 1/2
in L2symm(R
3), where
pr = −i∇r
denotes the momentum operator. (The operator χβ(p
2
r − µ) is denoted by K−1T in [8]
and several works thereafter.)
Assumption 2. sup spec V 1/2χ∞(p2r − µ)V 1/2 > 1.
Since β 7→ χβ(E) is strictly increasing for each fixed E ∈ R, there is a unique
βc ∈ (0,∞) such that
sup spec V 1/2χβ(p
2
r − µ)V 1/2 ≤ 1 if β ≤ βc ,
sup spec V 1/2χβ(p
2
r − µ)V 1/2 > 1 if β > βc .
We set Tc = β
−1
c .
Assumption 3. The eigenvalue 1 of the operator V 1/2χβc(p
2
r − µ)V 1/2 is simple.
We denote by ϕ∗ a normalized eigenfunction of V 1/2χβ(p2r − µ)V 1/2 corresponding
to the eigenvalue 1 which, by assumption, is unique up to a phase. Since p2r and V are
real operators, so is V 1/2χβ(p
2
r − µ)V 1/2 and we can assume that ϕ∗ is real-valued.
The spherical symmetry of V from Assumption 1 and the non-degeneracy from
Assumption 3 imply that ϕ∗ is spherically symmetric.
From a physics point of view, Assumption 3 restricts us to potentials giving raise
to s-wave superconductivity. It is known that this assumption is fulfilled for a large
class of potentials, including those which have a non-negative Fourier transform [9].
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As the final preliminary before stating our main result, we will introduce some
constants. They are defined in terms of the auxiliary functions
g0(z) =
tanh(z/2)
z
,
g1(z) =
e2z − 2zez − 1
z2(ez + 1)2
=
1
2z2
sinh z − z
cosh2(z/2)
,
g2(z) =
2ez(ez − 1)
z(ez + 1)3
=
1
2z
tanh(z/2)
cosh2(z/2)
, (3)
as well as the function
t(p) := ‖χβc((−i∇r)2 − µ)V 1/2ϕ∗‖−1 2(2π)−3/2
∫
R3
dx V (x)1/2ϕ∗(x)e−ip·x . (4)
(The prefactor in front of the integral is irrelevant for us and only introduced for
consistency with the definition in [6].) We now set
Λ0 :=
β2c
16
∫
R3
dp
(2π)3
|t(p)|2
(
g1(βc(p
2 − µ)) + 2
3
βcp
2g2(βc(p
2 − µ))
)
, (5)
Λ2 :=
βc
8
∫
R3
dp
(2π)3
|t(p)|2 cosh−2(βc(p2 − µ)/2) . (6)
Note that the quotient Λ0/Λ2, which will appear in our main result, has the dimension
of an inverse temperature.
We are now in position to state our main result.
Theorem 4. Under assumptions 1, 2 and 3 the following holds.
(1) Let 0 < T1 < Tc. Then there are constants B0 > 0 and C > 0 such that for all
0 < B ≤ B0 and all T1 ≤ T < Tc − 2Tc(Λ0/Λ2)B − CB2 one has
inf
Φ
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 < 0 .
(2) There are constants B0 > 0 and C > 0 such that for all 0 < B ≤ B0 and all
T ≥ Tc − 2Tc(Λ0/Λ2)B + CB5/4 one has
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 > 0 ,
unless Φ = 0.
The interpretation of this theorem is that for small magnetic fields B the critical
temperature goes down by an amount 2Tc(Λ0/Λ2)B plus higher order terms. This
gives, in particular, the slope of the upper critical field at Tc; see also Appendix A.
The assumption in part (1) that the temperature is bounded away from zero is
probably technical. Note however, that our result is valid for arbitrarily small T1 > 0,
as long as it is uniform in B. The reason for this restriction is that our expansions
diverge as the temperature goes to zero. Remarkably, there is no such restriction in
part (2) of the theorem.
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Remark 5. Let us emphasize that our definition of critical temperature coincides with
that in [8] (and therefore with that in [5, 6]) and that our Assumptions 2 and 3
coincides with [5, Assumption 2]. This is a consequence of the Birman–Schwinger
principle, which also implies that, if α∗ denotes a normalized, real-valued eigenfunction
of the operator (2), then
V 1/2α∗ = ±‖χβc((i∇r)2 − µ)V 1/2ϕ∗‖−1ϕ∗ .
(To get the normalization constant, we apply χβc((−i∇r)2− µ)V 1/2 to both sides and
use the equation for α∗ and its normalization.)
Remark 6. Our notation deviates somewhat from the standard one in the physics
literature. Our V corresponds to −V/2 in the physics literature. Here the factor of
1/2, but not the minus sign, is consistent with [8]. The minus sign is used in order
to simplify the formulas. Moreover, our χβ and Ξβ correspond to 2χβ and 2Ξβ in the
physics literature. The factor 2 here compensates the factor 1/2 in V in expressions
like V 1/2χβ(p
2 − µ)V 1/2.
Let us compare our results here with those in [6] where we also computed the shift
of the critical temperature due to external fields. The results of [6], which rely on
those in [5] are more complete since they consider the physically relevant setting of
a finite sample and, more importantly, since they treat the critical temperature in
a non-linear setting (although eventually, it is proved that the critical temperature
is determined by the linearization). It would be desirable to extend our results here
in this direction and we believe that our analysis is the first and crucial step in this
direction.
The reason why the same problem in our setting here of a homogeneous magnetic
field is more complicated is the following. In [5, 6] the external magnetic field was
assumed to be periodic and to have flux zero through the boundaries of an elementary
cell which, in some sense, means that it is a small perturbation. In particular, we
could prove a priori bounds [5, Lemmas 2 and 3] which do not contain the magnetic
magnetic field neither in the relative nor in the center of mass variable. We do not
expect a similar result to hold in our setting. Instead we prove an a priori bound
which contains a magnetic field in the center of mass variable. This is essentially the
content of Proposition 26 and Lemma 27. The non-commutativity of the components
of the magnetic momentum here leads to significant technical difficulties. The second
novelty in this paper, as compared to [5] and [6], is the absence of semi-classical
expansions and its replacement by the so-called phase approximation. This technique
is well-known in the physics literature (it is used, for instance, in [11] in a related
context) and appeared in the mathematics literature, for instance, in [2, 15]. We feel
that this technique is both conceptually and technically simpler and may have many
applications in related problems.
Remark 7. Let us rewrite for a moment the magnetic field strength as B = h2, such
that h denotes the ratio between the microscopic and the macroscopic scale set by
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the field strength. Then our result can be stated in the following way. The constant
magnetic field B lowers the critical temperature by
h2TcDc + o(h
2),
where
Dc :=
Λ0
Λ2
inf spec(−i∇X + e3 ∧X)2
can be interpreted as the lowest eigenvalue of the linearized Ginzburg–Landau op-
erator. This formulation shows that our present result extends the earlier result [6,
Theorem 2.4] to the case of constant magnetic fields. It further reproves the fact that
the macroscopic fluctuations are captured by Ginzburg–Landau theory with param-
eters which are determined by the underlying microscopic system (that is, by V and
µ). As we mentioned before, while in [5, 6] the (magnetic) Laplace operator of the
Ginzburg–Landau equation was recovered by tedious semi-classical expansions, in the
present work this operator is simply recovered by changing to center of mass variables
and a corresponding Taylor expansion, i.e., by expanding the cosine in (17) below
up to second order, which comes from a simple magnetic shift in the center of mass
direction.
1.3. Connection to BCS theory. In this subsection we describe how the two-body
operators (1) and LT,B arise in a problem in superconductivity. Our purpose here
is to give a motivation and our presentation in this subsection will be informal. For
background and references on the mathematical study of BCS theory we refer to [10].
We consider a superconducting sample occupying all of R3 at inverse temperature
β > 0 and chemical potential µ ∈ R. The particles interact through a two-body
potential −V (x−y) and are placed in an external magnetic field with vector potential
A(x). In BCS theory the state of a system is described by two operators γ and α in
L2(R3), representing the one-body density matrix and the Cooper pair wave function,
respectively. The operator γ is assumed to be Hermitian and the operator α is assumed
to satisfy α∗ = α, where for a general operator A we write A = CAC with C denoting
complex conjugation. Moreover, it is assumed that
0 ≤
(
γ α
α 1− γ
)
≤ 1 .
In an equilibrium state the operators γ and α satisfy the (non-linear) Bogolubov–de
Gennes equations(
γ α
α 1− γ
)
=
(
1 + exp
(
βH∆V,α
))−1
,
where ∆V,α(x, y) = −2V (x− y)α(x, y) and H∆ =
(
h ∆
∆ −h
)
.
Here ∆ is considered as an integral operator with integral kernel ∆(x, y). Moreover,
h = (−i∇+A)2 − µ is the one-particle operator.
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Note that one solution of the equation is γ = (1 + exp(βh))−1 and α = 0. This is
the normal state. We are interested in the local stability of this solution and therefore
will linearize the equation around it.
It is somewhat more convenient to write the equation in the equivalent form(
γ α
α 1− γ
)
=
1
2
− 1
2
tanh
(
β
2
H∆V,α
)
.
Then, in view of the partial fraction expansion (also known as Mittag–Leffler series)
tanh z =
∑
n∈Z
1
z − i(n+ 1/2)π
(where we write
∑
n∈Z short for limN→∞
∑N
n=−N for conditionally convergent sums
like this one; convergence becomes manifest by combining the +n and −n terms),
tanh
(
β
2
H∆
)
= − 2
β
∑
n∈Z
1
iωn −H∆
with the Matsubara frequencies
ωn = π(2n+ 1)T , n ∈ Z . (7)
Using this formula we can expand the operator tanh(βH∆/2) in powers of ∆. Since
1
iωn −H∆ =
1
iωn −H0 +
1
iωn −H0
(
0 ∆
∆ 0
)
1
iωn −H0 + . . .
=
(
(iωn − h)−1 0
0 (iωn + h)
−1
)
+
(
0 (iωn − h)−1∆(iωn + h)−1
(iωn + h)
−1∆(iωn − h)−1 0
)
+ . . . ,
the Bogolubov–de Gennes equation for the Cooper pair wave function becomes
α =
1
β
∑
n∈Z
(iωn − h)−1∆V,α(iωn + h)−1 + . . . ,
where . . . stands for terms that are higher order in α. The key observation now is that
1
β
∑
n∈Z
(iωn − h)−1∆V,α(iωn + h)−1 = LT,BV α . (8)
(Here V α on the right side is considered as a two-particle wave function, defined by
(V α)(x, y) = V (x− y)α(x, y).) This identity follows by writing
− 2
β
∑
n∈Z
(iωn − E)−1(iωn + E ′)−1 = − 2
β
∑
n∈Z
1
E + E ′
(
1
iωn − E −
1
iωn + E ′
)
(9)
and using the partial fraction expansion of tanh to recognize the right side as Ξβ(E,E
′).
Thus, the linearized Bogolubov–de Gennes equation becomes
α = LT,BV α .
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There are two ways to make this equation self-adjoint. The first one is to apply
the operator L−1T,B to both sides and to subtract V α. In this way we obtain the
operator (1). The other way is to multiply both sides of the equation by V 1/2, to
subtract V 1/2LT,BV α and to call Φ = V
1/2α. In this way we arrive at the operator
1− V 1/2LT,BV 1/2 which appears in our main result, Theorem 4.
The upshot of this discussion is that positivity of the operator (1) (or, equivalently,
of 1− V 1/2LT,BV 1/2) corresponds to local stability of the normal state and negativity
of these operators corresponds to local instability. If we define two critical local tem-
peratures T locc (B) as the smallest temperature above which the normal state is always
stable and T locc (B) as the largest temperature below which the normal state is never
stable, then our theorems says that (ignoring the presence of T1 for simplicity) both
T locc (B) and T
loc
c (B) are equal to Tc− c0B+ o(B) as B → 0 where c0 = 2TcΛ0/Λ2 > 0.
Acknowledgements. We are very grateful to Michael Loss, whose ideas played a cru-
cial role in finding the proof of Lemma 29. E. L. would like to thank Yaron Kadem for
helpful discussions. Partial support by the U.S. National Science Foundation through
grant DMS-1363432 (R.L.F.) and by Vetenskapsr˚adet through grant 2016-05167 (E.L.)
is acknowledged.
2. Bounds on the resolvent kernel
In this section we prove bounds on the resolvent kernel
GzB(x, y) :=
1
z − hB (x, y) (10)
of the operator hB = π
2 − µ in L2(R3) with a constant magnetic field B = Be3
with B ≥ 0 and a chemical potential µ ∈ R. (Here and in the following, we use the
convention that for an integral operator K its integral kernel is denoted by K(x, y).)
We introduce the function
gzB(x) := G
z
B(x, 0) , x ∈ R3 . (11)
We first collect some simple properties of this function.
Lemma 8. The function gzB satisfies for all B ≥ 0, z ∈ C \ [B,∞) and x, y ∈ R3,
(i) gzB(−x) = gzB(x)
(ii) GzB(x, y) = e
i
2
B·(x∧y)gzB(x− y)
Proof. We introduce coordinates x = (x⊥, x3), y = (y⊥, y3), perform a Fourier trans-
form in the x⊥ and y⊥ variables and use the known structure of the spectrum of the
Landau Hamiltonian. Thus, in terms of the projections P
(k)
B in L
2(R2) on the k-th
Landau level, the kernel of (z − hB)−1 can be written as
GzB(x, y) =
∑
k∈N0
∫
R
dp3
2π
1
z − (2k + 1)B − p23 + µ
eip3(x3−y3)P (k)B (x⊥, y⊥) .
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Explicitly, the kernel of the projection P
(k)
B is given by
P
(k)
B (x⊥, y⊥) =
B
2π
Lk
(
B(x⊥ − y⊥)2
2
)
e−B(x⊥−y⊥)
2/4eB
i
2
(x1y2−x2y1) ,
where Lk = L
(0)
k is the k-th Laguerre polynomial. From these formulas it is easy to
deduce (i) and (ii). 
Our next goal is to quantify the decay of the L1-norm of gzB as |z| → ∞ along the
imaginary axis. We begin with the simpler case B = 0. We employ the notation
µ+ = max{µ, 0} , µ− = −min{µ, 0} , (12)
that is, µ = µ+ − µ−.
Lemma 9. For every a > −2 there is a constant Ca > 0 such that for all ω ∈ R one
has ∥∥| · |agiω0 ∥∥1 ≤ Ca
( |ω|+ µ+
|ω|(|ω|+ µ−)
)(a+2)/2
.
Proof. One has
gz0(x) = −
ei
√
z+µ|x|
4π|x|
with Im
√
z + µ ≥ 0 and therefore, by scaling,
‖| · |agz0‖1 =
1
4π
∫
R3
dx |x|a−1e− Im
√
z+µ|x| = (Im
√
z + µ)−a−2
1
4π
∫
R3
dy |y|a−1e−|y|
= (Im
√
z + µ)−a−2Γ(a+ 2) .
Since
(Im
√
iω + µ)2 =
√
µ2 + ω2 − µ
2
≥
{
1
4
ω2
|ω|+µ if µ > 0 ,
1
2
(|ω|+ |µ|) if µ ≤ 0 ,
we obtain the bound in the lemma. 
The next lemma deals with B 6= 0 by comparing it to the case B = 0.
Lemma 10. There are constants δ > 0 and C > 0 such that for all B ≥ 0 and ω ∈ R
with B2(|ω|+ µ+)2 ≤ δω2(|ω|+ µ−)2 one has
‖giωB − giω0 ‖1 ≤ CB2
( |ω|+ µ+
|ω|(|ω|+ µ−)
)3
.
Proof. Step 1. Let
hz(x) :=
1
4
(e3 ∧ x)2gz0(x) .
We claim that gzB satisfies the equation
gz0(x) = g
z
B(x)− B2
∫
R3
dy e
i
2
B·(x∧y)gzB(x− y)hz(y) . (13)
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To see this, we note that, in the sense of operators,
(z − hB)Gz0 = 1− T zB
with
T zB(x, y) := −(B ∧ x) · i∇xGz0(x− y) +
1
4
(B ∧ x)2Gz0(x− y) .
Applying the operator (z − hB)−1 from the left we obtain
Gz0(x, y) = G
z
B(x, y)−
∫
R3
dwGzB(x, w)T
z
B(w, y)
and, if we set y = 0 and recall Lemma 8 (ii),
gz0(x) = g
z
B(x)−
∫
R3
dw e
i
2
B·(x∧w)gzB(x− w)T zB(w, 0) .
To obtain the claimed equation it suffices to note that
T zB(x, 0) = −(B ∧ x) · i∇xgz0(x) +
1
4
(B ∧ x)2gz0(x) =
1
4
(B ∧ x)2gz0(x) = B2hz(x) ,
where we used the fact that the vector ∇xgz0(x) is orthogonal to the vector B ∧ x.
Step 2. We claim that, if B2 < ‖hz‖−11 , then
‖gzB − gz0‖1 ≤ B2
‖hz‖1‖gz0‖1
1− B2‖hz‖1 . (14)
In fact, (13) implies
‖gzB− gz0‖1 ≤ B2‖|gzB| ∗ |hz|‖1 ≤ B2‖gzB‖1‖hz‖1 ≤ B2‖gzB− gz0‖1‖hz‖1+B2‖gz0‖1‖hz‖1 .
Here we denoted convolution by ∗ and we made use of Young’s convolution inequality.
This proves the claimed inequality.
Step 3. We now conclude the proof of the proposition. We first observe that by the
spherical symmetry of gz0
‖hz‖1 = 2
3
∥∥| · |2gz0∥∥1 ,
and therefore, by Lemma 9, there is a C > 0 such that for all ω ∈ R,
‖hiω‖1 ≤ C
( |ω|+ µ+
|ω|(|ω|+ µ−)
)2
.
Thus, if B2 ≤ (1/(2C))|ω|2(|ω|+µ−)2/(|ω|+µ+)2, then B2‖hiω‖1 ≤ 1/2 and therefore,
by (14),
‖giωB − giω0 ‖1 ≤ 2B2‖hiω‖1‖giω0 ‖1 .
Using once more the bound above on ‖hiω‖1 as well as the bound from Lemma 9 on
‖giω0 ‖1 we obtain the bound claimed in the lemma. 
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3. A representation formula for the operator LT,B
In this section we derive a useful representation formula for the operator LT,B as
a sum over contributions from the individual Matsubara frequencies ωn from (7).
Moreover, we express the formula in terms of center of mass and relative coordinates,
r = x− y , X = (x+ y)/2 .
The magnetic momentum in the center of mass coordinate is
ΠX = −i∇X + 2A(X) = −i∇X +B ∧X . (15)
Lemma 11. The operator LT,B acts as
(LT,Bα) (X +
r
2
, X − r
2
) =
∫∫
R3×R3
dZ ds kT,B(Z, r, s) (cos(Z ·ΠX)α) (X + s
2
, X − s
2
)
with
kT,B(Z, r, s) := − 2
β
∑
n∈Z
knT,B(Z, r, s)
and
knT,B(Z, r, s) := g
iωn
B (Z +
r − s
2
)g−iωnB (Z −
r − s
2
)e
i
4
B·(r∧s) .
Proof. Our starting point is (8) which, in terms of the resolvent kernel GzB from (10),
implies that
(LT,Bα) (x, y) = − 2
β
∑
n∈Z
(
1
iωn − hBα
1
iωn + hB
)
(x, y)
= − 2
β
∑
n∈Z
∫∫
R3×R3
GiωnB (x, x
′)G−iωnB (y, y
′)α(x′, y′) dx′ dy′ .
Here we used the fact that
1
iωn + hB
(y′, y) = G−iωnB (y, y
′) ,
which follows from
1
z + hB
=
(
1
z + hB
)∗
.
According to Lemma 8 (ii), the full resolvent kernel GzB can be recovered from g
z
B
and, after changing coordinates X = (x + x′)/2, r = x − x′, Y = (y + y′)/2 and
s = y − y′, we obtain
(LT,Bα) (X +
r
2
, X − r
2
) = − 2
β
∑
n∈Z
∫∫
R3×R3
dY ds α(Y +
s
2
, Y − s
2
)
× giωnB (X − Y +
r − s
2
)g−iωnB (X − Y −
r − s
2
)eiB·(X∧Y )e
i
4
B·(r∧s) .
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Changing coordinates Z = X − Y , using iB · (X ∧ (X − Z)) = −iZ · (B ∧ X) and
recalling the definition of kT,B(Z, r, s) we can write this as
(LT,Bα) (X+
r
2
, X− r
2
) =
∫∫
R3×R3
dZds kT,B(Z, r, s)e
−iZ·(B∧X)α(X−Z+ s
2
, X−Z− s
2
) .
Next, we use the fact that
ψ(X − Z) = (e−iZ·pXψ)(X), pX = −i∇X .
We recall definition (15) of ΠX and note that pX = −i∇X commutes with B ∧ X .
Therefore we obtain
e−iZ·(B∧X)(e−iZ·pXψ)(X) = (e−iZ·(pX+B∧X)ψ)(X) = (e−iZ·ΠXψ)(X) .
This shows that
(LT,Bα) (X +
r
2
, X − r
2
) =
∫∫
R3×R3
dZds kT,B(Z, r, s)
(
e−iZ·ΠXα
)
(X +
s
2
, X − s
2
) .
(16)
This almost proves the result, except that we still need to replace e−iZ·ΠX by cos(Z ·
ΠX). To do so, we change variables Z 7→ −Z, r 7→ −r and s 7→ −s and use α(x, y) =
α(y, x) and kT,B(−Z,−r,−s) = kT,B(Z, r, s) (see Lemma 8 (i)) in order to obtain the
same formula as in (16), but with e−iZ·ΠX replaced by e+iZ·ΠX . Taking the mean of
these two expressions proves the result. 
Corollary 12. If α(X + r/2, X − r/2) = ψ(X)τ(r) with τ even, then
〈α, LT,Bα〉 =
∫
R3
dZ 〈ψ, cos(Z · ΠX)ψ〉
∫∫
R3×R3
drds τ(r)kT,B(Z, r, s)τ(s) . (17)
If, in addition, τ is real-valued, then
〈α, LT,Bα〉 =
∫
R3
dZ 〈ψ, cos(Z ·ΠX)ψ〉
×
(
− 2
β
)∑
n
∫∫
R3×R3
drds τ(r)giωnB (Z +
r − s
2
)g−iωnB (Z −
r − s
2
) cos(
i
4
B · (r ∧ s))τ(s) .
In other words, the fact that τ is real-valued allows us to replace e
i
4
B·(r∧s) by cos( i
4
B·
(r∧s)). Since we will apply this in a regime where B is small, this roughly corresponds
to an improvement of the error from B to B2, which will be important for us.
Proof. The first formula follows immediately from Lemma 11. To prove the second
formula, we interchange the variables r and s and at the same time let Z 7→ −Z. Ac-
cording to Lemma 8 (i) we have kT,B(−Z, s, r) = kT,B(Z, r, s)e− i2B·(r∧s), and therefore
(17) becomes
〈α, LT,Bα〉 =
∫
R3
dZ 〈ψ, cos(Z ·ΠX)ψ〉
∫∫
R3×R3
drds τ(s)kT,B(Z, r, s)e
− i
2
B·(r∧s)τ(r) .
When τ is real, we can add this formula and (17) and obtain the second formula in
the corollary. 
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We conclude this section with a formula which we need later and which, essentially,
is the limiting case B = 0 of Lemma 11. We define, similarly as for B > 0,
kT,0(Z, r, s) := − 2
β
∑
n∈Z
knT,0(Z, r, s) (18)
and
knT,0(Z, r, s) := g
iωn
0 (Z +
r − s
2
)g−iωn0 (Z −
r − s
2
) .
Then, setting ρ = r − s, ℓ = p + q and k = (p − q)/2 and recalling (8) and (9), we
obtain
kT,0(X, r, s) = − 2
β
∑
n∈Z
∫∫
R3×R3
dp
(2π)3
dq
(2π)3
eip·(Z+
ρ
2
)
iωn − p2 + µ
eiq·(Z−
ρ
2
)
iωn + q2 − µ
= −
∫∫
R3×R3
dp
(2π)3
dq
(2π)3
L(p, q)eip·(Z+
ρ
2
)+iq·(Z− ρ
2
)
= −
∫∫
R3×R3
dℓ
(2π)3
dk
(2π)3
L(k +
ℓ
2
, k − ℓ
2
)eiℓ·Z+ik·ρ (19)
with
L(p, q) :=
tanh β(p
2−µ)
2
+ tanh β(q
2−µ)
2
p2 − µ+ q2 − µ . (20)
4. Approximation of the operator LT,B
This section contains the technical heart of this paper. We shall approximate the
operator LT,B by increasingly simpler operators. Namely, we shall write
LT,B = (LT,B −MT,B) + (MT,B −NT,B) +NT,B
with certain operators MT,B and NT,B and in Subsection 4.2 we shall show that both
differences in parentheses are small when B is small. In the following subsection we
investigate in more detail the operator NT,B and show that a leading order approxi-
mation for small B is χβ(p
2
r − µ). Then we proceed to find the subleading correction,
which will be the key for proving our main result. These approximations are based on
a method which we explain in Subsection 4.1.
In this section we keep precisely track of the exact parameter dependence of the
error terms, even if we do not need this in the present paper. We do this in order
to emphasize the explicitness of our method, which might be applicable in different
limiting regimes as well.
One of the important technical novelties in this paper compared to [5] is the treat-
ment of the magnetic field via the phase approximation; see the introduction for
references. This appears in Subsection 4.2 and we show that this approximation is
valid provided Bβ(1 + βµ+) ≤ δ(1 + βµ−), where δ is a small dimensionless constant.
Throughout this section Assumption 1 is in effect.
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4.1. The method. The following proposition is our main technical tool in order to
perform the phase approximation.
Proposition 13. Let ℓ be a measurable function on R3 × R3 × R3 such that
|ℓ(Z, r, s)| ≤ C1
∑
n∈Z
(
g
(n)
1 (Z +
r − s
2
)g
(n)
2 (Z −
r − s
2
)
+g
(n)
3 (Z +
r − s
2
)g
(n)
4 (Z −
r − s
2
)
)
(21)
with functions g
(n)
1 , . . . , g
(n)
4 ∈ L1(R3) satisfying
‖g(n)1 ‖1‖g(n)2 ‖1 + ‖g(n)3 ‖1‖g(n)4 ‖1 ≤ C2
( |2n+ 1|+ ν+
|2n+ 1| (|2n+ 1|+ ν−)
)a
(22)
for some a > 1 and ν ∈ R. Moreover, let AZ,r,s, Z, r, s ∈ R3, be a measurable family
of bounded operators on L2(R3) such that
sup
Z,r,s∈R3
‖AZ,r,s‖ ≤ C3 . (23)
Then the operator L in L2(R3 × R3) defined by
(Lα)(X + r
2
, X − r
2
) =
∫∫
R3×R3
dZ ds ℓ(Z, r, s)(AZ,r,sα)(X +
s
2
, X − s
2
)
(where AZ,r,s acts on the center of mass variable X) is bounded and
‖L‖ ≤ CaC1C2C3 (1 + ν+)
a
(1 + ν−)a−1
.
We recall that ν± denote the positive and negative parts of ν. (In fact, the proposi-
tion remains true if ν+ and ν− are two arbitrary non-negative numbers, not necessarily
arising as positive and negative parts of a common ν.)
The proof will be based on the following simple boundedness criterion.
Lemma 14. Let BZ,r,s, Z, r, s ∈ R3, be a measurable family of bounded operators in
L2(R3) such that
C :=
(
sup
r∈R3
∫∫
R3×R3
dZ ds ‖BZ,r,s‖
)1/2(
sup
s∈R3
∫∫
R3×R3
dZ dr ‖BZ,r,s‖
)1/2
<∞
and defined the operator B in L2(R3 × R3) by
(Bα)(X + r
2
, X − r
2
) =
∫∫
R3×R3
dZ ds (BZ,r,sα)(X +
s
2
, X − s
2
) ,
where the operators BZ,r,s act on the center of mass variable X. Then B is bounded
with ‖B‖ ≤ C.
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Proof of Lemma 14. By Minkowski’s integral inequality we have for each fixed r ∈ R3(∫
R3
dX
∣∣∣(Bα)(X + r
2
, X − r
2
)
∣∣∣2)1/2
≤
∫∫
R3×R3
dZ ds
(∫
R3
dX
∣∣∣(BZ,r,sα)(X + s
2
, X − s
2
)
∣∣∣2)1/2
≤
∫∫
R3×R3
dZ ds‖BZ,r,s‖M(s)1/2
=
∫
R3
ds b(r, s)M(s)1/2 ,
where we have set
M(s) :=
∫
R3
dX
∣∣∣α(X + s
2
, X − s
2
)
∣∣∣2
and
b(r, s) :=
∫
R3
dZ ‖BZ,r,s‖ .
The assumption C <∞ implies, by the Schur test, that the operator b in L2(R3) with
kernel b(r, s) is bounded with ‖b‖ ≤ C. Therefore,
‖Bα‖ ≤ ‖bM1/2‖ ≤ C‖M1/2‖ = C‖α‖ ,
as claimed. 
Proof of Proposition 13. We will apply Lemma 14 with
BZ,r,s = ℓ(Z, r, s)AZ,r,s .
By assumption we have
‖BZ,r,s‖ ≤ C1C3
∑
n∈Z
(
g
(n)
1 (Z +
r − s
2
)g
(n)
2 (Z −
r − s
2
)
+g
(n)
3 (Z +
r − s
2
)g
(n)
4 (Z −
r − s
2
)
)
,
and therefore∫
R3
dZ ‖BZ,r,s‖ ≤ C1C3
∑
n∈Z
(
g
(n)
1 ∗ g˜(n)2 (r − s) + g(n)3 ∗ g˜(n)4 (r − s)
)
,
where g˜
(n)
j (r) := g
(n)
j (−r) and where ∗ denotes convolution. By Young’s convolution
inequality,∫∫
R3×R3
dZ dr ‖BZ,r,s‖ ≤ C1C3
∑
n∈Z
(
‖g(n)1 ‖1‖g(n)2 ‖1 + ‖g(n)3 ‖1‖g(n)4 ‖1
)
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and similarly for
∫∫
R3×R3 dZ ds ‖BZ,r,s‖. We now insert the assumed bound on the L1
norms of the g
(n)
j and bound∑
n∈Z
( |2n+ 1|+ ν+
|2n+ 1| (|2n+ 1|+ ν−)
)a
= 2
∞∑
n=0
(
2n+ 1 + ν+
(2n+ 1) (2n + 1 + ν−)
)a
≤ 2
∞∑
n=0
(
1 + ν+
2n+ 1 + ν−
)a
.
Thus, the claimed inequality will follow from the bound
2
∞∑
n=0
1
(2n+ 1 + ν−)a
≤ Ca
(1 + ν−)a−1
,
which can be shown by an easy comparison with the corresponding integral. 
4.2. Approximation of the operator LT,B. Let us define an operator MT,B on
L2symm(R
3 × R3) by
(MT,Bα) (X +
r
2
, X − r
2
) =
∫∫
R3×R3
dZ ds kMT,B(Z, r, s) (cos(Z ·ΠX)α) (X +
s
2
, X − s
2
)
with
kMT,B(Z, r, s) := −
2
β
∑
n
kn,MT,B (Z, r, s)
and
kn,MT,B (Z, r, s) := g
iωn
0 (Z +
r − s
2
)g−iωn0 (Z −
r − s
2
)e
i
4
B·(r∧s) .
The difference between this operator and the operator LT,B is that g
z
B is replaced by
gz0. We show that the operators are close when B is small.
Lemma 15. There are δ > 0 and C > 0 such that for all β > 0 and B > 0 with
Bβ(1 + βµ+) ≤ δ(1 + βµ−) one has
‖(LT,B −MT,B)α‖ ≤ CB2β3 (1 + βµ+)
4
(1 + βµ−)3
‖α‖ .
Proof. We write
LT,B −MT,B = L(1)T,B + L(2)T,B ,
where the operators L
(1)
T,B and L
(2)
T,B are of the same form as LT,B and MT,B, but with
kernels given by
kn,1T,B(Z, r, s) :=
(
giωnB − giωn0
)
(Z +
r − s
2
)g−iωn0 (Z −
r − s
2
)e
i
4
B·(r∧s)
+ giωn0 (Z +
r − s
2
)
(
g−iωnB − g−iωn0
)
(Z − r − s
2
)e
i
4
B·(r∧s) ,
kn,2T,B(Z, r, s) :=
(
giωnB − giωn0
)
(Z +
r − s
2
)
(
g−iωnB − g−iωn0
)
(Z − r − s
2
)e
i
4
B·(r∧s) .
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We claim that we are in the setting of Proposition 13 with
AZ,r,s = cos(Z · ΠX) , so that ‖A(n)Z,r,s‖ ≤ 1 = C3 . (24)
Moreover, the kernel ℓ(Z, r, s) is pointwise bounded as in (21) with C1 = 2/β and
g
(n)
1 = |giωnB − giωn0 | , g(n)2 = |g−iωn0 | , g(n)3 = |giωn0 | , g(n)4 = |g−iωnB − g−iωn0 | .
The L1 norms of g2 and g3 are bounded by Lemma 9. We want to bound the L
1
norms of g1 and g4 using Lemma 10 and, to do so, we need that the assumption
B2(|ωn| + µ+)2 ≤ δω2n(|ωn| + µ−)2 is satisfied for any n ∈ Z, which is equivalent to
B2(πT +µ+)
2 ≤ δπ2T 2(πT +µ−)2. This is implied by βB(1+ βµ+) ≤ δ′(1+ βµ−) for
a suitable δ′ > 0. (Here and in all the following we estimate 1 + βµ± ≤ π + βµ± ≤
π(1 + βµ±) in order to obtain nicer expressions.) Under this assumption we therefore
obtain (22) with a = 4, ν = βµ and C2 = CB
2β4. Thus, Proposition 13 yields the
bound
‖L(1)T,B‖ ≤ C ′B2β3
(1 + βµ+)
4
(1 + βµ−)3
.
The argument for the operator L
(2)
T,B is similar with the same choice (24) for AZ,r,s.
Now (21) holds with C1 = 2/β and
g
(n)
1 = |giωnB − giωn0 | , g(n)2 = |g−iωnB − g−iωn0 | , g(n)3 = g(n)4 = 0 .
As before, Lemma 10 yields (22) with a = 6, ν = βµ and C2 = CB
4β6 and therefore
Proposition 13 yields
‖L(2)T,B‖ ≤ C ′B4β5
(1 + βµ+)
6
(1 + βµ−)5
.
Since Bβ(1+βµ+) ≤ δ′(1+βµ−), this is bounded by C ′δ′2B2β3(1+βµ+)4/(1+βµ−)3,
which proves the lemma. 
Next, we define an operator NT,B on L
2
symm(R
3 × R3) by
(NT,Bα) (X +
r
2
, X − r
2
) :=
∫∫
R3×R3
dZ ds kT,0(Z, r, s) (cos(Z · ΠX)α) (X + s
2
, X − s
2
)
(25)
with kT,0(Z, r, s) from (18). The difference between this operator and MT,B is that
kT,0(Z, r, s), in contrast to k
n,M
T,B (Z, r, s), does not depend on B.
Lemma 16. There is a C > 0 such that for all T > 0 and B > 0,∥∥|r|−1/2 (MT,B −NT,B)α∥∥ ≤ CBβ3/2 (1 + βµ+)5/2
(1 + βµ−)3/2
‖|r|1/2α‖ .
Proof. We write
MT,B −NT,B = L(3)T,B ,
where L
(3)
T,B is of the same form as LT,B and MT,B, but with kernels given by
kn,3T,B(Z, r, s) := g
iωn
0 (Z +
r − s
2
)g−iωn0 (Z −
r − s
2
)
(
e
i
4
B·(r∧s) − 1
)
.
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We will bound the operator |r|−1/2L(3)T,B|r|−1/2 using Proposition 13. We again make
the choice (24) and set ℓ(Z, r, s) = −(2/β)∑n |r|−1/2kn,3T,B(Z, r, s)|s|−1/2. Moreover, in
order to bound the kernel we estimate∣∣∣e i4B·(r∧s) − 1∣∣∣ = 2 ∣∣∣∣sin
(
B
8
· (r ∧ s)
)∣∣∣∣ ≤
∣∣∣∣B4 · (r ∧ s)
∣∣∣∣
≤ B
4
|r ∧ (r − s)|1/2|(r − s) ∧ s|1/2 ≤ B
4
|r|1/2|r − s||s|1/2
≤ B
4
|r|1/2
(∣∣∣∣Z + r − s2
∣∣∣∣ +
∣∣∣∣Z − r − s2
∣∣∣∣
)
|s|1/2 .
Thus, we obtain the bound (21) with C1 = B/(2β) and
g
(n)
1 = | · ||giωn0 | , g(n)2 = |g−iωn0 | , g(n)3 = |giωn0 | , g(n)4 = | · ||g−iωn0 | .
According to Lemma 9 we have the bound (22) with a = 5/2, ν = βµ and C2 = Cβ
5/2.
Thus, Proposition 13 yields
‖|r|−1/2L(3)T,B|r|−1/2‖ ≤ C ′Bβ3/2
(1 + βµ+)
5/2
(1 + βµ−)3/2
,
which is the claimed bound. 
Lemma 16 yields, in particular, the bound
|〈α, (MT,B −NT,B)α〉| ≤ CBβ3/2 (1 + βµ+)
5/2
(1 + βµ−)3/2
‖|r|1/2α‖2 .
The drawback of this bound is that the right side is linear in B. We now show that
for α of a special form we obtain a quadratic bound.
Lemma 17. If α(X + r/2, X − r/2) = ψ(X)τ(r) with τ even and real-valued, then
|〈α, (MT,B −NT,B)α〉| ≤ CB2β2 (1 + βµ+)
3
(1 + βµ−)2
‖|r|α‖2 .
Proof. Let us define an operator M˜T,B in L
2
symm(R
3×R3) which is of the same form as
MT,B, but with the factor e
i
4
B·(r∧s) replaced by cos(1
4
B ·(r∧s)). By the same argument
as in the proof of Corollary 12 we have for α of the form in the lemma that
〈α,MT,Bα〉 =
〈
α, M˜T,Bα
〉
.
Therefore, in order to prove the lemma, it suffices to bound the norm of the operator
|r|−1/2(M˜T,B − NT,B)|r|−1/2. We do with using Proposition 13 and make again the
choice (24) for AZ,r,s. Moreover, we bound∣∣∣∣cos
(
B
4
· (r ∧ s)
)
− 1
∣∣∣∣ = 2 sin2
(
B
8
· (r ∧ s)
)
≤ B
2
32
|r ∧ s|2
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and
|r ∧ s|2 = |r ∧ (r − s)||(r − s) ∧ s| ≤ |r||r − s|2|s|
≤ |r|
(∣∣∣∣Z + r − s2
∣∣∣∣+
∣∣∣∣Z − r − s2
∣∣∣∣
)2
|s|
≤ 2|r|
(∣∣∣∣Z + r − s2
∣∣∣∣
2
+
∣∣∣∣Z − r − s2
∣∣∣∣
2
)
|s| .
Thus, (21) holds for ℓ(Z, r, s) = |r|−1/2kT,0(Z, r, s)|s|−1/2(cos(14B · (r ∧ s)) − 1) with
C1 = B
2/(8β) and
g1 = | · |2|giωn0 | , g2 = |g−iωn0 | , g3 = |giωn0 | , g4 = | · |2|g−iωn0 | .
According to Lemma 9 we have (22) with a = 3, ν = βµ and C2 = Cβ
3. Therefore,
Proposition 13 yields∥∥∥|r|−1/2(M˜T,B −NT,B)|r|−1/2∥∥∥ ≤ C ′B2β2 (1 + βµ+)3
(1 + βµ−)2
,
which is the claimed bound. 
4.3. Approximation of the operator NT,B. Recall that the operator NT,B was
defined in (25), and that its definition involves the operator cos(Z · ΠX). In this
subsection we approximate the operator NT,B first with an operator where the cosine
is replaced by 1, and then with an operator where it is replaced by 1− (1/2)(Z ·ΠX)2.
Lemma 18. There is a constant C > 0 such that for all T > 0 and all B > 0,
∥∥(NT,B − χβ(p2r − µ))α∥∥ ≤ Cβ2 (1 + βµ+)3(1 + βµ−)2 ‖Π2Xα‖ .
Proof. The key observation is the following expression for the operator χβ(p
2
r − µ),(
χβ(p
2
r − µ)α
)
(X +
r
2
, X − r
2
) =
∫∫
R3×R3
dZ ds kT,0(Z, r, s)α(X +
s
2
, X − s
2
) . (26)
Indeed, according to (19) we have∫
R3
dZ kT,0(Z, r, s) = − 2
β
∑
n
∫
R3
dZ knT,0(Z, r, s)
=
∫
R3
dZ
∫∫
R3×R3
dk
(2π)3
dℓ
(2π)3
L(k +
ℓ
2
, k − ℓ
2
)eiℓ·Z+ik·(r−s)
with L(p, q) from (20). Doing the Z and the ℓ integrations, we obtain∫
R3
dk
(2π)3
L(k, k)eik·(r−s) =
∫
R3
dk
(2π)3
χβ(k
2 − µ)eik·(r−s) ,
which yields (26).
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Identity (26) allows us to write the operator (NT,B−χβ(p2r−µ))(Π2X)−1 in the form
of Proposition 13 with the choice
AZ,r,s = |Z|−2(cos(Z ·ΠX)− 1)(Π2X)−2 .
The inequality
(1− cosλ)2 ≤ 1
4
λ4 (27)
implies that
A∗Z,r,sAZ,r,s ≤
1
4|Z|4 (Π
2
X)
−2(Z ·ΠX)4(Π2X)−2 .
By repeated use of the Schwarz inequality it is easy to see that there is a constant C
such that for any self-adjoint operators A1, A2, A3 and real scalars α1, α2, α3,
(α1A1 + α2A2 + α3A3)
4 ≤ C2 (α21 + α22 + α23)2 (A21 + A22 + A23)2 . (28)
This implies that A∗Z,r,sAZ,r,s ≤ (C/2)2, that is,
‖AZ,r,s‖ ≤ C/2 = C3 .
Let us bound the kernel ℓ(Z, r, s) = Z2kT,0(Z, r, s) pointwise. Using
Z2 ≤ 1
4
(∣∣∣∣Z + r − s2
∣∣∣∣+
∣∣∣∣Z − r − s2
∣∣∣∣
)2
≤ 1
2
(∣∣∣∣Z + r − s2
∣∣∣∣
2
+
∣∣∣∣Z − r − s2
∣∣∣∣
2
)
(29)
we obtain (21) with C1 = 1/β and
g1 = | · |2|giωn0 | , g2 = |g−iωn0 | , g3 = |giωn0 | , g4 = | · |2|g−iωn0 | .
According to Lemma 9 we have (22) with a = 3, ν = βµ and C2 = Cβ
3. Thus,
Proposition 13 yields∥∥(NT,B − χβ(p2r − µ)) (Π2X)−1∥∥ ≤ C ′β2 (1 + βµ+)3(1 + βµ−)2 ,
which is the claimed bound. 
The following lemma is somewhat technical. It plays a key role in removing a cut-off
in the proof of the upper bound on the critical temperature and it is crucial to have
a superlinear power of Π2X in the norm on the right side.
Lemma 19. There is a constant C > 0 such that for all T > 0 and all B ≥ 0,∥∥|r|−1 (e∓iΠX ·r/2 − 1) (NT,B − χβ(p2r − µ))α∥∥ ≤ Cβ2 (1 + βµ+)3(1 + βµ−)2
∥∥∥(Π2X)3/2 α∥∥∥ .
Proof. Our starting point is again (26), which allows us to write the operator
|r|−1 (e∓iΠX ·r/2 − 1) (NT,B − χβ(p2r − µ)) (Π2X)−3/2
in the form of Proposition 13 with
AZ,r,s = |r|−1|Z|−2
(
e∓iΠX ·r/2 − 1) (1− cos(Z · ΠX)) (Π2X)−3/2 .
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Using the inequality |e∓iλ/2 − 1|2 ≤ λ2/4 we obtain
A∗Z,r,sAZ,r,s ≤
1
4r2|Z|4 (Π
2
X)
−3/2 (1− cos(Z · ΠX)) (r · ΠX)2 (1− cos(Z · ΠX)) (Π2X)−3/2
≤ 1
4|Z|4 (Π
2
X)
−3/2 (1− cos(Z · ΠX))Π2X (1− cos(Z · ΠX)) (Π2X)−3/2
We will prove momentarily that
(1− cos(Z · ΠX)) Π2X (1− cos(Z · ΠX)) ≤ C2|Z|4(Π2X)3 . (30)
This implies that A∗Z,r,sAZ,r,s ≤ C
2
4
, that is, ‖AZ,r,s‖ ≤ C/2.
The kernel ℓ(Z, r, s) = Z2k0(Z, r, s) has already been estimated in the proof of
Lemma 18. Thus, we obtain by Proposition 13 that
∥∥|r|−1 (e∓iΠX ·r/2 − 1) (NT,B − χβ(p2r − µ)) (Π2X)−3/2∥∥ ≤ Cβ2 (1 + βµ+)3(1 + βµ−)2 ,
which is the claimed bound.
We are left to prove the estimate (30). The first step in the proof is to rewrite the
left side as
(1− cos(Z · ΠX)) Π2X (1− cos(Z · ΠX)) =
∑
j
Π
(j)
X (1− cos(Z · ΠX))2Π(j)X
− 4B2Z2⊥ cos(Z · ΠX) (1− cos(Z · ΠX)) ,
(31)
where we use the notation Π
(1)
X = −i∂X1−BX2, Π(2)X = −i∂X2+BX1 and Π(3)X = −i∂X3 .
We have [
Π
(i)
X ,Π
(j)
X
]
= −2iBεij
with ε12 = 1, ε21 = −1 and εij = 0 otherwise. This implies
[
cos(Z · ΠX),Π(j)X
]
= 2iB
∑
i
Ziεij sin(Z · ΠX) ,
[
sin(Z · ΠX),Π(j)X
]
= −2iB
∑
i
Ziεij cos(Z · ΠX) .
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Thus, we obtain
(1− cos(Z · ΠX))
(
Π
(j)
X
)2
(1− cos(X ·ΠX))
=
(
Π
(j)
X (1− cos(Z · ΠX))− 2iB
∑
i
Ziεij sin(Z ·ΠX)
)
×
(
(1− cos(Z · ΠX))Π(j)X + 2iB
∑
i
Ziεij sin(Z ·ΠX)
)
= Π
(j)
X (1− cos(Z · ΠX))2Π(j)X + 4B2 sin2(Z · ΠX)
∑
i,i′
ZiZi′εijεi′j
+ 2iB
∑
i
Ziεij
[
Π
(j)
X , (1− cos(Z · ΠX)) sin(Z · ΠX)
]
.
Since cos λ sinλ = (1/2) sin(2λ), we can rewrite the last term as[
Π
(j)
X , (1− cos(Z · ΠX)) sin(Z · ΠX)
]
=
[
Π
(j)
X , sin(Z ·ΠX)− (1/2) sin(2Z · ΠX)
]
= 2iB
∑
i
Ziεij (cos(Z · ΠX)− cos(2Z · ΠX)) .
Finally, we sum over j and use the fact that∑
j
∑
i,i′
ZiZi′εijεi′j = Z
2
⊥
in order to obtain∑
j
(1− cos(Z · ΠX))
(
Π
(j)
X
)2
(1− cos(X · ΠX)) =
∑
j
Π
(j)
X (1− cos(Z ·ΠX))2Π(j)X
+ 4B2Z2⊥
(
sin2(Z · ΠX)− cos(Z · ΠX) + cos(2Z · ΠX)
)
.
Since sin2 λ+ cos(2λ) = cos2 λ, this is the same as (31).
We now bound the right side of (31) from above. Recalling (27) and (28) we have∑
j
Π
(j)
X (1− cos(Z · ΠX))2Π(j)X ≤
1
4
∑
j
Π
(j)
X (Z ·ΠX)4Π(j)X ≤
C
4
|Z|4
∑
j
Π
(j)
X (Π
2
X)
2Π
(j)
X .
We compute and estimate, using Π2X ≥ 2B,∑
j
Π
(j)
X (Π
2
X)
2Π
(j)
X =
(
Π2X
)3
+ 32B2Π2X ≤ 9
(
Π2X
)3
.
Moreover, since cosλ(1− cos λ) ≥ −λ2/2,
B2Z2⊥ cos(Z · ΠX) (1− cos(Z · ΠX)) ≥ −
B2
2
Z2⊥(Z · ΠX)2 ≥ −
B2
2
Z2⊥|Z|2Π2X
≥ −1
8
|Z|4(Π2X)3 .
This proves (30). 
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So far, in Lemmas 18 and 19 we have seen that NT,B is given to leading order by
χβ(p
2
r − µ). We now extract the subleading term.
Lemma 20. There is a constant C > 0 such that for all T > 0, all B ≥ 0 and all α of
the form α(X + r/2, X − r/2) = ψ(X)τ(r) with τ radially symmetric and real-valued,
one has ∣∣∣∣〈α,NT,Bα〉 −
∫
R3
dZ Fτ (Z)‖ψ‖2 + 1
6
∫
R3
dZ Z2Fτ (Z)〈ψ,Π2Xψ〉
∣∣∣∣
≤ Cβ3 (1 + βµ+)
4
(1 + βµ−)3
‖Π2Xα‖2 ,
where
Fτ (Z) :=
∫∫
R3×R3
drds τ(r)kT,0(Z, r, s)τ(s) .
Proof. Let us introduce an operator OT,B in L
2
symm(R
3 × R3) by
(OT,Bα) (X +
r
2
, X − r
2
)
:=
∫∫
R3×R3
dZ ds kT,0(Z, r, s)
((
cos(Z · ΠX)− 1 + 1
2
(Z · ΠX)2
)
α
)
(X +
s
2
, X − s
2
) .
We claim that
〈α,NT,Bα〉 −
∫
R3
dZ Fτ (Z)‖ψ‖2 + 1
6
∫
R3
dZ Z2Fτ (Z)〈ψ,Π2Xψ〉 = 〈α,OT,Bα〉 ,
This is clear for the first two terms on the left side, which correspond to the terms
cos(Z · ΠX) and −1 in the definition of OT,B. For the third term on the left side,
which corresponds to the term (1/2)(Z · ΠX)2 on the right side, we use the fact that
Z 7→ Fτ (Z) is spherically symmetric (which easily follows from the spherical symmetry
of τ and of g±iωn0 ) to deduce that∫
R3
dZ Fτ (Z)(Z · ΠX)2 = 1
3
∫
R3
dZ Fτ (Z)Z
2Π2X . (32)
In fact, this follows by multiplying out the left side and using the fact that the angular
average of ZiZj is (Z
2/3)δij . This proves the claimed formula
Thus, it remains to bound the norm of the operator (Π2X)
−1OT,B(Π2X)
−1. This
follows again by Proposition 13 with the choice
AZ,r,s = |Z|−4(Π2X)−1
(
cos(Z · ΠX)− 1 + 1
2
(Z · ΠX)2
)
(Π2X)
−1
and ℓ(Z, r, s) = |Z|4kT,0(Z, r, s). In order to bound ‖AZ,r,s‖ we use the fact that
1− 1
2
x2 ≤ cosx ≤ 1− 1
2
x2 +
1
24
x4 for all x ∈ R . (33)
Because of this inequality and (28)
AZ,r,s ≤ 1
24
|Z|−4(Π2X)−1(Z ·ΠX)4(Π2X)−1 ≤
C
24
.
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Similarly, one shows AZ,r,s ≥ 0 and therefore ‖AZ,r,s‖ ≤ C/24 = C3.
We bound ℓ pointwise using |Z|4 ≤ (1/2)(|Z + (r− s)/2|4+ |Z − (r− s)/2|4). This
leads to (21) with C1 = 1/β and
g1 = | · |4giωn0 , g2 = g−iωn0 , g3 = giωn0 , g4 = | · |4g−iωn0 .
Then, from Lemma 9 we obtain (23) with a = 4, ν = βµ and C2 = C
′β4.
Therefore, Proposition 13 yields
‖(Π2X)−1OT,B(Π2X)−1‖ ≤ C ′′β3
(1 + βµ+)
4
(1 + βµ−)3
,
which concludes the proof of the lemma. 
5. Weak magnetic field estimates
We consider functions α ∈ L2symm(R3 × R3) of the form
α(x, y) = τ(x− y)ψ((x+ y)/2)
with τ ∈ L2symm(R3) and ψ ∈ L2(R3). The following theorem computes the expectation
value of LT,B in states of this form. The bound will turn into an asymptotic expansion
in the case where τ varies on a shorter scale than ψ.
Theorem 21. There are constants δ > 0 and C > 0 such that the following holds. If
Bβ(1 + βµ+) ≤ δ(1 + βµ−) and if α is of the form
α(X + r/2, X − r/2) = ψ(X)τ(r)
with τ spherically symmetric and real-valued, then∣∣∣〈α, LT,Bα〉 − A(0)T [τ ]‖ψ‖2 − A(1)T [τ ]〈ψ,Π2Xψ〉∣∣∣
≤ C
(
β3
(1 + βµ+)
4
(1 + βµ−)3
‖τ‖2‖Π2Xψ‖2 + B2β2
(1 + βµ+)
3
(1 + βµ−)2
‖| · |τ‖2 ‖ψ‖2
)
(34)
with
A
(0)
T [τ ] = β
∫
R3
dp |τˆ(p)|2 g0(β(p2 − µ)) ,
A
(1)
T [τ ] = −
β2
4
∫
R3
dp |τˆ(p)|2
(
g1(β(p
2 − µ)) + 2
3
βp2g2(β(p
2 − µ))
)
in terms of the functions g0, g1 and g2 from (3).
Proof. Combining Lemmas 15, 17 and 20 we obtain∣∣∣∣〈α, LT,Bα〉 −
∫
R3
dZ Fτ (Z)‖ψ‖2 + 1
6
∫
R3
dZ Z2Fτ (Z)〈ψ,Π2Xψ〉
∣∣∣∣
≤ C
(
β3
(1 + βµ+)
4
(1 + βµ−)3
‖τ‖2‖Π2Xψ‖2 +B2β2
(1 + βµ+)
3
(1 + βµ−)2
‖| · |τ‖2 ‖ψ‖2
)
.
Here we have bounded (2B)2‖ψ‖2 ≤ ‖Π2Xψ‖2 to simplify the form of the remainder.
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Therefore it remains to show that
A
(0)
T [τ ] = −
∫
R3
dZ Fτ (Z) and A
(1)
T [τ ] =
1
6
∫
R3
dZ Z2Fτ (Z) .
To do so, we multiply identity (19) by∫
R3
dr τ(r +
ρ
2
)τ(r − ρ
2
) =
∫
R3
dr τ(r +
ρ
2
)τ(r − ρ
2
) =
∫
R3
dp′ |τˆ(p′)|2e−ip′·ρ
and integrate with respect to ρ to get
Fτ (Z) = −
∫∫
R3×R3
dρdp′
∫
R3×R3
dℓ
(2π)3
dk
(2π)3
L(k +
ℓ
2
, k − ℓ
2
)eiℓ·Z+ik·ρ|τˆ(p′)|2e−ip′·ρ
= −
∫
R3
dk
∫
R3
dℓ
(2π)3
L(k +
ℓ
2
, k − ℓ
2
)eiℓ·Z|τˆ(k)|2 .
This implies ∫
R3
dZ Fτ (Z) = −
∫
R3
dk L(k, k)|τˆ (k)|2
and ∫
R3
dZ Z2Fτ (Z) =
∫
R3
dk∇2ℓ |ℓ=0L(k +
ℓ
2
, k − ℓ
2
)|τˆ(k)|2 .
Clearly,
L(k, k) = β g0(β(k
2 − µ)) ,
and a tedious, but straightforward computation yields
∇2ℓ |ℓ=0L(k +
ℓ
2
, k − ℓ
2
) = −3β
2
2
(
g1(β(k
2 − µ)) + 2
3
βk2g2(β(k
2 − µ))
)
in terms of the functions g0, g1 and g2 defined in (3). This finishes the proof of
Theorem 21. 
6. Lower bound on the critical temperature
We now provide the Proof of part (1) of Theorem 4, which will be a rather straight-
forward consequence of Theorem 21. We will work under Assumptions 1 and 2. As-
sumption 3 is not needed in this part of Theorem 4.
We fix a parameter T1 with 0 < T1 < Tc and restrict ourselves to temperatures
T ≥ T1. We consider functions Φ in L2symm(R3 × R3) of the form
Φ(x, y) = ϕ(x− y)ψ((x+ y)/2) ,
where the functions ϕ ∈ L2symm(R3) and ψ ∈ L2(R3) are still to be determined. At
the moment we require only that ‖ψ‖ = 1, ‖Π2Xψ‖ < ∞ and ‖| · |ϕ‖ < ∞. Applying
the expansion from Theorem 21 with τ(r) = V (r)1/2ϕ(r) we find that, as long as
Bβ(1 + βµ+) ≤ δ(1 + βµ−),
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 =‖ϕ‖2 − 〈τ(r)ψ(X), LT,Bτ(r)ψ(X)〉
≤‖ϕ‖2 − A(0)T [τ ]− A(1)T [τ ]〈ψ,Π2Xψ〉+ CT‖Π2Xψ‖2 ,
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where
CT = C
(
β3
(1 + βµ+)
4
(1 + βµ−)3
‖V 1/2ϕ‖2 + β2 (1 + βµ+)
3
(1 + βµ−)2
∥∥| · |V 1/2ϕ∥∥2) .
We have CT <∞ by our assumptions on ϕ and the assumption that V ∈ L∞(R3).
The leading order term on the right side is
‖ϕ‖2 − A(0)T [τ ] =
〈
ϕ,
(
1− V 1/2χβ(p2r − µ)V 1/2
)
ϕ
〉
Motivated by this expression we choose
ϕ = (2π)−3/2‖χβc(p2 − µ)V 1/2ϕ∗‖ ϕ∗
which makes this term equal to zero at T = Tc. (The prefactor here is irrelevant
and only used to obtain the precise form of the coefficients Λ0 and Λ2. The quotient
Λ0/Λ2 is independent of this choice of normalization.) Note that [5, Proposition 1]
guarantees that ‖| · |ϕ‖ <∞.
With this choice of ϕ we therefore obtain
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 ≤A(0)Tc [τ ]− A
(0)
T [τ ]− A(1)T [τ ]〈ψ,Π2Xψ〉+ CT‖Π2Xψ‖2 . (35)
In order to proceed, we note the fact that τ = V 1/2ϕ = (2π)−3/2V α∗, and therefore,
in terms of the function t from (4),
τˆ = (1/2)(2π)−3/2t . (36)
It follows from this identity that
d
dT
|T=TcA(0)T [τ ] = T−1c Λ2 ,
and some simple analysis of the function g0 shows that
A
(0)
Tc
[τ ]− A(0)T [τ ] ≤ −Λ2
Tc − T
Tc
+ C ′(Tc − T )2
for all T1 ≤ T ≤ Tc. Using (36) once again we also find that
A
(1)
Tc
[τ ] = −Λ0 ,
which in turn can be used to prove that
A
(1)
T [τ ] ≥ −Λ0 − C ′′(Tc − T )
for all T1 ≤ T ≤ Tc.
Inserting these expansions into (35) we obtain
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 ≤ − Λ2Tc − T
Tc
+ Λ0〈ψ,Π2Xψ〉
+ C ′(Tc − T )2 + C ′′(Tc − T )〈ψ,Π2Xψ〉+ CT‖Π2Xψ‖2
(37)
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for all T1 ≤ T ≤ Tc. We now choose ψ in order to make the term 〈ψ,Π2Xψ〉 as small
as possible (with ‖ψ‖ = 1). To do so, we introduce coordinates X = (X⊥, X3) with
X⊥ ∈ R2 and X3 ∈ R and we define
ψ(X) =
√
2Bψ⊥(
√
2BX⊥)ℓ−1/2ψ‖(X3/ℓ) .
Here ψ⊥ is a normalized ground state of the Landau Hamiltonian in the plane with
magnetic field equal to one and ψ‖ is a fixed L2(R)-normalized function which belongs
to H2(R). With this choice we obtain
〈ψ,Π2Xψ〉 = 2B + ℓ−2‖ψ′‖‖2 and ‖Π2Xψ‖ ≤ 2B + ℓ−2‖ψ′′‖‖ .
If we choose ℓ larger than a constant times B−1, we easily conclude that there is an
M > 0 such that for all 0 ≤ B ≤ B0 and T1 ≤ T < Tc − 2TcBΛ0/Λ2 −MB2 one has
−Λ2Tc − T
Tc
+ Λ0〈ψ,Π2Xψ〉+ C ′(Tc − T )2 + C ′′(Tc − T )〈ψ,Π2Xψ〉+ CT‖Π2Xψ‖2 < 0 .
This completes the proof of part (1) of Theorem 4. 
7. The approximate form of almost minimizers
In this and the following section we work under Assumptions 1, 2 and 3.
7.1. The decomposition lemma. The remainder of this paper is devoted to proving
an upper bound on the critical temperature. As a preliminary step we prove in this
section a decomposition lemma, which says that, if |Tc − T | ≤ C1B and if Φ satisfies
〈Φ, (1 − V 1/2LT,BV 1/2)Φ〉 ≤ C2B for some fixed constants C1 and C2 independent of
B, then Φ has, up to a controllable error, the same form as the trial function that we
used in the lower bound on the critical temperature.
Theorem 22. For given constants C1, C2 > 0 there are constants B0 > 0 and C > 0
such that the following holds. If T > 0 satisfies |T −Tc| ≤ C1B, if Φ ∈ L2symm(R3×R3)
satisfies ‖Φ‖ = 1 and
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 ≤ C2B ,
and if ε satisfies ε ∈ [B,B0], then there are ψ≤ ∈ L2(R3) and σ ∈ L2symm(R3 × R3)
such that
Φ(x, y) = ψ≤((x+ y)/2)ϕ∗(x− y) + σ(x, y) ,
where
‖(Π2X)k/2ψ≤‖2 ≤ Cεk−1B if k ≥ 1 , (38)
‖σ‖2 ≤ Cε−1B (39)
and
‖ψ≤‖2 ≥ 1− Cε−1B . (40)
Moreover, ψ≤ ∈ ran1(Π2X ≤ ε) and there is ψ> ∈ L2(R3) ∩ ran1(Π2X > ε) such that
σ0(X + r/2, X − r/2) := cos(ΠX · r/2)ψ>(X)ϕ∗(r)
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satisfies
‖σ − σ0‖2 ≤ CB−10 B (41)
and
‖ψ>‖2 ≤ Cε−1B . (42)
Thus, Φ is of the form ψ≤(X)ϕ∗(r) up to a small error σ. We have control on the
expectation of Π2X in ψ≤. However, for technical reasons we also need control on the
expectation of Π6X . This is achieved by introducing the parameter ε. The drawback
of introducing this parameter is that the norm of error σ deteriorates as ε becomes
small. What will save the day is that the error σ can be decomposed in a good part
σ − σ0, whose norm is controlled uniformly in ε, and an explicit bad part σ0, which
is of a similar form as the leading term, but where the function ψ> is orthogonal to
ψ≤. This will allow us to prove that the interaction between the leading term and σ0
is of subleading order. A similar momentum cut-off for a similar purpose was already
introduced in [5, 6].
7.2. Upper bound on LT,B. Our goal in this subsection is to obtain an operator
lower bound on 1 − V 1/2LT,BV 1/2. In [5, 6] such a bound was proved by means of
a relative entropy inequality [5, Lemma 3], which contolled a two-particle operator
by the sum of two one-particle operators, and by [5, Lemma 5] which showed that
the energy of the system is dominated by the kinetic energy of the center of mass
motion. This was sufficient to recover the corresponding a-priori estimates. Here, we
will follow a similar strategy of proof, but the argument turns out to be significantly
more involved due to the fact that the components of the magnetic momentum ΠX
do not commute and because we need to keep the magnetic field in the center of mass
direction.
We define the unitary operator
U := e−iΠX ·r/2 (43)
in L2(R3 × R3) where, as usual, r = x− y and X = (x+ y)/2.
Proposition 23. There are constants δ > 0 and C > 0 such that for all T > 0 and
B > 0 with Bβ(1 + βµ+) ≤ δ(1 + βµ−) one has
V 1/2LT,BV
1/2 ≤ 1
2
(
UV 1/2χβ(p
2
r − µ)V 1/2U∗ + U∗V 1/2χβ(p2r − µ)V 1/2U
)
+ Cβ3/2B
(1 + βµ+)
3/2
(1 + βµ−)3/2
(
β3/2B
(1 + βµ+)
3/2
(1 + βµ−)3/2
‖V ‖∞ + ‖| · |V ‖∞
)
.
For the proof we need the following lemma which shows how the operator U appears.
We will use the following notation
πr = −i∇r +A(r) = −i∇r + 1
2
B ∧ r
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and
π˜r = −i∇r + 1
2
A(r) = −i∇r + 1
4
B ∧ r .
Lemma 24. One has
UπrU
∗ = π˜r +ΠX/2 , U∗πrU = π˜r − ΠX/2 .
Proof of Lemma 24. It suffices to focus on the first two components of ΠX , which we
again denote by Π
(1)
X and Π
(2)
X , and we recall that [Π
(1)
X ,Π
(2)
X ] = −2iB. Therefore, by
the Baker–Campbell–Hausdorff formula,
U = e−i(r1Π
(1)
X
+r2Π
(2)
X
)/2 = e−ir2Π
(2)
X
/2e−ir1Π
(1)
X
/2e
i
4
Br1r2 .
Thus,
[−i∂r1 , U ] = e−ir2Π
(2)
X
/2
[
−i∂r1 , e−ir1Π
(1)
X
/2e
i
4
Br1r2
]
= U
(
−Π
(1)
X
2
+
Br2
4
)
.
Similarly, using the Baker–Campbell–Hausdorff formula in the form
U = e−i(r1Π
(1)
X
+r2Π
(2)
X
)/2 = e−ir1Π
(1)
X
/2e−ir2Π
(2)
X
/2e−
i
4
Br1r2 .
one shows that
[−i∂r2 , U ] = U
(
−Π
(2)
X
2
− Br1
4
)
.
Thus, we have shown that
[pr, U ] = U
(
−ΠX
2
− B ∧ r
4
)
,
which is the same as the claimed identity πrU = U(π˜r−ΠX/2). The other identity in
the lemma is proved similarly. 
Proof of Proposition 23. Since for any real numbers E and E ′ one has
Ξβ(E,E
′) ≤ 1
2
(
tanh βE
2
E
+
tanh βE
′
2
E ′
)
=
1
2
(χβ(E) + χβ(E
′)) ,
we have
LT,B = Ξβ(hB,x, hB,y) ≤ 1
2
(χβ(hB,x) + χβ(hB,y)) .
In the variables r = x−y, X = (x+y)/2 we have πx = π˜r+ΠX/2 and πy = π˜r−ΠX/2
and therefore, according to Lemma 24,
hB,x = (π˜r+ΠX/2)
2−µ = U (π2r − µ)U∗ , hB,y = (π˜r−ΠX/2)2−µ = U∗ (π2r − µ)U .
Therefore we can write the above inequality on LT,B as
LT,B ≤ 1
2
(
Uχβ(π
2
r − µ)U∗ + U∗χβ(π2r − µ)U
)
.
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Since V commutes with U , we deduce that
V 1/2LT,BV
1/2 ≤ 1
2
(
UV 1/2χβ(π
2
r − µ)V 1/2U∗ + U∗V 1/2χβ(π2r − µ)V 1/2U
)
.
In order to prove the lemma, it remains to remove the magnetic field from πr. In
terms of the Matsubara frequencies (7) we have
χβ(π
2
r − µ) = −
2
β
∑
n∈Z
1
iωn(iωn − (π2r − µ))
,
which follows by setting E ′ = 0 in (9) and recalling Ξβ(E, 0) = χβ(E).
For the corresponding integral kernel we obtain
χβ(π
2
r − µ)(r, s) = −
2
β
∑
n∈Z
1
iωn
GiωnB (r, s) = −
2
β
∑
n∈Z
1
iωn
giωnB (r − s)e
i
2
B·(r∧s) .
Here we used Lemma 8 for the second equality. Thus, for ϕ ∈ L2symm(R3), considered
as a function of the variable r,
〈ϕ, V 1/2 (χβ(π2r − µ)− χβ(p2r − µ))V 1/2ϕ〉 = I1 + I2
with
I1 := − 2
β
∑
n∈Z
1
iωn
∫∫
R3×R3
dr ds ϕ(r)V (r)1/2
(
giωnB − giωn0
)
(r − s)e i2B·(r∧s)V (s)1/2ϕ(s) ,
I2 := − 2
β
∑
n∈Z
1
iωn
∫∫
R3×R3
dr ds ϕ(r)V (r)1/2giωn0 (r − s)
(
e
i
2
B·(r∧s) − 1
)
V (s)1/2ϕ(s) .
By a simple convolution inequality,
|I1| ≤ 2
β
∑
n∈Z
1
|ωn|‖V
1/2ϕ‖2‖giωnB − giωn0 ‖1 ≤
2
β
‖V ‖∞‖ϕ‖2
∑
n∈Z
1
|ωn|‖g
iωn
B − giωn0 ‖1
and similarly, using in addition∣∣∣e i2B·(r∧s) − 1∣∣∣ = 2
∣∣∣∣sin
(
1
4
B · (r ∧ s)
)∣∣∣∣ ≤ B2 |r ∧ s|
and
|r ∧ s| = 1
2
|r ∧ (r − s)|1/2|(r − s) ∧ s|1/2 ≤ |r|1/2|r − s||s|1/2 ,
we get
|I2| ≤ 2
β
B
2
∑
n∈Z
1
|ωn|‖| · |
1/2V 1/2ϕ‖2‖| · |giωn0 ‖1 ≤
2
β
B
2
‖| · |V ‖∞‖ϕ‖2
∑
n∈Z
1
|ωn|‖| · |g
iωn
0 ‖1 .
Using the bounds from Lemma 10 we find that, if Bβ(1 + βµ+) ≤ δ(1 + βµ−), then
|I1| ≤ Cβ3B2 (1 + βµ+)
3
(1 + βµ−)3
‖V ‖∞‖ϕ‖2 ,
and using the bounds from Lemma 9 we find that
|I2| ≤ Cβ3/2B (1 + βµ+)
3/2
(1 + βµ−)3/2
‖| · |V ‖∞ ‖ϕ‖2 .
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(Details in getting these estimates are very similar to those explained in the proof of
Proposition 13 and thus not repeated here). We conclude that
〈ϕ, V 1/2 (χβ(π2r − µ)− χβ(p2r − µ))V 1/2ϕ〉 ≤ |I1|+ |I2|
≤ Cβ1/2B (1 + βµ+)
3/2
(1 + βµ−)1/2
(
β3/2B
(1 + βµ+)
3/2
(1 + βµ−)3/2
‖V ‖∞ + ‖| · |V ‖∞
)
‖ϕ‖2 .
Conjugating the resulting operator inequality by U and by U∗ and combining it with
the above inequality on LT,B we obtain the statement of the proposition. 
7.3. A priori bound on the critical temperature and an operator inequality.
As a first consequence of Proposition 23 we obtain a rough a-priori upper bound on
the critical temperature.
Corollary 25. There are constants B0 > 0 and C > 0 such that for all 0 < B ≤ B0
and T ≥ Tc + CB one has
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 > 0 ,
unless Φ = 0.
Proof. According to Proposition 23 there are δ > 0 and C > 0 such that for all T ≥ Tc
and 0 < Bβ(1 + βµ+) ≤ δ(1 + βµ−) one has the lower bound
1−V 1/2LT,BV 1/2 ≥ 1− 1
2
(
UV 1/2χβ(p
2
r − µ)V 1/2U∗ − U∗V 1/2χβ(p2r − µ)V 1/2U
)−CB .
(Note that the constant C can be chosen independent of T , as long as T ≥ Tc. In fact,
the constant goes to zero as T →∞.)
We next recall that the family of operators V 1/2χβ(p
2
r − µ)V 1/2 is non-decreasing
with respect to β and has an eigenvalue 1 at β = βc. Moreover, since the function
χβ(E) is strictly increasing with respect to β for every E ∈ R, we learn from analytic
perturbation theory that there are c > 0 and T2 > Tc such that for all Tc ≤ T ≤ T2,
V 1/2χβ(p
2
r − µ)V 1/2 ≤ 1− c(T − Tc) .
Again by monotonicity this implies that for all T ≥ Tc
V 1/2χβ(p
2
r − µ)V 1/2 ≤ 1− cmin{T − Tc, T2 − Tc} .
Inserting this into the lower bound above we conclude that
1− V 1/2LT,BV 1/2 ≥ cmin{T − Tc, T2 − Tc} − CB .
The right side is positive if T ≥ Tc + (C/c)B and B ≤ (c/C)(T2 − Tc), which proves
the corollary. 
As a consequence of this corollary, from now on we may and will restrict ourselves
to temperatures T such that |T − Tc| is bounded by a constant times B.
Our next goal is to deduce from Proposition 23 a lower bound on the operator
1 − V 1/2LT,BV 1/2. We recall that by definition of βc the largest eigenvalue of the
operator V 1/2χβc(p
2
r −µ)V 1/2 equals one. Moreover, by Assumption 3, this eigenvalue
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is simple and ϕ∗ denotes a corresponding real-valued, normalized eigenfunction. We
denote by
P := |ϕ∗〉〈ϕ∗|
the corresponding projection and P⊥ = 1−P . Since V 1/2χβc(p2r−µ)V 1/2 is a compact
operator, there is a κ > 0 such that
V 1/2χβc(p
2
r − µ)V 1/2 ≤ 1− κP⊥ . (44)
Finally, we introduce the operator
Q :=
1
2
(UPU∗ + U∗PU) . (45)
We can now state our operator inequality for 1− V 1/2LT,BV 1/2.
Proposition 26. Given C1 > 0 there are constants B0 > 0 and C > 0 such that for
all |T − Tc| ≤ C1B and 0 < B ≤ B0 one has
1− V 1/2LT,BV 1/2 ≥ κ (1−Q)− CB , (46)
Proof. As in the proof of Corollary 25 we apply Proposition 23 to obtain δ > 0 and
C > 0 such that for all |T − Tc| ≤ C1B and 0 < B ≤ B0 = δ(1 + βµ−)/(β(1 + βµ+))
one has the lower bound
1−V 1/2LT,BV 1/2 ≥ 1− 1
2
(
UV 1/2χβ(p
2
r − µ)V 1/2U∗ + U∗V 1/2χβ(p2r − µ)V 1/2U
)−CB .
Since the derivative of χβ(E) with respect to T is bounded uniformly in E for T close
to Tc, we infer that there is a C
′ > 0 such that for all |T − Tc| ≤ C1B0 and all E ∈ R,
|χβ(E)− χβc(E)| ≤ C ′|T − Tc| . (47)
This, together with the gap inequality (44), implies that for |T − Tc| ≤ C1B ≤ C1B0,
1− V 1/2LT,BV 1/2 ≥ 1− 1
2
(
UV 1/2χβc(p
2
r − µ)V 1/2U∗ + U∗V 1/2χβc(p2r − µ)V 1/2U
)
− C ′|T − Tc| − CB
≥ κ
2
(
UP⊥U∗ + U∗P⊥U
)− (C1C ′ + C)B
= κ (1−Q)− (C1C ′ + C)B ,
as claimed. 
7.4. The operator R. We introduce the operator
R :=
∫
R3
dr |ϕ∗(r)|2 cos(r · ΠX) (48)
acting in L2(R3). Since −1 ≤ cos(r · ΠX) ≤ 1 and since ϕ∗ is normalized, we have
‖R‖ ≤ 1 and therefore 1− R2 ≥ 0. We now prove a more precise lower bound.
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Lemma 27. For every B0 > 0 there are c > 0 and E0 > 0 such that for 0 < B ≤ B0,
1− R2 ≥ c Π
2
X
E0 +Π2X
.
For the proof of this lemma we need an auxiliary result, which is probably well-
known and whose proof is included for the sake of completeness. We denote by
Π⊥X = (Π
(1)
X ,Π
(2)
X )
T the first two components of ΠX . Moreover, we denote by P
(k)
2B
the projections on the k-th Landau level and by Lk = L
(0)
k the Laguerre polynomials.
Lemma 28. For every ρ > 0,
1
2π
∫
S1
dω cos(ρω · Π⊥X) = e−Bρ
2/2
∞∑
k=0
Lk(Bρ
2)P
(k)
2B .
This lemma implies, in particular, that the operator on the left side commutes with
the two-dimensional Landau Hamiltonian (Π⊥X)
2.
Proof of Lemma 28. Let a = (Π
(1)
X − iΠ(2)X )/(2
√
B), so that a† = (Π(1)X + iΠ
(2)
X )/(2
√
B)
and [a, a†] = 1. Thus, writing ω = (cosϕ, sinϕ) we have by the Baker–Campbell–
Hausdorff formula,
exp(iρω ·Π⊥X) = exp(iρ
√
B(e−iϕa†+ eiϕa)) = e−Bρ
2/2 exp(iρ
√
Be−iϕa†) exp(iρ
√
Beiϕa).
Expanding the exponential, we find
1
2π
∫
S1
dω cos(ρω · Π⊥X) =
1
2π
∫
S1
dω exp(iρω · Π⊥X)
= e−Bρ
2/2
∞∑
n,m=0
1
n!m!
1
2π
∫ π
−π
dϕ
(
iρ
√
Be−iϕa†
)n (
iρ
√
Beiϕa
)m
= e−Bρ
2/2
∞∑
n=0
(−ρ2B)n
(n!)2
(a†)nan .
It is well-known that there is a basis of the k-th Landau level of the form (a†)k(b†)ℓ|0〉,
ℓ ∈ N0, where b and b† correspond to an independent oscillator. Since
(a†)nan(a†)k(b†)ℓ|0〉 =
{
k(k − 1) . . . (k − n+ 1)(a†)k(b†)ℓ|0〉 if k ≥ n ,
0 if k < n ,
we deduce that
1
2π
∫
S1
dω cos(ρω · Π⊥X)(a†)k(b†)ℓ|0〉
= e−Bρ
2/2
k∑
n=0
(−ρ2B)n
(n!)2
k(k − 1) · · · (k − n+ 1)(a†)k(b†)ℓ|0〉
= e−Bρ
2/2Lk(ρ
2B)(a†)k(b†)ℓ|0〉 ,
where we used [1, (22.3.9)]. This proves the claimed formula. 
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Proof of Lemma 27. The operator R can be diagonalized explicitly by performing a
Fourier transform in the x3 variable and by decomposing into Landau levels in the
(x1, x2) variables. The operator then acts as multiplication by the numbers
Rk,p3 = π
∫ ∞
0
du
∫
R
dx3 |ϕ∗(
√
u+ x23)|2 cos(x3p3)e−(1/2)BuLk(Bu) , k ∈ N0 , p3 ∈ R .
(49)
To obtain this formula we note that, since ϕ∗ is spherically symmetric,
R =
∫
R3
dr |ϕ∗(r)|2eir·ΠX =
∫ ∞
0
dρ ρ
∫
R
dx3 |ϕ∗(
√
ρ2 + x23)|2eix3p3
∫
S1
dω eiρω·Π
⊥
X
=
∫ ∞
0
dρ ρ
∫
R
dx3 |ϕ∗(
√
ρ2 + x23)|2 cos(x3p3)
∫
S1
dω cos(ρω ·Π⊥X) .
We now apply Lemma 28 and obtain
R = 2π
∞∑
k=0
P
(k)
2B
∫ ∞
0
dρ ρ
∫
R3
dx3 |ϕ∗(
√
ρ2 + x23)|2 cos(x3p3)e−Bρ
2/2Lk(Bρ
2) .
Changing variables u = ρ2 and performing a Fourier transform in the x3 variable we
obtain (49).
Since in the same representation Π2X becomes multiplication by
Ek,p3 = 2B(2k + 1) + p
2
3 , k ∈ N0 , p3 ∈ R , (50)
we need to prove that for 0 < B ≤ B0,
R2k,p3 ≤ 1− c
Ek,p3
E0 + Ek,p3
, k ∈ N0 , p3 ∈ R .
We prove this inequality separately for small, medium and large values of Ek,p3.
Step 1. We show that there are constants E∗ > 0 and C > 0 such that for all B > 0,
k ∈ N0 and p3 ∈ R with Ek,p3 ≤ E∗ we have
|Rk,p3| ≤ 1− CEk,p3 . (51)
Indeed, using the inequalities (33) we get from (48) the operator inequalities
0 ≤ R−
∫
R3
dr |ϕ∗(r)|2
(
1− 1
2
(r · ΠX)2
)
≤ 1
24
∫
R3
dr |ϕ∗(r)|2(r · ΠX)4 .
Let us abbreviate
〈|r|2m〉 :=
∫
R3
dr |ϕ∗(r)|2|r|2m , m = 1, 2 , (52)
and note that these numbers are finite by the decay properties of ϕ∗ [5, Proposition 1].
We now compute, as in (32),∫
R3
dr |ϕ∗(r)|2(r · ΠX)2 = 1
3
〈|r|2〉Π2X
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and bound, using (28),∫
R3
dr |ϕ∗(r)|2(r ·ΠX)4 ≤ C〈|r|4〉(Π2X)2 .
We obtain
1− 1
6
〈|r|2〉Π2X ≤ R ≤ 1−
1
6
〈|r|2〉Π2X + C〈|r|4〉(Π2X)2 ,
or, equivalently,
1− 1
6
〈|r|2〉Ek,p3 ≤ Rk,p3 ≤ 1−
1
6
〈|r|2〉Ek,p3 + C〈|r|4〉E2k,p3 for all k ∈ N0 , p3 ∈ R .
This implies the claimed bound (51).
Step 2. We show that
Rk,pz → 0 as Ek,pz →∞ uniformly for all sufficiently small B , (53)
that is, for every B0 > 0 and ε > 0 there is an E∗ > 0 such that for all k ∈ N0 and
p3 ∈ R with Ek,p3 ≥ E∗ one has |Rk,p3| ≤ ε.
This follows by a Riemann–Lebesgue-type argument. Indeed, for given ε > 0 we
choose f ∈ C∞c (0,∞) such that
π
∫ ∞
0
du
∫
R
dz
∣∣∣|ϕ∗(√u+ z2)|2 − f(√u+ z2)∣∣∣ ≤ ε/2.
Let
R˜k,p3 = π
∫ ∞
0
du
∫
R
dx3 f(
√
u+ x23) cos(x3p3)e
−(1/2)BuLk(Bu) .
Since (see [1, (22.14.12)])
− 1 ≤ cos(x3p3) ≤ 1, −1 ≤ e−(1/2)BuLk(Bu) ≤ 1 , (54)
we find that
|Rk,p3| ≤
∣∣∣R˜k,p3∣∣∣+ ε/2 ,
and we are reduced to proving that R˜k,p3 → 0 as Ek,p3 →∞.
We prove two different bounds on R˜k,p3. First, we write
d
dx
sin x = cosx
and obtain
R˜k,p3 =
π
p3
∫ ∞
0
du
∫
R
dx3 f(
√
u+ x23)
d
dx3
sin(x3p3)e
−(1/2)BuLk(Bu)
= − π
p3
∫ ∞
0
du
∫
R
dx3 f
′(
√
u+ x23)
x3√
u+ x23
sin(x3p3)e
−(1/2)BuLk(Bu) .
Therefore, using (54),∣∣∣R˜k,p3∣∣∣ ≤ π|p3|
∫ ∞
0
du
∫
R
dx3
∣∣∣∣f ′(
√
u+ x23)
∣∣∣∣ .
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This is the first bound. For the second bound, we write
d
dx
(xL
(1)
k (x)) = (k + 1)Lk(x)
with the generalized Laguerre polynomials L
(1)
k and obtain
R˜k,p3 =
π
B(k + 1)
∫ ∞
0
du
∫
R
dx3 f(
√
u+ x23) cos(x3p3)e
−(1/2)Bu d
du
(BuL
(1)
k (Bu))
= − π
2B(k + 1)
∫ ∞
0
du
∫
R
dx3
(
f ′(
√
u+ x23)
1√
u+ x23
−Bf(
√
u+ x23)
)
× cos(x3p3)e−(1/2)BuBuL(1)k (Bu) .
We now use the fact that for every M > 0 there is a C > 0 such that
x
∣∣∣L(1)k (x)∣∣∣ e−x/2 ≤ C((k + 1)x)1/4 for all x ∈ [0,M ] .
(This bound is a consequence of the more precise uniform asymptotics in [3] for k ≥ k0.
In fact, the bound is valid for x ∈ [0, 4b(k + 1)] with any fixed b < 1, and it can be
further improved for x ≤ C(k + 1)−1, but the stated bound suffices for our purposes.
The bound for k < k0 is immediate.) Using this bound with x = Bu (which is bounded
from above since f has compact support and B ≤ B0) we can bound∣∣∣R˜k,p3∣∣∣ ≤ πC(2B(k + 1))3/4
∫ ∞
0
du
∫
R
dx3
(
|f ′(
√
u+ x23)|√
u+ x23
+B0|f(
√
u+ x23)|
)
u1/4 .
Combining the two bounds we see that∣∣∣R˜k,p3∣∣∣ ≤ C ′min{|p3|−1, (B(k + 1))−3/4} ,
and this is bounded by C ′′max{E−1/2k,p3 , E
−3/4
k,p3
}, which is ≤ ε/2 if Ek,p3 is large enough.
This proves (53).
Step 3. We show that for any E≤ < E≥ and any B0 > 0 there is a c > 0 such that
for all 0 < B ≤ B0, k ∈ N0 and p3 ∈ R with E≤ ≤ Ek,p3 ≤ E≥ one has
|Rk,p3| ≤ 1− c . (55)
From inequalities (54) and the fact that the equality cos(p3x3)e
−(1/2)BuLn(Bu) = ±1
holds only on a set of (u, x3) of measure zero we conclude that |Rk,p3| < 1 for all k ∈ N0
and p3 ∈ R. Therefore, arguing by contradiction, if (55) were wrong, there would be
a sequence (Bj , kj, p3j) with 0 < Bj ≤ B0, E≤ ≤ E(j)kj ,p3j ≤ E≥ such that∣∣∣R(j)kj ,p3j
∣∣∣→ 1 .
(With the superscript on E
(j)
k,p3
and R
(j)
k,p3
we indicate that the corresponding quantities
are evaluated at B = Bj.) After passing to a subsequence we may assume that
p3j → p3, Bj → B and E(j)kj ,p3j → E for some p3 ∈ R, 0 ≤ B ≤ B0 and E≤ ≤ E ≤ E≥.
If B > 0, then we may assume that kj → k for some k ∈ N0 and we easily deduce that
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|Rk,p3| = 1, which is a contradiction. It remains to discuss the case B = 0. Writing
Bj = (E
(j)
kj ,p3j
− p32j )/(2(2kj + 1)) ∼ (E − p23)/(4kj) and using the fact that
e−
x
2kLk(x/k)→ J0(2
√
x) as k →∞
for all x ≥ 0 (see [1, (22.15.2)]), where J0 is the Bessel function of the first kind of
order zero, we deduce the dominated convergence that
R(j)nj ,p3j → π
∫ ∞
0
du
∫
R
dx3 |ϕ∗(
√
u+ x23)|2 cos(x3p3)J0(
√
(E − p23)u) .
Thus, ∣∣∣∣π
∫ ∞
0
du
∫
R
dx3 |ϕ∗(
√
u+ x23)|2 cos(x3p3)J0(
√
(E − p23)u)
∣∣∣∣ = 1 .
Since | cos(a)J0(b)| ≤ 1 for all a, b (see [1, (9.1.60)]) with strict inequality away from a
set of measure zero, we obtain again a contradiction. This proves (55) and therefore
concludes the proof of the lemma. 
7.5. Proof of the decomposition lemma. As a consequence of Proposition 26 we
now deduce a first decomposition result for almost maximizers Φ of 1−V 1/2LT,BV 1/2.
Lemma 29. Given C1, C2 > 0 there are B0 > 0, E0 > 0 and C > 0 with the following
properties. If |T − Tc| ≤ C1B ≤ C1B0 and if Φ ∈ L2symm(R3 × R3) with ‖Φ‖ = 1
satisfies
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 ≤ C2B , (56)
then there are ψ ∈ L2(R3) and ξ ∈ L2symm(R3 × R3) such that
Φ(X +
r
2
, X − r
2
) = cos(ΠX · r/2)ψ(X)ϕ∗(r) + ξ(X + r
2
, X − r
2
)
with 〈
ψ,
Π2X
E0 +Π2X
ψ
〉
+ ‖ξ‖2 ≤ CB .
and
‖ψ‖2 ≥ 1− CB .
Proof. We begin the proof with some preliminary remarks. Let us introduce the
operator A : L2symm(R
3 × R3)→ L2(R3) by
(AΦ)(X) :=
∫
R3
dr ϕ∗(r) cos(ΠX · r/2)Φ(X + r/2, X − r/2) .
A simple computation shows that its adjoint A∗ : L2(R3)→ L2symm(R3 × R3) satisfies
(A∗ψ)(X + r/2, X − r/2) = cos(ΠX · r/2)ψ(X)ϕ∗(r) .
Note that this is the form of the leading term in the decomposition of Φ. Recalling
definition (45) of Q, as well as the fact that Q and A act on symmetric functions, we
find
A∗A = Q . (57)
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On the other hand, using (1/2)(1 + cosλ) = cos2(λ/2) we see that
AA∗ =
1
2
(1 +R) (58)
with R from (48). Next, we observe that the operator 1 + R is boundedly invertible.
In fact, since 1− R ≤ 2, we have from Lemma 27
1 +R ≥ 1
2
(1− R2) ≥ c
2
Π2X
E0 +Π2X
≥ c
2
2B
E0 + 2B
> 0 .
Now let Φ be as in the statement of the lemma. By Proposition 26 and assumption
(56) we obtain that
〈Φ, (1−Q)Φ〉 ≤ κ−1(C + C2)B . (59)
If we define
ψ :=
2
1 +R
AΦ ,
then the decomposition of Φ holds with
ξ := Φ−A∗ψ = Φ−A∗ 2
1 +R
AΦ .
Because of (58) we have
A
(
1−A∗ 2
1 +R
A
)
=
(
1−AA∗ 2
1 +R
)
A = 0 ,
and therefore 〈A∗ψ, ξ〉 = 0. This implies
1 = ‖Φ‖2 = ‖A∗ψ‖2 + ‖ξ‖2 ≤ ‖ψ(X)ϕ∗(r)‖2 + ‖ξ‖2 = ‖ψ‖2 + ‖ξ‖2 . (60)
Because of (57) and (58) we have
A (1−Q)
(
1− A∗ 2
1 +R
A
)
= A (1−A∗A)
(
1−A∗ 2
1 +R
A
)
= (1− AA∗)
(
1− AA∗ 2
1 +R
)
A = 0 ,
and
Q
(
1− A∗ 2
1 +R
A
)
= A∗
(
1− AA∗ 2
1 +R
)
A = 0 ,
and therefore 〈A∗ψ, (1−Q)ξ〉 = 0 and 〈ξ, Qξ〉 = 0. This implies
〈Φ, (1−Q) Φ〉 = 〈A∗ψ, (1−Q)A∗ψ〉+ ‖ξ‖2 . (61)
Finally, we compute, using (58),
A (1−Q)A∗ = A (1− A∗A)A∗ = (1−AA∗)A∗A = 1− R
2
1 +R
2
=
1− R2
4
and obtain
〈A∗ψ, (1−Q)A∗ψ〉 = 1
4
〈ψ, (1− R2)ψ〉 . (62)
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The claimed bounds on 〈ψ,Π2X(E0 + Π2X)−1ψ〉 and ‖ξ‖2 follow from (59), (61) and
(62) together with Lemma 27. Inserting the bound on ‖ξ‖2 into (60) we obtain the
claimed bound on ‖ψ‖2. 
Finally, we can provide a proof of the decomposition lemma.
Proof of Theorem 22. Let ψ be as in Lemma 29. For ε ∈ [B,B0] we set
ψ≤ := 1(Π2X ≤ ε)ψ , ψ> := 1(Π2X > ε)ψ .
Recall from Lemma 29 that 〈ψ,Π2X(E0+Π2X)−1ψ〉 ≤ CB. This implies that for k ≥ 1,∥∥∥(Π2X)k/2 ψ≤∥∥∥2 ≤ εk−1‖ΠXψ≤‖2 ≤ (E0 + ε)εk−1
〈
ψ,
Π2X
E0 +Π
2
X
ψ
〉
≤ C(E0 + ε)εk−1B (63)
and
‖ψ>‖2 ≤ E0 + ε
ε
〈
ψ,
Π2X
E0 +Π2X
ψ
〉
≤ CE0 + ε
ε
B . (64)
We now define
σ0 := cos(ΠX · r/2)ψ>(X)ϕ∗(r)
and
σ := σ0 + ξ + (cos(ΠX · r/2)− 1)ψ≤(X)ϕ∗(r) ,
so that, by Lemma 29, Φ = ψ≤(X)ϕ∗(r) + σ. According to Lemma 29 and (64), we
have
‖ψ≤‖2 = ‖ψ‖2 − ‖ψ>‖2 ≥ 1− CB − Cε−1B ≥ 1− C ′ε−1B .
We now prove the claimed bounds on σ0 and σ − σ0. According to (64), we have
‖σ0‖2 ≤ CE0 + ε
ε
B .
Moreover, for each r ∈ R3, since 1− cos λ = 2 sin2(λ/2) ≤ λ,
‖(cos(ΠX · r/2)− 1)ψ≤‖2 ≤ 1
2
‖r · ΠXψ≤‖2 ≤ r
2
2
‖ΠXψ≤‖2 ≤ C
2
(E0 + ε)Br
2 ,
where we used (63). Thus,
‖(cos(ΠX · r/2)− 1)ψ≤ϕ∗‖2 ≤ C
2
(E0 + ε)B
∫
R3
dr |ϕ∗(r)|2r2 .
The last integral is finite by the decay properties of ϕ∗, see [5, Proposition 1]. Recalling
the bound on the norm of ξ from Lemma 29 we finally obtain the claimed bound
‖σ−σ0‖2 ≤ C ′B. (Note that the bound on (cos(ΠX · r/2)− 1)ψ≤ϕ∗ could be improved
to Bε if we use 1−cosλ ≤ λ2/2, but this does not improve the final bound on σ−σ0.)
This proves the theorem. 
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8. Upper bound on the critical temperature
In this section we prove part (2) of Theorem 4. In view of Corollary 25 it suffices to
consider T satisfying |T−Tc| ≤ C1B. Moreover, it clearly suffices to consider functions
Φ with ‖Φ‖ = 1 satisfying
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 ≤ C2B
(for if there are no such Φ, then the theorem is trivially true). According to Theo-
rem 22, for any parameter ε ∈ [B,B0], Φ can be decomposed as
Φ = ψ≤(X)ϕ∗(r) + σ .
Thus,
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 = I1 + I2 + I3
with
I1 = 〈ψ≤(X)ϕ∗(r), (1− V 1/2LT,BV 1/2)ψ≤(X)ϕ∗(r)〉 ,
I2 = 〈σ, (1− V 1/2LT,BV 1/2)σ〉 ,
I3 = 2Re〈σ, (1− V 1/2LT,BV 1/2)ψ≤(X)ϕ∗(r)〉 .
The term I1 is the main term and we have, exactly as in the proof of the lower
bound on the critical termperature,
I1 ≥ −Λ2Tc − T
Tc
‖ψ≤‖2 + Λ0〈ψ≤,Π2Xψ≤〉 − CεB .
Here the remainder εB comes from the bound on ‖Π2Xψ≤‖2 in (38).
Let us bound the term I2. Using the operator inequality from Proposition 26 (drop-
ping the non-negative term κ(1−Q)) and recalling that T ≥ Tc − C1B we obtain
I2 ≥ −CB‖σ‖2 ≥ −C ′ε−1B2 ,
where we used the bound on σ from (39).
It remains to bound I3. According to Lemmas 15 and 16, we have
I3 ≥ 〈σ, (1− V 1/2NT,BV 1/2)ψ≤(X)ϕ∗(r)〉 − CB‖σ‖‖ψ≤‖
≥ 〈σ, (1− V 1/2NT,BV 1/2)ψ≤(X)ϕ∗(r)〉 − CB3/2ε−1/2 .
Here in the first inequality we used the assumption that (1 + |r|)V is bounded and in
the second inequality we used (38) and (39).
We next decompose
〈σ, (1− V 1/2NT,BV 1/2)ψ≤(X)ϕ∗(r)〉 = 〈σ, (1− V 1/2χβ(p2r − µ)V 1/2)ψ≤(X)ϕ∗(r)〉
+ 〈σ, V 1/2(χβ(p2r − µ)−NT,B)V 1/2ψ≤(X)ϕ∗(r)〉 .
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We have, in view of (47), |T − Tc| ≤ C1B and the boundedness of V ,
〈σ, (1− V 1/2χβ(p2r − µ)V 1/2)ψ≤(X)ϕ∗(r)〉
≥ 〈σ, (1− V 1/2χβc(p2r − µ)V 1/2)ψ≤(X)ϕ∗(r)〉 − CB‖σ‖‖ψ≤‖
≥ −C ′B3/2ε−1/2 ,
where we again used (38) and (39). Thus, we are left with the term involving the
difference 2χβ(p
2
r − µ)−NT,B. According to Lemma 18 we have
〈σ−σ0, V 1/2(χβ(p2r−µ)−NT,B)V 1/2ψ≤(X)ϕ∗(r)〉 ≥ −C‖σ−σ0‖‖Π2Xψ≤‖ ≥ −C ′Bε1/2 ,
where we used (41). Finally, using the explicit form of σ0 we write
〈σ0, V 1/2(χβ(p2r − µ)−NT,B)V 1/2ψ≤(X)ϕ∗(r)〉
= 〈ψ>(X)ϕ∗(r), V 1/2(χβ(p2r − µ)−NT,B)V 1/2ψ≤(X)ϕ∗(r)〉
+ 〈(cos(ΠX · r/2)− 1)(ψ>(X)ϕ∗(r)), V 1/2(χβ(p2r − µ)−NT,B)V 1/2ψ≤(X)ϕ∗(r)〉 .
Since the operator V 1/2(2χβ(p
2
r−µ)−NT,B)V 1/2 commutes with Π2X and since ψ> and
ψ≤ are localized where Π2X > ε and where Π
2
X ≤ ε, respectively, we have
〈ψ>(X)ϕ∗(r), V 1/2(χβ(p2r − µ)−NT,B)V 1/2ψ≤(X)ϕ∗(r)〉 = 0 .
In order to bound the other term we decompose cos(ΠX · r/2)− 1 = (1/2)(U − 1) +
(1/2)(U∗ − 1). Since U commutes with V we have, by Lemma 19,∣∣〈(U − 1)(ψ>(X)ϕ∗(r)), V 1/2(χβ(p2r − µ)−NT,B)V 1/2ψ≤(X)ϕ∗(r)〉∣∣
=
∣∣〈ψ>(X)ϕ∗(r), V 1/2(U∗ − 1)(χβ(p2r − µ)−NT,B)V 1/2ψ≤(X)ϕ∗(r)〉∣∣
≤ ‖ψ>‖‖|r|V 1/2ϕ∗‖
∥∥|r|−1(U∗ − 1)(χβ(p2r − µ)−NT,B)V 1/2ψ≤(X)ϕ∗(r)∥∥
≤ C‖ψ>‖‖Π3Xψ≤‖
≤ C ′Bε1/2 .
Here we used (38) and (42). Note that the factor of |r| presents no problem because
|r|V ∈ L∞ and |r|1/2ϕ∗ ∈ L2 by [5, Prop. 1]. (We note that this bound could be
improved by not splitting cos(ΠX · r/2)− 1 into two terms and by proving a version
of Lemma 19 with cos(ΠX · r/2)− 1 instead of U − 1. This would lead to a bound of
the form Bε, which, however, would not improve the final result because the bound
on σ − σ0 is also of the form Bε1/2.)
To summarize, we have shown that
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 ≥ −Λ2Tc − T
Tc
‖ψ≤‖2 + Λ0〈ψ≤,Π2Xψ≤〉
− CB (ε+ ε−1B +B1/2ε−1/2 + ε1/2) .
In order to minimize the error, we choose ε = B1/2 and obtain
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 ≥ −Λ2Tc − T
Tc
‖ψ≤‖2 + Λ0〈ψ≤,Π2Xψ≤〉 − CB5/4 .
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We estimate 〈ψ≤,Π2Xψ≤〉 ≥ 2B‖ψ≤‖2 and obtain
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 ≥ B
((
2Λ0 − Λ2Tc − T
TcB
)
‖ψ≤‖2 − CB1/4
)
.
Recalling that ‖ψ≤‖2 ≥ c > 0 we finally conclude that
〈Φ, (1− V 1/2LT,BV 1/2)Φ〉 > 0
provided that T > Tc − 2Tc(Λ0/Λ2)B +CB5/4. This concludes the proof of the upper
bound on the critical temperature.
Appendix A. Comparison with WHH theory
In this appendix we show that our main result is consistent with what is known
from WHH theory in the physics literature.
The model studied in this paper describes a system of electrons characterized by the
dispersion relation p2 − µ (choosing units ~ = kB = e = 2m∗ = 1) and an attractive
two body interaction −2V (x − y) depending only on the distance |x − y|, and the
equations we use are the same as the ones underlying WHH theory [11, 18]. WHH
theory is based on two approximations: (i) the local approximation, which (essentially)
amounts to replacing V (x− y) by a local interaction gδ(x− y), (ii) the phase approx-
imation, which in our notation amounts to replacing LT,B by the operator NT,B in
(25). Moreover, in WHH theory the function α(x, y) is computed using the separation
ansatz α(x, y) = ψ(1
2
(x + y))τ(x − y). Our work provides a rigorous justification of
these simplifications and, furthermore, generalizes WHH theory to situations where
the range of the two-body interaction cannot be neglected. While the emphasis in this
paper was on temperatures close to Tc, we also developed tools applicable to the full
temperature range.
Previous work on WHH theory in the physics literature studying the local- and
the phase approximations include [12] and [7, 16], respectively. We mention that our
result is restricted to weak coupling superconductors without impurities; see, e.g., [17]
for an extension of WHH theory to strong coupling superconductors.
Throughout this appendix we assume that µ > 0. Our main result is a rigorous
derivation of the following formula for the slope of Bc2(T ) at T = Tc, which we obtain
without using the simplifications of WHH theory,
dBc2(T )
dT
∣∣∣∣
T=Tc
= −
∫
R3
t∗(p)2 cosh
−2(βc(p2 − µ)/2) dp∫
R3
t∗(p)2
(
g1(βc(p2 − µ)) + 23βcp2g2(βc(p2 − µ))
)
dp
(65)
with the special function g1(z) and g2(z) given in (3), and where t∗(p) is the momentum
dependent gap (usually denoted as ∆(p) in the physics literature).
The WHH result for the slope of Bc2(T ) at T = Tc is
dBc2(T )
dT
∣∣∣∣
T=Tc
= −Tc
µ
6
γ1
(66)
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with
γ1 :=
∫
R
g2(z) dz = 7ζ(3)/π
2 ≈ 0.8526 ;
see Eq. (23) in [14] with 〈v2⊥〉FS = 2v2F/3 and µ = v2F/4. In the rest of this appendix
we show how to obtain the WHH result in (66) from ours in (65), and how to derive
corrections to this.
Since t∗(p) only depends on |p|, it can be written as a function of p2,
t∗(p) = t˜∗(p2) .
This allows to change integration variables in (65) to x = βc(p
2 − µ) and to obtain
dBc2(T )
dT
∣∣∣∣
T=Tc
= −
∫
R
G(x/(βcµ)) cosh
−2(x/2) dx∫
R
G(x/(βcµ))
(
g1(x) +
2
3
(x+ βcµ)g2(x)
)
dx
with the notation, Θ being the Heaviside function,
G(z) :=
t˜∗((1 + z)µ)2
t˜∗(µ)2
√
1 + zΘ(1 + z) .
We found it convenient to fix an arbitrary multiplicative constant so that G(0) = 1.
For standard BCS superconductors, G(z) is a smooth function in some interval con-
taining z = 0, and 1/(βcµ) is very small (10
−3 or so, typically). Thus it is appropriate
to compute the integrals above by inserting the Taylor series of G,
G(x/(µβc)) = 1 +G
′(0)
x
βcµ
+ G′′(0)
x2
2(βcµ)2
+ . . .
A simple computation gives the integral in the nominator,∫
R
G(x/(βcµ)) cosh
−2(x/2) dx = 4 +
2π2
3
G′′(0)(βcµ)−2 +O((βcµ)−4) .
The corresponding computation for the integral in the denominator is more compli-
cated, since it contains a logarithmic term,∫
R
G(x/(βcµ))
(
g1(x) +
2
3
(x+ βcµ)g2(x)
)
dx
=
2
3
γ1βcµ+
[
2G′(0) ln(γ2βcµ) +
2
3
G′′(0)
]
(βcµ)
−1 + o((βcµ)
−1)
with
γ2 := exp
(
2
3
−
∫ ∞
0
ln(x)
d
dx
(x2g1(x))dx
)
≈ 0.8124 .
Using this we obtain
dBc2(T )
dT
∣∣∣∣
T=Tc
= − 6
γ1βcµ
(
1− 3
γ1
G′(0)
ln(γ2βcµ)
(βcµ)2
+
(
π2
6
− 1
γ1
)
G′′(0)
(βcµ)2
+ o
(
1
(βcµ)2
))
,
which yields (66) and provides corrections to this WHH result.
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We finally mention that the terms G′(0) and G′′(0) can be evaluated using [4]
t∗(p) = c∗
(∫
R3
V (r)j0(
√
µ|r|)j0(|p||r|)dr + o(1)
)
with the spherical Bessel function j0(z) = sin(z)/z and an irrelevant constant c∗. This
formula holds in the weak coupling limit, that is, when V is replaced by λV with a
constant λ≪ 1. We mention that the limit λ≪ 1 is consistent with the limit βcµ≫ 1
which we performed before. (On the other hand, from a mathematical perspective it is
not completely obvious that Theorem 4 is applicable since the assumption Tc > T1 > 0
is not satisfied uniformly in λ. We plan to address this in future work.)
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