Abstract. In this paper we study domain decomposition methods for solving some elliptic problem arising from flows in heterogeneous porous media. Due to the multiple scale nature of the elliptic coefficients arising from the heterogeneous formations, the construction of efficient domain decomposition methods for these problems requires a coarse solver which is adaptive to the fine scale features, [4] . We propose the use of a multiscale coarse solver based on a finite volume -finite element formulation. The resulting domain decomposition methods seem to induce a convergence rate nearly independent of the aspect ratio of the extreme permeability values within the substructures. A rigorous convergence analysis based on the Schwarz framework is carried out, and we demonstrate the efficiency and robustness of the preconditioner through numerical experiments which include problems with multiple scale coefficients, as well as problems with continuous scales.
Introduction
Many problems of fundamental and practical importance have multiple-scale solutions. Typical examples include transport of flows in heterogeneous porous media and heat conduction in composite materials. When applying domain decomposition (DD) methods using conventional coarse grid solvers to these problems, the convergence rate may deteriorate because the coarse grid solver does not account for fine scale heterogeneous features. Hence, to attain a satisfactory convergence rate we need to use a coarse solver that reflects the small scale structures.
The Multiscale Finite Element Method (MsFEM) introduced by Hou et al. [16, 17] generates a general class of coarse elliptic solvers which are adaptive to the local property of the differential operator and contain the important subgrid information. A DD preconditioner for multiscale elliptic problems using the MsFEM developed in [16, 17] was proposed and analyzed in [4] .
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In this paper we recognize that a preconditioner of this type can serve as an efficient tool for solving elliptic problems that arise from flows in heterogeneous porous media. However, since the finite-volume method has become the standing standard in reservoir engineering communities, we incorporate the MsFEM solver into a DD algorithm for the finite volume solution of the elliptic pressure equation. The coarse subspace correction introduced here differs from the one used in [4] only in the way we construct the multiscale base functions.
To construct the coarse grid operator we need to relate the finite volume approximation space to a related finite element space. We further show how some finite volume methods are naturally related to certain mixed and non-conforming FEM's. This allows us to carry out the analysis within a variational formulation framework, and utilize the guidelines developed in [4] . The main steps in the analysis is based on the abstract Schwarz framework, [13, 19, 23] . To resolve the additional complexity of having multiple-scale coefficients we split the analysis into a "homogenized" part which depends on the selection of boundary conditions for the multiscale base functions, and a multiscale part which only depends on the local heterogeneous structures.
The type of elliptic problems that we encounter in reservoir simulation may have 10 6 -10 10 number of grid cells in the geological model and direct computations can easily exceed the capacity of modern computers. Moreover, in multi-phase flow simulations one solves the elliptic pressure equation for each time step, requiring a tremendous amount of computer resources. The new multiscale DD methods that we propose here can not be expected to bridge the gap between the geological scale and the reservoir simulation scale, but it might open for more accurate reservoir performance predictions by allowing simulation runs at a finer scale.
The paper is organized as follows. In section two we present the necessary mathematical background and describe the MsFEM. In section three we introduce the DD preconditioner and provide the convergence analysis. We discuss some implementational issues in section four and show some numerical results in section five. Finally we make some concluding remarks in section six. 2 
Mathematical Formulations
In section 2.1 we introduce the elliptic model problem and derive the discretized equations based on a finite volume formulation. In section 2.2 we discuss the relationship between finite volume methods and some P 1 non-conforming FEM's. In section 2.3 we describe the MsFEM, [16, 17] , and derive the coarse grid operator. Finally, the selection of boundary conditions for the multiscale base functions is addressed in section 2.4.
Model problem and the discretized equations
We consider solving the second-order elliptic equation
where a(x) = (a ij (x)) a symmetric and positive definite tensor with uniform upper and lower bounds:
Eqn.
(1) may represent single-phase porous media flow or steady state heat conduction through a composite material. These are typical examples of problems where a(x) can span over many length scales and the solution of (1)-(2) displays a multiple-scale structure.
We discretize the domain Ω on two scales with mesh parameters h and H, h H. Thus, let T h and K H be partitionings of Ω into polygons or polyhedrons with typical diameters h and H respectively. We do not require that T h forms a sub-partitioning of each K ∈ K H , but, for simplicity, we assume that a(T ) is a constant (symmetric positive definite) tensor for each T ∈ T h . We associate with T h the space of piecewise constants,
and denote by N h the dimension of V h . Observe that, by assumption, we have a(x) ∈ (V h ) d×d . For the fine mesh discretization we apply the popular cell centered finite volume method, see e.g. [1, 2, 15] . To derive the discrete equations it is convenient to introduce a new variable q = −a(x)∇u so that the left hand side of (1) becomes ∇·q. We remark that q is the Darcy velocity in porous media flow and the thermal flux density for heat transfer in composite materials. The finite volume method is based on the conservation law,
Note that if q is sufficiently smooth, then
by virtue of the Gauss-Green theorem. We observe that eqn. (3) ensures mass conservation within each of the control volumes T ∈ T h . In the finite volume method we rewrite (3) in discrete form by approximating the net flux out of each cell on the basis of the potentials (or pressures) in a certain number of neighboring cells. The general finite volume formulation is thus on the form
where the g k ij 's are pressure dependencies for the interface S ij = ∂T i ∩ ∂T j and the t k ij 's are corresponding transmissibilities. For brevity we write (4) as
First assume that T h is a partitioning of Ω into parallelepipeds and denote by n ij the unit normal to S ij pointing from T i to T j . T h is said to be a-orthogonal if
The notion of a-orthogonality generates a class of problems for which one may discretize (3) using a two-point flux approximation scheme
where the transmissibilities are defined by,
Here d i and d j are the respective distances from the cell centers to the interface S ij along the line segment connecting the cell centers. Furthermore, A ij is the surface area of S ij and k l = n ij · a(T l )n ij , l = i, j. While two-point flux approximation schemes may be natural and sufficient for problems on a-orthogonal grids, they may be equally insufficient for non a-orthogonal grids, [3, 14] . For general polygonal or polyhedral grids we need to allow multi-point flux approximations to obtain better predictions of the velocity field. We shall see below that the two-point flux approximation (6) on aorthogonal quadrilateral grids in 2D is equivalent with the standard non-conforming P 1 FEM on a dual subtriangulation of T h . Similarly, we describe how the P 1 non-conforming FEM on a different type of dual grid is naturally related to certain multi-point flux approximation schemes. The primary benefit of working with the finite volume method rather than the P 1 non-conforming FEM is that we have fewer unknowns in the discretized equations and that the grid structure is generally simpler, in particular in 3D.
Relationship to finite element methods
It has been known for some time that the linear systems arising from (1)-(2) using certain mixed and nonconforming FEM's are equivalent, [5, 10] . The purpose of the following is to argue that the finite volume methods are naturally related to these methods, and in some cases equivalent. To keep the presentation simple we only work with the P 1 non-conforming FEM. More general non-conforming FEM's, and their relation to the finite volume methods (4) , are treated similarly. The standard P 1 non-conforming FEM is equivalent with the lowest order Raviart-Thomas mixed FEM, [5] . This equivalence implies that there is an isomorphism between the approximation space U h for the P 1 nonconforming FEM and the approximation space Q h ⊂ H 1 div (Ω) for the flow variable q in the equivalent RaviartThomas mixed FEM. Hence, if we can prove an equivalence between a finite volume method (4) and the P 1 non-conforming FEM, then there is also a mapping from V h onto Q h . This mapping will be uniquely determined by the fluxes across the cell interfaces S ij and will allow us to view the finite volume solution
h be a triangulation of Ω and define the standard non-conforming
u is continuous at the midpoints of interior sides and vanish at the midpoints of sides on ∂Ω} ,
and supply U h (X h ) with the usual bilinear form,
The non-conforming P 1 finite element solution u h to (1)-(2) is now defined by,
where (·, ·) denotes the standard L 2 inner product on Ω. First assume that T h is an a-orthogonal grid in 2D, and let X h be the triangulation of Ω formed by subdividing each parallelepiped into two conformal triangles, see Figure 1 . Denote by Z h the set of nodes on the diagonals, i.e. cell centers, and by Y h the set of nodes on the midpoints of the parallelepiped edges. Now, define the nodal map
Hence
This relation states q ·n ij is continuous at y ij , and hence, by linearity, across S ij .
To see that the two-point flux approximation scheme (6) on the a-orthogonal grid T h and the non-conforming FEM (9) on the dual subgrid X h give rise to equivalent linear systems under the correspondence induced by L h , we only need to show that the linear system (5) with the transmissibilities (7) is obtained by eliminating the variables associated with the vertex nodes Y h from the P 1 finite element stiffness matrix. To this end, observe that the a-orthogonality implies that the Y h nodes are not mutually connected, and can hence be eliminated using simple local algebraic manipulations. It is straight forward to check that this elimination process results in the harmonic averaged coupling induced by (7) . This implies that u h = L h v h and, in particular, that the flux across S ij generated by v in (6) coincides with the flux generated by
holds for all v ∈ V h . For general quadrilateral grids in 2D one can not remove the extra variables induced by the dual triangulation using only local algebraic manipulations. This reflects that the two-point flux-approximation is no longer appropriate, and is in fact not convergent in general [3, 14] . However, this ability to eliminate variables on the cell boundaries using local algebraic manipulations is a cornerstone in the construction of multi-point flux approximation (MPFA) schemes. MPFA schemes are often derived by constructing local interaction regions and supplying them with a finite element-like space. The transmissibilities and pressure dependencies are then obtained by eliminating the variables on the interfaces. We shall consider the popular O-method, [1, 2] , in detail and show that it is, by construction, the linear system we obtain by eliminating variables on the cell boundaries from a special, non-standard, non-conforming P 1 FEM. We consider only quadrilateral grids in 2D, but the same reasoning applies to more general polygonal grids in 2D and polyhedral grids in 3D. Hence, let T h be a quadrilateral grid in 2D and let X h be the quadrilateral dual grid obtained by subdividing each quadrilateral into four sub-quadrilaterals with vertices at the cell centers, Z h , the midpoints of the cell edges, Y h , and the cell vertices, X h , see Figure 2 . For each x i ∈ X h ∩ Ω we associate the interaction region R(x i ) = ∪{X ∈ X h : ∂X ∩ x i = ∅}. We then define the following non-conforming P 1 finite element space
By semi-continuous at y ∈ Y h ∩ ∂R(x), x ∈ X h , we mean that it has a continuous limit at y as a function defined on R(x). A function u ∈ U h (X h ) is therefore in general discontinuous at Y h . Formally, this means that in the discrete finite element equations we have two nodes representing each grid point in Y
h . This implies that the Y h nodes only depend on each other within each interaction region, and they can therefore be removed from the non-conforming finite element equations with local algebraic manipulations. The O-method is defined to be the linear system of equations we obtain after this elimination process. We thus see that the map (10) again induces the proper norm identity (11) on V h . For some MPFA schemes it may be difficult to define an appropriate non-conforming finite element space U h on a dual grid and a corresponding map
so that the norm identity (11) holds. However, for the convergence analysis it is sufficient to have an equivalence relation,
Here A(x) B(x) means that there exist a positive constant c independent of the mesh-parameters and the problem coefficients so that A(x) ≤ cB(x) for all x ∈ Ω. The preceding discussion should provide some helpful guidelines for how one can construct MPFA schemes that may satisfy (12).
Multiscale finite element methods
In order to capture the effect of the small scale details on the large scales without resolving the small scale features, Babuska and Osborn [7] (for one dimensional problems), Babuska, Caloz and Osborn [6] (for special 2D problems) proposed the generalized FEM's by introducing special base functions based on the differential operator. Hou and Wu, [16] , and Hou, Wu and Cai, [17] , generalized the idea in [7] to two dimensions and proposed a multiscale finite element basis by solving local leading order homogenization problems. The basic convergence property was established for two scale periodic coefficients in 2D [17] . It was shown that the solution converges to the homogenized solution in the homogenization limit → 0.
Chen and Hou [11] recently developed a mixed multiscale FEM motivated by the numerical simulation of flow transport in heterogeneous porous media. Both methods [11, 16] can be reformulated within a finite volume framework by constructing the base functions as local finite volume solutions with prescribed boundary conditions. We shall briefly outline the MsFEM [16] and show how to reformulate it in a finite volume framework. The mixed MsFEM [11] can be reformulated along the same lines, but for reasons concerning the convergence analysis, and because the mixed variant does not seem to give any major benefits in the DD iteration, we restrict our attention to the MsFEM in its original form.
Define the usual bilinear form on
The variational formulation of (1)- (2) is then to seek
The base functions ψ i K ∈ H 1 (K) for the MsFEM introduced in [16] satisfy the homogeneous equation,
where n(K) is the number of base functions with support in K. To make (14) well posed we need to specify boundary conditions on ∂K, but for now we just assume that
For brevity we write this equation in operator form: A 0 u = u 0 , where we refer to A 0 as the continuous (as opposed to discrete) multiscale finite element operator. We turn to the finite volume formulation of (14) . The idea is to use the finite volume method to construct the multiscale bases and interpret the base functions as functions in a finite element dual space. We now assume that T h also forms a sub-partitioning of each K ∈ K H . We let U h be a dual non-conforming finite element space supplied with the non-conforming bilinear form (8) and assume that L h : V h → U h is a linear map so that the equivalence relation (12) holds true. For each K we denote by Σ K the local stiffness matrix in K and define the multiscale finite volume base functions v n K , K ∈ K, n = 1, . . . , n(K), to be the solution to the homogeneous equation,
where µ n K is some prescribed boundary data on ∂K.
and define the multiscale finite volume -finite element
We also write this equation in operator form: 
Boundary conditions for the base functions
In one dimension the boundary conditions for the multiscale base functions are determined by
H \∂Ω. We demonstrate that this leads to the special super convergence result u 0 = u I where u I is the interpolant of u in V 0 , i.e. the unique function in V 0 with u I = u on Γ . Indeed, since u − u I vanishes on Γ , we have
Thus, by (15) and choosing v = u I − u 0 we obtain
which implies u 0 = u I . The solution to (13) can thus be decomposed as u 0 + u * where u * is defined by,
Hence, we see that the variational problem (13) in one dimension is naturally decomposed into a coarse subspace correction in V 0 and independent local solves. There is, however, a fundamental difference between 1D and higher dimensional problems since the "resonance error" caused by non-matching boundary conditions only occurs in multi-D. Therefore the selection of proper boundary conditions for the base functions become important to achieve accurate approximations. It was e.g. observed in [16, 17] that u − u 0 may display a boundary layer structure within the coarse grid elements if improper boundary conditions are chosen. In fact, since the multiscale base functions satisfy the homogeneous equation (14) or (16) , the boundary conditions determines how well the local property of the operator is sampled into the base functions.
To clarify the relation between the approximation properties of A 0 and the selected boundary conditions for the multiscale base functions, let Γ = ∂K H \∂Ω and define
Thus, M 0 is the space spanned by the boundary conditions for the multiscale base functions. Now, define the space W a consisting of generalized harmonic functions
and the associated extension operator
We can then reformulate (13) as follows:
We then recover u in (13) with the generalized harmonic extension u = H a µ + u * . The relevant bilinear form for the alternative formulation (19) is (µ, ν) M = a(H a µ, H a ν). Now, since V 0 ⊂ W a and u 0 is the orthogonal projection of u onto V 0 with respect to a(·, ·) 1/2 , it follows that µ 0 = u 0 | Γ is the orthogonal projection of µ onto M 0 with respect to (·, ·)
M . This implies that A 0 is optimal, in a certain sense, for non-overlapping DD algorithms among all coarse solvers A H :
Computational experience indicate that the use of boundary conditions which adapt to the heterogeneous structures on the element boundaries in general lead to better accuracy than simple (smooth) boundary conditions. But they do not necessarily achieve faster convergence of the DD iteration consisting of additional local solves. To understand this we should keep in mind that the coarse solver usually act the role of removing low frequency errors, while the local solves remove high frequency errors. In particular, we shall see that for the proposed multiscale DD methods the boundary conditions for the multiscale base functions determine how well we capture the "homogenized" part of the solution.
The role of the boundary conditions for the base functions is thus to generate a good coarse space M 0 in M . We wish to point out that allowing non-matching boundary conditions so that V 0 ⊂ H 1 0 (Ω) can improve the convergence rate for the DD iteration in the same way the non-conforming FEM's may give superior performance to the analogous conforming FEM's. For instance, it is well known that if the subdomains have sufficient overlap, then the non-conforming linear FEM coarse solver allows an optimal rate of convergence for the preconditioning of elliptic problems with quasi-homogeneous coefficients, [22] . On the other hand, we know that the conforming linear FEM coarse solver induce a suboptimal rate of convergence, [8] .
The Domain Decomposition Preconditioner
Many non-overlapping DD methods can be categorized as so-called Schwarz methods for which a simple framework for the convergence analysis exists, [13, 19, 23, 24] . The abstract Schwarz framework is based on a splitting of a finite dimensional Hilbert space V into subspaces with in general much smaller dimension. Thus, let V i be a sequence of finite dimensional Hilbert spaces and let I i : V i → V be a corresponding sequence of interpolation-like operators such that V allows the following decomposition,
The space V 0 represents a coarse global approximation space while V i , 1 ≤ i ≤ p, are subspaces corresponding to some localized region in space. Let V be supplied with a symmetric positive definite bilinear form a(·, ·) and assume that each V i is supplied with an auxiliary symmetric positive definite bilinear form (·, ·) i on V i which approximates a(·, ·) on V i in the following sense:
The parameter ω is assumed to be bounded and plays a special role in the analysis of Schwarz methods. Now, define the projection-like operators
Finally, let P be a polynomial with no zero order term and suppose we want to find u * ∈ V such that
The idea behind the abstract Schwarz method is to replace (21) with a better conditioned operator equation
where g * = P({T i })u * . The additive Schwarz method is e.g. obtained by choosing P(·) = p i=0 T i . The following result bounds the condition number for the preconditioned abstract additive Schwarz method [19, 23] .
and let
where ε ij = 0 if T i T j = 0, and 1 otherwise. Then the abstract additive Schwarz method admits the following estimate
Similar convergence estimates hold for the multiplicative Schwarz method in which we update the residual in between each application of the subspace correction operators T i . Another attractive variant is the hybrid Schwarz preconditioner
for which it is known that κ(P) ≤ κ( p i=0 T i ), [23] . We see that (23) can be viewed as a multiplicative Schwarz method on the splitting V = V 0 + V * , V * = V , where the bilinear form on V * is approximated with an additive Schwarz splitting into V 1 to V p . Also note that the multiplicative Schwarz method and the operator (23) can be symmetrized by including a sweep of the local subspace corrections (in opposite order) before and after the coarse subspace correction. This implies that we can use the preconditioned conjugate gradient algorithm to accelerate the DD iteration.
Convergence analysis
Let N K be a set of coarse grid nodal points on Γ and let Ω be decomposed into the overlapping subdomains
where we require
. The local Schwarz operators T i are defined to be the orthogonal projection onto V h i with respect to (·, ·)
Hence, to obtain a proper Schwarz algorithm, we only need to define an appropriate bilinear form on V h 0 . To this end, we simply define the bilinear form (·,
To check that this bilinear form has the desired approximation property, we need to verify that the Schwarz parameter ω is bounded.
h . Thus, by (12) and (24) we have
Finally, since A h 0 is an orthogonal projection with respect to a h (·, ·)
and it follows that ω 1. This confirms that the coarse subspace correction also fits into the Schwarz framework.
To obtain a bound on the condition number of our preconditioner we only need to bound the parameters C 0 and C 1 in (22) . The parameter C 1 is bounded independent of the mesh parameters by a standard coloring argument, [23, 24] . To bound C 0 we need to show that, for each v ∈ V h , there exists a representation
Owing to the equivalence relation (12), we may carry out the analysis in the equivalent finite element space
We start by introducing the space of generalized discrete harmonic functions,
It is important to observe that the space of generalized discrete harmonic functions can be viewed as the the space of functions with minimal energy with prescribed data on Γ . Indeed, if µ ∈ M h and u ∈ U h is any function with u| Γ = µ, then, letting v = H h a µ and applying (27) twice, we obtain
for all u ∈ U h with u| Γ = µ. We also need to define the following local discrete norm,
We omit the subscript a and write | · | h,K , W h and H h if a(x) ≡ I. We are now ready to state our main result.
Furthermore, let γ 1,K and γ 2,K be the sharpest positive constants such that for all µ ∈ M h we have,
Proof : First observe that any function u ∈ U h has a unique decomposition
a is, by definition, the orthogonal complement to U h 0 (K H ) with respect to a h (·, ·). We thus have
But, since each K ∈ K H is contained in at least one subdomain Ω i , it is clear that we may represent
Hence, it only remains to bound the energy of the components w i in terms of the energy of w. It follows from (28)
But, then we also have that v = p i=0 w i where
Thus, by the minimal energy property of the generalized discrete harmonic functions we have that |w i | h,K ≤ |v i | h,K and the desired result follows from (31). Now, let v = H h µ be decomposed as in (31) and define and µ i = v i | Γ . Then, by (29), we have
a,h,K . The desired result now follows by summing over K ∈ K H . This completes the proof of theorem 3.1.
A sufficient condition for (28) to hold is the existence of an operator J :
Estimates of this kind is has been established for a great variety of coarse spaces in the finite element literature, see e.g. [8, 13, 22, 24] . For instance, if conforming linear finite elements are used on both the fine and coarse scale, then it was proved by Bramble and Xu, [8] , that β log(H/h) in 2D and β H/h in 3D. If non-conforming linear finite elements are applied on both scales, then β can be bounded independently of the mesh parameters, [22] . Note that this corresponds to non-matching boundary conditions so that M 0 ⊂ M h . If a ε (x) is a symmetric periodic matrix in R d×d , then the homogenized matrix a 0 satisfy the convergence of energies, [18] 
Moreover, by the Voigt-Reiss' inequality, [18] , we have
where the inequalities are to be interpreted in a spectral sense. The upper and lower bounds for the homogenized 8 matrix are sharp in the sense that they are attained for perfectly stratified media with flow either perpendicular or parallel to the layers. But, they are also crude in the sense that they do not account for the heterogeneous structures within the periodic cells. Many other and better bounds can be found in the literature on upscaling for porous media flow, and some of these bounds can be found in [20] . Though a(x) is not periodic in general, the multiscale analysis only concerns the local nature of a(x) and we may think of K as a periodic cell in an infinite periodic media. We therefore expect similar bounds to hold so that
Unfortunately, this factor can still be quite large, but we
have not yet been able to see a strong dependence of this kind on the local heterogeneous structures in practice.
Implementational issues
The use of a multiscale method as a coarse solver for DD type algorithms should reduce the negative impact on the convergence rate caused by the subgrid heterogeneous structures provided that we select proper boundary conditions for the base functions. If we want to employ smooth boundary conditions, e.g., piecewise linear, then the coarse grid should preferably be chosen so that we "minimize" the presence of strong heterogeneous features that penetrate the grid-block interfaces. This might suggest the use of flexible gridding schemes like the nonuniform coarsening approach proposed by Durlofsky et al., [12] . The non-uniform coarsening technique, which generates grids that are finely gridded in high flow regions, was developed because it was acknowledged that it is important to model the high flow regions in porous media flow correctly in order to produce reliable production scenarios. If we use a fixed grid that does not reflect the heterogeneous formations, then we may have to use an oversampling strategy in order to obtain robust boundary conditions. We shall for the most part employ the hybrid Schwarz preconditioner (23) . One loop of the DD iteration thus consists of the following steps,
where v k is the current approximation to v h after k iterations and χ K is the characteristic function with respect to K. The partition of unity ν(Ω) = {n(K) −1 χ K } is needed to ensure convergence since the subdomains overlap, but it does not alter the Schwarz analysis, [4] .
On a single processor computer, the subspace corrections are solved successively. This means that the subdomains Ω i should be chosen so that the local subspace corrections can be solved efficiently with a simple iterative method such as the conjugate gradient method.
It may be appealing to view the distinct heterogeneous features in the permeability field as building blocks that can be used to define the subdomains. However, when we use a multiscale method as a coarse solver, then the main purpose of the subdomain solvers is to approximate the solution at the grid-block interfaces. It is therefore natural to use the coarse grid as a starting point when we design the local subdomains. For instance we may associate with each grid block K the subdomain
where δ is some specified overlap distance, see Figure 3 .
. Example of a selection of subdomains with a two row overlap
The multiscale base functions will only have support in a few neighboring grid blocks K and the number of base functions will typically be roughly the same as the number of grid blocks. This implies that the computation time associated with the construction of the multiscale base functions is comparable with one sweep of the local subspace corrections (ii). The construction of the multiscale base functions and the local subspace corrections in (ii) can be computed in parallel. Hence, if one has a multi-processor computer available, then one can distribute the work associated with the construction of the base functions and the local subspace corrections among the processors. Also, if we use a multiplicative Schwarz algorithm then we can use a coloring argument [23, 24] to group the subdomains into a few subsets for which the subdomain subspace corrections can be computed independently.
Numerical Results
Our primary purpose in this section is to try to reveal how the convergence rate of the DD iteration depends on the heterogeneous structures. In particular, we try to reveal how the convergence rate parameter γ depends on the local heterogeneous structures, and how the convergence rate parameter β depends on the selection of boundary conditions for the multiscale base functions. For the latter case, it is of special interest to see if we can select boundary conditions for the multiscale base functions which allow β to be bounded independent of the ratio between the mesh parameters H/h.
Hence, let T
h and K H be uniform partitionings of Ω = [0, 1] d into squares or cubes with edges of length h and H respectively. The right hand side in (1) is chosen to be f ≡ 1 and the stopping criteria is set to be when the relative size of the current residual to the initial residual in the L 2 -norm drops below 10
Since the convergence rate parameter γ is independent of the macroscopic heterogeneous structures, we use periodic media to track down the relation between γ and the heterogeneous formations in Ω. Similarly, since β is independent of the local heterogeneous structures, we use quasi-homogeneous media to track down the relation between β and the heterogeneous formations in Ω.
Periodic Media
We study three different periodic structures. The first choice k h 1,p (x) resembles the coefficient function which brought out the large contrasts in [4] and contain a high permeability spike at the center of the coarse grid blocks, i.e. the periodic cells. The other two choices k 
The functions {k h i,p (x) : i = 1, 2, 3} are plotted for p = 8 in Figure 4 . We observe that the parameter p scales the local aspect ratios, and we should therefore be able to investigate if a scaling of the aspect ratios have an important effect on the convergence rate of the DD iteration. 
Numerical results in 2D
We first select boundary conditions for the multiscale base functions so that the induced MsFEM is the "mul- We see that the iteration count for the "bilinear" MsDDM is stable and nearly independent of the local aspect ratios. In contrast, we see that the convergence rate for the DDM using standard bilinear finite elements deteriorate rapidly with p for each of the three coefficient functions. This clearly illustrates that coarse grid solvers constructed from (smooth) base functions that are not adaptive to the local heterogeneous structures can not be expected to perform well if the permeability distribution contain sharp contrasts at the subgrid level.
We now select boundary conditions for the multiscale base functions which correspond to the popular face based coarse solver in the literature on DD methods for elliptic partial differential equations. Thus, let E ij be the edge common to the blocks K i and K j in K H and define
The multiscale base functions generated by the boundary conditions µ ij then generate a coarse space which take constant values on each edge E ij , but is in general discontinuous at the vertices of the coarse grid elements. We compare the induced MsDDM with the DDM obtained by replacing the face-based MsFEM with the standard face based coarse solver. Figure 6 shows iteration counts for h = H 2 = 1/64 and k h 1,p , k h 2,p and k h 3,p as a function of p. Again we see that the iteration count for the MsDDM is stable and nearly independent of the local aspect ratios. This convergence behavior is in sharp contrast to the performance of the DDM with the standard face based coarse grid solver which deteriorate rapidly with p for each of the three coefficient functions. The two MsDDM's discussed in this section therefore show the same ability to capture the essential subgrid information and indicate that γ is bounded independent of the local heterogeneous formations in R 2 . 
Numerical Results in 3D
Now, consider the MsDDM induced by the multiscale version of the trilinear FEM. The boundary conditions for the multiscale base functions are thus bilinear on each interface F and determined by the requirement µ i (x j ) = δ ij where x j ranges over the set of vertices for the coarse grid blocks. We compare the induced MsDDM with the DDM using the standard trilinear FEM as the coarse grid solver. Figure 7 shows that the convergence rate for the DDM induced by using the trilinear FEM as the coarse grid solver deteriorates quickly for each of the three coefficient functions, and that the number of iterations to reach convergence grows rapidly with p. We see that the iteration count for the "trilinear" MsDDM is stable for k h 1,p , but, unfortunately the convergence rate now starts to deteriorate with p for k h 2,p and k h 3,p . This indicates that the convergence rate is more sensitive to the selected boundary conditions in three spatial dimensions than in two spatial dimensions. The poor convergence property of the MsDDM for k h 2,p and k h 3,p is due to the fact that the bilinear boundary conditions that we use to define the multiscale base functions imply that the approximation space V 0 is smooth on the interface structure, while the elliptic solution is nearly discontinuous at the grid-block vertices.
One way to regain a stable convergence rate is to select boundary conditions that are adaptive to the heterogeneous structures at the coarse grid-block interfaces. This might, however, seem a bit cumbersome. Another approach is therefore to select boundary conditions that impose less continuity constraints on the interface structure. We therefore select boundary conditions for the multiscale base functions that correspond to the 3D version of the face-based coarse solver. Thus, let F ij be the interface between K i and K j in K H and define
These boundary conditions allow functions in V 0 to be discontinuous at the grid block vertices, but not on the interfaces. We compare the face-based MsDDM with the DDM induced by the traditional face based coarse solver. Figure 8 shows The DDM induced by the face based coarse solver show poor convergence properties for these heterogeneous structures and displays a similar convergence behavior to the DDM induced by the trilinear FEM coarse solver. The MsDDM again display a stable convergence rate for k h 1,p , and the convergence rate is more stable for k h 2,p and k h 3,p than we observed for the "trilinear" Ms-DDM. However, as long as we do not attempt to resolve the heterogeneous features that penetrate the interface structure, then we must expect to see some dependence on the local heterogeneous structures. But there is no doubt that the two MsDDM's that we have studied here perform superior to the associated DDM's that do not employ a MsFEM as a coarse solver. As such they offer the possibility of significant savings in computation time over traditional domain decomposition methods. Whether they will prove to be competitive with other state-of-the-art preconditioning techniques, like multigrid methods, is a topic for further research.
Quasi-Homogeneous Media
We now investigate how the selection of boundary conditions for the multiscale base functions influence the convergence rate. In particular, we want to study how the parameter β in (28) depends on the heterogeneous formations in Ω. Since β is independent of the local heterogeneous structures, we apply the MsDDM's to problems with quasi-homogeneous coefficients, i.e. problems where the permeability a(x) is constant within the coarse grid elements. Thus, for each K let σ H (K) be sampled at random from (0, 1) and define
We see that the parameter p magnifies the discontinuities across the coarse grid interfaces. We should therefore be able to reveal if the convergence rate of the proposed Ms-DDM's depend on the quasi-homogeneous coefficients. We also observe that the convergence rate parameter γ is identical to one, so that the convergence rate should only depend on β.
For the quasi-homogeneous coefficient problem, the MsDDM's discussed above reduce to the associated traditional coarse grid solvers. The bilinear or trilinear FEM coarse grid solvers and the two face based coarse grid solvers inherit different approximation properties. The bilinear and trilinear FEM coarse grid solvers work well for smooth coefficient problems, but not so good for discontinuous coefficient problems because they are not able to handle the singularities at the vertices of the elements properly. The face based coarse grid solvers, on the other hand, allow the solution to be discontinuous at the vertices and handle discontinuities much better, but does not work so well for smooth coefficient problems. This suggests that it might be a good idea to construct a coarse grid solver using both bilinear or trilinear and face-based base functions. After all, it is worthwhile to spend extra effort on constructing the coarse subspace correction if it can reduce the number of iterations, and thereby reduce the total computational cost.
We first study the DDM for the 2D case where the coarse solvers are constructed with bilinear, face-based and both bilinear and face-based base functions respectively. Figure 9 illustrates that the bilinear FEM works well for smooth coefficient problems, but that the convergence rate deteriorates with p. The face-based coarse solver, on the other hand, shows good performance for highly discontinuous coefficients, but not so good for the homogeneous coefficient problem with p = 0. Combining the two generates a coarse solver which seem to be nearly independent of both p and the mesh parameter ratio H/h, and hence, in particular, allows β to be almost independent of p and the problem dimensions.
Further testing showed that if the bilinear FEM and face based base functions were replaced with their multiscale variants, then the convergence behavior depicted above was not affected by adding heterogeneous structures to the coarse grid blocks. This confirms that we can decompose the convergence rate as the product of γ and β. We have therefore shown how one can construct a nearly optimal DD preconditioner for the elliptic problem (1)-(2) in R 2 which seems to converge at a rate independent of the elliptic coefficients.
Finally we turn to the case with a quasi-homogeneous media in 3D. Figure 10 shows iteration counts using the DDM's induced by the coarse solvers constructed with trilinear, face-based and both trilinear and face-based base functions respectively. We see much the same situation as in two dimensions. In particular, by using both trilinear and face based base functions we achieve an iteration count which indicates that β is nearly independent of p and the problem dimensions.
Since we recall that the numerical tests in section 4.1.2 showed that γ was not independent of the local heterogeneous structures, we can not hope to achieve a (nearly) optimal DD preconditioner for the elliptic problem (1)-(2) in three dimensions by replacing the trilinear FEM and face based base functions with their multiscale variants. However, further tests showed that by adding heterogeneous structures to the coarse grid blocks, we obtain a rate of convergence which is consistent with the convergence rate that we observed for periodic media. Thus, the splitting of the condition number estimate for the DD preconditioner in (30) into a parameter γ which depends on the local heterogeneous structures and a parameter β which depend on the global structures seem to be justified. 
A test case with real reservoir data
We conclude this study by showing that the MsDDM induced by the face-based coarse solver performs well for a test-case with real data taken from the the 10th SPE comparative solution project, model 2, see [9] . A schematic of the reservoir domain is shown in Figure 11 . In order not to deviate from the framework that we have developed in the previous sections we impose homogeneous Dirichlet boundary conditions on the boundary of the reservoir domain instead of no-flow boundary conditions as was used in [9] . However, Neumann boundary conditions can be handled with no extra difficulty. The permeability field consists of two separate heterogeneous formations that are sampled from the SPE comparative solution project, model 2, [9] . The top 70 ft. represent the Tarbert formation and the bottom 100 ft. represent the Upper Ness formation. We have plotted the logarithm of the average of the permeability layers in the Tarbert and Upper Ness formations in Figure 12 . Though the ratio of the extreme permeability values is "almost" the same for the two heterogeneous formations (∼ 8 versus ∼ 12 orders of magnitude), the permeability field for the the Tarbert formation is much smoother than the permeability field for the Upper Ness formation. In fact, the contrasts in the permeability field for the Upper Ness formation are so strong that simple iterative methods will not converge unless the discretized linear system has been preconditioned with some robust preconditioner.
The purpose of this section is not to compare the proposed MsDDM's with traditional DDM's. Instead we want to show that even though the convergence rate for the MsDDM's may deteriorate in the presence of strong heterogeneous structures like we have in the Upper Ness formation if we use simple smooth boundary conditions, we may still achieve good convergence behavior by using the preconditioned conjugate gradient (PCG) method. We therefore apply the MsDDM's to the elliptic problems that arise from the two heterogeneous formations separately, instead of having the Tarbert formation on top of the Upper Ness formation.
Hence, let the boundary conditions for the multiscale base functions be defined by (33) and let the subdomains be defined by (32) using a two row overlap. For problems with such an extreme range of scales it is necessary to use the Multiplicative Schwarz method to ensure convergence. Thus, denote by MsDD-MS the Multiplicative Schwarz method and by MsDD-PCG the PCG algorithm induced by the symmetrized Multiplicative Schwarz method. A description of the PCG method can be found in any text book on iterative methods for sparse linear systems such as [Saad] , but we have also included it in the appendix for completeness.
The fine grid for the Tarbert formation and Upper Ness formation that we employ here consists of 60 × 110 × 35 and 60 × 110 × 50 cells respectively. For both cases the coarse grid is chosen so that each grid block consists of 10 × 10 × 5 grid cells. Iteration counts, i.e. the number of sweeps of the respective DD methods that is needed to reach convergence, is shown in Table 1 We see that the MsDD-MS method performs reasonably well for the Tarbert formation, but for the problem with data from the Upper Ness formation the convergence rate starts to stagnate and the MsDD-MS method needs an excessive number of iterations to converge. The situation does not improve much if we replace the MsDD-MS with the symmetrized version of the Multiplicative Schwarz method. Indeed, it is primarily the coarse grid solver that governs the convergence rate, although it helps to extend the overlap regions for the subdomains defined by (32). We should also be able to reduce the number of iterations by selecting better boundary conditions for the base functions, but we see that the MsDD-PCG algorithm performs well even if we do not extend the overlap region or alter the boundary conditions for the base functions. This shows that it is possible to achieve a very robust and efficient solver for elliptic problems with multiple scales by using a DD method with small subdomain overlap and a relatively simple multiscale coarse grid solver.
Concluding Remarks
We have demonstrated that the proposed domain decomposition methods can be used to solve the elliptic problem arising from flows in strongly heterogeneous porous media with a permeability distribution that may span over multiple length scales. The numerical tests indicate that the multiscale domain decomposition methods converge at a rate independent of the heterogeneous features at the subgrid level in R 2 , but they reveal that we may see a weak growth in the convergence rate in R 3 if we do not use boundary conditions that are adaptive to the heterogeneous structures at the grid-block interfaces.
All the multiscale domain decomposition methods considered in this paper lead to a significant gain in iterations compared with their respective non-multiscale variants. These non-multiscale variants employ coarse solvers which are among the most popular coarse solvers in the domain decomposition literature. We have illustrated that each of them induce a convergence rate which may deteriorate rapidly as the local aspect ratios blow up. The multiscale domain decomposition methods can therefore give substantial computational savings over the traditional domain decomposition methods. As the elliptic coefficients arising from heterogeneous porous formations can vary several orders of magnitude at the microscale level, we conclude that the multiscale domain decomposition methods can be a very effective tool for simulating porous media flows.
Since we are dealing with a transport phenomena, we have developed a finite volume version of the MsFEM, and constructed a corresponding domain decomposition preconditioner. The convergence analysis for this preconditioner rests on the assumption that the subgrid discretization is mathematically equivalent with an appropriate non-conforming FEM on a dual grid. That is, we assume the two discretization matrices give rise to equivalent norms under the correspondence induced by a linear map between the two approximation spaces. The virtue of this equivalence relation was established for the two-point flux-approximation finite volume scheme on a-orthogonal grids and for the multi-point flux approximation finite volume scheme, the O-method, on general quadrilateral grids in two dimensions. It was further indicated that it extends to general polygonal and polyhedral grids by considering similar dual grids.
We would like to emphasize that we have not claimed that the proposed domain decomposition methods provide the only efficient solution strategy for elliptic problems with multiple scale coefficients. Indeed, multigrid methods are somewhat less sensitive to rapidly oscillatory coefficients, but their convergence properties do depend on the condition number of the discrete matrix. What we do claim, and have made an effort to show, is that the convergence rate of domain decomposition methods may deteriorate dramatically if we do not use a coarse solver which reflects the fine scale structures in the elliptic coefficients. The reason that we have not supplied computation times is that the DD iterations are run on a slow single processor computer using Matlab. The computation times are therefore not representative of the computation time that we can obtain with modern computers using e.g. C++ programming code.
The proposed domain decomposition methods have many important applications, but are perhaps particularly valuable for multi-phase flow simulations in heterogeneous porous media since these problems involve solving the elliptic part repeatedly throughout the simulation run. The computational cost associated with updating the pressure usually dominates the total computational cost, and an efficient preconditioner for the elliptic part is mandatory. The proposed domain decomposition methods are also naturally suited for parallel computing environments. They can therefore provide a valid alternative to upscaling for reservoir simulation, i.e. an alternative to upscaling the elliptic coefficients in order to run simulations on a coarsened grid. This possibility, and the use of more advanced boundary conditions for the multiscale base functions will be investigated in further work.
