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Abstract
High voltage nanosecond duration discharges can be used in a repetitive manner to
create a sustained pool of short lived excited species and ions and long-lived radicals
in a gas. Although the suitability of the Repetitive Pulsed Nanosecond Discharge
(RPND) technique as a means of creating a non-equilibrium plasma has already been
demonstrated, many aspects of these discharges remain unclear.
Amongst others, scaling laws as a function of electrical and flow parameters, the
exact development characteristics of the different regimes encountered, the discharge
evolution during the interval between pulses and the hydrodynamic phenomena trig-
gered by the rapid energy deposition need clarification. This work seeks to be an
introductory text to the field of nanosecond duration non-thermal discharges and
prepare the building blocks to initiate discharge experiments that will hopefully shed
some light into these aspects.
RPND can be of interest for applications that require a high chemical activity at
moderate gas pressures and temperatures and at low power budgets. Amongst others,
the RPND technique is a promising method for igniting mixtures and stabilizing
flames that would otherwise be unstable, such as in fuel-lean mixtures which are
interesting to reduce NOx production. Additionally, certain regimes might produce
pressure waves strong enough to excite fluid instabilities, if triggered at the right
repetition frequency, and enhance mixing.
Experiments have been initiated to capture the different regimes in low pressure
air and also understand the interaction between consecutive pulses. The applied
pulses have 10ns duration, amplitude up to 10kV and repetition frequencies up to
30kHz. Future work will extend these experiments in both air and premixed fuel-air
mixtures in lean conditions at pressures below 1atm and temperatures up to 1000K
and the phenomena observed will be used to propose modeling contributions.
Thesis Supervisor: Manuel Mart´ınez-Sa´nchez
Title: Professor of Aeronautics and Astronautics
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Chapter 1
Problem Definition
1.1 Introduction
The aim of Chapter 1 is to present some background information on the field of gas
discharge physics, nonthermal plasmas and their applicability to a plasma assisted
ignition and combustion problem. Section 1.2 describes the scope of this thesis.
Section 1.3 gives some definitions and introduces figures of interest to evaluate gas
discharges and nonthermal plasmas. Section 1.4 justifies several ways of enhancing
ignition and combustion by use of non-equilibrium plasmas and summarizes previous
work in the field relevant to this analysis. Section 1.5 summarizes the literature review
on Repetitive Pulsed Nanosecond Discharges which are the main focus of this work.
1.2 Thesis Scope
The scope of this work is to present an introduction on the field of non-equilibrium
plasmas and evaluate their applicability to the creation of a selective source of reactive
species. A literature overview in the field of non-equilibrium plasmas for gas excitation
has been performed with particular emphasis on their application to ignition and
combustion (Plasma Assisted Ignition and Combustion). It has been noticed that
the literature is clearly divided into those discharges used for chemical enhancement
and those employed for mixing enhancement, the question is left unanswered whether
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both problems could be tackled by the same discharge.
In search for a discharge that creates an important chemical activity and still
provides significant heating and the promise of pressure wave generation, special focus
is given to the F-regime of the Repetitive Pulsed Nanosecond Discharge Technique
as described by [38]. This discharge is an incipient stage of an arc but maintains the
desired non-equilibrium of the plasma.
An experimental facility has been designed and built in order to study these
discharges and some preliminary results are provided for a low pressure case. The
aim has been to set up the foundations for an educated study of these very fast
discharges as well as provide the confidence that the desired regimes can also be
obtained in a low pressure scenario (which has several experimental advantages as
will be discussed in Chapter 4).
This work is organized as follows:
Chapter 1 gives an overview of the literature and defines some of the important
terms of the problem. Chapter 2 presents some estimations on the chemical activity
triggered by pulsed non-equilibrium discharges and evaluates the impact on a fuel
lean ignition problem. Emphasis is given to the methodology to study the chemical
activity of these non-equilibrium plasmas. Chapter 3 evaluates the possibility of gen-
erating pressure waves using the F-regime, which is known to produce a high chemical
activity. Chapter 4 describes the experimental facility that has been designed and
built and emphasizes the challenges posed by the very rapid signals we want to mea-
sure. Chapter 5 presents some preliminary results at low pressure that aim to extend
those presented by [38] and to clarify if the same regimes seen at atmospheric pressure
can be obtained at lower pressures. Finally, Chapter 6 presents the conclusions of
this work and future work to be performed.
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1.3 Non-Equilibrium Plasmas and Gas Discharges
1.3.1 Definitions
Plasma
Plasmas are ionized gases which are macroscopically neutral and exhibit collective
behavior due to long-range Coulomb forces. Plasmas are composed of ions, electrons
and uncharged species (in various degrees of excitation). Not all ionized gases are
considered plasmas, for this definition to hold, the plasma needs to be dominated
by collective effects (neλ
3
D >> 1) and has to be able to shield itself from externally
applied fields (L >> λD and ωpe >> ω) [6].
Nonthermal plasma
In non-equilibrium or nonthermal plasmas, electrons are typically much more en-
ergetic than heavy species (ions and neutrals). The situation in a nonthermal plasma
is more complex than in an equilibrium situation in that each species has its own
temperature and mean velocity, both of which are common to all species in the equi-
librium case [42]. Additionally, the energy distribution function of the different species
no longer is required to be Maxwellian, thus complicating the analysis.
Plasma creation in a laboratory
The most usual ways of creating a plasma in the laboratory are [6]:
• Temperature Increase: By increasing the temperature of a gas, ionization re-
actions are favored. This means of obtaining a plasma usually leads to an
equilibrium situation and the degree of ionization and gas excitation that can
be obtained is somehow limited (see Section 2.2.1).
• Photoionization: Ionization can be enhanced by illuminating the gas with radi-
ation of sufficient energy. For example, wavelengths in the far ultraviolet have
energies of ∼ 10eV that might be sufficient to provide ionization.
• Gas Discharges : The application of an electric field accelerates the free elec-
trons (increasing their energy) which might become energetic enough to provide
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ionization by collisions. By using gas discharges, both equilibrium and nonther-
mal discharges can be obtained depending on the gas conditions and electrical
parameters used.
1.3.2 Inducing air chemistry with gas discharges
When an electric field of sufficient strength is applied to a gas, the naturally present
free electrons get accelerated, thus gaining energy from the external source. These
electrons increase their kinetic energy until they collide with another species, in that
instance, they yield part of their energy to the other species. When a collision occurs,
the kinetic energy of incident and target particles changes (elastic collision) but also
inelastic processes might take place: ionization might occur, excitation, etc, changing
the composition of the gas. Additionally, ionization reactions create more electrons
that get accelerated by the electric field (cascade ionization) and are also available to
trigger inelastic processes.
In turn, reverse processes are also taking place, e.g. excited species have a certain
“life” time and decay surrendering their extra energy to some nearby species (usually
an electron), etc. All these effects complicate the energy exchange paths which are
cartooned in Figure 1-1.
Many of these inelastic processes that are needed to sustain the discharge (ioniza-
tion) or to create significant chemical activity (dissociation, excitation...) have energy
thresholds. Thus, the electrons need to be energetic enough to trigger these reactions.
This problem will be evaluated in Chapter 2, but some intuition is here provided for
a very simple scenario.
For a steady, homogeneous gas, in nonequilibrium, to which an electric field is
applied, the electron energy equation is reduced to a balance between the electri-
cal energy gained by the electrons and the energy exchanged by these electrons in
collisions [42].
~je · ~E + El = 0 (1.1)
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Figure 1-1: Main energy paths (sharing of the energy) when an electric field is applied.
Only charged species (electrons and ions) “see” the electric field but all species get
affected.
where El = 3menek
∑
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δrνer
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(Tr−Te) is the expression for elastic energy exchange
between electrons and species r corrected by a factor δr to account for inelastic energy
losses.
Solving for the electron temperature:
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Two important limits arise:
1. For no electric field application (E=0),  = 0 and Te = Th: Equilibrium situa-
tion.
2. For large electric fields,  >> 1 and Te >> Th: High degree of non-equilibrium.
As ionization and electron impact dissociation reactions are closely dependent on
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the energy gained by the electrons (energy threshold processes), the application of
a strong electric field will clearly enhance the chemical activity of the gas. Also a
very important parameter arises: E
p
(or E
n
) which is called the reduced electric field
(measured in Townsend, 1Td = 10−17V cm2) and controls Te and most plasma-related
reaction rates.
To have a first estimation of the reduced electric fields needed to induce air chem-
istry, to access excitation energies of O2 and N2 (air), Te needs to be greater than
2eV, so E
n
∼ 95Td. For air at standard conditions, the minimum electric field needed
is then Emin ≈ 1900V/mm. For a reduced pressure of 0.1atm, Emin ≈ 190V/mm
which makes it easier to induce air chemistry [42].
1.3.3 Boltzmann equation
In a nonequilibrium situation, the distribution of the energy amongst the different
species populations need not be Maxwellian. The information on the energy sharing
amongst a specific species population is provided through the distribution function
f(~w, ~x, t) which gives the number of particles at a given time and within a differential
volume in space that have a certain velocity. Exact knowledge of these distribution
functions completely specifies the gas state.
For equilibrium composition, the distribution function of species i is Maxwellian,
and the mean temperature, T, and velocity, ~u, are shared by all species.
fi(~w) = ni(
mi
2pikT
)3/2e
−mi(~w−~u)2
2kT (1.4)
In a more general case in which the distribution functions may not be Maxwellian,
the full Boltzmann Equation needs to be solved. The Boltzmann equation governs
the distribution function of particles in phase space (position and velocity) given
information about the forces acting on them: external forces (like electromagnetic
fields) and interaction forces between particles.
∂fi
∂t
+ w · ∇fi + Fi
mi
· ∇wfi = (dfi
dt
)collisions (1.5)
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Figure 1-2: Thunderstorm at the Museum of Science, Boston.
It is usually accurate enough to suppose that the heavy species follow Maxwellian
distributions and that it is the electrons that might diverge from this situation. To
accurately describe the electron impact reactions taking place, not only the mean
energy of the electrons needs to be estimated (Te) but also the exact sharing of this
energy amongst them.
1.3.4 Similar discharges and parameters
As in any science problem, grouping of parameters to reduce the number of variables
is always a way of greatly simplifying the problem. For plasmas, this is usually a
complicated task due to the many parameters that are at play. Nevertheless, the lit-
erature on gas discharges usually employs some groups of parameters (like the reduced
electric field) and justifies some similarity rules. The general similarity principle of
gas discharges is developed in [16] and will be briefly explained below.
The main parameters that describe a discharge are related to the energy gained
by an electron between two subsequent collisions and the total number of collisions
that can take place. The first parameter can be given as the product of the electric
field and the mean free path (λ) of the electrons regarding the mechanism of interest
(e.g. ionization, excitation...). The second parameter can be given as the product of
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the pressure times the gap distance. Thus, keeping Eλ (and so E
p
) and pd constant
will give two similar discharges (assuming geometric similarity, same gas, temperature
and electric potential) [16].
From this theory, a set of similarity parameters can be stated. A good summary
is presented in [29]. Combinations of similarity parameters include: pd, E/p, pt, f/p.
Regarding the problem at hand, many of the nonequilibrium discharges for com-
bustion enhancement experiments, performed in the literature, have been done at at-
mospheric pressure. These conditions have the advantage of not requiring a vacuum
chamber but on the other hand require expensive equipment for diagnosis. Look-
ing at the usual scaling parameters, discharge evolution at lower pressures will have
larger characteristic dimensions and longer exposure times, greatly simplifying their
observation. Also, the frequency and pulse length requirements of the power supply
systems are relaxed and the necessary electric fields can be decreased.
The question is then, whether or not, these discharges follow similarity rules,
as not all electron collisional processes satisfy them. Collisional processes can be
classified as “allowed”, if they fulfill similarity conditions, or “forbidden”, if they do
not (justification for this classification can be found in [16]). Examples of allowed
and forbidden processes are:
• Allowed : Processes dominated by binary collisions like ionization by direct elec-
tron impact, electron attachment and detachment, drift (mobility motion) and
diffusion, photoemission (secondary process at the electrodes), recombination
at high pressures.
• Forbidden: Photoionization and recombination at low pressures.
The applicability of this scaling is then subject to the relative importance of the
forbidden processes. For the case of the nanosecond duration discharges that we will
be studying, the situation is not yet completely understood.
On the one hand, these discharges are thought to propagate in the form of stream-
ers (see Section 1.3.5). Streamer propagation, in many cases, is believed to proceed
through intense photoionization generated in the streamer head.
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On the other hand, for very fast discharges (in which the rate of voltage varia-
tion is comparable to the rate of elementary processes) the statistical processes of
initial electron creation might become dominant, thus limiting the applicability of
the similarity laws [36]. In general, the time lag, between the voltage exceeding the
dc breakdown value to the breakdown of the gas, is composed of a statistical time,
ts, and a formative time lag, tF . ts refers to the time for the creation of an initial
electron from a free one (Poisson random process) and depends on the ionization rate
and the probability of one electron to cause breakdown. tF is the time from initial
electron creation to the moment when an electron avalanche has reached a critical
size.
Experiments for scaling laws on streamer discharges have been performed for
example by [29] and [8]. [29] concluded that the similarity law in the form pτ =
f(E/p), τ being the discharge formation time, holds for air at atmospheric pressure
and sufficiently long (∼ cm) gaps, in order to ensure a full development of the electron
avalanche to its critical size. [8] investigated the case of positive streamers in air and
nitrogen (0.013-1bar) using 5-45kV, a discharge gap of 1-16cm and a point to plane
electrode configuration. The similarity parameter they record is pd in the case of
what they called streamers with minimal diameter, the streamer that first appears
when slowly increasing the voltage. They found good correlations in the whole range
of pressures under investigation, although the results are not conclusive.
1.3.5 Streamer discharges
A brief introduction on streamer discharges is required, as it is thought to be the
main propagation mechanism of the nanosecond discharges under study.
Streamers are transient discharges, which are widely used in the creation of non-
thermal plasmas and also describe the early stages of the development of sparks. The
streamer discharge has three main phases: inception, propagation and branching [49].
A qualitative picture of the streamer development is here provided.
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Figure 1-3: Electron avalanche.
Streamer inception: avalanche to streamer transition
For a streamer to be created, three conditions must be satisfied:
1. Pre-existence of some initial “seed” electrons.
2. Application of a sufficiently high electric field: electrons need to be energetic
enough to overcome ionization thresholds, meu
2
e/2 > Ii (see Section 1.3.2). In an
attaching gas, the rate of ionization has to be greater than the loss of electrons
by attachment [40].
3. Sufficient distance to produce enough electrons through cascade ionization (elec-
tron avalanche). A diagram of an electron avalanche, first explained by Townsend,
is shown in Figure 1-3.
The inception of a streamer is usually described as follows: At the early stages
of the avalanche evolution, the electric field induced by the exponential creation of
charged particles can be neglected. As the electrons move towards the anode, a trail
of stationary positively charged ions is left behind. This situation creates a dipole
that eventually ends up distorting the external field (Figure 1-4). When this induced
field reaches the value of the applied field, the condition for streamer formation is
said to be met; this is called the Raether-Meek criterion. At this point, the behavior
of the discharge changes: the field distortion, due to the space charge, produces
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Figure 1-4: External (E0) and induced (E
′
) electric field due to space charge.
an enhancement of the electric field in front of the avalanche head and behind the
avalanche. The body of the avalanche experiences an intense decrease of the electric
field, which favors the formation of a plasma.
A streamer can thus be defined as a weakly ionized thin channel formed as an
evolution of an electron avalanche for a high enough value of the electric field and
can propagate towards one or both electrodes [40].
The Meek breakdown condition estimates the minimum distance that the electrons
require to screen the applied electric field (condition 3). This explanation has many
simplifications (only ionization is considered, uniformity of the electric field has been
assumed, the induced field of the ions has been neglected...) but gives a very intuitive
picture of the discharge inception. The inception distance for ambient air is a fraction
of a mm [49], [13]. We propose a simple model for evaluating this distance in Appendix
B.
Streamer propagation
At this point, it becomes necessary to introduce the distinction between two types
of streamers [17]: negative streamer (or anode directed) and positive streamer (or
cathode directed).
If the transition from avalanche to streamer takes place when the avalanche has
almost reached the anode (small discharge gap), then the streamer will grow and
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Figure 1-5: Negative streamer (left) and positive streamer (right).
propagate towards the cathode (positive streamer), see Figure 1-5. On the other
hand, if the transition takes place at a short distance from the cathode, the discharge
will continue to propagate towards the anode and a negative streamer is formed.
In the case of a cathode directed streamer, when the avalanche reaches the anode,
the electrons are absorbed by the electrode and an ionic trail is left in the gap,with
a positive region of space charge near the anode. In this case, the propagation of the
streamer is generally explained by the mechanism of photoionization. The high elec-
tric field in front of the streamer head (maximum concentration of positive charges)
causes high energy photons to be emitted in this region. These photons provide pho-
toionization of excited atoms or ions and the free electrons released initiate secondary
avalanches. The strong positive trail that was left behind by the primary avalanche
attracts these new electrons making the streamer grow and creating a quasi-neutral
channel.
For the anode directed streamer, the streamer head is composed of a region of high
negative charge. In this case, as the streamer now travels in the same direction as
the electrons, some energetic electrons can move in front of the streamer and provide
the seeds for its further growth and propagation. Thus, photoionization in negative
streamers is usually present but is not necessary for streamer propagation. Also, in
this case, there are no excited atoms ahead of the streamer so photoionization seems
unlikely to be the main propagation mechanism.
In both cases, the speed of the streamer is typically higher than the primary
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avalanche speed. For air at atmospheric pressure and electric fields close to the
electrical breakdown threshold (30kV/cm), the electron drift speed is of the order of
107cm/s [40] and the streamer velocity typically exceeds this value by a factor of 10.
1.4 Plasma Assisted Ignition and Combustion
The idea of using non-equilibrium plasmas for ignition of fuel/oxygen mixtures and
stabilizing of combustion, stems from the possibility of “guiding” the energy input
from mainly gas heating to excitation of high-energy electronic states, dissociation
and ionization [44]. There are two methods of aiding ignition, through chemical
enhancement, by the use of a discharge:
1. Thermal ignition: The discharge produces local heating of the gas, which in
turn increases the chemical kinetic rates of reaction. This is the mechanism by
which internal combustion engines work (spark-plugs).
2. Nonthermal ignition: The discharge may produce heating of the gas but the
main contribution is the creation of a pool of radicals and excited species that
are readily available.
The field of (nonthermal) Plasma Assisted Ignition and Combustion (PAI/PAC)
is a few decades old and very promising for enhancement of fuel/oxidizer mixtures
that are difficult to ignite or unstable such as fuel lean mixtures or supersonic flows.
A very good review is given by [44], the interested reader is referred to it.
The present work centers on the use of nonthermal plasmas, in particular pulsed
nanosecond discharges, for combustion enhancement through chemical effects. Nev-
ertheless, some mention will be made to the combustion enhancement that can be
provided through hydrodynamic effects: mixing of the fuel/oxidizer mixture.
1.4.1 Non-equilibrium plasmas for chemical excitation
Experiments on the use of nonthermal plasmas for chemical enhancement in the
field of PAI/PAC include, amongst others, flame stabilization and ignition experi-
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ments. The literature is extensive, [44] classifies the discharges used for PAI/PAC
as streamer discharges; Dielectric Barrier Discharges (DBD), in which the transition
into a spark is avoided by inserting current limiting elements (dielectrics) instead
of limiting the pulse duration; Atmospheric Pressure Glow discharges (APGD) and
Pulsed Nanosecond discharges (in this classification, it refers to propagation as Fast
Ionization Waves).
Here, special focus will be given to cases in which pulsed nanosecond discharges
are used (both in the form of Fast Ionization Waves and at lower over-voltages, see
Section 1.5).
Flame stabilization experiments aim at reducing the lean flammability limits
(LFL), blow out limits and affecting the properties of the flame (e.g. flame speed
experiments). Recent work [23] attributes the enhancement in the flame stability and
blow out limit extension to the creation of long lived species, namely H2 and CO;
they performed experiments with ultra-lean methane/air flames (Φ = 0.53) and 15
ns pulses with peak voltage 6-8 kV at a rate 15-50 kHz between point-to-point elec-
trodes separated ∼ 1mm. The enhancement, when applying these fast discharges,
was quantified by more than a 10% extension in the blow out limit.
Many of the ignition experiments seek a reduction in the ignition delay time (IDT)
or are performed close to the autoignition thresholds (using shock wave techniques
[1]) and aim at extending them.
Ignition of hydrogen and methane in air or oxygen (stoichiometric conditions),
using a nanosecond duration high voltage pulse in the form of a Fast Ionization
Wave, 10-100kV, 10-100ns, is performed by [7]. From their experimental results they
conclude that the ignition delay time decreases under the action of the discharge, the
higher the deposited energy, the more pronounced the decrease; e.g. IDT decreases
by a factor of 2.2 at an energy input ∼ 30kJ/m3.
[39] quantifies the minimum energy that needs to be deposited (using Repetitive
Pulsed Nanosecond Discharges 10 kV, 10 ns, 30 kHz) to ignite stoichiometric and fuel
lean propane-air mixtures at a range of initial pressures. Reductions of the IDT of
O(1) are also here reported when using these fast discharges (in this case, at lower
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over-voltages, see Section 1.5).
In the case of ignition experiments, it is believed that the main contribution to
the reduction in the IDT or the extension of the autoignition thresholds is due to the
injection of a pool of radicals created by the discharge [24].
1.4.2 Plasmas for hydrodynamic actuation
To complete the picture of the applicability of plasmas for aiding combustion, a brief
discussion on the use of gas discharges for flow control is here provided. This is
by no means an exhaustive review of the field and only aims at introducing some
background knowledge.
The idea of applying these flow control techniques to a combustion case is to
provide temporal and spatial excitation of fluid instabilities to increase mixing [9].
Several ways of using gas discharges to excite natural fluid instabilities (if done at
the right frequencies) are cited on the literature. Of special interest are:
Pressure wave generation
Rapid energy deposition in a gas produces localized heating and generates pressure
waves (see Chapter 3). This phenomenon can be used to generate shock waves that, if
repeated at the correct frequency, can excite fluid instabilities. A specific strategy is
referred to as the Localized Arc Filament Plasma Actuator (LAFPA) which consists
on applying pulses of ∼ µs duration at pulse repetition frequencies ∼ 0 − 200kHz
that produce arcs that level-off ∼ 400V and a current of some fraction of an ampere
[48]. In this case a thermal plasma (arc) is used. The experiments by [48] report
that, even pressure waves with peak over-pressures ∼ 30% close to the energy depo-
sition location, are sufficient to actuate on a M=1.3 jet (Pstatic = 1atm, ReD ∼ 106)
by providing considerable mixing enhancement (flow visualization using laser sheet
scattering), if triggered at the right frequency.
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Ionic winds
Ionic winds involve collisional momentum transfer from charged species (ions), accel-
erated by Lorentz forces, to neutral molecules. Additionally, at the vicinity of the
cathode, electrons may attach to oxygen, and O−2 ions drift toward the anode, also
transferring momentum to the neutrals. Thus, two opposite charge currents appear
and the net flow is what is call “ionic wind”. To maximize the ionic wind, the elec-
trodes need to be asymmetric [10]. A very good review of plasma actuators based on
ionic winds using DBD is given in [11].
Plasma jet actuation
This technology is known as Pulsed-Plasma Synthetic Jet and makes use of the same
physical phenomena as the LAFPA technique but in a different manner. In this case,
the electric discharge is produced in a small cavity and the deposition of the energy
pressurizes the flow inside [35]. The higher pressure flow then escapes from the cavity
through a small orifice, working in a similar fashion as Helmholtz Resonators [41].
These small jets (in [35] are injected orthogonal to a M=3 flow) can have velocities
of 250m/s with consumed energies of ∼ 30mJ per jet and pulse durations ∼ 20µs;
and the estimated jet-to-crossflow momentum ratio is O(1), making them promising
actuators for high-speed flow control applications.
1.5 The Repetitive Pulsed Nanosecond Discharge
Technique
To finalize this introductory Chapter, a review of the nonthermal discharge that we are
going to be studying (the Repetitive Pulsed Nanosecond Discharge) is here provided.
The Repetitive Pulsed Nanosecond Discharge (RPND) technique is a means of
creating a non-equilibrium plasma by application of high voltage nanosecond duration
pulses. The RPND strategy can be summarized as follows:
• Use of high voltage to breakdown the gas and tune the reduced electric field
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Table 1.1: Repetitive Pulsed Nanosecond Discharges: electrical parameters.
V [kV] ∆T [ns] f [kHz]
∼ 10 ∼ 10 ∼ 10− 100
to trigger electron impact reactions of interest: ionization, dissociation, excita-
tion...
• Use of short duration pulses to maintain the non-equilibrium situation. If the
voltage is applied during a time comparable to the time it takes for the discharge
to bridge the gap, the current flowing through the newly created ionized channel
will be limited, thus impeding the transition into an arc.
• Repeating the pulses at a certain pulse repetition frequency that allows to main-
tain the desired gas excitation and chemical activity at all times.
Detailed estimation of these three variables is provided in [37], a summary is
provided in Table 1.1 (applicable for air close to atmospheric, temperatures up to
2000K and discharge gaps ∼ 1− 10mm).
The use of high voltage pulses for creating high chemical activity at pressures of
a fraction of an atmosphere was first analyzed by [45]. The parameters used in their
experimental studies are summarized in Table 1.2.
[45] corresponds to cases in which very high over-voltages (defined as the ratio
of the applied voltage to the breakdown voltage of the gas in those conditions) are
used. They describe the discharge as a Fast Ionization Wave (FIW), with spatially
homogeneous properties, that propagates at very high velocities ∼ 109 − 1010cms−1
and creates a number density of electrons ∼ 1012− 1013cm−3. Runaway electrons are
thought to have an important role in this regime.
The groups at Stanford University and E´cole Centrale Paris have studied the
RPND technique at atmospheric pressure and for significantly lower over-voltages.
Some of the experiments performed are summarized in Table 1.2. The work by [38]
presents a neat classification of the discharges obtained at atmospheric pressure using
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Table 1.2: Overview of the literature on Repetitive Pulsed Nanosecond Discharges.
Reference Gas P [torr] T [K] V [kV] ∆T [ns] f [kHz] trise [ns] d [cm]
[45] air/N2 0.5-100 300 10-15 (negative) 25 0.04-0.08 3-5 30
[37] air 760 2000 3-12 10 0-100 3 1
[38] air 760 300-1000 5-10 10 1-30 3 0.1-1
this technique and gives accurate results of their characteristics in terms of energy
deposition, chemical excitation and gas heating. A brief summary is presented for
future comparison with our experimental results (Chapter 5). For increasing applied
voltage (all other parameters fixed):
• C-Regime (corona-like): E<10µJ , low emission, ∆T ∼ 0K.
• D-Regime (diffuse-like): E∼10-100µJ , medium emission, ∆T ∼ 0− 200K.
• F-Regime (filamentary-like): E>100µJ , high emission, ∆T ∼ 2000− 4000K.
Of these three regimes, the C-regime is a very localized discharge that appears
close to the anode only, the D-regime is of interest in that it creates a fairly uniform
plasma and the F-regime creates the highest chemical activity. An indicator of the
chemical activity is given by [38] as the estimated number density produced by the
discharge: ∼ 1015cm−3 for the F-regime and ∼ 1013cm−3 for the D-regime.
1.6 Conclusions
Chapter 1 has provided an introduction to the extensive field of gas discharges and
nonthermal plasmas and has reviewed several ways in which they can enhance igni-
tion and combustion of fuel/oxidizer mixtures (both through chemical and mixing
enhancement). Previous work in the field of Pulsed Nanosecond Discharges has been
summarized and motivation has been given to further study them. The rest of this
thesis will focus on quantifying the chemical and hydrodynamic activity of these
nanosecond discharges and some experiments will be initiated to test scaling rules
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and provide further clarification on the pressure waves they generate as well as how
the interaction between pulses takes place. Special mention of the work by [38] and
[24] is required at this point, as they were an invaluable source of information to
introduce us in the field.
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Chapter 2
Non-Equilibrium Plasmas for
Chemical Excitation
2.1 Introduction
Chapter 2 presents the use of non-equilibrium plasmas as a means of providing a pool
of radicals, excited species and ions. Modeling tools used in the field to evaluate the
gas composition under the application of an electric field are reviewed and general
trends are analyzed.
Section 2.2.1 starts by analyzing gas composition in an equilibrium situation. The
analysis is extended in Section 2.2.2 by including the application of an external electric
field and to cases in which equilibrium does not apply. To that end, a numerical
solver for the Boltzmann equation, BOLSIG+, is presented in Section 2.2.4 and the
coupling to a chemical kinetics integrator is performed (Section 2.2.5).
To justify the applications of the chemistry enhancement obtained by creating a
non-equilibrium plasma situation, Section 2.3 presents a method for evaluating its
impact on an ignition problem.
Finally, Section 2.4 reviews the Filamentary regime (explained in Section 1.5) as an
excellent way of creating a non-equilibrium plasma situation and selectively obtaining
a source of “active” species. This evaluation will be complemented in Chapter 3 with
hydrodynamic estimations and will try to be validated experimentally in Chapter 5.
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2.2 Plasma Modeling
2.2.1 Equilibrium composition
A gas at pressures over 0.1 atm can be assumed in Local Thermodynamic Equilibrium
(LTE) as collisions in this case are frequent enough [42]. Equilibrium requires that the
rates of ionization and recombination reactions be individually matched for pairs of
reactions. All species follow Maxwellian distributions and share the same temperature
and mean velocity.
Considering the gas made up of one species of neutral atoms (n), one species of
singly charged ions (i) and electrons (e), the following equilibrium relation applies:
n ⇀↽ e+ i (2.1)
The Law of Mass Action in terms of number densities is given by:
neni
nn
= S(T ) (2.2)
Where S(T) is the Saha function given by:
S(T ) = 2
qi
qn
(
2pimekT
h2
)3/2e
−eVi
kT (2.3)
For a plasma in equilibrium (considering the bulk of the plasma and neglecting Debye
layers) ne ≈ ni, and therefore the electron number density is given as a function of
temperature and neutral species density only
n2e = S(T )nn (2.4)
For the simple case considered of only one kind of neutral and one kind of single
charged ion the following simplification applies:
n = nn + 2ne (2.5)
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(d) Neutral species at 0.1atm.
Figure 2-1: Equilibrium composition for air at 1atm and 0.1atm.
ne =
n
1 +
√
1 + n
S(T )
(2.6)
where n is the gas number density and can be obtained from the pressure and tem-
perature.
In the general case however, the gas is made up of many neutral species and so
the partial pressure of each neutral species needs to be known. In addition, several
ions are present and so a set of equilibrium equations needs to be considered.
NASA’s CEA code (Chemical Equilibrium with applications) [20] is able to per-
form these calculations for the specified user’s inputs (pressure, temperature and gas
composition) [19].
An example is presented in Figure 2-1 for air at 1atm and 0.1atm. Values of the
number density of the different species present are provided. The very low values
41
of the electron number density can be appreciated: as low as 102cm−3 for 0.1 atm
and ∼1500K. Note that the specific energy, at this pressure, needed to increase the
temperature from 300K to ∼ 1500K is roughly 10kJ/m3.
For the atmospheric pressure case and the low pressure case at high temperature,
the main ion present is NO+ and so the main equilibrium relation to be used in the
Saha equation would be: NO ⇀↽ e+NO+.
For the low pressure case and temperatures ∼1200K, the balance is between NO+
and NO−2 ions, equilibrium reactions such as: N2 +
3
2
O2 ⇀↽ NO
+ + NO−2 become
important. For lower temperatures, the balance is between NO+ and NO−3 :
N2 + 2O2 ⇀↽ NO
+ +NO−3 .
From this simple analysis, it can be seen that the chemical activity of equilibrium
air is somehow limited. Some additional energy source has to be introduced (apart
from heating) in order to obtain higher ionization, excitation and radical yield. This
can be done by the application of an electric field.
2.2.2 Non-equilibrium composition
The case analyzed in the previous paragraph is characterized by an equilibrium com-
position (chemical and thermal). A non-equilibrium situation is obtained if:
• Electrons have a much higher temperature than ions and neutral species (ther-
mal non-equilibrium).
• Electrons follow a non-Maxwellian energy distribution.
• Forward and backward reactions are unbalanced; in this case, populations evolve
according to the kinetic rates of both.
To simplify the analysis for the non-equilibrium case, and following the approach
extensively cited in the literature, a zero dimensional estimation of the gas composi-
tion will be performed. Under this assumption, the number densities of the different
species will only be a function of time and can be obtained by integration of a kinetic
model that accounts for the dominant reactions taking place.
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The main source of error in these models is the determination of the rate coeffi-
cients for the different reactions. Usually, the rate coefficients for reactions involving
heavy particles alone are taken from the literature: dependent on temperature and
pressure. On the other hand, the rate coefficients for reactions involving electrons
(electron impact dissociation, excitation and ionization) depend on the electron en-
ergy distribution. Looking at the graphs of collision cross sections of electron impact
processes as a function of electron energy (see Figure 2-4) this becomes clear: many
inelastic processes have a threshold value and only the more energetic electrons of the
population will be able to overcome it. Thus the electron energy distribution function
(EEDF) needs to be specified (Section 2.2.3).
At this point, only the “chemistry” will be tracked (constant temperature and
pressure will be assumed). It will be later shown that this approximation is not very
accurate and that certain regimes that interest us should account for gas heating and
gas motion. Still, it is good enough to evaluate the importance of species production.
2.2.3 The Boltzmann equation and Boltzmann solvers
Section 1.3.3 reviewed the importance of the Boltzmann Equation (BE) and its nature,
this Section will present a method for solving it numerically.
It was justified that, the BE for the electron population in an ionized gas is given
by:
∂f
∂t
+ v · ∇f − e
me
E · ∇vf ≡ C[f ] (2.7)
where f is the electron energy distribution function which, in the most general
case, is a function of position, velocity and time. The operator C represents the rate
of change in f due to collisions. Also, note that, by definition, the integral of f over
the whole of velocity space gives the number density of the electrons:
ne(~x, t) =
∫ ∫ ∫
fd3v (2.8)
This equation is not trivially solved as it involves partial derivatives in six coordi-
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nates and also time. Additionally, the definition of the operator C is not immediate
and depends on the particular collision processes that are being considered.
Fortunately, there are commercially available or free codes that solve this equation.
The most extensively cited program is BOLSIG+ although for reference BOLSIG
and ELENDIF will also be briefly mentioned here.
BOLSIG is the mother code of BOLSIG+, their capabilities are very similar but
BOLSIG+ is an enhanced version. ELENDIF allows to solve for the EEDF in the
non-stationary case [33]: it will be later justified that this capability is not required
for our application (Section 2.4).
2.2.4 BOLSIG+
BOLSIG+ is a freely available solver developed by G J M Hagelaar and L C Pitchford
[21]; it incorporates as improvements over BOLSIG features such as the ability to
account for different growth models of the electron number density or the possibility
to consider electron-electron collisions.
Assumptions
The simplifications made in this solver include:
• Electric field is spatially uniform (local approximation).
• Collision probabilities are spatially uniform.
• EEDF is symmetric in velocity space around the E-field direction, neglecting any
magnetization and assuming weak gradients. It then depends on the modulus
of velocity, v, and the angle between the electric field and the velocity vector,
θ.
• EEDF is only spatially dependent along the field direction, z.
• Either spatial dependency or time dependency are considered at one time.
• The “two-term” (or “diffusion”) approximation is used .
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The diffusion approximation
The diffusion approximation simplifies the velocity space dependency of the EEDF
by expanding it in terms of Legendre polynomials of cosθ and only the first two terms
are accounted for. The two-term spherical harmonics expansion of f includes an
isotropic part, f0, and a first order anisotropic perturbation, f1.
f = f0(v, z, t) + f1(v, z, t)cosθ (2.9)
From the BE, introducing the two term expansion, two equations are obtained.
Spatial and time dependency
The EEDF must depend on either or both space and time, as inelastic processes do
not conserve the total number of electrons. To account for the evolution of the electron
number density, a coupling to the continuity equations for the different species present
would be required.
To simplify this situation, the energy dependency of the EEDF is separated from
the position and time dependency as described below:
f0,1(, z, t) =
(me/(2e))
3/2
2pi
F0,1()ne(z, t) (2.10)
where  refers to the electron energy in eV. The factor (me/(2e))
3/2
2pi
sets the units of
[F0,1]=eV
− 3
2 (e transforms J to eV which is a better unit to track electron energy).
Thus, the spatial or temporal dependency is introduced through the electron num-
ber density, which evolves due to electron production or destruction rates, and does
not depend explicitly on the electron energy. This dependency is pre-assumed by
selection of any of the electron growth models of Table 2.1. The choice of growth
model affects the results.
The dependency on the energy is accounted for in the energy distribution shape
factors, F0() and F1(), which are the real outputs of BOLSIG+.
The distribution by energy and probability functions
At this point, it is interesting to note the meaning of what we have defined as the
energy distribution shape factor, in the case of the isotropic contribution, F0() (real
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Table 2.1: Electron production model. νi: net production frequency, α: Townsend
coefficient, w: mean velocity. The choice of signs is explained in Figure 2-2.
Dependency Rate model Comments
t 1
ne
∂ne
∂t
= νi Usually used by other solvers
x − 1
ne
∂ne
∂z
= α = −νi
w
DC glow discharge
None No net production of electrons Less accurate
 
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Figure 2-2: Choice of signs in electron production model for spatial growth. α ≥ 0
refers to an avalanche with positive multiplication along its path but the electrons are
traveling against the electric field (decreasing z), also w is then negative.
output of the solver).
The distribution function by energy g() (for energy given in eV) is related to the
distribution function by velocity vector f(~v) through (same number of electrons in a
differential volume in velocity space or energy space):
f(~v)d3v = g()d (2.11)
where  = 1
2
mev
2/e. For the isotropic contribution d3v = 4piv2dv, and using
equation 2.10, g() becomes:
g() = f
4piv2dv
mevdv/e
= ne
√
F0() (2.12)
The number density of electrons with energies in [1,2] is then given by:
∫ 2
1
g()d = ne(z, t)
∫ 2
1
√
F0()d (2.13)
Integrating for all energies, the total number density needs to be recovered:
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ne(z, t) = ne(z, t)
∫ ∞
0
√
F0()d −→
∫ ∞
0
√
F0()d = 1 (2.14)
From this insight, the probability to have an electron with energy between 1 and
2 is given by:
p(1 ≤  ≤ 2) =
∫ 2
1
gd∫∞
0 gd
=
∫ 2
1
√
F0()d (2.15)
which for the whole energy space must be one, p(0 ≤  <∞) = 1.
This is useful to compute the different transport coefficients. For example, in order
to calculate the rate coefficient of a given electron impact mechanism, the following
integral would have to be performed:
k =
∫ ∞
0
vσ
√
F0()d (2.16)
which is proportional to the collision cross section of that particular process, σ,
to the velocity of the impacting electron, v, and has to be integrated over the whole
energy space taking into account the probabilities of those energies. The units are
m3/s.
Collision operator C[f]
The operator C[f] should contain information of all collision processes of impor-
tance. The contributions that are included in the code are:
1. Elastic collisions: it assumes that the target particles follow a Maxwellian dis-
tribution.
2. Excitation and De-excitation: Discrete contribution to the term.
3. Ionization: Two possibilities can be selected, either energy shared between im-
pacting and secondary electron or zero energy of the secondary electrons. The
second assumption is usually more accurate.
4. Attachment.
5. Electron-Electron collisions: This contribution is usually neglected by other
47
Figure 2-3: Importance of electron-electron collisions. Ar, E
n
= 10Td, 300K, ne =
1018m−3. The figure has been obtained using BOLSIG+ to match [21].
codes. Electron-electron collisions make the EEDF tend towards a Maxwellian
and increase the rate coefficients of inelastic collisions (see Figure 2-3).
6. Electron collisions with excited neutrals: Usually neglected by other codes.
Collision cross-section databases and BOLSIG+ inputs
One of the main challenges when using BE solvers is correctly determining which
collision processes are of importance and defining their collision cross sections.
By default, BOLSIG+ comes with three separate databases. In all cases, collision
cross sections (in m2) are given as a function of energy (in eV).
Other required inputs include: composition of the gas, reduced electric field, gas
temperature (effect on elastic collisions), selection of the electron production growth
model and numerical parameters.
The outputs of the code include the energy dependent shape factors of the EEDF,
functions F0 and F1, and a set of transport coefficients. All these coefficients are
different integrals involving F0() (mean energy, energy loss rates, rate coefficients...)
or F1() (mobility, diffusion...), see example in equation 2.16.
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Figure 2-4: Collision cross sections for CH4 coded in BOLSIG+ using the same
reference as [24]. For energies above 100eV, if needed, values of the cross-sections are
extrapolated.
2.2.5 Chemical kinetics implementation
As explained in Section 2.2.2, a zero dimensional approach will be used to estimate
the chemical activity triggered by a non-equilibrium discharge. Two different phases
will be considered: the discharge phase (while an electric field is being applied) and
the afterglow (after the electric field application). In the case of a pulsed strategy,
the afterglow will refer to the period between pulses. Also, heating and pressure
variations will be ignored: they intervene through the chemical kinetic rates of the
reactions involving heavy species.
A basic chemical kinetics integrator has been coded in MATLAB and coupled to
the Boltzmann solver presented in Section 2.2.4.
The species evolution is tracked as follows: for any species participating in a
series of elementary steps, the net production/destruction rate of that species can
be expressed as a function of the concentrations of all the species present and time.
Writing all the net production rates of the different species, a system of first order
ODEs can be developed that describes the time evolution of the system. The system
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is of the form:
d[Xj](t)
dt
= fj([X1](t), [X2](t), ..., [XN ](t)), j = 1...N (2.17)
[Xj](t = 0) = [Xj]0, j = 1...N (2.18)
In a general case, this kinetic mechanism has to be complemented with conserva-
tion of mass, momentum or energy and state equations. In this case, the functions fj
are assumed known and the evolution of the species concentration can be calculated
independently as a function of time.
Note that, in general, the system presented is stiff, as the different rates of reaction
involve many different time scales and care must be taken when solving it numerically.
For the chemical kinetics implementation, the compact notation presented in [47]
has been used in order to have a general code that allows the easy incorporation
of different species and reactions. This is a very general implementation, with only
needing to change two sparse matrices (generally composed of only 0s, 1s and 2s) that
describe the different reactions and species present.
Following this notation, the kinetic mechanism is given by (i=1...L):
j=N∑
j=1
ν
′
jiXj ⇐⇒
j=N∑
j=1
ν
′′
jiXj (2.19)
where the left hand side represents the reactants (ν
′
ji represents the stoichiometric
coefficients matrix of the reactants); and the right hand side represents the products
(ν
′′
ji represents the stoichiometric coefficients matrix of the products).
Matrices ν
′
ji and ν
′′
ji are problem specific: the columns represent the species
(j=1...N) and the rows represent the reactions present (i=1...L). The reaction rate
constants are also problem specific. Everything else is problem independent.
With all this in mind, the net production rates are given by (j=1...N):
d[Xj]
dt
=
i=L∑
i=1
νjiqi (2.20)
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νji = ν
′′
ji − ν
′
ji (2.21)
qi = kfi
j=N∏
j=1
[Xj]
ν
′
ji − kri
j=N∏
j=1
[Xj]
ν
′′
ji (2.22)
where kf and kr are the forward and reverse reaction rates respectively.
The reaction rates are then taken from the literature (reactions that involve heavy
species only) or are calculated using BOLSIG+ (reactions involving electrons) as a
function of the reduced electric field at each time step. A further simplification is
introduced by noting that the mole fractions of the new species produced are at least
one order of magnitude smaller than the initial species present. Thus, the curves of
the reaction rates as a function of the reduced electric field can be computed as a
previous step with no update to account for the new composition of the gas at each
time step.
2.2.6 Test case
Defining a set of reactions that precisely models the chemical activity of a particular
reacting mixture is not a trivial task. As the aim of this Chapter, is not so much
to provide novel results, as to be a didactic text on the methods to evaluate the
chemical activity produced by non-thermal plasmas, the tool described in Section
2.2.5 will be tested with the case published in [24]. A summary of the conditions is
given in Table 2.2, it corresponds to a stoichiometric methane/oxygen mixture diluted
in argon to which a single high voltage pulse followed by one reflection is applied (the
issue of reflected pulses will be dealt with in Chapter 4). It has to be noted that, the
authors of [24], describe this discharge as a Fast Ionization Wave; this is not the same
propagation mechanism that describes the experiments in [38] and which we want to
extend in Chapter 5 (see Section 1.5 for distinction).
The reactions considered are the ones described in Table 2 of [24] and only electron
collisions with dominant species in the gas mixture are taken into account. Basically:
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Table 2.2: Test case selected to evaluate the solver, taken from [24].
Gas mixture CH4 : O2 : Ar = 3.3 : 6.7 : 90
T0 1450K
P0 1.2bar
ne0 10
3cm−3
Collision cross sections Example in Figure 2-4
Peak E
n
200Td
Pulse duration 10ns
Reflected pulse E
n
40Td
Reflection appearance 70ns after applied pulse
1. Electron impact dissociation, excitation and ionization. The reaction rates have
been computed using BOLSIG+ as shown in Figure 2-6.
2. Quenching of excited Ar and O2 and charge exchange reactions. The rates
of reaction in this case (constant temperature) are constant and given in the
reference paper.
3. Electron-ion dissociative recombination reactions. It is claimed that this is the
most important mechanism of electron loss under the conditions considered. In
this case, electron attachment was neglected: during the pulse application, the
high value of E
n
makes this process negligible (e.g. as compared to ionization);
during the afterglow, attachment is negligible with respect to recombination,
due to the high temperature condition.
2.2.7 Results
Boltzmann solver results
With all this in mind, a simulation using BOLSIG+ has been run for reduced
electric fields between 10 and 300 Td. The results of the fractional power deposited
on each collisional process are shown in Figure 2-5 (should match Figure 9 of [24]).
Some discrepancies arise mainly due to differences in the databases. Although the
raw data for the collision cross sections have been taken directly from the paper,
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Figure 2-5: BOLSIG+ reproduction of [24]. Ionization refers to all particles; excita-
tion of O2 to the (a
1∆g) and (b
1Σ+g ) levels and excitation of O
∗
2 is a lumped model
for (c1Σ−u ), (C
3∆u) and (A
3Σ+u ).
the extraction of the data from the graph introduces some error (a program called
GraphClick has been used for this purpose). Additionally the interpretation of the
nomenclature is subject to some error and some differences might have impacted
the results. Also, the effect of electron production has not been included in the
Boltzmann solver as the number density of electrons produced is quite low compared
to the density of the heavy species.
The rate constants for electron impact processes considered as a function of the
reduced electric field have been computed using BOLSIG+ and are presented in Figure
2-6.
At this point, a few comments apply:
• The value of the reduced electric field allows to “selectively” produce a particular
species. E.g. a value of E
n
around 45Td would maximize the production of
oxygen atoms by electron impact dissociation.
• In order to make ionization processes dominant, reduced electric fields over
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Figure 2-6: Rate constants computed with BOLSIG+ as a function of E/n. For high
E/n ∼ 300Td, the rate constants take values ∼ 10−15 − 10−14m3/s, which could be
used as a first estimate.
100Td are required.
• It must be noted that the figures only apply for the case under consideration
and a different evaluation would have to be performed if the gas mixture is
changed.
• Additionally, an update would have to be performed at each integration step
of the chemical mechanism as the composition of the mixture changes. This
is avoided by noticing that the major species present do not change in the
period under consideration and only reactions with these major species are
being considered.
Chemical kinetics results
Using the notation presented in Section 2.2.5, L=22 (number of reactions) and
the species present are (N=17): 1. O2, 2. Ar, 3. CH4, 4. O, 5. CH, 6. CH2, 7. CH3,
8. H, 9. H2, 10. O
∗
2, 11. Ar
∗, 12. O+2 , 13. CH
+
2 , 14. CH
+
3 , 15. CH
+
4 , 16. Ar
+, 17.
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e−. With this information, matrices ν
′
ji and ν
′′
ji can be set.
The species evolution in time is plotted in Figures 2-7 and 2-8. The following
conclusions can be made:
• Comparing the coded solver with the results of [24], the trends of evolution
of the different species in time are well reproduced as well as the orders of
magnitude.
• It must be noted that the code is very sensitive to the initial conditions and the
evolution of the reduced electric field. Hence the mismatches between the two
solutions.
• Two types of species can be identified: first, ions and excited species (Figure
2-7); second radicals and neutral products of dissociation (Figure 2-8).
• The first group (ions and excited species) are short lived and rapidly decay after
the pulse is applied. Also, the maximum value is one order of magnitude below
that of the second group.
• The second group (radicals) is longer lived: it over-lives the application of the
pulse reaching almost a stationary trend. Also, the maximum is one order of
magnitude over that of the first group.
• It is to be expected (and is backed up in the literature), that, when using a
non-equilibrium plasma for gas excitation (for example to reduce the ignition
delay time, IDT, in an ignition problem), it will be the radicals that have a
greater impact on the ignition enhancement.
• The reflected pulses, although of less intensity, are still sufficient to trigger
species production. As will be explained in Chapter 4, when using a high voltage
pulsed strategy to generate a non-equilibrium plasma situation, there will be
intermediate pulses (reflections) of less amplitude that cannot be neglected.
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Figure 2-7: Species in Group 1 calculated with proposed solver (compare to Figure
12 (a) in [24]).
Figure 2-8: Species in Group 2 calculated with proposed solver (compare to Figure
12(b) in [24]).
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2.2.8 Short-cut estimations of the discharge phase
The approach presented in Section 2.2.5 requires defining all the collisional processes
involved during the discharge and afterglow phases as well as the associated rates of
reaction, this is not usually simple. Two rapid ways of estimating the radical yield
will be reviewed in what follows: the G-value method and a simple energy balance.
They are applicable if the main radicals produced are known and are created by a
major electron impact dissociation reaction.
The G-value method [14]
Many authors in the field ([23], [22], [12]) make their estimations of the radicals
produced by the discharge using the method proposed by [14].
The method is summarized in what follows. During the pulse application, the
electrons acquire a drift velocity, vd , and an average energy corresponding to an
effective E
n
. Using the SI of units and recognizing that:
• Energy per second gained by one electron (expended in collisions): vdeE (J/s).
• Number of reactions taking place per second: knxt, as k is the rate coefficient of
that particular electron-impact reaction (equation 2.16), n is the total number
density of the gas and xt is the mole fraction of the target species (e.g. O2 in
equation 2.23).
[14] defines the G value to express the efficiency of an electron-impact mechanism
(number of reactions per 100 eV of input energy, or 100e (J)) as
G = #reactions
100eV
= 100k · n · xt/(vdE)
all values are expressed in SI.
The electron drift velocity can be calculated from the electron mobility as vd =
µeE. The fluid coefficients µe and the rate can be obtained from the Boltzmann
solver (for a given gas composition and reduced field). As an example, the number
of oxygen atoms produced by electron impact dissociation per mole of gas for a given
deposited energy Etotal (J), is given by
e+O2 −→ e+O +O (2.23)
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NO = 2G
Etotal
100e
(2.24)
The mole fraction xO is then obtained from xO = NO/Na, with Na being the
Avogadro number.
Energy balance
This approach is very similar to the G-value method but takes advantage of the
fractional energies which are computed by BOLSIG+.
Assuming only reactions involving electrons take place, and that all of them are
included when solving the Boltzmann equation, the power fraction fi deposited in
each collisional process can be computed (see Figure 2-5).
From this fractional power and knowing the total energy density deposited per
pulse tot = Etotal/Vdep, the concentrations of the different species can be estimated.
An example, for the same electron impact reaction as in equation 2.23, is given.
i = tot · fi (2.25)
For a total energy density of tot = 13kJ/m
3 and knowing that the O2 bond energy
is bond = 494kJ/mol, the O concentration (number of particles per unit volume) can
be calculated as:
[O] =
tot · fi ·NA
bond
2
(2.26)
The results are plotted in Figure 2-9 (compare to [24]) as a function of the reduced
electric field.
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Figure 2-9: [O] production from an energy consideration.
2.3 Ignition Modeling
2.3.1 Accelerating ignition by an artificial injection of radi-
cals
By reviewing Section 2.2.7, it becomes clear that a non-equilibrium discharge is a
source of ions, excited species and radicals. Many applications could benefit from
this “selective” creation of active species, amongst them, ignition of fuel lean or
supersonic mixtures.
The idea of using non-equilibrium plasmas for ignition and combustion stems
from the possibility of “guiding” the input energy from mainly heating of the gas
to excitation of high energetic electronic states (these may lead to dissociation) and
ionization [44]. The creation of a selective pool of dissociated and excited atoms or
radicals affects the kinetics of the mixture. The possible contributions of the non-
equilibrium plasma to the combustion mechanisms are:
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• Injection of radicals produced by electron impact dissociation reactions.
For a H2/O2 mixture these would be:
H2 + e −→ H +H + e (2.27)
O2 + e −→ O +O + e (2.28)
For a CH4/air mixture:
CH4 + e −→ CH3 +H + e (2.29)
O2 + e −→ O +O + e (2.30)
N2 + e −→ N +N + e (2.31)
It is worth noting that, in some cases, these dissociation reactions are believed
to follow excitation of high electronic levels (e.g. for H2 via b
3Σ+u and a
3Σ+g and
for O2 via A
3Σ+u and B
3Σ−u ), so when one says that combustion enhancement
is provided by guiding of the energy to high electronic excitation, this mainly
points to the electron impact dissociation reactions.
• Injection of ionized species. These species are short lived and thus, are generally
neglected.
• Injection of other excited (rotational, vibrational) species, which can subse-
quently participate in dissociative quenching contributing to the formation of
new radicals. E.g.
N∗2 +O2 −→ N2 + 2O (2.32)
• Gas heating. This point is usually neglected when considering non-equilibrium
plasmas. We will later see that, for the Repetitive Pulsed Nanosecond Discharge
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(RPND) case in the filamentary regime, this heating cannot be neglected (Chap-
ter 3).
In order to quantify the impact of the non-equilibrium discharge on the ignition
problem, the temporal evolution of the concentration of each species would have to be
tracked as well as the electron and gas temperature evolution through the Boltzmann
equation for the energy distribution of the electrons and the energy equation for the
gas. Nevertheless, according to many authors ([23], [24], [2]), the main effect of the
non-equilibrium discharges on the ignition problem is the injection of radicals. At
this point, the usual approach of modeling the discharge as a source of radicals will
be explored in order to have a simple coupling with the combustion problem and have
some first estimates of the non-equilibrium plasma enhancement.
2.3.2 Approach
The following section will consider the ignition of a fuel / oxidizer (Hydrogen/Oxygen)
premixed gas aided by the application of nanosecond duration discharges in a repeti-
tive manner, with electrical energies corresponding to the Filamentary regime of the
Repetitive Pulsed Nanosecond Discharge strategy as described by [38] and measured
in Chapter 5.
As the discharge processes are of the order of nanoseconds and the ignition pro-
cesses are known to take several to hundreds of microseconds, the general assumption
quoted in the literature is that both processes can be decoupled in time. Thus, the
discharge phase can be modeled separately from the combustion problem and then
used as an initial condition in this second step.
Figure 2-10 summarizes the problem at hand. The energy input in this case refers
to the non-thermal plasma radical injection every time a pulse is applied. Thus, the
approach will be to solve for the discharge as explained in Section 2.2 and inject the
radicals produced at the pulse repetition frequency into a combustion code [18].
As this section only aims at providing a first estimate of the contribution of a non-
thermal plasma to the ignition problem, the simple model of a lean H2/O2 mixture
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Figure 2-10: Discharge and combustion coupling diagram.
will be used. The modeling used is very similar to that proposed by [12].
Discharge phase
As has been stated, the discharge at this point will be modeled as a source of radicals.
The radicals considered are just atomic oxygen and hydrogen and are produced by
electron impact dissociation of molecular oxygen and hydrogen respectively. Thus,
the G-value approach reviewed in Section 2.2.8 will be used.
The RPND technique will be assumed, applying short duration, high voltage
pulses at a given repetition frequency. Hence, every time a pulse is applied, the
radicals produced are instantaneously added to the reacting mixture.
Combustion phase
In order to simplify the combustion phase as much as possible, the following assump-
tions are made:
• The reactants are an equimolar premixed mixture of H2/O2 (fuel lean).
• The reaction is considered to be homogeneous (no spatial dependences are con-
sidered) and hence diffusion is ignored.
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Constant enthalpy
Constant Pressure
0-D Reactor
Initial Conditions:
T, P
Gas Composition
Pulse Frequency
List of species 
and reactions 
considered
Radical Injection
(# densities)
System of ODE for a reacting ideal gas mixture
RHS: Computation of the net chemical production rates for all species using the 
CANTERA function netProdRates
Integration procedure
Integration in time of the different species mass fractions forcing constant pressure 
and enthalpy.
At the times when the electric pulse is applied, injection of radicals and relaxation of 
the constant enthalpy hypothesis (radical injection = energy input).
Figure 2-11: Combustion modeling approach.
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• The reactor is adiabatic, no energy exchange with the exterior except for discrete
and instantaneous energy inputs coming from the pulsed discharges (frequency
of the energy deposition matching frequency of electrical pulses).
• Constant pressure is assumed.
• Energy input. In this case, the full energy input is modeled as an injection of
radicals (see Figure 2-10).
Using these simplifications, combustion calculations were performed using the
CANTERA MATLAB toolbox [18]. A short script was written and is briefly sum-
marized in Figure 2-11.
2.3.3 Results
The test case considered is a H2/O2 equimolar mixture to which a train of high
voltage nanosecond duration pulses is applied (F-regime as described by [38]). The
conditions assumed are representative of the experiments that can be performed in
the experimental set-up of Chapter 4.
The main conditions are summarized below:
• Chemical mechanisms set by the database h2air highT.xml available with CAN-
TERA [18].
• Initial equimolar mixture H2/O2.
• Initial Pressure 15kPa.
• Initial Temperature [750, 850, 1000] K.
• Pulse repetition frequency 30kHz.
• Radicals considered: H and O.
• Reduced electric field during the pulse application: 300Td.
64
Figure 2-12: Enthalpy evolution for the case of initial temperature 1000K. Dashed
line corresponds to no pulses being applied and continuous to pulses being applied at
30kHz.
• Energy deposited per pulse: 300µJ . This situation is typical of the Repetitive
Pulsed Nanosecond Discharge technique in the Filamentary regime. As the
pulse repetition frequency is taken as 30kHz and the pulse duration is 10 ns,
the peak value of the power is 30kW but the mean power expended is only
around 10W.
Figures 2-12, 2-13 and 2-14 illustrate the enthalpy, mole fractions of the main rad-
icals present and the temperature evolution in time for the case of initial temperature
1000K.
For comparison, Figures 2-15 and 2-16 illustrate the mole fractions of the main
radicals present and the temperature evolution in time for the case of initial tempera-
ture 750K. The dashed lines correspond to the case where no pulses are being applied
whereas the continuous lines refer to radicals being injected at the pulse repetition
frequency.
It is interesting to note the following:
• As stated in the assumptions, Section 2.3.2, the enthalpy must increase in a
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Figure 2-13: Radical evolution for the case of initial temperature 1000K. Dashed
lines correspond to no pulses being applied and continuous to pulses being applied at
30kHz. When pulses are applied, ignition occurs ∼ 50µs earlier.
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Figure 2-14: Temperature evolution for the case of initial temperature 1000K. Dashed
line corresponds to no pulses being applied and continuous to pulses being applied at
30kHz. When pulses are applied, ignition occurs ∼ 50µs earlier.
66
Figure 2-15: Radical evolution for the case of initial temperature 750K. Dashed lines
correspond to no pulses being applied and continuous to pulses being applied at
30kHz.
Figure 2-16: Temperature evolution for the case of initial temperature 750K. Dashed
line corresponds to no pulses being applied and continuous to pulses being applied at
30kHz.
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step-wise manner every time a pulse is applied. This can be seen in Figure
2-12.
• It has been assumed that the discharge’s contribution is limited to an injection
of H and O radicals. For example, for the case of initial temperature 1000K, the
first injection of radicals is ∆nH = 1.8 ·1012cm−3 and ∆nO = 8 ·1011cm−3.From
Figures 2-13 and 2-15, the instantaneous effect can be see by the almost discrete
(in the µs timescale) increase in the concentration of OH.
• The case of initial temperature 1000K is an example of how the Ignition Delay
Time (IDT) can be decreased by artificial radical injection. Figure 2-14 shows
that, for the case of no plasma injection, ignition will eventually take place but
is accelerated by a time of the order of 50µs due to the radical burst.
• The case of 750K is an example of how ignition can take place in a mixture that
would not otherwise react (see autoignition thresholds in Figure 4-2). For the
case of no plasma injection, Figure 2-15 clearly shows that the concentration
of radicals has reached a null slope and so equilibrium has been reached. The
positive slope for the case of plasma being injected shows that reactions indeed
are taking place.
2.4 The Filamentary Regime
To finalize this discussion on the application of non-equilibrium plasmas as a source of
reactive species and in particular the possibility of enhancing ignition, some comments
on the RPND technique in the filamentary regime in air, as explained in Section 1.5,
will be made.
The parameters in Table 2.3 will be considered as a representative example of
the experiments presented in Chapter 5. These experiments aim to obtain the F-
regime (as explained by [38]) at sub-atmospheric pressure; the values of electron
temperature and number density presented by [38] will be used as the discharge gap
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Table 2.3: RPND test case.
Pg Tg V d f ∆Tpulse Te ne r
0.17bar 300K 5kV 5mm 3kHz 10ns 3eV 1015cm−3 1mm
Table 2.4: Characteristic times of the discharge and energy expended on inelastic
processes.
Parameter Test Case
∆Tp 10ns
Trepetition 300µs
Tee 0.3ns
Tinelastic 0.01ns
Trecombination 55ns
Tattachment 0.3µs
Einelastic 40µJ
is the same as in those experiments (∼ 5mm) and the number density is of the same
order O(1024m−3). These values will be further justified in Chapter 5.
The remainder estimations have been performed using [42]. Characteristic times
computed are summarized in Table 2.4. The electron-electron cross section (equation
2.34) has been estimated using the Landau impact parameter b0 for Coulomb collisions
(equation 2.33). The electron-electron collision frequency is given by equation 2.35.
b0 =
e2
12pi0kTe
(2.33)
Qee ∼ 4pib20lnΛ (2.34)
νee ∼ neQeec¯e (2.35)
For the inelastic processes, a typical frequency has been calculated as shown in
equation 2.36, where the collision cross section has been estimated from the Thomson
model for ionization and the threshold value has been set to 15eV (equation 2.37).
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νinel ∼ ngQinelc¯e (2.36)
Qinel ∼ pib20
¯
∆Eth
(2.37)
For the recombination time estimations, four different types of processes need to
be considered, depending on how the excess energy is expended:
1. Radiative recombination: released energy is carried away by a photon.
e− + A+ −→ A+ Φ∗
2. Three body recombination: recombination energy is carried away by a third
body (electron or heavy species).
e− + A+ +X −→ A+X∗
3. Dissociative recombination: energy is expended in dissociating the molecule and
increasing the kinetic energy.
e− + AB+ −→ A+B
4. Dielectronic recombination: Through an intermediate high energy (excited)
state.
e− + A+ −→ A′′ −→ A′ + Φ
From these, the processes that usually take place (and those reported in the lit-
erature simulations) are 2 and 3. But three body recombination is comparatively
unlikely, as it involves three bodies (except for high densities). For the dissociative
recombination, the reactions of importance in air are:
e− +NO+ −→ N +O
e− +O+2 −→ O +O
e− +N+2 −→ N +N
The rates of these reactions can be found in [15], [34] and [30]. A value of α(Te) =
2 · 10−7(300
Te
)0.5cm3/s has been assumed for all three reactions: [34] reports α = 1.9 ·
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10−7(300
Te
)0.5 for O+2 , α = 2.3 · 10−7(300Te )0.5 for NO+ and α = 3.5 · 10−7(300Te )0.5 for N+2 .
With this, the recombination time has been calculated as Trecombination =
1
αni
.
Attachment to an electronegative species (e.g. O2, OH) can be important for low
temperature gas. For pressures above 1torr, the most likely path of the reaction is
given by:
e− +O2 −→ O−∗2
M +O−∗2 −→ O−2 +M∗
Using the reaction rate proposed by Herzenberg as an upper bound:
αatt = 10
−30cm6/s
The attachment time becomes:
Tattachment ∼ 1αattnMnO2 ∼
1
αatt0.2n2g
Finally, the energy expended in the inelastic processes (ionization, excitation, etc)
was estimated using the volume of the discharge times the electron number density
and a typical energy per collisional process of 15eV.
From the results presented in Table 2.4, the following comments can be made:
• Tee and Tinelastic  ∆Tp so the stationary assumption of the Boltzmann equa-
tion, discussed previously, is a good approximation.
• Inelastic processes dominate over electron-electron collisions so the EEDF need
not be Maxwellian and the use of a Boltzmann solver is then justified.
• Recombination and attachment are of the same order and both should be con-
sidered.
• Recombination and attachment have characteristic times greater than the pulse
duration but shorter than the repetition period and so become important during
the afterglow between pulses.
• If we consider that the values of the energy deposition in the plasma quoted
by [38] for the F-regime apply in this lower pressure case (will be justified
in Chapter 5), ≥ 100µJ , the energy expended in inelastic processes is only a
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fraction of the total energy. Hence, the gas will be heated up and subsequent
hydrodynamic phenomena will take place as will be explained in Chapter 3.
2.5 Conclusions
Non-equilibrium plasmas and, in particular, the F-regime of the RPND strategy (as
proposed in [38]) have been reviewed as a means of enhancing the chemical activity
in a gas. The electron number density is selected as a parameter to characterize this
enhancement as mainly electron impact processes lead to the creation of a pool of rad-
icals, ions and excited species. Of these, radicals are believed to be, in the literature,
the main enhancement mechanism to the ignition problem. Nevertheless, the energy
expended in electron-impact processes has been here estimated as a fraction of the
total energy deposited in the plasma and this is corroborated by experimental data
of [38] and [39] that measured an important temperature increase in the F-regime.
The modeling approach presented in the literature has been reviewed and simple
tools have been coded using the freeware BOLSIG+. In particular, the enhancement
to the ignition of an equimolarH2/O2 mixture has been evaluated for the experimental
conditions that can be achieved in our facility (see Chapter 4). This enhancement
was estimated considering only a radical injection as proposed by many authors (the
fraction of energy going to inelastic processes was overestimated in our calculations
as it was taken as the total).
The main limitations of the approaches cited above and used, almost unanimously
in the literature, can be summarized as:
• A filamentary discharge, and transient by nature, is studied with a zero dimen-
sional approach.
• The electron energy distribution function is only solved during the electric pulse
application and not in the period between pulses. [3] solves the electron energy
conservation equation during the afterglow (to follow the evolution of Te).
• In general, only ionization, excitation and elastic processes are included in the
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Boltzmann solver. Processes dominant during the afterglow, such as electron
ion recombination, are not included in the electron energy distribution equation.
A possible explanation for this assumption is that the recombination processes
are only important during the period between pulses and that the changes in
the electron energy population are greater during the pulse application.
• The temperature of the gas is assumed constant. This makes the evaluation
of the energy transferred to heat and creation of excited species and ions im-
possible. Both effects will eventually be important for the combustion phase
and therefore should be quantified accordingly: temperature increase increases
chemical rates, species excitation and radical production enhances chemical re-
actions.
• In many cases, complex chemical kinetic mechanisms are used in the combustion
phase (as provided by codes like CHEMKIN and CANTERA) but very simple
mechanisms are used in the plasma production phase. Then the only interface
between both is the injection of those radicals produced by the discharge into
the combustion code. Many cases found in the literature model the discharge
through the electron impact dissociation reactions exclusively: e.g [23] N, O, H
and CH3.
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Chapter 3
Hydrodynamic Considerations
3.1 Introduction
This Chapter presents a simple evaluation on the presence of pressure waves or shocks
triggered by the rapid energy deposition. It does not aim at being an exhaustive
evaluation, just a justification of the hydrodynamic scenario to be expected in order
to complete the whole picture of the RPND in the F-regime (Chapter 2 focused on
the chemical activity).
Sections 3.2 and 3.3 present the model used to evaluate the hydrodynamic phe-
nomena that might be taking place in the discharge gap and evaluates the impact of
the simplifications made. Finally, Section 3.4 evaluates the amount of energy dedi-
cated to pressure wave generation for a RPND in the F-regime.
3.2 Pressure Wave Generation
It is well known that a finite amount of energy suddenly released in an infinitely con-
centrated form produces a shock wave [46]: ignoring change of composition reactions
(as discussed in Chapter 2), the energy deposited in the gas goes both to heating and
expanding the gas against the external unperturbed flow.
Taylor [46] estimated the evolution of this blast wave (assuming a strong shock
limit) when the energy source considered was punctual. [26] extended this analysis
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Table 3.1: Strong shock limit: spherical and cylindrical cases. E0 is the energy
deposited and t is the time from instantaneous energy deposition.
Spherical Cylindrical
Shock position R ∼ t2/5E1/50 R ∼ t1/2E1/40
Max. pressure P ∼ E0 ·R−3 ∼ t−6/5E2/50 P ∼ E0 ·R−2 ∼ t−1E1/20
to the cylindrical case (linear source).
The strong shock limit is summarized in Table 3.1. This analysis assumes the limit
of very strong shocks and ceases to be valid if the relation P2  P1 is not fulfilled.
This will pressumably happen if the energy deposited per unit volume (equation 3.1)
is comparable to the specific initial internal energy of the gas (equation 3.2).
e0 ∼ E0
Vdeposition
(3.1)
einternal ∼ ρ0Cv0T0 ∼ 1
γ0 − 1P0 (3.2)
Additionally, the fact that energy deposition is not instantaneous and that it
happens in a finite volume may change these results. To account for these three
effects: weak shocks and finite deposition time and volume, the full Navier-Stokes
equations would, in principle, need to be integrated.
To overcome this, a quick, order of magnitude, evaluation of the possible appear-
ance of shock waves in the period between pulses for the RPND F-regime will be
presented by use of the non-dimensional analysis of [25] for heat propagation from
concentrated external energy sources.
3.3 Model
As explained in Section 3.2, [46] and [26] solve the problem of pressure waves resulting
from an external energy source released in a gas for a strong shock scenario and
assuming an instantaneous and infinitely concentrated energy deposition.
[25] extends this work by considering a more general case of energy deposition on
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Table 3.2: Specific internal energy (einternal as defined in eq. 3.2) vs. deposited energy
per u. volume (e0 as defined in eq. 3.1).
Case P0 T0 einternal E0 Vdeposition e0
e0
einternal
[bar] [K] [ kJ
m3
] [ µJ ] [mm3] [ kJ
m3
]
RPND F-regime [38] 1 1000 300 100-1000 15 7-70 ∼ 0.0− 0.2
Experiments Chapter 5 0.17 300 45 100-1000 10 10-100 ∼ 0.2− 2
LAFPA [48] 1 300 250 500 0.6 830 ∼ 3
a plane, line or point but taking into account the finite energy deposition time and
making no assumption on the nature of the pressure waves.
Finally, the most general case would be to solve the Navier-Stokes equations.
The unsteady, 1D (cylindrical coordinates) Navier-Stokes compressible flow equations
are integrated, for example, in [48] for the Localized Arc Filament Plasma Actuator
(LAFPA) case. A square wave heat source is included in the energy equation to model
the electrical heating of the gas, e0. The test case is a typical LAFPA situation (as
described in Section 1.4.2) in which a ∼ µs voltage pulse is used to heat a localized
filament and generate gradually weakening radial compression waves. The parameters
of importance are summarized in Table 3.2 under the case name LAFPA. For future
reference, values for the specific internal energy and energy deposited per unit volume
for the F-regime as described by [38] and for the experiments presented in Chapter 5
are also included.
The model proposed by [25] will be assumed and, to evaluate if the hypothesis of
an infinitely concentrated source has an important effect on the estimates, this model
will be compared to the full Navier-Stokes integration for the LAFPA case published
in [48], which takes into account the finite volume.
3.3.1 Non-dimensional parameters as proposed by [25]
The characteristic properties used by [25] to make the problem (conservation equa-
tions) non-dimensional are (d refers to the discharge gap dimensions):
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Table 3.3: Characteristic parameters.
Case rh v ta tc td td/ta ta/tc
[mm] [m/s] [µs] [ms] [µs]
RPND F-regime [38] 0.13-0.4 535 0.2-0.8 0.1-1 0.02 0.025-0.1 0.002-0.0008
Experiments Chapter 5 0.3-1 295 1-3 0.7-8 0.02 0.007-0.02 0.001-0.0004
LAFPA [48] 0.4 295 1 7 5 5 0.0001
• Radius: size of hot channel affected by the deposited energy, E0, rh =
√
E0/d
piρ0CpT0
.
• Speed: acoustic
√
P0/ρ0.
• Time: acoustic ta = rh√
(P0/ρ0)
.
• Pressure and temperature: initial values P0, T0.
Additionally, the characteristic time for heat conduction across rh is given by tc =
r2h
k/(ρ0Cp)
and the time for energy deposition will be named td. The analysis assumes
that ta/tc  1, so that continuum flow applies, since heat diffusivity α ∼ kρ0Cp ∼ λc¯
(λ being the mean free path) so that ta
tc
∼ λ
rh
.
In this work, three scenarios are evaluated, depending on the ratio td/ta:
• Instantaneous heat deposition td/ta  1.
• Heat deposition of the order of the acoustic time td/ta ∼ 1.
• td/ta  1.
These parameters, for the cases summarized in Table 3.2, are shown in Table 3.3.
It can be seen, that in all three cases, the relation ta/tc  1 is fulfilled, for the
LAFPA case, td/ta ∼ 1 and for the RPND F-regime cases, td/ta < 1 or td/ta  1.
3.3.2 td/ta ∼ 1 case
[25] propose a two-region flow structure with an inner hot core of uniform pressure
and an outer compressible zone.
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Figure 3-1: Evolution of shock wave for td ∼ ta and t ≤ td (Kurdyumov 2003 refers
to [25] and Utkin 2007 to [48]). The points define the radial position of the peak of
pressure at the indicated times; the continuous lines are a snapshot of the shock wave
at t′ = 3 .
The evolution of the peak pressure in the pressure wave generated during the
energy deposition time (constant rate), in non-dimensional variables, is given in Figure
10 of [25]. In Figure 3-1, the radial position of the peak of pressure at different times
is reproduced as well as a snapshot of the shock wave at t′ = 3. The definition of the
non-dimensional parameters shown are:
• Non-dimensional time: t′ = t
t0
, with t0 =
E0/d/td
piCpT0P0
(time associated with constant
heating rate).
• Non-dimensional distance: r
r0
, with r0 = t0
√
P0/ρ0.
• Non-dimensional Pressure: P/P0.
In the same plot (Figure 3-1), the non-dimensional version of the results by [48]
using numerical integration of the Navier-Stokes equations for a particular LAFPA
case (summarized in Table 3.2) is given.
Several comments apply:
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• The non-dimensional analysis of [25] for infinitely concentrated energy sources
gives a good estimate for the shock evolution for t ≤ td, as compared to the full
integration of the conservation equations given by [48].
• The shock waves generated by a typical LAFPA actuator generator (over-
pressures of ∼ 30%), if triggered at the adequate repetition frequencies, match-
ing flow instabilities, are sufficient to interact with a jet in supersonic conditions
(M = 1.3) and provide considerable mixing enhancement, as shown in [48].
• To evaluate the strength of the pressure waves generated by a typical RPND
F-regime case, the dependence on the heat deposition time has to be determined
(for comparable e0
einternal
).
3.4 The Filamentary Regime
After the energy source is switched off, for t > td, and for times tctta, the solution
reaches an asymptotic state with two clearly differentiable regions. An inner region
which was heated by conduction from the source, and an outer region, in which the
temperature increase is a result of the shock wave propagation.
Thus, the energy deposited in the gas is shared between heating the inner core
and displacing the outer flow. The division of this energy between inner temperature
increase and outer mechanical displacement can be evaluated, as proposed in [25],
through the fraction of energy stored up to a given radial position, r, once the constant
distribution is reached:
h =
∫ r
0 2piρCp(T − T0)rdr
E0/d
(3.3)
h(r) is evaluated in Figure 14 of [25] and is shown in Figure 3-2 for a linear source
with constant heating rate. The circles separate the inner hot core from the outer flow
indicating the sharing of the input energy. Different curves correspond to indicated
values of td/ta. The LAFPA case is highlighted in blue and the estimated range for
the RPND technique in the F-regime is indicated in green.
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td = 0
0 0.5 1.0 1.5
2
4
6
8
10
0.01
0.02
0.1
0 0.5 1.0 1.5 2.0
1
2
3
4
5
6
td = 0
0.01
0.1
0.2
0.5
0 0.5 1.0 1.5 0.5 1.0 1.5 2.0
0.5
1.0
r                                                                          r
0.01
0.1
1
td = 2
td = 5
21
0.5
0.1
0.01
Ta
h
0.05
0
0.5
1.0
Figure 14. The profiles of Ta and h corresponding to a line source with a linearly increasing
heating rate (left-hand plots) and with a constant heating rate (right-hand plots). The dashed
line h = r2 corresponds to the fraction of energy stored in the hot core, which is bounded by
r = ra(td ), defined by the circles in the figure.
towards the cold outer gas and inwards convection, necessary to replenish the low-
density hot pocket. Starting from the continuity and energy conservation equations,
and following the development leading to (3.4), produces in this case the heat problem
1
T 2
∂T
∂  
−
1
rj
∂
∂r
(
rjT  −1
∂T
∂r
)
= 0;
 = 0 : T = Ta(r),
 > 0 :
{
r = 0 : ∂T/∂r = 0,
r  ∞ : T = 1,
 (7.2)
where use is made of the non-dimensional time of order unity  = t  /t  c =  t . Since the
energy released during the deposition period remains in the flow field as an excess
enthalpy, the solution for the temperature profile must satisfy the integral constraint
(j + 1)
∫ ∞
0 (1 − 1/T )r
j dr = 1, as obtained from a first quadrature of (7.2).
The heating rate applied during the deposition period enters this final conductive
period through the initial temperature profile Ta , which is constructed by combining
the asymptotic solution (7.1), evaluated at  t  1, with the outer profile shown in
figure 14. For instantaneous heat deposition (td  1) the hot kernel is negligibly
small and the initial temperature distribution is that given in figure 3. The problem
was addressed by Meerson (1989), who studied the initial near-source evolution for
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Figure 3-2: Fraction of stored energy as a function of radi l position for different td/ta
ratios, for t > td and tctta (constant distribution reached). Taken from [25].
Thus, as heat deposition time is decreased, more energy goes to displacing the
outer flow and less to increasing the temperature of the inner core: for td/ta = 5
only ∼ 2% of the energy goes to pressure wave generation, whereas, for td/ta = 0.1,
this fraction goes up to ∼ 50% and for td/ta = 0.01 to ∼ 75%. The limit td/ta →
0 corresponds to the blast wave solution of [26] in which the strong shock wave
propagation is the main heating mechanism in the gas.
It is then to be expect d that, the F-regime will, not only create significant gas
excitation in the mixture, but also trigger radial pressure waves of considerable am-
plitude.
To finalize this discussion, a note on the amount of energy that is left (after inelas-
tic processes) is required. From the ne estimations, the fraction of energy available
for ga heating and external flow displacement is of order 1 (see Section 2.4). So
basically, the 100 − 1000µJ deposited in the gas are heating it up and generating
pressure waves. To validate this hypothesis, the results provided by [38] and [39] are
here recalled.
[38] estimated a temperature increase of the order of ∼ 2000 − 4000K for typ-
ical F-regime cases as summarized in Table 3.2. This temperature increase indeed
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corresponds to a “full-use” of the deposited energy ∼ 1000µJ :
Eheat = pir
2
hdρCv∆T (3.4)
Using the parameters of Tables 3.2 and 3.3, Eheat ∼ 2.5∗10−9(101325∗1000287∗2000 )∗3000 ∼
1300µJ . [39] also estimated a temperature increase of ∼ 3000K when using the
RPND in the F-regime.
3.5 Conclusions
All in all, for the same amount of energy deposited in the gas, it appears that stronger
pressure waves are obtained for faster energy deposition.
Additionally, the filamentary regime of the RPND technique is not only a source
of “active species” for chemical enhancement but might be promising as a means of
generating pressure waves for mixing enhancement if triggered at frequencies matching
natural flow instabilities. This point needs to be further studied and, if possible,
experimental measurement of the pressure waves should be performed to validate the
hypothesis.
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Chapter 4
Experimental Set-Up
4.1 Introduction
The aim of this Chapter is to describe the design and building of an experimental
facility that will enable us to test the concepts learned so far and also check the
capability we have to study the RPND technique in the SPL. The experimental set-
up resembles that proposed by [39].
Section 4.2 starts by defining the experiment’s requirements. Following, an overview
of the different subsystems of the experimental set-up is performed outlining both the
design and apparatus used. The study of the RPND technique will be performed over
a range of different pressures and temperatures adjusting the different electrical pa-
rameters at play. Electrical measurements will be performed (both current and volt-
age) as well as emission intensities for different excited species using optical emission
spectroscopy techniques.
Section 4.3 explains the design of the Flow System, Section 4.4 of the Electrical
System and Section 4.5 of the Optical emission spectroscopy set-up. Measurement
challenges found are summarized in Section 4.6.
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Figure 4-1: Experimental set-up diagram.
4.2 Experiment Requirements
The experimental facility must enable a systematic study of the RPND technique in
air at different conditions as well as be easily extended to an ignition experiment.
The RPND will be triggered in a controlled environment and both electrical and
optical emission measurements will be performed. A diagram of the complete set-up
is presented in Figure 4-1.
4.2.1 Flow requirements
The environmental conditions aim to extend the experiments presented by [38] which
studies the RPND technique in atmospheric pressure air at temperatures between 300
and 1000K. We would like to extend these experiments to the lower pressure range
(Table 4.1).
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Table 4.1: Target conditions.
Pressure 0.1-1atm
Temperature 300-1000K
Going to lower pressures has several advantages:
• According to the well known discharge scaling parameters (see Section 1.3.4),
for two similar discharges at different pressures, the discharge at lower pressure
will present longer characteristic times and lengths. Thus, the diagnostics are
facilitated.
• Additionally, the requirements on the electrical equipment are reduced: lower
frequencies and lower voltages will suffice.
• Scaling experiments are of interest and are enabled if we allow the pressure to
vary. Note however that they will be hampered by the fixed pulse width of the
available pulse generator.
• For future ignition experiments, if we start from low pressure (above the min-
imum for which there will be ignition for the rest of parameters set [39]), the
pressure increment to be expected will be lower. Hence, the experiments will
be “safer”.
• To ensure the possibility of extending the experiments to study the ignition of a
fuel-oxidizer mixture, it will be interesting to have pressure-temperature condi-
tions close enough to the autoignition thresholds. For example, for a Hydrogen-
Oxygen mixture in stoichiometric conditions, for a pressure of ∼0.1atm, the
temperature will need to be over 800K (Figure 4-2); when using hydrocarbons,
the longer the chain, the lower the autoignition temperature and the easier to
ignite the mixture (Figure 4-3).
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Figure 4-2: Autoignition thresholds for stoichiometric O2/H2, taken from [28].
Figure 4-3: Autoignition thresholds at atmospheric pressure for different hydrocar-
bons, taken from [50].
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Table 4.2: Electrical parameters.
V ∼ 10kV
∆t ∼ 10ns
f ∼ 10-100kHz
trise ∼ 2ns
4.2.2 Measuring probes
The RPND, as explained in Section 1.5, requires the use of high voltage pulses able
to produce the breakdown of the air at the right reduced electric field to trigger the
species of interest, short enough to avoid transition into a spark and at the right
repetition frequency in order to obtain a sustained pool of species. A summary of the
required parameters is given in Table 4.2.
The use of these short pulses with rise times of the order of ns imposes important
restrictions on the measuring probes, that need to be fast enough to capture these
events. High speed time-domain measurements require wide bandwidths and short
rise times as well as the use of low capacitance probes (to avoid signal distorsion) [4].
The bandwidth (BW) is usually given as the range of frequencies for which the
signal’s amplitude is reproduced to a certain degree of fidelity. For example, the
bandwidth at -3dB corresponds to the range of frequencies for which the amplitude
of the signal displayed has at most been attenuated 29.2%. If only a value of frequency
is given for the BW, it is to be understood as the upper frequency, the lower being
DC.
As for the rise time, it is related to the bandwidth specifications through equation
4.1, noting that the rise time is defined as the time for which the signal increases from
10% to 90% of its final value. Equation 4.1 comes from applying these definitions to
a RC low-pass circuit.
BW =
0.35
trise
(4.1)
The time characteristics of the signals we want to measure are closely related
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Table 4.3: Measuring devices’ requisites.
Signal trise ∼ 2ns
Probe trise < 2ns
BW at −3dB 175MHz
BW <3% amplitue error 583MHz
Figure 4-4: Set-up of flow system.
to the voltage pulse we apply and are given in Table 4.2. The bandwidth required
for the probes, as well as the oscilloscope, are then limited by the most demanding
specification (pulse width, pulse rise time, repetition frequency) which in this case
is the pulse rise time. Table 4.3 sumarizes the minimum requisites on the probes.
Additionally, low capacitance is needed.
4.3 Flow System
Discharge experiments will be performed in an enclosed chamber in which pressure
and temperature can be separately controlled. Figure 4-4 shows the flow system
set-up.
The chamber is made out of a quartz tube (to provide optical transparency down
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to wavelengths below 200nm) enclosed at both ends by metallic caps. The dimensions
of the chamber are inner diameter 9.7cm, length 10cm (V = 0.74l) and 4mm wall
thickness.
The end cap through which the grounded electrode is inserted is made of aluminum
and is water cooled to allow the use of ordinary feedthroughs that will not withstand
high temperatures. The other end cap is made of stainless steel. The diagrams of
these machined parts are provided in Appendix A.
The chamber is held together using metal rods, springs and wing-nuts. The
pressure difference between the interior and exterior of the caps and grafite gaskets
(grafoil R©) provide the sealing of the chamber.
Mass flow rate is set by a choked orifice (1mm diameter) and controlled by the
upstream pressure of the orifice through the compressed cylinder release pressure.
Residence time in the discharge gap has to be sufficient to ensure stationary flow
conditions for a train of discharges (same gas “sees” the train of pulses) and, for
the combustion experiments, has to be renewed at a sufficient rate to eliminate the
products of combustion. For a pulse repetition frequency of 30kHz, the minimum
residence time for the gas to capture a train of 5 discharges is around 170µs. Mass
flow rate is measured with a simple rotameter (3-30SCFH).
Heating of the gas is performed after the choked orifice using a heater (HT030
Tutco Heating Solutions) and the temperature can be varied through the power ap-
plied to that heater. The specifications for the heater are maximum power 300W,
maximum temperature 980K and flow rates 0.3-1 SCFM. Power is varied by the use
of a variable autotransformer (Variac). A thermocouple is fed through into the cham-
ber and can be placed in the discharge gap to measure the temperature and easily
removed without opening the chamber at the time of the experiments.
To obtain the desired pressure range in the chamber, a Venturi vacuum pump is
used (JS200 Vaccon Vacuum Products). Pressures down to 0.15bar can be obtained
at the desired flow rates (19SCFH) and it has the advantage that it does not require
cooling down the fluid (that has been heated up to 1000K) before entering the pump.
A needle valve allows the control of this pressure which is measured through a pressure
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Figure 4-5: Temperature reached with air at 0.15bar and 19SCFH. Continuous line
refers to temperature measured at cathode and dashed line, temperature measured
1cm from cathode at discharge center.
gauge.
Details of the design are provided in Appendix A. Figure 4-5 shows the capabilities
of the flow system.
4.4 Electrical System
4.4.1 High voltage pulse generator
The high voltage pulse generator used (FID Technologies FPG 10-30NKS10) is able
to produce pulses with a maximum amplitude ranging from 2 to 10 kV into a 100-
500Ω load, rise time of 2ns and duration of around 10 ns at 90% of maximum voltage.
Pulses can be generated in a continuous mode with repetition frequencies from 2-30
kHz or in bursts of pulses.
The pulses are applied in a point to mesh electrode system with variable gap width
from 1mm to 2cm. The high voltage electrode is a modified non-resistive spark-plug
(NGK R5724-10) and the grounded electrode is a copper mesh (0.011” wire diameter,
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Figure 4-6: Point to mesh electrode system.
0.052” side of openings and 67.9% of open area); the structural body of the electrode
is the heater (and gas inlet into chamber) to ensure directionality and flow conditions.
Figure 4-6 shows a close-up photograph of the electrode system.
The pulse generator is connected to the electrode system through a 15 m coaxial
cable (RG 302/U) with an impedance of 75 Ω. The length of the coaxial cable was
selected in order to separate the applied pulses from possible reflected pulses (see
Section 4.6.1). As the velocity of the signal through the coaxial cable is 70% of the
speed of light, the first reflected pulse will be seen around 145ns after launching the
incident pulse and so will be clearly differentiable.
The high voltage pulse generator was tested using two non-inductive metal film
resistors (Kanthal 102AS024) of added resistance 164.4Ω. Two different coaxial cables
of lengths 4m and 15m were used to connect the load to the power supply. Figure
4-7 shows the voltage and current measured at the load when applying high voltage
pulses at the power supply’s lowest amplitude and frequency. The plot shows the
average over 1024 samples but it is the same for one sample (very stable signal). In
this case the 4m cable was used to illustrate the presence of the reflected pulses which
in the case of the 15m cable were attenuated and did not show up.
The red line for the current is the measured signal and the blue is the calculated
value using the voltage (measured by the high voltage probe) at the load and the
known value of the resistors. It can be seen that the load is indeed mainly resistive.
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Figure 4-7: Current measured for resistive load and measured voltage divided by
resistor value (calculated current). 4m coaxial cable connects power supply to load.
The delay seen between the two signals (∼ 4.9ns) is due to the different lengths of
the cables connecting the voltage (3m) and current (2.1m) probes to the oscilloscope
(current signal is displayed 4.5ns before voltage signal).
The first reflection of the voltage pulse is due to the 4m transmission line con-
necting the load to the power supply. It can be appreciated that, indeed, it is seen
at a time ∼ 35− 40ns after the incident pulse and the second reflection at a similar
time after.
The pulse seen at around 600ns is not a reflected pulse but a secondary pulse the
pulse generator triggers due to its internal functioning. This secondary pulse was
seen for different loads and different length cables and always appeared with a similar
delay with respect to the main pulse (∼ 575− 635ns). Its amplitude varied from case
to case. It will have to be taken into account when performing experiments as its
amplitude is not negligible.
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4.4.2 Trigger generator
The high voltage pulse generator can either function with an internal trigger or using
an external trigger. Using an external trigger allows having a time reference common
to all signals under study. To this end, we use a function generator (Agilent 33220A)
with a pulse signal at the repetition frequency we desire for the RPND, an amplitude
of 5V, a pulse width of 200ns and a rise time of 5ns. Additionally, a burst of pulses
can be selected (e.g train of 10 pulses triggered every second).
4.4.3 Measuring probes
Voltage and current measurements have been performed in order to estimate the total
energy deposition on the plasma.
The voltage waveform has been measured with a high voltage probe (LeCroy
PPE 20kV) with a very small capacitance <3pF and a system bandwidth at -3dB of
100MHz. Voltages up to 20 kV can be measured with this probe. In all measurements,
the probe was placed at the high voltage electrode and the ground clip was placed
at the grounded electrode. Although the bandwidth of this probe is a bit below that
required by the signal to be measured, the time response of the probe was checked
with low voltage signals and proved to be fast enough for our purposes (see Figure
4-7 which compares the response of the current and voltage probes used). A more
rigorous evaluation of the applicability of this particular probe to the problem at hand
can be found in [38].
The current waveform was measured using a current-monitor transformer (Pearson
2877) with a usable rise time of 2 ns and a bandwidth of 200 MHz. The probe is
placed at the high voltage electrode. As the output signal for a typical case is too
large to be displayed on the oscilloscope, a large bandwidth, DC to 12.4GHz, 20dB
attenuator (Agilent 8493A-20) was used between the current-monitor ring and the
oscilloscope.
Both voltage and current are displayed in an oscilloscope (Infiniium 54835A) with
a bandwidth of 1GHz and 4 channels. For the voltage measurements the oscilloscope
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impedance used was 1MΩ (it prevents the scope from affecting the signal that is
being tested) and for the current measurement the oscilloscope impedance was set to
50 Ω (in order to match the output impedance of the current monitor and attenua-
tor). So the high impedance selection of the oscilloscope preserves better the signal
shape but the matched selection gives more accurate amplitude values as well as elim-
inates overshoots or undershoots after a falling or rising edge. These overvoltages or
undervoltages are due to wrong impedance matching that creates reflections on the
propagation lines.
To illustrate the importance of these effects, considering the rise times we will find
in our experiment, a simple test was performed. Using the function generator (Agilent
33220A) a set of pulses of rise time 5ns, 500mV amplitude, pulse repetition frequency
1kHz and variable pulse width (20ns to 1µs) was displayed on the oscilloscope. The
function generator was directly connected to the scope using a coaxial cable of 50Ω
(no probe). The scope’s impedances of 50Ω and 1MΩ were tested. Figure 4-8 applies.
The black dashed lines correspond to the ideal trapezoidal shape of the pulse
with 5ns rise time. For the 50Ω impedance, it can be seen that the final amplitude
of the pulse is reproduced to a high degree of accuracy but the initial slope is not
as compared to the black dashed line that gives the ideal response. Also, ringing is
avoided. On the other hand, for the case of 1MΩ, the initial slope is very well matched
but there is ringing due to mismatch in the coaxial cable (transmission line) and the
final amplitude is not so well reproduced (note that using transmission line theory, in
this case the amplitude seen is twice the real amplitude but there is a deviation from
the black dashed line). It is interesting to note that the overshoot of voltage has a
peak-to-peak separation of around 15ns and as the pulses are traveling through the
coaxial cable at around 70% the speed of light that gives a traveling length of ∼ 3m
and the coaxial cable connecting the wave form generator to the oscilloscope is 1.5m;
so indeed this ringing corresponds to mismatch of the line.
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50Ω.
4.5 Optical System
Optical emission spectroscopy is a non-intrusive technique from which information
about gas composition, number densities, temperatures, etc. can, in theory, be esti-
mated by measuring the spontaneous emission between two different energy levels of
a molecule or atom (Figure 4-9).
The frequency (or wavelength) of the emission is related to the energy difference
between the two energy levels, m and n, through equation 4.2.
ν =
∆E
h
=
Em − En
h
(4.2)
The intensity evolution in time measured at a particular frequency (wavelength),
using a monochromator, can then be used to track the number density of the molecule
in level m under study. Another possibility is to “capture” the whole spectrum
(intensity at each wavelength) at a given time, using a spectrometer, and from it infer
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Figure 4-9: Radiative transitions.
the species present in the gas or calculate the temperature in the gas by comparison
to modeled spectra.
In the preliminary results presented in this thesis, the emission recorded will be
used to track the ionization wave that constitutes the transient discharge. Thus, no
calibration in absolute or relative intensity has been performed.
4.5.1 Set-up
The range of emissions of interest is between ∼ 236nm (transition NO − γ(0, 1)) to
∼ 777nm (O transition 3p5P − 3s5S), as measured by [38]. The set-up is sketched in
Figure 4-10.
4.5.2 Light collection system
Light from the discharge is focused on an optical fiber using a pair of 90◦ off-axis
parabolic mirrors (Janos Technologies) which allow the focusing of a wide range
of wavelengths without suffering from chromatic aberration [27]. The mirrors are
50.8mm in diameter and have 190.5mm effective focal length. They are made from
protected aluminum (reflection coefficient of 90% at 200nm, 92% at 400nm and 86%
at 800nm).
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Figure 4-11: Translation stages.
The optical table is mounted on a X-Z translation stage (from Velmex) that al-
lows probing the discharge along the main electric field direction and vertically (radial
direction assuming axi-symmetry), Figure 4-11. Additionally, a full structure was con-
structed that holds the optical baseplate and the discharge chamber at fixed relative
position (80/20 Inc.).
The optical fiber used is 3m long and consists of a bundle of 19 fibers each 200µm
diameter (LG455-020-3) in order to match the spectrometer entrance slit. It is suitable
for wavelengths between 190-1100nm. Figure 4-12 shows the path of light through
the light collection system.
4.5.3 Monochromator
The different emissions of interest are tracked by selecting the wavelength of the
transition with a monochromator (Acton Research Spectra Pro 2750 Spectrograph).
The grating used is 1800 grooves/mm (blazed at 500nm for dispersion of 0.62nm/mm).
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Figure 4-12: Light path.
4.5.4 PMT and amplifier
The signal is amplified using a photomultiplier tube (Newport 77346), PMT. The
cathode sensitivity is 64mA/W and has a rise time of 15ns and an electron transit
time of 60ns. The time response of this PMT is a bit slow for the signals we want
to measure, a faster PMT will have to be considered for future experiments. This
can be seen in Figure 4-13 in which the rise time of the PMT (time it takes for the
signal to go from 10% to 90% of its value, for this PMT 15ns) matches the slope of
the measured signal. This indicates that the signal to be measured is faster than the
rise time of the PMT and so it is under-resolved.
The PMT is biased with a DC power supply (up to 1kV negative). The bias
level was adjusted to avoid saturation while maximizing the amplitude of the signal
(smaller effect of the noise). Both saturation and noise broaden the signal (can be
seen through the full-width at half maximum, FWHM).
The PMT output current was amplified using a high speed amplifier (Hamamatsu
C5594-44) with amplification 36dB and a bandwidth of 50kHz-1.5GHz (range of fre-
quencies in which the amplification applies, this amplifier does not act on DC signals).
The amplifier is powered by a 15V power supply and an EMI suppression filter (Mu-
rata BNX005) is inserted between them.
Finally, the output of the amplifier is displayed on an oscilloscope (Infiniium
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Figure 4-13: PMT rise time and emission measured.
54835A) which has to be set to an input impedance of 50Ω to match the amplifier
impedance.
4.6 Measurement Challenges
4.6.1 Pulse reflections
Coaxial cables are transmission lines when high frequency signals travel through them.
The fast rise times of the signals we are measuring make them propagate as electro-
magnetic waves or wave packages.
Transmission line theory explains why a transmission line matched at both ends
only introduces a signal delay, if there is only mismatch at one end there is at most
one reflection and multiple reflections only appear for mismatch at both ends.
In our problem, for example, the coaxial cable connecting the high voltage pulse
generator to the load (plasma discharge) is mismatched at both ends: the power sup-
ply has a time-varying impedance and the plasma behaves as a time-varying resistive
load (will be justified in Chapter 5). Thus, a train of pulses with gradually decreasing
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amplitude will appear for every pulse applied.
When analyzing a transmission line, boundary conditions have to be imposed
at both ends. For a coaxial cable connecting a power supply and load, both the
impedance of the power supply at one end, Zgen, and the load impedance at the other,
Zload have to be considered, along with the cable impedance, Zcable. These boundary
conditions are introduced through the well known voltage reflection coefficient.
Γ =
Zend − Zcable
Zend + Zcable
(4.3)
where Zend refers to the connected load at either end (power supply or load).
Three limiting situations for the reflection coefficient are:
• Γ = −1, when Zend=0. This corresponds to a short circuit situation and gives
maximum negative reflection (see Figure 4-16).
• Γ = 0, when Zend=Zcable. This corresponds to a matched transmission line and
gives null reflection (see Figure 4-17).
• Γ = +1, when Zend  Zcable. This corresponds to an open circuit situation and
gives maximum positive reflection (see Figure 4-18).
With this in mind, for an ideal power supply (Zgen = 0), the reflection coefficient
would be -1 and hence the signal is reflected (with inverted amplitude). On the other
hand, if R(t) is much larger than the coaxial cable impedance (typically either 50 or
75 Ω), then the reflection coefficient will be 1 and the amplitude of the signal will be
doubled. This is very interesting for our application: initially, the gas is not ionized
so its resistance is very high, thus, the discharge gap will see a voltage pulse with
double amplitude than the one applied. As the gas is ionized, its resistance decreases
but the current pulse has already travelled through the gap.
An analytical solution for a step-voltage propagation along a lossless transmission
line with an ideal power supply at one end (Zgen = 0) and a purely resistive time-
varying termination, R(t), at the other is given in [31]. In our case, we are not dealing
with step functions but with pulses. As the problem is linear, the solution for a pulse
101
 


 	



Figure 4-14: Ideal power supply connected to time varying resistive load by a coaxial
cable.
signal has been obtained by superposition of two step functions with a phase delay of
magnitude the pulse width and inverse polarity. Figure 4-14 illustrates this situation.
Figure 4-15 shows the voltage seen by the ideal generator and a 168Ω load con-
sidering a coaxial cable of 1.5m length, 50Ω and a velocity of signal propagation of
2
3
c0. Both signals have an amplitude of 1V and the pulse has a width of 10ns.
It is interesting to note the following:
• Signal reflections are displayed as ringing for the case of a step function and as
reflected pulses for the pulsed case.
• The signal delay between the power supply and the load is given by ∆tdelay =
L
2/3c0
(7.5ns in the example).
• The maximum amplitude at the load is given by Vmax = (1 + Γ)V0 (1.54V in
the example).
• The period of the oscillation is Toscillation = 4∆tdelay.
• To be able to interpret the signals, Toscillation  ∆Tpulse. This translates into
long cables, with minimum lengths such as to be able to resolve the shape
of the signal (separate incident from reflected signals). So for the coaxial cable
connecting the high voltage power supply to the load the length must be greater
than 8.4m (we will use a 15m cable).
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Figure 4-15: Reflected pulses and ringing. Zgen = 0, Γload = 0.54.
Figures 4-16, 4-17 and 4-18, show the voltage seen by the generator and load
when changing the load to 0Ω (maximum negative reflection), 50Ω (matched case)
and 1MΩ (maximum positive reflection).
4.6.2 Propagation delays in electrical system
Propagation delays in the coaxial cables connecting the electrical equipment must be
taken into account. Signals propagating in the cables (transmission lines) typically
travel at some fraction of the speed of light, c0. For the typical lengths of the cables
used, this translates to propagation delays of the order of 10-100ns which need to be
considered for the type of signals used. Figure 4-19 illustrates this effect.
• At some time T0 the trigger signal (TS) is fired from the trigger generator.
• The TS is displayed on the oscilloscope at a time T0 + l12/3c0 , where l1 is the
length of the coaxial cable connecting the trigger generator to the oscilloscope
and 2/3c0 is the speed of the signal in that cable. So for a cable of 2m length
the delay will be 10ns.
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Figure 4-16: Reflected pulses and ringing. Zgen = 0, Γload = −1 (maximum negative
reflection).
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Figure 4-17: Reflected pulses and ringing. Zgen = 0, Γload = 0 (matched).
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Figure 4-18: Reflected pulses and ringing. Zgen = 0, Γload = 1 (maximum positive
reflection).
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• The TS reaches the high voltage (HV) pulse generator at a time T0 + l22/3c0 ,
where l2 is the length of the coaxial cable connecting the trigger generator to
the high voltage pulse generator and 2/3c0 is the speed of the signal in that
cable.
• The internal functioning of the high voltage pulse generator introduces a delay
from the moment that the trigger reaches the pulse generator to the moment
when the high voltage pulse (HVS) is fired. This time is referred to in the
diagram as Tfunction and needs to be measured experimentally.
• The high voltage pulse generator is connected to the load (plasma discharge or
resistor in preliminary testing) through a L=15m long coaxial cable, the speed
of the signal in this cable is 70%c0. The high voltage pulse reaches the load
L
0.7c0
s after the high voltage pulse is fired.
• Finally, the voltage seen by the load is displayed on the oscilloscope with a
l3
2/3c0
s delay.
During the experiments, the reference time will be taken as the moment when the
HVS reaches the load (red arrow in Figure 4-19).
4.6.3 Propagation delays in optical system
Referring to Figure 4-10, the traveling of light from the discharge to its display on
the oscilloscope introduces a delay which is broken down in Table 4.4. Using these
estimates and Figures 4-19 and 4-10, the plasma emission delay, between the high
voltage pulse reaching the load and the plasma being created, can be calculated.
4.6.4 Triggering
Figure 4-20 shows the trigger and high voltage pulses. As l1 = l2 (Figure 4-19), the
difference in time between the trigger pulse and the HV pulse waveforms, displayed on
the oscilloscope, is Tfunction +
L
0.7c0
+ l3
2/3c0
= 426ns and Tfunction ≈ 340ns. This result
was verified by using two different coaxial cables of lengths L = 15m and L = 4m.
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Table 4.4: Estimated delays for emission signal.
Segment Distance [m] Speed [m/s] Time [ns]
Optical 0.56 c0 2
Fiber 3 2
3
c0 15
Monochromator 2.76 c0 9
PMT 60
Amplifier 1 [38]
Coaxial cable 1 2
3
c0 5
Total 92
Figure 4-20: Triggering delay.
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Figure 4-21: Common mode noise cartoon: to the left, power supply and load; to the
right, ideal and real coaxial cable.
4.6.5 Grounding and common mode noise
Grounding of the different components proved to be a difficult task due to the fast
signals propagating that impede the possibility of using ideal lossless assumptions.
In particular, common mode interference was thought to be a main source of noise.
Figure 4-21 illustrates this effect.
To the left, a power supply and load are shown, in the ideal case, the parasitic
capacitances Cp can be neglected, Ip is zero and all the current flows through the load
(∆V = V2 − V1). When high frequency signals are considered, Cp can no longer be
neglected and there is a parasitic current flowing to “ground” so that the potential of
the cable pair varies with respect to “ground”, this leads to electromagnetic radiation
from the cables, and so on.
To the right, an ideal and real coaxial cable situation are shown. In the top figure
(ideal case), the equal current flowing in opposite directions through the cable pair
of the coaxial configuration cancels the magnetic field induced. On the other hand,
in the real case, there is a common-mode current flowing in the same direction (small
asymmetries...) that produces a magnetic field, the cable behaves like an antenna
that may interact with other equipment coupling the whole problem. This noise was
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Figure 4-22: Noise in open oscilloscope channel compared to purely capacitive current
shape.
present in all cables in the experimental set-up, a small magnetic field probe was
built (following [43]) and it was seen that, indeed, magnetic fields were created by
the coaxial cables showing that there was a common mode current flowing through
them. Figure 4-22 shows the noise recorded in an open channel of the oscilloscope
compared to the time derivative of the voltage (proportional to a purely capacitive
current) at the load, showing that indeed the noise is closely correlated to the voltage
pulse applied through capacitive coupling. The period of this noise is around 20ns
(50MHz frequency); it is interesting to note that the noise recorded in the signals of
interest has frequencies of around 100, 150, 200, 300 MHz, etc (harmonics of 50MHz).
From these measurements, measures against this common mode noise were taken.
Ferrite cores [5] were placed at all d.c. connections and also at the ground cables
of the pulsed power supply etc, which act as filters for this common mode current
(common mode chokes).
On another matter, grounding was provided using an “equipotential” plane made
of copper mesh for the load and grounding copper braid (1 inch thick) for the high
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(a) Load (b) Power supply
Figure 4-23: Faraday cages.
voltage power supply and Faraday cages.
4.6.6 Electromagnetic interference
Other measuring challenges arose from electromagnetic interference (EMI) of the high
voltage pulsed power supply and load with the rest of equipment. To minimize the
EMI noise coming from the power supply and from the discharge itself, both were
enclosed in separate Faraday cages (Figure 4-23).
4.6.7 Unwanted discharges
Additionally, extra insulation was needed in the high voltage electrode end due to
unwanted corona discharges with the grounded part of the chamber. Ceramic paste
was used for this purpose.
4.6.8 Noise filtering in emission measurements
Even with the precautions taken, the noise level in the emission profiles made them
difficult to interpret. The technique proposed by [38] was used for noise filtering. For
each measurement taken, another one was taken in the same conditions but blocking
the light entering the optical fiber. This second measurement is then subtracted from
the signal of interest and the noise amplitude is significantly reduced. Figure 4-24 was
obtained for the emission of the N2(C −B)0− 0 transition (λ = 337nm) at ambient
temperature and reduced pressure 0.15bar with the pulse generator at around 2kV
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(Raw)
Figure 4-24: Noise filtering technique.
and repetition frequency 3kHz. The noise appreciated in the figure is around 10% of
the signal.
4.6.9 Current components
Even when there is no discharge, a displacement current is present (equation 4.4).
The current measured is composed of displacement (or purely capacitive), conductive
(or purely resistive) and parasitic (noise) components [38]. In order to get information
on the plasma evolution, the conduction part of the current has to be isolated, this
can be done if the capacitance of the system is known. This information can be
obtained through the current measurement in a case in which there is no discharge.
I = Idisp + Icond + Iparas (4.4)
Voltage and current measurements are presented in Figure 4-25 for a typical case
in which no discharge is present. The electrical parameters were f = 3kHz, Vapplied ≈
2kV , gap d = 1cm. Ambient air was used. It can be seen that the current measured
corresponds to a displacement current, proportional to dV
dt
(the calculated current is
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Figure 4-25: No discharge: ambient air, Vapplied ≈ 2kV . The delay between the two
signals is due to the different lengths of the cables connecting the voltage and current
probes to the oscilloscope.
calculated as the time derivative of the measured voltage). The parasitic current has
been neglected. The constant of proportionality is the capacitance of the electrode
and coaxial cable system: in this case, 25pF. This value will be assumed constant in
the experiments performed.
4.7 Conclusions
Completion of the experimental set-up has been achieved. Challenges arising from
the fast signals under consideration have been addressed and methods to enhance
the quality of the measurements have been proposed. Modifications on the current
set-up (e.g. faster PMT) are needed to get more accurate results but the concepts to
capture the RPND have been learnt.
As it is, information on the energy deposition on the plasma, conductive cur-
rent and plasma waves can be obtained and preliminary results will be presented in
Chapter 5.
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Chapter 5
Exploratory Experiments with
Pulsed Discharges
5.1 Introduction
Chapter 5 presents some preliminary results of Repetitive Pulsed Nanosecond Dis-
charge experiments at low pressure.
Section 5.2 starts by capturing the three different regimes that can be obtained
using the RPND technique by varying the chamber pressure at relatively low voltage,
∼ 3kV . Digital camera photographs for the different regimes are shown (Section
5.2.1) as well as typical voltage and current curves (Section 5.2.2) and estimates for
the energy deposition (Section 5.2.3), plasma resistance and electron number density
during pulse application (Section 5.2.4).
Special focus is given in Section 5.3 to the F-regime at p=0.15bar. The effect
of increasing applied voltage is overviewed, rest of parameters fixed. Section 5.3.1
evaluates the different components of the current, in Section 5.3.2, estimates of the
energy deposited by incident, reflected and spurious pulses are obtained and Section
5.3.3 gives an order of magnitude for plasma resistance and electron number density
during pulse application.
Section 5.4 presents very preliminary results of the discharge’s emission for differ-
ent locations in the plasma in the applied electric field direction and orthogonal to
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Table 5.1: Discharge regimes at variable pressure and ambient temperature: experi-
mental conditions.
p T V f d
[bar] [K] [kV ] [kHz] [mm]
0.15− 1 293 3 3 6
it.
Finally, the “sustaining” nature of the technique is evaluated in Section 5.5 as a
function of pulse repetition frequency. The interaction of consecutive pulses and the
cumulative effect of consecutive discharges is experimentally studied.
5.2 Discharge Regimes
This Section provides a qualitative picture of the three different regimes that can be
obtained using the Repetitive Pulsed Nanosecond Discharge strategy as first captured
by [38].
[38] captured these three regimes (see Section 1.5), by varying the applied voltage,
at atmospheric pressure and T = 1000K using a discharge gap of 4.5mm and a
repetition frequency of 10kHz. In these conditions, the transition voltages they report
are 6kV for C to D regime and 7kV for D to F regime.
In the experiments presented in this Section, the voltage has been set to a fixed
value (minimum of the power supply) and the different regimes have been obtained
by varying the chamber pressure. In this manner, the voltage was selected as the
minimum delivered by the power supply, ∼ 3kV (peak value at load, applied voltage
is less) and the repetition frequency was also set to a minimum ∼ 3kHz (we will
see in Section 5.5 that this situation corresponds to “independent” pulses). The
experimental conditions used are summarized in Table 5.1. As explained in Section
1.3.2, the lower the pressure (rest of parameters fixed), the easier it will be to break
the gas down: a decrease in the pressure is then expected to have the same effect as
increasing the voltage as compared to the experiments performed by [38].
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(a) p = 0.85bar, exposure time 1s (b) p = 0.5bar, exposure time 1/4s
Figure 5-1: Two examples of the C-regime as captured by digital camera at different
pressures using parameters of Table 5.1.
5.2.1 Visual appearance of the different regimes
At atmospheric pressure, using the parameters in Table 5.1, there is no discharge.
When the pressure is decreased to 0.85bar, a localized discharge can be appreciated
close to the anode. As the pressure is further decreased to 0.5bar, the extension of
the discharge increases until it almost bridges the gap, as can be seen in Figure 5-
1. These two cases correspond to the C-regime as captured by [38] at atmospheric
pressure and higher voltages.
A small decrease in the pressure is then sufficient to change the appearance of
the discharge and it then bridges the gap (Figure 5-2). This case corresponds to the
D-regime in [38].
At even lower pressures (example at 0.15bar), the regime obtained is much more
luminous (see Figure 5-3(b) which is taken with a camera exposure time much shorter
than Figures 5-1 and 5-2). This case corresponds to the F-regime in [38].
A very rough estimation of the D-F transition pressure can be given through V/d
n
∼
V T
pd
∼ 7·1000
4.5
∼ 1556kV Katm−1mm−1 (from [38] data), so pD−F ∼ 11556 3·3006 ∼ 0.1atm
(for our experimental conditions).
Further discussion of the appearance of these regimes can be found in Appendix
C.
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Figure 5-2: D-regime as captured by digital camera with p = 0.4bar and rest of
parameters as in Table 5.1. Camera exposure time is 1s.
(a) Exposure time 1/60s (b) Exposure time 1/15s
Figure 5-3: F-regime as captured by digital camera using two different exposure times.
p = 0.15bar and rest of parameters as described in Table 5.1.
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Figure 5-4: Measured voltage and current waveforms for captured regimes at different
pressure and rest of parameters as described in Table 5.1. [No]: No discharge; [C]:
C regime; [D]: D regime; [F ]: F regime. The current is the total current measured
including displacement, conduction and parasitic contributions.
5.2.2 Electrical characteristics of the different regimes
Figure 5-4 shows the measured current and voltage curves for the cases pictured in
Section 5.2.1, curves are averaged over 1000 samples and the power supply was run
in continuous mode (note in these figures the time delay has not been corrected).
The following comments apply:
• The “weak” discharges captured at the higher pressures (C and D regimes)
have voltage and current waveforms very similar to the case in which there
is no discharge (p=1bar). This indicates a low conduction current, and the
measured current is mostly capacitive.
• The F-regime captured at the lower pressures is characterized by a current
waveform that deviates from the purely displacement case (as given by no dis-
charge). This indicates significant conduction through the discharge gap. Also,
the deformation of the pulse in its falling edge becomes appreciable (deviation
from the no-plasma case). It is during this falling edge that the channel has
been ionized (this will be justified in Section 5.4), ∼ 7.5ns after pulse reaches
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the discharge gap, so the deformation of the pulse is only appreciated in this
part.
• An evident classification of the regimes arises from these voltage-current curves:
For the D-regime, conduction current is negligible as compared to displacement
current Icond  Icap; for the F-regime, conduction current and displacement cur-
rent become comparable Icond ∼ Icap; for comparison, in a typical arc discharge,
the displacement current becomes negligible as compared to the conduction cur-
rent Icond  Icap. For the case of the C-regime, Icond  Icap, as in the D-regime,
but the discharge is constrained to the immediacies of one electrode.
5.2.3 Energy deposition for the different regimes
As seen in Section 5.2.2, for the case of the D-regime, Icond  Icap, which makes the
estimation of the energy deposition on the plasma a difficult task. For this reason,
in this section, the estimated energy will be calculated in a different manner to the
way it is estimated in the remainder of this Chapter (devoted to the F-regime with
Icond ∼ Icap). The calculation method in this section is the one used in [38].
Energy =
∫
t
I(t)V (t)dt |plasma −
∫
t
I(t)V (t)dt |no plasma (5.1)
where the energy for no plasma corresponds to the parasitic currents contribution
to the energy. This expression assumes that the parasitic currents in the case without
plasma (p=1bar) are very close to the case of plasma; and that the displacement
current has null contribution,
∫
t Icap(t)V (t)dt =
∫
tCV dV =
C
2
(V 2f − V 2i ) ≈ 0 as we
are dealing with a voltage pulse. We will propose a different calculation method in
the remainder sections for the case when Icond can be measured.
The energy deposited in the plasma, per applied pulse, is shown in Figure 5-5 as a
function of inverse pressure. Energy deposition for the F-regime (“weak” as obtained
at the lowest voltage delivered by the power supply) ∼ 100µJ , for the D-regime
∼ 10 − 20µJ and for the C-regime < 10µJ except on the verge of bridging the gap
in which case the energy deposition is comparable to the D-regime (might already
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Figure 5-5: Energy deposited in plasma as a function of the inverse of chamber
pressure; rest of parameters as given in Table 5.1.
have bridged the gap and not be captured visually). These values coincide with [38]
at atmospheric pressure and higher voltages.
5.2.4 Plasma resistance and electron number density
The energy estimation method relates to the conduction contribution alone, thus
referring to the purely resistive component of the plasma. The “mean” resistance of
the plasma during pulse application is here estimated as:
R ≈ V
2∆Tp
Energy
(5.2)
where, V 2 is the time averaged square of the voltage during the pulse application
V 2 = 1
∆Tp
∫∆Tp
0 V
2dt and ∆Tp is the pulse duration. From Figure 5-4,
√
V 2 ≈ 2.2kV
and ∆Tp ≈ 20ns.
From the value of the “time-averaged” resistance during pulse application, the
corresponding electron number density is estimated using the conductivity of the
plasma, R = 1
σ¯p
d
A
, and relating it to the plasma parameters σp =
e2ne
meνeh
.
The cross section of the discharge is estimated from the photographs of Section
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Figure 5-6: Time averaged plasma resistance and electron number density during
pulse application for a range of pressures and the parameters described in Table 5.1.
5.2.1 (rD ≈ 1.1mm, rF ≈ 0.45mm) and the electron-heavy collision frequency as
νeh = ngQeh
√
8kTe
pime
, Qeh ∼ 10−19m2 and Te ∼ 2.6eV .
Plots for this plasma resistance and electron number density as a function of
pressure for the measured “weak” F and D regimes are given in Figure 5-6.
Our results for the D-regime, ne ∼ 1013cm−3, confirm [38] estimations. In that
case, plasma resistance was obtained from V
Icond
and Icond cannot be measured in that
regime; so ne for the D-regime had to be inferred from the estimated value for the
F-regime by comparison of the relative emission between the two regimes.
For the F-regime, we estimate in this case ne ∼ 1014cm−3 (as compared to the
1015cm−3 estimation of [38]), note however that, the two measured F-regimes in this
section are very “weak”, higher current discharges will be obtained in Section 5.3
increasing this estimate of ne. Additionally, it has to be noted that this estimation
is very crude and small variations in the discharge radius, etc can have an important
impact on the results.
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Table 5.2: F-regime at p=0.15bar and ambient temperature: experimental conditions.
p T m˙ V f d
[bar] [K] [SCFH] [kV ] [kHz] [mm]
0.15 293 19 3-4.8 10 6
5.3 Characterization of the F-Regime at Low Pres-
sure
In this Section, the chamber pressure is set to 0.15bar and the voltage is varied; within
the range of parameters used, described in Table 5.2, only the F-regime is obtained.
In this case, a pulse repetition frequency of 10kHz was selected, in Section 5.5 we
will see that in this situation the pulses are only slightly affected by the previous
pulse. Trains of 200 pulses were triggered separated 290ms in order to avoid excessive
heating of the power supply; with this number of pulses, the discharges are stable
and repeatable, the results presented are an average of the 200 pulses in one train.
With this, the effect of increasing the applied voltage is evaluated.
5.3.1 Electrical characteristics of the F-regime
It was justified, in Section 5.2.2, that the F-regime is characterized by current curves
for which Icond ∼ Icap. The higher the voltage applied (rest of parameters fixed by
Table 5.2), the higher the conduction current measured. In this case, the parasitic
currents have been neglected, and the conduction current can be obtained from the
total measured current and the measured voltage at the load as Icond = I − Icap (see
Section 4.6.9).
Figure 5-7 shows the decomposition of the current for several applied voltages.
As the voltage is increased, the voltage curve gets distorted as compared to the
initially applied pulse, this is due to the time varying plasma resistance (greater
effect of the reflection coefficient). Additionally, the current increases significantly,
peak conduction currents ∼ 100A can be appreciated for peak voltages at load ∼ 5kV .
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(b) Vpk ≈ 3.9kV at load
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(c) Vpk ≈ 4.3kV at load
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Figure 5-7: Current components for different peak voltages at load, d=6mm, f=10kHz.
Curves have been corrected for time delays.
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Figure 5-8: Conduction current for incident, reflected and spurious pulses for different
peak voltages at load. Curves have been corrected for time delays.
At the higher applied voltages, the reflected and spurious pulses, as explained in
Section 4.4.1, may be strong enough to produce further ionization. Figure 5-8 shows
this effect: for a peak voltage at load of ∼ 3kV , only the incident pulse is energetic
enough to produce the breakdown of the gas but for higher applied voltages, the
reflected pulses and even the spurious pulse provide ionization. For Vpk ∼ 4.8kV up
to the third reflection needs to be taken into account.
5.3.2 Energy deposition for the F-regime
As the voltage pulse is very distorted for the higher voltage discharges, we will here
use an alternative way of calculating the energy deposition in the plasma. Only the
conduction component of the current will be considered and the energy deposition is
calculated as:
Energy =
∫
t
Icond(t)V (t)dt (5.3)
Figure 5-9(a) shows the energy deposition by the incident pulse and Figure 5-
9(b) the cumulative energy deposition by the incident, reflected and spurious pulses.
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Figure 5-9: Energy deposited in plasma for increasing applied voltage, peak voltage
at load 3-4.8kV. Effect of incident, reflected and spurious pulses.
For the incident pulse the energies measured are ∼ 100 − 1000µJ ; for the higher
voltage cases, these values can significantly increase by the effect of the reflected and
spurious pulses (increase ∼ 30% for the higher voltages tested). Energy deposition
as a function of peak voltage at load is shown in Figure 5-10.
5.3.3 Plasma resistance and electron number density
Plasma “mean” resistance and electron number density during pulse application are
here computed as in Section 5.2.4. Figure 5-11 shows the results obtained for the
F-regime. A value of ne ∼ 1014 − 1015cm−3 is characteristic of this F-regime. Note
the crude estimate of the discharge radius, mean voltage, etc, but still the same order
of magnitude as in [38] is obtained.
5.4 Spatial Probing of the F-Regime
In this section, optical emission spectroscopy measurements are reported for a partic-
ular radiative transition of λ = 337nm (N2); the measurements have been performed
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Figure 5-10: Energy deposited in plasma as a function of peak voltage at load.
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Figure 5-11: Time averaged plasma resistance and electron number density during
pulse application for selected F-regimes, as a function of energy deposition per pulse.
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Table 5.3: Experimental conditions for x-r probing experiments.
p T m˙ V f d
[bar] [K] [SCFH] [kV ] [kHz] [mm]
0.15 293 19 3 3 6
 


Figure 5-12: Choice of axis for x-probing and r-probing measurements.
at different locations of the discharge to try to discern the appearance of ionization
waves and clarify the spatial structure of the ionized gas. The experimental param-
eters selected are given in Table 5.3. Trains of 200 pulses were triggered separated
290ms and the results presented are an average of the 200 pulses in one train. Mea-
surements are taken first in the x-direction at the discharge center, r=0mm, (see
Figure 5-12) at intervals of 0.25mm. Second, three x-stations are selected at x=0mm
(anode), x=2.5mm and x=4.5mm and radial emission profiles are measured with
∆r = 0.85mm.
5.4.1 Emission at anode
Light was captured for a position close to the anode (x ≈ 0mm,r ≈ 0mm) and the
λ = 337nm normalized emission is plotted in Figure 5-13. As was discussed in Section
4.5.4, the PMT we have is too slow to provide accurate information on the presence
of ionization waves and the rise time of the signal matches the PMT rise time. Still,
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the measured emission is giving information of this particular emission decay time
and also, it can be inferred that (after correcting for time delays) the emission occurs
∼ 13 − 14ns after the high voltage pulse reaches the load. This value is consistent
with those measured by [38], but, in our case, the slow rise time of the PMT makes
our result inconclusive. It is interesting to note that, if this estimate is valid, the
emission delay time does not necessarily coincide with the delay of the conduction
current with respect to the voltage pulse ∼ 7.5ns: characteristic time of significant
electron production (streamer formation or inductive period).
According to [38], the discharge evolves as an initial streamer with velocity ∼
6 ·108cm/s followed by a return wave when the discharge bridges the gap. Correcting
for the change in electron mobility (dependent on the reduced electric field) and
electric field in our conditions, ∼ 1.5 ·108cm/s. For the 6mm gap, this translates into
a propagation time of ∼ 4ns, probably the emission captured corresponds then to the
emission after the return wave; but still the shape is not well reproduced.
Finally, note that with the selected electrode configuration, point to mesh and
high voltage positive pulse applied to point, we are favoring the creation of cathode
directed streamers as Meek’s criterion will probably be met close to the anode where
the high electric field produces intense ionization. It could be interesting to reverse
the polarity and see if in this situation anode-directed streamers lead to the same
regimes. Additionally, note that the reflected pulses might have negative amplitude;
thus reversing the role of the anode and cathode.
5.4.2 Axial emission profile
Recognizing the limitations of the equipment at hand, the emission profile evolution
in time was reconstructed as a function of the axial distance to the anode (at the
discharge center, r ≈ 0mm). These results will have to be repeated with a faster
PMT in order to infer useful information on the discharge propagation. Figure 5-14
shows several snapshots in time (from voltage pulse reaching load) for the emission at
337nm. It can be seen that the signal rise time ∼ 15ns (snapshots 2 and 3) matches
the PMT rise time. Also, emission after ∼ 77ns is below the noise level. It can be
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Figure 5-13: Voltage at load and measured emission (λ = 337nm) at anode.
clearly seen that emission at the anode is higher than in the rest of the discharge gap.
5.4.3 Radial emission profiles
The same comments as in Section 5.4.2 can be made. Figure 5-15 shows the accumu-
lated emission profiles for times up to 100ns after the pulse reaches the load at three x
stations as a function of radial position.The upper “bump” measured for the station
at x=4.5mm is noise. The measured radius of the maximum emission is misleading
as the PMT was saturated at those positions (same emission measured at r ≈ 0mm
and r ≈ 0.85mm) in order to capture emission at larger r positions.
5.5 Interaction between Discharges
In previous sections, results for individual pulses were presented (averaged over a cer-
tain number of samples) and it was claimed that either a repetitive behavior had been
reached or the pulses behaved independently from each other and were indistinguish-
able. In this section, the transient regime as a function of pulse repetition frequency
is reported. For these experiments, the parameters in Table 5.4 were used. In this
case, trains of 5 pulses were triggered, separated 290ms and results are averaged over
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Figure 5-14: Emission (λ = 337nm) evolution in time along electric field direction.
Times 0.3, 12.8, 27 ns are rising emissions and 52, 77 and 102ns falling emissions.
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Figure 5-15: Superposed emission (λ = 337nm) radial profiles for times up to 100 ns
after HV pulse reaches load at three different axial locations.
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Table 5.4: Experimental conditions for pulse interaction experiments.
p T m˙ V f d
[bar] [K] [SCFH] [kV ] [kHz] [mm]
0.15 293 19 3 [3, 5, 10, 20, 27] 6
100 trains.
5.5.1 “Independent” pulses
For low enough repetition frequencies, the five pulses in the train are basically iden-
tical. This indicates that there is no cumulative effect, the electrons created by one
discharge do not survive until the consecutive pulse is applied and each pulse is in-
dependent of the previous one: the pulses do not “see” each other. This situation is
illustrated in Figure 5-16 (cases f=3kHz and 5kHz).
The case of f=10kHz is on the verge of the pulses interacting with each other.
Initial pulses have energies ∼ 80µJ , as for the low frequency cases, whereas pulse 5
has an energy close to ∼ 100µJ as the stationary regime recorded in Section 5.3.
5.5.2 “Interacting” pulses
If the frequency is high enough (cases f=20kHz and 27kHz), a significant fraction
of the electrons created by one pulse will survive (or will be readily available from
electron attachment) when the consecutive pulse is applied, thus making the next
discharge more intense. This is the desired situation when applying the RPND tech-
nique as we not only want to “create” a pool of active species but also “sustain” it
between two consecutive pulses.
Results for the case of f=20kHz are displayed in Figure 5-17; the 5 pulses have
been shifted in time in order to appreciate the different characteristics of each of the
pulses.
It is interesting to note that the increase in current, for the more intense discharges,
is accompanied by a smaller voltage seen by the load. This can be explained through
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Figure 5-16: Independent pulses. Train of 5 pulses triggered at f=3kHz. The case
of 5kHz closely resembles this case - independent pulses and energy deposition ∼
80µJ/pulse.
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Figure 5-17: Cumulative effect of applied pulses. Train of 5 pulses at f=20kHz.
Dashed lines in total current plot correspond to calculated displacement current.
The curves have been shifted in time to ease interpretation.
the reflection coefficient. An increase in the conduction current is due to a decrease
in the plasma resistance. Thus, the reflection coefficient, that was one for infinite
resistance (no ionization) and doubled the amplitude of the voltage at the load, now
decreases and so does the amplitude of the pulse.
Additionally, the pulses become more energetic as the conduction current is in-
creased: more intense ionization due to increased number of electrons that initiate
the electron avalanches. Another possibility, is that the initial pulses have heated up
the gas and the temperature increase enhances ionization.
The cumulative effect reaches a stationary situation. The higher the repetition
frequency, the fewer the number of pulses needed to reach the stationary regime: for
the case of f=27kHz, pulse 5 has a deposited energy ∼ 200µJ and pulses 4 and 5 are
much closer than for f=20kHz.
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5.6 Conclusions
This Chapter has presented some preliminary results for RPND at sub-atmospheric
pressures. It has been shown that the tree regimes: C, D and F, as named by
[38] can be obtained at relatively low voltages, ∼ 3kV , by varying the chamber
pressure (within the range of parameters tested). An alternative classification of
these nanosecond discharges has been proposed related to the relative importance of
the conduction and displacement currents.
A new method for estimating the electron number density produced by these
discharges has been proposed and the results obtained are in accordance with the
estimates by [38]: ∼ 1013cm−3 for the D-regime and ∼ 1015cm−3 for the F-regime.
Overall, the estimated energy deposition in the plasma coincides with that measured
by [38]: ∼ 100−1500µJ for the measured F-regimes and ∼ 10−20µJ for the measured
D-regimes. For the F-regime, the effect of applied voltage has been evaluated, special
focus was set on the relative importance of incident, reflected and spurious pulses.
From the optical emission spectroscopy measurements, little information could be
inferred at this point due to the “slow” rise time of our PMT. The distinction between
plasma “emission” delay time and conduction delay time should be checked with a
faster PMT.
Finally, preliminary results for the interaction of consecutive discharges were pre-
sented and the effect of one pulse on the next was appreciated for f > 10kHz, for
the experimental conditions selected.
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Chapter 6
Conclusions and Future Work
6.1 Thesis Summary
A review of Pulsed Nanosecond Discharges, the chemical activity they produce and
the hydrodynamic phenomena they might be able to trigger has been presented. Chal-
lenges arising from the experimental study of these very fast discharges have been dis-
cussed and experiments have been initiated to clarify the development of nanosecond
discharges and their scaling properties in order to have universal guidelines to produce
them. This has been an introductory work in the field of non-thermal plasmas and
their application to ignition and combustion that aims to provide an overview of the
current understanding of the problem and be a departing point for further studies.
6.2 Contributions
This thesis has critically reviewed the methods used in the Literature to analyze
non-thermal plasmas and their impact to an ignition problem. Special insight was
provided on the Boltzmann solver BOLSIG+ and understanding the assumptions it
makes and their applicability to the problem at hand.
Additionally, it has been seen that, for certain regimes of interest, the temper-
ature increase and pressure waves generated by the rapid energy deposition cannot
be neglected indicating the need of developing models that, not only account for the
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radical production by the discharges, but also estimate the amount of energy that
goes to gas heating and outer flow displacement. A simple estimation of the existence
of significant pressure waves generated by the nanosecond discharge, in the F-regime,
has been provided, pointing out that, this regime might not be only be interesting to
enhance chemical activity, but also for hydrodynamic actuation.
An experimental facility has been designed and built and some preliminary results
have been presented. The detection of the three different regimes (C, D and F),
first seen by [38] at atmospheric pressure, has been achieved at sub-atmospheric
pressures and relatively low voltages, ∼ 3kV and a classification based on the relative
importance of the conduction and displacement currents has been pointed out. The
estimated values for energy deposition on the plasma and electron number density
produced by the discharge, have validated those estimates in [38] even recognizing
the crude estimations sometimes made. Energy for the F-regime was estimated as
∼ 100− 1500µJ , D-regime ∼ 10− 20µJ and C-regime < 10µJ . Estimations for the
electron number density were ne ∼ 1015cm−3 for the F-regime and ne ∼ 1013cm−3 for
the D-regime.
For the more intense discharges (F-regime) the importance of accounting for, not
only the incident pulse, but also reflected and spurious pulses has been pointed out
and the importance of having a high enough frequency, > 10kHz for the experimental
conditions at hand, has been illustrated.
The experiments presented are not conclusive but demonstrate the capability we
now have to study these nanosecond discharges.
6.3 Future Work
Future work includes extending the experiments initiated by varying the rest of pa-
rameters that have been set fixed in the cases analyzed in Chapter 5: Temperature,
gap discharge distance, electrode configuration...
A scaling theory needs to be proposed and crossed checked with experimental
results. This will be harder with the current polarity (cathode-directed streamers),
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as photoionization is involved.
Additionally, the hypothesis of pressure wave generation should be validated
experimentally.
A rigorous study should be performed in the transient regime preceding obtain-
ing the repeatable discharges (experiments in Section 5.5). This study would elucidate
the mechanisms that transform these fast discharges into a way of “sustaining” an
“active” species population and clarify the phenomena taking place between two con-
secutive pulses, including the effect of gas heating.
Additionally, probing studies in the x and r direction (as explained in Section
5.4) should be performed using a faster PMT to evaluate the propagation char-
acteristics of the discharge and their spatial structure. Note that [38] proposed
a theory for the D-regime but the F-regime should be further studied. A quick way
of detecting the appearance of ionization waves, without requiring optical emission
spectroscopy studies, might be to use two current probes, one at each electrode and
analyze the propagation of the current through the discharge gap (which corresponds
to the motion of the cloud of electrons). Information on the species present as a func-
tion of time should be obtained with a fast CCD and, if possible, fast photography
of the discharge propagation would give very valuable information.
A complete numerical model including effects of gas heating and gas
motion should be performed as well as extending the 0-D assumption to account for
spatial inhomogeneities: streamer propagation in x-direction, diffusion and effect
of space charge in the r-direction. It would be interesting to estimate the diffusion
properties from the emission studies and photographs of the discharge.
The electrode configuration selected (point to mesh) might be interesting to
extend the volume occupied by the discharge but introduces an additional spatial
degree of freedom (at least for the F-regime photographed), a point to point electrode
system will eliminate the azimuthal coordinate from the F-regime, but also decrease
the volume of gas affected.
All these studies are required to understand the basic discharge physics of these
regimes and render them applicable to real industry problems.
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As for extending our experiments in air to a real combustion problem, experi-
ments should be performed in premixed fuel/air (first with hydrogen as a fuel and
a potential extension to more complicated hydrocarbons) and one should extend the
experiments by [39], that were at ambient temperature; within our chamber we can
control both pressure and temperature and so can perform experiments closer to
the autoignition thresholds. Additionally, it would be interesting to quantify
the mixing enhancement that can be provided, if any, by the F-regime and
perform original experiments in non-premixed fuel/air mixtures.
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Appendix A
Chamber Design
Details of the flow system and chamber design are provided in this Appendix. Di-
mensioning will be first addressed followed by the sketches of the machined parts.
Using basic mass continuity and power relations for the heater the following plots
were calculated and used to select the experiment’s components.
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Figure A-1: Chamber dimensioning.
Figure A-2: Residence time in discharge gap (lower bound). The inlet area can be
increased in the high temperature cases to increase the residence time.
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Figure A-3: Heater selection.
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Figure A-4: Bottle release pressure to set flow rate for a given orifice diameter of
1mm.
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Figure A-5: Stainless steel uncooled end of the chamber. All dimensions are given in
inches.
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Figure A-6: Aluminum water cooled end of the chamber. All dimensions are given in
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Appendix B
Streamer Inception Model
This Appendix provides a simple model to evaluate the streamer inception distance,
traditionally defined as the distance needed to shield the external field.
Starting with one initial electron and ion, considering constant mean length for
ionization, λ (mfp), stationary ions and electrons moving together, the following
pattern applies: after n ionization steps have taken place, there will be 2n electrons
and 2(n−1) ions at x = nλ. At every other step, x = λ(i − 1), there will be 2(i−2)
stationary ions. The electric field at the stations where there are charges can be then
computed as:
Electric field inside the avalanche
E(j) = Ead(
j−1∑
i=2
2i−2/(j− i)2 +1/(j−1)2−
n+1∑
i=j+1
2i−2/(j− i)2 +2n/(n+1− j)2) (B.1)
where Ead = e/(4pi0λ
2)
Electric field outside the avalanche
E(j) = Ead(
n+1∑
i=2
2i−2/(j − i)2 + 1/(j − 1)2 − 2n/(n+ 1− j)2) (B.2)
The maximum induced electric field takes place at j=n, that is, one mean free
path behind the electron head. [32] also get this result. The value of this maximum
is:
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Figure B-1: Model for estimating the self-induced field. Initial condition: an ion-
electron pair.
Emax = Ead(
n−1∑
i=2
2i−2/(n− i)2 + 1/(n− 1)2 − 2n−1 + 2n) (B.3)
λ = 1/(σn0) (B.4)
This equation can be solved for n.
For air at atmospheric conditions: σ ∼ 10−16cm2, n0 ∼ 2 · 1025m−3 and an electric
field of E ∼ 3·106V/m: n=16. This corresponds to a distance of 0.08mm for streamer
formation.
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Appendix C
Visual Appearance of the RPND
Regimes
This Appendix presents more digital camera photographs of the three different regimes
presented in Section 5.2 with experimental conditions as described in Table 5.1. The
photographs have been transformed into relative intensity color maps to make more
obvious the existence of anode / cathode layers, branching of the discharges and vol-
ume occupied by the different regimes. The figures are presented in order of decreasing
pressure (remember that in these conditions there is no discharge at atmospheric pres-
sure). The similar features at different exposure times of the camera demonstrate the
(statistical) repeatability of the discharges.
The following comments apply:
• Figure C-1: The localized character of the discharge (close to anode) can be
appreciated as well as branching. The strong inhomogeneity of the electric field
configuration (point to mesh system), confines the ionization to a region close
to the high-field electrode, in this case the anode (sometimes called the “active”
electrode).
• Figure C-2: The localized character of the discharge (close to anode) can be
appreciated, at this point the gap is almost bridged and a “hot spot” at the
anode (maybe an anode layer) starts to appear.
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texp = 1/10s (300 pulses) texp = 1/5s (600 pulses)
texp = 1/4s (750 pulses) texp = 1s (3000 pulses)
Figure C-1: C-regime: Relative intensity map of discharge at 0.85bar as captured by
digital camera using different exposure times.
texp = 1/15s (200 pulses) texp = 1/4s (750 pulses)
Figure C-2: C-regime: Relative intensity map of discharge at 0.5bar as captured by
digital camera using different exposure times.
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texp = 1/30s (100 pulses) texp = 1/15s (200 pulses)
texp = 1/5s (600 pulses) texp = 1s (3000 pulses)
Figure C-3: D-regime: Relative intensity map of discharge at 0.4bar as captured by
digital camera using different exposure times.
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texp = 1/640s (4 pulses) texp = 1/250s (12 pulses)
texp = 1/60s (50 pulses) texp = 1/15s (200 pulses)
Figure C-4: F-regime: Relative intensity map of discharge at 0.15bar as captured by
digital camera using different exposure times.
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• Figure C-3: The diffuse character of the discharge can be appreciated: large
volume with uniform emission. Additionally, there are “hot spots” at both the
anode and cathode, possibly indicating anode and cathode layers.
• Figure C-4: At least three different “filaments” can be seen; the (statistical) re-
peatability of the discharge can be appreciated when comparing the photographs
taken with different exposure times. The emission at the anode is strongest and
a bright “spot” at the cathode can also be appreciated. The volume occupied
by the center filament (or any of the others separately) is significantly smaller
than that occupied by the D-regime; this is also typical of arc discharges for
which the more the constriction progresses, the stronger the arc.
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