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ALGEBRAICITY OF THE CENTRAL CRITICAL VALUES OF TWISTED TRIPLE
PRODUCT L-FUNCTIONS
SHIH-YU CHEN
Abstract. We study the algebraicity of the central critical values of twisted triple product L-functions
associated to motivic Hilbert cusp forms over a totally real e´tale cubic algebra in the totally unbalanced
case. The algebraicity is expressed in terms of the cohomological period constructed via the theory of
coherent cohomology on quaternionic Shimura varieties developed by Harris [Har90b]. As an application,
we generalize our previous result [CC19] on Deligne’s conjecture for certain automorphic L-functions for
GL3 ×GL2. We also establish a relation for the cohomological periods under twisting by algebraic Hecke
characters.
1. Introduction
Let E be a totally real cubic extension over Q and ΣE = {∞1,∞2,∞3} be the set of embeddings of E into
R. Let Π =
⊗
v πv be an irreducible unitary cuspidal automorphic representation of (RE/QGL2/E)(AQ) =
GL2(AE) with central character ωΠ , where v runs through the places of Q and RE/Q denotes Weil’s restriction
of scalars. We assume Π is motivic of weight (κ1, κ2, κ3) ∈ Z3≥2, that is, π∞ is a discrete series representation
of weight (κ1, κ2, κ3) with κi corresponding to ∞i and κi ≡ κj (mod 2) for 1 ≤ i, j ≤ 3. We assume further
that κ1 + κ2 + κ3 ≡ 0 (mod 2) and κ1 ≥ κ2 ≥ κ3. Consider the (finite) Asai cube L-function
L(∞)(s,Π ,As) =
∏
p
L(s, πp,As)
of Π . A critical point for L(s,Π ,As) is a half-integer m + 12 which is neither a pole nor a zero of the
archimedean local factors L(s, π∞,As) and L(1 − s, π∞,As). We have the following conjecture on the alge-
braicity of the critical values of L(s,Π ,As) in terms of Shimura’s Q-invariant [Shi88, § 7] which we shall now
recall. Let I ⊆ ΣE. Suppose there exists a quaternion algebra B over E such that
• B is unramified at places in I and ramified at places in ΣE r I;
• there exists an irreducible cuspidal automorphic representation ΠB of B×(AE) associated with Π by
the Jacquet–Langlands correspondence.
Then the period invariant Q(Π , I) ∈ C×/Q× is define to be the class represented by the Petersson norm
of a non-zero Q-rational vector-valued cusp form on B×(AE) associated to ΠB (we refer to [Shi81, § 2] for
the notion of Q-rational automorphic forms). Note that Q(Π , I) dose not depend on the choice of B and
Q-rational automorphic forms (cf. [Yos94, Theorem 6.6]) and is always defined when ♯I = 1, 3.
Conjecture 1.1. Let m+ 12 be critical for L(s,Π ,As). We have
L(∞)(m+ 12 ,Π ,As)
(2π
√−1)4m · q(Π ,As) ∈ Q,
where
q(Π ,As) =
{
πκ1+κ2+κ3+2Q(Π ,ΣE) if κ1 < κ2 + κ3,
π2κ1+2Q(Π , {∞1})2 if κ1 ≥ κ2 + κ3.
Similar conjecture was proposed by Blasius [Bla87] if we replace E by Q×Q×Q. One can also propose a
conjecture if we replace E by K×Q for some real quadratic extensionK overQ. We remark that the conjecture
is compatible with Deligne’s conjecture [Del79] by Yoshida’s calculation of the motivic Asai periods in [Yos94,
(5.11)] (see also Remark 1.7). When κ1 < κ2+κ3, the conjecture was proved by Garrett and Harris in [GH93,
Theorem 4.6] for |m| > 1 and by the author and Cheng in [CC19, Corollary 6.4] form = 0. When κ1 ≥ κ2+κ3,
we have the following result which is a special case of our main result Theorem 1.4 (see Remark 1.5).
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Theorem 1.2. Assume κ1 ≥ κ2 + κ3, ωΠ |A×Q is trivial, and HomGL2(Qp)(πp,C) 6= 0 for all rational primes
p. Then Conjecture 1.1 holds for m = 0.
Remark 1.3. By the results of Prasad [Pra90] and [Pra92], HomGL2(Qp)(πp,C) 6= 0 whenever πp is a principal
series representation.
1.1. Main results. Let E be a totally real e´tale cubic algebra over a totally real number field F. Let
Π =
⊗
v πv be an irreducible cuspidal automorphic representation of (RE/FGL2/E)(AF) = GL2(AE) with
central character ωΠ , where v runs through the places of F. We have the Asai cube representation
As : L(RE/FGL2/E) −→ GL(C2 ⊗ C2 ⊗ C2)
of the L-group L(RE/FGL2/E) of RE/FGL2/E. The associated automorphic L-function
L(s,Π ,As) =
∏
v
L(s, πv,As)
is called the twisted triple product L-function of Π . We denote by L(∞)(s,Π ,As) the L-function obtained
by excluding the archimedean L-factors. Let ΣE (resp.ΣF) be the set of non-zero algebra homomorphisms
from E (resp.F) into R. We assume that ωΠ |A×F is trivial and Π is motivic (cf. § 2.2) of weight
κ =
∑
w∈ΣE
κww ∈ Z≥1[ΣE].
We say Π is totally unbalanced (resp. totally balanced) if for all v ∈ ΣF we have
2max
w|v
{κw} −
∑
w|v
κw ≥ 0 (resp. < 0).
In the totally balanced case, the algebraicity of L(s,Π ,As) at the critical points (except for s = − 12 , 32 ) were
proved by Garrett–Harris [GH93] and C.–Cheng [CC19] in terms of the Petersson norm of the normalized
newform of Π and the result is compatible with Deligne’s conjecture [Del79]. The aim of this paper is to
prove, in the totally unbalanced case, the algebraicity of the central critical value L(12 ,Π ,As) in terms of
Harris’ cohomological period which we shall now describe. Our result is compatible with Deligne’s conjecture
which predict that the algebraicity can be expressed in terms of the (conjectural) motivic periods in [Yos94]
(cf. Remark 1.7). Suppose the global root number ε(Π ,As) of Π with respect to the Asai cube representation
is equal to 1. By the results of Prasad [Pra90] and [Pra92] and Loke [Lok01], there exists a unique quaternion
algebra D over F so that there exists an irreducible cuspidal automorphic representation ΠD =
⊗
v π
D
v of
D×(AE) associated to Π by the Jacquet–Langlands correspondence and such that
HomD×(Fv)(π
D
v ,C) 6= 0
for all places v of F. Note that D is totally indefinite if and only if Π is totally unbalanced. In this case, for
each subset I of ΣE, we denote by Ω
I(ΠD) ∈ C× (resp. ΩI((ΠD)∨) ∈ C×) the period obtained by comparing
the rational structures on πDf =
⊗
v∤∞ π
D
v (resp. (π
D
f )
∨ =
⊗
v∤∞(π
D
v )
∨) via the zeroth and ♯I-th coherent
cohomology of certain automorphic line bundles on toroidal compactification of the quaternionic Shimura
variety associated to D× (see § 2 for the precise definition).
For σ ∈ Aut(C), there exists a unique motivic irreducible cuspidal automorphic representation σΠ of
GL2(AE) such that its finite part is isomorphic to the σ-conjugate of the finite part of Π . We denote by σκ
the weight of σΠ . The rationality field Q(Π ) of Π is define to be the fixed field of {σ ∈ Aut(C) | σΠ = Π }
and is a number field. For each v ∈ ΣF, let v˜(κ) ∈ ΣE be the homomorphism such that maxw|v{κw} = κv˜(κ).
Put
Iκ = {v˜(κ) | v ∈ ΣF} ⊂ ΣE.
Following is our main result for totally unbalanced Π . When E = F × F × F and D is the matrix algebra,
the theorem was proposed and proved by Harris [Har89]. Following the ideas in [Har89], we generalize the
result of Harris to arbitrary totally real e´tale cubic algebra E over F.
Theorem 1.4. Let Π be a motivic irreducible cuspidal automorphic representation of GL2(AE). Assume
that ωΠ |A×F is trivial and Π is totally unbalanced.
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(1) If ε(Π ,As) = −1, then
L(12 ,
σΠ ,As) = 0
for all σ ∈ Aut(C).
(2) Suppose ε(Π ,As) = 1. For σ ∈ Aut(C), we have
σ
(
L(∞)(12 ,Π ,As)
D
1/2
E (2π
√−1)2[F:Q] · ΩIκ(ΠD) · ΩIκ((ΠD)∨)
)
=
L(∞)(12 ,
σΠ ,As)
D
1/2
E (2π
√−1)2[F:Q] · ΩIσκ(σΠD) · ΩIσκ(σ(ΠD)∨)
.
Here DE is the absolute discriminant of E/Q and D is the unique quaternion algebra over F such
that HomD×(Fv)(π
D
v ,C) 6= 0 for all places v of F. In particular, we have
L(∞)(12 ,Π ,As)
D
1/2
E (2π
√−1)2[F:Q] · ΩIκ(ΠD) · ΩIκ((ΠD)∨)
∈ Q(Π ).
Moreover, when D is the matrix algebra, we can replace ΩIκ((ΠD)∨) by ΩIκ(Π ).
Remark 1.5. Assume κ ∈ Z≥2[ΣE]. Let I ⊆ ΣE. By the result of Harris [Har94, Theorem 1] and the period
relation in Lemma 2.8 below, suppose that Shimura’s period invariant Q(Π , I) ∈ C×/Q× is defined, then we
have
Q(Π , I) = (2π
√−1)−
∑
w∈I κw · ΩI(Π ) (modQ×).
Therefore, if D is the matrix algebra and Q(Π , Iκ) is defined, then we can express the algebraicity of
L(∞)(12 ,Π ,As) in terms of Q(Π , Iκ). In particular, Theorem 1.2 holds.
Remark 1.6. Let σ ∈ Aut(C) and I be a subset of ΣE which is admissible with respect to κ (see § 1.3 for
the notion of admissibility). It was conjectured in [Har90a, Conjecture 7.1.6] that
σ
(
ΩI(ΠD)
ΩI(Π )
)
=
Ω
σI(σΠD)
ΩσI(σΠ )
.
Similarly for Π ∨. This conjecture holds trivially for I = ∅ and is known for I = ΣE (cf. Corollary 2.10). By
the period relation in Theorem 1.11 below, we also expect that
σ
(
ΩI(Π ∨)
ΩI(Π )
)
=
Ω
σI(σΠ ∨)
ΩσI(σΠ )
.
Remark 1.7. We remark that the theorem is compatible with Deligne’s conjecture. Assume E is a field.
The other cases can be verified in a similar way. Suppose κw ≥ 2 for all w ∈ ΣE. Let M(Π ) be the
(conjectural) motive attached to Π of rank 2 over E with coefficients in Q(Π ) satisfying conditions in [Yos94,
Conjecture 4.1] with k0 therein replaced by 0. Let ΣQ(Π ) be the set of embeddings from Q(Π ) to C and
identify Q(Π )⊗Q C with CΣQ(Π) in a natural way. We also identify Q(Π ) as a subfield of Q(Π )⊗Q C by the
diagonal embedding. For w ∈ ΣE, let
c±w(M(Π )) = (c
±
w(σ,M(Π )))σ ∈ (Q(Π )⊗Q C)×, δw(Artω−1
Π
) = (δw(σ,Artω−1
Π
))σ ∈ (Q(Π )⊗Q C)×
be the covariantly defined w-periods in [Yos94, § 2.4]. Here Artω−1
Π
is the Artin motive attached to ω−1
Π
defined as in [Del79, § 6] and σ ∈ ΣQ(Π ). Comparing [Yos94, (4.14)] with [Har89, Theorem 3.5.1] (see also
Theorem 4.7 below) on the algebraicity of Rankin–Selberg L-functions for GL2×GL2, it is natural to expect
that
(ΩIσκ(σΠ ))σ ≡ (2π
√−1)−[F:Q]
 ∏
w∈Iσκ
c+w(σ,M(Π ))c
−
w(σ,M(Π ))δw(σ,Artω−1
Π
)−1

σ
(modQ(Π )×).
On the other hand, let As(M(Π )) be the (conjectural) Asai motive associated toM(Π ), that is, As(M(Π )) =⊗
ΩResE/FM(Π ) in the notation of [Yos94, Conjecture 1.8] with Ω = Gal(Q/F)/Gal(Q/E). Then we have
L(RF/QAs(M(Π )), s) = (L
(∞)(s+ 32 ,
σΠ ,As))σ and Deligne’s conjecture predicts that
L(RF/QAs(M(Π )),m)
(2π
√−1)4[F:Q]m · c(−1)m(RF/QAs(M(Π )))
∈ Q(Π )
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for all critical points m ∈ Z for RF/QAs(M(Π )). Here c±(RF/QAs(M(Π ))) are Deligne’s periods attached
to RF/QAs(M(Π )). Now we explicate Yoshida’s calculation [Yos94, (5.9)] in our case, we then deduce from
the totally unbalanced condition that
c±(RF/QAs(M(Π )))
∈ (2π√−1)4[F:Q]
G(σωΠ )2 ∏
w∈Iκ
c+w(σ,M(Π ))
2c−w(σ,M(Π ))
2δw(σ,Artω−1
Π
)−2

σ
· (E˜×)ΣQ(Π) ,
where G(σωΠ ) is the Gauss sum of
σωΠ and E˜ is the Galois closure of E over Q. Note that the assumption
ωΠ |A×F is trivial and (1.2) imply that (G(
σωΠ ))σ ∈ Q(Π )×. Therefore, our main result is compatible with
Deligne’s conjecture for m = −1, at least modulo E˜×.
As an application to Theorem 1.4, we generalize our previous result [CC19], which is compatible with
Deligne’s conjecture, on the algebraicity of the central critical value of certain automorphic L-functions for
GL3×GL2. Let Π =
⊗
v πv, Π
′ =
⊗
v π
′
v be motivic irreducible cuspidal automorphic representations of
GL2(AF) with central characters ωΠ , ωΠ ′ and of weights ℓ, ℓ
′ ∈ Z≥1[ΣF], respectively. For each subset I
of ΣF which is admissible with respect to ℓ
′, let ΩI(Π ′) ∈ C× be the Harris’ period of Π recalled in § 2.3.
Let Sym2(Π ) be the Gelbart–Jacquet lift [GJ78] of Π , which is an isobaric automorphic representation of
GL3(AF) and is the functorial lift of the symmetric square representation of GL2 associated to Π . Let
L(s, Sym2(Π )×Π ′) =
∏
v
L(s, Sym2(πv)× π′v)
the Rankin–Selberg automorphic L-function for GL3(AF)×GL2(AF) associated to Sym2(Π )×Π ′. We denote
by L(∞)(s, Sym2(Π )×Π ′) the L-function obtained by excluding the archimedean L-factors.
Theorem 1.8. Suppose the following conditions hold:
(i) ω2
Π
ωΠ ′ is trivial;
(ii) ℓ′ − 2ℓ ∈ Z≥0[ΣF];
(iii) there exists a totally real quadratic extension K over F such that
ε(Π ′ ⊗ ωΠωK/F) = ε(Sym2(Π )×Π ′),
where ε(⋆) is the global root number of ⋆ and ωK/F is the quadratic Hecke character of A
×
F associated
to K/F by class field theory.
Then we have
σ
(
L(∞)(12 , Sym
2(Π )×Π ′)
D
1/2
F (2π
√−1)[F:Q](1+r) ·G(ωΠ ) · ΩΣF(Π ′) · p((−1)1+rsgn(ωΠ ),Π ′)
)
=
L(∞)(12 , Sym
2(σΠ )× σΠ ′)
D
1/2
F (2π
√−1)[F:Q](1+r) ·G(σωΠ ) · ΩΣF(σΠ ′) · p((−1)1+rsgn(σωΠ ), σΠ ′)
for all σ ∈ Aut(C). Here r ∈ Z is defined so that |ωΠ | = | |rAF , G(ωΠ ) is the Gauss sum of ωΠ , sgn(ωΠ ) ∈
{±1}ΣF is the signature of ωΠ , and p(ε,Π ′) are the periods for Π ′ defined for ε ∈ {±1}ΣF in [Shi78].
Remark 1.9. Condition (iii) is satisfied when either π′v is not a discrete series representation for any finite
place v or the conductors of Π and Π ′ are square-free. We also refer to Lemma 2.9 for the period relation
between Petersson norm and ΩΣF(Π ′).
Remark 1.10. When ℓ′− 2ℓ ∈ Z<0[ΣF], the algebraicity of L(∞)(12 , Sym2(σΠ )× σΠ ′) was proved by several
authors. Suppose that F = Q and the conductors of Π and Π ′ are square-free, it is proved in [Ich05,
Corollary 2.6], [Xue19, Theorem 1.1], [PdVP19, Corollary 1.4], [CC19, Theorem A], and [Che20b, Corollary
1.2] in terms of Petersson norm and Shimura’s period [Shi77] and the result is compatible with Deligne’s
conjecture. The algebraicity is also proved in [Rag16] in terms of certain cohomological period.
Another result we would like to present in this paper is on the behavior of the cohomological periods under
twisting by algebraic Hecke characters. More precisely, let Π be a motivic irreducible cuspidal automorphic
representation of GL2(AF) such that its weight belongs to Z≥2[ΣF]. Let M(Π ) be the (conjectural) motive
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attached to Π of rank 2 over F with coefficients in Q(Π ) satisfying conditions in [Yos94, Conjecture 4.1]
with k0 therein replaced by −r, where |ωΠ | = | |rAF for some r ∈ Z. Let I be a subset of ΣF. Denote by
ΩI(Π ) ∈ C× the Harris’ period of Π . As mentioned in Remark 1.7, we expect that
(Ω
σI(σΠ ))σ ≡ (2π
√−1)−♯I(√−1)r♯I
(∏
v∈σI
c+v (σ,M(Π ))c
−
v (σ,M(Π ))δv(σ,Artω−1
Π
)−1
)
σ
(modQ(Π , I)×).
Here we enlarge the coefficients to Q(Π , I) = Q(Π ) ·Q(I), Artω−1
Π
is the Artin motive attached to ω−1
Π
, and
c±v (M(Π )) = (c
±
v (σ,M(Π )))σ ∈ (Q(Π , I)⊗Q C)×, δv(Artω−1
Π
) = (δv(σ,Artω−1
Π
))σ ∈ (Q(Π , I)⊗Q C)×
are the covariantly defined v-periods in [Yos94, § 2.4] for each v ∈ ΣF. On the other hand, let χ be an
algebraic Hecke character of A×F . Enlarging the coefficients to Q(Π , I, χ) = Q(Π ) ·Q(I) ·Q(χ) and applying
[Yos94, Proposition 3.1] to M ⊗N =M(Π )⊗Artχ−1 =M(Π ⊗ χ), we have
c+v (M(Π ⊗ χ))c−v (M(Π ⊗ χ))δv(Artω−1
Π
χ−2)
−1 = c+v (M(Π ))c
−
v (M(Π ))δv(Artω−1
Π
)−1
for each v ∈ ΣF. Therefore, it is natural to expect that
(Ω
σI(σΠ ⊗ σχ))σ ≡ (ΩσI(σΠ ))σ (modQ(Π , I, χ)×).
Indeed, we have the following result.
Theorem 1.11. Let Π be a motivic irreducible cuspidal automorphic representation of GL2(AF) and χ an
algebraic Hecke character of A×F . Suppose the weight of Π belongs to Z≥4[ΣF]. For I ⊆ ΣF and σ ∈ Aut(C),
we have
σ
(
ΩI(Π )
ΩI(Π ⊗ χ)
)
=
Ω
σI(σΠ )
ΩσI(σΠ ⊗ σχ) .
1.2. An outline of the proof. There are two main ingredients for the proof of Theorem 1.4:
• Ichino’s central value formula for L(12 ,Π ,As);• cohomological interpretation of the global trilinear period integral.
We have the global trilinear period integral ID ∈ HomC(ΠD ⊗ (ΠD)∨,C) in (5.1) defined by integration on
D×(AF)×D×(AF) of cusp forms in ΠD⊗ (ΠD)∨. In [Ich08], Ichino established a formula which decomposes
the global trilinear period integral ID into a product of L(12 ,Π ,As) and the local trilinear period integrals
IDv defined in (5.2). The formula is a special case of the refined Gan–Gross–Prasad conjecture proposed by
Ichino–Ikeda [II10]. Note that our choice of the quaternion algebra D guarantees the non-vanishing of IDv
(cf. Lemma 5.5). The Galois equivariant property of these local trilinear period integrals at non-archimedean
places is proved in Lemma 5.3, and the calculation for the archimedean local trilinear periods integral was
settled in [CC19] and is recalled in Lemma 5.4. On the other hand, consider the automorphic line bundles
L(κ,r) and L(κ(Iκ),r) associated to the algebraic characters ρ(κ,r) and ρ(κ(Iκ),r) of (R× · SO(2))ΣE in (2.4)
on the quaternion Shimura variety for the Shimura datum (RE/Q(D ⊗F E)×, (H±)ΣE). Let H0(Lsub(κ,r)) and
H [F:Q](Lsub(κ(Iκ),r)) be the zeroth and [F : Q]-th coherent cohomology groups of the subcanonical extensions
Lsub(κ,r) and Lsub(κ(Iκ),r), respectively, on a toroidal compactification of the quaternion Shimura variety. These co-
homology groups have canonical Q(κ)-rational structures and admit natural action of D×(AE,f ). Inside these
coherent cohomology groups, we have the cuspidal cohomology groups H0cusp(L(κ,r)) and H [F:Q]cusp (L(κ(Iκ),r))
which are admissible semisimple D×(AE,f )-submodules and consisting of cohomology classes represented by
cusp forms on D×(AE). The representation πDf occurs with multiplicity one in the π
D
f -isotypic components
H0cusp(L(κ,r))[πDf ] and H [F:Q]cusp (L(κ(Iκ),r))[πDf ] and these isotypic components have canonical Q(Π )-rational
structures inherit from that of Lsub(κ,r) and Lsub(κ(Iκ),r) (see Lemmas 2.3 and 2.5). Note that each class in
H0cusp(L(κ,r))[πDf ] (resp.H [F:Q]cusp (L(κ(Iκ),r))[πDf ]) is uniquely represented by a holomorphic cusp form in ΠD
(resp. by a cusp form in ΠD which is anti-holomorphic at w ∈ Iκ and holomorphic elsewhere). The period
ΩIκ(ΠD) ∈ C× is the non-zero complex number, unique up to Q(Π )×, such that
ϕIκ
ΩIκ(ΠD)
5
represents a Q(Π )-rational cusp form in H [F:Q]cusp (L(κ(Iκ),r))[πDf ] for any Q(Π )-rational holomorphic cusp form
ϕ ∈ ΠD. Here ϕIκ is the right translation of ϕ by τIκ ∈ GL2(R)ΣE = D×(E∞) with
(τIκ)w =

(
−1 0
0 1
)
if w ∈ Iκ,
1 otherwise.
Under the totally unbalanced condition, we constructed in § 3 certain trilinear differential operator [δ(κ)]
rational over Q(κ) from L(κ(Iκ),r) to L′(2,0), the automorphic line bundle associated to the algebraic character
ρ′(2,0) of (R
× · SO(2))ΣF on the quaternion Shimura variety for the Shimura datum (RF/QD×, (H±)ΣF). It
induces a D×(AF,f )-module homomorphism
[δ(κ)] : H [F:Q](Lsub(κ(Iκ),r)) −→ H [F:Q]((L′(2,0))sub)
which is rational over Q(κ). Moreover, if a class in H [F:Q]cusp (L(κ(Iκ),r))[πDf ] is represented by a cusp form ϕ,
then its image under [δ(κ)] is represented by (X(κ) ·ϕ)|D×(AF) for some differential operator X(κ) ∈ U(glΣE2,C)
defined in (3.4). Composing the trilinear differential operator with the Q-rational trace map
H [F:Q]((L′(2,0))sub) −→ C
in Lemma 2.2, we deduce that ∫
A×F D
×(F)\D×(AF)
X(κ) · ϕIκ(g)
ΩIκ(ΠD)
dgTam ∈ Q(Π )
for any Q(Π )-rational holomorphic cusp form ϕ ∈ ΠD. Here dgTam is the Tamagawa measure. Similar
assertions hold for (ΠD)∨ if we replace r by −r and πDf by (πDf )∨. Therefore, we have
ID(X(κ) · ϕIκ1 ⊗X(κ) · ϕIκ2 )
ΩIκ(ΠD) · ΩIκ((ΠD)∨) ∈ Q(Π )
for Q(Π )-rational holomorphic cusp forms ϕ1 ∈ ΠD and ϕ2 ∈ (ΠD)∨. Combining with Ichino’s formula,
we obtain the algebraicity of L(12 ,Π ,As). We mention one subtlety in the proof. In order to apply Ichino’s
formula, it is necessary to compare L(1,Π ,Ad), which is the special value of the adjoint L-function of Π at
s = 1, with the Petersson bilinear pairing (2.18) on ΠD × (ΠD)∨. It is known that L(1,Π ,Ad) is essentially
equal to the Petersson pairing of Q(Π )-rational holomorphic cusp form in ΠD × (ΠD)∨ (see Lemma 2.9 and
Corollary 2.10). On the other hand, the rationality of the global trilinear period integral ID is related to the
rational structure of H
[F:Q]
cusp (L(κ(Iκ),r))[πDf ] as we have explained above. This is the key reason why we need
to compare the rational structures on H0cusp(L(κ,r))[πDf ] and H [F:Q]cusp (L(κ(Iκ),r))[πDf ].
Theorem 1.11 is actually a direct consequence of the algebraicity of the rightmost critical value of the
twisted Rankin–Selberg L-function L(s,Π × Π ′ × χ) for suitable motivic irreducible cuspidal automor-
phic representation Π ′ of GL2(AF). The algebraicity is expressed in terms of the cohomological periods
ΩI(Π ),ΩΣErI(Π ′), the Gauss sum G(χ2ωΠωΠ ′), and some other elementary factors. The algebraicity was
proved by Shimura in [Shi78, Theorem 4.2] when I = ΣF and by Harris in [Har89, Theorem 3.5.1] for general
Π ,Π ′, and χ = 1. We generalize the result to arbitrary twist by algebraic Hecke character χ in Theorem
4.7. By applying Theorem 4.7 to the triplets (Π ,Π ′, χ) and (Π ⊗ χ,Π ′,1), the period relation in Theorem
1.11 follows immediately.
This paper is organized as follows. In § 2, we recall the theory of coherent cohomology on quaternion
Shimura varieties based on the general results of Harris [Har90b]. The cohomological periods ΩI(Π ) for
admissible I ⊆ ΣE are defined in Proposition 2.6. In § 3, we construct the trilinear differential operator under
the totally unbalanced condition. We specialize the results of Harris in [Har85, § 3] and [Har86, § 7] to the
natural inclusion
(RF/QD
×, (H±)ΣF) ⊂ (RF/Q(D ⊗F E)×, (H±)ΣE)
of Shimura data and the automorphic line bundles L(κ(Iκ),r) and L′(2,0). In § 4, we prove the algebraicity
of critical values of twisted Rankin–Selberg L-functions for GL2×GL2 over F. This section is logically
independent of the proof of Theorem 1.4 except for § 4.1, whereas Theorem 1.11 is a corollary to the main
result Theorem 4.7 of § 4. In § 5, we prove our main results Theorems 1.4, 1.8, and 1.11.
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1.3. Notation. Fix a totally real number field F. Let AF (resp.A) be the ring of adeles of F (resp.Q) and
AF,f (resp.Af ) be its finite part. Let oF be the ring of integers of F and DF the absolute discriminant of
F/Q. We denote by oˆF the closure of oF in AF,f . Let ψQ =
⊗
v ψQv be the standard additive character of
Q\A defined so that
ψQp(x) = e
−2π√−1 x for x ∈ Z[p−1],
ψR(x) = e
2π
√−1x for x ∈ R.
The standard additive character ψF of F\AF is defined by ψF = ψQ ◦ trF/Q. For α ∈ F, let ψαF be the additive
character defined by ψαF (x) = ψF(αx). Similarly we define ψ
α
Fv
for α ∈ Fv.
Let E ba a totally real e´tale algebra over F. Let ΣE be the set of non-zero algebra homomorphisms
from E to R. We identify E∞ = E ⊗Q R with RΣE so that the w-th coordinate of RΣE corresponds to the
completion of E at w. Let κ = Σw∈ΣEκww ∈ Z[ΣE]. For σ ∈ Aut(C), define σκ = Σw∈ΣEσκww ∈ Z[ΣE]
with σκw = κσ−1◦w. Let Q(κ) be the fixed field of {σ ∈ Aut(C) | σκ = κ}. For each subset I of ΣE, let
κ(I) = Σw∈ΣEκ(I)ww ∈ Z[ΣE] defined by
κ(I)w =
{
2− κw if w ∈ I,
κw if w /∈ I,
and let Q(I) be the fixed field of {σ ∈ Aut(C) | σI = I}. Note that Q(κ(I)) ⊆ Q(κ) ·Q(I). Consider the map
the power set of ΣE −→ {0, 1, · · · , [E : Q]} × Z[ΣE],
I 7−→ (♯I, κ(I)).
We say a subset I of ΣE is admissible with respect to κ if the fiber of (
♯I, κ(I)) under the above map contains
only I. In this case, we have Q(κ(I)) = Q(κ) · Q(I). It is clear that the empty set and ΣE are admissible.
We will use the notion of admissibility only when κ ∈ Z≥1[ΣE]. In this case, any subset I such that κw ≥ 2
for all w ∈ I is admissible. We assume
E = F1 × · · · × Fn
for some totally real number fields F1, · · · ,Fn over F. Let E˜ be the composite of the Galois closure of Fi
over Q for 1 ≤ i ≤ n. We identify ΣE with the disjoint union of ΣFi for 1 ≤ i ≤ n in a natural way. Let
(κ, r) ∈ Z[ΣE] × Z[ΣE]. We say (κ, r) is motivic if κw ≡ rw (mod 2) for w ∈ ΣE and rw = rw′ whenever
w,w′ ∈ ΣFi for some 1 ≤ i ≤ n.
In GL2, let B be the Borel subgroup consisting of upper triangular matrices and N be its unipotent radical,
and put
a(ν) =
(
ν 0
0 1
)
, d(ν) =
(
1 0
0 ν
)
, m(t) =
(
t 0
0 t−1
)
, n(x) =
(
1 x
0 1
)
for ν, t ∈ GL1 and x ∈ Ga. Let gl2 be the Lie algebra of GL2(R) and gl2,C be its complexification. We have
gl2,C = C · Z ⊕ C ·H ⊕ C ·X+ ⊕ C ·X−,
where
Z =
(
1 0
0 1
)
, H =
(
0 −√−1√−1 0
)
, X+ =
(√−1 −1
−1 −√−1
)
, X− =
(√−1 1
1 −√−1
)
.
We denote by U(gl2,C) the universal enveloping algebra of gl2,C. Let
SO(2) =
{
kθ =
(
cos θ sin θ
− sin θ cos θ
) ∣∣∣∣ θ ∈ R/2πZ} .
For κ ∈ Z≥1 and ε ∈ {±1}, let D(κ)ε be the irreducible admissible (gl2, SO(2))-module characterized so that
there exists a non-zero v ∈ D(κ)ε such that
Z · v = 0, H · v = εκ · v, X−ε · v = 0.
Let D(κ) = D(κ)+ ⊕ D(κ)−, which is an irreducible admissible (gl2,O(2))-module. Note that D(κ) is the
O(2)-finite part of the (limit of) discrete series representation of GL2(R) with weight κ. For r ∈ Z such that
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κ ≡ r (mod 2) and α ∈ R×, let W±(κ,r),ψαR be the Whittaker function for D(κ) ⊗ | |
r/2 with respect to ψαR of
weight ±κ normalized so that W±(κ,r),ψαR (1) = e
−2πα. The explicit formula is given by
W±(κ,r),ψαR (zn(x)a(y)kθ) = z
r(±αy)(κ+r)/2e2π
√−1α(x±√−1 y)±√−1 κθ · IR>0(±αy)(1.1)
for x ∈ R, y, z ∈ R×, and kθ ∈ SO(2).
Let σ ∈ Aut(C). Define the σ-linear action on C(X), which is the field of formal Laurent series in variable
X over C, as follows:
σP (X) =
∞∑
n≫−∞
σ(an)X
n
for P (X) =
∑∞
n≫−∞ anX
n ∈ C(X). For a complex representation π of a group G on the space Vπ of π, let
σπ be the representation of G defined
σπ(g) = t ◦ π(g) ◦ t−1,
where t : Vπ → Vπ is a σ-linear isomorphism. Note that the isomorphism class of σπ is independent of the
choice of t. We call σπ the σ-conjugate of π. When v is a finite place of F and f is a complex-valued function
on Fmv or (F
×
v )
m for some m ∈ Z≥1, we define σf by σf(x) = σ(f(x)) for x ∈ Fmv or x ∈ (F×v )m.
For an algebraic Hecke character χ of A×F , the Gauss sum G(χ) of χ is defined by
G(χ) = D
−1/2
F
∏
v∤∞
ε(0, χv, ψFv),
where ε(s, χv, ψFv) is the ε-factor of χv with respect to ψFv defined in [Tat79]. For σ ∈ Aut(C), define Hecke
character σχ of A×F by
σχ(x) = σ(χ(x)). It is easy to verify that
σ(G(χ)) = σχ(u)G(σχ),
σ
(
G(χχ′)
G(χ)G(χ′)
)
=
G(σχσχ′)
G(σχ)G(σχ′)
(1.2)
for algebraic Hecke characters χ, χ′ of A×F , where u ∈ Ẑ× is the unique element such that σ(ψF(x)) = ψF(ux)
for x ∈ AF,f . Let sgn(χ) ∈ {±1}ΣF be the signature of χ defined by sgn(χ)v = χv(−1) for v ∈ ΣF.
2. Periods of motivic quaternionic modular forms
2.1. Coherent cohomology groups on the quaternionic Shimura variety. Let
E = F1 × · · · × Fn
be a totally real e´tale algebra over F, where F1, · · · ,Fn are totally real number fields over F. For 1 ≤ i ≤ n,
let Di be a totally indefinite quaternion algebra over Fi. Put D = D1 × · · · ×Dn. Let
G = RE/QD
× = RF1/QD
×
1 × · · ·RFn/QD×n
be a connected reductive linear algebraic group overQ. We identify G(R) with GL2(R)ΣE via the identification
of E∞ with RΣE . Let h : RC/RGm → GR be the homomorphism defined by
h(x+
√−1 y) =
((
x y
−y x
)
, · · · ,
(
x y
−y x
))
(2.1)
on R-points. Let X be the G(R)-conjugacy class containing h. Then (G,X) is a Shimura datum and the
associated Shimura variety
Sh(G,X) = lim←−K
ShK(G,X) = lim←−K
G(Q)\X ×G(Af )/K
is called the quaternionic Shimura variety associated to (G,X), where K runs through neat open compact
subgroups of G(Af ). It is a pro-algebraic variety over C with continuous G(Af )-action and admits canonical
model over Q. Let K∞ be the stabilizer of h in G(R). Note that
K∞ = ZG(R) · SO(2)ΣE
and we have isomorphisms
G(R)/K∞ −→ X −→ (H±)ΣE , gK∞ 7−→ ghg−1 7−→ g · (
√−1, · · · ,√−1).(2.2)
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Here H± = C r R is the union of the upper and lower half-planes and G(R) acts on (H±)ΣE by the linear
fractional transformation. Let g and k be the Lie algebras of G(R) and K∞, respectively. The Hodge
decomposition on gC induced by Ad ◦ h is given by
gC = p
+ ⊕ kC ⊕ p−(2.3)
with p+ = g
(−1,1)
C , p
− = g(1,−1)C , and kC = g
(0,0)
C . Here
g
(p,q)
C = {X ∈ gC | h(z)−1Xh(z) = z−pz−qX for z ∈ C}.
We identify g with glΣE2 via the identification of E∞ with R
ΣE .
Let (κ, r) ∈ Z[ΣE]× Z[ΣE] such that κw ≡ rw (mod 2) for w ∈ ΣE. We denote by C(κ,r) the complex field
C equipped with the action ρ(κ,r) of K∞ given by
ρ(κ,r)(a · kθ)z =
∏
w∈ΣE
a−rww e
−√−1κwθw · z(2.4)
for a = (aw)w∈ΣE ∈ (R×)ΣE and kθ = (kθw)w∈ΣE ∈ SO(2)ΣE , and z ∈ C. Conversely, any one-dimensional
algebraic representation of K∞ over C is of this form. We say ρ(κ,r) is motivic if ρ(κ,r)|ZG(R) is the base
change of a Q-rational character of ZG. It is easy to see that ρ(κ,r) is motivic if and only if (κ, r) is motivic
(cf. § 1.3). Let A(2)(G(A)) (resp.A0(G(A))) be the space of essentially square-integrable automorphic forms
(resp. cusp forms) on G(A). Let
C∞sia(G(A)) = {ϕ ∈ C∞(G(Q)\G(A)) | X · ϕ is slowly increasing for all X ∈ U(gC)} ,
C∞rda(G(A)) = {ϕ ∈ C∞(G(Q)\G(A)) | X · ϕ is rapidly decreasing for all X ∈ U(gC)} .
Let P = p− ⊕ kC be a parabolic subalgebra of gC. We have the (P,K∞)-modules
A⋆(G(A)) ⊗C C(κ,r), C∞⋆′ (G(A)) ⊗C C(κ,r)
for ⋆ ∈ {(2), 0} and ⋆′ ∈ {sia, rda}, where the action ofP on C(κ,r) factors through kC. Consider the complexes
with respect to the Lie algebra differential operator (cf. [BW00, Chapter I]):
Cq(2),(κ,r) =
(
A(2)(G(A)) ⊗C
q∧
p+ ⊗C C(κ,r)
)K∞
,
Cqcusp,(κ,r) =
(
A0(G(A)) ⊗C
q∧
p+ ⊗C C(κ,r)
)K∞
,
Cqsia,(κ,r) =
(
C∞sia(G(A))⊗C
q∧
p+ ⊗C C(κ,r)
)K∞
,
Cqrda,(κ,r) =
(
C∞rda(G(A)) ⊗C
q∧
p+ ⊗C C(κ,r)
)K∞
(2.5)
for q ∈ Z≥0. The corresponding q-th cohomology groups of the above complexes are denoted respectively by
Hq(2)(L(κ,r)), Hqcusp(L(κ,r)), Hq(Lcan(κ,r)), Hq(Lsub(κ,r)).
Note that G(Af ) acts on the above complexes by right translation. This in turn defines G(Af )-module struc-
tures on the cohomology groups. It is clear thatHqcusp(L(κ,r)) andHq(2)(L(κ,r)) are semisimpleG(Af )-modules.
By the results of Harris [Har90a] and [Har90b], the relative Lie algebra cohomology groups Hq(Lcan(κ,r)) and
Hq(Lsub(κ,r)) are isomorphic to the q-th coherent cohomology groups of the canonical and subcanonical ex-
tension, respectively, of certain automorphic line bundle L(κ,r) on Sh(G,X) to its toroidal compactification.
Thus the terminology is justified. The natural inclusions
A0(G(A)) A(2)(G(A))
C∞rda(G(A)) C
∞
sia(G(A))
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induce the following commutative diagram for G(Af )-module homomorphisms:
(2.6)
Hqcusp(L(κ,r)) Hq(2)(L(κ,r))
Hq(Lsub(κ,r)) Hq(Lcan(κ,r)).
Let Hq! (L(κ,r)) be the image of the homomorphism Hq(Lsub(κ,r))→ Hq(Lcan(κ,r)). By Theorem 2.1-(3) below, the
homomorphism Hqcusp(L(κ,r)) → Hq(Lsub(κ,r)) is injective. We identify Hqcusp(L(κ,r)) with a G(Af )-submodule
of Hq(Lsub(κ,r)) by this injection.
We recall in the following theorem some results of Harris [Har85], [Har90b] and Milne [Mil83] specialized to
the Shimura datum (G,X). Let A(2)(G(A), (κ, r)) be the space of essentially square-integrable automorphic
forms ϕ on G(A) such that
• ϕ(ag) =∏w∈ΣE arww · ϕ(g) for a = (aw)w∈ΣE ∈ ZG(R) = (R×)ΣE and g ∈ G(A);
• ϕ is an eigenfunction of the Casimir operator of gC with eigenvalue
∏
w∈ΣE(
1
2κ
2
w − κw).
Let A0(G(A), (κ, r)) be the subspace of A(2)(G(A), (κ, r)) consisting of cusp forms on G(A). We fix a Q(κ)-
rational structure on C(κ,r) spanned by a non-zero vector v(κ,r) ∈ C(κ,r). We also fix a E˜-rational structure
on p± with E˜-basis given by
{X±,w |w ∈ ΣE} ,
where X±,w is defined so that its w-component is equal to X± and zero otherwise. For σ ∈ Aut(C), we have
the σ-linear isomorphisms
C(κ,r) −→ C(σκ,r), z · v(κ,r) 7−→ σ(z) · v(σκ,r);
p± −→ p±,
∑
w∈ΣE
zw ·X±,w 7−→
∑
w∈ΣE
σ(zw) ·X±,σ◦w.(2.7)
Note that we obtain a Q-rational structure on p± by taking the Aut(C)-invariants with respect to the above
σ-linear isomorphism.
Theorem 2.1. Assume (κ, r) ∈ Z[ΣE]× Z[ΣE] is motivic.
(1) For σ ∈ Aut(C), with respect to the σ-linear isomorphisms in (2.7), conjugation by σ induces natural
σ-linear G(Af )-module isomorphisms
Tσ : H
q(Lsub(κ,r)) −→ Hq(Lsub(σκ,r)), Tσ : Hq(Lcan(κ,r)) −→ Hq(Lcan(σκ,r)),
and such that the diagram
Hq(Lsub(κ,r)) Hq(Lsub(σκ,r))
Hq(Lcan(κ,r)) Hq(Lcan(σκ,r))
Tσ
Tσ
is commute. Moreover, Hq(Lsub(κ,r)) and Hq(Lcan(κ,r)) are admissible G(Af )-modules and have canon-
ical rational structures over Q(κ) given by taking the Galois invariants with respect to Tσ for σ ∈
Aut(C/Q(κ)).
(2) We have
Hqcusp(L(κ,r)) =
(
A0(G(A), (κ, r))⊗C
q∧
p+ ⊗C C(κ,r)
)K∞
,
Hq(2)(L(κ,r)) =
(
A(2)(G(A), (κ, r))⊗C
q∧
p+ ⊗C C(κ,r)
)K∞
.
(3) The composite of the left vertical and lower horizontal homomorphisms in (2.6) is an injective G(Af )-
module homomorphism Hqcusp(L(κ,r))→ Hq! (L(κ,r)).
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(4) The image of the homomorphism Hq(2)(L(κ,r))→ Hq(Lcan(κ,r)) in (2.6) contains Hq! (L(κ,r)). In partic-
ular, Hq! (L(κ,r)) is a semisimple G(Af )-module.
Let K be a neat open compact subgroup of G(Af ). For ⋆ = sia or rda, we have the complexe KC∗⋆,(κ,r)
analogous to (2.5) with C∞⋆ (G(Q)\G(A)) replacing by C∞⋆ (G(Q)\G(A)/K). We denote by HqK(Lcan(κ,r))
(resp.HqK(Lsub(κ,r))) the corresponding q-th cohomology group if ⋆ = sia (resp. ⋆ = rda). Note that HqK(Lcan(κ,r))
and HqK(Lsub(κ,r)) are finite dimensional vector spaces over C and isomorphic to the q-th coherent cohomol-
ogy groups of the canonical and subcanonical extension, respectively, of certain automorphic line bundle
KL(κ,r) on ShK(G,X) to its toroidal compactification. For each g ∈ G(Af ), let Kg = g−1Kg. The natural
isomorphism ShKg (G,X)→ ShK(G,X) induces isomorphisms
HqK(Lcan(κ,r)) −→ HqKg(Lcan(κ,r)), HqK(Lsub(κ,r)) −→ HqKg (Lsub(κ,r)).(2.8)
Then similar assertions as in Theorem 2.1-(1) hold for HqK(Lcan(κ,r)) and HqK(Lsub(κ,r)) so that the corresponding
σ-linear isomorphisms Tσ in (1) are compatible with (2.8). Moreover, the natural morphisms of complexes
KC∗⋆,(κ,r) → C∗⋆,(κ,r) induce G(Af )-module isomorphisms
lim−→K
HqK(Lcan(κ,r)) −→ Hq(Lcan(κ,r)), lim−→K
HqK(Lsub(κ,r)) −→ Hq(Lsub(κ,r))
which are compatible with Tσ for all σ ∈ Aut(C). Here the G(Af )-module structure on the direct limits are
defined by the isomorphisms (2.8).
Let 2 = (2, · · · , 2) and 0 = (0, · · · , 0). The automorphic line bundle KLsub(2,0) is isomorphic to the dualizing
sheaf for toroidal compactification of ShK(G,X) (cf. [Har90b, Proposition 2.2.6]) with trace map
H
[E:Q]
K (Lsub(2,0)) −→ C, ω 7−→
∫
ShK(G,X)
ω,
where ∫
ShK(G,X)
ω =
∫
G(Q)\X×G(Af )/K
ϕ ◦ ιK(x) dµK
if ω is represented by ϕ⊗∧w∈ΣE X+,w ⊗ v(2,0) ∈ KC [E:Q]rda,(2,0). Here
ιK : G(Q)\X ×G(Af )/K −→ G(Q)\G(A)/K∞K
is the natural isomorphism, and the measure on G(Q)\X ×G(Af )/K is defined as follows:
• on G(Af )/K, we take the counting measure;
• on X , we take the measure
(
dz ∧ dz
2π
√−1
)[E:Q]
on (H±)ΣE via the isomorphism (2.2).
Under this normalization of measure, we have the following Galois equivariant property:
σ
(∫
ShK(G,X)
ω
)
=
∫
ShK(G,X)
Tσω(2.9)
for ω ∈ H [E:Q]K (Lsub(2,0)) and σ ∈ Aut(C) (cf. [Har90b, (3.8.4)]). In the following lemma, we show that the family
of trace maps as K varies can be normalized to define a trace map H [E:Q](Lsub(2,0))→ C.
Lemma 2.2. We have the G(Af )-equivariant trace map
H [E:Q](Lsub(2,0)) −→ C, ω 7−→
∫
Sh(G,X)
ω,
where ∫
Sh(G,X)
ω = [oˆ×E : o
×
E · U ]−1
∑
a∈E×\A×E /E×∞U
∫
ZG(A)G(Q)\G(A)
ϕ(ag) dgTam
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if ω is represented by ϕ ⊗ ∧w∈ΣE X+,w ⊗ v(2,0) ∈ C [E:Q]rda,(2,0). Here dgTam is the Tamagawa measure on
ZG(A)\G(A) and U is any open compact subgroup of A×E,f such that ϕ is right U-invariant. Moreover, the
trace map satisfies the Galois equivariant property:
σ
(∫
Sh(G,X)
ω
)
=
∫
Sh(G,X)
Tσω
for ω ∈ H [E:Q](Lsub(2,0)) and σ ∈ Aut(C).
Proof. We identify ZG(A) with A×E . Let ω ∈ H [E:Q](Lsub(2,0)) be a class represented by ϕ ⊗
∧
w∈ΣE X+,w ⊗
v(2,0) ∈ C [E:Q]rda,(2,0). For any neat open compact subgroup K of G(Af ) such that ϕ is right K-invariant, we let
UK = ZG(Af ) ∩ K and ωK ∈ H [E:Q]K (Lsub(2,0)) be the class represented by ϕ ⊗
∧
w∈ΣE X+,w ⊗ v(2,0) considered
as an element in KC
[E:Q]
rda,(2,0). By [IP18, Lemmas 6.1 and 6.3], there exists a non-zero rational number C
depending only on G such that∫
ShK(G,X)
ωK =
∫
G(Q)\X×G(Af )/K
ϕ ◦ ιK(x) dµK
= C · [K0 : K] · [oˆ×E : UK]−1 ·
∫
G(Q)\G(A)/ZG(R)UK
ϕ(g) dgTam.
Here K0 is any maximal open compact subgroup of G(Af ) containing K. We remark that the above formula
was proved in [IP18, Lemmas 6.3] for UK = oˆ×E . The general case can be proved in a similar way. We rewrite
the formula as
C−1 · [K0 : K]−1 · [o×E · UK : UK] ·
∫
ShK(G,X)
ωK
= [oˆ×E : o
×
E · UK]−1 ·
∫
G(Q)\G(A)/ZG(R)UK
ϕ(g) dgTam
= [oˆ×E : o
×
E · UK]−1 ·
∑
a∈E×\A×E /E×∞UK
∫
ZG(A)G(Q)\G(A)
ϕ(ag) dgTam
Note that the constant C−1 · [K0 : K]−1 · [o×E ·UK : UK] depends only on G and K. Let U be any open compact
subgroup of A×E,f such that ϕ is right U-invariant. Then we have
[oˆ×E : o
×
E · (U ∩ UK)]−1
∑
a∈E×\A×E /E×∞(U∩UK)
∫
ZG(A)G(Q)\G(A)
ϕ(ag) dgTam
= [oˆ×E : o
×
E · (U ∩ UK)]−1 · [E×E×∞U : E×E×∞(U ∩ UK)]
∑
a∈E×\A×E /E×∞U
∫
ZG(A)G(Q)\G(A)
ϕ(ag) dgTam
= [oˆ×E : o
×
E · U ]−1
∑
a∈E×\A×E /E×∞U
∫
ZG(A)G(Q)\G(A)
ϕ(ag) dgTam.
We conclude that the trace map ω 7→ ∫
Sh(G,X)
ω is well-defined. Finally, the Galois equivariance property
follows from C ∈ Q× and (2.9). This completes the proof. 
2.2. Rational structures via the coherent cohomology. Let Π =
⊗
v πv be an irreducible cuspidal
automorphic representation of G(A). Let πf =
⊗
p πp be the finite part of Π . We assume that Π is motivic,
that is, there exists motivic (κ, r) ∈ Z≥1[ΣE]× Z[ΣE] such that
π∞ = ⊠w∈ΣE(D(κw)⊗ | |−rw/2).
We call κ (resp. (κ, r)) the weight (resp.motivic weight) of Π . When E is a field, we necessary have r =
(r, · · · , r) for some r ∈ Z and also call (κ, r) ∈ Z≥1[ΣE]× Z the motivic weight of Π . Note that Π occurs in
A0(G(A), (κ, r)). For each motivic (κ′, r′) ∈ Z[ΣE]×Z[ΣE] and ⋆ ∈ {cusp, (2), !}, we denote byHq⋆(L(κ′,r′))[πf ]
the πf -isotypic component of πf in H
q
⋆ (L(κ′,r′)).
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Lemma 2.3. Let (κ′, r′) ∈ Z[ΣE]× Z[ΣE] be motivic.
(1) If r 6= r′ or (κw − κ′w)(κw + κ′w − 2) 6= 0 for some w ∈ ΣE, then Hq⋆(L(κ′,r′))[πf ] = 0 for all q and
⋆ ∈ {cusp, (2), !}.
(2) If r = r′ and (κw − κ′w)(κw + κ′w − 2) = 0 for all w ∈ ΣE, then the homomorphism in Theorem
2.1-(3) induces an isomorphism of G(Af )-modules Hqcusp(L(κ′,r))[πf ] → Hq! (L(κ′,r))[πf ]. Moreover,
the multiplicity of πf in H
q
cusp(L(κ′,r))[πf ] is equal to the number of subsets I of ΣE such that
κ′ = κ(I), q = ♯I.
Proof. For each subset I of ΣE, let
ε(I)w =
{
− if w ∈ I,
+ if w /∈ I
for w ∈ ΣE and
π∞,I = ⊠w∈ΣE(D(κw)
ε(I)w ⊗ | |−rw/2)
be an irreducible admissible (g,K∞)-module. Note that we have a (g,K∞)-module isomorphism
π∞ ≃
⊕
I⊆ΣE
π∞,I .
Specializing [Har90b, Theorem 4.6.2] to the (limit of) discrete series representation π∞,I , we have
dim
(
π∞,I ⊗C
q∧
p+ ⊗C C(κ′,r′)
)K∞
=
{
0 if (κ′, r′) 6= (κ(I), r) or q 6= ♯I,
1 if (κ′, r′) = (κ(I), r) and q = ♯I.
(2.10)
On the other hand, by the strong multiplicity one theorem, we have
A0(G(A), (κ, r))[πf ] = A(2)(G(A), (κ, r))[πf ] = Π .
The assertions then follow from Theorem 2.1-(2)-(4) and (2.10). This completes the proof. 
For σ ∈ Aut(C), let σΠ be the irreducible admissible representation of G(A) defined by
σΠ = σπ∞ ⊗ σπf ,
where σπf is the σ-conjugate of πf and
σπ∞ is the representation ofG(R) = GL2(R)ΣE so that its w-component
is equal to the σ−1 ◦ w-component of π∞. The following lemma is well-known and can be deduced from the
result of Shimura [Shi78, Proposition 1.6]. When κw ≥ 2 for all w ∈ ΣE, the lemma was also proved by
Waldspurger [Wal85] and Harder [Har87] and is based on the study of (g,K∞)-cohomology. We provide
another proof based on the results of Harris [Har90b], which is (P,K∞)-cohomological in natural.
Lemma 2.4. For σ ∈ Aut(C), the representation σΠ is a motivic irreducible cuspidal automorphic represen-
tation of G(A) of motivic weight (σκ, r). Moreover, the rationality field Q(Π ) of Π is equal to the fixed field
of {σ ∈ Aut(C) | σΠ = Π }.
Proof. Fix σ ∈ Aut(C). Since H0! (L(κ,r))[πf ] ≃ πf , we have
H0! (L(σκ,r))[σπf ] = Tσ(H0! (L(κ,r))[πf ]) ≃ σπf .
On the other hand, the homomorphism in Theorem 2.1-(3) is an isomorphism by [Har90b, Proposition 5.4.2].
It follows that
H0cusp(L(σκ,r)))[σπf ] =
(A0(G(A), (σκ, r))[σπf ]⊗C C(σκ,r))K∞ ≃ σπf .
We conclude that A0(G(A), (σκ, r))[σπf ] = Π ′ for some irreducible cuspidal automorphic representation
Π ′ = π′∞ ⊗ σπf of G(A) such that (
π′∞ ⊗C C(σκ,r)
)K∞ 6= 0.
This implies that there exists a non-zero vector v ∈ π′∞ such that
π′∞(a · kθ)v =
∏
w∈ΣE
arww e
√−1 σκwθw · v(2.11)
for a = (aw)w∈ΣE ∈ (R×)ΣE and kθ = (kθw)w∈ΣE ∈ SO(2)ΣE . In particular, we have
(H, · · · , H) · v =
∏
w∈ΣE
σκw · v =
∏
w∈ΣE
κw · v.
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Note that the Casimir operator of gl2,C is given by
1
2H
2 −H − 12X+X−.
We deduce from the second condition defining the space A0(G(A), (σκ, r)) that
(X+X−, · · · , X+X−) · v = 0.(2.12)
By [JL70, Lemma 5.6], we see that (2.11) and (2.12) imply that
π′∞ = ⊠w∈ΣE(D(
σκw)⊗ | |−rw/2).
Therefore Π ′ is isomorphic to σΠ . For the second assertion, assume σπf = πf . Then it follows from the
strong multiplicity one theorem that σΠ = Π . This completes the proof. 
Lemma 2.5. Let I ⊆ ΣE. For any field extension Q(Π , I) ⊆ F ⊆ C, we have the F -rational structure on
H
♯I
cusp(L(κ(I),r))[πf ] by taking the Aut(C/F )-invariants
H
♯I
cusp(L(κ(I),r))[πf ]Aut(C/F ) =
{
c ∈ H♯Icusp(L(κ(I),r))[πf ]
∣∣∣ Tσc = c for all σ ∈ Aut(C/F )} .
Here Q(Π , I) = Q(Π )·Q(I). Moreover, suppose that I is admissible with respect to κ, then the G(Af )-module
H
♯I
cusp(L(κ(I),r))[πf ] is isomorphic to πf and the F -rational structures are unique up to homotheties.
Proof. By the commutativity of the diagram in Theorem 2.1-(1) and Lemma 2.3-(2), we have
H
♯I
cusp(L(σκ(σI),r))[σπf ] = Tσ(H
♯I
cusp(L(κ(I),r))[πf ])(2.13)
for all σ ∈ Aut(C). Let Q(Π ) ·Q(I) ⊆ F ⊆ C be a field extension. By Theorem 2.1-(1), H♯I(Lsub(κ(I),r)) admits
a F -rational structure given by
H
♯I(Lsub(κ(I),r))Aut(C/F ) =
{
c ∈ H♯I(Lsub(κ(I),r))
∣∣∣ Tσc = c for all σ ∈ Aut(C/F ))} .
By (2.13), H
♯I
cusp(L(κ(I),r))[πf ] is invariant by Tσ for σ ∈ Aut(C/F ). Therefore, by [Clo90, Lemme 3.2.1], we
have a F -rational structure on H
♯I
cusp(L(κ(I),r))[πf ] given by
H
♯I
cusp(L(κ(I),r))[πf ] ∩H
♯I(Lsub(κ(I),r))Aut(C/F ) = H
♯I
cusp(L(κ(I),r))[πf ]Aut(C/F ).
Finally, suppose that I is admissible with respect to κ. Then H
♯I
cusp(L(κ(I),r))[πf ] ≃ πf is irreducible by
Lemma 2.3-(2) and the uniqueness up to homotheties then follows from Schur’s lemma. This completes the
proof. 
2.3. Harris’ periods. LetΠ be a motivic irreducible cuspidal automorphic representation ofG(A) of motivic
weight (κ, r) ∈ Z≥1[ΣE]×Z[ΣE]. Let Π hol be the subspace of Π consisting of holomorphic cusp forms ϕ ∈ Π ,
that is,
ϕ(gkθ) = e
√−1 ∑w∈ΣE κwθwϕ(g)
for kθ = (kθw)w∈ΣE ∈ SO(2)ΣE and g ∈ G(A). Let I be a subset of ΣE. Define τI ∈ G(R) = GL2(R)ΣE by
τI = (a(ε(I)w))w∈ΣE ,(2.14)
where
ε(I)w =
{
−1 if w ∈ I,
1 if w /∈ I.
For ϕ ∈ Π hol, let ϕI ∈ Π defined by
ϕI(g) = ϕ(g · τI)(2.15)
for g ∈ G(A). We then have the homomorphism of G(Af )-modules:
ξI : Π hol −→ H
♯I
cusp(L(κ(I),r))[πf ], ϕ 7−→ ϕI ⊗
∧
w∈I
X+,w ⊗ v(κ(I),r).(2.16)
Here we fix an ordering of the wedge
∧
w∈I X+,w once and for all such that
∧
w∈I X+,w 7→
∧
w∈σI X+,w under
the σ-linear isomorphism in (2.7) for all σ ∈ Aut(C). Note that ξI is an isomorphism if and only if I is
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admissible with respect to κ by Lemma 2.3-(2). By taking I = ∅ to be the empty set, we identify Π hol with
H0cusp(L(κ,r))[πf ] by the isomorphism ξ∅. Moreover, for σ ∈ Aut(C) we have the σ-linear isomorphism
Π hol −→ σΠ hol, ϕ 7−→ σϕ(2.17)
defined so that the diagram
Π hol
σΠ hol
H0cusp(L(κ,r))[πf ] H0cusp(L(σκ,r))[σπf ]
ξ∅ ξ∅
Tσ
is commute. Comparing the Q(Π , I)-rational structures on H0cusp(L(κ,r))[πf ] and H
♯I
cusp(L(κ(I),r))[πf ] defined
in Lemma 2.5, we obtain the following result.
Proposition 2.6. Let I ⊆ ΣE be admissible with respect to κ. There exists ΩI(Π ) ∈ C×, unique up to
Q(Π , I)×, such that
ξI
(
Π
Aut(C/Q(Π ,I))
hol
)
ΩI(Π )
= H
♯I
cusp(L(κ(I),r))[πf ]Aut(C/Q(Π ,I)).
Moreover, we can normalize the periods so that
Tσ
(
ξI(ϕ)
ΩI(Π )
)
=
ξσI(
σϕ)
ΩσI(σΠ )
for ϕ ∈ Π hol and σ ∈ Aut(C).
Remark 2.7. For non-admissible I ⊆ ΣE, the multiplicity of πf in H♯Icusp(L(κ(I),r))[πf ] is greater than one
and it is not known whether the equality Tσ ◦ ξI(Πhol) = ξσI(σΠhol) holds for any σ ∈ Aut(C). Therefore,
we do not know whether ξI(Πhol) is defined over Q(Π , I). However, since H
♯I
cusp(L(κ(I),r))[πf ] is defined over
Q(Π ) · Q(κ(I)), it follows that ξI(Πhol) is define over some finite extension F over Q(Π ) · Q(κ(I)). Hecne
there exists ΩI(Π ) ∈ C×, unique up to F×, such that
ξI
(
Π
Aut(C/F )
hol
)
ΩI(Π )
= ξI(Πhol) ∩H♯Icusp(L(κ(I),r))[πf ]Aut(C/F ).
We have assume that E = F1× · · · ×Fn and D = D1× · · · ×Dn for some totally real number fields Fi and
some totally indefinite quaternion algebra Di over Fi. Then
Π = Π1 × · · · ×Πn
for some motivic irreducible cuspidal automorphic representation Πi of D
×
i (AFi) for 1 ≤ i ≤ n. We identify
ΣE with the disjoint union of ΣFi for 1 ≤ i ≤ n in a natural way. Then
I =
n⊔
i=1
I ∩ ΣFi .
We have the following period relation.
Lemma 2.8. Let I ⊆ ΣE be admissible with respect to κ. For σ ∈ Aut(C), we have
σ
(
ΩI(Π )∏n
i=1 Ω
I∩ΣFi (Πi)
)
=
Ω
σI(σΠ )∏n
i=1Ω
σI∩ΣFi (σΠi)
.
Proof. Indeed, we have
Sh(G,X) = Sh(G1, X1)× · · · × Sh(Gn, Xn),
where (Gi, Xi) = (RFi/QD
×
i , (H
±)ΣFi ). Write
(κ, r) = (κ1, r1)× · · · × (κn, rn)
under the identification
Z≥1[ΣE]× Z[ΣE] = (Z≥1[ΣF1 ]× Z[ΣF1 ])× · · · × (Z≥1[ΣFn ]× Z[ΣFn ]).
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Then we have
L(κ(I),r) = L(κi(I∩ΣF1 ),r1) × · · · × L(κi(I∩ΣFn ),rn).
Then it follows from the Ku¨nneth formula that we have a canonical G(Af )-module isomorphism
H
♯I(L⋆(κ(I),r)) ≃
⊕
q1+···+qn=♯I
n⊗
i=1
Hqi(L⋆(κi(I∩ΣFi ),ri))
for ⋆ ∈ {sub, can}. Taking the πf -isotypic parts and note that Hqi! (L(κi(I∩ΣFi ),ri))[πi,f ] is zero unless qi =
♯I ∩ ΣFi by Lemma 2.3 and the admissibility of I, we thus obtain an isomorphism
H
♯I
! (L(κ(I),r))[πf ] ≃
n⊗
i=1
H
♯I∩ΣFi
! (L(κi(I∩ΣFi ),ri))[πi,f ].
We deduce from Lemma 2.3-(2) that
H
♯I
cusp(L(κ(I),r))[πf ] ≃
n⊗
i=1
H
♯I∩ΣFi
cusp (L(κi(I∩ΣFi ),ri))[πi,f ].
In the above isomorphism, we normalize the Q(κi)-rational structure on C(κi,ri) for 1 ≤ i ≤ n such that
v(κ,r) =
n⊗
i=1
v(κi,ri)
under the isomorphism
(ρ(κ,r),C(κ,r)) ≃
n⊗
i=1
(ρ(κi,ri),C(κi,ri)).
Then for σ ∈ Aut(C), we have
Tσ = T
(1)
σ ⊗ · · · ⊗ T (n)σ .
Here
T (i)σ : H
♯I∩ΣFi (Lsub(κi(I∩ΣFi ),ri)) −→ H
♯I∩ΣFi (Lsub(σκi(σI∩ΣFi ),ri))
is the σ-linear isomorphism in Theorem 2.1 -(1). The assertion then follows at once. 
For I = ΣE, the period Ω
ΣE(Π ) can be expressed in terms of the Petersson pairing of holomorphic cusp
forms. Let 〈 , 〉 : Πhol ×Π ∨hol → C be the G(Af )-equivariant Petersson bilinear pairing defined by
〈ϕ1, ϕ2〉 =
∫
ZG(A)G(Q)\G(A)
ϕΣE1 (g)ϕ2(g) dg
Tam.(2.18)
Here dgTam is the Tamagawa measure on ZG(A)\G(A).
Lemma 2.9. We have
σ
( 〈ϕ1, ϕ2〉
ΩΣE(Π )
)
=
〈σϕ1, σϕ2〉
ΩΣE(σΠ )
for ϕ1 ∈ Πhol, ϕ2 ∈ Π ∨hol, and σ ∈ Aut(C).
Proof. We have the morphism for complexes
C
[E:Q]
rda,(2−κ,r) × C0sia,(κ,−r) −→ C
[E:Q]
sia,(2,0)(
ϕ1 ⊗
∧
w∈ΣE
X+,w ⊗ v(2−κ,r), ϕ2 ⊗ v(κ,−r)
)
7−→ ϕ1ϕ2 ⊗
∧
w∈ΣE
X+,w ⊗ v(2,0).
This induces G(Af )-module homomorphism of cohomology groups
H [E:Q](Lsub(2−κ,r))×H0(Lcan(κ,−r)) −→ H [E:Q](Lsub(2,0)), (c1, c2) 7−→ c1 ∧ c2.
The homomorphism satisfies the Galois equivariant property
Tσ(c1 ∧ c2) = Tσc1 ∧ Tσc2
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for all σ ∈ Aut(C). Composing with the trace map in Lemma 2.2, we obtain the G(Af )-equivariant homo-
morphism
Πhol ×Π ∨hol −→ C, (ϕ1, ϕ2) 7−→
∫
Sh(G,X)
ξΣE(ϕ1) ∧ ξ∅(ϕ2)
which satisfies
σ
(∫
Sh(G,X)
ξΣE(ϕ1)
ΩΣE(Π )
∧ ξ∅(ϕ2)
Ω∅(Π ∨)
)
=
∫
Sh(G,X)
ξΣE(
σϕ1)
ΩΣE(σΠ )
∧ ξ∅(
σϕ2)
Ω∅(σΠ ∨)
for all σ ∈ Aut(C). Note that we may take Ω∅(Π ∨) = 1 by definition. Since the class ξΣE(ϕ1) ∧ ξ∅(ϕ2) in
H [E:Q](Lsub(2,0)) is represented by ϕΣE1 · ϕ2 ⊗
∧
w∈ΣE X+,w ⊗ v(2,0), by Lemma 2.2 we have∫
Sh(G,X)
ξΣE(ϕ1) ∧ ξ∅(ϕ2) = [A×E : E×E×∞oˆ×E ] · 〈ϕ1, ϕ2〉.
This completes the proof. 
Let
L(s,Π ,Ad) =
∏
v
L(s, πv,Ad)
be the adjoint L-function of Π , where Ad is the adjoint representation of LG on pgl2(C)
[E:Q]. Note that
L(s,Π ,Ad) is holomorphic and non-zero at s = 1. Combining with the results of Shimura and Takase, we
obtain the following corollary.
Corollary 2.10. We have
σ
(
L(1,Π ,Ad)
(2π
√−1)−
∑
w∈ΣE
κw · π[E:Q] · ΩΣE(Π )
)
=
L(1, σΠ ,Ad)
(2π
√−1)−
∑
w∈ΣE
κw · π[E:Q] · ΩΣE(σΠ )
for all σ ∈ Aut(C).
Proof. By Lemma 2.8, it suffices to consider the case when E is a field. Let Π ′ be the Jacquet-Langlands
transfer of Π to GL2(AE). By a variant of the result [HK91, Theorem 12.3] (see also [Shi81, Theorem 3.8]),
we have
σ
( 〈ϕ1, ϕ2〉
〈ϕ3, ϕ4〉
)
=
〈σϕ1, σϕ2〉
〈σϕ3, σϕ4〉(2.19)
for ϕ1 ∈ Πhol, ϕ2 ∈ Π ∨hol, ϕ3 ∈ Π ′hol, ϕ4 ∈ (Π ′)∨hol with 〈ϕ3, ϕ4〉 6= 0 and σ ∈ Aut(C). We remark that
although the assertion in [HK91, Theorem 12.3] is stated for E = Q, one can prove (2.19) for general totally
real number fields following the same argument in [HK91, § 15.2]. On the other hand, it follows from the
result of Takase [Tak86, Proposition 1] that
σ
(
L(1,Π ,Ad)
(2π
√−1)−
∑
w∈ΣE
κw · π[E:Q] · 〈ϕ1, ϕ2〉
)
=
L(1, σΠ ,Ad)
(2π
√−1)−
∑
w∈ΣE
κw · π[E:Q] · 〈σϕ1, σϕ2〉
for ϕ1 ∈ Π ′hol, ϕ2 ∈ (Π ′)∨hol with 〈ϕ1, ϕ2〉 6= 0, and σ ∈ Aut(C). We remark that the factor (2π
√−1)−
∑
w∈ΣE
κw
is obtained from the comparison between rational structures on Π ′hol given by the zeroth coherent cohomol-
ogy and by the Whittaker model (cf. [GH93, (A.4.6)] or Lemma 4.2 below). The assertion then follows
immediately from Lemma 2.9.

3. Trilinear differential operators
Let E be a totally real e´tale cubic algebra over a totally real number field F. Let D be a totally indefinite
quaternion algebra over F. Let
G′ = RF/QD×, G = RE/Q(D ⊗F E)×
be connected reductive linear algebraic groups over Q. We identify G′(R) and G(R) with GL2(R)ΣF and
GL3(R)ΣE via the identifications F∞ = RΣF and E∞ = RΣE , respectively. Let X ′ (resp.X) be the G′(R)-
conjugacy class (resp.G(R)-conjugacy class) containing h′ (resp.h) defined as in (2.1). The natural diagonal
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embedding F → E induces the natural injective morphism G′ → G, which defines the inclusion of Shimura
data
(G′, X ′) ⊂ (G,X).
We begin with a well-known lemma.
Lemma 3.1. Let (ℓ1, ℓ2, ℓ3) ∈ Z3≥1 such that ℓ1 ≥ ℓ2 + ℓ3 and ℓ1 + ℓ2 + ℓ3 ≡ 0 (mod 2). Let vℓ2 and vℓ3
be non-zero vectors in D(ℓ2)
+ and D(ℓ3)
+ of weights ℓ2 and ℓ3, respectively. Then there exists a non-zero
element in U(gl22,C) of the form ∑
2m1+2m2=ℓ1−ℓ2−ℓ3
cm1,m2(ℓ1, ℓ2, ℓ3)(X
m1
+ ⊗Xm2+ ),
unique up to scalars, such that
H ·
∑
2m1+2m2=ℓ1−ℓ2−ℓ3
cm1,m2(ℓ1, ℓ2, ℓ3)(X
m1
+ vℓ2 ⊗Xm2+ vℓ3)
= ℓ1 ·
∑
2m1+2m2=ℓ1−ℓ2−ℓ3
cm1,m2(ℓ1, ℓ2, ℓ3)(X
m1
+ vℓ2 ⊗Xm2+ vℓ3),
(3.1)
and
X− ·
∑
2m1+2m2=ℓ1−ℓ2−ℓ3
cm1,m2(ℓ1, ℓ2, ℓ3)(X
m1
+ vℓ2 ⊗Xm2+ vℓ3) = 0.(3.2)
Here the action of gl2,C on D(ℓ2)
+ ⊗D(ℓ3)+ is given by
X · (v ⊗ v′) = X · v ⊗ v′ + v ⊗X · v′.
Moreover, the coefficients can be normalized so that cm1,m2(ℓ1, ℓ2, ℓ3) ∈ Q.
Proof. The existence and uniqueness follow directly from the decomposition (cf. [Rep76])
D(ℓ2)
+ ⊗D(ℓ3)+|gl2,C =
∞⊕
j=0
D(ℓ2 + ℓ3 + 2j)
+.
For the rationality of the differential operator, note that
H · vℓ2 = ℓ2 · vℓ2 , H · vℓ3 = ℓ3 · vℓ3 , X+X− −X−X+ = −4H.
Therefore, by a simple induction argument, we see that the linear equations defined by (3.2) have coefficients
in Q. In particular, the solutions can be chosen to be rational numbers. 
For a triplet (ℓ1, ℓ2, ℓ3) ∈ Z3≥1 such that ℓ1 + ℓ2 + ℓ3 ≡ 0 (mod 2) and satisfying the unbalanced condition
2max{ℓ1, ℓ2, ℓ3} ≥ ℓ1 + ℓ2 + ℓ3,
we fix a choice of cm1,m2(ℓ1, ℓ2, ℓ3) ∈ Q for each pair of non-negative integers m1,m2 with 2m1 + 2m2 =
2max{ℓ1, ℓ2, ℓ3}−ℓ1+ℓ2+ℓ3 such that the similar assertion in Lemma 3.1 holds. DefineX(ℓ1, ℓ2, ℓ3) ∈ U(gl32,C)
by
X(ℓ1, ℓ2, ℓ3) =

∑
2m1+2m2=ℓ1−ℓ2−ℓ3 cm1,m2(ℓ1, ℓ2, ℓ3)(1 ⊗Xm1+ ⊗Xm2+ ) if ℓ1 ≥ ℓ2 + ℓ3,∑
2m1+2m2=ℓ2−ℓ1−ℓ3 cm1,m2(ℓ1, ℓ2, ℓ3)(X
m1
+ ⊗ 1⊗Xm2+ ) if ℓ2 ≥ ℓ1 + ℓ3,∑
2m1+2m2=ℓ3−ℓ1−ℓ2 cm1,m2(ℓ1, ℓ2, ℓ3)(X
m1
+ ⊗Xm2+ ⊗ 1) if ℓ3 ≥ ℓ1 + ℓ2.
Let (κ, r) ∈ Z≥1[ΣE]× Z[ΣE] be motivic. We assume κ satisfies the totally unbalanced condition
2max
w|v
{κw} −
∑
w|v
κw ≥ 0(3.3)
for all v ∈ ΣF and ∑
w∈ΣE
rw = 0.
For each v ∈ ΣF, let v(1), v(2), v(3) ∈ ΣE be the extensions of v and v˜(κ) ∈ ΣE the homomorphism such that
maxw|v{κw} = κv˜(κ). Put
Iκ = {v˜(κ) | v ∈ ΣF} ⊂ ΣE.
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Let L′(2,0) and L(κ(Iκ),r) be the automorphic line bundles on Sh(G′, X ′) and Sh(G,X) defined by the motivic
algebraic representations ρ′(2,0) of K
′
∞ and ρ(κ(Iκ),r) of K∞ in (2.4), respectively. Here
(2, 0) = ((2, · · · , 2), (0, · · · , 0)) ∈ Z[ΣF]× Z[ΣF].
Proposition 3.2. There exists a homogeneous Q(κ)-rational differential operator [δ(κ)] from L(κ(Iκ),r) to
L′(2,0) satisfying the following conditions:
(1) Let
[δ(κ)] : H [F:Q](Lsub(κ(Iκ),r)) −→ H [F:Q]((L′(2,0))sub)
be the induced G′(Af )-module homomorphism. Then we have
Tσ ◦ [δ(κ)] = [δ(σκ)] ◦ Tσ
for all σ ∈ Aut(C).
(2) If a class in H [F:Q](Lsub(κ(Iκ),r)) is represented by ϕ ⊗
∧
w∈Iκ X+,w ⊗ v(κ(Iκ),r), then its image under
[δ(κ)] in H [F:Q]((L′(2,0))sub) is represented by
(X(κ) · ϕ)|G′(A) ⊗
∧
v∈ΣF
X+,v ⊗ v(2,0).
Here X(κ) ∈ U(glΣE2,C) is defined by
X(κ) =
⊗
v∈ΣF
X(κv(1) , κv(2) , κv(3)).(3.4)
Proof. Recall g and k (resp. g′ and k′) are the Lie algebras of G(R) and K∞ = ZG(R) · SO(2)ΣE (resp.G′(R)
and K ′∞ = ZG′(R) · SO(2)ΣF), respectively, and we have the Hodge decompositions for gC and g′C as in (2.3).
We identify g and g′ with glΣE2 and gl
ΣF
2 , respectively. For each w ∈ ΣE (resp. v ∈ ΣF), let gw (resp. g′v) be
the w-component of g (resp. v-component of g′). Let
P = p− ⊕ kC, P′ = (p′)− ⊕ k′C.
By [Har85, Theorem 4.8] and [Har86, Lemma 7.2], each element
δ∗ ∈ HomU(P′)(C∨(2,0), U(gC)⊗U(P) C∨(κ(Iκ),r)) = HomU(P′)(C(−2,0), U(gC)⊗U(P) C(−κ(Iκ),−r))
gives rise to a homogeneous differential operator [δ] from L(κ(Iκ),r) to L′(2,0). Here the action of P and P′
on C(−κ(Iκ),−r) and C(−2,0) factor through kC and k
′
C, respectively. We define [δ(κ)] be the homogeneous
differential operator corresponds to the element
δ(κ)∗ ∈ HomU(P′)(C(−2,0), U(gC)⊗U(P) C(−κ(Iκ),−r))
defined by
δ(κ)∗(v(−2,0)) = X(κ) · (1 ⊗ v(−κ(Iκ),−r)),
where X(κ) ∈ U(gC) = U(glΣE2,C) is in (3.4). We shall show that δ(κ)∗ is indeed U(P′)-equivariant. For
(ℓ, t) ∈ Z×Z with ℓ ≡ t (mod 2), let C(ℓ,t) be the complex field equipped with the action of R× · SO(2) given
by akθ · z = a−te−
√−1 ℓθ · z for a ∈ R× and kθ ∈ SO(2). Thus we have
C(−κ(Iκ),−r) =
⊗
w∈ΣE
C(−κ(Iκ)w,−rw)
as algebraic characters of K∞ = (R× · SO(2))ΣE . In the above isomorphism, we fix vw ∈ C(−κ(Iκ)w,−rw) for
each w ∈ ΣE such that
v(−κ(Iκ),−r) =
⊗
w∈ΣE
vw.
Note that we also have
U(gC)⊗U(P) C(−κ(Iκ),−r) =
⊗
w∈ΣE
U(gC,w)⊗U(Pw) C(−κ(Iκ)w,−rw).
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We write Dw = U(gC,w) ⊗U(Pw) C(−κ(Iκ)w ,−rw) for each w ∈ ΣE. Let v ∈ ΣF. The action of g′v on Dv(1) ⊗
Dv(2) ⊗ Dv(3) is given by
X · (v1 ⊗ v2 ⊗ v3) = X · v1 ⊗ v2 ⊗ v3 + v1 ⊗X · v2 ⊗ v3 + v1 ⊗ v2 ⊗X · v3
for X ∈ g′v and vi ∈ Dv(i) for i = 1, 2, 3. Then we have
Z ·
(
X(κv(1) , κv(2) , κv(3)) ·
3⊗
i=1
(1 ⊗ vv(i))
)
= 0,
H ·
(
X(κv(1) , κv(2) , κv(3)) ·
3⊗
i=1
(1 ⊗ vv(i))
)
= 2 ·
(
X(κv(1) , κv(2) , κv(3)) ·
3⊗
i=1
(1⊗ vv(i))
)
,
X− ·
(
X(κv(1) , κv(2) , κv(3)) ·
3⊗
i=1
(1 ⊗ vv(i))
)
= 0.
(3.5)
Indeed, suppose v(1) = v˜(κ), then κ(Iκ)v(1) = 2−κv(1) , κ(Iκ)v(2) = κv(2) , and κ(Iκ)v(3) = κv(3) . Thus we have
Dv(2) = D(κv(2))
+ ⊗ | |rv(2)/2, Dv(3) = D(κv(3))+ ⊗ | |rv(3)/2.
Also note that
H · (1⊗ vv(1)) = (2 − κv(1)) · (1 ⊗ vv(1)), X− · (1⊗ vv(1)) = 0
by definition. Thus (3.5) follows from the condition rv(1) + rv(2) + rv(3) = 0, (3.1), and (3.2). Since
X(κ) · (1⊗ v(−κ(Iκ),−r)) =
⊗
v∈ΣF
(
X(κv(1) , κv(2) , κv(3)) ·
3⊗
i=1
(1⊗ vv(i))
)
,
we deduce from (3.5) that δ(κ)∗ is U(P′)-equivariant. Moreover, it is clear that the diagram
C(−2,0) U(gC)⊗U(P) C(−κ(Iκ),−r)
C(−2,0) U(gC)⊗U(P) C(−σκ(Iσκ),−r)
δ(κ)∗
δ(σκ)∗
is commutative for all σ ∈ Aut(C), where the vertical homomorphisms are induced by the σ-linear isomor-
phisms in (2.7). The assertions (1) and (2) then follow from the construction of δ(κ)∗. This completes the
proof. 
4. Algebraicity of Rankin–Selberg L-functions for GL2×GL2
The aim of this section is to prove Theorem 4.7 on the algebraicity of critical values of Rankin–Selberg
L-functions, from which Theorem 1.11 follows immediately as we will show in § 5.5 below.
4.1. q-expansion principle. For an automorphic form ϕ on GL2(AF) and a non-trivial additive character
ψ of F\AF, let Wϕ,ψ be the Whittaker function of ϕ with respect to ψ defined by
Wϕ,ψ(g) =
∫
F\AF
ϕ(n(x)g)ψ(x) dxTam.
Here dxTam is the Tamagawa measure on AF. Let (κ, r) ∈ Z≥1[ΣF]×Z[ΣF] be motivic, that is, r = (r, · · · , r)
for some r ∈ Z and κv ≡ r (mod 2) for v ∈ ΣF. Consider the automorphic line bundle L(κ,r) on the Shimura
variety Sh(RF/QGL2/F, (H
±)ΣF) and the zeroth coherent cohomology group H0(Lcan(κ,r)). Let ϕ ⊗ v(κ,r) ∈
H0(Lcan(κ,r)). For σ ∈ Aut(C), let σϕ be the automorphic form on GL2(AF) defined so that
Tσ(ϕ⊗ v(κ,r)) = σϕ⊗ v(σκ,r).(4.1)
Note that the notation is compatible with (2.17). Let fϕ : H
ΣF ×GL2(AF,f)→ C defined by
fϕ(τ, gf ) =
∏
v∈ΣF
y−(κv+r)/2v · ϕ((n(xv)a(yv))v∈ΣF · gf)
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for τ = (xv +
√−1 yv)v∈ΣF ∈ HΣF and gf ∈ GL2(AF,f). Since ϕ is a holomorphic, we have the Fourier
expansion
fϕ(τ, gf ) =
∑
α∈F
Wα(ϕ, gf )e
2π
√−1 ∑v∈ΣF v(α)τv .
By the results of Harris [Har86, Theorem 6.4] and [BHR94, (1.1.13)] (see also [GH93, (A.4.6) and (A.4.7)]),
we have the following theorem on the algebraicity of the Fourier coefficients.
Theorem 4.1 (q-expansion principle). Let ϕ⊗ v(κ,r) ∈ H0(Lcan(κ,r)). For σ ∈ Aut(C), we have
σ
(
(2π
√−1)−
∑
v∈ΣF
(κv+r)/2 ·Wα(ϕ, a(u)−1gf )
)
= (2π
√−1)−
∑
v∈ΣF
(κv+r)/2 ·Wα(σϕ, gf )
for α ∈ F and σ ∈ Aut(C). Here u ∈ Ẑ× is the unique element such that σ(ψF(x)) = ψF(ux) for x ∈ AF,f .
Let ψ =
⊗
v ψv be a non-trivial additive character of F\AF. Suppose ϕ is cuspidal. There exists a unique
Whittaker function W
(∞)
ϕ,ψ on GL2(AF,f ) with respect to ψf =
⊗
v∤∞ ψv such that
Wϕ,ψ =
∏
v∈ΣF
W+(κv ,r),ψv ·W
(∞)
ϕ,ψ .
Here the archimedean Whittaker function W+(κv ,r),ψv is defined in § 1.3.
Lemma 4.2. Let ϕ⊗ v(κ,r) ∈ H0(Lcan(κ,r)). Suppose ϕ is cuspidal. For σ ∈ Aut(C), we have
σ
(
(2π
√−1)−
∑
v∈ΣF
(κv+r)/2 ·W (∞)ϕ,ψ (a(u)−1gf)
)
= (2π
√−1)−
∑
v∈ΣF
(κv+r)/2 ·W (∞)σϕ,ψ(gf )
for gf ∈ GL2(AF,f). Here u ∈ Ẑ× is the unique element such that σ(ψF(x)) = ψF(ux) for x ∈ AF,f .
Proof. We have the Fourier expansion
ϕ(g) =
∑
α∈F×
Wϕ,ψα(g) =
∑
α∈F×
Wϕ,ψ(a(α)g)
for g ∈ GL2(AF). Comparing the Fourier expansions of fϕ and ϕ, by (1.1), we see that
Wα(ϕ, gf ) =
{∏
v∈ΣF v(α)
(κv+r)/2 ·W (∞)ϕ,ψ (a(αβ−1)gf ) if α≫ 0,
0 otherwise.
Here β ∈ F× is the element such that ψ = ψβF . Note that
σ
(∏
v∈ΣF
v(α)(κv+r)/2
)
=
∏
v∈ΣF
v(α)(κσ−1◦v+r)/2 =
∏
v∈ΣF
v(α)(
σκv+r)/2.
The assertion then follows from Theorem 4.1. 
4.2. Eisenstein series. Let µ1 and µ2 be Hecke characters of A×F . Consider the space I(µ1, µ2, s) consisting
of smooth and right (O(2)ΣF ×GL2(oˆF))-finite functions fs : GL2(AF)→ C such that
fs(n(x)a(a)d(d)g) = µ1(a)µ2(d)|ad−1|sAF · fs(g)
for x ∈ AF , a, d ∈ A×F , and g ∈ GL2(AF). It is a ((glΣF2 ,O(2)ΣF)×GL2(AF,f))-module in a natural way. For a
place v of F, we can define the space I(µ1,v, µ2,v, s) in a similar way. When v ∤∞ and σ ∈ Aut(C), we have
the σ-linear isomorphism
I(µ1,v, µ2,v, s) −→ I(σµ1,v, σµ2,v, s), fs,v 7−→ σfs,v
defined by
σfs,v(n(x)a(a)d(d)k) =
σµ1,v(a)
σµ2,v(d)|ad−1|sFv · σ(fs,v(k))
for x ∈ Fv, a, d ∈ F×v , and k ∈ GL2(oFv ). For fs ∈ I(µ1, µ2, s), we define the Eisenstein series
E(g; fs) =
∑
γ∈B(F)\GL2(F)
fs(γg).
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The above series converges absolutely for Re(s) ≫ 0 and admits meromorphic continuation to s ∈ C. Let
S(A2F) =
⊗
v S(F2v) be the space of Bruhat–Schwartz functions on A2F. For Φ ∈ S(A2F), we define the
Godement section fµ1,µ2,Φ,s ∈ I(µ1, µ2, s) by
fµ1,µ2,Φ,s(g) = µ1(det(g))| det(g)|sAF
∫
A×F
Φ((0, t)g)µ1µ
−1
2 (t)|t|2sAF d×tstd.
Here d×tstd =
∏
v d
×tstdv is the standard measure on A
×
F defined so that d
×tstdv =
dtv
|tv | if v ∈ ΣF and dtv
is the Lebesgue measure on R = Fv, and vol(o
×
Fv
, d×tstdv ) = 1 if v ∤ ∞. For a place v of F, we can define
fµ1,v,µ2,v ,Φv ,s for Φv ∈ S(F2v) in a similar way. When v ∤∞ and σ ∈ Aut(C), it is easy to verify that
σfµ1,v,µ2,v ,Φv ,s = fσµ1,v ,σµ2,v ,σΦv ,s.(4.2)
Now we assume that µ1 and µ2 are algebriac Hecke characters of A×F with |µ1| = | |n1AF and |µ2| = | |n2AF for
some n1, n2 ∈ Z, and µ1µ2 has parallel signature with
sgn(µ1µ2) = (−1)n1+n2 .
For κ ∈ Z≥1, let Φ[κ] ∈ S(R2) defined by
Φ[κ](x, y) = 2−κ(x+
√−1 y)κe−π(x2+y2).
For Φ ∈ S(A2F,f) and κ ∈ Z≥1 with κ ≡ n1 + n2 (mod 2), we define the Eisenstein series E[κ](µ1, µ2,Φ) by
E[κ](µ1, µ2,Φ) = E(fµ1,µ2,⊗v∈ΣFΦ[κ]⊗v∤∞Φ,s)|s=(κ−n1+n2)/2.
We have the following result on the algebraicity of Eisenstein series. When κ ≥ 3, the series defining
E[κ](µ1, µ2,Φ) is absolutely convergent and the lemma below then follows from (4.2) and the result [Har84,
Theorem 3.2.1] of Harris, which is proved by geometric method. Here we prove the algebraicity for any κ ≥ 1
by compute the Fourier coefficients directly and determine the explicit relation among them under Galois
conjugation.
Lemma 4.3. Let Φ ∈ S(A2F,f) and κ ∈ Z≥1 with κ ≡ n1 + n2 (mod 2). Then E[κ](µ1, µ2,Φ) is holomorphic
of motivic weight (κ, n1 + n2) = ((κ, · · · , κ), n1 + n2) ∈ Z≥1[ΣF]× Z. Moreover, for σ ∈ Aut(C), we have
σE[κ](µ1, µ2,Φ)
σ
(
D
1/2
F (2π
√−1)−[F:Q](κ+n1+n2)/2 ·G(µ−12 )
) = E[κ](σµ1, σµ2, σΦ)
D
1/2
F (2π
√−1)−[F:Q](κ+n1+n2)/2 ·G(σµ−12 )
.
Here σE[κ](µ1, µ2,Φ) is defined in (4.1).
Proof. The first assertion is clear. Indeed, for each v ∈ ΣF we have
D(κ)⊗ | |(n1+n2)/2 ⊂ I(µ1,v, µ2,v, s)|s=(κ−n1+n2)/2
and
fµ1,v ,µ2,v ,Φ[κ],s(gkθ) = e
√−1κθfµ1,v ,µ2,v ,Φ[κ],s(g)
for kθ ∈ SO(2) and g ∈ GL2(Fv) = GL2(R). To prove the second assertion, we may assume that Φ =
⊗
v∤∞Φv
is a pure tensor. We write Φv = Φ
[κ] for v ∈ ΣF. For any fs ∈ I(µ1, µ2, s), we have the Fourier expansion
E(g; fs) =
∑
α∈F
WE(fs),ψαF (g)
= fs(g) +Mfs(g) +
∑
α∈F×
WE(fs),ψF(a(a)g),
where Mfs ∈ I(µ2, µ1, 1− s) is defined by the intertwining integral
Mfs(g) =
∫
AF
fs
((
0 −1
1 0
)
n(x)g
)
dxTam.
For fs = fµ1,µ2,⊗vΦv ,s, we have (cf. [Ike89, (5.1.8)])
Mfµ1,µ2,⊗vΦv ,s(g)
= L(2s− 1, µ1µ−12 )
∏
v
ε(2s− 1, µ1,vµ−12,v, ψFv )−1L(2− 2s, µ−11,vµ2,v)−1fµ2,v ,µ1,v ,Φ̂v ,1−s(gv).
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Here Φ̂v is the symplectic Fourier transform of Φv with respect to ψF defined by
Φ̂v(x, y) =
∫
F2v
Φv(u,w)ψFv (uy − wx) dudw
and the Haar measures du and dw are the self-dual Haar measures on Fv with respect to ψFv . Note that the
local factors appearing in the above infinite product are holomorphic in s and equal to 1 for almost all v.
Since κ ≡ n1+n2 (mod 2), we have L(κ−n1+n2− 1, µ1µ−12 ) = 0 by the functional equation for L(s, µ1µ−12 ).
In particular, we have Mfµ1,µ2,⊗vΦv ,s|s=(κ−n1+n2)/2 = 0. For the non-zero Fourier coefficient, we have the
following factorization into local Whittaker functions (cf. [Ike89, (5.1.6)]):
WE(fs),ψF(g) = D
−1/2
F µ1(det(g))| det(g)|sAF
∫
A×F
ρ˜(g)Φ(t,−t−1)µ1µ−12 (t)|t|2s−1AF d×tstd
= D
−1/2
F
∏
v
µ1,v(det(gv))| det(gv)|sFv
∫
F×v
˜ρ(gv)Φv(tv,−t−1v )µ1,vµ−12,v(tv)|tv|2s−1Fv d×tstdv
= D
−1/2
F
∏
v
WψFv (gv; fµ1,v ,µ2,v ,Φv,s).
Here ˜ρ(gv)Φv is the partial Fourier transform of ρ(gv)Φv with respect to ψFv defined by
˜ρ(gv)Φv(x, y) =
∫
Fv
Φv((x,w)g)ψFv (wy) dw
std
and dwstd is the standard measure on Fv defined so that dwstd is the Lebesgue measure if v ∈ ΣF and
vol(oFv , dw
std) = 1 if v ∤ ∞. Note that the factor D−1/2F is the ratio between the standard and Tamagawa
measures on AF. For v ∈ ΣF, it is easy to show that (cf. [CH20, Lemma 4.5])
fµ1,v ,µ2,v ,Φv,s(1) = 2
−κ(
√−1)κπ−(s+(κ+n1−n2)/2)Γ(s+ κ+n1−n22 )
and
WψFv (fµ1,v ,µ2,v ,Φv ,s)|s=(κ−n1+n2)/2 =W+(κ,n1+n2),ψFv .
We conclude that for gf = (gv)v∤∞ ∈ GL2(AF,f) and α ∈ F,
Wα(E
[κ](µ1, µ2,Φ), gf)
=

(−2π√−1)−[F:Q]κΓ(κ)[F:Q]∏v∤∞ fµ1,v ,µ2,v ,Φv ,s(gv)|s=(κ−n1+n2)/2 if α = 0,
D
−1/2
F NF/Q(α)
(κ+n1+n2)/2
∏
v∤∞WψFv (gv; fµ1,v ,µ2,v ,Φv,s)|s=(κ−n1+n2)/2 if α≫ 0,
0 otherwise.
(4.3)
Let σ ∈ Aut and u = (up)p ∈ Ẑ× the unique element such that σ(ψF(x)) = ψF(ux) for x ∈ AF,f . For v ∤ ∞
and v | p for some rational prime p, we have
σWψFv (a(up)
−1gv; fµ1,v ,µ2,v ,Φv ,s) =
σµ2,v(up)
−1WψFv (gv; fσµ1,v ,σµ2,v ,σΦv ,s)(4.4)
as rational functions in q−sv , where qv is the cardinality of the residue field of Fv. Indeed, ˜ρ(gv)Φv(tv,−t−1v )
vanishes when |tv|Fv is either sufficiently small or sufficiently large, thus WψFv (gv; fµ1,v ,µ2,v ,Φv ,s) is a finite
sum of polynomials in C[qsv, q
−s
v ]. In particular, we have
σWψFv (a(up)
−1gv; fµ1,v,µ2,v ,Φv ,s)
= σµ1,v(u
−1
p det(gv))| det(gv)|sFv
∫
F×v
σ
(
˜ρ(a(up)−1gv)Φv
)
(tv,−t−1v )σµ1,vσµ−12,v(tv)|tv|2s−1Fv d×tstdv
= σµ2,v(up)
−1σµ1,v(det(gv))| det(gv)|sFv
∫
F×v
σ
(
˜ρ(a(up)−1gv)Φv
)
(uptv,−u−1p t−1v )σµ1,vσµ−12,v(tv)|tv|2s−1Fv d×tstdv .
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For the partial Fourier transform, we have
σ
(
˜ρ(a(up)−1gv)Φv
)
(x, y) =
∫
Fv
σΦv((x,w)a(up)
−1gv)σψFv (wy) dw
std
=
∫
Fv
σΦv((u
−1
p x,w)gv)ψFv(wupy) dw
std
= ˜ρ(gv)σΦv(u−1p x, upy).
Thus (4.4) holds. Also note that when µ1,v, µ2,v are unramified, Fv/Qp is unramified, Φv = Io2Fv , and
gv ∈ GL2(oFv ), we have
WψFv (gv; fµ1,v ,µ2,v ,Φv,s) = 1.
Therefore, by (1.2), (4.3), and (4.4) we have
σ
(
Wα(E
[κ](µ1, µ2,Φ), gf)
D
1/2
F G(µ
−1
2 )
)
=
Wα(E
[κ](σµ1,
σµ2,
σΦ), gf )
D
1/2
F G(
σµ−12 )
for α ∈ F×. This together with Theorem 4.1 imply that the holomorphic automorphic forms
σE[κ](µ1, µ2,Φ)
σ
(
D
1/2
F (2π
√−1)−[F:Q](κ+n1+n2)/2 ·G(µ−12 )
)
and
E[κ](σµ1,
σµ2,
σΦ)
D
1/2
F (2π
√−1)−[F:Q](κ+n1+n2)/2 ·G(σµ−12 )
have the same Fourier coefficients for α 6= 0 and same motivic weight (κ, n1+n2). Thus they must be equal.
This completes the proof. 
4.3. L-functions for GL2×GL2. Let Π =
⊗
v πv and Π
′ =
⊗
v π
′
v be motivic irreducible cuspidal auto-
morphic representations of GL2(AF) with motivic weights (ℓ, r) ∈ Z≥1[ΣF] × Z and (ℓ′, r′) ∈ Z≥1[ΣF] × Z,
respectively, and χ an algebraic Hecke character of A×F with |χ| = | |r0AF for some r0 ∈ Z. Let
L(s,Π ×Π ′ × χ) =
∏
v
L(s, πv × π′v × χv)
be the twisted Rankin–Selberg L-function of Π ×Π ′ × χ defined by the tensor representation
L(GL2/F×GL2/F×GL1/F) −→ GL(C2 ⊗ C2 ⊗ C).
We denote by L(∞)(s,Π × Π ′ × χ) the L-function obtained by excluding the archimedean L-factors. A
standard unfolding argument (cf. [Jac72, § 19]) shows that∫
A×F GL2(F)\GL2(AF)
ϕ(g)ϕ′(g)E(g; fs) dgTam = D−1F ζF(2)
−1 · L(s,Π ×Π ′ × χ) ·
∏
v
Z∗(Wv,W ′v, fs,v)(4.5)
as meromorphic functions in s ∈ C, for ϕ ∈ Π , ϕ′ ∈ Π ′, and fs ∈ I(χ, χ−1ω−1Π ω−1Π ′ , s) such that
Wϕ,ψF =
∏
v
Wv, Wϕ′,ψF =
∏
v
W ′v, fs =
∏
v
fs,v.
Here
Z∗(Wv,W ′v, fs,v) =
Z(Wv,W
′
v, fs,v)
L(s, πv × π′v × χv)
and Z(Wv,W
′
v, fs,v) is the local zeta integral defined by
Z(Wv,W
′
v, fs,v) =
∫
F×v N(Fv)\GL2(Fv)
Wv(gv)W
′
v(a(−1)gv)fs,v(gv) dgstdv
and dgstdv is the standard measure defined so that dg
std
v is the quotient measure of the measure on PGL2(Fv)
defined in § 5.1 by the Lebesgue measure on Fv if v ∈ ΣF, and vol(o×FvN(oFv)\GL2(oFv)) = 1 if v ∤ ∞.
Note that the factor D
−1/2
F ζF(2)
−1 is the ratio between the Tamagawa and standard measures. We have the
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following lemmas on basic properties of the non-archimedean local zeta integrals and explicit calculation of
certain archimedean local zeta integrals.
Lemma 4.4. Assume v is a finite place of F and v | p for some rational prime p. Let Wv and W ′v be
Whittaker functions of πv and π
′
v with respect to ψFv , respectively, and fs,v ∈ I(χv, χ−1v ω−1Π ,vω−1Π ′,v, s).
(1) The integral Z(Wv,W
′
v, fs,v) is absolutely convergent for Re(s) sufficiently large and admits mero-
morphic continuation to s ∈ C. Moreover, if fs,v = fχv ,χ−1v ω−1Π ,vω−1Π ′,v ,Φv ,s for some Φv ∈ S(F
2
v),
then Z∗(Wv,W ′v, fχv,χ−1v ω−1Π ,vω−1Π ′,v,Φv ,s
) is a polynomial in C[qsv, q
−s
v ]. Here qv is the cardinality of the
residue field of Fv.
(2) Suppose πv, π
′
v, χv, ψFv are unramified. Let W
◦
v and (W
′
v)
◦ be the right GL2(oFv )-invariant Whittaker
functions of πv and π
′
v with respect to ψFv , respectively, normalized so that W
◦
v (1) = (W
′
v)
◦(1) = 1
and Φ◦v = Io2Fv . Then we have
Z∗(W ◦v , (W
′
v)
◦, fχv ,χ−1v ω−1Π ,vω−1Π ′,v ,Φ◦v ,s
) = 1.
(3) For σ ∈ Aut(C), we have
σZ∗(Wv,W ′v, fχv ,χ−1v ω−1Π ,vω−1Π ′,v ,Φv ,s
) = σχv(up)
−1Z∗(tσWv, tσW ′v, fσχv ,σχ−1v σω−1Π ,vσω−1Π ′,v ,σΦv ,s
)
as polynomials in C[qsv, q
−s
v ]. Here up ∈ Z×p is the unique element such that σψFv = ψuFv and tσWv is
the Whittaker function of σπv with respect to ψFv defined by
tσWv(g) =
σWv(a(up)
−1g).
Proof. The assertions (1) and (2) were proved in [Jac72, Theorem 14.7]. Let σ ∈ Aut(C). Analogous to the
proof of Lemma 5.2 below, we can show that
σL(s, πv × π′v × χv) = L(s, σπv × σπ′v × σχv)
as rational functions in q−sv . To prove assertion (3), it suffices to show that
σZ(Wv,W
′
v, fχv,χ−1v ω−1Π ,vω
−1
Π ′,v
,Φv ,s
) = σχv(up)
−1Z(tσWv, tσW ′v, fσχv ,σχ−1v σω−1Π ,vσω−1Π ′,v,σΦv ,s
).
We recall a type of integral ∫
F×v
f(a)µ(a)|a|sFv (logqv |a|Fv)n d×a,
where f ∈ S(Fv), µ is a character of F×v , and n ∈ Z≥0. The integral converges absolutely for Re(s) sufficiently
large and defines a rational function in q−sv . Moreover, we have
σ
(∫
F×v
f(a)µ(a)|a|sFv (logqv |a|Fv )n d×a
)
=
∫
F×v
σf(a)σµ(a)|a|sFv (logqv |a|Fv)n d×a(4.6)
as rational functions in q−sv (cf. [Gro18, Proposition A]). Here vol(o
×
Fv
, d×a) = 1. It is well-known that
(cf. [Jac72, Lemma 14.3]) there exist locally constant functions f1, f2, f
′
1, f
′
2 on Fv ×GL2(oFv) with compact
support, characters µ1, µ2, µ
′
1, µ
′
2 of F
×
v , and integers n1, n2, n
′
1, n
′
2 such that
Wv(a(a)k) = f1(a, k)µ1(a)(logqv |a|Fv)n1 + f2(a, k)µ2(a)(logqv |a|Fv)n2 ,
W ′v(a(−a)k) = f ′1(a, k)µ′1(a)(logqv |a|Fv)n
′
1 + f ′2(a, k)µ
′
2(a)(logqv |a|Fv)n
′
2
for a ∈ F×v and k ∈ GL2(oFv ). Therefore, we have
Z(Wv,W
′
v, fχv,χ−1v ω−1Π ,vω
−1
Π ′,v
,Φv,s
)
=
∫
GL2(oFv )
∫
F×v
Wv(a(a)k)W
′
v(a(−a)k)fχv ,χ−1v ω−1Π ,vω−1Π ′,v ,Φv,s(a(a)k)
d×a
|a|Fv
dk
=
∑
1≤i,j≤2
∫
GL2(oFv )
fχv ,χ−1v ω−1Π ,vω
−1
Π ′,v
,Φv ,s
(k)
∫
F×v
fi(a, k)f
′
j(a, k)µiµ
′
jχv(a)|a|s−1Fv (logqv |a|Fv)ni+n
′
j d×adk.
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Here vol(GL2(oFv ), dk) = 1. It then follows from (4.2) and (4.6) that
σZ(Wv,W
′
v, fχv ,χ−1v ω−1Π ,vω
−1
Π ′,v
,Φv,s
)
=
∑
1≤i,j≤2
∫
GL2(oFv )
fσχv ,σχ−1v σω−1Π ,vσω
−1
Π ′,v
,σΦv ,s
(k)
∫
F×v
σfi(a, k)
σf ′j(a, k)
σµi
σµ′j
σχv(a)|a|s−1Fv (logqv |a|Fv)ni+n
′
j d×adk
=
∫
GL2(oFv )
∫
F×v
σWv(a(a)k)
σW ′v(a(a)k)fσχv ,σχ−1v σω−1Π ,vσω−1Π ′,v,σΦv ,s
(a(a)k)
d×a
|a|Fv
dk
= σχv(up)
−1
∫
GL2(oFv )
∫
F×v
tσWv(a(a)k)tσW
′
v(a(a)k)fσχv ,σχ−1v σω−1Π ,vσω
−1
Π ′,v
,σΦv ,s
(a(a)k)
d×a
|a|Fv
dk
= σχv(up)
−1Z(tσWv, tσW ′v, fσχv ,σχ−1v σω−1Π ,vσω−1Π ′,v,σΦv ,s
).
This completes the proof. 
Lemma 4.5. Assume v ∈ ΣF and ℓv > ℓ′v. Let m be an integer such that
1
2
≤ m+ r0 + r + r
′
2
≤ ℓv − ℓ
′
v
2
.
Put m′ = 2m+ 2r0 + r + r′. For integers m1,m2 ∈ Z≥0 such that m′ + 2m1 + 2m2 = ℓv − ℓ′v, we have
Z(W−(ℓv,r),ψFv , X
m1
+ ·W+(ℓ′v ,r′),ψFv , X
m2
+ · fχv ,χ−1v ω−1Π ,vω−1Π ′,v,Φ[m′],s)|s=m
= χv(−1)(−1)m′+m122−ℓ′v−m′(
√−1)ℓvπ · (2π√−1)−(ℓv+ℓ′v+3m′)/2 · Γ
(
ℓv+ℓ
′
v+m
′
2 − 1
)
Γ
(
ℓv−ℓ′v+m′
2
)
.
Proof. Note that we have
W−(ℓv ,r),ψFv (a(−a)) = a
(ℓv+r)/2e−2πa · IR>0(a),
Xm1+ ·W+(ℓ′v ,r′),ψFv (a(a)) = (2
√−1)m1
m1∑
j=0
(−4π)j
(
m1
j
)
Γ(ℓ′v +m1)
Γ(ℓ′v + j)
a(ℓ
′
v+r
′)/2+je−2πa · IR>0(a),
Xm2+ · fχv ,χ−1v ω−1Π ,vω−1Π ′,v ,Φ[m′],s|s=m(a(a)) = (−8π
√−1)m2fχv,χ−1v ω−1Π ,vω−1Π ′,v,Φ[m′+2m2],s|s=m(a(a))
= 2−m
′+m2(
√−1)m′+m2π−m′Γ(m′ +m2)χv(a)|a|m
for a ∈ F×v = R×. Here we refer to [CC19, Lemma 3.3] for the second equation. Hence
Z(W−(ℓv,r),ψFv , X
m1
+ ·W+(ℓ′v ,r′),ψFv , X
m2
+ · fχv ,χ−1v ω−1Π ,vω−1Π ′,v,Φ[m′],s)|s=m
=
∫
R×
W−(ℓv,r),ψFv (a(a))(X
m1
+ ·W+(ℓ′v ,r′),ψFv )(a(−a))(X
m2
+ · fχv ,χ−1v ω−1Π ,vω−1Π ′,v ,Φ[m′],s|s=m)(a(a))
d×a
|a|
= χv(−1)2−m′+m1+m2(
√−1)m′+m1+m2π−m′Γ(ℓ′v +m1)Γ(m′ +m2)
×
m1∑
j=0
(−4π)j
(
m1
j
)
Γ(ℓ′v + j)
−1
∫ ∞
0
a(ℓv+ℓ
′
v+m
′)/2+j−1e−4πa d×a
= χv(−1)2−m
′+m1+m2(
√−1)m′+m1+m2π−m′Γ(ℓ′v +m1)Γ(m′ +m2)
× (4π)1−(ℓv+ℓ′v+m′)/2
m1∑
j=0
(−1)j
(
m1
j
)Γ( ℓv+ℓ′v+m′2 + j − 1)
Γ(ℓ′v + j)
.
By [Ike98, Lemma 2.1], we have
m1∑
j=0
(−1)j
(
m1
j
)Γ( ℓv+ℓ′v+m′2 + j − 1)
Γ(ℓ′v + j)
= (−1)m1
Γ
(
ℓv+ℓ
′
v+m
′
2 − 1
)
Γ
(
ℓv−ℓ′v+m′
2
)
Γ(ℓ′v +m1)Γ(m′ +m2)
.
The assertion thus follows. 
Remark 4.6. When ℓv < ℓv, we have similar formula by exchanging ℓv and ℓ
′
v and excluding χv(−1).
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4.4. Algebraicity of the critical values. We keep the notation of § 4.3. Put
I = {v ∈ ΣF | ℓv > ℓ′v}, J = {v ∈ ΣF | ℓv < ℓ′v}.
It is clear that I and J are admissible with respect to ℓ and ℓ′, respectively.
The following result is on the algebraicity of the critical values of L(s,Π × Π ′ × χ). We generalize the
result [Har89, Theorem 3.5.1] of Harris where χ is trivial.
Theorem 4.7. Assume that ℓv 6= ℓ′v for all v ∈ ΣF. Let m ∈ Z such that
1
2
≤ m+ r0 + r + r
′
2
≤ |ℓv − ℓ
′
v|
2
for all v ∈ ΣF. We have
σ
(
L(∞)(m,Π ×Π ′ × χ)
(2π
√−1)[F:Q](2m+2r0+r+r′)(√−1)
∑
v∈I ℓv+
∑
v∈J ℓ
′
v ·G(χ2ωΠωΠ ′) · ΩI(Π ) · ΩJ(Π ′)
)
=
L(∞)(m, σΠ × σΠ ′ × σχ)
(2π
√−1)[F:Q](2m+2r0+r+r′)(√−1)
∑
v∈I ℓv+
∑
v∈J ℓ
′
v ·G(σχ2σωΠ σωΠ ′) · ΩσI(σΠ ) · ΩσJ(σΠ ′)
for all σ ∈ Aut(C).
Proof. Consider the e´tale cubic algebra
E = F× F× F
over F. We have ΣE = Σ
(1)
F ⊔ Σ(2)F ⊔ Σ(3)F , where Σ(i)F is the set of algebra homomorphisms from E into R
which are non-zero on its i-th component. For each v ∈ ΣF, there are three extensions v(1), v(2), v(3) ∈ ΣE of
v. We arrange the index so that v(i) ∈ Σ(i)F . Fix m ∈ Z such that
1
2
≤ m+ r0 + r + r
′
2
≤ |ℓv − ℓ
′
v|
2
for all v ∈ ΣF and put
m′ = 2m+ 2r0 + r + r′.
Let (κ, r) ∈ Z≥1[ΣE]× Z[ΣE] be motivic defined by
κw =

ℓv if w = v
(1) ∈ Σ(1)F ,
ℓ′v if w = v
(2) ∈ Σ(2)F ,
m′ if w = v(3) ∈ Σ(3)F ,
rw =

r if w = v(1) ∈ Σ(1)F ,
r′ if w = v(2) ∈ Σ(2)F ,
−r − r′ if w = v(3) ∈ Σ(3)F .
Note that κ satisfied the totally unbalanced condition (3.3). Recall for each v ∈ ΣF, we define v˜(κ) ∈ ΣE be
the homomorphism corresponding to maxw|v{κw}, that is, κv˜(κ) = maxw|v{κw}. Therefore,
v˜(κ) =
{
v(1) if v ∈ I,
v(2) if v ∈ J,
and
Iκ = {v˜(κ) | v ∈ ΣF} = I ⊔ J ⊔ ∅
with respect to the disjoint union ΣE = Σ
(1)
F ⊔ Σ(2)F ⊔ Σ(3)F . Consider the automorphic line bundle L(κ(Iκ),r)
on the Shimura variety
Sh(RE/QGL2/E, (H
±)ΣE) = Sh(RF/QGL2/F, (H±)ΣF)× Sh(RF/QGL2/F, (H±)ΣF)× Sh(RF/QGL2/F, (H±)ΣF)
and the autmorphic line bundles L′(ℓ(I),r), L′(ℓ′(J),r′), and L′(m′,−r−r′) on Sh(RF/QGL2/F, (H±)ΣF). We have
L(κ(Iκ),r) = L′(ℓ(I),r) × L′(ℓ′(J),r′) × L′(m′,−r−r′).
Let [δ(κ)] : L(κ(Iκ),r) → L′(2,0) be the trilinear differential operator constructed in Proposition 3.2. In this
case, it induces a homomorphism
[δ(κ)] : H
♯I((L′(ℓ(I),r))sub)⊗H
♯J ((L′(ℓ′(J),r′))sub)⊗H0((L′(m′,−r−r′))can) −→ H [F:Q]((L′(2,0))sub)
which satisfies the Galois equivariant property:
Tσ([δ(κ)](c1 ⊗ c2 ⊗ c3)) = [δ(σκ)](Tσc1 ⊗ Tσc2 ⊗ Tσc3)(4.7)
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for all σ ∈ Aut(C). Moreover, if c1, c2, c3 are represented by
ϕ1 ⊗
∧
v∈I
X+,v ⊗ v(ℓ(I),r), ϕ2 ⊗
∧
v∈J
X+,v ⊗ v(ℓ′(J),r′), ϕ3 ⊗ v(m′,−r−r′),
respectively, then [δ(κ)](c1 ⊗ c2 ⊗ c3) is represented by
(X(κ) · (ϕ1, ϕ2, ϕ3))|GL2(AF) ⊗
∧
v∈ΣF
X+,v ⊗ v(2,0).
Here (ϕ1, ϕ2, ϕ3) is the automorphic form on GL2(AE) = GL2(AF)×GL2(AF)×GL2(AF) defined by
(ϕ1, ϕ2, ϕ3)(g1, g2, g3) = ϕ1(g1) · ϕ2(g2) · ϕ1(g2),
and X(κ) ∈ U(glΣE2,C) is the differential operator defined in (3.4). For ϕ ∈ Πhol, ϕ′ ∈ Π ′hol, and Φ ∈ S(A2F,f ),
let c(ϕ, ϕ′, χ,Φ) ∈ H♯I((L′(ℓ(I),r))sub)⊗H
♯J ((L′(ℓ′(J),r′))sub)⊗H0((L′(m′,−r−r′))can) be the class defined by
c(ϕ, ϕ′, χ,Φ) = ξI(ϕ) ⊗ ξJ(ϕ′)⊗
(
E[m
′](χ, χ−1ω−1
Π
ω−1
Π ′
,Φ)⊗ v(m′,−r−r′)
)
.
Here ξI and ξJ are defined in (2.16). By Proposition 2.6 and Lemma 4.3, this cohomology class satisfies the
following Galois equivariant property:
Tσ
(
c(ϕ, ϕ′, χ,Φ)
D
1/2
F (2π
√−1)−[F:Q](m+r0) ·G(χωΠωΠ ′) · ΩI(Π ) · ΩJ(Π ′)
)
=
c(σϕ, σϕ′, σχ, σΦ)
D
1/2
F (2π
√−1)−[F:Q](m+r0) ·G(σχσωΠ σωΠ ′) · ΩσI(σΠ ) · ΩσJ (σΠ ′)
for all σ ∈ Aut(C). It then follows from Lemma 2.2 and (4.7) that
σ
( ∫
Sh(RF/Q GL2/F,(H±)
ΣF)
[δ(κ)]c(ϕ, ϕ′, χ,Φ)
D
1/2
F (2π
√−1)−[F:Q](m+r0) ·G(χωΠωΠ ′) · ΩI(Π ) · ΩJ (Π ′)
)
=
∫
Sh(RF/Q GL2/F,(H±)
ΣF )[δ(
σκ)]c(σϕ, σϕ′, σχ, σΦ)
D
1/2
F (2π
√−1)−[F:Q](m+r0) ·G(σχσωΠ σωΠ ′) · ΩσI(σΠ ) · ΩσJ(σΠ ′)
.
By the explicit realization of [δ(κ)] described above and Lemma 2.2 again, we conclude that
σ
∫A×F GL2(F)\GL2(AF)X(κ) · (ϕI , (ϕ′)J , E[m′](χ, χ−1ω−1Π ω−1Π ′ ,Φ))(g, g, g) dgTam
D
1/2
F (2π
√−1)−[F:Q](m+r0) ·G(χωΠωΠ ′) · ΩI(Π ) · ΩJ(Π ′)

=
∫
A×F GL2(F)\GL2(AF)X(
σκ) · (σϕσI , (σϕ′)σJ , E[m′](σχ, σχ−1σω−1
Π
σω−1
Π ′
, σΦ))(g, g, g) dgTam
D
1/2
F (2π
√−1)−[F:Q](m+r0) ·G(σχσωΠ σωΠ ′) · ΩσI(σΠ ) · ΩσJ (σΠ ′)
(4.8)
for all σ ∈ Aut(C). On the other hand, assume
Wϕ,ψF =
∏
v∈ΣF
W+(ℓv ,r),ψFv
∏
v∤∞
Wv, Wϕ′,ψF =
∏
v∈ΣF
W+(ℓ′v ,r′),ψFv
∏
v∤∞
W ′v,
and Φ =
⊗
v∤∞Φv, we have the integral representation of L
(∞)(m,Π ×Π ′ × χ) recalled in (4.5):∫
A×F GL2(F)\GL2(AF)
X(κ) · (ϕI , (ϕ′)J , E[m′](χ, χ−1ω−1
Π
ω−1
Π ′
,Φ))(g, g, g) dgTam
= D−1F ζF(2)
−1 · L(∞)(m,Π ×Π ′ × χ) ·
∏
v∤∞
Z∗(Wv,W ′v, fχv ,χ−1v ω−1Π ,vω−1Π ′,v ,Φv ,s
)|s=m
×
∏
v∈I
∑
m′+2m1+2m2=ℓv−ℓ′v
cm1,m2(ℓv, ℓ
′
v,m
′)Z(W−(ℓv ,r),ψFv , X
m1
+ ·W+(ℓ′v ,r′),ψFv , X
m2
+ · fχv ,χ−1v ω−1Π ,vω−1Π ′,v ,Φ[m′],s)|s=m
×
∏
v∈J
∑
m′+2m1+2m2=ℓ′v−ℓv
cm1,m2(ℓv, ℓ
′
v,m
′)Z(Xm1+ ·W+(ℓv ,r),ψFv ,W
−
(ℓ′v ,r
′),ψFv
, Xm2+ · fχv ,χ−1v ω−1Π ,vω−1Π ′,v,Φ[m′],s)|s=m.
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Note that ζF(2) ∈ D1/2F · π[F:Q] ·Q×. By (1.2) and Lemmas 4.2 and 4.4, we have
Wσϕ,ψF =
σ(2π
√−1)−Σv∈ΣF (ℓv+r)/2
(2π
√−1)−Σv∈ΣF (ℓv+r)/2
∏
v∈ΣF
W+(σℓv,r),ψFv
∏
v∤∞
tσWv,
Wσϕ′,ψF =
σ(2π
√−1)−Σv∈ΣF (ℓ′v+r′)/2
(2π
√−1)−Σv∈ΣF (ℓ′v+r′)/2
∏
v∈ΣF
W+(σℓ′v ,r′),ψFv
∏
v∤∞
tσW
′
v,
(4.9)
and
σ
G(χ)∏
v∤∞
Z∗(Wv,W ′v, fχv ,χ−1v ω−1Π ,vω−1Π ′,v ,Φv ,s
)|s=m

= G(σχ)
∏
v∤∞
Z∗(tσWv, tσW ′v, fσχv ,σχ−1v σω−1Π ,vσω−1Π ′,v,σΦv ,s
)|s=m.
(4.10)
By Lemma 4.5, we have
∏
v∈I
∑
m′+2m1+2m2=ℓv−ℓ′v
cm1,m2(ℓv, ℓ
′
v,m
′)Z(W−(ℓv ,r),ψFv , X
m1
+ ·W+(ℓ′v ,r′),ψFv , X
m2
+ · fχv ,χ−1v ω−1Π ,vω−1Π ′,v,Φ[m′],s)|s=m
×
∏
v∈J
∑
m′+2m1+2m2=ℓ′v−ℓv
cm1,m2(ℓv, ℓ
′
v,m
′)Z(Xm1+ ·W+(ℓv ,r),ψFv ,W
−
(ℓ′v ,r
′),ψFv
, Xm2+ · fχv ,χ−1v ω−1Π ,vω−1Π ′,v,Φ[m′],s)|s=m
= C(κ,m′) · (√−1)
∑
v∈I ℓv+
∑
v∈J ℓ
′
v · π[F:Q] · (2π√−1)−
∑
v∈ΣF
(ℓv+ℓ
′
v+3m
′)/2
.
(4.11)
Here C(κ,m′) ∈ Q is the rational number
C(κ,m′) =
∏
v∈I
χv(−1)(−1)[F:Q]m
′
22[F:Q]−[F:Q]m
′−∑v∈I ℓv−
∑
v∈J ℓ
′
v
∏
v∈ΣF
Γ
(
ℓv+ℓ
′
v+m
′
2 − 1
)
Γ
( |ℓv−ℓ′v|+m′
2
)
×
∏
v∈ΣF
∑
m′+2m1+2m2=|ℓv−ℓ′v|
(−1)m1cm1,m2(ℓv, ℓ′v,m′)
Note that C(κ,m′) is non-zero as we will show in the proof of Lemma 5.4 below. Finally, for each v ∤∞, we
let the triplet (Wv ,W
′
v,Φv) be chosen so that (cf. [CH20, § 6.2])
Z∗(Wv,W ′v, fχv,χ−1v ω−1Π ,vω−1Π ′,v,Φv ,s
) = 1.
The theorem then follows from (4.8)-(4.11). This completes the proof. 
5. Proof of main results
In this section, we prove the main results Theorems 1.4, 1.8, and 1.11 of this paper. In § 5.1-§ 5.3, we keep
the notation of § 3 and let Π = ⊗v πv be an irreducible cuspidal automorphic representation of GL2(AE)
with central character ωΠ , where v runs through the places of F. We assume the following conditions hold:
• ωΠ |A×F is trivial;• Π is motivic of weight (κ, r) ∈ Z≥1[ΣE]× Z[ΣE];
• κ satisfies the totally unbalanced condition
2max
w|v
{κw} −
∑
w|v
κw ≥ 0
for all v ∈ ΣF.
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5.1. Ichino’s formula. In this subsection, we recall Ichino’s central value formula [Ich08] for L(12 ,Π ,As) in
terms of global trilinear period integral, which is a special case of the refined Gan–Gross–Prasad conjecture
proposed by Ichino–Ikeda [II10]. Let D be a totally indefinite quaternion algebra over F such that there
exists an irreducible cuspidal automorphic representation ΠD =
⊗
v π
D
v of D
×(AF) associated to Π by the
Jacquet–Langlands correspondence. Define the functional ID ∈ HomD×(AF)×D×(AF)(ΠD ⊗ (ΠD)∨,C) by the
global trilinear period integral
ID(ϕ1 ⊗ ϕ2) =
∫
A×F D
×(F)\D×(AF)
∫
A×F D
×(F)\D×(AF)
ϕ1(g1)ϕ2(g2) dg
Tam
1 dg
Tam
2 .(5.1)
Here dgTam1 and dg
Tam
2 are the Tamagawa measures on A
×
F \D×(AF). For each place v of F, we fix a non-zero
D×(Ev)-equivariant bilinear pairing
〈 , 〉v : πDv × (πDv )∨ −→ C.
Let dgv be the Haar measure on Fv\D×(Fv) defined as follows:
• If v is a finite place, let dgv be the Haar measure normalized so that vol(o×Fv\o×Dv , dgv) = 1. Here oDv
is a maximal order of D(Fv).
• If v is a real place, let
dgv =
dxvdyv
|yv|2 dkv
for gv = n(xv)a(yv)kv with xv ∈ R, yv ∈ R×, and kv ∈ SO(2). Here dxv and dyv are the Lebesgue
measures and dkv is the Haar measure on SO(2) such that vol(SO(2), dkv) = 2.
Let IDv ∈ HomD×(Fv)×D×(Fv)(πDv ⊗ (πDv )∨,C) be the functional define by the local trilinear period integrals
IDv (ϕ1,v ⊗ ϕ2,v) =
ζFv(2)
ζEv (2)
· L(1, πv,Ad)
L(12 , πv,As)
·
∫
F×v \D×(Fv)
〈πDv (gv)ϕ1,v, ϕ2,v〉v dgv.(5.2)
Here ζEv(s) and ζFv (s) are the local zeta functions of Ev and Fv, respectively. Note that L(
1
2 , πv,As) 6= 0
(cf. [Che20a, Lemma 3.1]) and the integral is absolutely convergent by [Ich08, Lemma 2.1]. When D is
unramified at v, we also write Iv = I
D
v . We normalize the pairings 〈 , 〉v so that if ϕ1 =
⊗
v ϕ1,v ∈ ΠD and
ϕ2 =
⊗
v ϕ2,v ∈ (ΠD)∨, then 〈ϕ1,v, ϕ2,v〉v = 1 for almost all v and∫
A×E D
×(E)\D×(AE)
ϕ1(g)ϕ2(g) dg
Tam =
∏
v
〈ϕ1,v, ϕ2,v〉v.
Here dgTam is the Tamagawa measure on A×E \D×(AE). Let CD be the constant such that
CD ·
∏
v
dgv
is the Tamagawa measure on A×F \D×(AF). Then we have (cf. [IP18, Lemma 6.1])
CD =
∏
v∈ΣD
(qv − 1)−1 ·D−3/2F · ζF(2)−1,(5.3)
where ΣD is the set of places of F at which D is ramified, qv is the cardinality of the residue field of Fv,
and ζF is the completed Dedekind zeta function of F. We have the following central value formula of Ichino
[Ich08].
Theorem 5.1 (Ichino). As functionals in HomD×(AF)×D×(AF)(Π
D ⊗ (ΠD)∨,C), we have
ID =
CD
2c
· ζE(2)
ζF(2)
· L(
1
2 ,Π ,As)
L(1,Π ,Ad)
·
∏
v
IDv .
Here ζE(s) and ζF(s) are the completed Dedekind zeta functions of E and F, respectively, and
c =

3 if E = F× F× F,
2 if E = K× F for some totally real quadratic extension K of F,
1 if E is a field.
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5.2. Local trilinear period integrals. For each finite place v of F and σ ∈ Aut(C), we fix σ-linear
isomorphisms
tσ,v : π
D
v −→ σπDv , t∨σ,v : (πDv )∨ −→ σ(πDv )∨.
By abuse of notation, we denote by the same notation IDv ∈ HomD×(Fv)×D×(Fv)(σπDv ⊗ σ(πDv )∨,C) the func-
tional defined as in (5.2) with respect to the D×(Fv)-equivariant bilinear pairing
〈 , 〉v : σπDv × σ(πDv )∨ −→ C
defined by
〈tσ,vϕ1,v, t∨σ,vϕ2,v〉v = σ〈ϕ1,v , ϕ2,v〉v(5.4)
for ϕ1,v ∈ πDv and ϕ2,v ∈ (πDv )∨. In the following lemmas, we show that the local L-factors and the local
trilinear period integrals satisfy the Galois equivariant property.
Lemma 5.2. Let v be a finite place of F. For σ ∈ Aut(C), we have
σL(1, πv,Ad) = L(1,
σπv,Ad), σL(
1
2 , πv,As) = L(
1
2 ,
σπv,As).
Proof. We prove the assertion for L(12 , πv,As) in the case when Ev is a field. The assertion for L(1, πv,Ad)
or arbitrary Ev can be proved in a similar way and we omit it. Let W ′Ev and W
′
Fv
be the Weil–Deligne groups
of Ev and Fv, respectively. Fix σ ∈ Aut(C). Let χEv,σ and χFv,σ be the quadratic characters of E×v and F×v ,
respectively, defined by
χEv,σ = σ(| |1/2Ev ) · | |
−1/2
Ev
, χFv,σ = σ(| |1/2Fv ) · | |
−1/2
Fv
.
For n ≥ 1, we identify the Langlands dual group L(REv/Fv GLn) of REv/Fv GLn with GLn(C)3 ⋊Gal(Fv/Fv)
(cf. [Bor79, § 5]), where the action of Gal(Fv/Fv) on GLn(C)3 is the permutation of components induced by the
natural homomorphism Gal(Fv/Fv)→ Gal(E′v/Fv) with E′v equals to the Galois closure of Ev/Fv. We have a
natural one to one correspondence described in [Bor79, Lemma 4.5] between the set of L-parameters W ′Fv →
L(REv/Fv GLn) and the set of n-dimensional admissible representationsW
′
Ev
→ GLn(C). We will identify the
two sets via this correspondence and note that the correspondence is compatible with σ-conjugation. We
also identify characters of E×v with 1-dimensional admissible representations of W ′Ev via the local class field
theory. Let As be the Asai cube representation of L(REv/Fv GL2) on C
2 ⊗ C2 ⊗ C2 so that the restriction of
As to GL2(C)3 is defined by
As(g1, g2, g3) · (v1 ⊗ v2 ⊗ v3) = (g1 · v1, gv · v2, g3 · v3)
and the action of Gal(Fv/Fv) on C2 ⊗ C2 ⊗ C2 is the permutation of components induced by the natural
homomorphism Gal(Fv/Fv)→ Gal(E′v/Fv). It is easy to verify that
σ(As ◦ φ) = As ◦ σφ, As ◦ (φ⊗ χ) = (As ◦ φ) ⊗ χ|F×v
for 2-dimensional admissible representation φ of W ′Ev and character χ of E
×
v . On the other hand, for any
admissible representation Φ :W ′Fv → GL8(C), by [Clo90, Lemme 4.6] and [Hen01, Proprie´te´ 3, § 7] we have
σL(s+ 12 ,Φ) = L(s+
1
2 ,
σΦ ⊗ χFv,σ)
as rational functions in q−sv . Let φπv : W
′
Ev
→ GL2(C) be the admissible representation associated to πv
by the local Langlands correspondence established in [Hen99] and [HT01]. Note that we have (cf. [Hen01,
Proprie´te´ 3, § 7])
σφπv = φσπv ⊗ χEv,σ.
We conclude that
σL(s+ 12 , πv,As) =
σL(s+ 12 ,As ◦ φπv )
= L(s+ 12 ,
σ(As ◦ φπv )⊗ χFv,σ)
= L(s+ 12 , (As ◦ σφπv )⊗ χFv,σ)
= L(s+ 12 , (As ◦ φσπv)⊗ χEv,σ|F×v · χFv,σ)
= L(s+ 12 ,As ◦ φσπv )
= L(s+ 12 ,
σπv,As).
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We obtain the assertion by evaluating at s = 0. This completes the proof. 
Lemma 5.3. Let v be a finite place of F. For σ ∈ Aut(C), we have
σIDv (ϕ1,v ⊗ ϕ2,v) = IDv (tσ,vϕ1,v ⊗ t∨σ,vϕ2,v)
for ϕ1,v ∈ πDv and ϕ2,v ∈ (πDv )∨.
Proof. Let ϕ1,v ∈ πDv and ϕ2,v ∈ (πDv )∨. Note that by definition (5.4) we have
σ〈πDv (gv)ϕ1,v, ϕ2,v〉v = 〈σπDv (gv)tσ,vϕ1,v, t∨σ,vϕ2,v〉v
for gv ∈ D×(Ev) and σ ∈ Aut(C). Together with Lemma 5.2, it suffices to show that
σ
(∫
F×v \D×(Fv)
〈πDv (gv)ϕ1,v, ϕ2,v〉v dgv
)
=
∫
F×v \D×(Fv)
σ〈πDv (gv)ϕ1,v, ϕ2,v〉v dgv(5.5)
for all σ ∈ Aut(C). If D is ramified at v, then Fv\D×(Fv) is compact. Therefore the local period integral is
a finite sum and equality (5.5) holds trivially. Suppose D is unramified at v and identify D× with GL2. Let
Kv = o
×
Fv
\GL2(oFv). By the Cartan decomposition, we have∫
F×v \GL2(Fv)
〈πv(gv)ϕ1,v, ϕ2,v〉v dgv
=
∫
Kv
∫
Kv
∫
F×v
〈πv(k1,va(tv)k2,v)ϕ1,v, ϕ2,v〉vIoFv (tv)vol(Kva(tv)Kv, dgv) d×tvdk1,vdk2,v,
where dk1,v, dk2,v, and d
×tv are Haar measures normalized so that
vol(Kv, dk1,v) = vol(Kv, dk2,v) = vol(o
×
Fv
, d×tv) = 1.
Note that
vol(Kva(tv)Kv, dgv) =
{
1 if |tv|Fv = 1,
|tv|−1Fv (1 + q−1v ) if |tv|Fv < 1
for tv ∈ oFv r {0}. It is well-known that there exist characters χ1,v and χ2,v of E×v depending only on πv and
locally constant functions f1,v and f2,v on Ev ×GL2(oEv)×GL2(oEv) such that
〈πv(k1,va(tv)k2,v)ϕ1,v, ϕ2,v〉v = χ1,v(tv)f1,v(tv, k1,v, k2,v) + χ2,v(tv)f2,v(tv, k1,v, k2,v)
for (tv, k1,v, k2,v) ∈ (oEv r {0}) × GL2(oEv) × GL2(oEv). For a character χ of F×v and a locally constant
function f : Fv → C with compact support, let Z(χ, f) be the Tate integral defined by
Z(χ, f) =
∫
F×v
χ(tv)f(tv) d
×tv.
It is easy to show that the integral converges absolutely when |χ| = | |λFv for some λ > 0 and we have
σZ(χ, f) = Z(σχ, σf)(5.6)
for all σ ∈ Aut(C) when both sides are absolutely convergnet. We have∫
F×v \GL2(Fv)
〈πv(gv)ϕ1,v, ϕ2,v〉v dgv
= [Kv : Uv]
−2 ∑
k1,v∈Kv/Uv
∑
k2,v∈Kv/Uv
[
Z(χ1,v|F×v · | |−1Fv , f
(1)
k1,v,k2,v
) + Z(χ2,v|F×v · | |−1Fv , f
(2)
k1,v ,k2,v
)
]
.
(5.7)
Here Uv is an open compact normal subgroup of Kv such that both ϕ1,v and ϕ2,v are Uv-invariant and
f
(i)
k1,v ,k2,v
(tv) =

0 if tv /∈ oFv ,
fi,v(tv, k1,v, k2,v) if |tv|Fv = 1,
(1 + q−1v )fi,v(tv, k1,v, k2,v) if |tv|Fv < 1
for i = 1, 2 and tv ∈ Fv. We remark that |χi,v|F×v | = | |
λi
Fv
for some λi > 1 by the result of Kim–Shahidi
[KS02]. Hence the above Tate integrals are absolutely convergent. Equality (5.5) then follows immediately
from (5.6) and (5.7). This completes the proof. 
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Now we consider the archimedean local trilinear period integrals. The totally unbalanced condition implies
that D is unramified at v and πDv = πv for each v ∈ ΣF. Let π∞ =
⊗
v∈ΣF πv be a representation of
D×(E∞) = GL2(R)ΣE . Define I∞ ∈ HomGL2(F∞)×GL2(F∞)(π∞ ⊗ π∨∞,C) and 〈 , 〉∞ : π∞ × π∨∞ → C by
I∞ =
⊗
v∈ΣF
Iv, 〈 , 〉∞ =
∏
v∈ΣF
〈 , 〉v.
We recall in the following lemma our previous calculation of local trilinear period integral.
Lemma 5.4. Let ϕ(κ,r) ∈ π∞, ϕ(κ,−r) ∈ π∨∞ be non-zero vectors of weight κ and X(κ) ∈ U(glΣE2,C) be the
differential operator defined in (3.4). We have
I∞(X(κ) · π∞(τIκ )ϕ(κ,r) ⊗X(κ) · π∨∞(τIκ )ϕ(κ,−r))
〈ϕ(κ,r), π∨∞(τΣE)ϕ(κ,−r)〉∞
∈ (2π√−1)
∑
v∈ΣF
(2maxw|v{κw}−
∑
w|v κw) ·Q×.
Here τIκ , τΣE ∈ GL2(R)ΣE are defined in (2.14).
Proof. Let v ∈ ΣF and v(1), v(2), v(3) ∈ ΣE be the extensions of v. Note that
πv = ⊠
3
i=1(D(κv(i))⊗ | |rv(i)/2), π∨v = ⊠3i=1(D(κv(i) )⊗ | |−rv(i)/2).
Let vv(i) ∈ (D(κv(i) ) ⊗ | |rv(i)/2) and v∨v(i) ∈ (D(κv(i)) ⊗ | |
−r
v(i)/2) be non-zero vectors of weight κv(i) for
i = 1, 2, 3. Put vv = vv(1) ⊗ vv(2) ⊗ vv(3) and v∨v = v∨v(1) ⊗ v∨v(2) ⊗ v∨v(3) . We may assume v(1) = v˜(κ). Then
Iv(X(κv(1) , κv(2) , κv(3)) · πv((τIκ )v)vv ⊗X(κv(1) , κv(2) , κv(3)) · π∨v ((τIκ )v)v∨v )
〈vv , πv(a(−1))v∨v 〉v
= ζR(2)
−2 · L(1, πv,Ad)
L(12 , πv,As)
·
∑
m1,m2,m′1,m
′
2
cm1,m2(κv(1) , κv(2) , κv(3))cm′1,m′2(κv(1) , κv(2) , κv(3))
×
∫
R×\GL2(R)
〈πv(g(τIκ)v)(vv(1) ⊗Xm1+ vv(2) ⊗Xm2+ vv(3)), π∨v ((τIκ )v)(v∨v(1) ⊗Xm1+ v∨v(2) ⊗Xm2+ v∨v(3))〉v
〈vv, πv(a(−1))v∨v 〉v
.
Here m1,m2,m
′
1,m
′
2 runs through non-negative integers such that
2m1 + 2m2 = 2m
′
1 + 2m
′
2 = κv(1) − κv(2) − κv(3) .
By Lemma 3.1, the vector ∑
2m1+2m2=κv(1)−κv(2)−κv(3)
cm1,m2(κv(1) , κv(2) , κv(3))(X
m1
+ vv(2) ⊗Xm2+ vv(3))
has weight κv(1) and the (gl2,O(2))-module generated by it under the diagonal action is isomorphic to
D(κv(1))⊗| |rv(1)/2. It then follows from the Schur orthogonality relations that the above integral is non-zero.
On the other hand, by [CC19, Proposition 4.1 and Corollary 4.4], the above integral is equal to
(2π
√−1)κv(1)−κv(2)−κv(3) ·2κv(1)−κv(2)−κv(3)+1 ·
 ∑
2m1+2m2=κv(1)−κv(2)−κv(3)
(−1)m1cm1,m2(κv(1) , κv(2) , κv(3))
2 .
We conclude that
I∞(X(κ) · π∞(τIκ )ϕ(κ,r) ⊗X(κ) · π∨∞(τIκ )ϕ(κ,−r))
〈ϕ(κ,r), π∨∞(τΣE)ϕ(κ,−r)〉∞
=
∏
v∈ΣF
Iv(X(κv(1) , κv(2) , κv(3)) · πv((τIκ )v)vv ⊗X(κv(1) , κv(2) , κv(3)) · π∨v ((τIκ)v)v∨v )
〈vv, πv(a(−1))v∨v 〉v
∈ (2π√−1)
∑
v∈ΣF
(2maxw|v{κw}−
∑
w|v κw) ·Q×.
This completes the proof. 
Let v be a place of F. By the results of Prasad [Pra90], [Pra92] and Loke [Lok01]. We have
dimCHomD×(Fv)(π
D
v ,C) ≤ 1.
Lemma 5.5. Let v be a place of F. Then HomD×(Fv)(π
D
v ,C) 6= 0 if and only if IDv 6= 0.
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Proof. When v ∈ ΣF, the assertion follows from Lemma 5.4. Assume v is a finite place. The assertion can be
proved word by word following the proof of [Che20b, Corollary 9.6] except we replace R and [LZ97, Theorem
4.12] therein by Fv and [KR92, Corollary 3.7], respectively. 
5.3. Proof of Theorem 1.4. Let
ε(s,Π ,As) =
∏
v
ε(s, πv,As, ψv)
be the global Asai ε-factor of Π , where
⊗
v ψv is a non-trivial additive character of F\AF and ε(s, πv,As, ψv)
is the local Asai ε-factor of πv with respect to ψv defined via the Weil–Deligne representation. Note that
ε(s, πv,As, ψv) = 1 for all finite places v of F such that Ev is unramified over Fv, πv is unramified, and ψv is of
conductor oFv . By our assumption that ωΠ |A×F is trivial, we have ε(
1
2 , πv,As, ψv) ∈ {±1} and is independent
of the choice of ψv. We write
ε(12 , πv,As) = ε(
1
2 , πv,As, ψv).
Recall the global root number ε(Π ,As) is defined by
ε(Π ,As) = ε(12 ,Π ,As) ∈ {±1}.
On the other hand, analogous to the proof of Lemma 5.2, we can show that
σε(12 , πv,As) = ε(
1
2 ,
σπv,As)
for all finite places v of F and σ ∈ Aut(C). In particular, we have
ε(Π ,As) = ε(σΠ ,As)
for all σ ∈ Aut(C). We see that assertion (1) of Theorem 1.4 follows immediately from the expected functional
equation
L(s,Π ,As) = ε(s,Π ,As)L(1− s,Π ,As).(5.8)
Indeed, let
LPSR(s,Π ,As) =
∏
v
LPSR(s, πv,As), εPSR(s,Π ,As) =
∏
v
εPSR(s, πv,As, ψv)
be the global Asai L-function and ε-factor of Π defined by the Rankin–Selberg method as well as the local zeta
integrals developed by Piatetski-Shapiro–Rallis [PSR87] and Ikeda [Ike89]. In the Rankin–Selberg context,
the functional equation
LPSR(s,Π ,As) = εPSR(s,Π ,As)LPSR(1− s,Π ,As)
holds and is a direct consequence of the functional equation of Siegel Eisenstein seires. On the other hand,
by [KS02] and [Che20a, Corollary 1.4], we have
L(s, πv,As) = LPSR(s, πv,As), ε(s, πv,As, ψv) = εPSR(s, πv,As, ψv)
for all places v of F. Hence the functional equation (5.8) holds.
Now we assume ε(Π ,As) = 1. Let K be the quadratic discriminant algebra of E/F and ωK/F =
∏
v ωKv/Fv
the quadratic character of F×\A×F associated to K/F by class field theory. By the assumption ε(Π ,As) = 1,
there exists a unique quaternion algebra D over F such that D is ramified at v if and only if
ε(12 , πv,As) · ωKv/Fv (−1) = −1.
In particular, it follows from the totally unbalanced condition that D is totally indefinite. By the results of
Prasad [Pra90], [Pra92] and Loke [Lok01], the above sign condition implies that there exists an irreducible
cuspidal automorphic representation ΠD =
⊗
v π
D
v of D
×(AE) associated to Π by the Jacquet–Langlands
correspondence such that
HomD×(Fv)(π
D
v ,C) 6= 0
for all places v of F. Fix non-zero vectors ϕ(κ,r) ∈ π∞ =
⊗
v∈ΣF πv and ϕ(κ,−r) ∈ π∨∞ =
⊗
v∈ΣF π
∨
v of weight
κ, that is,
π∞(kθ)ϕ(κ,r) =
∏
w∈ΣE
e
√−1κwθw · ϕ(κ,r),
π∨∞(kθ)ϕ(κ,−r) =
∏
w∈ΣE
e
√−1κwθw · ϕ(κ,−r)
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for kθ = (kθw)w∈ΣE ∈ SO(2)ΣE . Fix σ ∈ Aut(C). Let ϕ(σκ,r) ∈ σπ∞ and ϕ(σκ,−r) ∈ σπ∨∞ be the vectors of
weight σκ such that if ϕ1 = ϕ(κ,r) ⊗
(⊗
v∤∞ ϕ1,v
)
∈ ΠDhol and ϕ2 = ϕ(κ,−r) ⊗
(⊗
v∤∞ ϕ2,v
)
∈ (ΠDhol)∨, then
σϕ1 = ϕ(σκ,r) ⊗
⊗
v∤∞
tσ,vϕ1,v
 ∈ σΠDhol, σϕ2 = ϕ(σκ,−r) ⊗
⊗
v∤∞
t∨σ,vϕ2,v
 ∈ σ(ΠDhol)∨
Here the σ-linear isomorphisms tσ,v, t
∨
σ,v for finite places v of F are fixed in § 5.2 and
ΠDhol −→ σΠDhol, ϕ 7−→ σϕ,
(ΠDhol)
∨ −→ σ(ΠDhol)∨, ϕ∨ 7−→ σϕ∨
are defined in (2.17). By Lemma 5.5, for each finite place v of F, there exist ϕ1,v ∈ πDv and ϕ2,v ∈ (πDv )∨
such that
IDv (ϕ1,v ⊗ ϕ2,v) 6= 0.
Moreover, when v is a finite place such that Ev is unramified over Fv and πv is unramified, then D is
unramified at v and we choose ϕ1,v and ϕ2,v be non-zero GL2(oEv )-invariant vectors. In this case, by [Ich08,
Lemma 2.2], we have
IDv (ϕ1,v ⊗ ϕ2,v) = 〈ϕ1,v, ϕ2,v〉v.
With this local choice, we put ϕ1 = ϕ(κ,r)⊗
(⊗
v∤∞ ϕ1,v
)
∈ ΠDhol and ϕ2 = ϕ(κ,−r)⊗
(⊗
v∤∞ ϕ2,v
)
∈ (ΠDhol)∨.
We also fix ϕ3 = ϕ(κ,r) ⊗
(⊗
v∤∞ ϕ3,v
)
∈ ΠDhol and ϕ4 = ϕ(κ,−r) ⊗
(⊗
v∤∞ ϕ4,v
)
∈ (ΠDhol)∨ such that
〈ϕ3, ϕ4〉 =
∫
ZG(A)G(Q)\G(A)
ϕ3(g)ϕ4(g · tΣE) dgTam 6= 0.
Let X(κ) ∈ U(glΣE2,C) be the differential operator defined in (3.4). By Ichino’s formula Theorem 5.1, we have
ID(X(κ) · ϕIκ1 ⊗X(κ) · ϕIκ2 )
〈ϕ3, ϕ4〉
=
CD
2c
· ζE(2)
ζF(2)
· L(
1
2 ,Π ,As)
L(1,Π ,Ad)
·
∏
v∤∞
IDv (ϕ1,v ⊗ ϕ2,v)
〈ϕ3,v, ϕ4,v〉v ·
I∞(X(κ) · π∞(τIκ )ϕ(κ,r) ⊗X(κ) · π∨∞(τIκ )ϕ(κ,−r))
〈ϕ(κ,r), π∨∞(τΣE)ϕ(κ,−r)〉∞
,
ID(X(σκ) · (σϕ1)Iσκ ⊗X(σκ) · (σϕ2)Iσκ)
〈σϕ3, σϕ4〉
=
CD
2c
· ζE(2)
ζF(2)
· L(
1
2 ,
σΠ ,As)
L(1, σΠ ,Ad)
·
∏
v∤∞
IDv (tσ,vϕ1,v ⊗ t∨σ,vϕ2,v)
〈tσ,vϕ3,v, t∨σ,vϕ4,v〉v
× I∞(X(
σκ) · σπ∞(τIσκ)ϕ(σκ,r) ⊗X(σκ) · σπ∨∞(τIσκ)ϕ(σκ,−r))
〈ϕ(σκ,r), σπ∨∞(τΣE)ϕ(σκ,−r)〉∞
.
Here τIκ , τΣE and ϕ
Iκ
1 , ϕ
Iκ
2 are defined in (2.14) and (2.15), respectively. By Lemma 2.2 and Proposition 3.2,
we have the Galois equivariant property of the global trilinear period integral that
σ
(
ID(X(κ) · ϕIκ1 ⊗X(κ) · ϕIκ2 )
ΩIκ(ΠD) · ΩIκ((ΠD)∨)
)
=
ID(X(σκ) · (σϕ1)Iσκ ⊗X(σκ) · (σϕ2)Iσκ)
ΩIσκ(σΠD) · ΩIσκ(σ(ΠD)∨) .(5.9)
On the other hand, by Lemma 2.9 and Corollary 2.10, we have
σ
(
L(1,Π ,Ad)
(2π
√−1)−
∑
w∈ΣE
κw · π3[F:Q] · 〈ϕ3, ϕ4〉
)
=
L(1, σΠ ,Ad)
(2π
√−1)−
∑
w∈ΣE
κw · π3[F:Q] · 〈σϕ3, σϕ4〉
.(5.10)
By Lemmas 5.3 and 5.4, we have
σ
∏
v∤∞
IDv (ϕ1,v ⊗ ϕ2,v)
〈ϕ3,v, ϕ4,v〉v
 = ∏
v∤∞
IDv (tσ,vϕ1,v ⊗ t∨σ,vϕ2,v)
〈tσ,vϕ3,v, t∨σ,vϕ4,v〉v
,(5.11)
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and
I∞(X(κ) · π∞(τIκ)ϕ(κ,r) ⊗X(κ) · π∨∞(τIκ )ϕ(κ,−r))
〈ϕ(κ,r), π∨∞(τΣE)ϕ(κ,−r)〉∞
=
I∞(X(σκ) · σπ∞(τIσκ)ϕ(σκ,r) ⊗X(σκ) · σπ∨∞(τIσκ)ϕ(σκ,−r))
〈ϕ(σκ,r), σπ∨∞(τΣE)ϕ(σκ,−r)〉∞
∈ (2π√−1)
∑
v∈ΣF
(2maxw|v{κw}−
∑
w|v κw) ·Q×.
(5.12)
By (5.3) and the result of Siegel [Sie69], we have
CD ∈ D1/2F · ζF(2)−1 ·Q×, ζF(2) ∈ D1/2F · π[F:Q] ·Q×, ζE(2) ∈ D1/2E · π3[F:Q] ·Q×.
Also note that ∏
v∈ΣF
L(12 , πv,As) ∈ π−2
∑
v∈ΣF
maxw|v{κw} ·Q×.
The algebraicity for L(12 ,Π ,As) then follows from (5.9)-(5.12). Finally, assume D is the matrix algebra, we
show that ΩIκ ((ΠD)∨) = ΩIκ(Π ∨) can be replaced by ΩIκ(Π ). When L(12 ,Π ,As) = 0, the assertion holds
by assertion (1). Thus we may assume L(12 ,Π ,As) 6= 0. In this case, by Ichino’s formula Theorem 5.1, there
exists ϕ ∈ Πhol such that ∫
A×F GL2(F)\GL2(AF)
X(κ) · ϕIκ (g) dgTam 6= 0.
By Lemma 2.2 and Proposition 3.2, we have
σ
(∫
A×F GL2(F)\GL2(AF)
X(κ) · ϕIκ(g)
ΩIκ(Π )
dgTam
)
=
∫
A×F GL2(F)\GL2(AF)
X(σκ) · σϕIσκ(g)
ΩIσκ(σΠ )
dgTam.
On the other hand, since ωΠ |A×F is trivial, we have ϕ|GL2(AF) = (ϕ ⊗ ω
−1
Π
)|GL2(AF). By Lemma 2.2 and
Proposition 3.2 again, we have
σ
(∫
A×F GL2(F)\GL2(AF)
X(κ) · ϕIκ (g)
ΩIκ(Π )
dgTam
)
= ωΠ (det(τIκ)) · σ
(
ΩIκ(Π ∨)
ΩIκ(Π )
)
· σ
(∫
A×F GL2(F)\GL2(AF)
X(κ) · (ϕ⊗ ω−1
Π
)Iκ(g)
ΩIκ(Π ∨)
dgTam
)
= ωΠ (det(τIκ)) · σ
(
ΩIκ(Π ∨)
ΩIκ(Π )
)
·
∫
A×F GL2(F)\GL2(AF)
X(σκ) · σ(ϕ⊗ ω−1
Π
)Iσκ(g)
ΩIσκ(σΠ ∨)
dgTam.
Here σ(ϕ⊗ ω−1
Π
) is defined in (2.17) with Π replaced by Π ∨. By the q-expansion principle, we have
σ(ϕ⊗ ω−1
Π
) = σϕ⊗ σω−1
Π
.
Indeed, by Lemma 4.2, we have
W
(∞)
σ(ϕ⊗ω−1
Π
),ψE
(gf ) =
σ(2π
√−1)−
∑
w∈ΣE
(κw−rw)/2
(2π
√−1)−
∑
w∈ΣE
(κw−rw)/2 · σ
(
W
(∞)
ϕ⊗ω−1
Π
,ψF
(a(u)−1gf )
)
= σωΠ (u) · σ(2π
√−1)−
∑
w∈ΣE
(κw−rw)/2
(2π
√−1)−
∑
w∈ΣE
(κw−rw)/2 · σ
(
W
(∞)
ϕ,ψF
(a(u)−1gf)
)
· σω−1
Π
(det(gf ))
= σωΠ (u) · σ(2π
√−1)
∑
w∈ΣE
rw
(2π
√−1)
∑
w∈ΣE
rw
·W (∞)σϕ,ψF(gf ) · σω−1Π (det(gf ))
=W
(∞)
σϕ⊗σω−1
Π
,ψE
(gf )
for all gf ∈ GL2(AE,f ). Here u ∈ Ẑ× is the unique element such that σ(ψE(x)) = ψE(ux) for x ∈ AE,f . Note
that the last equality follows from the conditions that ωΠ |A×F is trivial and
∑
w∈ΣE rw = 0. Therefore, we
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have
ωΠ (det(τIκ )) ·
∫
A×F GL2(F)\GL2(AF)
X(σκ) · σ(ϕ⊗ ω−1
Π
)Iσκ(g) dgTam
=
∫
A×F GL2(F)\GL2(AF)
X(σκ) · σϕIσκ(g) · ω−1
Π
(det(g)) dgTam
=
∫
A×F GL2(F)\GL2(AF)
X(σκ) · σϕIσκ(g) dgTam.
We conclude that
σ
(
ΩIκ(Π ∨)
ΩIκ(Π )
)
=
ΩIσκ(σΠ ∨)
ΩIσκ(σΠ )
.
This completes the proof.
5.4. Proof of Theorem 1.8. First we recall the result of Shimura [Shi78] on the algebraicity of special
values of the twisted standard L-functions for motivic irreducible cuspidal automorphic representations of
GL2(AF). We also refer to [RT11] for a different proof.
Theorem 5.6 (Shimura). Let Π be a motivic irreducible cuspidal automorphic representation of GL2(AF)
of motivic weight (ℓ, r) ∈ Z≥2[ΣF]× Z and central character ωΠ . There exist complex numbers p(ε,Π ) ∈ C×
defined for ε ∈ {±1}ΣF satisfying the following assertions:
(1) We have
σ
(
L(∞)(m+ 12 ,Π ⊗ χ)
(2π
√−1)[F:Q]m ·G(χ) · p((−1)msgn(χ),Π )
)
=
L(∞)(m+ 12 ,
σΠ ⊗ σχ)
(2π
√−1)[F:Q]m ·G(σχ) · p((−1)msgn(σχ), σΠ )
for any finite order Hecke character χ of A×F , σ ∈ Aut(C), and m ∈ Z such that
−minv∈ΣF{ℓv}
2
− r
2
< m <
minv∈ΣF{ℓv}
2
− r
2
.
(2) We have
σ
(
p(ε,Π ) · p(−ε,Π )
(2π
√−1)[F:Q](1+r)(√−1)
∑
v∈ΣF
ℓv ·G(ωΠ ) · ΩΣF(Π )
)
=
p(σε, σΠ ) · p(−σε, σΠ )
(2π
√−1)[F:Q](1+r)(√−1)
∑
v∈ΣF
ℓv ·G(σωΠ ) · ΩΣF(σΠ )
for any ε ∈ {±1}ΣF and σ ∈ Aut(C).
Remark 5.7. In [Shi78, Theorem 4.3], the theorem was stated for motivic (ℓ, r) ∈ Z≥3[ΣF] × Z. It is
straightforward to extend the results to (ℓ, r) ∈ Z≥2[ΣF]×Z by [Shi78, (4.16)] and the non-vanishing theorem
of Friedberg–Hoffstein [FH95]. We also refer to Lemma 2.9 for the period relation between Petersson norm
and ΩΣF(Π ).
Now we begin the proof of Theorem 1.8. Let Π =
⊗
v πv, Π
′ =
⊗
v π
′
v be motivic irreducible cuspidal
automorphic representations of GL2(AF) with central characters ωΠ , ωΠ ′ and of weights ℓ, ℓ
′ ∈ Z≥1[ΣF],
respectively. By assumption (i), the automorphic representation Sym2(Π ) × Π ′ of GL3(AF) × GL2(AF) is
self-dual. Since Sym2(Π )×Π ′ is isobaric, we have the global functional equation
L(s, Sym2(Π )×Π ′) = ε(s, Sym2(Π )×Π ′)L(1− s, Sym2(Π )×Π ′).
Recall the global root number ε(Sym2(Π )×Π ′) is defined by
ε(Sym2(Π )×Π ′) = ε(12 , Sym2(Π )×Π ′) ∈ {±1}.
Analogous to the proof of Lemma 5.2, we can show that
ε(Sym2(Π )×Π ′) = ε(Sym2(σΠ )× σΠ ′)
for all σ ∈ Aut(C). In particular, if ε(Sym2(Π ) × Π ′) = −1, then it follows from the global functional
equation that
L(12 , Sym
2(σΠ )× σΠ ′) = 0
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for all σ ∈ Aut(C). Therefore, we may assume that ε(Sym2(Π ) × Π ′) = 1. By assumption (iii) and the
non-vanishing theorem of Friedberg–Hoffstein [FH95], there exists a totally real quadratic extension K over
F such that the base change lift ΠK =
⊗
v πK,v of Π to GL2(AK) is cuspidal and
L(12 ,Π
′ ⊗ ωΠωK/F) 6= 0.
Consider the totally real e´tale cubic algebra E = K×F over F and the motivic irreducible cuspidal automorphic
representation ΠK × Π ′ of GL2(AE). We identify ΣE with ΣK ⊔ ΣF in a natural way. Note that the weight
κ ∈ Z≥1[ΣE] of ΠK ×Π ′ is given as follows: for w ∈ ΣE lying over v ∈ ΣF, we have
κw =
{
ℓv if w ∈ ΣK,
ℓ′v if w ∈ ΣF.
In particular, ΠK ×Π ′ is totally unbalanced and Iκ = ΣF. Let D be the unique totally indefinite quaternion
algebra over F so that there exists an irreducible cuspidal automorphic representation
ΠDK × (Π ′)D =
⊗
v
(πDK,v × (π′v)D)
of D×(AE) associated to ΠK ×Π ′ by the Jacquet–Langlands correspondence such that
HomD×(Fv)(π
D
K,v × (π′v)D,C) 6= 0
for all places v of F. By Lemma 2.8, we have the period relation
σ
(
ΩΣF(ΠDK × (Π ′)D)
Ω∅(ΠDK ) · ΩΣF((Π ′)D)
)
=
ΩΣF(σΠDK × σ(Π ′)D)
Ω∅(σΠDK ) · ΩΣF(σ(Π ′)D)
(5.13)
for all σ ∈ Aut(C). Note that by definition we may take Ω∅(ΠDK ) = 1 and by Corollary 2.10 we have
σ
(
ΩΣF(Π ′)2
ΩΣF(Π ′D) · ΩΣF(Π ′∨)D)
)
=
ΩΣF(σΠ ′)2
ΩΣF(σΠ ′D) · ΩΣF(σ(Π ′∨)D)(5.14)
for all σ ∈ Aut(C). Also we have the well-known fact for the rationality of the quadratic Gauss sum that
D
1/2
K G(ωK/F) ∈ Q×.(5.15)
Therefore, by (5.13)-(5.15) and Theorem 1.4, we have
σ
(
L(∞)(12 ,ΠK ×Π ′,As)
D
1/2
F (2π
√−1)2[F:Q] ·G(ωK/F) · ΩΣF(Π ′)2
)
=
L(∞)(12 ,
σΠK × σΠ ′,As)
D
1/2
F (2π
√−1)2[F:Q] ·G(ωK/F) · ΩΣF(σΠ ′)2
for all σ ∈ Aut(C). Finally, we have the factorization of L-functions:
L(s,ΠK ×Π ′,As) = L(s, Sym2(Π )×Π ′)L(s,Π ′ ⊗ ωΠωK/F).
Theorem 1.8 then follows immediately from Theorem 5.6 of Shimura for the central critical value
L(∞)(12 ,Π
′ ⊗ ωΠωK/F) = L(∞)(r + 12 ,Π ′ ⊗ | |−rAF ωΠωK/F)
and the condition that L(12 ,Π
′ ⊗ ωΠωK/F) 6= 0. This completes the proof.
5.5. Proof of Theorem 1.11. Let Π =
⊗
v πv be a motivic irreducible cuspidal automorphic representation
of GL2(AF) and χ an algebraic Hecke character of A×F . Assume that Π has motivic weight (ℓ, r) ∈ Z≥4[ΣF]×Z
and |χ| = | |r0AF for some r0 ∈ Z. Let I be a subset of ΣF. We fix a motivic irreducible cuspidal automorphic
representation Π ′ =
⊗
v π
′
v of GL2(AF) with motivic weight (ℓ
′, r′) ∈ Z≥2[ΣF] × Z satisfying the following
conditions:
• minv∈ΣF{|ℓv − ℓ′v|} ≥ 2;
• I = {v ∈ ΣF | ℓv > ℓ′v}.
The existence of Π ′ is guaranteed by the assumption that ℓ ∈ Z≥4[ΣF] and the result of Weinstein [Wei09].
Consider the Rankin–Selberg L-function
L(s,Π ×Π ′ × χ) = L(s, (Π ⊗ χ)×Π ′ × 1)
for the triplets (Π ,Π ′, χ) and (Π ⊗ χ,Π ′,1). Note that at the rightmost critical point
m = −r0 − r + r
′
2
+
minv∈ΣF{|ℓv − ℓ′v|}
2
,
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we have L(m,Π ×Π ′ × χ) 6= 0 by the condition that minv∈ΣF{|ℓv − ℓ′v|} ≥ 2. Applying Theorem 4.7 to the
two triplets, we deduce that
σ
(
ΩI(Π )
ΩI(Π ⊗ χ)
)
=
Ω
σI(σΠ )
ΩσI(σΠ ⊗ σχ)
for all σ ∈ Aut(C). This completes the proof.
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