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Abstract 
An efficient algorithm is developed tbr determining the greatest common left divisor 
(GCLD) of two po!ynomial matrices. Knowing this divisor allows for several immediate 
applications. In coding theory, a noncatastrophic convolutional encoder can be derived 
from an arbitrary one. in systems theory, irreducible matrix fraction descriptions of 
transfer function matrices can be tbtmd. In linear algebra, the greatest common divisor 
can be seen as a basis Ibr a fi'ee module generated by the columns of the matrices. The 
approach taken is based on recent ideas from systems theory. A minimal state space 
realization is obtained with minimal calculations, and from tiffs the controllability 
matrix is analyzed to produce the GCLD. It will be shown that the derived algorithm is 
a natural extension of the Euclidean algorithm to the matrix case. © 1999 Elsevier 
Science Inc. All rights reserved. 
I. Introduction 
Let IF be an arbitrary field and consider the polynomial ring IF[s]. If we are 
given two polynomial matrices E(s) and ,~¢"~,,j each with p rvws then we may 
define a greatest common left divisor (GCLD) to be any p × p polynomial 
matrix L(s) satisfying: 
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1. There exists polynomial matrices E(s) and F(s)such that L(s)F,(s)= E(s) 
and L(s)F(s) = F(s). 
2. If/,(s) is any other divisor of E(s) and F(s) then there exists a polynomial 
matrix D(s) such that L(s)O(s) = L(s). 
By an arbitrary choice, we will work with left divisors. The theory holds 
mutatis mutandis for right divisors. 
Notice that GCLL, s are not unique. For our applications we will assume 
that the matrix [E(s) I F(s)] is full rank. This implies that all GCLD's will be 
nonsingular and differ by a unimodular ight factor [11]. Note also that the 
columns of the GCLD of the full rank polynomial matrix [E(s) I F(s)] form a 
basis for the free module spanned by the columns of [E(s) I F(s)] in IFP[s]. Two 
matrices are said to be coprime if their GCLD is a unimodular matrix. 
Instead of starting with two separate matrices and then combining them into 
one~ we are given a single full rank matrix P(s) of size p x (p + m). We can 
~peak of the GCLD of this single matrix by writing P(s) = [E(s) IF(s)], where 
t,,~:~ii.~..~.. ~ E(s) i~.~ of size p x p and F(s) is of size p x m, and hence the GCLD of 
F(:;) is the:~ the GCLD of E(s) and F(s). Obviously the GCLD does not depend 
on how we ch~,ose the division. Equivalently, we could define a GCLD of P(s) 
to be a matrix L(s) such that L(s)P(s)= P(s), where P(s) is a polynomial 
matri× whose Smith or equivalently Hermite form is [/,, I 0]. 
With this last description we are able to see several immediate applications. 
Firs!, if we are given P(s) as a polynomial basis for a rational vector space [8], 
theu by dividing by L(s) (i.e., taking/5(s)) we get a minimal polynomial basis 
for the vector space (as detined in Ref. [8]). Secondly, if we are given P(s) as a 
generating set tbr its column module over IF[s], then we observed earlier that 
the columns of the GCLD, L(s), of P(s) form a basis of the column module 
of P(s). In particular if P(s) is of size Ix  2 and has the form P(s)= 
(p(s),q(s)), p(s),q(s) E IF[s] then the GCLD of P(s) is nothing else than the 
greatest common divisor (g.c.d.) ofp(s), q(s). Moreover our algorithm is in this 
case equivalent to Euclid's algorithm. Finally, if we are given P(s) as a con- 
volutional encoder, then P(s) is an observable (i.e., non-catastrophic with delay 
0) encoder if and only if L(s) is a unimodular matrix [!,2,7]. 
Closely related to this last application: we ca,a think of P(s) as describing 
over the real numbers R a linear behavio~ in the sense of Willems [17]: 
= { w ( t ) e I P w i t )  = o . 
The computation of the CCLD is then needed tbr the computation of the 
controllable sub-behavior of ~. 
The approach that will be taken in this paper is to obtain a minimal state 
space representation f the associated behavior ~ with little or no calculation 
[15]. This state space representation will be controllable if and only if our 
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behavioral system (or encoder) is observable. Further, the contribution of this 
paper will be to calculate a GCLD of P(s) directly from the controllability 
matrix of this state space representatio~ 
As we shall see, the algorithm presented will be a generalization of the 
Euclidean algorithm to polynomial matrices. The algorithm has been induced 
on the state space level by an efficient Gaussian elimination and this explains 
our choice of the title. 
2. A brief history of the problem 
The problem of finding GCLD's is not new, and, indeed, there are several 
algorithms in existence. The most obvious way is toappend !he two matrices 
together as [E(s) I F(s)] and perform polynomial column operations (over 
IF[s]) to bring the matrix to Smith or Hermite form, see Ref. [4]. The obvious 
drawback is that polynomial column operations can become quite tedious, 
especially if the degrees of the polynomial entries are high. This problem was 
overcome by Kung et al. [12,6] with their approach using generalized Sylvester 
matrices. A problem with that algorithm is that the scalar matrices obtained 
from the original polynomial matrices were often quite large. 
Several more recent works, using somewhat similar but distinct methods to 
the one proposed here, have appeared: Fuhrmann [9] obtained an algorithm 
using a matrix continued fraction representation. Antoulas [3] has done con- 
siderable work on the subject using recursive ar, d partial realizations. 
An algebraic rank test for behavioral systems was recently presented by 
Helmke et al. [10]. 
An excellent reference on the various techniques of computing GCD's in the 
case p = 1 can be found in Ref. [5]. In fact, the section on "G.C.D. Using 
Companion Matrix" from this book give exactly our algorithm in the simple 
case p = 1. In this reference it was, unfortunately, not observed by the author 
that the companion matrix was in fact, a realization of the polynomial matrix. 
This prevented the extension to the general case, where the author of that paper 
instead presents the algorithm of Kung et al. 
3. Realization 
We now present he main result we will need, proceeded by some notation. 
For a more thorough account of the ideas involved, please refer to [15]. 
Partition P(s) into P(s)= [E(s) [ F(s)], where E(s) is p × p and F(s) is 
p x m. After some unimodular row operations we can assume that P(s) is row 
proper with row degrees (Kronecker indices) v~ >/ ... >I vp. After a possible 
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right multiplication by a (m + p) × (m + p) invertible matrix we can assume 
that the high order coefficient matrix, Ph, has the form lip [ 0]. Assume that 
P(s) has no constant rows, i.e. Vp >f 1. For i , j  = 1, . . . .  p, let 
v i Vi -- l 
e,j(s) = Ze ;~y,  and f ,(s)= Z f ; s~ 
x:O ~x=O 
denote the polynomial entries of E(s) and the ith row of F(s), respectively. 
Define for i = 1,... ,p matrices of sizes v; × vi, v, × m and 1 x v;, respectively: 
• ° I 
1 0 
0 1 
, , , 
I 
I 
_e  0 - 
i,i 
--e ! i,i 
A i.i " -~- 
° 
I -ei':i-" 
n i  "= c, :- [0,...,-l]. 
(3.1) 
For i , j  = 1,... ,p, i # j define matrices of size v; x v';. 
A t ..i ' :~  
0 .,0 1 
- - t  i,) 
' - -e  I • id 
• t I • 
] 0 -e" t 
- l , J  
(3.2) 
The matrices A,., are just the companion matrices for the polynomials e~j(s), 
while the matrices A,,; are just v j -  1 columns of zeroes with the coefficient 
vecter of the polynomial e~j(s) appended on the right Similarly each B, is just 
the coefficient vectors of all the polynomials in the ith row of F(s). So these 
matrices are obtained with no calculations at all, provided that the matrix P(s) 
meets the somewhat stringent conditions imposed. If Ph does not have the form 
P;, = [I;, I 0], then it can be brought into this form with the unimodular op- 
erations outlined above. 
Notice also the requirement that P(s) has no constant rows. If P(s) has x 
constant rows then the row and column operations outlined above will 
transform P(s) into: 
p(s) = 
0 
P(s)]0 (3.3) 
and [El(s) I F(s)] has no constant rows. 
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Right unimodular operations will not affect the GCLD, however, left op- 
erations will have to be 'undone' once the GCLD of the resulting matrix is 
calculated. So all of these conditions can be met at the expense of some effi- 
ciency. From here on, assume that P(s) meets these requirements. 
Theorem 3.1 ([18,15]). Given P (s )= [E(s) 
let Ai.j, Bi, Ci be defined u~ above. Let 
A '= ". " , B '= 
A .i " ' "  Ap.p 
I F(s)], satisfying Ph = lip I 0] and 
I':il I ° 1 , C ~-  ". 0 C,, 
and let a represent either the shift operator or the differential operator d/dt. Then, 
~rx(t) = .4v(t)+ Bu(t), 
y(t) = Cx(t) (3.4) 
represents,  minhnal state space realization of  the system 
E(a!3,(t) + F(a)u(t) = O. (3.5) 
In r,,rgi~ular Eq. (3.5) represents a controllable behavior i f  and only ~'(A, B) is' a 
controllable pair, i.e. the controllability matrix 
<~'(A,B) := [B AB. . .A" - 'B ]  
has.lhll rank. 
As usual, we call Eq. (3.4) an (A,B, C) representation f system (3.5). We see 
3 -'t' v , ) ,B i~nxm,  andC ispxn .  that A has size n x n (where n = ,_.,; ~ 
The idea here is that controllability of the state space representation is 
equivalent to the controllability of the behavioral system given by P(s) which is 
equivalent to P(s) being an observable ncoder [14,15]. 
The relationship between the polynomial matrix P(s) and the matrices 
(A, B, C) is expressed in the following way. Consider the p x n matrix 
X(s )  = 
1 s . . .  s '''-! 0 0 . . .  0 
0 0 ...  0 1 s . . .  s '''---I 
0 0 ... 0 
0 0 ... 0 
l S . . . SVt,- I 
(3.6) 
which was called a basis matrix of size v = [v~,..., ve] in [15] since it has the 
property that every polynomial p-vector ~p(s)~ ~P[s] whose ith component 
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has degree at most V i - -  l can uniquely be described through 
~o(s) = X(s )~,  ~ E ~". 
A direct calculation reveals that P(s) and the matrices (A,B, C) are related 
by 
i -C 0 ] X(s)[sl - A I B] = P(s) 0 I,,, " (3.7) 
Of course, we can multiply X(s) by an invertible matrix S E GL,, on the right 
and obtain the equivalent realization (S-~AS, S-~B, CS). We will make use of 
this fact in Section 5 to obtain a more suitable realization. 
4. The controllability space 
We are given a p x (p + m) full rank polynomial matrix P(s) and wish to 
determine its GCLD, L(s). Write P(s) = L(s)f'(s), where/5(s) has the Smith 
form lip I 0]. We will assume that the rows of/5(s) form a minimal basis in the 
sense of Forney [8]. The row degrees (Pl, . . . ,#p) of /5(s) are therefore 
the minimal indices of the rational vector space generated by the rows of the 
matrix P(s). We will not assume that (#~,...,  Pt,) are ordered by size. Also write 
P(s) = [E(s) [ F(s)] and let Ph = [I~, [ 0] be the high order coefficient matrix. 
Since L(s) is determined uniquely up to unimodular right multiplication, we 
have a choice as to which L(s) to work with, and hence which P(s) to work 
with. The following lemma relates L(s) and/5(s) and it singles out a nice choice: 
Lemma 4.1. I f  the rows oJ" P(s) form a m#limal basis hat:ing row degrees 
It I . . . . .  #p then L(s) is uniquely th'term#iedji'om the identiO, P(s) = L(s)P(s). The 
(i,j)-ento, of L(s) has degree at most (vi - #i) or the entry is zero. 
It is possih& to choose P(s) such that the scalar matrix L~ whose (i,j)-entry is 
the coefficient of s ''~ ", in rite (i.j)-ento' of L(s) is lower triangular. 
Proof. The first part of the lemma is a direct consequence of [8]. The second 
part will be established by induction. Using elementary column operations on 
L(s) (this corresponds to elementary row operations on P(s)) it will be possible 
to eliminate all entries of the first row of Lx with the exception of one entry. 
After a possible permutation of the columns we can assume that the first row of 
L~ has with the exception of the entry (1, 1) all entries equal to zero. 
Proceeding inductively row by row will establish the claim, i-1 
Let ~, be the high order coefficient matrix of P(s). From the fact that both ~, 
and Ph have rank p and from the identity Pj, = L~,Ph it follows that L.~ is 
invertible. As a direct consequence we have: 
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Lemma 4.2. Let d := ~ it i be the McMillan degree of P(s). Then 
deg det L(s) = n - d = n - rank ~(A, B). 
Lemma 4.2 establishes a first relation between the GCLD, L(s), and the 
controllability matrix ~(A, B). It should be noted that this result, for the case 
p = 1, was known already in 1950 by MacDuffee [13] if not earlier. It is the goal 
of this and the next section to show that under certain conditions it is possible 
to compute L(s) from the column space of ~(A,B), i.e. from the reachability 
space of (A,B). 
Since the high order coefficient matrix of P(s) has the form [lp I 0] we can 
realize P(s) by inspection to obtain the scalar matrices A, B, and C relative to 
the basis matrix X(s). Hence the following equation holds: 
X(s ) [s i -A  [ B] = [E(s)C I F(s)]. (4.1i 
Note that in order to realize P(s), we need ~,--[ lp [ 0] and that the row 
degrees, ~;, of P(s) are at least one. To satisfy the first requirement, in general, 
we will have to multiply E(s) by T to obtain a realizable form i.e., 
/5~(s) = [E(s)T I F(s)]. The second requirement cannot be guaranteed. For this 
section and Section 5 we will assume that P(s) has no constant rows, and the 
case where there are constant rows is considered in Section 6. 
Now, realize P~(s) to obtain matrices A,/~, and C, relative to the canonical 
basis matrix ~'(s). Hence the following equation holds: 
2(s)[s l - ,41B] = [E (s ) rd  I P(.,')]. (4.2) 
The controllability matrix of the pair (,4",/)) can also be computed. 
However, the usual definition of the controllability matrix is that of a 
d x dm matrix, where/~ is of size d x m. We can, however, naturally extend 
the size of this matrix to d x nm. This is necessary for the following key 
result. 
Theorem 4.3. 
L(s)2(sl~(d,B) = X(s)C~(A,B). 
Proof. Repeated applications of Eq. (4.1) give: 
X(s)~'(A,B) = [F I sF -ECB I ... I s"-tF - s" 2ECB 
-s"- 3ECAB . . . . .  ECA" " B]. 
Repeated applications of Eq. (4.2) give: 
L(s)2(s)~(d,B) = [F I sF -ETCBI ' "  I s"-'F 
. . . . .  
(4.3) 
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By examining the above expressions, it is clear that the only step remaining 
in the proof is to show that CA~B = TCA'B for all non-negative integer i. 
We notice that ( s l -A )  -~= ~oA~/# *~. Starting with the equation 
X(s ) (s l -A )  =E(s)C, we apply this inverse to obtain X(s) = 
E(s) ~i=o CAi/si+! Further: 
CAiB 
F(~) = X(~)t~ = ~: (s )~ s,*, " 
i=O 
Similarly, we have the equations: 
")c 
cd 'B  
P(s) = 2(s)B = ~(s)r,X-" 
si+ I " 
i :0  
Multiplying the last equation by L(s) results in 
TCA'B i \ ~"~ F(s) Ets)2..., s,~l • 
i=O 
Since E(s) has high order coefficient matrix Ip, the column~ of E(s) are linearly 
independent over ~:[s] and we get: 
"" CA iB  "" TCA'B 
S i ~ I S i + I " 
i 0 i 1) 
Equating coefficients in the above expression gives us the desired equality and 
completes the proof. I-3 
This theorem is the key to the entire algorithm as the following corollary 
shows. 
Corollary 4.4. There exists an im,ertible matrix W E GI,,,, such that 
x(s)~e,(A,8)w = [.,.,', 't, , . . . , .~l,I ,  I . . .  I s",'-' l,,,...,~l,L. I o,~,,,,,,_,,,]. 
(4.4) 
hi this representation the p × p matrix 
L(s) = [I, . . . . .  It,] 
represents a greatest common Aft ~firisor of [E(s) F(s)] and 1~! . . . . .  lit, i:re ttze row 
de~rees ¢#' [~'(s) fi(s)]. 
Proof. Since P,(~) is a minimal basis, its realization, (,4,/~), must be a 
controllable pair. Therefore, there exists a scalar matrix W ~ Gl,,,, such that 
'g(,4,B)W = [Id [ Op×t,,,,-dl]. Hence, the theorem implies that X(s)g(A,B) is 
column equivalent to a matrix whose columns are exactly the columns of a 
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GCLD and also multiples of these columns (as the multiplication ,~'(s)~(A,/~) 
indicates). !--1 
5. The refining algorithm 
By Theorem 4.3 and Corollary 4.4, the columns of L(s) are contained in a 
matrix that is column equivalent (over IF) to X(s)~(A,B). The question is now, 
how to select these p columns of L(~) from the nrn colamns of the controlla- 
bility matrix? The answer is fairly simple: columa reduce and then choose the 
appropriate p columns in a manner that will be described below. However, we 
must first reconsider our choice of basis matrix X(s). The reason we ha,~e 
started with the one we have chosen is that it allows us to write down the 
matrices A and B a little easier. The downside is that when we column reduce 
the controllability matrix we start by eliminating the lower degree terms of the 
polynomials in row 1 of the corresponding matrix X(s)~(A,B). It would make 
much more sense to start eliminating the highest degree terms in each row. We 
accomplish this by replacing the standard basis matrix X(s) introduced in 
Eq. (3.6) with the basis matrix 
x(~)  = 
I SV 01 
._"~ 
0 s" ' "  0 . , .  s"-" '  0 
S~: - I 0 S~'2 - 2 " • • 0 S v2-vl 
• ° 
" .  °°  0 
s'" t 0 s'p 2 . . .  0 0 s'"' "' 
In this representatio~l, the monom s/~ and the corresponding column is 
omitted as soon as the exponent fl < O..~(s) and X(s) are related by a simple 
permutation of the columns, i.e. there is a permutation matrix U such that 
~(s) = X(s)U. This permutation transforms the controllability matrix ~:'(,4, B) 
into U-~(A,B). 
Although it is much simpler to explain the algorithm by performing the U 
transformation as above, in practice the computer would automatically per- 
form the realization with respect to the new basis matrix .~ and arrive at 
U-~AU and U-tB instead of A and B. The realization with respect o the new 
basis matrix is just as simple to compute as the original, yet it is in a more 
practical form and, by arriving at it directly, will not waste time by trans- 
forming basis matrices. 
As mentioned earlier, the basis matrix .~(s) (as well as the basis matrix X(s)) 
has the property that every polynomial p-vector ~o(s) ~ IFP[s] whose ith com 
ponent has degree at most v i -  1 can unique!y be described through 
q~(s) = X(s)0t, 0t E U r'. It is therefole possible to identify q~(s) with the n-vector 0c 
We will say that 0~ is the coordinate vector of tp(s) with respect o the basis 
matrix X(s). 
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Theorem 5.1. Assume P(s) has K~'onecker indices vl >t ... >1 vp and minimal 
indices #1,.-.,  #p none of which equal zero. Let L(s) = [ll,...,Ip] be a GCLD 
whose (i,j)-entry has degree at most v i -  ltj or is zero. Assume that the matrix 
L~ is lower triangular (by Lemma 4.1) and let d :- V'P z.~i=~, lai. Then the n x d scalar 
matrix whose columns form the coordinate vectors of 
(5.1) 
is after a possible permutation of the columns in column echelon form. 
Proof. Immediate consequence from the fact that L~: is lower triangular, has 
nonzero diagonal elements and the specific choice of the basis matrix 3E(s). Q 
As a consequence of this theorem we can immediately read out the minimal 
indices #l , . . . ,  gp from the pivot indices of the column echelon form of ~(A, B). 
A priori it is not true that 3E(s)Cg(A,B) has the particular form (5.1) even if 
qf(A,B) is in column echelon form. One observes however that ,~!emen~ry 
column operations on C~(A,B) correspond to unimodular operations on 
3~(s)~, (A, B). By Theorem 4.3 we also know that the columns of X(s)~(A,B) are 
in the column module of L(s). By the above remarks it is possible to identify p 
columns [cl,...,Cp] from the column echelon form of ~(A,B) such that 
.~(s)[cl,... ,Cp] forms a GCLD of P(s). hi the sequel we make this selection 
process more precise. 
Assume that the controllability matrix e~'(A,B) is in column echelon form. 
We can think of the controllability matrix as being divided into row blocks. 
The top row block consists ofp rows and corresponds (under multiplication by 
,~(s)) to coefficients of degree v~- 1 for each respective row i. The next lower 
block corresponds to coefficients of degree vi - 2. Each lower block is similarly 
defined. If vj - / /<  0 then no row corresponding to row j occurs in row block 
(or any subsequent blocks). Based on this we give Definition 5.2. 
Definition 5.2. 1. A column in the controllability matrix ~(A, B) is said to "take 
its order in row i" if the leading coefficient occurs in a row which corresponds 
(under multiplication by X(s)) to an entry in row i of the resulting polynomial 
p-vector. 
2. For each row i, 1 <~ i <~ p, consider all the column vectors of the con- 
trollability matrix taking their order in row i. From this set, the column vector 
whose leading coefficient is lowest (in the matrix, not necessarily in value), is 
called the "row leader for row i". 
Theorem 5.3. I f  the column echelon form of ~(A, B) has p row leaders [cl , . . . ,  Cp] 
then ~(s)[cl, . . . ,  cp] forms a GCLD of P(s). 
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Proof. It follows from our definition of row leaders [el,..., Cp] that 
P P 
deg det .~(s)[cl,... ,cp] = ~-~vi- ~-~.ui = n -  d. 
i=! i=1 
Since X(s)[cl,..., Cp] is a subset of the column module of L(s) it follows that the 
columns of X(s)[cl,..., Cp] generate this column module and this completes the 
proof. IZ] 
Remark 5.4. It can be shown and it is illustrated in an example in Section 8 that 
in the case of m =p = 1, i.e. in the situation where P(s)= (pl(s),p2(s)) the 
column reduction of the controllability matrix ~(A, B) is exactly the Euclidean 
algorithm. The presented algorithm generalizes in this way Euclid's algorithm. 
Remark 5.5. The column reduction of ~(A, B) can be done very efficiently by 
iteratively computing the vectors Aibj, where bj i,~ the jth column t;f B. (See 
[16,1] for more details.) Due to the very sparse structure of (A,B) the col,i,mn 
reduction is even easier. 
6. The situation of constant rows 
As remarked earlier, the matrix/5(s) that is used in the proof of our algo- 
rithm could have constant rows, and that poses problems when we try to re- 
alize this matrix. In this section we will deal with this case. In particular, 
assume that P(s) has 0 ~ k ~< p censtant rows (t~', - 0 for 1 ( i ~ k). 
As before, we know that P(s) has (after possible light scalar multiplication) 
the form: 
= [I, 0 0 ] 
[0 (6.1) 
Letting Pr(S) = [E(s) [ F(s)], we can obtain the realization matrices ,,1,/~, 
and C relative to the basis matrix X(s) for/St(s). The following result can easily 
be shown using arguments mirroring those in the proof of Theorem 4.3. 
Theorem 6.1. 
L(s)[ O ]:6(,4,B)=X(s):6(A,B).f((s) 
In analogy to Corollary 4.4 we have the following corollary. 
Corollary 6.2. Let/~k+l,..-,/~p bethe nonzero minimal indices of P(s). Then there 
exists an invertible matrix W E Glmn suctt that 
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X(s) (A,8)W 
- I . . .  I b I Op×(m,,-d)]. (6.2) 
In this representation the [ik+l,... ,lp] represent p -  k generators of the column 
module of P(s). 
By Lemma 4.2 we know that the rank ~,';'(A,B) = ~_,iPl ILi--d. Combining 
this with Corollary 6.2 and Theorem 5.3 re,mlts in: 
Theorem 6.3./ f  P(s) has k zero minimal indices then the column echelon form of 
~(A,B) has exactly p -k  row leaders [Ck~-l,...,Cp] and the cohlmns of 
3E(s)[ck+l,... ,Cp] form an independent set of generators for a GCLD of P(s). 
By this last theorem we will be able to compute the number, k, of nonzero 
minimal radices of P(s) and we always will be able to identify p -  k 'row 
leaders' ~rom the echelon form of Cg(A,B). This is very important. Otherwise, 
we could perform the algorithm, get p columns and think we are done, when in 
reality we would have selected columns that are unimodularly equivalent and 
ended up with a singular matrix! 
The question ow turns to: how do we select he remaining k columns to fill 
up our matrix and arrive at a GCLD? 
The answer is actually quite simple. For this consider the high order coef- 
ficient matrix H of the p x (p -  k) matrix X(s)[ck+l,... ,Cp]. This high order 
coefficient matrix is a submatrix of the matrix L,~, introduced in Lemma 4.1. 
The high order coetticient matrix of P(s) is assumed to be Ph = [Ip 0]. It is 
therefore possible to augment H with columns from Ph such that the overall 
matrix L~ becomes invertible. Correspondingly we have a way of selecting k
columns from the first p columns of P(s) such that X(s)[c~,+t,..., Cp] augmented 
by these columns results in a GCLD of P(s). Simply put: for every row, i, which 
does not have a row leader, simply select column i from the matrix P(s) to be in 
L(s). 
7. The algorithm 
We now present he algorithm of computing a GCLD in a concise form: 
Step 1. We are given a full rank polynomial matrix P(s). 
Step 2. Check if the high order coefficient matrix Ph has the form [I I 0]. If 
not, then use right and left unimodular operations to bring it into this form. 
Keep track of any left unimodular operations in the matrix F(s). 
Step 3. Check if P(s) has any constant rows. If P(s) has x constant rows and 
is in the form (3.3)then the submatrix [E~s)] of Eq. (3.3)defines K generators 
L ~ J  
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of a GCLD L(s). Continue the algorithm with the reduced matrix 
[El (s) [ F(s)] in order to find the remaining p -  x columns of the GCLD. 
Step 4. Obtain the realization matrices A and B relative to the basis matrix 
3E(s) 'by inspection'. 
Step 5. Calculate the controllability matrix rg(A,B) and column reduce it. 
(This may be done simultaneously to greatly improve efficiency [16,1].) 
Step 6. Pick out the 'row leaders' from the column reduced controilabllity 
matrix Cg(A,B). Multiply the 'row leaders' by X(s) and place them in the 
GCLD. 
Step 7. If there are p row leaders, then go to Step 8. If there are less than p 
row leaders, then follow the algorithm of Section 6. 
Step 8. Multiply the GCLD on the left by V -I and stop. 
Remark 7.1. The steps which take the mos~ time are Steps 2 and 5. Step 2 is not 
necessary when P(s) is in the desired form. Of course, in general we will not 
know or cannot guarantee what form a matrix will have. However, in certain 
applications, uch as searching for observable convolutional encoders [1,7], we 
may prescribe what form the matrices will have. 
After having computed the GCLD, L(s), there might arise the need to 
compute the 'controllable part'/5(s) as well. Let pi(s) and p,(s) denote the ith 
column of P(s) and/5(s) respectively, i = I , . . . ,  m + p. Consider for each index 
i the equation 
L(s)O/(s) - p,(s). (7.1) 
We can view Eq. (7.1) as a system of n + p linear equations in d + p un- 
knowns. We therefore have to solve simultaneously m + p systems of equations 
in d +p unknowns. Due to the fact that the matrix L~ is already in lower 
triangular form it tbllows that the coefficient matrix appearing in Eq. (7.1) is 
already in triangular form as well. A solution of Eq. (7.1) can therefore be 
computed very efficiently and the method will be illustrated in Section 8. 
8. Examples 
We have included some examples to aid in the understanding of the algo- 
rithm. 
Example 8.1. First, take the case when P(s) is a 1 x 2 matrix. In this case we are 
just determining the g.c.d of two polynomials. Notice that P(s) will trivially 
satisfy all of the conditions unless the two polynomials have the same degree. 
In that case divide one into the other, and take the remainder in place of the 
original polynomial. 
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Let us work through the following example: 
P(s) = Is 6 -+- 5s 5 -464s  4 + 1123s 3- 887s 2 + 234s + 72 
- 342s 3 -t- 1177s z - 1170s + 504]. 
s 5 _ 2s 4 
We get the following realization: 
A = 
I -5  1 0 0 0 
464 0 1 0 0 
-1123 0 0 1 0 
887 0 0 0 1 
-234 0 0 0 0 
-72 0 0 0 0 
, 
0 
0 
0 ' 
1 
0 
n _.._. 
" 1 " 
-2  
-342 
1177 
-1170 
504 
relative to the basis matrix .~(s) = [s 5 s 4 S 3 S 2 SI] .  The corresponding column 
reduced controllability matrix is 
1 0 0 
-2  1 0 
-342 --6s 1 3 
:6(A, B) = 1177 .-'~! _ 19 
3 
-1170 -,_21A 23 .a 
504 32 - 12 
00 
0 0 
00 
0 0 0 
0 0 
0 0 
Since there is only one row of .~(s)Cg(A,B), the row leader must be the 
rightmost nonzero column. Hence the GCLD is s 3 - 19s 2 + 23s -  12. 
Notice that the first column of the above matrix corresponds with polyno- 
mial of lesser degree from our original matrix. The second column corresponds 
with the 'first remainder' that one obtai,~ when applying the Euclidean algo- 
rithm to the two polynomials ia our matrix. The third column corresponds 
with the 'second remainder' and also the last nonzero one of the Euclidean 
algorithm. Because of this, our algorithm can be seen as an extension of the 
Euclidean algorithm to matrices. 
Example  8.2. Now let us look at a more nontrivial example. 
IS S 4 + S 2 S 4 + 2s2] 
P(s) := s3 s2 s + +s+l  2s+3 
Here vl = 5, v,. = 3 and the realization matrices are 
B.M. Allen, J. Rosenthal I 
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0 -1 1 0 0 0 0 0 
0 - 1 0 1 0 0 0  i 
0 0 00  1 00  
-1 -1 0 0 0 1 0 
0 - 1 0 0 0 0 1 0  / 
1 
0 - l  0 0 0 0 0 0  
0 0 0 0 0 0 0  1 
0 0 0 0 0 0 0 0  
B--- 
! 
0 
2 
2 
3 
0 
.0  
119 
relative to the basis matrix 
[04 0 s3 0 s2 0 s 1] 
X(s)= s 2 0 s 0 1 0 0 " 
The column reduced controllability matrix is 
(e(A, B) = 
1 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 
0 -1  1 0 0 0 0 0 
l - l  l 0 0 0 0 
0 0 0 0 0 0 0 ~ 
0 0 0 0 0 0 0 
We see that columns 2 and 3 take their order in row 2, while column 1 is the 
only column taking its order in row 1. Hence column 1 is the 'row leader' for 
row 1 and column 3 is the 'row leader' for row 2. It follows that ILz = 1 and 
/~ = 2. As an independent verification, we can also see directly from 
•(s)Cg(A,B) that column 2 is just s -  1 times column 3 and hence they are 
dependent. 
X(s) ,e(A 8 )= r |s  4 
' L I 
$3 S2 "~ 1 - s- 0 0 0 0 0 
s2--1 s+l 0 0 0 0 0 '] 
so the GCLD is 
F S4 "~ 1 L(s )  = s"  . 
Ll s+ l  
We can now also easily ct, mpute P(s) by solving the following linear system 
of equations: 
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1 0 0 0 0 
0 0 1 0 0 
0 1 1 0 0 
0 0 1 1 0 
0 0 0 1 0 
1 0 0 1 1 
0 0 0 0 1 
0 1 0 0 1 
0 0 0 0 0 
0 0 0 0 0 
al a2 a3 
bi b2 b3 
¢1 ¢2 C3 
dl d2 4~ 
. e l  e2 e3 
"1 
0 
0 
0 
0 
.0 
0 
0 
1" 
0 
This corresponds to the equation L(s)P(s) = 
by the matrix: 
0 0 
1 0 
1 1 
1 0 
0 0 
1 2 
1 2 
1 3 
0 0 
0 0 
P(s), where P(s) is represented 
als + bl a2s + b2 a3s + b3 ]. 
cls 2 + dis + el c2s 2 + d2s + e2 c3s 2 + d3s + e3 J 
The left-hand matrix in the above equation comes easily from the column 
reduced controllability matrix. It consists of the 'row leaders' plus 'shifts' of the 
row leaders• To be precise, for each i, the row leader for column i occurs, along 
with IL~ upward 'shifts' of the row leader• Note that this necessitates adding 
another ow block to the top of the scalar matrix. 
The right-hand matrix is simply the coefficients of the matrix P(s) with re- 
spect to the 'augmented basis matrix' 0 s3 .t~(s) .
Not only is the ielt-hand matrix easily constructed, but it will be lower di- 
agonal (up to column permutations) o that the above system can be solved 
instantaneously! The resulting matrix P(s) can now be stated: 
[ s O l ]  
P (s )= 0 s2+l  2 ' 
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