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A DIFFERENT APPROACH TO ENDPOINT WEAK-TYPE ESTIMATES
FOR CALDERO´N-ZYGMUND OPERATORS
CODY B. STOCKDALE
Abstract. We present a new proof of the classical weak-type (1, 1) estimate for Caldero´n-
Zygmund operators. This proof is inspired by ideas of Nazarov, Treil, and Volberg that
address the non-doubling setting. An application to a weighted weak-type inequality is also
given.
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1. Introduction
Let T denote a Caldero´n-Zygmund singular integral operator. For a measurable set A ⊆
Rn, the quantity |A| denotes the Lebesgue measure of A. The ball with center x ∈ Rn and
radius r > 0 is denoted B(x, r), while the cube with center x ∈ Rn and side length r > 0 is
denoted Q(x, r). For a cube Q, the notation rQ describes the cube with the same center as
Q and with side length r times the length of Q. We use the notation A . B to mean there
exists Cn,T > 0, possibly depending on n or T , such that A ≤ Cn,TB.
It is well-known that Caldero´n-Zygmund operators are bounded on Lp(Rn) for 1 < p <∞
and are unbounded on L1(Rn). For the case p = 1, we instead have the following fundamental
result known as the weak-type (1, 1) property.
Theorem 1. Any Caldero´n-Zygmund operator T satisfies
‖Tf‖L1,∞(Rn) := sup
λ>0
λ|{|Tf | > λ}| . ‖f‖L1(Rn)
for all f ∈ L1(Rn).
The boundedness of T on Lp(Rn) for 1 < p <∞ follows from Theorem 1 and the Marcin-
kiewicz interpolation theorem, see [3, 4].
Theorem 1 was originally proved using the Caldero´n-Zygmund decomposition. This de-
composition relies on the doubling property, which for a Borel measure µ on a space X means
there exists Cµ > 0 such that
µ(B(x, 2r)) ≤ Cµµ(B(x, r))
for all x ∈ X and all r > 0. In [7], Nazarov, Treil, and Volberg recovered the basic theory
of Caldero´n-Zygmund operators in a setting where the doubling property of the underlying
measure is replaced by the following polynomial growth condition: there exists n,Cµ > 0
such that
µ(B(x, r)) ≤ Cµrn
for all x ∈ X and all r > 0. In particular, they proved the weak-type (1, 1) inequality.
Since the doubling property is not available in this setting, their proof avoids the Caldero´n-
Zygmund decomposition.
Unlike the setting of [7], the Euclidean setting of Theorem 1 allows the doubling property.
We use the doubling property to obtain the main result of Section 3 – a new simple proof of
Theorem 1 motivated by the ideas of Nazarov, Treil, and Volberg.
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2 CODY B. STOCKDALE
Following [7], the weak-type (1, 1) property reduces to proving
‖Tν‖L1,∞(Rn) . ‖ν‖,
where ν is a linear combination of point-mass measures and ‖ν‖ denotes the total variation
of ν. This inequality involves approximating ν by appropriately constructed Borel sets, and
then it is left to estimate a final term using the size condition of the Caldero´n-Zygmund
kernel, a duality trick involving the adjoint of T , and control of the maximal truncation
operator. Using the doubling property, the weak-type estimate on point-mass measures,
the size condition of the kernel, duality, and the maximal truncation operator control are
no longer needed. Instead, we obtain cancellation by directly approximating with explicitly
constructed Borel sets and, due to the doubling property of Lebesgue measure, we may easily
bound the remaining term.
The Nazarov-Treil-Volberg technique can be adapted to handle more general situations;
see, for example, the proof of the weak-type
(
1, . . . , 1; 1
m
)
estimate form-multilinear Caldero´n-
Zygmund operators given by the author and Wick in [10]. Another application is given in
Section 4, where a weak-type (1, 1) inequality involving Ap weights is proved. A locally
integrable function w on Rn is called a weight if w(x) > 0 for almost every x ∈ Rn. For
1 < p <∞, the class Ap consists of all weights w satisfying the Ap condition
[w]Ap := sup
Q
(
1
|Q|
∫
Q
w(x)dx
)(
1
|Q|
∫
Q
w(x)1−p
′
dx
)p−1
<∞,
where p′ is the Ho¨lder conjugate of p and the supremum is taken over all cubes Q ⊆ Rn. For
a weight w and A ⊆ Rn, the quantity w(A) represents ∫
A
w(x) dx. Notice that if w ∈ Ap,
then w(x)dx is a doubling measure with
w(Q(x, ar)) ≤ anp[w]Apw(Q(x, r))
for all x ∈ Rn, r > 0, and a > 1; see [3, 4].
Theorem 2. If 1 < p <∞ and w ∈ Ap, then
‖T (fw)w−1‖L1,∞(w) . [w]Ap max{p, log(e+ [w]Ap)}‖f‖L1(w)
for all f ∈ L1(w).
Theorem 2 was proved using the Caldero´n-Zygmund decomposition by Ombrosi, Pe´rez, and
Recchi in [9]. A new proof of Theorem 2 is given in Section 4. Similar weighted weak-type
inequalities appear in various forms, see [1, 2, 6, 8].
We compare the Caldero´n-Zygmund decomposition proof of Theorem 1 and the proof
given in Section 3. To prove the weak-type (1, 1) property, one shows
|{|Tf | > λ}| . 1
λ
‖f‖L1(Rn)
for all λ > 0 and all f ∈ L1(Rn). Both techniques involve decomposing f into summands,
f = g + b = g +
∞∑
i=1
bi,
where g is “good” and b is “bad,” and then controlling
|{|Tf | > λ}| ≤
∣∣∣∣{|Tg| > λ2
}∣∣∣∣+ ∣∣∣∣{|Tb| > λ2
}∣∣∣∣ .
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In both arguments, the term involving g is handled by using Chebyshev’s inequality, the
boundedness of T on L2(Rn), and the L∞(Rn) control of g. The terms involving b are
estimated differently.
Much of the effort in the Caldero´n-Zygmund decomposition method is spent in carefully
decomposing f into its “good” and “bad” parts so that the functions bi have mean value
zero and have useful L1(Rn) control. This decomposition typically involves averages of f
and the use of the doubling property. After defining an exceptional set, Ω∗, in terms of the
supports of the bi, one estimates∣∣∣∣{|Tb| > λ2
}∣∣∣∣ ≤ |Ω∗|+ ∣∣∣∣{x ∈ Rn \ Ω∗ : |Tb(x)| > λ2
}∣∣∣∣ .
The first term is controlled due to properties of the Caldero´n-Zygmund decomposition and
the doubling property. The final term is controlled using cancellation of the bi, the smooth-
ness assumption of the kernel of T , and the L1(Rn) control of the bi.
Using ideas from [7], the decomposition of f into its “good” and “bad” parts is more
direct. The exceptional set is defined explicitly as
Ω := {|f | > λ},
then g and b are defined by
g := f1Rn\Ω and b := f1Ω.
The bi are defined by applying a Whitney decomposition to write Ω as a disjoint union of
cubes and restricting b to each cube. To introduce cancellation in the bi, Borel sets, Ei, of
appropriate measure are constructed around the center of supp(bi), and a related set, E
∗, is
included in the exceptional set. Adding and subtracting λT (1E), where E is the union of
the Ei, one estimates∣∣∣∣{|Tb| > λ2
}∣∣∣∣ ≤ |Ω ∪ E∗|+ ∣∣∣∣{x ∈ Rn \ (Ω ∪ E∗) : |T (b− λ1E)(x)| > λ4
}∣∣∣∣
+
∣∣∣∣{|T (1E)| > 14
}∣∣∣∣ .
The first term is handled with Chebyshev’s inequality and the doubling property. The second
term is controlled since 1E introduces cancellation that allows for the use of the smoothness
assumption of the kernel. The final term is controlled in a way similar to the the term
involving the “good” function.
Our proof has some benefits over the Caldero´n-Zygmund decomposition technique. For
example, the decomposition used to write f = g + b in this argument does not involve
studying averages of f or the doubling property. The doubling property is only used later
in the proof to gain control over |E∗|. Also, this proof shows that L1 control of the bi is not
necessary for the weak-type (1, 1) estimate and demonstrates a measure-theoretic method to
gain cancellation in the bi.
Relevant definitions and lemmas are described in Section 2. Section 3 includes the new
proof of Theorem 1. Section 4 contains the application to Theorem 2.
I would like to thank Brett Wick for his comments leading to the completion of this article.
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2. Preliminaries
We say K : (Rn × Rn) \ {(x, y) : x = y} → C is a Caldero´n-Zygmund kernel if
(1) (size)
|K(x, y)| . 1|x− y|n
for all x, y ∈ Rn with x 6= y,
(2) (smoothness) there exists δ > 0 such that
|K(x, y)−K(x′, y)| . |x− x
′|δ
|x− y|n+δ
whenever |x− x′| ≤ 1
2
|x− y|, and
|K(x, y)−K(x, y′)| . |y − y
′|δ
|x− y|n+δ
whenever |y − y′| ≤ 1
2
|x− y|.
We say a a linear operator T is a Caldero´n-Zygmund operator with kernel K if K is a
Caldero´n-Zygmund kernel, T extends to a bounded operator on L2(Rn), and T is given by
Tf(x) =
∫
Rn
K(x, y)f(y)dy
for smooth compactly supported f and almost every x ∈ Rn \ supp(f).
Lemma 1. If f ∈ L1(Rn) is supported on Q(x, r) and ∫
Q(x,r)
f(y)dy = 0 for some x ∈ Rn
and r > 0, then ∫
Rn\Q(x,2√nr)
|Tf(y)|dy . ‖f‖L1(Rn).
Proof. First, notice that since
∫
Q(x,r)
f(y)dy = 0 and supp(f) ⊆ Q(x, r),
|Tf(y)| =
∣∣∣∣∫
Q(x,r)
K(y, z)f(z)dz
∣∣∣∣ = ∣∣∣∣∫
Q(x,r)
(K(y, z)−K(y, x))f(z) dz
∣∣∣∣ .
Therefore, using Fubini’s theorem and the smoothness estimate of K, we see∫
Rn\Q(x,2√nr)
|Tf(y)| dy ≤
∫
Rn\Q(x,2√nr)
∫
Q(x,r)
|K(y, z)−K(y, x)||f(z)| dzdy
=
∫
Q(x,r)
|f(z)|
∫
Rn\Q(x,2√nr)
|K(y, z)−K(y, x)| dydz
≤
∫
Q(x,r)
|f(z)|
∫
d(x,y)≥2d(x,z)
|K(y, z)−K(y, x)| dydz
.
∫
Q(x,r)
|f(z)|
∫
d(x,y)≥2d(x,z)
|x− z|δ
|x− y|n+δ dydz
. ‖f‖L1(Rn).

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Lemma 2. Let µ be a doubling measure on Rn such that
µ(Q(x, ar)) ≤ Cµ,aµ(Q(x, r))
for all x ∈ Rn, r > 0, and a > 1. If N is a positive integer, then
µ
(
N⋃
j=1
Q(xj, arj)
)
≤ Cµ,aµ
(
N⋃
j=1
Q(xj, rj)
)
for all x1, . . . , xN ∈ Rn, r1, . . . , rN > 0, and a > 1.
Proof. Reorder the rj to assume that r1 ≥ r2 ≥ · · · ≥ rN . Set
F1 := Q(x1, r1), Fj := Q(xj, rj) \
j−1⋃
k=1
Fk, and F :=
N⋃
j=1
Fj =
N⋃
j=1
Q(xj, rj).
Similarly, set
F ∗1 := Q(x1, ar1), F
∗
j := Q(xj, arj) \
j−1⋃
k=1
F ∗k , and F
∗ :=
N⋃
j=1
F ∗j =
N⋃
j=1
Q(xj, arj).
For each j ∈ {1, 2, . . . , N}, we claim that F ∗j is a dilation of Fj in the sense that
F ∗j = F˜j,
where F˜j := {a(y − xj) + xj : y ∈ Fj}. Note that µ(F˜j) ≤ Cµ,aµ(Fj) since F˜j is obtained
from Fj by composing a translation and a dilation by a factor of a. Assuming the claim, we
conclude
µ(F ∗) ≤
N∑
j=1
µ(F ∗j ) =
N∑
j=1
µF˜j) ≤ Cµ,a
N∑
j=1
µ(Fj) = Cµ,aµ(F ).
It remains to prove F ∗j = F˜j. It is clear that F
∗
1 = F˜1. Fix j ∈ {2, 3, . . . , N} and assume
F ∗k = F˜k for 1 ≤ k < j.
Let x ∈ F ∗j . Since F ∗j ⊆ Q(xj, arj), we can write x = a(y−xj)+xj for some y ∈ Q(xj, rj).
Since Q(xj, rj) ⊆
j⋃
k=1
Fk and the Fk are pairwise disjoint, y ∈ Fk0 ⊆ Q(xk0 , rk0) for some
distinguished 1 ≤ k0 ≤ j. Suppose that k0 < j. Since rk0 ≥ rj, we have
|x− xk0|∞ = |a(y − xj) + xj − xk0|∞ ≤ (a− 1)|y − xj|∞ + |y − xk0|∞
< (a− 1)rj + rk0 ≤ ark0 .
This implies x ∈ Q(xk0 , ark0) ⊆
j−1⋃
k=1
F ∗K , contradicting the fact that x ∈ F ∗j . Therefore y ∈ Fj,
and x ∈ F˜j.
Let x ∈ F˜j. By the induction hypothesis,
j−1⋃
k=1
F˜k =
j−1⋃
k=1
F ∗k . Since the F
∗
k are pairwise
disjoint, x 6∈
j−1⋃
k=1
F˜k =
j−1⋃
k=1
F ∗k , by induction hypothesis. And since Fj ⊆ Q(xj, rj), it follows
that x ∈ Q(xj, 2rj). Therefore x ∈ F ∗j . 
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Remark 1. Lemma 2 implies∣∣∣∣∣
N⋃
j=1
Q(xj, arj)
∣∣∣∣∣ ≤ an
∣∣∣∣∣
N⋃
j=1
Q(xj, rj)
∣∣∣∣∣ ,
and for w ∈ Ap,
w
(
N⋃
j=1
Q(xj, arj)
)
≤ anp[w]Apw
(
N⋃
j=1
Q(xj, rj)
)
.
3. Unweighted Estimate
Theorem 1. Any Caldero´n-Zygmund operator T satisfies
‖Tf‖L1,∞(Rn) . ‖f‖L1(Rn)
for all f ∈ L1(Rn).
Proof of Theorem 1. Let λ > 0 be given. We wish to show
|{|Tf | > λ}| . 1
λ
‖f‖L1(Rn).
By density, we may assume f is a nonnegative continuous function with compact support.
Set
Ω := {f > λ} .
Apply a Whitney decomposition to write
Ω =
∞⋃
i=1
Qi,
a disjoint union of dyadic cubes where
2diam(Qi) ≤ d(Qi,Rn \ Ω) ≤ 8diam(Qi).
Put
g := f1Rn\Ω, b := f1Ω, and bi := f1Qi .
Then
f = g + b = g +
∞∑
i=1
bi,
where
(1) ‖g‖L∞(Rn) ≤ λ and ‖g‖L1(Rn) ≤ ‖f‖L1(Rn),
(2) the bi are supported on pairwise disjoint cubes Qi, where
∑∞
i=1 |Qi| ≤ 1λ‖f‖L1(Rn),
and
(3) ‖b‖L1(Rn) ≤ ‖f‖L1(Rn).
Then
|{|Tf | > λ}| ≤
∣∣∣∣{|Tg| > λ2
}∣∣∣∣+ ∣∣∣∣{|Tb| > λ2
}∣∣∣∣ .
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To control the first term, use Chebyshev’s inequality, the boundedness of T on L2(Rn),
and property (1) to estimate∣∣∣∣{|Tg| > λ2
}∣∣∣∣ . 1λ2
∫
Rn
|Tg(x)|2dx
. 1
λ2
∫
Rn
|g(x)|2dx
≤ 1
λ
∫
Rn
|g(x)|dx
≤ 1
λ
‖f‖L1(Rn).
For positive integers N , set bN :=
∑N
i=1 bi. To control the second term, it suffices to handle∣∣{|TbN | > λ
2
}∣∣ uniformly in N . Let ci denote the center of Qi and let ai := ∫Qi bi(x)dx. Set
E1 := Q(c1, r1),
where r1 > 0 is chosen so that |E1| = a1t . In general, for i = 2, 3, . . . , N , set
Ei := Q(ci, ri) \
i−1⋃
k=1
Ek,
where ri > 0 is chosen so that |Ei| = ait . Note that such Ei exist since the function
r 7→ |Q(x, r)| is continuous for each x ∈ Rn. Define
E :=
N⋃
i=1
Ei =
N⋃
i=1
Q(ci, ri) and E
∗ :=
N⋃
i=1
Q(ci, 2
√
nri).
Then ∣∣∣∣{|TbN | > λ2
}∣∣∣∣ ≤ I + II + III,
where
I := |Ω ∪ E∗|,
II :=
∣∣∣∣{x ∈ Rn \ (Ω ∪ E∗) : |T (bN − λ1E)(x)| > λ4
}∣∣∣∣ , and
III :=
∣∣∣∣{|T (1E)| > 14
}∣∣∣∣ .
The control of I follows from Lemma 2, Chebyshev’s inequality, and property (3)
I ≤ |Ω|+ |E∗|
. |Ω|+ |E|
≤ 1
λ
‖f‖L1(Rn) + 1
λ
N∑
i=1
‖bi‖L1(Rn)
. 1
λ
‖f‖L1(Rn).
8 CODY B. STOCKDALE
For II, use Chebyshev’s inequality and Lemma 1, which applies since
supp(bi − λ1Ei) ⊆ Qi ∪Q(ci, ri),
∫
Rn
bi(x)− λ1Ei(x)dx = 0, and
2
√
nQi ∪Q(ci, 2
√
nri) ⊆ Ω ∪ E∗,
to estimate
II . 1
λ
∫
Rn\(Ω∪E∗)
|T (bN − λ1E)(x)|dx
≤ 1
λ
N∑
i=1
∫
Rn\(Ω∪E∗)
|T (bi − λ1Ei)(x)|dx
. 1
λ
N∑
i=1
‖bi − λ1Ei‖L1(Rn).
Using the triangle inequality and property (3), we have
II . 1
λ
N∑
i=1
(‖bi‖L1(Rn) + ‖λ1Ei‖L1(Rn)) . 1λ
N∑
i=1
‖bi‖L1(Rn) ≤ 1
λ
‖f‖L1(Rn).
To control III, use Chebyshev’s inequality, the boundedness of T on L2(Rn), and the fact
that |E| ≤ 1
λ
‖f‖L1(Rn) to estimate
III .
∫
Rn
|T (1E)(x)|2 dx . |E| ≤ 1
λ
‖f‖L1(Rn).
Putting all estimates together, we get
|{|Tf | > λ}| . 1
λ
‖f‖L1(Rn).

4. Weighted Estimate
The main difficulty in adapting the proof of Section 3 to the weighted setting is controlling
the term with the “good” function. The following celebrated theorem is used to handle this
term (see [5]).
Theorem 3. If 1 < p <∞ and w ∈ Ap, then T is bounded on Lp(w) and
‖T‖Lp(w)→Lp(w) . pp′[w]max{1,
1
p−1}
Ap
.
Theorem 2. If 1 < p <∞ and w ∈ Ap, then
‖T (fw)w−1‖L1,∞(w) . [w]Ap max{p, log(e+ [w]Ap)}‖f‖L1(w)
for all f ∈ L1(w).
Proof of Theorem 2. Let λ > 0 be given. We wish to show
w({|T (fw)|w−1 > λ}) . [w]Ap max{p, log(e+ [w]Ap)}
1
λ
‖f‖L1(w).
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Assume that
∫
Rn w(x)dx > t
−1‖f‖L1(w) (otherwise there is nothing to prove). By density, we
may assume f is a nonnegative continuous function with compact support. Set
Ω := {f > λ} .
Apply a Whitney decomposition to write
Ω =
∞⋃
i=1
Qi,
a disjoint union of dyadic cubes where
2diam(Qi) ≤ d(Qi,Rn \ Ω) ≤ 8diam(Qi).
Put
g := f1Rn\Ω, b := f1Ω, and bi := f1Qi .
Then
f = g + b = g +
∞∑
i=1
bi,
where
(1) ‖g‖L∞(Rn) ≤ λ and ‖g‖L1(w) ≤ ‖f‖L1(w),
(2) the bi are supported on pairwise disjoint cubes Qi, where
∑∞
i=1 w(Qi) ≤ 1λ‖f‖L1(w),
and
(3) ‖b‖L1(w) ≤ ‖f‖L1(w).
Then
w({|T (fw)|w−1 > λ}) ≤ w
({
|T (gw)|w−1 > λ
2
})
+ w
({
|T (bw)|w−1 > λ
2
})
.
To control the first term, let r > p be a constant to be chosen later (we will actually choose
r so that r > 2 as well). Then w ∈ Ar, [w]Ar ≤ [w]Ap , w1−r′ ∈ Ar′ , and
[
w1−r
′]
Ar′
= [w]r
′−1
Ar
.
Use Chebyshev’s inequality, Theorem 3, property (1), and the facts listed above to estimate
w
({
|T (gw)|w−1 > λ
2
})
. 1
λr′
∫
Rn
|T (gw)(x)|r′w(x)1−r′dx
.
(
rr′
[
w1−r
′
]max{1, 1r′−1}
Ar′
)r′
1
λr′
∫
Rn
|g(x)|r′w(x)dx
. rr′ [w]r′Ar
1
λ
∫
Rn
|g(x)|w(x)dx
≤ rr′ [w]r′Ap
1
λ
‖f‖L1(w).
We next address the factors rr
′
and [w]r
′
Ap
. First consider rr
′
. Let h(x) = 1
x
(1 + x)1+
1
x .
Note that h(1) = 4 and that h′(x) = −1
x3
(1 + x)1+
1
x log(1 + x) ≤ 0 for all x ∈ [1,∞). Thus
h(x) ≤ 4 for all x ∈ [1,∞). In particular, letting
r = 1 + max{p, log(e+ [w]Ap)} > 2
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and computing
r′ = 1 +
1
max{p, log(e+ [w]Ap)}
< 2,
we have
rr
′
max{p, log(e+ [w]Ap)}
= h(max{p, log(e+ [w]Ap)}) ≤ 4.
Thus
rr
′ ≤ 4 max{p, log(e+ [w]Ap)}.
Now consider [w]r
′
Ap
. Set k(x) = x
1
log(e+x) . Notice that k(1) = 1, lim
x→∞
k(x) = e, and
k′(x) = x
1
log(e+x)
(
1
x log(e+x)
− log(x)
(e+x)(log(e+x))2
)
≥ 0 for all x ∈ [1,∞). Thus 1 ≤ k(x) ≤ e for all
x ∈ [1,∞). In particular,
[w]r
′−1
Ap
= [w]
1
max{p,log(e+[w]Ap )}
Ap
≤ [w]
1
log(e+[w]Ap
)
Ap
= k([w]Ap) ≤ e.
Thus
[w]r
′
Ap ≤ e[w]Ap .
Substituting this into the previous estimate yields
w
({
|T (gw)w−1| > λ
2
})
. rr′ [w]r′Ap
1
λ
‖f‖L1(w) . [w]Ap max{p, log(e+ [w]Ap)}
1
λ
‖f‖L1(w).
For positive integers N , set bN :=
∑N
i=1 bi. To control the second term, it suffices to
handle w
({|T (bNw)|w−1 > λ
2
})
uniformly in N . Let ci denote the center of Qi and let
ai :=
∫
Qi
bi(x)w(x)dx. Set
E1 := Q(c1, r1),
where r1 > 0 is chosen so that w(E1) =
a1
λ
. In general, for i = 2, 3, . . . , N , set
Ei := Q(ci, ri) \
i−1⋃
k=1
Ek,
where ri > 0 is chosen so that w(Ei) =
ai
λ
. Note that such Ei exist since the function
r 7→ w(Q(x, r)) increases to ∫Rn w(x)dx (or to∞ if v is not integrable) as r →∞, approaches
0 as r → 0, and is continuous from the right for almost every x ∈ Rn. Define
E :=
N⋃
i=1
Ei =
N⋃
i=1
Q(ci, ri) and E
∗ :=
∞⋃
i=1
Q(ci, 2
√
nri).
Then
w
({
|T (bNw)|w−1 > λ
2
})
≤ I + II + III,
where
I := w(Ω ∪ E∗),
II := w
({
x ∈ Rn \ (Ω ∪ E∗) : |T (bNw − λw1E)(x)|w(x)−1 > λ
4
})
, and
III := w
({
|T (w1E)|w−1 > 1
4
})
.
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The control of I follows from Lemma 2, Chebyshev’s inequality, and property (3)
I ≤ w(Ω) + w(E∗)
. w(Ω) + [w]Apw(E)
≤ 1
λ
‖f‖L1(w) + [w]Ap
1
λ
N∑
i=1
‖bi‖L1(w)
. [w]Ap max{p, log(e+ [w]Ap)}
1
λ
‖f‖L1(w).
For II, use Chebyshev’s inequality and Lemma 1, which applies since
supp(biw − λw1Ei) ⊆ Qi ∪Q(ci, ri),
∫
Rn
bi(x)w(x)− λw(x)1Ei(x)dx = 0, and
2
√
nQi ∪Q(ci, 2
√
nri) ⊆ Ω ∪ E∗,
to estimate
II . 1
λ
∫
Rn\(Ω∪E∗)
|T (bNw − λw1E)(x)|dx
≤ 1
λ
N∑
i=1
∫
Rn\(Ω∪E∗)
|T (biw − λw1Ei)(x)|dx
. 1
λ
N∑
i=1
‖bi − λ1Ei‖L1(w).
Using the triangle inequality and property (3), we have
II . 1
λ
N∑
i=1
(‖bi‖L1(w) + ‖λ1Ei‖L1(w)) . 1λ
N∑
i=1
‖bi‖L1(w)
≤ [w]Ap max{p, log(e+ [w]Ap)}
1
λ
‖f‖L1(w).
To control III, let
r = 1 + max{p, log(e+ [w]Ap)}
and use Chebyshev’s inequality, Theorem 3, and the properties of w described when bounding
w({|T (gw)|w−1 > λ
2
}) above to estimate
III .
∫
Rn
|T (w(1E))|r′w(x)1−r′dx .
(
rr′
[
w1−r
′
]max{1, 1r′−1}
Ar′
)r′
w(E) . rr′ [w]r′Ar
1
λ
‖f‖L1(w).
As before, rr
′ . max{p, log(e+ [w]Ap)} and [w]r′Ap . [w]Ap , so
III . [w]Ap max{p, log(e+ [w]Ap)}
1
λ
‖f‖L1(w).
Putting all estimates together, we get
w({|T (fw)|w−1 > λ}) . [w]Ap max{p, log(e+ [w]Ap)}
1
λ
‖f‖L1(w).

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