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Abstract
A convolution of Rayleigh functions with respect to the Bessel index can be treated as a special
function in its own right. It appears in constructing global-in-time solutions for some semilinear evo-
lution equations in circular domains and may control the smoothing effect due to nonlinearity. An
explicit representation for it is derived which involves the special function ψ(x) (the logarithmic
derivative of the Γ -function). The properties of the convolution in question are established. Asymp-
totic expansions for small and large values of the argument are obtained and the graph is presented.
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1. Introduction
Rayleigh functions are defined by the formula (see [12, p. 502] and [5])
σl(ν) =
∞∑
n=1
1
λ2lν, n
, (1.1)
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magnitudes of their real parts (so that n = 1,2, . . . , is the number of the zero). They ap-
pear in a large class of physically interesting problems, e.g., classical equations governing
vibrating drumheads, heat conduction in cylinders, normal modes in resonant cavities and
Fraunhofer diffraction through circular apertures (see [3]).
In the present paper we are concerned with studying a convolution of the Rayleigh
functions with respect to the Bessel index, namely
R(m) =
∑
p,k∈Z; q,s1;
p+k=m
1
λ2p,q
1
λ2k,s
for m ∈ Z. (1.2)
In the sequel we shall use the notation∑
p,k∈Z; q,s1;
p+k=m
=
∑
p,q,k,s:
p+k=m
.
In view of (1.1) the representation (1.2) can be rewritten in the form
R(m) =
∞∑
k=−∞
σ1(m − k)σ1(k) for m ∈ Z.
It appeared in the papers [9,11] devoted to investigating nonlinear oscillations of circular
membranes which are modeled by the damped Boussinesq equation in a disc. It is inter-
esting to point out that, as far as we know, only convolutions with respect to the power of
zeros of Bessel functions have been studied before, i.e.,
σl(ν) = 1
ν + l
l−1∑
k=1
σl−k(ν)σk(ν)
(see, e.g., [1–3,5,6] and the references cited therein). Therefore R(m) can be considered a
new special function.
In Section 2 we present a nonlinear boundary-value problem leading to the appearance
of (1.2) and describe its role in controlling the smoothness of solutions. Section 3 is de-
voted to deriving the representation of R(m) in terms of the ψ -function (the logarithmic
derivative of the Γ -function (see [4,7])). The extension R(x) of the function (1.2) to the
set of real numbers is made and its properties are studied. Asymptotic expansions for small
and large x are obtained. A functional equation for R(x) is deduced. An analytical contin-
uation R(z) to the whole complex plane is made.
2. Nonlinear boundary-value problem
In this section we show a nonlinear initial-boundary-value problem leading to an ap-
pearance of the convolution (1.2). We shall denote by 〈·, ·〉L2(Ω) the usual inner product
in the complex space L2(Ω) and by ‖ · ‖L2(Ω) the corresponding norm. Consider the fol-
V. Varlamov / J. Math. Anal. Appl. 306 (2005) 413–424 415lowing initial-boundary-value problem for the damped Boussinesq equation in a unit disc
Ω = {(r, θ): |r| < 1, θ ∈ [−π,π]} (see [11])
utt − 2b	ut = −α	2u + 	u + β	(u2) + af, (r, θ) ∈ Ω, t > 0,
u(r, θ,0) = ut (r, θ,0) = 0, (r, θ) ∈ Ω,
u|∂Ω = 	u|∂Ω = 0, t > 0, (2.1)
u(r, θ + 2π, t) = u(r, θ, t), (r, θ) ∈ Ω, t > 0,∣∣u(0, θ, t)∣∣< ∞,
where α,b, a = const > 0, β = const ∈ R and f = f (r, θ, t) is a real function. This prob-
lem models small nonlinear oscillations of a damped circular membrane with a simply
supported boundary under the influence of acoustic pressure. The parameter a controlling
the source term should be bounded by a certain constant in order to guarantee the existence
of global-in-time solutions and avoid the blow up. The method of constructing solutions
that we are about to describe was developed for homogeneous equations in the papers
[8–10] and extended to nonhomogeneous equations in [11].
Solutions of the problem (2.1) can be constructed in the form of a series
u(r, θ, t) =
∞∑
m=−∞
∞∑
n=1
uˆm,n(t)χm,n(r, θ), (2.2)
where χm,n(r, θ) are the eigenfunctions of the Laplace operator in a disc, i.e.,
χm,n(r, θ) = Jm(λm,nr)eimθ for m ∈ Z, n ∈ N.
For brevity we shall use the notation
∑∞
m=−∞
∑∞
n=1 =
∑
m,n.
The coefficients uˆm,n(t) are represented as series of iterations
uˆm,n(t) =
∞∑
N=0
aN+1vˆ(N)m,n(t), (2.3)
where the zero iteration vˆ(0)m,n(t) corresponds to the solution of the linear problem and
vˆ
(N)
m,n(t) with N  1 are the nonlinear iterations. The latter are determined through recursive
relations involving integral equations. Parameter a controls the source term and must be
bounded by a certain constant in order to avoid the blow up and guarantee the existence of
global-in-time solutions.
Establishing the decay of the coefficients vˆ(N)m,n(t) with respect to m and n plays an im-
portant role in the analysis and involves the function R(m) (see (1.2)). The corresponding
estimates valid for m ∈ Z, n ∈ N are (see [11])∣∣vˆ(0)m,n(t)∣∣ c0
λ
3/2
m,n
and ∣∣vˆ(N)(t)∣∣ (c1)N+1 R(m) for N  1. (2.4)m,n (N + 1)2 λ3/2m,n
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The decay of uˆm,n(t) with respect to m and n determines the function space to which the
solution belongs and is based on the decay of vˆ(N)m,n(t) with N  0. The function R(m) can
influence this decay.
In the method in question the key issue in constructing solutions consists in expanding
the nonlinearity into the eigenfunction series. For the quadratic nonlinearity it is
u2(r, θ, t) =
∑
m,n
û2m,n(t)χm,n(r, θ),
where
û2m,n(t) =
∑
p,q,k,s:
p+k=m
b(m,n;p,q, k, s)uˆp,q(t)uˆk,s(t) (2.5)
and
b(m,n;p,q, k, s) = 〈χp,q · χk,s, χm,n〉L2(Ω)‖χm,n‖2L2(Ω)
.
The coefficients in (2.5) satisfy the inequality [9]∣∣b(m,n;p,q, k, s)∣∣ C√ λm,n
λp,qλk,s
.
The orthogonality condition for the angular eigenfunctions,
π∫
−π
ei(p+k−m) dθ =
{
2π, p + k = m,
0, p + k = m,
reduces the quadruple series
∑
p,q,k,s to the convolution with respect to the angular indices
p and k, i.e.,
∑
p,q,k,s:
p+k=m
. Some other semilinear dissipative evolution equations can be treated
in a similar way (see, e.g., the nonlinear nonlocal heat equation in a disc [10]).
3. The function R(m)
In this section we turn our attention to the study of the function R(m). First, we present
a few auxiliary results concerning the special functions involved.
3.1. Auxiliary results
Note that for ν = −1 the Rayleigh function σ1(ν) has a simple representation (see [12,
p. 502])
σ1(ν) = 14(ν + 1) . (3.1)
Since for integers m 1 Bessel functions satisfy the relation
J (x) = (−1)mJ (x),−m m
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λ−m,n = λm,n for m 1, n 1. (3.2)
The special function ψ(z) is defined as
ψ(z) = Γ
′(z)
Γ (z)
.
It is analytic in the whole complex plane excluding the points z = 0,−1,−2, . . . , where it
has simple poles. The following representation holds:
ψ(z) + γ =
∞∑
k=0
(
1
k + 1 −
1
z + k
)
,
where γ = 0.577215. . . is the Euler constant. It implies that
ψ(1) + γ = 0. (3.3)
For integers m 1 it is convenient to use the formula
ψ(m + 1) + γ =
m∑
k=1
1
k
. (3.4)
Also,
ψ(z + 1) = ψ(z) + 1
z
. (3.5)
Asymptotic expansion for ψ(z) as |z| → ∞, | arg z| π −ε, ε > 0 is given by the formula
ψ(z) ∼ ln z − 1
2z
−
∞∑
n=1
B2n
2n
1
z2n
, (3.6)
where B2n are the Bernoulli numbers.
The derivative of ψ(z) is
ψ ′(z) =
∞∑
k=0
1
(z + k)2 .
The last formula implies that
ψ ′(1) =
∞∑
k=0
1
(k + 1)2 =
∞∑
k=1
1
k2
= π
2
6
. (3.7)
Also, note that [7]
ψ ′′(1) = −2ζ(3), (3.8)
where ζ(s) is the ζ -function defined by
ζ(s) =
∞∑
k=1
1
ks
for s > 1. (3.9)Now we present our main result.
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Theorem 3.1. For m = 0
R(0) = 1
16
(
π2
3
− 1
)
(3.10)
and for all integers m = 0
R(m) = 1
8(|m| + 2)
[
2
(|m| + 1)γ + ψ(|m| + 1)|m| − 1
]
. (3.11)
Proof. First we deal with the case m = 0 which means that p = −k in the convolution
(1.2). We represent R(0) as
R(0) = R0 + R1 + R2, (3.12)
where
R0 =
∞∑
q,s=1
1
λ20,q
1
λ20,s
, R1 =
−1∑
k=−∞
∞∑
q,s=1
1
λ2−k,q
1
λ2k,s
and
R2 =
∞∑
k=1
∞∑
q,s=1
1
λ2−k,q
1
λ2k,s
.
Evidently, by (3.1),
R0 = 116 . (3.13)
However, we cannot yet apply (3.1) for evaluating R1 and R2 because it will create unde-
fined expressions. First we use the symmetry property (3.2) of the real zeros of the Bessel
functions and only then make use of (3.1). Changing k to −k and using (3.1) we get
R1 =
∞∑
k=1
∞∑
q,s=1
1
λ2k,q
1
λ2k,s
=
∞∑
k=1
( ∞∑
q=1
1
λ2k,q
)2
= 1
16
∞∑
k=1
1
(k + 1)2 =
1
16
(
π2
6
− 1
)
. (3.14)
In a similar way, one can see that R2 = R1. Combining the last relation and (3.12), (3.13)
we deduce (3.10).
We shall assign to the function R(m) a superindex “ + ” for positive m and “ − ” for
negative m. Consider now the case m 1. Subdivide R+(m) into two items, namely,
R+(m) = R+1 (m) + R+2 (m),
where
R+1 (m) =
−1∑ ∞∑ 1 1k=−∞ q,s=1 λ
2
m−k,q λ2k,s
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R+2 (m) =
∞∑
k=0
∞∑
q,s=1
1
λ2m−k,q
1
λ2k,s
.
Changing k to −k and using (3.1) we can write that
R+1 (m) =
∞∑
k,q,s=1
1
λ2m+k,q
1
λ2k,s
=
∞∑
k=1
( ∞∑
q=1
1
λ2m+k,q
∞∑
s=1
1
λ2k,s
)
= 1
16
∞∑
k=1
1
(m + k + 1)(k + 1)
= 1
16
[ ∞∑
k=0
1
(m + k + 1)(k + 1) −
1
m + 1
]
= 1
16
( ∞∑
k=1
1
k(m + k) −
1
m+ 1
)
= 1
16
(
1
m
m∑
k=1
1
k
− 1
m + 1
)
. (3.15)
Note that [7]
∞∑
k=1
1
k(m + k) =
1
m
m∑
k=1
1
k
= γ + ψ(m + 1)
m
.
Thus, we have established that
R+1 (m) =
1
16
[
γ + ψ(m + 1)
m
− 1
m + 1
]
. (3.16)
Next, we deal with R+2 (m). We subdivide it into two parts
R+2 (m) =R+2 (m) + R˜+2 (m),
where R+2 (m) is a finite sum with respect to m
R+2 (m) =
m∑
k=0
∞∑
q,s=1
1
λ2m−k,q
1
λ2k,s
and R˜+2 (m) is a series
R˜+2 (m) =
∞∑
k=m+1
∞∑
q,s=1
1
λ2m−k,q
1
λ2k,s
. (3.17)
First we consider R˜+2 (m). Note that the direct application of the formula (3.1) for evaluat-
ing R˜+2 (m) will lead to an undetermined expression. Therefore, we first rewrite R˜
+
2 (m) inanother form using the symmetry property (3.2). After that we set k −m = k′. This change
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functions and permits to apply the formula (3.1). As a result, we can write that
R˜+2 (m) =
∞∑
k=m+1
∞∑
q,s=1
1
λ2k−m,q
1
λ2k,s
=
∞∑
k′=1
∞∑
q,s=1
1
λ2
k′,q
1
λ2
k′+m,s
= R+1 (m).
Therefore, Eq. (3.16) yields
R˜+2 (m) = R+1 (m) =
1
16
[
γ + ψ(m+ 1)
m
− 1
m + 1
]
.
It remains to compute R+2 (m). The formula (3.1) can be applied here since m − k  0.
Therefore,
R+2 (m) =
1
16
m∑
k=1
1
(m − k + 1)(k + 1) =
1
16(m + 2)
[
m∑
k=0
1
k + 1 +
m∑
k=0
1
m − k + 1
]
.
Since, according to [7],
n∑
k=0
ak =
n∑
k=0
an−k,
we can write that
m∑
k=0
1
m− k + 1 =
m∑
k=0
1
k + 1 .
Therefore
R+2 (m) =
1
8(m + 2)
m∑
k=0
1
k + 1 =
1
8(m + 2)
m+1∑
k=1
1
k
.
Consequently,
R+2 (m) =
γ + ψ(m + 2)
8(m + 2) . (3.18)
Thus, we have proved that
R+(m) = 2R+1 (m) +R+2 (m).
This implies that for m 1
R(m) = 1
8
[
γ + ψ(m + 1)
m
− 1
m + 1 +
γ + ψ(m + 2)
m + 2
]
.
Combining the first and the third terms in brackets and applying the formula (3.5) we
deduce that
R(m) = 1
8(m + 2)
[
2(m + 1)γ + ψ(m + 1)
m
− 1
]
.
Consider now the case m−1. Setting m = −|m| we can write that
R−(m) = R−1 (m) + R−2 (m),
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R−1 (m) =
0∑
k=−∞
∞∑
q,s=1
1
λ2m−k,q
1
λ2k,s
=
∞∑
k=0
∞∑
q,s=1
1
λ2k−|m|,q
1
λ2−k,s
,
R−2 (m) =
∞∑
k=1
∞∑
q,s=1
1
λ2−|m|−k,q
1
λ2k,s
=
∞∑
k=1
∞∑
q,s=1
1
λ2|m|+k,q
1
λ2k,s
.
We set
R−1 (m) =R−1 (m) + R˜−1 (m),
where
R−1 (m) =
|m|∑
k=0
∞∑
q,s=1
1
λ2k−|m|,q
1
λ2k,s
, R˜−1 (m) =
∞∑
k=|m|+1
∞∑
q,s=1
1
λ2k−|m|,q
1
λ2k,s
.
After that it is easy to see that
R−1 (m) =R+2
(|m|), R˜−1 (m) = R˜+2 (|m|)
and consequently
R−1 (m) = R+2
(|m|).
In a similar way,
R−2 (m) = R+1
(|m|).
Therefore
R−(m) = R+(|m|).
Thus, the representation of the function R(m) obtained for m 1 covers the case m−1
if m is replaced by |m|. The proof is completed. 
3.3. Properties of the function R(m)
The formulas (3.10) and (3.11) were derived for m ∈ Z. Consider an extension of R(m)
to the set R \ {0}, i.e., the function R(x) defined by the formula
R(x) = 1
8(|x| + 2)
[
2
(|x| + 1)γ + ψ(|x| + 1)|x| − 1
]
. (3.19)
Thanks to the symmetry of this function it is sufficient to study it for x > 0.
3.3.1. Removable singularity at x = 0
Notice that the expression (γ + ψ(x + 1))/x is undefined at x = 0. Moreover, its nu-
merator equals zero at this point according to (3.3). Applying l’Hospital’s rule and taking
into account (3.7) we deduce that
2ψ ′(1) − 1 1 (π2 )
lim
x→0+
R(x) =
16
=
16 3
− 1 .
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lim
x→0+
R(x) = R(0),
where R(0) is defined by (3.10). Thus, the function R(x) has a removable singularity at
x = 0. It can be identified with a continuous function if we set its value at x = 0 as given
by (3.10).
3.3.2. Asymptotics as x → +∞
Applying the asymptotic representation (3.6) to (3.19) we obtain for x → +∞
R(x) ∼ lnx
4x
+ 2γ − 1
8x
− lnx
4x2
+ O
(
1
x2
)
. (3.20)
3.3.3. Asymptotics as x → 0+
Calculating the right derivative of R(x) we get
R′+(0) = lim
x→0+
R(x) − R(0)
x
= 1
16
[
ψ ′′(1) + ψ ′(1) + 1
2
]
.
Therefore, by (3.7) and (3.8),
R′+(0) = −R′−(0) =
1
16
(
−2ζ(3) + π
2
6
+ 1
2
)

 −0.0162,
where ζ(s) is defined by (3.9). Consequently, the following asymptotic formula holds for
x → 0+:
R(x) ∼ 1
16
(
π2
3
− 1
)
+
(
−2ζ(3) + π
2
6
+ 1
2
)
x
16
+ O(x2).
The function R(x) is differentiable on R \ {0} and at x = 0 its derivative has a jump
R′+(0) − R′−(0) =
1
8
[
−2ζ(3) + π
2
6
+ 1
2
]

 −0.0324.
3.3.4. Functional equation
Using the reduction formula (3.5) for the ψ -function we can establish that R(x) satisfies
the following equation:
R(x + 1) = p(x)R(x) + q(x),
where
p(x) =
(
x + 2
x + 1
)2
x
x + 3 < 1
and
q(x) = 1
8(x + 3)
[(
x + 2
x + 1
)2
− 1
]
.
This equation allows one to restrict the study of the behavior of R(x) to any unit interval
[c, c + 1].
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Here we consider two functions separately, the function
R+(x) = 18(x + 2)
[
2(x + 1)γ + ψ(x + 1)
x
− 1
]
, x > 0,
and the function
R−(x) = 18(x − 2)
[
2(1 − x)γ + ψ(1 − x)
x
+ 1
]
, x < 0.
The function R+(x) can be analytically continued from the real half-line x > 0 to the
whole complex plane. This continuation R+(z) is analytical on the whole complex plane
except at the points z = −2,−3,−4, . . . . At z = −3,−4, . . . , it has simple poles while at
z = −2 it has a second-order pole. In a similar way, the function R−(x) can be analytically
continued from the half-line x < 0 to the whole complex plane. Its continuation R−(z) is
analytical on the whole complex plane except at the points z = 2,3,4, . . . . It has simple
poles at z = 3,4, . . . , and a second-order pole at z = 2.
The graph of R(x) is presented in Fig. 1. On the interval [0,1] the curve almost coin-
cides with its tangent line and it is hard to detect an inflection point not far from the origin.
The graph of R′(x) shown in Fig. 2 allows to see clearly the inflection point situated close
to x = 0.43.
In conclusion we would like to come back to the issue of using special functions of
the type of (1.2) for solving nonlinear evolution equations. Since the functions of this
type appear in the estimates of the eigenfunction expansion coefficients (see, e.g., (2.4)),
they may reflect the smoothing effects due to nonlinearity and geometry of the problem.
Therefore the detailed knowledge of their properties may influence the results.Fig. 1. The graph of R(x) for x > 0.
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