Neural activity encoding recent experiences is replayed during sleep and rest to promote consolidation of the 9 corresponding memories. However, precisely which features of experience influence replay prioritisation to 10 optimise adaptive behaviour remains unclear. Here, we trained adult male rats on a novel maze-based rein-11 forcement learning task designed to dissociate reward outcomes from reward-prediction errors. Four variations 12 of a reinforcement learning model were fitted to the rats' behaviour over multiple days. Behaviour was best 13 predicted by a model incorporating replay biased by reward-prediction error, compared to the same model with 14 no replay; random replay or reward-biased replay produced poorer predictions of behaviour. This insight dis-15 entangles the influences of salience on replay, suggesting that reinforcement learning is tuned by post-learning 16 replay biased by reward-prediction error, not by reward per se. This work therefore provides a behavioural and 17 theoretical toolkit with which to measure and interpret replay in striatal, hippocampal and neocortical circuits. 18 2 19
Introduction
the revaluation learning stage (sessions 16-20), the reward probabilities at each arm became more distinct: the       Q s 1 ,a 1 Q s 1 ,a 2 · · · Q s 1 ,a A Q s 2 ,a 1 Q s 2 ,a 2 · · · Q s 2 ,a A . . . . . . . . . . . .
corresponding to the future discounted expected reward, i.e. the temporal difference between the current state 138 and the reward state. These Q-value estimates are used to guide actions to maximise reward. At each time step 139 t, the Q-value for the state-action pair observed is updated by: 140 Q(s t , a t ) ← (1 − α) · Q(s t , a t ) + α · (r t + γ · max Q(s t+1 , a)) (2)
where α ∈ (0, 1) is a learning rate parameter which determines the degree to which new information overrides 141 old information, and γ ∈ (0, 1) is a discount parameter which determines the importance of long-term gains.
142
In this task, entries into a chosen arm (and arrival at the goal location at the end of the arm) were modelled 143 as actions, while the arm entered on the previous trial, on which reward probabilities were contingent, were 144 modelled as states. Each trial therefore gave rise to one state-action transition out of nine possible state-action for each animal, and for each bin the average frequency of these actions occurring was compared to the average 155 predicted probability, resulting in a strong correlation (r = 0.92, p = 7.8e −08 , Pearson's correlation). This result 156 was consistent across animals (correlations ranging from r = 0.86 to r = 0.96). In summary, the Q-learning algorithm proved able to recapitulate rat behaviour over the course of training and ability errors (p = 6.6e −12 RPE-prioritised, p = 6.3e −10 RPE-proportional). This was true even when one The superiority of the two RPE-biased replay policies was not uniform over the whole training period, however, 206 and two patterns emerged. First, all replay policies showed improvements over no-replay in early sessions, but 207 this effect disappeared in the random and reward-biased policies after roughly the seventh session. This initial 208 superiority of all replay policies over no-replay cannot be due to replay itself because it begins in session 1, 209 before any replay has taken place in the model; rather, it must be due to the non-replay parameters. Specifically, 210 the optimised exploration parameter was higher in all replay policies than no-replay, so it may be the case 211 that animals tended more towards exploration and relied on Q-values less in early training sessions. The higher 212 value in the replay policies therefore better modelled behaviour in early sessions, whereas the differences in 213 Q-values resulting from different replay policies impacted behaviour only later.
214
The second notable pattern is the fluctuations in the reliability errors over training sessions. In the no-replay 215 baseline, reliability error increased in sessions 18-20 and in session 22 (t=3.54, p=1.8e. −3 , t-test compared 216 to reliability error in sessions 15-17 and session 21). This mirrors an increase in optimal behaviour in these 217 sessions during the revaluation stage and reversal stage respectively, suggesting that the model failed to capture Replay-biased RPE was the best predictor for all state-action pairs 252 We next accounted for the skew in training data towards the state-action pairs that were chosen most frequently.
253
The transition from the high-probability arm to the mid-probability arm and vice versa (as they were in the 254 initial and revaluation learning stages) were the most commonly experienced state-action pairs, representing 255 42% of trials overall, and the reliability error was weighted by the frequency of each state such that errors in 256 the more common states contributed more to the overall reliability error than errors in the less common states. 257 We therefore confirmed that Q-learning with RPE-biased replay learned to correctly predict all actions and not 258 just the more-frequently chosen actions to which the cost function was skewed.
259 Figure 6 shows the improvement in reliability errors for each replay policy over no-replay baseline, for each 3 Discussion 265 We trained rats on a reinforcement learning task designed to dissociate reward outcome (presence or absence 266 of reward) from reward prediction error (RPE; an unexpected reward or absence of reward) on each trial. We 267 trained variations of a Q-learning reinforcement learning model to predict behaviour on the task, and found that 268 Q-learning with replay prioritised by RPE was the best predictor of learning.
269
Our first main result was that Q-learning can suitably model rats' learning of the stochastic reinforcement 
Q-learning
We trained several variations of a Q-learning algorithm on the behavioural data to predict choices of which 401 arm would be entered on each trial. Q-learning is a reinforcement learning algorithm developed for Markov 402 decision processes in which an agent selects actions in its environment and observes the outcome, recording at 403 each time step t its starting state s t , selected action a t , resulting reward r t , and resulting state s t+1 . The agent 404 builds up a matrix Q of Q-value estimates for every state-action pair:
corresponding to the future discounted expected reward, i.e. the temporal difference between the current state 406 and the reward state. These Q-value estimates are used to guide actions to maximise reward. At each time step 407 t, the Q-value for the state-action pair observed is updated by:
where α ∈ (0, 1) is a learning rate parameter which determines the degree to which new information overrides 409 old information, and γ ∈ (0, 1) is a discount parameter which determines the importance of long-term gains.
410
In this task, entries into a chosen arm (and arrival at the goal location at the end of the arm) were modelled 411 as actions, while the arm entered on the previous trial, on which reward probabilities were contingent, were 412 modelled as states. Each trial therefore gave rise to one state-action transition out of nine possible state-action 413 pairs. 415 We used four variants of Q-learning in which additional "offline" updates are performed between "online" to perform updates only between sessions and to reflect hypothesised biases in four different ways.
414

Q-learning with replay
Parameter-fitting
Parameter-fitting for Q-learning 425 First, a Q-learning algorithm (without replay) was trained, to obtain a baseline score against which various 426 replay policies could be compared. Q-values were stored for each state-action pair on the task, and updated 427 according to each animal's experience. A state s t was defined as the arm visited on the previous trial t − 1, and 428 an action a t was defined as the arm chosen on the current trial t. were transformed into a forecast probability of choosing each arm on the subsequent trial.
431
The learning rate α, discount factor γ, and exploration factor were free parameters that were tuned to each 432 rat, using the following optimisation procedure. Here we used a reliability score (Murphy and Murphy 1973), 433 generated based on the forecast probabilities of all trials, to quantify the consistency of the forecast probabilities 434 with the animals' behaviour. The mean observed frequency was calculated for each state-action pair, i.e. the 435 proportion of trials on which a given action was chosen in a given state, and the reliability score R t for a given 436 trial t was calculated according to:
where s t is the animal's state on trial t, n st is the number of trials on which the animal was in state s t , n a is the 438 number of possible actions (3) p a is the forecast probability for entering arm a, and o s,a is the mean observed
Reward-biased replay i.e. where the difference between expectation (Q-values) and experience (reward) was greatest. For each trial 488 t, RPE was calculated as the difference between actual reward and expected reward:
For every trial i ∈ (1, I) which was an example of a given state-action pair, its absolute value was weighted, 490 determined by a parameter ϕ raised to the power of its recency i:
The weighted RPEs, wpre, were then averaged to produce an overall weighted-average RPE, RPE s,a , for each 
