Water level data sets acquired by ultrasonic sensors in stream-scale channels exhibit relatively large numbers of outliers that are off the measurement range between the ultrasonic sensor and water surface, as well as data dispersion of approximately 2 cm due to random errors such as water waves. Therefore, this study develops a data processing algorithm for outlier removal and smoothing for water level data measured by ultrasonic sensors to consider these characteristics. The outlier removal process includes an initial cutoff process to remove outliers out of the measurement range and an outlier detection process using modified Z-scores based on the median absolute deviation (MAD) of a robust estimator. In addition, an exponentially weighted moving average (EWMA) method is applied to smooth the processed data. Sensitivity analyses are performed for factors that are subjectively set by the user, including the window size for the MAD outlier detection stage, the rejection criterion for the modified Z-score outlier removal stage, and the smoothing constant for the EWMA smoothing stage, based on four different water level data sets acquired by ultrasonic sensors in stream-scale experiments.
Introduction
Reliable streamflow measurement and data are essential for water management, flood control, river maintenance, river rehabilitation, stream restoration, etc. [1, 2] . All design floods and dominant discharges for river management and restoration projects are determined by hydrological and hydraulic analyses based on observed discharge in the field [1] . Water level data observed at streams are used to estimate streamflow discharge through empirically determined functional relationships [2] . Therefore, measurement methods and devices must be selected to maximize water level measurement accuracy [3] [4] [5] [6] [7] . Most water level gauging stations in streams are equipped with gauges or sensors such as staff gauges, float-operated gauges, pressure transducers, bubble gauges, ultrasonic sensors, or flood crest gauges [3] . Various water level measurement methods and data recording systems have recently been proposed to leverage rapid advances in sensor and data processing technology [8] . Currently, stilling well and float systems that require specialized structural installations are the main water level observation methods. However, new electronic measurement methods such as ultrasonic sensors and recording devices do not require structural installations, and allow for more precise measurements through more frequent data sampling [4, 5] . Staff gauges have accuracies of 1-3 cm depending on Water level data collected by ultrasonic sensors exhibit dispersions of approximately 20-50 mm [17] , and the main source of error that causes this data dispersion is water waves [3] . The errors caused by water waves can be categorized as random errors [18] . The effects of random errors can be minimized by repeated measurements under the same conditions [15] . However, in river flows, water levels change over time and the repeated measurements are performed within relatively short time periods. Therefore, statistical methods must be used to estimate representative values of the observed data within a relatively short time range, in which the water level can be considered constant. No algorithm has yet been proposed that can automatically process a very large amount of water level data acquired by ultrasonic sensors and perform the outlier detection and data smoothing for different data application purposes.
Therefore, the objective of this study is to develop the generalized algorithm of statistical processes for removing outliers and random errors from water level data acquired by ultrasonic sensors in actual stream conditions and smoothing water level data to reduce the dispersion caused by water waves categorized as random errors. Suitable statistical methods applied to the developed algorithm according to data characteristics of water levels measured by ultrasonic sensors in stream flows are an initial cutoff process to remove outliers out of the measurement range, an outlier detection process using modified Z-scores based on the median absolute deviation (MAD) of a robust estimator having a function of accurate estimation without being influenced by a large deviation outlier, and an exponentially weighted moving average (EWMA) method that can control the smoothing level by applying different smoothing constants to smooth the processed data. In particular, this study presents a specific process for determining the optimized window size within minimum and maximum ranges set by the user in the algorithm. In addition, the algorithm has a specialized treatment to solve a problem that MAD values become zero in situations where water level remains constant within data set assigned by the optimized window size. In this study, long-term water level data collected from stream-scale experiment channel where designed flow rate could be controlled intentionally was used to perform a sensitivity analysis to determine the factors relevant to outlier removal and smoothing process in the algorithm. These factors included the window size for moving median and median absolute deviation (MAD) of outlier detection, a rejection criterion for modified Z-scores of outlier removal, and a smoothing constant factor for the exponentially weighted moving average (EWMA) of the smoothing process, which should be defined by users in the data processing algorithm for water levels monitored by ultrasonic sensors.
Materials and Methods

Data Collection
The water level data were collected in two rounds using ultrasonic sensors at a large-scale outdoor flume at the Korea Institute of Civil Engineering and Building Technology-River Experiment Center (KICT-REC) (Figure 1 ). The stream-scale channel's length was 594 m, and the channel's width was 11 m. The stream bed slope of the downstream section, which was the downstream water level measurement point, was approximately 3/1000. The generated flow in the channel could be controlled by adjusting the flow supply pump equipment. As shown in Figure 2 , unsteady flow experiments with two different forms of flow discharge hydrographs were designed. While the maximum discharge of the two hydrographs was designed with the same at 5 m 3 /s, the total durations of the flow events were different. Two ultrasonic sensors were installed at the upstream weir of measurement point (A) and at the downstream bridge of measurement point (B) in the channel to monitor water levels when two different hydrographs were generated one after another (Figure 1 ). Therefore, a total of four data sets of ultrasonic sensors were collected for this study: two data sets at measurement points (A) and (B) for hydrograph 1 and two data sets at measurement points (A) and (B) for hydrograph 2. By converting the water level measured at the upstream weir of measurement point (A) to flow discharge using the previously developed relation between water level and flow discharge, changes in the flow discharge from the upstream to the channel can be tracked over time. The flow rate over a weir is a function of the head on the weir. Therefore, the flow rate measurement in a rectangular weir is based on the Bernoulli Equation principles. The discharge coefficient for a rectangular wide weir used in the experiment was determined and calibrated prior the experiments to present the rectangular wide weir equation for flow. Water level measurements at the downstream bridge of measurement point (B) observe the water level changes in the downstream section of the experimental channel.
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Data Processing Methods
Robust Statistical Methods for Outlier Detection
In water level data measured by ultrasonic sensors, outliers can occur when the ultrasonic wave is reflected before reaching the water surface, and such measurement values' deviations can be quite large ( Figure 3 ). Therefore, in order to detect outliers in the water level data measured by ultrasonic sensors, a robust estimator must be used that is insensitive to outliers with large deviations. According to Huber [20] , Leys et al. [21] , and Rousseeuw and Croux [22] , the sample median can be used as a robust estimator of location because the median is very insensitive to the effects of such large deviations and can thus minimize the effect of asymmetry due to outliers in the distribution of water level data measured by ultrasonic sensors. In addition, the MAD can be used as a robust scale estimator for estimating the dispersion of data centered on the sample median. Like the median, the MAD is very insensitive to outlier deviation [20] [21] [22] [23] .
When the collected data set was given as X = {x 1 , x 2 , · · · , x n }, the MAD was defined as follows [24] [25] [26] :
where Med(X) is a function for finding the median of the data set X. Therefore, MAD(X) shows the median value of absolute deviations between the individual observations of data set X and Med(X). In order to compare the MAD value calculated in Equation (1) with the standard deviation, Equation (2) is used to convert MAD(X) to the normalized MAD (MADN) [24] :
where the constant value 0.6745 is the 75% percentile of a normal distribution, which corresponds to the MAD of the standard normal distribution with a standard deviation of 1 [24, [26] [27] [28] . The MADN(X) corresponds to the standard deviation of the normal distribution for the center location of the data estimated by the sample median.
To detect outliers, dimensionless variables must be used, as in Equation (3), to compare MADN(X) with the deviation of the individual observation x i centered on the location estimated by the sample median. M i in Equation (3) is the modified Z-score. This is compared with the outlier rejection criterion β to determine if the data point is an outlier [26] .
Iglewicz and Hoaglin [26] suggested the rejection criterion, β = 3.5, based on the results of a simulation that used pseudo-normal observations for sample sizes of 10, 20, and 40. In addition, Leys et al. [21] reported that β can be determined differently according to the researcher's perspective. 
Exponentially Weighted Moving Average for Data Smoothing
Even if the outliers that occur in the measured water level data are entirely removed, there is approximately 2 cm of dispersion that occurs due to water waves in the flowing water. If a constant water level is repeatedly measured under the same conditions at short intervals using an ultrasonic sensor, a normal distribution is formed by the observed values due to random error, excluding outliers. Therefore, a moving average can be applied as a smoothing method. This is the simplest form of a low-pass filter that is commonly used in signal processing to smooth short-term variations in time series data. However, the actual water level can change over time during the monitoring period. Therefore the most recently observed data must be reflected more than older data in the smoothing process, and the EWMA can be used for such cases to apply lower weights to older data [29] . The EWMA exponentially reduces the weighting factors of older data as shown in Equation (4), when the data set is listed as a sequence for time t [29] :
where α shows the decreasing degree of weighting as a smoothing constant factor, with a range of 0 < α ≤ 1. As shown in Equation (4), a high level of smoothing can be obtained by increasing the weight of the past data with a smaller α, which makes the data dispersion smaller. However, if α becomes too small, the changes in data over a short time are almost ignored. Therefore, it is necessary that α vary according to the researcher's subjective standards and the data usage purpose. Because the EWMA requires past observations to perform calculations, the initial observation value x 1 can be problematic to establish. Therefore, some methods use the initial observation, as in S 1 (x) = x 1 , and other methods use the average of multiple initial values [29] . In this study, the initial observation has been applied for the EWMA.
Generalized Data Processing Algorithm for Water Levels Measured by Ultrasonic Sensors in Water Flows
An integrated data processing algorithm for eliminating outliers and smoothing data variation in water level data collected using ultrasonic sensors was developed in this study. The proposed algorithm's main processing steps were broadly divided into the outlier removal step and the data smoothing step (Figure 4 ). The outlier processing step was further divided into the initial cutoff of outliers and outlier removal using modified Z-scores. Input parameters and conditional factors such as the initial cutoff range (r min and r max ), maximum and minimum values of window size (w min and w max ), the smoothing constant factor (α), the resolution of the ultrasonic sensor (λ), and the rejection criterion (β) must be defined by users in the data processing algorithm for water levels monitored by ultrasonic sensors. The data set after completing outlier removal (R w o ) and the data set after completing both outlier removal and smoothing (E) were provided as the final output. The developed algorithm was coded with Python 3 to perform data processing tests on the data sets collected in the experiments.
The first step in the proposed outlier removal stage was the initial cutoff. Regarding the distance from the water surface to the ultrasonic sensor, the initial cutoff range can be determined by considering the distance from the sensor to the minimum water level, assuming that the sensor's installation location is constant. When the minimum water level cannot be defined prior to the analysis, zero water levels can be assumed for the minimum water level. The zero water level means that there is no water flow and is the same as the bed level. In this study, data outside of this interval were determined to be clear outliers, and the proposed algorithm's initial cutoff stage removed these outliers en masse. Therefore, when the user enters r max and r min of the initial cutoff range in this stage to define the post-processing input variables, multiple outliers outside of this interval defined as the initial cutoff range can be removed. Therefore, the number of outliers included in the raw data could be reduced, and the outlier detection performance could be improved through the sample median and MAD estimation in the next stage. If the users cannot define r max and r min of the initial cutoff range, the distance from the sensor to the bed for r max and the zero value for r min are used as a default in the algorithm. Finally, the EMWA data smoothing stage minimized the dispersion of data due to random errors in the water level data from which outliers had been completely removed. This step used Equation (4) on , which is the output data after the outliers were removed. The initial stage of the algorithm After the initial cutoff stage, the outlier removal process was completed using modified Z-scores. This stage calculated the sample median and MAD of each data point in the dataset that passed through the initial cutoff, and then calculated the corresponding modified Z-scores, which were dimensionless values. When this value exceeded the user-entered β, the corresponding data point was determined to be an outlier and removed. In this step, when the median and MAD were estimated, a moving window was applied to consider that the water level data changed over time, and therefore, the optimal window size (w o ) had to be determined. The algorithm proposed here calculated the relative difference in the moving median and the moving mean, as measures of the data set's central tendency with outliers removed, for each window size w. The w that had the smallest maximum relative difference was determined to be w o . In order to determine w's calculation range, input for w min and w max were needed. If the number of samples was two, the median and mean calculation results were the same. Therefore, the minimum window size w min had to be more than three. When the algorithm is applied to real-time monitoring system, the optimal window size cannot be determined in real time. In this case, fixed window size should be applied or optimal window size could be updated based on the previous results of data processing with a certain period of time.
If more than 50% of the values in the data set within the window size were the same values when calculating MAD during outlier removal, the calculated MAD value could become zero, and the MADN and M i calculations in Equations (2) and (3) would then be impossible. Machado [30] , Chu et al. [31] , and Vivcharuk et al. [32] have presented methods that use the mean absolute deviation (MeanAD) as an alternative to a zero MAD. However, if all data within the window size have the same value, MeanAD would also be zero. Even in cases where MeanAD was not zero, if there were outliers with large deviations, the estimated scale would be large, and detecting outliers with relatively small deviations would be difficult. When measuring the water level of flowing water, cases often occur where the MAD and MeanAD values are zero in situations where the water level remains constant. Therefore, in this study, to resolve this problem, the minimum measurement unit of the ultrasonic sensor was entered by the user as input data. Therefore, a method was used to define the resolution λ as the MAD value when the calculated MAD was zero. Because λ was the same as the deviation of the minimum unit that can occur during measurement, it corresponded to the minimum size of MAD that could occur when MAD was not zero. This processing method minimized the effect of outliers with relatively large deviations when more than 50% of the values of the data set in the window size had the same value, and could thus detect outliers robustly.
Finally, the EMWA data smoothing stage minimized the dispersion of data due to random errors in the water level data from which outliers had been completely removed. This step used Equation (4) on R w o , which is the output data after the outliers were removed. The initial stage of the algorithm for this step required a smoothing constant α input, for which different values could be used according to the situation as explained in Section 2.2.2. In this study, the water level data measured by ultrasonic sensors was used to evaluate the data's level of smoothing according to the smoothing constant (α), and the results are presented in Section 3.
Results
Outlier Removal Processing
The algorithm developed to remove outliers and smooth the water level data collected by ultrasonic sensors was applied to the water level data acquired by the stream-scale experiments described in Section 2. The input variables r max and r min required for the initial cutoff stage were set at 2.6 m and 1.2 m, respectively, for the data set acquired at the downstream bridge, and 4.1 m and 1.3 m, respectively, for the data set acquired at the upstream weir. Table 1 shows the number of outliers that were removed by the initial cutoff process. Because the outlier distribution characteristics in each data set were different, the ratios of outliers removed by the initial cutoff were different.
Further outlier removal was performed by calculating modified Z-scores for data sets that passed through the initial cutoff stage. Here, the 0.003 m resolution of the experiment's ultrasonic sensors which was provided by the manufacture was used as λ to handle cases in which the MAD value was zero. For the modified Z-scores' rejection criterion β, a value of 3.5 was used, following the standard proposed by Iglewicz and Hoaglin (1993) . To calculate the optimal window size w o for removing outliers, 3 and 50 were used for w min and w max , respectively. The window size was increased by 1, and the maximum value of the relative difference between the moving median and moving mean was calculated for the data set with outliers removed for each of a total of 48 window sizes. Figure 5 shows the maximum relative difference between the moving median and mean and the outlier detection ratios for the 48 window sizes. Because the optimal window size w o was set as the window size with the minimum value that included the maximum relative differences between the moving median and mean, the optimal window sizes for the four data sets ranged between 11 and 24. The ratio of detected outliers according to the increase in window size showed a trend of exponential decrease. The maximum relative difference decreased as the window size increased and then increased slightly after the lowest value. When w was set too small, cases occurred where there was a low ratio of normal values in the data sample, and the estimation accuracy of the moving median and MAD decreased, whereas the ratio of inaccurate outlier detections increased. Finally, Figure 6 shows the data set R w o that passed the outlier removal process. The ratio of data detected as outliers in the raw data set was at least 14.4% and at most 30.6% (Table 1) . Furthermore, more than 70% of all outliers were removed in the initial cutoff stage.
In addition to the window size setting, this study also analyzed the degree of outlier detection according to changes in the rejection criterion β that the user must enter as an input value in the outlier stage using modified Z-scores. While the value of 3.5 that was proposed by Iglewicz and Hoaglin [26] is commonly used, a sensitivity analysis for the rejection criterion β is required to ensure that the value of 3.5 is appropriate for outlier detection of water level data measured by ultrasonic sensors. In this study, β was increased from 1 to 5 in units of 0.1, and the corresponding ratios of removed outliers were calculated; the results are shown in Figure 7 . For the window size used to calculate the moving median and MAD, the optimal window size found when β was set at 3.5 was used. As shown in Figure 7 , when β increased, the ratio of removed data decreased exponentially, and when β exceeded the range from 3.0 to 3.5, the percentage reduction in removed outliers was greatly reduced. Table 2 shows the ratios of removed outliers when different rejection criteria β were applied to the four data sets.
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Data Smoothing
The ultrasonic sensor-acquired water level data R w o with the outliers removed exhibited approximately 2 cm of data dispersion due to random error. To mitigate this data dispersion, data smoothing using EWMA was performed in the algorithm's final stage. Figure 8 shows the data smoothing results when the smoothing constant factor α was set at 0.1. The dispersion in the water level data due to random error was reduced.
The ultrasonic sensor-acquired water level data with the outliers removed exhibited approximately 2 cm of data dispersion due to random error. To mitigate this data dispersion, data smoothing using EWMA was performed in the algorithm's final stage. Figure 8 shows the data smoothing results when the smoothing constant factor was set at 0.1. The dispersion in the water level data due to random error was reduced. These smoothing process results can vary according to the smoothing constant factor . Figure  9 compares the smoothing process effects on a partial section of the overall data when was 0.01, 0.1, 0.5, and 0.9. When was 0.01, the weight of the previous data increased and the water level data's dispersion was greatly reduced, although short-term changes in the data were ignored. When had a large value of 0.5 or more, the data's dispersion was reflected very closely, although the smoothing effect was greatly reduced, contrary to the goal of this study's smoothing process. Thus, These smoothing process results can vary according to the smoothing constant factor α. Figure 9 compares the smoothing process effects on a partial section of the overall data when α was 0.01, 0.1, 0.5, and 0.9. When α was 0.01, the weight of the previous data increased and the water level data's dispersion was greatly reduced, although short-term changes in the data were ignored. When α had a large value of 0.5 or more, the data's dispersion was reflected very closely, although the smoothing effect was greatly reduced, contrary to the goal of this study's smoothing process. Thus, the smoothing effect based on EWMA was very sensitive to α. In order to quantitatively examine the smoothing effect according to the input variable α, the changes in the standard deviation according to α were calculated for the data set in Figure 9 ( Table 3 ). When α was 1, the weight of the previous data in Equation (4) became zero, reflecting a case where there was no smoothing process effect. Therefore, the level of smoothing was calculated by a standard deviation reduction rate based on the standard deviation of 0.047 when α was 1 which represent. The smoothing effect on the water level data increased as α decreased.
smoothing effect according to the input variable , the changes in the standard deviation according to were calculated for the data set in Figure 9 ( Table 3) . When was 1, the weight of the previous data in Equation (4) became zero, reflecting a case where there was no smoothing process effect. Therefore, the level of smoothing was calculated by a standard deviation reduction rate based on the standard deviation of 0.047 when was 1 which represent. The smoothing effect on the water level data increased as decreased. Finally, Figure 10 shows the results when the data set with complete outlier removal and the EWMA-smoothed data set were both converted to flow discharge and water level. Figure  10a ,b show the results when the distance from the ultrasonic sensor to the water surface in the upstream weir reservoir was converted to a water level value and then converted into flow discharge by the weir equation describing the relation between water stage and flow discharge. That is, Figure  10a ,b recreate Figure 2′s target discharge hydrographs 1 and 2. Flow discharge in Figure 10b for hydrograph 2 was validated through cross-verification from the discharge data measured by ADCP (Acoustic Doppler Current Profiler) in the experiment. ADCP is a hydroacoustic current meter to measure current velocities over a depth range and to produce flow discharge data. During the experiment of hydrograph 2, ADCP was applied to get the information for flow rate in the channel section and the results were compared in Figure 10b with the data of flow discharge converted from water levels measured by ultrasonic sensors in the upstream weir reservoir. ADCP measurement performed each eight times for five different steps of hydrograph 2 and the results were produced by averaging eight-time measurements. For the comparison, flow discharge data produced by Finally, Figure 10 shows the results when the data set R w o with complete outlier removal and the EWMA-smoothed data set E were both converted to flow discharge and water level. Figure 10a ,b show the results when the distance from the ultrasonic sensor to the water surface in the upstream weir reservoir was converted to a water level value and then converted into flow discharge by the weir equation describing the relation between water stage and flow discharge. That is, Figure 10a ,b recreate Figure 2 s target discharge hydrographs 1 and 2. Flow discharge in Figure 10b for hydrograph 2 was validated through cross-verification from the discharge data measured by ADCP (Acoustic Doppler Current Profiler) in the experiment. ADCP is a hydroacoustic current meter to measure current velocities over a depth range and to produce flow discharge data. During the experiment of hydrograph 2, ADCP was applied to get the information for flow rate in the channel section and the results were compared in Figure 10b with the data of flow discharge converted from water levels measured by ultrasonic sensors in the upstream weir reservoir. ADCP measurement performed each eight times for five different steps of hydrograph 2 and the results were produced by averaging eight-time measurements. For the comparison, flow discharge data produced by ultrasonic sensor was averaged for the same period corresponding to eight-time measurements of ADCP for each step of hydrograph 2. The deviations from flow discharges measured by ADCP were −0.05 m 3 /s, +0.14 m 3 /s, −0.06 m 3 /s, +0.07 m 3 /s, and −0.23 m 3 /s followed by time sequence. Except the lowest flow condition, the deviations of flow discharge converted by water levels measured by ultrasonic sensors range from −2.17% to 3.81% of flow discharges measured by ADCP. Figure 10a ,b show the very large difference in the degree of dispersion in the data that had undergone outlier removal and the data that had undergone the smoothing process. Furthermore, when the flow was large, this difference was even larger. In order to compare the data processing results by stage, Figure 11 shows the interval data from 14/09 11:16 to 14/09 11:31 in the hydrograph 1-downstream bridge data set, which included the data on the distance from the ultrasonic sensor to the water surface that had not been converted to water level data. The average values of the outlier removal and smoothing results for this interval were almost the same at 1.46855 m and 1.46860 m, respectively. However, the average value for raw data without data processing was 1.232 m, demonstrating the difference due to unremoved outliers.
−0.05 m 3 /s, +0.14 m 3 /s, −0.06 m 3 /s, +0.07 m 3 /s, and −0.23 m 3 /s followed by time sequence. Except the lowest flow condition, the deviations of flow discharge converted by water levels measured by ultrasonic sensors range from −2.17% to 3.81% of flow discharges measured by ADCP. Figure 10a ,b show the very large difference in the degree of dispersion in the data that had undergone outlier removal and the data that had undergone the smoothing process. Furthermore, when the flow was large, this difference was even larger. In order to compare the data processing results by stage, Figure 11 shows the interval data from 14/09 11:16 to 14/09 11:31 in the hydrograph 1-downstream bridge data set, which included the data on the distance from the ultrasonic sensor to the water surface that had not been converted to water level data. The average values of the outlier removal and smoothing results for this interval were almost the same at 1.46855 m and 1.46860 m, respectively. However, the average value for raw data without data processing was 1.232 m, demonstrating the difference due to unremoved outliers. 
Discussion and Conclusion
This study developed an outlier removal and smoothing process algorithm for water level data collected using ultrasonic sensors in a stream-scale experiment. The study included sensitivity analyses on factors that were subjectively determined by the user in each data processing step, including the window size for the MAD of outlier detection, the rejection criterion for modified Zscores of outlier removal, and the smoothing constant for the EWMA.
In the water level data set that was collected by the ultrasonic sensors in this study, there were many outliers with relatively large deviations distributed in the set and a relatively large random error due to the occurrence of water waves. Considering these data characteristics, the data processing algorithm developed in this study was broadly divided into an outlier removal process and a smoothing process. The algorithm incorporated an initial cutoff stage that set the initial cutoff range and determined that data outside this interval were outliers, removing them en masse. This process detected over 70% of all outliers in the water level data set captured by ultrasonic sensors. The outlier removal process after the initial cutoff used modified Z-scores based on the median and MAD. The outlier removal stage included a process for determining the optimal window size for setting the moving median and MAD. To address cases when the MAD was zero, such as when the same value was distributed above a specific ratio in the data set for the given window size, the 
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This study developed an outlier removal and smoothing process algorithm for water level data collected using ultrasonic sensors in a stream-scale experiment. The study included sensitivity analyses on factors that were subjectively determined by the user in each data processing step, including the window size for the MAD of outlier detection, the rejection criterion for modified Z-scores of outlier removal, and the smoothing constant for the EWMA.
In the water level data set that was collected by the ultrasonic sensors in this study, there were many outliers with relatively large deviations distributed in the set and a relatively large random error due to the occurrence of water waves. Considering these data characteristics, the data processing algorithm developed in this study was broadly divided into an outlier removal process and a smoothing process. The algorithm incorporated an initial cutoff stage that set the initial cutoff range and determined that data outside this interval were outliers, removing them en masse. This process detected over 70% of all outliers in the water level data set captured by ultrasonic sensors. The outlier removal process after the initial cutoff used modified Z-scores based on the median and MAD. The outlier removal stage included a process for determining the optimal window size w o for setting the moving median and MAD. To address cases when the MAD was zero, such as when the same value was distributed above a specific ratio in the data set for the given window size, the proposed algorithm defined the ultrasonic sensors' resolution λ as the MAD value. EWMA was then used in the data smoothing process, which allowed different levels of smoothing results to be calculated according to the data processing goals by entering various values for the smoothing constant factor α.
Regarding the sensitivity analysis of the algorithm, the optimal window size w o for the outlier removal process was determined based on the maximum relative difference between the moving median and moving mean after outlier removal, which was used as the evaluation standard for the measure of central tendency. When the window size was small, the number of detected outliers was higher, and the estimation accuracy of the sample median and MAD were reduced, resulting in a higher rate of inaccurate outlier detection in the modified Z-score stage. The ratio of removed outliers decreased exponentially as the window size w increased. The maximum relative difference between moving median and moving mean after outlier removal decreased as w until a fixed level, and then increased slightly after the lowest level. β was the rejection criterion for the modified Z-scores, which the algorithm used to remove outliers, and as its value increased, the ratio of detected outliers tended to decrease exponentially. If β exceeded the range from 3.0 to 3.5, the percentage decrease in removed outliers was greatly reduced. Finally, the level of smoothing by EWMA in the smoothing process was expressed as the rate of reduction in the standard deviation caused by a reduction in α, based on the standard deviation value when the smoothing constant factor α was 1.0. This study confirmed that the level of smoothing for water level data measured by ultrasonic sensors increased to a maximum 84.9% of standard deviation reduction as the smoothing constant factor α decreased.
