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A detailed comparison between the Boubl´ık–Mansoori–Carnahan–Starling–Leland (BMCSL) equation of state
of hard-sphere mixtures is made with Molecular Dynamics (MD) simulations of the same compositions. The
Lab´ık and Smith simulation technique [S. Lab´ık and W. R. Smith, Mol. Simul. 12, 23–31 (1994)] was used
to implement the Widom particle insertion method to calculate the excess chemical potential, βµex0 , of a test
particle of variable diameter, σ0, immersed in a hard-sphere fluid mixture with different compositions and
values of the packing fraction, η. Use is made of the fact that the only polynomial representation of βµex0
which is consistent with the limits σ0 → 0 and σ0 →∞ has to be of the cubic form, i.e., c0(η)+ c1(η)σ0/M1+
c2(η)(σ0/M1)
2 + c3(η)(σ0/M1)
3, where M1 is the first moment of the distribution. The first two coefficients,
c0(η) and c1(η), are known analytically, while c2(η) and c3(η) were obtained by fitting the MD data to this
expression. This in turn provides a method to determine the excess free energy per particle, βaex, in terms of
c2, c3, and the compressibility factor, Z. Very good agreement between the BMCSL formulas and the MD data
is found for βµex0 , Z, and βa
ex for binary mixtures and continuous particle size distributions with the top-hat
analytic form. However, the BMCSL theory typically slightly underestimates the simulation values, especially
for Z, differences which the Boubl´ık–Carnahan–Starling–Kolafa formulas and an interpolation between two
Percus–Yevick routes capture well in different ranges of the system parameter space.
I. INTRODUCTION
Particulate mixtures are widely encountered in the real
world, in the form of powders and liquid mixtures. For
many years, there has been an active interest in studying
such “granular” mixtures in numerous fields, such as in
chemistry, geology, pharmaceutical science, food tech-
nology, and in various aspects of chemical engineering
processing and civil engineering. They are intrinsically
difficult to understand and control. The hard sphere
(HS) particle has proved a useful reference fluid for single
component liquids, and it makes logical sense to use the
same type of model particle to act as a starting point to
represent and understand the physical behavior of such
multicomponent systems. Mixtures of HSs of different
size distributions (discrete or continuous) can similarly
be used to model, for instance, nanocolloidal liquids and
granular materials. Mixtures are more problematic than
single component liquids to deal with theoretically as
there are more parameters to be accounted for in any
theoretical treatment. In the binary mixture HS case,
these are the total packing fraction, η, the diameters
of the two spheres, σ1 and σ2, their mole fractions, x1
and x2 = 1 − x1, and for dynamical properties, their
masses. Therefore, the statistical mechanical theory of
the equation of state (EoS) and derived properties poses
a much greater challenge than for the single component.
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One of the most widely used approximate analytic EoSs
for mixtures is that of Boubl´ık–Mansoori–Carnahan–
Starling–Leland (BMCSL).1,2 This has been found to be
an accurate representation of the available simulation
data.3–9 However, a comprehensive exploration of its
performance over the possible ranges of this parameter
space has yet to be carried out. This is particularly for
the chemical potential of a test particle in regions of this
parameter space which would better assess the overall
accuracy of the BMCSL EoS.
Here, a systematic exploration of the accuracy of the
BMCSL EoS over a wide parameter range is carried out
using new computer simulation data of a binary mixture
of HSs and a closely related so-called top-hat (TH) con-
tinuous diameter distribution between lower and higher
values, σ2 and σ1, respectively. The chemical potential
of a test particle of varying diameter, σ0, inserted in the
mixture is calculated using the Widom particle insertion
method.10
The method employed here was first used for HS
systems by Monte Carlo (MC) simulations for the single
component case by Lab´ık and Smith,11 and later applied
to a binary mixture of HSs by Barosˇova´ et al.4 The
technique measures the probability of the successful
insertion of a test particle of arbitrary diameter σ0.
These measurements are extrapolated with a suitable
polynomial in powers of σ0 to give the chemical potential
of tracer particles larger than can be practically inserted
in the simulations. We first applied this method in
Molecular Dynamics (MD) simulations to the single
component fluid using a third-degree polynomial.12 In
2the Appendix of Ref. 12, we proved that a polynomial
consistent with the limits σ0 → 0 and σ0 → ∞ must
necessarily have a cubic form, regardless of the number
of components. To be consistent with this fact, we
assume here a third-degree polynomial, even in the mul-
ticomponent case, rather than a fourth- or fifth-degree
polynomial which was used in Ref. 4. The highest two
coefficients so obtained by fitting the simulation test
particle chemical potential data to the polynomial are
used here to compute the free energy per particle of
the mixture, which is a novel outcome of this numerical
study. Recently, Baranau and Tallarek13 employed an
alternative solution which consisted of measuring the so-
called pore-size distribution, fitting it to a Gaussian, and
then performing analytically an integral to determine
the chemical potential. Other methods use a particle
swap scheme14 or well-tempered metadynamics.15,16 We
note in passing that alternative analytic forms for the
EoS to the BMCSL equation have been proposed and
compared against simulation data.8,17–22.
The remainder of this work is organized as follows. Ex-
pressions are reviewed in Sec. II and the use of a cubic
polynomial as a trial function for βµex0 is justified. The
computer simulation method is briefly described in Sec.
III. The results are presented and compared with theo-
retical predictions in Sec. IV, and some conclusions are
given in Sec. V.
II. THEORY
A. Equation of state of multicomponent hard-sphere fluids
Consider a three-dimensional fluid mixture of additive
HSs with an arbitrary number of components, in which
for each species j, there are Nj spheres of diameter σj .
The total number of particles is N =
∑
j Nj and the nth
moment of the size distribution is
Mn =
∑
j
xjσ
n
j , (2.1)
where xj = Nj/N is the mole fraction of species j (with∑
j xj = 1). The total packing or volume fraction of the
HS mixture is exactly defined as
η =
pi
6
N
V
M3, (2.2)
where V is the volume of the system.
The compressibility factor of the mixture is denoted
by Z(η, {xj}) ≡ βpV/N , where p is the pressure, β =
1/kBT , kB is Boltzmann’s constant, and T is the abso-
lute temperature. The exact form of Z as a function of
these parameters is not known, and several approxima-
tions have been proposed.8,23
The exact solution24–26 of the Percus–Yevick (PY) in-
tegral equation27 leads to explicit expressions for Z by
different thermodynamic routes. Specifically, the virial
(PY-v), compressibility (PY-c), and chemical-potential
(PY-µ) routes in the PY approximation have a common
structure,24–26,28–30
Z(η, {xj}) =Z0(η) + Z1(η)M1M2
M3
+ Z2(η)
M32
M23
=Z0(η) + Z1(η)λ + Z2(η)
λ3
γ
, (2.3)
where
Z0(η) =
1
1− η , Z1(η) =
3η
(1− η)2 , (2.4)
λ({xj}) ≡ M1M2
M3
, γ({xj}) ≡ M
3
1
M3
. (2.5)
Of course, λ = γ = 1 is the single component case. In
general, as proved in Ref. 31, one has λ2 ≤ γ ≤ λ ≤ 1,
regardless of the number of components. The functions
(2.4) are the same in all the PY EoSs, while the func-
tion Z2(η) depends on the route and is displayed in the
second column of Table I. It must be noted that the PY-
c EoS is equivalent to the Scaled Particle Theory (SPT)
approximation,32–36 and this is why it is labeled as “PY-c
(SPT)” in Table I.
Equation (2.3) provides a method to extend any single
component HS compressibility factor, Zs(η), to multi-
component fluids simply by choosing
Z2(η) = Zs(η)− 1 + 2η
(1− η)2 , (2.6)
although other alternative methods are possible.8,37–40
In particular, if Zs(η) is chosen to be the Carnahan–
Starling41 or the Carnahan–Starling–Kolafa42 EoSs, ap-
plication of Eqs. (2.3) and (2.6) yields the BMCSL
or Boubl´ık–Carnahan–Starling–Kolafa (BCSK)43 exten-
sions, respectively. The corresponding expressions for
Z2(η) are also presented in Table I.
As is well known, the BMCSL compressibility factor
is an interpolation between the PY-v and PY-c prescrip-
tions, namely
ZBMCSL(η) =
1
3
ZPY-v(η) +
2
3
ZPY-c(η). (2.7)
Given that the PY-µ route is slightly more accurate than
the PY-v one,29,30 an alternative interpolation formula is
ZPY-µc(η) = αZPY-µ(η) + (1− α)ZPY-c(η), (2.8)
with α ≃ 0.37.
B. Free energy of multicomponent hard-sphere fluids
The thermodynamic relation between the excess free
energy per particle, aex(η, {xj}), and the compressibility
3TABLE I. Expressions for Z2(η), a2(η), c2(η), and c3(η), according to several approximations.
Approx. Z2(η) a2(η) c2(η) c3(η)
PY-v
3η2
(1− η)2 3 ln(1− η) +
3η
1− η 9 ln(1− η) + 12
η
1− η −6 ln(1− η)− η
5− 11η
(1− η)2
PY-c (SPT)
3η2
(1− η)3
3η2
2(1− η)2 3η
2 + η
2(1− η)2 η
1 + η + η2
(1− η)3
PY-µ −9 ln(1− η)
η
− 9
1− 3
2
η
(1− η)2
9 ln(1− η)
η
+ 9
1− 1
2
η
1− η 27
ln(1− η)
η
+ 3
18− 7η
2(1− η) −27
ln(1− η)
η
− 54− 83η + 14η
2
2(1− η)2
BMCSL
η2(3− η)
(1− η)3 ln(1− η) +
η
(1− η)2 3 ln(1− η) + 3η
2− η
(1− η)2 −2 ln(1− η)− η
1− 6η + 3η2
(1− η)3
BCSK
η2[3− 2
3
η(1 + η)]
(1− η)3
8
3
ln(1− η) 8 ln(1− η) + η 22− 21η + 4η
2
2(1− η)2 −
16
3
ln(1− η)
+η
16− 15η + 4η2
6(1− η)2 −η
13− 43η + 27η2 − 2η3
3(1− η)3
factor, Z(η, {xj}), is
βaex(η, {xj}) =
∫ 1
0
dt
Z(ηt, {xj})− 1
t
. (2.9)
Therefore, if Z has the form in Eq. (2.3), then
βaex(η, {xj}) = c0(η) + c1(η)λ+ a2(η)λ
3
γ
, (2.10)
where
c0(η) = − ln(1− η), c1(η) = 3η
1− η , (2.11a)
a2(η) =
∫ 1
0
dt
Z2(ηt)
t
. (2.11b)
The expressions for a2(η) corresponding to several ap-
proximations are also presented in Table I.
C. Chemical potential of a test sphere
Now, we want to obtain from Eq. (2.10) the theoretical
excess chemical potential of a test particle (of diameter
σ0) immersed in a HS mixture. To that end, note first
that the excess chemical potential of a generic species i
is thermodynamically defined as
βµexi =
(
∂Nβaex
∂Ni
)
V,Nj 6=i
. (2.12)
Next, βµex0 is obtained from βµ
ex
i by the replacement
σi → σ0 while keeping the composition of the mixture
fixed. From Eq. (2.10) one finally obtains12
βµex0 (σ0) = c0+c1
σ0
M1
+c2
(
σ0
M1
)2
+c3
(
σ0
M1
)3
, (2.13)
where
c1 = λ
3η
1− η , (2.14a)
c2 = λ
2c2 + (γ − λ2) 3η
1 − η , (2.14b)
c3 = λ
3c3 + (γ − λ3) η
1− η + λ(γ − λ
2)
3η2
(1− η)2 . (2.14c)
In Eqs. (2.14b) and (2.14c),
c2(η) =
3η
1− η + 3a2(η), (2.15a)
c3(η) =
3η
(1− η)2 + Z2(η)−
2
3
c2(η). (2.15b)
The expressions for c2(η) and c3(η) predicted by several
approximations are given in Table I. From Eqs. (2.3),
(2.4), (2.14), and (2.15) one can obtain the relationship
Z(η, {xj}) = 1 + 1
3
c1 +
2
3
λc2
γ
+
c3
γ
. (2.16)
As mentioned above, the structure of Eq. (2.3), and
hence of Eqs. (2.10), and (2.13), is common to several
approximate EoSs, such as PY-v, PY-c, PY-µ, BMCSL,
BCSK, and, obviously, PY-µc. They all share the coeffi-
cients Z0, Z1, c0, and c1 [see Eqs. (2.4) and (2.11a)], but
differ in Z2, a2, c2, and c3. Only Z2 is an independent
quantity, since a2, c2, and c3 are given by Eqs. (2.11b),
(2.15a), and (2.15b), respectively.
An analysis, in the case of binary mixtures, of the ex-
tremal properties of the combinations of λ and γ appear-
ing in Eqs. (2.3) and (2.14) is presented in the Appendix.
D. Consistency conditions in the limits σ0 → 0 and
σ0 →∞
As proved in the Appendix of Ref. 12, the exact form
of βµex0 in the limit σ0/M1 ≪ 1 is
βµex0 (σ0) = c0 + c1
σ0
M1
+O ((σ0/M1)2) . (2.17)
4Therefore, the cubic approximation (2.13) is consistent
with the asymptotic behavior (2.17). Moreover, it is
noteworthy that if βµex0 is represented by a polynomial
in the diameter σ0, the polynomial must necessarily be
of third degree. This is a consequence of the physical
requirement that, in the limit of an infinitely large impu-
rity, the condition39,44,45
ηZ = M3 lim
σ0→∞
βµex0 (σ0)
σ30
(2.18)
must be obeyed. Therefore, since limσ0→∞ βµ
ex
0 (σ0)/σ
3
0
can be neither zero nor infinity, the only polynomial ap-
proximations consistent with that property are those of
third degree.
In the case of the approximations of the form (2.3),
Eq. (2.18) implies
Z =
1
η
c3
γ
. (2.19)
However, the PY-v, PY-µ, BMCSL, and BCSK EoSs are
not fully consistent with Eq. (2.19). This means that
those approximations qualitatively agree with the phys-
ical requirement (2.18) since limσ0→∞ βµ
ex
0 (σ0)/σ
3
0 =
finite but yield different results for the left- and right-
hand sides. The difference between ηZ, as given by Eqs.
(2.3) or (2.16), and c3/γ can be seen to be
ηZ − c3
γ
=
λ3
γ
[2a2 − η(1− η)a′2] , (2.20)
where a′2(η) = da2(η)/dη. Thus, a perfect agreement
between Eqs. (2.16) and (2.19) is only possible if a′2 =
2a2/η(1−η), whose general solution is a2 = Kη2/(1−η)2,
where K is a constant. The associated one-component
third virial coefficient is b3 = 7 + 2K, so that b3 = 10
implies K = 32 and thus one recovers the PY-c (SPT)
approximation.
E. Equivalence between different mixtures
According to Eqs. (2.3), (2.10), and (2.14), two mix-
tures sharing the same values of η, λ, and γ would have
common values of Z, βaex, and cn. Having the same val-
ues of λ and γ implies having the same values of the re-
duced moments M2/M
2
1 and M3/M
3
1 . As a consequence,
given any HS mixture (with an arbitrary number of com-
ponents and arbitrary diameters), it will always be possi-
ble to find an “equivalent” binary mixture with the same
equilibrium properties. The mole fraction, x1, of the big-
ger spheres and the size ratio, q ≡ σ2/σ1 ≤ 1, for the
binary mixture equivalent of a multicomponent system
characterized by given values of λ and γ are obtained
using the formulas
x1 =
1
2
− 1 + 2γ − 3λ
2
√
1 + 4γ − λ(6 + 3λ− 4λ2/γ) , (2.21a)
q =
1− λ−√1 + 4γ − λ(6 + 3λ− 4λ2/γ)
2 [λ(1 + λ− λ2/γ)− γ] /(1− λ) − 1. (2.21b)
The mapping property discussed above applies as well
to a continuous size distribution characterized by a given
distribution function x(σ), in which case the moments
are
Mn =
∫
∞
0
dσ x(σ)σn. (2.22)
In particular, let us consider a TH continuous size distri-
bution of HSs with diameters between σmin and σmax:
xTH(σ) =
1
σmax − σmin
{
1 if σmin < σ < σmax,
0 otherwise.
(2.23)
The associated values of λ and γ are
λTH =
2
3
1 + qTH + q
2
TH
1 + q2TH
, γTH =
1
2
(1 + qTH)
2
1 + q2TH
, (2.24)
where qTH = σmin/σmax ≤ 1 is the size ratio. Insertion
of Eq. (2.24) into Eqs. (2.21) yields x1 =
1
2 and
q =
qTH + 2−
√
3
1 + (2 −√3)qTH
. (2.25)
For instance, if qTH = 0, the equivalent binary mixture
must have a size ratio q = 2 − √3 ≃ 0.268. Inversion of
Eq. (2.25) gives
qTH =
q − (2−√3)
1− (2−√3)q . (2.26)
III. COMPUTER SIMULATIONS
The application of MD and MC computer simulation
to HS mixtures goes back to the 1960s.46,47 The MD sim-
ulations carried out in this study employed a general-
ization of the methodology used in our previous study
of single component HSs,12 using the equations relevant
to binary, and hence to multicomponent HS mixtures in
general, given by Bannerman and Lue.48 A test point
particle was randomly inserted in the system. If it did
not fall within an existing sphere, the distance, rn, from
the point to the center of the nearest sphere, of type k
and diameter σk, was computed. All the values of σ0 = 0
to σ0 = 2rn− σk would be allowed insertions which were
correspondingly logged. For HSs the Widom method re-
duces to a simple bookkeeping procedure as the Boltz-
mann factor is either 1, if the test sphere (and hence
other test particles with diameter less than σ0) does not
overlap with any of the N particles, or is equal to 0, if
there is an overlap with any of the other spheres.
The simulations were carried out employing N = 2048
particles for typically 2×105 collisions per particle. Some
5TABLE II. The HS mixture systems analyzed and their tags.
Set η x1 σ2/σ1
B1 0.3 0.5 Variable
B2 0.3 Variable 0.5
B3 0.3 Variable 0.3
B4 Variable 0.5 0.5
B5 Variable 0.5 2−
√
3
B6 (x1 + 0.1)/2 Variable x1
Set η σmin/σmax
TH1 0.3 Variable
TH2 Variable 0
additional simulations with N = 4000 particles were per-
formed for several of the mixtures to assess the influence
of finite-size effects. The pressure and hence Z were ob-
tained by the virial theorem written in terms of the col-
lision parameter. The thermodynamics of the systems is
independent of the masses of the spheres, but to facilitate
equilibration of the smaller particles, the mass was set to
mi ∝ σi for the binary mixtures and m(σ) ∝ √σ for
the TH distributions. The simulations were carried out
in the fluid phase diagrams, as these regions are already
known for binary49,50 and polydisperse51 mixtures.
For each mixture, the excess chemical potential, βµex0 ,
was computed by the Widom method as a function of the
dimensionless impurity diameter σ0/M1. N attempted
particle insertions were made randomly in the system at
the same time after every N collisions. These data were
fitted to a cubic polynomial of the form (2.13) using the
known exact values for c0 and c1 from the expressions in
Eqs. (2.11a) and (2.14a), respectively. In fact, c0 is uni-
versal in the sense that it is independent of the details of
the mixture, apart from the total packing fraction. The
parameters, c2 and c3 were obtained by fitting the simu-
lation values of βµex0 to the cubic polynomial in σ0/M1.
The fitting procedure was applied to values βµex0 ≤ 16.0,
which corresponds to insertion probabilities larger than
∼ 10−7. An example of the quality of fit is shown in Fig.
1.
From the values of Z, c2, and c3 (and hence βµ
ex
i ) ob-
tained from the simulations, the excess free energy per
particle was obtained from the Euler equation of thermo-
dynamics, i.e.,
βaex =
∑
i
xiβµ
ex
i − Z + 1
=− ln(1− η) + λ 3η
1 − η +
λc2
γ
+
c3
γ
− Z + 1,
(3.1)
where in the last step use has been made of Eq. (2.13).
IV. RESULTS AND DISCUSSION
A number of binary and polydisperse sets of mixtures
were investigated for this study. Cases were considered
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FIG. 1. Plot of the excess chemical potential of a test
particle, βµex0 (σ0), for the B5 type of system (see Ta-
ble II below). From right to left, the curves are for
η = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.325, 0.35, 0.375, 0.4, 0.425,
and 0.45, respectively, using N = 2048 particles in the MD
simulation.
where a significant degree of “separation” from the one-
component case (see the Appendix) would be expected.
Binary mixture simulations were carried out in which one
of the three parameters (diameter ratio, σ2/σ1, mole frac-
tion of the big spheres, x1, and total volume fraction,
η) was varied, while the remaining two were kept con-
stant. An additional set was considered where σ2/σ1 and
η changed linearly with x1. Also the TH particle distri-
bution was modeled for a range of σmin/σmax. Details of
the sets of simulations carried out and the tags used for
them are given in Table II. Note that, according to the-
ory and by application of Eq. (2.25), the set of equimolar
binary mixtures B1 and the set of polydisperse mixtures
TH1 can be made equivalent. Likewise, the sets B5 and
TH2 are theoretically equivalent.
The MD numerical values of c2, c3, βµ
ex
1 , βµ
ex
2 , Z, and
βaex for the sets described in Table II are presented in
Tables I-VIII of the supplementary material.
As for the different theoretical approaches summarized
in Table I, we will discard the PY-v, PY-c, and PY-µ
EoSs since they are known to be clearly inferior to the
BMCSL or BCSK prescriptions.12,30 Moreover, the dif-
ferences (both absolute and relative) between the BM-
CSL and BCSK predictions for the coefficients c2 and c3
are smaller than the (already very small) differences in
the one-component case (where c2 → c2 and c3 → c3).
This can be explained by the fact that cBMCSLn −cBCSKn =
λn
(
cBMCSLn − cBCSKn
)
and λ < 1. Therefore, in what fol-
lows we will mainly restrict ourselves to comparing the
BMCSL EoS with our MD results.
The simulation and theoretical results for the binary
systems B1–B4 and B6 are presented in Figs. 2–5 and 6,
respectively. Figure 7 does the same for the continuous
distribution TH1 and again for the binary mixture B1
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FIG. 2. Plot of (a) c2 and c3, (b) βµ
ex
1 and βµ
ex
2 , and (c)
Z − 1 and βaex versus σ2/σ1 for system B1. The symbols
are our MD data (N = 2048) and the lines are the BMCSL
predictions.
[in the latter case by applying the mapping (2.26)], while
Fig. 8 presents the results for systems B5 and TH2.
Even though the combined scope of these mixtures
spans a wide spectrum of parameters, very good agree-
ment of the BMCSL theory with the MD results is ob-
served in all the cases. In particular, Figs. 7 and 8 con-
firm that systems as different as a binary mixture and a
continuous size distribution can be practically indistin-
guishable from the thermodynamic point of view, pro-
vided they share the same values of λ and γ. Theory
as well as simulation31 strongly support that this map-
ping property extends to other continuous distributions
different from the TH one.
Figures 2–8 show that, as expected, the fitting coeffi-
cients c2 and c3 present a certain degree of scatter. How-
ever, there is some “synergy” or compensation between
these two quantities that takes place during the fitting
process and reduces the level of scatter in the evaluation
of the excess chemical potentials and the free energy via
Eqs. (2.13) and (3.1), respectively. In any case, since
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FIG. 3. Plot of (a) c2 and c3, (b) βµ
ex
1 and βµ
ex
2 , and (c) Z−1
and βaex versus x1 for system B2. The symbols are our MD
data (N = 2048) and the lines are the BMCSL predictions.
the compressibility factor Z is measured directly in the
simulations (rather than by a fitting algorithm), it is a
more robust quantity. The excellent agreement found in
Figs. 4–6, and 8 between the N = 2048 and N = 4000
sets of MD data gives us confidence in the lack of any
statistically significant finite-size effects.
Despite the good behavior of the BMCSL theory ob-
served in Figs. 2–8, a careful comparison shows that the
theory generally underestimates the simulation values,
especially in the case of the compressibility factor Z. The
deviations ∆Z = Z − ZBMCSL of the simulation data
from the BMCSL predictions are plotted in Fig. 9, where
also the deviations predicted by the BCSK EoS and the
PY-µc EoS with α = 0.37 [see Eq. (2.8)] are also in-
cluded. We observe from Figs. 9(a), 9(b), 9(d), and 9(e)
that at a packing fraction η = 0.3 one has ∆Z ≈ 0.01,
practically with independence of the mixture composi-
tion. This property is very well accounted for by the
PY-µc and, especially, BCSK theories. The same ap-
proximate value ∆Z ≈ 0.01 can be observed from Figs.
9(c) and 9(f) at η = 0.3 and from Fig. 9(f) at x1 = 0.5
70
10
20
30
=0.3
2
/
1
=0.3
ex
2
ex
1
ex i
0.5
1.0
1.5
2.0
(b)
(a)
c
2
c
3
c 2
, c
3
0.0 0.2 0.4 0.6 0.8 1.0
1.0
1.5
2.0
2.5
3.0
aex
Z-1
(c)
Z-
1,
 
ae
x
x
1
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2 , and (c)
Z−1 and βaex versus x1 for system B3. The symbols are our
MD data (filled symbols: N = 2048, crosses: N = 4000) and
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(which implies η = 0.3 in the set B6). As density in-
creases in Figs. 9(c) and 9(f), ∆Z increases monotoni-
cally, reaching values close to ∆Z ≈ 0.05 at η = 0.5.
This trend is well captured by the PY-µc EoS, but not
by the BCSK EoS. The latter presents a maximum de-
viation ∆Z = (λ3/γ)
(
223− 70√10) /81 ≃ 0.02λ3/γ at
η = 2 −√5/2 ≃ 0.42 and then ∆Z = 0 at η = 0.5. On
the other hand, a similar non-monotonic behavior of ∆Z
vs x1 predicted by the BCSK EoS in Fig. 9(g) is actually
confirmed by our simulations of the set B6, while the PY-
µc EoS exhibits a monotonic behavior. Since increasing
the mole fraction x1 in the set B6 implies approaching a
monodisperse system at higher densities, we can conclude
that, at packing fractions larger than about η = 0.35,
the BCSK EoS is more accurate than the PY-µc EoS for
nearly monodisperse systems (λ3/γ . 1), but the oppo-
site happens for mixtures where 1 − λ3/γ is not small.
For instance, 1− λ3/γ ≃ 0.23 and 0.41 in Figs. 9(c) and
9(f), respectively, while 1 − λ3/γ < 0.06 for x1 > 0.7 in
Fig. 9(g). Finally, it is interesting to notice from Fig. 9(f)
a very slight breaking down of the equivalence between
0
1
2
3
4
5
x
1
=0.5
2
/
1
=0.5
(a)
ex
1
c 2
, c
3
c
2
c
3
0.0 0.1 0.2 0.3 0.4 0.5
0
2
4
6
8
10
aex
Z-1
(c)
Z-
1,
 
ae
x
0
5
10
15
20
ex i
(b)
ex
2
FIG. 5. Plot of (a) c2 and c3, (b) βµ
ex
1 and βµ
ex
2 , and (c)
Z − 1 and βaex versus η for system B4. The symbols are our
MD data (filled symbols: N = 2048, crosses: N = 4000) and
the lines are the BMCSL predictions.
the mixtures B5 and TH2 as density increases.
V. CONCLUSIONS
An extensive series of sets of MD simulations were
carried out of the thermodynamic properties of binary
and continuous size distribution HS mixtures. Relative
particle diameters, mole fractions of the different com-
ponents, and the total packing (volume) fraction were
systematically varied. The Widom particle insertion
method, employing the Lab´ık and Smith technique,11
was used to calculate the excess chemical potential of
a test particle of variable diameter, σ0. The simulation
data was fitted to a third-order polynomial in σ0,
the first two coefficients of which are known exactly
by theory. The compressibility factor, Z, was also
independently obtained by a standard MD method. As
a novel outcome, the excess free energy per particle was
determined using a thermodynamic relation involving
the compressibility factor and the two fitted coefficients.
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The theories considered in this work share the same
structure for the excess free energy and, hence, for the
chemical potentials and the compressibility factor [see
Eqs. (2.3), (2.10), and (2.13)]. These theories differ only
in the density dependence of the coefficient a2(η), since
the coefficients Z2(η), c2(η), and c3(η) are derived from
a2(η) by thermodynamic relations [see Eqs. (2.11b) and
(2.15)]. The most widely used theory in the literature
is the BMCSL, which is an interpolation between the
virial and compressibility routes in the PY approxima-
tion. Here we have also taken the BCSK (an ad hoc cor-
rection to the BMCSL EoS) and the PYµ-c theories. The
latter is an interpolation between the chemical-potential
and compressibility routes in the PY approximation and
thus it has the same footing as the BMCSL theory.
Very good agreement between the simulation results
with the predictions of the BMCSL analytic EoS is
observed in all the cases. These simulations also confirm
that systems as different as a binary mixture and a con-
tinuous size distribution can be hardly distinguishable
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FIG. 7. Plot of (a) c2 and c3, (b) βµ
ex(σmin) and βµ
ex(σmax),
and (c) Z − 1 and βaex versus σmin/σmax for system TH1
(squares and circles). The crosses represent results obtained
from system B1 by application of the mapping (2.26). The
symbols are our MD data (N = 2048) and the lines are the
BMCSL predictions.
in their thermodynamic quantities, provided they share
the same values of the parameters λ and γ, which mark
the extent of difference from the single component case.
A fine resolution examination of the MD generated
quantities shows that the BMCSL theory typically
underestimates the simulation values by a small amount,
especially for the compressibility factor. These differ-
ences are generally captured well by the BCSK and
PY-µc formulas (the latter with a mixing parameter
α = 0.37) in different regions of the system parameter
space. When the packing fraction is larger than about
η = 0.35, the PY-µc EoS is more accurate than the
BCSK EoS, except for nearly monodisperse systems.
To conclude, we believe that the results reported here
provide further evidence on the reliability of the BMCSL
EoS over a wide spectrum of parameters characterizing a
polydisperse HS fluid. On the other hand, the BCSK and
90
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and (c) Z − 1 and βaex versus η for systems B5 (crosses:
N = 2048, stars: N = 4000) and TH2 (closed circles and
squares: N = 2048, open circles and squares: N = 4000).
The symbols are our MD data and the lines are the BMCSL
predictions.
PY-µc EoSs, while formally similar to the BMCSL EoS,
succeed in improving the theoretical predictions. We ex-
pect that the MD simulation data obtained in this work
can be useful to test other alternative theories proposed
in the literature.
SUPPLEMENTARY MATERIAL
See supplementary material for tables containing the
MD simulation results for the mixtures described in Table
II.
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Appendix: Extremal properties of combinations of λ and γ
in binary mixtures
In the framework of Eq. (2.3), the deviations of the
compressibility factor of a mixture from that of the sin-
gle component fluid (at a common value of the packing
fraction η) are monitored by the (positive) differences
1−λ and 1−λ3/γ. In the case of a binary mixture char-
acterized by the two parameters x1 and q = σ2/σ1 ≤ 1,
it can be checked that the maxima of 1−λ and 1−λ3/γ,
at a fixed value of q, are
(1− λ)max =
(1−√q)2(1 + q)
(1−√q + q)2 , (A.1a)
(
1− λ
3
γ
)
max
=
(1− q)2(2 + q)2(1 + 2q)2
4 (1 + q + q2)
3 . (A.1b)
Those maxima occur at
x1 =
(
q−3/2 + 1
)
−1
, (A.2a)
x1 =
q2(2 + q)
(1 + q) (1 + q + q2)
, (A.2b)
respectively.
In the case of the chemical potential, we see from Eqs.
(2.13) and (2.14) that the deviations are now measured
by the differences 1−λk (with k = 1, 2, 3), γ−λ2, γ−λ3,
and λ(γ − λ2). In the case of 1 − λk, the maxima are
located at (A.2a), but the analytical expressions of the
locations for the other quantities are too cumbersome to
be reproduced here.
Figure 10 shows the q-dependence of the mole fraction
x1 corresponding to the maxima of 1 − λk, 1 − λ3/γ,
γ − λ2, γ − λ3, and λ(γ − λ2). In all the cases x1(q)
decreases monotonically with decreasing q. In the limit
q → 0, while x1 ∼ q3/2 and x1 ∼ q2 in the cases of 1−λk
and 1 − λ3/γ, respectively, the asymptotic behavior is
x1 ∼ q3 in the cases of γ − λ2, γ − λ3, and λ(γ − λ2).
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SUPPLEMENTARY MATERIAL TO THE PAPER “CHEMICAL POTENTIAL OF A TEST HARD SPHERE OF
VARIABLE SIZE AND FREE ENERGY IN HARD-SPHERE FLUID MIXTURES”
The following tables give our MD numerical values of c2, c3, βµ
ex
1 , βµ
ex
2 , Z, and βa
ex for the sets described in Table
II of the main text.
TABLE I. Set B1 (η = 0.3, x1 = 0.5). The number of particles is N = 2048.
σ2/σ1 c2 c3 βµ
ex
1 βµ
ex
2 Z βa
ex
1.00 2.06908 1.17538 4.8868 4.8868 3.9835 1.9034
0.95 2.03294 1.19813 5.1048 4.6461 3.9797 1.8958
0.92 2.11256 1.12554 5.2558 4.5154 3.9734 1.9122
0.90 1.98199 1.21580 5.3284 4.3938 3.9690 1.8797
0.85 1.99670 1.16964 5.5402 4.1165 3.9465 1.8819
0.80 2.00976 1.09738 5.7326 3.8234 3.9162 1.8681
0.75 1.89714 1.11204 5.9074 3.5104 3.8727 1.8363
0.70 1.84842 1.05327 6.0561 3.2010 3.8216 1.8052
0.65 1.82396 0.96196 6.1845 2.8920 3.7567 1.7816
0.60 1.69779 0.92704 6.2581 2.5695 3.6852 1.7266
0.58 1.66598 0.89673 6.2826 2.4434 3.6526 1.7104
0.56 1.63709 0.86326 6.3032 2.3245 3.6196 1.6942
0.55 1.62159 0.84608 6.3099 2.2655 3.6029 1.6848
0.54 1.57884 0.84622 6.3079 2.1998 3.5858 1.6680
0.52 1.54699 0.81336 6.3196 2.0860 3.5507 1.6521
0.50 1.48940 0.79709 6.3188 1.9686 3.5157 1.6301
0.48 1.46031 0.75675 6.3153 1.8613 3.4782 1.6101
0.46 1.39174 0.74535 6.3039 1.7488 3.4411 1.5852
0.45 1.33356 0.75359 6.2882 1.6883 3.4222 1.5660
0.44 1.36578 0.70187 6.2859 1.6491 3.4036 1.5639
0.42 1.32107 0.67216 6.2635 1.5495 3.3652 1.5413
0.40 1.26705 0.64878 6.2363 1.4553 3.3277 1.5162
0.35 1.13331 0.58986 6.1459 1.2280 3.2313 1.4556
0.30 1.03243 0.51564 6.0461 1.0413 3.1392 1.4004
0.25 0.98581 0.41657 5.9317 0.8773 3.0483 1.3562
0.20 0.84588 0.38120 5.7956 0.7310 2.9655 1.2984
0.15 0.76751 0.31920 5.6642 0.6108 2.8881 1.2511
0.10 0.66038 0.28290 5.5335 0.5103 2.8189 1.2046
0.05 0.57719 0.24216 5.4172 0.4267 2.7583 1.1615
0.03 0.56247 0.22079 5.3807 0.3972 2.7353 1.1537
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TABLE II. Set B2 (η = 0.3, σ2/σ1 = 0.5). The number of particles is N = 2048.
x1 c2 c3 βµ
ex
1 βµ
ex
2 Z βa
ex
0.9501953 1.98839 1.13722 4.9686 1.6799 3.9317 1.8731
0.8500977 1.86781 1.03654 5.1623 1.7228 3.8300 1.8168
0.7500000 1.70284 0.98433 5.3873 1.7649 3.7316 1.7501
0.6499023 1.64226 0.87195 5.6898 1.8375 3.6391 1.7020
0.6000977 1.60244 0.83390 5.8732 1.8784 3.5957 1.6800
0.5800781 1.60617 0.80216 5.9491 1.8995 3.5785 1.6702
0.5600586 1.51196 0.85046 6.0342 1.9022 3.5621 1.6543
0.5498047 1.55590 0.80386 6.0805 1.9230 3.5536 1.6551
0.5400391 1.50876 0.82624 6.1204 1.9237 3.5456 1.6445
0.5200195 1.53331 0.78505 6.2182 1.9532 3.5299 1.6412
0.5000000 1.48851 0.79647 6.3194 1.9685 3.5149 1.6291
0.4799805 1.48564 0.77792 6.4286 1.9945 3.5002 1.6226
0.4599609 1.46742 0.77158 6.5443 2.0182 3.4865 1.6135
0.4501953 1.41707 0.79751 6.5998 2.0200 3.4797 1.6021
0.4399414 1.46557 0.75398 6.66652 2.0472 3.4733 1.6061
0.4199219 1.42040 0.77082 6.8037 2.0679 3.4605 1.5961
0.3999023 1.43297 0.74574 6.9449 2.1041 3.4485 1.5914
0.3500977 1.40077 0.73858 7.3595 2.1892 3.4239 1.5755
0.2500000 1.41077 0.71527 8.5344 2.4440 3.4012 1.5654
0.2299805 1.43865 0.70266 8.8465 2.5178 3.4030 1.5703
0.1899414 1.41413 0.74708 9.6314 2.6652 3.4160 1.5724
0.1601562 1.44192 0.76495 10.3556 2.8152 3.4365 1.5864
0.1298828 1.51050 0.77285 11.2475 3.0115 3.4706 1.6106
0.0698242 1.63740 0.88691 13.9630 3.5562 3.6007 1.6821
0.0498047 1.70936 0.94941 15.3171 3.8241 3.6737 1.7228
0.0297852 1.87025 0.98533 16.9473 4.1815 3.7709 1.7909
TABLE III. Set B3 (η = 0.3, σ2/σ1 = 0.3). The number of particles is N = 2048 and N = 4000 (values with a dagger).
x1 c2 c3 βµ
ex
1 βµ
ex
2 Z βa
ex
0.9501953 1.94452 1.09235 4.9492 0.9643 3.8973 1.8535
0.9000000† 1.80039† 1.02976† 5.0132† 0.9670† 3.8113† 1.7973†
0.8500977 1.73159 0.91791 5.0981 0.9757 3.7251 1.7550
0.8000000† 1.55882† 0.88967† 5.1689† 0.9759† 3.6396† 1.6907†
0.7500000 1.52024 0.77348 5.2802 0.9886 3.5543 1.6531
0.7000000† 1.39952† 0.72407† 5.3878† 0.9942† 3.4696† 1.6001†
0.6500000† 1.26365† 0.69151† 5.5090† 0.9982† 3.3857† 1.5445†
0.6499023 1.26182 0.69116 5.5058 0.9979 3.3851 1.5425
0.5498047 1.16797 0.52882 5.8437 1.0304 3.2190 1.4577
0.5000000† 1.08306† 0.48389† 6.0467† 1.0443† 3.1384† 1.4071†
0.4501953 1.00564 0.44403 6.3035 1.0618 3.0584 1.3632
0.4000000† 0.90943† 0.41939† 6.6120† 1.0788† 2.9805† 1.3116†
0.3500977 0.88918 0.36094 7.0073 1.1149 2.9056 1.2722
0.3000000† 0.80847† 0.34576† 7.5351† 1.1459† 2.8353† 1.2273†
0.2500000 0.73134 0.33962 8.2775 1.1871 2.7707 1.1890
0.2500000† 0.74275† 0.33413† 8.2768† 1.1903† 2.7710† 1.1910†
0.2299805 0.73275 0.32354 8.6418 1.2165 2.7476 1.1766
0.2100000† 0.73932† 0.30735† 9.0604† 1.2513† 2.7274† 1.1638†
0.1900000† 0.69508† 0.32240† 9.6306† 1.2762† 2.7090† 1.1545†
0.1899414 0.72012 0.30935 9.6054 1.2840 2.7090 1.1556
0.1601562 0.72374 0.30196 10.5903 1.3540 2.6889 1.1444
0.1298828 0.70967 0.31826 12.0734 1.4420 2.6820 1.1409
0.1000000† 0.73302† 0.33858† 14.2677† 1.5807† 2.6977† 1.1517†
0.0698242 0.81544 0.37403 17.9438 1.8213 2.7575 1.1895
0.0498047 0.91456 0.42801 22.2170 2.0902 2.8486 1.2440
0.0300000† 1.14103† 0.51230† 29.6029† 2.5767† 3.0319† 1.3556†
0.0297852 1.10773 0.53651 30.0497 2.5705 3.0345 1.3545
0.0100000† 1.57822† 0.79039† 47.8872† 3.6420† 3.4728† 1.6116†
14
TABLE IV. Set B4 (x1 = 0.5, σ2/σ1 = 0.5). The number of particles is N = 2048 and N = 4000 (values with a dagger).
η c2 c3 βµ
ex
1 βµ
ex
2 Z βa
ex
0.100 0.28617 0.10958 1.2442 0.4502 1.4505 0.3967
0.100† 0.28743† 0.109003† 1.2451† 0.4506† 1.4507† 0.3972†
0.150 0.49061 0.20056 2.0983 0.7341 1.7769 0.6393
0.150† 0.50223† 0.19551† 2.1070† 0.7378† 1.7773† 0.6451†
0.200 0.75177 0.32939 3.1737 1.0715 2.2025 0.9201
0.200† 0.76881† 0.31960† 3.1808† 1.0762† 2.2026† 0.9259†
0.250 1.08291 0.51532 4.5455 1.4773 2.7639 1.2475
0.250† 1.05070† 0.53386† 4.5322† 1.4684† 2.7642† 1.2361†
0.260 1.15943 0.56039 4.8618 1.5680 2.8966 1.3183
0.270 1.23403 0.61354 5.1957 1.6614 3.0378 1.3908
0.280 1.31562 0.66966 5.5510 1.7598 3.1873 1.4681
0.290 1.40763 0.72396 5.9225 1.8634 3.3461 1.5468
0.300 1.48805 0.79620 6.3180 1.9682 3.5148 1.6284
0.300† 1.59864† 0.71777† 6.3287† 1.99417† 3.5155† 1.6459†
0.310 1.61584 0.84022 6.7329 2.0870 3.6943 1.7156
0.320 1.71326 0.91762 7.1752 2.2033 3.8854 1.8038
0.330 1.81236 1.00418 7.6445 2.3244 4.0885 1.8960
0.340 1.92517 1.09210 8.1439 2.4533 4.3049 1.9937
0.350 2.06434 1.17007 8.6696 2.5924 4.5360 2.0948
0.350† 2.09213† 1.14644† 8.6625† 2.5977† 4.5362† 2.0939†
0.375 2.37893 1.44563 10.1259 2.9556 5.1840 2.3568
0.375† 2.46590† 1.36653† 10.09303† 2.9709† 5.1841† 2.3479†
0.400 2.81908 1.71536 11.8108 3.3831 5.9516 2.6454
0.400† 2.94999† 1.59050† 11.7475† 3.4043† 5.9517† 2.6243†
0.425 3.28682 2.08366 13.7994 3.8635 6.8647 2.9667
0.425† 3.21021† 2.15112† 13.82312† 3.8493† 6.8646† 2.9717†
0.450 3.73708 2.62871 16.1998 4.4013 7.9608 3.3397
0.450† 3.80929† 2.54949† 16.1404† 4.4099† 7.9623† 3.3129†
0.475 4.31657 3.26421 19.0715 5.0379 9.2853 3.7695
0.475† 4.52378† 3.01780† 18.8558† 5.0570† 9.2844† 3.6720†
0.500 4.78244 4.33293 22.7993 5.7692 10.9004 4.3838
0.500† 4.84377† 4.264407† 22.74587† 5.77617† 10.9029† 4.3581†
TABLE V. Set B5 (x1 = 0.5, σ2/σ1 = 2−
√
3). The number of particles is N = 2048 and N = 4000 (values with a dagger).
η c2 c3 βµ
ex
1 βµ
ex
2 Z βa
ex
0.050 0.08427 0.02928 0.5419 0.1130 1.1685 0.1590
0.100 0.19035 0.06931 1.2015 0.2385 1.3817 0.3384
0.150 0.31716 0.12700 2.0067 0.3779 1.6542 0.5382
0.200 0.48130 0.20632 3.0190 0.5360 2.0063 0.7712
0.250 0.69476 0.31592 4.3077 0.7174 2.4674 1.0451
0.300 1.02791 0.43704 5.9813 0.9356 3.0797 1.3787
0.325 1.15013 0.56222 6.9799 1.0479 3.4616 1.5524
0.350 1.31316 0.69987 8.1433 1.1734 3.9070 1.7514
0.375 1.58764 0.80276 9.4634 1.3214 4.4296 1.9628
0.400 1.77357 1.02879 11.0641 1.4688 5.0463 2.2202
0.425 2.12074 1.19419 12.8482 1.6472 5.7792 2.4685
0.450 2.42204 1.48873 15.0476 1.8345 6.6531 2.7879
0.475 2.78091 1.83842 17.6325 2.0447 7.7086 3.1300
0.475† 2.91674† 1.70959† 17.4648† 2.0592† 7.7090† 3.0531†
0.500 3.47964 1.99169 20.3217 2.3104 8.9883 3.3277
0.500† 3.22734† 2.27104† 20.7902† 2.2864† 8.9914† 3.5469†
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TABLE VI. Set B6 [η = (x1+0.1)/2, σ2/σ1 = x1). The number of particles is N = 2048 and N = 4000 (values with a dagger).
x1 c2 c3 βµ
ex
1 βµ
ex
2 Z βa
ex
0.2000000† 0.14556† 0.04869† 2.9243† 0.3348† 1.4595† 0.3933†
0.2001953 0.13840 0.05052 2.9060 0.3329 1.4594 0.3885
0.2500000 0.24703 0.09429 3.3307 0.4711 1.6546 0.5314
0.2500000† 0.23942† 0.096682† 3.31962† 0.4691† 1.6546† 0.5271†
0.2998047 0.39853 0.15965 3.8145 0.6498 1.8987 0.6999
0.3000000† 0.40096† 0.15899† 3.8170† 0.6504† 1.8990† 0.7014†
0.3500000† 0.58094† 0.26047† 4.3394† 0.8729† 2.1989† 0.8873†
0.3500977 0.60107 0.25127 4.3512 0.8781 2.1988 0.8952
0.3999020 0.84887 0.38120 4.9465 1.1650 2.5619 1.1153
0.4199220 1.09211 0.40359 5.2075 1.2798 2.7268 1.2023
0.4399410 1.12566 0.49191 5.4732 1.4559 2.9040 1.3192
0.4599610 1.19642 0.60992 5.7357 1.6013 3.0941 1.4088
0.4799800 1.40050 0.65655 6.0315 1.7920 3.2970 1.5298
0.5000000 1.48839 0.79729 6.3212 1.9687 3.5152 1.6300
0.5000000† 1.59864† 0.71777† 6.3287† 1.9941† 3.5155† 1.6459†
0.5200200 1.74562 0.83546 6.6418 2.2009 3.7478 1.7625
0.5400390 1.82343 1.02186 6.9582 2.4085 3.9966 1.8689
0.5600590 1.91924 1.21908 7.2946 2.6405 4.2623 1.9848
0.5800780 2.13553 1.34415 7.6532 2.9206 4.5463 2.1196
0.6000000† 2.39702† 1.44975† 8.0249† 3.2327† 4.8502† 2.2578†
0.6000977 2.36457 1.47852 8.0267 3.2264 4.8491 2.2580
0.6499023 2.90866 1.94093 9.0455 4.1063 5.6993 2.6170
0.6500000† 2.97090† 1.87456† 9.0275† 4.1132† 5.7005† 2.6069†
0.7000000† 3.74195† 2.28598† 10.1729† 5.2424† 6.7018† 2.9920†
0.7001953 3.56817 2.47073 10.2070 5.2231 6.7014 3.0113
0.7500000 4.27246 3.15574 11.5529 6.6349 7.8859 3.4375
0.7500000† 4.35285† 3.056507† 11.5239† 6.6355† 7.8858† 3.4161†
0.7998047 4.91892 4.18517 13.1909 8.4557 9.2931 3.9499
0.800000† 4.82801† 4.30670† 13.2285† 8.4623† 9.2915† 3.9838†
0.8500000† 6.22450† 4.67071† 14.9211† 10.7694† 10.9688† 4.3295†
0.8500977 5.90649 5.11906 15.0673 10.8230 10.9699 4.4611
0.8750000 6.63409 5.38660 16.0513 12.2215 11.9316 4.6410
0.8750000† 6.54644† 5.50991† 16.0901† 12.2388† 11.9308† 4.6779†
TABLE VII. Set TH1 (η = 0.3). The number of particles is N = 2048.
σmin/σmax c2 c3 βµ
ex(σmax) βµ
ex(σmin) Z βa
ex
0.1 1.20124 0.57098 9.4646 0.5710 3.2475 1.4737
0.3 1.54256 0.83242 8.7158 1.2713 3.5611 1.6540
0.4 1.71478 0.92390 8.1931 1.7472 3.6890 1.7338
0.5 1.86766 0.98753 7.6153 2.2788 3.7933 1.7975
0.6 1.92881 1.07924 7.0208 2.8229 3.8709 1.8368
0.7 1.96624 1.15255 6.4359 3.3709 3.9253 1.8663
0.8 1.97014 1.21168 5.8674 3.8975 3.9598 1.8770
0.9 2.06757 1.17078 5.3638 4.4234 3.9780 1.9055
1.0 2.01855 1.21857 4.8795 4.8795 3.9833 1.8962
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TABLE VIII. Set TH2 (σmin/σmax = 0). The number of particles is N = 2048 and N = 4000 (values with a dagger).
η c2 c3 βµ
ex(σmax) Z βa
ex
0.050 0.08419 0.02933 0.8325 1.1685 0.1590
0.100 0.18967 0.06964 1.8640 1.3818 0.3381
0.150 0.32996 0.12260 3.1662 1.6544 0.5463
0.200 0.48228 0.20650 4.7998 2.0067 0.7726
0.250 0.68968 0.31849 6.9209 2.4681 1.0430
0.300 0.98093 0.46445 9.7006 3.0808 1.3700
0.325 1.11544 0.58353 11.4373 3.4625 1.5481
0.350 1.35507 0.67250 13.3712 3.9080 1.7517
0.375 1.61024 0.78977 15.6130 4.4318 1.9651
0.400 1.83094 0.98660 18.3747 5.0486 2.2103
0.425 2.10309 1.21357 21.6077 5.7815 2.4818
0.450 2.44410 1.46965 25.3767 6.6576 2.7752
0.475 2.81882 1.80811 29.9706 7.7137 3.1153
0.475† 2.82256† 1.79834† 29.9235† 7.7116† 3.1028†
0.500 3.23142 2.27006 35.7391 8.9965 3.5458
0.500† 3.12356† 2.37451† 36.1625† 8.9957† 3.6117†
