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SPACINGS – AN EXAMPLE FOR UNIVERSALITY IN RANDOM
MATRIX THEORY
THOMAS KRIECHERBAUER AND KRISTINA SCHUBERT
Abstract. Universality of local eigenvalue statistics is one of the most striking phenomena
of Random Matrix Theory, that also accounts for a lot of the attention that the field has
attracted over the past 15 years. In this paper we focus on the empirical spacing distribu-
tion and its Kolmogorov distance from the universal limit. We describe new results, some
analytical, some numerical, that are contained in [27]. A large part of the paper is devoted
to explain basic definitions and facts of Random Matrix Theory, culminating in a sketch of
the proof of a weak version of convergence for the empirical spacing distribution σN (see
(23)).
1. Introduction
The roots of the theory of random matrices reach back more than a century. They can be
found, for example, in the study of the Haar measure on classical groups [15] and in statistics
[36]. The field experienced a first boost in the 1950’s due to a remarkable idea of E. Wigner.
He suggested to model the statistics of highly excited energy levels of heavy nuclei by the
spectrum of random matrices. Arguably the most striking aspect of his investigations was
how well the random eigenvalues described the distribution of spacings between neighbour-
ing energy levels. Even more surprising were the subsequent discoveries that the eigenvalue
spacing distributions are also relevant in a number of different areas of physics (e.g. as a
signature for quantum chaos) and somewhat exotically also in number theory for the descrip-
tion of zeros of zeta functions (see [1, Ch. 2 and Part III] for recent reviews). Due to these
developments Random Matrix Theory became an active area of research that was prospering
for many years mainly in the realm of physics. It was only about 15 years ago that random
matrices started to attract broader interest also within mathematics stretching over a variety
of different areas. The reason for this second boost was the discovery [3] that after appro-
priate rescaling the length of the longest increasing subsequence of a random permutation
on N letters displays for large N the same fluctuations as the largest eigenvalue of a N ×N
random matrix (from a particular set of ensembles). Again it turned out that the distribution
of the largest eigenvalue (in the limit N →∞) defines a fundamental distribution that comes
up in a number of seemingly unrelated models of combinatorics and statistical mechanics
(e.g. growth models, interacting particle systems; see [11] and [19] for recent reviews).
In summary, we have seen that the statistics of eigenvalues of random matrices display a
certain degree of universality by describing the fluctuations in a varied list of stochastic, com-
binatorial and even deterministic (zeros of zeta functions) settings. In this paper, however,
we will be concerned with a second aspect of universality that is known as the universality
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conjecture in random matrix theory. It states that in the limit of large matrix dimensions
local eigenvalue statistics (see the beginning of section 3 for an explanation of the meaning of
this term) only depend on the symmetry class (cf. sect. 2) of the matrix ensemble but not on
other details of the probability measure. We will discuss this conjecture in the context of the
nearest neighbour spacing distribution that has received much less attention in the literature
than other statistical quantities such as k-point correlations or gap probabilities. We focus
on the question of convergence of the empirical spacing distribution of eigenvalues.
Besides the standard monograph [25], a number of books have appeared recently [5], [6],
[12], [2], [31], which present nice introductions into various aspects of Random Matrix Theory.
An impressive collection of topics from Random Matrix Theory and its applications can be
found in [1]. However, in all these books the information on the convergence of the empirical
spacing distribution is somewhat sparse, except for [5] and [18] in the case of unitary ensembles
(β = 2). It is one of the goals of this paper to give a concise and largely self-contained update
of [5], [18] w.r.t. spacing distributions including also orthogonal (β = 1) and symplectic
(β = 4) ensembles.
The paper is organised as follows. First, we introduce in section 2 three important types
of matrix ensembles that generalize the classical Gaussian ensembles. In order to define our
prime object of study, the empirical spacing distribution (section 3.2), we first discuss the
spectral limiting density for all three types of ensembles in section 3.1. From section 4 to
6 we only treat invariant ensembles. We first state how k-point correlations are related to
orthogonal polynomials and recall what is known about their convergence (section 4). These
results are used in section 5 to sketch the proof of a first convergence result (23) for the
empirical spacing distribution. Our main new result Theorem 6.2, that is proved in [27], is
stated in section 6 together with related results for circular ensembles from the literature.
We close by mentioning numerical results of [27]. They indicate that a version of the Central
Limit Theorem, similar to the one proved in [29] for COE and CUE, should also hold for the
ensembles discussed in this paper.
2. Random matrix ensembles
Starting with the classical Gaussian ensembles we introduce in the present section three
different types of generalisations, Wigner ensembles, Invariant ensembles, and β-ensembles.
Together they constitute a large part of the ensembles studied in Random Matrix Theory.
Some references are provided where the reader can learn about the main techniques to analyse
these ensembles. The concept of symmetry classes is briefly discussed.
We begin by defining one of the most prominent matrix ensembles, the Gaussian Unitary
Ensemble (GUE). GUE is a collection of probability measures on Hermitian N ×N matrices
X, N ∈ N, where the diagonal entries xjj and the real and imaginary parts of the upper
triangular entries xjk = ujk + ivjk, j < k are all independent and normally distributed with
xjj ∼ N (0, 1/
√
N), ujk, vjk ∼ N (0, 1/
√
2N). GUE has the following useful properties.
1. The entries are independent as far as the Hermitian symmetry permits.
2. The probability measure is invariant under conjugation by matrices of the unitary
group, i.e. under change of orthonormal bases. In fact, this explains why the ensemble
is called “unitary” (and the reference to Gauss is due to the normal distribution).
Moreover, one can compute the joint distribution of the eigenvalues explicitly. The
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vector of eigenvalues (λ1, . . . , λN ) is distributed on RN with Lebesgue-density
Z−1N,β
∏
j<k
|λk − λj |β
∏
i
e−βNλ
2
i /4 dλi, β = 2, (1)
where ZN,β denotes some norming constant.
Each of these properties comes with a set of techniques to analyse statistics of eigenvalues.
In turn, these techniques can be applied to a large number of matrix ensembles that share
this particular property. More precisely:
1. Wigner ensembles have independent entries as far as the symmetry of the matrix
permits. The distributions of the entries do not need to be normal or identical,
but must satisfy some conditions on the moments. Except for the Gaussian case,
Wigner ensembles are not unitarily invariant and the joint distribution of eigenvalues
is generally not known. Many results for such ensembles (e.g. Wigner semi circle law,
distribution of the largest eigenvalue) can be obtained via the method of moments,
i.e. by analysing the moments of the empirical measure of the eigenvalues (see e.g. [14],
cf. sect. 3). More recently, very powerful new techniques have been introduced by
Erdo¨s et al and independently by Tao and Vu (see e.g. [10, 30] and references therein).
2. Invariant ensembles keep the property of invariance under conjugation by unitary
matrices. The ensembles considered in this class all have in common that the joint
distribution of eigenvalues is given by a measure of the form
Z−1N,β
∏
j<k
|λk − λj |β
∏
i
dµN (λi), β = 2 (2)
where µN denotes some (positive) finite measure on R with sufficient decay at in-
finity to guarantee finiteness of the measure on RN . As we explain in section 4 it
is exactly the structure of (2), i.e. a product measure with dependencies introduced
by the square of the Vandermonde determinant, for which the method of orthogonal
polynomials can be applied. Note that such measures, with µN supported on discrete
sets, were also central for proving the appearance of local eigenvalue statistics in some
of the models from statistical mechanics described in the Introduction (see e.g. [19]
for an elementary exposition in the case of interacting particle systems).
Using these two types of generalisations of GUE we may already generate a great number
of matrix ensembles. These consist of Hermitian matrices only and we say that they belong to
the same symmetry class. By the universality conjecture we expect that in the limit N →∞
all these ensembles display the same local spectral statistics.
If one replaces in the definition of GUE above the Hermitian matrices by real symmetric
resp. by quaternion self-dual matrices, keeping the independence of the entries as well as their
normal distributions (with appropriately chosen variances), one obtains the Gaussian Orthog-
onal Ensemble (GOE) resp. the Gaussian Symplectic Ensemble (GSE). These ensembles can
be generalised as above, yielding again Wigner ensembles or invariant ensembles and the
only difference compared to the discussion above is that in (1), (2) we have to choose β = 1
resp. β = 4. In this way we have introduced two more symmetry classes which then together
constitute all classes from Dyson’s threefold way. As it was discovered some 30 years after
Dyson’s classification result from 1962, it is useful and natural to enlarge this list to a grand
total of 10 symmetry classes, thus providing a significant increase in applications of Random
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Matrix Theory in physics, statistics and mathematics alike (see [37] for a recent survey). It
should be noted that from the perspective of invariant matrix ensembles the resulting joint
distributions of the eigenvalues are of the form (2) with β ∈ {1, 2, 4} for all ten symmetry
classes. As we will argue in section 6 there exists a large class of invariant ensembles from
all 10 symmetry classes for which the localised and appropriately rescaled empirical spacing
distributions (see section 3) converge to universal limits that only depend on the value of
β. The method of orthogonal polynomials mentioned above can also be applied for β = 1, 4.
However, it is more technical and its range of applicability is less general than in the case
β = 2, see e.g. [6].
There is a third property of Gaussian ensembles that leads to a different type of generalisa-
tion. The basic observation is the following. If one applies the Householder transformation to
GOE in a suitable way, one obtains probability measures on N ×N Jacobi matrices (i.e. real
symmetric, tridiagonal matrices with positive off-diagonal entries). By construction they
induce the same joint distributions of eigenvalues as (1) with β = 1. For this ensemble,
the entries are again independent (as symmetry permits) with normal distributions on the
diagonal and some χ-distributions for the off-diagonal entries. General β-ensembles are now
generated by modifying the variances of the χ-distributions on the off-diagonals. For any
β > 0 this can be done in such a way that the joint distribution of eigenvalues is given by
(1) with the prescribed value of β. A key insight into the analysis of these ensembles is
that for large matrix dimensions eigenvalues of the Jacobi matrices may be approximated by
the spectrum of a specific stochastic Schro¨dinger operator, see e.g. [26]. Note that the local
eigenvalue statistics of β-ensembles are different for each value of β. Obviously, they reduce
to the classical Gaussian ensembles if and only if β ∈ {1, 2, 4}.
3. The empirical spacing distribution - localised and rescaled
In this section we define the empirical spacing distribution as one prime example for local
eigenvalue statistics. By the latter we mean, firstly, that the spectrum is localised by consid-
ering only some part of the spectrum and, secondly, that the spectrum is being rescaled such
that the average distance between neighbouring eigenvalues is constant and of order 1 in the
considered spectral region. In order to perform such operations we must first understand the
limiting spectral density of the ensemble.
3.1. The limiting spectral density. We denote the ordered eigenvalues of a matrix H
from one of the ensembles described in section 2 by λ
(N)
1 (H) ≤ λ(N)2 (H) ≤ . . . ≤ λ(N)N (H).
The corresponding N -tuple λ(N)(H) thus defines a point in the Weyl chamber that we denote
by WN := {x ∈ RN : x1 ≤ . . . ≤ xN}. Moreover, we abbreviate λ(N)j (H) by λj from now on
to keep the notation manageable.
We associate to each λ ∈ WN its counting measure δλ := 1N
∑N
j=1 δλj which defines a
probability measure on R. By the limiting spectral density we mean a function ψ : R→ [0,∞)
satisfying for all s ∈ R that
EN,β
(∫ s
−∞
dδλ
)
→
∫ s
−∞
ψ(t) dt as N →∞ .
It is known for ample classes of both Wigner ensembles and invariant ensembles as well as for
β-ensembles that the spectral density exists. For Wigner ensembles one can show mainly by
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combinatorial methods that on average the moments of δλ converge to the moments of the
semi-circle distribution (Wigner semi-circle law). The first steps of the proof are provided by
the simple observation that for k ∈ N one has
EN,β
(∫
R
tk dδλ(t)
)
=
1
N
EN,β(tr (Hk))
together with an expansion of the right hand side as a sum of expectations of products of
entries of H that can be simplified by using the independence of the entries (method of
moments, see e.g. [14]).
Next we turn to β-ensembles. Here the limiting spectral density is again given by the
Wigner semi-circle law. The proof, however, follows a different path. Recall that the joint
distribution of eigenvalues is given by (1). Its density can therefore be rewritten in the form
Z−1N,β exp
[−βN2I(δλ)] with I(ν) := −1
2
∫
x 6=y
log |x− y|dν(x)dν(y) +
∫
x2
4
dν(x) . (3)
We may think of I as a functional defined on all probability measures on R. It is a well
known fact in logarithmic potential theory that I has a unique minimizer that is given by
the semi-circle law. Since we have the factor N2 in the exponent in (3) it is intuitively clear
that for large N only those vectors λ will be relevant for which the corresponding counting
measure δλ is close to the minimizer of I. This idea can be used to prove the Wigner semi-
circle law for β-ensembles. Moreover, this idea can also be applied to prove the existence of
the limiting spectral density for a large class of invariant ensembles (see e.g. [17]). Indeed,
let us assume that in (2) the measure dµN has a Lebesgue-density of the form
dµN (x) = e
−NV (x)dx satisfying lim
|x|→∞
V (x)
log |x| =∞ , (4)
in order to guarantee that the measure (2) is finite. Under mild regularity assumptions on V
one can proof that the functional
IV (ν) := −1
2
∫
x 6=y
log |x− y|dν(x)dν(y) +
∫
V (x)dν(x) , (5)
defined on the probability measures on R has an unique minimizer νV with a Lebesgue-
density ψ = ψV . As argued above, one can show that ψ is the limiting spectral density of the
ensemble (see e.g. [5, chap. 6] for an elementary exposition). In the literature on invariant
ensembles one also finds a slightly more general setting where in the formula (4) for the
density of dµN the function V is replaced by N -dependent functions VN that converge to
some function V satisfying the growth condition (4).
Note, that for invariant ensembles the limiting spectral density depends on V and is there-
fore not an universal quantity. This is not a contradiction to the universality conjecture
of Dyson since the limiting spectral density is a global quantity whereas the universality
conjecture only refers to local eigenvalue statistics.
3.2. The empirical spacing distribution. We use the limiting spectral density in order
to rescale the eigenvalues. Let a denote a point in the interior of the support of ψ where the
limiting density is positive, i.e. ψ(a) > 0. We assume further that a is a point of continuity for
ψ. For eigenvalues λi that are close to a the expected distance of neighbouring eigenvalues
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is given to leading order by (Nψ(a))−1. Therefore we introduce the rescaled and centred
eigenvalues
λ˜i := (λi − a)Nψ(a). (6)
Considering only eigenvalues λi that lie in an (N -dependent) interval IN that is centred at
a and has vanishing length |IN | → 0 for N → ∞, we expect that their rescaled versions λ˜i
have a spacing that is close to 1 on average. We introduce
AN := Nψ(a)(IN − a) = {Nψ(a)(t− a) | t ∈ IN}
and observe that λi ∈ IN if and only if λ˜i ∈ AN . Therefore and by the expected unit spacing
of the rescaled eigenvalues we conclude that the length of AN gives the average of the number
of eigenvalues λi that lie in IN to leading order. For our considerations we assume that this
number and hence N |IN | = |AN |/ψ(a) tends to infinity for N → ∞. We summarize our
assumptions on the length of IN .
|IN | → 0 , N |IN | → ∞ for N →∞. (7)
Finally, we define our main object of interest, the empirical spacing distribution. As above
we denote the eigenvalues of a random matrix H by λ1 ≤ . . . ≤ λN and their rescaled versions
(6) by λ˜1 ≤ . . . ≤ λ˜N . Furthermore, let IN be an interval centred at a and satisfying (7).
Then the empirical spacing distribution for H, localised in IN , is given by
σN (H) :=
1
|AN |
∑
λi+1,λi∈IN
δ
λ˜i+1−λ˜i . (8)
Recall from the discussion above that the expected number of spacings considered in σN (H)
is given by |AN | − 1. This explains the pre-factor 1/|AN | in the definition of σN (H), which
is asymptotically the same as 1/(|AN | − 1).
4. Universality of the k-point correlation functions for invariant ensembles
In this section we state results on the convergence of k-point correlation functions for
invariant ensembles, as well as their connection to orthogonal polynomials.
We recall that we consider invariant ensembles where the joint distribution of the eigen-
values has a density of the form (see (2) and (4))
P
(β)
N (λ1, . . . , λN ) :=
1
ZN,β
∏
i<j
|λj − λi|β
N∏
k=1
w
(β)
N (λk), λ ∈ RN (9)
with w
(β)
N (x) = e
−NV (x). In the proof of the main theorem (Theorem 6.2) we will use
asymptotic results for the marginal densities of P
(β)
N with respect to k variables. The latter
are called the k-point correlation functions, for which we will now give a precise definition.
Definition 4.1.
(i) For k ∈ N, k ≤ N , β ∈ {1, 2, 4} and (λ1, . . . , λk) ∈ Rk we set
R
(β)
N,k(λ1, . . . , λk) :=
N !
(N − k)!
∫
RN−k
P
(β)
N (λ1, . . . , λN ) dλk+1 . . . dλN .
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(ii) For k ∈ N, k ≤ N and β ∈ {1, 2, 4} the rescaled k-point correlation functions are
given by
B
(β)
N,k(λ˜1, . . . , λ˜k) := (Nψ(a))
−k R(β)N,k
(
a+
λ˜1
Nψ(a)
, . . . , a+
λ˜k
Nψ(a)
)
= (Nψ(a))−k R(β)N,k (λ1, . . . , λk) .
We observe that R
(k)
N,k(t1, . . . , tk) and B
(β)
N,k(t1, . . . , tk) are invariant under permutations of
the indices {1, . . . , k}.
We now sketch how the k-point correlation functions can be analysed using the method of
orthogonal polynomials. We start with the simplest case β = 2. Define KN,2 : R2 → R with
KN,2(x, y) :=
N−1∑
j=0
ϕ
(N)
j (x)ϕ
(N)
j (y), (10)
ϕ
(N)
j (x) := p
(N)
j (x)
√
w
(2)
N (x),
and p
(N)
j (x) = γ
(N)
j x
j + . . . with γ
(N)
j > 0 denotes the j-th normalised orthogonal polynomial
with respect to the measure w
(2)
N (x)dx on R, i.e.∫
R
p
(N)
j (x)p
(N)
k (x)w
(2)
N (x)dx = δjk.
The convergence of the appropriately rescaled kernel KN,2
lim
N→∞
1
Nψ(a)
KN,2
(
a+
x
Nψ(a)
, a+
y
Nψ(a)
)
=
sin(pi(x− y))
pi(x− y) =: K2(x, y) (11)
has by now been proved in quite some generality (see e.g. [23] and references therein). Usually
uniform convergence of (11) is only shown for x, y in bounded sets. For our purposes it is
convenient to extend this result for x, y in the growing set AN .
Theorem 4.2 (c.f. [9], [27]). Let V : R→ R be real analytic such that (4) holds and let V be
regular in the sense of [9, (1.12),(1.13)]. Moreover, we assume a ∈ R with ψ(a) > 0 (ψ being
defined as the density of the minimizer of IV , see (5)). Let (cN )N∈N be a sequence satisfying
cN →∞, cNN → 0 as N →∞. Then we have for N →∞
sup
x,y∈[−cN ,cN ]
∣∣∣∣ 1Nψ(a)KN,2
(
a+
x
Nψ(a)
, a+
y
Nψ(a)
)
−K2(x, y)
∣∣∣∣ = O (cNN ) (12)
sup
x,y∈[−cN ,cN ]
∣∣∣∣ ∂∂x
(
1
Nψ(a)
KN,2
(
a+
x
Nψ(a)
, a+
y
Nψ(a)
)
−K2(x, y)
)∣∣∣∣ = O (cNN ) . (13)
Remark 4.3.
(i) The estimate in (13) will be needed to treat the cases β = 1 and β = 4.
(ii) The proof of Theorem 4.2 is essentially contained in [9] although not stated explicitly
(a formula somewhat close is presented in [9, (6.18)]). In particular, there is no
information on the derivatives in (13). Nevertheless the underlying Riemann-Hilbert
analysis also provides (12) and (13), where we use an efficient path, which we have
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taken from [34]. A sketch of the required refinements and the extension to unbounded
sets can be found in [27].
(iii) To unify the notation with the cases β = 1 and β = 4 treated below we set
K̂N,2(x, y) :=
1
Nψ(a)
KN,2(x, y) (14)
and hence (12) reads
K̂N,2
(
a+
x
Nψ(a)
, a+
y
Nψ(a)
)
= K2(x, y) +O (κN ) (15)
with κN =
cN
N → 0 as N →∞. The error term is uniform for x, y ∈ [−cN , cN ].
Theorem 4.2 can be used to derive some results about the rescaled correlation function,
where one uses a well known determinantal formula expressing B
(2)
N,k in terms of KN,2 (see
e.g. [5] and Lemma 4.4 below). Observe that in the considered setting the term O ( cNN ) in
the asymptotic behaviour of KN,2 (see Theorem 4.2) is replaced by O(|IN |) in statement (iii)
of Lemma 4.4.
Lemma 4.4. Let the assumptions of Theorem 4.2 be satisfied. Furthermore, let a, ψ, IN , AN
be defined as in section 3. Then the following holds
(i) For t1, . . . , tk ∈ R we have
B
(2)
N,k(t1, . . . , tk) = (Nψ(a))
−k det
(
KN,2
(
a+
ti
Nψ(a)
, a+
tj
Nψ(a)
))
1≤i,j≤k
,
where KN,2 is given in (10).
(ii) For N sufficiently large we have for all k ≤ N
|B(2)N,k(t1, . . . , tk)| ≤ 2k for t1, . . . , tk ∈ AN .
(iii) For t1, . . . , tk ∈ AN we have
B
(2)
N,k(t1, . . . , tk) = W
(2)
k (t1, . . . , tk) + k! · k · 2kO(|IN |), (16)
with
W
(2)
k (t1, . . . , tk) := det
(
sin(pi(ti − tj))
pi(ti − tj)
)
1≤i,j≤k
(17)
and the constant implicit in the error term in (16) is uniform in k, t1, . . . , tk and
in N .
It should be noted that with Lemma 4.4 we have derived all information on the convergence
of the k-point correlation functions that is needed to prove the main result Theorem 6.2 for
β = 2.
We now turn to the cases β = 1, 4. For technical reasons we restrict the discussion of the
case β = 1 to even values of N . Our presentation follows closely the monograph [6]. Similar
to statement (i) of Lemma 4.4 the k-point correlation function for β = 1 and β = 4 can
be represented in terms of functions SN,β, which are related to KN,2. It is convenient to
express the correlation functions in terms of the Pfaffian. We remind the reader that for real
skew-symmetric 2m × 2m matrices the determinant is a perfect square. Consequently, the
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Pfaffian which is defined to be the square-root of the determinant for such matrices can be
expressed as a polynomial in the entries. Indeed,
Pf(A) =
1
2mm!
∑
σ∈S2m
(sgnσ)aσ1σ2aσ3σ4 . . . aσ2m−1σ2m ,
where S2m denotes the permutation group on {1, . . . , 2m}. See also [6] for an elementary
exposition on the use of Pfaffians in Random Matrix Theory. According to [6, (4.128),(4.135)]
the correlation functions can be expressed via
R
(β)
N,k(λ1, . . . , λk) = Pf(K J), with K := (KN,β(λi, λj))i,j=1,...,k (18)
and
J := diag(σ, . . . , σ) ∈ R2N×2N , σ :=
(
0 1
−1 0
)
.
In (18) the terms KN,β(x, y), β = 1, 4 denote 2× 2 matrices with
KN,4(x, y) :=
 SN,4(x, y) ∂∂ySN,4(x, y)
− ∫ yx SN,4(t, y) dt SN,4(y, x)

and
KN,1(x, y) :=
 SN,1(x, y) ∂∂ySN,1(x, y)
− ∫ yx SN,1(t, y) dt− 12 sgn(x− y) SN,1(y, x)
 .
The convergence of the (rescaled) matrix kernels KN,β is e.g. considered in [6], but as in the
case β = 2 the known results only apply to the convergence on compact sets and need to be
refined to uniform convergence on AN (recall |AN | → ∞ as N → ∞). Before we can state
Theorem 4.5 we introduce some more notation (in analogy to (14) for β = 2). For β = 1, 4
let K̂N,β(x, y) ∈ R2×2 denote a rescaled version of KN,β(x, y) given by
K̂N,β(x, y) :=
1
Nψ(a)
(
1√
Nψ(a)
0√
Nψ(a)
)
KN,β(x, y)
(√
Nψ(a) 0
0 1√
Nψ(a)
)
. (19)
We denote the components of the rescaled matrices K̂N,β(x, y) by(
ŜN,β(x, y) D̂N,β(x, y)
ÎN,β(x, y) ŜN,β(y, x)
)
:= K̂N,β(x, y).
Theorem 4.5 ([28], [6], [27]). Let V be a polynomial of even degree with positive leading
coefficient and let V be regular in the sense of [9, (1.12),(1.13)]. Moreover, we assume a ∈ R
with ψ(a) > 0 (ψ is defined as in Theorem 4.2) and let K2 be given in (11). Let (cN )N∈N be
a sequence satisfying cN →∞, cN√N → 0 as N →∞. Then we have
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(i) For β = 1 and N even
sup
x,y∈[−cN ,cN ]
∣∣∣∣ŜN,1(a+ xNψ(a) , a+ yNψ(a)
)
−K2(x, y)
∣∣∣∣ = O( 1√N
)
sup
x,y∈[−cN ,cN ]
∣∣∣∣D̂N,1(a+ xNψ(a) , a+ yNψ(a)
)
− ∂
∂x
K2(x, y)
∣∣∣∣ = O( 1√N
)
sup
x,y∈[−cN ,cN ]
∣∣∣∣ÎN,1(a+ xNψ(a) , a+ yNψ(a)
)
−
∫ x−y
0
K2(t, 0)dt− 1
2
sgn(x− y)
∣∣∣∣ = O( cN√N
)
(ii) For β = 4 and N even
sup
x,y∈[−cN ,cN ]
∣∣∣∣ŜN/2,4(a+ xNψ(a) , a+ yNψ(a)
)
−K2(2(x− y))
∣∣∣∣ = O( 1√N
)
sup
x,y∈[−cN ,cN ]
∣∣∣∣D̂N/2,4(a+ xNψ(a) , a+ yNψ(a)
)
− ∂
∂x
K2(2(x− y))
∣∣∣∣ = O( 1√N
)
sup
x,y∈[−cN ,cN ]
∣∣∣∣ÎN/2,4(a+ xNψ(a) , a+ yNψ(a)
)
−
∫ x−y
0
K2(2t)dt
∣∣∣∣ = O( cN√N
)
Remark 4.6. The proof of Theorem 4.5 can be derived from [28], [6] and Theorem 4.2 as
follows (details will be given in a later publication): We use the notation x̂ = a+ xNψ(a) , ŷ =
a+ yNψ(a) and set
∆N,β(x̂, ŷ) :=
1
Nψ(a)
(SN,β(x̂, ŷ)−KN,2(x̂, ŷ)) = ŜN,β(x̂, ŷ)− 1
Nψ(a)
KN,2(x̂, ŷ).
As V is a polynomial, we can apply Widom’s formalism [35] to derive a representation of
∆N,β in terms of orthogonal polynomials. Together with the estimates contained in [28] and
[6, section 6.3.1] (generalised to the case of varying weights) we obtain
sup
x,y∈[−cN ,cN ]
|∆N,β(xˆ, yˆ)| = O
(
N−
1
2
)
sup
x,y∈[−cN ,cN ]
∣∣∣∣ 1Nψ(a) ∂∂yˆ∆N,β(xˆ, yˆ)
∣∣∣∣ = O (N− 12) .
The claim of Theorem 4.5 then follows from Theorem 4.2 and from the assumption cN√
N
→ 0
for N →∞, which implies cNN = O
(
1√
N
)
.
Finally, we introduce some more notation (recall that K2 was introduced in (11)):
S1(x, y) := K2(x, y), D1(x, y) :=
∂
∂x
K2(x, y),
I1(x, y) :=
∫ x−y
0
K2(t, 0)dt− 1
2
sgn(x− y)
S4(x, y) := K2(2x, 2y), D4(x, y) :=
∂
∂x
K2(2x, 2y), I4(x, y) :=
∫ x−y
0
K2(2t, 0)dt
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and
Kβ(x, y) :=
(
Sβ(x, y) Dβ(x, y)
Iβ(x, y) Sβ(y, x)
)
.
Remark 4.7.
(i) With this notation the result of Theorem 4.5 reads: There exists a sequence κN such
that κN → 0 for N →∞ and
K̂N,β
(
a+
x
Nψ(a)
, a+
y
Nψ(a)
)
= Kβ(x, y) +O(κN ) (20)
uniformly for x, y ∈ AN .
(ii) Theorems 4.2 and 4.5 have been stated for invariant matrix ensembles satisfying (2)
and (4) and do not cover all 10 symmetry classes (c.f. section 2). However, the
statements of Theorem 4.2 and Theorem 4.5 hold mutatis mutandis for all invariant
ensembles for which universality has been proved using a Riemann Hilbert analysis
in the analytic setting (see e.g. [21], [7], [34] for varying and non-varying Laguerre-
type ensembles, [20] for Jacobi-type ensembles and [8] for non-varying Hermite-type
ensembles). In this way all symmetry classes are covered. The work of McLaughlin
and Miller [24] shows that one can expect that some finite regularity assumption on
V combined e.g. with the convexity of V should also suffice.
From (20) one can deduce the analogue of Lemma 4.4 for β = 1, 4 using e.g. the formulae
in [32]. In particular, one can derive the convergence of the rescaled correlation functions
B
(β)
N,k. For β = 1, 4 we set (analogue to (17) for β = 2, see also (18))
W
(β)
k (t1, . . . , tk) := Pf(K J) with K := (Kβ(ti, tj))1≤i,j≤k, t1, . . . , tk ∈ R. (21)
Lemma 4.8. Suppose that the assumptions of Theorem 4.5 hold. Then the following holds
for β ∈ {1, 4}.
(i) There exists C > 0 such that for all 1 ≤ k ≤ N, t1, . . . , tk ∈ AN we have
B
(β)
N,k(t1, . . . , tk) = W
(β)
k (t1, . . . , tk) + k! · CkO(κN ). (22)
The constant implicit in the O-term is uniform in k,N and in t1, . . . , tk and κN → 0
as N →∞ as in Remark 4.7 (i).
(ii) The function W
(β)
k is a symmetric function on R
k for all k ∈ N.
(iii) For k ∈ N, t1, . . . , tk and c ∈ R: W (β)k (t1 + c, . . . , tk + c) = W (β)k (t1, . . . , tk).
iv) There exists a constant C > 1 such that for all 1 ≤ k ≤ N we have∣∣∣B(β)N,k(t1, . . . , tk)∣∣∣ ≤ Ck k k2 for t1, . . . , tk ∈ AN∣∣∣W (β)k (t1, . . . , tk)∣∣∣ ≤ Ck k k2 for t1, . . . , tk ∈ R.
v) For all t ∈ R: W (β)1 (t) = 1.
Remark 4.9. We note that for the results presented in section 5.1 it is not necessary to keep
track of the k-dependence of the error in (22). However, this estimate is needed in the proof
of Theorem 6.2.
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5. The expected empirical spacing distribution and gap probabilities
The basic result that we want to explain in this section is the convergence of the expected
spacing distribution, i.e.
lim
N→∞
EN,β
(∫ s
0
dσN (H)
)
=
∫ s
0
dµβ (23)
for some probability measures µβ. The limiting spacing distributions µβ depend on β, but are
universal otherwise (see Remark 5.3 at the end of this section). In our exposition we restrict
ourselves to prove the convergence of EN,β
(∫ s
0 dσN (H)
)
for N → ∞. This is the content of
section 5.1. It is not entirely obvious to show that the limit actually defines a probability
measure. One way to prove this is to make a connection between EN,β
(∫ s
0 dσN (H)
)
and
the gap probabilities and to use that the latter can be expressed in terms of Painleve´ V
transcendents. We will discuss this connection in section 5.2.
5.1. Convergence of the expected empirical spacing distribution. In this section we
will show the existence of
lim
N→∞
EN,β
(∫ s
0
dσN (H)
)
and derive a representation for this limit. As
∫ s
0 dσN (H) is a function of the ordered eigen-
values of H the expectation is obtained by integration over the Weyl chamber with respect
to B
(β)
N,N (t)dt (see Definition 4.1).
The first step in the proof is the introduction of related counting measures γN (k,H) for
k ≥ 2. Recall that the eigenvalues of the random matrix H are denoted by λ1 ≤ . . . ≤ λN
and their rescaled versions by λ˜1 ≤ . . . ≤ λ˜N (see (6)). We define
γN (k,H) :=
1
|AN |
∑
i1<...<ik,
λi1 ,λik∈IN
δ
(λ˜ik−λ˜i1 )
, k ≥ 2. (24)
Observe that the normalizing factor 1|AN | corresponds to the fact that we expect |AN | =
Nψ(a)|IN | eigenvalues λi ∈ IN (see discussion below (8)). The measures γN (k,H) are related
to σN (see Lemma 5.1 below) and the main advantage of
∫ s
0 dγN (k,H) over
∫ s
0 dσN (H) is
that it is a symmetric function of the eigenvalues of H, if we replace λ˜ik − λ˜i1 in (24) by
max1≤j≤k λ˜ij − min1≤j≤k λ˜ij . This allows us to calculate the expectation of
∫ s
0 dγN (k,H)
by integration over RN (instead of WN ) with respect to 1N !B
(β)
N,N (t)dt (see (9)) . Thus we
can exploit the invariance of the k-point correlation functions under permutations of the
arguments together with their uniform convergence given in Lemma 4.4 resp. in Lemma 4.8.
By combinatorial arguments (see e.g. Corollary 2.4.11, Lemma 2.4.9 and Lemma 2.4.12 in
[18]) one can show the following connection between σN (H) and γN (k,H).
Lemma 5.1 (c.f. chap. 2 in [18] ). (i) For N ∈ N we have∫ s
0
dσN (H) =
N∑
k=2
(−1)k
∫ s
0
dγN (k,H). (25)
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(ii) For N ∈ N and m ≤ N we have∫ s
0
dσN (H) ≥
m∑
k=2
(−1)k
∫ s
0
dγN (k,H) for m odd∫ s
0
dσN (H) ≤
m∑
k=2
(−1)k
∫ s
0
dγN (k,H) for m even.
We can use Lemma 5.1 to prove the following theorem, which states the point wise con-
vergence of the empirical spacing distribution.
Theorem 5.2 (c.f. [5] for β = 2). Suppose that the assumptions of Theorem 4.2 (β = 2)
resp. of Theorem 4.5 (β = 1, 4) are satisfied. Then we have for β = 1, 2, 4, s ∈ R and W (β)k
as in (21) (β = 1, 4) resp. in (17) (β = 2)
lim
N→∞
EN,β
(∫ s
0
dσN (H)
)
=
∑
k≥2
(−1)k
∫
0≤z2≤...≤zk≤s
W
(β)
k (0, z2, . . . , zk)dz2 . . . dzk. (26)
In particular, we claim that the series on the right hand side of the equation converges.
Proof. The proof is in the spirit of [18, chap. 5]. Taking expectations in (25) leads to
EN,β
(∫ s
0
dσN (H)
)
=
N∑
k=2
(−1)kEN,β
(∫ s
0
dγN (k,H)
)
. (27)
We start with the calculation of the expectation on the right hand side of (27). Observe that
we can rewrite ∫ s
0
dγN (k,H) =
1
|AN |
∑
T⊂{1,...,N},|T |=k
χ(λ˜T )
with
λ˜T := (λ˜i1 , . . . , λ˜ik) for T = {i1, . . . , ik} with 1 ≤ i1 < . . . < ik ≤ N
and
χ(tt, . . . , tk) := χ(0,s)
(
max
i=1,...,k
ti − min
i=1,...,k
ti
) k∏
i=1
χAN (ti),
where χ(0,s) resp. χAN denote the characteristic functions on (0, s) resp. on AN .
Using the symmetry of the joint density of the eigenvalues with respect to permutations
of the variables (see (9) and Definition 4.1) we conclude
EN,β
(∫ s
0
dγN (k,H)
)
=
1
N !
∫
RN
 1
|AN |
∑
T⊂{1,...,N},|T |=k
χ(tT )
B(β)N,N (t)dt
=
1
|AN |
1
N !
(
N
k
)∫
RN
χ(t1, . . . , tk)B
(β)
N,N (t)dt
=
1
|AN |
∫
Wk∩AkN
χ(t1, . . . , tk)B
(β)
N,k(t1, . . . , tk)dt1 . . . dtk. (28)
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It is straightforward to prove the following bound
1
|AN |
∫
Wk∩AkN
χ(t1, . . . , tk)dt1 . . . dtk ≤ s
k−1
(k − 1)!
which, together with the uniform convergence of Lemma 4.4 (iii) and Lemma 4.8 (i), leads to
1
|AN |
∫
Wk∩AkN
χ(t1, . . . , tk)B
(β)
N,k(t1, . . . , tk)dt1 . . . dtk
=
1
|AN |
∫
Wk∩AkN
χ(t1, . . . , tk)W
(β)
k (t1, . . . , tk)dt1 . . . dtk +Os,k(κN ),
where the constant implicit in the O-notation may depend on s and k as indicated by the
subscripts. Using the translation invariance of W
(β)
k (see (17) for β = 2 and Lemma 4.8 (iii)
for β = 1, 4) together with the change of variables z1 = t1, zi = ti − t1, i = 2, . . . , k and the
definition of χ we have
1
|AN |
∫
Wk∩AkN
χ(t1, . . . , tk)W
(β)
k (t1, . . . , tk)dt1 . . . dtk
=
∫
0≤z2≤...≤zk≤s
W
(β)
k (0, z2, . . . , zk)dz2 . . . dzk
− 1|AN |
∫
AN
∫
0≤z2≤...≤zk≤s
W
(β)
k (0, z2, . . . , zk)
1− k∏
j=2
χAN (z1 + zj)
 dz2 . . . dzk
 dz1
=
∫
0≤z2≤...≤zk≤s
W
(β)
k (0, z2, . . . , zk)dz2 . . . dzk +Os,k
(
1
|AN |
)
.
Hence we obtain
lim
N→∞
EN,β
(∫ s
0
dγN (k,H)
)
=
∫
0≤z2≤...≤zk≤s
W
(β)
k (0, z2, . . . , zk)dz2 . . . dzk. (29)
For later reference we observe that by the upper bounds on W
(β)
k provided in Lemma 4.4
(β = 2) and in Lemma 4.8 (β = 1, 4) we have
lim
N→∞
EN,β
(∫ s
0
dγN (k,H)
)
≤ Cksk−1
(
1√
k − 1
)k−1
. (30)
It remains to show that in (27) the limit N → ∞ may be interchanged with the infinite
summation over k. Taking expectations in Lemma 5.1 (ii) together with the convergence in
(29) implies for m odd
m∑
k=2
(−1)k lim
N→∞
EN,β
(∫ s
0
dγN (k,H)
)
≤ lim inf
N→∞
EN,β
(∫ s
0
dσN (H)
)
(31)
lim sup
N→∞
EN,β
(∫ s
0
dσN (H)
)
≤
m+1∑
k=2
(−1)k lim
N→∞
EN,β
(∫ s
0
dγN (k,H)
)
. (32)
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Inequality (30) ensures the convergence of the series in (31) and (32) if we take m → ∞.
Sendingm→∞ in (31) and (32) implies that the limit EN,β
(∫ s
0
dσN (H)
)
exists forN →∞.
We obtain
lim
N→∞
EN,β
(∫ s
0
dσN (H)
)
=
∞∑
k=2
(−1)k lim
N→∞
EN,β
(∫ s
0
dγN (k,H)
)
which, together with (29), completes the proof. 
Remark 5.3. In the above theorem we have obtained a representation for the limit of the
expected spacing distribution in terms of W
(β)
k , which is hence universal in the sense that the
limit does neither depend on V nor on the details of the localisations, i.e. on the point a or
on the interval IN as long as the assumptions of Theorem 4.2 resp. Theorem 4.5 are satisfied.
However, formula (26) is somewhat complicated. In the next section we show how it is
related to the so-called gap probabilities that have an explicit representation in terms of
particular Painleve´ V functions.
5.2. Spacing distributions and gap probabilities. A gap probability is the probability
of having no eigenvalues in a given interval. Observe that for finite N and β = 2 we have
(see e.g. [5, p. 108])
PN,2({λ˜1, . . . , λ˜N} ∩ (0, s) = ∅) = 1
N !
∫
(R\(0,s))N
B
(2)
N,N (t1, . . . , tN ) dt1 . . . dtN
=
N∑
k=0
(−1)k
k!
∫ s
0
. . .
∫ s
0
det (KN,2(ti, tj))1≤i,j≤k dt1 . . . dtk
= det(1−KN,2|L2(0,s)).
Here KN,2|L2(0,s) denotes the integral operator on L2(0, s) with kernel KN,2 and the last
equality is just a standard expansion for the corresponding Fredholm determinant. Recall
that KN,2 → K2 for N → ∞ (Theorem 4.2). Furthermore, one can also show that the
corresponding Fredholm determinants converge (see [6] and also [33]). This motivates that
the large N -limit
G2(s) := det(1−K2|L2(0,s))
is called the gap probability (for β = 2). For β = 1 and 4 the gap probabilities Gβ are defined
as square roots of determinants of operators on L2(0, s)×L2(0, s) (see e.g. [6, corollary 6.12]).
By the standard expansion of the Fredholm determinant we have
G2(s) =
∞∑
k=0
(−1)k
k!
∫ s
0
. . .
∫ s
0
W
(2)
k (t1, . . . , tk)dt1 . . . dtk. (33)
Using more involved arguments the analogue of equation (33) (with W
(2)
k replaced by W
(β)
k
and G2 replaced by Gβ) can also be shown for β = 1 and β = 4 (see e.g. [27, sec. 7.1]).
The following theorem relates the derivatives of the gap probabilities to the limiting spacing
distributions for all β ∈ {1, 2, 4} (see e.g. [5, p. 126] for β = 2).
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Lemma 5.4. For β = 1, 2, 4 we have
−G′β(s) = 1− lim
N→∞
EN,β
(∫ s
0
dσN (H)
)
Proof. We introduce the function
G˜β(ε, s) :=
∞∑
k=0
(−1)k
k!
∫ s
ε
. . .
∫ s
ε
W
(β)
k (t1, . . . , tk)dt1 . . . dtk
=1− s+ ε+
∞∑
k=2
(−1)k
∫ s
ε
(∫
t1≤t2≤...≤tk≤s
W
(β)
k (t1, . . . , tk)dt2 . . . dtk
)
dt1. (34)
Here we have used W
(β)
1 (t) = 1 for all t ∈ R (c.f. Lemma 4.4 and Lemma 4.8). Then
the translation invariance of W
(β)
k implies G˜β(ε, s) = G˜β(0, s − ε) = Gβ(s − ε) and hence
∂
∂ε
∣∣
ε=0
G˜β(ε, s) = −G′β(s). Differentiating each term of the series in (34) (which is absolutely
convergent, see (30)) we obtain the desired result from Theorem 5.2. 
Remark 5.5. As mentioned above there is a remarkable identity that allows to express the
gap probabilities Gβ, β ∈ {1, 2, 4} in terms of Painleve´ V functions. More precisely, let σ be
the solution of
(sσ′′)2 + 4(sσ′ − σ)(sσ′ − σ + (σ′)2)
with boundary condition
σ(s) ∼ − s
pi
− s
2
pi2
− s
3
pi3
+O(s4) for s→ 0.
Then in the case β = 2 we have (see [16])
G2(s) = exp
(∫ pis
0
σ(t)
t
dt
)
.
For β = 1 and β = 4 see [2] and [13] for analogue formulae.
We recall that Lemma 5.4 together with the Painleve´ representations for Gβ are useful to
verify that µβ as defined through (23) is indeed a probability measure (see [27, chap. 6 and
7]).
6. Results
In this section we state our new result (Theorem 6.2) for the expected empirical spacing
distribution for invariant orthogonal and symplectic ensembles. We include a brief discussion
of related results that can be found in the literature.
Except for the point wise convergence for β = 2 presented in Theorem 5.2 (c.f. [9]) the
empirical spacing distribution has so far only been considered for circular ensembles. In the
case β = 2 the circular unitary ensemble (CUE) is given by the unitary group U(N) with
the normalised translation invariant Haar measure. The joint distribution of the complex
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eigenvalues eiθ1 , . . . , eiθN in the CUE and in the related orthogonal and symplectic ensembles
(β = 1, 4) is given by
dPN,β(θ) =
1
ZN,β
∏
j<k
∣∣∣eiθk − eiθj ∣∣∣β dθ1 . . . dθN , β = 1, 2, 4. (35)
As the expected spectral density is constant for these ensembles, the eigenvalues can be
normalised to have mean spacing one by the linear rescaling
θ˜i :=
Nθi
2pi
.
Observe that we do not need to localise the spectrum in these cases.
It is a result of Katz and Sarnak in [18, chap. 1 and chap. 2] that for circular ensembles
with β = 2 the expected empirical spacing distribution converges to the same measure µ2
that we have defined in (23). Moreover, they show a stronger version of convergence, i.e. the
vanishing of the expected Kolmogorov distance
lim
N→∞
EN,β
(
sup
s∈R
∣∣∣∣∫ s
0
dσN (H)−
∫ s
0
dµ2
∣∣∣∣) = 0. (36)
Here σN is defined as the (normalised) counting measure of the nearest neighbour spacings
between θ˜j ’s. The definition of σN is similar to (8) with the pre-factor altered to 1/(N − 1)
and without the restriction to IN in the sum.
In [29] the convergence in (36) is sharpened, proving almost sure convergence, and gener-
alised to COE (β = 1), but not to β = 4. Moreover, Soshnikov shows in [29] for both CUE
and COE a central limit theorem for spacings. For example, he proves that the appropriately
normalised random variables
ξN (s) =
∫ s
0 dσN (H)− EN,β
(∫ s
0 dσN (H)
)
√
N
converge to a Gaussian process ξ with E(ξ(s)) = 0 and for which E(ξ(s)ξ(t)) can be expressed
in terms of the k-point correlations of (35).
Another interesting result [2, sec. 4.2] concerns the theory of determinantal point processes.
In [2] it is shown that for such point processes with constant intensities generated by a
suitable class of kernels (including in particular the sine-kernel K2) the linear statistics of
the empirical spacing distribution converge almost surely to the linear statistics of µ2 as the
number of considered points tends to infinity. This result does not deal with the distribution
of the eigenvalues of random matrices for finite N . Nevertheless, it is conceivable that this
result might be useful for proving the convergence of the empirical spacing distribution.
We now turn to our recent results. We show in [27] that the analogue version of (36) is valid
for orthogonal and symplectic invariant ensembles satisfying (2) and (4). In fact, we reduce
the question of convergence of the expected Kolmogorov distance of the empirical spacing
distribution to the convergence of the corresponding kernel functions. All information that
is needed on the convergence KN,β → Kβ is summarised in the following
Assumption 6.1. We consider invariant ensembles with joint distribution of the eigenvalues
given by (2) and (4) for β ∈ {1, 2, 4}. We assume that the limiting spectral density exists
and we choose a, IN and the rescaling of the eigenvalues as in section 3.2. We assume that
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there exists a sequence κN such that κN → 0 for N →∞, such that for the rescaled (matrix)
kernels K̂N,β (see (14) and (19)) we have
K̂N,β
(
a+
x
Nψ(a)
, a+
y
Nψ(a)
)
= Kβ(x, y) +O(κN ) (37)
uniformly for x, y ∈ AN .
Our main theorem then reads
Theorem 6.2 ([27]). Under Assumption 6.1 we have
lim
N→∞
EN,β
(
sup
s∈R
∣∣∣∣∫ s
0
dσN (H)−
∫ s
0
dµβ
∣∣∣∣) = 0, (38)
where µβ is defined through (23).
In particular, our theorem covers all invariant ensembles for which the convergence of KN,β
to Kβ has been proved using a Riemann-Hilbert approach (see e.g. Theorem 4.2 and 4.5).
Observe that our formulation of Theorem 6.2 also includes all ensembles for which (37) will
be established in the future.
The proof follows the path devised by Katz and Sarnak in [18] for β = 2 and extends their
methods in two ways. On the one hand, we have to consider the additional localisation that
is needed in our setting. We can use the same methods as in [18] to express the expected
empirical distribution of the spacings in terms of the rescaled k-point correlation functions
B
(β)
N,k (see (27) and (28)). On the other hand, we generalise their methods to β = 1 and
β = 4. Here the relation between the matrix-kernel functionsKN,β and the expected empirical
spacing distribution is more involved. Moreover, for β = 4 subtle cancellations have to be
used to establish convergence.
The proof of the main theorem comes in three steps: The first step is the point wise
convergence as shown in Theorem 5.2. This convergence is well known although it seems
that the details have so far only been worked out in the case β = 2 (see e.g. [6], [2]). In order
to obtain the convergence of
EN,β
(∣∣∣∣∫ s
0
dσN (H)−
∫ s
0
dµβ
∣∣∣∣) (39)
for any given s ∈ R, we bound the variance of ∫ s0 dγN (k,H) in the second step. As stated
above, this is the most challenging part in generalising the method of Katz and Sarnak to
β = 1, 4. Here we found the representation of the k-point correlation functions in terms of
KN,β as provided in [32] useful. Finally, the desired result is obtained by controlling the
s-dependence of the bound on (39) together with tail estimates on µβ. Details of the proof
can be found in [27].
7. Numerical results
In addition to the analytical considerations that led to Theorem 6.2, the work [27] also
contains numerical experiments in MATLAB in order to determine the rate of convergence
in (38). We summarise some of the findings of [27] in the present section.
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We conduct our experiments for the three classical Gaussian ensembles GOE, GUE, GSE
and for general β-ensembles with β ∈ {7, 15.5, 20}. We also include real, complex and quater-
nionic Wigner matrices with i.i.d. entries that are drawn e.g. from beta, poisson, exponential,
uniform or chi-squared distributions. Observe (see section 3.1) that in all these cases the lim-
iting spectral density ψ is given by the Wigner semi-circle law. We may adapt the parameters
such that the support of ψ is the interval [−1, 1].
A little thought shows that the localisation and rescaling procedure to define dσN (see (8))
will not lead to an optimal and natural rate of convergence. Firstly, the rate will depend
on the number of eigenvalues, i.e. on the length of IN . Secondly, the linear rescaling (6) is
not optimal since the density ψ is approximated on all of IN by the constant ψ(a). A far
better rescaling in this respect (but less suitable for analytical considerations) is the so-called
unfolding, that we explain now. Let I ⊂ [−1, 1] = supp(ψ) be an interval. Denote by
F (t) :=
2
pi
∫ t
0
√
1− s2χ[−1,1]ds
the distribution function of the semi-circle law. The rescaling is then given by
λ˜i := NF (λi).
Observe that in an average sense
λ˜i+1 − λ˜i ≈ NF ′(λi)(λi+1 − λi) ≈ Nψ(λi) 1
Nψ(λi)
= 1.
The spacing distribution corresponding to the unfolded statistics is given by
σ
(unf)
N (H) :=
1
|{i : λi ∈ I}| − 1
∑
λi,λi+1∈I
δ
λ˜i+1−λ˜i .
We restrict our attention to intervals I = [−0.1; 0.1], I = [−0.5; 0.5], I = [−0.75; 0.75] and
some non-centred intervals such as I = [0.4; 0.6]
We provide numerical evidence for the claim that the leading asymptotic of the considered
expected Kolmogorov distance is CN−1/2, i.e.
EN := EN,β
(
sup
s∈R
∣∣∣∣∫ s−∞ dσ(unf)N (H)−
∫ s
−∞
dµβ
∣∣∣∣) ∼ CN−1/2 (40)
for some constant C that depends mildly on the chosen ensemble and on the choice of I.
In Figures 1 to 3 we have plotted y := − logEN against x := logN . We see in all three
cases that our numerical approximations to y, obtained by Monte Carlo simulations, cluster
impressively close to a straight line
y(x) ∼ ax+ b, i.e. EN ∼ e−bN−a.
In all our experiments [27] we found a ∈ [0.48; 0.53] and b ∈ [−1, 0.5], see also Table 1.
One important issue in the numerical experiments is the approximation of the liming mea-
sures µβ resp. their densities pβ. For β = 1, 2, 4 we use the MATLAB toolbox by Bornemann
(c.f. [4]) for a fast and precise evaluation of the related gap probabilities. Then we obtain
the limiting densities pβ by numerical differentiation. For β ∈ R+ \ {1, 2, 4} no such precise
numerical schemes for the evaluation of pβ are available. Instead, we use the generalised
Wigner surmise (see [22]), which is only an approximation to the limiting distribution. One
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Figure 1. Data set and best linear fit for β-ensemble with β = 4 and I = [−0.5, 0.5]
log(N)
−
lo
g
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N
)
Figure 2. Data set and best linear fit for β-ensemble with β = 20 and I = [0.4, 0.6].
log(N)
−
lo
g
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N
)
Figure 3. Data set and best linear fit for real Wigner matrices with unfolded
statistics and beta (2,5)-distributed entries and I = [−0.5, 0.5].
Table 1. Best fit straight lines for β-ensembles with unfolded statistics
ensemble interval I best linear fit
β = 1 I = [0.7; 0.9] y = 0.5077x− 0.9758
β = 2 I = [−0.1; 0.1] y = 0.4958x− 0.6325
β = 4 I = [−0.75; 0.75] y = 0.4965x+ 0.3356
β = 7 I = [−0.1; 0.1] y = 0.4991x− 0.6357
β = 15.5 I = [−0.5; 0.5] y = 0.4945x+ 0.1765
β = 20 I = [0.4; 0.6] y = 0.5042x− 0.7474
may wonder how one can test numerically a limiting law without knowing its precise form.
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Looking at (40) one notes that the numerics will not detect the replacement of
∫ s
−∞ dµβ by
an approximation
∫ s
−∞ dµˆβ as long as their deviation is small compared to EN . As it turns
out, the Wigner surmise approximates the true limiting law well enough to confirm (40) for
the range of N and β that we have tested. Moreover, since in all our experiments EN took
values below 0.02 we may safely infer that the difference between the distribution functions
of the Wigner surmise and the true distribution is less than 0.01 for all values of β that we
have investigated, i.e. β ∈ {7, 15.5, 20}.
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