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Abstract
To any spectral curve S, we associate a topological class Λˆ(S) in a moduli spaceMbg,n
of ”b–colored” stable Riemann surfaces of given topology (genus g, n boundaries),
whose integral coincides with the topological recursion invariants Wg,n(S) of the
spectral curve S. This formula can be viewed as a generalization of the ELSV
formula (whose spectral curve is the Lambert function and the associated class is the
Hodge class), or Marin˜o–Vafa formula (whose spectral curve is the mirror curve of the
framed vertex, and the associated class is the product of 3 Hodge classes), but for an
arbitrary spectral curve. In other words, to a B-model (i.e. a spectral curve) we
systematically associate a mirror A-model (integral in a moduli space of ”colored”
Riemann surfaces). We find that the mirror map, i.e. the relationship between the
A-model moduli and B-model moduli, is realized by the Laplace transform.
1 Introduction
In the past few years, many developments have unearthed a deep and fascinating rela-
tionship between integrable systems, algebraic geometry, combinatorics, enumerative
geometry and random matrices, and much is yet to be understood.
1 E-mail: bertrand.eynard@cea.fr
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In particular, an integrable system can be encoded by its ”spectral curve” (i.e. the
locus of eigenvalues of a Lax operator), which is a plane analytical curve embedded in
C× C, for example given by its equation, like y = sin (√x), or ex = y e−y.
In [12] (led by recent developments in random matrix theory), it was proposed to
define a sequence of ”invariants” W
(g)
n , g = 0, 1, 2, . . . , n = 0, 1, 2, . . . associated to
a spectral curve. For many specific examples of spectral curves, those invariants had
an enumerative geometry interpretation, as ”counting” surfaces in a moduli space of
Riemann surfaces.
For example:
- for the spectral curve y =
√
x, the W
(g)
n ’s are the generating functions of Witten–
Kontsevich intersection numbers on the moduli space Mg,n of Riemann surfaces of
genus g with n marked points [18]. Writing zi =
√
xi we have
W (g)n = (−2)2g−2+n
∑
d1+···+dn=3g−3+n
〈
n∏
i=1
τdi
〉
Mg,n
n∏
i=1
(2di + 1)!! dzi
z2di+2i
.
- for the spectral curve y = 1
2pi
sin (2pi
√
x), the W
(g)
n ’s are the Laplace transforms
of Weil-Petersson volumes of the moduli spaces Mg,n (see [24, 13]). Writing zi = √xi
we have
W (g)n =
n∏
i=1
∫ ∞
0
LidLi e
−ziLi Vol(Mg,n(L1, . . . , Ln))
= (−2)2g−2+n
∑
d0+d1+···+dn=3g−3+n
1
d0!
〈
(2pi2κ1)
d0
n∏
i=1
τdi
〉
Mg,n
n∏
i=1
(2di + 1)!! dzi
z2di+2i
= (−2)2g−2+n
∑
d1,...,dn
〈
e2pi
2κ1
n∏
i=1
τdi
〉
Mg,n
n∏
i=1
(2di + 1)!! dzi
z2di+2i
.
- for the spectral curve ex = y e−y, it was proposed by Bouchard and Marin˜o [5]
that the W
(g)
n ’s are the generating functions of simple Hurwitz numbers Hg,µ, which
was then proved in [3, 11]. And simple Hurwitz numbers can themselves be translated
into integrals of the Hodge class Λ(1) in the moduli space of curves, through ELSV
formula [8]:
W (g)n = (−1)n
∑
µ , `(µ)=n
Hg,µ
n∏
i=1
µi e
−µi xi dxi
= (−1)n
∑
µ1,...,µn
〈
Λ(1)
n∏
i=1
µi
1− µiψi
〉
Mg,n
n∏
i=1
µµii
µi!
e−µi xi dxi .
2
- More generally, it was initially proposed by Marin˜o [21] and refined by Bouchard–
Klemm–Marin˜o–Pasquetti (BKMP) [4], that if we choose the spectral curve to be the
mirror curve of a toric Calabi–Yau 3–fold X, then the W
(g)
n ’s should be generating
functions for the Gromov–Witten invariants of X, i.e. they enumerate maps from a
Riemann surface of genus g into X with n boundaries into a Lagrangian submanifold
of X. This BKMP conjecture was proved to low genus for many spaces X, and to all
genus only for the case X = C3 in [6, 30].
Then, if a spectral curve is not among the list of ”known examples” (the list above
is not exhaustive, there are also more known examples associated to matrix mod-
els [12], combinatorics of maps and combinatorics of 2D and 3D partitions, counting
Grothendieck’s dessins d’enfants [23], ...), the natural question is:
- do the W
(g)
n ’s of an arbitrary spectral curve have a meaning in terms
of enumerative geometry, counting the ”volume of some moduli space of
surfaces” ?
In [10] we proposed a partial answer for all spectral curves having only one branch-
point. The goal of the present article is to extend that to an arbitrary number of
branchpoints. We shall thus define a compact moduli space Mbg,n of ”colored” Rie-
mann surfaces of genus g with n marked points, and some (cohomology class of) dif-
ferential forms Λˆ(S) and Bˆ(z, 1/ψ) on it, so that W (g)n is indeed an integral on that
moduli–space.
We shall prove in theorem 4.1 that:
W (g)n (S; z1, . . . , zn) = 2dimM
b
g,n
∫
Mbg,n
Λˆ(S)
n∏
i=1
Bˆ(zi, 1/ψi)
(1.1)
where notations are explained below.
We shall see that the term Bˆ(zi, 1/ψi) or more precisely its Laplace transform∫
e−µix(zi)Bˆ(zi, 1/ψi) is the analogous of
µi
1+µiψi
in the ELSV formula, and that it indeed
reduces to it if we choose the spectral curve to be the Lambert function. In some sense
our formula generalizes the ELSV formula.
2 Definition and notations: spectral curves and
their invariants
The goal of this article is to show that invariants of an arbitrary spectral curve can be
written in terms of intersection numbers, so we first recall the definition of symplectic
invariants and their descendants.
3
Definition 2.1 (Spectral curve) a spectral curve S = (C, x, y, B), is the data of:
• a Riemann surface C (not necessarily compact neither connected),
• two analytical function x : C → C, y : C → C,
• a Bergman kernel B, i.e. a symmetric 2nd kind bilinear meromorphic differential,
having a double pole on the diagonal and no other pole, and normalized (in any local
coordinate z) as:
B(z1, z2) ∼
z2→z1
dz1 ⊗ dz2
(z1 − z2)2 + analytical. (2.1)
Moreover, the spectral curve S is called regular if the meromorphic form dx has a
finite number of zeroes on C, and they are simple zeroes, and dy doesn’t vanish at the
zeroes of dx. In other words, locally near a branchpoint a, y behaves like a square root
of x:
y(z) ∼
z→a
y(a) + y′(a)
√
x(z)− x(a) +O(x(z)− x(a)) , y′(a) 6= 0. (2.2)
From now on, all spectral curves considered shall always be chosen to be regular2.
In [12], it was proposed how to associate to a regular spectral curve, an infinite
sequence of symmetric meromorphic n-forms, and a sequence of complex numbers
Fg(S). The definition is given by a recursion, often called ”topological recursion”,
which we recall:
Definition 2.2 (Invariants W
(g)
n (S)) Let S = (C, x, y, B) be a regular spectral curve.
Let a1, . . . , ab be its branchpoints (zeroes of dx in C). We define
W
(0)
1 (S; z) = y(z) dx(z), (2.3)
W
(0)
2 (S; z1, z2) = B(z1, z2), (2.4)
and for 2g − 2 + (n+ 1) > 0:
W
(g)
n+1(S; z1, . . . , zn, zn+1) =
b∑
i=1
Res
z→ai
K(zn+1, z)
[
W
(g−1)
n+2 (z, z¯, z1, . . . , zn)
+
g∑
h=0
′∑
IunionmultiJ={z1,...,zn}
W
(h)
1+#I(z, I)W
(g−h)
1+#J (z, J)
]
(2.5)
where the prime in
∑
h
∑′
IunionmultiJ means that we exclude from the sum the terms (h =
0, I = ∅) and (h = g, J = ∅), and where z¯ means the other branch of the square-root in
2A generalized definition of symplectic invariants for non–regular spectral curves was also intro-
duced in [28], but for simplicity, we consider only regular spectral curves here.
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(2.2) near a branchpoint ai, i.e. if z is in the vicinity of ai, z¯ 6= z is the other point in
the vicinity of ai such that
x(z¯) = x(z), (2.6)
and thus y(z¯) ∼ y(a)− y′(a)√x(z)− x(a). The recursion kernel K(zn+1, z) is defined
as
K(zn+1, z) =
∫ z
z′=z¯ B(zn+1, z
′)
2(y(z)− y(z¯)) dx(z) (2.7)
K is a 1-form in zn+1 defined on C with a simple pole at zn+1 = z and at zn+1 = z¯,
and in z it is the inverse of a 1-form, defined only locally near branchpoints, and it has
a simple pole at z = ai.
We also define for g ≥ 2:
Fg(S) = W (g)0 (S) =
1
2− 2g
b∑
i=1
Res
z→ai
W
(g)
1 (S; z)
(∫ z
z′=ai
y(z′)dx(z′)
)
. (2.8)
With this definition, Fg(S) ∈ C is a complex number associated to S, sometimes
called the gth symplectic invariant of S, and W (g)n (S; z1, . . . , zn) is a symmetric multi-
linear differential ∈ T ∗(C) ⊗ · · · ⊗ T ∗(C), sometimes called the nth descendant of Fg.
Very often we denote Fg = W
(g)
0 . If 2−2g−n < 0, W (g)n is called stable, and otherwise
unstable, the only unstable cases are F0, F1,W
(0)
1 ,W
(0)
2 . For 2− 2g − n < 0, W (g)n has
poles only at branchpoints (when some zk tends to a branchpoint ai), without residues,
and the degrees of the poles are ≤ 6g + 2n− 4.
It is also possible to define F0 and F1, see [12], but we shall not use them here.
Those invariants Fg and W
(g)
n ’s have many fascinating properties, in particular
related to integrability, to modular functions, and to special geometry, and we refer
the reader to [12, 14].
3 Intersection numbers
Our goal now is to relate those W
(g)
n ’s to intersection numbers in moduli spaces of
curves, so let us first introduce basic concepts.
3.1 Definitions
Let Mg,n be the moduli space of complex curves of genus g with n marked points. It
is a complex orbifold (manifold quotiented by a group of symmetries), of dimension
dimMg,n = dg,n = 3g − 3 + n. (3.1)
5
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Figure 1: A stable curve inMg,n can be smooth or nodal. Here we have an example in
M3,4 of a stable curve of genus g = 3, with n = 4 marked points p1, . . . , p4, and made
of 3 components, glued by 3 nodal points. Each nodal point is a pair of marked points
(qi, qj). Each component is a smooth Riemann surface of some genus gi, and with ni
marked or nodal points. Stability means that for each component χi = 2−2gi−ni < 0.
Here, one component has genus 2 and 1 nodal point q4 so χ = −3, another component
is a sphere with 2 marked points p1, p2 and 3 nodal points q1, q2, q3 i.e. χ = −3, and
the last component is a sphere with 2 marked points p3, p4 and 2 nodal points q5, q6
so χ = −2. The total Euler characteristics is χ = −3 − 3 − 2 = −8 which indeed
corresponds to 2 − 2g − n for a Riemann surface of genus g = 3 with n = 4 marked
points.
Each element (Σ, p1, . . . , pn) ∈ Mg,n is a smooth complex curve Σ of genus g with n
smooth distinct marked points p1, . . . , pn. Mg,n is not compact because the limit of a
family of smooth curves may be non–smooth, some cycles may shrink, or some marked
points may collapse in the limit. The Deligne–Mumford compactificationMg,n ofMg,n
also contains stable nodal curves of genus g with n marked points (a nodal curve is
a set of smooth curves glued at nodal points, and thus nodal points are equivalent to
pairs of marked points, and stability means that each punctured component curve has
an Euler characteristics < 0), see fig 1. Mg,n is then a compact space.
Let Li be the cotangent bundle at the marked point pi, i.e. the bundle over Mg,n
whose fiber is the cotangent space T ∗(pi) of Σ at pi. It is customary to denote its first
Chern class:
ψi = ψ(pi) = c1(Li). (3.2)
ψi is (the cohomology equivalence class modulo exact forms, of) a 2-form on Mg,n.
Since dimRMg,n = 2 dimCMg,n = 6g− 6 + 2n, it makes sense to compute the integral
of the exterior product of 3g−3+n 2-forms, i.e. to compute the ”intersection number”〈
ψd11 . . . ψ
dn
n
〉
g,n
=
∫
[Mg,n]vir
ψd11 . . . ψ
dn
n (3.3)
on the Deligne–Mumford compactificationMg,n ofMg,n (or more precisely, on a virtual
6
cycle []vir of Mg,n, taking carefully account of the non-smooth curves at the boundary
of Mg,n), provided that ∑
i
di = dg,n = 3g − 3 + n. (3.4)
If this equality is not satisfied we define
〈
ψd11 . . . ψ
dn
n
〉
g,n
= 0.
More interesting characteristic classes and intersection numbers are defined as fol-
lows. Let (we follow the notations of [16], and refer the reader to it for details)
pi :Mg,n+1 →Mg,n
be the forgetful morphism (which forgets the last marked point), and let σ1, . . . , σn be
the canonical sections of pi, and D1, . . . , Dn be the corresponding divisors in Mg,n+1.
Let ωpi be the relative dualizing sheaf. We consider the following tautological classes
on Mg,n:
• The ψi classes (which are 2-forms), already introduced above:
ψi = c1(σ
∗
i (ωpi))
It is customary to use Witten’s notation:
ψdii = τdi . (3.5)
• The Mumford κk classes [25, 1]:
κk = pi∗(c1(ωpi(
∑
i
Di))
k+1).
κk is a 2k–form. κ0 is the Euler class, and in Mg,n, we have
κ0 = −χg,n = 2g − 2 + n.
κ1 is known as the Weil-Petersson form since it is given by 2pi
2κ1 =
∑
i dli ∧ dθi in the
Fenchel-Nielsen coordinates (li, θi) in Teichmu¨ller space [29].
In some sense, κ classes are the remnants of the ψ classes of (clusters of) forgotten
points. There is the formula [1]:
pi∗ψ
d1
1 . . . ψ
dn
n ψ
k+1
n+1 = ψ
d1
1 . . . ψ
dn
n κk (3.6)
pi∗pi∗ψ
d1
1 . . . ψ
dn
n ψ
k+1
n+1 ψ
k′+1
n+2 = ψ
d1
1 . . . ψ
dn
n (κk κk′ + κk+k′) (3.7)
and so on...
• The Hodge class Λ(α) = 1 +∑gk=1 (−1)k α−k ck(E) where ck(E) is the kth Chern
class of the Hodge bundle E = pi∗(ωpi). Mumford’s formula [25, 15] says that
ΛHodge(α) = e
∑
k≥1
B2k α
1−2k
2k(2k−1) (κ2k−1−
∑
i ψ
2k−1
i +
1
2
∑
δ
∑
j(−1)j lδ∗ψj ψ′2k−2−j) (3.8)
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where Bk is the kth Bernoulli number, δ a boundary divisor (i.e. a cycle which can be
pinched so that the pinched curve is a stable nodal curve, i.e. replacing the pinched
cycle by a pair of marked points, all components have a strictly negative Euler char-
acteristics), and lδ∗ is the natural inclusion into the moduli spaces of each connected
component. In other words
∑
δ lδ∗ adds a nodal point in all possible stable ways.
In fact, all tautological classes in Mg,n can be expressed in terms of ψ-classes or
their pull back or push forward from some Mh,m [2]. Faber’s conjecture [15] (partly
proved in [24] and [16]) proposes an efficient method to compute intersection numbers
of ψ, κ and Hodge classes.
3.2 Reminder 1 branch-point
If Sa = (Ca, x, y, B) is a spectral curve with only one branchpoint a, the following
theorem was proved in [10]:
Theorem 3.1 (1 branchpoint)
W (g)n (Sa; z1, . . . , zn) = 2dg,n
∑
d1,...,dn
n∏
i=1
dξa,di(zi)
〈
ψd11 . . . ψ
dn
n Λˆ(Sa)
〉
Mg,n
= 2dg,n
〈
n∏
i=1
Bˆa(z; 1/ψi) Λˆ(Sa)
〉
Mg,n
(3.9)
or alternatively after Laplace transform:∫
γna
W (g)n (Sa; z1, . . . , zn)
n∏
i=1
e−µi x(zi)
= 2dg,n
n∏
i=1
2
√
pi e−µix(a)√
µi
〈
n∏
i=1
(
µi
1 + µiψi
− Bˇa,a(µi, 1/ψi)
)
Λˆ(Sa)
〉
Mg,n
(3.10)
where
Λˆ(Sa) = e
∑
k tˆa,kκk+
1
2
∑
δ∈[∂Mg,n] lδ∗ Bˇa,a(1/ψ,1/ψ
′) (3.11)
with the times tˆa,k defined by the Laplace transform of ydx
e−
∑
k tˆa,ku
−k
=
u3/2 eux(a)
2
√
pi
∫
γa
ydx e−ux (3.12)
with γa the steepest descent contour going through a, i.e. such that
x(γa)− x(a) = R+, (3.13)
8
and Bˆ and Bˇ are defined by Laplace transforms of the Bergman kernel
Bˆa(z;u) = −
√
u eux(a)√
pi
∫
z′∈γa
B(z, z′) e−ux(z
′) =
∑
d
u−d dξa,d(z) (3.14)
Bˇa,a(u, v) =
uv
u+ v
+
√
uv e(u+v)x(a)
2pi
∫
z,z′∈γa
B(z, z′) e−ux(z) e−vx(z
′)
=
∑
k,l
Bˇa,k;a,l u
−k v−l (3.15)
[∂Mg,n] is the set of boundary divisors of Mg,n, and lδ∗ is the natural inclusion of a
boundary of Mg,n into Mg−1,n+2 ∪ ∪stableh,m Mh,m ×Mg−h,n−m, and ψ, ψ′ represent the
ψ classes associated to the 2 marked points in Mg−1,n+2 ∪ ∪h,mMh,m × Mg−h,n−m,
associated to the nodal point in ∂Mg,n.
proof:
This theorem was proved in [10], using the known result for the Kontsevich inte-
gral’s spectral curve, and the deformation theory in [12] (special geometry) satisfied by
symplectic invariants W
(g)
n ’s. This allowed to view any spectral curve with one branch
point, as a deformation of the Kontsevich’s spectral curve, and thus prove this theorem.

Notice that formula (3.10) is very reminiscent of the ELSV formula [8].
3.2.1 Example: topological vertex
A very important example of application of theorem 3.1 is the topological vertex.
The spectral curve of the topological vertex is given by
S = (C\]−∞, 0] ∪ [1,∞[, x, y, B)
x(z) = −f ln z − ln (1− z)
y(z) = − ln z
B(z1, z2) =
dz1⊗dz2
(z1−z2)2
(3.16)
It is more often described by observing that X = e−x and Y = e−y are related by the
following algebraic equation (known as the mirror curve of C3 with framing f):
X = Y f (1− Y ). (3.17)
The only branchpoint is at a = f/(1 + f), and γa =]0, 1[, so that the Laplace
transform of ydx is the Euler Beta function (we first integrate by parts):∫
γa
e−xu ydx =
1
u
∫
γa
e−xu dy =
1
u
∫ 1
0
zfu (1− z)u dz
z
9
=
1
u
Γ(u+ 1)Γ(fu)
Γ((f + 1)u+ 1)
=
1
(f + 1)u
Γ(u)Γ(fu)
Γ((f + 1)u)
(3.18)
Using the Stirling large u expansion of the Γ function, we thus have from (3.12)
etˆ0 =
√
2f(f + 1), (3.19)
g(u) =
∑
k≥1
tˆku
−k =
∑
k
B2k
2k(2k − 1) u
1−2k (1 + f 1−2k + (−f − 1)1−2k) (3.20)
where Bk is the kth Bernoulli number. Similarly we find (see appendix B)
Bˇ(u, v) = uv
1− e−g(u) e−g(v)
u+ v
. (3.21)
Using a few combinatorial identities (see [10]), and thanks to Mumford’s formula (3.8)
(which writes Hodge classes in terms of ψ and κ classes, see [25]), we find that the
spectral curve’s class of the vertex is the product of 3 Hodge classes (see [10]):
Λˆa(S)
n∏
i=1
e−g(1/ψi) = ΛHodge(1)ΛHodge(f)ΛHodge(−f − 1). (3.22)
Notice also that from (3.21) we have∫
γa
e−µx(z) Bˆ(z; 1/ψ) =
2
√
pie−µx(a)√
µ
e−g(µ)
µ
1 + µψ
e−g(1/ψ), (3.23)
i.e. formula (3.9) reads in that case (after Laplace transform):∫
γna
W (g)n (S; z1, . . . , zn)
∏
i
e−µix(zi)
= 2dg,n etˆ0(2g−2+n)
∫
[Mg,n]vir
ΛHodge(1)ΛHodge(f)ΛHodge(−f − 1)
n∏
i=1
1
1 + µi ψi
n∏
i=1
Γ(µi)Γ(fµi)
Γ((f + 1)µi)
(
(f + 1)f+1
f f
)µi 2√2pif√
f + 1
(3.24)
whose right hand side is the famous Marin˜o–Vafa formula [22].
Using the result of [30, 6], i.e. that the symplectic invariants W
(g)
n of the vertex are
the Gromov-Witten invariants of C3, we see that (3.9) translates into the Marin˜o–Vafa
formula [22], and thus, W
(g)
n ’s are generating functions of Gromov–Witten invariants
of C3.
The large f limit of that identity, is the ELSV formula [8] combined with Bouchard–
Marin˜o formula [5].
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4 Spectral curve with several branchpoints
Let S = (C, x, y, B) be a spectral curve, let {a1, a2, . . . , ab} be the set of its branch-
points. We first need to set up notations.
4.1 Local description of the spectral curve near branchpoints
For each branchpoint ai we define the steepest descent path γai , as a connected arc on
C passing through ai such that
x(γai)− x(ai) = R+ . (4.1)
In a vicinity of ai we define the local coordinate
ζai(z) =
√
x(z)− x(ai). (4.2)
Remark 4.1 For our purposes, it is sufficient that γai is defined only in a vicinity of ai,
but for many examples, it is actually a well defined path in C.
4.1.1 Coefficients Bˆai,k;aj ,l
We expand the Bergman kernel in the vicinity of branchpoints as follows:
B(z, z′) ∼
z′→aj
z→ai
(
δi,j
(ζai(z)− ζaj(z′))2
+
∑
d,d′≥0
Bai,d;aj ,d′ ζai(z)
d ζaj(z
′)d
′
)
dζai(z)⊗ dζaj(z′)
(4.3)
and then we define
Bˆai,k;aj ,k′ = (2k − 1)!! (2l − 1)!! 2−k−l−1 Bai,2k;aj ,2k′ . (4.4)
It is useful to notice that the generating function of these last quantities can also be
defined through Laplace transform, we define:
Bˇai,aj(u, v) =
∑
k,k′≥0
Bˆai,k;aj ,k′u
−k v−l, (4.5)
which is given by the Laplace transform of the Bergman kernel
Bˇai,aj(u, v) = δi,j
uv
u+ v
+
√
uv eux(ai)+vx(aj)
2pi
∫
z∈γai
∫
z′∈γaj
B(z, z′) e−ux(z) e−vx(z
′) (4.6)
where the double integral is conveniently regularized when i = j, so that Bˇai,aj(u, v) is
a power series of u and v.
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4.1.2 Basis of differential forms dξai,d(z)
We define the set of functions ξai,d(z) as follows:
dξai,d(z) = − (2d− 1)!! 2−d Res
z′→ai
B(z, z′) ζai(z
′)−2d−1 (4.7)
It is a meromorphic 1-form defined on C, with a pole only at z = ai, of degree 2d+ 2.
Namely, near z → aj it behaves like
dξai,d(z) ∼
z→aj
− δi,j (2d+ 1)!! dζai(z)
2d ζai(z)
2d+2
− (2d− 1)!!
2d
∑
k
Bai,2d;aj ,k ζaj(z)
k dζaj(z). (4.8)
These differential forms will play an important role because they give the behavior
of the Bergman kernel B near a branchpoint:
B(z, z′)−B(z¯, z′) ∼
z→ai
−2
∑
d≥0
2d
(2d− 1)!! ζai(z)
2d dζai(z)⊗ dξai,d(z′). (4.9)
ξaj ,0(z) plays a special role, notice that it has a simple pole at z = aj and no other
pole:
ξaj ,0(z) ∼
z→aj
1
ζaj(z)
+ analytical. (4.10)
4.1.3 Laplace transform fi,j(u)
Knowing ξaj ,0(z), it is useful to define its Laplace transform along γai as
fi,j(u) =
√
u
2
√
pi
eux(ai)
∫
γai
e−ux ξaj ,0 dx
=
1
2
√
pi u
eux(ai)
∫
γai
e−ux dξaj ,0
= δi,j −
∑
k≥0
Bˆaj ,0;ai,k
uk+1
. (4.11)
In appendix B, we show that
Lemma 4.1 [proved in appendix B] If C is a compact Riemann surface and dx is a
meromorphic form on C and B is the fundamental form of the second kind normalized
on A-cycles, we have
Bˇai,aj(u, v) =
uv
u+ v
(
δi,j −
b∑
k=1
fi,k(u) fj,k(v)
)
(4.12)
so that all we need to compute is in fact fi,j(u).
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4.1.4 Half Laplace transform
We also define
Bai(z;u) = −
√
u eux(ai)√
pi
∫
z′∈γai
B(z, z′) e−ux(z
′) =
∑
d
u−d dξai,d(z). (4.13)
If we do a second Laplace transform we have
√
v ev x(aj)
2
√
pi
∫
z∈γaj
Bai(z;u) e
−vx(z) = δi,j
uv
u+ v
− Bˇai,aj(v, u) =
uv
u+ v
∑
k
fi,k(v) fj,k(u).
(4.14)
4.1.5 The times tˆai,k
Finally we define the times tˆai,k at branchpoint ai in terms of the local behavior of y(z)
by the Laplace transform of ydx along γai
e−tˆai,0 e−gai (u) =
u3/2 eux(ai)
2
√
pi
∫
z∈γai
e−ux(z) y(z) dx(z) =
√
u eux(ai)
2
√
pi
∫
z∈γai
e−ux(z) dy(z)
(4.15)
The times tˆai,k are the coefficients of the expansion of g(u) at large u:
gai(u) =
∑
k≥1
tˆai,ku
−k. (4.16)
Notice that the time tˆai,0 is given by
e−tˆai,0 =
1
4
lim
z→ai
y(z)− y(z¯)
ζai(z)
=
y′(ai)√
2x′′(ai)
. (4.17)
4.2 Structure of invariants
Since the definition of W
(g)
n involves only residues at branchpoints, this means that for
each (g, n), W
(g)
n is a polynomial of the coefficients of B and y in a Taylor expansion
near the branchpoints, in other words, W
(g)
n is a polynomial in the times tˆai,k and
Bai,k;aj ,l.
Since K is linear in B, and W
(0)
2 = B is also linear in B, one easily finds by recursion
that W
(g)
n is polynomial in the coefficients Bai,d;aj ,d′ , of degree 3g − 3 + 2n = dg,n + n.
When we compute residues at z → ai, we may replace B(z, z′), or more precisely the
combination B(z, z′)−B(z¯, z′) (indeed the Bergmann kernels always enter the residue
computation with this combination, this due to the fact that K(z0, z) = K(z0, z¯)) by
B(z, z′)−B(z¯, z′) = −2
∑
d
ζai(z)
2d dζai(z)
2d
(2d− 1)!! dξai,d(z
′), (4.18)
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where
dξai,d(z) = −
(2d− 1)!!
2d
Res
z′→ai
B(z, z′) ζai(z)
−2d−1 (4.19)
and thus one clearly sees by recursion that there exists some coefficients A
(g)
n such that
W (g)n (S; z1, . . . , zn) =
∑
i1,...,in
∑
d1,...,dn
A(g)n (S; i1, d1; . . . ; in, dn)
n∏
k=1
dξaik ,dk(zk) (4.20)
and the coefficients A
(g)
n are polynomials of the Bˆai,d;aj ,d′ of degree 3g − 3 + n = dg,n.
A
(g)
n are also polynomials in the tˆai,k because the residues also picks terms in the
Taylor expansion of the denominator of K, i.e. the Taylor expansion of y(z)dx(z) near
branchpoints, i.e. the coefficients tˆai,k.
So we have:
Proposition 4.1 For any spectral curve S with branchpoints a1, . . . , ab, there exists
some coefficients A
(g)
n (S; i1, d1; . . . ; in, dn) such that
W (g)n (S; z1, . . . , zn) =
∑
i1,...,in
∑
d1,...,dn
A(g)n (S; i1, d1; . . . ; in, dn)
n∏
k=1
dξaik ,dk(zk) (4.21)
- The coefficients A
(g)
n are non–vanishing only if
∑
k dk ≤ 3g − 3 + n.
- The coefficients A
(g)
n are polynomials of the Bˆai,d;aj ,d′ of degree 3g − 3 + n = dg,n.
- The coefficients A
(g)
n are polynomials in the tˆai,k, of degree at most dg,n (where tˆai,k
is weighted with degree k).
Our goal now, is to show that the coefficients A
(g)
n can be written as intersection
numbers in some moduli space.
4.3 Definition of an appropriate moduli space
Definition 4.1 We define
Mbg,n = {(Σ; p1, . . . , pn;σ)} (4.22)
where (Σ; p1, . . . , pn) ∈ Mg,n is a Deligne–Mumford stable curve of genus g with n
marked points, and σ : Σ \ {nodal points} → {1, 2, . . . , b} is a continuous map.
This moduli space is clearly compact, and contains b copies of Mg,n.
Notice that if (Σ; p1, . . . , pn) is a smooth curve (∈Mg,n), i.e. with no nodal points
then σ must be constant, and if (Σ; p1, . . . , pn) is a nodal curve with k components,
then σ must be piecewise constant i.e. is constant on each component.
14
Definition 4.2 Let {a1, a2, . . . , ab} be a set of b elements (later on, these will be
the branchpoints of some spectral curve). For every i = 1, . . . , b, let Λˆai =
fi(ψ1, . . . , ψn, κ0, κ1, κ2, . . . ) be a tautological class on Mg,n, which is a combination
of ψ and κ classes, defined independently of g and n (as for instance (3.11)). Let
Cai,d;aj ,d′ be an arbitrary sequence of complex numbers indexed by i, j ∈ [1, . . . , b] and
d, d′ ∈ N. We define the class Λˆ on Mbg,n as follows:
If (Σ; p1, . . . , pn;σ) ∈ Mbg,n is such that (Σ; p1, . . . , pn) is a stable map with k com-
ponents ∪km=1(Σm, ~pm, ~qm) where ~pm is a subset of {p1, . . . , pn} and pairs (qi, qj) are the
nodal points (see fig.1), we define the topological class
Λˆ =
k∏
m=1
Λˆaσ(Σm)
∏
<qi,qj>=nodal point
(∑
d,d′
Caσ(qi),d;aσ(qj),d′ l∗ ψ(qi)
dψ(qj)
d′
)
(4.23)
where l∗ is the natural inclusion into Mgm,nm ×Mgm′ ,nm′ (if qi ∈ Σm and qj ∈ σm′).
Then we have our main theorem:
Theorem 4.1 For any spectral curve S = (C, x, y, B) with b branchpoints
{a1, a2, . . . , ab}, we consider Sai = (Ci, x, y,
◦
B) where Ci ⊂ C is a vicinity of the branch-
point ai, x and y are the restrictions of x and y to Ci, and
◦
B can be any arbitrary
Bergman kernel chosen in Ci (it doesn’t need to be the restriction of B to Ci × Ci).
Then, the symplectic invariants of S are integrals of the class Λˆ(S) on Mbg,n:
W (g)n (S; z1, . . . , zn) = 2dg,n
∫
Mbg,n
Λˆ(S)
n∏
i=1
Bˆaσ(pi)(zi; 1/ψ(pi))
(4.24)
or in Laplace transform
∫
zi∈γaki
W (g)n (S; z1, . . . , zn)
n∏
i=1
e−µix(zi)
= 2dg,n
n∏
i=1
2
√
pi e−µi x(aki )√
µi
∫
Mbg,n
Λˆ(S)
n∏
i=1
(
µi δki,σ(pi)
1 + µiψ(pi)
− Bˇaki ,aσ(pi)(µi, 1/ψ(pi))
)
(4.25)
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or using lemma 4.1
∫
zi∈γaki
W (g)n (S; z1, . . . , zn)
n∏
i=1
e−µix(zi)
= 2dg,n
n∏
i=1
(2
√
piµi e
−µi x(aki ))
∫
Mbg,n
Λˆ(S)
n∏
i=1
∑b
r=1 fki,r(µi)fσ(pi),r(1/ψ(pi))
1 + µiψ(pi)
(4.26)
In particular for n = 0:
Fg(S) = 2dg,0
∫
Mbg,0
Λˆ(S)
(4.27)
where Λˆ(S) is defined as in def.4.2, with Λˆai defined in theorem 3.1: if
(Σ, p1, . . . , pn, σ) ∈ Mbg,n is made of k components Σ = ∪km=1Σm, with ~pm =
{p1, . . . , pn} ∩ Σm and (qi, qj) are the nodal points, we define
Λˆ(S) =
k∏
m=1
Λˆam
∏
<qi,qj>=nodal point
(∑
d,d′
(Bˆaσ(qi),d;aσ(qj),d′
−δσ(qi),σ(qj)
◦ˆ
Baσ(qi),d;aσ(qi),d′) l∗ψ(qi)
d ψ(qj)
d′)
=
k∏
m=1
Λˆam
∏
<qi,qj>=nodal point
(
Bˇaσ(qi),aσ(qj)(1/ψ(qi), 1/ψ(qj))
−δσ(qi),σ(qj)
◦ˇ
Baσ(qi),aσ(qi)(1/ψ(qi), 1/ψ(qj))
)
,
(4.28)
where Λˆai is the class defined in theorem 3.1 or in [10]:
Λˆai = e
∑
k tˆai,k κ
k+ 1
2
∑
δ∈∂Mg,n lδ∗
◦ˇ
Bai,ai (1/ψ,1/ψ
′) (4.29)
with the times tˆai,k defined by the Laplace transform of ydx along γai
e−
∑
k tˆai,ku
−k
=
u
√
u eux(ai)
2
√
pi
∫
z∈γai
e−ux(z) y(z)dx(z), (4.30)
and where the Bˆai,d;aj ,d′ are defined by the Laplace transform of the Bergman kernel
Bˇai,aj(u, v) = δi,j
uv
u+ v
+
√
uv eux(ai)+vx(aj)
2pi
∫
z∈γai
∫
z′∈γaj
B(z, z′) e−ux(z) e−v x(z
′)
=
∑
d,d′
Bˆai,d;aj ,d′ u
−d v−d
′
16
=
uv
u+ v
(
δi,j −
b∑
r=1
fi,r(u) fj,r(v)
)
(4.31)
and
Bˆai(z;u) = −
√
u eux(ai)√
pi
∫
z′∈γaj
B(z, z′) e−ux(z)
=
∑
d
u−d dξai,d(z), (4.32)
and
fi,j(u) =
√
u eux(ai)
2
√
pi
∫
z∈γai
e−ux(z) ξaj ,0(z) dx(z) (4.33)
proof:
The proof almost follows the definition of W
(g)
n ’s. It can also be viewed as a simple
application of the method of Kostov and Orantin [20, 19, 27]. We give the full proof
in appendix A. 
4.4 How to use the formula
Example, assume that there are 2 branch points a1, a2, and let us compute W
(0)
3 and
W
(0)
4 .
• For W (0)3 , consider a stable curve Σ of genus 0, with 3 marked points (p1, p2, p3).
The only possibility is that Σ is a sphere with 3 marked points, and thus it is a smooth
surface, and σ must be constant. There are two possibilities σ = 1 or σ = 2. In other
words M20,3 ∼M0,3 ∪M0,3. We thus have
W
(0)
3 (S, z1, z2, z3) =
〈
Λˆ1 Bˆa1(z1, 1/ψ1) Bˆa1(z2, 1/ψ2) Bˆa1(z3, 1/ψ3)
〉
0,3
+
〈
Λˆ2 Bˆa2(z1, 1/ψ1) Bˆa2(z2, 1/ψ2) Bˆa2(z3, 1/ψ3)
〉
0,3
.(4.34)
Moreover, we have Bˆai(z, 1/ψ) =
∑
d ψ
d dξai,d(z), and since dimM0,3 = d0,3 = 0, only
the term d = 0 may contribute, i.e.
W
(0)
3 (S, z1, z2, z3) =
〈
Λˆ1
〉
0,3
dξa1,0(z1) dξa1,0(z2) dξa1,0(z3)
+
〈
Λˆ2
〉
0,3
dξa2,0(z1) dξa2,0(z2) dξa2,0(z3). (4.35)
Then, we have
Λˆ1 = e
∑
k tˆa1,kκk e
1
2
∑
δ∈∂M0,3
∑
d,d′ lδ∗
◦ˆ
B1a1,d;a1,d′ψ
d ψ′d
′
(4.36)
and since ∂M0,3 = ∅, and since d0,3 = 0, only the term κ0 may contribute, and thus〈
Λˆ1
〉
0,3
= etˆa1,0 〈1〉0,3 = etˆa1,0 ,
〈
Λˆ2
〉
0,3
= etˆa2,0 〈1〉0,3 = etˆa2,0 , (4.37)
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and finally, since < 1 >0,3= 1:
W
(0)
3 (S, z1, z2, z3) = etˆa1,0 dξa1,0(z1) dξa1,0(z2) dξa1,0(z3)
+etˆa2,0 dξa2,0(z1) dξa2,0(z2) dξa2,0(z3). (4.38)
• For W (0)4 , consider a stable curve Σ of genus 0, with 4 marked points (p1, p2, p3, p4).
If Σ is smooth, then a continuous map σ : Σ→ {1, 2} must be constant, it takes either
the value σ = 1 or σ = 2. If Σ is not smooth, then it is a nodal curve, let us call (q1, q2)
the nodal point. The only stable possibility is that Σ has 2 components Σ = Σ1 ∪ Σ2,
which are both spheres with 3 marked points, and thus q1 ∈ Σ1, q2 ∈ Σ2, and 2 of the
points p1, p2, p3, p4 belong to Σ1 and the 2 others belong to Σ2. Then a continuous map
σ : Σ → {1, 2} must be constant on Σ1 and on Σ2, for instance it may take the value
σ = 1 on Σ1 and σ = 2 on Σ2. This shows that
M20,4 ∼M0,4 ∪ M0,4 ∪
12 times︷ ︸︸ ︷
M0,3 ×M0,3, (4.39)
where the 12 times correspond to the 12 possibilities to have 2 point with color 1 and
2 point with color 2 among the 4 marked points p1, p2, p3, p4.
We thus have
1
2
W
(0)
4 (S, z1, . . . , z4)
=
〈
4∏
i=1
Bˆa1(zi, 1/ψ(pi)) Λˆ1
〉
0,4
+
〈
4∏
i=1
Bˆa2(zi, 1/ψ(pi)) Λˆ2
〉
0,4
+
1
2
∑
i,j∈{1,2}2
∑
d,d′
Cai,d;aj ,d′
〈
Bˆai(z1, 1/ψ(p1)) Bˆai(z2, 1/ψ(p2)) ψ(q1)
d Λˆi
〉
0,3〈
Bˆaj(z3, 1/ψ(p3)) Bˆaj(z4, 1/ψ(p4)) ψ(q2)
d′ Λˆj
〉
0,3
+symmetrize on (z1, z2, z3, z4) (4.40)
where all intersection numbers in the right hand side are now usual intersection numbers
in the corresponding Mg,n.
Since M0,3 is a point (dimM0,3 = d0,3 = 0), we must have d = d′ = 0 in the
last term, and we may replace Bˆai(z, 1/ψ) =
∑
d ψ
d dξai,d(z) by dξai,0(z). And since
d0,4 = 1, we may replace Bˆai(z, 1/ψ) =
∑
d ψ
d dξai,d(z) by dξai,0(z) + ψ dξai,1(z) in the
<>0,4 terms. More explicitly, that gives
1
2
W
(0)
4 (S, z1, . . . , z4)
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=〈
4∏
i=1
(dξa1,0(zi) + ψ(pi) dξa1,1(zi)) Λˆ1
〉
0,4
+
〈
4∏
i=1
(dξa2,0(zi) + ψ(pi) dξa2,1(zi)) Λˆ2
〉
0,4
+
1
2
∑
i,j∈{1,2}2
Cai,0;aj ,0
〈
Λˆi
〉
0,3
dξai,0(z1) dξai,0(z2)
〈
Λˆj
〉
0,3
dξaj ,0(z3) dξaj ,0(z4)
+symmetrize on (z1, z2, z3, z4) (4.41)
Again, since d0,3 = 0, we may keep only the κ0 term in the computation of < Λˆi >0,3,
i.e. 〈
Λˆi
〉
0,3
=
〈
etˆai,0κ0
〉
0,3
= etˆai,0 . (4.42)
Since d0,4 = 1, we need to keep κ0 and κ1, and since ∂M0,4 ∼
6 times︷ ︸︸ ︷
M0,3 ×M0,3, we have〈
Λˆi
〉
0,4
=
〈
etˆai,0κ0 (1 + tˆai,1κ1)
〉
0,4
+
6
2
◦ˆ
Bai,0;ai,0
〈
Λˆi
〉
0,3
〈
Λˆi
〉
0,3
= tˆai,1
〈
etˆai,0κ0 κ1
〉
0,4
+ 3
◦ˆ
Bai,0;ai,0 e
tˆai,0 etˆai,0
= tˆai,1 e
2tˆai,0 〈κ1〉0,4 + 3
◦ˆ
Bai,0;ai,0 e
tˆai,0 etˆai,0
= e2tˆai,0
(
tˆai,1 + 3
◦ˆ
Bai,0;ai,0
)
(4.43)
where we used that < κ1 >0,4= 1. Similarly, since dimψ = 1, we have〈
ψΛˆi
〉
0,4
=
〈
ψ etˆai,0κ0
〉
0,4
= e2tˆai,0 〈ψ〉0,4 = e2tˆai,0 〈τ1〉0,4 = e2tˆai,0 , (4.44)
where we used that < τ1 >0,4= 1. We thus have
1
2
W
(0)
4 (S, z1, . . . , z4)
= e2tˆa1,0
(
tˆa1,1 + 3
◦ˆ
Ba1,0;a1,0
)
dξa1,0(z1) dξa1,0(z2) dξa1,0(z3) dξa1,0(z4)
+e2tˆa1,0
(
dξa1,1(z1) dξa1,0(z2) dξa1,0(z3) dξa1,0(z4) + sym. on (z1, z2, z3, z4)
)
+e2tˆa2,0
(
tˆa2,1 + 3
◦ˆ
Ba2,0;a2,0
)
dξa2,0(z1) dξa2,0(z2) dξa2,0(z3) dξa2,0(z4)
+e2tˆa2,0
(
dξa2,1(z1) dξa2,0(z2) dξa2,0(z3) dξa2,0(z4) + sym. on (z1, z2, z3, z4)
)
+
1
2
∑
i,j∈{1,2}2
Cai,0;aj ,0 e
tˆai,0+tˆaj,0
(
dξai,0(z1) dξai,0(z2) dξaj ,0(z3) dξaj ,0(z4)
+sym. on (z1, z2, z3, z4)
)
= e2tˆa1,0
(
tˆa1,1 + 3
◦ˆ
Ba1,0;a1,0
)
dξa1,0(z1) dξa1,0(z2) dξa1,0(z3) dξa1,0(z4)
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+e2tˆa1,0
(
dξa1,1(z1) dξa1,0(z2) dξa1,0(z3) dξa1,0(z4) + sym. on (z1, z2, z3, z4)
)
+e2tˆa2,0
(
tˆa2,1 + 3
◦ˆ
Ba2,0;a2,0
)
dξa2,0(z1) dξa2,0(z2) dξa2,0(z3) dξa2,0(z4)
+e2tˆa2,0
(
dξa2,1(z1) dξa2,0(z2) dξa2,0(z3) dξa2,0(z4) + sym. on (z1, z2, z3, z4)
)
+
1
2
Ca1,0;a1,0 e
2tˆa1,0
(
6 dξa1,0(z1) dξa1,0(z2) dξa1,0(z3) dξa1,0(z4)
)
+
1
2
Ca2,0;a2,0 e
2tˆa2,0
(
6 dξa2,0(z1) dξa2,0(z2) dξa2,0(z3) dξa2,0(z4)
)
+Ca1,0;a2,0 e
tˆa1,0+tˆa2,0
(
dξa1,0(z1) dξa1,0(z2) dξa2,0(z3) dξa2,0(z4)
+sym. on (z1, z2, z3, z4)
)
(4.45)
and then, remember that
Cai,0;aj ,0 = Bˆai,0;aj ,0 − δi,j
◦ˆ
Bai,0;aj ,0 (4.46)
i.e. finally:
1
2
W
(0)
4 (S, z1, . . . , z4)
= e2tˆa1,0
(
tˆa1,1 + 3 Bˆa1,0;a1,0
)
dξa1,0(z1) dξa1,0(z2) dξa1,0(z3) dξa1,0(z4)
+e2tˆa1,0
(
dξa1,1(z1) dξa1,0(z2) dξa1,0(z3) dξa1,0(z4) + symmetrize on (z1, z2, z3, z4)
)
+e2tˆa2,0
(
tˆa2,1 + 3 Bˆa2,0;a2,0
)
dξa2,0(z1) dξa2,0(z2) dξa2,0(z3) dξa2,0(z4)
+e2tˆa2,0
(
dξa2,1(z1) dξa2,0(z2) dξa2,0(z3) dξa2,0(z4) + symmetrize on (z1, z2, z3, z4)
)
+Bˆa1,0;a2,0 e
tˆa1,0+tˆa2,0
(
dξa1,0(z1) dξa1,0(z2) dξa2,0(z3) dξa2,0(z4)
+symmetrize on (z1, z2, z3, z4)
)
. (4.47)
It is easy to verify that this coincides with the direct computation of residues in the
very definition of W
(0)
4 .
4.5 Examples
In this section, we consider some classical examples of spectral curves with 2 branch-
points, and we compute the corresponding Laplace transforms.
4.5.1 Ising model and the Airy function
The spectral curve of the Ising model coupled to gravity, i.e. the (4, 3) minimal model,
is (see [14]):
S = (C, x, y, B)
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
x(z) = z3 − 3z
y(z) = z4 − 4z2 + 2
B(z1, z2) =
dz1⊗dz2
(z1−z2)2
(4.48)
That curve has two branchpoints:
a+ = 1 , a− = −1. (4.49)
Instead of chosing the colors σ ∈ {1, 2}, we chose to name the colors σ ∈ {+,−}.
Notice that we have the symmetry
x(−z) = −x(z) , y(−z) = y(z), (4.50)
and thus all what we compute for a+ can easily be transposed to a−.
We have:
ζ+(z) =
√
x(z) + 2 = (z − 1)√z + 2. (4.51)
We easily find
ξa+,0(z) =
1√
3
1
z − 1 =
1
ζ+
+
3
2
∑
k
(−1)k ζk+
33/2(k+1)
Γ(3k/2)
(k + 1)! Γ(k/2)
(4.52)
i.e.
B+,0;+,k =
(−1)k
2 33k/2+2
Γ(3/2 + 3k/2)
(k + 2)! Γ(1/2 + k/2)
(4.53)
Bˆ+,0;+,k =
1
23(k+1) 33k+2
(6k + 1)!!
(2k + 2)!
=
1
24(k+1) 33k+2
(6k + 1)!!
(k + 1)! (2k + 1)!!
(4.54)
i.e.
f+,+(u) = 1−
∑
k
1
24k 33k−1
(6k − 5)!!
k! (2k − 1)!! u
−k (4.55)
Since f+,+ can also be obtained from the Laplace transform, we write
f+,+(u
3/2/3) =
(u3/2/3)1/2 e−
2
3
u3/2
2
√
pi
∫
e−u
3/2/3(z3−3z) 1√
3 (z − 1) 3(z
2 − 1) dz
=
u3/4 e−
2
3
u3/2
2
√
pi
∫
e−u
3/2/3(z3−3z) (z + 1) dz
=
u1/4 e−
2
3
u3/2
2
√
pi
∫
e−(z
3/3−uz) (z/
√
u+ 1) dz
=
u1/4 e−
2
3
u3/2
2
√
pi
(
Ai(u) + Ai′(u)/
√
u
)
(4.56)
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where Ai is the Airy function. i.e.
f+,+(u) =
(3u)1/6 e−2u
2
√
pi
(
Ai((3u)2/3) + Ai′((3u)2/3)/(3u)1/3
)
. (4.57)
Similarly, we have
ξ−,0(z) =
1√
3 (z + 1)
=
∑
k≥0
(−1)k
2 3(3k−1)/2
Γ(3k/2)
k! Γ(k/2)
ζ+(z)
k (4.58)
i.e.
B−,0;+,k =
(−1)k
2 3(3k+2)/2
Γ(3k/2 + 3/2)
k! Γ(k/2 + 1/2)
(4.59)
and
Bˆ−,0;+,k =
1
23(k+1) 33k+1
(6k + 1)!!
(2k)!
=
1
24k+3 33k+1
(6k + 1)!!
k! (2k − 1)!! (4.60)
This gives
f+,−(u) = −
∑
k
1
uk+1
1
24k+3 33k+1
(6k + 1)!!
k! (2k − 1)!! , (4.61)
which can also be computed by Laplace transform:
f+,−(u3/2/3) =
(u3/2/3)1/2 e−
2
3
u3/2
2
√
pi
∫
e−u
3/2/3(z3−3z) 1√
3 (z + 1)
3(z2 − 1) dz
=
u3/4 e−
2
3
u3/2
2
√
pi
∫
e−u
3/2/3(z3−3z) (z − 1) dz
=
u1/4 e−
2
3
u3/2
2
√
pi
∫
e−(z
3/3−uz) (z/
√
u− 1) dz
=
u1/4 e−
2
3
u3/2
2
√
pi
(−Ai(u) + Ai′(u)/√u)
(4.62)
where Ai is the Airy function. i.e.
f+,−(u) =
(3u)1/6 e−2u
2
√
pi
(−Ai((3u)2/3) + Ai′((3u)2/3)/(3u)1/3) . (4.63)
Kernels
The kernel is thus closely related to the Airy kernel
uv
u+ v
− Bˇ+,+(u, v)
= uv
(9uv)1/6 e−2(u+v)
2pi
Ai((3u)2/3)Ai((3v)2/3) + Ai′((3u)2/3)/(3u)1/3Ai′((3v)2/3)/(3v)1/3
u+ v
(4.64)
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• The times are computed by:
e−g+(u
3/2/3) =
(u3/2/3)1/2
2
√
pi
∫
e−u
3/2/3(z3−3z+2) 4(z3 − 2z) dz
=
2u3/4 e−
2
3
u3/2
√
3pi
∫
e−(z
3/3−uz) (z3/u2 − 2z/u) dz
=
2u−5/4 e−
2
3
u3/2
√
3pi
∫
e−(z
3/3−uz) (z3 − 2uz) dz
=
2u−5/4 e−
2
3
u3/2
√
3pi
(Ai′′′(u)− 2uAi′(u))
=
2u−5/4 e−
2
3
u3/2
√
3pi
(Ai(u)− uAi′(u))
(4.65)
i.e.
e−g+(u) =
2 (3u)−5/6 e−2u√
3pi
(
Ai((3u)2/3)− (3u)2/3Ai′((3u)2/3))
(4.66)
In other words, the spectral curve class of the Ising model, is the class.
e
55
122
κ1+
3.55
123
κ2+
8855
125
κ3+... (4.67)
etˆ+,0 = −
√
3
2
. (4.68)
4.5.2 Example Gromov–Witten theory of P 1 and the Hankel function
In [26], Norbury and Scott claim that the Gromov–Witten invariants of P1
W(g)n (x1, . . . , xn) =
∑
µ
Ng,µ(P1)
n∏
i=1
e−µi xi µi dxi (4.69)
are computed by the invariants W
(g)
n ’s of the following spectral curve:
S = (C∗ \ R+, x, y, B)
x(z) = z + 1/z
y(z) = ln z
B(z1, z2) =
dz1⊗dz2
(z1−z2)2
(4.70)
That curve has two branchpoints:
a+ = 1 , a− = −1. (4.71)
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Again, the curve has the symmetry:
x(−z) = −x(z) , dy(−z) = dy(z), (4.72)
so that all what we compute for a+ can easily be transposed to a−.
We have:
ξa+,0(z) =
1
z − 1 =
1√
x− 2 −
1
2
+
∑
k
(2k − 1)!! (−1)k
23k+3 (k + 1)!
(x− 2)k+1/2 (4.73)
i.e.
Ba+,0;a+,2k−2 = (−1)k
(2k − 1)!!
23k k!
, Bˆa+,0;a+,k−1 = (−1)k
(2k − 1)!! (2k − 3)!!
24k k!
.
(4.74)
Similarly we have
ξa−,0(z) =
1
z + 1
=
1
2
−
∑
k
(2k − 1)!! (−1)k
23k+2 k!
(x− 2)k+1/2 (4.75)
i.e.
Ba−,0;a+,2k = (−1)k
(2k + 1)!!
23k+2 k!
, Bˆa−,0;a+,k = (−1)k
(2k + 1)!! (2k − 1)!!
24k+3 k!
. (4.76)
Therefore we have
f+,+(u) = 1−
∑
k≥0
Bˆa+,,0;a+,k
uk+1
= 1−
∑
k≥1
(−1)k (2k − 1)!! (2k − 3)!!
24k k!
1
uk
(4.77)
f+,−(u) = −
∑
k
(−1)k (2k + 1)!! (2k − 1)!!
24k+3 k!
1
uk+1
= −2u f ′+,+(u). (4.78)
Again, f+,+ and f+,− can be computed by Laplace transforms as integrals and are
found equal to Hankel functions:
f+,+(u) =
u1/2 e2u
2
√
pi
∫ ∞
0
e−u(z+1/z)
1
(z − 1) (1− 1/z
2) dz
=
u1/2 e2u
2
√
pi
∫ ∞
0
e−u(z+1/z)
z + 1
z2
dz
=
u1/2 e2u
2
√
pi
∫ ∞
0
e−u(z+1/z) (1 + 1/z)
dz
z
=
u1/2 e2u
4
√
pi
∫ ∞
0
e−u(z+1/z) (2 + z + 1/z)
dz
z
= − u
1/2 e4u
4
√
pi
∂
∂u
∫ ∞
0
e−u(z+1/z−2)
dz
z
= − u
1/2 e4u
4
√
pi
∂
∂u
H0(2iu)
24
=
u1/2 e2u
2
√
pi
pi (−iH0(2iu) +H1(2iu))
(4.79)
where H0 is the Hankel function.
Applying the formula of appendix B, we have
Bˆa+,a+(u, v) =
uv
u+ v
(1− f+,+(u)f+,+(v)− f+,−(u)f−,+(v))
=
uv
u+ v
(
1− f+,+(u)f+,+(v)− 4uv f ′+,−(u)f ′−,+(v)
)
. (4.80)
Then, we compute the times tˆa±,k from
e−g+(u) = 2 eux(a+)
√
u/pi
∫
γa+
dy(z) e−ux(z)
= 2 e2u
√
u/pi
∫ ∞
0
dz
z
e−u(z+1/z)
= 4
√
u/pi
∫ ∞
−∞
dφ e−4u sinh
2 φ change of variable z = e2φ
= 4
√
u/pi
∫ ∞
−∞
ds√
1 + s2
e−4us
2
change of variable s = sinhφ
=
2√
pi
∫ ∞
−∞
ds√
1 + s
2
4u
e−s
2
change of variable s→ s/2√u
=
2√
pi
∑
k
( −1/2
k
)
(4u)−k
∫ ∞
−∞
ds s2k e−s
2
= 2
∑
k
( −1/2
k
)
(4u)−k
(2k − 1)!!
2k
= 2
∑
k
(2k − 3)!!
2k k!
(4u)−k
(−1)k (2k − 1)!!
2k
= 2
∑
k
Bˆa1,0;a1,k−1
uk
= −2 f+,+(u) (4.81)
The expansion of g+(u) is
e−g+(u) = −2 f+,+(u)
= 2 e−
1
16u
+ 1
64u2
− 25
3 210 u3
+...
= 2 e−
∑
k tˆku
−k
(4.82)
where the tˆk’s satisfy the recursion:
− 4 k tˆk = k (k − 1) tˆk−1 +
k−1∑
j=2
(j − 1)(k − j) tˆj−1 tˆk−j
25
tˆ1 =
−1
16
, tˆ2 =
1
64
, tˆ3 =
−25
3 210
, . . .
(4.83)
We have
Bˆa+,a+(u, v) = − 4
uv
u+ v
(
1 +
4
uv
g′+(u)g
′
+(v)
)
e−g+(u) e−g+(v) (4.84)
Bˆa+,a+(µ, 1/ψ) = −4
µ e−g(µ)
1 + µψ
(
1 +
4 g′+(µ)
µ
∑
k
k tˆkψ
k+2
)
e−
∑
k tˆkψ
k
(4.85)
4.6 Resolved conifold
The spectral curve of resolved conifold, is (see [4]):
S = (C, x, y, B)
x(z) = −f ln z − ln 1−z
1−z/Q
y(z) = − ln z
B(z1, z2) =
dz1⊗dz2
(z1−z2)2
(4.86)
It is customary to denote
X(z) = e−x(z) , Y (z) = e−y(z) (4.87)
so that the equation of the spectral curve is
X = Y f
1− Y
1− Y/Q. (4.88)
4.6.1 Determination of ξ±,0
We have
x′(z) = −f (z − a+)(z − a−)
z(z − 1)(z −Q) . (4.89)
and we find:
ξa+,0(z) =
1√
x′′(a+)/2
1
z − a+ (4.90)
f++(u)
= − f
Q
√
u eux(a+)√
2pi x′′(a+)
∫
(z − a−) zuf−1(1− z)u−1(1− z/Q)−u−1 dz
= − f
Q
√
u eux(a+)√
2pi x′′(a+)
∑
k
Q−k
Γ(u+ k + 1)
k! Γ(u+ 1)
∫
(z − a−) zk+uf−1(1− z)u−1 dz
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= − f
Q
√
u eux(a+)√
2pi x′′(a+)
∑
k
Q−k
Γ(u+ k + 1)
k! Γ(u+ 1)
(
Γ(k + uf) Γ(u)
Γ(k + uf + u)
− a−Γ(k + 1 + uf) Γ(u)
Γ(k + 1 + uf + u)
)
= − f
Q
eux(a+)√
2piu x′′(a+)
∑
k
Q−k
Γ(u+ k + 1)
k!
(
Γ(k + uf)
Γ(k + uf + u)
− a− Γ(k + 1 + uf)
Γ(k + 1 + uf + u)
)
= − f
Q
eux(a+)√
2piu x′′(a+)
∑
k
Q−k
Γ(u+ k + 1)
k!
Γ(k + uf)
Γ(k + 1 + uf + u)
(u+ (1− a−)(k + uf))
(4.91)
Case f = −1:
f++(u) =
1
Q
(a+(1− a+/Q)/(1− a+))u(Q(Q− 1))1/4(
√
Q+
√
Q− 1)√
piu∑
k
Q−k
Γ(u+ k + 1)Γ(k − u)
k!2
(u+ (1− a−)(k − u))
(4.92)
f+−(u) = − Q
u+uf−1f
a−
√
u eux(a−)√
2pi x′′(a+)
∫
(z−a−) z−uf (1−z/Q)u−1(1−z)−u−1 dz (4.93)
The times are given by
e−g(u) =
√
u eux(a)
2
√
pi
∫ 1
0
zfu (1− z)u
(1− z/Q)u
dz
z
=
√
u eux(a)
2
√
pi
∑
k
Q−k
Γ(u+ k)
k! Γ(u)
∫ 1
0
zfu+k (1− z)u dz
z
=
√
u eux(a)
2
√
pi
∑
k
Q−k
Γ(u+ k)
k! Γ(u)
Γ(fu+ k)Γ(u+ 1)
Γ((f + 1)u+ k + 1)
=
u
√
u eux(a)
2
√
pi
∑
k
Q−k
Γ(u+ k) Γ(fu+ k)
k! Γ((f + 1)u+ k + 1)
(4.94)
This is an hypergeometric function
e−g(u) =
√
u eux(a)
2
√
pi
Γ(fu)Γ(u+ 1)
Γ((f + 1)u+ 1)
2F1(u, fu, (f + 1)u+ 1;Q). (4.95)
5 Conclusion
In this article we have shown that the invariants of any spectral curve, have an inter-
pretation in terms of intersection numbers in a moduli space
Mbg,n (5.1)
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of maps of ”colored” Riemann surfaces of genus g with n marked points into a discrete
set {a1, . . . , ab}. This result generalizes the idea that Kontsevich–Witten intersection
numbers compute the Gromov–Witten theory of a point, here instead we have the
Gromov–Witten theory of a discrete set of points.
The computation also shows that to every spectral curve S is associated a certain
class Λˆ(S) in that moduli space, which in some sense generalizes the Hodge class defined
through the Mumford formula.
Descendents correspond to insertion of ψ classes, and the formula in Laplace trans-
form, looks very similar to ELSV or Marin˜o–Vafa formula:
(
Laplacek1,...,knW
(g)
n
)
(µi) ∝
〈
Λˆ(S)
n∏
i=1
∑
r µifki,r(µi) fσ(pi),r(1/ψi)
1 + µi ψi
〉
Mbg,n
(5.2)
Mirror symmetry
The definition of topological recursion and invariants W
(g)
n starts with a spectral
curve, i.e. a B-model geometry, and the moduli of the spectral curve are given by a
1–form ydx, and a Bergman kernel B.
On the other side, we have the Gromov–Witten theory of a set of points, i.e. an
A–model geometry, and the coefficients (the moduli) are the coefficients of Λˆ, and the
coefficients of fi,j(u), and these are obtained by Laplace transform of the B–model
moduli:
B model A model
moduli ydx , B tˆaσ ,k , Bˇaσ ,d;aσ′ ,d′
with
(Laplaceσydx) (µ) ∝ e−
∑
k tˆaσ,k µ
−k(
Laplaceσ,σ′B
)
(µ, ν) ∝
∑
k,l
Bˇaσ ,d;aσ′ ,d′ µ
−k ν−l
In other words, the mirror map, which expresses the A–moduli in terms of the B–
moduli, is simply the Laplace transform.
BKMP conjecture ?
BKMP conjecture [21, 4] claims that if we choose S = Xˆ to be the mirror curve of
a toric Calabi–Yau 3fold X, then the W
(g)
n ’s are the generating function of Gromov–
Witten invariants of stable maps f : σg,n → X with their boundaries on a Lagrangian
28
submanifold L ⊂ X (to which is associated the coordinate x of S), i.e. the Gromov–
Witten theory of
M(X, L)g,n.
According to what we have just found, this would mean that the Gromov–Witten
theory of M(X, L)g,n actually reduces to the the Gromov–Witten theory of a set of
points {a1, . . . , ab}, where the ai’s are the invariant points of the torus symmetry of X.
This would not be too surprising, since toric symmetry implies localization on
invariant loci, and in particular near invariant points ai. This well known fact has
given rise to the famous ”topological vertex” theory [17, 7].
However, BKMP conjecture is yet to be proved (it was proved so far to all genus g
only for X = C3), and our theorem here, doesn’t give directly a proof...
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Appendix A
A Proof of theorem 4.1
A.1 Graphical representation
In [9, 12], it was observed that the definition of W
(g)
n can be written diagramaticaly:
W (g)n (S; z1, . . . , zn) =
∑
G∈Gbg,n(z1,...,zn)
w(G) (A.1)
where Gbg,n(z1, . . . , zn) is the set of graphs with n external legs, g loops, constructed as
follows:
Definition A.1 a graph G ∈ Gbg,n(z1, . . . , zn) if and only if:
• G is a graph with 2g−2+n trivalent vertices, n labeled external legs (each ending
on a 1-valent vertex)
• G has 2g−2+n arrowed edges forming an oriented tree, and n+g−1 unoriented
edges. The left and the right branch at each vertex of the tree are distinguished.
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!3
z2
z z’
!’ !’’
zz1 z z’ z’ z" z"
z" z
w(G) = Res
z→ai
Res
z′→aj
Res
z′′→ak
K(z1, z)K(z, z
′)K(z′, z′′)B(z¯, z¯′)B(z′′, z2)B(z¯′′, z3)
Figure 2: Example of a graph in G ∈ Gb1,3(z1, z2, z3). G has 3 external legs, 1 loop,
3 tri–valent vertices, 3 oriented edges and 3 unoriented edges. The residue in z′′ is
computed first, then z′ then z.
• each oriented edge ends on a trivalent vertex, and all trivalent vertex sit at the
end of an oriented edge.
• each external leg but one is an unoriented edge. One external leg is at the beginning
of an oriented edge, it is the root of the tree of oriented edges it has the label z1. The
other external legs have labels z2, . . . , zn.
• G has g internal unoriented edges, each such internal unoriented edge can connect
two points only if they are on the same branch of the tree (i.e. if one is the descendent
of the other).
• each trivalent vertex v carries an index σ(v) ∈ {1, 2, . . . , b}.
To associate a weight w(G) to a graph G, we label each trivalent vertex v by a
spectral variable (i.e. ∈ C) zv, and the 1-valent vertices (i.e. the root and the n−1 leaves
of the trees are labeled by z1, . . . , zn. This induces a labeling of edges e = (ze+, ze−) of
the graph in the following way:
let v be a tri–valent vertex with one oriented edge e with labels (ze+ , ze−) arriving
on it, and two edges (oriented or not) going out of the vertex, the left child edge eleft =
(zeleft+, zeleft−) and the right child edge eright = (zeright+, zeright−). Then we have:
ze− = zv , zeleft+ = zv , zeright+ = z¯v (A.2)
v’ z
zz’ z v
- if an endpoint of an edge is a 1-valent vertex, it receives the corresponding variable
zi, in particular the root receives z1.
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Then the weight w(G) is
w(G) = :
∏
v=vertices
: Res
zv→aσ(v)
∏
e=oriented edges
K(ze+, ze−)
∏
e=unoriented edges
B(ze+, ze−) (A.3)
where :
∏
: means that we compute the residues in a ”time ordered manner”, i.e. the
reverse order of the arrows along the tree, i.e. ”leaves first, root last”.
Remark A.1 the definition gives a special role to z1, but it was shown in [12] that
W
(g)
n (S; z1, . . . , zn) is symmetric in all its variables, i.e. the result of the sum of weights
is independent of which zi is chosen as the root.
Example Gb0,3(z1, z2, z3) contains 2b graphs. Each graph G ∈ Gb0,3(z1, z2, z3) has 1
tri–valent vertex, 1 oriented edge and 2 unoriented edges. The oriented edge goes from
the root z1 to the vertex (label z), and the 2 unoriented edges go from the vertex to the
leaves z2 and z3. z2 is either the right or the left edge (and z3 is the other). Moreover,
the vertex has an index σ ∈ {1, 2, . . . , b}.
Gb0,3(z1, z2, z3) =

!
z
z zz
z
z
1
2
3
,
!
z
z zz
z
z
1
3
2

Eventually we have
W
(0)
3 (S; z1, z2, z3) =
∑
σ
Res
z→aσ
K(z1, z)B(z, z2)B(z¯, z3)+
∑
σ
Res
z→aσ
K(z1, z)B(z, z3)B(z¯, z2).
(A.4)
A.2 Structure of weights
Since the weight w(G) of a graph is evaluated by taking residues at branchpoints, it
has the same structure discussed in section 4.2, i.e.
w(G(σ1, z1; . . . , σn, zn)) =
∑
d1,...,dn
A(G(σ1, z1; . . . , σn, zn); d1, . . . , dn)
n∏
j=1
dξaσj ,dj(zj)
(A.5)
and the coefficients A(G; d1, . . . , dn) is a polynomial in the Bˆaσ ,k;aσ′ ,l’s in the tˆaσ ,k’s of
total degree at most 3g − 3 + n (where Bˆai,k;aj ,l is counted with degree 1, and tˆai,k is
counted with degree k), and it vanishes if
∑
j dj > 3g − 3 + n.
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A.3 Cutting graphs into clusters of constant index
Let G = G(i1, z1; . . . , in, zn) ∈ Gbg,n(z1, . . . , zn) be a graph.
Let us cut all lines which separate vertices of different index, that gives a set of
subgraphs with constant index in each subgraph:
3
G
1 2
z z’z1
G
G
The computation of the weight w(G) involves computing residues at z → aσ and
z′ → aσ′ , i.e. taking integrals along small circles centered around aσ and aσ′ .
If σ = σ′, the order of computing the two residues (z or z′ first ?) matters, because
exchanging the order means moving one circle across the other, and since K(z, z′) and
B(z, z′) have poles when z = z′, the exchange of order produces a residue at z = z′
(and possibly at z′ = z¯ for K(z, z′)). But if, as we assume here, σ 6= σ′, the circles
have different centers, and exchanging the order doesn’t matter.
So, let us compute first all residues in a subgraph G1, and let (z, z
′) be one of the
external legs of graph G1, i.e. it is a line separating vertices of different indexes σ and
σ′. If (z, z′) is an oriented line from z to z′, let us write
K(z, z′) = Res
z′′→z
Res
z′′′→z′
B(z, z′′) lnE(z′′, z′′′) K(z′′′, z′) (A.6)
and If (z, z′) is an unoriented line between z and z′, let us write
B(z, z′) = Res
z′′→z
Res
z′′′→z′
B(z, z′′) lnE(z′′, z′′′) B(z′′′, z′) (A.7)
where E(z′′, z′′′) is the prime form, i.e. its second derivative with respect to z′′ and z′′′
is B(z′′, z′′′):
dz′′ dz′′′ lnE(z
′′, z′′′) = B(z′′, z′′′). (A.8)
The computation of w(G) involves computing a residue of the type:
Res
z→aσ
Res
z′′→z
f(z)B(z, z′′) lnE(z′, z′′′) (A.9)
where f(z) may have poles at aσ and possibly at other spectral variables associated
to adjacent vertices in the graph G. This last expression means that we should first
32
compute the residue in z′′ then in z. This meand that z is integrated around a small
circle around aσ, and z
′′ is integrated around a small circle around z. The circle of z′′
can be deformed into two circles around aσ, one exterior to the circle of z, and one
interior:
z
a aa
z
z’’
z
z’’
z’’
In other words we have:
Res
z→aσ
Res
z′′→z
= Res
z′′→aσ
Res
z→aσ
− Res
z→aσ
Res
z′′→aσ
. (A.10)
Since the integrand has no pole at z′′ = aσ, the last residue vanishes, and therefore we
may write:
Res
z→aσ
Res
z′′→z
= Res
z′′→aσ
Res
z→aσ
(A.11)
i.e. now we compute the z residue first.
The computation of the z residue, gives exactly the weight w(G1), and since G1 has
all its vertices of color σ, the weight w(G1) is the same as the one computed from the
spectral curve Saσ , i.e.
w(G1) =
◦
w(G1), (A.12)
and it takes the form (A.5)
◦
w(G1) =
∑
d1,...,dn
◦
A(G1; d1, . . . , dn)
n∏
j=1
dξaσ ,dj(zj). (A.13)
and this has to be done for all subgraphs G1, G2, . . . of G.
Now it remains to perform the integral over variables z′′, z′′′ associated to lines with
non–constant indices in G, and which now correspond to external legs of G1, G2.
Therefore we now have to compute:
Caσ ,d;aσ′ ,d′ = Resz′′→aσ
Res
z′′′→aσ′
dξaσ ,d(z
′′) lnE(z′′, z′′′) dξaσ′ ,d′(z
′′′) (A.14)
In this purpose we Taylor expand lnE(z′′, z′′′) in the vicinity of aσ and aσ′ using (4.3)
and (A.8):
lnE(z′′, z′′′) ∼
∑
k,l
Baσ ,k;aσ′ ,d′
(k + 1)(l + 1)
ζaσ(z
′′)k+1 ζaσ′ (z
′′′)l+1 (A.15)
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and
dξaσ ,d(z
′′) ∼ − (2d+ 1)!!
2d
dζaσ(z
′′)
ζaσ(z
′′)2d+2
+ analytical near aσ (A.16)
we have
Caσ ,d;aσ′ ,d′ =
(2d− 1)!!
2d
(2d′ − 1)!!
2d′
Baσ ,2d;aσ′ ,2d′ = 2 Bˆaσ ,d;aσ′ ,d′ . (A.17)
Eventually, this shows that the weight of a graph G can be obtained from the
weights of its subgraphs:
A(G, dexternal legs of G) =
∑
(dv ,dv′ )=cut edges
∏
(v,v′)
2 Bˆaσ(v),dv ;aσ(v′),dv′
∏
Gi=subgraphs
◦
A(Gi, dexternal legs of Gi)
(A.18)
Notice that since the number of internal edges of a graph is dg,n = 3g − 3 + n, we
have
dg,n(G) = #cutedges +
∑
i
dgi,ni(Gi) (A.19)
and therefore the powers of 2 match:
2−dg,nA(G, dexternal legs of G)
=
∑
(dv ,dv′ )=cut edges
∏
(v,v′)
Bˆaσ(v),dv ;aσ(v′),dv′
∏
Gi=subgraphs
2−dgi,ni
◦
A(Gi, dexternal legs of Gi)(A.20)
Now it remains to perform the sum over all graphs G, which is equivalent to a sum
over all cut edges and for given cut edges, the sum over all subgraphs Gi. Since every
graphs and subgraphs contain at least one trivalent vertex, and the number of trivalent
vertices is 2gi−2+ni, we have 2gi−2+ni > 0 for each subgraph Gi, and thus the sum
contains only stable terms. It is clear that the set of possible (cutting edges+ stable
subgraphs), is in bijection with the nodal degenerations of a surface of genus g with n
marked points.
From theorem 3.1, the sum over all possible Gi’s with given gi, ni and external legs
with given degrees dk is
2−dgi,ni
∑
Gi
◦
A(Gi, {dk}) =
〈
Λˆσ(Gi)
∏
k
ψdkk
〉
gi,ni
(A.21)
Eventually, substituting into (A.20), gives
2−dg,nA(G, dexternal legs of G)
=
∑
nodal degenerations
∏
nodal points(q,q′)
∑
dq ,dq′
∏
(q,q′)
Bˆaσ(q),dq ;aσ(q′),dq′
∏〈
Λˆσ(Gi)
ni∏
k=1
ψdkk
〉
gi,ni
(A.22)
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and we recognize that the right hand side is exactly what we have defined as∫
Mbg,n
Λˆ
n∏
i=1
ψ(pi)
di (A.23)
i.e. we have proved the theorem, at least in the case where
◦
B = B on each Cai .
The derivation above, relied on exchanging the order of residues when σ 6= σ′ thanks
to the fact that small circles around aσ and aσ′ don’t intersect.
The exchange of order of residues can also work when σ = σ′ provided that we can
move one circle through the other, which is possible if the integrand has no pole when
circles cross each other. In particular, let us write:
B(z, z′)− ◦B(z, z′) = Res
z′′→z
Res
z′′′→z′
◦
B(z, z
′′) ln
E(z′′, z′′′)
◦
E(z′′, z′′′)
◦
B(z
′′′, z′) (A.24)
The procedure above can be repeated, the only difference is that now we also allow
to cut edges with the same color on both vertices. The coefficients Caσ ,d;aσ ,d′ are then
given by
Caσ ,d;aσ ,d′ = Res
z′′→aσ
Res
z′′′→aσ
dξaσ ,d(z
′′) ln
E(z′′, z′′′)
◦
E(z′′, z′′′)
dξaσ′ ,d′(z
′′′) (A.25)
i.e.
Caσ ,d;aσ′ ,d′ = 2 Bˇaσ ,d;aσ′ ,d′ − 2 δσ,σ′
◦ˇ
Baσ ,d;aσ ,d′ . (A.26)
This completes the proof of theorem 4.1 .
B Case dx = meromorphic
Let C be a compact Riemann surface of some genus g, and let Ai,Bj be a symplectic
basis of non–contractible cycles on C such that the Bergman kernel is normalized on
A-cycles: ∮
z2∈Ai
B(z1, z2) = 0. (B.1)
Let
dSz1,z2(z) =
∫ z1
z′=z2
B(z, z′). (B.2)
In that case we have
ξai,0(z) = −
dSz,o(ai)
dζai(ai)
(B.3)
Since dx is meromorphic, we see that −dξai,d/dx is a meromorphic function on C, with
a pole of degree 2d+3 at ai, and simple poles at aj, j 6= i, and which behaves near ai as
(2d+ 1)!! d−2−1 ζai(z)
−2d−3− Bˆai,d;ai,0 ζai(z)−1 +O(1), and therefore, after substracting
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the simple poles at z = aj, we see that this quantity has all the properties of ξai,d+1(z),
and thus
ξai,d+1(z) = −
dξai,d(z)
dx(z)
−
b∑
j=1
Bˆai,d;aj ,0 ξaj ,0(z) (B.4)
Taking the Laplace transform on contour γk we have
fak,ai,d+1(u) = −ufak,ai,d(u)−
b∑
j=1
Bˆai,d;aj ,0 fk,j(u) (B.5)
where
fak,ai,d(u) =
√
u
2
√
pi
∫
z∈γak
e−u(x(z)−x(ak))dx(z) ξai,d(z)
= δi,k (−1)d ud −
∑
d′
Bˆai,d;ak,d′ u
−d′−1 (B.6)
fi,j(u) =
√
u eux(ai)
2
√
pi
∫
z∈γai
e−ux(z) ξaj ,0(z) dx(z) (B.7)
Then, defining
Bˇak,ai(u, v) = δi,k
uv
u+ v
− u
∑
d
v−d fak,ai,d(u) =
∑
d,l
Bˆai,d;ak,l v
−d u−l (B.8)
we get
Bˇak,ai(u, v) =
uv
u+ v
(
δi,k −
b∑
j=1
fk,j(u) fi,j(v)
)
. (B.9)
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