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Simulation of a Virtual Campus at the Open University of Catalonia
The Open University of Catalonia (UOC, www.uoc. edu) is an online university in Barcelona, Spain. The university community has more than 37,000 members, including students from Spain and Latin America, professors, and managers. Performance tuning of the UOC computer network is difficult for system managers because of the many potential online users. Therefore, a research team of managers, professors, and computer science students initiated the Castelldefels Project (named for the city in which the core of the computer system is located). Two UOC community members, Antoni Roure, manager of the Castelldefels computer system, and Joan M. Marques, a specialist in distributed computer systems, led this team. Two external consultants in operations research, Angel A. Juan and Javier Faulin, were also involved from the project's beginning. Its main objectives were to improve the performance levels of the Castelldefels system and to increase its scalability, serviceability, and availability levels. As critical as these objectives were, we could not meet them by testing the real (i.e., production) Castelldefels system because a system failure could affect thousands of UOC members in their day-to-day work. Therefore, before we implemented any modification to the real system, we had to develop a simulation model (Law 2007 , Banks et al. 2004 ) to safely test the system and analyze the results. We created a three-level model. The first level represents the wide area network (WAN) (Kurose and Ross 2005) . This WAN is a set of geographical nodes that are located mainly in the Catalan region (Spain) and its neighborhoods ( Figure 1) ; most of the UOC students live in this geographical area. The Castelldefels node, which supports the virtual campus, represents the core of the system. The remote nodes are connected to the Castelldefels node using the Internet. At the second level, we model the details of each node. Each of the remote nodes represents a set of subnodes that are also interconnected by the Internet. Each of these subnodes represents a metropolitan area network (MAN) that aggregates several LANs. The third level in our model (Figure 2) is the MAN configuration.
We used the OPNET Modeler software (www. opnet.com) to develop our model. After implementing the model, we performed several simulations to investigate the system dependence on various parameters, e.g., balancing policies, traffic load, response time, CPU utilization, and failure-recovery time (Chang 1999 , Aboelela 2003 , Brown and Christianson 2005 , Qadan and Guizani 2005 . The simulations allowed us to study different scenarios (what-if analyses) to model different configurations of the Castelldefels computer system. This helped the managers to understand the system behavior. More importantly, it enabled them to predict changes in system performance that would result from changes to the system configuration: number of servers, traffic loads, balancing policies, maintenance policies, etc.
For example, the objective of one of the simulation runs was to predict the response time of the file transfer protocol (FTP), hypertext transfer protocol (HTTP), and e-mail applications as we modified the balancing policy (minimum-load policy versus round-robin policy) and the number of concurrent clients (500 1 000 ). Based on our results, it seems clear that response time is not significantly affected by the balancing policy. Instead, it depends primarily on the number of concurrent users. Other factors, such as the number of servers in the system, seem not to be as decisive; we found that the CPUs of the available servers were not being used at their full capacity. We performed other simulations that addressed averages for traffic associated with each balanced server using a random-assignment policy. After a warm-up period of more than four hours, all servers seemed to converge to similar average loads. Our model enables managers to change many system configuration parameters, e.g., number of clients, number of dedicated servers, balancing policy, user profiles, applications load, individual server failures, and recoveries. Therefore, the number of simulations that can be performed to compare different scenarios is almost unlimited.
Because of the constantly changing nature of the Castelldefels computer system, maintaining a simulation model that mimics the behavior of the real system is a continuous project. The model must be updated each time that there is a system modification, e.g., a change in its architecture, hardware/software components, workload, or web services. However, as we become more experienced in the system's modeling and simulation, we will be able to develop more accurate models and obtain better predictions from our simulations. Since the project's inception, Castelldefels system managers have offered extensive support and have shown considerable interest in the simulation results. They have already used our software model for two cases: (a) to adjust configuration parameters that are related to balancing and persistency policies, and (b) to make decisions regarding the number and technical characteristics of hardware devices, e.g., routers, servers, balancers, and firewalls. In the years to come, we expect to continue to support this project and to extend our best practices to model and simulate similar computer systems.
