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Abstract
The relation connecting the symmetric elliptic integral RF with the Jacobian elliptic functions
is symmetric in the first three of the four letters c, d, n, and s that are used in ordered pairs to
name the 12 functions. A symbol ∆(p,q) = ps2(u, k) − qs2(u, k), p,q ∈ {c,d,n}, is independent
of u and allows formulas for differentiation, bisection, duplication, and addition to remain valid
when c, d, and n are permuted. The five transformations of first order, which change the argument
and modulus of the functions, take a unified form in which they correspond to the five nontrivial
permutations of c, d, and n. There are 18 transformations of second order (including Landen’s and
Gauss’s transformations) comprising three sets of six. The sets are related by permutations of the
original functions cs, ds, and ns, and there are only three sets because each set is symmetric in two
of these. The six second-order transformations in each set are related by first-order transformations
of the transformed functions, and all 18 take a unified form. All results are derived from properties
of RF without invoking Weierstrass functions or theta functions.
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Jacobi’s elliptic functions sn(u, k), cn(u, k), and dn(u, k), each having a pole at u =
iK ′(k), were first used by Glaisher (see [6, p. 177]) to form the other nine Jacobian
functions by taking three reciprocals and six ratios. The fact that formulas are sometimes
simpler when relating to cs(u, k), ds(u, k), and ns(u, k), each with a pole at 0, was observed
by Glaisher (see [6, p. 180]) and emphasized by Neville, who called them “the primitive
functions” [6, pp. 61, 178] and used them extensively but noted that the simplicity was
quite limited. He stated [6, p. 178] (see also [6, p. x]) that the set of 12 Jacobian functions
“is wholly lacking in symmetry. A formula may be typical in its algebraic structure of a
group of three or more formulae, but the constants in one formula can seldom be obtained
from those in another by mere transliteration.”
We shall define a symbol that allows “seldom” to be removed from the preceding sen-
tence (and “but” to be changed to “and”), the transliterations being permutations of {c,d,n}
and the formulas being those for differentiation, bisection, duplication, and addition. These
formulas will be derived from properties of the symmetric elliptic integral of the first kind,
RF (x, y, z), whose symmetry in x , y , and z becomes symmetry in c, d, and n. The for-
mulas will be obtained first for the primitive functions and subsequently for the other nine
functions by taking reciprocals and ratios. We shall use the symmetry of RF to derive
the five modulus-changing transformations of first order [5, p. 369], [6, pp. 210–214] in a
unified form from the five nontrivial permutations of c, d, and n. From the quadratic trans-
formation of RF a unified form will be derived for 18 transformations of second order,
comprising Landen’s transformation, Gauss’s transformation, a complex transformation,
and the combinations of each with the five transformations of first order.
It is important that the squares of the three primitive functions differ by quantities inde-
pendent of u:
ns2 − cs2 = 1, ns2 − ds2 = k2, ds2 − cs2 = k′2 = 1 − k2, (1.1)
where we suppress the variables (u, k) for brevity. Some examples of notation are ns2 =
ns2(u, k), ns = 1/sn, and cs = cn/sn = (cn)(ns).
The Jacobian version of Legendre’s first elliptic integral is
u =
sn(u,k)∫
0
dw√
(1 − w2)(1 − k2w2) . (1.2)
Substituting 1/w2 = t + ns2, we find
u = 1
2
∞∫
0
dt√
(t + ns2 − 1)(t + ns2 − k2)(t + ns2) (1.3)
= 1
2
∞∫
dt√
(t + cs2)(t + ds2)(t + ns2)
. (1.4)0
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RF (x, y, z) = 12
∞∫
0
dt√
(t + x)(t + y)(t + z) , (1.5)
which is symmetric and homogeneous of degree −1/2 in x, y, z, we see that
u = RF
(
ns2 − 1,ns2 − k2,ns2)= RF (cs2,ds2,ns2). (1.6)
Equations (1.4) and (1.6) show symmetry in the letters c, d, and n, which we make explicit
by writing
{p,q, r} = {c,d,n} (1.7)
and
u = RF
(
ps2,qs2, rs2
)
, (1.8)
where ps, qs, and rs now stand for cs, ds, and ns in any order. Note that neither p nor q nor r
will ever stand for s, contrary to what is often done elsewhere, for example in [1, §16.1].
The symbol that accomplishes the first purpose of the paper is
∆(p,q) = ps2 − qs2, p,q ∈ {c,d,n}, (1.9)
whence, by (1.1),
∆(n, c) = −∆(c,n) = 1, ∆(n,d) = −∆(d,n) = k2,
∆(d, c) = −∆(c,d) = k′2. (1.10)
For each of the four properties listed earlier we shall find that one formula (which can
sometimes be written in various ways) suffices for the three Jacobian functions whose
symbols end in s, one formula (following immediately from the preceding one) for the
three reciprocals that begin with s, and one for the six ratios that do not involve s. That is to
say, one for the three functions with a pole at u = 0, one for the three that vanish at u = 0,
and one for the six with value 1 at u = 0. We shall show transformations of first and second
orders only for cs, ds, and ns, but reciprocals and ratios are easy to obtain by inspection. All
formulas will be derived from properties of the integral RF without recourse to Weierstrass
functions or theta functions.
2. Derivatives
Proposition 1. If a prime indicates differentiation with respect to u, except for k′, then
(ps)′ = −(qs)(rs), (sp)′ = (qp)(rp), (pq)′ = ∆(p,q)(rq)(sq). (2.1)
Proof. It follows from [3, (9.2-1) and (5.9-2)] that(
∂
∂x
+ ∂
∂y
+ ∂
∂z
)
RF (x, y, z) = −12√xyz . (2.2)
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same derivative because of (1.1), we find
1 = −(ps
2)′
2(ps)(qs)(rs)
, (2.3)
whence
(ps)′ = −(qs)(rs).
This implies
(sp)′ = (1/ps)′ = −(ps)
′
ps2
= (qs)(rs)
ps2
= (qp)(rp),
(pq)′ = (ps/qs)′ = −(rs)qs
2 + (rs)ps2
qs2
= ∆(p,q)(rq)(sq). 
Example. (cd)′ = ∆(c,d)(nd)(sd) = −k′2(nd)(sd), in agreement with [1, 16.16.4]. (The
first two equations in (2.1) are given in [6, 11.44 and 11.43].)
3. Bisection
Proposition 2. Again using (1.7) and suppressing variables (u, k), we have
ps2(u/2, k) = (ps + qs)(ps + rs) = ps2(1 + qp)(1 + rp), (3.1)
sp2(u/2, k) = (ps − qs)(ps − rs)
∆(p,q)∆(p, r)
= sp
2
(1 + qp)(1 + rp) , (3.2)
pq2(u/2, k) = ps + rs
qs + rs =
(ps + rs)(qs − rs)
∆(q, r)
= pq + rq
1 + rq =
pr + 1
qr + 1 . (3.3)
Lemma 1. If
u = RF
(
g − 1, g − k2, g), (3.4)
then (
g − 1, g − k2, g)= (cs2(u, k),ds2(u, k),ns2(u, k)). (3.5)
Proof of Lemma 1. Using (1.5) to write (3.4) as
u = 1
2
∞∫
0
dt√
(t + g − 1)(t + g − k2)(t + g)
and substituting t + g = 1/w2, we find
u =
1/√g∫
dw√
(1 − w2)(1 − k2w2) .0
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upper limit of integration being a single-valued function of u, analytic on the complex
plane except for simple poles. Comparison with (1.2) gives 1/√g = sn(u, k), whence g =
ns2(u, k). The proof of (3.5) is completed by (1.1). 
Proof of Proposition 2. The duplication formula [3, (9.6-1)] for RF is
RF
(
x2, y2, z2
)= 2RF (x2 + λ,y2 + λ, z2 + λ), λ = xy + xz + yz. (3.6)
Putting (x, y, z) = (cs,ds,ns) and using (1.6), we have
u/2 = RF
(
cs2 + λ,ds2 + λ,ns2 + λ),
λ = (cs)(ds) + (cs)(ns) + (ds)(ns) = (ps)(qs) + (ps)(rs) + (qs)(rs).
Let g = ns2 +λ. Since (ns2 +λ)− (cs2 +λ) = 1 and (ns2 +λ)− (ds2 +λ) = k2, Lemma 1
proves that
ps2(u/2, k) = ps2 + λ = (ps + qs)(ps + rs).
This is (3.1); (3.2) then follows from sp2 = 1/ps2 and (1.9), and (3.3) follows from pq2 =
ps2/qs2. 
Example. From (3.3) we find
dn2(u/2, k) = dn + cn
1 + cn =
dc + 1
nc + 1 , (3.7)
which is simpler than but equivalent to [1, 16.19.3] and similar to [1, 16.19.2].
Corollary 1.
∆(q,p)∆(r,p)
ps2(u/2, k)
= (ps − qs)(ps − rs), (3.8)
qs(u/2, k)rs(u/2, k)
ps(u/2, k)
= qs + rs, (3.9)
∆(p,q)rs2(u/2, k)
ps2(u/2, k)qs2(u/2, k)
= ps − qs
ps + qs =
pq − 1
pq + 1 . (3.10)
Proof of Corollary 1. In each equation substitute (3.1). 
Equations (3.8) and (3.9) will be used in the last paragraph of the paper.
4. Duplication
Replacement of u by 2u in (3.10) gives the following corollary.
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pq(2u, k) − 1
pq(2u, k) + 1 = ∆(p,q)rp
2sq2 = ∆(p,q) rq
2sq2
pq2
, (4.1)
pq(2u, k) = 1 + ∆(p,q)rp
2sq2
1 − ∆(p,q)rp2sq2 =
pq2 + ∆(p,q)rq2sq2
pq2 − ∆(p,q)rq2sq2 . (4.2)
The cases of (4.1) with pq = cn or pq = dn are [1, 16.18.4 and 16.18.5]. The same cases
of (4.2) are easy to rewrite as [1, 16.18.2 and 16.18.3].
Proposition 3. A full inverse of Proposition 2 is
ps(2u, k) = ps
4 − ∆(p,q)∆(p, r)
2(ps)(qs)(rs)
= 1 − ∆(p,q)∆(p, r)sp
4
2(sp)(qp)(rp)
, (4.3)
sp(2u, k) = 1/ps(2u, k), (4.4)
pq(2u, k) = ps
4 − ∆(p,q)∆(p, r)
qs4 − ∆(q,p)∆(q, r) =
pq4 − ∆(p,q)∆(p, r)sq4
1 − ∆(q,p)∆(q, r)sq4 . (4.5)
Proof. To invert (3.6) we note that x2 + λ = (x + y)(x + z) and
(x2 + λ)(y2 + λ)
z2 + λ =
(x + y)(x + z)(y + x)(y + z)
(z + x)(z + y) = (x + y)
2. (4.6)
If we put (x2 +λ,y2 +λ, z2 +λ) = (ps2,qs2, rs2), the right side of (3.6) becomes 2u. Since
subtraction of λ from each of the three quantities does not change their differences, one of
which is k2, we have (x2, y2, z2) = (ps2(2u, k),qs2(2u, k), rs2(2u, k)) by Lemma 1. Thus
(4.6) becomes [7, (45.1)],
(ps)(qs)
rs
= ps(2u, k) + qs(2u, k), (4.7)
whence
(ps)(qs)
rs
+ (ps)(rs)
qs
− (qs)(rs)
ps
= 2ps(2u, k),
or
ps(2u, k) = ps
2qs2 + ps2rs2 − qs2rs2
2(ps)(qs)(rs)
= ps
4 − (ps2 − qs2)(ps2 − rs2)
2(ps)(qs)(rs)
= ps
4 − ∆(p,q)∆(p, r)
2(ps)(qs)(rs)
.
This is (4.3), and (4.5) follows from pq = ps/qs. 
Examples. From (4.5) we find
cn(2u, k) = cn
4 − k′2sn4
1 − k2sn4 , dn(2u, k) =
dn4 + k2k′2sn4
1 − k2sn4 , (4.8)
which are equivalent to [1, 16.18.2 and 16.18.3].
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qs2ps2 + ∆(q,p)qs2, and the definitions of ∆(p, r) and ∆(q, r). Then multiply numera-
tor and denominator by sp2sq2.
5. Addition
Let psi = ps(ui, k), i = 1,2,3, with similar notation for the other functions.
Proposition 4.
ps(u1 + u2, k) = ps1qs2rs2 − ps2qs1rs1ps22 − ps21
= ps
2
1ps
2
2 − ∆(p,q)∆(p, r)
ps1qs2rs2 + ps2qs1rs1
, (5.1)
sp(u1 + u2, k) = sp
2
1 − sp22
sp1qp2rp2 − sp2qp1rp1
= sp1qp2rp2 + sp2qp1rp1
1 − ∆(p,q)∆(p, r)sp21sp22
, (5.2)
pq(u1 + u2, k) = ps1qs2rs2 − ps2qs1rs1qs1ps2rs2 − qs2ps1rs1
= ps1qs1ps2qs2 + ∆(p,q)rs1rs2
qs21qs
2
2 + ∆(p,q)∆(q, r)
, (5.3)
pq(u1 + u2, k) = pq1sq1rq2 − pq2sq2rq1pq2sq1rq2 − pq1sq2rq1
= pq1pq2 + ∆(p,q)sq1rq1sq2rq2
1 + ∆(p,q)∆(q, r)sq21sq22
. (5.4)
Proposition 3 is the special case u1 = u2 with an easier proof and a rearrangement.
Proof. The addition theorem for RF is
RF (x + λ,y + λ, z + λ) + RF (x + µ,y + µ,z + µ) = RF (x, y, z), (5.5)√
x + µ = (√(x + λ)yz +√x(y + λ)(z + λ))/λ, (5.6)
where (5.6) is a simpler form of [8, (8.3)]. If we put (x + λ,y + λ, z + λ) = (ps21,qs21, rs21)
and (x + µ,y + µ,z + µ) = (ps22,qs22, rs22), then the left side of (5.5) is u1 + u2. Defining
u3 = u1 + u2, we have (x, y, z) = (ps23,qs23, rs23) and
RF
(
ps21,qs
2
1, rs
2
1
)+ RF (ps22,qs22, rs22)= RF (ps23,qs23, rs23), (5.7)
ps2 = (ps1qs3rs3 + ps3qs1rs1)/
(
ps21 − ps23
)
. (5.8)
Since RF (ps21,qs
2
1, rs
2
1) = −RF ((−ps1)2, (−qs1)2, (−rs1)2) by homogeneity, (5.7) be-
comes
RF
(
(−ps1)2, (−qs1)2, (−rs1)2
)+ RF (ps23,qs23, rs23)= RF (ps22,qs22, rs22). (5.9)
This is (5.7) with ps1, qs1, and rs1 changed in sign and subscripts 2 and 3 interchanged.
The same changes in (5.8) give
ps3 = (−ps1qs2rs2 + ps2qs1rs1)/
(
ps21 − ps22
)
, (5.10)
which is the first equality in (5.1).
Next we note that (1.9) implies
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ps2i qs
2
j − ps2jqs2i =
(
ps2j − ps2i
)
∆(p,q), (5.11)
where the third equation follows from substituting the first, and all three hold if p, q, and
r are permuted. The equivalence of the middle and last members of (5.1) is proved by
multiplying the numerator of the former and the denominator of the latter to get ps21qs
2
2rs
2
2 −
ps22qs
2
1rs
2
1. We then use the first equation in (5.11) to substitute four times for qs2i and rs2i
and simplify to get the denominator of the middle member of (5.1) times the numerator of
the last member.
Since sp = 1/ps, we take the reciprocal of each fraction in (5.1) and multiply both
numerator and denominator by sp21sp
2
2 to obtain (5.2).
Since pq = ps/qs, we divide the middle term of (5.1) by the same term with p and q
interchanged. The first equality in (5.3) then follows from the second equation in (5.11).
For the last member of (5.3), we interchange p and q in the last member of (5.1) and
multiply its reciprocal by the middle member of (5.1). The product of the numerators is
(ps1qs2rs2 − ps2qs1rs1)(qs1ps2rs2 + qs2ps1rs1)
= ps1qs1ps2qs2
(
rs22 − rs21
)+ (ps21qs22 − ps22qs21)rs1rs2
= (ps22 − ps21)(ps1qs1ps2qs2 + ∆(p,q)rs1rs2),
where we have used the second and third equations in (5.11). The first factor cancels the
denominator from the first member of (5.1), leaving the numerator of the last member of
(5.3).
Multiplication of each numerator and each denominator in (5.3) by sq21sq22 yields
(5.4). 
Example. Putting (ps,qs, rs) = (ns, cs,ds) in (5.1), we find
ns(u1 + u2, k) = ns1cs2ds2 − ns2cs1ds1
ns22 − ns21
= ns
2
1ns
2
2 − k2
ns1cs2ds2 + ns2cs1ds1 . (5.12)
If numerator and denominator of the last member are multiplied by sn21sn
2
2, the result agrees
with the reciprocal of the ratio in [1, 16.17.1]. The middle member agrees with both [6,
12.34] and [7, (43.1) and (40.1)], indicating that the alternative form given in the next to last
paragraph of [1, §16.17] should be changed to (nsv csudsu−nsu csv dsv)/(ns2u−ns2v),
which is symmetric in c and d as expected from [1, 16.17.1].
6. Transformations of first order
Proposition 5. Define v =√∆(r,p)u and κ2 = ∆(r,q)/∆(r,p), {p,q, r}= {c,d,n}. Then

cs
ds
ns

 (v, κ) =
1√
∆(r,p)


ps
qs
rs

 (u, k). (6.1)
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√
∆(r,p) is immaterial because the functions on the left side are odd func-
tions of v and because Jacobian elliptic functions depend on the squared modulus.
Proof. Define g = rs2(u, k)/∆(r,p). By homogeneity (1.8) becomes
v = RF
(
ps2(u, k)/∆(r,p),qs2(u, k)/∆(r,p), rs2(u, k)/∆(r,p)
)
= RF
(
g − 1, g − κ2, g),
where we have used (1.9). Lemma 1 then proves (6.1). 
Comment. If (p,q, r) = (c,d,n), then v = u, κ = k, and the two sides of (6.1) are identical.
The most useful cases are the three transpositions:
• (p,q, r) = (d, c,n) produces the reciprocal-modulus transformation (Jacobi’s real
transformation),
• (p,q, r) = (n,d, c) produces the imaginary-argument transformation (Jacobi’s imagi-
nary transformation),
• (p,q, r) = (c,n,d) produces the imaginary-modulus transformation.
The two remaining cases are the cyclic permutations (p,q, r) = (d,n, c) and (p,q, r) =
(n, c,d).
Example. For the imaginary-modulus transformation we have ∆(r,p) = ∆(d, c) = k′2 and
∆(r,q) = ∆(d,n) = −k2. Then (6.1) becomes

cs
ds
ns

 (k′u, ik/k′) =
1
k′


cs
ns
ds

 (u, k). (6.2)
For instance, since cn = cs/ns, we find cn(k′u, ik/k′) = cd(u, k) in agreement with [2,
165.01], and similarly for other ratios and reciprocals. A more useful version is obtained if
k is replaced by ik:

cs
ns
ds

 (u, ik) =
√
1 + k2


cs
ds
ns


(√
1 + k2u, k√
1 + k2
)
. (6.3)
For instance, cn(u, ik) = cd(√1 + k2u, k/√1 + k2), in agreement with [2, 160.01].
7. Transformations of second order
Proposition 6. Define
a = ∆(q,p), b = ∆(r,p), {p,q, r} = {c,d,n}, (7.1)
z1 = ps +
√
ab/ps, z2 = ps −
√
ab/ps, z3 = (qs)(rs)/ps, (7.2)
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w2ij = −w2ji = z2i − z2j , {i, j, h} = {1,2,3}. (7.3)
Then
w212 = 4
√
ab, w232 = a + b + 2
√
ab, w231 = a + b − 2
√
ab. (7.4)
The 18 transformations, corresponding to three choices of p in (7.1) and (7.2) and six
choices of (h, i, j), are the special cases of

cs
ds
ns


(
wjhu,
wji
wjh
)
= 1
wjh


zh
zi
zj

 . (7.5)
In terms of k the values of the w’s for each choice of p are
p w212 = −w221 w232 = −w223 w231 = −w213
c 4k′ (1 + k′)2 (1 − k′)2
d 4ikk′ (k + ik′)2 (k − ik′)2
n 4k −(1 − k)2 −(1 + k)2
Proof of Proposition 6. In (7.4) the third equality follows from
z21 − z23 = ps2 + 2
√
ab + (ab − qs2rs2)/ps2
= ps2 + 2√ab + [(qs2 − ps2)(rs2 − ps2)− qs2rs2]/ps2
= ps2 + 2√ab + ps2 − qs2 − rs2
= −a − b + 2√ab.
Evaluation of z22 − z23 is the same with
√
ab replaced throughout by −√ab, and finally
w212 = w213 −w223. The values of the w’s in terms of k are then found from (7.1) and (1.10).
In [3, (9.5-3) and (9.5-4)] we put (u, v,w) = (ps,qs, rs) and (x, y, z) = (z1, z2, z3) to
write the quadratic transformation of RF in the form
u = RF
(
ps2,qs2, rs2
)= RF (z2h, z2i , z2j ), (7.6)
where we have used (1.8) and the symmetry of RF . Its homogeneity then implies
wjhu = RF
(
z2h/w
2
jh, z
2
i /w
2
jh, z
2
j /w
2
jh
)
. (7.7)
Use of Lemma 1 with squared modulus (z2j − z2i )/w2jh = w2ji/w2jh completes the proof of
(7.5). 
Comment. Since the z’s and w’s are symmetric in q and r, permutations of p, q, and r
effectively reduce to three choices for p. Changing the sign of
√
ab would be equivalent
to interchanging the subscripts 1 and 2 in both (7.2) and (7.4), leaving the transformation
unchanged. The signs of the w’s are immaterial because the functions on the left side of
(7.5) are odd functions of wjhu and functions of the squared modulus (wji/wjh)2.
For each of the three choices for p, the permutations of h, i , and j induce first-order
transformations of the functions on the left side of (7.5). For instance, transposition of h
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second-order transformations, those in each set being related by first-order transformations.
Examples.
1. If p = c and {h, i, j } = {2,1,3}, then

cs
ds
ns


(
(1 + k′)u, 1 − k
′
1 + k′
)
= 1
(1 + k′)cs


cs2 − k′
cs2 + k′
(ds)(ns)

 . (7.8)
This is Landen’s transformation, in agreement (take cn = cs/ns etc.) with [5,
(13.23(13)] and [2, 163.01]. Its combination with the imaginary-argument transfor-
mation is [2, 165.06], for which p = c and {h, i, j } = {3,1,2}.
2. If p = n and {h, i, j } = {3,2,1}, then

cs
ds
ns


(
(1 + k)u, 2
√
k
1 + k
)
= 1
(1 + k)ns


(cs)(ds)
ns2 − k
ns2 + k

 . (7.9)
This is Gauss’s transformation, in agreement with [5, 13.23(18)] and [2, 164.01].
Its combination with the reciprocal-modulus transformation is [2, 165.05], for which
p = n and {h, i, j } = {2,3,1}.
3. If p = d and {h, i, j } = {3,2,1}, then

cs
ds
ns


(
(k′ + ik)u, 2
√
ikk′
k′ + ik
)
= 1
(k′ + ik)ds


(cs)(ns)
ds2 − ikk′
ds2 + ikk′

 . (7.10)
This complex transformation agrees with [2, 165.07]. The case with p = d and
{h, i, j } = {2,3,1} is its combination with the reciprocal-modulus transformation and
agrees with [4, (7)].
Comment. Use of [3, (9.5-2)] instead of [3, (9.5-3)], its inverse, produces a new set of
18 transformations that are more complicated and therefore less useful. Putting (x, y, z) =
(qs, rs,ps) and (u, v,w) = (ζ3, ζ2, ζ1) in [3, (9.5-2)], we find
2ζ1 =
√
(ps + qs)(ps + rs) −√(ps − qs)(ps − rs),
2ζ2 =
√
(ps + qs)(ps + rs) +√(ps − qs)(ps − rs),
2ζ3 = qs + rs. (7.11)
Defining
ω2ij = −ω2ji = ζ 2i − ζ 2j , {i, j, h} = {1,2,3}, (7.12)
we find
ω2ij = w2ij /4. (7.13)
B.C. Carlson / J. Math. Anal. Appl. 299 (2004) 242–253 253Equations (7.6), (7.7), and (7.5) still hold with z’s replaced by ζ ’s and w’s replaced by ω’s.
In view of (7.13) we can write the new transformations in terms of the w’s as

cs
ds
ns


(
wjh
u
2
,
wji
wjh
)
= 2
wjh


ζh
ζi
ζj

 . (7.14)
If we apply (3.1), (3.8), and (3.9) to the ζ ’s and subsequently replace u/2 by u, we recover
(7.5).
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