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ABSTRACT 
A (I, - 1, 0) matrix is said to be a potentially sign-orthogonal sign pattern if the 
inner product of any pair of distinct rows or columns equals zero or contains terms 
that are positive and terms that are negative. A potentially orthogonal matrix is a 
matrix such that some .matrix with the same (+, -, 0) sign pattern is an orthogonal 
matrix. Evidently all potentially orthogonal (I, - 1,O) matrices are potentially sign-or- 
thogonal sign patterns, but not conversely. In this article we characterize the linear 
operators on the n x n real matrices that map the set %” of matrices with potentially 
sign-orthogonal sign patterns to itself and the complement of Z to its 
show that the same operators are the only ones th 
orthogonP! matrices to itseif and the complement of 
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terms are use to idioate that area of matrix 
an entry or w ether it is zero or nonzero is 
e of any entry is not of concern in structured matrix 
ne properties of a set of matrices is to investigate 
the structure of linear operators which preserve the set. This approach Was 
begun by Frobenius in 1897 [4] wh ed linear operators that 
preserve the determinant. In l9S9, oyls rekindled interest in 
this approach by characterizing linear preservers of the rank function [5] and 
the preservers of the set of matrices of rank 1 [6]. In this paper we investigate 
the linear operators preserving sets of matrices defined by the possible 
orthogonal properties of their sign patterns, This complements the study of 
preservers of the orthogonal group by Botta and Pierce [s]. 
Throughout this article, all matrices are square real matrices. We denote 
the set of real n X n matrices by An and suppress the subscript unciess the 
order cf the matrices is needed to avoid confusion. 
It is possible to glean some information about the possibility of a matrix 
being orthogonal by studying the sign pattern (+, -, 0) formed by the 
respective entries of the matrix. For example, no 4 X 4 real matrix with sign 
pattern 
0 
+ 
+ 
+ 
+ 
0 
+ 
- 
+ 
-i- 
- 
- 
+ 
+ 
- 
+ 
(1) 
can be orthogonal, because the inner product of the first and second rows 
cannot be zero. 
This notion is made rigorous by defining the sign pattern of a matrix 
A = (aij) as the (1, - 1, 0) matrix 
if aij > 0, 
S(A) = (sij)9 where sij = if aij = 0, 
1 if aij < 0. 
When specifying a sign pattern of a matrix we will usually write “+” for 
“ + I”, “ - ” for “ _ I”, and “0” for “(4”. 
e matrices, for exa le, that of being orthogonal, 
ign pattern %$uk~S pr 
pattern must have property F. A 
has 
s 43 
requires nonsingu allows orthogonahty. vidently, no si 
can require orthogonality, since the norm of any nonzero row 
required to be 1 by its sign pattern alone. A sign patte 
potentially orthogonal (P(B) if it alllows orthogonality. 
about potentially orthogonal matrices, see [l]. 
We say the matrix A dominates the matrix B if A a 
orders and aij = 0 implies bij = 0 r all i and j. 
Two sign pattern vectors, s and are potentially otihogonal if there exist 
vectors and v in Iw’ with sign patterns s and respectiveIy such that 
uL'V= Equivalently, s and are potentially ortho nal if and only if either 
1 Siti:i = 1,...,n} = (0) or (Siti:i=l,..., ?2} l(-1,l). 
A matrix is potentially sign-roe#T w-oirthogonaZ (PSRO) if it dominates a permu- 
tation matrix and its sign pattern matrix has pair-wise potentially orthogonal 
rows. Potentially sign-cokmn-orthogonal (PSCQ) is defined in a paraI!el 
fashion. A matrix is potentially sign-orthogonal (PSO) if it is both PSRO and 
PSCO. The sign pattern (1) is PSCO but not PSRO, and therefore neither 
PSO nor PO. 
It is clear that - any potentially orthogonal matrix is PSO, but the converse 
is not true. Consider the sign pattern matrix 
- + + 0 0 0 
+-+ooo 
+-t-o00 
+ + + - + + 
+ + + + - + 
+ + + + + - 
It is easily seen to be PSRO and PSCO, and hence PSO. 
orthogonal matrix can have this sign pattern. A current area of interest is to 
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utation matrices P and Q i 
, all of whose entries 
(X) =PC(Xo )DQ forall Xin (2 ) a 
or 
(X) = [PC(XoM)DQ]’ forall XinM. (2b) 
We also show that for n > 4, strongly preserves PSRO or PSCO if and 
only if @a) holds. 
e would hope that all operators that preserve PO, PSO, PSRQ, or 
3% alr:o preserve the set strongly; however, this is not the case. The 
operators in (2) are nonsingular, but as the following example shows, there 
are some operators that preserve PO, PSRQ, and PSCO that are 
singular and do not strongly preserve PO , PSRO, or PSCO. 
EXAMPLE 1.1. Let denote the operator on defined by 
: :I) = [-“b :]y 
denote the operator on defined by 
a b c d 
e f g h 
i j k 1 
P 4 r s 
h-ices as well. A 
otta an ierce [3] have investigated the 
group. Their results require the hypothesis that 
hypothesis that is a strong preserver and show in 
also nonsingula Our proof of Lemma 2.2 requires 
lar and a strong preserver. We conjecture that 
(respectively, PSO, PSRO, PSCO) if and 
preserves PO (respectively, SO, PSIRO, PSC 
INARY RESULTS 
It is easily checked that if a linear ope r satisfies (2a) then strongly 
preserves PO, PSO, PSRO, and PSCO_ I satisfies (Zb) then strongly 
preserves PQ and PSO. 
In what follows, we will use the following sign pattern matrix which is 
and, hence, PSO, PSRO, and PSCO: 
where jn is the matrix of all I’s and In is the identity matrix henxn 
orthogonal matrix Un = (uij) defined by ~11 = 2,&z + l), ail = ~1~ 
= &ZT/(n + 1) for 2 < i \< n, u.. = -n/(n + 1) for 2 < i < n, and 
Uij = Uji = l/(n + 1) for 2 < i < j <i2 proves that the sign pattern (3) is 
PO. A cell is a matrix with exactly one nonzero entry and it equ 
nonzero entry of a cell is in the (i, j) location, we denote the cell 
matrix SEij for some nonzero t in [w is called a weighted cell. 
LEMMA 2.1. If 
PO, PSO, PSRO, or 
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ttern (3) so that A + X is 
reserves PO. T 
and PSCO while A is neither. 
LEMMA 2.2. Zf strongly preserves PO, PSO, PSRO, or PSCO, then 
is a bijection on the set of weighted cells. 
Proof. Suppose rves PO, and let k, I be fured integers, 
1 < k, I \< n. We must Ekl) = tE,, for some 1 < r, s < n and 
nonzero real number t. By virtue of the fact that every operator of the type 
(2a) stror& preserves PO, we may assume that (k, 2) = (~1, rt). Let xn = 1, 
and choose Q > 0 suc’il that for every pair ( p, q) such that the ( p, q) entry 
E,,) is nonzero, we have that the (p, q) entry of 
> 0 such that for every pair o 
such that the ( p E,,) is nonzero, we have 
that the (p, q) entry of T( El: + x,,E,, + x ,3E13) is nonzero. Continue in 
this -cay choosing x ij > 0 where i #j, 1 < i, j < n, and kii < 0, 1 < i < n. 
Let x,, = 0. We have thus chosen XT with sign pattern (3) except that 
x = 0. Further, we have chosen S such that if the ( p, q) entry o 
for” any pair (i, j) # (n, n), is nonzero, then the (p, q) entry of 
nonzero. 
Choose t,, so that 0 < t,, lu/ul, where u is the smallest in absolute 
value of all nonzero entries of X) and o is the largest in absolute value of 
y Lemma 2.1, u exists and v # 0. Now, by the choice 
ero entry in X) has the same sign as that entry of 
But x + t,, 
aie 
is not PO while X - t,,E,, is PO. 
Thus, there are some entries which zero in X), and thus zero in 
for all (r, s) f (n, n), but nonzero in (E,,). Since k, 2 were chosen 
arbitrarily, the above process gives for ea pair, (k, l), a onempty subset, 
1, of ordered pairs ( p, q) such that the ( p, q) entry of ( E,,) is nonzero 
for all (r, s) + (k, I). That is, 
n) x (1, 2, . . . , n}. It follows that 
efine IZ, mapping the set of ordered 
if .5 l = Up, q)). .‘* 
rongly preserving 
, and PSCO in turn in the abo 
he term rank of a matrix A is the smallest number of lin 
either a row or a column) which contain all the nonzero entries o 
sequel we shall use the following lemma due to Beasley and Pullman. 
LEMMA 2.3 12, Corollary 3.1.21. Suppose that 
r on A. Then preserves the set of matrices of te 
isoneofora mposition of some of the following operators: 
(a) x + xt* 
) X -+ 13XQ for some fixed but arbitra y permutation matrices P and Q 
in . 
(c) X -+ X Q A for some fixed but arbitray matrix A in 
nonxero entlm’es. 
with all 
LEMMA 2.4. If strofigly preserves PO, PSO, PSRO, or PSCO, then 
preserves the set of matrices of term rank 1. 
Proof. Suppose that T strongly preserves PO (respectively, PSO, PSRO, 
PSCO), and let I < i < n. Let R, = Eil + Ei, + l *- +Ei, and let Ci = Eli 
+ Ezi + l O* ;E,i* (Note that every term rank I matrix is dominated by some 
is bijective on the set of weighted cells 
have exactly n nonzero entries. If 
cells, say ~ij and Eik have 
=tkErswith pzrandqfs. 
th exactly n - 2 nonzero entries such that 
Ei, + X) is a weighted permutati matrix. This is possible be 
bijective on the set of cells. Then Eij + Ei, + X) is PO and hence PSO, 
PSCO, and PSRO, but since E, + Ei, + X cont~ns a zero TOW, it is neither 
PO, PSO, PSRO, nor PSCO, si it does not dominate a permutation matrix. 
This contradicts the fact that strongly preserves PO (respectively, PSO, 
PSRO, PSCO). Thus preserves the set of term rank 1 matrices and 
lemma is proved. 
Any matrix with sign pattern (1) gives an example 
can be extended to an n X n mat for each n 2 4, 
PSRO and hence neither PSO no 0. Our next lemma shows that no 
examples exist for n < 3. 
LEMMA 2.5. Suppose A is a sign pattern in with n < 3. 
following are equizjalent : 
(a) A is PO; 
(I>) A is PSO* 7 
4 is and 
( iS 
) it can be sho-wn that each 
m one of the following eight 
uting rows and/or columns and/or multiplying rows 
and/or columns by - 1: 
And clearly, every sign pattern obtained from these eight in the above 
manner is PSRO. Each of these sign patterns is symmetric; thus a sign 
pattern is PSCO if and only if it can be obtained from one of these eight in 
A 2_ non tr _._ A the SaIlie I%XEiEl-. SifiS? fi IS raw 11 am iii+ II :f A is PSRO and PSCO, a sign 
pattern is PSO if and only if it can be obtained from one of these eight 
patterns as above. Thus (b), cc.), and cd) are equivalent. 
Finally, since every PO sign pattern is PSO and each of the eight sigu 
patterns above is PO, (a) is equivalent to the others. 
In the following theorem, we shall refer to the following four types of 
linear operators: 
for SOW fixed but arbitrary permutation matrices B and 
e fixed but arbitrary signature matrices and S 
e diagonal entries are + 1 or - 1); 
X + X 0 M for some fixed but arbitrary matrix M with all positive 
of or a composition of so 
C. strongly prese 
or a composition of some 
Proof e An easy check shows that operators of types 
preserve PSRO, PSCQ, PSQ, and PO. In additi 
operators of type IV strongly preserve PO and PSO. 
2.5 implies that operators of type I, II, II 
and PSCO. This proves cessity in parts A, B, and C 
Suppose r& > 3 and strongly preserves PSRG or 
4 x 4 matrix with sign pattemli),The matrix 
PSRO, so the transpose operator (type IV) does 
Similarly, the transpose operator does not strongly serve PSCQ. Applymg 
this and Lemma 2.4 to Lemma 2.3, we have that is in the semigroup of 
operators generated by operators of type I and operators of the form 
X + X 0 W for some W ah of whose entries are nonzero. 
Suppose that strongly preserves PO or PSQ. Applying Lemma 2.4 to 
Lemma 2.3, we is in the group of operators generated by 
operators of type operators of the form- X -+ X 0 W as above. 
Suppose tlaat is an operator of the form X + X 0 W where W has ah 
nonzero entries, and suppose that strongly preserves PO, PSO, PSCQ, or 
PSRO. To finish sufficiency in part , B, and C of the theorem we need only 
is a composition of operators of types II and III. 
e the diagonal matrix whose diagonal entries are rii = w,Jlw,,l, 
and let S be the diagonal matrix whose diagona! entries are sii = rllwli/lwlil, 
for all i. Note that each diagonal entry of b R and S is either 
1 be the operatnr X + be the ope 
M = RWs. ’ (X)). We only need sh 
all positive entries to osition of operators of 
III. 
By the definition of R and S we Rave that mnj 
i, j. %q.pMe that ??%kl is negative for some k and 
columns, we may assume that k = E = 2 without I 
be the matrix 
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