Information processing in the visual cortex depends on complex and context sensitive patterns of interactions between neuronal groups in many different cortical areas. Methods used to date for disentangling this functional connectivity presuppose either linearity or instantaneous interactions, assumptions that are not necessarily valid. In this paper a general framework that encompasses both linear and non-linear modelling of neurophysiological time series data by means of Local Linear Non-linear Autoregressive models (LLNAR) is described. Within this framework a new test for non-linearity of time series and for non-linearity of directedness of neural interactions based on LLNAR is presented. These tests assess the relative goodness of fit of linear versus non-linear models via the bootstrap technique. Additionally, a generalised definition of Granger causality is presented based on LLNAR that is valid for both linear and non-linear systems. Finally, the use of LLNAR for measuring non-linearity and directional influences is illustrated using artificial data, reference data as well as local field potentials (LFPs) from macaque area TE. LFP data is well described by the linear variant of LLNAR. Models of this sort, including lagged values of the preceding 25 to 60 ms, revealed the existence of both uni-and bi-directional influences between recording sites.
Introduction
Visual information processing in the mammalian brain is based on a multitude of cortical and subcortical structures. Within the macaque cortex more than thirty visual areas have been described (Felleman and van Essen, 1991) , a number likely to be paralleled in other higher mammals, including humans. Neuroanatomical, and electrophysiological evidence suggests, that these cortical areas are further subdivided into anatomical compartments composed of neurons with distinct physiological properties (Kaas and Krubitzer, 1991) . Thus, multiple neuronal populations in different areas process different aspects of a visual stimulus. Since receptive fields of cortical cells usually behave like broadly tuned filters in a high dimensional feature space (Martin, 1994; van Essen et al., 1992) , a given stimulus, which has different features like spatial position in the visual field, velocity, disparity, colour and form cues, will activate large neural populations within the same and in different cortical areas. These distributed responses have to be integrated into a coherent representation. The establishment of this representation requires extensive interactions between different neuronal populations within the same and in different cortical areas, since there is no final integration area in the brain onto which all processing pathways would converge.
The structural properties of cortical networks support such extensive interactions. Connections between cortical neurons are generally characterised by a high degree of divergence and convergence. Each cortical area is sending output connections to and is receiving input connections from several other cortical areas. These connections are so numerous that about one third of all possible connections between visual areas have been discovered and roughly one half of them are expected to exist (Felleman and van Essen, 1991) . Based on these connectivity patterns between cortical areas, their strength, the spatial arrangement of areas and the relatedness of their functional properties, different schemes for their arrangement into processing pathways have been proposed (Ungerleider and Mishkin, 1982; Felleman and van Essen, 1991; Goodale and Milner, 1992; Scannell et al., 1995; Hilgetag et al., 1996) . These pathways are characterised by extensive feedback connections, lateral connections to areas at the same processing level and connections by-passing intermediate levels of the hierarchy (see, e.g. Rockland and van Hoesen (1994) ). Recent physiological data show that feedback projections can exert substantial effects onto earlier processing stages (Hupé et al., 1998) . Large temporal overlap of the response periods of neurons even in areas at very different levels of the processing hierarchy (Nowak and Bullier, 1997) further support mutual influences. Thus, current neuroanatomical and neurophysiological evidence suggests extensive mutual interactions between distributed groups of neurons.
Despite these results, the mechanisms which serve to integrate the activities of different neurons into a coherent representation are still a much debated issue. A recent concept of information processing in the cortex, extending Hebb's cell assembly concept (Hebb, 1949) , stresses the importance of the relative timing of action potentials to express relatedness of responses (von der Malsburg, 1981; Singer et al., 1990) . According to this temporal binding hypothesis, neurons belonging to the same assembly should synchronise their responses, while cells belonging to different assemblies should fire asynchronously. Indeed, many experimental findings in the visual cortex are in agreement with this theory, including the existence and stimulus dependency of inter-and intra-areal synchronisation (see, e.g. Singer and Gray (1995) ; Engel et al., (1997) for recent reviews). According to this conceptual framework as well as to similar ones (Johannesma et al., 1986; Gerstein et al., 1989; Aertsen et al., 1991; Sporns et al., 1991; Ahissar et al., 1992; Prut et al., 1998) , neural interactions change in relation to current processing requirements defined by external stimuli and the internal behavioural state of the animal. Much previous work related to these concepts has focused on the strength of neural interactions as indicated by correlation measures. Less attention has been paid to the direction of these interactions as a further dynamic property of functional connectivity. However, in our opinion, directed influences (or causal relations) that individual neurons (Abeles, 1982; Gerstein and Aertsen, 1985) or larger neural groups exert on each other and their variation in time might be of prime importance for cortical information processing. This idea seems to follow naturally from considerations of visual perception. Recent psychophysical research provided evidence that the perception even of the most elementary aspects of a visual scene may depend on factors like attention, past experience, or the segmentation of the visual scene into different objects (Braddick, 1996) . In these situations top-down processing should be more prominent than in other instances, e.g. in the case of rapid processing, in which the system might essentially operate in a feed-forward manner (Thorpe et al., 1996) . Accordingly, the relative influence of a 'higher level' neural group on a second, 'lower level' one might be stronger in the former condition than in the latter. Even during the response to a stimulus, the pattern of these relative influences between individual neurons or ensembles of neurons might change over time. Thus, in analysing information processing in the visual system, there is a strong interest to study the interactions of neuronal groups, i.e. to infer the direction of these influences from simultaneous electrophysiological recordings.
To define this problem formally, let us denote by x t ,y t the values of electrical recordings at time t obtained from any of two sites. Let us also denote the vector of observations from both sites at time t as z t = x t y t n .
Henceforth we shall use lower boldface type to indicate vectors and upper boldface type to indicate matrices. With this notation in place, our problem can then be formalised as defining a measure I(y x) which will quantify the influence of time series y t on time series x t .
First generation influence measures: linear instantaneous influences
A first generation of methods (Gerstein et al., 1978) assessed neural interactions by means of correlation methods, based on the use of linear regression. There have been many recent papers along these lines in the neuro-imaging literature, specific instances being path analysis (McIntosh and Gonzalez-Lima, 1994) , partial least squares (McIntosh et al., 1996) and the general concept of 'functional connectivity' (Friston, 1994) . These methods are based upon two implicit assumptions: 1. Interactions between neural ensembles are linear. 2. Interactions between neural ensembles are instantaneous, that is they depend only on the current state of the system.
Both of these assumptions may be summarised by the following equation:
where the coefficients a and b express the linear instantaneous relationships between series y and series x. These may be written in matrix notation as:
where we have used the following notation:
The time series o t is known as the 'innovation' and can be viewed alternatively as a white noise process driving the system or as the error of prediction of one time series given the other. Note that all relations involve only the current time t; this is what is meant by instantaneous interactions. First generation influence measures are defined as association coefficients that quantify how much of the total variation of the time series are explained by instantaneous linear relationships.
Second generation influence measures: Granger causality
The second assumption of first generation influence measures, that of instantaneous neural interactions, is clearly not realistic since it ignores:
The delay of transmission of information from one neural site to another. The fact that the evolution of the system may depend not only on the immediate past as is evidenced by the rich temporal structure of neural time series. Therefore, more realistic signal models substitute Assumption 2 above by:
3. The evolution of the state of the system may be described as a function of a finite number of past states.
On the basis of this assumption, Eq. (2) may be generalised by stating a dependence of z t not only on its own value, but also upon a set of p past vectors. (We will refer to p as 'the number of lagged values' in the remainder of this paper, and accordingly use 'lagged values' or 'lagged vectors'.) These can be stacked into 'delay matrices'
n , which contain all the information of both time series p points into the past.
The most frequently used linear model is the Multivariate Linear Autoregressive model:
Based on the Multivariate Linear Autoregressive model a second generation of measures of influence has been proposed (Gersch, 1970 (Gersch, , 1972 Akaike, 1974; Franaszczuk et al., 1985) . These not only take into account the correlation structure within and between the observed time series, but they also allow use of the 'arrow of time' to devise influence measures to statistically assess causality as introduced by Granger and co-workers (Granger, 1963 (Granger, , 1969 (Granger, , 1980 Granger and Lin, 1995) . Granger reasoned thus: if time series x t is influencing y t then adding past values of x t to the regression of y t will improve its prediction. This principle was originally formulated in a very general way, encompassing both linear and non-linear systems. However, Granger pointed out the difficulty of using nonlinear models (Granger and Newbold, 1977) by stating: 'Thus for purely pragmatic reasons, the 'optimal prediction' … should be replaced by 'optimal linear prediction' ' (p. 226) . Almost all specific measures of Granger causality have therefore been based on linear models.
To be specific, consider the prediction of x t based only on its own past:
In this case the innovation series } t will have a variance | 2 xX where the suffix indicates that the error variance is that of series x t predicted only by its own delay matrix X t . Now consider the following model, which adds the past values of y t as predictors of x t :
Note that the number of delays of series y t used to predict series x t is r and thus does not have to be equal to p. In this case the prediction error is now t which will have a variance | 2 xZ where the suffix indicates that series x t is now predicted by the complete delay matrix Z t which includes the past of both series. Based on these definitions, Granger introduced the following (linear) influence measure (Granger, 1969) :
Note that this measure of influence has the right properties. If the past of series y t does not improve the prediction of series x t then | 2 xZ will be equal to | 2 xX and the influence measure will be zero. Any improvement in prediction leads to a decrease in the denominator in Eq. (6) and therefore increases the value of the influence measure. A symmetrical definition of the influence of series x t on y t is possible. In fact, Geweke and others have generalised these definitions to multivariate time series and have defined influence measures between two sets of time series conditional on a third set of time series (Geweke, 1982 (Geweke, , 1984 ).
Bernasconi and co-workers (Bernasconi et al., 1998; Bernasconi and Kö nig, 1999) have applied this type of influence measure to electrophysiological recordings. These authors also carried out a spectral decomposition of the causality measures and provided empirical confidence intervals for this spectrum by means of the bootstrap. The results obtained indicate that influence measures are indeed a useful tool for studying neural effective connectivity.
Third generation influence measures: non-linear Granger causality
The above work presupposes that neural systems are linear. Neither the Hodgkin and Huxley equations of single cell neurophysiology, nor the modelling of synaptic interactions result in linear equations. Whether the ensemble behaviour of neural masses scales to a linear approximation is a matter of great importance to be determined empirically. The recent trend in signal modelling in neuroscience has been quite in the opposite direction to linear modelling. Results obtained with analytical methods derived from 'chaos theory' (see Elbert et al. (1994) for a review) have provided evidence for the essentially non-linear nature of large-scale EEG-, ECoG-and MEG-signals, even though the existence of underlying chaotic dynamics may not be demonstrable (Valdes et al., 1999) . If the time series are non-linear then methods based on linear regression as those described above may be misleading.
There have been several previous attempts to generalise the first generation influence measures to the non-linear case as exemplified in the work of Lopes da Silva and Mars (1987) by using both information theory concepts (Pijn et al., 1990) and correlation concepts based on non-linear regression. Both works demonstrated that in specific instances the assumption of linear interactions was misleading and that rather than the relationship expressed in Eq. (2) the following expression should be used:
where F is a non-linear relationship. This model and the aforementioned measures based on it suffer from the shortcomings of all first generation methods enumerated in the previous section. A third generation of influence measures is obtained by the application of Granger's most general concept of causality (Granger and Newbold, 1977) , in the context of a specific non-linear multivariate model:
in which F is not necessarily linear. The difficulty of this task has been the specification of a tractable framework for non-linear time series analysis. One such framework was proposed by Ozaki (1985) and later generalised by Tong (1990) . This consists in specifying a linear Autoregressive model in which the coefficients A k will now depend on the previous states of the system:
(This is a generalisation of Eq. (3) which has coefficients A k independent of the delay matrix Z t .) A number of recent papers implementing Granger causality measures are based on particular non-linear time series models (Teräsyirta, 1998; Warne et al., 1999) . It must be stressed, however, that the model selected for implementing causality measures must be matched to the dynamic characteristics of the time series studied. Recent work (reviewed in Valdes et al. (1999) ) has shown that not all non-linear models are capable of capturing the complex characteristics of neural signals. The class of models that offered a good trade-off between computational complexity and descriptive properties were the use of locally weighted polynomial non-parametric regression Gijbels, 1995, 1996) . Bell et al. (1996 Bell et al. ( , 1998 have devised Granger causality measures for a specific class of additive local polynomial models. In a series of recent papers Valdes and co-workers (reviewed in Valdes et al. (1999) ) have applied Local Linear polynomial regression to the analysis of neural signals. On the basis of this technique they have implemented a specific measure of Granger causality for the analysis of nonlinear multivariate neurophysiological signals and have carried out the preliminary evaluation of these measures (Valdes et al., 1996) . This family of models includes ordinary linear Autoregression as a special case.
The purpose of this paper is fivefold 1. To describe a general framework that encompasses both linear and non-linear modelling of neurophysiological time series by means of Local Linear Nonlinear Autoregressive models (LLNAR).
Within this framework to describe new tests for a)
non-linearity of time series and for b) non-linearity of neural interactions, both based on the LLNAR model. 3. To introduce a specific measure of Granger Causality for directed influences based on the LLNAR model and a test of significance for this measure. 4. To show the advantages of this measure of causality for non-linear data. 5. To show examples of the use of LLNAR with non-linear reference data and local field potentials (LFPs).
Material and methods

The electrophysiological data
To test the new data analysis methods, recordings were taken from the visual cortex of awake macaque monkeys. Since numerous previous crosscorrelation studies have shown that the likelihood to find synchronous activity generally declines with cortical separation of recording sites (see, e.g. (Ts'o et al., 1986; Ts'o and Gilbert, 1988; Krü ger and Aiple, 1988; Engel et al., 1990 )), we chose to apply our methods to data obtained from recordings from within the same cortical area in order to maximise chances for finding signs of interaction. Amongst the many different visual cortical areas, we chose to analyse field potential recordings from area TE for the following reasons: First, the large receptive fields of the cells in this part of the brain are indicative for integrative mechanisms in this area. Second however, the large receptive fields allow for many independent stimuli to stimulate the same neuron. Thus, the problem to handle related signals coherently and at the same time functionally separate them from unrelated signals is aggravated. This suggests the existence of dynamic mechanisms which organise interactions between different neurons. Third, in previous correlation studies in this area we found that a high percentage of cells is firing synchronously in response to a stimulus (Freiwald et al., 1998) . This result implies that the probability to find interactions between LFP signals should be high, since they are the manifestations of coherently firing local groups of neurons.
Beha6ioural procedure
Two male macaque monkeys (Macaca mulatta) were trained to perform a visual fixation task (Wurtz, 1969) . This task required each monkey to maintain fixation at a spot of light with a diameter of 0.3°that appeared on a CRT screen at a distance of 57 cm or 114 cm to the eyes. Within 3 s after the appearance of the light spot the monkey had to start fixation and subsequently press a lever. Fixation had to be maintained for an interval of 5 -7 s after which the light spot dimmed slightly and the monkey was required to release the lever within 500 ms. Successful performance of each trial was rewarded with a drop of juice or water, and after a 2 s waiting period the next trial was started. If the animal made an eye movement of more than 0.7°away from the fixation spot while the lever was pressed, or if it released the lever before the dimming period, the trial was aborted and a prolonged waiting period of about 4 s started without a reward. After implantation of the head holder, the animal's head was restrained during training and recording sessions, and eye movements were monitored with an infrared eye-tracking system.
Surgery
Each monkey was implanted surgically under aseptic conditions with a head holder and a recording cylinder of 20 mm diameter. Anaesthesia was induced with an injection of ketamine (10 mg/kg, i.m.), and after tracheal intubation continued with 1-3% isofluorane in oxygen/nitrous oxide (30/70). To aid the positioning of the recording cylinder, the monkeys had been scanned before the surgery with magnetic resonance imaging (MRI), and the stereotaxic co-ordinates of STS and PMTS had been determined using the BRAINVOYAGER software (Goebel, 1996) . The vertically oriented cylinder was centred above the estimated AP position of the anterior end of the PMTS. Head holder, cylinder, and screws were fixed and interconnected with dental acrylic. A small craniotomy of 2 mm diameter was placed in the centre of the cylinder. Postoperative treatment included systemic application of antibiotics for 5 days.
Recording procedure
Local field potentials (LFPs) and multi-or single-unit activity were recorded in the posterior part of the inferotemporal cortex (TE), immediately anterior to area TEO with two to four varnish-coated tungsten microelectrodes. The impedances of the electrodes were 1-2 MV at 1 kHz. The electrodes were advanced independently through a 23 gauge guide tube. Initially, a short guide tube was used to record the depth profile. The correct location for recording sites was determined from the transitions through layers of cortex, white matter and sulci and from the response properties of the neurons encountered. Based on these results, a longer guide tube was chosen to ensure the final positioning of the electrodes inside the target area. Its tip was located 7 mm above the closest point of the recording area. To place the electrodes for simultaneous recordings from spatially separate columns in TE they were slightly bent on the last millimetres before their tips and oriented to move in slightly different directions. This resulted in differences of travelling distances of the electrodes of 2 mm or more. The separation of the recording sites could then be estimated to be at least equal to this difference of travelling distances. Only recording sites with a minimal spatial separation of 2 mm or more were considered for further analysis. This distance is four times the spatial range of LFPs ( :500 mm) because of volume conductance (Schillen et al., 1992) . Therefore, synchronisation of any two simultaneously recorded time series is very unlikely the trivial result of current spread from a single source to these two recording sites.
The signal from each electrode was amplified by a variable factor, filtered with a bandpass (1-300 Hz) to extract the local field potential and a second bandpass (0.5-4 kHz) to extract action potentials. The field potential data was then A/D converted with a sampling rate of 512 or 1024 Hz (A/D converter board DT 2821-G (DataTranslation)) which was controlled by the Discovery (DataWave) data acquisition system and stored to disk. No online analysis was performed during electrode positioning or data acquisition to avoid any bias in the selection of recording sites.
The correct location of the recording sites in posterior part of area TE has been histologically verified in one of the experimental animals.
All procedures used in this study were performed in accordance with the guidelines for the welfare of experimental animals issued by the federal government of Germany and conformed to the guidelines of the National Institutes of Health for the care and use of laboratory animals.
Generation of 6isual stimuli
Light stimuli were generated on a CRT display with a 1024× 768 pixel resolution, subtending a visual angle of 35°× 26°in the case of 57 cm monitor distance to the eyes and 18°× 13°in the case of 114 cm monitor distance. The monitor operated with a frame rate of 80 Hz (non-interlaced). This rate is well above the temporal resolution of macaque cones (Boynton and Baron, 1975) . Independent control measurements in area MT had previously shown (Kreiter and Singer, 1992) , that the 80 Hz frame rate does not influence the temporal structure of the spike train.
The stimulus set consisted of fractal patterns (Miyashita et al., 1991) and pictures of animals and plants. Sizes ranged from 2°to 10°of diameter and luminance from 1 to 4 cd/m 2 with a background illumination of 0.1 cd/m 2 . The five pixel lines closest to the borders of each picture were reduced in luminance to avoid sharp luminance contrasts. Stimulus and presentation positions were chosen so that responses were elicited in at least one of the recording sites. The stimulus was presented in one of two temporal schemes. In the first, the stimulus was turned on 1 s after trial onset and stayed on for 4 s until the end of the trial. In the second scheme, two stimuli were presented subsequently at the same location with presentation and inter-picture delay times of 1 or 1.5 s.
The analysis of electrophysiological data
Data processing
For all the field potential data recorded, power spectra were computed. These showed that there was very little power beyond 100 Hz in the data. To save on computer time for the following computations, the signals were therefore resampled with 200 Hz by Cubic spline interpolation (with the tension parameter | = 1.0). Whenever necessary, digital notch filters were applied to remove 50 Hz line or 80 Hz monitor artefacts (before the resampling of the data). All data were z-transformed by subtraction of the mean and division by the standard deviation (SD). Therefore, in what follows, the SD is always equal to one.
Local Linear Non-linear Autoregression (LLNAR)
We will now proceed to describe the LLNAR model as a generalisation of linear Autoregression. For linear Autoregression, the estimation of the model described in Eq. (4) is carried out by least squares, that is by finding the coefficients a k that minimise the estimated innovation variance | 2 xX :
Thus, the linear model assumes that whatever the previous state X t may have been, the Autoregressive coefficients a k are constant.
In order to model non-linearity, assume that the a k depend on the X t . Thus, a different linear regression model is assumed for each point of the state-space (Tong, 1990) . This allows flexible modelling of many types of non-linear systems. The coefficients a k (X) are estimated by a 'local regression' (Fan and Gijbels, 1996) which gives greater weight to those data pairs x t , X t with delay matrices near X. This is achieved by modifying Eq. (10) into the following expression:
where
is a Gaussian shaped weighting function. The 'spread' of the weighting depends on h, which we shall term the 'bandwidth of the local linear smoother' or simply 'bandwidth' (Marron, 1992) . The bandwidth h is related to 'effective degrees of freedom' of the nonparametric fit (Hastie and Tibshirani, 1990 ). When h is large the number of 'effective' parameters is that of the linear model, p. When h is small then the number of effective parameters increases. This is the Local Linear Non-linear Autoregressive time series model (LLNAR), designated as such because it is approximately linear in the neighbourhood of a given previous state of the system. Note that as h then LLNAR models reduce to the ordinary Autoregressive model that is therefore included as a specific case. This model has been shown to adequately describe non-linear characteristics of EEG data (Hernàndez et al., 1996) .
The model depends on the selection of the bandwidth h and also on the number of delays p to be used as predictors. At first thought these could be selected by estimating the usual variance of the prediction error (using the state dependent Autoregressive coefficients):
where for any population quantity c, ĉ will denote its estimator. However, Eq. (12) is a biased estimator since the data predicted is included in the 'training set'. In fact, it is zero when h is zero since then each observation is predicted by itself! A number of techniques have been suggested for model order determination including AIC, BIC, FPE (for a review see Tong (1990) ). However, Yao and Tong (1994) have argued in favour of using the crossvalidation error (CVE) as a goodness of fit measure for tuning model parameters in non-linear time series. From the literature of nonparametric regression estimation it is well known that CVE avoids overfitting (Hastie and Tibshirani, 1990 ). In the case of the LL-NAR model CVE is a function of the model order p and the bandwidth h, this functional relation being denoted as CVE(p, h). Yao and Tong (1994) and Bell et al. (1998) have carried out simulations that demonstrate that the CVE performs well as an order determination procedure using local polynomial regression, even in the case when the data is actually linear.
The CVE is an unbiased estimate of the prediction error obtained by the following procedure. Successively each pair x t , X t is deleted from the complete sample, the LLNAR model is fitted, and using this model a prediction is obtained for the deleted data pair. The average square of the resulting residuals is the CVE. An examination of CVE(p, h) for a suitable set of values will indicate not only the optimal bandwidth h, but also the optimal choice of p. Typically CVE(p, h) is larger for small p when the order of the model is not high enough to describe the data. Then as p increases this measure is smaller until overfitting occurs, in which case the value of CVE increases as prediction performance decreases. In a similar fashion CVE is high when h is too large -unless the linear model is adequate. For nonlinear systems CVE decreases until it becomes too small for good generalisation performance between the data points. The CVE(p, h) function therefore shows a global minimum which is used to select p and h.
We calculate CVE(p, h) for all values of p from 1 to 20 and for h defined on a logarithmically spaced grid in the range 0.01 · s · p 5 h 54 · s · p, where s is the standard deviation of the time series to be examined. Additionally, the CVE for h , h = (linear model) is also computed. (p min , h min ) are the values for which the CVE function attains its minimum, which will be denoted by CVE(p min , h min ), CVE(p min ), CVE(h min ) or simply CVE according to the parameter that is being discussed.
Test for non-linearity in time series
In this section a novel test for assessing linearity of time series is proposed. In the fitting procedure described just above h min = h is an indication that a linear model fits the time series best. When h min "h , then the following procedure is carried out. A series of surrogate time series are generated using the linear model by means of the 'wild bootstrap' technique (Mammen, 1999) . Essentially, this technique generates artificial time series using the linear Autoregression equation. For the generation of each new realisation a new innovation time series is obtained by randomising the residuals of the linear fit. The set of the CVE of the surrogate data defines a bootstrap empirical probability distribution that characterises the null hypothesis. If CVE(p min , h min ) is lower than a prespecified (small) proportion of the bootstrapped linear CVE then the hypothesis of linearity is rejected. Specifically in this paper, linearity was rejected if CVE(p min , h min ) was smaller than the fifth percentile of the logspline estimated distribution function (see below) of the CVE of the surrogate data (P value of 0.05).
Multi6ariate regression
The LLNAR can be extended to encompass non-linear multivariate regression models that generalise Eq. (2). The non-linear equivalent to model Eq. (5) is fitted by the general procedure described in the previous section but applied to the pairs z t , Z t , i.e. using the past of both series one and two. Thus, the LLNAR version of prediction of y 1,t by the complete delay matrix Z t is given by
As in the linear case, the number of lagged values for series two r, does not necessarily have to be the same as p. In this paper the value of p obtained from the regression of a time series on its own past is taken to be fixed. Past values of series two are then added if they lower the CVE. Thus, CVE is used in this multivariate regression for two purposes, for determining the value of r (how many past values of series two are necessary) and also for determining the optimal smoothing parameter CVE(r min , h min ) for the Local Linear regression. This provides valuable information about the influence of series two on one. If the CVE is not decreased by adding past values of series two, then one may conclude that this series does not influence series one. Additionally, an examination of the effect of the bandwidth on CVE(r min , h min ) by means of the procedure outlined in the previous section is a test for the linearity of the interaction.
Non-linear Granger influence measure
If past values of series two contribute to the prediction of series one, then it is possible to use the LLNAR framework for a quantitative evaluation of Granger causality. Define:
Then, the non-linear measure for Granger Causality based on LLNAR is:
Note that this measure includes the linear measure of influence as a special case when the bandwidth of the LLNAR is set to infinity.
According to Bell et al. (1998) the significance of the influence measure was tested by generating a bootstrap sample under the null hypothesis. This sample was obtained by the following procedure. Separate LLNAR models are fitted to each time series. Then, using the wild bootstrap procedure described above, independent pairs of surrogates time series are generated for both series one and two. Under these conditions stochastic independence of both series is ensured and in this case the population influence measure should be by construction zero. The actual influence measures are calculated for each pair of bootstrapped surrogates and a histogram of the influence measures is constructed. In this paper the null hypothesis of no influence was rejected if the observed influence measure was greater than the 95th percentile of the logspline estimated distribution function (see below) of the surrogate data (P=0.05).
Assessment of significance of results
All significance testing was carried out using estimates of the distribution under the null hypothesis obtained by means of the bootstrap (Efron and Tibshirani, 1993) . The number of bootstrap samples always was larger than 700. Instead of using the raw histograms for determining critical values of the null distribution, estimate of this density function was obtained using the logspline technique of Kooperberg and Stone (1991) that allows better estimates of tail probability densities. The critical value for a one sided test at a given P value (in our case P=0.05) is the 1− P percentile of this distribution. All figures of significance tests in this paper show the raw histogram, the superimposed logspline density, the critical value for the one sided test, as well as the actual values of the test statistics.
Results
Results for test time series
The methods developed above were applied to two test data sets, and afterwards to LFP data. For the first test a set of 40 time series with a length of 600 data points were generated from a bivariate linear Autoregressive model with p=2. Half the time series were generated as interdependent by construction of the autoregression matrices. The other half was generated as a set of independent time series. In all 40 cases the type of LLNAR model selected corresponded to a bandwidth of infinity, i.e. the linearity of the model was correctly identified. Additionally, the presence or absence of influence was correctly detected in all instances.
As a second test of the techniques described here, a recording of a spike and wave EEG from an epileptic patient with complex partial seizures was selected for analysis. This is a well studied time series which has been demonstrated to be highly non-linear by many different techniques (Valdes et al., 1999) . Fig. 1 shows data from two channels (C3 and C4 of the 10/20 system) of the simultaneously recorded time series. Clinical and neuro-imaging data indicated the existence of a primary focus in C3, which propagates to C4. Fig. 1 . Test series for analysis of non-linear dynamics. Two simultaneously recorded EEG channels (average reference) from an epileptic patient with complex partial seizures exhibiting spike and wave discharges. Each recording is scaled to zero mean and SD 1. Recordings of 3 s duration from electrode position C3 (solid line) and C4 (dashed line) of the 10/20 system are shown. Clinical and neuro-imaging data indicated the existence of a primary focus in C3 which propagates to C4. The temporal lag between the two signals, C3 leading over C4, can be seen. The best fit to the signal in C4 (as chosen by minimising the crossvalidation error, CVE = 0.0043) was obtained by using a Local Linear Non-linear Autoregressive model ( LLNAR) which depended on 11 time lags (corresponding to 55 ms) and used a Gaussian kernel with bandwidth h= 0.65. Adding five values of the past of C3 (25 ms) to the model led to a significant decrease of the CVE to 0.0033 with a bandwidth h= 1.10. Series C3 achieved a CVE of 0.0039 also for 11 lagged values with a bandwidth of 0.99. However, adding five past values of C4 only led to an insignificant decrease of the CVE to 0.0034 with a bandwidth h= 1.09. trated in Fig. 3A , which shows that the influence measure of the non-linear model (upwards pointing triangle) is significantly higher than expected by chance. Fig. 3 . Significance test of the influence measure between the signals shown in Fig. 1 . The analysis of the influence of C3 on C4 is shown in A, the influence analysis of the reverse direction (C4 C3) in B. Conventions for the figures are as described in Fig. 2 . In this case, however, the test statistic is the influence measure, I(y x). Rejection of the null hypothesis of no influence occurs when the influence measure of the actual data is larger than the critical value for P= 0.05 (indicated by a vertical line in A and B) of the logspline density estimate (solid line) of the surrogate data constructed to be independent. Shown in these figures are the histograms of bootstrapped influence measures for surrogate time series constructed to be independent, thus approximating the null hypothesis of no influence. A: The upwards pointing triangle on the right marks the value of the estimated influence of C3 on C4 based on the non-linear model. This value is significantly larger than would be expected by the null hypothesis of no influence. Thus, the null-hypothesis of no influence can be rejected. The downwards pointing triangle on the left marks the value of the estimated influence in the same direction (C3 C4), but based on the linear model. In this case, the null-hypothesis cannot be rejected. Thus, a directed influence could only be inferred from the non-linear, but not from the linear model. B: The influence of C4 on C3 was insignificant both in the linear (downwards pointing triangle) and the non-linear model (upwards pointing triangle). Thus, no past value of C4 was able to decrease CVE of C3 significantly. Taken together, this analysis suggests a uni-directional non-linear influence of deviation C3 on C4.
A p of 11 time lags corresponding to 55 ms of the signal's past was necessary to adequately fit the signal from C4. The bandwidth h min was found to be 0.65, which is quite low and indicates that the signal might be a non-linear one. The best fit to signals in C3 was obtained using p =11, indicating an equally complex signal. In this case an h min of 0.99 was obtained, which is similar to that of C3.
Using the new non-linearity test both signals were found to be non-linear. This is illustrated in Fig. 2 for the data from deviation C3. This figure shows that the CVE for the LLNAR model using h min (marked by the triangle in Fig. 2 ) was less than the critical value for rejection of the null hypothesis of linearity at the P = 0.05 level (vertical line) and is outside of the range of crossvalidation errors for the surrogate time series of the linear model (histogram), indicating a significant difference between the two models. Thus, the time series should be considered to be a non-linear one. Similar results were obtained for C4.
The results obtained with the non-linear influence measures were consistent with the expectations mentioned above. Five lagged values of C3 did improve the crossvalidation error of C4. This conclusion is illus- Fig. 4 . Examples of local field potential (LFP) data obtained from the posterior part of area TE. Two simultaneously recorded data segments of 3 s duration each are shown in parts A and B. While phases of oscillatory activity can be observed (maybe most clearly in the interval between 1700 and 2200 ms in A), the overall appearance of this data is much more irregular than that in Fig. 1 . The dominant frequencies of the data are in the alpha and beta frequency bands, while less power is contained in lower frequency bands. The best fit to the LFP shown in A (as chosen by CVE) was obtained by using a LLNAR which depended on 9 time lags (corresponding to 45 ms) and used a Gaussian kernel with bandwidth h = 3.127. The best fit to the signal in B was obtained using 12 past values (corresponding to 60 ms) and h = 13.81.
Results for LFP data
Data from six different experiments have been analysed. From each of these data sets a random sample of 20 sweeps was selected to perform the tests of non-linearity and influence. An example of the general appearance of LFP signals from area TE is shown in Fig. 4 . The time series data appear to be more irregular than that of Fig. 1 in the sense that a repeating underlying pattern is hardly visible. Oscillatory episodes can nevertheless be observed. A frequency analysis (not shown) revealed that most of the power of the signal is within the alpha and beta frequency bands, while the contribution of lower frequencies is much less pronounced.
The number of lagged past values needed to construct adequate Autoregressive models varied from five to 12. Thus, the prediction of a given data point had to be based on the 'history' of the preceding 25-60 ms. A p value of 12 is identical to the maximum considered in our calculations for reasons of computational efficiency. In at least some of these cases of maximal model length, the inclusion of even more past values might have improved the Autoregressive model.
The minimum of CVE was h in almost all cases. Thus, for most of the LFP time series, the linearity hypothesis could not be rejected. This result is shown in Fig. 5 for the example time series of Fig. 4A . The CVE for the LLNAR model using h min (indicated by the Fig. 5 . Results of the test for non-linear autoregression for LFP data shown in Fig. 4A ; conventions as in Fig. 2 . The CVE of the linear model (diamond) and the CVE of the non-linear model (triangle) are very similar and well within the histogram showing bootstrap estimations of the variability of CVE for the linear model as well as the logspline estimate of the probability density. Therefore, both are much larger than the critical value for P= 0.05 indicated by a vertical line. The null hypothesis of linearity cannot be rejected. Similar results were obtained for the LFP data shown in Fig. 4B . Thus, the LFP data should be considered to be linear.
However, based on the linear model (downwards pointing triangle), no significant influence was detected. In the case of C3, also five lagged values of C4 improved the CVE. In this case (Fig. 3B) , however, the test for the influence measure was not significant. Thus, for this set of data the conclusion is, that a unidirectional non-linear influence was present from C3 to C4 but not vice-versa. Fig. 6 . Significance test of the influence measure between two simultaneously recorded LFP signals, conventions as in Fig. 3 . The test statistic is the influence measure. The two signals of the recording sites will be referred to as channel 1 and channel 2. A and B show the significance tests for the influence of channel 1 on channel 2 (A) and for the influence of channel 2 on channel 1 (B). A: The estimated influence of channel 1 on channel 2 is significant at the P = 0.05 level. B: The estimated influence value for the reverse direction is contained within the distribution of bootstrapped values. Therefore, the null-hypothesis (no influence of channel 2 on channel 1) cannot be rejected. Taken together these findings indicate that the interactions between channels 1 and 2 are uni-directional (channel 1 channel 2). data shown in Fig. 4 for example did not show any signs for directional interactions. An example of a significant directed influence between two simultaneously recorded LFP data segments is shown in Fig. 6 . The test of the estimated influence value of channel 1 on channel 2 indicates that this influence is significant (Fig. 6A) , while the influence in the reverse direction is insignificant (Fig. 6B) . The interaction therefore is a uni-directional one.
Discussion
The major points emphasised in this article are: 1. The introduction of non-parametric non-linear Autoregressive methods, originally developed for econometrics, for the analysis of neural signals. A significance test for non-linearity of time series is presented. 2. The introduction of particular methods for detecting the non-linear character of neural time series and the presence of non-linear interactions. It is now possible to explore these non-linear characteristics of neural data with methods (LLNAR) that reduce automatically to linear techniques, if the data is linear. 3. The introduction of a measure for both linear and non-linear Granger causality and a test for its significance. 4. The demonstration of the importance of non-linear modelling. In particular, it is shown that poor estimates of causal relations may result from applying linear methods to non-linear data (Fig. 3) . 5. Applying these analysis tools to LFP data from macaque area TE yielded three main findings. First, directed interactions have been found in area TE. Some of these interactions were uni-directional, others bi-directional. Second, the construction of adequate Autoregressive models required the inclusion of up to 12 lagged values. Thus, the present state of the system is influenced by its own past of up to 60 ms duration. Third, all the LFP signals could be described by linear models.
Local field potential analysis
To our knowledge, the findings presented here are the first to provide evidence for the existence of directional interactions in the macaque cortex. Specifically we have found that within the same cortical area, one synchronously active neural population, which is generating the local field potential we are analysing, is exerting an influence on a second such group at another site. The existence of asymmetrical interaction patterns of neural groups within the same cortical area is quite surprising, given the fact that both recording sites are triangle) was very similar to that of the linear model with h (indicated by the diamond) and is contained within the distribution of crossvalidation errors for the surrogate time series of the linear model shown by the histogram in Fig. 5 . This indicates that the time series should be considered to be linear. In the few instances in which the minimum of CVE was not approaching h , the test for non-linearity always showed that the null hypothesis of linearity could not be rejected. Thus, all the observed data could be modelled as linear time series.
Directional interactions, both uni-and bi-directional ones, between pairs of LFP recordings have been found. However, not all pairs of simultaneously recorded LPFs exhibited this form of dependency. The located at the same level of the processing hierarchy and therefore no a priori expectation existed which site, if any, would exert a causal influence on the other. The existence of directional interactions would have been hard to reveal with other methods, e.g. classical crosscorrelation techniques. In the examples analysed here, the cross-correlograms did not give any indication for an asymmetrical relationship as we have observed using influence measures based on the LLNAR technique. Thus, a potentially very important aspect of the relationship between the activities of neural populations would have remained unnoticed.
The finding of directional interactions between spatially separate neural groups purports to a possible role of the long range horizontal connections coupling different parts of the same visual area for directly conveying signals from one part of the area to another one. This idea is compatible with the view that these connections do not influence classical receptive field properties, but are rather related to the temporal organisation of the signal flow in cortical networks (Singer and Phillips, 1997) . The existence of directed interactions between groups of synchronously firing populations of cells represents further support for the hypothesis outlined in the introduction, that temporal activity patterns are of functional relevance for visual information processing. Here, neural groups seem to be dynamically organised in a way that the synchronous activity of one group has a causal effect on the other one. An extensive study of the properties of directed influences and their relationship to stimulus properties and behavioural states of the animal shall be performed to clarify the validity of our theoretical considerations.
Our second main finding is that each state of a coherently firing group in area TE depends upon past values of up to 60 ms duration. This time period, which we will also refer to as the 'memory duration' or 'memory span' of the system, is similar for the dependency of the signal on its own past and for the influences exerted by other neural groups. A memory duration of 60 ms is long compared to the 5 -8 ms found in a study of directional influences in the cat visual cortex (Bernasconi and Kö nig, 1999) and compared to time constants of cortical pyramidal cells (Koch et al., 1996) . However, in the following we will point out that a) our result does fit well to earlier findings in area TE, which is part of what has been called 'the slow brain' (Nowak and Bullier, 1997 ) based on response latency measurements, and b) by comparison with results from other cortical areas indicate a possible relationship with oscillation frequencies.
Long lasting linear dependencies within and between spike trains of individual neurons in area TE have been revealed with auto-and crosscorrelation analyses (Gochin et al., 1991; Freiwald et al., 1998) . In these studies, broad correlation peaks have been described whose half width could even extend to 200 ms and more. Thus, the occurrence of a spike of one cell was found to influence the likelihood of a second cell for eliciting a spike even after this long temporal delay. An analogous finding was made for auto-correlograms, showing that similar dependencies also exist within a single unit spike train (Freiwald et al., 1998) . Thus, the statistical dependencies of single unit activities are paralleled by similar phenomena at the population level, suggesting that neurons are firing in synchrony to exert influences at a larger scale onto other parts of the system.
A further observation might link the duration of memory, the value p, of the Autoregressive model to the dominant frequencies in the cortical area the LFP signals were recorded from. In area TE, the field potential signals often contain most of their power in the higher alpha and lower beta frequency range. Therefore, the duration of one such oscillatory cycle is slightly longer than the memory duration found in our data. Interestingly, a study aimed to detect coherencies in data from cat area 17, where higher frequencies in the gamma range are dominant (Pawelzik, 1994) , found values for the duration of memory of about 25 msa value at the order of one oscillatory cycle. However, this inverse relationship of different dominant frequencies and memory duration remains speculative, since different methods were used to assess the latter quantity, and at least in our case, more data are needed to prove the existence of such a relationship. Yet, this observation might help to explain the difference of our p values to those found to be optimal for fitting linear Autoregressive models to LFP data from cat visual cortical areas a17 and a7 (Bernasconi and Kö nig, 1999) . In this study, typically only values from the past 5-8 ms had to be considered. Since species and task differences might contribute to this discrepancy, a comparative study of simultaneous recordings in different visual cortical areas of different processing streams in the same animal might be a worthwhile endeavour to further investigate memory values and to assess their possible functional implications. However, high p values are in many cases linked to a complex structure of frequency domain features, with possibly narrow band peaks, an aspect which should also be the subject of future enquiry.
Our third main finding is that all LFP signals appear to be linear as well as the influences which exist between two such signals. Generally, the existence of dependencies detected by linear methods does not imply that the dependencies are of a linear nature. However, for the LFP we have been able to reach this conclusion by using the new tests for non-linearity described above.
The exclusive presence of linear dynamics in LFP data from area TE may seem paradoxical in view of the fact that most underlying neural phenomena are known to be non-linear. However, many systems composed of highly non-linear components, e.g. electronic devices, exhibit an overall linear type of behaviour. What has been shown here, is that the system under study can behave in a linear fashion. This finding does not preclude the possibility that different modes of operation would appear in other contexts, e.g. different behavioural demands. Such different modes of behaviour could be regulated by the amount of noise in the system. It is well known that a deterministic non-linear system which is perturbed by an increasingly higher level of stochastic factors may reach the point in which all specific dynamical structure is lost. With lower levels of noise however, this structure can reappear.
Probably by averaging over the signals generated by several neural populations, each exhibiting a different form of non-linear temporal dynamics, a similar effect of hiding the underlying dynamical structures might occur. In this case however, increasing the size of the ensembles recorded from should further reduce the signal's complexity, while non-linearities at the level of the EEG have been reported (Elbert et al., 1994) , including the pathophysiological findings presented here ( Figs. 1 and 2 ).
Yet another problem for identifying non-linear brain activity should be considered. Different activity modes might not only be shown by different neuronal populations, but also by the same population in successive intervals. This kind of switching between a coherent oscillatory and a stochastic phase of activity has been found in cat area 17 (Bauer and Pawelzik, 1993; Pawelzik, 1994) . By fitting a model to time intervals containing more than one of these phases, the noise of stochastic phases might degrade the process of system identification.
To summarise, the analyses performed in this study should be applied to signals recorded at different spatial scales, preferably from the single cell level to the level of EEG recordings. Second, they could be combined with the above-mentioned methods for identifying phases with different activity patterns. From a pragmatic point of view, linear signals have several advantages over non-linear ones. Maybe the most important one besides reduced computational demands for computing the influence measure is the following. When dealing with linear Autoregressive models, the influence measure can be subjected to a frequency decomposition procedure (Geweke, 1984; Sameshima et al., 1998; Bernasconi and Kö nig, 1999) . It is then possible to evaluate the contribution of different frequencies to an observed directed influence, which is of special interest in trying to relate influence measures to the frequency content of the signals under study.
Directions for future work
The present results indicate that the general framework outlined above allows an examination of the non-linearity of neural time series and their interactions. However, these techniques must be refined in several directions. 1. When modelling non-linearity, one is immediately afflicted with the 'curse of dimensionality' something that is quite prominent in non-parametric modelling. Three directions are possible to mitigate this problem: additional structure may be imposed on the non-parametric model by specifying additive or multiplicative relations among sets of lags; subset selection methods can be used to retain only those time lags that have predictive value; specific parametric components may be incorporated into the model in order to decrease the variability of the estimators of non-linear influence as well as to enhance the interpretability of the resulting model. 2. This paper only considers influences between two time series. The results of such an analysis can be misleading since other neural structures may be acting simultaneously on those being measured and this may distort the analysis. The suggestion to use measures of influence which are defined after the effect of other time series is partialed out (Geweke, 1984) is currently being adapted to non-linear Granger causality. 3. Furthermore, attempts are being made to generalise the current framework to include non-stationary neural time series. Another important extension of the presented methods is a generalisation for the analysis of point process time series which would allow for the investigation of trains of single cell spike trains.
