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Let 0 be the set of bilinear forms on a pair of finite-dimensional vector spaces 
over GF(q). If two bilinear forms are associated according to their q-distance 
(i.e., the rank of their difference), then Q becomes an association scheme. The 
characters of the adjacency algebra of Q, which yield the MacWilliams transform 
on q-distance enumerators, are expressed in terms of generalized Krawtchouk 
polynomials. The main emphasis is put on subsets of s2 and their q-distance 
structure. Certain q-ary codes are attached to a given XC 0; the Hamming 
distance enumerators of these codes depend only on the q-distance enumerator 
of X. Interesting examples are provided by Singleton systems XC 0, which are 
defined as t-designs of index 1 in a suitable semilattice (for a given integer t). 
The q-distance enumerator of a Singleton system is explicitly determined from 
the parameters. Finally, a construction of Singleton systems is given for all values 
of the parameters. 
1. INTRODUCTION 
Classical coding theory may be introduced as follows. Let r denote a 
finite-dimensional vector space over the finite field K. The Hamming weight 
wt(f) of a vector f E r is the number of nonzero coordinates off in a fixed 
K-basis of lY Then (r, wt) is a normed space, called Hamming space; and a 
code simply is a nonempty subset of r endowed with the Hamming distance 
attached to wt. It is well known that (r, wt) has the combinatorial structure 
of an association scheme [2, 61 of which the adjacency algebra is a Schur ring 
[25]. The character table of this ring involves certain Krawtchouk polynomials 
[5, 231 and plays an important role in coding theory. We especially mention 
the Mac Williams identities [16] on weight enumerators of pairs of dual 
group codes, as well as the MacWilliams inequalities [5, 171 on the distance 
enumerator of an unrestricted code. 
The Singleton bound [22] says that the size of a code C C rhaving minimum 
distance s + 1 cannot exceed 1 K jn--s, with n = dim,(r). Moreover, ( C I 
equals 1 K In--s if and only if C is an orthogonal array [20] of strength t = n - s 
226 
OO97-3165/78/0253-O226$02OO/O 
Copyright 0 1978 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
BILINEAR FORMS OVER A FINITE FIELD 227 
and index 1. We recall two properties of such optimal codes C: The distance 
distribution of any optimal code is uniquely determined from (n, t, j K I), and 
the class of optimal group codes is closed under duality [l, 5, 11, 181. Optimal 
linear codes are known to exist, for every t, whenever n < 1 K 1 holds; con- 
structions are essentially due to Reed and Solomon [21]. 
The present paper is concerned with a q-analog of coding theory (see [7, 81). 
Here the framework is the normed space (0, rk), where Sz consists of all 
bilinear forms on two finite-dimensional vector spaces b’ and V’ over the 
field F = GF(q), the norm rk(f) of a given bilinear form f E &? being its 
F-rank. Thus the q-analog of a code is a nonempty subset XC Q provided 
with the q-distance d(f, g) = rk(f - g) for all f, g E X. 
All features of Hamming schemes recalled above have their counterparts 
in (Q, rk). In Section 2 it is shown that the q-distance relations on L? form an 
association scheme (corresponding to a Schur ring). This simple fact allows 
derivation of MacWilliams identities and inequalities [6] on the q-distance 
en;merators of subsets X C Q (cf. Section 3). In the Appendix we obtain an 
explicit formula for the MacWilliams transform (i.e., the character table of 
the Schur ring), in terms of generalized Krawtchouk polynomials [8]. These 
preliminary results are not really new, but their proofs are quite different 
from those given in previous papers [6, 71. 
In Section 4 certain q-ary codes CC r = F”, with W = V x V’, are 
attached to subsets XC Q: For a given X, a typical code vector of C is a 
mapping from W to F which is a sum f + I/ + #’ + c of a bilinear form 
f E X, two linear forms # and Z/J on V and V’, respectively, and a constant 
c E F. (Note that C is a union of cosets of the first-order generalized Reed- 
Muller code in the second-order generalized Reed-Muller code [14].) It 
turns out that the Hamming distance enumerator of C is uniquely determined 
from the q-distance enumerator of X. At the end of Section 4, a generalization 
of a class of codes introduced by Camion [4] is also presented. 
Assume m’ = dim,(V) > nz = dim,(V). The Singleton bound on a 
subset X C I;! of minimum q-distance s + I is the inequality j X 1 < I V’ jm+. 
This bound is achieved if and only if X is a t-design of strength t = m - s 
and index 1 in an appropriate semilattice (cf. [7]). Section 5 is devoted to a 
study of these remarkable sets X, called Singletor! svvstems. An explicit formula 
for the q-distance enumerator of a Singleton system is derived. On the other 
hand, given a subgroup X of (Q, +) which is a Singleton system of strength 
t, it is shown that the dual subgroup XL of X is a Singleton system of strength 
m - t. 
Finally, Section 6 is devoted to constructions. For all values of the 
numbers m, m’, and q, linear Singleton systems of any strength t are described. 
These systems may be viewed as q-analogs of Reed-Solomon codes. 
It should be noted that the present theory has many formal analogies with 
that of alternating bilinear forms over a finite field [3, 10, 12, 15, 191. The 
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main difference lies in the respective difficulties of both theories; without 
doubt, the latter (alternating bilinear forms) is much more complicated than 
the former (unrestricted bilinear forms), especially with regard to construction 
of Singleton systems. 
2. SCHUR RING AND ASSOCIATION SCHEME OF BILINEAR FORMS 
Let V and V’ be two nonzero finite-dimensional vector spaces over the 
Galois field F = GF(q). We denote by W the Cartesian product V x V’ and 
by FW the set of mappings 
f: w = v x V’+F:(x,x’)l+f(x,x’). (2-l) 
Put m = dim,(V), m’ = dim,(V), and N = qnz+m’. Then FW is an n-dimen- 
sional vector space over F (since it = [ W j holds). J 
A given f E FW is called a bilinear form on V and V’, with respect to the 
field F, if it satisfies the identity 
f(T q+,~ x:r;) = 1 Xzf(PiPP;)X; 3 
j i,j 
(2.2) 
for all scalars xi , xj E F and all vectors pi E V, pi E V’. Clearly, the set 
Q = J&m, m’) of all bilinear forms is an mm’-dimensional subspace of FW. 
The left radical Rad( f) of any f E Q by definition is the subspace of V 
consisting of all vectors x satisfying f (x, x’) = 0 for every x’ in V’. The rank 
off is the codimension of the radical, i.e., 
rk(f) = m - dim,(Rad(f)). (2.3) 
Without loss of generality, we take m < m’ in the sequel. Then rk( f) 
assumes all integer values between 0 and m. 
Given two F-bases (pi: 1 < i < m) and (r/;-l: 1 < j < m’) of the spaces V 
and V’, respectively, it will sometimes be convenient to identify a bilinear 
form f E Q with the matrix 
uisj = f(pi , pj): 1 < i < m, 1 <<j < m’], (2.4) 
which represents f in these bases (cf. (2.2)). Note that the rank of the matrix 
(2.4) is equal to rk(f) as defined in (2.3). 
Let G = Aut,( V) and G’ = Aut,( V’) be the automorphism groups of V and 
V’. The group H = G x G’ acts on Q in the following way. For every (cu, a’) 
in H, the (a, ol’)-image of any f E a by definition is the bilinear form h given 
by 
h(x, x’) = f(olx, OI’X’). (2.5) 
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Thus H acts on !S as a subgroup of Aut,(Q), and the H-orbits in D are the 
sets of bilinear forms with constant rank, i.e., the sets 
Q, = L?,(m, m’) == {f~ L?: rk(f) = r], (2.6) 
for Y = 0, I,..., nz. This result becomes quite clear if we identify auto- 
morphisms as well as bilinear forms with their matrices; then (2.5) becomes 
h = aTf?L. 
As usual, we denote by 22 the group ring of the additive group (Q, +) 
over Z. A typical element A of Zfi is a formal sum 
A = 1 Mf)f:f~ fin)* 4.f) E z (2.7) 
(By definition, the product fg of any two elements f and g of Q must be 
interpreted as their sum f + g in Q.) By abuse of notation, we identify each 
fiz,.C .Q with the formal sum C a, in 252. Then it turns out that the Sz,. 
generate a subring R of h0, called a Schur ring [25]; in other words, one has 
Q&4 = 2 p(i, j, r) Q, , 0 < i,j <mm, cw 
?=O 
for some well-defined nonnegative integers p(i, j, r). This property readily 
follows from the fact that the Q. are the H-orbits in Q. 
Let us emphasize the combinatorial meaning of the above result. If two 
bilinear forms f and g are called ith associates whenever their q-distance 
rk(f - g) equals i, for each i = 0, l,..., m, then Q becomes an m-class 
association scheme [2] the intersection numbers of which are the structure 
constants p(i, j, r) of the Schur ring R. Note that p(i, j, 0) equals vJ~,~ , 
where ui = 1 Qi j is the ith vaZency and is given by 
i-l 
V( = I-I (qm - qZ>(q”’ - q”)/(q” - 4% 
Z=O 
(2.9) 
3. MACWILLIAMS IDENTITIES AND INEQUALITIES 
In this section, bilinear forms are identified with their matrices (2.4). 
We denote by tr(fgT) the natural inner product of any two f andg in .Q, i.e., 
the trace of the square m x m matrix fgT. Let E be a primitive pth root of 
unity over Z, where p is the prime divisor of q, and let x: F + E[r] be a fixed 
nonprincipal character of the elementary Abelian p-group (F, +). Then, 
for any f E G, the mapping 
g k-+ (f, g> = x@r(fgT)), (3.1) 
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from Q to Z[E], clearly is a character of the group (Q, +). Moreover, all 
characters of (Q, +) can be represented in this way. 
As usual, (3.1) is extended to a ring homomorphism A tz <If, A) from ZQ 
to Z[E], by linearity: 
(.A A) = c {&Kf, $7): g E Qn>. (3.2) 
With each k E (0, I,..., m} let us now associate the element d, of the group 
ring Z[E]Q defined by ok(f) = (f, Qk), i.e., 
AIt = ~K~s>Ji.f~Q&~Ju. (3.3) 
THEOREM 3.1. The A, belong to the Schur ring R C ZQ generated by the 
orbits Q,, , Qn, ,..., Dn, . 
Proof. We have to show that A,(f) is an integer depending only on the 
rank of J For a = 1, 2 ,..., p - 1, let zP) denote the ath conjugate of. an 
element u E Z[E], i.e., the image of u resulting from the substitution E H ea. 
Using (3.1) and (3.3), we obtain 
(4(fNca) = C ((5 as>: g E Qd. (3.4) 
Now from rk(ag) = rk( g) it follows that the right member of (3.4) is inde- 
pendent of a. This shows that A,(f) is a rational integer. 
On the other hand, let h E Q have the same rank as the given f, so that 
h = oITfa' holds, for suitable 01 E G and 01’ E G’ (see (2.5)). Then (3.1) clearly 
yields 
(h, g> = (f, cwrT), all g E Q. (3.5) 
Taking the sum of (3.5) over g E Q, we obtain (h, Q,) = (f, Q,), which is 
the desired result A,(h) = ok(f). a 
In fact, the elements 1 Sz 1-l A, are uniquely determined as the minimal 
idempotents of R. To estabilsh this property, it suffices to prove the ortho- 
gonality relations 
Ad, = &., I Q I A, 7 (3.6) 
for all k, I = 0, l,..., m. Let us now sketch the argument leading to (3.6). 
Using the definition of group characters we obtain 
(AA)(f) = CKf- k J&Xk Qd: h EQ} 
= 1 {<f, g)<h, @r>: g 6 Q, , h E Q>. (3.7) 
Now, for fixed g in a,, the sum of (h, g!S,) taken over all h E 9 is equal 
to I Q I &J ’ (This is a direct consequence of the orthogonality on group 
characters.) Hence (3.7) yields (3.6). 
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A derivation of explicit formulas for the integers d,(f) is postponed to 
the Appendix. In agreement with Theorem 3.1 we may write 
d&f) = Pk(i>, for every f e sZi . (3.8) 
The matrix P = [Pk(i): 0 < i, k < m] whose (i, k)-entry is (3.8) is referred 
to as the character matrix of R. We mention that PO(i) = 1 and PL(0) = L’~ 
hold (cf. (2.9)). Moreover, Pk(i)/clc is symmetric with respect to i and k; 
consequently, the orthogonality relations on the character matrix can be 
written as 
p2 = q”m’I. (3.9) 
We shall not go into the details of the proof of this result, which reflects the 
fact that R is a self-dual Schur ring [6, 241. 
Let X be a nonempty subset of Q. The q-distance enumerator of X is 
defined to be the formal polynomial 
a(z) = 1 x1-1 2 {Zrk(f-s):fE x, g E X}. (3.10) 
Thus the coefficient aT of z’ in (3.10) equals the average number of elements 
g E X at a q-distance r from a fixed f E X. In particular, if X is a subgroup 
of (Q, +), then a, equals 1 X n Sz, /. We now state q-analogs of the 
Mac Williams relations. 
THEOREM 3.2. Let P be the character matrix of R. The q-distance 
enumerator a(z) of any XC Q satisfies the “Mac Williams inequalities” 
i. aiPlc(i) 3 0, for all k. (3.11) 
Proof. This is a particular case of a general result in association schemes 
[6]. Let us give a specific proof (see [17], for comparison). We identify X 
with C X in HQ and write X* for C (-X). By definition, for given h E 52, 
the number (XX*)(h) counts the ordered pairs (f, g) out of X satisfying 
f - g = h; so it is equal to I X 1 a, whenever h has rank i. Therefore, using 
(3.2), (3.3), and (3.8), we have 
1 X / f a,P,(i) = c {(XX*)(h)(h, Sz,): h E Sz} 
LO 
= CKgJX*):gE-Q?cl. (3.12) 
Now ( g, XX*) clearly is a nonnegative real number (namely, the squared 
absolute value of ( g, X)). Hence the right member of (3.12) is a nonnegative 
integer. 1 
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Note that, according to (3.12), equality holds in (3.11) for a given k if and 
only if the character ( g, X) vanishes for every bilinear form g of rank k. 
When X is a subgroup of Q (in fact, of (Q, +)), its dual is the subgroup 
Xl C Q, isomorphic to Q/X, defined by 
XL = (gEf2: (f,g) = 1 for allfEX}. (3.13) 
THEOREM 3.3. The q-distance enumerators a(z) and a+) of dual subgroups 
X and XL of .Q are related by the ‘<Mac Williams identities” 
ak L = j x1-l f a$k(i), for all h-. 
i=O 
(3.14) 
Proof (cf. [6]). Using the well-known property ( g, X} = 1 X 1 or 0 
according to whether g belongs to XI or not, we obtain 
i. aiPk(i> = c f(g, x>: g E Qk> 
= 1x1 iQknXLi, (3.15) 
as a consequence of (3.12). Now akl equals 1 Qk f7 XJ- 1. Hence (3.15) yields 
the desired expression (3.14) for akl. 1 
As indicated by the terminology of duality, (Xl), coincides with X, for 
every subgroup X of Q. It is interesting to check that, in view of (3.9), 
Theorem 3.3 agrees with this property of duality. 
4. CODES DERIVED FROM SETS OF BILINEAR FORMS 
We now associate q-ary codes of length n = qm+m’ with subsets X of 
L&m, m’). These codes are defined in the Hamming space (F, wt), where the 
weight wt corresponds to the Lagrange basis of FW. So, in usual coding 
terminology, the alphabet is the field F, the locating set is the space W 
(= V x V’), and the weight wt( f) of a vector f o FW is the number of non- 
zeros off in W. The weight enumerator of any code C C FW by definition is 
the polynomial C Aizi, where Ai counts the code words f o C of weight 
wt(f) = i, while the distance enumerator of C is the polynomial 
B(z) = / c I-1 c {zwt(f-Q): f E c, g E C}. (4.1) 
Thus the coefficient Bi of zi in (4.1) equals the average number of code 
words f at Hamming distance i from a given code word g. Clearly, if C is a 
group code, i.e., a subgroup of (Fw, +), then the distance enumerator of C 
coincides with its weight enumerator. 
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Let C, C Fw denote the jirst-order generalized Reed-Muller code [ 141, that 
is, the set of affine maps from W to F. Thus a typical element of C, can be 
written as 4 + $’ + c, where I/ and I/’ are linear forms on V and V’, 
respectively, while c is a constant function. 
For future use, given r E (0, I,..., m}, we define the trinomial 
A,(z) = Ar,ozWr,O + Ar,lZZ(“J + A,*OZW”2 (4.2) 
in the indeterminate z, where the exponents wVPi and the coefficients A,,i are 
given by the formulas (with n = qm+m’ as before): 
‘VT.0 = (1 - 4-9, A,,, = dn - P), 
W 7,1 = (1 - q-W - q-% A,,, = qzr, 
W ,.,2 = (1 - q-l + q-l-T)n, A,,, = (q - 1) qzr. 
LEMMA 4.1. Let f be any bilinear form of rank r on V and V’. The weight 
enumerator of the code C, + f is the trinomial A,.(z). 
Proof. We choose F-bases (pi) and (pi) for V and V’ so as to have the 
matrix f in canonical form (i.e., f = I j- 0). Then, for given x = 1 xipi in 
V and x’ = C xi& in V’, with xi , xj E F, the (x, x’)-coordinate of a typical 
code word g E C, + f is 
g(Xp X') = f: Xix: + 2 bixi $- 5 b;Xi $ Cy (4.3) 
i=l i=l j=l 
where the bi , bi , and c are arbitrary elements of F. To compute the weight 
of g we shall distinguish two cases. 
(i) Assume there exists at least one nonzero element among the bi and 
bi with i > r. For example, let r < m and b, # 0. Then the condition 
g(x, x’) = 0 can be expressed as 
x, = #(Xl ,...) X,-l ) x; )...) XL,), 
where 4 is a well-defined polynomial function in m + m’ - 1 variables over F. 
Hence, g(x, x’) = 0 has qm+m’-l roots (x, x’) E W. And this conclusion 
clearly is valid whenever the above assumption holds true. 
(ii) Next, assume bi and bi vanish for every i > r. Then (4.3) can be 
written in the form 
g(Xp X’) = i (Xi + bi) Xi + i bix; + C. (4.4) 
i=l i=l 
For every point x’ E V’ satisfying xi = -b, ,..., xi = -b, , it follows from 
234 PH. DELSARTE 
(4.4) that g is identically zero in x when c = C bibi holds and is never zero 
otherwise. For any of the remaining points x’, it is clear that g admits q”-’ 
zeros in x. Hence the number of roots of g(x, x’) = 0 is 
4 nL+nI’--r + qm-1(4m’ - qwy, when c = i bib; , 
when c f 9 bibi . 
i=l 
The theorem now readily follows from the results of (i) and (ii), by 
definition of the Hamming weight (namely, wt( g) = number of nonzeros 
of g). The details are left to the reader. 1 
With a nonempty subset X of Q let us associate the code C = C, + X in 
Fw. By definition, each g E C may be viewed as a polynomial function of 
degree two (at most) in m + m’ variables over F, hence C is a subcode of the 
second-order generalized Reed-Muller code (cf. [14]). Note also that C is a 
group code if and only if X is a subgroup of Q. 
THEOREM 4.2. Let XC Sz. The distance enumerator B(z) of the code 
C = Cl + X is the linear combination C a,A,(z) of the trinomials A,(z), 
where the coeficients a, are those of the q-distance enumerator a(z) = C a,? 
of x. 
Proof. Using definition (4.1), and observing that C1 is a group code, we 
readily obtain the formula 
B(z) = / X 1-l 1 {zwt(*+f-8): h E C, , f 6 X, g E X]. (4.5) 
For any given f and g, the sum over h in the right member of (4.5) is the 
weight enumerator of C, + f - g. So, by Lemma 4.1, this sum is equal to 
A,(z) whenever rk(f - g) = r holds. Therefore, we deduce 
( a(z) = 5 a,zr 1 ( 3 B(z) = f a,A,(z! , 7-O 7=0 i 
since, by definition (3.10), the number / X 1 a, precisely counts the pairs 
(f, g) out of X that satisfy rk(f - g) = r. a 
Among other possible applications we now briefly mention a second 
construction of codes from sets of bilinear forms. Let k E {I, 2,..., m}. With 
any matrix f E Q, let us associate the function 
f(“): Q, + F: g wf’“)(g) = tr(fgr). 
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It is easily seen that the correspondence f + f (k) is an injective map. So, 
given a nonempty subset X of Q, its image X’“’ is a q-ary code of length vk 
and size 1 X j. The case with X = .Q and k = m = m’ was first introduced 
by Camion [4]. 
Define Nk(i) to be the number of matrices g E fik having nonzero i-trace 
(i.e., satisfying g,,, + 1.. + g,,i # 0). From the definitions we deduce 
N,(i) = q-l(q - I)(v, - Pk(i)). 
Thus the results of the Appendix yield an analytic expression for Nh(i). 
It turns out that the Hamming distance enumerator B(“)(z) of the code Xck) 
is obtained from the q-weight enumerator a(z) of X by the formula 
$Q) = 5 aizw), 
i=O 
where the weights Nk(i) are defined as above. This result immediately follows 
from the fact that the mapping f bf’“) yields a vector space isomorphism 
from Q to 52’“) satisfying wt(f(“)) = Nk(i) whenever rk(f) = i holds. 
5. DESIGNS, CODESIGNS, AND SINGLETON SYSTEMS 
Let t E (0, l,..., m}. A nonempty subset X of G(m, m’) is called a t-design 
if it enjoys the following property. For each t-dimensional subspace V, of V 
and for each bilinear form f. on V, and V’, there is a constant number of 
bilinear forms f f X whose restriction to V,, x V’ equals f. . This constant 
is denoted by h and called the index of the t-design; it is clearly related to 
IXlby 
x = q-tm’ / x /. 
THEOREM 5.1. A given XC .Q is a t-design if and only if its q-distance 
enumerator a(z) satisjies equality in (3.11) for k = 1, 2 ,..., t, i.e., 
(5.1) 
Proof. This is a particular case of a general result concerning t-designs 
in reguIar semilattices [7]. 1 
Let s E (0, l,..., m}. A nonempty subset X of Q(m, m’) is called an s- 
codesign if it enjoys the following property. For all distinct bilinear forms f 
and g in X, the difference f - g has rank bigger than s. (Conventionally, any 
one-element subset of D is an m-codesign.) 
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THEOREM 5.2. A given XC Q is an s-codesign if and only if its q-distance 
enumerator satisjies ai = 6,,i for all i < s. 
ProoJ This is an immediate consequence of the definitions. 1 
THEOREM 5.3. A subgroup X of (L?, +) is a t-design if and only ifits dual 
XL is a t-codesign. 
Proof. Apply Theorems 3.3, 5.1, and 5.2. m 
THEOREM 5.4. Given XC Q(m, ml), let t and s be the largest integers for 
which X is a t-design and an s-codesign, respectively. The cardinality of X is 
bounded by 
qt”’ < 1 x 1 < q(+s)n’. (5.2) 
Moreover, if one of the bounds (5.2) is achieved, then so is the other; this 
happens if and only ifs t t = m holds. 
First Proof. The result is trivial in the case 1 X / = 1 (with t = 0 and 
s = m). Assume now 1 X I > 2 and choose any two distinct f and g in X. 
By definition, Rad(f - g) has dimension less than m - s. So, given any 
(m - s)-dimensional subspace V,, of V, it is clear that f and g must differ 
on V, x v’. Hence I X I cannot exceed the number of bilinear forms on V,, 
and V’. This argument proves the right bound in (5.2) and, in addition, it 
shows that the bound is tight if and only if X is an (m - s)-design of index 
X = 1. The rest of the proof contains no difficulty and is omitted. 1 
Second Proof. From the properties of generalized Krawtchouk poly- 
nomials (cf. Appendix) we deduce the following identity on the q-distance 
enumerator a(z) of the s-codesign X: 
z: [,, s “1 5 a,P,(i) = [T ] (qcn-s)m’ - I X I), 
i=O 
(5.3) 
where square brackets denote q-binomial coefficients (cf. [lo]). Since, by 
Theorem 3.2, each term of the left sum in (5.3) is nonnegative, this yields the 
right bound in (5.2). In addition, it then follows from Theorem 5.1 that the 
bound is tight if and only if X is an (m - s)-design. We omit the “dual” 
part of the proof. 1 
A t-design of index 1 in sZ(m, m’) is called an (m, m’, t, q)-Singleton system. 
According to Theorem 5.4, this may also be viewed as an (m - t)-codesign 
of cardinality qtm’. (The present terminology comes from a clear analogy 
with codes achieving the well-known Singleton bound [22].) 
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THEOREM 5.5. Let X be an (m, m’, t, q)-Singleton system which is a sub- 
group of (Sz, +). Then its dual X1 is an (m, m’, m - t, q)-Singleton system. 
Proof: Tmmediate consequence of Theorems 5.3 and 5.4. # 
THEOREM 5.6. The coeficients a,-, (0 < i < t - 1) of the q-distance 
enumerator a(z) of any (m, m’, t, q)-Singleton system X are expressed in terms 
of q-binomial coejkients [c] by the formula 
a,,-i = [“‘I ‘;gl (-j)j ,(i) [” ,7 j] (qct-i-,hn’ _ 1). (5.4) 
Proof. Owing to Theorems 5.1, 5.2, and 5.4, it suffices to show that the 
solution to (5.1) with aj = 6,,j when j < m - t and / X 1 = qfm’ is uniquely 
given by (5.4). We shall not go into details of computation (cf. [lo]). l 
6. CONSTRUCTION OF SINGLETON SYSTEMS 
In this section we give constructions of linear (m, m’, t, q)-Singleton 
systems, for all values of the parameters m, m’, t, and q. Let us identify V’ 
with the extension field GF(q”‘) of degree m’ of F = GF(q), and let us take 
for V any fixed m-dimensional subspace of V’ over F. We denote by T the 
trace from V’ onto F, that is, the linear mapping 
W&'-l 
y~v’++T(y) = c yqf~F. 
j=O 
With any m-tuple w = (w. , w1 ,..., ~0,~~) of elements wj E V’, we now 
associate the function f,,: W---f F given by 
w-1 
f,(x, x’) = 1 T(wixq’x’), 
i=O 
all .Y E V, X’ E V’. (6.1) 
LEMMA 6.1. The correspondence w ti fw yields an F-isomorphism from the 
vector space (V’p to the vector space Q(m, m’). 
Proof. Straightforward verification shows that any fw is a bilinear form 
on V and V’. On the other hand, the correspondence w ++ fw clearly is F- 
linear. So it only remains to be proved that fO, = 0 implies wi = 0 for all i. 
Define the polynomial 
m-1 
p*,(x) = c wixQi 
i=O 
(6.2) 
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over the field V’. Thus fw(x, x’) equals T( pJx)x’) for all x E V and x’ E V’ 
(cf. (6.1)). Hence, iffw is the zero function, pJx) must vanish for all x in V, 
which implies that pJx) is the zero polynomial. This concludes the proof. 1 
LEMMA 6.2. Given r E (0, l,..., ml, let w = (w,, , w1 ,..., w,,+~) be a nonzero 
m-tuple over V’ satisfying wj = 0 for all j bigger than r. Then the corresponding 
bilinear form fW has rank at least m - r. 
Proof. Fromf,(x, x’) = T( pJx)x’), with pm(x) as in (6.2), it follows that 
the left radical Rad(f,) is the set of zeros ofp,(x) in V. Now, by assumption, 
p,(x) has degree 9’ at most, so that it cannot have more than q’ zeros. Hence 
the dimension of Rad(JI,)is less than or equal to r, which is the desired result. 1 
THEOREM 6.3. Given t E (0, I ,..., ml, define X to be the set of bilinear forms 
fu E J&m, m’) subject to wj = 0 when ,j > t. Then X is an (m, m’, t, q)- 
Singleton system. 
Proof. Observing that X is a vector space we immediately deduce from 
Lemma 6.2 that rk(f ~ g) > m - t holds for all distinct elements f and g 
of X, which means that X is an (m - t)-codesign. On the other hand, i X i 
clearly equals qtm’ (cf. Lemma 6.1). Hence, application of Theorem 5.4 
proves the assertion. 1 
EXAMPLE. When t -= 1, a typical bilinear form f belonging to the set X of 
Theorem 6.3 is given byf(x, x’) = r( w”xx’), where w0 is any fixed element of 
V’. In the case q : 2 and m’ = m it turns out that the corresponding code 
C = C, + X, of length n = 227n and size 1 C j = 23?n+1, is equivalent to an 
extended tri-weight BCH code (cf. 19, 131). The 2-distance enumerator of the 
(m, m, 1, 2)-Singleton system X clearly is 
a(z) = 1 + (n1/2 - 1) 2”. 
Then, by use of Theorem 4.2, we obtain the following expression for the 
distance enumerator B(z) of the code C = C, + X: 
B(z) = 1 $~ ~1’ + 2(,7 - 1) 9/2 + n(nlP - ])(~(n-n”‘)l~ + z(~T’~“~),‘~). 
APPENDIX: CHARACTER TABLE OF THE SCHUR RING 
Our explicit expression (Theorem A2) for the integers Pk(i) = d,(f) 
appears as the solution to a rather simple recurrence equation (Lemma Al). 
As usual, we denote by c if the direct sum of a scalar c E F and a matrix f 
over F. 
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LEMMA Al. Gioen i, k E (0, l,..., m}, andf E L’i(m, m’}, one has 
4+,(0 if) - ~,+1(1 if) = qm+m’-i+l 4(f). (AlI 
ProojI From the definition (3.3) of d, we readily deduce that the left 
member am of (Al) is equal to 
pdf) = c ((0 ir; gXl - ( x A,,,,: 2 E Q,+,h + 1, m’ + 1)). (A21 
A matrix 2 E l&m + 1, m’ + 1) with nonzero entry & = c is equivalent to 
a matrix of the form c i- g; more precisely, we refer to the identity 
(A3) 
of the type aTi~’ = c 4 g, where a = -c-l and g = h + at[‘. (Thus c is an 
m-column, 5’ an ml-row, while g and h are m x m’ matrices.) For given u 
in SZ(m, m’), let N(u) be the number of pairs (t, t’) for which [[’ equals u. 
Then, owing to (A3), it is easily seen that (A2) can be written as 
/df) = 1 {N(uKf, g i- c-‘uyl - x(c)): 
c E F\(O), g E Q&1, m’), u E f&m, m’)}. (A4) 
It is obvious that N(u) only depends on rk(u) and is zero whenever rk(u) > 2 
holds. Thus, if we write Nj = N(u) for j = rk(u), then (A4) becomes 
Pk(f) = qd?s(f) i Njdj(f), 
j=O 
(A5) 
by definition and by application of C {x(c): c E F} = 0. We now make use 
of the numerical values of the Nj , namely: 
No = q” + 4”” - I, Nl = q- 1. (A61 
Substitution of (A6) into (A5) with k = 0 yields a recurrence formula on the 
numbers Ll,( g). Using the initial value O,(O) = tjl given by (2.9) we obtain 
as a solution for O,(f) the expression 
Al(f) = (qm-+m’-i - q” - qV&’ + l)/(q - 1). (A7) 
The details of the verification are left to the reader. (A direct proof of (A7) 
can also be easily found.) Finally, substituting (A7) into (A5) and using (A6) 
we arrive at the desired formula (Al). 1 
For future use we now recall the definition of Gaussian polynomials [:I, 
also called q-binomial coejicients. They are defined for all nonnegative 
integers w and,j from the q-analog of the Pascal triangle formula, i.e., 
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together with [T] = 1 and [y] = 0 when j > w. (We point out that [y] 
counts the j-dimensional subspaces of a fixed w-dimensional vector space 
over F = GF(q).) The explicit solution to (AS) is given by 
[y =YJ (qW-1 - l)/(qj-” - 1). (A9) 
THEOREM A2. For given i and k in (0, I,..., m}, the (i, k)-entry of the 
character matrix P is expressed in terms of q-binomial coeficients (A9) as 
pk(i) = f (-l)k-j q'm'+(e~') [ ," zj,] [" ,i- i]. 
j=O 
ProoJ We have to show that d,(f) coincides with (AlO) for all f in 
Q,(m, m’). First, we observe that the “initial value” vfi = d,(O) is correctly 
given by (AIO) with i = 0 (cf. (2.9)). Now let rr,,j(i, m, m’) denote the term 
of index j in the right member of (AIO). As a direct consequence of (AS) 
we obtain the identity 
rk+l,j+l(i, m + 1, m’ + 1) - Tr+l,i+l(i + 1, m + 1, m’ + 1) 
= qm+m’--i+17T~c,j(i, m, m’). 
Hence (AlO) yields the unique solution to the recurrence (Al) with initial 
values d,(O) = V~ . So the theorem follows from Lemma Al. 1 
It is easily seen from (AlO) that Pk(‘) I is a polynomial of degree k with 
respect to the variable q-i. In fact, the Pk(i) belong to the family of generalized 
Krawtchouk polynomials (cf. [S]). They satisfy the orthogonality relations 
f. viPBW PzG> = I 0 I 6,~ (Al 1) 
for all k, 1 = 0, I,..., m. We finally mention, without proof, a nice expression 
of generalized Krawtchouk polynomials in terms of basic hypergeometric 
functions & , namely: 
Pk(i)/vk = 2+2(q-L, q-i; q-“, q-“‘; q; q). 
This obviously yields the symmetry relation Pk(i)/vn: = P&k)/v, , which shows 
that (3.9) is an equivalent version of (Al 1). 
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