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Abstract
A regularized optimization problem for computing numerical differentiation for the second order derivatives of functions with two
variables from noisy values at scattered points is discussed in this article. We prove the existence and uniqueness of the solution to
this problem, provide a constructive scheme for the solution which is based on bi-harmonic Green’s function and give a convergence
estimate of the regularized solution to the exact solution for the problem under a simple choice of regularization parameter. The
efﬁciency of the constructive scheme is shown by some numerical examples.
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1. Introduction
Numerical differentiation is a problem to determine the derivatives of an unknown function from given noisy values
of the unknown function at the scattered points. Hereafter, for simplicity, we abbreviate this determination of derivatives
by numerical differentiation from noisy scattered data. This arises in many scientiﬁc applications, but it is an ill-posed
problem, which means, the small errors in the measurement of the function may lead to large errors in its computed
derivatives [5,7,12]. There have been many approaches proposed [6,7,10] for treating the numerical differentiation
problem.
In 1968, Ramm [10] proposed an approach for stable numerical differentiation by using ﬁnite-difference methods.
Recently, Ramm and Smirnova gave the error estimate and presented some numerical examples for this approach [11].
Their detailed study was given for functions with one variable. But, consulting the argument in [9], it can be applied to
functions with several variables. The error estimate of this method is precise and optimal.
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On the other hand, Hanke and Scherzer proposed another approach to the problem based on the discrepancy principle
for the least square method combined with Tikhonov regularization ﬁnding the minimizer in the form of natural cubic
splines [7]. They only considered it for functions with one variable. Wang et al. adopted the idea given in [7] to treat
irregular grids and gave a simple way to choose the regularization parameter. These are the advantages of this method.
The byproduct of this method is that it can identify the discontinuity of an unknown function from the noisy values
of the unknown function at the scattered points. This identiﬁcation of the discontinuity was used to ﬁnd discontinuous
solutions ofAbel integral equations [2] and for edge detection in image analysis [8]. The numerical results showed that
this method was efﬁcient.
For higher order derivatives in the one-dimensional case and for ﬁrst order derivatives in two-dimensional case,
numerical differentiation method along the line of this method were given in [13,15], respectively. For the two-
dimensional case, the new ingredient was that the variational problem for the regularized minimization problem is
solved by using Green’s function for the Laplacian with Dirichlet boundary condition and a scheme for computing the
ﬁrst order derivative was given in [15]. The numerical example showed that this method was efﬁcient. But in many
applications, it is necessary to compute higher order derivatives, for example, in the plate bending problem, the bending
moments are obtained from the second derivatives of the vertical displacement of the plate [1], so in this paper we
will give a numerical differentiation technique for second order derivatives based on noisy scattered data. The error
estimate for our method has the form and order similar to that of [11] in terms of the noise level of the data and size
of the irregular grid. But the order in terms of the size of irregular grid is slightly worse than that of [11]. Comparing
the two error estimates of [11] and ours, we have to be aware of the difference that the former is for functions with one
variable and the latter is for functions with two variables.
This paper is organized as follows: in Section 2, we describe the problem in detail and prove the existence and
uniqueness of the solution; in Section 3 we give the convergence estimate of the regularized solution to the exact
solution for the problem by error estimate; the numerical examples are given in Section 4; in Section 5, we discuss the
efﬁciency of this method by analyzing the results of the numerical examples in Section 4. In an Appendix we give the
algorithm for computing Green’s function.
2. Problem and some results
Suppose that ⊂ R2 is a bounded domain with piecewise C2 boundary and =(x) ∈ H 4() is a function deﬁned
in. Let N be a natural number and {xi}Ni=1 be a group of points in.We assume that is divided into N parts {i}Ni=1,
and there is only one point of {xi}Ni=1 in each part. For simplicity we also assume that the areas |i | of alli (1 iN)
are equal. We denote by di the diameter of i and let d = max{di}.
We will discuss the following problem
Suppose that we know an approximate value ˜i of (x) at point xi , i.e.,
|˜i − (xi)|, i = 1, 2, . . . , N , (2.1)
where > 0 is a given constant called the error level.
We want to ﬁnd a function f∗(x) which approximates function (x) such that
lim
d→0,→0
‖f∗ − ‖H 2() = 0. (2.2)
In most applications it is enough to have
lim
d→0,→0
‖f∗ − ‖H 2(′) = 0
for any open subset′ ⊂  such that′ ⊂ . Having this in mind, let  ∈ C40() be such that =1 on′ and 01
on \′. We replace ˜i and  by (xi)˜i and , and consider ﬁnding a function f∗(x) such that
lim
d→0,→0
‖f∗ − ‖H 2() = 0.
In order to simplify the notation, we denote (xi)˜i and  by ˜i and , and hence we consider the same problem
looking for f∗ ∈ H 4() satisfying (2.2) under the assumption  ∈ H 40 ().
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We treat this problem as the following optimization problem by using Tikhonov regularization method.
Problem 2.1. Deﬁne a cost functional (f ):
(f ) = 1
N
N∑
j=1
(f (xj ) − ˜j )2 + ‖	2f ‖2L2(), f ∈ H ,
where H ={f : f ∈ H 4(), f | =f | = 0}, and > 0 is a regularization parameter. Then, the problem is to ﬁnd
f∗ ∈ H such that (f∗)(f ) for every f ∈ H .
We will prove the existence and uniqueness of the minimizer of Problem 2.1.
Theorem 2.2. Problem 2.1 is equivalent to ﬁnding a unique solution f∗ ∈ H for the following variational problem:∫

	2f∗	2h dx = − 1
N
N∑
j=1
(f (xj ) − ˜j )h(xj ) (2.3)
for all h ∈ H . Eq. (2.3) is the Euler equation of Problem 2.1. Moreover, the minimizer of Problem 2.1 is unique.
Remark 2.3. We will prove the existence of a solution of (2.3) later in Theorem 2.4.
Proof of Theorem 2.2. Although the proof is standard, we give the details of the proof for the reader’s convenience.
If f∗ is the minimization of Problem 2.1, then (d/dt)(f∗ + th)|t=0 = 0 for any h ∈ H . This immediately implies
(2.3). Now let f∗ ∈ H be a unique solution to (2.3) and for any f ∈ H , let h = f − f∗, then it is easy to see that the
following equations:
(f ) − (f∗) = 1
N
N∑
j=1
(f (xj ) − f∗(xj ))(f (xj ) + f∗(xj ) − 2˜j ) + 
∫

[(	2f )2 − (	2f∗)2] dx
= I1 + I2 (2.4)
and
I1 = 1
N
N∑
j=1
2(f∗(xj ) − ˜j )h(xj ) + h2(xj ).
By the deﬁnition of f∗, we have
I2 =
∫

[(	2f )2 − (	2f∗)2] dx = ‖	2h‖2L2() + 2
∫

	2h · 	2f∗ dx
= ‖	2h‖2
L2() −
2
N
N∑
j=1
(f∗(xj ) − ˜j )h(xj ).
Substituting the equations I1 and I2 into (2.4) gives
(f ) − (f∗) = 1
N
N∑
j=1
h2(xj ) + ‖	2f − 	2f∗‖2L2()0.
Thus, f∗ is a minimizer of Problem 2.1.
Finally, we prove the uniqueness of the minimizer of Problem 2.1. Since solving Problem 2.1 and the variational
problem (2.3) are equivalent, it is enough to show the variational problem (2.3) only admits one solution. If there is
another f ∗ ∈ H minimizing Problem 2.1, denote g = f ∗ − f∗, then the function g satisﬁes:
∫
(	
2g)2 dx = 0 and
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g| = 0,g| = 0. Hence, g(x) ≡ 0 for x ∈ . So f ∗ = f∗. Therefore, the uniqueness of the minimizer of Problem
2.1 has been proven. 
To solve the numerical differentiation problem, it is necessary to provide a scheme for constructing f∗. For that, by
a formal argument using Green’s function for the bi-harmonic operator, we derive a method of constructing f∗. It will
be shown as a theorem that the f∗ constructed by this method is the solution of (2.3).
Let us recall the deﬁnition of the bi-harmonic Green’s function before going into the construction.A functionG(x, y)
with ﬁxed y ∈  is called the bi-harmonic Green’s function if it satisﬁes{	2xG(x, y) = (x − y) in ,
G| = 0, 	xG| = 0.
We can obtain G(x, y) by solving{	xF (x, y) = (x − y) in ,
F (x, y)| = 0
and {	xG(x, y) = F(x, y) in 
G(x, y)| = 0.
Wedenote	1 as the Laplacian operator for the ﬁrst argument, and	2 as the Laplacian operator for the second argument.
Since G(x, y) = G(y, x) and F(x, y) = F(y, x) for x, y ∈ , we have
	2G(y, x) = 	1G(x, y) = F(x, y) = F(y, x) = 	1G(y, x). (2.5)
We now propose a scheme to obtain the solution of Eq. (2.3). Although G(·, y) is not in H, we take h = G(x, y) in
(2.3) and use the deﬁnition of Green’s function. We then obtain
− 1
N
N∑
j=1
(f∗(xj ) − ˜j )G(xj , y) =
∫

	2f∗(x) · 	2xG(x, y) dx
= 	2f∗(y).
Multiplying the two sides of the above equation by G(x, y) and integrating over , we obtain by integrating by parts
− 1
N
N∑
j=1
(f∗(xj ) − ˜j )
∫

G(xj , x)G(x, y) dx
= 
∫

	2f∗(x) · G(x, y) dx
= 
∫

(



f∗(x) · G(x, y) − 


G(x, y) · f∗(x)
)
ds(x)
+ 
∫

f∗(x) · 	xG(x, y) dx
= 
∫

f∗ · 	2G(x, y) dx + 
∫

(
G · f∗


− f∗ · 


G
)
ds(x)
= f∗(y),
where 
 is the unit normal of  directed outside . We rewrite the above equation in the form
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f∗(x) + 1
N
N∑
j=1
(f∗(xj ) − ˜j )
∫

G(xj , y)G(y, x) dy = 0. (2.6)
By deﬁning
aj (x) =
∫

G(xj , y)G(y, x) dy (2.7)
and
cj = − 1
N
(f∗(xj ) − ˜j ), (2.8)
(2.6) becomes
f∗(x) =
N∑
j=1
cj aj (x). (2.9)
Now the problem of constructing f∗ reduces to computing the coefﬁcients cj from ˜j . From (2.8) and (2.9) with
x = xj (j = 1, 2, . . . , N) we obtain
cj = − 1
N
(f∗(xj ) − ˜j ) = −
1
N
(
N∑
k=1
ak(x
j )ck − ˜j
)
. (2.10)
Let
A =
⎛
⎜⎜⎜⎜⎝
N + a1(x1) a2(x1) a3(x1) · · · aN(x1)
a1(x2) N + a2(x2) a3(x2) · · · aN(x2)
...
...
...
...
...
a1(xN) a2(xN) a3(xN) · · · N + aN(xN)
⎞
⎟⎟⎟⎟⎠
and
c =
⎛
⎜⎜⎜⎜⎝
c1
c2
...
cN
⎞
⎟⎟⎟⎟⎠ , b =
⎛
⎜⎜⎜⎜⎝
˜1
˜2
...
˜N
⎞
⎟⎟⎟⎟⎠ .
Then (2.10) becomes the linear algebraic system
Ac = b. (2.11)
Solving these equations, we will obtain coefﬁcients cj , which ﬁnishes the derivation of a method for constructing f∗.
Since the construction of f∗ is not rigorous, we have to check the constructed f∗ is really the solution of (2.3). The
next theorem gives an answer to this.
Theorem 2.4. Suppose function f∗ =∑Nj=1 cj aj (x) where aj (x) is deﬁned by (2.7) and {cj }Nj=1 is the solution of
linear system (2.11), then f∗ is the solution of (2.3).
Proof. For every x ∈ , from the deﬁnition of Green’s function, we know that G(x, y)=G(y, x)= 0 for y ∈ . So
aj (x) =
∫

G(xj , y) · G(y, x) dy = 0.
Thus we have f∗(x)| = 0.
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We also have
aj (x) =
∫

G(xj , y)	xG(x, y) dy = 0 (x ∈ ).
Thus we have f∗(x)| = 0.
Moreover, from the deﬁnition of aj (x), we know that for every x ∈ ,
	2aj (x) =
∫

G(xj , y)	2xG(x, y) dy = G(xj , x). (2.12)
Since G(xj , x) ∈ L2() , so we have 	2f∗(x) ∈ L2(). From the well-posedness of the Poisson equation with
homogeneous Dirichlet boundary condition, we know f∗ ∈ H 4(). Furthermore f∗ ∈ H .
For any h ∈ H , we have
∫

	2f∗	2h dx =
∫

N∑
j=1
cjG(x
j , x)	2h(x) dx
=
N∑
j=1
cj
(∫

G(xj , x)h(x) dx −
∫

h(x)
G(xj , x)


ds(x) +
∫

G(xj , x)
h(x)


ds(x)
)
=
N∑
j=1
cj
(∫

	2G(xj , x)h(x) dx −
∫

h(x)
G(xj , x)


ds(x) +
∫

G(xj , x)
h(x)


ds(x)
)
=
N∑
j=1
cjh(x
j ) = − 1
N
N∑
j=1
(f∗(xj ) − ˜j )h(xj ).
So f∗ is the solution of (2.3). This completes the proof. 
Remark 2.5. The unique solvability of (2.11) can be seen as follows. Let c satisfy Ac = 0. Then, f∗ given by (2.9) is
a solution of the variational (2.3) with ˜j = 0 (j = 1, 2, . . . , N). Since this variational problem has a trivial solution by
Theorem 2.2, f∗ = 0 in  due to the uniqueness of the variational problem (2.3). Then, using the linear independency
of aj (x) (j = 1, 2, . . . , N), we have c = 0. Therefore, (2.11) is uniquely solvable.
3. Error estimate
In this section we will give a convergence estimate that is
lim
d→0,→0
‖f∗ − ‖H 2() = 0
for our proposed solution under a priori choice of the regularization parameter. We can actually prove stronger result
lim
d→0,→0
‖f∗ − ‖H 3() = 0.
The proof will use the following lemma.
Lemma 3.1. Let E be a bounded domain inRn with Lipschitz boundary E,u ∈ W 1,p(E), and suppose thatn<p∞,
then
|u(x) − u(y)|K|x − y|1−n/p‖u‖1,p,,
where K is independent of u.
This lemma can be found in [4, p. 27].
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According to the result of [3], we choose the regularization parameter  = 2. Such choice has been proven quite
effective (see [14]). We give the error estimate in the following theorem:
Theorem 3.2. Suppose f∗ is the minimizer of Problem 2.1 and  ∈ H 40 (). Let e = f∗ −  and choose  = 2, then
we have the following error estimate:
‖e‖L2()L1d1/2 + L21/2, ‖e‖L2()L3d + L4,
‖∇e‖L2()L5d3/4 + L63/4, ‖∇e‖L2()L7d1/4 + L81/4,
where Li(i = 1, 2, . . . , 8) are constants which depend on  and ‖	2‖L2().
Proof. For simplicity, we use the abbreviation ‖·‖L2 = ‖·‖L2(). Since 2‖	2f∗‖2L2(f∗)()2+2‖	2‖2L2 ,
it is easy to see that ‖	2e‖L21 + 2‖	2‖L2 . Also, we have
‖e‖2
L2 =
∫

|e|2 dx
=
∫

e · 


e dS −
∫

e · 


e dS +
∫

	2e · e dx
‖e‖L2 · ‖	2e‖L2 ,
‖e‖2
L2 =
∫

e2(x) dx =
N∑
i=1
∫
i
e2(x) dx
=
N∑
i=1
∫
i
e(x)(e(x) − e(xi)) dx +
N∑
i=1
∫
i
e(xi)(e(x) − e(xi)) dx +
N∑
i=1
∫
i
e2(xi) dx
= I3 + I4 + I5.
Now we estimate I3, I4, and I5.
I3 =
N∑
i=1
∫
i
e(x)(e(x) − e(xi)) dx
N∑
i=1
∫
i
|e(x)||(e(x) − e(xi))| dx

N∑
i=1
∫
i
C1|x − xi |1−2/p‖e‖1,p|e(x)| dxd1−2/pC1‖e‖1,p
∫

|e(x)| dx
d1−2/pC1‖e‖1,p‖e‖L2(||)1/2,
where || is the area of . Here, note that the general constants C1, C2 can be different in each estimate. The second
inequality is obtained from Lemma 3.1 with n = 2. We may set p = 4, then
I3d1/2C1(||)1/2‖e‖1,4‖e‖L2 .
From the embedding theorem of Sobolev spaces we know that W 2,2() → W 1,4(), which means, there is a constant
C1 independent of e satisfying ‖e‖1,4C1‖e‖2,2. By the well-posedness of the boundary value problem for the Poisson
equation with homogeneous Dirichlet condition
‖e‖2,2C1‖e‖L2 .
Hence, we have I3C1d1/2‖e‖L2‖e‖L2 .
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By the same way, we have
I4 =
N∑
i=1
∫
i
e(xi)(e(x) − e(xi)) dx
N∑
i=1
∫
i
|e(xi)||(e(x) − e(xi))| dx
d1/2C1‖e‖1,4
N∑
i=1
(∫
i
|e(xi)| dx
)
= d1/2C1‖e‖1,4 ||
N
N∑
i=1
|e(xi)|.
Since (f∗)(), we have
1
N
N∑
i=1
(f∗(xi) − ˜i )22(1 + ‖	2‖2).
So
1
N
N∑
i=1
|e(xi)| 1
N
N∑
i=1
(|f∗(xi) − ˜i | + |˜i − (xi)|)

√√√√ 1
N
N∑
i=1
|f∗(xi) − ˜i |2 + 

(√
1 + ‖	2‖2 + 1
)
.
Hence, we have I4C1d1/2‖e‖.
The estimate of I5 is simple. In fact
I5 =
N∑
i=1
∫
i
e2(xi) dx =
N∑
i=1
e2(xi)
∫
i
dx 1
N
|| ·
N∑
i=1
e2(xi)
 2
N
|| ·
N∑
i=1
((f∗(xi) − ˜i )2 + (˜i − (xi))2)
2||2(2 + ‖	2‖2) = C12.
From all the estimates for I3 to I5, we can conclude that
‖e‖2
L2C1d
1/2‖e‖L2‖e‖L2 + C2d1/2‖e‖L2 + C32.
Then, we have
‖e‖L2C1d1/2‖e‖L2 + C2d1/41/2‖e‖1/2L2 + C3
C1d1/2‖e‖L2 + C2.
Therefore, we have proven some of the estimates in the theorem
‖e‖L2C1d1/2 + C21/2
and
‖e‖L2C1d + C2.
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Also, since
‖∇e‖2
L2 =
∫

∇e · ∇e dx
= −
∫

e · e dx +
∫

e · 


e dS
‖e‖L2 · ‖e‖L2 ,
we have
‖∇e‖2
L2(C1d + C2)(C1d1/2 + C21/2)C21d3/2 + C1C2(d1/2 + 1/2d) + C223/2
C21d3/2 + C1C2(d3/2 + 3/2) + C223/2.
Thus
‖∇e‖L2C1d3/4 + C23/4.
And since
‖∇e‖2
L2 =
∫

∇e · ∇e dx
= −
∫

	2e · e dx +
∫

e · 


e dS
‖e‖L2 · ‖	2e‖L2 ,
we have
‖∇e‖L2C1d1/4 + C21/4.
This completes the proof. 
Remark 3.3. In this paper, for the simplicity, we assume that the areas of all i are equal. In real applications, this
condition may be not easily satisﬁed. But if we denote V 1=maxi{|i |} and V 2=mini{|i |} and let V 1/V 2 is bounded
with some constant, then we still have the same error estimate.
Remark 3.4. In Theorem 3.2, we used Lemma 3.1 to estimate I3 in which we chose the parameter p to be 4. Actually
we can choose any p satisfying 2<p<∞.And we can still use the embedding theorem of Sobolev spacesW 2,2() →
W 1,p(). The result will be
‖e‖L2L1p · d1−2/p + L2p1/2, ‖e‖L2L3pd2−4/p + L4p,
‖∇e‖L2L5pd3/2−3/p + L6p3/4, ‖∇e‖L2L7pd1/2−1/p + L8p1/4,
where Ljp (j = 1, 2, . . . , 8) are constants depending on , ‖	2‖L2 and p. Hence, if we choose a larger p we will get
a better convergence rate.
4. Numerical examples
We provide numerical examples in this section.
In order to compute the Green’s function G in our construction scheme, we use Fourier series. The details of the
algorithm for constructing f∗ and its second derivatives are given in the Appendix.
Let (x1, x2) be a function with two variables given by
(x1, x2) = sin(x1)(cos(2x2) + 0.5) (x1, x2) ∈ ,
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Fig. 2. Function  and constructed f∗.
where  = {(x1, x2) : 0x11, 0x12}. We take (x1, x2) as the unknown function to compute the numerical
differentiation of its second order derivatives.
We generate the simulated noisy data as follows:
(1) Decompose  into N elements denoted by i (1 iN).
(2) In each element, we choose the center of i as the grid point and get value i (1 iN) at each grid point.
(3) By adding some random noise to i , we get the simulated noisy data ˜i (1 iN). The noise level is .
We deﬁne a cut-off function (x) ∈ C40() such that  = 1 on ′ and 01 on \′ with ′ ⊂  (Fig. 1). In our
computation, we deﬁne ′ = {x = (x1, x2) : 14x1 34 , /2x23/2} and multiply the measured data ˜i by (xi),
then we get the value of functions on grid points in our construction. Here, for simplicity we will denote  and ˜i by
 and ˜i .
Wewill only consider the constructed f∗, (f∗/x1x1)(x), etc. in′. The number of elements in′ is denoted byN ′.
Figs. 2–5 illustrate our numerical results for constructing the second order derivatives with N ′ = 202, = 0.01.
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Fig. 5. Function x1x2 and constructed f∗x1x2 .
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The numerical results of constructing f∗, f∗x1x1 , f∗x2x2 and f∗x1x2 are illustrated in Figs. 2, 3, 4 and 5, respectively.
In Figs. 2–5, the left ﬁgures are the original functions and the right ﬁgures are the constructed functions in ′.
In Figs. 6 and 7, the constructed errors of f∗, f∗x1x1 and f∗x2x2 f∗x1x2 are presented, respectively.
5. Discussion for the numerical results
In Figs. 2–5, we observe that the reconstructed functions are very similar to those of the corresponding functions.
Hence, in general we can say our construction is efﬁcient. However, since it is difﬁcult to observe the numerical precision
of the constructed functions from the ﬁgures, we investigate how the relative errors depend on N(N ′) and  (see
Tables 1–4). Because N ′ is the number of the elements in the valid domain ′, we replace N by N ′ in our investigation.
In our construction scheme, we need to solve the linear equations (2.11). Therefore the condition numbers of the
coefﬁcient matrix A are included in Tables 1–4.
The relative errors Ef∗ , Ef∗x1x1 , Ef∗x2x2 , Ef∗x1x2 and the condition numbers (CondA) of the matrix A are presented in
Table 1 when  increases from 0.01 to 0.05 with ﬁxed N ′ = 202. Here, the relative errors Ef∗ , Ef∗x1x1 for constructed
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Table 1
Relative errors (%) with different noise level
 Ef∗ Ef∗x1x1 Ef∗x2x2 Ef∗x1x2 CondA
0.05 26.8519 26.8056 36.5682 31.8915 11
0.02 9.5259 9.2352 9.5189 11.0316 62
0.01 5.7746 4.9047 4.5881 5.2536 243
 (N ′ = 202, ﬁxed).
Table 2
Relative errors (%) with different numbers of grid points N ′ (= 0.01, ﬁxed)
N ′ Ef∗ Ef∗x1x1 Ef∗x2x2 Ef∗x1x2 CondA
122 8.0530 7.6383 6.5146 9.1651 88
162 6.4726 5.7988 5.1920 6.7464 156
202 5.7746 4.9047 4.5881 5.2536 243
242 5.3219 4.4516 4.1726 3.9864 350
Table 3
Relative errors (%) for different numbers of grid points N ′(= 0.02, ﬁxed)
N ′ Ef∗ Ef∗x1x1 Ef∗x2x2 Ef∗x1x2 CondA
122 16.6291 21.3434 22.8539 19.7942 23
162 11.9740 11.7168 13.5002 14.0691 40
202 9.5259 9.2352 9.5189 11.0316 62
242 8.0319 7.6179 7.1039 9.1031 88
Table 4
Relative errors (%) for different numbers of grid points N ′(= 0.05, ﬁxed)
N ′ Ef∗ Ef∗x1x1 Ef∗x2x2 Ef∗x1x2 CondA
122 44.9359 44.9186 59.2285 52.4292 4.5
162 34.1457 34.1150 46.2344 40.3681 7.2
202 26.8519 26.8056 36.5682 31.8915 11
242 21.6696 21.6033 29.2207 25.7412 15
f∗, f∗/x1x1 are deﬁned as
Ef∗ =
(
∑N ′
j=1(f∗(xj ) − (xj ))2)1/2
(
∑N ′
i=1((xj ))2)1/2
,
Ef∗x1x1 =
(∑N ′
j=1
(
2f∗
x1x1
(xj ) − 2x1x1 (xj )
)2)1/2
(
∑N ′
i=1((xj ))2)1/2
.
We also deﬁne Ef∗x2x2 , Ef∗x1x2 in the same way.
From Table 1, we can see that when the noise level  is decreased from 0.05 to 0.01, the relative errors will decrease
too.
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On the other hand, in Tables 2–4 we present the relative errors and the condition numbers (CondA) of the matrix A
whenN ′ increases from 122 to 242 with ﬁxed =0.01, 0.02, 0.05, respectively. Due to the limitation of our computer’s
memory, we cannot use a larger N ′ in our computation.
In Table 2,  is ﬁxed as 0.01. We can see that when N ′ increases from 122 to 242, the relative errors for all the
constructed functions become smaller.
In Tables 3 and 4,  are chosen as 0.02 and 0.05, respectively, and the results are similar with Table 1. Also, from
all the four tables, we can see that the condition numbers (CondA) of the matrix A are not very big, which means, the
linear systems are well conditioned.
From Table 1, we can conclude that the relative errors will become smaller if  is getting smaller. And from Tables
2–4, we can conclude that increasing N ′ can improve the precision of the constructed functions.
The above numerical results show that the proposed method is efﬁcient and promising for numerically computing
the second derivatives of functions with two variables from the noisy data.
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Appendix A. Proof of G(x, y) = G(y, x)
Here we will give the proof that the solution G(x, y) with ﬁxed y ∈  of
{	2xG(x, y) = (x − y) in ,
G(x, y)| = 	xG(x, y)| = 0
satisﬁes G(x, y) = G(y, x) for any x, y ∈ .
Proof. Suppose x, y are two ﬁxed points in.We deﬁneB(y) := {z : z ∈ , |z−y|< }, := \(B(x) ∪ B(y)),
(x) := B(x) and (y) := B(y). According to Greens formula, we know that for any u, v ∈ H 4(),
∫

	2xu · v dx =
∫



x
	xu · v ds −
∫

	xu · 

x
v ds +
∫



x
u · 	xv ds
−
∫

u · 

x
	xv ds +
∫

u · 	2xv dx.
Hence
∫

	2zG(z, x) · G(z, y) dz =
∫



z
	zG(z, x) · G(z, y) ds
−
∫

	zG(z, x) · 

z
G(z, y) ds +
∫



z
G(z, x) · 	zG(z, y) ds
−
∫

G(z, x) · 

z
	zG(z, y) ds +
∫

G(z, x) · 	2zG(z, y) dz
= I1() − I2() + I3() − I4() +
∫

G(z, x) · 	2zG(z, y) dz.
G. Nakamura et al. / Journal of Computational and Applied Mathematics 212 (2008) 341–358 355
Since y, x /∈, for any z ∈  with z = x, z = y, 	2zG(z, y) = 0, 	2zG(z, x) = 0. Hence we have
I1() − I2() + I3() − I4() = 0.
Next we will prove that lim→0 I2() = 0, lim→0 I3() = 0, lim→0 I1() = G(x, y) and lim→0 I4() = G(y, x).
Let F(z, x) := 	zG(z, x), then{	zF (z, x) = (z − x) in ,
F (z, x)| = 0.
Hence F(z, x) ∈ C∞ for z ∈ \{x} and F(z, x) ∼ (1/2) ln |z − x| (z → x). SinceG(z, x)=G(z, y)=	zG(z, x)=
	zG(z, y) = 0 (z ∈ ),
I2() =
∫
(x)
+
∫
(y)
.
Here, ∫
(x)
∼ 1
2
∫
(x)
ln |z − x| 

z
G(z, y) dz = 1
2
∫ 2
0
( ln )



G(, )
and (/
z)G(z, y) is bounded, so
∫
(x)
→ 0 when  → 0.
As for
∫
(y)
,
∫
(y)
F (z, x)


z
G(z, y) ds = F(y, x)
∫
(y)


z
G(z, y) ds +
∫
(y)
(F (z, x) − F(y, x)) 

z
G(z, y) ds.
Here, ∫
(y)


z
G(z, y) =
∫
B(y)
F (z, y) ∼ 1
2
∫ 2
0
d
∫ 
0
r ln r d → 0.
Since 	zG(z, y) = F(z, y) ∼ (1/2) ln |z − y| ∈ L2 near y, by the interior regularity for the Poisson equation, we
have G(z, y) ∈ H 2 near y and hence (/
z)G(z, y) ∈ H 1/2 near y. So∫
(y)
(F (z, x) − F(y, x) 

z
G(z, y) → 0 as  → 0
and thus we have
I2() → 0 as  → 0.
By the same way, we have
I3() → 0 as  → 0.
From the boundary condition for G,
I1() =
∫



z
F (z, x)G(z, y) ds =
(∫
(x)
+
∫
(y)
)


z
F (z, x)G(z, y) ds.
Hence we know that F(z, x) ∈ C∞ near y, and G(z, y) ∈ H 2 which means G(z, y) ∈ C1−. So we have∫
(y)


z
F (z, x)G(z, y) ds → 0 ( → 0).
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As for
∫
(x)
, we have
∫
(x)


z
F (z, x)G(z, y) = G(x, y)
∫
(x)


z
F (z, x) +
∫
(x)
(G(z, y) − G(x, y)) 

z
F (z, x).
Since F(z, x) ∼ (1/2) ln |z − x|, (/
z)F (z, x) ∼ 1/2 |z − x|, G(z, y) − G(x, y) = O(|z − x|) for z near x,∫
(x)
(G(z, y) − G(x, y)) 

z
F (z, x) ds → 0 ( → 0)
and ∫
(x)


z
F (z, x) ds ∼ 1
2
∫ 2∗
0
−1 d= 1 ( → 0).
Thus I1() → G(x, y) as  → 0.
By the same way, we can prove that I4() → G(y, x) as  → 0. This completes the proof. 
Appendix B. Algorithm of computing G(x, y) and the second order derivatives of f∗(x)
Assume = (0, A) × (0, B) and ﬁx y ∈ . The problem of solving{	2xG(x, y) = (x − y) in ,
G(x, y)| = 	xG(x, y)| = 0
can be transformed to solving{	xF (x, y) = (x − y) in ,
F (x, y)| = 0
and {	xG(x, y) = F(x − y) in ,
G(x, y)| = 0.
Deﬁne
uk(x) = sin k1x1
A
sin
k2x2
B
,
where x = (x1, x2), k = (k1, k2). Then, by a direct computation, F(x, y) and G(x, y) are given by
F(x, y) =
∑
k
pk(y)uk(x) =
∑
k
pk(y) sin
k1x1
A
sin
k2x2
B
,
G(x, y) =
∑
k
qk(y)uk(x) =
∑
k
qk(y) sin
k1x1
A
sin
k2x2
B
,
where
pk(y) = −uk(y)
(k21
2/A2 + k222/B2)AB/4
,
qk(y) = −pk(y)
(k21
2/A2 + k222/B2)
= uk(y)
(k21
2/A2 + k222/B2)2AB/4
.
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So the basis functions can be computed as follows:
aj (x) =
∫

G(xj , y)G(x, y) dy
=
∫

∑
k
qk(x)uk(y)
∑
k
qk(x
j )uk(y) dy
=
∑
k
qk(x)qk(x
j )
∫

u2k(y) dy
=
∑
k
qk(x)qk(x
j )
AB
4
.
Then the algorithm to compute the second order derivatives of f∗(x) is given as follows.
We immediately have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
2qk
x1x1
(x) = −k
2
1
2
A2
qk(x),
2qk
x2x2
(x) = −k
2
2
2
B2
qk(x),
2qk
x1x2
(x) = k1
A
k2
B
tk(x),
where
tk(x) = cos(k1x1/A) cos(k2x2/B)
(k21
2/A2 + k222/B2)2AB/4
.
Hence,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
2aj
x1x1
(x, xj ) = −∑k k212A2 qk(x)qk(xj ),
2aj
x2x2
(x, xj ) = −∑
k
k22
2
B2
qk(x)qk(x
j ),
2aj
x1x2
(x, xj ) =∑
k
k1
A
k2
B
tk(x)qk(x
j ).
Therefore⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
2f∗
x1x1
(x) =∑Nj=1 cj 2ajx1x1 = −
∑N
j=1 cj
∑
k
k21
2
A2
qk(x)qk(x
j ),
2f∗
x2x2
(x) =∑Nj=1 cj 2ajx2x2 = −
∑N
j=1 cj
∑
k
k22
2
B2
qk(x)qk(x
j ),
2f∗
x1x2
(x) =∑Nj=1 cj 2ajx1x2 =
∑N
j=1 cj
∑
k
k1
A
k2
B
tk(x)qk(x
j ).
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