











































Working Paper 14/10 
 
VARs, Cointegration and Common Cycle 
Restrictions 
 
Heather M. Anderson and Farshid Vahid  




Heather M. Anderson 
Department of Econometrics and Business Statistics 
Monash University 




Department of Econometrics and Business Statistics 
Monash University 












This  paper argues  that VAR models  with  cointegration and common cycles  can be usefully 
viewed as observable factor models. The factors are linear combinations of lagged levels and 
lagged  differences,  and  as  such,  these  observable  factors  have  potential  for  forecasting.  We 
illustrate this forecast potential in both a Monte Carlo and empirical setting, and demonstrate the 
difficulties in developing forecasting “rules of thumb” for forecasting in multivariate systems. 
 
Keywords: Common factors, Cross equation restrictions, Multivariate forecasting, Reduced rank 
models. 
 
JEL classification C32, C53, E37. 
 
  1 Introduction
The in￿ uential paper of Sims (1980) highlighted the importance of data-consistent
multivariate dynamic speci￿cation for macroeconomic analysis, and indirectly brought
the advances in dynamic econometrics and multivariate time series to the atten-
tion of macroeconomists. One signi￿cant impact of Sims￿work was that it made
the vector autoregressive (VAR) model the starting point of macroeconometric
modelling. VAR models do not presume that any of the variables are exogenous.
All equations in a VAR share the same set of regressors, making estimation simple
because the full system estimator is the same as the single equation OLS estimator.
A problem with VARs is their large number of parameters. An n-variable VAR
with p lags of every variable and a constant in each equation has a total of n+n2p
parameters. This necessitates restricting the analysis to small systems (small n)
and being frugal with the number of lags in the system (small p). Sims noted
this problem and recommended the use of a Bayesian approach to control the
sample variability of parameter estimates of a VAR. Since then, there have been
important advances in the speci￿cation and estimation of Bayesian VARs and their
application to macroeconomic forecasting (see, among others, Doan et al. (1984),
Litterman (1986), Kadiyala and Karlsson (1997), Sims and Zha (1998), Waggoner
and Zha (1999) and Koop et al. (2009)).
There are other ways that the problems associated with having a large number
2of parameters can be addressed. For example, one can allow for di⁄erent lag length
in each equation and determine the lag structure in each equation separately.
Alternatively one can consider parameter restrictions that imply Granger non-
causality or lack of feedback from one variable to another. In this chapter we follow
another strand of literature which addresses the problem of over-parameterisation
in VARs by searching for and imposing cross-equation restrictions that have the-
oretical appeal and are supported by the data.
In the absence of cross-equation restrictions, VARs are merely a collection of
autoregressive distributed lag models. Even when some equations have di⁄erent
right hand side variables, given the uncertainty surrounding the speci￿cation of
each equation, the superiority of system estimation over single equation estima-
tion is doubtful. In such situations, the only advantage of thinking about this
collection of single equations as a vector model is the trivial convenience of their
vector form in multi-step forecasting. Cross-equation restrictions provide an im-
portant motivation to consider approaches that are inherently multivariate. Such
approaches include the use of canonical correlation analysis (CCA) and partial
canonical correlation analysis (PCCA) for uncovering general linear restrictions
in a VAR. While the origins of the application of CCA and PCCA to multivari-
ate time series modelling dates back at least to Akaike (1976) and Box and Tiao
(1977), the popularity of these methods in macroeconometric modelling has risen
3signi￿cantly since Johansen (1988) ￿rst used them for cointegration analysis.
Johansen (1988) suggested a test for cointegration based on the canonical cor-
relations between the vector of the ￿rst di⁄erences of I(1) variables and the vector
of lagged level of these variables, after the in￿ uence of lagged di⁄erences and deter-
ministic components have been partialled out. While the asymptotic distribution
of the test statistic for the signi￿cance of canonical correlations in the I(1) case is
di⁄erent from that in the stationary case, the mechanics of the analysis is the same.
Moreover, under the additional assumption that the true model is a ￿nite order
VAR in levels with normally distributed errors, Johansen (1988) showed that the
canonical variates are maximum likelihood estimators of the cointegrating vectors.
Even without such extreme assumptions, canonical variates are consistent estima-
tors of the cointegrating vectors that are more e¢ cient than estimators generated
from static regressions.
Cointegration implies that variables in a system have common I(1) trends, and
this implication is often consistent with economic theory. Two well known exam-
ples are the theory of real business cycles and the theory of the term structure of
interest rates. Further, the Granger Representation Theorem (Engle and Granger
(1987)) implies that cointegrated variables have a vector error-correction (VEC)
representation, and the associated VECMs have become popular with economists
because the error-correction terms model deviations from long run relationships
4between the variables.
Theoretical macroeconomic models often imply that the ￿ uctuations in the de-
viations of macroeconomic variables from their equilibrium paths are governed by
a small number of cyclical factors. The similarity of ￿ uctuations of some economic
variables over the course of business cycles (their pro or counter cyclicality) has
acquired the status of a stylised fact. Vahid and Engle (1993) derived the im-
plications of common cycles for a Beveridge-Nelson decomposition of integrated
variables and showed that in the context of VARs these implications necessitate
certain rank restrictions on the parameter matrices of the VAR. These restrictions
can be tested within a canonical correlations framework, and this relates common
cycles analysis to the literature on reduced rank VARs, notably Velu et al. (1986),
Ahn and Reinsel (1988) and Reinsel and Ahn (1992).
In this chapter we argue that VAR models with cointegration and common
cycles (or weaker forms of rank restrictions) can be usefully viewed as observable
factor models. The factors are linear combinations of lagged levels and lagged
di⁄erences, and as such, these observable factors have potential for forecasting.
We illustrate this forecast potential in both a Monte Carlo and empirical setting,
and demonstrate the di¢ culties in developing forecasting "rules of thumb" for
forecasting in multivariate systems.
The chapter outline is as follows. Section 2 provides a synopsis of the literature
5on VARs with common trends, common cycles and other common features. This
includes subsections on model speci￿cation, the e⁄ects of cointegration on fore-
casting, the use of cross equation restrictions to allow for common structural shifts
and other common nonlinear features, and the possible application of shrinkage to
reduced rank VECMs. The use of time varying parameter models for forecasting
is also discussed at this point. Section 3 extends the Monte Carlo analysis in Lin
and Tsay (1996) to illustrate how model selection and the imposition of short and
long-run restrictions a⁄ect forecasts. Section 4 studies the forecasting performance
of several reduced rank multivariate models of an updated version of the Litterman
(1986) data set and Section 5 concludes.
2 Cointegration, common cycles and VARs
In this section we discuss cointegration and common cycles for a set of di⁄erence
stationary variables before we restrict attention to VARs and forecasts derived
from VARs. This is quite deliberate, because we want to emphasise that cointe-
gration and common cycles describe common statistical properties or ￿common
features￿ (Engle and Kozicki (1993), Vahid (2006)) in time series that are not
restricted to VAR data generating processes. Finite order VARs are convenient
approximations or ￿ltering devices that lead to convenient asymptotic tests for
such common features. Moreover, parsimonious ￿nite order VARs are convenient
6forecasting tools for multivariate time series.
We consider an n-dimensional vector of non-seasonal I(1) variables. By de￿ni-
tion, the vector of their ￿rst di⁄erences has a Wold representation
￿yt = ￿ + ￿(L)"t;
where ￿(L) is an in￿nite moving average matrix polynomial in the lag operator
with ￿0 = IK and absolutely summable coe¢ cients, and "t are innovations in
￿yt (and equivalently innovations in yt). Using the matrix identity ￿(L) =
￿(1) + (1 ￿ L)￿￿ (L) and integrating leads to the multivariate version of the
Beveridge and Nelson (1981) decomposition of I(1) series





As is customary in time series analysis, we can think of yt as being composed








The single distinction that trends are I(1) and cycles are I(0) does not lead to an
identi￿able structure, because any arbitrary set of n I(0) variables taken away from
yt leads to a set of n I(1) ￿trends￿ . The additional requirement that trends are
7random walks (with drift when appropriate) makes the trend-cycle representation
more concrete. The Beveridge-Nelson (BN) decomposition is one such decomposi-
tion in which stochastic trends and cycles are driven by "t, and for this reason the
BN decomposition is closely a¢ liated with ￿single source of error￿models (An-
derson et al. (2006)). Since the BN decomposition is always possible, trend-cycle
decompositions of I(1) variables always exist but may not be unique.
If trendt can be written as a linear combination of n ￿ q common I(1) factors,
then yt will be cointegrated because there will be q combinations of yt that will
be I(0). Analogously, if cyclet can be written as a linear combination of r (< n)
common cycles, then there will be n￿r linear combinations of yt that are random
walks, which implies that there are n ￿ r linear combination of ￿yt that are not
predictable. We emphasise that these statistical implications of common trends
and common cycles are quite general, and are not speci￿c to ￿nite VAR processes,
or BN-trends and cycles, or unobserved component models with a single source of
error. However, since all observationally equivalent unobserved component struc-
tures lead to the same best linear predictor for yt and therefore produce the same
forecast, in the forecasting context, we can concentrate on the BN representation
without loss of generality.
In the BN representation, n ￿ q common trends imply that there is an n ￿ q
8matrix ￿ of full column rank such that ￿
0yt is I(0), i.e.
￿
0￿ = 0; and ￿
0￿(1) = 0:
It is also possible to separate the deterministic and the stochastic components
of the trend and consider a case where ￿
0￿(1) = 0 but ￿
0￿ 6= 0; i.e., there are
linear combinations of yt that are trend stationary. The Granger representation
theorem (Engle and Granger (1987)) shows that every system of cointegrated I(1)
variables has a vector error-correction (VEC) representation. More speci￿cally, in
the context of a ￿nite order VAR
yt = c + ￿1yt￿1 + ￿2yt￿2 + ￿￿￿ + ￿pyt￿p + "t; (2)
this theorem implies that in the error-correction representation of the system
￿yt = c + ￿yt￿1 + ￿
￿
1￿yt￿1 + ￿￿￿ + ￿
￿
p￿1￿yt￿p+1 + "t;
where ￿ = ￿(I ￿ ￿1 ￿ ￿￿￿ ￿ ￿p) and ￿￿
i = ￿
Pp
j=i+1 ￿j, the matrix ￿ has rank
q and can be written as ￿￿
0 where ￿ and ￿ are n ￿ q matrices of rank q and
￿ are the cointegrating vectors. De￿ning wt￿1
: = (￿y0
t￿1;:::;￿y0








; the vector error-correction model (VECM) can be compactly writ-
9ten as
￿yt = c + ￿yt￿1 + ￿wt￿1 + "t: (3)
Johansen (1988) shows that as in classic reduced rank regressions studied by An-
derson (1951), the rank of ￿ can be determined by examining the number of
statistically insigni￿cant partial canonical correlations1 between ￿yt and yt￿1, af-
ter removing the linear in￿ uence of the constant and wt￿1 from both. In this
setting, the asymptotic distributions of the likelihood ratio test statistics are no
longer chi-squared. Moreover, the distribution changes depending on whether the
cointegration hypothesis includes ￿
0￿ = 0 as well as ￿
0￿(1) = 0; or whether the
estimated model includes a constant and other exogenous variables or not. For
a thorough exposition of the likelihood ratio tests for cointegration, we refer the
reader to Johansen (1995).
Similarly, r common cycles in (1) imply that there is an n ￿ (n ￿ r) matrix e ￿
of full column rank such that
e ￿
0￿
￿ (L) = 0:
This means that there are (n ￿ r) linearly independent combinations of yt that
are combination of the trend components only, which in turn implies that the
same combinations of ￿yt are linear combinations of innovations ("t) only, and
1We have provided a brief description of canonical correlations analysis in the Appendix, and
refer the readers to Hamilton (1994) for more details.
10hence they are unforecastable from the past information. For the VECM in (3),
this implies that e ￿
0￿ = 0 and e ￿





has rank r: If
the rank of ￿ is q; the rank of this ensemble matrix is at least q: Vahid and
Engle (1993) show that conditional on q and ^ ￿ ￿for some estimate of ￿ that
converges to ￿ at a faster rate than
p






￿0 with zt￿1 = ^ ￿
0
yt￿1 can be used to determine the number
of common cycles. The test statistic will have the usual chi-squared distribution.
The canonical correlation computations in the Johansen procedure deliver such ^ ￿.
Conditional on this, the second stage canonical correlations analysis delivers a set
of weights for constructing r linear combinations of zt￿1 and wt￿1 that can fully
explain all serial correlation in ￿yt. Moreover, these are the best estimates of such
weights conditional on ^ ￿: If we look at these linear combinations as observable
factors, this analysis delivers estimates of r (< n) observable factors comprised
of error-correction terms and lagged di⁄erences that can fully characterise the
dynamics of ￿yt: An ordinary regression will produce the factor loadings.
Hecq et al. (2006) note that the common cycles hypothesis requires a very strict
form of nested reduced rank structure in the VECM, namely that the left null space
of ￿ needs to be nested within that of ￿; and hence r cannot be lower than q: They
show that this makes the test for common cycles heavily dependent on the estimate
of q, distorting the size of the test in ￿nite samples. They relax this assumption
11and remove the nesting requirement from the common cycles hypothesis. That is,
they study a system with reduced rank in ￿; where this rank is independent of the
rank of ￿: They call the resulting system a ￿weak form reduced rank structure.￿
While the connection to the common BN cycles is lost, the weak form allows the
rank of ￿ to be anything between 1 to n; and this may result in more parsimonious
models.
If the rank of ￿ is r; then ￿ can be written as ￿￿
0 where ￿ and ￿ are n￿r and
n(p ￿ 1) ￿ r matrices of full column rank. The reduced rank VECM becomes
￿yt = c + ￿￿
0yt￿1 + ￿￿
0wt￿1 + "t; (4)
and this has the nice interpretation that all dynamics in ￿yt are characterised by q
linear indices made of lagged levels and r linear indices made of lagged di⁄erences.
We call these indices ￿observable factors￿instead of ￿indices￿to distinguish them
from those used in the ￿index models￿de￿ned by Sargent and Sims (1977). The
determination of the rank of ￿ is simply based on a partial canonical correlation
analysis between ￿yt and wt￿1 after the linear in￿ uence of zt￿1 has been partialled
out. One can then repeat the estimation of ￿; this time controlling for ^ ￿
0
wt￿1
instead of wt￿1 and iterate between the two until convergence, although this adds
extra procedural complexity to modelling, from which the gains are uncertain.
A VECM can be written in many ways, each with a di⁄erent lag of yt on the
12right hand side. In each of these isomorphic models, the coe¢ cient of lagged yt is
￿; but the coe¢ cient of wt￿1 is a di⁄erent linear combination of (￿1;:::;￿p). If yt
share a small number of common cycles, all isomorphic ways that a VECM can be
written have the same rank restrictions. However, if a VECM that has yt￿1 on the
right hand side has a weak form of reduced rank structure in which the rank of ￿
is r; it may not have the same structure when it is rewritten using yt￿p instead. We
follow Hecq et al. (2006) and restrict attention to reduced rank VECMs with yt￿1
on the right hand side as in equation (4). According to this model, all dynamics
in ￿yt can be fully explained by q factors made from the ￿rst lag of levels, and r
factors made from lag 1 to lag p ￿ 1 of di⁄erences.
2.1 Sequential testing and the use of information criteria
We know that in VAR modelling the sequential reduction of individual parame-
ters based on their individual signi￿cance can lead to models that deliver very bad
forecasts. This might make a forecaster worried about using the sequential test-
ing procedures discussed above for developing VAR models with strong or weak
reduced rank structures. However, there is an important di⁄erence between the
elimination of individual lags in each equation based on t-tests and tests of the
ranks of the parameter matrices ￿ and ￿. Given the correlation among variables
and correlation between adjacent lags, there is little information in a ￿nite sample
13about the signi￿cance of a single lag of a single variable after the in￿ uence of all
other regressors have been controlled for. That is why there are too many para-
meters with small t-values in a VAR, and ￿nal models can be di⁄erent, depending
on the order in which insigni￿cant regressors have been eliminated.
In contrast, a test for a strong form reduced rank structure (i.e. for common
cycles) looks for a linear combination of ￿yt that is unpredictable from the past,
i.e. it is a test for a common statistical property or a ￿common feature￿in the
sense of Engle and Kozicki (1993). Each element of ￿yt possesses this property,
but it is absent from a linear combination of ￿yt: While the data might have little
power to determine the signi￿cance of the marginal contribution of individual
lags, it is likely to have much more power in determining the joint signi￿cance
of all lags. Also, since canonical variates are uncorrelated with each other by





by one neither a⁄ects the estimates nor






Similarly, in the reduced rank structures in (4), we are testing for the existence
of a linear combination of ￿yt that, after controlling for zt￿1; cannot be predicted
using lagged di⁄erences. In both forms, we start by determining the cointegrating
rank, which searches for linear combinations of yt that do not possess a common
statistical property (the stochastic trend). The power of this procedure comes from
the reduction in the stochastic order of magnitude of cointegrating combinations as
14compared with all other linear combinations of yt: Although controlling for lagged
di⁄erences is important for correct inference at this stage, the rank restrictions on
￿ have no asymptotic in￿ uence on the results of the cointegration analysis. Also,
since the cointegrating vectors are estimated superconsistently, conditional on q;
the fact that they are estimated has no asymptotic in￿ uence on the second stage
analysis. In practice, ￿nite sample biases might a⁄ect the second stage analysis,
but there are no theoretical results on the magnitude and direction of such e⁄ects.
Although we only use sequential tests in the empirical applications in this
chapter, there have been some advances in developing appropriate information
criteria for selecting p (the lag length); q (the cointegrating rank) and r (the rank
of ￿) simultaneously. In the context of stationary VARs, Vahid and Issler (2002)
examine the performance of modi￿ed versions of AIC, HQ and BIC in selecting p
and r simultaneously. These criteria combine the log-likelihood value as a measure
of ￿t with a penalty that counts the number of free parameters in each model. They
￿nd that the consideration of r as a choice variable improves the performance of
BIC for sample sizes that are relevant in practice. In general they ￿nd that the
HQ criterion is most successful in choosing the correct p and r:
Even though HQ and BIC can deliver consistent estimates of q as well as p
and r in theory (Gonzalo and Pitarakis (1995) and Aznar and Salvador (2002)),
their ￿nite sample performance is very unreliable when determining q. Chao and
15Phillips (1999) argue that the penalty term for an additional trending variable in
a model has to be larger than that of a stationary variable. This means that the
appropriate penalty depends on the true value of q which is not known. Based on
this, they suggest using the ￿posterior information criterion (PIC)￿ , which uses
a data dependent penalty that implicitly accounts for the nature of trends in the
data, to select p and q simultaneously. Athanasopoulos et al. (2009) consider
using information criteria with a data dependent penalty similar to the PIC for
simultaneous choice of p;q and r in reduced rank VECMs. While they ￿nd that
such criteria perform well in choosing the correct model relative to other strategies,
the derivation of the penalty function and coding it for each possible combination
of (p;q;r) is challenging and adds to the procedural complexity of the modelling
strategy. To simplify this, they consider a hybrid procedure that chooses p and
r using the usual model selection criteria after removing the in￿ uence of yt￿1
from ￿yt and wt￿1; and then using a data dependent penalty to choose q: This
reduces the procedural complexity of the model selection stage without worsening
the outcome.
Corander and Villani (2004) show that the fractional marginal likelihood cri-
terion of O￿ Hagan (1995) can be used for consistent estimation of lag length and
cointegrating rank. There has not been an extensive study of the ￿nite sample
performance of this criterion, but like HQ and BIC, it imposes the same penalty
16for an additional trending variable as for an extra stationary variable, so we expect
that it will have the same di¢ culty in selecting q in ￿nite samples.
2.2 The e⁄ects of cointegration on forecasting
Since economic theory often implies common stochastic trends in economic vari-
ables and these trends dominate the long-run forecasts of I(1) variables, the e⁄ects
of cointegration on forecasting have been actively researched in the macroeco-
nomic forecasting literature. See among others Engle and Yoo (1987), LeSage
(1990), Clements and Hendry (1995), Lin and Tsay (1996), Ho⁄man and Rasche
(1996), Christo⁄ersen and Diebold (1998), Silverstovs et al. (2004), and Shoesmith
(1995). This literature has tended to focus on the implication of the Granger rep-
resentation theorem that VECMs are appropriate dynamic models for cointegrated
variables. Unrestricted VAR in levels (UVARs) do not incorporate cointegrating
restrictions and are therefore ine¢ cient, while VARs in di⁄erences (DVARs) omit
the important error-correction terms and are therefore under-speci￿ed. These ob-
servations have led to work that attempts to assess the gains from using VECMs
for forecasting, and to assess a belief that for cointegrated I(1) variables, VECMs
are likely to produce the best forecasts, followed by UVARs and then DVARs, es-
pecially for long-horizon forecasting. The results have not been clear-cut, even in
simulation studies in which the nature of the trend in each variable, the lag length
17and the number of cointegrating vectors were known. Elliott (2006) provides a
useful discussion on reasons for why this might be so. He uses a very simple styl-
ised bivariate model to show that whether or not the use of error-correction terms
improves short-run or long-run forecasting depends on almost all parameters in
the design, including the covariance matrix of the errors.
2.3 Common nonlinear features and co-breaking
There are other forms of common features that imply cross equation restrictions in
a multivariate autoregressive model. Anderson and Vahid (1998) de￿ne common
nonlinear features, which occur when each variable in a multivariate time series
has nonlinear dynamics, but there are linear combinations of these variables that
have linear dynamics. These authors develop tests for common nonlinearity in the
context of smooth transition VARs and VECMs, and they build a small empirical
real business cycle model of the USA that incorporates common nonlinearity.
Co￿ breaking provides an example of a common nonlinear feature that has spe-
cial relevance for forecasting. There is ample evidence that the structure of the
data generating processes of many macroeconomic time series change over time,
and these changes, especially level shifts, often provide the main reason for fore-
cast failure in macroeconomic models (Clements and Hendry (2002)). One might
expect that if such shifts are common to several variables, then the joint modelling
18of them would improve estimation precision and hence lead to improvements in
forecasting. The situation in which shifts are common to a set of variables is
called co-breaking. Clements and Hendry (1999) provide a detailed discussion
of co-breaking and its possible presence in VECMs, and Hendry and Massmann
(2007) review some more recent developments in this ￿eld. Most of the existing
literature concentrates on how to incorporate common level shifts in time series
models and conditional on knowing the times of such shifts, how to test if they are
common. Questions such as how prevalent common level shifts are in economic
variables, how they can be distinguished from stochastic trends, how best they
can be modelled for the purpose of forecasting and how the concept of co-breaking
can be generalised to common but non-contemporaneous shifts are important and
challenging areas of research.
2.4 Other forms of parameter instabilities
As pointed out in the previous subsection, structural change is often present when
working with macroeconomic data. One way that forecasters deal with the pos-
sibility of structural change is to use forecasting models that are developed using
a ￿xed number of the most recent observations (a rolling window of ￿xed size).
While rolling sample estimates can be helpful in models with only a few parame-
ters, they are not necessarily helpful when working with VARs. In contrast to
19an expanding window that uses all available history, a rolling window does not
improve the ratio of the sample size to the number of estimated parameters. In
particular, the quality of the analysis of common trends does not improve and will
always be based on a short span of data. In addition, the question of the optimal
window size in the presence of structural breaks is a complex problem (see Pesaran
and Timmermann (2007)).
Considering the problem of allowing for structural instability in a large scale
latent factor model, Stock and Watson (2008) suggest that if the factors are es-
timated well, certain forms of structural instability can be accommodated by al-
lowing time variation in just the factor loadings. Considering the reduced rank
VECM in equation (4) as an observable factor model, one can consider the time
varying model
￿yt = ct + ￿t￿
0yt￿1 + ￿t￿
0wt￿1 + "t:
This model can be justi￿ed on the basis that regime changes are temporary de-
partures from fundamentals (i.e. temporary reductions in the strength of the error
correcting mechanism and/or cycles) rather than permanent shifts in relationships
between trends and between cycles in di⁄erent variables. In the empirical example
below, we consider a naive version of this in which q and r and the estimates of ￿
and ￿ are determined from an expanding window, but the factor loadings and the
intercept are estimated using a rolling window.
202.5 Shrinkage and Bayesian reduced rank VECMs
LeSage (1990) and Shoesmith (1995) demonstrate that shrinking the parameters
of an error-correction model to zero (i.e. shrinking the model towards a random
walk) proves to be bene￿cial in their forecasting applications. Canonical corre-
lations analysis produces estimates of observable factors ￿
0yt￿1 and ￿
0wt￿1 that,
after controlling for other factors, have equal variances and are orthogonal to each
other. In addition, they are ranked on the basis of their partial contribution to the
explanation of the variation in ￿yt: This provides a perfect setting for shrinkage
towards models with smaller ranks. This can be achieved by shrinking the factor
loadings towards zero, shrinking the less important factors more strongly to zero,
or shrinking based on the L1 norm as in Tibshirani (1996), which may result in
some of the loadings to be set to zero.
There have been signi￿cant advances on the question of the choice of the shrink-
age factor (or the tightness of the prior), but its discussion and application is
beyond the scope of this Chapter. Here, we want to re-iterate the message in
Shoesmith (1995) that VECMs and Bayesian VARs are not substitutes and there
is scope for combining some aspects of both to produce better forecasting models.
Moreover, the ￿raw￿estimates2 of ￿ and ￿ from the canonical correlations proce-
2￿Raw￿ estimates refer to the estimates that are produced under the normalisation that
canonical covariates have unit sample variance and are uncorrelated with each other. Since any
linear combination of cointegrating vectors is another cointegrating vector, it is customary to
re-normalise the raw estimates such that a submatrix of the cointegrating vectors becomes a q
dimensional identity matrix. This renormalisation can make the variances of each cointegrating
21dures are already in a form that are ideal for the application of shrinkage to their
loadings.
3 A Monte Carlo Illustration
We undertake a small Monte Carlo study to illustrate some of the issues concerning
forecasting in reduced rank VECMs, and also to demonstrate the di¢ culty of
deriving general methodological recommendations from Monte Carlo analysis. All
analysis is based on one of the data generating processes (Model 4) originally used
in Lin and Tsay (1996). This DGP for a four variable vector yt is a VAR(2) in
levels, speci￿ed by
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and "t ￿ IN(04￿1;I4￿4); and it has an equivalent error-correction representation
combination very di⁄erent and destroy their uncorrelatedness.
22which is
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and ￿ = ￿￿2:
The matrix ￿ has a rank of two, which implies that this DGP is driven by two
independent unit root processes, and that there are two cointegrating vectors.
Further, the rank of ￿ is two, and it is clear that the null space of ￿ and ￿ are
the same. Hence yt has two common cycles as well as two common trends. Study
of the e⁄ects that restricted VAR modeling can have on forecast performance is
particularly interesting when the true model is (1), because p = q = r = 2 in this
case, providing scope for under and over speci￿cation of the ranks of ￿ and ￿; as
well as scope for under and over speci￿cation of the model￿ s lag length. While this
DGP seems ideal for examining the e⁄ects of overestimating and underestimating
p; q; and r for forecasting and we address these issues below, we also use it to
illustrate that it is almost impossible to derive any general "rules of thumb" for
forecasting.
23We generate 10,000 series of samples of 120, 220 and 420 from equation (1) and
use the ￿rst 100 (200 or 400) observations in each of the three samples for ￿xed win-
dow estimation, and the last twenty observations to assess forecast performance.
Estimation is done via the procedure described in Section 2. Forecast performance
is based on h-step ahead forecasts for h = 1; 2;:::;20, and our forecast measures
include the generalized forecast error second moment (GFESM) measure proposed
by Clements and Hendry (1993), as well as the more traditional measures provided
by the determinant and trace of the mean squared forecast error (MSFE) matrix.















where eT+j is the j-step ahead forecast error, and like det(MSFEh); GFESMh
has the attractive property that it remains invariant to elementary operations that
involve di⁄erent variables. GFESMh is the only one of these three measures that
is invariant to elementary operations that involve the same variable at di⁄erent
horizons. A related property of GFESMh is that it provides a measure of fore-
cast performance that relates to all forecasts up to and including T + h, whereas
det(MSFEh) and trace(MSFEh) relate to just a single h-step ahead forecast.
We take the h-th root of GFESMh to facilitate presentation with the other two
measures.
243.1 Forecast performance of pre-speci￿ed models
Our Monte Carlo is based on Lin and Tsay￿ s (1996) study, but we include an
additional dimension in that we consider the forecasting consequences of the rank
of ￿ as well as the rank of ￿. Imposing a VAR(2) speci￿cation (i.e. p = 2), we
examine the implications for forecast performance, as we vary the cointegration
rank in estimated models from q = 0 to q = 4; and vary the rank of ￿ in the
estimated model from r = 0 to r = 4: The models contain more free parameters
(and are therefore less restricted) as q and r increase3. The special case in which
q = r = 0 corresponds to a process containing four independent random walks.
Cases in which q = 0 correspond to VAR(1) models in di⁄erences, whereas cases
in which q = 4 correspond to VAR(2) models in levels. Short run dynamics are
controlled by r, with r = 0 corresponding to a VAR(1) and r = 4 corresponding
to the absence of any common cycles. We report forecast performances relative
to the (estimated) benchmark set by the true speci￿cation in which q = r = 2,
with a measure of 1:00 indicating a forecast performance that is as good as that
produced by the true speci￿cation. An increase in any of the relative forecast
measures indicates a deterioration in forecast performance.
The forecast results for this experiment are reported in the top two panels of
3This increase in free parameters is not linear, because the decrease in restrictions associated
with an increase in the rank of a matrix is less than the increase in restrictions imposed as rank
decreases.
25Table 1, and to orientate the reader we point out that the centre of each block of
twenty ￿ve forecasts reports a forecast performance measure of 1:00, which corre-
sponds to the baseline model in which q = r = 2: Within each block, movement
away from the centre corresponds to misspeci￿cation, and not surprisingly, forecast
performance deteriorates in almost all cases. Random walk models nearly always
produce the worst forecasts, regardless of the forecast horizon and the forecast
measure.
Our trace(MSFEh) results for r = 4 correspond to those in Table III in Lin and
Tsay (1996), and both sets of trace based results suggest that (i) the allowance
for too much cointegration (too few unit roots) is detrimental for long horizon
forecasts; and (ii) the imposition of too many unit roots (not enough cointegration)
is detrimental for short horizon forecasts. The ￿rst point to make is that these
conclusions are entirely dependent on the forecast loss function, and (i) is reversed
if one looks at Det(MSFEh) or GFESMh: Clements and Hendry (1995) make the
same point based on their analysis of the two variable DGP originally analyzed by
Engle and Yoo (1987).
In our setting, all forecast accuracy measures suggest that underspeci￿cation of
cointegration is more damaging than overspeci￿cation for short horizon forecasts.
However, we cannot claim that this a general result because the error correcting
mechanism in this DGP is "strong", as evidenced by the non-zero eigenvalues for
26￿ being 0:35 and 0:63: Therefore, getting the cointegration structure right is quite
important, and assuming a rank of zero or one is very costly. To con￿rm this we ran
the same simulations but divided ￿ by 10 to make the error correcting mechanism
weaker. Once we had done this, underspeci￿cation of the cointegrating rank had
similar e⁄ects to overspeci￿cation, and very similar e⁄ects to the underspeci￿cation
or overspeci￿cation of the rank of ￿ (see the third and fourth panels of Table 1).
Note that for the long horizon, even the trace measure now shows that severe
underspeci￿cation of q is costlier than overspeci￿cation.
The variation in forecast performance associated with the variation of r is more
subtle, but can be non-trivial when forecasting over short horizons. The greater
importance of r for short horizon forecasts is not surprising given that the ￿
matrix controls the short-run dynamics of the system. Further, it is intuitive that
r should become less important when making long-run forecasts. In this example,
the weaker forecast consequences of changing r relative to q might be attributable
to a rather "weak" ￿ matrix, (the non-zero eigenvalues are 0:03 and 0:15). This is
supported by the results in the third and fourth panels of Table 1, which relate to
a DGP for which eigenvalues of the parameter matrices ￿
10 and ￿ are similar. As
with results associated with changing q, the severe underspeci￿cation of r is usually
more damaging than overspeci￿cation of r, and this is easily rationalized once one
recognizes that an underspeci￿cation of r, involves many more restrictions than
27an overspeci￿cation of r.
Overall, the Monte Carlo shows that for the DGP in (5), underspeci￿cation and
overspeci￿cation of cointegration rank can have di⁄erent consequences, depending
on the loss function and forecast horizon. Misspeci￿cation of the rank of ￿ has
much milder e⁄ects. We emphasize that the patterns found here are data speci￿c,
and would change with the DGP. Elliott (2006) provides a good theoretical dis-
cussion on the imposition of cointegration when forecasting, and shows that the
usefulness of this depends on the impact coe¢ cient as well as serial correlation
in the error-correction terms - both of which depend on the entire model (￿, ￿
and the covariance of "t.). Misspeci￿cation of ￿ did not have dire consequences in
our case, perhaps because its weak non-zero eigenvalues had only weak e⁄ects on
the system. On the other hand, underspeci￿cation of cointegration rank was quite
problematic in our case, because of the "strength" of the cointegration implied by
￿.
3.2 Model Selection and Forecast Performance
In practice, a modeler needs to choose the model lag length and the ranks of ￿
and ￿; and then conditioning on the forecast loss function and forecast horizon,
forecast performance will depend on the choice of p; q and r; and how that choice
in￿ uences forecasts relative to the true values of p; q and r: We conclude our Monte
28Carlo exercise by modelling each simulated series, rather than specifying p; q and
r in advance. Here, we separately use standard model selection criteria (AIC, HQ
and BIC) to pick p; conduct the Johansen (1988) trace tests conditional on p to
pick q (using the 5% critical values tabulated by MacKinnon et al. (1999)), and
then conduct canonical correlations tests for rank reduction in ￿ (at the 5% level)
to pick r: We might expect our chosen lag structure to be relatively unimportant in
this context, because the short-run dynamics in our system are not strong. Further
we expect the cointegration testing stage to "work", ￿rstly because we have true
unit roots in the system, and secondly because the structure in our ￿ matrix is
"strong".
We do not supply the details regarding model choices, but note that although
AIC, HQ and BIC have very mixed success rates (89%, 54% and 5% respectively)
in picking the true lag length, the success rate for picking the correct cointegration
rank is always high (83%, 88% and 93%), regardless of the chosen p: The forecast
performance measures are reported in Table 2, and these indicate that the chosen
VECMs outperforms the UVARs for nearly all forecast measures and all forecast
horizons, with the only exceptions occurring when AIC has been used to pick p
and GFESM has been used to assess forecasts for h > 10.
The tests for reduced rank in ￿ are often inapplicable when HQ or BIC have
been used to set p, because when p = 1, the V ECM(p ￿ 1) has no di⁄erenced
29lags. However, when these tests are applicable and observable di⁄erence factors
are found and employed, the resulting RVECMs always o⁄er slight improvements
in forecasting relative to the VECMs. In our case the RVECM model is correct,
so that improvements relative to VECMs are not surprising. Further, the use of
RVECMs is particularly helpful for short run forecasting when AIC has been chosen
to set the initial lag length - presumably because the reduced-rank restrictions o⁄er
another route to parsimony when the lag length is high.
We make two points about these results. First, for this DGP, BIC severely
underestimates the lag length and hence it selects models that produce very inac-
curate short-horizon forecasts. This provides a warning against the ￿rule of thumb￿
that models selected by BIC always produce better forecasts. Second, when the
error-correcting mechanism is strong, the consequences of a wrong choice of q are
severe, but the probability of a wrong choice of q is quite low.
4 Forecasting actual data
This section looks at an updated version of the well known Litterman (1986) data
set, and discusses the use of vector autoregressions with reduced-rank coe¢ cient
matrices for forecasting in this context. The Litterman data set has often been used
for forecast comparisons, and Shoesmith (1995) used it to compare the forecasting
ability of VECMs, Bayesian VARs (BVARs), Bayesian VECMs (BECMs) and
30various other speci￿cations. BECMs fared well in this context, leading Shoesmith
to suggest that the use of Bayesian priors is slightly better for achieving parsimony
than shorter lag structures. Here we compare the forecasting abilities of reduced
rank models with unrestricted models.
Litterman￿ s original model was based on a six variable VAR(6) that included
quarterly data on seasonally adjusted real GNP, the implicit GNP price de￿ ator,
the unemployment rate, real gross private investment, the three month Treasury
bill rate and the money supply. Our updated version of this data is drawn from
FRED (Federal Reserve Economic Data) available from the Federal Reserve Bank
of St Louis￿website4, and we convert the real GNP, implicit price de￿ ator, in-
vestment and money supply series into natural logarithms. Our data consists of
203 observations from 1959q1 to 2009q3, and we initially use the ￿rst 91 observa-
tions (1959q1 to 1981q3) for estimation, leaving 112 observations to allow for the
construction of 100 sets of 1 to 12 step ahead out of sample forecasts.
We consider the use of UVARs (with a maximum p of 6) and associated VECMs
and RVECMs, and we use the model speci￿cation procedure and two step estima-
tion procedures described earlier to construct both expanding and rolling window
forecasts. We use the same measures of forecast performance as before, but now
4The series are GNPC96 (billions of chained 2005 $), GNPDEF (based on 2005), UNRATE
(% of population16 and over), GPDIC96 (billions of chained 2005), TB3MS (annual %) and
M1SL (billions of $). The original observations on UNRATE, TB3MS and M1SL are monthly,
and they are converted to quarterly data by averaging.
31present results relative to a benchmark expanding window UVAR with a lag length
chosen by BIC.
The unit root characteristics of the initial estimation sample appear to be
strong, in that unit root tests fail to reject the null for each series (even after
signi￿cance levels are set to be >20%)5. Drift terms appear to be important in
all but the unemployment and interest rate series. AIC, HQ and BIC respectively
choose 4, 2 and 1 lags in the initial estimation period, and cointegration analysis on
corresponding VECMS with 3, 1 and 0 lags in di⁄erences support two cointegrating
relationships in the ￿rst two cases and three cointegrating relationships in the third.
The implied error-correction terms exhibit strong ￿rst order serial correlation.
Tests of reduced rank in ￿ based on VARs in di⁄erences (with the lagged levels
e⁄ects removed), respectively ￿nd three and two common cycles in the ￿rst two
cases. In the third case we note that the ￿ matrix is zero. The expanding window
forecast performances are presented in Table 3. We discuss the ￿rst three panels
￿rst and then discuss the last panel separately.
The ￿rst three panels in Table 3 indicate that the standard VECM models
consistently o⁄er improvements over unrestricted VARs, and many of these im-
provements appear to be substantial We see, for instance a 40% improvement
when using BIC to pick lag length and using Trace(MSFE) to assess 12 step
5Shoesmith used in￿ ation rather than log prices in his analysis, but unit root tests did not
￿nd strong support for this in our data set.
32ahead forecasts, and a (1 ￿ :12=:58) = 80% improvement when using models cho-
sen by HQ and using Det(MSFE) to assess 4-step-ahead forecasts. The percent
reduction in forecast loss as we move from a UVAR to a VECM becomes more pro-
nounced when Det(MSFE) is used to assess forecasts, but this pattern is not as
striking when looking at reductions as measured by Trace(MSFE)6. We often see
small improvements when the VECM is restricted to a RVECM, but occasionally
the VECM outperforms the RVECM (see the one step ahead (GFESM)1=h results
for models with a lag structure chosen by AIC). Comparing models across each row
in the table we see that the RVECM models based on lag structures chosen by HQ
do best, and the UVAR with lag structures chosen by AIC do worst. The message
that we take away from our forecast analysis of this data set is that extraneous
parameterisation by AIC is very costly for forecasting. At the same time severe
underparameterisation can be costly as well. The entire di⁄erence between HQ
and BIC is due to a few initial periods in which BIC selects zero lags in di⁄erences
while HQ selects a lag of one.
The third panel in Table 3 works with a loss function that emphasize unem-
ployment and interest rates, because these variables are measured in percentages
whereas the remaining variables have been converted to natural logarithms, lower-
ing the relative contribution that these latter variables make to the Trace(MSFE).
6We cannot make this comparison based on (GFESM)1=h because this measure is nonlinear
in h:
33Researchers often multiply the logarithms of variables by 100 so that di⁄erenced
logs measure approximate percentage change, and it is instructive to see how this
can change the relative ranking of forecasts. The scaling won￿ t change the se-
lected model (apart from scaling of coe¢ cients and standard errors), but portions
of the loss function are now exaggerated due to the higher standard errors of the
associated regression equations, so that patterns in the relative ranking of models
according to Trace(MSFE) can change, whereas the rankings according to the
other two measures are invariant. The ￿nal panel in Table 3 shows what happens
in this case. Before scaling, the BIC chosen VECM and RVECM models per-
formed well relative to UVARs when forecasting over longer horizons, according to
the third panel. However after scaling, the UVAR, VECM and RVECM￿ s deliver
very similar longer horizon forecasts according to the Trace(MSFE) measure re-
ported in the fourth panel. A comparison of performance ranking in the third
and fourth panels therefore illustrates the scaling problems associated with using
Trace(MSFE):
In contrast to the Monte Carlo study presented earlier, the real data studied
here is likely to contain near unit roots and trends as well as undergo structural
change. This makes it harder for accurate model selection to occur, and harder
to forecast, regardless of the forecast horizon and loss function. We close our
empirical example with two further exercises. The ￿rst of these calculates and
34compares rolling window forecast with the expanding window forecasts, while the
second follows the ideas in Stock and Watson (2008), and is based on expanding
window estimates of error-correction terms and observable di⁄erence factors, but
the adjustment and factor loading coe¢ cients are estimated using only the last
eighty observations. We call these models TVFL models.
The performances of the rolling window forecasts are presented in Table 4,
and for each line in the table, the baseline is the reference benchmark used in
the expanding window analysis - i.e. the UVAR chosen by BIC. The ￿rst three
columns for each information criterion correspond to those in Table 3, and the
patterns noted above in Table 3 are present in this table as well. In particular, if
we pick the best and worst performer in each line, then the winners and losers
in Table 4 almost perfectly correspond with those in Table 3. An important
conclusion arising from the results in the two tables is that the rolling window
forecasts are no better than expanding window forecasts. For each information
criterion, the forecasts from the TVFL models are typically better than those
from the standard RVECM rolling window forecasts, but they are rarely better
than the corresponding RVECM expanding window forecasts. We conclude that
naive strategies for safe-guarding against structural change do not improve forecast
performance in this data set.
355 Conclusion
In this chapter we present VAR models with cointegration and common cycles (or
weaker forms of rank restrictions), and show that they can be usefully viewed as
observable factor models. The factors are linear combinations of lagged levels and
lagged di⁄erences, and as such, they o⁄er potential for forecasting.
In our empirical application we observe that as long as excessively parame-
terised models are avoided, the use of rank restrictions improve forecasts. Our
small Monte Carlo analysis illustrates that the question of whether rank restric-
tions are important for forecasting depends on many aspects of the DGP. This
makes it virtually impossible to develop "one size ￿ts all" prescriptions for prac-
titioners. However, if there are compelling reasons to consider common trends or
common cycles in a set of variables, as it is for a set of macroeconomic aggre-
gates, then one should consider reduced rank error-correction models as possible
forecasting tools.
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A Canonical correlations and partial canonical
correlations
This appendix contains a very brief overview of canonical correlations analysis.
Please refer to Hamilton (1994) for a more thorough exposition.
The R2 of a regression is the largest squared sample correlation between a single
dependent variable and all possible linear combination of independent variables.
The squared sample canonical correlations between an n￿1 vector yt and a k ￿1
43vector xt based on a sample of T observations are the multivariate equivalents of R2
for the case in which n > 1: The largest one measures the largest squared sample
correlation between all possible linear combinations of yt and all possible linear
combinations of xt: The second largest measures the largest squared correlation
among all linear combinations that are orthogonal to the ￿rst combination, and so
on. Obviously there will only be minfn;kg non-zero sample squared correlations.





























where n < k; testing the statistical signi￿cance of n￿r smallest squared canonical
correlations is a test for the hypothesis that the rank of the parameter matrix
B is at most r; because it tells us that there is no need for more than r linear
combinations of xt to explain the entire linear dependence between yt and xt:
44Denoting the squared correlations by ￿1 < ￿2 < ￿￿￿ < ￿n; the maximum of the
log-likelihood value of the model with rank r under the assumption of normality











This implies that the likelihood ratio test of the hypothesis that rank of B is at





The assumption of normality can be relaxed by analysing this problem in a gen-
eralised method of moments framework (see, for example, Anderson and Vahid
(1998)). There are (n ￿ r)(k ￿ r) restrictions involved in restricting rank of B
from n to r: Hence under classical assumptions in a regression framework and sta-
tionarity and ergodicity of yt and xt in a time series framework the asymptotic
distribution of this test statistic is ￿2
(n￿r)(k￿r).
A single calculation of eigenvalues of the matrix in (7) delivers all that is
needed to determine rank of B through a sequence of tests. Moreover, if B has
rank r and hence can be written as CD0 where C and D are n ￿ r and k ￿ r
matrices of rank r; the OLS regression of the combinations of Y made using the
45eigenvectors corresponding to r largest eigenvalues of the matrix (6) on X provides
the maximum likelihood estimates of D: Then another OLS regression of Y on ^ D0X
provides the maximum likelihood estimates of C:
Partial canonical correlations are canonical correlations after the linear in￿ u-
ence of a set of variables zt is removed from both yt and xt: They can be used for












and when ￿ is unrestricted. Similarly, one can obtain the maximum likelihood
estimate of a reduced rank B from this analysis.
46Table 1: Relative Forecast Performance of Diﬀerent Speciﬁcations of the VAR(2)
(GFESM)1/h Det(MSFE) Trace(MSFE)
One step ahead forecasts
q / r 0 1234 0 123401234
0 16.65 2.98 2.46 2.53 2.54 16.65 2.98 2.46 2.53 2.54 4.21 1.42 1.35 1.35 1.36
1 1.71 1.33 1.14 1.17 1.17 1.71 1.33 1.14 1.17 1.17 1.17 1.09 1.04 1.05 1.05
2 1.24 1.01 1.00 1.01 1.02 1.24 1.01 1.00 1.01 1.02 1.07 1.00 1.00 1.00 1.00
3 1.31 1.06 1.05 1.07 1.07 1.31 1.06 1.05 1.07 1.07 1.08 1.01 1.01 1.02 1.02
4 1.32 1.07 1.06 1.08 1.08 1.32 1.07 1.06 1.08 1.08 1.08 1.02 1.01 1.02 1.02
Twenty step ahead forecasts
q / r 0 1234 0 123401234
0 1.42 1.30 1.25 1.25 1.25 5.16 3.29 2.22 2.21 2.20 1.07 1.00 1.00 1.00 1.00
1 1.16 1.11 1.08 1.08 1.08 2.89 2.31 1.85 1.85 1.85 1.00 1.00 1.00 1.00 1.00
2 1.03 1.00 1.00 1.00 1.00 0.97 1.00 1.00 1.01 1.01 1.00 1.00 1.00 1.00 1.00
3 1.03 1.00 1.01 1.01 1.01 1.18 1.21 1.23 1.24 1.24 1.11 1.12 1.13 1.13 1.13
4 1.03 1.00 1.00 1.00 1.00 1.16 1.19 1.22 1.24 1.24 1.14 1.15 1.16 1.17 1.17
One step ahead forecasts for the DGP with Π/10
q / r 0 1234 0 123401234
0 1.71 1.38 1.30 1.33 1.33 1.71 1.38 1.30 1.33 1.33 1.23 1.12 1.10 1.10 1.10
1 1.26 0.93 0.90 0.92 0.92 1.26 0.93 0.90 0.92 0.92 1.08 0.98 0.98 0.98 0.98
2 1.37 1.02 1.00 1.02 1.02 1.37 1.02 1.00 1.02 1.02 1.10 1.01 1.00 1.00 1.00
3 1.42 1.07 1.05 1.07 1.07 1.42 1.07 1.05 1.07 1.07 1.11 1.02 1.01 1.02 1.02
4 1.42 1.07 1.05 1.07 1.08 1.42 1.07 1.05 1.07 1.08 1.11 1.02 1.01 1.02 1.02
Twenty step ahead forecasts for the DGP with Π/10
q / r 0 1234 0 123401234
0 1.07 1.07 1.06 1.07 1.07 2.21 2.13 2.10 2.10 2.10 1.43 1.39 1.39 1.39 1.39
1 1.04 0.99 0.98 0.99 0.99 1.39 0.88 0.83 0.82 0.82 1.06 0.93 0.93 0.93 0.93
2 1.04 1.00 1.00 1.00 1.00 1.31 1.02 1.00 1.01 1.01 1.07 1.00 1.00 1.00 1.01
3 1.05 1.01 1.02 1.02 1.02 1.48 1.28 1.30 1.32 1.33 1.14 1.11 1.11 1.12 1.12
4 1.05 1.01 1.02 1.02 1.02 1.39 1.24 1.28 1.31 1.31 1.18 1.16 1.17 1.18 1.18
Notes:
1. q and r are ranks of Π and Φ matrices in equation (3) in the text.
2. We report all forecast measures relative to the correct speciﬁcation (q=r=2)
3. The reported results relate to 10000 simulations of estimation samples of 100.
4. Results for samples of 200 and 400 are qualitatively similar, but show less
variation from the baseline.Table 2: Relative Forecast Performance of Chosen Speciﬁcations
(GFESM)1/h Det(MSFE) Trace(MSFE)
One step ahead forecasts
model type/lag selection AIC HQ BIC AIC HQ BIC AIC HQ BIC
UVAR 1.12 1.21 1.31 1.12 1.21 1.31 1.03 1.05 1.08
VECM 1.08 1.16 1.24 1.08 1.16 1.24 1.02 1.04 1.07
RVECM 1.04 1.13 1.24 1.04 1.13 1.24 1.01 1.03 1.07
Five step ahead forecasts
model type/lag selection AIC HQ BIC AIC HQ BIC AIC HQ BIC
UVAR 1.06 1.08 1.11 1.27 1.23 1.16 1.13 1.11 1.08
VECM 1.05 1.06 1.07 1.15 1.08 0.99 1.02 1.01 0.99
RVECM 1.04 1.05 1.07 1.10 1.05 0.98 1.00 1.00 0.99
T e ns t e pa h e a df o r e c a s t s
model type/lag selection AIC HQ BIC AIC HQ BIC AIC HQ BIC
UVAR 1.03 1.05 1.06 1.35 1.30 1.25 1.20 1.18 1.15
VECM 1.04 1.04 1.05 1.14 1.08 1.00 1.02 1.01 1.00
RVECM 1.03 1.04 1.04 1.12 1.07 1.00 1.00 1.00 1.00
Twenty step ahead forecasts
model type/lag selection AIC HQ BIC AIC HQ BIC AIC HQ BIC
UVAR 1.01 1.02 1.02 1.25 1.22 1.16 1.18 1.16 1.14
VECM 1.02 1.03 1.03 1.11 1.06 0.98 1.01 1.01 1.00
RVECM 1.02 1.02 1.03 1.11 1.06 0.98 1.00 1.00 1.00
Notes:
1. We report all forecast measures relative to the correct speciﬁcation (p=q=r=2)
2. The reported results relate to 10000 simulations of estimation samples of 100.
3. UVAR models allow for full rank in Π and Φ
4. VECM models have reduced rank in Π, but allow for full rank in Φ
5. RRVECM models have reduced rank in Π and Φ
6. Results for samples of 200 and 400 reinforce the ﬁnding that RRVECMs
dominate the VECMs, which dominate the UVARs.Table 3: Relative Forecast Performance of Reduced Rank Models of the Litterman Data
AIC HQ BIC
h UVAR VECM RVECM UVAR VECM RVECM UVAR VECM RVECM
(GFESM)1/h
1 0.89 0.53 0.66 0.53 0.31 0.30 1.00 0.69 0.64
4 1.65 1.07 1.07 0.85 0.54 0.54 1.00 0.72 0.71
8 1.74 1.23 1.16 0.93 0.79 0.78 1.00 0.89 0.88
12 1.69 1.28 1.23 0.98 0.92 0.92 1.00 0.95 0.94
Det(MSFE)
1 0.89 0.53 0.66 0.53 0.31 0.30 1.00 0.69 0.64
4 0.72 0.20 0.20 0.58 0.12 0.12 1.00 0.32 0.30
8 1.65 0.32 0.33 0.72 0.22 0.22 1.00 0.52 0.50
12 3.30 0.59 0.58 0.88 0.37 0.36 1.00 0.58 0.56
Trace(MSFE)
1 1.09 1.01 1.15 1.04 0.95 0.94 1.00 0.96 0.93
4 1.26 1.14 1.20 0.97 0.65 0.66 1.00 0.65 0.65
8 1.28 1.07 1.11 0.99 0.56 0.56 1.00 0.60 0.60
12 1.36 1.10 1.10 1.00 0.57 0.57 1.00 0.60 0.60
Trace(MSFE) − 100 ×{ ln(GNP),l n (INV),l n (M1),l n (Price)}
1 1.17 1.14 1.11 0.89 0.94 0.92 1.00 1.00 1.00
4 1.19 1.15 1.16 0.96 1.00 0.99 1.00 1.03 1.01
8 0.90 0.79 0.79 0.99 0.91 0.91 1.00 1.06 1.05
12 1.02 0.84 0.85 1.01 0.88 0.88 1.00 0.97 0.97
Notes:
1..Results are based on expanding window estimates and are relative to the UVAR chosen by BIC
2. See footnotes 3 - 5 for characteristics of UVARS, VECMs and RVECMs
3. In the last panel, lnGDP, LnP, LnInv and LnM have been scaled by 100.Table 4: Relative Forecast Performance of Reduced Rank Models of the Litterman Data
AIC HQ BIC
h UVAR VECM RVECM TVFL UVAR VECM RVECM TVFL UVAR VECM RVECM TVFL
(GFESM)1/h
1 1.53 1.01 0.92 0.72 0.58 0.33 0.32 0.30 1.72 1.47 1.39 0.61
4 3.18 2.20 2.11 1.35 0.95 0.67 0.67 0.61 1.09 1.01 0.98 0.76
8 2.57 2.17 2.06 1.38 1.02 0.87 0.86 0.84 1.09 1.04 1.01 0.93
12 2.29 1.98 1.95 1.45 1.07 0.94 0.95 0.94 1.01 0.98 0.96 0.97
Det(MSFE)
1 1.53 1.01 0.92 0.72 0.58 0.33 0.32 0.30 1.72 1.47 1.39 0.61
4 1.25 0.51 0.45 0.27 0.49 0.12 0.13 0.15 1.26 0.96 0.90 0.32
8 1.37 0.52 0.51 0.50 0.67 0.20 0.21 0.31 1.30 1.16 1.15 0.56
12 2.13 0.69 0.69 0.95 0.73 0.28 0.29 0.59 1.23 1.18 1.18 0.79
Trace(MSFE)
1 1.37 1.26 1.29 1.28 1.17 1.08 1.06 1.00 1.17 1.07 1.05 0.99
4 1.60 1.18 1.16 1.35 1.10 0.70 0.73 0.74 1.17 0.85 0.85 0.72
8 1.41 0.95 0.94 1.28 1.12 0.54 0.55 0.68 1.13 0.70 0.70 0.72
12 1.28 0.89 0.86 1.26 1.10 0.51 0.52 0.69 1.08 0.66 0.66 0.72
Notes:
1..Results are based on rolling window estimates and are relative to the expanding window UVAR estimates
chosen by BIC
2. TVFL models incorporate factor loading estimates that are derived from the last eighty observations in the
rolling sample