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a b s t r a c t
In this paper, the block pulse functions (BPFs) and their operationalmatrix are used to solve
two-dimensional Fredholm–Volterra integral equations (F–VIE). This method converts
F–VIE to systems of linear equations whose solutions are the coefficients of block pulse
expansions of the solutions of F–VIE.
Finally some numerical examples are presented to show the efficiency and accuracy of
the method.
© 2011 Published by Elsevier B.V.
1. Introduction
The integral equationsmethod is widely used for solvingmany problems inmathematics, physics and engineering. There
are many articles about integral equations which deal with the solution and analysis of these equations. In this paper a
special kind of two-dimensional Fredholm–Volterra integral equation is discussed. This equation has been solved by using
Chebyshev polynomials in [1]. Block pulse functions (BPFs) are easy to use and this simplicity allows one to use them to
solve integral equations and differential equations [2]. The application of the integral equation that we solve is shown in
[3–5].
The structure of this paper is as follows:
In Section 2 we introduce block pulse functions and their properties [6,7]. In Section 3 we solve the Volterra integral
equation of the first kind by finding the approximate values of the coefficients of the block pulse expansion of the solution
function. In Section 4 we solve two-dimensional Fredholm–Volterra integral equations of the second kind. In Section 5 we
apply the proposed method in some examples, showing the accuracy and efficiency of the method.
2. Block pulse functions (BPFs)
BPFs are studied by many authors and applied for solving different problems; for example, see [8–10].
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Definition 2.1. Anm-set of BPFs is defined over the interval [0, T ) as
φi(t) =

1,
(i− 1)T
m
≤ t < iT
m
,
0, otherwise,
(2.1)
where i = 1, 2, . . . ,mwithm a positive integer. Also, h = T/m, and φi is the ith BPF.
In this paper, it is assumed that T = 1, so the BPFs are defined over [0, 1), and h = 1/m.
The most important properties of BPFs are disjointness, orthogonality, and completeness.
The disjointness property can be clearly obtained from the definition of BPFs:
φi(t)φj(t) =

φi(t), i = j,
0, i ≠ j, (2.2)
where i, j = 1, 2, . . . ,m.
The second property is orthogonality. It is clear that∫ 1
0
φi(t)φj(t)dt = hδij, (2.3)
where δij is Kronecker delta.
The third property is completeness. For every f ∈ L2([0, 1)), Parseval’s identity holds:∫ 1
0
f 2(t)dt =
∞−
i=0
f 2i ‖φi(t)‖2 (2.4)
where
fi = 1h
∫ 1
0
f (t)φi(t)dt. (2.5)
2.1. Vector forms
Consider the firstm terms of BPFs and write them concisely as anm-vector:
Φ(t) = [φ1(t), φ2(t), . . . , φm(t)]T , t ∈ [0, 1).
The above representation and disjointness property follows [9]:
Φ(t)ΦT (t) =

φ1(t) 0 · · · 0
0 φ2(t) · · · 0
...
...
. . .
...
0 0 · · · φm(t)
 , (2.6)
ΦT (t)Φ(t) = 1, (2.7)
Φ(t)ΦT (t)V = V˜Φ(t), (2.8)
where V is anm-vector and V˜ = diag (V ). Moreover, it can be clearly concluded that for anm×mmatrix B,
ΦT (t)BΦ(t) = BˆTΦ(t), (2.9)
where Bˆ is anm-vector with elements equal to the diagonal entries of matrix B.
2.2. The BPF expansion
Now, assume k(s, t) belongs to L2([0, 1)× [0, 1)). It can be expanded with respect to the BPFs as
k(s, t) ≃ ΦT (s)KΨ (t), (2.10)
where Φ(s) and Ψ (t) are m1-component and m2-component BPF vectors, respectively, and K is the m1 × m2 block pulse
coefficient matrix with kij, i = 1, 2, . . . ,m1, j = 1, 2, . . . ,m2, given as
kij = m1m2
∫ 1
0
∫ 1
0
k(s, t)φi(s)ψj(t)dsdt. (2.11)
For convenience, we putm1 = m2 = m.
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2.3. The operational matrix
Computing
 t
0 φi(τ )dτ it follows that∫ t
0
φi(τ )dτ =
0 0 ≤ t < (i− 1)h,
t − (i− 1)h (i− 1)h ≤ t < ih,
h ih ≤ t < 1.
(2.12)
Note that t−(i−1)h is equal to h/2 at themid-point of [(i−1)h, ih). Sowe can approximate t−(i−1)h, for (i−1)h ≤ t < ih,
by h/2.
Now expressing
 t
0 φi(τ )dτ in terms of the BPFs it follows that∫ t
0
φi(τ )dτ ≃
[
0, . . . , 0,
h
2
, h, . . . , h
]
Φ(t), (2.13)
in which the ith component is h/2.
Therefore∫ t
0
Φ(τ )dτ ≃ PΦ(t), (2.14)
where Pm×m is called the operational matrix of integration and represented by
P = h
2

1 2 2 · · · 2
0 1 2 · · · 2
0 0 1 · · · 2
...
...
...
. . .
...
0 0 0 · · · 1
 . (2.15)
3. The numerical method for solving special two-dimensional Volterra integral equations
We consider the following Volterra integral equation:∫ t
0
k(t, x)g(s, x)dx = f (s, t), 0 ≤ s, t < 1, (3.1)
where f and k are known functions and g is the unknown function. Moreover we assume that k, f and g belong to
L2([0, 1)× [0, 1)) and Eq. (3.1) has a unique solution.
The block pulse expansions of k, g and f are
k(t, x) ≃ ΦT (t)KΦ(x) = ΦT (x)K TΦ(t), (3.2)
g(s, x) ≃ ΦT (s)GΦ(x) = ΦT (x)GTΦ(s), (3.3)
f (s, t) ≃ ΦT (s)FΦ(t) = ΦT (t)F TΦ(s), (3.4)
where matrices K ,G and F are respectively the BPF coefficients of k, g and f . Moreover, G is the unknown matrix.
Substituting (3.2)–(3.4) into (3.1) results in∫ t
0
ΦT (t)KΦ(x)ΦT (x)GTΦ(s)dx ≃ ΦT (s)FΦ(t), (3.5)
or
ΦT (t)K
∫ t
0
Φ(x)ΦT (x)GTΦ(s)dx ≃ ΦT (s)FΦ(t). (3.6)
Assuming V = GTΦ(s), vector V can be shown as
V = [GT1Φ(s),GT2Φ(s), . . . ,GTmΦ(s)]T ,
where Gi is the ith column of G.
Therefore, according to (2.8),
Φ(x)ΦT (x)V = V˜Φ(x), (3.7)
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in which
V˜ =

GT1Φ(s) 0 · · · 0
0 GT2Φ(s) · · · 0
...
...
. . .
...
0 0 · · · GTmΦ(s)
 .
Substituting (3.7) into (3.6) yields
ΦT (t)KV˜
∫ t
0
Φ(x)dx ≃ ΦT (s)FΦ(t), (3.8)
or
ΦT (t)KV˜PΦ(t) ≃ ΦT (s)FΦ(t). (3.9)
Assuming B = KV˜P , we have
ΦT (t)BΦ(t) = BˆTΦ(t), (3.10)
where Bˆ is anm-vector with components equal to the diagonal entries of matrix B, that is
Bˆ = h
2

k11GT1
2k21GT1 + k22GT2
...
2(km1GT1 + · · · + km,m−1GTm−1)+ kmmGTm
Φ(s),
and then
BˆT = h
2
ΦT (s)[k11G1, 2k21G1 + k22G2, . . . , 2(km1G1 + · · · + km,m−1Gm−1)+ kmmGm]. (3.11)
Substituting (3.10) and (3.11) into (3.9), and replacing≃with= yields
h
2
[k11G1, 2k21G1 + k22G2, . . . , 2(km1G1 + · · · + km,m−1Gm−1)+ kmmGm] = F . (3.12)
From the above formula, the following relations can be expressed, which represent the columns of matrix G:
Gi =
2
h Fi − 2
i−1∑
j=1
kijGj
kii
, i = 1, 2, . . . ,m. (3.13)
Eq. (3.13) shows that it is not necessary to calculate kij for j > i.
4. The numerical method for solving special two-dimensional F–VIE
Consider the two-dimensional F–VIE of the form
g(s, t)+
∫ 1
0
r(s, y)g(y, t)dy+
∫ t
0
k(t, x)g(s, x)dx = f (s, t), 0 ≤ s, t < 1, (4.1)
where r, k, f are known and g is unknown. Moreover, functions r, k, f , and g belong to L2([0, 1)× [0, 1)).
The block pulse expansion of r is as follows:
r(s, y) ≃ ΦT (s)RΦ(y), (4.2)
where matrix R is the BPF coefficients of r .
Substituting (3.2)–(3.4) and (4.2) into (4.1) yields
ΦT (s)GΦ(t)+
∫ 1
0
ΦT (s)RΦ(y)ΦT (y)GΦ(t)dy+
∫ t
0
ΦT (t)KΦ(x)ΦT (x)GTΦ(s)dx ≃ ΦT (s)FΦ(t), (4.3)
ΦT (s)GΦ(t)+ ΦT (s)R
∫ 1
0
Φ(y)ΦT (y)dy

GΦ(t)+ ΦT (s)AΦ(t) ≃ ΦT (s)FΦ(t), (4.4)
ΦT (s)GΦ(t)+ ΦT (s)hRGΦ(t)+ ΦT (s)AΦ(t) ≃ ΦT (s)FΦ(t), (4.5)
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Fig. 1. Absolute value of the error, Example 1 withm = 32.
Fig. 2. Absolute value of the error, Example 1 withm = 64.
or
G+ hRG+ A = F , (4.6)
where A is
h
2
[k11G1, 2k21G1 + k22G2, . . . , 2(km1G1 + · · · + km,m−1Gm−1)+ kmmGm].
The columns of G can be calculated from the following systems of equations:
hR+

1+ h
2
kjj

I

Gj = Fj − h
j−1
i=1
kjiGi, j = 1, 2, . . . ,m. (4.7)
5. Numerical examples
Example 1. Consider the equation∫ t
0
k(t, x)g(s, x)dx = f (s, t), 0 ≤ s, t < 1,
where
k(t, x) = x2 + xt − 1,
f (s, t) = 1
60
t(−120+ 100t2 − 15t3 + 22t5 − 15st(−6+ 7t2)),
whose exact solution is g(s, x) = x3 − 3xs + 2. Figs. 1 and 2 show the absolute values of the error on D = [0, 1) × [0, 1)
withm = 32 and 64, respectively.
Example 2. Consider the equation
g(s, t)+
∫ 1
0
r(s, y)g(y, t)dy+
∫ t
0
k(t, x)g(s, x)dx = f (s, t), 0 ≤ s, t < 1,
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Fig. 3. Absolute value of the error, Example 2 withm = 32.
Fig. 4. Absolute value of the error, Example 2 withm = 64.
Fig. 5. Absolute value of the error, Example 3 withm = 32.
where
k(t, x) = −4t2 + xt,
r(s, y) = 5s+ 2y2 − 5,
f (s, t) = −10+ st − 2t + 5
2
s(6+ t)− 1
6
t3(63+ 10st),
whose exact solution is g(s, t) = st + 3. Figs. 3 and 4 show the absolute values of the error on D = [0, 1) × [0, 1) with
m = 32 and 64, respectively.
Example 3. Consider the equation
g(s, t)+
∫ 1
0
r(s, y)g(y, t)dy+
∫ t
0
k(t, x)g(s, x)dx = f (s, t), 0 ≤ s, t ≤ 1,
where
k(t, x) = et+x,
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Fig. 6. Absolute value of the error, Example 3 withm = 64.
r(s, y) = y
s+ 2 ,
f (s, t) = es−t + e
−t
2+ s + te
s+t ,
whose exact solution is g(s, t) = es−t . Figs. 5 and 6 show the absolute values of the error on D = [0, 1)×[0, 1)withm = 32
and 64, respectively.
6. Conclusion
The block pulse functions (BPFs) and their operational matrix are used to solve Fredholm–Volterra integral equations
(F–VIE) in two-dimensional space. The above method has two advantages compared to the method used in [1]. First we
showed using (3.13) that it is not necessary to calculate kij for j > i, and this saves on the number of calculations and
therefore time required. The simplicity of performing and ease of comprehending the method are other advantages of the
method.
This method converts a F–VIE to systems of linear equations whose answers are the coefficients of the block pulse
expansion of the solution of the F–VIE. Numerical examples show that the accuracy of this method is reasonable and
increasingm reduces the error.
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