We study the asymptotic behaviour of the approximation, Gelfand and Kolmogorov numbers of the compact embeddings of weighted function spaces of Besov and Triebel-Lizorkin type in the case where the weights belong to a large class. We obtain the exact estimates in almost all nonlimiting situations where the quasi-Banach setting is included. At the end we present complete results on related widths for polynomial weights with small perturbations, in particular the sharp estimates in the case α = d(
Introduction
This is a direct continuation of [23, 24] on n-widths of compact embeddings B p2,q2 (R d , w 2 ) of weighted Besov spaces. In these articles we considered the case where the ratio of the weights w(x) := w 1 (x)/w 2 (x) is of polynomial type, and determined the asymptotic degree of the Gelfand and Kolmogorov numbers of the corresponding embeddings. Also, Skrzypczak [18] investigated the approximation numbers of the embeddings.
In the present paper we turn our attention to more general weight cases, and investigate the asymptotic behaviour of the approximation, Gelfand and Kolmogorov numbers of the corresponding embeddings. This problem has been suggested recently by Kühn et al. [11] for compactness and asymptotic estimates of the entropy numbers.
Let us make an agreement throughout this paper, − ∞ < s 2 < s 1 < ∞, 0 < p 1 , p 2 , q 1 , q 2 ≤ ∞ and δ = s 1 − s 2 − d(
if no further restrictions are stated. Our main results are Theorems 2.10, 2.11 and 2.12. And our main tools will be the use of operator ideals (see [13, 14] ), the basic estimates of related widths (see Gluskin [5] , Skrzypczak and Vybíral [18, 19, 22] ) and their relations to entropy numbers due to Carl [1] and Cobos and Kühn [3, 9] .
(PS1) (monotonicity) T = s 1 (T ) ≥ s 2 (T ) ≥ · · · ≥ 0 for all T ∈ L(X, Y ), (PS2) (subadditivity) s and m, k ∈ N, cf. [13] (p. 155), where Z denotes a quasi-Banach space, (PS4) (rank property) rank(T ) < k if and only if s k (T ) = 0, where T ∈ L(X, Y ).
Moreover, there exist the following relationships:
(1.4)
We organize this paper as follows. In Section 2, we introduce weighted function spaces of B-type and F-type, and present our main results. In Section 3, we study the approximation numbers of embeddings of related sequence spaces and use these results to derive the desired estimates for the function space embeddings under consideration. Similar results on the Gelfand and Kolmogorov numbers of such embeddings are also established. Finally, Section 4 is devoted to the investigation of widths for two typical classes of weights and complementing a related result on a special case, α = d/p * > 0, which appeared in [9, 11] .
2 Widths of weighted function spaces
Weighted function spaces
Throughout this paper we are interested in the function spaces with a general class of weights, which satisfy two different types of conditions. In order to investigate the behavior of the weight near infinity, we may ignore local singularities of the weight and concentrate on smooth weights. And it will be convenient for us to define the following class W 1 of weights, see [4] . Definition 2.1. We say that a function w : R d → (0, ∞) belongs to W 1 if it satisfies the following conditions. (i) The function w is infinitely differentiable.
(ii) There exist a constant c > 0 and a number α ≥ 0 such that
are finite.
We suppose that the reader is familiar with the (unweighted) Besov and Triebel-Lizorkin spaces on R d . One can consult [4, 20, 21] and many other literatures for the definitions and basic properties. As usual, S ′ (R d ) denotes the set of all tempered distributions on the Euclidean d-space R d . For us it will be convenient to introduce weighted function spaces to be studied here. Definition 2.2. Let 0 < p, q ≤ ∞, and s ∈ R, and let w ∈ W 1 . Then we put
with p < ∞ for the F -spaces. [4] , or Schmeisser and Triebel [17] . One can also consult [10, 21] for related remarks.
Besov spaces and sequence spaces
There are various ways to transform our problem in function spaces to the simpler context of sequence spaces. Here we are going to use the wavelet representations of Besov spaces as an essential tool. We quote the wavelet characterization of weighted Besov spaces proved in [8] where quasi-Banach case is included, cf. also [10, 11] .
Then for every weight w α there exists an orthonormal basis of compactly supported wavelet functions
Furthermore, f |B s p,q (w α ) ♣ may be used as an equivalent quasi-norm in B s p,q (w α ). Remark 2.6. The proof of this proposition may be found in Haroske and Triebel [8] . One can also consult [10] for historical remarks.
Let 0 < p, q ≤ ∞. Motivated by Proposition 2.5 we will work with the following weighted sequence spaces
(usual modification if p = ∞ and/or q = ∞), where w j,k = w(2 −j k). If s = 0 we will write ℓ q (ℓ p (w)). In contrast to the norm defined in (2.2), the finite summation on i = 1, 2, . . . , 2 d − 1 is irrelevant and can be dropped out.
Main assertions
For later estimates of widths of embeddings between related sequence spaces, we introduce a second class of weights as follows.
Definition 2.7. We shall say, a measurable function ϕ : [1, ∞) → (0, ∞) belongs to V if the inequalities 
for all x, |x| ≤ 1,
for all x, |x| > 1.
We say that a function ϕ ∈ V is 'associated with' w if these inequalities are satisfied.
We define 1
The following characterization of the compactness of embeddings in the general situation was described in [11] .
Proposition 2.9. Let w ∈ W 1 ∩ W 2 , and let ϕ ∈ V be an associated function in the sense of Definition 2.8.
is compact if and only if δ > 0 and lim t→∞ ϕ(t) = ∞. (ii) Let 0 < p * < ∞. Then the embedding (2.5) is compact if and only if
For 0 < p ≤ ∞, we set
We are now ready to formulate our main assertions.
Theorem 2.10. Let w ∈ W 1 ∩ W 2 , and let ϕ ∈ V be an associated function in the sense of Definition 2.8. Suppose
, where µ = min(β ϕ , δ). Denote by a k the kth approximation number of the Sobolev embedding (2.5).
(
(ii) Suppose that in addition to the general hypotheses,p < p 2 < p 1 ≤ ∞. Then
(iii) Suppose that in addition to the general hypotheses, (
(ii) Suppose that in addition to the general hypotheses,p < p 2 < p 1 ≤ ∞. Then (
(iii) Suppose that in addition to the general hypotheses,
(iv) Suppose that in addition to the general hypotheses,
Remark 2.13. We shift the proofs of the above three theorems to Subsection 3.2. We wish to mention that all of the results herein do not depend on the microscopic parameters q 1 and q 2 .
Remark 2.14. From Definition 2.2, we know that an operator f → wf is an isomorphic mapping from
And it holds that
where w 1 and w 2 are admissible weight functions, and s k denotes any of the three quantities a k , d k or c k . Therefore, without loss of generality we can assume that the target space is an unweighted space.
Widths in sequence spaces
In this section, we give the proofs of our main assertions stated above in terms of embeddings of related sequence spaces.
Approximation numbers of sequence spaces
To begin with, we shall recall some lemmata. Lemma 3.1 follows trivially from results of Gluskin [5] and Edmunds and Triebel [4] .
Lemma 3.2 in the case 1 ≤ p 2 < p 1 ≤ ∞ may be found in Pietsch [13] , Section 11.11.5, also in Pinkus [15] (p. 203). The proof may be directly generalized to the quasi-Banach setting 0 < p 2 < p 1 ≤ ∞.
The following lemma is taken from [18] .
Then there is a positive constant C independent of N and k such that
(i) Let 0 < λ < 1. Then there exists a constant C λ > 0 depending only on λ such that
(ii) There exists a constant C > 0 independent of k such that for any
We refer to [22] for the proof. Following Pietsch [14] , we associate to the sequence of the s-numbers the following operator ideals, and for 0 < r < ∞, we put
r,∞ becomes a quasi-Banach space. For such quasi-Banach spaces there always exists a real number 0 < ρ ≤ 1 such that
holds for any sequence of operators T j ∈ L Next, we collect two lemmata about some useful estimates of certain sums, which play key roles on the sequence space level later on. Lemma 3.5 may be found in [11] . And the proof of Lemma 3.6 follows literally as in the proof of Lemma 4.9 in [11] with a simple substitution. (ii) The following inequality holds:
(iii) For any ε > 0 there exists a constant c = c(ε) ≥ 1 such that
Lemma 3.6. Let ρ > 0 and ϕ ∈ V.
Remark 3.7. The relation given in (3.9) may also be represented simply as
which is essentially the same as (4.6) in Lemma 4.6 from [11] .
. Let w ∈ W 1 ∩ W 2 , and let ϕ ∈ V be an associated function in the sense of Definition 2.8. Then
(3.12) Proof. Step 1. Preparations. We denote
and B 1 = ℓ q1 (2 jδ ℓ p1 (w)), and B 2 = ℓ q2 (ℓ p2 ).
13)
Besides, let P j,i : Λ → Λ be the canonical projection with respect to I j,i , i.e., for λ ∈ Λ, we put
Due to Lemma 3.5 we have
Thanks to simple monotonicity arguments and explicit properties of the approximation numbers we obtain Step 2. The operator ideal comes into play. To shorten notations we shall put 
The known asymptotic behavior of the approximation numbers a k (id, ℓ 
Step 3. The estimate of a k (id, B 1 , B 2 ) from above in the case µ = min(β ϕ , δ) > d t . For any given M ∈ N 0 , we put
. Then in view of (3.6), (3.19) and (3.21), we have First we consider the case α ϕ < δ. We choose r > 0 such that d(
and (3.9) yield
Using (3.5) and (3.25), we get
Next we consider the case β ϕ > δ. We choose r > 0 such that d(
Then, we proceed in a similar way as above and obtain by (3.10) that
(3.27)
. In a similar way to (3.23), we obtain by (3.20) that
For the case
Using (3.5) and (3.29), we get
For the case d t < δ < β ϕ ≤ α ϕ , in the same manner as above, we derive
We take k = 2 Md . Therefore, under the assumption, d t < β ϕ ≤ α ϕ < δ or d t < δ < β ϕ , the estimate from above follows from (3.26), (3.27), (3.30) and (3.31), by monotonicity of the approximation numbers and the subadditivity as below,
(3.32)
Step 4. The estimate of a k (id, B 1 , B 2 ) from above in the case of µ < 
where M 1 , M 2 ∈ N and M 1 < M 2 , which will be determined later on. Using the subadditivity of snumbers, we have
where
a kj,i (P j,i ),
Note that for △ 3 , we have j + i > M 2 in the sum, and we take k j,i = 1. Now let k ∈ N be given. We take
where [a] denotes the largest integer smaller than a ∈ R and log 2 k is a dyadic logarithm of k. Then
Next, we choose proper k j,i for estimating △ 1 and △ 2 . If i + j ≤ M 1 , we take k j,i = M j,i + 1 such that a kj,i (P j,i ) = 0 and △ 1 = 0. And we obtain M1 m=0 j+i=m
Now we give the crucial choice of k j,i for the second sum △ 2 . Following Skrzypczak and Vybíral [19] , we take
where ε, τ 1 , τ 2 are positive real numbers such that
Note that the relation, 0 < ε < 1, holds obviously. Then
And, in terms of (3.9) and (3.20) , for the case 0 < β ϕ ≤ α ϕ < d t and α ϕ < δ, we have
Similarly, for the case 0 < δ < d t and δ < β ϕ , we derive
Hence the estimate from above is now finished as required.
Step 5. The estimate of a n (id, B 1 , B 2 ) from below. Consider the following diagram ℓ Mj,i p1
Here,
and ϕ denotes a bijection of
and
Hence we obtain 
Using (3.36), we obtain
and, by monotonicity of the approximation numbers, for any k ∈ N,
Hence we have similarly, for any k ∈ N, for sufficiently large N. Then N 1/t m −1/2 ∼ 1. Hence by Lemma 3.1 and (3.36) we obtain
and then, for any k ∈ N,
t and α ϕ < δ. We select the same N, S, and T as in point (ii) and take m = N 2/t in the same way as in point (iii). Then similarly
and in consequence, for any k ∈ N,
The proof of the proposition is now complete.
Proposition 3.9. Suppose 0 < p 1 ≤ 1 and p 2 = ∞. Let w ∈ W 1 ∩ W 2 , and let ϕ ∈ V be an associated function in the sense of Definition 2.8. Then
Proof. We only sketch the proof since we can proceed as in the last proof.
Step 1 (Upper Estimates). 0 < p 1 ≤ 1 and p 2 = ∞ imply t = ∞. We select 0 < λ < 1 such that 
As to the precise definitions of P and Q, we refer to the counterpart of the last proof again. For the estimation of a n (P ), we choose s such that 2 ) > µ, and proceed by using (3.43). For the estimation of a n (Q), we choose s = h = 2(1 − λ), and use (3.42) instead. Note that λ ·
Step 2 (Lower Estimates). We only need to consider two cases, 0 < δ < β ϕ or 0 < β ϕ ≤ α ϕ < δ. And we choose ℓ = 
Proofs of main assertions
First, let us point out that the last two results, Propositions 3.8 and 3.9, are independent of the fine indices q 1 and q 2 of the Besov spaces. Afterwards, in the proof for the Banach space case (1 ≤ p 1 , p 2 , q 1 , q 2 ≤ ∞), the restrictions q 1 , q 2 ≥ 1 could be lifted. So in the following proofs, we can restrict the attention to p 1 and p 2 .
Proof of Theorem 2.10. Based on Proposition 2.5, we transfer Proposition 3.8 for weighted sequence spaces to weighted Besov spaces, and extend the result trivially to the quasi-Banach space case (p 1 < 1 and 2 < p 2 < ∞) in terms of point (iii) of Lemma 3.1. Then the transformation of Proposition 3.9 finishes the proof of point (iii) in Theorem 2.10. Afterwards, the other two points, (i) and (ii), follow from the proof of Proposition 13 and Proposition 15 respectively in [18] , in view of Lemma 3.1 and Lemma 3.2, respectively.
Proof of Theorem 2.11. The estimate in the Banach space case (p 1 , p 2 ≥ 1) follows literally from the counterpart of Theorem 2.10, with a few replacements as adopted in the proofs of Propositions 3.7 and 3.8 in [23] . For the quasi-Banach space case (p 1 < 1 or p 2 < 1), though there are many differences between both widths of the Euclidean ball, we can prove it in a similar way as in the proof of Theorem 2.5 in [23] (see also [24] ), in terms of Lemma 3.6. Please note that the same formula from Lemma 3.2 is not true for Kolmogorov numbers if p 2 < 1.
Proof of Theorem 2.12. The estimate in the Banach space case (p 1 , p 2 ≥ 1) follows trivially from Theorem 2.11 due to the duality between Kolmogorov and Gelfand numbers of the Euclidean ball, cf. (1.2) and (1.3). For the quasi-Banach space case (p 1 < 1 or p 2 < 1), there are still many differences between both widths of the Euclidean ball. And we can finish it exactly as the proof of Theorem 2.8 in [23] (see also [24] ), in terms of Lemma 3.6. Of course, the same formula from Lemma 3.2 is also valid for Gelfand numbers if p 1 < 1 or p 2 < 1, consult literally [13] , Section 11.11.4.
Widths for weights of typical types
In this section we recall polynomial weights and mainly investigate polynomial weights with small perturbation. For details like basic properties and examples for both types, one can consult [11] and references therein.
Polynomial weights
Let α > 0. We put w α (x) :
Then w α ∈ W 1 ∩ W 2 . The associated function ϕ is denoted by ϕ(t) = |t| α , and we have α ϕ = β ϕ = α. Now we recall the necessary and sufficient condition for compactness of the embeddings under consideration, which was proved in [7] , cf. also [4, 11] . Applying Theorems 2.10, 2.11 and 2.12 leads to the corresponding results on approximation numbers, Gelfand and Kolmogorov numbers in weighted Besov spaces with polynomial weights, respectively, which were already proved in [18, 23, 24] . belongs to W 2 . The associated function ϕ may be represented as ϕ(t) = (1 + t 2 ) α/2 ψ(t), and we have α ϕ = β ϕ = α. The following proposition is taken from [11] . 
Small perturbations of polynomial weights

