We prove the Yau-Tian-Donaldson's conjecture for any Q-Fano variety that has a log smooth resolution of singularities such that the discrepancies of all exceptional divisors are non-positive. In other words, if such a Fano variety is K-polystable, then it admits a Kähler-Einstein metric. This extends the previous result for smooth Fano varieties to this class of singular Q-Fano varieties, which include those admitting crepant log resolutions.
Introduction
It's an important problem in Kähler geometry to construct Kähler-Einstein Kähler metrics on algebraic varieties. In general there are obstructions to the existence of such canonical metrics. The Yau-Tian-Donaldson conjecture states that a smooth Fano variety admits a Kähler-Einstein metric if and only if it is K-polystable. This conjecture has been solved (see [46] and also [11] ).
Expecting applications in algebraic geometry, it's natural to consider singular varieties. For canonically polarized varieties and Calabi-Yau varieties with Klt singularities, existence of singular Kähler-Einstein metrics have been studied in [21] . In these cases, when set-up appropriately, there are essentially no obstruction to the existence as in the smooth case. In the Fano case, there is a class of singular Q-Fano varieties, the so-called Q-smoothable QFano varieties, for which the Yau-Tian-Donaldson conjecture has been proved (see [41, 33] ). Such varieties are Gromov-Hausdorff limits of smooth Kähler-Einstein and appear on the compactification of moduli space of smooth Kähler-Einstein (or, equivalently, K-polystable) varieties (see [33] ).
In this paper, we will prove the Yau-Tian-Donaldson conjecture for another class of singular Q-Fano varieties. In this paper, by a Q-Fano variety, we always mean a projective variety, denoted by X, such that −K X is an ample Q-Cartier divisor and X has at worst klt singularities. Notice that the klt assumption is a necessary condition for the existence of singular Kähler-Einstein metrics (see [20, 3] ). The class of singular Q-Fano varieties that we will consider is defined as follows. Definition 1.1. We say a Q-Fano variety is admissible if there exists a log resolution µ : Y → X such that 1. The exceptional divisor of µ is a simple normal crossing divisor with support E = ∪ i E i ;
If we write
Such a log resolution will be called an admissible log resolution.
If such an admissible resolution also satisfies a i = 0 for any i, then we say it's a crepant resolution.
Note that a i = a(E i , X) in the above definition is the discrepancy of E i in birational geometry. Now we can state our main result.
Theorem 1.2. An admissible Q-Fano variety admits a Kähler-Einstein metric if it is Kpolystable.
Note that the reverse direction was proved by Berman ([1] ). We refer to Section 2.5 for more details about K-polystability. Next we sketch the proof of the above theorem.
Under the assumption of K-polystability, we want to construct a family of conical Kähler-Einstein metrics on an admissible resolution and prove that this family converges in the Gromov-Hausdorff topology to a Kähler-Einstein metric on the admissible Q-Fano variety. The family of conical Kähler-Einstein metrics is obtained by solving some Monge-Ampère equation set up in the following manner.
Assume µ : M → X is an admissible resolution:
For any ǫ ∈ [0, 1], define
It's known that we can choose θ i ∈ Q >0 such that L 1 = µ * K −1 X − i θ i E i is an ample Q-Cartier divisor. We also assume that θ i ≤ (1 + a i )/2 (for the reason see (41) ). Moreover we can choose m sufficiently large (m ≥ 2) and fix a sufficiently general smooth divisor H ∈ |mL 1 | such that H + i E i is simple normal crossing. For any t ∈ (0, 1), we want to solve the conical Kähler-Einstein equation:
For the simplicity of notations, we will denote B (ǫ,t) = 1 − t m H + (−a i + tǫθ i + (1 − t)θ i )E i .
Because a i ∈ (−1, 0], B (ǫ,t) is an effective divisor with simple normal crossing support. Moreover when ǫ ≪ 1 and t sufficiently close to 1, the coefficients of B (ǫ,t) are strictly less than 1. In particular (M, B (ǫ,t) ) has log terminal singularities.
Step 1: We prove that for any t ∈ (0, 1), there exists ǫ * (t) > 0 such that for any ǫ ∈ (0, ǫ * (t)), the pair (M, B (ǫ,t) ) is uniformly log-K-stable with a positive slope constant δ = δ(t) > 0 (independent of ǫ). This is achieved by using the valuative criterions for K-stability developed in [22, 23, 32, 35] .
Step 2: By a recent work of ), we know that there exists a strong conical Kähler-Einstein metric, denoted by ω (ǫ,t) on (M, B (ǫ,t) ). In particular, ω (ǫ,t) is smooth on the open set U = M \ (H ∪ ∪ i E i ) and has conical singularities with appropriate cone angles along the components of the simple normal crossing divisor B (ǫ,t) . Moreover U is geodesically convex.
Moreover by adapting Berman-Boucksom-Jonsson's method to the log setting with a smooth ambient space, we will prove that the log-Ding-energy of (M, B (ǫ,t) ) is proper such that the leading coefficient of properness is uniform with respect to ǫ > 0 for a fixed t ∈ (0, 1). As a consequence, the existence of the strong conical Kähler-Einstein metric on (M, B (ǫ,t) ) can also be obtained using the work in [26] (see also [27] ).
Step 3: Using a scaling trick, we prove that the log-Ding-energy of (M, B (ǫ,t) ) is uniformly proper for sufficiently small ǫ in the following sense. Choose a smooth reference metric e −ψǫ on L ǫ which is an interpolation of the Hermitian metrics e −ψ0 on L 0 and e −ψ1 on L 1 . There exist δ = δ(t) > 0, C 1 = C 1 (t), C 2 = C 2 (t) > 0 such that for any ǫ ∈ (0, ǫ * (t)) and ϕ ∈ P SH(L ǫ ) (ψ ǫ + L ∞ (M )), we have:
This, combined with the Sobolev constant estimate of ω (ǫ,t) , implies that ϕ (ǫ,t) − ψ ǫ has a uniform L ∞ -bound. As a consequence, as ǫ → 0, we obtain a weak conical Kähler-Einstein metric ω (0,t) on (X, 1−t m H X ) for any fixed t ∈ (0, 1) where H X is the divisor on X satisfying µ * H X = H + m i θ i E i (see (84)).
Step 4: We prove that the metric completion of (X reg , ω (ǫ,t) ) is homeomorphic to X. Moreover, as ǫ → 0, (M, ω (ǫ,t) ) converges to a metric space (X, d (0,t) ) in the GromovHausdorff toplogy. This is proved in the following several steps.
1. One can develop an extension of Cheeger-Colding-Tian's theory for conical Kähler-Einstein metrics to get a limit space (X (0,t) , d (0,t) ). As a particular result, we have the following regularity results for the Gromov-Hausdorff limit of conical Kähler-Einstein metrics. The details will appear elsewhere. Theorem 1.3 (see [49] ). Let (Y, d Y ) be a Gromov-Hausdorff limit of a sequence (M, ω i ) of conical Kähler-Einstein metrics. Then we have a decomposition Y = R ∪ S. R has a smooth manifold structure equipped with a smooth Kähler-Einstein metric. The singular set has a decomposition S = ∪ n k=1 S 2n−2k which satisfies codim R (S 2n−2k ) ≥ 2k. We remark that the proof of the above result is different with that in [46] . We don't approximate conical Kähler-Einstein metrics by smooth Kähler-Einstein metrics with uniform Ricci lower bound since in our setting the latter is not true for some reason involving cohomological classes. Instead, as already pointed out in [46] , one can develop similar argument to those used by Cheeger-Colding and Cheeger-Colding-Tian, in our conical setting.
Based on uniform L
∞ -estimate we proved above, we apply the gauge fixing technique used in [38, 40, 36] , we prove that (X (0,t) , d (0,t) ) is the metric completion of the strong conical Kähler-metric structure (M \ E, (1 − t)m −1 H, ω (0,t) ). Moreover, the identity maps id :
are Gromov-Hausdorff approximations, furthermore, as ǫ → 0, they converge to a surjective map: id : X ∞ → X.
3. We show that id is injective and hence id is a homeomorphism. This is essentially achieved by proving a version of Tian's partial C 0 -estimate conjecture in our setting.
This part is also motivated by the arguments in [46, 40, 36] . A new input here is the gradient estimate of the potential function on the regular part, which does not seem to follow from the methods in [40, 36] .
Step 5 By adapting the arguments used in [31, 45, 20, 46, 11] , one can show that as t i → 1, (X, ω (0,ti) ) converges to a normal Q-Fano variety (X ∞ , d ∞ ) with Kähler-Einstein metrics. Moreover, by adapting the method in [46] (see also [11] ), we can show that there exists a special test configuration that degenerates X to X ∞ . By the K-polystability of X, we conclude that X ∼ = X ∞ .
As a consequence of the above arguments, we also get the following result for the weak conical Kähler-Einstein metric on admissible Q-Fano variety. Theorem 1.4. Assume that an admissible Q-Fano variety admits a weak conical Kähler-Einstein metric ω KE . Then X is homeomorphic to the metric completion of the (X reg , ω KE ). Moreover, ω KE has continuous local Kähler potentials.
Similar results in the canonically polarized and Calabi-Yau cases were proved by Jian Song in [40] .
The main results in this paper were announced by the second named author in June 2017 at a workshop in Orsay, France. We end this introduction by sketching the organization of this paper. In the next section, we collect various analytic tools including Sobolev inequality for conical metrics and some pluripotential theory that will be used later. We also recall the definition of K-stability and uniform K-stability, and state a log version of Berman-Boucksom-Jonsson's (log-BBJ) properness result whose proof will be sketched in the appendix by modifying Berman-Boucksom-Jonsson's argument. In Section 3, we will prove Step 1 which is purely algebraic. Combined with the log-BBJ, we also achieve Step 2. In Section 4 we use a scaling trick to carefully analyze the properness properties of logDing-energy with respect to different parameters of (ǫ, t). As a consequence we carry out
Step 3 and prove (in Theorem 4.12) the existence of weak conical Kähler-Einstein metrics on X, 1−t m H X (see (84) for H X ) for all t ∈ (0, 1) (resp. t ∈ (0, 1]) if X is K-semistable (resp. uniformly K-stable). In Section 5, we carry out Step 4. In particular, we use the techniques from [36, 40] to prove a partial C 0 -estimate based on the uniform L ∞ -estimate we derived in Step 3 when t ∈ (0, 1). Finally in Section 6, we resort to the techniques developed in [46, 11] in order to carry out Step 5 and complete the proof of our main result.
Preliminaries

Bochner formula
Assume (L, h) is a line bundle with a Hermitian metric h. Let Θ = Θ(h) denote the Chern curvature of h:
The following lemmas are well-known and can be obtained by direct calculations (see e.g. [36] )
Then we have the following Wentzenböch formula:
Lemma 2.2 (Bochner formulas). For any ζ ∈ H 0 (M, L), we have the following formula:
where
h⊗ω . Moreover, we have the following Bochner formula
Sobolev constants
By a strong conical Kähler metric on a log smooth pair (M, B), we mean a Kähler current ω with bounded local potentials that also satisfies the following conditions:
1. ω is smooth on M \ B;
If in a holomorphic coordinate neighborhood
with simple normal crossing support and 0 < β i ≤ 1, then ω| Up is C 2 -equivalent to the following standard conical metric:
Moreover ω is Hölder continuous (in the sense of [18, 26, 27, 47] ).
3. M \ B is geodesically convex with respect to the metric structure induced by ω| M\B .
Proposition 2.3. Assume (M, ω) is a strong conical Kähler metric on a log smooth pair (M, B) satisfying Ric(ω) ≥ tω with t > 0. Then the Sobolev inequality holds: there exists C = C(M, ω) > 0 such that for any f ∈ W 1,2 (M, R), the following inequality holds:
Proof. Because the set M \ B is geodesically convex, we can apply the same proof in standard Riemannian geometry to get the diameter bound (as in Myers' theorem) and positive volume lower bound (as in Bishop-Gromov volume comparison). Moreover by using a cutoff function, one can verify the proof of C.Croke [12] and P.Li [30] still applies. See also [27, 46] .
Energy functions
Let (M, B) be a klt pair. Fix t ∈ R >0 . We assume that the R-line bundle L := −t −1 (K M +B) is semi-ample and big, in the sense that 2πc 1 (L) ∈ H 1,1 (M, R) contains a smooth real closed positive (1,1)-form χ = √ −1∂∂ψ of positive volume. We consider e −ψ as a smooth Hermitian metric on the R-line bundle L. We will consider the following spaces:
Then P SH([χ]) (resp. P SH ∞ ([χ]) is equal to the space of positively curved (resp. bounded positively curved) Hermitian metrics {e
, we have the following wellstudied functionals:
The above functionals can be considered as functionals for u = ϕ − ψ ∈ H(χ) so that they are originally defined on the space of smooth χ-psh functions in [χ] . By the recent development of pluripotential theory, we know that they can all be extended to be functionals on a bigger space E 1 of finite energy χ-psh functions. Following Guedj-Zeriahi [28] , we denote:
Note that E 1 contains all bounded χ-psh functions. By [13] , E 1 can be characterized as the metric completion of H(χ) under a Finsler metric d 1 , where the Finsler metric d 1 is defined as follows. For any u 0 , u 1 ∈ H, the d 1 distance between u 0 and u 1 is defined as: The following compactness result is very important in the variational approach to solving Monge-Ampère equations using pluripotential theory. n is a probability measure with f ∈ L p (X, χ n ). For any C > 0, the following set is compact in strong topology:
The functional
We denote by φ (resp. φ triv ) the non-Archimedean metric associated to (M, B, L) (resp. (M, B, L) × C). We recall the corresponding non-Archimedean version of the energy functionals. If F is an energy appearing in (12)- (18) , then F NA denotes its non-Archimedean version, in the sense that for any semi-ample test configuration (M, B, L) if ϕ(s) is the geodesic ray associated to (M, B, L), then we have:
We following the notations in [8, 4] . By (M,B,L) → P 1 we mean the natural equivariant compactification of (M, B, L) → P 1 . We also denote:
The non-Archimedean functional we will consider are the following:
, we define:
To get the second identity in (30), we used K
We also need to recall the log-version of Tian's CM weight (see [44, 18, 50] ):
Remark 2.5.
1. For special test configurations, the CM weight coincides with the Futaki invariant studied in [25, 16] .
2. Note the following inequality:
This gives the fact that the CM weight is bigger than the asymptotic expansion of (log-)Mabuchi energy, with identity holds if and only if M 0 is reduced (see [44, 9] ).
Existence of conical Kähler-Einstein metrics
We will need the following log smooth version of the main result in [4] : Theorem 2.6 (see [4] ). Let M be a smooth projective variety and (M, B) be a log pair with klt singularities. Assume that
. Using the notations from the above section, the following conditions are equivalent:
1. There exists δ > 0 and C > 0 such that for any δ
2. There exists δ > 0 and C > 0 such that for any δ
3. There exists δ > 0 such that D 
There exists
Moreover, the δ in the above statement can be chosen to be the same.
Remark 2.7. By the rescaling property of the energy functionals, it's easy to verify that the above statement is independent of the chosen t. In other words, if the one of the above holds, then the same statement holds for the same δ for any other t ′ ∈ Q >0 . We include the parameter t for the convenience of the later argument. Theorem 2.6 can be proved by modifying argument in [4] and replacing various quantities by their log versions. We emphasize here that because our ambient space M is smooth, there is no essential difficulty in carrying out the same argument as in [4] . For the reader's convenience, we gave a sketch of its proof after Berman-Boucksom-Jonsson in Appendix A.
The following stronger result is recently obtained by ).
Theorem 2.8 ([48]
). Let (M, B) be a log smooth klt pair.
) is log-K-polystable, then (M, B) admits a strong conical Kähler-Einstein metric.
We refer to [43, 18, 27, 26, 3] for details on conical Kähler-Einstein metrics.
K-polystability and uniform K-stability
We recall the definitions of (log-)K-stability and uniform K-stability (see [44, 17, 34, 8, 15] ).
Definition 2.9. Let (M, B) be a log Fano pair with klt singularities.
For simplicity of language, we will some times just say (uniformly) K-(semi)stable if the log pair is clear.
In the following, we will use valuative critierions of K-stability developed in [22, 23, 32, 35] . For our convenience, we will use the following notation: for any divisorial valuation ord F over X, denote:
We also denote: 3 Uniform log-K-stabilities of log-smooth pairs Let X be an admissible Q-Fano variety with an admissible resolution µ : M → X:
.
Here ω ∈ 2πc 1 (L ǫ ). For simplicity, we denote
By taking class on both sides of (34), we get the numerical equivalence:
To solve (34), we need K-polystability of the pair (M, B (ǫ,t) ). We will prove the (uniform) log-K-stability of (M, B (ǫ,t) ) using the criterions in Theorem 2.10. To apply Fujita's criterion of uniform K-stability, for any divisorial valuation ord F over M , we consider the quantity:
Because −K M − B = tL ǫ , by change of variables, the integral in the denominator of (38) is equal to:
By (37) we also have:
Using the identity
and (36), we can calculate:
The last inequality follows from the following defining inequality of log canonical threshold: for any effective divisor D, we have
where the above inf ranges over all divisorial valuations over M . We notice that:
Since H ∪ ∪ i E i has simple normal crossing support, we get:
So as long as we choose (θ i , m, H) such that
then α ≥ 2 and we get from (40) that:
Next we need to estimate Φ(ǫ, 1) in terms of Φ(1, 0): We have:
The second ratio R 2 ≥ 1: E ǫ is effective and hence
Combining the above estimates, we get:
Now we can state and prove the main result of this section, which may be of independent interest.
(2) Assume that X is uniformly K-stable. There exists ǫ *
Notice thatδ(ǫ, t) in (43) satisfies:
Assume X is K-semistable, then by Theorem 2.10.
(1) the right-hand-side of (46) is greater than or equal to (1 + (t −1 − 1)(1 − m −1 )) which is strictly bigger than 1 for t ∈ (0, 1) and m ≥ 2. So there exists ǫ * > 0 such that for any ǫ ∈ (0, ǫ * ], we havẽ
We then get the first statement statement by applying Theorem 2.10.(2). If X is uniformly K-stable, then A key feature of the above proposition that will be important to us is that the slope constant δ does not depend on ǫ as long as ǫ is sufficiently small.
Uniform L ∞ -estimates
Notations: Fix θ sufficiently small such that
X is a very ample line bundle. Choose a basis of | − mK X | and get a Kodaira embedding ι : X ֒→ P N . We will denote both the Hermitian metric on K
X by e −ψ0 or h FS the 1/m times the pull back of the Fubini-Study metric via the map ι and µ • ι. We also use ω FS to denote both the Chern curvature of e −ψ0 on X and M .
, by using the ∂∂-lemma, it's easy to see that there exists Hermitian metric κ i on the line bundle determined by E i such that if we denote by e −κ θ or simply by e −κ the Hermitian metric e − i θiκi on i θ i E i then the following identity holds for Hermitian metrics on L 0 :
For simplicity, we denote
Then we have
For any ǫ ∈ [0, 1], we then have a smooth
Its Chern curvature is a positive (1, 1)-form on M :
. We want to solve for ϕ = ϕ ǫ such that ω ϕ = ω ϕǫ satisfies:
Geometrically, the cone angle along H is 2πt ∈ (0, 2π]. The cone angle along E i is 2πβ i where
for any t ∈ (0, 1]. On the other hand, for 0 < ǫ ≪ 1, β i ∈ (0, 1). The left-hand-side can be written as:
So we get the Monge-Ampère equation that corresponds to the above equation:
Both sides are considered as measures on M . We can re-write this into a more familiar form. Let u = ϕ − ψ ǫ , then u is a globally defined χ ǫ -psh function on M . Then we have
Note that ψ 0 + i b i κ i is a smooth Hermitian metric on µ * (−K X ) + i b i E i = −K M and so corresponds to a smooth volume form Ω. Then we can rewrite the right-hand-side of (52) as:
If we define the following constant:
So by the equation (52), there exists p ∈ M such that u(p) − γ = (ϕ − ψ ǫ )(p) − γ = 0. Hence we have:
On other other hand, it's easy to see that γ is uniformly bounded with respect to (ǫ, t). So there exists a constant C > 0 independent of ǫ, t, such that
If u ∈ P SH(L ǫ , χ ǫ ), then
For any ǫ * ≥ ǫ, we then get:
A key observation for us to proceed is that:
Proof. This follows immediately from the following identity:
For simplicity of notations, we denote τ = ǫ * − ǫ > 0. Then we get from the above lemma and (57) that:
So we can define the map:
Then we have:
and, if we denote
then we have
We will use the following lemma which is easily verified.
. . , n are n families of real closed positive (1, 1)-currents with bounded potentials. If there exists a compact set
Lemma 4.3. There exists C = C(n) > 0, such that for any ϕ ∈ P SH(L ǫ ), we have
Proof. By using the expression of P ǫ (ϕ) in (59) and E ψ (ϕ) in (12), we get:
Here ∆ is of the form:
which by Lemma 4.2 is uniformly bounded independent of ǫ.
To state the next result, recall that we have denoted:
Recall the Ding energy associated to the pair (X, B) is given by
Lemma 4.4. Notations as above. Denote τ = ǫ * − ǫ for 0 < ǫ < ǫ * ≤ 1 2 . There exists constant C > 0 independent of ǫ such that if ϕ ∈ P SH ∞ (L ǫ ) then we have
Proof. By (62) and Lemma 4.3, we just need to compare L(t, ǫ * , P ǫ (ϕ)) and L(t, ǫ, ϕ). We have:
We re-combine the numerator and denominator of the integrand as follows:
1+2τ (ϕ−ψǫ) e t(ψǫ−ψ ǫ * ) .
Notice that by (48), we have ψ ǫ − ψ ǫ * = (ǫ * − ǫ)κ. Moreover over M there exists a constant C > 0 independent of t and τ such that
So we get
and hence:
Lemma 4.5. There exists a constant C independent of ǫ such that if ϕ ∈ P SH ∞ (L ǫ ), then we have the estimate:
Proof. By the expression of J-energy in (13) and Lemma 4.3, we get:
To estimate |II|, we write:
From this identity, the estimate follows easily by applying Lemma 4.2.
Proposition 4.6 (Uniform properness). Assume X is K-semistable. Fix t ∈ (0, 1]. There exist ǫ * = ǫ * (t) > 0, δ * = δ * (t) > 0 and a constant C > 0, such that for any ǫ ∈ (0, ǫ * ] and any ϕ ∈ P SH(L ǫ ), the following inequality holds:
Proof. If X is K-semistable, then by Proposition 3.1, there exists ǫ * = ǫ * (t) > 0 such that (M, B (ǫ,t) ) is uniformly K-stable for ǫ ∈ (0, ǫ * ] with the slope constant δ = (t −1 −1)/(4n) > 0. By Theorem 2.6, if we choose
then there exists a constant C > 0 such that for any ϕ ∈ P SH(L ǫ * ),
For any ϕ ∈ P SH(L ǫ ), P ǫ (ϕ) ∈ P SH(L ǫ * ) (see (59)) and hence:
By the above lemmas, the following estimates hold:
where the constant C = C(n, ǫ * ) appeared above is independent of ǫ. Because τ = ǫ * − ǫ ≤ ǫ * , by choosing C sufficiently big in (67), we get (63).
is a conical metric on the log smooth pair (M, B (ǫ,t) ) that satisfies Ric(ω ϕ ) ≥ 1 2 ω ϕ , then we have:
Proof. Using Green's formula for χ ǫ * , we get:
Using the expression of P ǫ (ϕ) in (59), we know that this implies
Using the identity χ ǫ * = χ ǫ − τ √ −1∂∂κ, it's easy to verify that
So we get:
On the other hand, if Ric(ω ϕ ) ≥ 1 2 ω ϕ , then there is a unique Sobolev constant for the metric ω ϕ . So by Moser's iteration, there is a uniform constant C such that:
Combing (69), (70) and (56), it's easy to see that there exists a constant C > 0 such that:
Since ϕ − ψ ǫ ∞ ≤ osc(ϕ − ψ ǫ ), we get if ǫ * ≪ 1, then:
Now we use (63) to get:
Notice δ * does not depend on ǫ * . So if ǫ * ≪ 1, then the wanted inequality holds witĥ δ = (C(n + 1))
Proposition 4.8. There exists a constant C = C(X, t) > 0 that is independent of ǫ such that, the solution ϕ (ǫ,t) to the Monge-Ampère equation (51) (or equivalently the solution u = ϕ (ǫ,t) − ψ ǫ to the equation (52)) satisfies the following uniform C 0 -estimate:
Proof. It's known that ϕ (ǫ,t) is the minimizer of D B(ǫ,t) (t, ϕ) among all ϕ ∈ E 1 . In particular,
We also know that
So by Proposition 4.7, we just need to verify that D B (ǫ,t) (t, ψ ǫ ) is uniformly bounded from above. This indeed holds (see (52)-(54)):
To state the next result, we first need to modify χ 0 . Let
X ) which descends to a holomorphic section of mK −1 X which will be denoted by H X .
The bisectional curvature ofχ 0 is bounded from above becauseχ 0 is the pull-back of the
N and the latter has the bisectional curvature bounded from above (see [27, Appendix A]). We also modify χ ǫ to:
Then again for 0 < c ≪ 1,χ ǫ is a conical Kähler metric on (M, (1 − t)m −1 H). It's easy to check that there exists C > 0, which is independent of ǫ, such thatχ 0 ≤ Cχ ǫ as long as c and ǫ are sufficiently small. Proposition 4.9. There exists C = C(X, V, t) > 0, independent of ǫ, such thatχ 0 ≤ Cω (ǫ,t) . As a consequence, there exists a constant C > 0 independent of ǫ, such that χ 0 ≤ Cω (ǫ,t) .
Proof. Let f : M → P N be a holomorphic morphism induced given by L 0 = µ * (−K X ). For simplicity, denote ω = ω (ǫ,t) . Then Ric(ω) = tω. By using Chern-Lu's inequality we have:
where C 1 can be chosen to be the upper bound ofχ 0 on (M \ E). Because ω =χ 0 − ǫη + √ −1∂∂û andχ 0 ≤ C 2χǫ for some C 2 > 0 independent of ǫ, we get:
Combining the above identities, we get:
By choosing λ ≫ 1, we can assume λC 2 − C 1 =: C 3 > 0. So at the maximum point p of (log tr ω (χ 0 ) − λu), we have:
So for any x ∈ M , we have:
The right-hand-side of the above is uniformly bounded by Proposition 4.8. The last statement follows from the inequality χ 0 ≤ Cχ 0 for a constant C > 0.
Corollary 4.10. For any relatively compact open subset V ⋐ (M \E)
, there exists a constant C = C(X, V, t) independent of ǫ such that , there exists a constant C = C(X, V, t) such that
Proof. Recall that u = ϕ − ψ ǫ satisfies the equation:
where Ω is smooth volume form on M . Becauseû = u − c s H 2(1−(1−t)m −1 ) =: u − f , we know thatû satisfies the following equation:
where Ω ′ = Ω = e −tf Ω is a non-degenerate volume form. On the other hand, becauseχ 0 has is a conical Kähler metric on M \ E with cone angle 2π(1 − 1−t m ) along H, we have the identity:χ
where Ω ′′ is a non-degenerate volume form on M \ E. Comparing (81) and (82), we see that over V ⋐ M \ E, the ratio ω n (ǫ,t) /χ n 0 is uniformly bounded on V . The statement now follows from this together with the estimate in Proposition 4.9.
With the above local C 2 estimate, we can derive the C 2,α estimate (in the sense of [18, 27] ) for conical Kähler-Einstein metrics following the arguments in [47, 39] . Proposition 4.11 (see [47, 39] ). For any relatively compact open set V ⋐ (M \ E), there exists a constant C = C(M, V, t) such that, for any α < 1 −
Letting ǫ → 0, we can use the above uniform estimates to take limit of u (t,ǫ) and obtain:
Theorem 4.12. Let X be an admissible Q-Fano variety and use the above notations. Then the following statements are true.
(1) If X is uniformly K-stable, then X admits a weak Kähler-Einstein metric ω (0,1) which is smooth on X reg . (2) Assume that X is K-semistable. Let µ : M → X be an admissible resolution. Choose m ≫ 1 sufficiently divisible and let H ∈ m(µ * K −1 X − i θ i E i ) be a smooth divisor such that H + i E i is simple normal crossing. Put
Then for any t ∈ (0, 1), (X, (1 − 1−t m )H X ) has a weak conical Kähler-Einstein metric ω (0,t) . Moreover, ω (0,t) is a strong conical Kähler-Einstein metric on (X reg , (1 −
5 Conical metric structure on X
Gromov-Hausdorff compactness and gauge fixing
In this section, we assume X is K-semistable. Fix t ∈ (0, 1). By Proposition 3.3, (M, B (ǫ,t) ) admits a strong conical Kähler-Einstein metric ω (ǫ,t) for ǫ sufficiently small.
Proposition 5.1 (Diameter bound). For any
Proof. By Theorem 2.8 from [48] , ω (ǫ,t) is a strong conical Kähler-Einstein metric. The regular part of (M, ω (ǫ,t) ) is geodesically convex. The usual proof of Myer's theorem applies.
As ǫ i → 0, by possibly taking a subsequence, (M, ω (ǫi,t) ) converges to a compact metric space, which will be denoted by (X (0,t) , d (0,t) ) or simplify by (X t , d t ), in the GromovHausdorff topology. Moreover, we have:
1. M \ E, ω (ǫj ,t) converges in C 2,α,β norm to ω (0,t) and ω (0,t) is a strong conical Kähler-Einstein metric on (M \ E, (1 − t)m −1 H). We will denote by g (0,t) the associated metric tensor.
On the open set M \ (E ∪ H), ω (ǫj,t) converges to ω (0,t) smoothly and ω (0,t) is a smooth
Kähler-Einstein metric.
Let S denote the set of points where at least one metric tangent cone is not R n and S k denote the set of points where no tangent cone splits R k+1 . Denote by R = X t \ S the set of regular points. Generalizing the Cheeger-Colding-Tian's theory to the conical Kähler setting, we can get
2. S 2k−1 = S 2k .
Define the set:
S B = x ∈ X t ; there exist {y j } ω (ǫj,t) ) gives a Gromov-Hausdorff approximation representing the convergence (M, ω (ǫj ,t) ) → (X t , d t ). As a consequence, the identity map id extends to an isometry denoted by
Moreover, we have id(M \ Supp(B)) = R.
Proof. Note that ω (ǫj,t) converges to ω (0,t) smoothly on M \ Supp(B). So id : (M \ Supp(B), d g (0,t) ) → (M \Supp(B), ω (ǫj,t) ) gives a Gromov-Hausdorff approximation. In other words, there exists a metric structure d (ǫj ,t) on (M \ Supp(B)) ⊔ (M \ Supp(B)) such that d (ǫj ,t) restricted to the two copies gives d (g (0,t) ) and d ω (ǫ j ,t) respectively and the Hausdorff distance between the copies of M \ Supp(B) converges to 0 as ǫ j → 0.
By Proposition 5.2 and Proposition 5.3 we know that (M \ Supp(B), ω (0,t) ) is isometric to (R, d t ), whose metric completion is (X t , d t ). Under this identification of isometry, id extends to give Gromov-Hausdorff approximation representing (M, ω (ǫj,t) ) → (X t , d t ) satisfying id(M \ Supp(B)) = R, as claimed.
The following is an immediate corollary as in [36] . 
Gradient estimate of the conical Kähler-Einstein potential
Assume ω (0,t) = χ 0 + √ −1∂∂u (0,t) . Choosing a point p ∈ X reg \ H X , for some small positive number r, we have B ω (0,t) (p, 2r) ⊂ X reg .
Recall we have the log resolution µ : M → X. Putting
by the smooth convergence in the regular part, we know that
Let ∆ ǫ denote the Laplacian operator with respect to ω (ǫ,t) . We solve the following Dirichlet problem:
Lemma 5.7. v ǫ is uniformly bounded with respect to ǫ. In other words, there exists a constant
Proof. This follows the existence of suitable barrier functions under the assumption of bounded Ricci curvature. Since there exists R > 0 such that U ⊂ A ω (ǫ,t) (p; r, R), we have function φ(x) = φ(r(x)) such that ∆ ǫ φ ≥ C on A ω (ǫ,t) (p; r, R). From tr ωǫ χ 0 ≤ C, we get n − C ≤ ∆ ǫ v ǫ ≤ n and
So we can apply the maximal principle to prove the lemma.
Proposition 5.8. For some constant C, we have
Proof. In the following calculation, the operators ∆ ǫ , ∇ ǫ and the norms are with respect to ω (ǫ,t) . By Bochner's formula and Cauchy-Schwarz inequality, we have:
Note that Ric(ω (ǫ,t) ) ≥ tω (ǫ,t) on M . On the other hand, using Chern-Lu's inequality and the C 2 -estimate in Proposition 4.9, we have:
since tr ωǫ χ 0 is bounded, we get:
At any boundary point q ∈ ∂U , we can choose a neighborhood Ω of q such that
On the other hand, we have
where T = ∂U Ω and h = −tr ω (ǫ,t) χ 0 + n − tr ω (ǫ,t) (ω (0,t) − χ 0 ) is uniformly bounded in Ω.
By the boundary estimate (Theorem 4.16 in [GT]), we know that
So we get |∇ ǫ v ǫ | ∂U ≤ C and hence f in (87) satisfies f | ∂U ≤ C with C independent of ǫ. From (88), by Maximum principle, we get
As ǫ → 0, by shrinking U slightly, we can assume that (U, ω (ǫ,t) ) converges to an open set U = X (0,t) \ B ω (0,t) (p, 2r) in (X (0,t) , d (0,t) ) in the Gromov-Hausdorff topology. Because of the uniform estimate (89), the Lipschitz function v ǫ converges to v, which satisfies
Moreover, by Lemma 5.7 and the uniform estimate (89), we get the estimate:
We now claim that u (0,t) = v. If this is true, then the proposition is proved since v is smooth in B ω (0,t) (p, 2r).
To verify the claim, take a cut-off function ρ δ for the singular set S ⊂ X (0,t) and compute
Taking δ → 0, we get:
So we indeed have u (0,t) = v.
A priori estimates for holomorphic sections
In this section, we prove some L ∞ estimate and gradient estimate for holomorphic sections of kL := k(µ * K −1 X ) for k sufficiently divisible. We will consider two Hermitian metrics on kL. The first one is a singular Hermitian metric constructed using h (ǫ,t) on L ǫ . The second one is the pull back of the Fubini-Study metric under the composition M → X → P N . We first consider the singular Hermitian metric. Write:
Recall that h (ǫ,t) = e −ϕ (ǫ,t) is the Hermitian metric on L ǫ = L − i θ i E i whose Chern curvature is equal to ω (ǫ,t) .
Notation: For all the discussions in this section, t ∈ (0, 1) is fixed. So for simplicity, we will just write the subscript ǫ for (ǫ, t).
We define the following singular Hermitian on L := µ * K
−1
X :
Then the Chern curvature current Θ(ĥ ǫ ) ofĥ ǫ satisfies:
Using the Weitzenboch formula (3), it's easy to get:
we have:
Under the assumption kǫθ i + b i + tǫθ i + (1 − t)θ i < 1, the singular Hermitian metric on kL − K M given by:
has a trivial multiplier ideal sheaf and its curvature is a Kähler current on M by (92). So we get the solvability of∂-equation with an L 2 -estimate:
Then there exists a constant C independent of ǫ, such that for ξ ∈ Γ(T 0,1 M ⊗ L k ) with∂ξ = 0, we can find a solution∂ζ = ξ which satisfies:
On M \ (H ∪ ∪ i E i ) we have Θ(ĥ ǫ ) = ω ǫ and Ric(ω ǫ ) = tω ǫ . Substituting these into (4), we get:
The following convergence follows from local elliptic estimates for holomorphic sections and the convergence with a fixed gauge (see Corollary 5.6).
Then as ǫ j → 0, by possibly passing to a subsequence if necessary, ζ j converges to a locally
is bounded. In the following, we also need the
To prove these boundedness, we follow [36] to replaceĥ ǫ by h FS and consider the norms |ζ| 
The following proposition is motivated by [36, Proposition3.17 ].
Proposition 5.12. There exists a constant C > 0 independent of ǫ, such that for any
we have the following L ∞ and gradient estimates:
Proof. For simplicity, we will denote by |ζ| 2 (resp. |∇ζ| 2 ) the norm |ζ|
. Substituting h =ĥ k FS and ω = ω ǫ into (4), we get:
where we used tr ωǫ χ 0 ≤ C. Because we have the uniform Sobolev constant by Proposition 2.3, the estimate in (97) follows from the standard Moser iteration.
Substituting h =ĥ So we get:
Now the estimate (98) can be proved by using the same iteration argument as in [36, Proof of Proposition 3.18].
Isomorphism of GH limit with X
Let Φ : M → P N be an embedding defined by an orthonormal basis of (L k , h k FS ) with k sufficiently divisible. For any t ∈ (0, 1) and ǫ ∈ (0, ǫ * (t)), the map
is Lipschitz with a uniform Lipschitz constant. As ǫ → 0 with t fixed, by taking a subsequence Φ ǫi converges to a Lipschitz map
Given the estimates in the previous subsection, we can follow similar argument in [36] to prove Proposition 5.13. Φ (0,t) is injective. As a consequence, X (0,t) is homeomorphic to X. Hence (M, ω (ǫ,t) ) converges to (X, d (0,t) ) (in the Gromov-Hausdorff topology) which is the metric completion of the conical Kähler-Einstein metric (X reg , ω (0,t) ).
For the reader's convenience, we sketch the steps of the proof.
Step 1: Construction of local approximating holomorphic sections. Let p ∈ X (0,t) be any point. Let r j → 0 be a decreasing sequence of radius and C p = lim j→+∞ (X (0,t) , r −1 j d (0,t) , p) be a tangent cone at p. By the conical version of the theory of Cheeger-Colding and CheegerColding-Tian, we have: T 1 . C p is smooth outside a closed subcone S p of complex codimension at least 1 which is the singular set of C p ; T 2 . There is a Kähler Ricci-flat cone metric ω p of the form √ −1∂∂ρ 2 on C p \ S p , where ρ denotes the distance function from the vertex o of C p ; T 3 . Denote by L p the trivial bundle C p × C over C p equipped with the Hermitian metric e −kρ 2 | · | 2 . The curvature of this Hermitian metric is given by ω p . For any ǫ > 0, define:
For any ǫ > 0 and δ > 0, we can choose j 0 = j 0 (ǫ, δ) such that r j0 ≤ ǫ 2 , and for each j ≥ j 0 , there is a diffeomorphism φ j : V (p; ǫ 4 ) → X (0,t) \ S where S is the singular set of X (0,t) , satisfying:
2 ) ≤ δ, where the norm is defined in terms of the metric ω p .
Lemma 5.14. Given ǫ > 0 and any sufficiently small δ > 0, there are a sufficiently large j, a diffeomorphism φ j : V (p; ǫ 4 ) → X (0,t) \ S with with properties above, and an isomorphism ψ j from the trivial bundle C p × C onto L kj over V (p; ǫ) commuting with φ j and satisfying:
By the L 2 -estimate in Proposition 5.10, there exists a smooth section v i solving∂v i =∂τ i with
for some C independent of i. Noticing that v i is holomorphic on B kj ωǫ i (p
1/4n ), by the standard elliptic estimate, we have:
Therefore, σ i = τ i − v i defines a holomorphic section of L kj . By the elliptic estimate, we have:
onceǭ is chosen sufficiently small, and
Moreover, we have:
and
Passing to a subsequence if necessary, the sequence of points p
By the gradient estimate in Proposition 5.12,
j . So we have:
ifǭ is chosen sufficiently small.
Step 3: Φ (0,t) is injective and hence Φ (0,t) is a homeomorphism. This part of the argument is exactly the same as that in [36] .
Algebraic limit and special test configuration
Up to this point, we have shown that there is a conical Kähler-Einstein metric ω (0,t) on the pair (X, 1−t m H X ) that is a Gromov-Hausdorff limit of ω (ǫ,t) on (M, B (ǫ,t) ). This allows us to get a Gromov-Hausdorff limit X ∞ of a subsequence (X, ω (0,ti) ) by letting t i → 1. Using the regularity result in [49] and similar arguments as in [46, 11] , we can get: Theorem 6.1 (see [46, Theorem 4.3] ). As t i → 1 (X, ω (0,ti) ) subsequentially converges to (X ∞ , ω ∞ ) in the C ∞ topology outside a closed subsetS ∪ H ∞ , whereS is of real codimension at least 4, and H X converges to H ∞ in the Gromov-Hausdorff topology. Moreover S =S and H ∞ is a divisor of K −m X∞ in the regular part. For the tangent cone, we have
) be a tangent cone of X at x and C x = R(C x ) S(C x ) be the decomposition of C x into regular part and singular part. Then S(C x ) is of real codimension at least 4, and (X, x,
6.1 Algebraic structrure on X ∞ On the singular variety X, we also have the estimates for the holomorphic sections.
Lemma 6.3. There exists a constant C > 0, such that for any
Proof. Let γ ǫ be a cut-off function supported in X \ (S H ∞ ) on (X, ω (0,t) ) satisfying
Since ∆|ζ|
multiplying both sides by γ 2 ǫ |ζ|
is bounded, as in Lemma 3.1 in [48] , we get (117) by the Moser iteration. From Proposition 5.8, we know that |∇
is bounded. So (118) is proved similarly.
On (X, ω (0,t) ), we have a L 2 metric on H 0 (X, K −k X ) and we can define the Bergman kernel ρ k (X, ω (0,t) ). With the help of Theorem 6.1, we can then prove the following partial C 0 as in [46] . Proposition 6.4. There exist an integer l > 0 and c l > 0 such that ρ l (X, ω (0,ti) ) ≥ c l > 0 for t i as above.
Using the orthogonal basis of
, we have holomorphic maps:
From Proposition 6.4, we know that Φ ti is uniformly Lipschitz. As a consequence, by letting t i → 1, we get a Lipschitz map:
Now by using the same argument as in [20, 46] (see also Section 5.4), we can get Proposition 6.5. X ∞ is a Q-Fano variety.
Weak Kähler-Einstein metric on X ∞
For each t ∈ (0, 1) and ǫ < ǫ * (t), the conical Kähler-Einstein metric on (M, B (ǫ,t) ) corresponds to the following complex Monge-Ampère equation on M
where 1 − β i = b i + tǫθ i + (1 − t)θ i . Equivalently, we have (see (52)- (53))
where the volume form Ω(ǫ, t) is given by:
As we have proved in Proposition 5.13, as ǫ → 0, (M, ω (ǫ,t) ) converges to (X, d (0,t) ) in the Gromov-Hausdorff topology and (X, d (0,t) ) is compatible with the weak conical Kähler-Einstein metric ω (0,t) on X in the sense that (X, d (0,t) ) is the metric completion of (X reg , ω (0,t) ). Over X, ω (0,t) satisfies the following Monge-Ampère equation:
or equivalently:
s HX
The potential function u is Lipschitz and in particular bounded. As t → 1, ω (0,t) converges to ω ∞ on X ∞ . ω ∞ = √ −1∂∂ψ ∞ satisfies the Kähler-Einstein equation:
Now one can construct the special test configuration as in [46, 11] . On the one hand, we can embed X and X ∞ into a common projective space P N such that the Hilbert point of X ∞ is in the closure of the orbit of the Hilbert point of X under the action of G := P GL (N + 1, C) . On the other hand, the existence of the limit Kähler-Einstein metric implies that Aut(X ∞ , −K ∞ ) is reductive (see [46] ). For the reader's convenience, we sketch an argument of the Matsushima type (see [37] ) for proving reductivity that is due to Tian and refer the details to [46, pp. 44-53] . Note that an alternative approach (as pointed out in [11] ) is to use the uniqueness result of Berndtsson and its possible generalization to the singular setting as exposed in [3, Appendix C] .
By the previous section, we can already embed X ∞ as a normal projective variety into a projective space P N . P GL(N + 1, C) acts on the corresponding Hilbert scheme. Let G ∞ be the stabilizer of P GL(N + 1, C)-action at the Hilbert point corresponding to X ∞ .
Let Z be a holomorphic vector field of CP N that is tangent to X ∞ . Let W be the real or imaginary part of Z and σ s be the one-parameter subgroup of automorphisms generated by W . Then we have:
where u or v is equal to ∂ξs ∂s s=0
according to whether W is the real part or the imaginary part of Z. With the same argument as in [46, pp. 45-50] , we know that θ ∞ is a bounded function on X ∞ and moreover:
Let ζ be any function on X ∞ that can be extended to be a smooth function in a neighborhood of X ∞ in CP N . Then using the Kähler-Einstein equation and the change of variable formula, we have:
which is equivalent to
Dividing both sides of (124) by s and letting s tends to 0, we deduce:
So we get, in the weak sense,
Using the diagonal approximation of (X ∞ , d ∞ ) by (X (ǫi,ti) , ω (ǫi,ti) ) (with ǫ i = ǫ i (t i ) → 0), one can argue as in [46, pp. 51-52] that there exist θ i on X (ǫi,ti) such that ∆ (ǫi,ti) θ i = λ i θ i and lim i→+∞ λ i = 1. Applying the Bochner identity, we get:
It follows that ∇ 0,1∂ θ ∞ = 0 and∂θ ∞ induces a holomorphic vector field Z outside the singular set S of (X ∞ , d ∞ ). The imaginary part of θ ∞ corresponds to the imaginary part of Z which is a Killing field. Because (126) is a real equation, we conclude that the Lie algebra of G ∞ is indeed the complexification of a Lie algebra of Killing fields. The rest of the argument is exactly as in [46, pp. 53] .
Given the reductivity of Aut(X ∞ , −K ∞ ) the Luna Slice theorem (see [19] ) there exists a one parameter subgroup of G that specially degenerates X to X ∞ . We will show below that the Futaki invariant of this test configuration is 0. But this contradicts the K-polystability of X and completes the proof of Theorem 1.2.
Finally we adapt the argument in [16] to prove the vanishing of Futaki invariant (see also [46, 11] ). At first we have
Since ρ l (X, ω ti ) has a definite lower bound and uniform Lipschitz, we have a limit function ρ l (X ∞ , ω ∞ ) which is just the Bergman kernel of −lK ∞ on X ∞ . We choose a bounded hermitian metric h ∞ on −K ∞ with R(h ∞ ) = ω ∞ in the regular part. For simplicity, denotingω
The Ricci potential f 0 ofω 0 is given by
Denoting by Z the holomorphic vector filed generating the C * action of test configuration, we know that (see [25, 16] ):
which is the Ricci potential of ω s . Denoting by ψ the potential of Z with respect toω 0 :
then we know that
The integration by parts is guaranteed as in [48] . A direct computation shows that∂(∆ s θ s + θ s + Z(f s )) = 0, so ∆ s θ s + θ s + Z(f s ) is a bounded holomorphic function which must be constant. From (127), we know that 
Sketch of the proof of Theorem 2.6
is an genuine line bundle over M which is ample. From now on, for simplicity, we denote M B (ℓ −1 , ϕ) by M B (ϕ) and similarly for other functionals. By Remark 2.7, we just need to prove Theorem 2.6 with the parameter
we immediately get the implication 1 ⇒ 2, and 3 ⇒ 4 ⇒ 5. The equivalence of 3 and 5 was proved in the case when B = 0 in [4] and the more general log version was proved in [22] . The implication 1 ⇒ 3, 2 ⇒ 4 was proved in [9] .
So one just needs to show 4 ⇒ 1, which will be proved by contradiction. Assume 2 is not true, then we can pick δ ′ ∈ (0, δ) and a sequence {ϕ j } ∞ 1 ∈ E 1 such that:
We normalizes ϕ j such that sup(ϕ j − ψ) = 0. The inequality M B ≥ C − nJ implies J(ϕ j ) → +∞, and hence E(ϕ j ) ≤ −J(ϕ j ) → −∞.
Step 1: Constructing a geodesic ray in E
1
Connect ψ and ϕ j by a geodesic segment {ϕ j,s } parametrized so that S j = −E(ϕ j ) → +∞. For any s ∈ (0, S j ], we have E(ϕ j,s ) = −s and sup(ϕ j,s − ψ) = 0. So
Using M B ≥ H B − nJ, we get H B (ϕ j,s ) ≤ (δ ′ + n)s + C. So for any fixed S > 0 and s ≤ S, the metrics ϕ j,s lie in the set:
This is a compact subset of the metric space (E 1 , d 1 ) by Theorem 2.4 from [3] . So, by arguing as in [4] , after passing to a subsequence, {ϕ j,s } converges to a geodesic ray {ϕ s } s≥0 in E 1 , uniformly for each compact time interval. {ϕ s } satisfies sup(ϕ s − ψ 0 ) = 0 and E(ϕ s ) = −s.
Denote D = {τ ∈ C; |τ | ≤ 1} and
* such that the restriction of Φ to M × {τ } is ϕ log |τ | −1 . Moreover, Φ is plurisubharmonic because Φ j converges to Φ locally uniformly in L 1 topology, where Φ j is the psh metric on p * 1 L → M × {e −Sj ≤ |τ | < 1} defined by the geodesic segment {ϕ j,s }.
Step 2 
Then for any i > 0, j > 0, we have:
by the Nadel vanishing theorem. By the relative version of Castelnuovo-Mumford criterion,
NA given by:
for each C * -invariant divisorial valuation v on M × C. Choose any S 1 -invariant smooth psh metric Ψ m on L m . The corresponding geodesic ray ϕ m,s satisfies (see [1, 9] ):
The psh metric Φ m on p * 1 L over M × D induced by Ψ m has analytic singularities of type J (mΦ) 1/(m+m0) . By Proposition A.1, Φ m is less singular than Φ. Note that here we used the smoothness of the ambient space M × C. By monotonicity of E, we get:
Step 3: asymptotic expansion of L B along the geodesic ray The following theorem is the log version of [4, Theorem 3.1]. It can be seen as the generalization of Berman's expansion of log-Ding energy in [1] along test configurations to the case of any subgeodesic rays. 
where w ranges over C * -invariant divisorial valuations on M × C such that w(τ ) = 1 and A (M,B)×C (w) is the log discrepancy of w.
For the reader's convenience, we write down the part of proof in [4] that needs to be modified (see Lemma A.3 and identity (141)).
Proof. By [6] , the function L(τ ) := L B (ℓ −1 , ϕ log |τ | −1 ) = − log 1
is subharmonic on D and its Lelong number ν at the origin coincides with the negative of the left-hand-side of (134). We need to show that ν is equal to s := sup With the above lemma, the inequality ν ≤ s can be proved in the same way as in [4] using proof by contradiction. If ν > s then there exists ρ > 0 and a sequence of C * -invariant divisorial valuations with w j (τ ) = 1 such that:
Let W be the subset of the Berkovich analytification (M ×C) an consisting of semivaluations w that are C * -invariant and satisfy w(τ ) = 1. We can take limit w j converges to a semivaluation w ∞ . For each m ≥ 1, the multiplier ideal sheaf J (mΦ) defined in (131) satisfies: for all j ≥ 1. By [29] , w → w(ℓ −1 (mΦ)) and w → w(B × C) are continuous, while w → A (M,B)×C (w) is lower semicontinuous on W . Letting j → +∞, we get:
In particular, A (M,B)×C (w ∞ ) < +∞. On the other hand, using the definition of s in (136) and the inequality (144), we get:
for all divisorial valuations w. Using density of divisorial valuations in W and semicontinuity properties, we get:
which gives a contradiction by letting m → +∞.
In the above argument, we used the inequality:
w(J (mΦ)) ≤ m w(Φ) ≤ w(J (mΦ)) + A M×C (w).
The first inequality holds because of (128). The second inequality follows from the definition of multiplier ideal J (mΦ) in (131). With Theorem A.2 and (144), we get the following result Taking lim sup as m → +∞, we get T + ≤ T ′ + ǫ. Since ǫ > 0 is arbitrary, we get T + ≤ T ′ and hence T + = T − = T ′ as wanted.
Step 4: Completion of the proof With the above preparations, the last step of the proof is exactly the same as the argument in [4] . Indeed, on the one hand,
On the other hand, because of the uniform K-stability, we have:
Because of (145), these two identities contradict δ ′ < δ.
