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話者照合のための一般化相互相関関数を用いた
なりすまし検出に関する研究
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Recently, spoofing attacks, e.g. replay, speech synthesis, voice conver-
sion, have become a serious problem against automatic speaker verifi-
cation (ASV) system. One of countermeasures assuming multi-channel
recording has been proposed since smartphones and smart speakers have
been popular and multiple microphones have been installed in them. This
method focuses on the fact that different phonemes are emitted from dif-
ferent locations within the human vocal tract system, where generalized
cross-correlation (GCC) that estimates a position of sound source are
used for phonemes localization. While the method has situation depen-
dencies, GCC motivates us to consider other methods based on loudspeaker-
specific characteristics. We propose a replay attack detection method us-
ing a difference between genuine speech and replayed one by using the
peak value of GCC. In experiments, the proposed methods are confirmed
to provide low error rates without environmental restrictions. In addi-
tion, score fusion systems with other acoustic feature-based methods are


































































ム係数 (Constant Q cepstral coefficients; CQCC)などの音響的な情報
を捉える特徴量を活用したなりすまし検出法が数多く提案されてい










































話者モデル λsを作成する. 次に照合部では,入力音声から特徴量 xを
















2.3 ASV spoofing and countermeasure
これまでに,話者照合システムへのなりすまし攻撃検出手法のコン
ペティションであるAutomatic Speaker Verification spoofing and coun-




リオが想定され, ASV spoof 2019において論理アクセス攻撃 (Logical
attack; LA)として設定された. ASV spoof 2015において,提案された
手法のうち,高い識別精度を示した手法の多くは音響的特徴量として
線形周波数ケプストラム係数 (Linear Frequency Cepstral Coefficients;
LFCC)を用いた手法だった.
一方,登録話者の音声を模倣するのではなく,登録話者の音声を用い
る録音再生攻撃の存在が脅威となることが指摘され, ASV spoof 2017
では録音再生なりすまし攻撃に焦点が当てられた. 録音再生攻撃は,
登録話者の音声を盗聴し,スピーカ等を用いて再生することで話者照
合用マイクに音声を入力する攻撃であり, ASV spoof 2019物理アク




数 (Constant Q Cepstral Coefficients; CQCC)を用いた手法だった. そ
こでASV spoof 2019では,ベースラインシステムとして, LFCCおよ
びCQCCを音響的特徴量として用いたGMMによるなりすまし検出
法が提供された.
ASVspoof 2019では, LAとPAの 2種類のなりすまし攻撃の実行過
程を想定しているが, PAシナリオにおいて計 50のなりすまし検出シ
ステムが提案された [15]. 提案された多くの手法では, バックエン
ドシステムに畳み込みニューラルネットワーク (Convolutional Neural
Network; CNN)やLight-CNN (LCNN), Residual Network (ResNet)が
用いられた [16–22]. 入力する特徴量としては,スペクトログラムや位
相情報 [18,23], LFCC [24], CQCC [25],メル周波数ケプストラム係数
(Mel-Frequency Cepstral Coefficients; MFCC),逆メル周波数ケプスト
ラム係数 (inverted MFCC; IMFCC) [26] や 矩形フィルタケプストラ







































時間差を用いた手法が提案されている [7]. 具体的には, 2 本のマイ
クがある場合に, 2 チャネル信号 r1(t)，r2(t) (t はフレームの時刻 t =
[1, ..., T ])において，式 (1)で示される一般化相互相関関数GCC(d) [7,
9]の最大値 (maximum GCC)を求め,そこから音声のマイク間到来時
間差∆tを算出することで音源位置の推定を行う. ここで, dは遅延点
数, r1, r2はそれぞれ対応する信号の平均を表す. 人間は発声時に口内
の様々な位置から音を発するため,人間の場合にはこの到来時間差が
微細に変動するがスピーカの場合には変動しないことを利用したな
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図 3: 音素 [s]と [u]の到来時間差
差が異なる例を示す. ここで τは音素発生位置から各マイクへの到来
時間を表し, 到来時間差は τ1と τ2の差により定義される. この例で











ASVspoof 2019において,ガウス混合モデル(Gaussian mixture model;
GMM)による分類機を使用した 2種のシステムがベースラインシス
テムとして提供された. 各システムのGMMは,それぞれ音響的特徴
量CQCC [25]および LFCC [24]を用いて学習される. 入力音声信号
から抽出された特徴量と対数尤度比 (LLR)は,以下のようにGMMを
使用して計算される.
LLR = log p(X|H0) − log p(X|H1), (1)
X = x1、x2、...、xnは音声発話であり, nはフレーム数を表す. H0は X
が実発話であるとする帰無仮説, H1は Xがなりすまし音声であると
する対立仮説を示す. pは, XがH0またはH1である時の条件付き確





DNNを用いていた. 本研究では, このようなシステムの 1つとして,
Gated recurrent unitを備えたCNN (CNN-GRU) [16]で構成されるシ
ステムに焦点を当てる. CNN-GRUシステムは, 生波形や i-vector, ス
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図 4: 実発話収録時の観測モデル
図 4は,発話区間および無発話区間における実発話の観測モデルを
示す. 図は簡単のため, 一つのテストマイクで観測された信号M, 背
景雑音N,話者からテストマイクへの伝達関数をHを用いて表現して
いる. これらの観測モデルは,時間周波数領域において記述すること
を考える. 実発話を 2つのマイク aと bで収録した信号は以下のよう
に表すことができる.
Ma(t, f ) = Ha( f )S (t, f ) + Na(t, f ), (2)
Mb(t, f ) = Hb( f )S (t, f ) + Nb(t, f ), (3)
ここで, MaとMbは各マイクで観測された信号であり, S は音源を示
す. HaとHbは,話者から各マイクへの伝達関数, NaとNbは背景雑音
を表す. 無発話区間では,話者により発される信号 S (t, f )は 0に等し
くなる. したがって,無発話区間で観測される信号には背景雑音のみ
が含まれる.
Ma(t, f ) = Na(t, f ), (4)
Mb(t, f ) = Nb(t, f ). (5)
通常,背景雑音は拡散するか発生方向が固定されていないため,それ
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Mp(t, f ) = Hp( f )S (t, f ) + Np(t, f ) (6)
この録音された信号がスピーカで再生されると, 2つのマイクで観測
された信号は以下のように表すことができる.
Ma(t, f ) = H′a( f )(Mp(t, f ) + Ns(t, f )) + Na(t, f ), (7)
Mb(t, f ) = H′b( f )(Mp(t, f ) + Ns(t, f )) + Nb(t, f ), (8)
ここで, H′a( f )および H
′
b( f )は伝達関数であり, Ns(t, f )はスピーカに
よって生成される電磁ノイズを表す. 無発話区間では, S (t, f ) = 0と
なり, 再生される音声信号はMp(t, f ) = Np(t, f )となる. したがって,
式 (8), (9)は以下のように書き換えることができる.
Ma(t, f ) = H′a( f )(Np(t, f ) + Ns(t, f )) + Na(t, f ), (9)
Mb(t, f ) = H′b( f )(Np(t, f ) + Ns(t, f )) + Nb(t, f ). (10)












r∗1(t, f )r2(t, f )
|r∗1(t, f )r2(t, f )|
e j2π f τ/L, (11)
ここで, t = [1, ..., T ]と f は,それぞれフレームと周波数インデックス
を示す. τは時間差, Lはフレーム長を表す. 実発話の場合,人間は音を































( a ) Waveform 
Frame Number
( b ) Trajectories of the maximum GCC values for each frame
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( c ) Maximum GCC for each frame 
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図 6: 実発話と再生音声のGCCの例
図 6は,実発話と再生音声からGCCを計算する例を示す. 図 6 (a)と
(b)は,それぞれ,実発話と再生音声の波形と,各フレームで計算され
たmaximum GCCの軌跡を表す. 図 6の赤いボックスは,無発話区間
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を示す. これらの軌跡を見ると, 無発話区間におけるmaximum GCC
は, 実発話の場合には低く, 再生音声の場合は高くなっている. 図 6
(c)は,実発話と再生音声の発話区間と無発話区間の両方における1フ












図 6 (b) に示すように, 無発話区間には発話区間中に現れる “ショー
トポーズ”,発話の開始前と終了後にある “無音区間”の 2種類がある.

































































































































話者数 男性 2名,女性 2名
文章数 実発話: 40文,再生音声: 640文
再生用スピーカ
ELECOM LBT-SPP300 (ELECOM),







ち 2つを使用し, 2つのAKGは同じ方向かつ平行に設置した. なりす
まし音声の再生には, ４種類のスピーカを用いた. SONY-Sは幅 300

































なりすまし収録時のマイク SONY C-357 (SONY-C) , TMG





話者数 男性: 2名,女性: 3名
文章数 実発話: 150文,再生音声: 2400文
再生用スピーカ
ELECOM,
Sanwa Supply MM-SPL8UBK (SNW),
JBL PROFESSIONAL Control 2P (JBL),
HUAWEI P20 lite (HUAWEI)
5.2 比較手法
本実験で用いた比較手法を表 3に示す. ベンチマークシステムとし
て, 音響的特徴量を捉える CQCCと LFCCをそれぞれ用いた GMM
による手法を用いた. さらに, ASV spoof 2019で高い性能を得た
ResNetシステムも比較手法として用いた. CQCCおよび LFCCを用
いたGMMによる手法は, ASV spoof 2019で定義された学習条件と同
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表 3: 比較手法






GC(min)-CQ Φmin + LLRCQ ✓
GC(min)-LF Φmin + LLRLF ✓
GC(min)-RN Φmin + DS ✓
GC(avg)-CQ Φavg + LLRCQ ✓
GC(avg)-LF Φavg + LLRLF ✓
GC(avg)-RN Φmin + DS ✓
GC(min)-GC(avg) Φmin + Φavg ✓
CQ-LF LLRCQ + LLRLF ✓
CQ-RN LLRCQ + DS ✓
LF-RN LLRLF + DS ✓
GC(min)-CQ-LF Φmin + LLRCQ + LLRLF ✓
GC(avg)-CQ-LF Φavg + LLRCQ + LLRLF ✓
GC(min)-GC(avg)-CQ Φmin + Φavg + LLRCQ ✓
GC(min)-GC(avg)-LF Φmin + Φavg + LLRLF ✓
GC(min)-GC(avg)-RN Φmin + Φavg + DS ✓
GC(min)-GC(avg)-CQ-LF Φmin + Φavg + LLRCQ + LLRLF ✓
GC(min)-GC(avg)-CQ-LF-RN Φmin + Φavg + LLRCQ + LLRLF + DS ✓
GC: GCC, CQ : CQCC, LF : LFCC, RN : ResNet
じ条件で学習した. これらのシステムをASVspoof 2019 PA評価セッ
トで評価した結果, CQCCによる手法では 11.04%, LFCCによる手法




とで収録されている. ResNetシステムの構築には, ASV spoof 2019
学習セットを用い,入力特徴量としては振幅スペクトログラムを用い









GC(avg)の場合, Tsから ts, および teから Teまでの平均時間は 0.5秒
だった. GCCによる手法の場合,フレーム長は16 kHzのサンプリング
信号ではそれぞれ 256点, 48 kHzのサンプリング信号では 1024点に
設定した. スコア統合手法では,表 3に示すように, GCCによる手法と
音響的特徴量による手法の全ての組み合わせを比較した. 各手法の性
能評価に使用する尺度は，以下に示す実発話誤棄却率 (False Rejection












示す. 最初に, DB1の結果について説明する. N-QとN-NまたはQ-Q






表 4: DB1およびDB2における各手法の EER (TMG:16kHz, SONY-C:48kHz)
DB1 DB2
テストマイク TMG TMG SONY-C
環境 N-Q N-N Q-Q Q-N N-Q N-N N-Q N-N
単一システム
GC(min) [8] 2.73 6.07 4.09 7.27 9.80 20.56 3.79 15.61
GC(avg) [8] 4.32 6.00 4.20 7.39 4.88 7.86 1.25 5.51
CQ [25] 37.12 35.24 39.70 33.00 39.27 40.30 20.51 13.93
LF [24] 39.68 38.74 39.75 37.45 43.50 43.39 10.67 7.87
RN [16] 48.75 47.40 44.62 42.70 46.40 48.32 - -
スコア統合
GC(min)-CQ 5.00 4.74 7.61 6.67 11.83 23.56 3.29 10.04
GC(min)-LF 4.09 3.89 5.91 5.50 15.81 24.64 2.33 5.98
GC(min)-RN 10.50 10.48 10.65 14.40 25.03 35.96 - -
GC(avg)-CQ 11.55 8.40 5.42 7.88 7.70 13.54 0.98 4.22
GC(avg)-LF 12.09 8.20 2.73 7.00 7.42 15.18 0.30 2.56
GC(avg)-RN 11.22 9.55 9.00 12.20 17.56 28.05 - -
GC(min)-GC(avg) 2.29 2.86 2.86 4.33 5.00 10.06 1.41 7.00
CQ-LF 37.66 35.55 39.24 35.85 41.08 42.68 13.33 9.12
CQ-RN 41.52 36.17 38.46 33.63 46.81 46.90 - -
LF-RN 47.11 43.17 39.50 38.80 46.22 46.83 - -
GC(min)-CQ-LF 10.00 8.51 11.18 9.79 15.78 29.42 3.62 5.56
GC(avg)-CQ-LF 13.77 12.67 8.57 10.52 10.56 19.43 1.26 3.24
GC(min)-GC(avg)-CQ 3.64 1.67 3.24 3.33 6.29 12.58 0.15 5.79
GC(min)-GC(avg)-LF 2.22 1.67 1.82 2.22 7.37 13.99 0.00 2.53
GC(min)-GC(avg)-RN 4.69 4.41 4.50 5.36 14.00 25.11 - -
GC(min)-GC(avg)-CQ-LF 4.09 2.78 4.71 3.75 9.40 15.91 0.15 3.35





































ると, CQCCおよびLFCCのEERよりも低い. 同様に, ASVspoof 2019
においてResNetシステムはCQCCとLFCCの単一システムよりも優
れていたことが報告されている. よって実験の結果は, ASVspoof 2019
と同じ傾向を示した. ただし, ResNetシステムの EERは, ASVspoof
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表 5: DB2における各手法の EER (SONY-C:16kHz)
環境 N-Q N-N
単一システム
GC(min) [8] 1.28 10.76
GC(avg) [8] 1.21 4.91
CQ [25] 44.67 45.84
LF [24] 41.74 43.43
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