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Abstract
Excess work is a non-diverging part of the work during transition between nonequilib-
rium steady states (NESSs). It is a central quantity in the steady state thermodynam-
ics (SST), which is a candidate for nonequilibrium thermodynamics theory. We derive
an expression of excess work during quasistatic transitions between NESSs by using the
macroscopic linear response relation of NESS. This expression is a line integral of a vector
potential in the space of control parameters. We show a relationship between the vector
potential and the response function of NESS, and thus obtain a relationship between the
SST and a macroscopic quantity. We also connect the macroscopic formulation to micro-
scopic physics through a microscopic expression of the nonequilibrium response function,
which gives a result consistent with the previous studies.
1 Introduction
The second law of thermodynamics gives a fundamental limit to thermodynamic operations on
systems in equilibrium states. One of its formulations provides the lower bound for the work
performed on a system during a thermodynamics operation that induces a transition between
equilibrium states; the lower bound is given by the change in the free energy and is achieved for
quasistatic operations. To establish analogous thermodynamic theory for nonequilibrium steady
state (NESS) is one of the challenging problems in physics. In recent attempts [1, 10, 2, 3, 5, 4,
11, 12, 6, 7, 8, 9, 13, 14, 15], particularly investigated are relations to be satisfied by the work
and entropy production (or heat) for transitions between NESSs.
One of the candidates for nonequilibrium thermodynamics is the steady state thermodynam-
ics (SST) proposed in [16]. A central idea of the SST is to use excess work (and excess heat),
which is defined as follows. In nonequilibrium states, work is continuously supplied to the sys-
tem, so that the total work Wtot during the transition between NESSs diverges. Therefore, for
the construction of a meaningful thermodynamic theory for the transition, it is necessary to take
a finite part out of Wtot. To this end, the excess work Wex is defined by subtracting from Wtot
the integral of the steady work flow in the instantaneous NESS at each point of the operation
[16, 17].
Studies along this idea have been developed in Refs. [10, 12, 11, 13, 14, 15, 18, 19]. We here
concentrate our attention on quasistatic transitions. In the regime near to equilibrium, the work
version of the results in Refs. [10, 11] states that the excess work Wex for quasistatic transitions
is given by the change in a certain scalar potential. In the regime far from equilibrium, by
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contrast, the work version of Refs. [12, 15] states that in general it is not equal to the change
in any scalar function but equal to a geometrical quantity; i.e., it is given by a line integral
of a vector potential AW in the operation parameter space. This suggests that AW plays an
important role in SST.
Since these studies are based on the microscopic dynamics, the relationship with the micro-
scopic state has been developed. In contrast, the relationship with macroscopic quantities has
been less clear although there exist some studies on this issue [8, 9, 20]. Particularly important
is to clarify how the transport coefficients and response functions are treated in the framework
of SST, because the transport coefficients are main quantities to characterize NESS and are
accessible in experiments.
In this paper, as a first step toward this issue, we derive an expression of Wex for quasistatic
transitions in terms of the linear response function of NESS. We show that Wex is equal to the
line integral of a vector potential AW and clarify the relation between AW and the response
function. Since the derivation relies only on the macroscopic phenomenological equation (linear
response relation), the result is universally valid (independent of microscopic detail). We also
show that in the regime near to equilibrium Wex is given by the change of a scalar potential
thanks to the reciprocal relation. Furthermore, we connect the macroscopic theory for AW to
microscopic physics by using a microscopic expression of the response function, which is called
response-correlation relation (RCR) [21, 22]. We obtain a microscopic expression of AW that is
consistent with the work version of the results in Refs. [12, 15].
2 Setup
We consider a system S that is in contact with multiple (say n) reservoirs. A schematic diagram
of the setup is shown in Fig. 1. The ith reservoir is in the equilibrium state characterized by
the chemical potential µi. We denote the set of the chemical potentials by µ, i.e., µ = {µi}
n
i=1.
The temperatures of all the reservoirs are set to the same value. We denote the particle current
between S and the ith reservoir by Ii, where we take the sign of Ii positive when it flows from
the reservoir to S. More precisely, Ii at time t is defined as Ii(t) = −dNi(t)/dt, where Ni is
the particle number in the ith reservoir. We assume that the reservoirs are sufficiently large so
that they are not affected by the change in Ni and remain in the equilibrium states on the time
scale of interest. We also assume that for a fixed µ a stable NESS is realized in S uniquely and
independently of initial states after a relaxation time. We note that in the NESS
∑
i〈Ii〉
ss
µ = 0
holds due to the particle number conservation in the total system (S plus reservoirs), where 〈Ii〉
ss
µ
is the expectation value of the current Ii in the NESS characterized by µ.
Examples of such a setup are seen in field-effect semiconductor devices. A typical one is the
modulation-doped field-effect transistor (MODFET) [23, 24]. In this example, the system S is
realized as the two-dimensional electron system, and the reservoirs are the electrodes (source,
drain, and gate).
2.1 Transition between NESSs
Suppose that at the initial time t0 the system S is in a NESS characterized by µ. The difference
µi − µj may be so large that the initial NESS is far from equilibrium. At t0 + 0, we change
the chemical potentials from µ to µ′ = {µi + δµi}
n
i=1 with small constants {δµi}
n
i=1. Then the
state of the system S varies in time for t > t0, and after a sufficiently long time it settles to a
new NESS characterized by µ′. In this paper we investigate the work W done on S during the
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Figure 1: A schematic diagram of the setup. The system S is connected to n reservoirs. The
ith reservoir is characterized by the chemical potential µi. The particle current Ii flows from the
ith reservoir into the system.
transition between the NESSs.
For this purpose, we here consider the expectation value of the current Ii from the macroscopic
viewpoint of the linear response relation. To the linear order in δµ, we can express the expectation
value 〈Ii〉
t
µ′ at t > t0 as
〈Ii〉
t
µ′ = 〈Ii〉
ss
µ +
n∑
j=1
Ψij(t− t0)δµj +O(δµ
2), (1)
where Ψij(τ) ≡
∫ τ
0
dτ ′Φij(τ
′), and Φij(τ) is the linear response function of the NESS [25, 26,
27, 28], which satisfies the causality relation Φij(τ < 0) = 0. We note that the linear response
relation (1) is a relation around a NESS (not equilibrium state) and is valid for a NESS even far
from equilibrium if the NESS is stable to perturbations. Also we can express the expectation
value of the current Ii in the final NESS (characterized by µ
′) by the long-time limit of Eq. (1):
〈Ii〉
ss
µ′ = 〈Ii〉
ss
µ +
∑
j
Φ˜ijδµj +O(δµ
2), (2)
where Φ˜ij ≡ limτ→∞Ψij(τ) is the transport coefficient (differential conductivity) of the initial
NESS (characterized by µ). We again note that the limit exists if the NESS is stable.
3 Excess work
3.1 General case
In nonequilibrium states, work W is continuously supplied to the system S from the reservoirs,
accompanied by the particle current to S. We can use the equilibrium thermodynamics to esti-
mate the work done by the reservoirs since they are in the equilibrium states; When the particle
number in the ith reservoir increases by ∆Ni, the work done by the ith reservoir is given by
Wi = −µ
′
i∆Ni Therefore, the unit-time work by the ith reservoir is J
W
i = µ
′
iIi. From Eq. (1),
we obtain the average work flow 〈JW 〉tµ′ =
∑
i〈J
W
i 〉
t
µ′ at time t > t0 as
〈JW 〉tµ′ =
∑
i
〈Ii〉
t
µ′
(
µi + δµi
)
≃
∑
i
〈Ii〉
ss
µ
(
µi + δµi
)
+
∑
ij
µiΨij(t− t0)δµj, (3)
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where we neglected theO(δµ2) terms in the second line. The total workWtot during the transition
between the NESSs is given by the time-integral of Eq. (3). However, Wtot is a diverging quantity
because the system S remains to be supplied with the work from the reservoirs after it reaches
the final NESS.
To extract a finite quantity intrinsic to the transition, we employ the idea of the SST [16];
we subtract from Wtot the contribution of the steady work flow 〈J
W 〉ssµ′ in the final NESS:
Wex ≡
∫ ∞
t0
dt
(
〈JW 〉tµ′ − 〈J
W 〉ssµ′
)
. (4)
We refer to this quantity as the excess work. We note that Wex is related to the excess heat Qex
as Wex +Qex = ∆U , where ∆U is the change in the energy of S between the NESSs, due to the
energy conservation in the transition between the NESSs and the energy balance in the steady
states. Our definition (4) of Wex is consistent with the definition of Qex in Refs. [10, 11, 12, 15].
We also note that the steady flow 〈JW 〉ssµ′ is equal to the long-time limit of Eq. (3):
〈JW 〉ssµ′ =
∑
i
〈Ii〉
ss
µ
(
µi + δµi
)
+
∑
ij
µiΦ˜ijδµj . (5)
By substituting Eqs. (3) and (5) into Eq. (4), we obtain
Wex =
∑
j
AWj δµj, (6)
where the jth component AWj of the vector potential A
W is given by
AWj =
∑
i
µi
∫ ∞
t0
dt
[
Ψij(t− t0)− Φ˜ij
]
. (7)
Equation (6) indicates that the excess work during quasistatic transitions between NESSs is not
given by the difference of some scalar function F but given by the geometrical quantity unless
AWj is equal to the µj-derivative of F for all j. This is consistent with the results in [12, 15].
Equation (7) relates the nonequilibrium linear response function Φ with the vector potential AW
in the expression (6). Therefore AW can be experimentally determined in principle, because Φ
is measurable.
The sufficient condition for AWj = ∂jF for all j is that
∂iA
W
j = ∂jA
W
i (8)
holds for all i, j, where ∂j is the abbreviation of ∂/∂µj .
3.2 Weakly nonequilibrium case
In the regime near to equilibrium (linear response regime), we can use the response function
Φeq of the equilibrium state in Eq. (7). Then Eq. (8) is valid because Φeq is independent of µi
and the reciprocal relation Φeqij = Φ
eq
ji holds. Therefore the extension of the Clausius equality is
possible in this regime, which is consistent with the results in Refs. [10, 11].
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4 Connection to microscopic physics
Up to here our formulation is closed on the macroscopic level. Now we connect it to microscopic
physics. In this paper we assume that the microscopic dynamics of the system S is governed by
the quantum master equation (QME) [29]:
∂ρˆ
∂t
= Kρˆ. (9)
Here, ρˆ is the density matrix of S, and the generator K is written as K = [Hˆ, ]/i~ +
∑
j Lj,
where Hˆ is the Hamiltonian of S and Lj is the dissipator induced by the interaction with the
jth reservoir. As in the previous sections, we assume that there exists a unique steady state in
the QME. The steady state density matrix ρˆss satisfies Kρˆss = 0.
First, we consider the connection to microscopic physics through the response function Φ of
NESS. For this purpose we employ the response-correlation relation (RCR) [21, 22], which is a
microscopic expression of Φ. In the framework of the QME and for the response of the current
Ii from the ith reservoir into S, the RCR reads
Φij(τ) = Tr
[
(∂j Iˆi)ρˆss
]
δ(τ) + Tr
[
Iˆie
Kτ (∂jK)ρˆss
]
, (10)
where Tr is the trace over S and Iˆi ≡ L
†
iNˆ with Nˆ being the particle number operator in S. See
A for the derivation of Eq. (10). Note that Iˆi can be regarded as the particle current operator
from the ith reservoir into S because it satisfies the continuity equation: (∂/∂t)Tr[Nˆ ρˆ(t)] =∑
iTr[Iˆiρˆ(t)]. Substituting Eq. (10) into Eq. (7), we obtain
AWj =
∑
i
µi
∫ ∞
t0
dt
{∫ t
t0
dt′Tr
[
Iˆie
K(t−t′)(∂jK)ρˆss
]
+ Tr
[
IˆiR(∂jK)ρˆss
]}
. (11)
Note that the contribution from the first term in Eq. (10) vanishes. Here we defined
R ≡ − lim
T→∞
∫ T
t0
dt′eK(T−t
′)Q0, (12)
and Q0 = 1 − P0, where the projection superoperator P0 is defined such that P0Xˆ = ρˆssTrXˆ
holds for any linear operator Xˆ . See B for the fact that R is a well-defined superopertor. To
rewrite Eq. (11) further, we note the following relation:
d
dt′
Tr
[
Iˆie
K(t−t′)R(∂jK)ρˆss
]
= −Tr
[
Iˆie
K(t−t′)KR(∂jK)ρˆss
]
= −Tr
[
Iˆie
K(t−t′)Q0(∂jK)ρˆss
]
= −Tr
[
Iˆie
K(t−t′)(∂jK)ρˆss
]
+ Tr
[
Iˆiρˆss
]
Tr
[
(∂jK)ρˆss
]
= −Tr
[
Iˆie
K(t−t′)(∂jK)ρˆss
]
. (13)
In the third line we used
RK = KR = Q0. (14)
See B for the derivation of Eq. (14). In the last line of Eq. (13) we used Tr
[
(∂jK)ρˆss
]
=
∂jTr
[
Kρˆss
]
− Tr
[
K∂j ρˆss
]
= 0. This follows from Kρˆss = 0 and Tr
[
KXˆ ] = 0 for any Xˆ (trace-
preserving property of the QME). Integrating Eq. (13), we can rewrite the first term on the right
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hand side of Eq. (11) as
∫ t
t0
dt′Tr
[
Iˆie
K(t−t′)(∂jK)ρˆss
]
= Tr
[
Iˆie
K(t−t0)R(∂jK)ρˆss
]
− Tr
[
IˆiR(∂jK)ρˆss
]
.
The second term on the right hand side of this equation cancels out the second term on the right
hand side of Eq. (11). We thus rewrite Eq. (11) as
AWj = −
∑
i
µiTr
[
IˆiR
2(∂jK)ρˆss
]
, (15)
where we used
∫∞
t0
dteK(t−t0)Q0 = −R. This is a microscopic expression of the vector potential
A
W .
Next, we investigate the consistency of Eq. (15) with the results in Refs. [12, 15]. In a manner
almost the same as those in Refs. [12, 15], we can derive another microscopic expression of AW
without relying on Eq. (7):
AWj = −Tr
(
ℓˆ′†0 ∂j ρˆss
)
, (16)
where ℓˆ′0 ≡ ∂ℓˆ
χ
0/∂(iχ)|χ=0. Here, χ is the counting field in the full counting statistics (FCS) of the
work W from the reservoirs, and ℓˆχ0 is the left eigenvector of K
χ corresponding to the eigenvalue
λχ0 that has the maximum real part. K
χ = [Hˆ, ]/i~+
∑
j L
χ
j is the χ-modified generator, which is
introduced for the FCS in the framework of the QME [30]. See C for the details and derivation.
We note that ℓˆχ=00 = 1ˆ (identity operator), λ
χ=0
0 = 0, and ∂λ
χ
0/∂(iχ)|χ=0 = 〈J
W 〉ssµ . In the
following we rewrite Eq. (16) to show its equivalence to Eq. (15).
We first rewrite ℓˆ′†0 in Eq. (16). By differentiating the left eigenvalue equation (K
χ)†ℓˆχ0 =
(λχ0 )
∗ℓˆχ0 with respect to iχ and setting χ = 0, we obtain
K†ℓˆ′0 = −(K
′)†1ˆ− 〈JW 〉ssµ 1ˆ. (17)
Here K′ = ∂Kχ/∂(iχ)|χ=0 and the adjointO
† of a superoperatorO is defined by Tr[(O†Xˆ1)
†Xˆ2] =
Tr[Xˆ†1OXˆ2] for any pair (Xˆ1, Xˆ2) of linear operators. By operating on the both sides of Eq. (17)
with R†, we obtain
ℓˆ′0 = −R
†(K′)†1ˆ + c1ˆ, (18)
where c = −〈JW 〉ssµ + Tr[ρˆssℓˆ
′
0] and we used Eq. (14). Substituting Eq. (18) into Eq. (16) and
using Tr[∂j ρˆss] = ∂jTr[ρˆss] = 0, we have A
W
j = Tr
[(
(K′)†1ˆ
)†
R∂j ρˆss
]
. Furthermore we can show
(K′)†1ˆ =
∑
i µiL
†
iNˆ =
∑
i µiIˆi. With this equation we have
AWj =
∑
i
µiTr[IˆiR∂j ρˆss]. (19)
We next rewrite ∂j ρˆss. By differentiating the steady-state equation Kρˆss = 0 with respect to
µj and operating on it with R, we have ∂j ρˆss = −R(∂jK)ρˆss. Substituting this equation into
Eq. (19) we obtain
AWj = −
∑
i
µiTr
[
IˆiR
2(∂jK)ρˆss
]
.
This is the same as Eq. (15). We thus show that Eq. (15) [and therefore Eq. (7)] is consistent
with the results in Refs. [12, 15].
6
5 Concluding remarks
We have derived an expression of the excess work for quasistatic transitions between NESSs
in particle transport systems on the basis of the linear response relation. We have related the
vector potential AW in the expression with the response function. We note that it is possible
to extend our formulation to situations where other control parameters for transition between
NESS are varied. In particular, we can obtain a similar result in heat conducting systems, where
the temperatures of heat reservoirs are changed. We finally make remarks.
First, the relationship between the excess work and the response function suggests that the
response functions can be calculated in the framework of the SST. We expect that this expression
becomes a first step for understanding of how transport phenomena are treated in the SST.
Second, as is mentioned below Eq. (4), our definition of the excess work is consistent with the
definition of the excess heat in Refs. [10, 11, 12, 15]. However the definition of the excess work
and heat is not unique; e.g., there are Hatano-Sasa type [18, 5, 9] and Maes-Netocˇny´ type [13]
approaches. Recently, Ref. [9] gave evidence that the Hatano-Sasa approach is appropriate for
the definition. Since the Hatano-Sasa approach relies on microscopic information (e.g., steady-
state distribution and transition rate), the connection to macroscopic quantities is not clear. It
is therefore important to investigate the definition from the viewpoint of response function as a
future work.
Third, in recent years the nonequilibrium response function is a hot topic in the statistical
physics [25, 26, 27, 28]. One of the points in recent works is decomposition of the response
function [27, 28]. We expect that the application of these results to the expression of the excess
work would lead to a further decomposition of the work that is appropriate for the construction
of the SST.
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A Linear response function of NESS in quantum master
equation approach
Here we derive Eq. (10), the RCR in QME. We consider the QME (9) that depends on multiple
parameters α = (α1, α2, α3, ...) like chemical potentials; i.e., we assume that the generator of the
QME depends on these parameters: K = K(α).
Suppose that at time t ≤ t0 the system S is in the NESS with α = α
0; i.e., ρˆ(t) = ρˆ0ss for
t ≤ t0, where ρˆ
0
ss satisfies K
0ρˆ0ss = 0 with K
0 ≡ K(α0). For t > t0, we weakly modulate the
parameters in time: αl(t) = α
0
l + fl(t) (l = 1, 2, 3, ...), where maxt |fl(t)| is much smaller than a
typical value of αl. Then we can expand the generator K around α
0 in terms of f :
K
(
α(t)
)
≃ K0 +
∑
l
fl(t)∂lK
0, (20)
where ∂lK
0 ≡ ∂K(α)/∂αl|α=α0.
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To solve the QME (9) with the weakly time-dependent α and the initial condition ρˆ(t0) = ρˆ
0
ss,
we transform the QME into an “interaction picture”. That is, we introduce ρ˘(t) = e−K0(t−t0)ρˆ(t).
Then, from the QME (9), we have the equation of motion for ρ˘ as
∂ρ˘(t)
∂t
=
∑
l
fl(t)e
−K0(t−t0)(∂lK
0)eK0(t−t0)ρ˘(t), (21)
where we used Eq. (20). By integrating this equation form t0 to t with ρ˘(t0) = ρˆ
0
ss, we obtain
ρ˘(t) = ρˆ0ss +
∑
l
∫ t
t0
dt′fl(t
′)e−K0(t
′−t0)(∂lK
0)eK0(t
′−t0)ρ˘(t′)
≃ ρˆ0ss +
∑
l
∫ t
t0
dt′fl(t
′)e−K0(t
′−t0)(∂lK
0)ρˆ0ss. (22)
In going from the first line to the second, we approximately replaced ρ˘(t′) in the integral with
ρˆ0ss. This approximation corresponds to the first-order time-dependent perturbation theory in
quantum mechanics. Going back to the Schro¨dinger picture, we have
ρˆ(t) = ρˆ0ss +
∑
l
∫ t
t0
dt′fl(t
′)eK0(t−t
′)(∂lK
0)ρˆ0ss. (23)
We thus obtain the time dependence of the expectation value of a quantity Xˆ that is independent
of α:
〈X〉t
α(t) = Tr
[
Xˆρˆ(t)
]
= 〈X〉ss
α0
+
∑
l
∫ t
t0
dt′Tr
[
XˆeK
0(t−t′)(∂lK
0)ρˆ0ss
]
fl(t
′) (24)
= 〈X〉ss
α0
+
∑
l
∫ t
t0
dt′Tr
[{
(∂lK
0)†eK
0†(t−t′)Xˆ
}
ρˆ0ss
]
fl(t
′). (25)
Equations (24) and (25) give the RCR in the QME. We note that Eq. (25) reduces to the Kubo
formula if ρˆ0ss is an equilibrium state (i.e., when we consider the response of an equilibrium state)
[21].
Now we consider the current Iˆi = L
†
iNˆ from the ith reservoir into the system S. We note
that Iˆi is dependent on α because so is Li. Therefore we have the average current at time t as
〈Iˆi〉
t
α(t) − 〈Iˆi〉
ss
α0
= Tr
[
Iˆi
(
α(t)
)
ρˆ(t)
]
− Tr
[
Iˆi
(
α0
)
ρˆ0ss
]
=
∑
l
Tr
[
(∂lIˆ
0
i )ρˆ
0
ss
]
fl(t) + Tr
[
Iˆ0i ρˆ(t)
]
− Tr
[
Iˆ0i ρˆ
0
ss
]
=
∑
l
Tr
[
(∂lIˆ
0
i )ρˆ
0
ss
]
fl(t) +
∑
l
∫ t
t0
dt′Tr
[
Iˆ0i e
K0(t−t′)(∂lK
0)ρˆ0ss
]
fl(t
′), (26)
where Iˆ0i ≡ Iˆi(α0) and ∂lIˆ
0
i ≡ ∂Iˆi(α)/∂αl|α=α0. We used Eq. (24) in the third line. Finally, by
performing the functional differentiation with respect to fj(t
′), we obtain
Φij(t− t
′) =
δ〈Iˆi〉
t
α(t)
δfj(t′)
= Tr
[
(∂j Iˆ
0
i )ρˆ
0
ss
]
δ(t− t′) + Tr
[
Iˆ0i e
K(t−t′)(∂jK)ρˆ
0
ss
]
.
This is equivalent to Eq. (10).
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B Inverse-like superoperator in quantum master equa-
tion approach
First we show that R in Eq. (12) is well defined. To this end, we denote the eigenvalue and
corresponding left and right eigenvectors of K as λm, ℓˆm, and rˆm. We assign the steady state
of K to the index m = 0; i.e., λ0 = 0, ℓˆ0 = 1ˆ, and rˆ0 = ρˆss. By the assumption of the unique
existence of the stable steady state, Reλm < 0 for m 6= 0. Then, for any linear operator Xˆ , we
obtain the following equation:
RXˆ = −
∫ ∞
0
dteKtQ0Xˆ
= −
∫ ∞
0
dteKt
∑
m6=0
Tr[ℓˆ†mXˆ ]rˆm
= −
∫ ∞
0
dt
∑
m6=0
eλmtTr[ℓˆ†mXˆ ]rˆm
=
∑
m6=0
Tr[ℓˆ†mXˆ]
λm
rˆm. (27)
Since this is not diverging, R is well defined.
We here show that Eq. (14) holds for the generator K of the QME. We first note that
RK = KR follows from Q0K = KQ0 = K, which we can derive from the fact that
P0KXˆ = ρˆssTr[KXˆ ] = 0, (28)
KP0Xˆ = KρˆssTrXˆ = 0, (29)
hold for any linear operator Xˆ. Equation (28) follows from Tr[KXˆ ] = 0 (trace-preserving
property of QME), and Eq. (29) from Kρˆss = 0 (steady-state equation). Then we can show
Eq. (14) as follows:
RK = KR = lim
T→∞
∫ T
t0
dt′
d
dt′
eK(T−t
′)Q0
=
(
1− lim
T→∞
eK(T−t0)
)
Q0
= (1− P0)Q0.
= Q0. (30)
Here the third line follows from the convergence theorem of the Markov process, which we can
derive from the fact that for any linear operator Xˆ the following equation holds:
lim
T→∞
eK(T−t0)Xˆ = lim
T→∞
eK(T−t0)
∑
m
Tr[ℓˆ†mXˆ ]rˆm
=
∑
m
Tr[ℓˆ†mXˆ ]rˆm lim
T→∞
eλm(T−t0)
= ρˆssTrXˆ. (31)
This gives the third line in Eq. (30). We note that Eq. (30) leads to KRK = K. This implies
that R satisfies one of the conditions for the Moore-Penrose pseudoinverse of K.
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C Derivation of Eq. (16)
For completeness we here derive Eq. (16), the work version of the results in Refs. [12, 15]. First
we note that we can measure the work W during varying the chemical potentials µ = {µi}i with
a time interval τ as follows. At the initial time t = t0, we perform a projection measurement
of reservoir particle numbers {Nˆi}i to obtain measurement outcomes {Ni(t0)}i. For t > t0, we
vary µ, where the system evolves with interacting with the reservoirs. At t = t0 + τ , we again
perform a measurement of Nˆi to obtain outcomes {Ni(t0 + τ)}i. The difference of the outcomes
gives the work W =
∑
i[µi(t0 + τ)Ni(t0 + τ) − µi(t0)Ni(t0)]. Repeating the measurements, we
obtain a probability distribution pτ (W ). The average work is given by 〈W 〉τ =
∫
dWpτ(W )W ,
and the average work flow in a NESS is given by JW = limτ→∞〈W 〉τ/τ with µ being fixed.
In the following, we calculate the average work by 〈W 〉τ = ∂Gτ (χ)/∂(iχ)|χ=0, where Gτ (χ) ≡
ln
∫
dWpτ (W )e
iχW is the cumulant generating function and χ is the counting field. By using
the full counting statistics [30], we can calculate Gτ (χ) by
Gτ (χ) = lnTrSρˆ
χ(τ). (32)
Here ρˆχ is the solution of the generalized quantum master equation (GQME):
∂ρˆχ(t)
∂t
= Kχ
(
µ(t)
)
ρˆχ(t), (33)
where the generalized generator is given by Kχ = [Hˆ, ]/i~ +
∑
j L
χ
j , with the generalized
dissipator Lχj ρˆ ≡ −(1/~
2)
∫∞
0
dt′Trj
[
HˆSj, [H˘Sj(−t
′), ρˆ⊗ ρˆj(µj)]χ
]
χ
. Trj is the trace over the jth
reservoir, HˆSj is the interaction Hamiltonian between the system and the jth reservoir, H˘Sj is its
interaction picture, ρˆi(µj) is the thermal equilibrium state of the jth reservoir with the chemical
potential µj, [Oˆ1, Oˆ2]χ ≡ Oˆ
χ
1 Oˆ2− Oˆ2Oˆ
−χ
1 , and Oˆ
χ ≡ e−iχ
∑
j µjNˆj/2Oˆeiχ
∑
j µjNˆj/2. Note that, if we
set χ = 0, the GQME (33) reduces to the original QME (9), and Kχ, ℓˆχ0 , and rˆ
χ
0 also reduce to
K, 1ˆ, and ρˆss, respectively.
For fixed µ, we can define the left and right eigenvectors of Kχ(µ) corresponding to the
eigenvalue λχm(µ), which are respectively denoted by ℓˆ
χ
m(µ) and rˆ
χ
m(µ). They are normalized as
Tr(ℓˆχ†m rˆ
χ
n) = δmn. We assign the label for the eigenvalue with the maximum real part to m = 0.
It is known that limτ→∞Gτ (χ)/τ = λ
χ
0 holds [30]. Therefore, the average work flow JW in the
NESS can be calculated by
JW (µ) =
∂λχ0 (µ)
∂(iχ)
∣∣∣∣
χ=0
. (34)
We now derive Eq. (16). We first note that the excess work can be written as Wex =
∂Gex(χ)/∂(iχ)|χ=0, where Gex(χ) ≡ Gτ (χ) − Λ
χ
0 (τ) and Λ
χ
m(t) ≡
∫ t0+t
t0
dt′λχm
(
µ(t′)
)
. This is
because 〈W 〉τ = ∂Gτ (χ)/∂(iχ)|χ=0 and Eq. (34). To calculate Gex(χ), we solve the GQME (33).
For this purpose we expand ρˆχ(t) as
ρˆχ(t) =
∑
m
cm(t)e
Λχm(t)rˆχm
(
µ(t)
)
. (35)
Substituting this expansion into Eq. (33) and taking the Hilbert-Schmidt inner product with
ℓˆχ0
(
µ(t)
)
, we obtain
dc0(t)
dt
= −
∑
m
cm(t)e
Λχm(t)−Λ
χ
0
(t)TrS
[
ℓˆχ†0
(
µ(t)
)
˙ˆrχm
(
µ(t)
)]
.
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If the time scale of varying µ is sufficiently slower than the relaxation time of the system, we can
approximate the sum on the RHS by the contribution only from the term with m = 0 (adiabatic
approximation). By solving the approximate equation we obtain
c0(t0 + τ) = c0(t0) exp
{
−
∫
C
TrS
[
ℓˆχ†0 (µ)drˆ
χ
0 (µ)
]}
, (36)
where C is a path connecting µ(t0) and µ(t0 + τ) in the parameter space and drˆ
χ
0 (µ) ≡∑
j
(
∂rˆχ0 (µ)/∂µj
)
dµj. If ρˆ
χ(t0) = ρˆss
(
µ(t0)
)
, then c0(t0) = Tr
[
ℓˆχ†0
(
µ(t0)
)
ρˆss
(
µ(t0)
)]
.
At long time, only the m = 0 term remains in Eq. (35) since Λχ0 (t) has the maximum real
part. Therefore we obtain
ρˆχ(t0 + τ) ≃ c0(t0 + τ)e
Λχ
0
(τ)rˆχ0
(
µ(t0 + τ)
)
. (37)
Substituting Eq. (36) into this equation we obtain an expression for Gex(χ) = lnTrSρˆ
χ(t0+ τ)−
Λχ0 (τ) as
Gex(χ) =−
∫
C
TrS
[
ℓˆχ†0 (µ)drˆ
χ
0 (µ)
]
+ lnTrS
[
ℓˆχ†0
(
µ(t0)
)
ρˆss
(
µ(t0)
)]
+ lnTrSrˆ
χ
0
(
µ(t0 + τ)
)
. (38)
Finally, by differentiating Eq. (38) with respect to iχ and setting χ = 0, we obtain an expression
for the excess work:
Wex = −
∫
C
TrS
[
ℓˆ′†0 (µ)dρˆss(µ)
]
. (39)
We thus obtain Eq. (16).
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