Given the Markov parameters of
Introduction
In report [10] we looked at an extension of the Berlekamp-Massey algorithm. The Berlekamp-Massey algorithm [3, 4, 9] solves the minimal partial realization problem for scalar sequences of Markov parameters. The matrix case is solved by an algorithm described by Dickinson, Morf and Kailath [5] and Anderson, Brasch and Lopresti [1] . Our version is algorithm A of section 12 in report [10] . In [2] Antoulas also gives an algorithm to solve the matrix case such that the solution is in the form of a matrix continued fraction. He calls his algorithm a matrix algorithm of Euclides while it is in fact a matrix Berlekamp-Massey algorithm. In [12] we related our algorithm A to the one of Antoulas.
The algorithm of Euc1ides is well known for finding the greatest common divisor of two (scalar) polynomials. But the algorithm has other useful applications such as the solution of the scalar minimal partial realization problem. The solution is given in the form of a continued fraction but in contrast with the matrix continued fraction of Antoulas each convergent has another structure i.e. the next convergent has more states than the previous one or the degree of the denominator polynomial of the convergent increases. To compute that part of the continued fraction that determines the next convergent the algorithm of Euc1ides uses more than one Markov parameter in contrast with the algorithm of Antoulas which uses just one matrix Markov parameter at each step. What we want to give in the next section is an algorithm that constructs a matrix continued fraction such that the next convergent of the continued fraction has another structure than the previous one thus maintaining as much detail as possible.
A matrix Euclidean algorithm
Throughout this text we shall freely use the definitions and notations of [10] . As in [11] we shall take the shift parameter k = -1, which corresponds to the classical minimal partial realization problem. We recall the following: Given the p X m Markov parameters Ml Because we want to construct a matrix continued fraction a la Antoulas. that is as simple as possible but whose convergents solve minimal partial realization problems of increasing orders. we construct solution vectors such that they can be used at as much further levels as possible. To find these solution vectors. we use the fact that we know all vectors of S(n.a). It was shown in [12] that a basis for them is given by the solution vectors and auxiliary vectors (possibly shifted) of that level. More precisely a (z) E Sen. a) has the form
where ai(z) •.
•.
• 
where Xk are the auxiliary vectors of potential degree 71"k.we shall find m solution vectors with linear independent highest degree coefficients and with residual degrees as small as possible without increasing their degrees.
Algorithm D we are going to describe now is an adaptation of algorithm A given in section 12 of [10] or its reformulation given in section 2.3 of [11] . The latter relates it to a matrix continued fraction as in [2] . More details and some examples can be found in [13] . Also information about degrees and potential degrees (vector dM) is updated. Each matrix has two parts: The A-part which refers to the auxiliary vectors and the S-part which refers to the solution vectors. All transformations of these matrices can be described in terms of elementary operations applied to the columns. Le. multiplications from the right with elementary matrices E which have the following meaning (see [11] ) Ej(a) = unit matrix with column i multiplied by a Ei) = unit matrix with column i and column j interchanged (numerator matrix) 
such that dRSa is as small as possible.
(Note that there may be more than 1 solution).
The previous linear combination is assembled in the unimodular matrix W(i) :
with P = I EBPS. 
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If you now set 
where Cn is a constant different from zero such that an(z) is a monic polynomial of degreẽ 6. The scalar algorithm of Euclides can also be used to compute a greatest common divisor of two polynomials. This property can also be extended to algorithm D. See [2] . Suppose we have a left matrix fraction description: T(z)-lQ(z) and we want to compute a greatest common left divisor of T(z) and Q(z).
Starting from the Markov parameters of
T(z)-lQ(z)
we compute the unimodular matrices VO(Z)'vl(Z)'v2(Z) •...
• VN(z) using algorithm D until we get a minimal realization of these Markov parameters. This means that 
!YON(Z) CON(Z)I [T(z)I-Q(z)]vO(Z)V1(Z)V2(Z)'" VN(Z) = [T(z)I-Q(z)]

Conclusion
We have adapted algorithm A of [10] and [11] , which gives a solution of the minimal partial realization problem for matrix sequences, to get algorithm D, which can be seen as A generalization of THE scalar algorithm of Euclides (See notes 5 and 6).
