This study assesses the extent to which likelihood ratios (LRs) are affected by analyst decisions regarding the number of reference speakers, number of tokens per speaker, and degree of linguistic match between the suspect-offender and the reference data. Using F1 and F2 trajectories from spontaneous /uː/ vowels, LRs were computed against a reference set of up to 120 speakers, and between 2 and 13 tokens per speaker. LR scores proved robust when using more than 30 speakers, although validity improved as sample size increased. Regional dialect mismatch produced stronger same-speaker scores by an average of one log 10 order of magnitude. Validity (EER and C llr ) was also generally poorer in the dialect mismatch conditions. The results indicate that small amounts of reference data should generally be avoided, and that an awareness of the complexity of sociophonetic variation is essential in the definition of the relevant population for voice comparison.
Introduction
Throughout the forensic sciences there is a concerted move towards the evaluation of expert evidence in a likelihood ratio (LR) framework (Aitken & Stoney 1991; Robertson & Vignaux 1995; Champod & Evett 2000; Champod & Meuwly 2000; Aitken & Taroni 2004) . Forensic speech scientists are increasingly accepting the logically and legally correct status of the LR approach, especially in respect of forensic voice (or speaker) comparison (henceforth FVC) (Broeders 2001; Rose 2002; French et al. 2010; Morrison 2010; Foulkes & French 2012; Rose 2013 ).
However, while the LR approach is acknowledged in principle, a number of challenges arise in practice for speech scientists. Voice is a particularly complex biometric, comprising numerous variables with potential for discriminating between speakers. Unlike fingerprints or DNA profiles, properties of voice are not fixed for the individual. Rather, they vary as a function of many factors, some related to a person's physical state, some to psychological states, others related to technical qualities in a recording of the voice. Vocal properties also vary considerably between speakers, reflecting different regional and social backgrounds, for example. The complexity of the voice, and of within-and between-speaker variation, means that there are many degrees of freedom in selecting and analysing vocal properties in a given case. Moreover, the analyst must make methodological decisions at several steps in a LRbased analysis: the initial sampling of suspect and offender speech, choice of variables for comparison, methods of analysis, definition of the relevant population, collection of representative reference data, sampling the reference data, selecting the formula for LR computation and calibration procedure, the means of combining LRs from separate variables, and so on. As a consequence, establishing reliable LRs in voice analysis can be problematic.
The outcome of an analysis inevitably depends in part on the methodological decisions made in the analysis. It is therefore appropriate to discuss voice analysis in terms of LR estimates as an acknowledgement of the scope for fluctuation in the outcomes of the analysis (Rose 2013) . The focus of the present paper is therefore to explore the effects on LR results that can be obtained by varying three key factors in an analysis: (1) the number of speakers included in the reference (background) data used for comparison with the suspect-offender data; (2) the number of tokens analysed per speaker; and (3) the degree of dialect match between the suspect-offender and reference samples. Our analysis concerns the vowel /u:/ in four dialects of English.
Before outlining the experiments undertaken to address these issues, we first outline the most important tenets in the LR framework.
Establishing typicality in LR computations
The purpose of the LR is to provide a gradient assessment of the strength, or weight, of comparison evidence, which indicates the degree to which the evidence supports both the prosecution and defence. The LR is the ratio of the probability of the evidence assuming the prosecution proposition and the probability of the evidence assuming the defence proposition, which can be expressed as:
probability evidence prosecution proposition (same speaker)) probability evidence defence proposition (different speakers))
Applied to FVC, the prosecution proposition is typically that the suspect and offender are the same speaker, while the defence proposition, in general terms, is that the suspect and offender are different speakers. The numerator of the LR involves an assessment of the similarity between the suspect and offender samples with regard to the variable(s) of interest and the denominator involves an assessment of the typicality of the offender sample (i.e. the evidence) with respect to the relevant population (Aitken & Taroni 2004) . The typicality element is central to the LR since strength of evidence is dependent on "whether the values found matching between two samples are vanishingly rare, or sporadic, or near universal in the general (relevant) population" (Nolan 2001:16) . In order to compute a numerical LR, typicality is estimated using statistical models of between-speaker variation built from a representative sample of the relevant population (Rose 2002 ).
However, the estimation of typicality for speech evidence is problematic (Gold & Hughes 2014) . One issue concerns the theoretical definition of the relevant population. The relevant population is, necessarily, defined by the defence hypothesis (H d ) (Morrison 2010) . For example, the relevant population could be a single person if the H d is that it was not the suspect who produced the evidential speech but his brother. However, in many forensic cases the defence offer a non-specific hypothesis ('it was not our client, it was someone else') or no alternative at all. Referring to forensic sciences generally, Robertson and Vignaux emphasise the fact that "it is often difficult if not impossible to determine the probability of the evidence with a vague and ill-defined hypothesis " (1995:31) . In some sciences it might be possible to estimate LRs for a particular variable with a non-specific reference population, but only in cases where it can be safely assumed that the variable does not pattern in significantly different ways across sub-sections of the wider population (Robertson & Vignaux 1995:36) . However, it is likely that such assumptions cannot be made for voice. Many years of research in phonetics, dialectology, and sociolinguistics, as well as forensic speech science, have revealed numerous sources of systematic within-and between-speaker variation (e.g. Foulkes, Scobbie & Watt 2010).
Logical relevance
In other forensic disciplines the issue of defining the relevant population is resolved using the concept of logical relevance (Kaye 2004) . This refers to the factors which are known to affect the patterning of a given variable in the population at large. In DNA casework, for instance, the relevant population may be determined by ethnicity or region, since the frequency of certain DNA sequences varies according to ethnic or regional grouping (Lewotin & Hartl 1991; Long, Li & Healy 2009 ). Since the ethnicity or regional background of an offender cannot be inferred from DNA alone, a multiple-H d approach is adopted in which the jury is presented with a range of LRs, each computed based on different assumptions about the ethnic or regional grouping of the relevant population (Kaye 2008; Gill & Clayton 2009; Kahn 2009 ). However, there are in principle considerably more logically relevant factors in FVC than in DNA (Foulkes and French 2012; Gold & Hughes 2014) . Pragmatic decisions must therefore be made by the analyst to ensure the estimation of the strength of evidence is answering the question asked by the court.
Across the majority of LR-based research in FVC logical relevance has been the preferred approach for defining the relevant population. For example, Rose suggests that the default assumption should be that the voice in the incriminating sample does not belong to the defendant, but to "another same-sex speaker of the language" (2004:4). A limited set of studies have acknowledged issues relating to the definition of the relevant population. Loakes (2006) investigated the LR-based performance of a test set of four pairs of male twins from Melbourne aged 18 to 20. She assessed typicality using the Bernard (1970) corpus. Input data consisted of F1, F2 and F3 midpoint values from the eleven monophthongs of Australian English extracted from non-contemporaneous samples. However, the Bernard data was considered inappropriate for LR-based analysis of some variables due to processes of sound change over the 30+ years separating it from the test data (see Cox 1999) , and because of the diversity of the corpus with regard to regional background. Rose (2013: 108-110 ) also discusses the regional heterogeneity in the reference data used to assess typicality in a study of linear prediction cepstral coefficients (LPCCs) extracted from Japanese vowels. Rose claims that the promising system performance achieved may be accounted for by the varied regional make-up of the reference data, introducing more between-speaker variation than if a single dialect region had been used. However, only Zhang et al.'s (2008) study of midpoint F1, F2 and F3 values from /i y/ in Standard Chinese has extended Rose's (2004) default defence proposition by controlling for age, sex and regional background in the reference data. The issue of reference population variability is also considered in Hughes (2014) .
It is obvious that limiting the definition of the relevant population to sex and regional dialect greatly underestimates the extent and potential effects of systematic variation in speech and language. However, the majority of LR research reveals only an implicit awareness of the social underpinnings of dialect, for example. Typically such variation is treated simplistically, by reducing 'dialect' to broad regional background (e.g. 'Australian English') and reducing sex to a binary biologically-defined variable (i.e. male vs. female; for more on the complexity of sex and gender in sociolinguistics see Eckert 1989 , Cheshire 2002 ). The many other factors known to shape speech production tend to be overlooked completely. These factors include age (as both a biological and social variable), ethnicity, social class, factors relating to the structure of conversation or discourse, and a complex range of factors relating to individual emotion, stance and attitude (Chambers 2008; Foulkes, Scobbie & Watt 2010; Wardhaugh 2010) . Further, the implications of different definitions of the relevant population on the outcome of LRs are consistently ignored, with the exception of Loakes who states that beyond "sex and accent (…) tighter constraints on social variables might also need to be applied to population selection" (2006:198) in LR-based FVC.
Composition of the reference data
The second issue for the computation of numerical LRs is a practical one, relating to the amount of reference data needed for reliable estimates of patterns in the relevant population. As highlighted in Rose (2013) , the degree of precision with which multivariate densities are modelled is proportional to the number of reference speakers and the number of dimensions per variable. That is, the more multidimensional the variable to be modelled, the more reference speakers are needed for the multivariate densities to be modelled appropriately. Therefore, individual FVC variables are expected to display different levels of sensitivity to the number of reference speakers used. Highly multidimensional variables are predicted to be more sensitive to small reference samples, meaning that stable LR output is achieved with more reference speakers than for variables with fewer dimensions.
The issue of the number of reference speakers needed to estimate between-speaker variation has received some attention. Ishihara and Kinoshita (2008) recorded dramatic increases in LR values based on long-term fundamental frequency as the number of reference speakers decreased. Same-speaker LRs were found to be around three log 10 orders of magnitude greater for a reference data set of 10 speakers compared with 120 speakers. Variability in LR performance with fewer than 20 speakers was found to be much more unstable. Rose (2012) and used Monte Carlo simulations (MCS) to assess the point at which LRs become asymptotic. Based on a same-speaker comparison using mid-point F1, F2 and F3 values for the single vowel /aː/ in Australian English, Rose (2012) found similar performance using 30 speakers as with 10,000 speakers. Similarly, calibrated LRs in using articulation rate (AR) as the variable were robust to sample size even with as few as 10 speakers (compared with a baseline of 1000). The study also considered the estimation of within-speaker variation by assessing the effect of the number of tokens per reference speaker using MCS. Again, calibrated LRs using 2 tokens per speaker were found to be equivalent to those based on 200 tokens. System validity was relatively stable even with the smallest amount of data per reference speaker. Since AR is a univariate form of forensic data, these results are consistent with the predicted relationship between dimensionality and sensitivity to variation in sample size. also claim that such patterns may be explained by the relatively poor discriminatory power of AR and therefore are not likely to be generalisable beyond this variable.
Scope of the present study
Despite the growing body of research in forensic speech science conducted within a numerical LR framework, the theoretical and practical issues related to the estimation of typicality and the effects of analyst decisions have received only limited attention. Therefore, this study explores the effects of variability in the reference data by addressing the following research questions (RQs): In LR-based FVC a set of test data is used which contains speakers who act as suspect and offender pairs, where the ground truth of whether the offender samples were produced by the same (SS) or different speakers (DS) is known. Multiple SS and DS comparisons are conducted to assess overall patterns in terms of the general strength of evidence achieved and the validity of the system (such as error rates) tested. The typicality element of the LR is assessed using a set of reference data containing speakers who are representative of the relevant population. In order to compute a numerical value for the LR, offender values for the variable of interest are evaluated firstly with regard to a statistical model of the suspect data and secondly with regard to a model of the between-speaker variation in the reference data (for more see Morrison 2010) .
It goes without saying that the numerical LR output is dependent on the decisions made by the analyst at all stages of a case. The primary concern of the present study is thus the magnitude of the effects on LRs of key analytic decisions made by the analyst, and the extent to which such variation is systematic. The results are not intended to determine categorically how the reference population should be defined and sampled, but rather to highlight issues of logical relevance in FVC and identify potential pitfalls with the application of a broadly 
Experiments
Three separate experiments were conducted. The experimental data for all three consisted of first and second formant measurements of /uː/ (as in goose, duke) from four dialects of English. In each experiment one aspect of the design was varied systematically: the number of speakers in the reference data used to assess typicality (Experiment 1), the number of tokens per reference speaker (Experiment 2), and the regional dialect make-up of the reference data (Experiment 3). As the same dataset was used for all three experiments, a single summary of the materials is provided in this section. Results are then discussed separately for each Experiment in section 3.
Choice of vowel
The initial motivation for the use of /u:/ was a pragmatic one. The availability of a large set of acoustic measurements for New Zealand English (NZE) meant that there was enough data to create a large reference dataset and a semi-independent (match) test set. Data for the British dialects was also readily available. This vowel was also considered a good choice because it is not a vowel with a high degree of social or regional variation (until recently it has not been the subject of extensive attention by linguists working in the UK or New Zealand (NZ), for example). It is most appropriately categorised as a sociolinguistic indicator (Labov 1971 ) in all four dialects. Indicators are features that display systematic variation but which generally remain below the level of speaker consciousness. They contrast with markers, which display stylistic variation, and stereotypes, which may be the subject of overt commentary.
A further advantage of using /u:/ is that current patterns of variation and on-going change are predicted to be consistent across the four dialects. The apparent-time fronting of /u:/ has been attested in NZE (Easton & Bauer 2000) , and Manchester and York (Hughes et al. 2011; Haddican et al. 2013) , and is predicted for all dialects by acoustic-phonetic studies of other varieties of English (Torgersen & Kerswill 2004; Hawkins & Midgley 2005) . /u:/-fronting has also been found to be consistently correlated with age, such that F2 values are expected to be higher for younger speakers. Further consistent patterns of variation result from adjacent phonological contexts. Most notably, Ash (1996) and Hall-Lew (2005) report maximally fronted realisation following /j/ and maximally retracted realisations preceding /l/, especially in dialects where coda /l/ is velarized or 'dark' (which is true for three of our four dialects, Newcastle being the exception). Such internal phonological factors are important in ensuring that the estimation of within-speaker variability is controlled across the four test sets.
Speakers
A total of 152 speakers was used. The speakers were divided into five groups: a reference dataset of 120, and four test sets, each comprising 8 speakers. The reference data consisted of NZE speakers, drawn from the Canterbury Corpus (CC) of the Origins of New Zealand English (ONZE) corpus (Gordon et al. 2007 ). The CC contains sociolinguistic interview recordings of 169 males from Christchurch and the surrounding Canterbury region, recorded from 1994 onwards. The recordings used for acoustic analysis were digitised at a sampling rate of 44.1 kHz and a 16-bit depth. The four test sets differed in terms of the regional background of the speakers. Three sets contained speakers of English dialects from the north of England: Manchester, Newcastle, and York. The other contained a further set of NZE speakers from the CC. The three sets of British English test data are classed as dialect mismatch conditions, whilst the NZE test data is the match condition.
The British samples consisted of spontaneous speech recorded as part of sociolinguistic studies: Manchester from Haddican (2008-13) , Newcastle from Milroy et al. (1994-97) , and York from Tagliamonte (1996-98, 5 speakers) and Haddican (2008-13, 3 speakers) . In all cases speakers were young men, aged between 17 and 30. All the recordings consisted of paired conversations between peers, except for Tagliamonte's York corpus, which was largely made up of monologues guided by an interviewer. All recordings lasted 45-60 minutes. All had been digitised at a sampling rate of 44.1 kHz and a 16-bit depth, again with the exception of Tagliamonte's York recordings which had a sampling rate of 22.05 kHz. The test speakers are considered well matched in terms of the key sociolinguistic factors of age, social class, and speaking style.
Segmental material
Data consisted of time-normalised measurements of F1 and F2 for /uː/. A dynamic approach was adopted, following McDougall (2004) . Formant contours were defined by nine raw Hz values taken across the whole trajectory of each vowel token. These data were then fitted with a polynomial spline to reduce dimensionality. The dynamic approach ensures that differences both between the dialect groups and between individual speakers are captured.
Compared with a steady-state approach, in which values are taken solely at the vowel's midpoint, dynamic characterisation captures phonetic variability in the degree of formant movement and overall trajectory shape, rather than absolute frequency alone. As such, formant dynamics have been shown to be a more useful forensic resource than single steadystate measurements (Greisbach et al. 1995; Ingram et al. 1996; Eriksson et al. 2004; McDougall 2004 McDougall , 2006 . The nine-point characterisation approach was chosen since it has been used extensively in forensic phonetic research (McDougall and Nolan 2007) . Further, since parametric representations of the data were used as input data for the LRs, a large number of raw Hz measurements was not considered necessary since the polynomial curve smoothes over lower-level fluctuations in the formant trajectory.
As already explained, /u:/ was not expected to display any marked degree of variation across the four dialects. This was indeed the case, as demonstrated by the overlap in mid-point measurements across the four test sets (Figure 1) . Some of the speakers in the older York data produced notably back realisations, as shown by the scattering of data points on the lower right of Figure 1 . Overall, however, speakers of all four dialects overlapped in F1-F2 acoustic space.
[ The degree of overlap in the F1~F2 plane ( Figure 1 ) and the patterns of variation predicted by the sociophonetic literature offer no particular evidence to suggest that the data in this study come from four distinct regional speech communities. However, pairwise t-tests revealed significant F1 differences between the NZ set and the Manchester and Newcastle sets (at the 1% level). Of course, in an authentic forensic context we would not expect any analyst would evaluate British English suspect and offender samples relative to reference data drawn from NZE. However, the choice of vowel here is illustrative of possible analytic procedures where the regional background of the offender is unknown, and incorrectly defined. Further, no set of reference data is perfect. Any dataset will necessarily display some degree of mismatch with logically relevant characteristics of the offender, of which the analyst may or may not be aware. It is, therefore, essential to assess the effect of such mismatch on the resulting strength of evidence.
Data extraction
Manual extraction of formant data for Manchester, Newcastle and York was performed using a Praat script. 1 Where preceded by voiceless sounds and voiced fricatives, the onset of /uː/ was determined by the onset of periodicity (or the absence of aperiodicity) in the waveform and onset of formant structure in the spectrogram. Following voiced sonorants, the onset was defined by abrupt changes in formant structure and amplitude, and using auditory analysis. The offset of target vowels was defined by the offset of energy in F2 ), offset of periodicity or change in formant structure and amplitude. In all cases, boundaries were moved to the nearest zero crossing. Errors were reduced by varying the maximum number of tracked formants (between 5.0 and 6.0 within a 0-5kHz range) and by handcorrection. Values were also cross-referenced with visual inspection of the spectrogram and the spectrum.
Dynamic data from the ONZE materials were auto-generated for all 169 male speakers in the CC using force aligned TextGrids and tracking 5.0 formants within a range of 0-5kHz. In an attempt to reduce the effects of tracking errors, thresholds were set to constrain acceptable measurements. Based on predicted values, F1 measurements outside the range of 250-600Hz were considered errors and removed. These thresholds allow for considerable F1 variation, since NZE has a variant with a central offset /uː/à[ʉ əә ] (Hay et al. 2008:24) . Since the average male F1 for schwa is around 500Hz (Johnson 2003:96) , an upper limit of 600Hz was considered sufficient to capture variation in vocal tract length, without accepting erroneous values. Tokens with F2 values outside of 700-2400Hz were also removed. The wide threshold for the acceptance of F2 values was again implemented to account for the expected range of phonological variation. Univariate outliers were identified by calculating betweenspeaker z-scores, such that values ±3.29 standard deviations from the mean were removed (Tabachnick & Fidell 2007:73) .
The NZ test set was reduced from the full cohort of 169, in order to exert more control over speaker age. Only those speakers born in 1970 or later, who would have been between 20 and 30 years old at the time of recording, were eligible for inclusion in the test set. From this group, speakers with fewer than 20 tokens were omitted from inclusion in the NZE test set as a means of ensuring a range of tokens in different phonological conditions. The 8 speakers with the lowest mean z-scores were used as the NZ test set (32-70 tokens, mean=56). For all test speakers, pre-/l/ tokens were omitted from the analysis, since it is well known that a following /l/ promotes a markedly lower F2 for speakers of most dialects (e.g. Ash 1996) . In order to ensure a fair estimate of within-speaker variability across each of the regional test sets, within-speaker z-scores were calculated for the remaining data and tokens ranked within phonological grouping for each speaker. The 16 tokens with the lowest z-scores in each of the four phonological conditions (Table 1) were then used as input data. non-j ____ non-l 2 non-j ____ # 4
Total = 16
With the removal of the 8 NZ test speakers, 161 males born between 1932 and 1987 were eligible for inclusion in the reference data. As before, tokens with outlying values were removed from the analysis. Whilst all pre-/l/ tokens were removed, it was not possible to control fully for phonological conditioning while simultaneously ensuring that speakers had the same number of tokens overall. Instead, combined z-scores were used to rank tokens according to speaker such that 10 tokens per speaker were identified on the basis of minimal between-speaker variation rather than phonological context. There is therefore some divergence between the test and reference data in the proportion of tokens in each context (Table 2) , but in each case around 50% of tokens were post-/j/. The resultant reference data consisted of 120 speakers with 10 tokens per speaker. The raw F1 and F2 trajectories were fitted with cubic polynomial curves (McDougall 2006) of the form = = ! + ! + + (Figure 2 ). Polynomial regression reduces the raw data to a series of coefficients calculated using a least-squares method, which reduces the sum of the squared residuals (i.e. the distance between raw and fitted data). The four coefficients per formant were then used as input data for computing LR scores. Consistent with Morrison (2009) , cubic polynomials were chosen after pre-testing revealed better system validity compared with the quadratic fits. More complicated regression models were avoided on the basis of McDougall and Nolan (2007) , who found that lower order polynomials of /uː/ trajectories outperformed quartic approximations in discriminant analysis. Further, there was no a priori expectation for the raw formant trajectories to display any greater than cubic complexity.
[FIGURE 2 NEAR HERE] 
LR computation and analysis
A MatLab implementation 2 of Aitken and Lucy's (2004) Multivariate Kernel Density (MVKD) formula was used to compute LR scores. Input data consisted of the four cubic polynomial coefficients per formant (i.e. eight dimensions when using both F1 and F2 input). MVKD used in the present study as it is generally preferred for analysing linguistic-phonetic variables, with Morrison claiming that it is "considered the standard procedure … in acousticphonetic (FVC) " (2011: 244) . This is because it is suited to the analysis small amounts of token-based data per speaker (Jessen and Enzinger 2014 ) with a relatively small number of dimensions (Nair et al. 2014) . In MVKD, the suspect data is modelled using a Gaussian distribution while the reference data is modelled using speaker-dependent Gaussian kernel density estimation. The reference model is speaker-dependent in that it is generated using equally-weighted Gaussians for each reference speaker based on the mean and variance of their values . Importantly for Experiment 1, the value for the smoothing parameter for the between-speaker kernel density is "determined by a function of the number of groups (speakers) in the background" data (Morrison, 2011: 243) . MVKD is also capable of accounting for the correlations between features of multivariate data (e.g. individual formants of a single phoneme). As stated by Rose (2013: 95) , correlations are handled through the variance-covariance matrices between-speakers and the inversion of the withinspeaker variance-covariance matrices for the suspect and offender data, which "contribute towards the decorrelation of the individual features … and the equalisation of their contribution" (Khodai-Joopari 2006: 145).
Since only a single contemporaneous sample of speech was available for each speaker, a MatLab script 3 was used to compute multiple SS and DS LR scores, by dividing the data for each speaker in half. The input was formatted such that each 'sample' contained the same number of tokens in each of the phonological conditions. In Experiment 1, the four sets of test data were pooled (32 speakers) and LR scores initially computed using from 10 up to 120 reference speakers and 10 tokens per reference speaker. Speakers were removed randomly to minimise any systematic effects correlating with speaker age. In Experiment 2, the pooled test data were used and scores computed using 102 reference speakers and up to 13 tokens per speaker. Tokens were removed according to their position within the original recordings, such that those produced later were removed first. For both Experiments 1 and 2, data from both F1 and F2 was included when computing LRs.
Finally, in Experiment 3, scores were computed for the four test sets independently using 120 reference speakers and 10 tokens per speaker, where only one test set (NZ) matches the reference for regional background. The scores using the NZ test data are used as the baseline for assessing the magnitude of any mismatch effects. In Experiment 3, F1 and F2 data was analysed in combination, followed by an analysis of F2-only. As is common in LR-based studies, the F2-only condition is intended to recreate realistic forensic conditions in which F1 may be compromised due to bandwidth restrictions imposed by telephone transmission (Künzel 2001; Byrne & Foulkes 2004 ). In the absence of a sufficient amount of test data to calibrate adequately, results were analysed in terms of LR scores. Scores were transformed using a base-10 logarithm (log 10 LR), and the magnitude of differences in scores as a function of sample size and regional mismatch assessed with reference to Champod and Evett's (2000) verbal scale (Table 3) .
Positive LR values for an analysis support the 'same speaker' (SS) proposition (i.e. the experimental equivalent of the prosecution proposition that the evidential sample was produced by the suspect). Negative values support the 'different speaker' (DS) proposition (equivalent to the defence proposition that the evidential sample was produced by someone other than the suspect). Scores between 0 and ±1 are categorised as 'limited support' for the relevant proposition, while scores between ±4 and ±5 are categorised as 'very strong support'.
System validity (i.e. how well SS pairs are separated from DS pairs) was quantified using both equal error rate (EER) and the log LR cost function (C llr ) (Brümmer and du Preez 2006). EER is a binary accept-reject error metric based on the percentage of false hits (DS as SS) and false misses (SS as DS)
. C llr is a gradient metric based on the magnitude of the contraryto-fact LR scores. The higher the magnitude of the errors the more the system is penalised (Rose 2010).
Limitations
The lack of non-contemporaneous samples means that suspect and offender data for each speaker was extracted from a single recording. As such, the within-speaker variability both in the test and reference data will necessarily be different from that found in real forensic casework (Enzinger and Morrison 2012) . A further limitation is the combination of intrinsic and extrinsic LR testing. Intrinsic testing involves using test and reference data extracted from the same corpus, as has been done for the NZ data, while extrinsic testing uses independent sets of test and reference data from different sources. Both techniques have been used extensively in LR-based research (Rose 2006; Rose et al. 2006; Rose 2007) . The combination of intrinsic and extrinsic testing may exaggerate the differences between the regional match and mismatch test sets, since intrinsic testing predicts closer similarity between the test and reference data, compared with the use of a completely independent reference data. Finally, the use of multiple test sets means that the estimation of similarity differs across test sets. This compromises the extent to which the differences between scores can be attributed exclusively to the typicality element of the LR. Figure 3 shows the boxplot distributions of SS LR scores as a function of the number of reference speakers. Following Rose (2012) , the most precise estimate of strength of evidence is assumed to be that produced using the largest amount of reference data. With the minimum number of reference speakers the median log 10 LR score is negative, offering 'limited' support for the defence. The median SS score becomes positive with more than 15 reference speakers and continues to increase as a function of the number of speakers in the sample. By the inclusion of 35 speakers the median score is almost equivalent to that using 120 reference speakers ('moderate' support for the prosecution). There is a negative correlation between the range of scores and the number of reference speakers, with the widest range recorded using the smallest amount of reference data. Figure 3 thus suggests that scores are misrepresentative and unstable when using small numbers of reference speakers. The proportion of contrary-to-fact (negative) SS scores is also considerably higher with smaller amounts of reference data. By the inclusion of more than 30 speakers, SS scores become more robust to the addition of speakers to the sample and are essentially equivalent to those achieved using the maximum amount of reference data. Figure 4 displays the distributions of DS scores based on the number of reference speakers. DS median scores are more sensitive to the size of the reference data than SS scores. Median DS scores are stronger by two orders of magnitude using 10 reference speakers compared with the 120-speaker condition. That is, the strength of evidence increases by two categories using the framework illustrated in Table 3 (e.g. a comparison that yields a score of -2 with 120 reference speakers yields a score of -4 with 10 speakers). Using the smallest amount of reference data, the median score is equivalent to 'strong' evidence in support of the defence. With the inclusion of between 15 and 120 speakers there is some fluctuation in median DS scores, although this is consistently within the range of -1 to -2 ('moderate' support). As with SS pairs, the widest overall and interquartile ranges are generated using the smallest amount of reference data, with the highest proportion of contrary-to-fact scores recorded with 10 speakers. There is instability in the range of scores with smaller sample sizes, although the distributions appear robust to sample size with more than 30 speakers. After this point there is some increase in the interquartile range and decrease in the proportion of false hits.
Results

Experiment 1: Number of reference speakers
[FIGURE 3 NEAR HERE] Figure 3 : Boxplots of SS LR scores as a function of the number of reference speakers mid line = median, filled box = interquartile range (containing middle 50% of the data), whiskers = scores outside the middle 50%, dots = outliers, dashed line = neutral evidence) (Rose 2012) Considering the results on a speaker-by-speaker basis, the removal of certain individuals from the reference data clearly has a greater effect on the outcome of LR scores than other individuals. This may be explained by the lack of phonological conditioning in the reference data. Given that certain reference speakers may have greater numbers of post-/j/ tokens, and that the highest F2 values are generally achieved in this phonological context, their removal may have a more substantial effect on the distribution of values from the reference data. This is turn may serve to make pairs of target samples more or less typical relative to the background data. The removal of background speakers with fewer post-/j/ tokens will necessarily have less of an effect on the numerical value of the LR for the same target samples. The effect of the number of reference speakers on EER is shown in Figure 5 . The highest (i.e. worst) EER (37.6%) is achieved with 10 reference speakers. This reflects the high proportion of contrary-to-fact scores for both SS and DS pairs using small amounts of reference data. Between 10 and 20 reference speakers there is marked improvement in categorical (acceptreject) validity. EER fluctuates within a range of around 10% (between 22% and 32%) with between 20 and 60 reference speakers, although the overall trend is an improvement in EER with more data. This is highlighted by the fact that the lowest EER is achieved using all reference speakers (19.1%). Figure 6 shows C llr as a function of the number of reference speakers. As with EER, the poorest validity is found when using the smallest amount of reference data. With 10 speakers, C llr is considerably higher than zero (>5) indicating very poor system validity. This reflects the high proportion of very high contrary-to-fact SS scores, which in one outlying case was a log 10 value of less than than -16. C llr improves radically with the inclusion of more speakers, such that validity appears relatively stable by 20 speakers. However, for systems with more than 20 reference speakers, validity is continually improved with the inclusion of more reference data. Based on the distributions of scores in Figures 3 and 4 , it appears that a decrease in the magnitude of both contrary-to-fact SS and DS scores is responsible for the improvement in Figure 6 . 
Experiment 2: Number of tokens per reference speaker
The distributions of SS scores according to the number of tokens per reference speaker are shown in Figure 7 . The median SS score is somewhat weaker with 2 tokens per reference speaker compared with all other conditions, equivalent to the difference between 'limited' and 'moderate' support for the prosecution. The range of scores in the 2-token condition is also considerably higher than in any other condition due to the proportion of high magnitude contrary-to-fact values. Between the 3-and 13-token conditions the median SS score remains relatively stable, fluctuating within a range of +1 to +2. There is some instability in the interquartile and overall ranges as the amount of data per reference speaker increases. Most notably, the effects can be seen in the most negative outlying value, which increases by three orders of magnitude (from 'strong' to 'limited' contrary-to-fact evidence) between the 5-and 13-token conditions.
[FIGURE 7 NEAR HERE] Figure 7 : Boxplots of SS LR scores as a function of the number of tokens per reference speaker Conversely, variation in the distributions of DS scores (Figure 8 ) as a function of the number of tokens per reference speaker appears more systematic. Median DS scores offer considerably greater support for the defence with small amounts of data. Between 2 and 13 tokens per speaker the strength of evidence decreases by the equivalent of two orders of magnitude from 'strong' to 'moderate' support for the defence. The range of DS scores is far greater when using larger numbers of tokens per speaker, with outlying DS scores decreasing in strength by as much as 10 orders of magnitude between 2 and 13 tokens per speaker. Interestingly, variability in DS scores stabilises with more than 8 tokens, where the distribution of scores is very similar to that using 13 tokens. Whilst the magnitude of strongest contrary-to-fact score decreases as the size of the sample increases, the percentage of false hits increases slightly. Figure 9 reveals that EER is unstable as the number of tokens per speaker increases. As such, there is no systematic pattern in terms of categorical error performance as a function of the number of tokens. This is consistent with the fluctuation in the proportion of SS scores offering support for the defence in Figure 7 and the increase in the number of contrary-to-fact DS scores in Figure 8 . Figure 10 , however, provides a more coherent picture of the effect. Validity is poorest with 2 tokens per speaker (C llr > 2). As the number of tokens increases, C llr improves such that the best validity is achieved using all 13 tokens per speaker. Between 6 and 13 tokens validity appears to level out, with marginal improvement in C llr . 
F1 and F2
Figure 11 shows marked differences in the magnitude of scores achieved using the match (NZE) and mismatch (British varieties) test sets. The median SS score is stronger by one order of magnitude for the three British test sets, compared to the NZ baseline. This is equivalent to the difference between 'limited' and 'moderate' support for the prosecution. The highest median strength of evidence is achieved using the York test data (median = +1.85). The atypicality of the Manchester and Newcastle test data relative to the reference data also results in 0% SS errors, compared with 12.5% for the NZ test set. Regional mismatch also affects the range of SS scores. For the Manchester and Newcastle test data the range of SS scores is narrower than for the NZ baseline with almost all pairs achieving values between +1 and +2. The largest range of SS scores was found in the York data, minimally achieving values of less than +1 ('limited' support) and maximally achieving log 10 LRs of over +3 ('moderately strong' support). The within-group variability between the York speakers is likely the cause, since certain SS pairs are more or less atypical relative to the reference data than others. This between-speaker variation reflects the use of speakers from two corpora of York English, separated by 10 years (Haddican et al. 2013 ).
More complicated patterns of variation are displayed across DS results. The highest median strength of DS evidence is achieved using the York test data (-6.4; off the scale on Figure  11 ). Given the high amount of between-speaker variation in the York data, this finding is unsurprising and not attributed to the estimation of typicality. A concerning outcome of the DS results is the high level of contrary-to-fact support for the prosecution in the Manchester and Newcastle mismatch sets, and is evidenced by the high cumulative proportion at which the results contour crosses zero on the x-axis on the DS Tippett plot. For the Manchester set 57% of DS pairs record positive log 10 LR scores, whilst 71% of Newcastle pairs are wrongly classified as supporting the prosecution. As such, the median strength of evidence for Manchester and Newcastle DS pairs is positive, and equivalent to 'limited' support for the prosecution. The NZ baseline median is equivalent to 'limited' support for the defence.
[FIGURE 11 NEAR HERE] The effects of regional mismatch are also reflected in the results for system validity ( Figure  12 ). Consistent with the relatively good separation of SS and DS pairs in Figure 11 , the best validity in terms of both EER and C llr is achieved using the York data. Again, this is attributed to the set containing speakers who are more dissimilar from each other than those in the other three test sets. Validity for the NZ baseline test set is relatively poor (EER > 20%, C llr > 0.7) reflecting a large proportion of false hits (DS as SS) and the relatively high magnitude of the one contrary to fact SS score. EER and C llr values are considerably poorer for the Manchester and Newcastle test sets than for the NZ baseline, primarily reflecting the high proportion (considerably worse than chance performance) of DS pairs offering support for the prosecution.
[FIGURE 12 NEAR HERE] Figure 12 : C llr plotted against EER (%) for each of the regional test sets based on F1 and F2 input Figure 13 displays the Tippett plot of SS and DS scores based on F2-only input. As with F1 and F2 input, the lowest median SS score is achieved with the match test data (NZ). The magnitude of the scores is lower with the removal of F1 information. Contrary to Rose et al. (2006: 334) , these results suggest that F1 is making some contribution to SS strength of evidence. However, for the NZ test data two SS pairs achieve negative log 10 LR scores, offering 'limited' support for the defence, compared with one pair using F1 and F2. The effect of the mismatch between test and reference data is considerably reduced with F2-only information. The median SS scores for the NZ (match), Manchester and Newcastle (mismatch) test sets are all equivalent to 'limited' support for the prosecution. Whilst all of the SS scores for the Newcastle data are within the range of 0 and +1, one SS pair in the Manchester data achieves a score of +1.48 ('moderate' support for the prosecution). As in the F1 and F2 data, the median score for the York test set is higher than the match baseline by one order of magnitude. The York data also achieves the widest range of scores, meaning that the between-speaker variation discussed above is preserved in the F2-only condition.
F2-only
For DS pairs, the removal of F1 information has two effects on the scores from the NZ test set. Firstly, the overall magnitude of the scores is reduced, offering further evidence that F1 for /uː/ offers some discriminatory potential. The median DS score is -0.04, which, although equivalent to 'limited' support for the defence, is only marginally below zero. Secondly, the proportion of DS pairs offering SS support increases dramatically to 45%, although the magnitude of positive DS scores is relatively low. Again the removal of F1 information reduces the differences in the scores achieved using the Manchester and Newcastle mismatch sets. Whilst the differences between the medians is relatively small in absolute terms, in verbal terms it is equivalent to the 'limited' support for the defence for NZ and 'limited' support for the prosecution for Manchester and Newcastle. The removal of F1 also reduces the proportion of contrary-to-fact DS scores for the Manchester (55%) and Newcastle (64%) test sets. As in Figure 11 , the median DS score for the York set is considerably higher than the other mismatch sets and the match set, consistent with a high degree of between-speaker variation.
[FIGURE 13 NEAR HERE] Figure 13 : Tippett plots of SS (right) and DS (left) LR scores according to regional test set based on F2-only input (note different scaling from Figure 11) Predictably the best validity, both for EER and C llr is again achieved using the York test data (Figure 14) . The baseline NZ test set performs relatively poorly (EER = 25%, C llr = 0.88). This reflects a high proportion of relatively large contrary-to-fact SS scores, and a very high proportion of small contrary-to-fact DS scores. As such, the F2 is a poor speaker discriminant when regional background is controlled. This may be due to the fact that the patterns of variation and change in /uː/ F2 are similar across the four regional groups, as highlighted in §2.2. Validity for the Manchester test data is marginally better in terms of C llr and marginally worse in terms of EER, reflecting a higher proportion of lower magnitude erroneous scores. Poorest validity is achieved using the Newcastle test data. This shows that mismatch between test and reference data can cause considerable underestimation of system validity relative to the match condition.
[ 
F1 and F2
• Overestimation of mismatch SS scores relative to the NZ baseline (on average equivalent to one order of magnitude) The results presented in Experiment 1 support Ishihara and Kinoshita's claim that LR precision is "heavily compromised if the population data (is) limited to a small number of speakers " (2008: 1941) . In this dataset, LR scores were misrepresentative and unstable with between 10 and 20 reference speakers, relative to the scores using all 120 speakers. On a positive note, the scores became robust to the size of the reference sample when using 30 or more speakers. Validity was also found to be markedly poorer with very small numbers of speakers. Whilst validity continually improved with the addition of more speakers, both EER and C llr were found to be relatively stable with greater than 30 speakers. These results highlight an important issue relating to the trade-off between the amount of reference data used and the system validity achieved. Whilst the most valid system is that with the largest amount of reference data, and validity is improved by increasing the number of reference speakers, the absolute improvement of the 120 speaker system is marginal compared with the scores using 30 speakers. Experiment 2 demonstrated that the number of tokens per reference speaker used to model within-speaker variation had less systematic effects, primarily manifested by the instability in the distributions of SS scores. Whilst the median remained robust to the number of tokens, the spread of SS scores (and the proportion of errors) varied continually with the addition of more data. This may be accounted for by the fact that tokens were removed according to their position in the recording rather than as a function of phonological condition. There are therefore some differences in the models of within-speaker variation in each of the 'number of tokens per speaker' conditions. Such variability should be acknowledged and ideally controlled in casework. DS scores were overestimated (yielding stronger evidence) with small numbers of tokens, although the distributions of scores stabilised after the inclusion of 7 tokens. These results imply that small amounts of data should be avoided when computing numerical LRs, since the model of within-speaker variability cannot be reliably and precisely estimated. This raises concerns about the magnitude of the LR research based on small amounts of data, for example the analysis of 2 tokens of 5 vowel phonemes by Rose (2011) . The results of Experiment 3 show that even for a segmental variable that is not expected to display much regional variation, there are marked effects of mismatch between the test and reference data. Given the evidence of markedly greater between-speaker variation in the York dataset (due in part to the use of speakers from two corpora separated by 10 years), the systematic patterns for the mismatch data are only considered in terms of the Manchester and Newcastle data. Firstly, when using F1 and F2, SS scores for the mismatch sets are generally stronger by the equivalent of one order of magnitude compared with the match scores. Secondly, the strength of DS evidence is weaker in the mismatch conditions compared to the DS scores for the match set. Third, a considerably higher proportion of DS scores achieved contrary-to-fact support (i.e. yielded false hits). Therefore, the validity of the systems based on Manchester and Newcastle mismatch data was substantially poorer than that for the match NZ condition, especially when using F1 and F2. Importantly, however, the removal of F1 reduced the effect of the regional mismatch between test and reference data, making the distributions of scores in the Manchester and Newcastle mismatch sets more like the NZ match set. This suggests that in the case of this particular variable F1 contains considerable region-specific information. Further, the magnitude of the scores was found to be lower with F2-only.
There are a number of potential explanations for the differences in LR output between the match and mismatch (Manchester and Newcastle) sets. One possible reason for higher SS scores would be greater similarity between suspect and offender samples from the same speaker. However, marginally greater within-speaker variation was found in the Manchester and Newcastle sets than for the NZ set, which would predict weaker SS scores for the mismatch sets. Therefore, a second more plausible explanation relates to the location of the suspect and offender data relative to the reference data. For SS pairs in the mismatch conditions, the offender data is likely to be situated at the tails of the distribution of the reference data, meaning that p(E|H d ) is lower than it would be in the match data where such values are much more typical. This has the effect of generating higher SS scores in the mismatch conditions. A second implication of offender values being on the tails of the reference distribution is that p(E|H d ) will be lower for DS pairs, leading to weaker DS scores than in the match condition. In some cases, p(E|H d ) may be so low that the score offers contrary-to-fact support for the prosecution, which may explain why validity is poorerest for Manchester and Newcastle. Along with the obvious effects of regional variation, the differences in the procedures for extracting formant data may further contribute towards offender values in the mismatch conditions being on the tails of the NZ reference distribution. The fact that regional background is important is, in itself, unsurprising. However, the distributions of the scores are illustrative of factors that could in principle affect LR output if not controlled adequately. The results suggest that a much more nuanced view of 'regional background', beyond language and country (cf. Rose 2004) , is necessary for computing robust LRs. Further, the adequacy of mismatch reference data for assessing typicality based on an assumption that regional variation is not logically relevant has been shown to be inappropriate. The results raise further questions about how narrowly to define logically relevant factors such as 'regional background' given that broad definitions fail to account for the unique linguistic experiences of every speaker within a speech community. Finally, given that regional variation was not expected, there is considerable potential for other logically relevant factors (such as age, socio-economic class, ethnicity etc.) to be ignored due to a lack of awareness of the sociolinguistic complexity of natural speech as a form of evidence Hughes, 2014) .
Conclusion
Based on the magnitude of LR scores and metrics of system validity in this study, our results strongly suggest that small numbers of speakers and tokens per speaker should generally be avoided when computing numerical LRs. This conclusion applies both to experimental studies and forensic casework. Relatively stable results were achieved with greater than 30 speakers, although C llr may be continually improved with the addition of more data. Further, in defining the relevant population, it is essential to understand and acknowledge the internal and external constraints on variation for each of the parameters under analysis. Such variation, whilst making speech a complex form of forensic evidence, is invaluable in ensuring the estimation of strength of evidence in casework is reliable.
Building on this study, future work should consider mismatch test and reference data using multiple reference sets, in order to avoid the potentially compounding effects of the differences in the similarity elements of the comparison pairs. Ideally, such work should focus not only on the logical relevance of regional background, but also other factors known to affect the frequency of linguistic phonetic parameters in the wider population. In testing these questions it would be preferable to have more forensically realistic data (such as noncontemporaneous samples) and much larger data sets (in terms of the number of speakers and amount of data per speaker), in order to assess the systematicity of the patterns found here. The role of calibration in minimising the effects of mismatch between test and reference data, as well as the amount of socially stratified variability in higher formants, or even automatic features such as MFCCs also merit further attention.
