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Chapter One
General introduction
1.1 The liver and liver cancer
T
he liver is the largest internal organ of the human body, weighs about 1.5 kg
and is located in the upper-right side of the abdomen covered by the rib cage.
The liver anatomy is typically divided into two main sections, the right and
the left lobe, or into eight segments according to the Couinaud classification system [1]
(see Fig 1.1). In contrast to others organ, the liver has two types of veins: the portal
vein and the hepatic vein [2, 3]. The hepatic artery provides 30% of the total liver
blood flow, while 70% comes from the portal vein [2–4]. The main task of the liver is
to filter the blood coming from the digestive system via the portal vein, before passing
it to the rest of the body. In addition, together with the gallbladder, the pancreas
and intestines, the liver is involved in digesting and processing food in the digestive
system. The liver also has other functions such as producing proteins that regulate
blood clotting, getting rid of alcohol and storing glucose, some vital vitamins and
iron [5].
Figure 1.1. Human liver position and Couinaud classification system [6,7].
Liver tumors can be divided in primary or secondary tumors. Secondary liver
tumors are far more frequent then primary liver tumors and concern cancer cells that
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originate from other organs, i.e. cancer cells that have migrated from organs such
as the lung, colon, breast to the liver; these are called liver metastases. Primary
liver tumors, called hepatocellular carcinoma (HCC), arise in the liver itself, and are
mainly caused by cirrhosis due to either hepatitis virus or alcohol, and fatty liver [8].
Primary liver cancer is the second common cancer in the world and the five-year
survival rate of liver cancer without treatment is lower than 15% [9]. Liver cancer is
more common in developing countries in sub-Saharan Africa and Southeast Asia than
in the US and developed countries in Europe. Worldwide, more than 800,000 people
are diagnosed with liver cancer each year. This cancer also causes around 700,000
deaths each year [10]. Per WHO data published in 2014, liver cancer accounts for
around 20,000 deaths of 75,000 deaths of cancer in Vietnam or 4.29% of total deaths
annually [11].
1.2 Liver cancer imaging
Liver cancer can be diagnosed using various imaging modalities, such as US, multi-
phase CT, MRI, PET (see Fig 1.2 for an example of a CT machine).
Figure 1.2. A typical CT machine of Siemens [12].
Ultrasound: Ultrasound imaging, also called sonography, is a medical imaging
modality which uses high-frequency sound waves to produce pictures of the inside of
the body (see Fig 1.3). Ultrasound imaging uses a transducer, which is placed directly
on the skin. Ultrasound waves are transmitted from the transducer into the body. At
interfaces between different structures the waves are bounced back to the transducer.
The transducer collects these waves to create an image. Ultrasound imaging does
not use ionizing radiation, and is principally harmless [13]. Depending on probe type,
ultrasound imaging can be 2D or 3D and can be acquired in real-time. Therefore, this
modality can show not only structure but also movement of the internal organs of the
body. Beside the normal mode, called B mode, Doppler mode is a special ultrasound
technique that permits clinicians to investigate and evaluate blood flow through vessels
of the liver as well as other body organs such as the kidneys and the heart. Compared
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to other imaging modalities, ultrasound is low-cost and mobile, and hence frequently
used in liver disease diagnosis and treatment. However, image interpretation remains
difficulty among others because of the speckled nature of these images. Additionally,
not all tumors can be well visualized in ultrasound images [14]. This can partly be
improved by using ultrasound specific contrast agents (microbubbles) [15]. However,
side effects of the contrast agents, such as capillary rupture, hemorrhage, and dye
extravasation, limit the use of them in practice [16].
Figure 1.3. A US image of a necrotic liver tumor (arrow). Image is adopted
from [17].
Computed tomography: Computed tomography, or CT, is an imaging modal-
ity which combines multiple X-ray projections taken from different orientations around
a z-axis to generate a cross-sectional image of the body. Series of cross-sectional im-
ages can be stacked together to obtain a 3D image. Computed tomography can image
the structure of internal organs such as the liver [18]. However, computed tomography
is not a real-time imaging modality such as ultrasound. In addition, it uses ionizing
radiation. Lowering the dose leads to reduction of the image quality.
Multiphase CT can be used for investigating blood vessels and tumor enhancement
(see Fig 1.4): contrast agent is used to highlight vessels and tumors. Once contrast
agent is injected into the bloodstream (generally the antecubital vein in the forearm),
it flows through the heart via the arteries to the liver, and via the intestines to
the portal vein [19]. Depending on the timing, enhanced CT images are acquired
in the arterial phase, the portal venous phase or a delayed phase, which highlights
respectively the liver arteries, the liver veins, or late enhancement (relevant for tumor
imaging). Contrast enhanced CT is frequently used in diagnosis of liver cancer as well
as for image guidance during liver interventions [14, 18]. However, as the contrast
agent is harmful to the kidney (nephrotoxic), the use of contrast agent should be
limited, which has consequences for the use in the interventions [20].
Magnetic resonance imaging (MRI) is a medical imaging modality which uses
a strong magnetic field, radio frequency (RF) pulses, and field gradients to produce
images of the inside of the body. Similar to CT, MRI generally produces a 2D image
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Figure 1.4. A contrast enhanced CT image - portal venous phase of the liver with
a tumor (left) and a large tumor in the liver in a contrast enhanced MRI image
(right).
of a cross-sectional slice of the body (see Fig 1.4), which can be stacked to obtain 3D
volumes. Direct 3D imaging is possible as well. Unlike CT, MRI does not involve
ionizing radiation but side effects from exposure under high magnetic field, though
rare, have also been reported [21]. MRI is more sensitive to soft tissue than CT but
acquiring an image takes more time. Because of these properties, MRI is also used
in diagnostics of the liver disease as well as other anatomical structures. It is not
necessary for MRI to use contrast agents to image vessels as the varying properties
of blood, e.g. flow, and the tissues contain natural contrasts. However, specific types
of MRI imaging commonly use intravenous contrast agents [14,22].
Figure 1.5. PET-CT image pair depicting liver cancer.
Positron emission tomography (PET) is a functional imaging modality which
is able to capture metabolic processes in the body. A short-lived radionuclide (tracer),
which decays by emitting a positron, penetrates the body via chemical injection of a
1.3 Liver cancer treatments 5
metabolically active molecule (most commonly fluorodeoxyglucose (FDG), a type of
glucose). An hour after the injection, the metabolically active molecule concentrates
in tissues of interest, in case of FDG in energy consuming tissues such as tumors. 3D
images of the tracer concentration within the body are then generated by computer
analysis, which are used to determine the presence of cancer metastasis [23,24]. Since
PET images do not provide detailed anatomical information, it is usually combined
with MRI or CT [14,18]. In a PET-CT scanner, PET and CT acquisition is achieved
in the same session (see Fig 1.5). One of the limitations of PET-CT scanners is the
high operating cost.
1.3 Liver cancer treatments
There are many different treatments for liver cancer patients. The Barcelona clinic
liver cancer (BCLC) staging classification is widely used in HCC treatment [25–27],
and there are similar schemes developed by other groups as well. For metastatic
tumors, there is not such a specific scheme, so clinicians decide based on their expe-
rience / knowledge. The best treatment for HCC is surgery (resection of liver part
that contains the tumor); a healthy liver is able to regrow the resected section, up to
75% of the total liver, in just a few months [28]. Unfortunately, not all patients are
suitable for surgery, either because of their health status, the liver condition as being
cirrhotic and/or multi tumor spread out through the liver or even to other organs.
In those cases, minimally invasive approaches may be used. There are many
minimally invasive approaches, all focusing on destroying the tumor while sparing
as much as possible healthy liver tissue. A common minimally invasive approach
is Radiofrequency Ablation (RFA), in which an ablator is inserted into the tumor,
after which radio frequency is applied to locally heat, and irreversibly destroy the
tumor [29]. Microwave Ablation (MWA) is similar to RFA, but uses microwaves
instead of radiofrequency to heat the tumor. Microwaves deposit more energy than
radio waves, thus this technique is more difficult to control [30]. Cryoablation is similar
to RFA. The difference is that tumors are treated by freezing instead of heating [31].
Transcatheter Arterial Chemo Embolization (TACE) and radiotherapy, also minimal
invasive approaches, involve chemical toxic or radiation to either embolize the vessel
feeding the tumors or directly destroy the tumor [26].
Each of the minimally invasive approaches has advantages and disadvantages [33].
In ablation approaches, nearby vessels may cause cooling (heatsink effect), thereby
leading to incomplete ablation. Also, in ablation, the heating cannot be steered, and
may therefore not be an option if the tumor is close to critical structures. For all of
the minimally invasive approaches, the challenge is to get the instrument (ablation
needle, catheter, radiation beam) into the target lesion [34, 35]. Therefore, image
guidance during these interventions is critical (see Fig 1.6).
For ablations, ultrasound and CT are mostly used for image guidance during
insertion of the needle (see Fig 1.7). Ultrasound imaging is real-time and harmless,
so it is the first choice for image guidance. However, the tumor is not always visible
in ultrasound images, and in those cases CT-guidance may be used. If the intra-
operative CT image is non-contrast enhanced, the clinicians need to mentally map
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Figure 1.6. A setup of an interventional angiography room with a C-arm and a
CT machine [32].
Figure 1.7. A typical liver RFA intervention under guidance of US/CT (left) and
the interventional reformatted CT image of the liver with the ablator (right).
the tumor location from the pre-operative image to the intra-operative image, which
may be complex, because of differences in the patient orientation, respiratory state,
etc. [34, 36,37].
In TACE, therapeutic agents are brought to the tumor with a catheter via the liver
arteries. During the intervention, the interventional radiologist makes angiograms
(Fig. 1.8) to visualize the catheter in the vessels and to identify the main branch of
the hepatic arteries which feed the tumor(s). Once the artery feeding the tumor has
been reached with the catheter, chemotherapy loaded beads are injected through the
catheter [39].
Image-guided radiation therapy (IGRT) is a procedure where the tumor is irra-
diated with a high dose of radiation. The challenge in this procedure is to get a high
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Figure 1.8. An interventional X-ray machine and an angiogram of the liver in
TACE procedure [38].
dose at the tumor site, while limiting the dose to healthy surrounding tissues. At
the start of the treatment, imaging is used to position the patient in the radiother-
apy device. For this, computed tomography (CT), cone beam computed tomography
(CBCT) or X-ray images are used [40].
1.4 Purpose and contents of this thesis
Purpose of this thesis is to develop and evaluate image analysis techniques to support
minimally invasive treatment of liver cancer, focusing on image fusion. Most of the
work focuses on CT imaging, but also some work towards inter-modality analysis is
performed. The thesis consists of the following contributions:
Chapter 2 describes an evaluation of several well-known diffusion filters and ves-
selness filters by comparing their impact on liver vessel segmentation in abdominal
contrast enhanced CT data. This is relevant for registration of CT-US, in which
vessels can be used as a feature for the registration, as well as for the planning of
ablation procedures, where vessel information is relevant for the therapeutic decision
making.
An automated registration method for improved image guidance of RFA in liver
interventions is presented in chapter 3. Diagnostic images (contrast enhanced CT
image with tumor segmentation) are non-rigidly aligned to the intra-intervention im-
ages in which the tumors are often invisible without contrast agent. In this work, a
rigidity term is used to eliminate unrealistic deformation in the registration.
In chapter 4, a semi-automated registration method is proposed to improve the
pre-intra interventional image registration introduced in the previous chapter. The
method uses a user-defined set of points in the intra-operative images and a liver
segmentation in the pre-operative image, and uses a point-to-surface term based on
these annotations to maximize the surface alignment between the pre-operative images
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and the intra-operative images.
Assessment of liver deformation in the pre-operative images and the intra-operative
images is introduced in chapter 5. In this work we quantify the non-rigid component
of deformation of the liver, for the complete liver as well as sub-xiphoidal and intra-
costal region as would be imaged with a 3D US transducer. These quantifications
are relevant for rigid registration based image fusion approaches, such as e.g. used in
current US-CT fusion in image guidance for ablation.
Chapter 6 introduces a registration framework for RFA treatment evaluation.
In this work, we non-rigidly register the pre-interventional images and the post-
intervention images. After the registration, the margin between the tumor and the
ablation zone can be quantified, which may enable better assessment of the interven-
tion success.
In chapter 7, we discuss the achievements of our study and future research direc-
tions.
Chapter Two
Quantitative evaluation of noise
reduction and vesselness filters for
liver vessel segmentation on
abdominal CTA images
Abstract — Liver vessel segmentation in CTA images is a challenging task, es-
pecially in case of noisy images. This chapter investigates whether pre-filtering
improves liver vessel segmentation in 3D CTA images. We introduce a quantitative
evaluation of several well-known filters based on a proposed liver vessels segmenta-
tion method on CTA images. We compare the effect of different diffusion techniques
i.e. Regularized Perona-Malik, Hybrid Diffusion with Continuous Switch and Ves-
sel Enhancing Diffusion as well as vesselness approaches proposed by Sato, Frangi
and Erdt. Liver vessel segmentation of the pre-processed images is performed using
a histogram-based region growing with local maxima as seed points. Quantita-
tive measurements (sensitivity, specificity and accuracy) are determined based on
manual landmarks inside and outside the vessels, following by T-tests for statis-
tic comparisons on 51 clinical CTA images. The evaluation demonstrates that all
the filters make liver vessel segmentation to get significantly better accuracy than
without using a filter (p < 0.05); with Hybrid Diffusion with Continuous Switch
achieves the best performance. Comparing to the diffusion filters, vesselness filters
have better sensitivity but less specificity. In addition, the proposed liver vessel seg-
mentation method with pre-filtering is shown to perform robustly on clinical dataset
having low contrast-to-noise up to 3 (dB). The results indicate that pre-filtering step
significantly improves liver vessel segmentation on 3D CTA images.
Based upon: H.M. Luu, C.S. Klink, A. Moelker, W.J. Niessen, and T.van Walsum, ”Quantitative
evaluation of noise reduction and vesselness filters for liver vessel segmentation on abdominal CTA
images”, Phys Med Biol, vol. 60, no. 10, pp. 3905-26, Apr. 2015.
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2.1 Introduction
A
nalysis of liver vasculature plays an important role in several clinical applica-
tions [41,42]. It is relevant for endovascular interventions, such as Transjugular
Intrahepatic Portosystemic Shunt placement (TIPS) [43] and Transcatheter
Arterial ChemoEmbolization (TACE) [44]. In a TIPS procedure, a shunt is created
between the hepatic vein and the portal vein to remedy high pressure in the portal
vein. In a TACE procedure, a tumor is embolized by occluding its feeding arteries
with small particles. Finding these arteries can prove to be quite challenging. Addi-
tionally, analysis of liver vasculature is an essential step in the planning of other liver
interventions such as tumor resection and treatment. In Radiofrequency Ablation
(RFA) of liver tumors, knowing the tumor position with respect to the vasculature
may determine treatment success [45, 46]. Furthermore, liver vessel segmentation is
an important step in image fusion techniques [47].
3D diagnostic images of the liver are often acquired by Computed Tomography
Angiography(CTA). Quality of the liver CTA images, however, varies considerably
and can be characterized by contrast-to-noise ratio (CNR) [48]. Three major factors
determine the CNR of CTA images: (i) tube-potential and tube-current, (ii) amount
of contrast agent and (iii) timing of data acquisition with respect to dose injection [49].
In the clinical range, radiation dose is related to both tube-potential and tube-current.
Recently, radiation dose awareness has been growing, leading to reduced dose and
images with lower CNR. In addition, the quality of the CTA images also depends on
patient mass and liver disease. Especially in case of cirrhotic livers, quality of the
CTA image decreases because of the more heterogeneous liver tissue density (Fig. 2.1).
Analysis of the images, in particular analysis of the liver vessels, may be supported
by automated segmentation of these images. This is a challenging task in low CNR
CTA images. The purpose of this work therefore is to investigate to what extent
various popular vessel-enhancing and noise-reduction filters may improve liver vessel
segmentation. Focus is on portal-venous phase CTA images of the liver.
There have been several liver vessel segmentation methods reported in literature.
Makowski and Sergio (2008) [50] presented a review of liver vessel segmentation, and a
review on vessel segmentation was published by Lesage et al. (2009) [51]. These vessel
segmentation methods can be classified into different groups, based on the algorithm
applied:
1. Region growing and thresholding approaches [52–58].
2. Level-set and active-contour based methods [48,59].
3. Graph-cuts [60–64].
4. Other methods such as morphology-based segmentation and Gaussian mixture
model approach [65–73].
Most methods for liver vessel segmentation in 3D CTA use a filter to reduce the
noise and enhance the vessel structure. Mainly, multiscale Hessian-based filters and
diffusion filters [48, 58, 61] have been used in these studies. These studies, however,
lack an evaluation on to what extent preprocessing improves the segmentation results.
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Figure 2.1. (Left) CTA image of a normal liver (120kV-310 mAs), CNR = 16.2
dB; (right) noisy CTA image of a cirrhotic liver (100kV-140 mAs): CNR = 2.8 dB.
Also, the effect of these filters on the final output is often not investigated. A non-
quantitative comparison of multiscale Hessian-based filters can be found in [74]. In a
previous study, we quantitatively evaluated the effect of diffusion filters on signal-to-
noise ratio (SNR) of liver images [75].
The main contributions of this paper are threefold. First, an evaluation frame-
work for comparing pre-filtering approaches for automated liver vessel segmentation
is proposed (including datasets and annotations). Second, a quantitative comparison
of various vessel-enhancing and noise-reduction filters on venous phase liver CTA im-
ages is performed using our evaluation setup, and an evaluation of the effects of these
filters on subsequent vessel segmentation. Third, we propose an automatic liver vessel
segmentation method on CTA images, which is used as part of the evaluation frame-
work. In the evaluation, we include three well-known diffusion filters: Regularized
Perona-Malik [76], Vessel Enhancing Diffusion [77] and Hybrid Diffusion with Con-
tinuous Switch [78], and three multiscale Hessian-based filters: Frangi [79], Sato [80]
and Erdt [60].
The chapter is organized as follows: in the next section, we briefly describe the
filters applied and the vessel segmentation approach. Section Experiments and Results
2.3 presents our experimental setup and the evaluation framework, as well as the
results of our experiments. In section Discussion 2.4, these results are discussed, and
conclusions are drawn in section Conclusion 2.5.
2.2 Methods
Many approaches have been published to enhance medical images. We chose to imple-
ment three vesselness filters, namely Hessian-based filters introduced by Frangi, Sato
and Erdt. The methods by Frangi and Sato are the most frequently cited, and Erdt
was demonstrated to perform well in comparison with these [74]. Additionally, we
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implemented three diffusion approaches: the standard inhomogeneous isotropic Reg-
ularized Perona-Malik diffusion (RPM), Vesselness-enhancing diffusion (VED) and
Hybrid Diffusion with Continuous Switch (HDCS), which is a relatively new approach
that combines both Edge Enhancing Diffusion (EED) and Coherence Enhancing Dif-
fusion (CED) [81]. These filters are described in more detail in the next subsection.
This description is followed by a description of the liver vessel segmentation approach.
2.2.1 Vesselness filters
Assuming that a vessel can be viewed as a bright circular region in the cross-sectional
plane, and as a bright line along the vessel direction, most vesselness filters are based
on 2nd order filters. The considered filters determine the Hessian matrix, and subse-
quently combine the eigenvalues of Hessian matrix into a vesselness measure. They
all intend to enhance tube-like structures (vessels) and suppress other (plate-like and
blob-like) structures, but do it in different ways.
The Hessian matrix is conventionally obtained via Gaussian derivatives, and gen-
erally a multi-scale approach is adopted to capture the varying sizes of the vessels by
combining the maximum response of each scale.
1. Frangi: One of the most well-known vesselness filters was introduced by Frangi
et al. (1998) [79]. This vesselness filter can enhance either dark vessels on
a bright background or bright vessels on a dark background. In 3D liver CTA
datasets, vessels are brighter than the background because of the contrast agent.
After performing eigenvalue decomposition of the Hessian matrix, the eigenval-
ues are sorted as: ∣λ1∣ < ∣λ2∣ < ∣λ3∣. The smallest (in absolute magnitude)
eigenvalue corresponds to the direction of the vessel, whereas the other two
eigenvalues correspond to directions orthogonal to the vessel. Based on these
eigenvalues, Frangis vesselness discriminates tubular structures from blob-like
or plate-like structures and background. Its formulation is given as:
VF (σ) = ⎧⎪⎪⎨⎪⎪⎩
0 if λ2 > 0 or λ3 > 0(1 − e−R2A2α )e−R2B2β (1 − e−R2S2γ ) else , (2.1)
where α, β , and γ are parameters which control the sensitivity of RA =∣λ2/λ3∣,RB = ∣λ1∣/√∣λ2λ3∣ and, RS = √∑j λ2j . The term RA, the ratio of the
two biggest eigenvalues, describes whether the local structure is more plate-like
or tube-like, the term RB accounts for blob-like structures and the term RS
deals with the difference between vessel and background areas.
2. Sato: The vesselness filter proposed by Sato et al. (1998) [80] was designed for
bright-vessel datasets but may be adapted for dark-vessel datasets. The filter is
based on only two eigenvalues of the Hessian matrix. First, the eigenvalues are
sorted as λ1 > λ2 > λ3. Second, λc = min(−λ2,−λ3) is the smaller value of the
two sign-inverse smallest eigenvalues λ2 and λ3. The response is formulated as:
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VS(σ) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
exp( −λ21
2(α1λc)2 )λc if λ1 ≤ 0, λc ≠ 0
exp( −λ21
2(α2λc)2 )λc if λ1 > 0, λc ≠ 0 , (2.2)
where α1 < α2 are two parameters which modulate the ratio between λ1 and
λc. In the ideal case of a bright vessel, the eigenvalues are all negative and
λ1 ≈ 0 and λ2 ≈ λ3 ≪ 0, and consequently, the response is high. If λ1 is positive
and λ2 ≈ λ3 ≪ 0, in which case the vessel is corrupted because of signal loss
(intensities of voxels at the corrupted part are lower than they should be), the
response is slightly higher to compensate the corrupted part. In case of sphere-
like structure, where λ1 ≈ λ2 ≈ λ3, the filter response is close to 0.
3. Erdt: Erdt et al. (2008) [60] defined a vesselness filter in a different way but
also using Hessian eigenvalues. The eigenvalues are sorted as λ1 > λ2 > λ3. Then
the vesselness function is given by:
VE(σ) =K(2
3
λ1 − λ2 − λ3) , (2.3)
whereK = 1− ∣∣λ2∣−∣λ3∣∣∣λ2∣+∣λ3∣ . In case of vessel structures, where λ1 ≈ 0 and λ2 ≈ λ3 ≪ 0,
VE(σ) gives a high response. Otherwise, it gives a low response. The K factor
acts as modulator which approaches 1 when λ2 ≈ λ3, in the case of a vessel-like
structure, and goes to 0 if the difference between λ2 and λ3 becomes large. This
helps in reducing very bright, non-tube-like structures. This filter only has the
scale of the Gaussian as input parameter.
2.2.2 Diffusion Methods
Diffusion filters solve the partial differential equation ut = div(D.∇u) where ∇u is the
gradient of the image and D is the diffusion tensor, which steers the diffusion. If the
diffusion tensor D is replaced by a scalar-valued diffusivity g, the diffusion will be
isotropic. In case D is an anisotropic tensor, it can model anisotropic diffusion. RPM
thus is an isotropic diffusion method, as it varies only the amount of smoothing based
on local gradient magnitude, whereas VED and HDCS are anisotropic diffusion meth-
ods, that not only locally change the magnitude but also the direction of smoothing
by adapting the diffusion tensor D. Each of the diffusion methods is described in
more detail below.
1. RPM: Perona and Malik (1990) [76] introduced an isotropic nonlinear diffusion
described by ut = div(g(∣∇u∣).∇u). The scalar-valued diffusivity g(∣∇u∣) is a
function of the gradient magnitude ∣∇u∣, causing filtering in homogenous areas
while retaining edges with high gradient. Catte et al. (1992) [82] proposed
the following scalar-valued diffusivity function for the non-linear diffusion using
Gaussian derivative at scale σ:
g(∣∇uσ ∣) = 1 − e −C(∣∇uσ ∣2/λ2)4 , (2.4)
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where C = 3.1488 and λ is the contrast parameter. The contrast parameter
λ acts as a threshold scale for the gradient magnitude ∣∇uσ ∣. If the gradient
is large, compared to the contrast parameter, i.e ∣∇uσ ∣2 ≫ λ2, this results in
g(∣∇uσ ∣) ≈ 0, reducing the amount of diffusion. Therefore strong edges, where∣∇uσ ∣ is large, are preserved. Parameter σ denotes the scale of the Gaussian used
to calculate the gradient. The value of σ should be chosen based on variance of
the noise and the size of the small structures we want to retain.
2. HDCS: Mendrik et al. [78] introduced HDCS as a combination of two other
diffusion filters: CED and EED [81]. Both CED and EED use the structure
tensor to derive a diffusion tensor. While CED is suitable for filtering tube-
like structures, EED works well with flat areas and edges. The main idea of
HDCS is to use a voting criterion to decide whether local structure is tubular
or non-tubular. The structure classifier is defined as:
ξ = µ1
α + µ2 − µ2α + µ3 , (2.5)
where α = 0.001 and µ1 > µ2 > µ3 are eigenvalues of tensor product Jρ(∇uσ) =
Kρ∗(∇uσ∇uTσ ), and Kρ is a Gaussian convolution kernel which acts as smooth-
ing factor in the tensor product Jρ. The classifier ξ ≪ 0 when the structure is
tubular, ξ ≈ 0 when structure is sphere-like (noise), and ξ ≫ 0 when structure
is plate-like (background). The HDCS diffusion tensor DH is then given by
DH = Q.Λ.QT , where Q is the matrix of eigenvectors, and Λ , a diagonal matrix
with λhi on the diagonal (i = 1,2,3 in case of 3D data), is a combination of the
eigenvalues of EED (λei) and CED (λci) :
λhi = (1 − ε)λci + ελei , (2.6)
ε = exp(µ2((λ2hξ − ∣ξ∣) − 2µ3)
2λ4h
) , (2.7)
where λh is a contrast parameter . When the local structure is tubular, ε → 0
and the diffusion is CED-like, for other structures ε → 1, and the diffusion is
EED-like.
3. VED: Manniesing et al. (2006) [77] used the multi-scale Hessian filter response
to drive the diffusion. The main idea is that by using eigenvalues of the Hessian
matrix, we can define a diffusion tensor DV that depends on the local curvature.
Let V ∈ [0,1] be the output of a multiscale scale vesselness filter. V should be
around 1 inside tubular structures and 0 elsewhere. If ∣λ1∣ < ∣λ2∣ < ∣λ3∣ are
eigenvalues of Hessian matrix H, corresponding to eigenvectors Q1, Q2 and Q3.
i.e. H = QΛQT , then Q1 is the direction of the least curvature (along vessel
in case of vessel structure). The diffusion tensor is defined as DV = QΛ′QT .
Diagonal elements of matrix Λ′ can be defined as:⎧⎪⎪⎨⎪⎪⎩λ
′
1 = 1 + (ω − 1)V 1/S
λ′2 = λ′3 = 1 + (ε − 1)V 1/S , (2.8)
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where S is a sensitivity parameter which controls the impact of V on λ′1; ω
is a parameter larger than 1, which ensures that Q1 is always the direction of
the largest diffusion; ε is relative small, compared to ω, to allow high isotropic
diffusion when V ≈ 0 (non-vessel structure).
2.2.3 Liver vessel segmentation method
Here, we present the liver vessel segmentation method that we used to investigate
the effect of different pre-processing sttiff (see Fig. 2.2 for an overview). The method
comprises an automated approach for selecting seed points and a threshold interval,
followed by a region growing process from these seed points, using the estimated
threshold. As a prior step, a liver mask is determined.
Figure 2.2. Flow diagram of the liver vessel segmentation method.
Step 1 Masking the liver
First, a liver mask is created. The liver mask does not need to be highly accurate.
The requirement is that it contains the liver vessels and the liver parenchyma
(Fig. 2.3). In our case we manually draw contours around the liver on around
ten slices and then interpolate these contours. This manual step also could
easily be replaced by an automatic liver segmentation method, e.g. [83]. Note
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that the liver mask is also applied on the filtered images and the original image
to ensure the same region of interest.
Step 2 Histogram-based threshold estimation
In the second step, we determine parameters used to calculate thresholds for
both seed point extraction in Step 3 and region growing in Step 4 using his-
togram estimation. We determine a smoothed intensity histogram of the masked
liver by using 1024 bins over the complete intensity range, convolved with a low
pass filter (kernel [0.25 0.5 0.25]). Based on this histogram, we estimate the
background intensity distribution. To this end, we fit a Gaussian distribution
to the histogram [58, 66]. From Figure 2.3b, it can be observed that the ves-
sel voxels, that are on the right side of histogram, overlap with the tail of the
distribution of the background. If the variance of the background intensities
is too large and vessel brightness is not sufficiently high, vessel and noisy liver
parenchyma voxels may have similar intensity values. If the liver contains a
tumor, which generally is darker than the other tissue, the low intensity part
of the histogram may be slightly elevated. We use the following criterion to
determine a threshold for separating vessel and liver parenchyma, which is used
in region growing method:
TL = p + 1.75
2
√
2 log(2)(hr + hl) + α(hr − hl) , (2.9)
where p is the position of the highest peak of the histogram, hr and hl are half
width at half maximum to the right side and the left side, and α is a parameter
that accounts for asymmetry in the histogram. The parameter α depends on
the quality of dataset. In all our experiments, we used α = 2. In case of a
perfect Gaussian fit, hr = hl, the threshold TL = µ + 1.75σ, where µ = p and
σ = (hr + hl)/(2.√2log(2)) are mean and standard deviation of the Gaussian.
The position of 1.75σ from the mean is approximately at 95% of the cumulative
density function of a Gaussian distribution. This procedure guarantees that
at least 95% of the liver parenchyma voxels will not be part of the liver vessel
segmentation (see Step 4). Note that this is a 95% threshold of the noisy
background intensity distribution around the vessels (inside the liver mask),
not 95% of cdf of the whole volume.
Step 3 Seed points from regional maxima
The region growing method requires seed points to initiate the process. As liver
vessels are brighter than liver parenchyma in contrast-enhanced CTs, we use
maxima in small regions as seed points for region growing. The original dataset
masked by a liver mask is used to extract the seed points ( see Fig.2.4a). We
employ two strategies to prevent selecting too many maxima and to prevent
selection of maxima from the background. First, the masked liver volume is
divided into multiple sub-regions. The size of a sub-region is chosen sufficiently
small to not contain two or more different vessels inside it, and sufficiently large
to achieve a limited number of sub-regions. We choose 5x5x3 mm as the size of
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Figure 2.3. (a) A high contrast-to-noise liver image (12.4 dB) and its histogram;
smoothed liver histogram (continuous curve) with estimated noise distribution
(dashed curve). The vessel peak is separated from background areas. (b) A low
contrast-to-noise image (2.8 dB) and its histogram.
a sub-region because of vessel size and asymmetric of spatial vessel distribution.
Because of varying resolution of datasets, 5x5x3 mm volume is approximated
to be a cubic volume of voxels. In each sub-region, we search for the global
maximum. Subsequently, all maxima lower than the threshold TM = p + 3σ,
where p and σ are the highest peak position of the histogram and the noise
standard derivations in Step 2, are ignored (see Fig.2.4b). In general, there are
around 30 to 200 seed points per dataset extracted in this stage. These seed
points are determined using the original dataset, and they are used as inputs
for the six filters. Thus the segmentations for the various filters all use the same
set of seed points.
Step 4 Region Growing
The traditional seeded region growing method [84] is applied to segment the
entire vessel tree using the seed points and thresholds described above. Re-
gion growing has been used in several previous approaches to liver vessel seg-
mentation. Region growing is suitable for liver vessel segmentation with the
pre-filtering techniques because this method is based on intensity distribution
and connectivity of the vessels. With proper settings, all the six filters either
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Figure 2.4. Seed points using the threshold to elimilate number of points: (a)
without using the threshold, (b) using the threshold.
enhance vessels or reduce noise while guaranteeing vessel connectivity and dif-
ferences between vessel intensity and background intensity (in general, vessels
intensity is higher than background intensity see Fig. 2.8a and 2.9a ).
Step 5 Post-processing
Owning to noise, the vessel segmentation may contain isolated parts, holes in-
side the vessel and a non-smooth surface. Therefore, a morphological closing
operator with kernel 5x5x3 voxels is applied as a post-processing step and sub-
sequently all isolated segmentation parts consisting of less than 10 voxels are
removed.
2.3 Experiments and Results
CTA Data and preprocessing: 51 abdominal CTA datasets were retrospectively
obtained from the Erasmus MC, University Medical Center Rotterdam and anonymized.
The images were acquired on a Siemens CT Scanner. We selected images in the portal-
venous phase from the multiphase abdominal CT-scans. The images have an in-plane
pixel size of 0.74 mm x 0.74 mm or 0.54 mm x 0.54 mm, 1-1.5 mm slice spacing, 1-2
mm slice thickness, 72-180 axial slices, 512 x 512 pixels per slice. Image acquisitions
were performed 60 seconds after the injection of 100 cc intravenous contrast agent
with a tube-current of 110 - 320 mAs, and tube-voltage of 80 - 120 kV. In 15 cases,
the livers are cirrhotic, 29 cases contain tumors, cysts, metastases in different shapes
and sizes, and there are 3 cases including metal artifacts. 51 datasets are divided into
3 groups: group A, group B and group C. Group A is for training stage which contains
10 dataset randomly selected from all 51 datasets; Group B contains 22 datasets and
group C contains 19 datasets.
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The field of view of the original 3D CTA images is generally larger than the liver.
Therefore, to remove the organs not relevant for our study, and to facilitate further
processing, we manually cropped the datasets to fit the liver.
Implementation details: All filter programs in this study were written in CPP
and run on a Linux cluster. The filters were implemented based on available classes
and programs in the Insight Segmentation and Registration Toolkit. The RPM dif-
fusion filter was coded using the itkAnisotropicDiffusionImageFilter class. We used
the VED source code from [85]. The HDCS, CED and EED source codes were taken
from [86]. Frangi’s filter and Sato’s filter implementations were taken from [87]. The
liver vessel segmentation algorithm was implemented based on itkConnectedThresh-
oldImageFilter class. We implemented Erdts filter based on some introductions from
the author. The implementations of the filters are publicly available at BIGR liver
CT database website.
2.3.1 Evaluation framework
The evaluation of vessel segmentation algorithms is a notoriously difficult problem.
The complex vessel topology, the blurring of the vessel boundary and non-uniform
vessel contrast in CTA images makes a manual segmentation and a direct evaluation
on a gold standard an infeasible approach. Indeed, recent challenges including vessel
segmentation only evaluated a single bifurcation [88] or small parts of the vessel tree
[89]. Therefore, we propose a quantitative evaluation approach utilizing landmarks.
For each CTA dataset, initially 5 axial slices are randomly selected. These contain
vessels of various size and contrast, and in each selected slice, markers are manually
placed inside all visible vessels and corresponding background markers are placed
nearby vessels. For datasets in group A and B, each vessel in a slice contains 1 vessel
landmark and 1 background landmarks. For datasets in group C, each vessel contains
1 vessel landmark and 4 background landmark. Thus, for each dataset in group C,
around 300 to 700 vessel landmarks and 1200 to 2100 background landmarks are
annotated (Fig. 2.5). If the first five slices have less than 300 landmarks, we repeatly
add one random slice to place landmarks until the number of vessel landmarks is
higher than 300. The datasets in group C are aslo annotated by the second observer
in order to determine inter-observer variation. Using these landmarks, we define:
 True Positives: vessel markers inside the segmentation
 False Positives: background markers inside the segmentation
 True Negatives: background markers outside the segmentation
 False Negatives: vessel markers outside the segmentation
Then sensitivity, specificity and accuracy are defined in the common way:
 Sensitivity = TP/(TP + FN)
 Specificity = TN/(TN + FP)
 Accuracy = (TP + TN)/(TP + FN + TN +FP)
These metrics are used in the evaluation.
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Figure 2.5. Reference marker: red + markers are inside vessels and green x markers
are nearby vessels.
2.3.2 Training
Purpose of the training stage is to determine the optimal parameter values for each
filter from section Methods 2.2. 10 datasets in group A are used for determining
optimal parameter values. We apply the filters with varying parameter settings to
each of the training images, and evaluate the segmentation result. The parameter
settings that yielded the highest average accuracy over all datasets were used in the
testing stage. In the optimization, we first selected reasonable parameter ranges
based on common knowledge (such as vessel sizes and CNR) and pilot experiments.
Within these ranges, we discretized the parameter values and evaluated all possible
combinations, which results in the optimal value within the pre-determined ranges.
In this way, we are certain that we covered the complete range of relevant parameter
values. Finally, we inspected the optimization results, and looked at the plots of the
metric w.r.t. changing parameters. These plots were smooth, which suggests that the
optimal values found are the correct ones. Additionally, the metric only slight changes
over several parameter settings, which indicates that the algorithm outcome does not
strongly depend on the exact values of the parameters. Fig. 2.6a is an example of
diffusion filters with respect to number of iterations while the other parameters are
selected at the optimal parameter, which demonstrates the latter effect. Fig. 2.6b and
Fig. 2.6c demonstrate an effect of optimal and non-optimal settings. All parameter
combinations evaluated are listed in Table 2.8, and the optimal parameter values are
listed in Table 2.1.
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Figure 2.6. An example of parameter optimization: (a) accuracy (in %) of the
diffusion filters with respect to number of iterations; (b) VED at iteration η = 8
(the optimal parameter); (c) VED at iteration η = 32: The effect that small vessels
are blurred out in case of too much diffusion.
Table 2.1. The optimal parameters settings for the filters
Filters Abbr Optimal Parameters
Frangi’s vesselness Frangi α=0.5; β=0.5; γ= 30; σmin=1;
σmax=4; v=5
Sato’s vesselness Sato α1=0.3; α2=1; σmin=1; σmax=4; v=5
Erdt’s vesselness Erdt σmin=1; σmax=4; v=5
Regularized Perona-Malik RPM τ=0.0625; η=12; λ=10; σ=1
Hybrid Diffusion filter with Con-
tinuous Switch
HDCS τ=0.0625; η=8; λc=15; λe=10; λh=10;
α=0.001; σ=1; ρ=1
Vessel Enhancing Diffusion VED τ=0.0625; η=12; ω=25; s=1; ε=0.01;
σmin=1; σmax=4; v=5; α=0.5; β=0.5;
γ= 30
2.3.3 Testing and Results
We applied the filters on the remaining 41 test datasets with the optimal parameters
listed in Table 2.1. The results of the overall performance are summarized in Fig. 2.7.
Paired T-tests were used to determine whether the differences in performance
between the filters were statistically significant. The tests between the segmentations
with and without filtering are one-tailed, because we expect the accuracy to improve
after filtering. When comparing the accuracies of two filters, we used two-tailed paired
T-tests. The test results are shown in Table 2.2.
From Table 2.2 we can see that all of the six filters statistically significantly im-
proved accuracy of the segmentation. In addition, it also shows that HDCS performed
slightly better than the other filters.
We also investigated whether there is a relation between the noise level of the
dataset and segmentation result where we use contrast-to-noise (CNR) as quantifica-
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Figure 2.7. Box plot shows segmentation evaluation of the filters on the test
datasets: top left visualizes the sensitivity; top right shows the specificity and bot-
tom shows the accuracy score.
tion for the noise level. The CNR of each dataset is determined as follows:
CNR = 20 ∗ log µv − µb
σb
, (2.10)
where µv and µb are averages of voxel intensities at the vessel markers and the back-
ground markers respectly, and σb is standard derivation of voxel intensities at the
background markers.
The original dataset is divided into two groups, based on CNR. We used the
threshold of 4 dB, resulting in a low CNR group (< 4 dB) and a high CNR group
(> 4 dB). Table 2.3 lists the segmentation scores of all filters, grouped on CNR level.
Statistical significance of the difference in performance for low and high noise levels
is evaluated with a two-group T-test. The segmentations on the original datasets and
the Erdt filtered datasets are statistically significantly different for the low and the
high CNR groups.
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Table 2.2. Paired T-test filter’s segmentation accuracy. The bold p-values indicate
that differences are statistically significant (p < 0.05).
Filters RPM Erdt Frangi Sato VED HDCS
Original 1.4E-08 1.3E-06 2.6E-10 2.3E-09 2.9E-09 1.5E-09
RPM 9.1E-05 0.657 0.268 0.740 0.011
Erdt 4.6E-05 7.1E-04 7.2E-04 1.8E-04
Frangi 0.317 0.571 0.178
Sato 0.243 0.058
VED 0.033
From Table 2.3, we conclude that the performance of all filters (except one filter
on low CNR datasets) is similar to the performance on high CNR datasets. The
exception is the Erdt filter. We also conclude that the segmentation algorithm is
sensitive to CNR, as the performance on the unfiltered datasets is different for the
two groups.
Additionally, we investigated how the methods perform on the large vessels. As
for most clinical applications, up to the third order branches vessel information is
sufficient, we performed an evaluation for markers only in those branches which is
around 30% of all landmarks. Statistical significance testing was again performed
using paired T-tests. The results are in Table 2.3 and Table 2.4.
Table 2.3. Average accuracies and standard deviations for the vessel segmentation.
The bold p-values indicate that differences are statistically significant (p < 0.05).
Filters All vessel Large vessel Low-CNR High-CNR p-value
3±1.4(dB) 6±1.3(dB) 1.0E-05
Original 73±7.0 74±10.1 70±6.8 76±5.8 0.019
RPM 85±3.4 95±4.3 84±3.8 86±2.9 0.233
Erdt 79±8.3 80±8.7 76±8.7 82±6.7 0.038
Frangi 85±4.8 92±4.0 83±4.2 86±5.0 0.094
Sato 84±5.8 89±6.2 84±4.2 84±6.8 0.443
VED 85±2.9 96±4.1 84±4.5 86±2.6 0.064
HDCS 86±2.8 96±4.8 86±3.2 87±2.3 0.325
From Table 2.3 (evaluation on all vessels and evaluation only on larger vessels),
we can infer that all filters work better for larger vessels than for smaller vessels.
Moreover, Table 2.4 indicates that, with larger vessel, diffusion filters work better
than vesselness filters.
For the datasets in group C, we evaluate all vessels accuracy score and paired
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Table 2.4. Paired T-test of accuracy score for large vessel segmentation evaluation.
The bold p-values indicate that differences are statistically significant (p < 0.05).
Filters RPM Erdt Frangi Sato VED HDCS
Original 3.1E-05 0.020 3.6E-05 0.004 2.0E-05 6.1E-06
RPM 7.8E-04 0.024 0.002 0.075 0.64
Erdt 0.005 0.035 6.1E-04 4.1E-04
Frangi 0.001 6.4E-03 0.02
Sato 6.5E-04 0.004
VED 0.869
T-test between the two observers.
Table 2.5. Average accuracies and standard deviations for the vessel segmentation
of the two observers
Filters Observer 1 Observer 2 p-value
Original 75±4.4 74±4.6 0.789
RPM 84±3.5 85±3.7 0.771
Erdt 80±3.2 81±3.1 0.463
Frangi 82±2.5 84±4.0 0.298
Sato 82±3.4 83±3.6 0.643
VED 84±2.7 84±2.3 0.761
HDCS 84±2.6 85±2.9 0.765
From Table 2.5, we can conclude that HDCS has the highest accuracy score and
the differences between both observers are not significant (p > 0.05). For each observer,
we also use paired T-test to determine differences between each pair of results.
From both Table 2.6 and Table 2.7, we can conclude that diffusion filters perform
better than vesselness filters. And there is not significant difference between the two
observers.
2.4 Discussion
In this work, we investigated the effect of various vesselness enhancing filters and noise
reducing filters on the segmentation of liver vessels in CTA images. The increasing
awareness of radiation dose and efforts to reduce dose gives rise to more noisy images.
Purpose of our work was to investigate the effect of image quality (CNR) on sub-
sequent segmentation, and also to investigate to what extent filtering may improve
segmentation results.
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Table 2.6. Paired T-test of accuracy score of observer 1.
Filters RPM Erdt Frangi Sato VED HDCS
Original 3E-04 4E-03 5E-04 1E-03 2E-03 2E-04
RPM 2.6E-02 0.0567 2.7E-03 0.702 0.33
Erdt 3.8E-02 4.1E-02 2E-03 2E-03
Frangi 0.304 1.2E-02 5E-03
Sato 0.052 1.1E-02
VED 0.229
Table 2.7. Paired T-test of accuracy score of observer 2.
Filters RPM Erdt Frangi Sato VED HDCS
Original 4E-05 1E-03 7E-04 1E-04 3E-03 6E-04
RPM 3E-02 4.51E-02 4E-03 0.831 0.512
Erdt 0.073 0.283 1E-02 6E-03
Frangi 0.658 3.1E-02 1.3E-02
Sato 0.023 5.6E-03
VED 0.547
To this end, we implemented several well-known vessel filters. Examples of filtered
images of one of our datasets are shown in Fig. 2.9. We can see that vesselness filters
detect small vessels better than diffusion filters (see Fig 2.8). Vesselness filters give
better contrast between vessels and background. However they are sensitive to strong
edges, and thus enlarge liver boundaries and vessel boundaries which causes false
positive segmentation. Also, they have reduced output at bifurcations which causes
false negative segmentation. The liver boundary enhancement by vesselness filters
also is stated in [54]. To reduce this artifact, in our experiment, we used a maximum
scale of 4 mm as larger Gaussian kernel scales enhance the liver boundary more.
RPM reduces noise while suppressing low contrast vessels, which causes the seg-
mentation result for this filter to lose some small vessels. VED and HDCS perform
slightly better than RPM because they blur noise along the vessel rather than across
the vessel surface. However, when increasing the number of diffusion iterations too
much, all of these diffusion filters blur small vessels (see Fig. 2.6).
From the numerical results, we see that the filters based on diffusion perform
slightly better than the vesselness filters for this task but the difference is not statis-
tically significant. This may be caused by the fact that diffusion filters work better
than vesselness filters with large vessels that have high contrast and clear boundaries.
Furthermore, diffusion filters have better responses at bifurcations. Additionally,
vesselness filters may be sensitive to noise when the noise has tube-like structures.
However, this property also enables these filters to enhance low contrast vessels, which
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is also demonstrated by the superior sensitivity of these filters (and the accompanying
lower specificity). Diffusion filters are based on smoothing which cause low contrast
vessels to disappear. Thus, vesselness filters are more suitable for low contrast, less
noisy images and diffusion filters seem to be more suitable for high contrast range
images, with high noise level.
In this study, we employed region growing as the core for liver vessel segmentation
because it is not only simple to implement but also commonly used in the relevant
studies as state-of-the-art (see section Introduction 2.1). Another advantage of this
method is that it does not require good initialization. As in this study, we determine
seed points inside liver vessels, then the segmentation is propagated based on the
chosen threshold (see section Segmentation 2.2.3). The segmentation is evaluated
based on landmarks (see Fig. 2.5). The distance of the outside markers to boundary
of the vessels affects the accuracy score. However, in our protocol we place markers
as close as possible to the vessel, and the inter-observer validation shows that there
is no significant difference between the two observers.
Liver vessel segmentations for each of the different filters are illustrated in the
third column in Fig. 2.8 and Fig. 2.9. Compared to segmentation of the original
image, the segmentation results of the filtered images are better, not only in the
number of segmented small vessels, but also in the smoothness of the vessel boundary.
The final accuracy of the liver vessel segmentation using the HDCS filter in our study
is 86 ± 2.8% (see Table 2.3). This is comparable to e.g. results by Alhonnoro et al.
(2010) [90], who reported a hit rate of 87%. Note that their evaluation is based on
only hit rate (sensitivity) and does not take false hit rate (specificity) into account.
The Erdt vesselness filter performs differently from the other vesselness filters in terms
of sensitivity and specificity. The explanation may be that this filter gives lower vessel
response and large enhancement in areas near liver boundaries than the other filters.
As a result, this filter segments fewer vessels and has a smaller true hit rate.
From the experiments with the CNR, it follows that liver vessel segmentation re-
sults on low and high CNR images are significantly different. This means that without
filtering the liver vessel segmentation accuracy is sensitive to CNR. In contrast, liver
vessel segmentation on the images filtered with diffusion filters do perform similarly
for low and high CNR images. Numerically, with HDCS filtering, datasets in the
CNR range of 3 ± 1.4 dB have a segmentation accuracy of 86 ± 3.2%, while datasets
in the CNR range of 6 ± 1.3 dB have a segmentation accuracy of 87 ± 2.3% (see Ta-
ble 2.3). This demonstrates that, when combining with appropriate filtering, vessel
segmentation on low CNR images performs similarly to vessel segmentation on high
CNR images.
Depending on the specific application, either diffusion or vesselness filtering is
recommended. For example in TIPS and RFA, surgery or liver transplantation, and
in multi-modality image registration, where the larger vessels are more important than
the small vessels, diffusion is preferred. In TACE, however, the small, low contrast
vessels are more relevant; and then vesselness would be an appropriate choice.
A limitation of our study is that evaluation was carried out on datasets from a
single center. However, as Hounsfield units are calibrated, we expect that similar
results can be obtained with CT images acquired on scanners from other vendors.
Another drawback of the study is that we only use the proposal segmentation method
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for evaluating the six well-known filters. Evaluation using other liver segmentation
methods such as graph cut, level-set which use intensity feature as region growing
uses, may show similar results.
2.5 Conclusion
This paper introduced a quantitative evaluation of several well-known filters for liver
vessels in CTA images. The evaluation of segmentation accuracy using the proposed
segmentation method demonstrated that diffusion-based filters overall gave slightly
better segmentation results than vesselness filters. In general, the Sato and Frangi
vesselness filters have a higher sensitivity, but lower specificity than the Erdt vesselness
and the diffusion-based filters. HDCS performed the best, but the differences with the
other diffusion-based filters were not statistically significant. The experiments also
demonstrated that the results of all filters except the Erdt vesselness were not sensitive
to the noise level. Finally, to support future evaluations, the implementations of the
filters, as well as the training images with ground truth, are publicly available at
BIGR liver CT database website.
Parameters design
The parameters settings are summarized in Table 2.8.
Table 2.8. The parameter settings for the filters
Filters Abbr Parameters
Frangis vesselness Frangi α=03, 0.5, 0.7; β=0.3 0.5; γ= 5, 10,
20, 30, 50, 80, 120,160, 200; σmin=1;
σmax=4; v=5
Satos vesselness Sato α1=0.3, 0.5, 1; α2=1, 1.5, 3; σmin=1;
σmax=4; v=5
Erdts vesselness Erdt σmin=1; σmax=4; v=5
Regularized Perona-Malik RPM τ=0.0625; η=2, 4, 8, 10, 12, 16, 20, 24,
32; λ=5, 10, 12, 14, 16, 18, 20, 25, 30,
80, 150; σ=0.5, 1
Hybrid Diffusion filter with Con-
tinuous Switch
HDCS τ=0.0625; η=2, 4, 8, 10, 12, 16, 20, 24,
32; λc=5, 10 , 15, 20, 30; λe=5, 10, 15,
20, 30; λh=5, 10, 15, 20, 30; α=0.001;
σ=1; ρ=1
Vessel Enhancing Diffusion VED τ=0.0625; η=2, 4, 8, 10, 12, 16, 20, 24,
32; ω=8, 25, 32; s=0.5, 1, 2, 5; ε=0.01;
σmin=1; σmax=4; v=5; α=0.5; β=0.5;
γ= 10, 20, 30, 40, 80, 120, 160, 280
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Figure 2.8. Filter responses and segmentations of the diffusion filters in column.
Order from top to bottom are Original, RPM, VED, HDCS. The first column visu-
alizes responses in 7 slice-slab maximum projection view; the second column shows
projected 2D segmentations on one slice of the original image; the third column
shows 3D segmentations. Numerical result of these datasets with sensitivity and
specificity respectively: Original (65.4, 98.1), RPM (85.2, 92.6), VED (86.8, 93.4),
HDCS (88.8, 92.7).
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Figure 2.9. Filter responses and segmentations of the diffusion filters in column.
Order from top to bottom are Original, Erdt, Sato, Frangi. The first column visu-
alizes responses in 7 slice-slab maximum projection view; the second column shows
projected 2D segmentations on one slice of the original image; the third column
shows 3D segmentations. Numerical result of these datasets with sensitivity and
specificity respectively: Original (65.4, 98.1), Erdt (82.4, 96.5), Sato (90.3, 88.5),
Frangi (91.8, 87.6).

Chapter Three
Non-rigid registration of liver CT
images for CT-guided ablation of
liver tumors
Abstract — CT-guided percutaneous ablation for liver cancer treatment is a rel-
evant technique for patients not eligible for surgery and with tumors that are in-
conspicuous on US imaging. The lack of real-time imaging and the use of a limited
amount of CT contrast agent make targeting the tumor with the needle challeng-
ing. In this study, we evaluate a registration framework that allows the integration
of diagnostic pre-operative contrast enhanced CT images and intra-operative non-
contrast enhanced CT images to improve image guidance in the intervention. The
liver and tumor are segmented in the pre-operative contrast enhanced CT images.
Next, the contrast enhanced image is registered to the intra-operative CT images in
a two-stage approach. First, the contrast-enhanced diagnostic image is non-rigidly
registered to a non-contrast enhanced image that is conventionally acquired at the
start of the intervention. In case the initial registration is not sufficiently accurate,
a refinement step is applied using non-rigid registration method with a local rigidity
term. In the second stage, the intra-operative CT-images that are used to check
the needle position, which often consist of only a few slices, are registered rigidly to
the intra-operative image that was acquired at the start of the intervention. Sub-
sequently, the diagnostic image is registered to the current intra-operative image,
using both transformations, this allows the visualization of the tumor region ex-
tracted from pre-operative data in the intra-operative CT images containing needle.
The method is evaluated on imaging data of 19 patients at the Erasmus MC. Quan-
titative evaluation is performed using the Dice metric, mean surface distance of the
liver border and corresponding landmarks in the diagnostic and the intra-operative
images. The results show that this is promising tool for liver image registration in
interventional radiology.
Based upon: H.M. Luu, C.S. Klink, W.J. Niessen, A. Moelker and T. van Walsum, ”Non-rigid
registration of liver CT images for CT-guided ablation of liver tumors”, Plos ONE, vol 11, no 09, pp
e0161600, Sep, 2016
32 3 Non-rigid registration of liver CT images
3.1 Introduction
P
rimary liver cancer is one of the most fatal cancers. The 5-year survival rate of
patients without treatment is 15 % [25,91,92]. So far, the preferred treatment
is liver surgery. However, not all the patients are eligible for such an invasive
procedure. Minimally invasive approaches such as radiofrequency ablation (RFA), mi-
crowave ablation, radiotherapy, chemoembolization, and high-intensity focused ultra-
sound are alternatives in case surgery is not an option [25,93]. In chemoembolization
drugs are brought to the tumor via a catheter in the arterial system, and in case of
ablation, a needle is introduced percutaneously into the tumor. Such treatments,
being minimally invasive, require image-guidance during the intervention. These
techniques are suitable for patients with tumors detected in early stages (< 3 cm
in diameter) [93,94].
Figure 3.1. An example of intra-operative image, note the rotation of the patient
required for safe needle insertion from the left side.
Contrast enhanced MRI or contrast enhanced CT is performed in the diagnostic
phase, to assess the liver cancer stage [93,95] and to extract information such as tumor
location and size. CT and US are commonly used during the ablations to guide the
needle to the target tumor. Unfortunately, the tumor is not always visible using these
imaging modalities. As a consequence, the interventional radiologist mentally maps
the location of the tumor from the diagnostic (contrast-enhanced) images to the intra-
operative images. This procedure is inconvenient, time-consuming and potentially
inaccurate, as the human ability to mentally map a 3D object into a 3D space is limited
[96,97]. Furthermore, after initial needle insertions, CT scans with a limited number
of slices are acquired, to check the needle position that is advanced to the tumor
step-wisely. The limited field-of-view (FOV) hampers accurate mentally mapping of
the diagnostic information. Therefore, the purpose of our work is to improve image
guidance by projection of the liver tumor during the intervention. This is achieved by
semi-automatically spatially aligning the pre-operative contrast-enhanced CT image
with the intra-operative CT images, such that the tumor can be visualized in the
intra-operative CT images (see Fig. 3.1).
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The challenges of spatially aligning (registering) diagnostic and intra-operative
CT images are:
1. Deformations of the liver because of difference in patient pose
2. Change in position of the liver w.r.t. other organs because of respiration
3. Change of tissue surrounding the liver, e.g. changes in gallbladder filling or air
in the intestines
4. Limited number of slices in the scans that are taken during needle insertion
Additionally, for our application, the registration should be sufficiently fast to be used
in an interventional setting.
Some studies already reported on approaches to improve image guidance during
ablations. Rieder et al. (2010) [98] developed a tool to segment the tumor in the intra-
operative images. This method requires a contrast-enhanced acquisition to highlight
the tumor and vessel. No quantitative evaluation results have been reported in their
study and the use of contrast agent for imaging at the start of the intervention is gen-
erally not preferred, instead the contrast-enhanced acquisition is used to check the
ablation or even cancelled in case of renal insufficiency. Archip et al. (2007) [99] in-
troduced a registration framework using a finite element based method (FEM) to fuse
diagnostic MRI to intra-operative CT of the liver for RFA. Elhawary et al. (2010) [95]
used a non-rigid registration method with a B-spline based non-rigid transformation
model to align diagnostic MRI image to intra-operative CT in cryoablation of liver tu-
mors. To the best of our knowledge, there has been no study addressing the problem
of registering diagnostic and intra-operative image data for the purpose of guiding
needle insertion in ablation procudures using CT imaging only.
Our contribution thus is the development and evaluation of a method for improv-
ing image guidance in CT-guided ablation procedures by aligning pre-interventional
diagnostic images with intra-operative images. This approach enables the integration
of the tumor annotation from the diagnostic images in the intervention. To this end,
we propose a two-stage non-rigid registration approach. The first stage is an initial
registration, the purpose of which is to compute large deformations, including an
optional user-guided refinement to locally improve the alignment. This registration
approach allows for overlaying the tumor information in the initial CT scan made
at the start of the intervention. In the second stage, the limited field-of-view intra-
operative image with the needle in place is registered to the initial intra-operative CT
image. Combination of the results of both stages enables tumor site integration in the
limited field-of-view intra-operative images. The method is quantitatively evaluated
on 19 datasets.
Organization of this chapter is as follows: in the next section, we introduce our
method. Section 3.3 presents our experimental setup and the evaluation framework,
as well as the results of our experiments. In Section 3.4, these results are discussed,
and conclusions are drawn in Section 3.5.
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3.2 Method
The data was anonymized and de-identified prior to analysis by Erasmus MC Insti-
tutional Data Access. All patients gave written informed consent .This retrospective
study was approved by Erasmus MC Ethics Committee.
3.2.1 Image registration
Image registration is a powerful technique in medical image processing, and there are
many publications on registration approaches and their application to specific medical
imaging problems [100–104]. In image registration, a spatial transformation between
two images, the fixed (target) image and a moving (source) image is determined
[105, 106]. Mathematically, it is commonly written as an optimization process which
finds the transformation T (x) = x + u(x) that relates the two images such that the
transformed moving image IM(T (x)) spatially matches the fixed image IF (x) at every
position of x, where a metric M(IF (x), IM(T (x))) is used to quantify the quality of
the match. Several transformation models can be used for the transformation T (x),
ranging from simple translation via rigid and affine to high-dimensional non-rigid
transformation models. For 3D non rigid registration, a common representation of
the deformation field u(x) is a cubic B-spline [101, 105] which is parameterized by
parameter vector µ.
The metric M is often a similarity metric; Mutual information (MI) and normal-
ized cross correlation (NCC) are typical metrics used in a cost function. In most cases,
metrics are negated to obtain a dissimilarity metric, and the registration is turned
into a minimization problem. Registration thus can be viewed as finding the set of the
parameter µˆ = arg minµ C(µ; IF , IM) where C(µ; IF , IM) is the cost function related
to the similarity metrics [105].
3.2.2 Two-stage registration approach
In clinical practice of CT-guided percutaneous ablation, the interventional radiologist
acquires a CT scan of the complete liver at the start of the intervention to determine
the target location, and to determine the entrance point of the needle on the patients
skin. Subsequently, during needle introduction, CT-images with a limited number of
slices are acquired to assess the position and orientation of the needle. Based on this
workflow, we propose to register the diagnostic image to the CT image with needle
in situ in two stages: first the diagnostic image (D) is registered to the first complete
liver operative image (F), which enables integration of the tumor in the planning
CT image, and subsequently the initial operative image is registered to the limited
field-of-view image with the needle (N), (see Fig. 3.2).The main reason for this two-
step approach is that achieving a direct registration of the image with needle to the
diagnostic image is infeasible: differences in patient positioning and breathing state
require a non-rigid registration, and the limited field of view hampers an accurate
direct registration directly to the diagnostic image. However, during the intervention,
the patient is sedated and kept in a stable position, and breathing is shallow. So a
rigid registration is sufficient to compensate the drift motion of the liver caused by
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shallow breathing of patient during intervention. Pilot experiments showed that the
CT image with the needle can be registered to the first operative CT image relatively
easily. Non-rigid registration of image D to image N (NR: D-N) is performed by
initializing with the combined result of a rigid registration of image F and image
N (R: F-N) and a non-rigid registration of image D to image F (NR: D-F). In our
study, we used MI as the metric to measure the image alignment, and also include a
regularizer for the deformation field:
C(µ; IF , IM) = −MI(µ; IF , IM) + αR(µ) , (3.1)
where R(µ) is a regularization term which constrains the non-rigid deformation and
α is a weight term which balances the similarity metric MI(µ; IF , IM) and the regu-
larization term R(µ) [101,107].
In practice, because the histogram is binned, the mutual information is defined
as:
MI(µ; IF , IM) =∑m∈ LM∑f∈ LF p(µ; f,m) p(µ; f,m)pF (f)pM(µ;m) , (3.2)
where LF and LM are sets of regularly spaced intensity bins of histograms of the fixed
image and the moving image correspondingly; p is the discrete joint probability of the
image intensities of the two images; pF and pM are the marginal discrete probabilities
of the fixed image and the moving image intensities correspondingly.
Stage one: initial registration
The major challenge in this procedure is to accurately register the diagnostic image
D with the initial intra-operative image F. Therefore, we propose a registration ap-
proach that permits user interaction to correct the registration. Initially, a non-rigid
registration is applied to obtain alignment. The registration method uses a liver mask
which covers the liver and excludes unrelated neighbouring organs such as the heart,
the lungs, etc. from the registration. Incorrect registrations, with unrealistic defor-
mation, may occur in this registration because of the large pose changes and changes
in breathing state between the diagnostic and intra-operative images, especially near
the liver boundary (see Fig. 3.3).
For the registration, we used the framework of a previous study, where pre- and
post-interventional images were registered for therapy assessment [108].The frame-
work performs registration in a multi-resolution strategy; however, in contrast to our
previous work, we now choose MI as similarity metric because the intra-operative
images are often non-contrast enhanced.
3.2.3 Stage one: user-guided refinement
An optional user-guided registration step may be applied next to further improve the
registration. The user may annotate the region of incorrect registration by clicking one
or more points in the region in the diagnostic image where the incorrect deformation
occurs. In practice, these regions have a large non-rigid deformation component, and
the refinement method is focused on reducing this erroneous non-rigid deformation.
The annotated points serve as seed points for a subsequent dilation (1x1x1 cm kernel).
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Figure 3.2. Registration scheme of the diagnostic contrast enhanced CT image D
and the intra-operative CT images: stage 1 is registration between the image D and
the full operative image F; and stage 2 is the registration between the image D and
the operative image N.
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The combined dilated regions form the area C, which is used as a coefficient mask
in the registration, i.e. non-rigid components in the transformation inside the area
C are penalized by using the local rigidity term introduced by Staring et al. (2007)
[107], and also recently adapted in previous work [108] to improve the smoothness of
the transition areas between local rigidity areas and non-rigid transformation areas.
Specifically, the regularization term R(µ) in equation 3.1 is replaced by the following
term, which is defined locally by coefficient mask C:
Prigid(Tµ ; IM) = 1∑x c(Tµ(x))×
∑x c(Tµ(x)) × {cAC∑k,i,j ACkij(x)2 + cOC∑i,j OCkij(x)2 + cPCPC(x)2} ,
(3.3)
where the weights cAC , cAC and cPC balance the three terms: affine term ACkij(x),
orthonormality term OCkij(x) and properness term PC(x); and c(x) ∈ [0,1] is a
user-predefined coefficient of mask C at location x.
3.2.4 Stage two: non-rigid intra-operative image registration
In stage two, the intra-operative image with the needle N is rigidly registered to the full
intra-operative image F. Both the diagnostic image and the limited field-of-view image
are registered to the full intra-operative image. In order to avoid an accumulation
of registration errors, a non- rigid registration is subsequently applied to register the
diagnostic image to the intra-operative image with the needle. Note that, after initial
alignment using transformation from the registrations, the diagnostic image and the
intra-operative image with the needle are already relatively well spatially aligned, and
thus a subsequent non-rigid registration is feasible. In case that the initial registration
of image D and F needs a refinement registration, the annotated mask is also applied
to the registration in stage two. The tumor annotated by using the diagnostic images
is transformed to the intra-operative image with the needle by using transformation
of the new registration, enabling an integrated visualization of the needle and the
tumor area.
3.3 Experiments and Results
3.3.1 Image data
Abdominal diagnostic and intra-operative anonymized CT scans of 24 patients were
randomly selected and from patients that underwent abdominal CT scanning and
CT-guided RF ablation in the Erasmus MC in 2014 and 2015. All of the data were
acquired by Siemen CT scan, 64-rowmultidetector, pitch 0.8, rotation time 0.5s. From
the diagnostic scans, the contrast enhanced images were selected for the study. The
images have a resolution of 0.56 mm x 0.56 mm to 0.89 mm x 0.89 mm, 1-10 mm slice
spacing, 1-2 mm slice thickness, 512x512 pixel in plain resolution. Image acquisitions
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Figure 3.3. Example of incorrect deformation at the edges of the liver in case the
liver boundary in the intra-operative image (left) is unclear. The arrow points to the
region with incorrect deformation in the transformed pre-operative image (right).
Figure 3.4. The coefficient mask (in red) is used to penalize the rigid deformation
of the liver inside the liver mask (in yellow).
were performed according to the standard clinical protocol: 60 seconds after the injec-
tion of 120 cc intravenous contrast agent. The intra-operative images were acquired
with a tube voltage of 100-120 KV and a tube current of 172 - 288 mAs.Of these
images, 13 are non-contrast enhanced images; 11 are with contrast enhanced with
80-120 cc intravenous contrast agent; and slice spacing is 2.5-5 mm. The main reason
for the contrast enhanced images is the inability to mentally match tumor location
on non-contrast CT with previous contrast enhanced diagnostic CT. Furthermore,
in 12 out of the 24 cases, the patient was rotated (30-50 degrees) w.r.t. a supine
position on the CT table, to provide access to the appropriate needle introduction
site, see e.g. Fig 3.5. In general, the field of view of the 3D abdominal images is
larger than the region of interest i.e. the liver. Hence, to reduce processing time for
image registration, in a pre-processing step, we manually cropped the images to the
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liver. We randomly picked five cases for pilot experiments, leaving 19 cases for the
final analysis.
3.3.2 Manual segmentation of the tumor and liver mask
The liver tumor was manually segmented in the diagnostic image by initials of radi-
ologist in brackets. The liver masks of the diagnostic image and the intra-operative
image, which are used in the registration to limit the computation of the similarity
metric to the liver region only, were annotated by drawing approximately 10 smooth
contours slightly larger than the liver (see Fig 3.4). Note that the liver masks do not
need to be accurate liver segmentations; automated liver segmentation methods [83]
could be used as a substitute. Additionally, the liver was accurately segmented man-
ually for evaluation purposes (see Section evaluation metric 3.3.4); this segmentation
was not used in the method.
3.3.3 Registration software and parameter settings
In this study, we used Elastix, a open source registration software developed by Klein
and Staring [105] which is available at elastix.isi.uu.nl. The parameter file of the reg-
istration can be found at the elastix database of parameter setting which contains the
relevant parameter settings. The important settings are as following: If the patient
on the CT table was rotated during the intervention, the images were manually ro-
tated (along the z-axis) such that the spines on both images have approximately the
same orientation. A multi-resolution approach was utilized to handle the variation
in the size of the patients liver as well as image resolution. The initial alignment of
registration is based on center of mass of the liver mask. The four resolutions of the
B-spline grid are set to [80 40 20 10] mm. The weight parameters for rigidity are set
as (RigidityPenaltyWeight 0.1 0.1 0.1 4.0), (LinearityConditionWeight 100.0), (Or-
thonormalityConditionWeight 1.0), (PropernessConditionWeight 2.0). The number
of iterations for each resolution is set to 500 to ensure sufficient number of iterations
for convergence. At each iteration, 2000 samples are randomly selected to compute
the MI of the fixed and the moving image. A stochastic gradient descent optimizer
is used to find the optimal parameter µˆ of the B-spline transformation field, which
defines the best transformation of the moving image (the diagnostic image) to the
fixed image (the intra-operative images). The registration is performed on an AMD
Opteron core, 2.8GHz, 64 GB RAM on a Linux cluster.
3.3.4 Evaluation metrics
Three quantitative metrics were used to evaluate the accuracy of registration method.
The first metric is the Dice coefficient which measures the overlap between a segmen-
tation of the liver in the diagnostic image and that in the intra-operative image after
the registration. The segmentation of the liver in the diagnostic image is transformed
to the intra-operative image using the transformation result of the registration. The
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Dice similarity coefficient (DSC) is computed as follows:
DSC(X,Y ) = 2 ∣X ⋂Y ∣∣X ∣ + ∣Y ∣ , (3.4)
where X and Y present the two segmentations, and ∣.∣ denotes the number of voxels
inside the segmentation. Secondly, we use the mean surface distance in 3D (MSD) to
evaluate the distance between the surfaces of the liver segmentations after registration.
The MSD is defined as follows:
MSD(X,Y ) = 1(nX + nY )(nX∑i=1 di +
nY∑
j=1dj) , (3.5)
where nX and nY represent the number of voxels on the two segmentation surfaces
correspondingly, and di , dj are the closest distances from each voxel on the surface
to the other surface. In practice, the surface is determined by eroding with a kernel
of one voxel.
In order to measure the accuracy of the registration inside the liver, correspond-
ing landmarks are used as the third evaluation metric. 10-15 pairs of anatomical
landmarks at the corresponding liver vessels (in case the intra-operative image has
contrast agent) and surgical clips are annotated by two experts (radiologists). After
registration, the mean corresponding distance (MCD) between the transformed points
and the corresponding points is calculated as follows:
MCD(A,B) = 1
n
( n∑
i=1 ∣ai − T (bi)∣) , (3.6)
where n is number of pairs of landmarks; ai and bi denote landmarks in diagnostic
image A and intra-operative image B correspondingly; and T is the transformation
from image B to image A.
The first stage (non-rigid) registration is the most challenging in our approach;
all three metrics are used to evaluate this registration. Additionally, the DSC and
MSD metrics are used for the limited field-of-view intra-operative images; MCD was
not possible for these images, because of a lack of suitable landmarks.
3.3.5 Registration results
In a first experiment, we evaluate the registration performance of the first stage, i.e.
the diagnostic CT image to the initial intra-operative image (the method described
in section II) using the parameters described in section III.C. A pilot experiment was
performed on the 5 random data sets with visual evaluation; and subsequently, we
ran the software with fixed parameter settings on the 19 remaining data sets. In
13 of 19 cases the first stage registration was sufficiently accurate (determined by
visual inspection with the DSC > 80% and MCD < 10 mm). The mean accuracy of
registration of the successfully registered 13 cases is summarized in Table 3.1. The
refinement step was applied on the remaining 6 cases. A user annotated 2 - 3 points
to define the mask C (see Fig. 3.4), which took around 1-2 minutes on average. Using
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Figure 3.5. The manual liver segmentation and the landmarks inside the liver.
this user input, an additional three cases were successfully registered. The evaluation
result of these 3 cases using the metrics in section Evaluation metric 3.3.4 (DSC,
MSD, and MCD) is showed in Table 3.1. The remaining three cases remain with the
DSC are lower than 80% are unsuccessfully registered. All of the three cases have
large rotation (> 50 degree). Two examples of successful registrations in the first step
are shown in Fig. 3.6; an example of successful registration in the second step is show
in Fig.3.7; and an example of unsuccessful registration is shown in Fig. 3.8.
A t-test between the registration accuracies in the two groups, non-contrast en-
hanced group (9 cases) and contrast enhanced group (7 cases), using DSC and MSD
gave p-values 0.16 and 0.22 correspondingly, showing that there are no statistically
significant differences between the two groups. A t-test on the registration accuracy
between the rotation group (6 cases) and non-rotation group (10 cases) 0.002 For
DSC, 0.0018 for MSD, demonstrating that rotation has significant influence on the
registration accuracy. Next, we ran the second stage, i.e. the rigid registration be-
tween image F and image N followed by a non-rigid registration between image D
and image N, which as initialized with the combined results of the registrations of
image D to image F and image F to image N. This was only performed on the 16
datasets that successfully registered in the first stage. The results of this second stage
registration are in Table 3.2, as well as the results if the second stage was left out, ie.
if image F and image N were concatenated, without a subsequent registration and.
An example of registration of the diagnostic image to a sequence of intra-operative
images is shown in Fig. 3.9.
3.3.6 Intra-observer variation
We also investigated the intra-observer variation in manually annotating the land-
marks. This was done on the 11 datasets with contrast agent. To this end, the
observers were asked to repeat their annotation in the interventional image, after pre-
senting them the annotated landmark in the diagnostic image. The average distance
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Table 3.1. Registration evaluation 16 cases in the first stage.
13 cases 3 cases All 16 cases
Metric Non-rigid Non-rigid only Refined Non-rigid Non-rigid
DSC (%) 91 ± 2.8 71.6 ± 14 90 ± 2.1 90 ± 2.9
MSD (mm) 4.4 ± 1.5 11.3 ± 4.2 5.1 ± 2.4 4.6 ± 1.8
MCD (mm) 4.7 ± 1.9 10.2 ± 4.6 6.4 ± 3.8 5.3 ± 2.5
Running time (min) 10-15 10-13 20-25 10-25
Table 3.2. Registration evaluation of 16 cases in the second stage.
Metric Concatenated only Non-rigid
DSC (%) 83.9 ± 7.5 90.1 ± 3.6
MSD (mm) 6.8 ± 4.2 5.2 ± 2.6
Running time (min) 7-15 12-21
between the original and repeated landmark annotations were 1.9 mm and 2.1 mm
for both observers respectively.
3.4 Discussion
In this study, we investigated a non-rigid registration framework to align diagnostic
CT images to intra-operative CT images for CT-guided RFA of liver tumors. To
be able to deal with intra-operative images with only a few slices, the registration
was performed in two stages: a first stage in which the full diagnostic image was
non-rigidly registered to the first intra-operative CT image, and a second stage where
this registration, and a rigid registration between the first and current intra-operative
image, were used to initialize a non-rigid registration between the diagnostic and
current intra-operative image. The method also allows for manual interaction in
case the non-rigid registration in the first stage did not give a good alignment. The
approach was evaluated on 19 clinical datasets using three different metrics: DCS,
MCD and MCD and compared with rigid registration method (see Table 3.1 and Table
3.2). The results show that the proposed method achieved better registration accuracy
than rigid registration. 13 of 19 cases were successfully registered (68%) without any
correction, and another 3 were successfully registered using the user-defined local rigid
areas, which improved the successful rate of registration to 84%. After correction,
DSC was 90%, and MSD 5.1 mm and MCD were 6.5 mm. The 3 remaining cases,
where the registration method failed to accurately register the images, are the cases
with large liver deformation, caused by large rotation. The DSC of these three cases
are 48%, 76% and 79%. The following intra-operative image registration resulted in
a DSC of 90% and MSC of 5.2 mm, which shows that the largest registration errors
are made in stage 1, and that no large errors are introduced in the second stage.
3.4 Discussion 43
Figure 3.6. Two examples of successful registrations between diagnostic image and
intra-operative image with the tumor (in red): The top row shows the diagnostic
images; the second row shows the intra-operative images; the third row shows the
fused images. The left column is an example of a contrast enhanced intra-operative
image and the right column is an example of a non-contrast enhanced intra-operative
image with 30 degree-rotation. The registration method only computes the metric
within the liver, thus the images do not match outside the liver.
When only the rigid registration from stage 2 is used, the DSC is 84% and MSC
is 6.8 mm, which indicates that the non-rigid registration is required. The T-tests
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Figure 3.7. The effect of the rigidity term (from Eq.3.1) a) Registration without
rigidity constrain, yielding large incorrect deformation (red arrow). b) Registration
with rigidity constrain in the refined stage.
Figure 3.8. Example of an unsuccessful registration.
in section 3.3.5 indicate that rotation affects the registration accuracy significantly
and the contrast agent does not have a significant impact on the registration result
in other words, contrast agent might be omitted with this technique. Note that
the clinical motivation for rotating the patient is to have sufficient access for e.g.
ultrasound imaging, when using CT only, rotation is much less frequently required.
For prospective evaluation of the proposed method, the number of cases with rotation
can be decreased, and thus the success rate may be increased.
Interpretation of the error metrics should be done with care. First, the relatively
large slice thickness of the CT datasets will lead to discretization effects in the error
of the landmark annotation. Additionally, the intra-observer variation of approx-
imately 1.9 mm and 2.1 mm demonstrates the difficulty in pinpointing landmarks
for the evaluation, and is also a quantification of the in-plane error of the annota-
tions. Both the in-between slice discretization error and the intra-observer error will
be part of the registration error quantification, which is also confirmed by the visual
inspection, which shows well aligned livers. Therefore, also taking into account the
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Figure 3.9. Example of tumor visualization in the intra-operative image after
registration to the diagnostic image with the tumor (in red): a) the initial intra-
operative image; b) the transformed diagnostic image to the initial intra-operative
image; c) the next fame of intra-operative image; d) the transformed diagnostic
image to the current intra-operative image.
commonly used ablation margin of 10 mm in clinical practice, we are convinced that
the registration-based integration of the diagnostic information in the intervention
is a valuable add-on to the current practice of CT-guided RFA. Compared to other
studies on registration of liver images our study has comparable results. Elhawary et
al (2010) registered diagnostic contrast-enhanced MRI to intra-procedural CT of the
liver in cryoablation. A TRE accuracy of 4.1 mm and a DSC of 97% were reported.
Our TRE of corresponding landmarks is 5.3 ± 2.5 mm, and our DSC is 91 ± 2.9%.
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Note that our intra-operative images were acquired with lower tube current and tube
voltage. Comparing these results to our previous study using the same framework
with the pre-operative RFA image and the post intra-operative RFA image, which has
a DSC of 92.2%, a mean distance between the liver segmentation boundaries of 2.51
mm and a MCD of 2.91 mm, we conclude that registration to the intra-operative im-
ages is more difficult. The less protocolized imaging (no breath-hold), lack of contrast
agent and patient rotation may be the cause of these differences.
Our study has some limitations. First, we only use data from a single center with
limited number of CT scanners. We are, however, confident that similar results will
be obtained using imaging data from other CT system vendors, as image acquisitions
are protocolized, and Hounsfield units present physical properties. Second, because
of limited size of the intra-operative images with the needle in place, we were not
able to annotate landmarks to be used for the evaluation. However, based on the
visual alignment of the liver boundary (see Fig 3.9 for an example), we expect that
the accuracy of the registration is similar to the accuracy of registration between
diagnostic image and the initial intra-operative image.
Finally, the registration running time is from 7 to 20 minutes which is insuffi-
ciently fast for direct use in clinical practice. This problem can be solved by using
multi-threaded programs and/or using GPU. In the future, we intend to investigate
more semi-automatic approaches that may be used to address the unsuccessful reg-
istration, and also we intend to evaluate the registration framework in a prospective
interventional setting.
3.5 Conclusion
In conclusion, we have developed and evaluated a two stage registration approach to
align diagnostic CT images to intra-operative CT images for CT guided liver cancer
RFA treatment. The method had a success rate of 84%, a registration accuracy of
91% in terms of DSC, 4.6 mm in MSD and 5.3 mm in MCD. These results show that
the registration approach is a promising tool for improving RFA needle positioning
in minimally invasive treatment of liver cancer.
Chapter Four
Semi-automated registration of pre-
and intra-operative liver CT for
image-guided interventions
Abstract — Percutaneous radio frequency ablation is a method for liver tumor
treatment when conventional surgery is not an option. It is a minimally invasive
treatment and may be performed under CT image guidance if the tumor does not
give sufficient contrast on ultrasound images. For optimal guidance, registration of
the pre-operative contrast-enhanced CT image to the intra-operative CT image is
hypothesized to improve guidance. This is a highly challenging registration task due
to large differences in pose and image quality. In this study, we introduce a semi-
automated registration algorithm to address this problem. The method is based
on a conventional nonrigid intensity-based registration framework, extended with a
novel point-to-surface constraint. The point-to-surface constraint serves to improve
the alignment of the liver boundary, while requiring minimal user interaction during
the operation. The method assumes that a liver segmentation of the pre-operative
CT is available. After an initial nonrigid registration without the point-to-surface
constraint, the operator clicks a few points on the liver surface at those regions where
the nonrigid registration seems inaccurate. In a subsequent registration step, these
points on the intra-operative image are driven towards the liver surface on the pre-
operative image, using a penalty term added to the registration cost function. The
method is evaluated on five clinical datasets and it is shown to improve registration
compared with conventional rigid and nonrigid registrations in all cases.
Based upon: G. Gunay, H.M Luu, W.J. Niessen, T. van Walsum and S. Klein, ”Semi-automated
registration of pre- and intra-operative liver CT for image-guided interventions”, SPIE, vol. 9784,
pp. 97841N-8, Mar. 2016.
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4.1 Introduction
P
ercutaneous radio frequency ablation (RFA) is a treatment method for non-
resectable hepatic tumors [109]. RFA is a minimally invasive treatment that
is often performed under CT image guidance if the tumor is not visible with
ultrasound imaging [110]. In the diagnostic phase, a pre-operative contrast-enhanced
liver CT images (PRE), which visualize the liver anatomy and tumor location/size
well, is acquired. Intra-operative CT (INTRA) has typically different image quality,
due to practical/logistical reasons, but provides an up-to-date image of the liver and
needle position. INTRA imaging done prior to and during needle insertion is often
not contrast-enhanced, since it is preferred to use contrast imaging for visualization
of the ablation zone after the ablation to assess treatment success [110, 111]. The
tumor is therefore not well visible in the INTRA images.
It is hypothesized that an accurate registration of the PRE image to the INTRA
image may improve image guidance, as it enables the localization of the tumor in the
registered contrast-enhanced PRE images. Such a registration is highly challenging
because the liver is a mobile organ and its location and shape are affected by the pa-
tients breathing and pose. Note that in our hospital patients are sedated during these
interventions, thus breath-hold imaging intra-operatively, as it is commonly done for
the diagnostic images, is not feasible. Additionally, during RFA, the patient might lie
on his/her side in a rotated position, to facilitate needle insertion, whereas the PRE
CT is acquired in supine position (patient lying on the back), causing large deforma-
tions between the PRE and INTRA images. The purpose of this work is, therefore,
to develop and evaluate a robust method for registration of PRE and INTRA liver
CT images that could be used during RFA interventions. Initial experiments on rep-
resentative data suggested that a conventional fully automated nonrigid registration
approach (based on B-spline deformations and maximization of mutual information or
normalized correlation coefficient) [105,108,112] does not provide satisfactory results
in all cases, even after extensive parameter tuning. Therefore, we decided to pursue a
semi-automated approach. A large amount of user interaction during the intervention
is highly undesirable. However, in the PRE stage, there is sufficient time for elabo-
rate pre-processing. Based on these requirements, we have designed a semi-automated
registration method with limited user-interaction during the intervention.
4.2 Method
The proposed method is meant to be used when a conventional nonrigid registra-
tion does not generate satisfactory results. The proposed registration workflow is as
follows. As a first step, a rigid registration is done. Following that, a conventional non-
rigid B-spline registration is performed. Using the resulting transformation, the PRE
image liver segmentation obtained before the intervention is deformed to the INTRA
image domain and shown along with the INTRA image. Based on this visualization,
the operator inspects the registration quality and identifies regional registration fail-
ures. If the registration result is found to be satisfactory, no further improvement is
needed and the intervention can proceed with the current registration. In cases the
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registration result of this first stage is deemed not sufficiently accurate, for example
due to large deformation of the liver between the PRE and INTRA image [108], a
semi-automated approach, presented in what follows, is pursued.
The proposed method is based on a conventional automated intensity-based reg-
istration framework [105, 112], which we extended with a novel point-to-surface con-
straint. The point-to-surface constraint aims at obtaining an accurate match between
the liver organ boundaries on INTRA and PRE images. A full PRE image liver seg-
mentation is assumed to be available. It can be obtained prior to the intervention
and thus does not inflict a burden during the intervention. For the INTRA image,
there is insufficient time during the intervention to manually perform a full liver seg-
mentation. We therefore only require the human operator to annotate a few points
on the liver boundary near the regions where nonrigid registration appears to not
give satisfactory result after the visual evaluation. Then, after initialization with
the previous unconstrained rigid registration, the proposed nonrigid registration with
point-to-surface constraint is executed.
In the registration, INTRA and PRE images are used as fixed and moving im-
ages, respectively, since the PRE image needs to be transformed to the INTRA image
domain. Let us define the fixed INTRA image, the moving PRE image and a pa-
rameterized coordinate transformation that maps points from the fixed to the moving
image domain as F (x) ∶ ΩF ⊂ RD → R,M(x′) ∶ ΩM ⊂ RD → R and Tµ(x) ∶ ΩF → ΩM
respectively. Here µ ∈ RQ represents the Q-dimensional vector of transformation
parameters, e.g. Euler angles and translations in case of rigid transformation and
B-spline coefficients in case of nonrigid transformation. In the method, we represent
the PRE image liver segmentation by a distance transform, D(x′) ∶ ΩM ⊂ RD → R+,
which equals 0 at the segmentation boundary [113]. On the INTRA image, we have a
set of K points, pk ∈ ΩF , k = 1,2, . . .K, , manually annotated by an operator and these
points are driven towards the zero level set of the distance transform D(x). The pro-
posed registration method is mathematically formulated as the following optimization
problem:
µˆ = arg min
µ
(C(µ;F (x),M(Tµ(x))) + λ
K
K∑
k=1D(Tµ(pk)))2 , (4.1)
where C is a cost function that measures the dissimilarity between the fixed
image F (x) and the transformed moving image M(Tµ(x)), and the second term is the
proposed point-to-surface penalty term, which is minimal when the transformed points
Tµ(pk) are at the zero-level set of D. The two terms are balanced by a user-defined
weighting factor λ. Computation of the derivative of the terms in 4.1 with respect
to µ is required for minimization of 4.1 with gradient-based optimization methods.
Therefore, to make the point-to-surface term continuously differentiable, we chose
to use the square of the distance transform as a penalty. Compared to a standard
automated registration (i.e. 4.1 without the second term), the added computational
cost is negligible since the penalty involves only a few annotation points.
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4.3 Experiment and results
4.3.1 Dataset and evaluation measures
In experiments, we used CT images acquired during RFA interventions to assess the
performance of the method. The images are five pairs of PRE/INTRA images from
different patients and were acquired at Erasmus University Medical Center in 2014.
All image data was anonymized prior to processing. Image resolutions vary from 0.71
mm x 0.71 mm to 0.84 mm x 0.84 mm (501x492 to 512x512 in-plane resolution), 3-5
mm slice spacing and 1-2 mm slice thickness (16 to 70 slices).
Both in PRE and INTRA images, the liver was segmented manually. The pro-
posed method only uses the liver segmentation of the PRE image. The liver segmen-
tation of the INTRA image was used for evaluation purposes. To perform quantita-
tive evaluation of registration performance, Dice overlap and average surface distance
(ASD) of the INTRA image liver segmentations and the transformed PRE image liver
segmentations are computed.
4.3.2 Implementation and experimental settings
The method was implemented as a part of the open-source registration toolbox
Elastix [105, 114]. Registrations are done according to the method described in
section 4.2. A multiresolution strategy [105, 115] with 5 resolution levels was used
both for rigid and nonrigid registrations. For nonrigid registration, a cubic B-spline
transformation is used [101], with control point spacing of 10 x 10 x 10 mm in the
final resolution. An adaptive stochastic gradient descent optimization method [116] is
used to minimize the objective function 4.1, using 400 iterations in each resolution and
2048 randomly drawn image samples in every iteration for computing the derivative
of C. A cubic B-spline interpolator [117] is used for image interpolations. To study
the performance of the point-to-surface penalty term in combination with different
dissimilarity metrics, both normalized correlation coefficient (NCC) and mutual in-
formation (MI) [112] are used as a dissimilarity measure C in equation 4.1. Since the
different dissimilarity measures may lead to registration failures in different regions
of the images, distinct point sets to be used by the proposed penalty are selected for
NCC and MI. Experiments were repeated for a wide range of weighting values λ, to
investigate the sensitivity to this user-defined parameter. We evaluated values from
λ = 2−9 to = 1 according to λ = 2i−10, i = 1,2, ...,10.
4.3.3 Results
After the visual performance evaluation of the unconstrained nonrigid registration
result in the first stage, K ≈ 15 points, on average, were manually annotated on each
INTRA image. These points were selected more or less uniformly over the 3D liver
surface, at locations suffering from inaccurate registration.
In Figure 4.1, example results on one patient are shown. We show the INTRA
image with ground truth liver segmentation overlaid (A), the transformed PRE im-
age liver segmentation superimposed on the INTRA image after rigid registration
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Figure 4.1. Example results for patient 5; INTRA image with ground truth liver
segmentation overlaid (A), transformed PRE image liver segmentation superimposed
on the INTRA image after rigid registration (B), conventional nonrigid registration
(C) and proposed nonrigid registration with point-to-surface constraint and λ=1
(D). Registrations were done using NCC as a dissimilarity measure in this example.
(B), conventional nonrigid registration (C) and proposed nonrigid registration with
point-to-surface constraint and λ = 1 (D). Registrations were done using NCC as a dis-
similarity measure in this example. In the figure, we see that in some regions on (C),
the nonrigid registration fails and does not match the entire liver well. These regions
are the target for the proposed method. The points highlighted by red crosses were
annotated nearby these regions on the liver boundary. Using the proposed method,
we expect better registration in these regions, which indeed is observed in panel (D).
The images illustrate that the proposed registration method with point-to-surface
constraint may improve conventional nonrigid registration. The deformed liver seg-
mentation of the PRE image (D) matches the ground truth liver segmentation of the
INTRA image (A) better.
Figures 4.2 and 4.3 show, using NCC and MI respectively, the Dice overlap ob-
tained by rigid registration, conventional nonrigid registration (λ = 0), and the pro-
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Figure 4.2. Dice overlap values for rigid registration (Rigid), for conventional
unconstrained nonrigid registration (NonRigid), and for the proposed algorithm as
a function of the weighting parameter λ, using NCC as a dissimilarity measure.
posed method for a range of values for λ. As expected, rigid registration gives the
lowest overlap and it is outperformed by the nonrigid registration methods with both
dissimilarity metrics. With increasing values of λ, we observe improvement in the per-
formance of the registration. The improvement is somewhat more pronounced when
using NCC, because the conventional nonrigid registration results in lower overlap
using NCC than using MI. However, for both dissimilarity measures, the overlap
gradually improves with increasing λ. From λ = 2−2 the result seems to stabilize.
In Figures 4.4 and 4.5, the quantitative evaluation results are shown in terms of
ASD (millimeter scale). An accurate registration requires that the surface distance of
the liver segmentations is small. From the figures, we see that the proposed method
outperforms the rigid and conventional nonrigid registration. The method causes
the surfaces to be close to each other, generates better alignment of the liver after
registration, and thus lower ASD.
4.4 Discussion and conclusion
In this study, we propose a semi-automated nonrigid registration algorithm for ro-
bust alignment of pre- and intra-operative CT images of the liver, for use during
image-guided interventions. The algorithm tries to match user-selected points on the
fixed (INTRA) image liver surface to the surface of the liver on the moving (PRE)
image. In this manner, better liver alignment in a registration can be obtained. The
method may thus enable the use of pre-operative CT during CT-guided interventions,
even in case of large deformations of the liver in between the diagnostic image and
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Figure 4.3. Dice overlap values for rigid registration (Rigid), for conventional
unconstrained nonrigid registration (NonRigid), and for the proposed algorithm as
a function of the weighting parameter λ, using MI as a dissimilarity measure.
the interventional images. Registration experiments on five clinical datasets demon-
strate that the method outperforms conventional unconstrained nonrigid registration.
The results gradually improve with increasing values of the weighting parameter λ,
and stabilize when λ ≥ 2−2. The method requires minimal user interaction during
an intervention, since only a few points on the liver surface need to be annotated
manually.
In the experiments, we considered Dice overlap and average surface distance
between liver segmentations as evaluation measures. However, these measures are
mostly reflecting the registration accuracy near the surface of the liver, and may not
be entirely representative for registration accuracy within the liver. Further, the influ-
ence of the number of annotation points on the results has not been examined. Future
work will address these points, by considering the distance between manually anno-
tated corresponding points within the liver and by evaluating the effect of the number
of points on the registration accuracy. Moreover, we will extend our experiments to
include more datasets. As a conclusion, we developed a semi-automatic registration
approach that permits users to improve registration by annotating a few points on the
liver border. The method was evaluated on 5 datasets, and demonstrated to improve
registration accuracy.
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Figure 4.4. Average surface distances for rigid registration (Rigid), for conventional
unconstrained nonrigid registration (NonRigid), and for the proposed algorithm as
a function of the weighting parameter λ, using NCC as dissimilarity measure.
Figure 4.5. Average surface distances for rigid registration (Rigid), for conventional
unconstrained nonrigid registration (NonRigid), and for the proposed algorithm as
a function of the weighting parameter λ, using MI as a dissimilarity measure.
Chapter Five
Quantification of non-rigid liver
deformation in radiofrequency
ablation interventions using image
registration
Abstract — Multi-modal image fusion for image guidance in minimally invasive
interventions generally requires a registration of pre-operatively acquired images
to interventional images of the patient. Whereas rigid registration approaches are
fast, and can be used in an interventional setting, the actual liver deformation may
be non-rigid. The purpose of this chapter is to assess the magnitude of non-rigid
deformation of the liver between pre-operative and interventional CT images in case
of tumor ablations, over the full liver and over parts of the liver that match a 3D
ultrasound transducer volumes. We acquired 3D abdominal CT scans of 39 patients
that underwent radiofrequency ablation of liver tumors, pre-operative CT images as
well as intra-operative CT images. To determine the magnitude of liver deformation
due to pose changes and respiration, we non-rigidly registered the pre-operative
CT scan to the intra-operative CT scan. By fitting this deformation to a rigid
transformation in a region of interest and computing the residual displacements,
the non-rigid deformation part can be quantified. We performed quantifications
over the complete liver, as well as for two representative 3D ultrasound volumes,
where the US acquisition was simulated to be sub-xiphoidal or inter-costal. The
results showed that a substantial amount of non-rigid deformation was found, and
rotation of patient’s pose and deep inhalation caused significant liver deformation.
Hence we concluded that non-rigid motion correction in the intervention should be
taken into account.
Based upon: H.M. Luu, A. Moelker, S. Klein, W.J. Niessen and T. van Walsum, ”Quantification
of non-rigid liver deformation in radiofrequency ablation interventions using image registration”,
submitted.
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5.1 Introduction
L
iver cancer is the second leading cause of cancer death in the world [118, 119].
Whereas surgery is generally considered the preferred treatment option, it is
not always feasible to operate the patient, either because of the spread of the
disease, or because of the patient’s health state. In cases where surgery is not feasible,
typical alternative treatments for patients with one or multiple small tumors are
minimally invasive interventions such as radiofrequency ablation (RFA), microwave
ablation, radiotherapy, chemoembolization, and high-intensity focused ultrasound [25,
27].
Minimally invasive percutaneous ablation treatments are performed under image-
guidance using ultrasound or CT. Ultrasound is relatively cheap, does not use ionizing
radiation and provides real-time soft tissue imaging, and thus is the ideal candidate
for image guidance in minimally invasive ablative liver tumor therapies. However,
ultrasound images do not always provide adequate tumor contrast, whereas the pre-
interventional image, generally multiphase CT, contains information on the tumor and
vessels of the liver [120]. Therefore, approaches using multi-modal image fusion have
been proposed and implemented to improve guidance in such procedures. Whereas
initial systems have used external trackers to enable the fusion [121, 122], modern
transducers and image-based tracking approaches permit tracker-less systems [36,
47, 123–125]. Most of these approaches use rigid/affine transformations to model
the relation between the pre-operative image and the patient, because of their easy
integration in a real-time guidance system. However, it is well known that the liver is
a deformable organ, and shape of the liver may change as a function of the patients
pose, internal organ filling and respiration. Purpose of this study is to investigate the
magnitude of non-rigid liver deformation when aligning a pre-operative liver to the
liver of the same patient during the intervention.
In the literature, several related studies which either register pre-operative im-
ages to the intra-operative images or intra-operative images to intra-operative images
have been reported. These methods are either feature-based registration method or
intensity based registration method. Osorio et. al [126] developed a non-rigid regis-
tration method to align breath-hold MR images in diagnostic phase with abdominal-
compressed CT images which focused on the liver. The registration method used
liver vessels from 3 patients for registration. By comparing manual landmarks at ves-
sel bifurcations after rigid registration and non-rigid registration, the extent of liver
deformation was estimated. The landmark-based evaluation showed a registration
accuracy of 2 mm and the liver deformation ranged from 3 mm to 10 mm. Vijayan
et. al [127] presented a study on quantifying the shift and deformation of pig livers
caused by respiration and pneumoperitoneum in vivo. The study was carried out on
one liver using 3D cone beam CT images. Centerlines of the vessels were extracted
semi-automatically and were used as features to register between two different im-
ages. The result showed that the accuracy of the registration, based on landmark
evaluation, was 3 mm. The non-rigid component caused by respiration and pneu-
moperitoneum could be indicated by comparing the mean distance landmarks after
rigid registration and non-rigid registration; however no quantitative result of these
was reported. Siebenthal et. al [128] studied the respiratory motion and deformation
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of the liver. Several free breathing MRI scans of the liver of 12 volunteers were ac-
quired during an hour and registered with the image at the first time point using an
intensity-based non-rigid registration method. An average liver deformation of 5 mm
was reported, and the registration accuracy of their registration method was 2 mm.
Rohlfing et. al [129] described a study on quantification of liver deformation caused
by respiratory motion. An intensity-based registration method was applied to register
several intra-operative images, from the first time point image to each incoming image.
The distance between the liver surfaces after rigid registration and non-rigid regis-
tration were compared, a mean surface distance of 10 mm was evaluated. Heizmann
et. al [130] introduced a tool to register a pre-operative image to an intra-operative
image in liver surgery. The results showed that at the local segments of the liver, the
non-rigid deformation did not exceed 5 mm. However, the details of the method were
not mentioned. To the best of our knowledge, there has been no study investigating
non-rigid liver deformation occuring when registering pre-operative to intra-operative
images, where patient’s pose may differ and breathing can not be controlled.
Our contribution is to quantify the magnitude of the non-rigid deformation that
needs to be accounted for when aligning intra-patient pre-operative liver images to
intra-operative images. This not only encompasses respiratory induced liver defor-
mation, but also liver deformation caused by the time in between the scans and
by different patient’s poses (patients are sometimes positioned on their side dur-
ing treatment, to get better access to the lesion). Using the pre-operative and the
intra-operative imaging data, we accurately align these non-rigidly, and quantify the
non-rigid components in these deformations, for the whole liver as well as for virtual
3D ultrasound volumes (sub-xiphoidal as well as inter-costal), to assess the impact
on e.g. 3D ultrasound-guided image-fusion systems. In addition, the accuracy of
registration method is also verified in this study.
Organization of this chapter is as follows: in the next section, we introduce our
method. Section 5.3 presents our experimental setup, as well as the results of our
experiments. In section 5.4, these results are discussed, and conclusions are drawn in
section 5.5.
5.2 Method
In this section, we present the method that we used in the study. First, an intensity-
based non-rigid registration is applied to align the pre-operative liver image onto the
intra-operative image. Because the intra-operative images are often not contrast en-
hanced, feature or landmark extraction (such as vessels, tumors etc.) is infeasible;
therefore, an intensity-based registration method is chosen for this purpose. The reg-
istration method is based on a previous study [131]. A quantitative landmark-based
evaluation of the registration method was reported for contrast enhanced CT images
with an average accuracy of 4.6 mm (including annotation error). The registration
method was also evaluated using the Dice overlap metric between a manual segmenta-
tion of the liver in the intra-operative image and a transformed manual segmentation
of the liver in the pre-operative image (see section 5.2.2). Our previous study showed
that 18 out of 24 datasets have a Dice larger than 90% after registration using the
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method. In this work, we use an additional 15 datasets and further investigate cases
where the Dice is below 90%. For those cases, an additional refined registration step
is applied to improve the registration accuracy. In this step, the kappa metric [132],
which enhances the fit between manual liver segmentations of the two images, is added
to the energy function that is minimized during registration. To quantify the non-
rigid liver deformation components we compute the rigid transformation that best
fits the non-rigid deformation, using a point-based rigid registration approach. Sub-
sequently, we compute the average residual displacement, i.e., the average difference
between non-rigid and rigid transformation. This is done for the full liver as well
as for sub-volumes representing 3D ultrasound field of views. Each of the steps is
discussed in more detail below.
5.2.1 Intensity-based non-rigid registration
In general, image registration spatially aligns images from different modalities or
different time points by optimizing a cost function that reflects how well the two
images match. Typically, the cost function contains a dissimilarity metric, which
is generally based on the image intensities, and additional terms, e.g. containing
constraints on the deformation. In this work we use mutual information [112,133,134]
as similarity metric because the pre-operative images are always contrast (iodine
contrast agent) enhanced while intra-operative images are either contrast enhanced or
non-contrast enhanced. The transformation is modelled with B-splines [101], and the
registration is performed in a multi-resolution scheme [115]. The final transformation
is given as a combination of the transformations at each resolution.
In the registration process, we use the (D-dimensional) intra-operative image as
the fixed image F (x) ∶ ΩF ⊂ RD → R, and the pre-operative image as the moving
image M(x) ∶ ΩM ⊂ RD → R. The transformation which maps points from the fixed
to the moving image domain is defined as Tµ(x) ∶ ΩF → ΩM , where µ ∈ RQ is the
parameter which represents the Q-dimensional vector of transformation parameters
of the B-spline deformation model. The registration now is then modeled by the
following optimization problem:
µˆ = arg min
µ
(−S(µ;F (x),M(Tµ(x))) + λR(Tµ(x))) , (5.1)
where R(Tµ) is a regularization term which constrains non-rigid deformation and λ
is a weight which balances the similarity metric S(µ;F,M) and the regularization
term [107, 135, 136]. In our study, because the pre-operative images are contrast
enhanced CT while the intra-operative images contain non-contrast enhanced CT
images, we chose mutual information MI(µ;F,M) as the similarity metric:
S(µ;F,M) = MI(µ;F,M)
=∑m∑f p(µ; f,m) p(µ; f,m)pF (f)pM(µ;m) , (5.2)
where p is the discrete joint probability of the image intensities of the two images;
pM and pF denote the discrete marginal intensities probabilities of the moving image
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Figure 5.1. Flowing chart of the method to quantify the non-rigid component of
the liver deformation.
M(Tµ(x)) and the fix image F (x).
In the first step, we use a conventional registration with only a bending energy
regularization term to constrain the deformation inside the liver. Liver masks are
created for both the pre-operative image and intra-operative image by interpolating
ten manually drawing contours around the livers at every 3-4 slices. The liver masks
act as region of interest for the cost function computation, thus they are not necessary
to be accurate liver segmentations. Because of large differences in patient’s pose
(orientation) and breathing state, some cases may have poor registration accuracy.
Therefore, we quantitatively check all the registration using DICE metric described in
section 5.3.3. In case that the registration quality is not sufficient (i.e. DICE smaller
than 90%), we use the manual liver segmentation as an additional information for the
second registration. In this manner, an additional term, kappa metric K(µ;F,M) is
used to maximize the match between the two livers based on the liver segmentation
[105,132]. In this stage, the cost function in equation 5.1 can be rewritten as:
S(µ;F,M) = 1
1 + ω (MI(µ;F,M) + ωK(µ;F,M)) , (5.3)
K(µ;F,M) = 2∑x∈ΩF IF (x)=f,M(Tµ(x))=f∑x∈ΩF IF (x)=f +∑x∈ΩF IM(Tµ(x))=f , (5.4)
where I is the indicator function and f is the value of the segmentation (default to
1).
After this second registration, the result is checked again using metric described
in section 5.3.3. Cases with Dice less than 90% are not included in the quantification
section 5.2.2.
60 5 Quantification of non-rigid liver deformation
Figure 5.2. Simulation of visual ultrasound volumes in CT images: the left is 3D
ultrasound volume at sub-xiphoidal position; the right is 3D ultrasound volume at
inter-costal position.
5.2.2 Liver deformation quantification
In this section, we propose a method to quantify liver deformation by using the
non-rigid transformation result of the optimal non-rigid registration in section 5.2.1
combined with a point-based rigid registration method. First, a grid (equidistantly
sampled with spacing of d = 1 cm) G(xi) is created within the liver segmentation
LSF in the intervention image space ΩF . Next, grid G(xi) is transformed to the pre-
operative image space ΩM by using the non-rigid transformation T µˆ(x). By rigidly
registering the original points G(xi) in the intra-operative image space ΩF to the
points in the pre-operative space ΩM using a point-based registration [137], the rigid
component of the liver deformation can be estimated. Subsequently, the non-rigid
component of the whole liver deformation can be quantified by measuring the mean
distances between the two set of points (see Figure 5.1). Mathematically, the mean
magnitude of the non-rigid liver deformation is estimated as:
D(G(T µˆ(xi)),G(T r(xi))) = 1
n
( n∑
i=1 ∣T µˆ(xi) −T r(xi)∣) , (5.5)
where T r(xi) is the rigid transformation results from the point-based registration and
n is number of points in the set G(xi).
We also quantify the non-rigid component of a part of the liver by simulating
3D ultrasound volumes at two typical positions for liver ultrasound imaging in the
intervention, i.e. sub-xiphoidal and inter-costal (see Figure 5.2). For each volume, we
extract a similar grid of points inside the simulated ultrasound volume (see Figure
5.3). The non-rigid component of each partial liver deformation is quantified using
the same technique mentioned above.
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Figure 5.3. 2D viewers of grids of points at sub-xiphoidal region (left) and inter-
costal region (right).
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5.3.1 Image data
Abdominal diagnostic and intra-operative anonymized CT scans of 39 patients were
randomly selected from patients that underwent abdominal CT scanning and CT-
guided RF ablation in the Erasmus MC between 2010 and 2015. Of those, 24 cases
were involved in our previous study [131]. From the diagnostic images, the contrast
enhanced images were selected for the study. All images have an in-plane pixel size
of 0.56 mm x 0.56 mm to 0.92 mm x 0.92 mm, 3-5 mm slice spacing, 1-2 mm slice
thickness, 512×512 pixels per slice, and 36-71 slices. Image acquisition was performed
according to the standard clinical protocol: 60 seconds after the injection of 120 cc
intravenous contrast agent. Both the intra-operative images and diagnostic images
were acquired with a tube voltage of 80-100 KV and a tube current of 172 - 288 mAs.
Of the intra-operative images, 18 are non-contrast enhanced images and 21 are con-
trast enhanced with 80-120 cc intravenously administered contrast agent. The main
reason for using the contrast enhanced images was to obtain accurate information on
the tumor location. Furthermore, in 14 out of the 39 cases, the patient was rotated
(30-100 degrees) w.r.t. a supine position on the CT table, to provide access to the
needle introduction site. For those cases, the images were manually rotated along the
z-axis prior to registration such that the spines on both images have approximately
the same orientation. All of the 39 pre-operative images are in exhale state and with
breath-hold. The intra-operative images are in free breathing state (as patients are
sedated), and six cases are in deep inhale state. In general, the field of view of the
3D abdominal images is larger than the region of interest i.e. the liver.
A 3D ultrasound volume was acquired with a Philips iU22 xMATRIX US system
using X6-1 PureWave xMATRIX transducer. The 3D ultrasound volumes resolu-
tion was set to values typically used during interventions, yielding images containing
192×246×117 voxels with voxel size of 1.144×0.594×1.193 mm.
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5.3.2 Registration software and parameter settings
We used Elastix, an open source registration software package developed by Klein
and Staring, which is available at elastix.isi.uu.nl. The initial alignment (translation)
of registration is based on the center of mass of the liver mask. The five resolutions
of the B-spline grid are set to [160 80 40 20 10] mm. An adaptive stochastic gradient
descent optimizer [116] is used to solve the minimization problem in 5.1, in which
2000 samples are randomly selected to compute the derivative of the cost function.
The number of iterations for each resolution is set to 500 to ensure sufficient number
of iterations for convergence. The weight factor for bending energy λ is set at 200
(similar to our previous study). After some pilot experiments with the four cases
in the second step (see Section 5.2.1), kappa metric weight w is chosen as 50. The
registration is performed on an AMD Opteron 2378-core, 2.8GHz, 64 GB RAM on a
Linux cluster.
5.3.3 Registration verification
As mentioned in section 5.3.1, 18 out of 39 cases are non-contrast enhanced CT,
hence landmark based evaluation is not feasible for those scans. In this study, we
used Dice metric to verify the accuracy of the registration algorithm for all the cases.
The Dice metric is an overlap measure between the transformed liver segmentation
LSM of the pre-operative image and the liver segmentation LSF of the intra-operative
image. For this purpose, manual segmentations of the liver were made by experts.
Mathematically, Dice similarity coefficient (DSC) is formulated as:
DSC(LSF , LSM) = 2 ∣LSF ⋂LSM ∣∣LSF ∣ + ∣LSM ∣ , (5.6)
where ∣.∣ denotes the number of voxels inside the segmentation.
In total, 31 out of 39 cases were successfully registered in the first step, with
a Dice larger than 90%, and with visually no large errors observable. Four cases
were correctly registered after the second step, i.e. the registration using the kappa
term with the liver segmentations, with Dice also larger than 90%. We were unable
to successfully register four cases because of the large rotation angle of intervention
image combined with deep inhalation, leading to very large deformations of the liver
which could not be compensated by the registration method. In the end, 35 out
of the 39 cases were successfully registered with Dice of 92.7 ± 1.8% on average. In
addition, the average Dice overlap value of the 35 cases using rigid registration method
is 84.5 ± 6.9%, which is statistically significantly smaller than the result of non-rigid
registration method.
5.3.4 Quantification results
Using the method described in section 5.2.2 we computed the non-rigid components
of the liver deformation. For further analysis, we divided the dataset into two groups:
one group contains all cases which do not have either rotation or deep inhalation
(normal cases), and the other contains those having rotation and/or deep inhalation.
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Figure 5.4. Fig.4: An example of successfully registered case: a) pre-operative
image; b) intra-operative image; c) checker board view of the registered image; d)
the deformation field shows the direction of liver transformation from pre-operative
image to the intra-operative image.
We, hence, quantified the non-rigid components of nine groups: complete livers on
all the cases (CA), complete livers on the normal cases (CN), complete livers on the
cases having rotation and deep inhalation (CRI), the inter-costal regions on all the
cases (IA), the inter-costal regions on the normal cases (IN), the inter-costal regions
on having rotation and/or deep inhalation (IRI), the sub-xiphoidal regions on all
the cases (SA), the sub-xiphoidal regions on normal cases (SN), the sub-xiphoidal
regions on having rotation and/or deep inhalation (SRI). On average, the non-rigid
deformation components respectively are 5.9 ± 1.6 mm, 5.1 ± 1.1 mm and 7.2 ± 1.4
mm for group CA, group CN and group CRI. For inter-costal regions, average of the
non-rigid components of group IA, group IN and group IRI respectively are 4.6 ± 1.2
mm, 4.1 ± 0.9 mm and 5.4 ± 1.2 mm. For sub-xiphoidal regions, on average, group
SA, group SN and group SRI contain the non-rigid component of 4.8 ± 1.5 mm, 4.0± 0.9 mm and 6.1 ± 1.5 mm correspondingly. All of the non-rigid components are
illustrated in Figure 5.7 and Figure 5.8.
Furthermore, we performed T-tests for the non-rigid deformation quantification
between the non-rotation group and the rotation/inhale group. The p-values for re-
spectively the full liver, inter-costal and sub-xiphoidal non-rigid components are 0.005,
0.022 and 0.004, showing that rotation and inhaled breathing statistically significantly
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Figure 5.5. An example of case with deep inspiration and non-contrast enhance-
ment involves in the refined registration step: a) pre-operative image; b) intra-
operative image; c) fused image without kappa term (DICE of 88%); d) fused image
with kappa term (DICE of 93%). The arrows point to the position where the regis-
tration is improved.
increase liver deformation.
5.4 Discussion
This study quantifies the non-rigid component of the deformation between the pre-
and intra-operative situation in liver interventions by using image based registration
on CT data. Results were obtained for the full liver, and relevant regions of interest
in case of ultrasound guided intervention. For the latter, the sub-xiphoidal region
and the inter-costal region were extracted by simulating 3D ultrasound volume at
the corresponding positions. The non-rigid components of the liver deformation were
quantified by comparing corresponding components transformed by the transforma-
tion that results from the non-rigid intensity-based registration and by the point-based
rigid registration method.
Out of 39 cases included in our study, 31 cases could directly be registered success-
fully, four cases required an additional optimization term based on a liver segmenta-
tion (coined kappa metric), and four cases could not be successfully registered. All of
the successful cases have a Dice overlap larger than 90%. The non-rigid components
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Figure 5.6. A case with large liver deformation caused by rotation (∼100 degree): a)
pre-operative image; b) intra-operative image; c) registration without kappa metric
(DICE of 83%); d) registration with kappa metric term (DICE of 92%).
of completed liver, the sub-xiphoidal region and the inter-costal region respectively
are 5.9 ± 1.6 mm, 4.8 ± 1.5 mm and 4.6 ± 1.2 mm on average. These numbers
provide an estimation of the remaining error when using rigid registration to align
the pre-operative image to the intra-operative images, which is common practice in
many current guidance systems. These errors should either be taken into account, or
non-rigid motion compensation methods should be applied.
When inspecting the cause of the deformation component, rotation of the patient
between imaging sessions and differences in breathing states significantly increase
the magnitude of liver deformation. With small rotation, the non-rigid components
of completed liver, the sub-xiphoidal region and the inter-costal region respectively
were 5.1 ± 1.1 mm, 4.1 ± 0.9 mm and 4.0 ± 0.9 mm , whereas the other cases have
errors which were 1-2 mm larger (see Figure 5.8); these differences were statistically
significant. This implies that efforts to limit differences in patient’s pose and breathing
state may be relevant for ablation procedures although perhaps not feasible to achieve.
These errors also confirm that the range of the safety margin of 1 cm that is generally
used in ablation of liver lesions to ensure a successful treatment [118].
Our study obtained comparable results compared to other studies on liver defor-
mation. Osorio et. al [126] used a non-rigid registration method to register three
cases of pre-operative MRI images and intervention CT images. A range of liver
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Figure 5.7. Boxplot of non-rigid component of the complete liver deformation of
35 successful cases.
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Figure 5.8. Boxplot shows averages of non-rigid components excluding an outlier
(patient 40).
deformation between 3 mm to 10 mm for the whole liver was reported while in our
study, 95% of liver deformation was from 2.5 mm to 9 mm (see Figure 5.8). In the
work of Heizmann et. al [130], non-rigid deformation of the liver segments right lobe
non rigid component of less than 5 mm was reported. In our study, in cases of no
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rotation and deep inspiration, the non-rigid deformation component of the whole liver
and sub-xiphoidal region were 5.1 ± 1.1 mm and 4.0 ± 0.9 mm. Note that, in our
data, pre-operative images and intra-operative images were acquired in different ac-
quisition sessions and that sub-xiphoidal region contains segments in both the left
lobe and the right lobe. Rohlfing et. al [129] reported non-rigid liver deformation on
the liver surface of 10 mm on average; however their quantification metric is different
from our metric, which mainly concerns inside of the liver.
The main limitation of our study is its dependency on an accurate registration.
This method was not able to adequately align four cases, which suggests that for dif-
ficult cases the non-rigid component may even be larger. By having visual inspection
of the registration results by radiologists, as well as by having a second stage regis-
tration for less accurate cases, we can confirm that the results are valid. In addition,
this is also verified by the comparison to other studies.
5.5 Conclusion
In conclusion, we have developed an approach to determine the non-rigid component
in liver deformation between the pre- and intra-operative situation in liver interven-
tions. We computed it for the whole liver, as well as to the inter-costal and the sub-
xiphoidal regions-typically images with US during procedures. This study confirms
that in the liver region of interest, a substantial part of the deformation is non-rigid,
and this should be accounted for when using rigid registration approaches. Patient
positioning and breathing control may help in reducing the non-rigid deformation.
Also, methods to compensate for non-rigid deformation should be pursued.

Chapter Six
An automatic registration method
for pre- and post-interventional CT
images for assessing treatment
success in liver RFA treatment
Abstract — In image-guided radiofrequency ablation for liver cancer treatment,
pre- and post-interventional CT images are typically used to verify the treatment
success of the therapy. In current clinical practice, the tumor zone in the diagnostic,
pre-interventional images are mentally or manually mapped to the ablation zone in
the post-interventional images to decide success of the treatment. However, liver
deformation and differences in image quality as well as in texture of the ablation
zone and the tumor area make the mental or manual registration a challenging
task. Purpose of this chapter is to develop an automatic framework to register the
pre-interventional image to the post-interventional image.
We propose a registration approach enabling a non-rigid deformation of the tumor
to the ablation zone, while keeping locally rigid deformation of the tumor area.
The method was evaluated on CT images of 38 patient datasets from Erasmus
MC. The evaluation is based on Dice coefficients of the liver segmentation on both
the pre-interventional and post-interventional images, and mean distances between
the liver segmentations. Additionally, residual distances after registration between
corresponding landmarks in the images were computed.
The results show that rigid registration gives a Dice coefficient of 87.9%, a mean
distance of the liver surfaces of 5.53 mm, and a landmark error of 5.38 mm, while
non-rigid registration with local rigid deformation has a Dice coefficient of 92.2%,
a mean distance between the liver segmentation boundaries near the tumor area
of 3.83 mm and a landmark error of 2.91 mm, where a part of this error can be
attributed to the slice spacing in our CT images.
This method is thus a promising tool to assess the success of RFA liver cancer
treatment.
Based upon: H.M. Luu, C.S. Klink, W.J. Niessen and T. van Walsum, ”An automatic registration
method for Pre- and Post-Interventional CT images for assessing treatment success in liver RFA
treatment”, Med Phys, vol. 42, no. 9, pp. 5559-5567, Aug. 2015.
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6.1 Introduction
R
adiofrequency ablation (RFA) is an image-guided intervention for the treat-
ment of liver cancer which has become popular in recent years [46, 138, 139].
During the intervention, radiofrequency are applied via an ablator to locally
heat and destroy the tumor cells. In practice, radiologists typically compare the tumor
region from pre-interventional images to the ablation zone in post-interventional CT
images to assess treatment success [91, 94, 140]. They mentally compare shape, size,
and position of the tumor and the treated zone. For this evaluation, the treatment is
considered successful if the tumor is completely enclosed by the ablation zone with a
safety margin of 5 mm or larger. This safety margin is narrow to minimize collateral
damage to healthy liver tissue. If any residual tumor tissue is detected outside the
thermally destroyed region, the treatment is considered unsuccessful [141]. To better
assess the relation between the tumor area and the ablated region, an accurate spatial
alignment of the pre- and post-interventional images is required. This facilitates a
retrospective quantitative study to determine requirements of the ablation zone, to
optimize future therapy. It possibly also supports earlier assessment of treatment
success. Purpose of our work thus is to develop and evaluate a method for accurately
registering pre- and post-operative CT images of the liver.
The challenges in registering the pre and post-interventional CT images are liver
deformation due to patient breathing and differences in texture between the tumor
area and the ablation zone. To address these challenges, we utilize non-rigid defor-
mations to account for deformations, while considering the transformation to be rigid
at the tumor area to prevent incorrect deformation of the tumor area to the ablation
zone.
Several groups have previously investigated registration of CT liver images. These
studies can be categorized into those using rigid and non-rigid registration. For most
of the studies the registration accuracy was determined by measuring the residual
registration error in corresponding anatomical landmarks such as vessel bifurcations
or locations at the surface of the liver. Heizmann et al. [130] concluded that rigid
registration of liver segments of pre- and intra-operative images is feasible with an
accuracy of 5 mm. Rieder et al. [102] reported on a rigid registration method using
the ROI of the tumor in the pre-interventional CT image and that of ablation zone in
post-interventional CT image which achieved mean registration accuracy of 5-6mm.
Lange et al. [103] registered pre- and post-operative liver CT images using manually
placed corresponding landmarks with an accuracy of 2 mm. To assess the tumor
response to RFA treatment on CT images, Niculescu et al. [142] described a non-rigid
registration framework based on a finite element method to model the deformation.
There was no quantitative evaluation reported in the study. Xie et al. [141] worked on
liver registration in CT with a consideration of lung motion. The non-rigid registration
contains two steps: first, scale invariant feature transformation was used to extract
controls points and subsequently a bi-thin plate spline method was used to compute
the deformation. Kim et al. [97] investigated a non-rigid registration method for
aligning pre- and post-interventional CT images for RFA treatment. The accuracy
of the registration by using corresponding landmark reached accuracy up to 1.3 mm.
However, details on the registration method were not reported in the study.
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In this chapter, we build on these previous studies, and develop and evalu-
ate an automatic non-rigid registration method for the alignment of pre- and post-
interventional liver images. Our contribution is an automatic method, an extensive
parameter optimization and an evaluation on a large set of clinical CT images.
This chapter is organized as follows: in the next section, we introduce our method:
Section 6.3 presents our experimental setup and the evaluation frame work, as well
as the results of our experiments. In Section 6.4, these results are discussed, and
conclusions are drawn in Section 6.5.
6.2 Methods
Image registration is a frequently used technique in the field of medical image pro-
cessing [114, 143]. The image registration task is, given a fixed image IF (x) and a
moving image IM(x), to find a transformation T (x) = x + u(x) that spatially aligns
IM(T (x)) to IF (x). The deformation field u(x) that represents the transformation
after registration is either rigid or non-rigid. In rigid registration, the moving image
IM(x) is translated and/or rotated to best match the fixed image IF (x). In non-rigid
registration, the moving image IM(x) can deform freely to yield the best match to
the fixed image IF (x). The optimal alignment is generally determined by optimizing
a similarity metric S(T ; IF , IM). Commonly used similarity metrics are the sum of
squared differences (SSD), mutual information (MI) and normalized cross correlation
(NCC). In this study, we chose NCC because the images are from the same modality
(contrast enhanced CT) satisfying the assumption underlying NCC that there is a
linear relation between the intensity values of the fixed and moving images. This
assumption is not correct at the ablation zone, which is why we utilize a local penalty
on the deformation field to prevent large deformations near the tumor. Formally,
Normalized Cross Correlation, which measures the similarity of the intensity between
the two images based on their intensity variances, is defined as:
NCC(T ; IF , IM) =∑xi∈ΩF (IF (xi) − I¯F )(IM(T (xi)) − I¯M)σFσM , (6.1)
where ΩF is the domain of the fixed image IF (x); I¯F , I¯M are the mean intensity of
IF (x) and IM(T (x)) ; and σF , σM are standard deviation of intensity of IF (x) and
IM(T (x)).
6.2.1 Non-rigid registration algorithm
Targets of our registration task are the liver, the tumor and the ablation zone. Because
imaging is done at different time points, and because of differences in breathing state,
the liver may have moved and deformed [127,130], therefore a rigid transformation is
often insufficient for an accurate registration. Hence, a non-rigid registration approach
to align the pre- and the post-images is taken.
Conventionally, the registration problem is formulated as an optimization problem
which minimizes a cost function C(T ; IF , IM) with respect to the transform T :
Tˆ = arg min
T
C(T ; IF , IM) , (6.2)
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with C(T ; IF , IM) = −S(T ; IF , IM) + αP(T ) , (6.3)
where P(T ) is a regularization term which constrains non-rigid deformation and α is
a weighting factor which balances the similarity metric S(T ; IF , IM) and the regular-
ization term P(T ) [103].
We model the non-rigid transform T with a B-Spline deformation field, where
parameter µ models the transformation T . Finding the optimal transformation Tˆ
in our case therefore is an optimization problem, determining the parameter µ that
minimizes the cost function C(µ; IF , IM):
Tˆµ = arg min
T
C(Tµ; IF , IM) , (6.4)
or
µˆ = arg min
T
C(µ; IF , IM) , (6.5)
We employ an iterative stochastic gradient descent optimizer for equation (6.5). In
every iteration k, the current parameter µk is updated by adding a small step in
direction of the derivative of the cost function ∂C/∂µ:
µk+1 = µk − ak ∂C
∂µ
, (6.6)
where ak > 0 is the size of the step which changes in every iteration. Klein et al. [116]
proved that using a decay of ak according to ak = a/(k + A)γ , where a > 0,A ≥ 1,
and 0 ≤ γ ≤ 1 are user-predefined constants, the convergence rate significantly reduces
computation time without affecting final result. Based on this result, we used the
stochastic gradient descent in our study.
Finally, as we are interested in registering the liver only, the similarity metric is
only evaluated over liver area defined by liver mask (see Section 6.3.2).
6.2.2 Local rigid registration
The standard non-rigid registration not only deforms to align global structures in
the images but also locally minimizes the differences, e.g. at the tumor area and
ablation zone. This may cause an incorrect registration because the texture and the
intensity of the tumor area and the ablation zone are different (see Fig. 6.1). A global
regularization term P(T ) in equation (6.3) can limit the transformation freedom in
this area, but it may also affect the transformation of others structures and thus lead
to globally incorrect registration. Therefore we propose a registration method which
deforms the tumor rigidly while allowing the other structures to deform more freely.
The idea of using local rigid registration was first introduced by Staring (2007)
[107] in lung tumor follow-up diagnosis. The fixed regularization term P(T ) was
replaced by a rigidity penalty term Prigid(T ; IM) which is defined as follow:
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Figure 6.1. Example of incorrect deformation around tumor area: a) a pre-
interventional RFA image with a tumor area; b) a post-interventional RFA image
with ablation zone; c) the registered the pre-image with an arrow to indicate the
incorrect transformation in the corresponding ablation zone.
Prigid(T ; IM) = 1∑x c(T (x))×
∑x c(T (x)) × {cAC∑k,i,j ACkij(x)2 + cOC∑i,j OCkij(x)2 + cPCPC(x)2} , (6.7)
where the weights cAC , cAC and cPC balance the three terms: affine term ACkij(x),
orthonormality term OCkij(x) and properness term PC(x); and c(x) ∈ [0,1] is a
user-predefined coefficient (mask), so that the part inside the mask is restricted to
rigid movement while the other parts may deform less strictly. The value of c(x) is
defined as:
c(x) = ⎧⎪⎪⎨⎪⎪⎩
1 if x ∈ ΩR
1 − 1
1+e−D(x)−βα ) else , (6.8)
where α and β are pre-defined parameters; D(x) is the Euclidean distance transform
of the mask image with zero distance at the tumor boundary, and ΩR is the liver
tumor area. Parameter α regulates the slope of the threshold and β acts as an offset
of the distance transform function D(x). This ensures that the transformation T (x)
is rigid inside, almost rigid around and non-rigid outside the tumor area.
From the simulation of coefficient image c(x) w.r.t α and β in Fig. 6.2 we can
see that the curves with α = 2 and β ≥ 5 mm have smooth transition bands between
the constrained area and the unconstrained area. We therefore chose these values of
α and β as the parameters to create the image c(x).
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Figure 6.2. Simulation of profile of the coefficient image c(x) with tumor radius
of 20 mm and several values of α and β. The top figure is a plot of c(x) when β=5
mm. The bottom figure is a plot of c(x) when α = 2.
Figure 6.3. The coefficient image c(x): the dark areas present a high constraint of
rigid deformation. The coefficient image containing two tumors has two dark areas.
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6.3 Experiments and results
6.3.1 Image data
We retrospectively obtained 38 anonymized abdominal multiphase Contrast Enhanced
CT datasets that were acquired on a Siemens CT Scanner in the Erasmus MC, Uni-
versity Medical Center Rotterdam from 2010 to 2013. The post-CT is a follow-up
scan, 4-6 weeks after the intervention. This ensures minimal ablation zone shrinkage
and minimal liver growth. The portal-venous phase images from the multiphase ab-
dominal CT-scans were selected for the study, and none of the CT datasets obtained
was excluded from this study. 32 % of the patients have lesion with diameters up to
3 cm. The images have resolution of 0.74 mm x 0.74 mm to 0.84 mm x 0.84 mm,
2-5 mm slice spacing (1 dataset has a slice spacing of 2 mm; 8 datasets of 3 mm; 29
datasets of 5 mm), 1-2 mm slice thickness, 72-180 axial slices and 512 x 512 pixels per
slice. Image acquisitions were performed according to the standard clinical protocol:
60 seconds after the injection of 100 cc intravenous contrast agent. In general, the
field of view of the 3D abdominal images is larger than the region of interest i.e. the
liver. Hence, to reduce processing time for image registration, we manually cropped
the images to fit the liver.
6.3.2 Manual segmentation for registration
A clinician manually outlined the tumor in the pre-interventional image. The coeffi-
cient image, then, was created based on the tumor segmentation image using equation
(6.8). The registration requires a liver mask to determine a region of interest. The
liver mask does not need to be an accurate liver segmentation. It was created by inter-
polating 10 manually annotated contours around the liver, such that all the contours
encompass the liver. An existing liver segmentation approach [83] would probably do
as well.
6.3.3 Registration software and parameters
For the registration, we use Elastix registration software developed by Klein and Star-
ing [105], which can be downloaded from Elastix website. Initialization of the regis-
tration is based on alignment of center of mass of the liver mask. A multi-resolution
B-spline-based registration is achieved with Elastix. In this multi-resolution regis-
tration approach, smoothed versions of the image at different scales are determined
by convolution with a Gaussian kernel. One of the most important parameters in
Elastix is the grid size of the control points of the B-spline model. In this study,
we used 4 resolutions as suggested in Staring [107]. The grid space of the B-spline
is set to [8 4 2 1] times a physical unit (in mm) which is tuned in a training stage.
In the course level of multi-resolution registration, we set the grid size high to allow
the registration match large structures and skip small structures. The final resolu-
tion uses a small grid size to ensure that the detailed structures in the livers can
be matched. The weight parameters for rigidity are set as (RigidityPenaltyWeight
0.1 0.1 0.1 4.0), (LinearityConditionWeight 100.0), (OrthonormalityConditionWeight
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1.0), (PropernessConditionWeight 2.0). The complete parameters setting file can be
found in the elastix database of parameter setting files.
6.3.4 Evaluation metrics
In this study, we used four metrics to evaluate the registration algorithm. The first
metric is an overlap measure between the transformed liver segmentation of the pre-
image and the liver segmentation of the post-image. To this end, a manual segmen-
tation of the liver was made by an expert. Note that this segmentation was for the
evaluation purposes only, and was not used during the registration procedure. For
the overlap we used the Dice similarity coefficient (DSC), which is given by:
DSC(X,Y ) = 2 ∣X ⋂Y ∣∣X ∣ + ∣Y ∣ , (6.9)
where X and Y present the two segmentations, and ∣.∣ denotes the number of voxels
inside the segmentation.
Additionally, we used mean surface distance in 3D (MSD) as the second evaluation
metric. In formula, MSD is defined as:
MSD(X,Y ) = 1(nX + nY )(nX∑i=1 di +
nY∑
j=1dj) , (6.10)
where nX and nY represent the number of voxels on the two segmentation surfaces
correspondingly, and di , dj are the closest distances from each voxel on the surface to
the other surface. An MSD of 0 implies that the boundaries of the two segmentations
perfectly match.
Both Dice and MSD, though commonly used for evaluation of registration, do
not quantify the actual registration accuracy inside the liver. Therefore, we addition-
ally used landmark distances at vessels and vessel bifurcations as a third evaluation
criterion of the registration accuracy. For each image pair, three experts annotated
15-20 sets of corresponding landmarks. After registration, the mean corresponding
distance (MCD) between transformed points to the pre-interventional image and the
corresponding points in the same image is calculated as follows:
MCD(A,B) = 1
n
( n∑
i=1 ∣ai − T (bi)∣) , (6.11)
where n is number of pairs of landmarks; ai and bi denote corresponding landmarks
in the pre-interventional image A and post-interventional image B; T represents the
transformation from image B to image A [144]. Note that in our registration, the
image A deforms to align on the image B but the landmarks in the post-image space
(the fixed image B ) transform into the pre-image space (the moving image A).
In order to evaluate the registration accuracy around the tumor area, we dilate
the transformed tumor with a kernel of [30 30 1] times the voxel size to create a
local region of interest R. Because in most cases, there are insufficient anatomical
landmarks close to the tumor, we propose to use local MSD (LMSD) to evaluate
registration accuracy near the tumor. The intersection of the region of interest R
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Figure 6.4. Manual liver segmentation and the landmarks inside the liver are used
in DICE, MCD, MSD and LMSD evaluation. The overlaid tumor (pink) on the
post-image is dilated to determine the local region of interest R (yellow).
with the liver boundary segmentation is subsequently used to determine the local
MSD (see Fig. 6.4).
6.3.5 Training stage
The aim of the training stage is to determine the optimal grid size for the B-spine
control points in elastix. In this stage, ten out of the 38 datasets were randomly
selected. The registration was trained with varying grid size. We used Dice coefficient
as the evaluation criteria to measure the accuracy of the registration.
From the boxplot in Fig. 6.5a, it can be seen that the optimal grid size range is
from 5 mm to 12 mm. To determine the best grid size, we in this range computed
Jacobian determinant of the transformation within the tumor areas. For the local
rigid area, the Jacobian determinant should be 1 inside the area. Based on this
analysis, we selected a grid size of 5 mm as the optimal setting because the Jacobian
determinant of the transformation at tumor area is close to 1 (1.03±0.05), indicating
that the deformation is almost volume preservation with this setting.
We investigate the effect of changing the value of α and β in Equation 6.8 on
registration accuracy using the local MSD metric. From Fig. 6.6 we can see that the
local mean surface distance does not depend on α while changing slightly w.r.t the
value of β. The optimal value range of β is around 10, thus we chose β = 10 mm as
a setting in the evaluation section.
Fig. 6.7 illustrates the effect of local rigidity term on the transformation. It is
clear that the deformation field is non-rigid inside and near the tumor area in the
non-regularized case (left). In contrast, the deformation field is almost rigid inside
and near the tumor area while far from it, the deformation field is non-uniform in the
constrained case (right).
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Figure 6.5. Box plots of Dice (left) and determinant of the Jacobian of the trans-
formation (right) at the tumor area with respect to various grid sizes.
Figure 6.6. Accuracy of registration for various values of α and β.
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Figure 6.7. Non-rigid deformation fields and the tumor area overlaid on a trans-
formed pre-interventional image. The left image shows the deformation field when
not using the local rigid term (the determinant of the Jacobian of the deformation
near the tumor deviates from 0.40 to 2.66); the right image shows the deforma-
tion field when using the local rigid term (the determinant of the Jacobian of the
deformation near the tumor deviates from 0.92 to 1.12)
6.3.6 Results on test datasets
Using an initial B-spline grid size of 5 mm, α = 2, β = 10 mm for the method described
in section 6.2.2, we evaluate the registration method on the remaining 28 test datasets.
Fig. 6.8 plots the result for each of the four metrics described in section 6.3.4
The rigid registration achieved a Dice coefficient of 87.9%, a mean distance of
the liver surfaces of 5.53 mm, and a landmark error of 5.38 mm, while non-rigid
registration with local rigid deformation resulted in a Dice coefficient of 92.2%, a mean
distance between the liver segmentation boundaries of 2.54 mm and a landmark error
of 2.91 mm. In addition, we also performed paired T-test to compare the accuracy of
the rigid method and the proposed method. The p-values are smaller than 0.001 in
all of the three evaluation metrics, indicating that the proposed method significantly
improves the registration accuracy compared to rigid registration. The determinant
of the Jacobian of the deformation at the tumor area is (1.03 ± 0.06), indicating that
only small volume shrinkage/expansion occurs.
The traditional non-rigid registration method without using the local rigidity term
achieved an error of 4.57 mm for local MSD while the proposed registration method
results in a local MSD of 3.83 mm. A paired T-test showed that this improvement
is statistically significant (p < 0.01). The registration accuracy is also compared to
other studies in the Discussion section 6.4.
Moreover, to investigate inter-observer agreement, we performed paired T-tests
between the registrations accuracies using each observers landmarks. In our study,
p-values of each pair of observers were 0.54, 0.62 and 0.69, suggesting that there is no
significant difference between the observers.
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Figure 6.8. Boxplots of registration results, for rigid and non-rigid transforma-
tions: Dice of liver mask (top-left), mean surface distance of liver borders in mm
(top-right), mean landmarks errors in mm (bottom-left), local mean surface distance
in mm ((bottom-right)).
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Figure 6.9. Three examples of the liver registration result. The left column
contains checker board views of the aligned images. The right column shows overlays
of edges of the transformed liver on the fixed image.
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6.4 Discussion
In this work, we investigated a non-rigid registration method with pre-defined local
rigid structure around the tumor for CT images of the liver for RFA interventions.
The local rigid structure is constructed based on sigmoid function to ensure that
the deformation field is rigid within, almost rigid nearby and non-rigid far from the
tumor areas. The grid size of control point of B-spline was determined in the training
stage using 10 datasets. From the training stage, we conclude that Dice coefficient is
not affected much by the grid size and the Jacobian determinant of the deformation
field changes significantly with changes in the grid size. Respecting Dice and volume
conservation, we choose 5 mm as the initial grid size used for the evaluation.
Based on the result on the training datasets (see Fig. 6.6) we can conclude that
registration accuracy is not sensitive to the value of α and β. However when the
value of β is too low, the local rigid area is narrowed leading to more freedom in
deformation nearby the tumor area while registration with the too high value of β
makes the deformation become globally rigid-like registration in a large areas.
The method was evaluated on the remaining 28 clinical datasets using four dif-
ferent metrics: Dice, mean surface distance, distance between corresponding land-
marks and local mean surface distance. The result is compared with rigid registration
method and traditional nonrigid registration method (see Fig. 6.8). All of the cases
were successfully registered based on visual assessment within running-time from 4 to
5 minutes. The results show that the proposed method achieved better registration
accuracy compared to rigid registration and traditional nonrigid registration, while
not deforming the tumor areas.
Registration accuracy, as evaluated with our method, depends on voxel size and
slice spacing. As the CT data is anisotropic, we further investigated the effect of large
slice spacing on our evaluation metric using landmark distances. Datasets with 2 -
3 mm spacing resulted in an accuracy in the range of 1.2 - 3.8 mm while datasets
with 5 mm spacing resulted in an accuracy in the range of 2.7 - 8.2 mm, and 28%
of the datasets have errors larger than 5 mm. The increase in registration error is
caused by two factors: the discretization of the manual annotation (landmarks are
annotated on a slice) and the loss information of the image in the space. As the
common safety margin for RFA treatment is 5 mm [140], accurate quantification for
assessing treatment success requires datasets with high spatial resolution, and slice
spacing less than 5 mm.
From the result of registration accuracy using local MSD, i.e. 3.86 mm with using
rigidity term and 4.57 mm without using rigidity term, we conclude that nearby the
tumor area and ablation zone, the registration archived less accuracy than other areas.
Apparently, the combination of intensity and some shape changes around the tumor
region are harder to align than the other regions. In addition, the the accuracy of
manual liver segmentation at ablation zones may also affect the registration evaluation
result because the liver boundary at ablation zones is generally less clear then in other
regions. (see Fig 6.1).
In general, our work performs equally or better than other studies reported in
the literature: Xie et al (2011) used bi-Thin Plate Spline to register six datasets and
achieved a Dice of 93.6% and a mean surface distance of 2.5 mm while we obtained
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a Dice of 92.3% and a mean surface distance is 2.54 mm. Note that our images have
lower resolution than the datasets used in this study. Rieder et al (2012) performed a
rigid registration method on 41 dataset with some manual interactions and achieved
a mean surface distance of 2.29 mm. Without using landmarks, the accuracy is 5.46
mm which is less than the accuracy that we obtained (2.91 mm). To the best of our
knowledge, the highest achieved accuracy of corresponding landmarks is 1.3 mm as
reported in Kim (2011). However, the method in the study is not mentioned in detail,
and thus these results are hard to reproduce.
There are some limitations to our study. First, we did not yet evaluate the success
of the treatment based on quantifications using the pre- and post-image alignment
and compare these to long-term outcomes. However, this study being focused on
the development of a method for aligning these pre- and post-interventional images,
paves the way for performing such studies; our method enables clinicians to investigate
whether quantifications based on accurate alignment of the tumor and the ablation
zone are predictive for short- and long-term outcome. Second, we only use data from a
single hospital center with limited number of CT scanners. We are, however, confident
that similar results will be obtained for other vendors, as CT image acquisition is well
protocolized, and Hounsfield units present physical properties. Third, because there
are no landmarks available within the tumor areas in the post-image, it is not possible
to directly evaluate the accuracy of the alignments of the tumors.
In the future, we intend to assess the value of registering pre- and post-images
and quantifying overlap of tumor and ablation zone, and distances between tumor
border and ablation zone border, for determining RFA treatment success.
6.5 Conclusion
In conclusion, we have developed and evaluated an automatic registration approach
for the alignment of pre- and post-interventional liver images. It is able to non-
rigidly align the images while keeping the tumor as a local rigid deformation. The
registration approach was evaluated and the accuracy obtained is sufficient for use in
future studies investigating factors of RFA treatment success.

Chapter Seven
Summary and Future Perspectives
7.1 Summary
T
his thesis addressed image analysis of liver CT images, focused on improving
guidance in minimally invasive liver procedures. We developed and evaluated
approaches to improve image quality, and to perform fusion of pre-operative
CT images to intra-operative CT images as well as post-operative CT images. This
chapter summarizes the main contributions of our work and provides future perspec-
tives.
In chapter 2, we developed a liver vessel segmentation method for contrast en-
hanced CT images acquired in the portal venous phase, and evaluated six well-known
vesselness and diffusion filters using their impact on liver vessel segmentation as eval-
uation criterion. The liver vessel segmentation method is based on a region growing
approach which is commonly used for vessel segmentation tasks. The results of the ex-
periments demonstrated that a hybrid diffusion filter with continuous switch (HDCS)
performs the best as a preprocessing for this liver vessel segmentation method. How-
ever, the performance of the filters depends on the size of the vessels. Diffusion filters
work best for large vessels with high contrast while vesselness filters are better suited
for small vessels with low contrast.
Integration of pre-operative information in interventions can be used to improve
image guidance. Therefore, we investigated methods to align pre-operative CT images
to intra-operative CT images, and we investigated to what extent such an alignment
requires non-rigid deformations. In chapter 3, a two-stage registration approach was
introduced for the alignment task. First, we non-rigidly registered the pre-operative
image to the intra-operative image using a conventional registration method. For the
cases with large liver deformation caused by patient rotation and deep inspiration,
we developed a refined registration method in which a local rigidity term was used
to eliminate unrealistic deformations. Second, the pre-operative image was registered
to the current intra-operative image utilizing the initialization from the first step
as well as the initialization from the rigid registration between the intra-operative
images. With this approach, 87% of the cases were successfully registered with a
DICE overlap of 90% and a mean distance between corresponding points (MCD) of
4.5 mm.
In chapter 4, we extended the method described in chapter 3 with a semi-automatic
procedure to improve the registration between the pre-operative image and the intra-
operative images. In this method a novel energy term was added to minimize the
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misalignment at the liver edges. This was achieved by segmenting the liver in the
pre-operative image, and annotating points on the liver border in the intra-operative
image. The energy term to be optimized in the registration minimizes the Euclidean
distance between the transformed annotated points and the liver border. This can be
performed very efficiently by pre-computing a distance transform on the liver border
of the pre-operative image. The results showed that all of the cases were successfully
registered with a clear improvement in the accuracy, i.e. 92% in DICE and 2.5 mm
in average surface distances (ASD) vs 91% in DICE and 4.6 mm in ASD.
Whereas our registration approach for pre-operative to intra-operative images uses
a non-rigid deformation, multimodal image fusion systems used in percutaneous liver
interventions (e.g. CT-ultrasound registration) often use rigid registration. To assess
whether a non-rigid approach would be relevant for such systems, in chapter 5 we
quantified the non-rigid components of the deformation from the pre-operative image
to the intra-operative image. For these experiments, we used images acquired during
ablation procedures, and registered the pre-operative image to the intra-operative
image by using the registration method described in chapter 3. Subsequently, the
non-rigid component of the liver deformations was computed. This was done for the
whole liver, as well as for representative 3D US volumes, acquired inter-costally and
sub-xiphoidally. We found that the non-rigid component could amount to 5-6 mm,
with larger errors occurring when there were large differences in breathing state, or
when the patient was rotated during the intervention.
In chapter 6 we investigated a registration method for aligning the pre-operative
image and the post-operative image of the liver to support the quantitative assessment
of ablation success in radiofrequency ablation (RFA). In this work, we non-rigidly reg-
istered the pre-operative image with the tumor segmentations to the post operative
image with the ablation zones using a local rigidity term. The latter term prevents
unreliable deformations nearby the tumors caused by intensity differences in the tu-
mor region owing to the ablation procedure. Experiments showed that this term
indeed resulted in significant accuracy improvement, by comparing to the case with-
out the rigidity term. The method can potentially be used in studies investigating
the relationship between tumor-ablation zone overlap and clinical outcome, as well as
in quantitative evaluation of ablation success in clinical practice.
7.2 Future Perspectives
In chapter 3 and chapter 4, we mainly focused on developing registration methods for
aligning the pre-operative CT image with the intra-operative CT image of the liver in
order to improve image guidance during liver interventions. Though the current tool
is already planned to be evaluated in a clinical study, there are still several directions
for further work:
First, the computational time for the registration is currently several minutes,
which may slightly prolong the procedure, as the clinician needs to wait for the reg-
istration to be finalized. Further speeding up the registration is relevant. A parallel
programing version of Elastix was released recently, and that improves the registra-
tion speed on multi-core computers, which may lead to reduce computation times to
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a few minutes. A registration algorithm implemented to run on the GPU may further
reduce the overall computational time less than a minute.
Second, an important step towards clinical acceptance will be confirmation of the
hypothesis that the fusion of the pre-operative CT with the intra-operative images by
a computer is better than a radiologist. This could be investigated further, e.g. by
comparing the mental mapping capabilities of an interventional radiologist with the
results of a mapping computed from a registration algorithm.
Chapter 6 presented a tool for assessment of success of the liver RFA using the
pre-operative image and post-operative image. The method was evaluated based on
technical criteria on a limited dataset without clinical evaluation criteria. Evaluation
on a larger set of images, and also relating various scores on the overlap between
the tumor and ablation zone with outcome and recurrences of the tumor may reveal
whether ablation is performed correctly, and whether there is room for improved
ablations. In case there is a strong relation between overlap as computed with our
approach and patient outcome, this tool may be used for early assessment of treatment
success and decide on re-treatment in case of incomplete ablations.
The use of real-time ultrasound for guidance in minimally invasive percutaneous
ablations is preferred over guidance with CT. As not all tumors show sufficient con-
trast in ultrasound images, image fusion approaches, integrating pre-operative CT
to ultrasound, have been proposed. Current systems are tracker-based, using optical
or EM tracking. This generally leads to inaccurate fusion of images. Image-based
fusion, provided that it is fast enough, may provide better guidance. However, CT
to ultrasound registration is a notably hard problem. The method for liver vessel
segmentation described in chapter 2 can be used for image-based alignment registra-
tion of CT and US during the intervention. There are several reports on vessel-based
alignment, but this is not a solved problem yet. A vessel-based registration of 3D US
and 3D CT images may become an adequate solution for accurate CT-US fusion in
minimally invasive liver interventions. Several deep learning approaches have been
published for liver segmentation and liver tumor segmentation recently. In our frame-
work, we have not developed such a method for liver segmentation. With the large
database of CT image of the liver that we have, deep learning could be a promising
approach for liver and liver tumor segmentation. This would be a valuable tool for
our framework, e.g. for liver mask creation.
In summary, this thesis presented and evaluated methods for alignment pre-
operative CT images with intra-operative and post-operative images for improving
guidance in minimally invasive liver interventions. In addition, non-rigid liver defor-
mation was quantified to assess errors in fusion imaging where a rigid alignment model
was used. The approaches are ready for use in clinical practice, enabling studies on
the added clinical value of these methods.
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Samenvatting en
toekomstperspectief
Samenvatting
D
it proefschrift beschrijft beeldverwerkingsmethoden voor CT beelden van de
lever, gericht op het verbeteren van beeldgeleiding bij minimal invasieve lever
interventies. We hebben methoden om de beeldkwaliteit te verbeteren on-
twikkeld en gevalueerd, en methoden om pre-operatieve beelden te fuseren met intra-
operatieve CT beelden en post-operatieve CT beelden. Dit hoofdstuk vat de belan-
grijkste bijdragen van ons werk samen en geeft een toekomstperspectief.
In hoofdstuk 2 hebben we een levervatsegmentatie method voor CT beelden met
contrast middel ontwikkeld, en zes bekende filters voor vaten gevalueerd, waarbij we
keken naar hun impact op de levervatsegmentatie. De levervatsegmentatie methode
is gebaseerd op een gebiedsgroei aanpak die vaak gebruikt wordt voor vaatsegmen-
taties. De resultaten van de experimenten laten zien dat een hydride diffusie filter met
continue schakel (HDCS) het beste presteert als voorbewerking voor levervatsegmen-
tatie. Echter, het resultaat hangt af van de grootte van de vaten. Filters gebaseerd op
diffusie werken het best voor grote vaten met veel contrast, terwijl filters voor vaten
beter geschikt zijn voor kleine vaten met weinig contrast.
Integratie van pre-operatieve informatie tijdens interventies zou de beeldgeleid-
ing kunnen verbeteren. Daarom hebben we methoden onderzocht die pre-operatieve
CT beelden kunnen fuseren met intra-operatieve CT beelden, en we hebben onder-
zocht inhoeverre voor zon fusie niet-rigide vervormingen nodig zijn. In hoofdstuk 3
introduceerden we een twee-staps registratie methode voor de fusie. Eerst registreren
we het pre-operatieve beeld naar het intra-operatieve beeld met een conventionele
registratiemethode met niet-rigide vervormingen.Voor de gevallen met een grote ver-
vorming van de lever, verorzaakt doordat de patie¨nt gedraaid ligt of diep ademhaalt,
hebben we een methode voor de verfijning van de registratie ontwikkeld, waarbij
een onrealistische vervormingen werden voorkomen door het gebruik van een extra
term die locale rigiditeit van het deformatieveld bevordert. Vervogens wordt het
pre-operatieve beeld geregistreerd aan het huidige intra-operatieve beeld, waarbij een
combinatie van het resultaat van de eerste stap en een rigid registratie tussen de
twee intra-operatieve beelden gebruikt wordt als startpunt van de registratie. Met
deze methode kon 87% van de gevallen succesvol geregistreerd worden met een Dice
overlap van 90% en een gemiddelde afstand tussen corresponderende punten van 4.5
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mm.
In hoofdstuk 4 hebben we de method van hoofdstuk 3 uitgebreid met een semi-
automatische method om de registratie te verbeteren. In deze methode wordt een
nieuwe energieterm toegevoegd die misregistratie op de rand van de lever kan mini-
maliseren. Dit werd bereikt door de lever in het pre-operatieve beeld te segmenteren,
en punten op de rand van de lever aan te geven in het intra-operatieve beeld. Deze
energieterm zorgt ervoor dat de Euclidische afstand tussen de aangegeven punten en
de rand van de lever. Dit kan heel efficie¨nt gebeuren door van te voren een afstand-
stransformatie op de rand van de lever in het pre-operatieve beeld te bepalen. De
resultaten laten zien dat alle gevallen met succes geregistreerd konden worden met
een duidelijke verbetering in nauwkeurigheid, nl 92% in Dice en 2.5 mm in gemiddelde
afstand tussen de oppervlakken tegenover 91% in Dice en 4.6 mm gemiddelde afstand
tussen de oppervlakken.
Terwijl onze methode voor registratie van pre-operatieve beelden naar intra-
operatieve beelden een niet-rigide vervorming gebruikt, gebruiken de meeste mul-
timodale beeldfusiesystemen voor percutane lever interventies (bijv. CT-echografie
registratie) meestal een rigide transformatie. Om te bepalen of een niet-rigide aan-
pak relevant zou zijn voor zulke systemen, bepalen we in hoofdstuk 5 de mate van
niet-rigide componenten in de deformatie van het pre-operatieve beeld naar het intra-
operatieve beeld. Voor deze experimenten hebben we beelden gebruikt die verkregen
zijn tijdens ablatie procedures, en hebben de pre-operatieve beelden geregistreerd naar
de intra-operatieve beelden met de methode van hoofdstuk 3. Vervolgens hebben we
de niet-rigide component in deze deformaties bepaald, zowel voor de hele lever als voor
representatieve 3D echografie beelden, die inter-costaal of sub-xiphoidaal opgenomen
zijn. We vonden dat de niet-rigide component 5-6 mm kon bedragen, waarbij grotere
componenten voorkwamen als er grote verschillen in de ademhaling waren, of als de
patie¨nt gedraaid lag tijdens de interventie.
In hoofdstuk 6 hebben we een registratie methode voor de fusie van pre-operatieve
beelden en post-operatieve beelden onderzocht. Zo’n methode zou gebruikt kunnen
worden als kwantiatieve maat voor het success van een ablatie procedure. In dit
hoofdstuk registreren we het pre-operatieve beeld, waar de tumor is aangegeven, en
het post-operatieve beeld met het ablatiegebied. Om onbetrouwbare vervormingen
rond de tumor te voorkomen, die veroorzaakt zouden kunnen worden door de ver-
schillen in intensiteit, wordt gebruikt gemaakt van een term die lokale rigide transfor-
maties bewerkstelligt. De methode heeft potentie om gebruikt te worden om de relatie
tussen overlap van tumor en ablatiegebied en het klinisch resultaat te onderzoeken,
en vervolgens ook om ablatiesucces te kwantificeren.
Toekomstperspectief
In hoofdstuk 3 en 4 hebben we ons met name gericht op het ontwikkelen van regis-
tratiemethoden voor pre-operatieve CT beelden en intra-operatieve CT beelden, met
als doel de beeldgeleiding bij lever interventies te verbeteren. De huidige technieken
zullen binnenkort in een klinische studie gevalueerd worden, maar er zijn nog vol-
doende richtingen voor verder onderzoek:
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Allereerst is de rekentijd voor de registratie momenteel een aantal minuten, wat
in de praktijk de procedure zou kunnen verlengen, omdat er gewacht moet worden op
het gereedkomen van de registratie. Een verdere versnelling van de registratie is dus
relevant. Onlangs is er een versie van Elastix verschenen die parallelle berekeningen
ondersteunt, en dat zou de rekentijd kunnen verminderen op computers met meerdere
rekenkernen. De implementatie van een registratie algorithme op de grafische kaart
zou de totale rekentijd verder kunnen reduceren tot minder dan een minuut.
Ten tweede, een belangrijke stap richting klinische acceptatie van onze methoden
zou de bevestiging zijn van de hypothese dat de computer beter is dan een radioloog
in de fusie van pre-operatieve CT beelden met intra-operatieve CT beelden. Dit zou
onderzocht kunnen worden, bijv. door het bepalen hoe goed een radioloog die fusie
kan doen, en dit te vergelijken met het resultaat van een registratie algorithme.
Hoofdstuk 6 presenteerde een gereedschap om het succes van ablaties in de lever te
evalueren op basis van de registratie van pre-operatieve en post-operatieve beelden.
De evaluatie van de methode was gebaseerd op technische criteria, op een beperkt
aantal beelden. Evaluatie op een groter aantal beelden, en ook het relateren van
verschillende maten voor overlap van de tumor en het ablatiegebied met de uitkomst
voor de patie¨nt, en het terugkeren van de tumor, zou kunnen laten zien of een ablatie
goed is uitgevoerd, en ofr er ruimte is om ablaties te verbeteren. Als er een sterke
relatie bestaat tussen de overlap zoals die met de gepresenteerde methode wordt
berekend, en uitkomst voor de patie¨nt, dan zou de methode gebruikt kunnen worden
om snel inzicht te krijgen in het resultaat van de behandeling, en evt. snel over te
gaan tot een nieuwe ablatie als de vorige incompleet was.
Het gebruik van real-time echografie voor beeldgeleiding in minimal invasieve
percutane ablaties heeft de voorkeur over beeldgeleiding met CT. Omdat niet alle
tumoren voldoende zichtbaar zijn in echografie beelden, zijn er systemen ontwikkeld
die pre-operatieve CT beelden kunnen fuseren met real-time ultrasound beelden. De
huidige systemen zijn meestal gebaseerd op het gebruik van positievolgsystemen, op-
tisch of electro-magnetisch. Deze aanpak leidt in het algemeen tot onnauwkeurige
fusie. Beeldgebaseerde fusie, als het snel genoeg is, zou betere beeldgeleiding kun-
nen geven. De registratie van CT beelden en echografie beelden, die nodig is voor
de fusie, is echter een bekend, moeilijk op te lossen probleem. De methode voor
levervatsegmentatie beschrevenin hoofdstuk twee kan gebruikt worden voor beeldge-
baseerde registratie van CT en echografiebeelden tijdens de interventie. Er zijn ver-
schillende artikelen over vaatgebaseerde fusie. Een registratie gebaseerd op de vaten
in de 3D echografie en 3D CT beelden zou een adequate oplossing kunnen zijn voor
een nauwkeurige fusie van CT en echografie beelden in minimaal invasieve lever in-
terventies.
Verschillende methoden voor lever en tumore segmentatie gebaseerd op neurale
netwerken zijn onlangs gepubliceerd. In onze aanpak hebben we zulke methoden niet
gebruikt. Met de grote aantal CT beelden van de lever die we gebruikt hebben, zouden
dit soort technieken een veelbelovende aanpak kunnen zijn om de lever en de tumor
te segmenteren. Dat zou een waardevolle aanvulling op ons werk zijn.
Samenvattend, hebben we methoden ontwikkeld en gee¨valueerd voor de fusie van
pre-operatieve CT beelden met intra-operatieve en post-operatieve beelden met als
doel de beeldgeleiding bij minimaal invasieve lever interventies te verbeteren. Daar-
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naast hebben we de niet-rigide vervorming van de lever gekwantificeerd, om te kunnen
bepalen hoe groot de fouten kunnen zijn in een fusiesysteem wat gebaseerd is op rigide
deformaties. De beschreven methoden zijn gereed voor gebruik in de klinische prak-
tijk, en maken verder onderzoek naar de klinische toegevoegde waarde mogelijk.
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