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MESOSCOPIC PERTURBATIONS OF LARGE RANDOM MATRICES
JIAOYANG HUANG
Abstract. We consider the eigenvalues and eigenvectors of small rank perturbations
of random N × N matrices. We allow the rank of perturbation M to increase with
N , and the only assumption is M = o(N). The spiked population model, proposed by
Johnstone [19], is of this kind, in which all the population eigenvalues are 1’s except
for a few fixed eigenvalues. Our model is more general since we allow the number of
non-unit population eigenvalues to grow with the population size. In both additive and
multiplicative perturbation models, we study the nonasymptotic relation between the
extreme eigenvalues of the perturbed random matrix and those of the perturbation. As
N goes to infinity, we derive the empirical distribution of the extreme eigenvalues of the
perturbed random matrix. We also compute the appropriate projection of eigenvectors
corresponding to the extreme eigenvalues of the perturbed random matrix. We prove that
they are approximate eigenvectors of the perturbation. Our results can be regarded as
an extension of the finite rank perturbation case to the full generality up to M = o(N).
1. Introduction
The study of sample covariance matrices is fundamental in multivariate statistics. When
the size of population is fixed, and the sample size goes to infinity, the sample covariance
matrix provides a good approximation of the population covariance matrix. However, this
is not the case when the size of the population is comparable to the sample size. For
example, in the null case, the spectrum of the sample covariance matrix is governed by
the Marchenko-Pastur law, which is obviously different from the spectrum of the identity
matrix. In fact when the population size is large and comparable to the sample size, a
basic phenomenon is that the sample eigenvalues are more spread out than the population
eigenvalues. However, even in this case, the sample eigenvalues still contain a lot of in-
formation about the population eigenvalues, especially the information about the extreme
eigenvalues of the population covariance matrix.
A basic idea is that if there are some eigenvalues of the sample covariance matrix well sepa-
rated from the rest of the sample eigenvalues, one can infer that the population covariance
matrix is also “spiked” with a few significant eigenvalues. Based on this idea, Johnstone
proposed the spiked population model [19], in which all the population eigenvalues are one
except for a few fixed eigenvalues. Here a key practical question emerges: how many ex-
treme eigenvalues should be retained as being “significant”? We do not know the number
of the extreme population eigenvalues in advance. Also it is possible that the number of
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the extreme eigenvalues of the population covariance matrix grows with the size of the
population. If this is the case, what is the relation between the extreme eigenvalues of the
sample covariance matrix and those of the population matrix?
To address these questions, we study the mesoscopic perturbations of large randommatrices
in the following two models: The additive perturbation model (ifWN is the Wigner matrix,
this model is also called the deformed Wigner model),
W˜N =WN + PN ,
and the multiplicative perturbation model (if WN is the Wishart matrix, this model is also
called the spiked population model),
W˜N = (I + PN )
1
2WN (IN + PN )
1
2 ,
where WN is the original random matrix, and PN is the perturbation.
Enormous progress has been accomplished in the recent works on studying the influence
of these two perturbation models. Most of the settings for the perturbations fall into two
categories, either the perturbation is of full rank, or the perturbation is of finite rank.
In the full rank perturbation case, people mainly study the bulk of the spectrum, which
refers to the full set of the eigenvalues. When N becomes large, free probability provides us
a good understanding of the global behavior of the asymptotic spectrum of the perturbed
random matrices. More precisely, under some mild conditions, the empirical eigenvalue
distribution of the perturbed random matrices converges to the free convolution of the
limit empirical eigenvalue distributions of WN and PN both in expectation and almost
surely. We refer to [33] and [18] for pioneering works and [1] for an introduction to free
probability. In a series of papers [2, 11, 12, 20, 23, 24, 25], universality of local eigenvalue
statistics was proved for a large class of perturbations in both additive and multiplicative
cases.
In the second case when the perturbation is of finite rank, the spectrum is not much altered
due to Weyl’s interlacement property of eigenvalues. However, the extreme eigenvalues
of the perturbed matrix differ from that of the non-perturbed matrix if and only if the
eigenvalues of the perturbation are above certain critical threshold. This phenomenon was
made precise in [5], where the sharp transition (called the BBP phase transition) was first
exhibited for the finite rank multiplicative perturbations of complex Gaussian Wishart
matrices. In this case, it was shown that if the eigenvalues of the perturbation are above
the threshold, the largest eigenvalue of the perturbed matrix deviates away from the bulk
and has Gaussian fluctuation, otherwise it sticks to the bulk and fluctuates according to the
Tracy-Widom law. Similar results were proved for the finite rank additive perturbations of
complex Gaussian Wigner matrices in [26, 27]. Then in a series of papers [3, 4, 6, 7, 14, 15,
16, 22, 28, 29], these results were generalized to Wishart andWigner random ensembles with
non-Gaussian entries. More generally, the results of BBP phase transition were extended
to the case when the original matrix WN and the perturbation PN are orthogonally (or
unitarily) independent in [8, 9, 10].
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In this paper, we study the case when the rankM of the perturbation PN may increase with
N , but still in the regime M = o(N). To our knowledge, this kind of perturbations was
only studied by Pe´che´ in [26, 27] for deformed complex Gaussian Wigner matrices. Pe´che´
considered the perturbation PN = diag(π1, ..., π1, π2, ..., πrN+1, 0, ..., 0) with π1 multiplicity
kN , such that kN = o(N) and rN = o(N) . In that paper, Pe´che´ proved that the largest
eigenvalue of the deformed Wigner matrix satisfies Tracy-Widom law after normalization.
However, her method heavily depends on the explicit form of the correlation function of
the deformed complex Gaussian Wigner matrices, and is hard to extend to non-Gaussian
cases. In our paper, we detect the location of the extreme eigenvalues of the perturbed
matrix with exponentially high probability in more general settings. Based on it we derive
the empirical distribution of the extreme eigenvalues of the perturbed random matrix.
Following the paper [10], we also investigate the eigenvectors corresponding to the extreme
eigenvalues of the perturbed random matrices.
Our proofs rely on the derivation of the master equation representations, like (3), of the
eigenvalues and eigenvectors of the perturbed matrix, which is a standard way to study
the extreme eigenvalues in the case of finite rank perturbation (such as in [3, 4, 8, 10,
30]). In this case, the master equation reduces the problem of understanding the extreme
eigenvalues to the study of a finite rank matrix (the same rank as the perturbation), which
is much easier to analyze. One can derive the location and the fluctuation of extreme
eigenvalues by passing to the limit. In our setting, we get an M ×M matrix D(z), whose
size increases with N . Instead of passing to the limit, we directly analyze such a matrix.
We find that when z is outside the spectrum of the original matrix, D(z) is monotonic.
Then we write D(z) as a sum of two matrices, one is deterministic, and the other is close
to a scalar matrix with high probability. The extreme eigenvalues of the perturbed matrix
are those z such that the determinant of D(z) vanishes. By comparing D(z) with a certain
deterministic matrix, and taking advantage of its monotonicity, we are able to detect the
location of the extreme eigenvalues with exponentially high probability.
2. Additive Perturbation Case
2.1. Definition and Notation. In this section we study the eigenvalues and eigenvec-
tors of an additively perturbed real symmetric (or Hermitian) random matrix WN by a
deterministic diagonal matrix PN with small rank,
W˜N =WN + PN .
For the random matrix WN , we consider two cases:
(1) WN is orthogonally (or unitarily) independent with PN . More precisely, WN =
U∗HNU , where U follows the Haar measure on N × N orthogonal (or unitary)
group, and HN is an N × N symmetric (or Hermitian) matrix. We denote the
ordered eigenvalues of HN by λ1(HN ) ≥ λ2(HN ) ≥ · · · ≥ λN (HN ). Let µN be the
empirical eigenvalue distribution of HN , i.e. µN =
1
N
∑N
i=1 δλi(HN ). Let mN (z) be
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the Stieltjes transform of the empirical eigenvalue distribution of HN ,
mN (z) =
∫
R
dµN (x)
z − x =
1
N
N∑
i=1
1
z − λi(HN ) ,
for z ∈ (−∞, λN (HN )) ∪ (λ1(HN ),∞). Since mN is monotonically decreasing on
(−∞, λN (HN )) and (λ1(HN ),∞) respectively, we can define its inverse map m−1N
on R−{0}. The inverse Stieltjes transform m−1N maps (0,∞) to (λ1(HN ),∞), and
(−∞, 0) to (−∞, λN (HN )).
(2) WN =
1√
N
[wij ]1≤i,j≤N is the Wigner ensemble. wij ’s are i.i.d. random variables
under the symmetric constraint WN =W
∗
N , with mean zero and variance one:
E[wij ] = 0, E[w
2
ij ] = 1.
Moreover, for technical reason, we assume that wij ’s satisfy logarithmic Sobolev in-
equality with constant γ. Recall that a random variable wij satisfies the logarithmic
Sobolev inequality with constant γ if for any differentiable function f ,∫
f2(x) log
f2(x)∫
f2(x)dm(x)
dm(x) ≤ 2γ
∫
|f ′(x)|2dm(x),
where dm is the law of wij. We refer to [17, Chapter 4] for the concentration of
measure properties of measures satisfying logarithmic Sobolev inequality.
The perturbation PN is an N × N real symmetric (or complex Hermitian) matrix hav-
ing rank M , where M = o(N). It has M1 positive eigenvalues. We denote its nonzero
eigenvalues by θ1 ≥ θ2 ≥ · · · ≥ θM1 > 0 > θM1+1 ≥ · · · ≥ θM−1 ≥ θM . Let P˜M =
diag{θ1, θ2, · · · , θM−1, θM} be the M ×M real diagonal matrix, consisting of the nonzero
eigenvalues of PN .
2.2. Orthogonally (or Unitarily) Independent Case. In this section we study the
eigenvalues and eigenvectors of
W˜N = U
∗HNU + PN .
Without loss of generality, we can assume that HN and PN are diagonal matrices, and PN =
diag{θ1, θ2, · · · , θM , 0, 0, · · · , 0}. Since we concentrate only on the extreme eigenvalues of
the perturbed matrix W˜N , in the following we fixed a small universal constant δ > 0, and
study the eigenvalues of W˜N on the spectral domain (λN (HN )− δ, λ1(HN ) + δ)∁.
Theorem 2.1. HN and PN are defined as in Section 2.1, we assume that their norms
are bounded by some universal constant B, i.e. ‖HN‖ ≤ B, ‖PN‖ ≤ B. We denote the
eigenvalues of W˜N = U
∗HNU + PN by λ1(W˜N ) ≥ λ2(W˜N ) ≥ · · · ≥ λN (W˜N ). For any
0 < ǫ ≤ δ (it may depend on M and N), and any 1 ≤ i ≤ M , if the eigenvalue θi of the
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perturbation PN satisfies the following separation condition:
m−1N (
1
θi
) ≥ λ1(HN ) + 2δ, if θi > 0,
m−1N (
1
θi
) ≤ λN (HN )− 2δ, if θi < 0,
(1)
then it creates an extreme eigenvalue λ˜i of W˜N , where λ˜i = λi(W˜N ) for θi > 0, and
λ˜i = λN−M+i(W˜N ) for θi < 0, with high probability,
P
(
m−1N (
1
θi
)− ǫ ≤ λ˜i ≤ m−1N (
1
θi
) + ǫ
)
≥ 1− Ce−c1Nǫ2+c2M (2)
where c1, c2 and C depend only on δ and B.
Proof. The eigenvalues of U∗HNU + PN are the solutions of the equation
det(z −HN − UPNU∗) = 0.
For z on the spectral domain (λN (HN )− δ, λ1(HN ) + δ)∁, z −HN is invertible, we have
det(z −HN − UPNU∗) = det(z −HN ) det(I − (z −HN )−1UPNU∗)
= det(z −HN ) det(I − U˜∗(z −HN)−1U˜ P˜M ),
where U˜ is the N × M matrix, consisting of the first M columns of U . Therefore the
extreme eigenvalues of U∗HNU + PN are solutions of the equation,
det(P˜−1M − U˜∗(z −HN )−1U˜) = 0. (3)
In the following, we prove (2) for the extreme eigenvalues on the interval [λ1(HN )+δ,+∞).
Denote D(z) = P˜−1M − U˜∗(z −HN )−1U˜ , which is a real symmetric (or Hermitian) matrix.
We can parametrize its eigenvalues as
τ1(z) ≥ τ2(z) ≥ · · · ≥ τM−1(z) ≥ τM (z), z ∈ [λ1(HN ) + δ,+∞).
Notice that for z > z′ ≥ λ1(HN ) + δ, we have
D(z)−D(z′) =U˜∗ ((z′ −HN )−1 − (z −HN)−1) U˜
=(z − z′)U˜∗(z′ −HN )−1(z −HN )−1U˜ .
Therefore D(z) − D(z′) is positive definite. The following Lemma implies that, for i =
1, 2 · · · ,M , τi(z)’s are all increasing functions of z on the interval [λ1(HN ) + δ,+∞).
Lemma 2.2. Let A and B be two N × N real symmetric (or Hermitian) matrices, such
that A−B is positive definite. Denote the n-th maximal eigenvalues of A and B as λn(A)
and λn(B) respectively, then we have
λn(A) > λn(B), n = 1, 2, 3, · · · , N.
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Proof. Take the space W spanned by the eigenvectors of B corresponding to its first n
eigenvalues. By the minimax principle,
λn(A) = max
dimV=n
min
v∈V
v∗Av ≥ min
v∈W
v∗Av.
Denote A|W and B|W the restriction of A and B on the space W , then we still have that
A|W −B|W is positive definite. Therefore
min
v∈W
v∗Av = min
v∈W
v∗A|W v > min
v∈W
v∗B|W v = λn(B).

Remark 2.3. If we only have that A−B is positive semi-definite, then one can still show
that λn(A) ≥ λn(B).
The determinant of D(z) is the product of its eigenvalues,
det(P˜−1M − U˜∗(z −HN )−1U˜) =
M∏
i=1
τi(z).
The determinant vanishes, if and only if some eigenvalue vanishes. Therefore z ∈ [λ1(HN )+
δ,+∞) corresponds to an extreme eigenvalue of U∗HNU + PN if and only if τi(z) =
0 for some i. Consider the point process {τ1(z), τ2(z), · · · , τM (z)} as z goes from +∞
down to λ1(HN ) + δ. For z sufficiently large, such that z − λ1(HN ) > θ1, we have 0 <
U˜∗(z − HN )−1U˜ < θ−11 , which is smaller than the smallest positive eigenvalue of P˜−1N .
Therefore for z > λ1(HN ) + θ1, P˜
−1
M − U˜∗(z − HN )−1U˜ has M1 positive eigenvalues:
τ1(z) ≥ τ2(z) ≥ · · · ≥ τM1(z) > 0 > τM1+1(z) ≥ · · · ≥ τM (z). As z goes from +∞ down to
λ1(HN )+δ, all the eigenvalues τi(z)’s will decrease. At some point z = z1, τM1(z1) becomes
zero, this z1 is exactly the largest extreme eigenvalue λ1(W˜N ). Later at some point z = z2,
τM1−1(z2) becomes zero, this z2 is the second largest extreme eigenvalue λ2(W˜N ). We may
now continue in this manner, sequentially get all the extreme eigenvalues of W˜N on the
interval [λ1(HN ) + δ,+∞).
More formally, we introduce the counting function:
n(z) = #{i ∈ {1, 2, · · · ,M} : τi(z) ≥ 0}.
Since τi(z)’s are all strictly increasing function of z on the interval [λ1(HN )+ δ,+∞), n(z)
is a right continuous, non-decreasing function. The i-th largest extreme eigenvalue of W˜N
is given by
λi(W˜N ) = inf
z∈[λ1+δ,+∞)
{z : n(z) ≥M1 − i+ 1},
if the set on the lefthand side is not empty. Therefore the counting function n(z) can be
used to detect the location of the i-th largest eigenvalue of W˜N . More precisely, if we can
find numbers L and R, such that λ1(HN ) + δ ≤ L < R and
n(L) ≤M1 − i, n(R) ≥M1 − i+ 1, (4)
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then we can conclude from the above argument that λi(W˜N ) ∈ (L,R].
In the following, we prove (2). For any ǫ > 0, we take
L = m−1N (
1
θi
)− ǫ, R = m−1N (
1
θi
) + ǫ.
in (4). Then we use Proposition A.1, which states that roughly U˜∗(z − HN )−1U˜ ≈
mN (z)IM . If we take A = (L − HN )−1 and ξ = ǫ8B2 (recall that the norm of HN and
PN are bounded by the constant B) in Proposition A.1, we get
P˜−1M − U˜∗(L−HN )−1U˜ ≤P˜−1M − (mN (L)−
ǫ
8B2
)IM
≤P˜−1M − (
1
θi
+
ǫ
4B2
− ǫ
8B2
)IM (5)
=P˜−1M − (
1
θi
+
ǫ
8B2
)IM ,
with probability at least 1 − Ce−c1Nǫ2+c2M , where C, c1 and c2 depend only on B and
δ (as in (1)). One can find the proof for the inequality (5) in the Appendix Proposition
B.1. Since P˜−1M − ( 1θi + ǫ8B2 )IM has at most M1− i non-negative eigenvalues, we know that
n(L) ≤M1− i with high probability. Similarly, if we take A = (R−HN )−1 and ξ = ǫ8B2 in
Proposition A.1, by the same argument, we get that n(R) ≥M1− i+1 with probability at
least 1−Ce−c1Nǫ2+c2M . Therefore we can conclude that the i-th largest eigenvalue of W˜N
is between L and R with exponentially high probability. This finishes the proof of (2). 
Remark 2.4. Since in our setting, the rank of perturbation PN is much smaller than N ,
M = o(N), (2) in fact gives us the location of extreme eigenvalues of the perturbed matrix
W˜N with exponentially high probability. Moreover, (2) implies that the fluctuations of the
extreme eigenvalues is at most of order
√
M
N
.
Remark 2.5. If we take M as a fixed number, then Theorem 2.1 uncovers the well-known
result of the finite rank perturbation of random matrices. Moreover, in this case, Theorem
2.1 gives us the correct order of the fluctuation of the extreme eigenvalues. In fact it is
proved in [8] that the extreme eigenvalues exhibit the Gaussian fluctuation with order N−
1
2 ,
and the joint distribution of normalized extreme eigenvalues converges to the law of the
eigenvalues of independent GUE or GOE random matrices. However we do not know how
to generalize their method to give the joint law of the extreme eigenvalues in mesoscopic
case.
Remark 2.6. If there exists a large gap between two adjacent eigenvalues of HN , i.e.
λj(HN )− λj+1(HN )≫ δ for some j, Theorem 2.1 can be adapted to describe the extreme
eigenvalues on the interval (λj+1(HN ), λj(HN )). In fact the Stieltjes transform mN (z)
of the empirical eigenvalue distribution of HN is well defined on (λj+1(HN ), λj(HN )),
and is strictly decreasing. Therefore for any eigenvalue θi of the perturbation PN , under
certain separation condition analogue to (1), it will create an extreme eigenvalue around
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mN (
1
θi
) ∈ (λj+1(HN ), λj(HN )) with high probability. This comment applies to the other
theorems in this paper.
Theorem 2.7. HN and PN are defined as in Section 2.1, we assume that their norms
are bounded by some universal constant B, i.e. ‖HN‖ ≤ B, ‖PN‖ ≤ B. We denote the
eigenvalues of W˜N = U
∗HNU + PN by λ1(W˜N ) ≥ λ2(W˜N ) ≥ · · · ≥ λN (W˜N ). For any 1 ≤
i ≤M , such that the eigenvalue θi of the perturbation PN satisfies the separation condition
(1), with high probability, it will create an extreme eigenvalue λ˜i, where λ˜i = λi(W˜N ) for
θi > 0, and λ˜i = λN−M+i(W˜N ) for θi < 0. We denote the corresponding eigenvector by
vi (if λ˜i is not a simple eigenvalue, vi can be any of its eigenvectors). We denote the
projection of vi on the eigenspace of the nonzero eigenvalues of PN by v˜i, which is the
projection of vi on the first M coordinates. For any 0 ≤ ǫ ≤ δ, which may depend on M
and N , with probability at least 1 − Ce−c1Nǫ2+c2M , where c1, c2 and C depend only on δ
and B, we have
(1) The norm of v˜i satisfies∣∣∣∣∣‖v˜i‖2 + 1θ2im′N (m−1N ( 1θi ))
∣∣∣∣∣ ≤ ǫCB,δ. (6)
(2) The projection v˜i is an approximate eigenvector of P˜M with eigenvalue θi,∥∥∥P˜M v˜i − θiv˜i∥∥∥ ≤ ǫCB,δ, (7)
where CB,δ depends on δ and B.
Proof. Since vi is a eigenvector of U
∗HNU + P˜M corresponding to the eigenvalue λ˜i,
λ˜ivi = (U
∗HNU + PN )vi.
This leads to
vi = U
∗(λ˜i −HN )−1UPNvi. (8)
We can obtain the following two equations for v˜i from (8). (9) is from projecting both sides
of (8) on the first M coordinates; and (10) is from taking the norm square on both sides
of (8). (
IM − U˜∗(λ˜i −HN)−1U˜ P˜M
)
v˜i = 0, (9)
v˜∗i P˜M
(
U˜∗(λ˜i −HN)−2U˜
)
P˜M v˜i = 1, (10)
where U˜ is the N ×M matrix, consisting of the first M columns of U . Approximately,
we have U˜∗(λ˜i −HN)−1U˜ ≈ 1θi IM and U˜∗(λ˜i −HN )−2U˜ ≈ −m′N (m
−1
N (
1
θi
))IM , which will
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simplify the algebraic relations (9) and (10). In the following, we will make these approxi-
mations more quantitive. We have the following inequalities, by taking K = max{ 8
δ2
, 16
δ3
},
L = m−1N (
1
θi
)− ǫ
K
, and R = m−1N (
1
θi
) + ǫ
K
in Proposition B.1,
1
θi
− ǫ
2
≤ mN (R) ≤ 1
θi
− ǫ
4KB2
<
1
θi
+
ǫ
4KB2
≤ mN (L) ≤ 1
θi
+
ǫ
2
,
−m′N(m−1N (
1
θi
))− ǫ
2
≤ −m′N (R) ≤ −m′N (L) ≤ −m′N (m−1N (
1
θi
)) +
ǫ
2
.
By taking ξ = min{ ǫ2 , ǫ8KB2}, and A = (L − HN)−1, (R − HN )−1, (L − HN )−2 and
(R−HN )−2 respectively in Proposition A.1, we get
(
1
θi
− ǫ)IM ≤ U˜∗(R−HN )−1U˜ < 1
θi
IM < U˜
∗(L−HN )−1U˜ ≤ ( 1
θi
+ ǫ)IM , (11)
and
−(m′N (m−1N (
1
θi
)) + ǫ)IM ≤ U˜∗(R−HN )−2U˜
≤ U˜∗(L−HN )−2U˜ ≤ −(m′N (m−1N (
1
θi
))− ǫ)IM , (12)
with exponentially high probability. We denote the event such that (11) and (12) hold
by A. In the following we show that (6) and (7) hold on A. The same argument as in
the proof of Theorem 2.1, (11) implies that λ˜i ∈ [L,R]. Since both U˜∗(z − HN)−1U˜ and
U˜∗(z −HN)−2U˜ are monotonic as a function of z outside the spectrum of HN . Especially,
they are monotonic on [L,R], (11) and (12) imply
(
1
θi
− ǫ)IM ≤U˜∗(λ˜i −HN )−1U˜ ≤ ( 1
θi
+ ǫ)IM , (13)
−(m′N (m−1N (
1
θi
)) + ǫ)IM ≤U˜∗(λ˜i −HN )−2U˜ ≤ −(m′N (m−1N (
1
θi
))− ǫ)IM , (14)
on the event A. With the estimate (13), (9) can be reduced to∥∥∥∥
(
IM − 1
θi
P˜M
)
v˜i
∥∥∥∥ ≤ ǫB, (15)
which gives us (7). For (10), using the approximation U˜∗(λ˜i−HN )−2U˜ ≈ −m′N(m−1N ( 1θi ))IM
from (14), and 1
θi
P˜M v˜i ≈ v˜i from (15), we get
‖v˜i‖2 =
∥∥∥∥ 1θi P˜M v˜i
∥∥∥∥
2
+OB,δ(ǫ) =
1
−θ2im′N (m−1N ( 1θi ))
+OB,δ(ǫ). (16)
This finishes the proof of (6). 
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2.3. Wigner Case. In this section we study the eigenvalues of deformed Wigner matri-
ces,
W˜N =WN + PN .
Since in this case WN and PN are no longer orthogonally invariant, we can not assume
that PN is diagonal. However since WN is permutation invariant, we can still assume that
PN = V P˜MV
∗, where V is an N ×M matrix, consisting of the eigenvectors corresponding
to the nonzero eigenvalues of PN .
It is well known that the empirical eigenvalue distribution of WN converges to the semi-
circle law with density
ρsc(x) =
√
4− x2
2π
, for x ∈ [−2, 2].
We denote its Stieltjes transform as
msc(z) =
z − sgn(z)√z2 − 4
2
, for z ∈ (−∞,−2] ∪ [2,+∞).
In the following we fix a small universal constant δ > 0. It is known that with high
probability the eigenvalues of Wigner matrixWN are in (−2− δ2 , 2+ δ2). Since we concentrate
only on the extreme eigenvalues of the perturbed matrix W˜N , we study the eigenvalues of
W˜N on the spectral domain (−2− δ, 2 + δ)∁.
Theorem 2.8. Wigner matrix WN and perturbation PN are defined as in Section 2.1, we
assume the norm of PN is bounded by some universal constant B, i.e. ‖PN‖ ≤ B. We
denote the eigenvalues of W˜N = WN + PN by λ1(W˜N ) ≥ λ2(W˜N ) ≥ · · · ≥ λN (W˜N ). For
any
√
M
N
≪ ǫ ≤ δ (it may depend on M and N), and any 1 ≤ i ≤ M , if θi satisfies the
following separation condition
|θi| ≥ 1 + 2δ, (17)
then it will create an extreme eigenvalue λ˜i of W˜N , where λ˜i = λi(W˜N ) for θi > 0, and
λ˜i = λN−M+i(W˜N ) for θi < 0, with high probability,
P
(
θi +
1
θi
− ǫ ≤ λ˜i ≤ θi + 1
θi
+ ǫ
)
≥ 1− Ce−c1Nǫ2+c2M (18)
where c1, c2 and C depend only on δ, B and the logarithmic Sobolev constant γ.
Proof. The proof is similar to the proof of the orthogonally independent case. In fact, if
we condition on ‖WN‖ ≤ 2 + δ2 , then for any z ∈ (−2− δ, 2 + δ)∁, we have
det(z −WN − PN ) = det(z −WN ) det(P˜M ) det(P˜−1M − V ∗(z −WN )−1V )
We can go through exactly the same argument as in Theorem 2.1 if we have the following
proposition, which will take place the role of Proposition A.1 in the proof of orthogonally
independent case. 
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Proposition 2.9. WN =
1√
N
[wij ]1≤i,j≤N is the Wigner ensemble as in Section 2.1. We
denote the set of symmetric matrices D = {H ∈ MN×N (R) : ‖H‖ ≤ 2 + δ2 ,H = H∗}.
Then for any z ∈ (−2− δ, 2+ δ)∁, ξ > 0, and N ×M matrix V with orthonormal columns,
we have
P
(
WN ∈ D and
∥∥V ∗(z −WN )−1V −msc(z)IM∥∥ ≤ ξ) ≥ 1− Ce−cNξ2+M ln 7 (19)
where c and C depend on δ and the logarithmic Sobolev constant γ.
Proof. Under our assumption, it is well know that E[‖WN‖] = 2. The norm of a symmetric
matrix is a Lipschitz continuous function with Lipschitz constant 2, i.e. ‖X‖ − ‖Y ‖ ≤
‖X − Y ‖HS for any two symmetric matrices X and Y . By logarithmic Sobolev inequality
we know P(|‖WN‖− 2| ≥ δ2) ≤ 1− ecNδ
2
, where the constant c depends on the logarithmic
Sobolev constant γ. Therefore WN ∈ D with exponentially high probability.
Next we show that for any unit vector u ∈ SN−1,
P
(
WN ∈ D and
∣∣u∗(z −WN )−1u−msc(z)∣∣ ≤ ξ
3
)
≥ 1− Ce−cNξ2 . (20)
For any z ∈ (2− δ, 2+ δ)∁, we define the function f˜(X) = u∗(z−X)−1u for X ∈ D. Notice
that for any X,Y ∈ D, we have
|f˜(X) − f˜(Y )| = |u∗(z −X)−1(Y −X)(z − Y )−1u| ≤ 4
δ2
‖Y −X‖HS .
Thus f˜ is Lipschitz continuous on D. We can extend f˜ to the whole space of symmetric
matrices as
f(X) = sup
Y ∈D
{
f(Y )− 4
δ2
‖Y −X‖HS
}
.
f agrees with f˜ onD and is a Lipschitz continuous function on the whole space of symmetric
matrices. By logarithmic Sobolev inequality we have
P(|f(WN )− E[f(WN)]| ≥ ξ
6
) ≤ e−cNξ2 , (21)
where c depends on δ and the logarithmic Sobolev constant γ. Next we show that for N
large enough, |E[f(WN )]−msc(z)| ≤ ξ6 . In [21, Theorem 2.3], Knowles and Yin proved that
for Wigner ensembleWN such that the entries have uniformly subexponential decay (which
is definitely true in our case), for any deterministic vectors v,w ∈ Sn−1, the following holds
|〈v, (z + iη −WN )−1, w〉 −msc(z + iη)〈v,w〉| ≤ N ǫ
√
Im msc(z + iη)
Nη
, (22)
with overwhelming probability for any ǫ > 0 and η > 0. Notice that away from the
asymptotic spectrum [−2, 2], both 〈v, (z + iη −WN )−1w〉 and msc(z + iη) are Lipschitz
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continuous with Lipschitz constant O(δ−2). Therefore we are able to extend (22) to the
real axis in our setting, i.e. z ∈ [−2− δ, 2 + δ]∁.
|E[f(WN )]−msc(z)|
≤|E[1D∁(f(WN )− u∗(z + iη −WN )−1u)]|+ |E[1D(u∗(z −WN )−1u− u∗(z + iη −WN )−1u)]|
+|msc(z + iη)−msc(z))| + |E[u∗(z + iη −WN )−1u]−msc(z + iη)|
≤(c1 + 1
η
)e−cNδ
2
+ c2η + c3η +
c4
N
1
2
−ǫη
1
2
where c1, c2, c3, c4 are universal constants depending only on δ. Therefore we can take
η = 1√
N
and for N large enough we will have |E[f(WN)]−msc(z)| ≤ ξ6 . If we combine this
and (21), we will have
P(WN ∈ D and |u∗(z −WN )−1u−msc(z)| ≤ ξ
3
)
=P(WN ∈ D and |f(WN )−msc(z)| ≤ ξ
3
)
≥P(|f(WN )−msc(z)| ≤ ξ
3
)− P(WN /∈ D) ≥ 1− Ce−cNξ2 ,
where c depends on δ and the logarithmic Sobolev constant γ. By the same epsilon-net
argument as in Proposition A.1, we can derive (19) from (20). 
With the rigidity result of the extreme eigenvalues from Theorem 2.8, one can easily de-
rive the empirical distribution of these extreme eigenvalues if the empirical distribution of
nonzero eigenvalues of PN goes to some limit. In fact we have the following corollary,
Corollary 2.10. Wigner ensemble WN and perturbation PN are defined as in Section 2.1,
we assume that the norm of PN is bounded by some universal constant B, i.e. ‖PN‖ ≤
B. Moreover we assume that the empirical distribution of the nonzero eigenvalues of PN
converges weakly to a compactly supported measure ν,
νˆN =
1
M
M∑
i=1
δθi → ν, N → +∞,
with support supp ν ⊂ [a, b], and a > 1. We denote the eigenvalues of W˜N =WN + PN as
λ1(W˜N ) ≥ λ2(W˜N ) ≥ · · · ≥ λN (W˜N ). Then almost surely, the empirical distribution of the
largest M eigenvalues of W˜N converges weakly to the push forward measure γ#ν,
1
M
M∑
i=1
σλi(W˜N ) → γ#ν, a.s.
as N goes to +∞, where γ(θ) = θ + 1
θ
.
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Proof. We fix a constant δ = 13(a− 1), and define the event
AN =
⋂
i:θi≥a−δ
{∣∣∣∣λi(W˜N )− θi − 1θi
∣∣∣∣ ≤ ǫN
}
,
where ǫN will be chosen later. Since for these θi ≥ a − δ, they satisfy the separation
condition (17): θi ≥ a− δ ≥ 1 + 2δ. From theorem 2.8, there exist constants c1, c2, c3 and
C such that P
(
A∁N
)
≤ CMe−c1Nǫ2N+c2M . Therefore if we take ǫN = min{δ,
(
2c2
c1
) 1
2
(
M
N
) 1
4},
since M = o(N), we have ǫN → 0. Moreover by Borel-Cantelli lemma, almost surely AN ’s
hold. Due to the weak convergence of νˆN , we need to show that, for any bounded Lipschitz
test function f , that
lim
N→∞
(
1
M
M∑
i=1
(
f(λi(W˜N ))− f(θi + 1
θi
)
))
= 0.
This term can be decomposed into two parts. The first part corresponds to θi’s outside of
the support of ν. Due to weak convergence of νˆN , the portion of such θi’s goes to zero,∣∣∣∣∣∣
1
M
∑
i:θi≤a−δ
(
f(λi(W˜N ))− f(θi + 1
θi
)
)∣∣∣∣∣∣ ≤
2‖f‖∞
M
#{i : θi ≤ a− δ} → 0.
The second part corresponds to θi’s, such that θi > a− δ. Since almost surely AN ’s hold,
which implies that simultaneously
∣∣∣λi(W˜N )− θi + 1θi
∣∣∣ ≤ ǫN . We can control the second
term by the Lipschitz norm of f ,∣∣∣∣∣∣
1
M
∑
i:θi>a−δ
(
f(λi(W˜N ))− f(θi + 1
θi
)
)∣∣∣∣∣∣ ≤ ǫN‖f‖L → 0, a.s.
Therefore almost surely we have the convergence of the empirical distribution of the largest
M eigenvalues of W˜N ,
lim
N→∞
1
M
M∑
i=1
f(λi(W˜N )) = lim
N→∞
M∑
i=1
f(θi +
1
θi
) =
∫
f(θ)dγ#ν.

Remark 2.11. If we assume that the extreme nonzero eigenvalues of PN converge to the
edge of the limit distribution ν, then almost surely we have
λ1(W˜N )→ b+ 1
b
, λM (W˜N )→ a+ 1
a
.
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3. Multiplicative Perturbation Case
3.1. Definition and Notation. In this section we study the eigenvalues and eigenvectors
of a multiplicative perturbed real symmetric (or Hermitian) random matrix WN by a
deterministic diagonal matrix PN with small rank,
W˜N = (I + PN )
1
2WN (IN + PN )
1
2 .
For the random matrix WN , we consider two cases:
(1) WN is orthogonally (or unitarily) independent with PN . More precisely, WN =
U∗HNU , where U follows the Haar measure on N × N orthogonal (or unitary)
group, and HN is an N ×N nonzero positive semi-definite symmetric (or Hermit-
ian) matrix. We denote the ordered eigenvalues of HN by λ1(HN ) ≥ λ2(HN ) ≥
· · · ≥ λN (HN ) ≥ 0. Let µN be the empirical eigenvalue distribution of HN , i.e.
µN =
1
N
∑N
i=1 δλi(HN ). Let TN (z) be the T-transform of the empirical eigenvalue
distribution of HN ,
TN (z) =
∫
R
x
z − xdµN (x) =
1
N
N∑
i=1
λi(HN )
z − λi(HN ) ,
for z ∈ (−∞, λN (HN ))∪(λ1(HN ),∞). Similar to the Stieltjes transform, T−1N is well
defined on R−{0}. It maps (0,∞) to (λ1(HN ),∞), and (−∞, 0) to (−∞, λN (HN )).
(2) WN = XNX
∗
N is a Wishart ensemble, whereXN =
1√
p
[xij ] 1≤i≤N
1≤j≤p
is an N×p random
matrix. As N → +∞, the ratio N
p
goes to some positive constant less than one,
i.e. N
p
→ φ ∈ (0, 1). xij ’s are i.i.d. random variables with mean zero and variance
one:
E[xij ] = 0, E[x
2
ij] = 1.
Moreover, for technical reason, we assume that xij’s satisfy logarithmic Sobolev
inequality with constant γ.
The perturbation PN is the same as defined in Section 2.1. Moreover we require that all
the eigenvalues of PN are larger than −1, so that IN + PN is positive definite.
3.2. Orthogonally (or Unitarily) Independent Case. In this section we study the
eigenvalues and eigenvectors of
W˜N = (IN + PN )
1
2U∗HNU(IN + PN )
1
2 .
Without loss of generality we can assume that HN is a diagonal matrix. Since we concen-
trate only on the extreme eigenvalues of the perturbed matrix W˜N , in the following we fix
a small universal constant δ > 0, and study the eigenvalues of W˜N on the spectral domain
(λN (HN )− δ, λ1(HN ) + δ)∁.
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Theorem 3.1. HN and PN are defined as in Section 3.1, we assume that their norms
are bounded by some universal constant B, i.e. ‖HN‖ ≤ B, ‖PN‖ ≤ B. We denote the
eigenvalues of W˜N = (IN + PN )
1
2U∗HNU(IN + PN )
1
2 by λ1(W˜N ) ≥ λ2(W˜N ) ≥ · · · ≥
λN (W˜N ). For any 0 < ǫ ≤ δ (it may depend on M and N), and any 1 ≤ i ≤ M , if the
eigenvalue θi of the perturbation PN satisfies the following separation condition:
T−1N (
1
θi
) ≥ λ1(HN ) + 2δ, if θi > 0,
T−1N (
1
θi
) ≤ λN (HN )− 2δ, if θi < 0,
(23)
then it creates an extreme eigenvalue λ˜i of W˜N , where λ˜i = λi(W˜N ) for θi > 0, and
λ˜i = λN−M+i(W˜N ) for θi < 0, with high probability,
P
(
T−1N (
1
θi
)− ǫ ≤ λ˜i ≤ T−1N (
1
θi
) + ǫ
)
≥ 1− Ce−c1Nǫ2+c2M (24)
where c1, c2 and C depend only on δ and B.
Proof. The proof is similar to the additive perturbation case. For any z ∈ (λN (HN ) −
δ, λ1(HN ) + δ)
∁, z −HN is invertible, we have
det(z − (IN + PN )
1
2U∗HNU(IN + PN )
1
2 ) =det(z −HN ) det(IN − (z −HN )−1HNUPNU∗)
=det(z −HN ) det(IM − U˜∗(z −HN )−1HN U˜ P˜M ),
where U˜ is the N × M matrix, consisting of the first M columns of U . The extreme
eigenvalues of (IN + PN )
1
2U∗HNU(IN + PN )
1
2 are solutions of the equation,
det(P˜−1M − U˜∗(z −HN )−1HN U˜) = 0. (25)
Denote D(z) = P˜−1M − U˜∗(z − HN )−1HN U˜ . Since HN is positive semi-definite, one can
check that D(z) is non-decreasing on the intervals (−∞, λN (HN )−δ] and [λ1(HN )+δ,+∞).
This implies that the eigenvalues of D(z) are non-decreasing. Since (25) has finitely many
solutions, eigenvalues of D(z) can not stay at zero. (In fact one can show that eigenvalues
of D(z), as a function of z, are either nonzero constant or strictly increasing.) Therefore
we can go through the same proof as in Theorem 2.1. The only difference is: U˜∗(z −
HN )
−1HN U˜ ≈ TN (z)IM . This is the reason the T-transform appears in the statement
instead of the Stieltjes transform. 
Theorem 3.2. HN and PN are defined as in Section 3.1, we assume that their norms
are bounded by some universal constant B, i.e. ‖HN‖ ≤ B, ‖PN‖ ≤ B. We denote the
eigenvalues of W˜N = (IN + PN )
1
2U∗HNU(IN + PN )
1
2 by λ1(W˜N ) ≥ λ2(W˜N ) ≥ · · · ≥
λN (W˜N ). For any 1 ≤ i ≤M , such that the eigenvalue θi of the perturbation PN satisfies
the separation condition (23), then with high probability it will create an extreme eigenvalue
λ˜i, where λ˜i = λi(W˜N ) for θi > 0, and λ˜i = λN−M+i(W˜N ) for θi < 0. We denote
the corresponding eigenvector by vi (if λ˜i is not a single eigenvalue, vi can be any of its
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eigenvectors). We denote the projection of vi on the eigenspace of the nonzero eigenvalues
of PN by v˜i, which is the projection of vi on the first M coordinates. For any 0 < ǫ ≤ δ, it
may depend on M and N , with probability at least 1− Ce−c1Nǫ2+c2M , where c1, c2 and C
depend only on δ and B, we have
(1) The norm of v˜i satisfies∣∣∣∣∣‖v˜i‖2 + θi + 1θ2i T−1N ( 1θi )T ′N (T−1N ( 1θi ))
∣∣∣∣∣ ≤ ǫCB,δ. (26)
(2) The projection v˜i is an approximate eigenvector of P˜M with eigenvalue θi,∥∥∥P˜M v˜i − θiv˜i∥∥∥ ≤ ǫCB,δ, (27)
where CB,δ is a constant depending on δ and B.
Proof. Since IN + PN is positive definite, we can define
wi =
(IN + PN )
− 1
2 vi
‖(IN + PN )− 12 vi‖
, (28)
which is a normalized eigenvector of U∗HNU(IN + PN ). We denote the projection of wi
on the eigenspace of the nonzero eigenvalues of PN by w˜i. We have the following two
equations for w˜i, (
IM − U˜∗(λ˜i −HN )−1HN U˜ P˜M
)
w˜i = 0,
w˜∗i P˜M
(
U˜∗HN (λ˜i −HN )−2HN U˜
)
P˜M w˜i = 1.
Approximately, by Proposition A.1, we have U˜∗(λ˜i−HN)−1HN U˜ ≈ 1θi IM and U˜∗HN (λ˜i−
HN )
−2HN U˜ ≈
(
− 1
θi
− T−1N ( 1θi )T ′N (T
−1
N (
1
θi
))
)
IM . By the same argument as in Theorem
2.7, one can show that w˜i is an approximate eigenvector of P˜M with eigenvalue θi, and its
norm is given by ∣∣∣∣∣‖w˜i‖2 + 1θi + θ2i T−1N ( 1θi )T ′N (T−1N ( 1θi ))
∣∣∣∣∣ ≤ ǫCB,δ. (29)
From (28), we get v˜i = ‖(IN + PN )− 12 vi‖(IM + P˜M ) 12 w˜i. So v˜i is also an approximate
eigenvector of P˜M with eigenvalue θi. And its norm (26) can be computed from (29). 
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3.3. Wishart Case. In this section we study the eigenvalues of the perturbed Wishart
matrices,
W˜N = (IN + PN )
1
2WN (IN + PN )
1
2 .
Without lose of generality, we assume that PN = V
∗P˜MV , where V is an N ×M matrix,
consisting of the eigenvectors corresponding to the nonzero eigenvalues of PN . It is well
known that the empirical eigenvalue distribution ofWN converges to the Marchenko-Pastur
law with density
ρmp(x) =
√
(γ+ − x)(x− γ−)
2πφx
, for x ∈ [γ−, γ+],
where γ− = (1−
√
φ)2 and γ+ = (1 +
√
φ)2. We denote its T-transform as
Tmp(z) =
z − φ− 1− sgn(z − γ+)
√
(z − γ−)(z − γ+)
2φ
, for z ∈ (−∞, γ−) ∪ (γ+,+∞).
For any fixed small universal constant δ > 0, it is known that with high probability the
eigenvalues of the Wishart matrix WN are in
(
γ− − δ2 , γ+ + δ2
)
. We study the extreme
eigenvalues of W˜N on the spectral domain (γ− − δ, γ+ + δ)∁.
Theorem 3.3. Wishart matrix WN = XNX
∗
N and perturbation PN are defined as in
Section 3.1, we assume that the norm of PN is bounded by some universal constant B,
i.e. ‖PN‖ ≤ B. We denote the eigenvalues of W˜N = (IN + PN ) 12WN (IN + PN ) 12 by
λ1(W˜N ) ≥ λ2(W˜N ) ≥ · · · ≥ λN (W˜N ). For any
√
M
N
≪ ǫ ≤ δ (it may depends on M and
N), and any 1 ≤ i ≤M , if θi satisfies the following separation condition
|θi| ≥
√
φ+ 2δ (30)
then it will create an extreme eigenvalue λ˜i of W˜N , where λ˜i = λi(W˜N ) for θi > 0, and
λ˜i = λN−M+i(W˜N ) for θi < 0, with high probability,
P
(
φ+ 1 + θi +
φ
θi
− ǫ ≤ λ˜i ≤ φ+ 1 + θi + φ
θi
+ ǫ
)
≥ 1− Ce−c1Nǫ2+c2M (31)
where c1, c2 and C depend only on δ and B.
Proof. We denote the set of matrices D = {H ∈MN×p : γ− − δ2 ≤ min1≤i≤N λi(HH∗) ≤
max1≤i≤N λi(HH∗) ≤ γ+ + δ2}. Under our assumption that the entries satisfy the log-
arithmic Sobolev inequality, it is well known that E[min1≤i≤N λi(WN )] = γ−. Therefore
by the logarithmic Sobolev inequality we have P(min1≤i≤N λi(WN ) ≤ γ− − δ2) ≤ e−cNδ
2
.
Similarly P(max1≤i≤N λi(WN ) ≥ γ+ + δ2) ≤ e−cNδ
2
. Therefore we have P(XN ∈ D) ≥
1 − 2e−cNδ2 . Since on the region D, for any z ∈ (γ− − δ, γ+ + δ)∁ and unit vector u,
X → u∗(z−XX∗)−1XX∗u is Lipschitz continuous with Lipschitz constant at most O(δ−2).
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Moreover, we also have the isotropic local law for the sample covariance matrices [13, The-
orem 2.4]. Therefore analogue to Proposition 2.9, we can prove the following concentration
of measure inequality,
P(XN ∈ D and
∥∥U∗(z −XNX∗N )−1XNX∗NU − Tmp(z)IM∥∥ ≤ξ3)
≥1− Ce−cNξ2+M ln 7,
(32)
where the constants c and C depend only on δ and the logarithmic Sobolev constant γ.
With (32), the similar argument as in Theorem 3.1 leads to (31). 
Similarly as the Wigner case, we have the following corollary on the empirical distribution
of extreme eigenvalues of the perturbed Wishart matrices.
Corollary 3.4. Wishart ensemble WN and perturbation PN are defined as in Section
3.1, we assume the norm of PN is bounded by some universal constant B, i.e. ‖PN‖ ≤
B. Moreover we assume that the empirical distribution of the nonzero eigenvalues of PN
converges weakly to a compactly supported measure ν,
νˆN =
1
M
M∑
i=1
δθi → ν,
with support supp µ ⊂ [a, b], and a > √φ. We denote the eigenvalues of W˜N = (IN +
PN )
1
2WN (IN+PN )
1
2 by λ1(W˜N ) ≥ λ2(W˜N ) ≥ · · · ≥ λN (W˜N ). Almost surely, the empirical
distribution of the largest M eigenvalues of W˜N converges weakly to the push forward
measure γ#ν,
1
M
M∑
i=1
σλi(W˜N ) → γ#ν, a.s.
where γ(θ) = φ+ 1 + θ + φ
θ
.
Appendix A. Concentration of Measure
Proposition A.1. Let A be a deterministic N × N matrix. U˜ is the first M columns of
an N ×N orthogonal (or unitary) matrix following Haar measure. For any ξ > 0, we have
P
(∥∥∥∥U˜∗AU˜ − TrAN IM
∥∥∥∥ ≤ ξ
)
≥ 1− Ce−cNξ2+M ln 7, (33)
where c and C depend on the norm of A.
Proof. We will prove the orthogonal case, the unitary case is exactly the same. Denote
A˜ = A − TrA
N
IN , then Tr A˜ = 0. (33) is equivalent to show that ‖U˜∗A˜U˜‖ ≤ ξ with high
probability.
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The proof follows from the standard epsilon net argument. We refer to [31, Chapter
2.3.1] and [32, Chapter 5.2.2] for a detailed discussion on epsilon net argument. For any
v ∈ SM−1 = {x ∈ RM : |x| = 1}, U˜v is uniformly distributed on the sphere SN−1. From
the application of a well-known concentration of measure result, we have
P
(∣∣∣v∗U˜∗A˜U˜v∣∣∣ ≥ ξ
3
)
= P
(∣∣∣v∗U˜∗AU˜v − E [v∗U˜∗AU˜v]∣∣∣ ≥ ξ
3
)
≤ Ce−cNξ2 , (34)
for any ξ > 0, where c and C depend on the norm of A.
Take Σ to be a maximal 13 -net of the sphere S
M−1, i.e. a set of points in SM−1 that are
separated from each other by a distance of at least 13 , and which is maximal with respect
to set inclusion. The volume argument gives us that Σ has cardinality
|Σ| ≤ (1 + 11
2 × 13
)M = 7M .
For any v ∈ SM−1, there exists some w ∈ Σ such that |v − w| ≤ 13 . Then we have,∣∣∣v∗U˜∗A˜U˜v∣∣∣ ≤ ∣∣∣w∗U˜∗A˜U˜w∣∣∣+ ∣∣∣(v − w)∗U˜∗A˜U˜w∣∣∣+ ∣∣∣v∗U˜∗A˜U˜(v − w)∣∣∣
≤
∣∣∣w∗U˜∗A˜U˜w∣∣∣+ 2
3
∥∥∥U˜∗A˜U˜∥∥∥ .
Therefore, we can replace the sphere SM−1 by its 13 − net, and get∥∥∥U˜∗A˜U˜∥∥∥ = sup
v∈SM
∣∣∣v∗U˜∗A˜U˜v∣∣∣ ≤ 3 sup
v∈Σ
∣∣∣v∗U˜∗A˜U˜v∣∣∣ . (35)
Combining (34) and (35), we have
P(
∥∥∥v∗U˜∗A˜U˜v∥∥∥ ≥ ξ) ≤P
(⋃
v∈Σ
{∣∣∣v∗U˜∗A˜U˜v∣∣∣ ≥ ξ
3
})
≤
∑
v∈Σ
max
v∈Σ
{
P
(∣∣∣v∗U˜∗A˜U˜v∣∣∣ ≥ ξ
3
)}
≤Ce−cNξ2+M ln 7.
This finishes the proof. 
Appendix B. Bounds on Stieltjes Transform and T-Transform
Proposition B.1. HN and PN are defined as in Section (2.1), such that their norms are
bounded by B. mN is the Stieltjes transform of the empirical measure of HN . For any
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|ξ| ≤ δ, we have
|ξ|
4B2
≤
∣∣∣∣mN
(
m−1N (
1
θi
) + ξ
)
− 1
θi
∣∣∣∣ ≤ 4|ξ|δ2 (36)
|ξ|
8B3
≤
∣∣∣∣m′N
(
m−1N (
1
θi
) + ξ
)
−m′N
(
m−1N (
1
θi
)
)∣∣∣∣ ≤ 8|ξ|δ3 (37)
where θi is an eigenvalue of PN such that m
−1
N (
1
θi
) ≥ λ1(HN )+2δ, or m−1N ( 1θi ) ≤ λN (HN )−
2δ.
HN and PN are defined as in Section (3.1), such that their norms are bounded by B. TN
is the Stieltjes transform of the empirical measure of HN . For any |ξ| ≤ δ, we have
|ξ|
4B3
≤
∣∣∣∣TN
(
T−1N (
1
θi
) + ξ
)
− 1
θi
∣∣∣∣ ≤ 4B|ξ|δ3 (38)
|ξ|
8B4
≤
∣∣∣∣T ′N
(
T−1N (
1
θi
) + ξ
)
− T ′N
(
T−1N (
1
θi
)
)∣∣∣∣ ≤ 8B|ξ|δ4 (39)
where θi is an eigenvalue of PN such that T
−1
N (
1
θi
) ≥ λ1(HN )+2δ, or T−1N ( 1θi ) ≤ λN (HN )−
2δ.
Proof. We will only prove (36) for positive eigenvalues of PN , the other inequalities can be
proved in the same way. On the interval (λ1(HN ) + δ,+∞), mN (z) is positive and strictly
decreasing. By Taylor expansion, there exists some γ ∈ [0, 1] such that∣∣∣∣mN (m−1N ( 1θi ) + ξ)−
1
θi
∣∣∣∣ =
∣∣∣∣ξm′N (m−1N ( 1θi ) + γξ)
∣∣∣∣
=
|ξ|
N
N∑
k=1
1(
m−1N (
1
θi
) + γξ − λk(HN )
)2
≥ |ξ|
4N
N∑
k=1
1(
m−1N (
1
θi
)− λk(HN )
)2 (40)
≥|ξ|
(
1
2N
N∑
k=1
1
m−1N (
1
θi
)− λk(HN )
)2
(41)
=
|ξ|
(4θi)2
≥ |ξ|
4B2
For the inequality (40), we use the fact that m−1N (
1
θi
)−λk(HN ) ≥ 2δ ≥ δ+ |ξ|. (41) is from
Jensen’s inequality. For the upper bound,∣∣∣∣mN (m−1N ( 1θi ) + ξ)−
1
θi
∣∣∣∣ ≤ 4|ξ|N
N∑
k=1
1(
m−1N (
1
θi
)− λk(HN )
)2 ≤ 4|ξ|δ2 .
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