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 要  旨 
本論文では，多人数不完全情報ゲームと行動数が多いゲームにヒューリスティック探索を用い
た研究成果を述べる．多人数不完全情報ゲームでは大貧民を，合法手（行動）数が多いゲームで
は TRAX を題材とする．ヒューリスティック探索は，これまで，主に二人ゼロ和ゲームの人工知
能研究において成功を収めてきた手法である．その一方で，多人数不完全情報ゲームや行動数が
非常に多いゲームのような，より現実世界の競争に近いゲームにおける探索の研究は，二人ゼロ
和ゲームほどにはなされていない． 
 大貧民を題材とした研究の目的は，ヒューリスティック探索を強化学習や深層学習などの技法
と組み合わせて，強い人工知能を作成することである．この研究では，電気通信大学で開催され
た過去のコンピュータ大貧民大会 (UECda) における優勝プレイヤを利用した強化学習と，ラン
ダム行動プレイヤから開始する自己対戦を利用した強化学習の２つのアプローチを試みた．前者
のアプローチでは 1000 万戦程度，後者のアプローチでは 1 億戦程度のゲーム記録を生成する強
化学習の実験を行ない，どちらのアプローチも過去の優勝プレイヤに準ずる強さを持つグリーデ
ィ方策を導くことが示された．また，本研究の成果を用いたプレイヤは UECda 無差別級で 2 位
の成績を収めた． 
 TRAX を題材とした研究の目的は，ヒューリスティック探索的技法を駆使してこのゲームを解
くことである．TRAX は，将棋・囲碁などのボードゲームと比較すると，ボードサイズに基本的
には制限がなく，合法手数が非常に多いという特徴がある．TRAX にはリミテッドトラックス 
(8×8 TRAX) と呼ばれるサイズに制限が加えられたルールも存在する．AND/OR 木を効率良く探
索することで知られる df-pn 探索を適用した結果、7×7 までの TRAX の探索が終了して，引き
分けの結果が得られた．また，8×8 TRAXを解くのに要する時間は楽観的に見て約 2年と見積も
られ，現実的な時間で探索が終了しそうだという感触が得られた． 
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1 はじめに
ゲーム人工知能における研究は古くから行われていて，ヒューリスティック探索をゲーム
に適用する研究が多くなされている．二人ゼロ和ゲームの人工知能を題材とした研究には大
きく分けて 2つの試みがある．
1つめは強いプレイヤを作るという試みである．オセロでは Logistello*1が 1997年に村上
九段に勝利し，チェスでは同年に DeepBlue [1]がカスパロフに勝利し，将棋では 2017年に
第 2期電王戦で将棋プログラム Ponanzaが佐藤天彦名人に勝利した．囲碁ではAlphaGo [2]
が 2015年にヨーロッパチャンピオンのファン・フィ二段，2016年にはイ・セドル九段，2017
年には世界トップのカ・ケツ九段に勝利した．さらに，2017年には AlphaGoで用いられた
手法を一般化した AlphaZeroアルゴリズム [3]が登場し，強化学習と深層学習を組み合わせ
た学習手法とモンテカルロ木探索を適用し，チェス・将棋・囲碁で現時点での最強プログラ
ムの性能を上回った．また，ヘッズアップノーリミットテキサスホールデム (ベット制限な
し二人ポーカー)においても深層学習と強化学習をヒューリスティック探索に組み合わせた
コンピュータプレイヤが人間のプロを超えたという報告がある [4]．
2つめはゲームを解くという試みである．2007年にはチェッカーが解かれ [5]，2015年に
はヘッズアップリミットテキサスホールデム (ベット制限あり二人ポーカー) の -ナッシュ
均衡が求められた [6]．
一方，多人数不完全情報ゲームや合法手が非常に多いゲームのような，より現実世界の競
争に近いゲームにおける研究は，二人ゼロ和ゲームほどにはなされていない．
本研究の目的は，多人数不完全情報ゲームと合法手が多いゲームにヒューリスティック探
索を適用することである．多人数不完全情報ゲームでは大貧民を，合法手が多いゲームでは
TRAXを題材とする．
大貧民は，トランプを用いて行う多人数不完全情報ゲームである．大貧民における本研究
の目的は，強化学習と深層学習をヒューリスティック探索に組み合わせ，強いコンピュー
タ大貧民プレイヤを作成することである．電気通信大学で毎年開催されている UEC コン
ピュータ大貧民大会 (UECda) [7]では優勝プログラムが公開されており，それらを用いた学
習や性能の比較を用意に行うことができる．本研究では，過去の UECda優勝プレイヤのプ
レイログを用いた強化学習と，TD-Gammon [8]や AlphaGoで行われたような自己対戦に
よる強化学習の 2つのアプローチを試みる．
TRAX は，1980 年にニュージーランド人の David Smith 氏が考案したターン制の二人
*1 LOGISTELLO's Homepage https://skatgame.net/mburo/log.html (last access, 2018)
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零和確定完全情報ゲームである．他のボードゲームとは異なり，盤面の大きさには基本的に
制限がなく，合法手が非常に大きくなるという特徴がある．このゲームにはリミテッドト
ラックス (8  8 TRAX)と呼ばれる盤面の大きさを制限してプレイする遊び方が存在する．
TRAXを題材とした本研究の目的は，これを解くことである．任意の盤面の大きさに対する
TRAXを解くにあたり，本研究ではまず 8 8 TRAXを df-pn探索を用いて解くことを試
みる．
本論文は 2 部構成となっており， 第 I 部では大貧民， 第 II 部では TRAX について述
べる．
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第 I部
大貧民
2 基礎知識
本章では，本研究に関連する基礎知識を説明する．
3.1節では，UECコンピュータ大貧民大会 (UECda)について説明する．大貧民には多く
のローカルルールがあるが，本研究では UECdaのルールを採用した．その理由は，UECda
は過去の優勝プログラムが公開されており，それらを用いた学習や性能の比較を用意に行う
ことができるからである．
2.2節では，深層学習について説明する．深層学習は多層ニューラルネットワークによる
関数近似手法である．本研究では，ニューラルネットワークによる高性能な関数近似で状態
価値関数を近似することを目指す．
2.3節では，強化学習について説明する．強化学習は，相互作用から学習して目標を達成す
る問題の枠組みで，強いプレイヤの開発にを目指した先行研究で様々なゲームに適用されて
いる．本研究ではこれを深層学習と組み合わせて強いプレイヤの開発を試みる．
2.1 UECコンピュータ大貧民大会 (UECda)
大貧民 (大富豪とも呼ばれる)は，トランプを用いて行うゲームである．場に出ているカー
ドより強いカードを出さなければならないというルールの下で，各プレイヤは手札からカー
ドを場に出し他のプレイヤよりも手札を早くなくすことを目指す．複数人でプレイするゲー
ムで，相手の手札が公開されていないという点から，大貧民は多人数不完全情報ゲームに分
類される．本研究では，5人でプレイするゲームのみを扱う．
UEC コンピュータ大貧民大会 (UECda)*2は，電気通信大学で毎年開催されているコン
ピュータ大貧民の強さを競う大会である．2006 年に第 1 回大会が開催され，2017 年 11 月
25日に第 11回大会が開催された．UECdaにはライト級と無差別級の 2つの部門が存在し，
ライト級はヒューリスティックな手法のみを用いたプレイヤ，無差別級はこれに加えて機械
学習・モンテカルロ法などを適用したプレイヤが参加する部門である．
現在，UECdaではモンテカルロ法が有効とされており，2009年の第 4回大会にモンテカ
ルロ法を適用したプレイヤである fumiya [9]が登場し優勝して以来，UECdaの無差別級で
はモンテカルロ法を適用したプレイヤが優勝を続けている [10, 11, 12]．
*2 UECコンピュータ大貧民大会 http://www.tnlab.ice.uec.ac.jp/daihinmin/2017/ (last access, 2018)
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2.1.1 ルール
UECdaにおける UEC標準ルール（UECルール 2007）について説明する．
プレイヤ数
5人．
カードの枚数
各スートの A～Kまでの 52枚にジョーカー 1枚を加えた 53枚．
手札
各プレイヤが所持するカードの集合．各プレイヤは自分の手札をすべて提出し，上が
ることを目指す．手札は，プレイ開始時に 5人にランダムに配られる (10枚配られる
プレイヤが 2人，11枚配られるプレイヤが 3人)．各プレイヤは他のプレイヤの手札
について，枚数は情報として与えられるが，手札の内容は情報として与えられない．
カードの強さ
通常時は 3が最も弱く，数字が大きいほど強くなる．ただし，Aは Kより強く，2は
Aより強い．革命時は強さが逆転し，2が最も弱く，3が最も強くなる．また，通常時
と革命時のどちらにおいても単騎のジョーカーは最強のカードとなる．
カードの提出
自分の手札から役を作ってカードを場に提出する．役は，単騎・ペア・階段の 3つが
ある．場に何もない状態であれば，3つの役のどれでも提出することが出来る．すで
に場にカードがある場合は，その場札と同役・同枚数でかつ場札より強いカードのみ
提出することが出来る．また，最後に場に出したのが自分であっても，それより強い
カードを所持していれば提出することが出来る．
提出順
初期手札に }3 を所持しているプレイヤが一番最初にカードを提出する権利を得る．
その後は決められた順番に従って各プレイヤがカードを提出する．この順番は規定プ
レイ数ごとにシャッフルされる (席替えと呼ぶ)．
単騎
単騎とは，1枚のカードで構成される役である．
ペア
ペアとは，同じ強さのカードが 2枚以上揃っている役である．
例：[~4 4]，[}K K |K]
階段 (連番)
階段 (連番) とは，同じスートで連続した強さのカードが 3 枚以上揃っている役で
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ある．
例：[~4 ~5 ~6]，[7 8 9 10]
場札が階段であるときには，提出する階段の最弱のカードが場札の階段の最強のカー
ドより強くなくてはならない．例えば，場札が [~4 ~5 ~6]の時，提出出来るのは任
意のスートの [7 8 9]以上の 3枚の階段となる．
パス
自分の手番時，カードを提出せずにパスをすることが出来る．ただし，1度パスをす
ると場が流れるまで自分の手番は回ってこない．
場の流れ
すべてのプレイヤがパスをした状態になった時，場のカードをすべて取り除いて，最
後に場に出したプレイヤがカードを提出する権利を得ることを「場が流れる」という．
場が流れた時，場にカードがない状態から始まるので，提出するプレイヤは任意の役
を提出することが出来る．ただし，最後に提出したプレイヤがあがっている状態で全
員がパスした場合，次の手番プレイヤは最後に提出したプレイヤの次の席のプレイヤ
となる．
革命
4枚以上のペアが提出された，もしくは 5枚以上の階段が提出された時，革命が発生
する．革命状態の時はカードの強さが逆転する．場が流れても革命の状態は継続し，
革命条件を満たすカードが再度提出されると通常状態に戻る．
しばり
場のスートと同じスートを提出した時，しばりが発生する．しばり発生以降，場が流
れるまで場のスートと同じスートしか提出することが出来なくなる．例えば，場が
[~4]である時，[~6]が提出されると縛りが発生し，以降はスートが ~であるカード
しか提出することが出来なくなる．階段においても同様である．ただし，ペアの時は
スートが完全に一致しないとしばりは発生しない．例えば，場が [~4 }4]である時，
[~5 }5]が提出されるとしばりが発生し，以降はスートが ~と }のペアしか提出す
ることが出来なくなるが，[~5 |5]のように完全一致していないスートのペアが提出
された場合はしばりは発生しない．
ジョーカー
ジョーカーは最強のカードとして扱われる．すなわち，通常時には 2の次に強いカー
ド，革命時には 3の次に強いカードとなる．
また，ペアや階段を構成するときのワイルドカードとして用いることも出来る (例 1)．
ペアにおいてジョーカーのスートは任意に決める事が出来る (例 2)．同じ数字のカー
ド 4枚とジョーカーで 5枚のペアとしての役を作ることが出来る (例 3)．階段役にお
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いて階段を構成するカードの中でジョーカーを一番強いカードとして扱うことで最強
の階段役となる (例 4)．
例 1：[~4 4 Joker](ペア)，[~4 Joker ~6](階段)
例 2：場が [~3 3]に対して [~4 Joker]を出す時，ジョーカーを 4として扱えば縛
りが発生し，そうでなければ発生しない．
例 3：[|3 }3 ~3 3 Joker]
例 4：[~A ~2 Joker](通常時)，[Joker 3 4 5](革命時)
3
ジョーカーが単騎として場に出ている時，3 を単騎で提出することが出来る．その
後，場が流れて 3 を提出したプレイヤが次にカードを提出する権利を得る．この
ルールは革命時にも適用される．本研究ではこれを 3切りと呼ぶこととする．
8切り
8を含む役が提出された時，無条件で場が流れ，その役を提出したプレイヤが次にカー
ドを提出する権利を得ることを 8切りという．
上がり
手札が無くなることを上がりという．上がる際に提出するカードは任意である (2や 8
で上がるとペナルティとなるローカルルールも存在する)．
1プレイの終了
4 人のプレイヤが上がると，1 プレイが終了する．上がりが早かったプレイヤから順
に 1位から 4位となり，最後まで残ったプレイヤは 5位となる．
階級・得点
1 プレイが終了後，順位に応じて各プレイヤに階級が定められ，得点が与えられる．
階級と得点は，1位から 5位の順に，大富豪/5点，富豪/4点，平民/3点，貧民/2点，
大貧民/1点である．
100プレイ終了するごとに階級のリセットが行われ，階級リセット後は全員平民とな
る．なお，1プレイ目は全員平民で開始する．
手札交換
初期手札が配られた後，前プレイの順位によって決定された階級に応じて手札の交換
が行われる．大富豪は任意のカードを 2枚大貧民に，富豪は任意のカードを 1枚富豪
に，大貧民は最強のカードを 2枚大富豪に，貧民は最強のカードを 1枚富豪に渡す．
同じ強さのカードが複数ある場合，スートによって渡す優先順位が決定される．優先
度は高い方から順に ，~，}，|である．
また，渡す順番は貧民と大貧民がそれぞれ富豪と大富豪にカードを渡す方が先であり，
富豪と大富豪は初期手札と渡されたカードを加えたものの中から任意のカードをそれ
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ぞれ貧民と大貧民に渡す．
千日手
パスが連続して 20 回続いたとき，千日手となりプレイが終了する．そのプレイにお
ける各プレイヤの順位は，すでに上がっているプレイヤはその順位，まだ上がってい
ないプレイヤはランダムに順位が決定される．
以上のルールでプレイを規定数行い，総獲得点数によってプレイヤの最終順位が決定する．
2.2 深層学習
深層学習とは，多層ニューラルネットワークを用いた関数近似手法である．ニューラル
ネットワークは生物の神経回路網を模したモデルで，複数ユニットを層状に並べ隣接層のユ
ニット同士を結合した構造である順伝播型ニューラルネットワークがよく使われる．基本的
な構造として，隣接層のユニット同士をすべて結合する全結合ニューラルネットワークの他
に，結合が疎らな畳込みニューラルネットワーク，過去のデータに対する出力との結合が存
在する再帰型ニューラルネットワークなどがある．本研究では，全結合ニューラルネット
ワークと畳込みニューラルネットワークについて扱う．
本節の内容は， [13]を抜粋したものである．
2.2.1 全結合ニューラルネットワーク
全結合ニューラルネットワークは，隣接層間ですべてのユニットが結合しているニュー
ラルネットワークである．各ユニットは複数の入力を受け取り，1つの出力を計算する．ユ
ニットは複数の入力から総入力 uを計算し，uに対する活性化関数 f を通した値 z を出力す
る．総入力 uは，各入力に重みをかけてバイアスを足し，活性化関数に通した値となる．例
えば，第 1層のユニットを i = 1; : : : ; I,第 2層のユニットを j = 1; : : : ; J とすると，第 2層
のユニット j の総入力 uj と出力 zj は，
uj =
IX
i=1
wjixi + bj (1)
zj = f(uj) (2)
と表される．2層のネットワークの例を図 1に示す．ここで，xi は入力，wji は重み，bj は
バイアスである．これをベクトルと行列を用いることで，
u =Wx+ b (3)
z = f(u) (4)
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図 1 2層のネットワークの例
u =
0B@ u1...
uI
1CA ;x =
0B@ x1...
xI
1CA ; z =
0B@ z1...
zJ
1CA ;b =
0B@ b1...
bJ
1CA ;
W =
0B@ w11 : : : w1I... . . . ...
wJ1 : : : wJI
1CA ; f(u) =
0B@ f(u1)...
f(uI)
1CA
と表すことができる．
これを層数 Lのネットワークに一般化すると，第 l + 1層の出力 z(l+1) は，
u(l+1) =W(l+1)z(l) + b(l+1) (5)
z(l+1) = f(u(l+1)) (6)
と表される．ここで，第 1層は入力層で，z(1) = xであり，第 L層は出力層で，y  z(L) と
表記することとする．また，活性化関数は層ごとに異なっていても構わない．
順伝播型ネットワークは与えられた入力 x に対して出力 y を計算する関数であると言え
る．このネットワークは，パラメータ，つまり結合間の重みW(l)(l = 2; : : : ; L)とバイアス
b(l)(l = 2; : : : ; L)を変えることで様々な関数を表現できる．以下ではパラメータをすべてま
とめて w と表記し，入力 xに対する出力を y(x;w)と表記することとする．中間層を持つ
ネットワークの例を図 2に示す．
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図 2 3つのユニットから成る中間層を持つネットワークの例
活性化関数
ユニットが持つ活性化関数は，単調増加する非線形関数が用いられる．代表的なものとし
ては以下のものがある．
 ロジスティックシグモイド関数
f(u) =
1
1 + exp ( u) (7)
 双曲線正接関数
f(u) = tanh(u) (8)
 正規化線形関数 (ReLU)
f(u) = max(u; 0) (9)
また，入力に応じて有限個のクラスに分類する問題を目的とするネットワークでは，出力
層の活性化関数にソフトマックス関数を用いる．K クラス分類問題に対するネットワークの
出力層 (l = L)の活性化関数をソフトマックス関数にしたとき，出力 yk は
yk  z(L)k =
exp(u
(L)
k )PK
j=1 exp(u
(L)
j )
(10)
と表される．ここで，yk は入力がクラス Ck に属する確率を表すものと解釈できる．
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誤差関数
ニューラルネットワークは，目的の関数に近づけるために訓練データを与えてパラメータ
wを調整する．入力 xとこれに対する望ましい出力 dを組の集合
f(x1;d1); : : : ; (xN ;dN )g
を訓練データと呼ぶ．どの n(= 1; : : : ; N) のペアに対しても出力 y(xn;w) がなるべく dn
に近づくように wを調整することを学習と呼ぶ．
ネットワークが表す関数と訓練データとの近さを表す尺度を誤差関数と呼ぶ．誤差関数の
代表的なものとしては二乗誤差や交差エントロピー誤差がある．
二乗誤差は，出力に連続地をとる関数を定める問題 (回帰)に用いられる．訓練データに対
する二乗誤差は、
E(w) =
1
2
NX
n=1
kdn   y(xn;w)k2 (11)
と表される．
交差エントロピー誤差は，多クラス分類問題で用いられる．この誤差関数は，最尤推定に
よる尤度関数から導出されるものである．
Kクラス分類問題を扱うことを考える．このとき訓練データは入力 xn と正解クラスの組
となる．dn を 2値の値を K 個並べたベクトル d = [dn1    dnK ]> で表現することとする．
dn の各成分は，対応するクラスが真のクラスであったときには 1，それ以外では 0の値をと
る．訓練データに対する wの尤度は，
L(w) =
NY
n=1
KY
k=1
(yk(xn;w))
dnk (12)
となる．これを対数をとり符号を反転させることで得られる値を誤差関数値とする．した
がって，訓練データに対する交差エントロピー誤差は，
E(w) =  
NX
n=1
KX
k=1
dnk log yk(xn;w) (13)
となる．
確率的勾配降下法
学習の目的は，訓練データに対する誤差関数 E(w) の最小値を与える w を求めることで
ある．ただし，E(w)は一般的に凸関数ではなく大域的な最小値を求めることは困難である．
そこで代わりに局所的な極小点を与える wを求めることを考える．
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極小点を求める方法に勾配降下法がある．勾配降下法は，現在の w に対する勾配を求め，
負の勾配方向に少しずつ wを更新していく方法である．勾配は，
rE  @E
@w
=

@E
@w1
   @E
@wM
>
(14)
というベクトルである (M はwの成分数)．wの更新は，現在の重みをw(t)，更新後の重み
を w(t+1) とすると，
w(t+1) = w(t)   rE (15)
として行われる．ここで，は学習係数または学習率と呼ばれる wの更新量の大きさを定め
る定数である．初期値w(1)を適当に決め，この更新を繰り返し計算することでw(2);w(2) : : :
を得る．
式 (15)の更新式は訓練データすべてを用いて勾配の計算している．つまり，訓練データの
組 1個に対する誤差を En とすると E(w)は
E(w) =
1
N
NX
n=1
En(w) (16)
と表される．この方法をバッチ学習と呼ぶ．
バッチ学習に対して，訓練データの一部を用いてパラメータの更新を行う方法は確率的勾
配降下法 (stochastic gradient descent, SGD)と呼ばれる．SGDの方法には，少数の組をひ
とまとめにし，重みを更新するミニバッチ学習がある．t回目の更新の小さい集合 (ミニバッ
チ)を Dt とし，ミニバッチに対する誤差
Et(w) =
1
Nt
X
n2Dt
En(w) (17)
を計算し，Et(w)の勾配を求めてパラメータを更新する．Nt = jDtjはミニバッチに属す組
の数で，バッチサイズと呼ぶ．SGDは，勾配の計算時間がバッチサイズに依存しており，訓
練データのサイズに依存しないため訓練データを増やした時に計算時間が増加することがな
いことや，局所的な極小点にはまってしまうリスクを軽減できるという利点がある．
勾配降下法の収束性能を向上させる方法の 1つにモメンタム法がある．これは重みの修正
量に前回の重みの修正量のいくばくかを加算する方法で，ミニバッチ t   1に対する重みの
修正量を w(t 1)  w(t)  w(t 1) とすると，ミニバッチ tに対する更新を
w(t+1) = w(t)   rEt + w(t 1) (18)
と定める．は加算の割合を制御するハイパーパラメータである．モメンタムは誤差関数が
深い谷上の形状を持ち，かつその谷底にあまり高低差がない時に勾配降下法の効率が悪くな
るという問題を解決し，収束を早める効果がある．
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誤差逆伝播法
誤差逆伝播法は，微分の連鎖規則を適用しながら出力層に近い方から各重みの勾配を計算
する方法である．
表記を簡単化するため，常に 1を出力する特別な第 0番ユニットを各層に導入し，バイア
ス bj をそのユニットと各ユニット j との結合の重み w(l)0j = b
(l)
j と考えることとする．これ
により，
u
(l)
j =
nX
i=1
w
(l)
ji z
(l 1)
i + b
(l)
j =
nX
i=0
w
(l)
ji z
(l 1)
i (19)
と表すことができる．
誤差逆伝播法の目的は，誤差関数 E(w)の勾配の各成分について求めることである．第 l
層の重み w(l)ji についての微分を考えると，
@En
@w
(l)
ji
=
@En
@u
(l)
j
@u
(l)
j
@w
(l)
ji
(20)
である．ここで，u(l)j の変動が En に与える影響は第 l+1層の各ユニット kの総入力 u
(l+1)
k
を変化させることによってのみ生じることから，各 u(l+1)k を経由した微分連鎖により，
@En
@u
(l)
j
=
X
k
@En
@u
(l+1)
k
@u
(l+1)
j
@u
(l)
j
(21)
と分解できる．ここで，

(l)
j 
@En
@u
(l)
k
(22)
とおき，この量をデルタと呼ぶこととする．デルタは，u(l+1)k =
P
j w
(l+1)
kj z
(l+1)
j =P
j w
(l+1)
kj f(u
(l)
j ) より，
@u
(l+1)
k
@u
(l)
j
= w
(l+1)
kj f
0(u(l)j ) となることを使うと，

(l)
j =
X
k

(l+1)
k

w
(l+1)
kj f
0(u(l)j )

(23)
と書き直すことができる．これにより l + 1層のデルタが与えられれば l 層のデルタを計算
することができることが分かる．したがって，出力層の各ユニットのデルタを求めることで
出力層から入力層の方向へ順番に計算することですべての層の各ユニットのデルタを計算す
ることができる．
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図 3 デルタの逆伝播の様子
式 (20)の第 2項の @u
(l)
j
@w
(l)
ji
は，uj =
P
i w
(l)
ji z
(l 1)
i より、
@u
(l)
j
@w
(l)
ji
= z
(l 1)
i (24)
となる．したがって，目的の微分は
@En
@w
(l)
ji
= 
(l)
j z
(l 1)
i (25)
と表される．デルタの逆伝播の様子を図 3に示す．
次に，出力層のデルタの計算について考える．ただし，ここでは出力層にソフトマックス
関数，誤差関数に交差エントロピー誤差
En =  
X
k
dk log yk =  
X
k
dk log
exp(u
(L)
k )P
i exp(u
(L)
i )
(26)
を指定した場合のみを考えることとする．このときの出力層のユニット j のデルタ Lj =
16
@En
@u
(L)
j
は

(L)
j =  
X
k
dk
1
yk
@yk
@u
(L)
j
=  dj(1  yj) 
X
k 6=j
dk( yj)
=
X
k
dk(yj   dj)
= yj   dj (27)
と導出できる．
2.2.2 畳込みニューラルネットワーク
畳込みニューラルネットワークは，主に画像認識に用いられる順伝播型ネットワークであ
る．全結合ニューラルネットワークは隣接層間のユニット同士がすべて結合しているのに対
して，畳込みニューラルネットワークは隣接層間の特定のユニットのみが結合を持つネット
ワークである．
畳込みニューラルネットワークの基本的な構造は，畳込み層とプーリング層のペアが複数
回，全結合層が複数回，最後に出力層 (ソフトマックス層など)というものである．
畳込み
濃淡値を各画素に格納した画像サイズがW1W2のグレースケール画像を考える．画素の
インデックスを (i; j)(i = 0; : : : ;W1 1; j = 0; : : : ;W2 1)と表し，画素 (i; j)の画素値を xij
と書くとする．そして，グレースケール画像よりサイズの小さいH1H2 の画像であるフィ
ルタを考え，フィルタの画素のインデックスを (p; q)(p = 0; : : : ;H1   1; q = 0; : : : H2   1)
と表し，の画素値を hpq と書くとする．
画像の畳込みは，画像とフィルタ間で定義される次の積和計算である．
uij =
H1 1X
p=0
H2 1X
q=0
xi+p;j+qhpq (28)
畳込みは，フィルタの濃淡パターンと類似した濃淡パターンが入力画像状のどこにあるかを
検出する働きがあり，フィルタが表す特徴濃淡構造を画像から抽出することができる．
パディング
畳込みの計算で，画像からフィルタがはみ出さずに画像内で収まる範囲でフィルタを動か
すと，畳込み結果の画像サイスは入力画像より小さくなってしまう．それを防ぐために入力
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画像の外側にふちをつけて大きくして出力画像のサイズが元の入力画像のサイズと同じにす
る方法がパディングである．最も一般的なのは，画素値 0で周りをふち取る方法で，ゼロパ
ディングと呼ばれる．
ストライド
フィルタの適用位置を 1画素ずつではなく，数画素ずつずらして計算する方法をストライ
ドと呼ぶ．ストライドを sとするとき，出力画像の画素値は
uij =
H1 1X
p=0
H2 1X
q=0
xsi+p;sj+qhpq (29)
のように計算され，出力画像サイスは約 1=s となる．入力画像が大きいとき，畳込み層の
出力ユニット数が大きくなりすぎるのを防ぐために 2 以上のストライドが使われることが
ある．
畳込み層
畳込み層は，以上の演算を行う単層ネットワークである．実用的な畳込みニューラルネッ
トワークでは，多チャネルの画像に対し複数個のフィルタを並行して畳み込む演算を行う．
多チャネルの画像とは，各画素が複数の値を持つ画像であり，チャネルK の画像は各画素が
K 個の値を持つ．例えば，RGBのカラー画像は K = 3である．ここで，縦横がW1 W2
でチャネル数がK である画像のサイズをW1 W2 K と表すこととする．
畳込み層の計算について説明する．第 l 層の畳込み層は第 l   1 層の K チャネルの画像
z
(l 1)
ijk (k = 0; : : :K   1) を受け取り，M 種類のフィルタ hpqkm(m = 0; : : :M   1) を適用
してM チャネルの画像を出力する．出力画像の mチャネル目の画素 z(l)ijm は，各チャネル
k(= 0; : : : ;K 1)について平行に画像とフィルタの畳込みを行った結果を画素ごとに全チャ
ネルにわたって加算し，活性化関数を通すもので
u
(l)
ijm =
K 1X
k=0
H1 1X
p=0
H2 1X
q=0
z
(l 1)
i+p;j+q;khpqkm + bm (30)
z
(l)
ijm = f(u
(l)
ijm) (31)
で表される．bm はバイアスである．畳込み層の概要を図 4に示す．
プーリング層
プーリング層は畳込み層の直後に設置される層で，対象とする特徴量の画像内でに位置が
若干変化した場合でも出力が不変になるようにする働きがある．
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図 4 K チャネルの画像を入力とし，3チャネルの画像を出力する畳込み層の概要．ただ
し，バイアスは省略している．
サイズW1 W2 K の入力画像上で画素 (i; j)を中心とする H1 H2 矩形領域をとり，
この中に含まれる画素の集合 Pij の要素に対して最大値をとるのが最大プーリングである．
uijk = 　 max
(p;q)2Pij
zpqk (32)
他にも，平均プーリング，Lpプーリングがある．
プーリングは入力画像の各チャネルで独立に行われるため，出力チャネル数は入力チャネ
ル数と同じになり，適当なパディングを行うことでプーリングの出力画像のサイズを同じに
することができる．
誤差逆伝播法
畳込み層におけるパラメータは，フィルタの画素とバイアスである．したがって，畳込み
層における勾配計算は @En
@h
(l)
pqkm
と @En
@b
(l)
m
を求めることが目的となる．
畳込み層では，1つの重みが複数回畳込み演算に用いられることを考慮すると，
@En
@h
(l)
pqkm
=
W1 H1X
i=0
W2 H2X
j=0
@En
@u
(l)
ijm
@u
(l)
ijm
@h
(l)
pqkm
(33)
@En
@b
(l)
m
=
W1 H1X
i=0
W2 H2X
j=0
@En
@u
(l)
ijm
@u
(l)
ijm
@b
(l)
m
(34)
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となる．ここで，(l)ijm  @En@u(l)ijm とすると，

(l)
ijm 
@En
@u
(l)
ijm
=
@En
@z
(l)
ijm
@z
(l)
ijm
@u
(l)
ijm
(35)
である． @En
@z
(l)
ijm
について，z(l)ijm に結合する (l + 1)層目のユニットとその結合間のフィルタ
の重みを考慮すると，
@En
@z
(l)
ijm
=
K 1X
k=0
H1 1X
p=0
H2 1X
q=0
@E
@u
(l+1)
i p;j q;k
@u
(l+1)
i p;j q;k
@z
(l)
iqm
=
K 1X
k=0
H1 1X
p=0
H2 1X
q=0
@E
@u
(l+1)
i p;j q;k
hpqkm
=
K 1X
k=0
H1 1X
p=0
H2 1X
q=0

(l+1)
(i p);(j q);khpqkm (36)
と導出できる．ただし，i  p < 0 または j   q < 0のとき， @E
@u
(l+1)
i p;j q;k
= 0である．式 (36)
は，l + 1層目のデルタを画素とする画像に対して，フィルタを 180度回転させて式 (30)の
ような畳込み演算を行っていることに相当する．
したがって，デルタは

(l)
ijm =
@En
@u
(l)
ijm
=
K 1X
k=0
H1 1X
p=0
H2 1X
q=0

(l+1)
(i p);(j q);khpqkmf
0(u(l)ijm) (37)
と表される．以上から @En
@h
(l)
pqkm
と @En
@b
(l)
m
はそれぞれ
@En
@h
(l)
pqkm
=
W1 H1X
i=0
W2 H2X
j=0
@En
@u
(l)
ijm
@u
(l)
ijm
@h
(l)
pqkm
=
W1 H1X
i=0
W2 H2X
j=0

(l)
ijmz
(l 1)
i+p;j+q (38)
@En
@b
(l)
m
=
W1 H1X
i=0
W2 H2X
j=0
@En
@u
(l)
ijm
@u
(l)
ijm
@b
(l)
m
=
W1 H1X
i=0
W2 H2X
j=0

(l)
ijm (39)
となる．
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2.3 強化学習
強化学習とは，相互作用から学習して目標を達成する問題の枠組みである．学習と意思決
定を行うエージェントと，エージェントの外部すべてから構成される環境が継続的に相互作
用を行う．エージェントは行動を選択し，環境はその行動に応答し，エージェントに新しい
状況を提示し報酬を発生させる．報酬はエージェントが時間の経過の中で最大化しようとす
る数値である．
本節の内容は， [14]を抜粋したものである．
エージェントと環境は離散的な時間ステップ t = 0; 1; 2; 3; : : : において相互作用を行う．
各時間ステップ tにおいて，エージェントは何らかの環境の状態の表現 st 2 S(S は可能な
状態の集合)を受け取り，行動 at 2 A(st)を選択する (A(st)は状態 st において選択するこ
とのできる行動の集合)．1時間ステップ後にエージェントはその行動の結果として数値化さ
れた報酬 rt+1 2 Rを受け取り，新しい状態 st+1 を観測する．
各時間ステップにおける状態から可能な行動を選択する確率の写像を方策と呼び、t で表
す．t(s; a)はもし st = sならば at = aとなる確率である．
強化学習法の目的は，エージェントがこの方策を変更し，最終的に受け取る報酬の総量
を最大化することである．具体的には，時間ステップ t の後に受け取った報酬の系列を
rt+1; rt+2; rt+3; : : :と表すとすると，期待収益を最大化しようとする．収益 Rt は，最も単純
には，報酬の合計
Rt = rt+1 + rt+2 + rt+3 +   + rT (40)
で表される．T は最終時間ステップである．このアプローチはエージェントと環境の相互作
用がエピソードによって分解できる場合に適用できる．この種のエピソードを伴うタスクは
エピソード的タスクと呼ばれる．対して，エージェントと環境の相互作用が限界なく継続的
に進行していくタスクは連続タスクと呼ばれるが，これは本研究では扱わない．以降，連続
タスクを扱う場合に有効とされている割引率  は 1として書く．
2.3.1 マルコフ決定過程
時刻 tで取られた行動に対して，環境が時刻 t + 1においてどのように応答するかという
のは，最も一般的な場合では，以前に起こったことに依存する．この場合の環境のダイナミ
クスは，すべての s0; r と，過去の事象すべての可能な値 st; at; rt; : : : ; r1; s0; a0 に対して完
全な確率分布を指定することによってのみ定義される．
Pr fst+1 = s0; rt+1 = rjst; at; rt; : : : ; r1; s0; a0g (41)
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他方で，状態信号がマルコフ性を持つなら，時刻 t + 1における環境の応答は tにおける状
態と行動表現のみに依存し，つまりすべての s0; r; st; at に対して
Pr fst+1 = s0; rt+1 = rjst; atg (42)
のみを指定することで環境のダイナミクスを定義することができる．言い換えると，全ての
s0; rと履歴 st; at; tt;    ; r1; s0; a0 に対し，(42)が (41)に等しいときそしてその時に限り状
態信号がマルコフ性を持ち，マルコフ状態であると言われる．この場合，環境とタスクもマ
ルコフ性を持つと言う．
マルコフ性を満たす強化学習タスクはマルコフ決定過程 (Markov decision process, MDP)
と呼ばれる．本論文では特に，状態と行動の空間が有限な，有限マルコフ決定過程 (有限
MDP)を考える．
特定の有限 MDP は状態と行動の集合と，環境の 1 ステップダイナミクスから定義され
る．任意の状態と行動 s; aが与えられたとき，次に可能な各状態 s0 の確率は，
Pass0 = Prfst+1 = s0jst = s; at = ag (43)
で表され，遷移確率と呼ばれる．現在の任意の状態 sと行動 aが与えられたとき，次の報酬
の期待値は，
Rass0 = Efrt+1jst = s; at = a; st+1 = s0g (44)
で表される．
2.3.2 価値関数
強化学習アルゴリズムでは，価値関数に基づく評価を行う．価値関数は，状態の関数で，
エージェントがある状態にいることがどれだけ良いのかを評価する．正確には，特定の方策
に関する期待収益で定義される．
方策  のもとで状態 sの価値 V (s)は，状態 sにいて方策  に従ったときの期待収益で
ある．
V (s) = EfRtjst = sg = E
( 1X
k=0
rt+k+1jst = s
)
(45)
Efgは，エージェントが  に従うとしたときの期待値を表す．また，エピソードが終わっ
た後の時刻 tでは rt = 0とする．終端状態の価値は常に 0である．関数 V  を方策  に対
する状態価値関数と呼ぶ．
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同様に，方策  のもとで状態 sにおいて行動 aを取ることの価値を Q(s; a)で表し，状
態 sで行動 aを取り，その後方策  に従った期待収益として定義する．
Q(s; a) = EfRtjst = s; at = ag = E
( 1X
k=0
rt+k+1
st = s; at = a
)
(46)
Q(s; a)を方策  に対する行動価値関数と呼ぶ．
任意の方策  と状態 sに対して，sの価値と可能な後続状態群の価値との間に以下の整合
性条件が成り立つ．
V (s) =
X
a2A(s)
(s; a)
X
s02S
Pass0 [Rass0 + V (s0)] (47)
ただし，sがエピソードの終端状態ならば A(s)を空とする．これを V  に対する Bellman
方程式と呼ぶ．これは，すべての可能性に対して，生起確率を用いて重み付けして平均化を
行っている．したがって，この式は開始状態の価値は，期待される次状態の価値と途中で得
られる期待報酬との和に等しいことを表している．
2.3.3 最適価値関数
価値関数は方策に対して半順序を定義する．すべての状態に対して，方策  の期待収益が
0 よりも良いか同じであるなら  は 0 よりも良いか同じであると定義される．言い換える
と，すべての s 2 S に対して，V (s)  V 0(s)であるなら，その時に限り   0 である．
他のどの方策よりも良いか，それに等しい方策が常に少なくとも 1つ存在し，これが 1つの
最適方策である．最適方策は 1つ以上存在するかもしれないが，どのの最適方策も  と記
す．最適方策群は，最適価値関数と呼ばれる同じ状態価値観関数を共有する．最適状態価値
関数は，すべての s 2 S に対して
V (s) = max

V (s) (48)
と定義される．
最適方策群は，Q で記される最適行動価値関数も共有して持つ．最適行動価値関数は，す
べての s 2 S と a 2 A(s)に対して
Q(s; a) = max

Q(s; a) (49)
と定義される．Q は，状態行動対 (s; a)に対して，状態 sにおいて行動 aを取り，その後
に最適方策に従うことに対する期待収益を与える．よって，V  を用いて Q を
Q(s; a) = E frt+1 + V (st+1)jst = s; at = ag (50)
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と表すことができる．
また，最適方策のもとでの状態価値は，その様態からの最良の行動に対する期待収益に等
しいので，V  に対する Bellman方程式 (Bellman最適方程式)は
V 

(s) = max
a
X
s02S
Pass0 [Rass0 + V (s0)] (51)
と表され，Q に対する Bellman最適方程式は
Q

(s; a) =
X
s02S
Pass0

Rass0 + max
a02A(s0)
Q(s0; a0)

で表される．
強化学習では，価値関数を利用してよりよい方策を見つけることが目的となる．具体的に
は，Bellman最適方程式を満足する価値関数 V  または Q を見つけることである．
2.3.4 方策改善・方策改善定理
方策に対して価値関数を計算することでさらに良い方策を得ることを考える．
ここで，決定論的な方策  に対する価値関数 V  が求まったとしたとき，ある状態 sに対
して，ある行動 a 6= (s)を決定論的に選択するように方策を変更すべきかを考える．状態 s
で行動 aを選択し，その後  に従うとすると，この価値は
Q(s; a) =
X
s0
Pass0 [Rass0 + V (s0)]
で表される．この値が元々の  に対する V  より大きい場合，つまり sで一度 aを選択して
その後  に従うことが常に  に従うよりも良いならば，sに対して aを常に選択するほうが
良く，この新しい方策は全体的に改善されることが期待できる．
これが成り立つことは，方策改善定理と呼ばれる定理の特殊な場合に相当する．
方策改善定理 
すべての s 2 S について
Q(s; 0(s))  V (s) (52)
が成り立つ決定論的な方策 ; 0 があるとき，0 は  と同等かより良い．つまりすべて
の s 2 S について
V 
0
(s)  V (s) (53)
が成り立つ． 
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以上から，方策とその価値関数が与えられた時，すべての状態ですべての可能な行動に関
して，各状態で Q(s; a)が最良になる行動を選択することで，元の方策と同等かより良い方
策 0 を得ることができる．価値が最大の行動を取る方策はグリーディ方策と呼ばれる．
また，元の方策の価値関数に従ってグリーディな行動を選択していくことで，その方策を
改善するような方策を作り出す過程を方策改善と呼ぶ．また，これまで決定論的な方策につ
いて扱ったが，この考えは確率的方策に拡張することができる．
2.3.5 方策評価
任意の  に対する状態価値 V  を計算する方法を方策評価と呼ぶ．ここでは，標本平均を
もって収益の期待値を推定して強化学習問題を解くモンテカルロ法の一種である方策オフ型
モンテカルロ法について説明する．
2.3.6 方策オフ型モンテカルロ法
方策  に従って状態 sを通過するエピソードの集合が与えられたとして， のもとでの s
の価値 V (s)を推定することを考える．
方策オフ型モンテカルロ法は，挙動を生成するための方策 (挙動方策) と評価され改善さ
れる方策 (推定方策) が分離させる方法である．この利点は，グリーディ方策のようなすべ
ての可能な行動をサンプリングすることが困難な方策に対して方策評価が可能となることで
ある．
方策オフ型モンテカルロ法のアルゴリズムは次の通りである．
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方策オフ型モンテカルロ法のアルゴリズム 
すべての s 2 S; a 2 Aに対して初期化：
Q(s; a) 任意の値
N(s; a) 0(Q(s; a)の分子)
D(s; a) 0(Q(s; a)の分母)
  任意の決定論的方策
永久に繰り返し：
(a) 0 を選択し，それを用いて 1個のエピソードを生成する：
s0; a0; r1; s1; a1; r2;    ; sT 1; aT 1; rT ; sT
(b)   最も最近 a 6= (s )となった時刻
(c) 時刻  あるいはそれ以降にエピソード中に出現した各 s; aの対について：
t t   であるような s; aが最初に発生した時刻
w  QT 1k=t+1 10(sk;ak)
N(s; a) N(s; a) + wRt
D(s; a) D(s; a) + w
Q(s; a) N(s;a)D(s;a)
(d) 各 s 2 S について：
(s) argmaxaQ(s; a) 
ここで，wは 0 を用いたことによる Rt の重みで，; 0 に対する相対生起確率である．状
態列 st;    ; sT の生起確率を， ならば p，0 ならば p0 とすると w = p(s)=p0(s)である．
ここで，
p = p(st;    ; sT )
=
T 1Y
k=t
(sk; ak)Paksksk+1 (54)
である．そして，
p
p0
=
QT 1
k=t (sk; ak)Paksksk+1QT 1
k=t 
0(sk; ak)Paksksk+1
=
T 1Y
k=t
(sk; ak)
0(sk; ak)
(55)
となる．方策オフ型モンテカルロ法では， はグリーディ方策であるから，分子は 1となる．
挙動方策 0 は s 2 S; a 2 A(s)に対して 0(s; a) > 0である方策が用いられる．例えば，
確率 でランダムに行動を選択し，確率 1  で (s)に従う -グリーディ方策が考えられる．
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2.3.7 関数近似を用いた方策オフ型モンテカルロ法
これまで考えていた方策オフ型モンテカルロ法は，行動価値をテーブル形式で保存する方
法である．この形式は，メモリの問題やテーブルの値を正確に求めるための時間やデータ数
の問題により，状態数と行動数が小さいタスクでの利用に限られてしまう．より大きい状態
と行動をもつタスクに対しては一般化を行う必要があり，強化学習では既存の一般化手法で
ある関数近似と組み合わされることが主である．
ここで，行動価値関数をパラメータベクトル  を用いた関数で近似することとし，行動価
値関数を Q と表すとする．この場合における方策オフ型モンテカルロ法では，テーブルの
値を変更する代わりに価値が収益 Rt の期待値に近づくようにパラメータの調整を行う．例
えば，ニューラルネットワークを用いた関数近似であれば Rt との誤差を誤差関数として最
急降下法を行う方法が考えられる．
関数近似を用いる方策オフ型モンテカルロ法のアルゴリズムの一例を以下に示す．
関数近似を用いた方策オフ型モンテカルロ法のアルゴリズム 
  任意のパラメータベクトル
D  ; (学習データの集合)
すべての s 2 S; a 2 Aに対して初期化：
  任意の決定論的方策
永久に繰り返し：
(a) 0 を選択し，それを用いて 1個のエピソードを生成する：
s0; a0; r1; s1; a1; r2;    ; sT 1; aT 1; rT ; sT
(b)   最も最近 a 6= (s )となった時刻
(c) 時刻  あるいはそれ以降にエピソード中に出現した各 s; aの対について：
t t   であるような s; aが最初に発生した時刻
w  QT 1k=t+1 10(sk;ak)
D  D [ f(s; a;Rt; w)g
もし D の要素数が一定数以上なら
損失関数P(st;at;Rt;w)2D wE(st; at; Rt;)で  を調整
D をある程度削除
(d) 各 s 2 S について：
(s) argmaxaQ(s; a) 
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2.3.8 一般化方策反復
V  を使って方策  を改善し，より優れた方策 0 を得て今度は V 0 を使って方策 0 を改
善する，というように方策と価値関数を改善する方法を方策反復と呼ぶ．有限MDPの方策
は有限であるから，方策反復を有限回繰り返すことで最適価値関数に収束する．
方策反復は，方策評価で現在の方策に対応した価値関数を作り，方策改善で価値関数を用
いてグリーディ方策を作る．この方法では，一方が終了した段階でもう一方が開始されるよ
うに，2つの過程が交互に行われる．対して，評価と改善の過程の粒度を細かくして価値関
数の収束を待たずに方策改善を実行する方法でもたいがい最終的には最適価値関数と最適方
策へ収束する．
方策評価と方策改善の 2つの過程の相互作用を，粒度などの詳細を省いて，一般的な概念
として一般化方策反復 (generalized policy iteration; GPI)と呼ぶ．
3 先行研究
本章では，本研究と関連する先行研究を紹介する．
3.1節では，大貧民の先行研究として UECda2009優勝プレイヤの fumiya，UECda2010
優勝プレイヤの snowl，UECda2016 無差別級優勝プレイヤの Glicine を紹介する．これら
はいずれもモンテカルロ法をベースとしたプレイヤである．
3.2節では，ニューラルネットワークと強化学習を大貧民以外の他ゲームに適用したプレ
イヤの開発に関する先行研究を紹介する．
3.1 大貧民の先行研究
fumiya [9]は，須藤が作成した UECda2009優勝プレイヤであり，大貧民にモンテカルロ
法が適用された最初のプレイヤである．fumiyaはモンテカルロ法により行動決定を行う．各
行動に対して，行動後からプレイ終了までランダムシミュレーションを複数回行い，獲得点
の平均値が最も高い行動を選択する．1回のシミュレーションは以下のようにして行われる．
1. カード交換時の情報を考慮しながら相手プレイヤに対してランダムにカードを割り当
てる．
2. 手番プレイヤが取り得る行動から 1つを均等な確率で選択しカードを提出する．これ
をプレイ終了まで繰り返す．
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行動決定のシミュレーション回数は，1500回と定めている．また，各行動に対してシミュ
レーション回数を均等に割り振るのではなく，UCB1-TUNED [15]によってシミュレーショ
ンを行う行動を選択している．現在のシミュレーション回数を n，行動 j のシミュレーショ
ン回数を Tj，獲得点の平均を Xj，2乗平均を X2j としたとき，
Xj =
q
V ln (n)=Tj
ただし，V = min

0:25; X2j  
 
Xj
2
+
p
2 ln (n)=Tj

．これが最大である行動に対して，
次のシミュレーションが行われる．
snowl [10] は，須藤が作成した UECda2010 優勝プレイヤである．snowl では，シミュ
レーション開始時のカードを配る際に手札推定を行っており，各相手プレイヤの各カード
に対して重み付けを行い，それに比例したカード配分確率を設定している．この重みは，
プレイ中に相手プレイヤが特定の行動をとった時に更新が行われる．各カードに対して
BRADLEY-TERRY モデル [16] に基づいた強さを表すパラメータが割り振られている．
BRADLEY-TERRYモデルでは，個人 iのパラメータを i，個人 j のパラメータを j とし
たとき，iが j に勝つ確率を ii+j とする．約 50,000試合のデータから，行動後に所持して
いるカードが所持していないカードに勝ったとみなし，勝敗結果からMMアルゴリズムを用
いて各カードの  を計算している．手札推定対象のプレイヤの残り手札の枚数が K 枚であ
るとき，各カードを個人としたリーグ戦を行い上位K 位に入る確率を近似する．この確率を
元の重みとかけあわせて正規化したものを新しい重みとする．
また，シミュレーションの精度を高めるために，候補手に対する確率分布を出力する方
策関数を用いてシミュレーションを行っている．方策関数は，状態と行動に対する特徴ベ
クトルを用いた線形関数によるソフトマックス方策を用いている．重みの調整には Policy
Gradient Simulation Balancing [17]を用いている．この手法は強化学習に基いており，状
態 sで現在のパラメータ  を用いたモンテカルロ法によって得られた獲得点の平均値を E
とし，より精度の高いモンテカルロ法により求めた獲得点の平均値を V (s)としたとき，E
が V (s)に近づくように を調整する．シミュレーション内の行動選択の際にランダム方策
によるモンテカルロ法を行うプレイヤをより精度の高いモンテカルロプレイヤとして使用し
て学習データを作成した．
Glicineは，大渡が作成した UECda2016無差別級優勝プレイヤである．Glicineは snowl
と同様に方策関数を用いてシミュレーションを行っている．方策関数は，577次元の特徴ベ
クトルを用いた線形関数によるソフトマックス方策を用いており，着手予測に基いた学習を
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行っている．重みベクトルを 0初期化したところからスタートし，
1. 現在の重みを用いたモンテカルロプレイヤ同士で対戦
2. 方策勾配を用いた教師あり学習で，選択された手の着手確率を高めるように重みを
調整
を繰り返し行い，重みを調整した [12]．モンテカルロ法を用いずに方策関数のみでグリー
ディに着手決定を行うプレイヤは，UECda2015ライト級優勝プレイヤである kou2 [18]の
性能を上回った．
さらに，プレイ中には行動履歴を用いて各相手プレイヤの方策に近づくように方策関数を
調整をしたり，シミュレーション時には現在の試合進行の生起確率による尤度を用いて手札
推定を行っている．
3.2 他ゲームの先行研究
本節では，ニューラルネットワークと強化学習を大貧民以外の他ゲームに適用したプレイ
ヤの開発に関する先行研究を紹介する．
3.2.1ではバックギャモンに適用した TD-Gammon，3.2.2ではヘッズアップノーリミット
テキサスホールデムに適用した DeepStack，3.2.3/3.2.4では囲碁に適用した AlphaGo/Al-
phaGo Zero，3.2.5では AlphaGo Zeroの学習アルゴリズムを一般化しチェスと将棋にも適
用した AlphaZeroアルゴリズム，3.2.6では Atari2600に適用した研究について紹介する．
3.2.1 TD-Gammon
Tesauroは，強化学習法の 1つである TD(λ)と多層ニューラルネットワークを組み合わ
せ，二人不確定完全情報ゲームであるバックギャモンプログラム (TD-Gammon) の性能を
評価した [8]．
方法
隠れ層 1層の全結合ニューラルネットワークを用いて状態価値関数を近似し，事後状態の
価値の推定に利用した．ネットワークは，盤面情報 (盤面の各ポイントに対する駒数)を入力
とし，各プレイヤについて 2通りの勝利条件に対する勝利確率を出力としている．
学習に用いるプレイ系列は，グリーディ方策によるプレイヤ同士の自己対戦により生成し
た．得られたプレイ系列から TD誤差を計算し，誤差逆伝播法によりネットワークの重みを
更新を行った．
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結果
約 200,000回の自己対戦により作成されたプログラム (TD-Gammon 0.0)は，バックギャ
モンの知識を利用した当時最強のプログラムと互角の強さであった．この結果は，ニューラ
ルネットワークがゲームにおける特徴を自己対戦から自動的に見つけられる可能性を示し
た．また，バックギャモン固有の知識と選択的 3段階探索を導入した TD-Gammon 3.0は，
世界クラスの人間プレイヤと同等かそれ以上の強さである可能性があると分析されている．
3.2.2 DeepStack
DeepStack*3 [4, 19]は，Moravkらが開発したヘッズアップノーリミットテキサスホール
デム (HUNL)プログラムである．HUNLは，掛け金の制限がない二人テキサスホールデム
であり，状態空間の大きさは 10160 と言われている．このプログラムは，深層学習と深さを
制限した探索を用いて戦略を求めることで意思決定を行うプログラムで，初めて HUNLで
プロのテキサスホールデムプレイヤに勝利した．
方法
あるゲーム状態において，DeepStack は戦略 (各行動に対する確率分布) に従って行動選
択を行う．戦略は，そのゲーム状態を根とするゲーム木を末端から再帰的に解くことで求
めることを試みている．ただし，HUNL の状態空間の大きさからそれは困難であるため，
DeepStackは深さを制限したゲーム木を探索している．探索では，分岐因子数を抑えるため
掛け金に対する行動を 2つまたは 3つに制限している．規定深さに達したらそのゲーム状態
に対する価値をニューラルネットワークを用いた価値関数から算出する．
ニューラルネットワークは，ポットサイズ，コミュニティカード (プレイヤ共通で使用で
きるカード)，自分と相手のホールカード (各プレイヤに配られたカード)の確率分布の推定
値を入力とし，各プレイヤの各ホールカードに対する価値を出力する．ネットワーク構造は，
ユニット数 500の全結合層が 7層，活性化関数は PReLUが用いられている．また，コミュ
ニティカードが 3枚公開された状態 (op)でのネットワーク (op network)と，4枚公開さ
れた状態 (turn)で使用するネットワーク (turn network)というようにゲーム状態によって
使用するネットワークを分けている．また，5枚公開されている状態 (river)では，ニューラ
ルネットワークを用いずに，ゲームを抽象化して解いている．
2つのネットワークの学習は，ゲーム状態をランダム生成することで行った．データ数は，
op networkは 100万，turn networkは 1000万である．出力のターゲットはそのゲーム状
*3 DeepStack https://www.deepstack.ai/ (last access, 2018)
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態を根とするゲーム木を探索することで求めた価値とし，Huber損失関数を最小化させるよ
うに重みの更新を行った．
結果
International Federation of Pokerに所属する 33人のプロの HUNLプレイヤと計 44,582
プレイ行い，DeepStackは 492mbb/g勝ち越し，さらに 10人のプレイヤに対して統計的有
意差をつけて勝利した．コンピュータプログラムがプロの HUNLプレイヤに勝利したのは
これが初めてのことである．
3.2.3 AlphaGo
AlphaGo [2]は，Silverらが開発した囲碁プログラムであり，深層学習とモンテカルロ木
探索を組み合わせている．当時，囲碁プログラムが人間のプロに勝利するには 10年はかか
るだろうと言われていたが，AlphaGoはハンディキャップなしで人間のプロに初めて勝利し
たことで大きな注目を集めた．
方法
はじめに，KGS Go Serverの対戦データから policy network p と rollout policy p の
教師あり学習を行った．p と p は局面に対する次の手の確率分布を出力する方策関数であ
る．p は 13層の畳込みニューラルネットワーク，p は局面から抽出した 10万パターンの
特徴を用いた線形ソフトマックス関数を用いている．教師データに対する着手確率を高くす
るように p と p の重みの更新を行った．
次に，policy network p の学習に強化学習を適用させた．p のネットワークの重みの初
期値は p である．policy network を用いた自己対戦により訓練データを生成し，勝ちで
あった手の着手確率が高くなるようにネットワークの重みを更新することを繰り返した．
最後に，value network v を強化学習により学習させた．v は，ある局面に対して両プレ
イヤが p に基いて行動したときの期待利得 (勝ち：1，負け：-1) を出力する状態価値関数
であり，14層の畳込みニューラルネットワークを用いている．p 同士の自己対戦から訓練
データを生成し，勝敗結果との二乗誤差が小さくなるように重みの更新を行った．
AlphaGoでは，p, p, v を用いたモンテカルロ木探索によって着手を決定する．p は
行動価値に付加するボーナス項の計算に，p はロールアウトを行う際に方策として用いてい
る．また，葉ノードの評価値を計算する際にロールアウトの結果と v から得た状態価値を
組み合わせている．
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結果
複数のオープンソース囲碁プログラムとの対戦において AlphaGoは 99.8%の勝率であっ
た．また，2015年 10月にヨーロッパチャンピオン Fan Huiに 5勝 0敗で勝利した．囲碁プ
ログラムがハンディキャップなしで人間のプロに勝利したのはこれが初めてのことであった．
さらにこの論文の出版後，2016 年３月に韓国のプロ棋士イ・セドルに 4 勝 1 敗で勝利，
2017年 5月に中国のプロ棋士カ・ケツに 3勝 0敗で勝利した．
3.2.4 AlphaGo Zero
AlphaGo Zero [20] は，Silver らが開発した AlphaGo の後継プログラムである．教師あ
り学習を行わず，自己対戦による強化学習のみを適用している．
前バージョンとの違い
前バージョンの AlphaGoとの違いは大きく 4つある．
1. 人間のプロの棋譜を用いた学習を行っていない．前バージョンでは人間のプロの棋譜
から学習を行った後，自己対戦で学習するというプロセスを取っていたが，AlphaGo
Zeroではランダムプレイによる自己対戦から学習を始めている．
2. ニューラルネットワークの入力を生の盤面情報のみとしている．前バージョンでは手
で抽出した特徴を入力に加えていたが，AlphaGo Zeroでは白・黒の直近 7手分の盤
面と現在のプレイヤがどちらかという情報のみを入力としている．ネットワークは，
39層の residual blockから成る residual network [21]を用いている．
3. 用いているネットワークが 1 つである．前バージョンでは盤面の価値を出力する
value networkと着手確率分布を出力する policy networkの 2つのネットワークを用
いていたが，AlphaGo Zeroのネットワークは 1つでそれらの役割を果たしている．
4. モンテカルロ木探索中にロールアウトを行っていない．これにより計算コストを削減
することが可能となった．モンテカルロ木探索では，ニューラルネットワークが出力
する盤面の価値と着手確率分布を用いて展開ノードの選択を行う．
方法
AlphaGo Zeroの手法は、(1)自己対戦，(2)学習，(3)性能評価の 3つのプロセスから構
成されており，これらを並行して実行している．
1. 自己対戦
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自己対戦は，現時点で最も強いニューラルネットワークの重みで行う．モンテカルロ
木探索によって得られた着手確率分布を用いて着手を決定し，局面と着手確率分布と
プレイ結果を組とした学習データを作成する．
2. 学習
直近 500,000試合の自己対戦で作成したデータを用いて学習を行う．誤差関数はモン
テカルロ木探索によって得られた着手確率分布との交差エントロピー誤差とプレイ結
果との二乗誤差の和として，L2正則化を用いて重みの更新を行う．
3. 性能評価
自己対戦で用いる重みの更新は，現時点で暫定最強の重みに対して 55%以上の勝率を
出した場合に行われる．
結果
AlphaGo Zeroは，3日間の学習でイ・セドルに勝利したときのバージョン (AlphaGo Lee，
イロレーティング：3,739)に対して勝率 100%，40日間の学習で当時最強とされていたバー
ジョン (AlphaGo Master，イロレーティング：4,858)に対して勝率 89%となり，イロレー
ティングは 5,185まで上昇した．
3.2.5 AlphaZero
AlphaZeroアルゴリズム [3]は，AlphaGo Zeroで用いられた学習手法をシンプルにし一
般化した学習アルゴリズムである．Silverらはこれをチェス・将棋・囲碁に適用し，世界トッ
プクラスのチェス AIの Stocksh*4と将棋 AIの elmo，そして AlphaGoの性能を上回った．
方法
AlphaZeroの手法は，AlphaGo Zeroで用いられていた性能評価プロセスは排除し，最新
のネットワークの重みを用いた自己対戦と学習のプロセスを並行して行う．また，ニューラ
ルネットワークの構成やネットワークのハイパーパラメータなども適用した 3つのゲームで
同様のものを使用している．
囲碁は AlphaGo Zeroと同様に，白・黒の直近 7手分の盤面と手番を入力とし，盤面の価
値と着手確率分布を出力する．チェスは，直近 7手分の各プレイヤの駒の配置と手番に加え，
手数・繰り返し回数・連続してポーンが動かず駒が取られていない手数 (50手ルール)・キャ
スリングを入力とし，各駒に対する移動 (8方向×距離 8マス +ナイト 8方向)に対する確
率分布を出力する．将棋は，直近 7手分の各プレイヤの駒の配置と手番に加え，手数・繰り
*4 Stocksh:Strong open source chess engine https://stockshchess.org/ (last access, 2018)
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返し回数・持ち駒を入力とし，各駒に対する移動 (8方向×距離 8マス +桂馬 2方向)と持
ち駒を打つ位置に対する確率分布を出力する．
結果
チェスでは Stockshに対して 4時間の学習，将棋では elmoに対して 2時間弱の学習，囲
碁ではイ・セドルに勝利したバージョンの AlphaGo(AlphaGo Lee)に 8時間の学習で性能
を上回った．
AlphaZero性能は，最終的に Stockshに対して 100戦中 28勝 72分 0敗,elmoに対して
100 戦中 90 勝 2 分 8 敗，3 日間学習した AlphaGo Zero に対して 100 戦中 60 勝 40 敗と
なった．
3.2.6 深層強化学習による Atari2600プレイヤ
Mnih らは，深層学習と強化学習を組み合わせた深層強化学習を用いてビデオゲームの
Atari2600のプレイヤを作成した [22]．
方法
Atariプレイヤは，観測可能な状態を視覚情報，つまりゲーム画面のみとして意思決定を行
うプレイヤで，最適行動価値関数の獲得を目的としている．行動価値関数は，畳込みニュー
ラルネットワークで近似している．ネットワークは，直近 4フレームのゲーム画面を 8484
のグレースケール画像に加工したものを入力とし，各コントローラー操作に対する行動価値
を出力する (出力数はゲームによって異なり，4から 18である)．
学習は，挙動方策を  グリーディ方策，推定方策をグリーディ方策とする方策オフ型 TD
学習で行われる．プレイヤは，各エピソードで
 -グリーディ方策に従って行動を選択し，次の状態と報酬を観測する
 replay memoryからランダムにデータを取り出し，1バッチ分の学習を行う
を交互に行う．replay memory は，過去の学習データを保存しておく配列である．これは
experience replayと呼ばれる手法であり，過去の方策によって生成された学習データを再利
用することで局所解に陥りづらくなると言われている．
結果
Mnihらが作成したプレイヤは，7つのゲームのうち 6つで既存手法 (視覚情報に関する事
前知識を組み込んだ強化学習や手作業でオブジェクト検出を行う手法)の性能を上回り，3つ
のゲームで人間の熟練者の性能を上回った．
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4 目的
大貧民における本研究の目的は，強化学習と深層学習をヒューリスティック探索に組み合
わせ，強いコンピュータ大貧民プレイヤを作成することである．現在，大貧民では方策関数
とモンテカルロ法を組み合わせる手法が有効とされているが，バックギャモンや囲碁，ポー
カー，Atari等のように行動・状態価値を用いる手法はまだ適用されていない．本研究では，
状態価値に基づいて行動する大貧民プレイヤを 2 つのアプローチから作成し，性能を評価
する．
1つめは，過去の UECda優勝プレイヤのプレイログを用いる方法である．UECda優勝プ
レイヤ同士の対戦によるログから，そのプレイヤの方策に対する状態価値を推定し，方策改
善により良い方策を得ることを目指す．
2つめは，TD-Gammonや AlphaGoで用いられた自己対戦による方法である．ランダム
プレイヤからスタートし，自己対戦によって方策評価と方策改善を繰り返すこと (一般化方
策反復)によって状態価値を獲得することを目指す．
一般化方策反復は，あたかも 5 人ゲームを有限 MDP であるかのように近似的に扱って
行う．ここでは，1つのゲームプレイは 5つの収益が異なるエピソード的タスクとして扱わ
れる．
大貧民における状態を表現しようとすると，自分の持っているカードや場の状態，相手が
今まで提出したカードなど様々な項目があるため，状態価値をテーブル形式で表現すること
は困難である．そこで，ニューラルネットワークを用いて状態価値関数を近似する．状態価
値はそのプレイにおける期待獲得点とし，ニューラルネットワークで事後状態に対する順位
予測を行うことでこれを実現する．ネットワークは畳込みニューラルネットワークと全結合
ニューラルネットワークを用いて性能を比較する．さらに，畳込みニューラルネットワーク
ではプレイ履歴を入力に加えることで性能が向上するかを調査する．
5 実験方法
本章では，行った実験の方法について説明する．5.1で本研究で作成した大貧民プレイヤ
の概要について説明し，5.2でニューラルネットワークの構成と入力の数値化，5.3/5.4で本
研究で行った 2つのアプローチについて説明する．
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5.1 大貧民プレイヤの概要
本研究で作成した大貧民プレイヤの概要について説明する．本プレイヤは，状態価値に基
いたグリーディ方策プレイヤである．また，手札や場の情報などのデータ構造は snowlのも
のを利用している．
5.1.1 事後状態・行動
事後状態とは，行動後のゲーム状況のことである．ゲーム状況の表現方法は，5.2で詳しく
説明する．行動は，手番プレイヤにおける以下の一連のカード提出とする．
1. 再提出可能であるカード提出 (パスを含む) 0回以上
2. 再提出可能であるとは限らないカード提出 (パスを含む) 1回
あるカード提出が，再提出可能である条件は以下とした．
1. 8切り
2. 3切り
3. 相手プレイヤの持ちうるカード集合と，パスしていない相手プレイヤの残り手札枚数
から，必ず場が流れることが分かるカードの提出．例えば，相手プレイヤが 2以上の
カードを持ってないことが判明しているときに Aを提出したり，パスしていない相手
プレイヤが 2人いて残り手札枚数がそれぞれ 2枚，3枚であるときに 4枚出しをする
場合は必ず場が流れることが分かる．
4. 相手プレイヤが全員パスしている状態でのパス．ただし，最後に提出したプレイヤが
上がっている状態で全員がパスした場合，次の手番プレイヤは最後に提出したプレイ
ヤの次の席のプレイヤとなることに注意する．
例えば，[ [|8 }8], [|3] ]という一連のカード提出であれば 1つめの提出が条件 1を満た
している 1つの行動，[ [|2 }2], [8], [|4] ]であれば 1つめの提出が条件 3，2つめの提出
が条件 1を満たしている 1つの行動とみなすことができる．
5.1.2 プレイ履歴
プレイ履歴は，誰がどの状況でどの行動を取ったかという情報，つまり手番プレイヤ (プ
レイヤ番号ではなく席の位置)・行動前のゲーム状況・提出したカードの組で表される．プレ
イ履歴の追加は，手番プレイヤが行動した後に行う．ただし，相手プレイヤがパスしか選択
出来ない状況でパスした場合は追加はしないこととする．
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プレイ履歴は，各プレイヤがそれぞれ保持する．また，ゲーム状況はそのプレイヤの視点
によって異なる．そのため，例えば手番プレイヤがパスしたときに，あるプレイヤから見た
時はパスしか選択出来ない状況であり履歴の追加を行わず，別のあるプレイヤから見た時は
そうとはならず履歴を追加する，ということが起こりうる．
5.1.3 カード提出アルゴリズム
カード提出アルゴリズムは，事後状態の価値が最大となるような事後状態に遷移する行動
をグリーディに選択するというものである．全体の流れは以下の通りである．
1. 残り 2人であれば，snowlによる必勝手探索を行う．必勝手が見つかればそれを選択
し，そうでなければ 2へ進む．
2. 深さ優先探索で行動を列挙しながら，各事後状態の価値の算出を行う．もし，あがり
となる行動を見つけたらそれを選択し，そうでなければ価値最大となる行動を選択
する．
5.1.4 行動の列挙
行動の列挙は，カード提出を枝とした木を深さ優先探索することで行う．再提出可能な
カード提出を行った後のゲーム状況は内部節点となり，事後状態は終端節点となる．例を図
5に示す．
現在の状況を根節点とし，次のようにして行動を列挙する．
 現在の状況で提出可能なカード集合を列挙する．
 各カード提出に対して，事後状態かどうかを判定する．
{ カード提出が再提出可能である条件 1,2,4のいずれかを満たしていたら，場が流
れた内部節点を生成する．
{ カード提出が再提出可能である条件 3を満たしていたら，相手全員がパスした内
部節点を生成する (自分もパスをして場が流れたこととしないのは，自分が出し
たカードに対してさらにカードを提出することが可能であるため)．
{ 1から 4の条件のいずれも満たしていなかったら，その節点を事後状態とする．
また，探索を効率化させるため，ゾブリストハッシュ法 [23] で訪れた節点に対するハッ
シュ値をメモすることで探索木を DAGとして扱い深さ優先探索を効率化した．
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図 5 手札が [ |5 }6 8 2 ~2 ] であるときの行動の例．[ [2 ~2], [8], [5] ] と
いう一連のカード提出は 1 行動となり，手札が [}6] である事後状態に遷移する (ここで
は，ゲーム状況は手札のみを考慮するものとしている)．
5.1.5 事後状態の価値の算出
事後状態の価値は，プレイの期待獲得点である．ニューラルネットワークに事後状態 (ま
たは事後状態とプレイ履歴)を入力として与え，そのプレイの順位の確率分布を出力する．1
位から 5位までの確率を出力し，期待獲得点を算出する．
5.2 ニューラルネットワークの構成
本研究では，大きく分けて 3つのニューラルネットワーク構成を用いる．1つめは事後状
態を入力とする畳込みニューラルネットワーク (BaseCNN)，2つめは事後状態とプレイ履歴
を入力とする畳込みニューラルネットワーク (HistoryCNN)，3つめは事後状態を入力とす
る全結合ニューラルネットワーク (FC-NN)である．これら 3つのネットワーク構成・ゲー
ム状況の数値化について説明する．
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BaseCNN
BaseCNNは，事後状態を入力とする畳込みニューラルネットワークである．このネット
ワーク構成を用いたプレイヤは，UECdaのマシンで制限時間内で動作することを想定した
ネットワーク規模となっている．
UECdaのマシンの環境は以下の通りである．
OS OpenIndiana hipster
CPU Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz，Hyper-Thrading Technology有効
メモリ 8GB
GPU なし
ネットワーク構成は以下の通りである．
表 1 BaseCNNのネットワーク構成
層 詳細
入力層 出力チャネル：151，画像サイズ：縦 1横 15
畳込み層 10 出力チャネル：128，フィルタサイズ：縦 1横 3
パディング：縦 0横 1， 活性化関数：ReLU
畳込み層 出力チャネル：1，フィルタサイズ：縦 1横 3
パディング：縦 0横 1， 活性化関数：なし
全結合層 出力ユニット：5
ソフトマックス層
ただし，対戦実験では BaseCNNの出力チャネル数を変えた構成も作成した．以降，出力
チャネルの違うネットワーク構成を区別して明記する場合は BaseCNNxとする (xは畳込み
層 10の出力チャネル数)．
BaseCNNにおけるゲーム状況は，縦幅が 1，横幅が 15の画像 151チャネルで表現する．
横幅が 15 である主な理由は，カードや場の強さを表現するためである．左から順に，革命
時のジョーカーの強さ，3から 2までの 13通り，通常時のジョーカーの強さを表す．縦幅が
1であり，4種のスートを複数チャネルで表現させるためである．ジョーカーを除く 52枚の
カードを表現する場合，縦の並びにスートの意味を持たせて縦幅 4の画像 1チャネルで表現
する方法が考えられる．しかし，これはスートの並びに意味がない場合には適切ではないと
考えられる．例えば，上から ~}|という順番とした場合，「と ~は近い」が「と |
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は遠い」という意味を持ってしまうため，複数チャネルで表現する方が適切であると考えら
れる．
BaseCNNにおける事後状態の数値化について説明する．ここで，以下の項目名の後に*が
ついているものは，革命時は強さを反転して扱う．例えば，革命時は 2を 3として扱い，5
は Kとして扱う．
自分の手札*(5チャネル)
自分が持っている手札を 5チャネルで表現する．ジョーカーを除く 52枚のカードは，
スートごとに分けて 4チャネルで表現し，自分の手札にあれば 1，そうでなければ 0
とする．ジョーカーの有無は別のチャネルで表現し，持っていればすべて 1で埋める．
例を図 6に示す．
図 6 自分の手札を数値化する例．1から 4チャネル目がそれぞれのスートに対するチャ
ネル，5チャネル目はジョーカーに対するチャネルである．
相手の手札*(5チャネル)
相手 4人の持ちうる手札をすべて合わせたカードの集合を 5チャネルで表現する．表
現方法は自分の手札と同様である．
場のカード*(5チャネル)
最後に提出されたカードを 5チャネルで表現する．表現方法は UECdaのカード表現
と同様である．
場の強さ*(1チャネル)
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場の強さを 1チャネルで表現する．場の強さに相当する位置に 1を立て，それ以外は
0とする．例えば，場に }5が出ている場合，左から 4番目に 1を立てる．また，階
段の場合は snowlの強さの表現に従い，階段を構成しているカードの中で一番弱いも
のを場の強さとする．
階段 (5チャネル)
場が階段であるかどうかを 5チャネルで表現する．3枚階段なら 1チャネル目，4枚
階段なら 2チャネル目，5枚階段なら 3チャネル目，6枚階段なら 4チャネル目，そ
れ以上なら 5チャネル目を 1で埋める．
ペア (5チャネル)
場がペアであるかどうかを 5チャネルで表現する．単体出しなら 1チャネル目，2枚
出しなら 2チャネル目，3枚出しなら 3チャネル目，4枚出しなら 4チャネル目，5枚
出しなら 5チャネル目を 1で埋める．
縛り (1チャネル)
縛りが発生しているかどうかを 1チャネルで表現する．縛りであれば 1で埋める．
革命 (1チャネル)
革命が発生しているかどうかを 1チャネルで表現する．革命であれば 1で埋める．
提出したカード*(55チャネル)
自分を含む各プレイヤが提出したカードを 1プレイヤあたり 5チャネル，計 25チャ
ネルで表現する．表現方法は上記の自分の手札と同じである．ただし，順番はプレイ
ヤ番号ではなく席順とし，自分，次のプレイヤ，次の次のプレイヤ…という順番で数
値化する．
残り手札枚数 (125チャネル)
5プレイヤの残り手札枚数を 1プレイヤあたり 12チャネル，計 60チャネルで表現す
る．残り手札が i 枚であるとき，iチャネル目を 1で埋める．数値化の順番は上記の
自分の手札と同じく席順で行う．
パスまたはあがり (5チャネル)
自分を含む各プレイヤがパスしているもしくはあがりかどうかを 1 チャネル，計 5
チャネルで表現する．パスしているもしくはあがっていれば 1で埋める．数値化の順
番は上記の自分の手札と同じく席順で行う．
確定手札*(54チャネル)
手札交換によって持っていることが確定している相手プレイヤの手札を各 5 チャネ
ル，計 20 チャネルで表現する．交換した相手プレイヤの持っているカードを上記の
自分の手札と同様にして表現する．交換対象でないプレイヤについては 5チャネルす
べて 0で埋める．数値化の順番は上記の提出カードと同じく席順で行う．
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カードの位置 (13チャネル)
各カードの強さの位置を示すための画像を 13 チャネル加える．これはどの状態でも
同じ値となる．3の強さの位置 (左から 2番目)のみ 1を立てた画像，…，2の強さの
位置 (左から 14番目)のみ 1を立てた画像を加える．
HistoryCNN
HistoryCNNは，事後状態とプレイ履歴を入力とする畳込みニューラルネットワークであ
る．このネットワーク構成を用いたプレイヤは UECdaの時間制限内で動作することは想定
しておらず，BaseCNNの約 1/20の計算速度である．
ネットワーク構成は以下の通りである．
表 2 HistoryCNNのネットワーク構成
層 詳細
入力層 出力チャネル：161，画像サイズ：縦 64横 15
(畳込み層 2 + maxプーリング層)3 畳込み層
出力チャネル：128，フィルタサイズ：縦 3横 3
パディング：縦 1横 1， 活性化関数：ReLU
maxプーリング層
フィルタサイズ：縦 2横 1，ストライド：縦 2横 1
畳込み層 + maxプーリング層 同上
畳込み層 出力チャネル：1，フィルタサイズ：縦 3横 3
パディング：縦 1横 1， 活性化関数：なし
全結合層 出力ユニット：5
ソフトマックス層
HistoryCNNでは，ゲーム状況を事後状態と直近 63個のプレイ履歴で表し，縦幅 64，横
幅 15の画像 161チャネルで表現する．1つのプレイ履歴は縦幅 1，横幅 15の画像 161チャ
ネルで表現され，画像の縦方向を時間方向とみなして直近 63個のプレイ履歴を表した画像を
各チャネルごとに縦に連結する．さらに事後状態を表す画像と連結したものが入力となる．
つまり，入力の各チャネルについて 1行目が事後状態，2行目が最も直近のプレイ履歴，3行
目が 2番目に直近のプレイ履歴…となる．
HistoryCNNにおけるゲーム状況の数値化について説明する．
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行動したプレイヤ (5チャネル)
行動したプレイヤを 5チャネルで表現する．行動したプレイヤに対応するチャネルを
1で埋める．ただし，順番はプレイヤ番号ではなく席順とし，自分，次のプレイヤ，次
の次のプレイヤ…という順番で対応付ける．
行動前の状態 (151チャネル)
手番プレイヤが行動する前の状態を 151チャネルで表現する．これは，BaseCNNの
事後状態の数値化と同様である．
提出したカード (5チャネル)
手番プレイヤが提出したカードを 5チャネルで表現する．表現方法は BaseCNNの場
のカードと同様である
なお，事後状態 (各画像の 1行目)は，行動前の状態 151チャネルの部分に入れて，行動し
たプレイヤと提出したカードを表現する部分は 0で埋める．
FC-NN
FC-NN は，事後状態のみを入力とする全結合ニューラルネットワークである．畳込み
ニューラルネットワークと全結合ニューラルネットワークの性能を比較するため，重みパラ
メータの総数が BaseCNNと近いネットワーク構成となるようにした．
ネットワーク構成は以下の通りである．
表 3 FC-NNのネットワーク構成
層 詳細
入力層 出力ユニット：750
全結合層 出力ユニット：700，活性化関数：ReLU
全結合層 出力ユニット：5， 活性化関数：なし
ソフトマックス層
全結合ニューラルネットワークにおけるゲーム状況は 750ユニットで表現する．
FC-NNにおけるゲーム状況の数値化について説明する．畳込みニューラルネットワーク
と同様に，革命時は強さをひっくり返して扱うようにしている．以下の項目名の後に*がつ
いている項目はその処理を行う対象である．
自分の手札*(53ユニット)
自分が持っている手札を 53ユニットで表現する．ジョーカーを含む 53枚のカードに
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ついて，自分の手札にあればそれに対応するユニットの値を 1，そうでなければ 0と
する．
相手の手札*(53ユニット)
相手 4 人の持ちうる手札をすべて合わせたカードの集合を 53 ユニットで表現する．
表現方法は自分の手札と同様である．
場のカード*(75ユニット)
最後に提出されたカードを 75 ユニットで表現する．表現方法は UECda のカード表
現と同様である．
場の強さ*(15ユニット)
場の強さを 15ユニットで表現する．場の強さに相当するユニットの値を 1，それ以外
は 0にする．
階段 (5ユニット)
場が階段かであるかどうかを 5 ユニットで表現する．3 枚階段なら 1 ユニット目，4
枚階段なら 2ユニット目，5枚階段なら 3ユニット目，6枚階段なら 4ユニット目，そ
れ以上なら 5ユニット目を 1にする．
ペア (5ユニット)
場がペアであるかどうかを 5ユニットで表現する．単体出しなら 1ユニット目，2枚
出しなら 2ユニット目，3枚出しなら 3ユニット目，4枚出しなら 4ユニット目，5枚
出しなら 5ユニット目を 1にする．
縛り (1ユニット)
縛りが発生しているかどうかを 1ユニットで表現する．縛りであれば 1にする．
革命 (1ユニット)
革命が発生しているかどうかを 1ユニットで表現する．革命であれば 1にする．
提出カード*(535ユニット)
5プレイヤが提出したカードを 1プレイヤあたり 53ユニット，計 265ユニットで表
現する．表現方法は上記の自分の手札と同じである．ただし，順番はプレイヤ番号で
はなく席順とし，自分，次のプレイヤ，次の次のプレイヤ…という順番で数値化する．
残り手札枚数 (125ユニット)
5プレイヤの残り手札枚数を 1プレイヤあたり 12ユニット，計 60ユニットで表現す
る．残り手札が i 枚であるとき，iユニット目を 1にする．数値化の順番は上記の提
出カードと同じく席順で行う．
パスまたはあがり (5ユニット)
自分を含む各プレイヤがパスしているもしくはあがりかどうかを 1ユニット，計 5ユ
ニットで表現する．パスしているもしくはあがっていれば 1にする．数値化の順番は
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上記の提出カードと同じく席順で行う．
確定手札*(534ユニット)
手札交換によって持っていることが確定している相手プレイヤの手札を各 53 ユニッ
ト，計 212ユニットで表現する．交換した相手プレイヤの持っているカードを上記の
自分の手札と同様にして表現する．交換対象でないプレイヤについては 53 ユニット
すべて 0で埋める．数値化の順番は上記の提出カードと同じく席順で行う．
5.3 Glicineを用いた強化学習
大貧民プレイヤ作成における 1つめのアプローチである Glicineを用いた強化学習につい
て説明する．Glicine の方策に対して方策オフ型モンテカルロ法に基づく方策評価を行い，
それによって得られた状態価値関数に対するグリーディ方策を得ることを目指す．本研究で
は，2パターンの方策を挙動方策として用いる．1つめは，デフォルト設定の Glicine (以下
GlicineNormal)，2 つめは，一定確率でランダム行動を行う Glicine (以下 Glicine-) であ
る．本研究ではランダム行動確率を 3%とした．
5.3.1 ログの生成
指定したプレイヤ 5人で対戦を行い，学習用のログを生成する．対戦サーバーは，大渡が
作成した UECda2015 無差別級優勝プレイヤの wisteria の公開プログラムに付属している
ものを利用した．この対戦サーバーは GUI なしで動作し，さらにプレイヤの行動選択後の
状態を出力する設定を行うオプション (-bc)があり，これを利用することでログの再生とデ
バッグを行った．ただし，このオプションではカードの提出などのクライアントプログラム
がサーバーに送った情報 (8x15の int配列の中身)が出力されないため，それを追加で出力
するように変更を加えた．また，Glicine-においてランダム行動をしたことをログに残すた
め，ランダム行動をした場合はサーバーに提出するカード情報を送る際に配列の左下 (8行 1
列目)に 1を立てるようにした．
ログはテキストファイルで出力し，10,000 プレイごとに 1 つのファイルにまとめた．1
ファイルのサイズは約 300MB，UNIXの gzipコマンドで圧縮して約 17MBとなった．
CPU Intel Xeon X5690x2 12コア，メモリ 24GB マシンでサーバープログラムを並列し
て 5つ実行してログの生成を行った．ログの生成スピードは，1つのサーバープログラムで
10,000プレイあたり約 250分であった．
GlicineNormalと Glicine-でそれぞれ約 10,000,000プレイ分のログを生成した．
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5.3.2 学習データの生成
対戦ログを用いて以下の手順で学習データを生成する．
1. プレイ開始から終了までログを再生し，手番プレイヤの行動後の事後状態 (手番プレイ
ヤを視点としたもののみ)を生成する．ただし，残りプレイヤが 2人であるときの事
後状態は学習データとする必要がないため除く．また，Glicine-の対戦ログにおいて
はランダム行動以降の事後状態のみを学習データとする．つまり，ランダム行動を観
測したとき，それまでに保持していた事後状態をすべて捨てる．さらに，HistoryCNN
の学習データを作成する場合は各プレイヤごとにプレイ履歴も保持する．
2. プレイ終了後、各プレイヤの各事後状態 (HistoryCNNでは事後状態とプレイ履歴の
組)に対してそのプレイヤの順位をラベル付けする．ラベルは，1位は 0，2位は 1，3
位は 2，4位は 3，5位は 4とする．
1プレイあたりのデータの数は，GlicineNormalの対戦では約 25，Glicine-の対戦では約
14であった．
5.3.3 学習
学習は，順位を正解ラベルとする 5クラス分類問題とみなし，交差エントロピー誤差を誤
差関数としたミニバッチによる確率的最急降下法を用いて行った．同じプレイのデータには
相関があるため，データは 100,000プレイ分読み込んでシャッフルしてから与えた．バッチ
サイズは，読み込んだ 100,000プレイから生成したデータの総数を 100,000で割った数とし
た (GlicineNormalでは約 25，Glicine-では約 14)．
学習率と慣性係数は，ネットワークの構成にかかわらずそれぞれ 0.0003，0.9とし，重み
パラメータの初期化は Xavier Initialization [24]を用いて行った．
総データ数は，GlicineNormalでは約 250,000,000，Glicine-では約 140,000,000である．
また，方策オフ型モンテカルロ法では，推定方策と挙動方策に対する相対生起確率 wを計
算する必要があるが，本研究では簡単のため，w を常に 1とした．関数近似を行った場合に
wを計算する必要性は不明である．
ニューラルネットワークの学習は，ライブラリとして Cae(バージョン 1.0.0) [25]を用い
て行った．GPUは GeForce GTX 980 Tiまたは GeForce GTX 1080を用いた．バッチ処
理速度は，BaseCNN128の GlicineNormalの学習で GeForce GTX 1080を用いた場合，1
時間あたり約 1,000,000 バッチであった (ただし，ログを読み込んで学習データを生成する
時間も含む)．
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5.3.4 学習アルゴリズム
以上を簡単にまとめた学習アルゴリズムは以下の通りである．
Glicineの対戦ログを用いた学習アルゴリズム 
  ランダムに初期化 (ニューラルネットワークの重みベクトル)
D  ; (学習データの集合)
  GlicineNormalの方策の方策
0  GlicineNormalの方策または Glicine-の方策
繰り返し：
0 による 5人対戦で生成された 5つのエピソードの内，プレイヤ i(1  i  5)のエ
ピソード si1;    ; siT 1; siT ; Rit について：
  どのプレイヤも  に従っていた終端までの部分列 s ;    ; sT の時刻 
時刻  あるいはそれ以降にエピソード中に出現した各 sij について：
D  D [ f(sij ; Rit)g
100,000プレイごとに
D の要素をそれぞれ 1回だけ用いて SGDで  を調整
D  ; 
5.4 自己対戦による強化学習
本研究の 2 つめのアプローチである自己対戦による強化学習について説明する．既存
プレイヤを用いずにランダムな方策から開始した自己対戦により一般化方策反復を行う．
BaseCNNの重みはランダムに初期化したものからスタートし，ログの生成と学習を並列に
行う．ここでは，反復回数が 5; 000; 000N であるネットワークを世代 N のネットワーク
と呼ぶこととし，ランダム初期化したネットワークは世代 0とする．
5.4.1 ログの生成
その時点で保存されている世代からランダムに 5つの選出して対戦を行う．対戦は 10,000
プレイごとに組み合わせの変更を行うようにした．
CPU Intel Xeon X5690x2 12コア，メモリ 24GBのマシンでサーバープログラムを並列
に 5つ実行してログの生成を行った．ログの生成スピードは，1つのサーバープログラムで
10,000プレイあたり約 350分であった．本研究では 9台のマシンを用いて行った．
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5.4.2 学習データの生成
学習データの生成は，GlicineNormalにおける方法と同様である (5.3.2参照)．
5.4.3 学習
学習は直近 5,000,000プレイのログから生成し，SGDを行うことを繰り返した．その他に
ついては Glicineのログを用いた学習と同様である (5.3.3参照)．
5.4.4 学習アルゴリズム
以上を簡単にまとめた学習アルゴリズムは以下の通りである．
自己対戦による学習アルゴリズム 
  ランダムに初期化したニューラルネットワークの重みベクトル
P  fg(重みベクトルの集合)
(a)と (b)を並列に実行
(a) 繰り返し：
5,000,000プレイ分のログがたまるまで待つ
D  ; (学習データの集合)
直近 5,000,000プレイでの k(1  k  5; 000; 000)回目について：
プレイヤ i(1  i  5)に関するエピソード si1;    ; siT 1; siT ; Rit について：
エピソード中に出現した各 sij について：
D  D [ f(sij ; Rt)g
D を用いて SGDで  を調整 (5,000,000反復行う)
P  P [ fg
(b) 繰り返し：
P から重複を許してランダムに 5つ重みベクトル 1; : : : ;5 を選出する
1; : : : ;5 を用いて 10,000プレイ行い，ログを生成する
 
6 実験
6.1では，過去の UECda優勝プレイヤとの対戦実験を行い，UECda優勝プレイヤとの性
能を比較し，ネットワーク構成や学習に用いたログを生成したプレイヤによって性能に違い
があるかを見る．
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6.2では，世代の異なる Self同士の対戦実験から，世代を重ねるにつれて強さがどのよう
に変化しているかを観察する．
プレイヤの性能比較は，UECdaルールにおいて階級リセットが起こるタイミングである
100プレイを 1セットとし，1セットの期待獲得点で行う．
また，プレイした事後状態の価値と実際の獲得点の平均二乗誤差平方根 (root mean sqared
error,RMSE)を，事後状態の残りプレイヤごとに分けて計算し，比較する．すなわち，残り
プレイヤが i人である事後状態の価値と実際の獲得点の組が ( ~R;R)が N 組あったとき，こ
の平均二乗誤差平方根を RMSEi とすると，
RMSEi =
vuut 1
N
NX
j=1
( ~Rj  Rj)2
で計算される．以降では，この値を獲得点に関する RMSEと呼ぶこととする．
また，各グリーディ方策に対する誤差の推移を付録 Aとして載せた．
6.1 グリーディ方策と過去の優勝プレイヤとの性能比較
本節の実験では，本研究で作成したグリーディ方策 9種と過去の UECda優勝プレイヤ 4
種の計 13種のプレイヤを用いて対戦を行い，性能を比較する．
グリーディ方策を表 4，UECda優勝プレイヤを表 5に示す．
表 4 グリーディ方策の一覧
プレイヤ名 ネットワーク構成 総パラメータ数 学習反復回数 ログを生成したプレイヤ
BaseCNN16 BaseCNN16 14,417 160,000,000 GlicineNormal
BaseCNN32 BaseCNN32 42,577 320,000,000 GlicineNormal
BaseCNN64 BaseCNN64 140,369 860,000,000 GlicineNormal
BaseCNN128 BaseCNN128 501,841 420,000,000 GlicineNormal
BaseCNN128eps BaseCNN128 501,841 440,000,000 Glicine-
FC-NN FC-NN 529,205 850,000,000 GlicineNormal
HistoryCNN HistoryCNN 1,072,562 150,000,000 GlicineNormal
HistoryCNNeps HistoryCNN 1,072,562 190,000,000 Glicine-
Self BaseCNN128 501,841 1,000,000,000 Self
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表 5 実験に用いた UECda優勝プレイヤ一覧
snowl UECda2010優勝
beersong UECda2013無差別級優勝
kou2 UECda2015ライト級優勝
Glicine UECda2016無差別級優勝
対戦は，13 種のプレイヤから重複を許さずランダムに 5 つ選出し，1,000 プレイ行うこ
とを繰り返した．対戦の組み合わせを変更する間隔が 100 プレイでない理由は，snowl や
Glicine のようなプレイ中にパラメータの調整を行っているプレイヤがいるため，パラメー
タのリセットのタイミングを念のため遅らせるためである．
各セットは互いに独立とは言えないが，独立と扱って期待獲得点の標準誤差を見積もった．
各プレイヤの 1セットの期待獲得点とプレイ数を表 6に示す．
表 6 1セットの期待獲得点/プレイ数
1セットの
期待獲得点 RMSE
BaseCNN16 285± 2
BaseCNN32 300± 2
BaseCNN64 310± 2
BaseCNN128 308± 2
BaseCNN128eps 309± 2
FC-NN 282± 2
HistoryCNN 309± 2
HistoryCNNeps 308± 2
Self 326± 2
snowl 268± 2
beersong 297± 2
kou2 263± 2
Glicine 333± 2
BaseCNN128 や Self などのグリーディ方策は，Glicine 以外の優勝プレイヤの性能を上
回った．Glicine を用いて学習したグリーディ方策はいずれも Glicine の性能を上回ること
51
ができず，Glicine の方策に対する方策改善はなされなかった．その原因としては，畳込み
ニューラルネットワークの表現能力が足りていないこと，データがすべての事後状態を網羅
していないことが挙げられる．
本研究で作成したグリーディ方策の中では，Selfが一番性能が高い結果となり，本実験で
は Glicineを用いた強化学習と自己対戦による強化学習の 2つのアプローチでは，後者の方
がより性能の高いプレイヤを作成できたという結果となった．その要因としては，後者のア
プローチの方が多様なデータが獲得できていることが考えられる．
以上から，2つのアプローチで，UECda2016無差別級優勝プレイヤの Glicineに準ずる強
さのプレイヤを作成することができたと結論づける．
BaseCNNと FC-NNの比較
BaseCNN16  64 では，BaseCNN の畳込み層の出力チャネル数を増やすことで期待獲
得点が増加していることがわかる．しかし，BaseCNN64 と BaseCNN128 では有意な差が
見られなかった．チャネル数 64で強さが頭打ちになってしまっていることが考えられるが，
BaseCNN128の学習反復回数が足りなかった (BaseCNN64の約半分)ことも考えられるた
め，反復回数を増やすことで差が現れる可能性もある．
BaseCNN と FC-NN を比較すると，パラメータ数が同等である BaseCNN128 は FC-
NN よりも圧倒的に性能が上であり，さらに FC-NN の約 1/37 のパラメータ数である
BaseCNN16 が FC-NN と同等の性能であった．このことから，全結合ニューラルネット
ワークよりも畳込みニューラルネットワークの方がより良い状態価値の近似ができていると
言える．
GlicineNormalと Glicine-の比較/BaseCNNと HistoryCNNの比較
BaseCNN128と BaseCNN128epsの間，HistoryCNN，HistoryCNNepsの間で比較して
も，大きな性能の差は見られず，GlicineNormal を用いた学習と Glicine- を用いた学習
では差は現れなかった．Glicine- を用いることで，GlicineNormal では訪れない事後状
態に対する学習を行うことを期待したが，プレイ開始時の手札配布のばらつき具合から
GlicineNormalでも十分であったこと，データ量が少なく強さに差が現れるほどデータが採
取できていないことが考えられる．
BaseCNNと HistoryCNNを比較しても，大きな差は見られなかった．過去のプレイヤの
行動履歴を用いることでより良い状態価値関数を作成できることを期待したが，BaseCNN
でも各プレイヤが提出したカードからある程度考慮できていたり，行動履歴を扱えるほど
ニューラルネットワークの表現能力が足りていなかったり，HistoryCNNはネットワークの
規模も大きく学習に時間がかかるために学習反復回数が足りていないことが考えられる．
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獲得点に関する RMSEの比較
グリーディ方策について，1セットの期待獲得点と獲得点に関する RMSEを表 7に示す．
獲得点に関する RMSEは，事後状態の残り人数ごとに分けて計算した．
表 7 1セットの期待獲得点/獲得点に関する RMSE
1セットの 獲得点に関する RMSE
期待獲得点 RMSE3 RMSE4 RMSE5
BaseCNN16 285± 2 0.618± 0.003 0.787± 0.003 0.932± 0.003
BaseCNN32 300± 2 0.614± 0.003 0.775± 0.003 0.923± 0.003
BaseCNN64 310± 2 0.569± 0.003 0.733± 0.003 0.891± 0.003
BaseCNN128 308± 2 0.564± 0.003 0.727± 0.003 0.890± 0.003
BaseCNN128eps 309± 2 0.571± 0.003 0.741± 0.003 0.899± 0.003
FC-NN 282± 2 0.605± 0.003 0.786± 0.003 0.945± 0.003
HistoryCNN 309± 2 0.573± 0.003 0.738± 0.003 0.898± 0.003
HistoryCNNeps 308± 2 0.582± 0.003 0.758± 0.003 0.911± 0.003
Self 326± 2 0.540± 0.003 0.726± 0.003 0.906± 0.003
すべてのプレイヤにおいて，残り 3人の場合 RMSEが一番小さく，残り 5人の RMSEが
一番大きい．これは，残り人数が多いほど期待順位を推定するのが難しくなるためであると
考えられる．
期待獲得点と比較すると，期待獲得点が高いプレイヤほど獲得点に関する RMSEが小さ
い傾向が見られる．この値が小さい，つまり価値関数が期待獲得点を正確に推定できればで
きるほど強いプレイヤとなると考えられる．
6.2 Selfの性能比較
この実験では，世代の異なる Selfを用いて対戦を行い，性能を比較する．
使用したグリーディ方策を表 8に示す．
対戦は，10種のプレイヤから重複を許さずランダムに 5つ選出し，100プレイ行うことを
繰り返した．
結果を表 9に示す．
世代を重ねるごとに期待獲得点がおおむね単調増加しているが，世代 64から世代 128の
ように減少してしまっているところも見られる．付録 Aの誤差の推移によると，世代 64か
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表 8 実験で使用したグリーディ方策
世代 学習反復回数
Self0 0 0
Self1 1 5,000,000
Self2 2 10,000,000
Self4 4 20,000,000
Self8 8 40,000,000
Self16 16 80,000,000
Self32 32 160,000,000
Self64 64 320,000,000
Self128 128 640,000,000
Self200 200 1,000,000,000
表 9 1セットの期待獲得点と獲得点に関する RMSE
1セットの 獲得点に関する RMSE
期待獲得点 参加プレイ数 RMSE3 RMSE4 RMSE5
Self0 134.6± 0.3 249700 1.835± 0.001 1.796± 0.001 1.799± 0.001
Self1 268± 1 250900 0.732± 0.001 0.972± 0.001 1.103± 0.001
Self2 275± 1 246800 0.679± 0.001 0.947± 0.001 1.111± 0.001
Self4 275± 1 245400 0.693± 0.001 0.957± 0.001 1.103± 0.001
Self8 283± 1 250800 0.654± 0.001 0.907± 0.001 1.074± 0.001
Self16 302± 1 249300 0.595± 0.001 0.788± 0.001 0.968± 0.001
Self32 358± 1 251600 0.547± 0.002 0.710± 0.001 0.899± 0.001
Self64 367± 1 249700 0.536± 0.002 0.690± 0.001 0.892± 0.001
Self128 363± 1 255800 0.525± 0.002 0.693± 0.001 0.890± 0.001
Self200 371± 1 250000 0.535± 0.002 0.710± 0.001 0.925± 0.001
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ら世代 128 の間で誤差が跳ね上がる現象が見られており，それが原因であると考えられる
(この現象の原因は特定できていない)．まだ強さの向上の頭打ちが起きている様子は見られ
ないため，学習反復回数を増やすことでより強くなる可能性がある．
獲得点に関する RMSEを見ると，期待獲得点が高いプレイヤほど獲得点に関する RMSE
が小さい傾向が見られるが，世代 200では増加している．
7 UECda2017の結果
2017年 11月 25日に開催された UECda2017の無差別級に出場した結果を報告する．
著者は，CNN128反復回数約 150,000,000(これが大会時点で最も強いものであった)で出
場した．
プレイ数は 5,000で，無差別級の参加者は 3名であったため数合わせのプレイヤを 2つ入
れてプレイが行われた．結果を表 10に示す．
表 10 UECda2017の結果
結果 参加者 クライアント名 得点
1位 大渡 勝己 氏 Blauweregen 20,724
2位 著者 Ganesa 19,454
3位 西野 順二 氏 jn17 17,052
4位 数合わせ gq 8,926
5位 数合わせ gq 8,844
著者のプレイヤ (クライアント名：Ganesa)は 2位の成績を収めた．
8 まとめ
本研究では，UECda2016無差別級優勝プレイヤである Glicineのプレイログを用いた強
化学習と，ランダムプレイヤから開始した自己対戦による強化学習の 2つのアプローチで，
深層学習を適用して状態価値を学習し，それに基づく大貧民プレイヤを作成した．
本研究で作成したプレイヤは，過去のUECda優勝プレイヤである snowl，beersong，kou2
の性能を上回った．Glicine の性能を上回ることはできなかったが，期待獲得点差は大きく
は開いておらず，Glicineに準ずる強さのプレイヤを作成できたと結論づける．
2つのアプローチで比較した場合，自己対戦による強化学習のアプローチの方が強くなっ
た．プレイヤの行動履歴をニューラルネットワークの入力に加える場合とそうでない場合で
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は強さに差は見られず，Glicineを用いたアプローチでは Glicineに小さな確率でランダム行
動を取らせる場合とそうでない場合でも差が見られなかった．
自己対戦による強化学習のアプローチでは，世代を重ねるごとに強さが向上していった．
さらに，まだ強さ向上の頭打ちが起きている様子は見られないため，学習反復回数を増やす
ことでより強くなる可能性がある．
また，本研究の成果を用いたプレイヤは，UECda2017の無差別級で 2位の成績を収めた．
本研究では，価値関数の学習と価値に基づくグリーディ方策のみで Glicine に準ずる強
さのプレイヤを作成できたことから，AlphaGoや DeepStackのように別の探索手法 (例え
ばモンテカルロ法)と組み合わせたり，方策の学習や相手の手札予測と組み合わせることで
Glicine以上の強さのプレイヤを作成することが期待できる．
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第 II部
TRAX
9 基礎知識
以下では TRAXと本研究に関連するゲーム木探索手法 [26]について説明する．
9.1 TRAX
TRAXは*5，1980年にニュージーランド人の David Smith氏が考案した二人零和確定完
全情報ゲームである．他のボードゲームとは異なり，盤面の大きさには基本的に制限がない
という特徴がある．
TRAX にはリミテッドトラックスと呼ばれる盤面の大きさを制限してプレイする遊び方
が存在する．リミテッドトラックスでは盤面の縦幅，横幅が 8より大きくなるような場所に
はタイルを配置することが出来ない．盤面が全て埋まった時点で決着が着いていなかった場
合は引き分けとなる．本論文ではこれを 88 TRAXと呼ぶ．
以下では TRAXのルール [27]について説明する．
9.1.1 ゲームの進行
TRAX は，タイルを 1 枚ずつ交互に並べていく 2人用対戦ゲームである．並べるタイル
は図 7に示されるように 6種類ある．先手が白，後手が赤のプレイヤである．タイルを配置
する際，赤のラインは赤，白のラインは白につながるようにタイルを配置しなければならな
い．自分の色にも相手の色にもつなぐことができる．
図 7 TRAXで使用するタイル
例えば図 8の左の盤面は，3手までタイルを配置した状態であるが，次の 4手目を配置す
る場合右下のように異なる色のラインがつながる手は配置することができない．
*5 Ocial TRAX Website: http://www.traxgame.com/ (last access, 2018)
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図 8 不正なタイルの配置
図 9 連鎖が 2回発生し，計 3枚のタイルが 1ターンで配置された例
図 10 3本の白色ラインが 2度の連鎖発生後に 1箇所に集まった例
9.1.2 連鎖ルール
TRAX では，通常，先手・後手は交互に 1 枚ずつタイルを配置していく．しかし，連鎖
ルールが適用される場合は，例外的に 1ターンで 2枚以上のタイルが配置される．連鎖の発
生条件は，タイルを 1枚置いた後，タイルがない場所に集まる同色ラインの数が 2になるこ
とである．このような空きスペースは自動的に埋められる．連鎖ルールに従ってタイルを配
置した後，さらに連鎖発生条件が満たされた場合にも同じように空きスペースが自動的に埋
められる (図 9)．
また，ある空きスペースに同色のラインが 3本以上集まったときは，そのターンのプレイ
ヤの手は無効となり，ターン最初の盤面に巻き戻される (図 10参照)．
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図 11 赤のループと白のビクトリーラインの一例
9.1.3 勝利条件
ループかビクトリーラインが形成されるとゲーム終了となる．ループとは，両端がつな
がったラインである (図 11左)．ビクトリーラインとは，盤面の最上端と最下端を縦断，ま
たは最左端と最右端を横断する，長さ 8列以上のラインである (図 11右)．白のループまた
はビクトリーラインが形成されると白の勝ち，赤のループまたはビクトリーラインが形成さ
れると赤の勝ちとなる．手番プレイヤでない方のプレイヤの勝利条件が満たされる場合もあ
る．また，白と赤両方が同時に勝利条件を満たしたときは手番プレイヤの勝ちとなる．
9.1.4 88 TRAX
TRAX にはタイルの枚数に制限がない．一方，88 TRAX ではタイルを配置できるス
ペースが制限される．ルールは通常の TRAX に準ずるが，場に配置できるタイルは縦横 8
列までとなる．64枚すべてのタイルを配置しても勝負がつかなければ引き分けとなる．
本研究では，88よりサイズの小さい TRAXも扱う．また，3本以上の同色のラインが
集まる空きスペースができるような手は非合法手として扱い，空きスペースが残っていて合
法手がない場合には手番プレイヤの負けとする．
通常の TRAXでは，ビクトリーラインの長さは 8列以上である．したがって，盤面サイズ
が 77以下の TRAXではこれが作られることがない．そこで，nが 7以下の nn TRAX
ではビクトリーラインの長さを n列とした．
9.2 AND/OR木
AND/OR木は，AND節点と OR節点から構成され，根節点を現在の局面とする根つき
木である．各節点は各ゲーム局面に対応し，節点間の枝はゲームの進行に対応する．
OR節点では，利得を 1にしたい方のプレイヤが手番を持つ．AND節点では利得を 0に
したい方のプレイヤが手番を持つ．各節点は 1，0，不明のいずれかの値を持つ．
子節点を持たない節点を先端節点と呼ぶ．ゲーム終了条件を満たした先端節点を終端節点
と呼び，利得がそのまま終端節点の値となる．
子節点を持つ節点を内部節点と呼ぶ．OR内部節点の値は，値が 1の子節点が 1つでも存
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在すれば 1，すべての子節点の値が 0なら 0，それらでなければ不明となる．AND内部節点
の値は，値が 0の子節点が 1つでも存在すれば 0，すべての子節点の値が 1なら 1，それら
でなければ不明となる．
9.3 証明数探索
証明数探索 [28]は証明数と反証数という値を用いた AND/OR木探索手法である．証明数
とは根ノードのプレイヤーが勝ちであることを示すために展開しなければならない最小ノー
ド数であり，反証数とは根ノードのプレイヤーが負けであることを示すために展開しなけれ
ばならない最小ノード数である．
ノード n はそれぞれ証明数 pn(n) と反証数 dn(n) を持ち，それぞれ次のように計算さ
れる．
1. nが末端ノードで値が 1
pn(n) = 0
dn(n) = ∞
2. nが末端ノードで値が 0
pn(n) = ∞
dn(n) = 0
3. nが先端ノード
pn(n) = 1
dn(n) = 1
4. nが内部 ORノード
pn(n) = 子ノードの pn(n)の最小値
dn(n) = 子ノードの dn(n)の和
5. nが内部 ANDノード
pn(n) = 子ノードの pn(n)の和
dn(n) = 子ノードの dn(n)の最小値
これらの値を用いて次に展開するべき最有力ノードを選択する．ORノードは勝ちを示す
ために子ノードの中で証明数の一番小さいノードを選び，ANDノードは負けを示すために
子ノードの中で反証数の一番小さいノードを選ぶ．これを根ノードから先端ノードにたどり
着くまで繰り返し，その先端ノードを展開する．たどった経路を戻りながら各ノードの証明
数，反証数を再計算する．最終的に根ノードの証明数が 0となれば根節点に対応するプレイ
ヤの勝ち，反証数が 0となれば負けとなる．
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9.3.1 深さ優先証明数探索 (df-pn探索)
Df-pn 探索は Allis らの証明数探索を深さ優先で探索する方法である．300 手詰め以上の
詰将棋を全て解いたことで有用性が示された [29]．
証明数探索で次の最有力ノードを選ぶときに前回と同じ経路をたどったとすると，結局最
有力ノードは前回展開したノードの下にあったことになる．これは前回の最有力ノードを展
開した後に根まで戻ってまた潜るという操作が無駄だったと言える．df-pnは，最有力ノー
ドが探索中のノードの下にあるときは戻らずそのまま探索を行うことが出来る．
各ノードに証明数と反証数の代わりに と  という値を持たせる．
n: =
(
pn(n) (nが ORノード)
dn(n) (nが ANDノード)
n: =
(
dn(n) (nが ORノード)
pn(n) (nが ANDノード)
と  は子ノードの情報から次のように計算される．
n: = 子ノードの の最小値, n: = 子ノードのの和
通常の証明数探索で子ノードを選ぶ操作は，この定義では子ノードの  が一番小さい
ノードを選ぶことに相当する．そして，ノード n から子ノードへ潜るときに次のしきい値
pt(c)と dt(c)を持たせる．ただし，根ノードの ptと dtはどちらも∞とする．
pt(c) = dt(n) + c:  Sum(n), dt(c) =min(pt(n); 2 + 1)
ここで，Sum(n)は nの子ノードの の和であり，2 は nの子ノードの中で 2番目に小
さい  の値である．子ノード cを探索する間，が ptを超えるか  が dtを超えない限り最
有力ノードは cの下にあることが保証され，戻らず探索を続けることが出来る．
本研究では，df-pn探索を複数スレッドで並列に行うよう実装した．実装は [31]に基づい
ている．ただし，あるスレッドが探索中の節点を証明または反証したことを別スレッドに知
らせ，その節点の探索を打ち切るという機能を [31]では提唱しているが，この機能による効
率の改善が見られなかったため，本研究ではこの機能を省いた．
10 先行研究
本章では，証明数探索をゲームに適用した先行研究を紹介する．はじめに，Allis による
awariと go-mokuへの適用と，Schaeerらによるチェッカーへの適用について紹介する．
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10.1 awariと go-mokuへの証明数探索の適用
Allisは，証明数探索を awariと go-mokuに適用し，awariでは - 探索よりも効率がよ
いことを示し，go-mokuでは，go-mokuを初めて解くことに成功した [28]．
awari
4つのアルゴリズムでテスト局面を解くのに要する探索節点数の比較を行った．1つめは
TTなしの - 探索 (-)，2つめは TTありの - 探索 (transposition)，3つめは通常の
証明数探索 (basic pn)，4つめは残りの石の数を用いて証明数・反証数の初期値を設定する
ように変更した証明数探索 (stones pn)である．
テスト局面は，Allis が作成した awari プレイヤ Lithidion が Computer Olympiad で別
の awariプレイヤとの対戦で現れた局面 (22試合，1707局面)の内，4つのアルゴリズムの
いずれかが 500,000ノード以内で解くことができた 337局面とした．
平均探索節点数が最も少なかったのは stones pnで，stones pnに対して - の平均探索
節点数は 129倍，transpositionは 68倍，basic pnは 1.5倍であった．この結果から，awari
では証明数探索が - 探索よりも効率が良いことを示された．
Go-moku
Go-mokuでは，証明数探索は dependency-Based Search(db-search)と組み合わされた．
Db-searchは，初めて訪れたノードで，あと数手で手番が勝つことが分かるような石の配置
(脅威)などの検出を行い，現在の手番の勝ちが確定している局面であるかの判定を行う．
Overline(同じ色の石が 6 以上つ連なること) を勝ちと扱う free-style go-moku(6 つ以
上) は 11.9 日で解かれ，overline を勝ちと扱わない通常の go-moku は 15.1 日で解かれた．
Go-mokuが解かれたのはこれが初であった．
10.2 証明数探索によるチェッカーの解析
Schaeerらは，後ろ向き探索と前向き探索を用いてチェッカーの初期局面は引き分けとな
ることを示した [5]．
方法
Schaeerが用いた探索手法は，(1)後退解析による後ろ向き探索と (2)アルファベータ探
索・df-pn 探索による前向き探索から成り，これらを同時に実行する．探索には，256CPU
マシンや 64CPUマシンが用いられた．
62
後ろ向き探索
チェッカーはゲームの進行することで駒の数が減少することを利用し，駒の数が 10
以下である局面 (3:9 1013 局面)に対する結果をあらかじめ計算し，それらの局面か
ら後退解析を行う．
前向き探索
前向き探索は，proof tree managerと proof solverを用いて行われる．
proof tree managerは，証明数探索の要領で次に調べる局面を特定し，それを solver
に与える役割を持っている．solverは，結果としてゲームの値が分かればその値，そ
うでなければ証明数と反証数を返す．その結果を利用し，次に調べる局面を特定する，
という処理を繰り返す．
proof solverは proof tree managerから与えられた局面からスタートして探索を行う
役割を持っている．はじめに，17 23の深さのアルファベータ探索を 15秒行う．ゲー
ムの値が判明しなかった場合は，さらに df-pn探索を 100秒行う．
結果
1989年のプロジェクトスタートから 18年後の 2007年 4月に，チェッカーの初期局面は
引き分けとなることが示された．
11 目的
TRAXにおける本研究の目的は，TRAXを解くことである．任意の盤面の大きさに対す
る TRAXを解くにあたり，本研究ではまず 8 8 TRAXを AND/OR木探索で解くことを
目的とする．
AND/OR木探索の一種である df-pn探索が二人完全情報ゲームを解くのに有効とされて
おり，TRAXにも有効であると考えられるため，本研究では df-pn探索を採用する．また，
エンドゲームデータベースがチェッカーなどで用いられており，TRAXでも有効であると考
えられるが，ゲーム進行と共にタイル数が増えていく TRAXではデータベースの構築は非
常に困難だと考えられるため本研究では採用を見送った．
実験では，はじめに 8  8までの TRAXの合法局面数の見積もりを行い，他ゲームと比
較する．次に，df-pn探索の性能の評価と 8 8 TRAXを解くのに要する時間の見積もりを
行う．最後に 8 8 TRAXを解くことを試みる．
63
12 探索プログラムの実装
本章では，実装した探索プログラムについて説明する．df-pn探索の高速化のための手法
として 12.1 ではトランスポジションテーブル，12.2 では子節点情報の配列への保存，12.3
では深さを制限した AND/OR 木探索の併用について説明し，12.4 では並列化を適用した
df-pn探索の擬似コードを示す．
12.1 トランスポジションテーブル
本研究では，任意の 2局面に対して，タイルの配置と手番が同じであれば，その局面に到
達する手順が異なっていたとしても同じ局面とみなす．そして，そのような複数の局面を 1
つの節点に対応させる．したがって，木ではなく有向非巡回グラフ (DAG)の探索を行うこ
ととなる．なお，TRAXでは 1ターンあたり 1枚以上のタイルが配置され，配置したタイル
が消滅することもないため巡回は存在しない．
DAGを探索すると，同一節点を 2回以上訪問するようなことが頻繁に起こる．そこで，探
索の効率化をはかるため，トランスポジションテーブル (以下 TT)を利用する．TTとは探
索した局面の結果を保存するハッシュ表である．ある局面を探索しようとした時，その局面
の結果が TTに保存されていればこれを参照するだけで探索を終了出来るため，探索時間が
短縮される．2局面の比較やハッシュキーには，手の乱数値の排他的論理和をとった 64ビッ
トのゾブリストハッシュ法を使用する [23]．また，ハッシュ表はチェーンハッシュ法を用い
て実装した．
探索の効率化のため，回転，反転，平行移動して等しくなる局面を同一局面とみなす．こ
のために，ゾブリストハッシュキーを生成する際には，回転および反転された n n TRAX
の盤面を，n  nの平面に再配置する．この時に，全てのタイルは形を変えずに左上に寄せ
る．このようにして生成された 8つの 64ビットハッシュキーのうち，最も値が小さいもの
を節点のキーとする．
TTのエントリが全て埋まってしまった時にガベージコレクション (GC)を行い，空きエ
ントリを確保する．ある局面を根とする部分木のサイズが大きいほど，その局面情報は価値
が高いと考えられる．なぜならば，部分木のサイズが大きいほど再計算に時間がかかるから
である．したがって，エントリを捨てる時は部分木のサイズが小さいようなエントリから捨
てていくのが良い．
本研究の実装は，small Tree GCに基づく [32]．TTのエントリにある節点の情報を登録
する際，この節点以下の探索に要した訪問節点数を保存する．TTのエントリが全て埋まっ
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たら，次の操作を行う．
1. 閾値 を 1に設定する
2. 訪問節点数が より小さいエントリを全て空にする
3. TTの空き容量が一定の割合 r を超えていたら GCを終了する
4. そうでなければ  を 1増やし，手順 2へ戻る
本研究では r は 0.3に設定した．
12.2 子節点情報の配列への保存
Df-pn 探索では，訪問した節点の証明数，反証数などの情報を TT に保存する．本研究
では，TT への保存に加えて探索経路上の各深さの節点に対する全子節点の情報 (ハッシュ
キー，証明数，反証数)を TTとは別の配列に保存する．探索中の節点の証明数と反証数を
再計算するときにはこの配列を参照した．これにより，毎回子節点の局面を生成してゾブリ
ストハッシュキーを求めて TTを参照する場合に比べて約 4倍の高速化が達成された．
12.3 深さを制限した浅い AND/OR木探索の併用
1，2手でゲームが終了するような局面に対しては，TTを用いたり証明数，反証数を用い
たりすることによる探索の効率化はあまり望めない．そのため，df-pn探索の内部節点で浅
い深さ dの AND/OR木探索を行う．
この内部節点 v を根とした浅い深さ d の AND/OR 木探索により，v の値が判明した場
合，この結果を TTに保存する．ただし，GCで用いられる情報である部分木の訪問回数は
0 として保存する．ここで，この浅い探索で訪問した節点情報は TT に登録しない．浅い
AND/OR木探索が終了しても v の値が判明しない場合，浅い AND/OR木探索によって値
が判明しなかった子節点を用いて df-pn探索を継続する．これにより，TTエントリへの登
録回数を減らし，GCの発生回数が削減される．
このように，浅い AND/OR 木探索を df-pn 探索に併用する方法は先行研究にもみられ
る [33]．この先行研究では，詰将棋において df-pn探索が効率化され，探索節点数および探
索時間が削減されることを見出した．なお，この先行研究では新規節点のみに対して浅い
AND/OR木探索を行うことを目指したが，本研究ではこれを訪れた全ての df-pn探索の内
部節点に対し行った．
本研究では，d は 0; 1; 2 のいずれかとしている．d = 0 の場合はこの探索を全く行わず，
生成した子節点全てに対し df-pn探索を行った．
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12.4 疑似コード
Df-pn探索の疑似コードを次に示し，疑似コード内で現れる関数について説明する．
int Df-pn(node R){
R. = 1; R. = 1;
parallel-for (each t of threads) MID(R);
RetrieveProofandDisproofNumbers(R, , , vpn);
if( = 1) return proven;
else return disproven;
}
void MID(node N){
if(IsTerminal(N)){
Evaluate(N);
SaveProofandDisproofNumbers(N, N., N.);
return;
}
moves = GenerateMoves(N);
result = AndOrSearchThenDiscardDisproven(N, DEPTH , moves);
if(result = proven ){ // proven
N. = 0; N. = 1;
SaveProofandDisproofNumbers(N, N., N.);
return;
}
if(moves.num = 0){ // disproven
N. = 1; N. = 0;
SaveProofandDisproofNumbers(N, N., N.);
return;
}
children = GenerateChildren(N, moves );
Mark(N);
while(N. > Min(children) && N. > Sum(children )){
node Cbest = SelectChild(children , N.c, 2);
Cbest. = N. + c - Sum(N);
Cbest. = min(N., 2+1);
MID(Cbest);
}
UnMark(N);
N. = Min(N); N. = Sum(N);
SaveProofandDisproofNumbers(N, N., N.);
}
node SelectChild(node[] children , int &c,int &2){
c = c = 1;
for(each child C of children ){
RetrieveProofandDisproofNumbers(C, , , vpn);
 += vpn;
if( < c){
Cbest = C;
2 = c; c = ; c = ;
}
else if( < 2) 2 = ;
if( = 1) return Cbest;
}
return Cbest;
}
int Min(node[] children ){
delta_min = 1;
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for(each node C of children ){
RetrieveProofandDisproofNumbers(C, , , vpn);
 += vpn;
delta_min = min(delta_min ,);
}
return delta_min;
}
int Sum(node[] children ){
phi_sum = 0;
for(each node C of children ){
RetrieveProofandDisproofNumbers(C, , , vpn);
phi_sum += ;
}
return phi_sum;
}
node[] GenerateChildren(node N, move[] moves ){
node[] children;
for(each m of moves ){
node C = MakeMove(N, m);
C.key = GenerateUniqueKey(C);
children.Add(C);
}
return children;
}
Df-pn
証明数・反証数の閾値を1に初期化し，各スレッドで並列に再帰関数MIDを呼ぶ．
この際，TT は全スレッドで共有する．探索が終了したら，根節点のゲームの値を
返す．
MID
対象のノードの証明数・反証数が閾値を超えるまで深さ優先探索を行う再帰関数．
IsTerminal
終端節点かどうかを判定する．
Evaluate
終端節点の勝敗を判定する．手番プレイヤの勝ちならば，N: = 0; N: =1，手番プ
レイヤの負けならば，N: =1; N: = 0となる．
GenerateMoves
対象の節点に対応する局面の擬合法手を全て生成する．3本以上の同色のラインが集
まる空きスペースができる非合法手も含む．
AndOrSearchThenDiscardDisproven
浅い AND/OR木探索を行い，その結果を返す．また，この探索によって負けとなる
ことが判明した手や非合法手を削除する．
GenerateChildren
対象の節点の子節点を全て生成する．子節点のゾブリストハッシュキーの生成もここ
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で行われる．
MakeMove
対象の節点から与えられた手を打った後の子節点を返す．
GenerateUniqueKey
節点に対応する局面から，64ビットのゾブリストハッシュキーを生成する．回転・反
転・平行移動して等しくなる局面を同一局面とみなし，それらに対しては同一のハッ
シュキーが生成される．
Mark・UnMark
TT に保持される節点情報は，その節点を探索中のスレッドの数を含む．この値を 1
増やす，または 1減らす．
RetrieveProofandDisproofNumbers
TT を参照し，節点の情報を取り出す．vpn は仮想的な証明数・反証数を表す．vpn
の値は，この節点を探索中のスレッド数とする．複数のスレッドが同じ子節点を選択
しないようにするために vpnは使われる．
SaveProofandDisproofNumbers
節点の情報を TTに保存する．
Min
TTに保持されている全子節点の  の最小値を返す．
Sum
TTに保持されている全子節点の の和を返す．
SelectChild
 の最も小さい子節点を選択する．さらに，閾値の計算に必要な c(選択した子節点
の )と 2(子節点の中で 2番目に小さい )を求める．
13 実験
13.1では，nn TRAXのの合法局面数の見積もりを行い，13.2では，以降では，TRAX
puzzles を用いた検証を行う．以降では TRAX に df-pn 探索を適用し，ゲームの結果を求
め，性能の検証を行う．
13.1，13.2，13.3では以下の環境を使用した．
CPU Intel Xeon CPU E3-1220 v3 4コア
TTのエントリー数 120,000,000(約 3.4GB)
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13.4，13.5，13.6では以下の環境を使用した．
CPU Intel Xeon X5690x2 12コア
TTのエントリー数 700,000,000(約 20GB)
13.1 合法局面数の見積もりと他のゲームとの比較
n n TRAXにおいてルール上許されるタイル配置の総数を粗く見積もり，合法局面数を
他のゲームと比較する．この見積もりでは，平行移動・回転・反転操作により複数生成され
る配置の重複を排除して数える．
n n TRAXのタイル配置の総数を見積もる．これを見積もる方法は，[34]のモンテカル
ロ法による合法局面数の見積もりに基づく．
1. n nの盤面の各マスについて，タイルを置かない，もしくは 6種類のタイルのいず
れかを置くという 7通りの選択肢を考える．そして，7通りの内一つを一様ランダム
に選択する．これにより，7nn 通りの配置から無作為に 1つの配置が選択される．
2. 盤面が以下の条件を全て満たすとき z = 1，そうでないとき z = 0として，期待値 z
を求める．
条件 1 島が 2つ以上存在しない
条件 2 島が左上に寄っている
条件 3 同色ラインが 2以上集まった空きマスが存在しない
条件 4 同色のラインが繋がっている
島とは，1つ以上タイルから成るものであり，上下左右に隣接している 2つのタイル
を地続きとする．また，条件 2により平行移動による配置の重複が排除される．なお，
ゲーム開始点から作ることのできない配置は本方法では排除されない．
3. 7nnz=8を見積もり結果とする．8で割ることにより，回転・反転による配置の重複
数をやや大きめに見積もって，これらの配置を排除する．
盤面サイズ 33から 55における見積もり結果を表 11に示す．この方法では，盤面のサ
イズが 55以上において条件 4を満たす盤面が出現しなかったため，期待値 z を求めるこ
とが出来なかった．そこで，z を以下のようして近似した．
 条件 1から 3のいずれかを満たさなければ z = 0
 条件 1から 3を全て満たす場合は，タイルが上下左右に隣接している箇所の数を hと
した時，z = (1=2)h
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島が 2つのタイルから成る場合，h = 1である．そして，z = 1=2は同色ラインが繋がる確
率を与える．なぜならば，ある辺のラインの色は 6種類中 3種類のタイルが白，他の 3種類
が赤になるからである．hが 2以上の場合，z = (1=2)h は同色ラインが繋がる確率を正しく
見積もらないが，簡易な近似としてこれを採用する．z を近似した場合の見積もり結果を表
12に示す．
表 11 n n TRAXのタイル配置の総数の見積もり (方法 1)
3  3 4  4 5  5
3.4  103 8.3  105 ―
表 12 n n TRAXのタイル配置の総数の見積もり (方法 2)
3  3 4  4 5  5
3.1  103 8.1  105 9.3  108
6  6 7  7 8  8
2.8  1012 1.6  1015 2.6  1018
他のゲームの局面数を表 13に示す．局面数とは，ルール上許される駒や石の配置と手番プ
レイヤの組み合わせの数のことであり，過去の手順は考慮しない．表 13より，88 TRAX
のルール上許されるタイルの配置の総数は 2:6 1018 と粗く見積もられる．これを 2倍する
と手番プレイヤの組み合わせをやや多めに考慮したことになるであろう．したがって，局面
数は 5 1018 程度である．これはチェッカーと同程度である．
チェッカーは，証明数探索と後退解析の組み合わせにより解かれた．チェッカーよりも合
法局面数の多い二人完全情報ゲームが解かれたという報告は著者の知る限りない．
表 13 他のゲームの合法局面数
Tic Tac Toe [34] 103
チェッカー [34] 1018
オセロ [34] 1028
チェス [34] 1050
将棋 [35] 1070
囲碁 (19路)*6 10170
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図 12 6時間以内に結果が得られなかった問題
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図 13 TRAX puzzlesを解くのに要した探索節点数
13.2 TRAX puzzlesを用いた検証
TRAXオフィシャルサイトで公開されている，TRAX puzzles*7を df-pn探索で解き，探
索節点数を比較する．全部で 52問の問題からなり，難易度 (easy，intermediate，hard)と
次の手番 (白，赤)で分かれている．全て次の手番が勝つ局面である．
制限のない TRAX は実装出来ないため，ゲームを 255255 TRAX とみなして探索し，
縦横の列が 255に達しないことを確認した．また，探索時間が 6時間経過しても解を見つけ
ることが出来なければ，探索を打ち切った．次の手番が勝った場合の利得は 1，負けた場合
の利得は 0とした
図 13に結果を示す．勝敗結果を得ることが出来た場合には全て題意と同じ結果が得られ
た．図 12の問題のみ時間内に解を見つけることが出来なかった．浅い AND/OR木探索の
深さ dが大きいほど df-pn探索節点数が減少し，TTの使用エントリ数も減少することが分
かった．
*6 Number of legal Go positions http://tromp.github.io/go/legal.html (last access, 2018)
*7 TRAX puzzles http://www.traxgame.com/games puzzles.php (last access, 2018)
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13.3 TTと df-pn探索の性能検証
3 3と 4 4 TRAXで TTと df-pn探索の性能比較を行う．TTを利用しない深さ優先
探索による反復深化，TTを利用する反復深化，df-pn探索 (d = 0)でそれぞれ 3 3と 4 4
TRAXの結果を求める．
n  n TRAX では引き分けが存在するため，結果は勝ち，負け，引き分けの 3 通りにな
る．AND/OR木探索は利得が 3通りある場合を扱うことが出来ないので，先手勝ちもしく
は引き分けの利得を 1，先手負けの利得を 0とした探索と，先手勝ちの利得を 1，先手負け
と引き分けの利得を 0とした探索の両方を行う．
結果を表 14から表 17に示す．TTと df-pn探索は TRAXの探索を大幅に効率化するこ
とが明らかとなった．また，33 TRAXと 44 TRAXは引き分けという結果が得られた．
13.4 浅い AND/OR木探索を併用することによる df-pn探索の効率化検証
浅い AND/OR木探索の深さを変えて 44，55 TRAX を解く．探索結果を表 18から
表 21 に示す．浅い AND/OR 木探索の深さ d が大きいほど df-pn 探索節点数が減少し，d
を 0から 1にした場合には探索時間も減少することが示された．しかし，dを 1から 2にし
た場合には探索時間が増加してしまうことも示された．また，55 TRAX と 66 TRAX
も引き分けという結果が得られた．
13.5 44から 77 TRAXの探索結果
浅い AND/OR 木探索の深さ d = 2 として 44 から 77 TRAX を解く．表 22，表 23
に実行時間と GC発生回数を示す．引き分けの利得を 0とした場合の 77 TRAXのみ GC
が発生し，その回数は 11回であった．また，新しく 77 TRAXは引き分けという結果が得
られた．
図 14に実行時間をまとめる．引き分けの利得を 1とした場合の 88 TRAXの結果は約
2ヶ月で得られると見込まれる．また，引き分けの利得を 0とした場合は約 2年で得られる
と見込まれる．ただ，GC発生回数は 88 TRAXではさらに増えるであろうから，これら
は楽観的な見込みと言えよう．
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表 14 33 TRAX，先手勝ちと引き分けの利得を 1とした場合．根節点の値は 1．
探索時間 (s) 探索節点数 深さ
反復深化 2.2 2,899,038 8
反復深化 (TT利用) 0.0 7,495 8
df-pn (d = 0) 0.0 1,063 -
表 15 33 TRAX，後手勝ちと引き分けの利得を 0とした場合．根節点の値は 0．
探索時間 (s) 探索節点数 深さ
反復深化 2.8 4,561,403 8
反復深化 (TT利用) 0.0 8,765 8
df-pn (d = 0) 0.0 2,548 -
表 16 44 TRAX，先手勝ちと引き分けの利得を 1とした場合．根節点の値は 1．
探索時間 (s) 探索節点数 深さ
反復深化 (TT利用) 35.3 2,775,271 11
df-pn (d = 0) 1.4 69,150 -
表 17 44 TRAX，後手勝ちと引き分けの利得を 0とした場合．根節点の値は 0．
探索時間 (s) 探索節点数 深さ
反復深化 (TT利用) 36.5 2,817,170 11
df-pn (d = 0) 2.3 95,557 -
13.6 リミテッド TRAXを解く試み
リミテッド TRAX を解くことを試みる．2 手先の局面を列挙し，その局面を根節点とし
て df-pn探索を行う．回転・反転・平行移動を考慮すると，1手先の局面数は 2，2手先の局
面数は 8となる．それらを図 15に示す．2手先の局面 Gは明らかに先手 (白)勝ちである．
Df-pn探索プログラムは，局面 C と Eに関しては先手勝ちか引き分けという結果を出力し
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表 18 55 TRAX，先手勝ちと引き分けの利得を 1とした場合．根節点の値は 1．
d 探索時間 (s) 探索節点数 GC発生回数
0 90.6 2,400,757 0
1 41.6 1,258,075 0
2 84.5 385,322 0
表 19 55 TRAX，後手勝ちと引き分けの利得を 0とした場合．根節点の値は 0．
d 探索時間 (s) 探索節点数 GC発生回数
0 150.0 4,086,531 0
1 79.4 2,466,704 0
2 212.7 1,004,546 0
表 20 66 TRAX，先手勝ちと引き分けの利得を 1とした場合．根節点の値は 1．
d 探索時間 (s) 探索節点数 GC発生回数
0 7,249.0 97,333,448 0
1 3,563.6 66,475,706 0
2 8,780.8 26,060,356 0
表 21 66 TRAX，後手勝ちと引き分けの利得を 0とした場合．根節点の値は 0．
d 探索時間 (s) 探索節点数 GC発生回数
0 28,529.5 367,199,042 2
1 14,190.9 242,817,026 2
2 22,059.7 66,786,537 0
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表 22 44から 77 TRAX，先手勝ちと引き分けの利得を 1とした場合．根節点の値はすべて 1．
探索節点数 時間 (s) GC発生回数
4 16,004 0 0
5 337,034 6 0
6 17,186,949 505 0
7 910,806,368 45,237 0
表 23 44から 77 TRAX，先手勝ちと引き分けの利得を 0とした場合．根節点の値はすべて 0．
探索節点数 時間 (s) GC発生回数
4 26,856 0 0
5 797,902 14 0
6 43,343,665 1,197 0
7 7,678,241,792 438,930 11
図 14 44から 77 TRAXを解くのに要した時間
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た．局面 Cに関しては 2時間 (GC 0回)，Eに関しては 14日 (GC 22回)を要した．
図 15 根節点 (白手番)付近の DAG
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14 まとめ
本研究では，8 8 TRAXを解くことを目的とし，合法局面数の見積もりと TRAXにお
ける df-pn探索の性能の評価，そして 8 8 TRAXを解くことを試みた．
8 8 TRAXの合法局面数をモンテカルロ法により粗く見積もった結果，5 1018 程度で
あり，これはチェッカーと同程度であった．また，7 7 までの TRAXに df-pn探索を適用
したことで df-pn探索が TRAXにおいても有効であり，浅い AND/OR木探索が高速化や
TTの節約につながることを示した．8 8 TRAXを解くのに要する時間は楽観的に見て約
2年と見積もられ，現実的な時間で探索が終了しそうだという感触が得られた．最後に 8 8
TRAXを解くことを試みた結果，2手先局面の一部が先手勝ちか引き分けであることを求め
ることができた．
また，本研究では df-pn探索の結果に対する正しさの検証は，TRAX puzzlesをほぼすべ
て解くことができたということしか行っていないため，df-pn探索によって構築された証明
木の保存とそれを用いた検証が課題である．
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付録 A 誤差の推移グラフ (大貧民)
本研究で作成したグリーディ方策の価値関数の誤差の推移を示す．横軸が反復回数，縦軸
が交差エントロピー誤差である．反復回数 10,000ごとに，直近 10,000バッチ分の学習デー
タに対する交差エントロピー誤差の平均を 1点としてプロットした．
BaseCNN16  128の誤差の推移を図 16，BaseCNN128，128eps，HistoryCNN，Histo-
ryCNNeps の誤差の推移を図 17，BaseCNN128，FC-NN の誤差の推移を図 18，Self の誤
差の推移を図 19に示す．
BaseCNNepsと HistoryCNNepsが BaseCNNと HistoryCNNよりも誤差が小さい傾向
が見られるが，Glicine- を用いた学習では最後のランダム行動以降のデータを学習に用い
るのでゲーム前半のデータが少なくなるため，順位の予想が簡単になるからであると考えら
れる．
また，Selfの反復回数 600,000,000(6 108)付近で誤差が跳ね上がる現象が起きている様
子が見られるが，原因は特定できなかった．
図 16 BaseCNN16  128の誤差の推移
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図 17 BaseCNN128，128eps，HistoryCNN，HistoryCNNepsの誤差の推移
図 18 BaseCNN128，FC-NNの誤差の推移
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図 19 Selfの誤差の推移
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