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Highlights
 Proposals are provided for filling patterns of incomplete PCMs based on graphs
 The recommended graphs are regular and quasi-regular ones with minimal diameter
 The paper draws attention to the importance of the diameter of representing graphs
 Examples and extensive simulations support the proposed designs
         
Filling in pattern designs for incomplete pairwise




Pairwise comparisons have become popular in the theory and practice of pref-
erence modelling and quantification. In case of incomplete data, the arrangements
of known comparisons are crucial for the quality of results. We focus on decision
problems where the set of pairwise comparisons can be chosen and it is designed
completely before the decision making process, without any further prior informa-
tion. The objective of this paper is to provide recommendations for filling patterns of
incomplete pairwise comparison matrices based on their graph representation. The
proposed graphs are regular and quasi-regular ones with minimal diameter (longest
shortest path). Regularity means that each item is compared to others for the same
number of times, resulting in a kind of symmetry. A graph on an odd number of
vertices is called quasi-regular, if the degree of every vertex is the same odd number,
except for one vertex whose degree is larger by one. We draw attention to the diam-
eter, which is missing from the relevant literature, in order to remain the closest to
direct comparisons. If the diameter of the graph of comparisons is as low as possible
(among the graphs of the same number of edges), we can decrease the cumulated
errors that are caused by the intermediate comparisons of a long path between two
items. Contributions of this paper include a list containing (quasi-)regular graphs
with diameter 2 and 3 up until 24 vertices. Extensive numerical tests show that the
recommended graphs indeed lead to better weight vectors compared to various other
graphs with the same number of edges. It is also revealed by examples that neither
regularity nor small diameter is sufficient on its own, both properties are needed.
Both theorists and practitioners can utilize the results, given in several formats in the
appendix: plotted graph, adjacency matrix, list of edges, ‘Graph6’ code.
Keywords: pairwise comparison, incomplete pairwise comparison matrix, graph, diameter,
regular graph
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1 Introduction
Pairwise comparisons form the basis of preference measurement, ranking, psychometrics
and decision modelling (Davidson and Farquhar, 1976; Thurstone, 1927; Zahedi, 1986).
Multicriteria Decision Making is indeed an important tool both at an individual and at
an organizational level. We can think about different kind of ranking of alternatives or
weighting of criteria, like tenders, selection among schools or job offers, selection among
the implementation of different projects in an enterprise, etc.
One of the most commonly used techniques in connection with Multi-criteria Decision
Making is the method of the pairwise comparison matrices. One can apply this technique
both for determining the weights of the different criteria and for the rating of the alterna-
tives according to a criterion. Usually we denote the number of criteria or alternatives by
n, which means the pairwise comparison matrix is an n × n matrix, often denoted by A.
In this case the ij-th element of the A matrix, aij shows how many times the i-th item is
larger/better than the j-th element.
Formally, matrix A is called a pairwise comparison matrix (PCM) if it is positive
(aij > 0 for ∀ i and j) and reciprocal (1/aij = aji for ∀ i and j) (Saaty, 1980), which also
indicates that aii = 1 for ∀ i.
Dealing with incomplete data gets more and more attention in the literature. When
some elements of a PCM are missing we call it an incomplete PCM. There could be many
different reasons why these elements are absent, some data could have been lost or the
comparisons are simply not possible (for instance in sports (Bozóki et al., 2016)).
The most interesting case for us is when the decision makers do not have time, willing-
ness or the possibility to make all the n(n− 1)/2 comparisons.
In this article we would like to study which comparisons should be made, or more
precisely what patterns of comparisons are recommended in order to get good approxi-
mation of the decision makers’ preferences calculated from the whole set of comparisons.
The graph representation of the pairwise comparisons is a natural and convenient tool to
examine our question, thus we will use this throughout the paper.
In many cases the set of comparisons can be adaptive, i.e., the next questions depend
on the answers to the previous ones as in, e.g., Ciomek et al. (2017); Fedrizzi and Giove
(2013); Glickman and Jensen (2005). However, we assume in the paper that the whole set of
comparisons is designed completely before the decision making process, and we do not have
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any further prior information about the items to be compared. Thus the ‘confidence level’
of every single comparison is the same in our problems, the probability of their ‘errors’ is
identical. For instance the (pre-)compilation of questionnaires in connection with decision
making problems can be named as an indeed common practical example that satisfies these
conditions.
There are already known special structures proposed for incomplete pairwise compari-
son matrices in the literature, which include:
(i) spanning tree, in particular if one row/column is filled in completely (its associated
graph is the star graph)
(ii) two rows/columns are filled in completely (its associated graph is the union of two
star graphs) (Rezaei, 2015)
(iii) a method of 2-cyclic designs, the union of two edge-disjoint n-cycles, has been also
recommended to select 2n paired comparisons from n number of objects (Miyake et al.,
2003)
(iv) more or less regular graphs, for example the regularity of the comparisons’ graph
appears in the designs of McCormick and Bachus (1952) and McCormick and Roberts
(1952).
Regularity results in a kind of symmetry that is also desirable in case of sport com-
petitions (Csató, 2013), where the number of matches played equals for every player or
team, at least in the first phase (before the knockout stages). This also appears in other
sport tournaments, where they use the so-called Swiss system, in which besides a lot of
other requirements, every player or team plays the same number of matches (if possible)
(Ólafsson, 1990; Biró et al., 2017; Kujansuu et al., 1999). Thus the resulting representing
graph of the comparisons is regular (Csató, 2017).
A special type and extension of regular graphs is considered by Wang and Takahashi
(1998). They proposed the (quasi-)strongly regular designs based on (quasi-)strongly regu-
lar graphs in order to select pairs to be compared within incomplete information. A graph
is called strongly regular with parameters (n, k, λ, µ), if each of the n vertices has degree k,
and (i) for any pair of adjacent vertices u and v, the number of vertices adjacent to both u
and v is λ; (ii) for any pair of not adjacent vertices u and v, the number of vertices adjacent
to both u and v is µ. Since these properties are rather restrictive, a linear algebraic gen-
eralization, the so called quasi-strongly regular graphs are also taken into consideration.
By simulation, they showed that both designs give better results (based on a logarithmic
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distance function defined on the weight vectors) than other random designs of the same
cardinality.
Kulakowski et al. (2019) create an incompleteness index based on the number of missing
pairwise comparisons and their arrangements. Using different kind of Monte Carlo sim-
ulations they conclude that inconsistency and incompleteness both have crucial effect on
sensitivity, and the regularity of the PCM also has a huge effect both on the quantitative
and the qualitative results.
Note that the first three examples above lack regularity. Regularity means that each
item is compared to others for the same number of times (if the cardinality of the items
to compare is odd, one of the degrees can be smaller or greater – in our analysis, greater
– by one), resulting in a kind of symmetry, as we mentioned earlier. Despite the fact that
regularity has been recognized as an important property in connection with the representing
graph of the comparisons, the above-mentioned examples do not examine it as generally
as we do, their definitions on regularity is more restrictive and their instances are less
systematic.
Diameter, the other key concept of the paper besides regularity, shows how far items
can be from each other in the sense that how many comparisons are needed in order to have
an indirect comparison between them. The well known telephone game or effect (Ribeiro
et al., 2019), also known as The Whisper Game (Chatburn, 2013) shows small errors are
cumulated along a sufficiently long series. If a message passes through a line of people, in a
whisper, the original and the final versions differ a lot, despite the neighboring versions are
usually quite similar. A classical example for the non-transitivity of indifference (Fishburn,
1970) is the addition of very small portions of sugar to the same cup of coffee. No one can
distinguish between two consecutive steps, however, if this sequence is long enough, the
indifference disappears (Luce, 1956).
In the set of connected graphs, diameter can be considered as a measure of closeness, or
a stronger type of connectedness. It is not properly studied in the literature, however, for
instance in Pananjady et al. (2020) the estimation of the matrix of comparison probabilities
is investigated for several graph structures and some research questions, e.g., on a possible
relation of the graph’s diameter and the worst-case approximation error, are raised. One
of our notable findings is to determine the diameter of the representing graph as a crucial
property for filling in pattern designs of incomplete PCMs.
Note that regular graphs can have large diameter, e.g., a cycle on n vertices is 2-
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regular and has diameter d = bn/2c. The star graph, mentioned among the examples, has
minimal diameter 2, but it is far from being regular. Our aim is to find the graphs, among
(quasi-)regular ones, with minimal diameter. We are especially interested in the smallest
nontrivial values of the diameter, namely d = 2 and d = 3. Intuition suggests, and it is
confirmed by the graphs found, that for a fixed n, higher regularity, i.e., more edges, makes
the diameter smaller.
The rest of the paper is structured as follows. Basic mathematical concepts are in-
troduced in Section 2. Later on we assume that we know the number n of alternatives
or criteria, it is also a key assumption through our paper that the graph representing the
MCDM problem is k-(quasi-)regular and we also know (or with the help of the other inputs
we can determine) the diameter d of the graph. In Section 3 (which is complemented by
Appendix A (online)) we provide a systematic collection of suggested incomplete pairwise
comparisons’ patterns with the help of the above-mentioned inputs and all/some graphs
for the examined cases. We would like to emphasize that this list is a major contribution
of our paper. Section 4 presents a motivational example showing that the diameter of a
regular graph can be large and the result can be very sensitive to the errors of the ma-
trix elements. A wide range of numerical simulations, using the distances of the weights
computed with different filling in patterns respect to the weights calculated from the com-
plete PCMs, is also provided in order to validate our recommendations. Finally, Section 5
concludes and provides further research questions closely connected to the discussed topic.
Results of Sections 3 and 4 are given in more details in the appendices. B (online) includes
the recommended graphs themselves. For practitioners, this list might serve as a ‘recipe’
in designing questionnaires based on pairwise comparisons. Appendix D (online) includes
the results of the comparisons of weight vectors calculated from the different graphs.
2 Basic concepts of the graph representation
The graph representation of paired comparisons has already been used in the 1940s (Kendall
and Smith, 1940). Of course after the widespread application of PCMs and incomplete
PCMs it has become a common method in the literature, see for instance Blanquero et al.
(2006), Csató (2015) or Gass (1998).
Usually in these articles the authors use directed graphs for the representation, be-
cause they distinguish the preferred item from the less preferred one in every pair. In our
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approach the only important thing is whether there exists a comparison between the two
elements. This means that we use undirected graphs, where the vertices denote the criteria
or the alternatives. There is an edge between two vertices if and only if the decision makers
made their comparison for the two respective items (the appropriate element of the PCM
is known). In order to understand the concepts so far, there is a small example below:
Example 1 Let us assume that there are 4 criteria (n = 4) and our decision maker already
answered some questions, denoted their locations in the matrix by • and their reciprocal










This incomplete PCM is represented by the graph in Figure 1.
Figure 1: Graph representation example
As we can see there is no edge between the first and the fourth vertices, where the PCM
has missing values and there is no edge between the second and third vertices, where the
situation is the same. There is an edge between every other pair, where we have no missing
values in the PCM.
It is important to emphasize that as the known elements of the PCM determine the
representing graph, it is also true in the other way around. Thus, the graph in Figure 1
shows which comparisons are known in the PCM. This is the key property that we use
         
7
in this paper, as we present the representing graphs that show the filling in patterns, the
comparisons that should be made. We assume that the representing graphs are connected
and k-(quasi-)regular through our paper, thus we need some definitions to make these
concepts clear.
Definition 1 (Connected graph) In an undirected graph, two vertices u and v are called
connected if the graph contains a path from u to v. A graph is said to be connected if every
pair of vertices in the graph is connected.
Definition 2 (k-regular graph) A graph is called k-regular if every vertex has k neigh-
bours, which means that the degree of every vertex is k.
Definition 3 (k-quasi-regular graph) A graph is called k-quasi-regular if exactly one
vertex has degree k + 1, and all the other vertices have degree k.
The k-regularity basically means that the vertices are not distinguished, there is no
particular vertex as, for example, in the case of the star graph, thus we would like to avoid
the cases when the elimination of relatively few vertices would lead to the disintegration
of the whole comparison system (Tekile, 2017). Besides regularity, the connectedness of
the representing graph is indeed important, because to approximate the decision makers’
preferences well, we need to have at least indirect comparisons between the different criteria,
otherwise we cannot say anything about the relation between certain elements (Bozóki
et al., 2010).
However, it is also notable that we would like to avoid the cases when two items are
compared only indirectly through a very long path, because this could aggregate the small,
tolerable errors of the different comparisons and we could end up with an intolerably large
error in the relation between the two elements. Such an example was found in Tekile (2017),
where the graph generated from the table tennis players’ matches included a long shortest
path between two vertices (players), and the calculated result appeared to be misleading.
The diameter of the representing graph is a very suitable mathematical tool to measure
this problem:
Definition 4 (The diameter of a graph) The diameter (denoted by d) of a graph G is
the length of the longest shortest path between any two vertices:





where V (G) denotes the set of vertices of G and `(., .) is the graph distance between two
vertices, namely the length of the shortest path between them.
We also define here the twisted product, a graph construction method that is used by us
extensively to find the proposed graphs:
Definition 5 (Twisted product of two graphs) (Bermond et al. (1982))
Let G = (V,E) and G′ = (V ′, E ′) be two undirected graphs, where V and V ′ are the
vertex sets, while E and E ′ are the edge sets of the respective graphs. Let
−→
E denote the
set of arcs in an arbitrary orientation of G. For each arc (i, j) ∈ −→E , let π(i,j) be a one
to one mapping from V ′ to itself. The twisted product of graphs G and G′, denoted by
G ∗G′ is defined as follows: its vertex set is the Cartesian product V × V ′, and there is an
edge between vertices (i, i′) and (j, j′) if either [i = j and (i′, j′) ∈ E ′] or [(i, j) ∈ −→E and
j′ = π(i,j)(i′)].
Note that the twisted product with π =identity results in the Cartesian product.
Briefly from now on we will examine graphs representing MCDM problems defined by
the following inputs: (n, k, d), where n is the number of vertices (criteria), k shows the
level of regularity of the graph and d is the diameter of the graph.
3 (Quasi-)regular graphs with minimal diameter
In this section, we present one of the most important findings of the paper, the examined
(quasi-)regular graphs themselves. First of all, it is a key step to determine which cases
are interesting for us considering our inputs. It is important to emphasize that we deal
with unlabelled graphs, because we are trying to find out what kind of patterns are needed
in the comparisons for different instances. Thus if we exchange the ‘names’ of two criteria
(for instance ‘1’ and ‘2’ in Example 1) the pattern would be the same.
Then we can consider the regularity parameter k. The k = 1 case is possible only when
n is even, but they are not connected except for n = 2, so this is not interesting for us.
When k = 2 there is only one connected graph for every n, namely the cycle, for which
d = bn/2c as already mentioned in the introduction.
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The larger regularity parameters could be interesting, but of course we need a reasonable
upper bound for the number of criteria, n, which is also an indirect upper bound for k. In
our research we examined the n = 5, 6, . . . , 24 cases, because on the one hand for larger n
parameters, some computations become very difficult, and on the other hand the largest
5-regular graph with diameter 2 contains 24 vertices, so this is a nice theoretical bound,
as well. It is also true that in the majority of the fields of application it is sufficient to
examine the number of alternatives (vertices) up until 24.
The smaller the d parameter is, the more stable or trustworthy our system of compar-
isons is. This means that in an optimal case we would like to minimize this parameter,
while the number of the criteria (n) is always a fixed exogenous parameter in our MCDM
problems. As we mentioned above, k is crucial to avoid the cases when some criteria
(vertices) would be too important in the system, however it also shows us how many com-
parisons have to be made, because every vertex has a degree of k, which means the number
of edges is nk/2. Thus if our decision makers would like to spend the shortest time with
the creation of the PCM, we should choose a small k parameter. But, of course, as usually
happens in these situations, there is a trade off between the parameters, because for many
criteria (large n) the smaller regularity (k) will cause a bigger diameter (d), namely, a more
fragile system of comparisons.
In this paper we would like to provide a list of graphs which shows the patterns of the
comparisons that have to be made in case of different parameters. We used computational
and constructing methods to determine the graph(s) with the smallest diameter (d param-
eter) for a given (n, k) pair. With the help of these results it was easy to determine which
k is the smallest that is needed to reach a given d for a given n. We found that, with
the chosen upper bound of n (24) the interesting values for the regularity are k = 3, 4, 5,
while the interesting values for the diameter of the graph are d = 2, 3. Of course d = 1
would mean a complete graph that is not reachable for many (n, k) pairs, and it repre-
sents a complete PCM, thus it is not interesting for us. For a general MCDM problem
probably instead of k, it would give more information if we considered an indicator that
shows how far we are from the ‘extreme’ case, when the decision makers have to make all
the comparisons. This would mean n(n− 1)/2 comparisons instead of our nk/2 in case of
regular graphs or (nk+ 1)/2 in case of quasi-regular graphs, therefore the completion ratio
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n(n−1)/2 if n or k is even
(nk+1)/2
n(n−1)/2 if n and k are odd
that we will calculate for every instance.
Here we will present the graphs with the smallest diameter for a given (n, k) pair,
it is important to emphasize that it is recommended to read this section together with
Appendix A, as a large part of our list (Tables 2, 6a, 6b, 7, 8, 9a, and 9b) takes place
there, because of the length of the tables. The finding for the different graphs in our list
consisted of several methods, sources and layers:
1. As a starting reference point, we checked the built in graphs in Wolfram Mathemat-
ica (Wolfram Research, 2020), which are even complete catalogues in case of small
number of vertices, thus we selected the ones with minimal diameter among them.
2. For smaller and middle-sized graphs, when Mathematica’s built in examples cover
only a sample of the cases, we used nauty and Traces (McKay and Piperno, 2014)
and IGraph/M (Horvát, 2020) to generate all the possible (quasi-)regular graphs and
select the needed ones.
3. Our results contain many well known graphs as well, like the Petersen graph (Holton
and Sheehan, 1993), that we collected from different kind of articles indicated in the
respective tables as ‘Source’. We also collected further information, like uniqueness,
about those graphs that we got with the help of Mathematica and are well known
cases. We cite these information as ‘See also’ in our tables.
4. For larger graphs we were not able to generate all the possible regular cases, thus
we used several construction techniques such as the twisted product, integer linear
programming or merging and extending methods with the help of some already known
graphs. Many of these cases were challenging and time-consuming to find, the same
idea rarely worked twice.
5. It is also important that as k-quasi-regularity was defined by us, all of the quasi-
regular graphs are our findings (or at least we are the first to use them in this kind
of context), but we do not denote this separately in the tables.
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k
n 3 4 5
n = 5, . . . , 10 Table 2
n = 11, . . . , 15 Table 6a Table 7
n = 16, . . . , 20 Table 6b Table 9a
n = 21, . . . , 24 Table 8 Table 9b
Table 1: The summary of our list of graphs: the different sets of graphs based on the
regularity level k and the number of vertices n can be found in the indicated tables.
Lightgray denotes d = 2 and gray denotes d = 3.
Table 1 presents a table of tables that provides an overview of our list of graphs.
Table 2 shows the cases when k = 3 and d = 2 is the minimal value of the parameter.
It is important to note that k = 3 is only possible when n is even, but when it is odd, we
examine 3-quasi-regular graphs, where all vertices have degree 3 except one where it has
4, because these are the closest to 3-regularity.
We can see that with k = 3 the minimal diameter can be 2 until we have 10 vertices. Of
course for n ≤ 3 the 3-regularity is not possible, and for n = 4 the diameter is 1, because
this is a complete graph, that is why we skip those in the table. It is also notable that the
completion ratio (c) even reaches 1/3 when we have 10 vertices (it is obviously decreasing
in n). We should emphasize the fact that there are only a few graphs for every (n, k) pair
with the minimal diameter. Some of them are bipartite graphs, which have special spectral
properties (Csató, 2015, Lemma 4, Theorem 2, Proposition 3), and they also indicate that
there are two groups which are always compared through the other ones.
If we go on to larger graphs (n > 10), then we will find that the smallest reachable
diameter changes to d = 3, but it is also true that at first we have so many graphs that
satisfy these properties. However, as we examine the n = 18 or the n = 20 cases, we can
see that there is only one graph that fulfils our assumptions (Pratt, 1996). The results
in case of larger graphs, with 3-regularity and 3 as the minimal diameter can be found in
Tables 6a and 6b in Appendix A.
As we can see the completion ratio is still decreasing in n and on larger graphs it can be
taken below 0.2. It is also true that we do not need to answer for more than 30 questions
for an MCDM problem even with 20 criteria, which can be indeed useful.
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k=3 Graph Further information
n=5





• c = 9/15 = 0.6
• 2 graphs
• Source: Pratt (1996)
• The other solution is the
bipartite graph K3,3
n=7




• c = 12/28 ≈ 0.429
• 2 graphs
• See also: Maharry and
Robertson (2016)
• The other solution is the
X8 graph (Bermond et al.,
1982)
n=9




• c = 15/45 ≈ 0.333
• Unique graph
• See also: Hoffman and Sin-
gleton (1960)
Table 2: k = 3-(quasi-)regular graphs on n vertices with minimal diameter d = 2
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If we go on to larger graphs, the minimal diameter would change to d = 4, however, in
this paper we only consider the graphs with d ≤ 3, so we discussed the interesting cases
for k = 3. The former results mean that, if we would like to examine the graphs where
k = 4, it is obvious that the minimal diameter would be 2 until n = 10, but it is not so
important to make so many comparisons because this property can be reached with k = 3,
as well. Thus for k = 4 the interesting cases start above 10 vertices, and the question is
if we can reach a smaller diameter (a more stable system of comparisons) with the rise of
the answered questions. We found that with k = 4 we can get 2 as the minimal diameter
until n = 15, but for larger values of n, it will be 3 again, which can be also reached by
k = 3, thus we would not recommend these combinations of parameters. The results for
(11 ≤ n ≤ 15, k = 4) are shown in Table 7. It is also important to note that k = 4 is
possible in case of both odd and even values of n, thus now we do not have to pay special
attention to this.
As we can see, the completion ratio is increasing in k, so we cannot get so small c
values as in Table 6a, however the system of comparisons will be more stable even on
many vertices, because the smallest diameter is 2 here. It is also interesting that, for larger
graphs and regularity levels, the number of connected graphs increases very rapidly. For
instance, when we have 15 vertices, there are 805 491 connected 4-regular graphs (that
means 805 491 possible filling patterns of the PCM), and only one has 2 as its diameter.
Our results and methodology has a strong relationship with the so-called degree/diameter
problem that is well known in the literature of mathematics (Elspas (1964), Dinneen and
Hafner (1994), Loz and Širáň (2008)), but they are looking for the largest possible n for
a given diameter and a given level of maximum degree. Several construction techniques
have been proposed for graphs in connection with the degree/diameter problem (Storwick,
1970; Bermond et al., 1982; Branković et al., 1998), and one can also find extended tables
with the known results (Comellas and Gómez, 1994). For an indeed extensive summary
of the problem, see Miller and Širáň (2013). The scientific results in this field support our
findings, too, because for (k = 3, d = 2) the largest n is 10, while for (k = 3, d = 3) it is
20. In the case of (k = 4, d = 2) the largest n is 15, but for (k = 4, d = 3) it is proven
that the largest graph is much above our bound, while the optimal number of the vertices
in this case is still an open question.
As we mentioned earlier, there is no point in finding 4-regular graphs when 16 ≤ n ≤ 20,
thus Table 8 contains the 4-regular graphs for 21 ≤ n ≤ 24 for which the diameter is 3.
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When the tables contain ‘≥ . . . graphs’, that means we have not checked all the possible
cases with minimal diameter, but in connection with decision making problems, it is enough
to see that there is one pattern that satisfies the needed properties.
Finally, we can increase the regularity level to 5 in order to find out if we are able to get
2 as the smallest diameter for larger graphs. The answer is yes, actually it is also proven
that d = 2 is reachable for 5-regular graphs until 24 vertices, but of course we are interested
in the specific graphs that could help us determine the adequate comparison patterns. Our
results can be found in Tables 9a and 9b. The k = 5 parameter is only possible when n is
even again, so when it is odd, we let one vertex to have 6 as its degree.
The 5-quasi-regular graph on 21 vertices has been found by us as a twisted product
K3 ∗ X7, where X7 is a graph with diameter 2 on 7 vertices, in which all vertices have
degree 3, except one, where it has 2. The 5-regular graph on 22 vertices has been found
by Pratt (2020) with the help of the following integer linear programming problem:
Let N = {1, . . . , 22} be the nodes, and let P = {i ∈ N, j ∈ N : i < j} be the set of
node pairs. For (i, j) ∈ P , let binary decision variable Xi,j indicate whether (i, j) is
an edge. For (i, j) ∈ P and k ∈ N \ {i, j}, let binary decision variable Yi,j,k indicate
whether k is a common neighbor of i and j. For (i, j) ∈ P let binary decision variable











Yi,j,k + SLACKi,j ≥ 1 for (i, j) ∈ P (3)
Yi,j,k ≤ [i < k]Xi,k + [k < i]Xk,i for (i, j) ∈ P and k ∈ N \ {i, j} (4)
Yi,j,k ≤ [j < k]Xj,k + [k < j]Xk,j for (i, j) ∈ P and k ∈ N \ {i, j} (5)
Constraint (2) enforces 5-regularity. Constraint (3) enforces diameter 2. Constraints
(4) and (5) enforce that Yi,j,k = 1 implies k is a neighbor of i and j, respectively.
A desired graph exists if and only if the integer linear program has a solution with
SLACKi,j = 0 for ∀ (i, j) ∈ P .
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The authors of this paper are still looking for a 5-quasi-regular graph on 23 vertices
with diameter 2, but managed to find a graph, which has 23 vertices, and its diameter is
2, but it has one more edge than it should, namely three vertices have degree 6 and all the
others have 5.
As we can see in Tables 9a and 9b there are higher completion ratios again, and for
instance when we have 24 vertices, the decision makers should make 60 comparisons, which
in certain situations can be too many. One can also note that in this table we report that
there are some graphs with the needed properties, but never indicate the number of them.
The reason behind this is simple: the very high number of the potential connected 5-regular
graphs (for instance in the case of n = 24 there are roughly 2 · 1022 possibilities).
This means that we have examined all the cases that we previously called interesting.
According to our results, if we use the (n, k, d) parameters, then for smaller MCDM prob-
lems the k = 3 is enough to get 2 as the diameter of the representing graph, which leads to
a small completion ratio and a stable system of the comparisons. In larger problems, when
we have more alternatives or criteria, we can choose if we use k = 3, when the completion
ratio is smaller, but our approximation can be unstable, or choose higher level of regularity
(and completion ratio) with more reliable results. We also showed examples and graphs
with the needed properties for the different cases, which can help anyone in a MCDM
problem to decide which comparisons have to be made. One can find the summary of our
results in Table 3, which shows how many graphs we know for given (n, k, d) parameters.
It is also true that if there is a graph for (n, k, d) in the table, then, on the one hand, no
graph exists with the parameters (n, k, d−1), and, on the other hand, graphs for (n, k,D),
where D > d, are not counted, and the corresponding cells are left empty. We omitted the
cases when k = 4 and n ≤ 10, because the minimal diameter is the same as it was in the
case of k = 3. There is the same reasoning behind the emptiness of the table when k = 5
and n ≤ 15. We have not included the cases when k = 4 and 16 ≤ n ≤ 20, because d = 3
can be achieved by 3-regular graphs, but for d = 2 at least 5-regularity is needed. We also
not included the k = 3 and n ≥ 20 cases, because we were examining graphs with d = 2
and 3 only.
All the graphs in Tables 2, 6a, 6b, 7, 8, 9a, and 9b are given in several forms in Appendix B:
graph, adjacency matrix (that directly shows which comparisons should be made, which
PCM elements are required), list of edges and ‘Graph6’ format. The list of edges also
present the needed comparisons, for instance the graph on 5 vertices in Figure 6 in Ap-
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16 14 ≥ 3
17 51 ≥ 1
18 1 ≥ 1
19 4 ≥ 1
20 1 ≥ 1
21 ≥ 3 ≥ 1
22 ≥ 1 ≥ 1
23 ≥ 1 ?
24 ≥ 1 ≥ 1
Table 3: The summary of the results: the number of k-(quasi-)regular graphs on n nodes
with diameter d. Lightgray denotes d = 2 and gray denotes d = 3, ‘≥’ means that there
are at least as many graphs as indicated, but we could not check all the possible cases.
pendix B (see it also in Table 2) shows that the decision maker should fill in the following
elements of the PCM: a12, a13, a14, a15, a23, a24, a35 and a45. Upon request the other graphs
of each family are available from the authors in these and other forms, as well.
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4 Numerical example and simulations
The regularity of the representing graphs has been extensively studied in connection with
incomplete pairwise comparisons’ designs, while the diameter has only been investigated
partially in the literature, as it was mentioned in the introduction. We would like to present
what kind of problems can occur even with regular graphs, if we do not take into account
the diameter, through a motivational example.
A wide range of simulations has also been performed in order to validate our recom-
mendations, the applied methodology and the gained results are discussed in many details
below. We would like to emphasize that, in this section we rely on the framework of the
pairwise comparison matrices, though, our recommendations can be adopted in many other
fields, as well.
4.1 Simulation methodology
It is important to see if the filling in pattern designs recommended by us are truly useful,
thus we applied extensive simulations to have a better understanding of the problem. As
for the calculation techniques of the weights derived from the PCMs, we used the well-
known Logarithmic Least Squares Method (LLSM) and the Eigenvector Method based on
the CR-minimal completion (CREV) (Bozóki et al., 2010). We applied two metrics to
determine the differences from the weights calculated from the complete PCMs, that is
the Euclidean distance (deuc) and the maximum absolute distance (dmax, also known as






dmax(u, v) = max
i∈1,...,n
|ui − vi|,
where u denotes the weight vector calculated from a certain filling in design, while v is the
weight vector calculated from the complete PCM. u and v are normalized by
∑n
i=1 ui = 1
and
∑n
i=1 vi = 1, respectively, while vi and ui denote the ith element of the appropriate
vectors.
The process of the simulation for a given (n, k) pair consisted of the following steps:
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1. We generated random n× n complete and consistent pairwise comparison matrices.
The elements of these matrices were given as aij = wi/wj, where wi ∈ [1, 9] is a
uniformly distributed random real number for ∀i.
2. Then we perturbed the elements of our consistent matrices three different ways, to
get inconsistent PCMs with three distinguishable inconsistency levels. We call these





, aij + ∆
)





, aij + ∆
)





, aij + ∆
)
∆ ∈ [−3, 3] (strong)
Where bij is the element of the perturbed matrix, aij is the element of the consistent
matrix, aij ≥ 1, and ∆ is uniformly distributed in the given ranges. The motivation
behind this structure is the following, we can get perturbed data even from an ordinal
point of view, when bij < 1. However, in order to get meaningful results, we should
use a different scale for the range of (0, 1) compared to the range of (1, 9] in connection
with PCMs, as Figure 2 suggests. That is why the maximum function and the lower
bounds (1/2, 1/2 and 1/3, respectively) appear in the definition. These element-wise
perturbation methods correlate with the well known Consistency Ratio (CR), as it
is shown in Figure 3. We tested several combinations of parameters, and found that
these, more or less balanced perturbations around 1, result in the most relevant levels
of inconsistency.
3. We deleted the respective elements of the matrices in order to get the filling in pattern
that we were examining, and applied the LLSM and the CREV techniques to get the
weights. We always computed the certain designs’ distances from the weights that we
calculated from the complete inconsistent matrices. We used 1000 PCMs for every
level of inconsistency and applied the following filling in patterns to compare them
with each other:
(i) Our recommendations: k-(quasi-)regular graphs of minimal diameter, detailed in
Section 3 and Appendix A
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Figure 2: The scaling on different ranges









Number of alternatives/criteria (n)
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Figure 3: The connections between CR and our element-wise perturbations. Each point
shows the average CR of 1000 randomly generated perturbed pairwise comparison matrices.
(ii) Random connected graphs with the same number of edges as our recommendation
(1000 graphs per inconsistency level per simulation)
(iii) Connected k-(quasi-)regular graphs, but not of minimal diameter (1000 graphs
per simulation)
(iv) Randomly generated, connected, of minimal diameter, but not regular graphs
with the same number of edges (1000 graphs per simulation)
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(v) Minimal diameter, modified/extended star graphs with the same number of edges
(1000 graphs per inconsistency level per simulation)
4. Finally, we saved the mean and standard deviation of the distances for the different
weight calculation methods and filling in designs.
We restricted the connected k-(quasi-)regular graphs to the Hamiltonian ones during the
generation. With this we excluded the k-(quasi-)regular graphs with the largest diameters
as well. This was also interesting, because all of our recommendations in Section 3 and
Appendix A are Hamiltonian except the Petersen graph and the Tietze graph, but these
two are well-known exceptions (Robinson and Wormald, 1994; Gould, 2003).
In case of (iv), we basically generated random connected graphs and selected the ones
with minimal diameter (the same diameter as our recommendation), until we had 1000
such graphs, at least in the cases where we have found so many instances in a reasonably
long time.
As for (v), when the diameter of our recommendation was 2, then we generated a
random star graph, and complemented it with the needed number of random edges. While
in case of diameter 3, we did the same, but at the end, we deleted one edge from the star
and replaced it with another one, so that the diameter of the graph became 3.
It is important to note that we considered only the graph presented in Section 3 and
Appendix A for a given (n, k) pair in (i), and not all the k-(quasi-)regular graphs with
minimal diameter. This is due to the fact that in many cases we were able to find one
graph with the needed properties, but could not find all of them or even could not determine
the exact number of such graphs.
Before the results of the simulations, we show a motivational example, in which we
compare two different filling in pattern designs similarly as in the case of the simulations.
This numerical instance shows that it is also important to take into account the minimal
diameter property, and not just regularity.
4.2 Motivational example
Let us demonstrate the simulation process, as well as the importance of the diameter, when
we have 10 alternatives, and we examine only two different filling in structures.
We generate 1000 n × n consistent PCMs with elements aij = wi/wj, where wi, wj ∈
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[1, 9] are uniformly distributed random real numbers. Then we perturb all of the elements
of these PCMs three different ways as described in Equations weak, modest and strong.
We would like to compare the differences of the calculated weights from the ones that
we get from these complete perturbed PCMs, when we consider the two filling in patterns
represented by the graphs in Figure 4. The filling structures related to these graphs can
be seen in Table 4, which means that we delete all the other elements, when we compute
the weights according to the given pattern.
(a) An alternative 3-regular graph (b) Our recommendation: the Petersen graph
Figure 4: The graph representation of two 3-regular designs
As for the two representing graphs, the Petersen graph has minimal diameter among
3-regular graphs on 10 vertices, its diameter is 2, while the Alternative 3-regular graph’s
diameter is 5. As one can see there are common elements of the two filling in patterns,
as for instance the bridge-edge between vertices 1 and 6 (a16, bridge set (Csató and Tóth,
2020)), which connects the two symmetric components of the Alternative graph. It is also
worth to mention that the special structure of this graph (also highlighted by the two
separate parts of the related PCM in Table 4) ensures that the weights of 1 and 6 are
always determined exactly by b16.
Table 5 summarizes the mean (denoted by M) and the standard deviation (σ) of dis-
tances (deuc and dmax) of the weights calculated from the two filling patterns respect to the
complete case for the three inconsistency (perturbation) levels (Weak, Modest and Strong).
One can see that there are significant contrasts between the outcomes of the examined
filling in patterns. In case of both the Euclidean and maximum absolute (Chebyshev)
metrics, the distances of the weights computed from the Alternative graph respect to the
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Table 4: The known elements of the given PCM in case of the two different filling in
patterns represented by the graphs in Figure 4. The design related to the Alternative
graph can be seen to the left, while the filling structure of the Petersen graph is shown in


















Petersen 0.0424 0.0422 0.0275 0.0274 0.0285 0.0283 0.0193 0.0191
Alternative 0.0605 0.0604 0.0370 0.0369 0.0468 0.0467 0.0286 0.0285
Modest
Petersen 0.0673 0.0669 0.0450 0.0445 0.0378 0.0376 0.0278 0.0274
Alternative 0.0956 0.0956 0.0604 0.0602 0.0610 0.0611 0.0400 0.0399
Strong
Petersen 0.0967 0.0952 0.0665 0.0652 0.0527 0.0519 0.0402 0.0390
Alternative 0.1318 0.1314 0.0881 0.0877 0.0825 0.0826 0.0590 0.0592
Table 5: The average distances and their standard deviation for the different designs.
The following notations are used: M-mean, σ-standard deviation, ’Weak’, ’Modest’ and ’Strong’
refer to the level of perturbation.
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ones we got from the complete PCM are approximately 1.5 times larger, than the same
for the Petersen graph, however both the relative and absolute differences are smaller in
case of the absolute maximum distance. The same results are true when we consider the
standard deviation of the distances. This means that the Petersen graph tends to provide
small errors and a consistent performance (small standard deviation) depending on the
perturbations, compared to the filling pattern represented by the Alternative graph.
We think that this example can give a deeper understanding of the simulation method.
Besides that, the main message of this sub-section is that, one should consider the diameter
of the graph as an important parameter in these designs, because even among regular
graphs, there can be large differences.
4.3 Simulation results
The results of the simulations seem to mainly depend on the value of k, and barely on n,
as well as the patterns of the outcomes seem to be the same for every case.
The tables for all parameters (n, k, d) calculated are available in Appendix D, while we
have chosen to visualize only the following representative examples: (n = 16, k = 3, d = 3),
(n = 11, k = 4, d = 2) and (n = 24, k = 5, d = 2). The first one is the largest 3-regular
case, where we could apply (iv), and it is the only one that can be found in the main text
due to the length of the figures. The second one is the smallest 4-regular, and the last one
is the largest 5-regular case that we examined. The results of the simulations for them
are shown in Figures 5, 40 and 41, respectively, and it is also recommended to read this
section together with Appendix C, as the latter two cases are presented there. The figures
show the mean of the different metrics (M) and the standard deviation (σ) as well. We
refer to the different levels of the perturbation as ‘Weak’, ‘Modest’ and ‘Strong’, as before.
It is clear from the outcomes of the simulations that the stronger perturbation causes
larger distances, and the higher regularity level leads to smaller differences. As one can
see, our recommendations have the smallest means and standard deviations among the
different designs in case of both metrics and both weight calculation methods for every
(n, k) pair, which suggests that the results are not solely dependent on the used techniques
and parameters. The smallest mean shows that the k-(quasi-)regular graphs with minimal
diameter provide the closest weights to the complete PCM on an average level. On the
other hand, the smallest standard deviation also implies that our recommendations are
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(i) k-(quasi-)regular graphs with minimal diameter (ii) Random connected graphs
(iii) k-(quasi-)regular, not minimal diameter graphs (iv) Randomly generated minimal diameter graphs
(v) Modified star graphs with minimal diameter
Figure 5: The results of the simulation for (n = 16, k = 3, d = 3)
The following notations are used: M–mean, σ–standard deviation, deuc–Euclidean distance,
dmax–maximum absolute distance, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of
perturbation. See Table 56 in Appendix D for numerical details.
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commonly not connected to huge errors, and that these filling in pattern designs perform
at a very consistent level regarding the deviations from the results of the complete PCMs.
It is also true that the randomly generated minimal diameter graphs (denoted by (iv)) tend
to have smaller means and standard deviations compared to the simple random graphs.
Again, this suggests that, the diameter of the representing graph is relevant. The k-(quasi-
)regular graphs (denoted by (iii)) always have the second smallest means and standard
deviations in their distances, thus the already known fact, that regularity is a key property,
confirmed here as well. It is also important to note that we have excluded the k-(quasi-
)regular cases with the largest diameters, because of the Hamiltonian construction as we
mentioned earlier, thus we expect random (quasi-)regular graphs to have a bit even ‘worse’
results compared to our recommendations. The case of the modified star graphs (denoted
by (v)) is interesting. In case of k = 3, they always have smaller means and standard
deviations compared to the simple random graphs, but for k = 4 they always have larger
means, and in some cases even their standard deviations are higher. For k = 5 the modified
star graphs tend to have the largest means and standard deviations among the examined
designs. This also suggests that considering only the diameter is not sufficient in these
problems. Finally, we would like to emphasize that these patterns and findings, are the
very same for all studied (n, k) pairs, especially regarding the dominance of the k-(quasi-
)regular graphs, thus our recommendations seem to perform indeed well in the framework
of pairwise comparison matrices.
5 Conclusions and further research
5.1 Summary
The main contribution of the paper is a systematic collection of recommended filling pat-
terns of incomplete pairwise comparisons’ using the graph representation of the PCMs. The
proposed (quasi)-regular graphs with minimal diameter have not only pure graph theoret-
ical relevance, but their importance in multi-criteria decision making is also demonstrated
via the comparisons to other incomplete filling in patterns of the same cardinality.
Graphs are included in several formats in Appendix B, which can show practitioners
the comparisons that should be made, i.e. the PCM elements to be filled in. We presented
our results using the number n of criteria or alternatives, regularity level k and diameter
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d of the representing graph as parameters. We identified the diameter, that was missing
from the relevant literature of decision theory and preference modelling, as an important
parameter in these problems. It has been shown that relatively small diameters d = 2, 3
can be achieved with relatively small completion ratios, and examples has been provided
for every case up until 24 vertices.
We also validated our recommendations with the help of numerical simulations. 1000
perturbed PCMs were used in case of 3 different inconsistency (perturbation) level to
compare several filling in patterns with the proposed ones for every examined parameter
combinations (all in all 34). The recommended filling structures provided the closest weight
vectors to the complete case on average, with the smallest standard deviation, according to
2 distances (Euclidean and Chebyshev), in case of both the incomplete LLSM and Eigen-
vector weight calculation techniques (for detailed results of all parameter combinations, see
Appendix D). Examples also show that neither regularity nor small diameter is sufficient
on its own, both of these properties are needed.
5.2 Limitations and further research
Simulations show that the proposed (quasi)-regular graphs with minimal diameter are
better, in the sense of the metrics we considered, than e.g., the random ones, or the ones
having only one of the two properties, regularity and minimal diameter, instead of both.
However, it certainly does not mean that other, yet undiscovered or unidentified structures
could not be even better.
The investigation of the robustness of the results, namely what is ‘between’ the different
regularity levels (when the degrees of different vertices are not the same), could be the topic
of a further research, as well as the cases with larger minimal diameters. Similarly, what is
between diameters d+ 1 and d, in particular 2 and 1 (i.e. the complete graph)? According
to Tables 2, 7, 9a and 9b, diameter 2 is achieved at relatively low completion ratios,
especially for larger n parameters, so the game of having better weight vectors by adding
more comparisons is continuing rather than ending at d = 2, as the values in Tables 45–50,
61–65 and 70–78 show.
It is also an interesting problem to concentrate directly on the completion ratio as a
parameter instead of the regularity of the representing graph. If the (n, c) pair is given
(and (n−1)c, the average degree is not necessarily integer), then which comparisons should
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be made?
Our approach definitely has a strong connection with other metrics based on the lengths
of shortest paths (e.g. their average) as well as centrality measures (Chebotarev and
Gubanov, 2020). When there are several graphs with the needed properties, we can reduce
their number based on some chosen centrality measures. We would like to deal with these
questions in our future works.
Group decision making (Oliva et al., 2019) is a potential application area of our results,
as we may assume that the individual preferences can be colorful enough, so we cannot
suppose any prior information. In other words: we treat the items to be compared in a
symmetric way, therefore our recommended graphs can be applied.
Although our results were presented within the framework of pairwise comparison ma-
trices, they are applicable in a wider range. A lot of other models based on pairwise
comparisons can utilize our findings. For example ranking of sport players or teams based
on their matches leads to the problem of tournament design: which pairs should play
against each other (without the use of prior knowledge or estimation of their strength)?
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Appendix A (online)
The list of proposed graphs from Section 3 are given in details below.
k=3 Graph Further information
n=11




• c = 18/66 ≈ 0.273
• 34 graphs
• See also: Punnim et al.
(2007)
n=13




• c = 21/91 ≈ 0.231
• 34 graphs
• Source: Pratt (1996)
n=15
• c = 23/105 ≈ 0.219
• 290 graphs
Table 6a: k = 3-(quasi-)regular graphs on n vertices with minimal diameter d = 3
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k=3 Graph Further information
n=16
• c = 24/120 = 0.2
• 14 graphs
• Source: McKay and
Piperno (2014)
n=17
• c = 26/136 ≈ 0.191
• 51 graphs
n=18
(3,3) graph on 18
vertices
• c = 27/153 ≈ 0.176
• Unique graph
• Source: Pratt (1996)
n=19





product C5 ∗ F4)
• c = 30/190 ≈ 0.158
• Unique graph
• Sources: Elspas (1964),
Pratt (1996)
Table 6b: k = 3-(quasi-)regular graphs on n vertices with minimal diameter d = 3
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k=4 Graph Further information
n=11
4-Andrásfai graph
• c = 22/55 = 0.4
• 37 graphs




• c = 24/66 ≈ 0.364
• 26 graphs




• c = 26/78 ≈ 0.333
• 10 graphs




• c = 28/91 ≈ 0.308
• Unique graph





• c = 30/105 ≈ 0.286
• Unique graph
• Sources: Broersma and
Jagers (1988), Miller and
Širáň (2013)
Table 7: k = 4-regular graphs on n vertices with minimal diameter d = 2
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• c = 42/210 = 0.2
• ≥ 3 graphs
• See also: Bouwer (1970)
n=22
• c = 44/231 ≈ 0.190
• ≥ 1 graph
n=23
• c = 46/253 ≈ 0.182




• c = 48/276 ≈ 0.174
• ≥ 1 graph
• See also: McKay and
Royle (1990)
Table 8: k = 4-regular graphs on n vertices with minimal diameter d = 3
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k=5 Graph Further information
n=16
Clebsch graph
• c = 40/120 ≈ 0.333
• ≥ 3 graphs
• See also: Cameron (2004)
n=17
• c = 43/136 ≈ 0.316




• c = 45/153 ≈ 0.294
• ≥ 1 graph
• See also: McKay and
Praeger (1994)
n=19
• c = 48/171 ≈ 0.281




• c = 50/190 ≈ 0.263
• ≥ 1 graph
• See also: McKay and
Praeger (1994)
Table 9a: k = 5-(quasi-)regular graphs on n vertices with minimal diameter d = 2
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• c = 53/210 ≈ 0.252
• ≥ 1 graphs
n=22
• c = 55/231 ≈ 0.238
• ≥ 1 graph
• Source: Pratt (2020)
n=23
• c = 59/253 ≈ 0.233
• 5-quasi-regular graph plus
an extra edge (three ver-
tices have degree 6)
• it remains open whether
there exists a 5-quasi-
regular graph on 23 ver-




• c = 60/276 ≈ 0.217
• ≥ 1 graph
• Sources: Bermond et al.
(1982), Hoang Nguyen and
Miller (2008)
Table 9b: k = 5-(quasi-)regular graphs on n vertices with minimal diameter d = 2
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Appendix B (online)
k = 3, d = 2
Figure 6: n = 5, k = 3, d = 2 unique graph
See also Table 2 of the paper.
‘Graph6’ format:  D}k
1 2 3 4 5
1 • • • •
2 ◦ • •
3 ◦ ◦ •
4 ◦ ◦ •
5 ◦ ◦ ◦










         
REFERENCES 40
Figure 7: n = 6, k = 3, d = 2 example: 3-prism graph (C3 ×K2)
See also Table 2 of the paper.
‘Graph6’ format:  E{Sw
1 2 3 4 5 6
1 • • •
2 ◦ • •
3 ◦ ◦ •
4 ◦ • •
5 ◦ ◦ •
6 ◦ ◦ ◦
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Figure 8: n = 7, k = 3, d = 2 example
See also Table 2 of the paper.
‘Graph6’ format:  FsdrO
1 2 3 4 5 6 7
1 • • • •
2 ◦ • •
3 ◦ • •
4 ◦ • •
5 ◦ ◦ ◦
6 ◦ ◦ •
7 ◦ ◦ ◦
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Figure 9: n = 8, k = 3, d = 2 example: Wagner graph
See also Table 2 of the paper.
‘Graph6’ format:  GhdHKc
1 2 3 4 5 6 7 8
1 • • •
2 ◦ • •
3 ◦ • •
4 ◦ • •
5 ◦ ◦ •
6 ◦ ◦ •
7 ◦ ◦ •
8 ◦ ◦ ◦
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Figure 10: n = 9, k = 3, d = 2 example
See also Table 2 of the paper.
‘Graph6’ format:  HsT@PWU
1 2 3 4 5 6 7 8 9
1 • • •
2 ◦ • •
3 ◦ • • •
4 ◦ ◦ •
5 ◦ • •
6 ◦ • •
7 ◦ ◦ •
8 ◦ ◦ ◦
9 ◦ ◦ ◦
Table 14: The bullets in the matrix shows the edges of the graph
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Figure 11: n = 10, k = 3, d = 2 unique graph: Petersen graph
See also Table 2 of the paper.
‘Graph6’ format:  IUYAHCPBG
1 2 3 4 5 6 7 8 9 10
1 • • •
2 • • •
3 ◦ • •
4 ◦ ◦ •
5 ◦ ◦ •
6 ◦ • •
7 ◦ ◦ •
8 ◦ ◦ •
9 ◦ ◦ •
10 ◦ ◦ ◦
Table 15: The bullets in the matrix shows the edges of the graph
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k = 4, d = 2
Figure 12: n = 11, k = 4, d = 2 example: 4-Andrásfai graph
See also Table 7 of Appendix A.
‘Graph6’ format:  JlSggUDOlA_
1 2 3 4 5 6 7 8 9 10 11
1 • • • •
2 ◦ • • •
3 ◦ • • •
4 ◦ ◦ • •
5 ◦ ◦ • •
6 ◦ ◦ • •
7 ◦ ◦ • •
8 ◦ ◦ • •
9 ◦ ◦ ◦ •
10 ◦ ◦ ◦ •
11 ◦ ◦ ◦ ◦
Table 16: The bullets in the matrix shows the edges of the graph
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Figure 13: n = 12, k = 4, d = 2 example: Chvátal graph
See also Table 7 of Appendix A.
‘Graph6’ format:  KG@LIchdMoV?
1 2 3 4 5 6 7 8 9 10 11 12
1 • • • •
2 • • • •
3 ◦ • • •
4 • • • •
5 • • • •
6 ◦ ◦ • •
7 ◦ ◦ ◦ •
8 ◦ ◦ ◦ •
9 ◦ ◦ ◦ •
10 ◦ ◦ ◦ ◦
11 ◦ ◦ ◦ ◦
12 ◦ ◦ ◦ ◦
Table 17: The bullets in the matrix shows the edges of the graph
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Figure 14: n = 13, k = 4, d = 2 example: 13-cyclotomic graph
See also Table 7 of Appendix A.
‘Graph6’ format:  LhEIHEPQHGaPaP
1 2 3 4 5 6 7 8 9 10 11 12 13
1 • • • •
2 ◦ • • •
3 ◦ • • •
4 ◦ • • •
5 ◦ • • •
6 ◦ ◦ • •
7 ◦ ◦ • •
8 ◦ ◦ • •
9 ◦ ◦ ◦ •
10 ◦ ◦ ◦ •
11 ◦ ◦ ◦ •
12 ◦ ◦ ◦ •
13 ◦ ◦ ◦ ◦
Table 18: The bullets in the matrix shows the edges of the graph
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Figure 15: n = 14, k = 4, d = 2 unique graph
See also Table 7 of Appendix A.
‘Graph6’ format:  Mo?CB`gXCw@wDgEc?
1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 • • • •
2 ◦ • • •
3 ◦ • • •
4 • • • •
5 • • • •
6 • • • •
7 ◦ • • •
8 ◦ ◦ ◦ •
9 ◦ ◦ ◦ •
10 ◦ ◦ ◦ •
11 ◦ ◦ ◦ ◦
12 ◦ ◦ ◦ ◦
13 ◦ ◦ ◦ ◦
14 ◦ ◦ ◦ ◦
Table 19: The bullets in the matrix shows the edges of the graph
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Figure 16: n = 15, k = 4, d = 2 unique graph: K3 ∗ C5
See also Table 7 of Appendix A.
‘Graph6’ format:  N?ACE`cL?wTGEgQcKP?
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 • • • •
2 • • • •
3 • • • •
4 • • • •
5 • • • •
6 ◦ • • •
7 ◦ • • •
8 ◦ ◦ ◦ •
9 ◦ ◦ ◦ •
10 ◦ ◦ ◦ •
11 ◦ ◦ ◦ •
12 ◦ ◦ ◦ ◦
13 ◦ ◦ ◦ ◦
14 ◦ ◦ ◦ ◦
15 ◦ ◦ ◦ ◦
Table 20: The bullets in the matrix shows the edges of the graph
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k = 5, d = 2
Figure 17: n = 16, k = 5, d = 2 example: Clebsch graph
See also Table 9a of Appendix A.
‘Graph6’ format:  OPtcIcSoGT@__XWAcJ_ci
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 • • • • •
2 • • • • •
3 ◦ • • • •
4 ◦ • • • •
5 ◦ ◦ ◦ • •
6 ◦ ◦ • • •
7 ◦ ◦ • • •
8 ◦ ◦ ◦ • •
9 ◦ ◦ • • •
10 ◦ ◦ ◦ • •
11 ◦ ◦ ◦ • •
12 ◦ ◦ • • •
13 ◦ ◦ ◦ ◦ •
14 ◦ ◦ ◦ ◦ •
15 ◦ ◦ ◦ ◦ ◦
16 ◦ ◦ ◦ ◦ ◦
Table 21: The bullets in the matrix shows the edges of the graph
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Figure 18: n = 17, k = 5, d = 2 example
See also Table 9a of Appendix A.
‘Graph6’ format:  PxCYHEBCIO_bGPagiAOQP`@K
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
1 • • • • •
2 ◦ • • • •
3 ◦ ◦ • • •
4 ◦ • • • •
5 ◦ • • • •
6 ◦ ◦ • • •
7 ◦ ◦ • • •
8 ◦ ◦ • • •
9 ◦ ◦ ◦ • •
10 ◦ ◦ • • •
11 ◦ ◦ ◦ • •
12 ◦ ◦ ◦ • •
13 ◦ ◦ ◦ • •
14 ◦ ◦ ◦ ◦ ◦
15 ◦ ◦ ◦ ◦ • •
16 ◦ ◦ ◦ ◦ •
17 ◦ ◦ ◦ ◦ ◦
Table 22: The bullets in the matrix shows the edges of the graph
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Figure 19: n = 18, k = 5, d = 2 example: (18,1)-noncayley transitive graph
See also Table 9a of Appendix A.
‘Graph6’ format:  Q{eAaSqIWI?o@D@IG?X?WCAkGDo
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 • • • • •
2 ◦ • • • •
3 ◦ ◦ • • •
4 ◦ • • • •
5 ◦ ◦ • • •
6 ◦ • • • •
7 ◦ ◦ • • •
8 ◦ ◦ ◦ • •
9 ◦ ◦ ◦ • •
10 ◦ ◦ ◦ ◦ •
11 ◦ ◦ • • •
12 ◦ ◦ • • •
13 ◦ ◦ ◦ • •
14 ◦ ◦ ◦ • •
15 ◦ ◦ ◦ • •
16 ◦ ◦ ◦ • •
17 ◦ ◦ ◦ ◦ ◦
18 ◦ ◦ ◦ ◦ ◦
Table 23: The bullets in the matrix shows the edges of the graph
















































         
REFERENCES 63
Figure 20: n = 19, k = 5, d = 2 example
See also Table 9a of Appendix A.
‘Graph6’ format:  RzAKQQPD@AbOI?O_?Z?IK@BO?rO@FO
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 • • • • •
2 ◦ • • • •
3 ◦ ◦ • • •
4 ◦ ◦ • • •
5 • • • • •
6 ◦ ◦ • • •
7 ◦ ◦ • • •
8 ◦ ◦ • • • •
9 ◦ ◦ ◦ • •
10 ◦ ◦ • • •
11 ◦ ◦ ◦ • •
12 ◦ ◦ ◦ • •
13 ◦ ◦ • • •
14 ◦ ◦ • • •
15 ◦ ◦ ◦ ◦ •
16 ◦ ◦ ◦ ◦ •
17 ◦ ◦ ◦ ◦ •
18 ◦ ◦ ◦ ◦ ◦
19 ◦ ◦ ◦ ◦ ◦
Table 24: The bullets in the matrix shows the edges of the graph
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Figure 21: n = 20, k = 5, d = 2 example: (20,8)-noncayley transitive graph
See also Table 9a of Appendix A.
‘Graph6’ format:  Ssa@Gt`PQcHOGCGC?cOHAC@cOD_OSgORO
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 • • • • •
2 ◦ • • • •
3 ◦ • • • •
4 ◦ • • • •
5 ◦ • • • •
6 ◦ • • • •
7 ◦ ◦ • • •
8 ◦ ◦ ◦ • •
9 ◦ ◦ ◦ • •
10 ◦ ◦ ◦ • •
11 ◦ ◦ ◦ • •
12 ◦ ◦ ◦ • •
13 ◦ ◦ • • •
14 ◦ ◦ • • •
15 ◦ ◦ ◦ • •
16 ◦ ◦ ◦ • •
17 ◦ ◦ ◦ ◦ •
18 ◦ ◦ ◦ ◦ •
19 ◦ ◦ ◦ ◦ ◦
20 ◦ ◦ ◦ ◦ ◦
Table 25: The bullets in the matrix shows the edges of the graph
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Figure 22: n = 21, k = 5, d = 2 example
See also Table 9b of Appendix A.
‘Graph6’ format:  TBYmc_GO@@_U@T_YOP@?GCGA?OY?AoGDSH?s
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 • • • • • •
2 • • • • •
3 • • • • •
4 ◦ ◦ • • •
5 ◦ ◦ • • •
6 ◦ ◦ ◦ • •
7 ◦ ◦ ◦ • •
8 ◦ ◦ • • •
9 ◦ • • • •
10 ◦ • • • •
11 ◦ ◦ ◦ • •
12 ◦ ◦ ◦ • •
13 ◦ ◦ ◦ ◦ •
14 ◦ ◦ ◦ ◦ •
15 ◦ ◦ ◦ • •
16 ◦ ◦ • • •
17 ◦ ◦ • • •
18 ◦ ◦ ◦ ◦ •
19 ◦ ◦ ◦ ◦ •
20 ◦ ◦ ◦ ◦ ◦
21 ◦ ◦ ◦ ◦ ◦
Table 26: The bullets in the matrix shows the edges of the graph
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Figure 23: n = 22, k = 5, d = 2 example
See also Table 9b of Appendix A.
‘Graph6’ format:  UdAGDCYSCCGSAA@@?D?K_W@_gX?Af@G@pH?_C?sG
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
1 • • • • •
2 ◦ • • • •
3 • • • • •
4 ◦ ◦ • • •
5 • • • • •
6 ◦ ◦ • • •
7 • • • • •
8 ◦ ◦ ◦ • •
9 ◦ ◦ ◦ • •
10 ◦ ◦ • • •
11 ◦ ◦ • • •
12 ◦ ◦ ◦ • •
13 ◦ ◦ • • •
14 ◦ ◦ • • •
15 ◦ ◦ • • •
16 ◦ ◦ ◦ • •
17 ◦ ◦ ◦ ◦ •
18 ◦ ◦ ◦ ◦ ◦
19 ◦ ◦ ◦ ◦ ◦
20 ◦ ◦ ◦ ◦ ◦
21 ◦ ◦ ◦ ◦ •
22 ◦ ◦ ◦ ◦ ◦
Table 27: The bullets in the matrix shows the edges of the graph
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Figure 24: n = 23, k = 5, d = 2 example
See also Table 9b of Appendix A.
‘Graph6’ format:  VBQm__GO@@_S@T_Y?P@?GCGA?OY?A_GDSH?saS?`?HS_
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
1 • • • • •
2 • • • • •
3 • • • • •
4 ◦ ◦ • • •
5 ◦ • • • •
6 ◦ ◦ ◦ • •
7 ◦ ◦ ◦ • •
8 ◦ • • • •
9 ◦ • • • •
10 ◦ • • • •
11 ◦ ◦ ◦ • •
12 ◦ ◦ • • •
13 ◦ ◦ ◦ ◦ •
14 ◦ ◦ ◦ ◦ •
15 ◦ ◦ • • •
16 ◦ ◦ • • •
17 ◦ ◦ • • •
18 ◦ ◦ ◦ ◦ •
19 ◦ ◦ ◦ • • •
20 ◦ ◦ ◦ ◦ ◦
21 ◦ ◦ ◦ ◦ ◦
22 ◦ ◦ ◦ ◦ ◦ •
23 ◦ ◦ ◦ ◦ ◦ ◦
Table 28: The bullets in the matrix shows the edges of the graph
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Figure 25: n = 24, k = 5, d = 2 example: K3 ∗X8
See also Table 9b of Appendix A.
‘Graph6’ format:  WlCIWC`AKA_dC@?OgAWG@GACAAK@?gOAT?C@COCG?_Hs_G@
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
1 • • • • •
2 ◦ • • • •
3 ◦ • • • •
4 ◦ ◦ • • •
5 ◦ • • • •
6 ◦ • • • •
7 ◦ ◦ ◦ • •
8 ◦ • • • •
9 ◦ ◦ • • •
10 ◦ ◦ • • •
11 ◦ ◦ ◦ • •
12 ◦ ◦ ◦ • •
13 ◦ ◦ • • •
14 ◦ ◦ • • •
15 ◦ ◦ ◦ ◦ •
16 ◦ ◦ • • •
17 ◦ ◦ ◦ • •
18 ◦ ◦ ◦ • •
19 ◦ ◦ ◦ ◦ •
20 ◦ ◦ ◦ ◦ •
21 ◦ ◦ ◦ • •
22 ◦ ◦ ◦ ◦ •
23 ◦ ◦ ◦ ◦ •
24 ◦ ◦ ◦ ◦ ◦
Table 29: The bullets in the matrix shows the edges of the graph
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k = 3, d = 3
Figure 26: n = 11, k = 3, d = 3 example
See also Table 6a of Appendix A.
‘Graph6’ format:  J{COXCPAIG_
1 2 3 4 5 6 7 8 9 10 11
1 • • •
2 ◦ • •
3 ◦ ◦ •
4 ◦ • • •
5 ◦ • •
6 ◦ • •
7 ◦ ◦ •
8 ◦ ◦ •
9 ◦ ◦ •
10 ◦ ◦ •
11 ◦ ◦ ◦
Table 30: The bullets in the matrix shows the edges of the graph
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Figure 27: n = 12, k = 3, d = 3 example: Tietze graph
See also Table 6a of Appendix A.
‘Graph6’ format:  KhDGHEH_?__R
1 2 3 4 5 6 7 8 9 10 11 12
1 • • •
2 ◦ • •
3 ◦ • •
4 ◦ • •
5 ◦ • •
6 ◦ ◦ •
7 ◦ • •
8 ◦ ◦ •
9 ◦ ◦ ◦
10 ◦ • •
11 ◦ ◦ •
12 ◦ ◦ ◦
Table 31: The bullets in the matrix shows the edges of the graph
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Figure 28: n = 13, k = 3, d = 3 example
See also Table 6a of Appendix A.
‘Graph6’ format:  LhcIGCP_GGc@_P
1 2 3 4 5 6 7 8 9 10 11 12 13
1 • • • •
2 ◦ • •
3 ◦ • •
4 ◦ • •
5 ◦ ◦ •
6 ◦ • •
7 ◦ ◦ •
8 ◦ • •
9 ◦ ◦ •
10 ◦ ◦ •
11 ◦ ◦ •
12 ◦ ◦ •
13 ◦ ◦ ◦
Table 32: The bullets in the matrix shows the edges of the graph
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Figure 29: n = 14, k = 3, d = 3 example: Heawood graph
See also Table 6a of Appendix A.
‘Graph6’ format:  MhEGHC@AI?_PC@_G_
1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 • • •
2 ◦ • •
3 ◦ • •
4 ◦ • •
5 ◦ • •
6 ◦ ◦ •
7 ◦ • •
8 ◦ ◦ •
9 ◦ • •
10 ◦ ◦ •
11 ◦ ◦ •
12 ◦ ◦ •
13 ◦ ◦ •
14 ◦ ◦ ◦
Table 33: The bullets in the matrix shows the edges of the graph
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Figure 30: n = 15, k = 3, d = 3 example
See also Table 6a of Appendix A.
‘Graph6’ format:  N{O___GA?G?k?i?d?J?
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 • • •
2 ◦ • •
3 ◦ ◦ •
4 ◦ • •
5 ◦ • •
6 ◦ • •
7 ◦ • •
8 ◦ • •
9 ◦ • •
10 ◦ • •
11 ◦ • •
12 ◦ ◦ ◦ •
13 ◦ ◦ ◦
14 ◦ ◦ ◦
15 ◦ ◦ ◦
Table 34: The bullets in the matrix shows the edges of the graph
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Figure 31: n = 16, k = 3, d = 3 example
See also Table 6b of Appendix A.
‘Graph6’ format:  O{O___GA?G?_?i?d?K_Ao
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 • • •
2 ◦ • •
3 ◦ ◦ •
4 ◦ • •
5 ◦ • •
6 ◦ • •
7 ◦ • •
8 ◦ • •
9 ◦ • •
10 ◦ • •
11 ◦ • •
12 ◦ • •
13 ◦ ◦ ◦
14 ◦ ◦ ◦
15 ◦ ◦ ◦
16 ◦ ◦ ◦
Table 35: The bullets in the matrix shows the edges of the graph
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Figure 32: n = 17, k = 3, d = 3 example
See also Table 6b of Appendix A.
‘Graph6’ format:  PhCGKCH?K?_PG@?Cg?GG@c?C
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
1 • • • •
2 ◦ • •
3 ◦ • •
4 ◦ • •
5 ◦ • •
6 ◦ • •
7 ◦ • •
8 ◦ ◦ •
9 ◦ ◦ •
10 ◦ • •
11 ◦ ◦ •
12 ◦ ◦ •
13 ◦ ◦ •
14 ◦ ◦ •
15 ◦ ◦ •
16 ◦ ◦ •
17 ◦ ◦ ◦
Table 36: The bullets in the matrix shows the edges of the graph
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Figure 33: n = 18, k = 3, d = 3 unique graph: (3,3)-graph on 18 vertices
See also Table 6b of Appendix A.
‘Graph6’ format:  QhCGKCH?G?_PG@?Cg?GG@C?E?GG
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 • • •
2 ◦ • •
3 ◦ • •
4 ◦ • •
5 ◦ • •
6 ◦ • •
7 ◦ • •
8 ◦ ◦ •
9 ◦ ◦ •
10 ◦ • •
11 ◦ • •
12 ◦ ◦ •
13 ◦ ◦ •
14 ◦ ◦ •
15 ◦ ◦ •
16 ◦ ◦ •
17 ◦ ◦ •
18 ◦ ◦ ◦
Table 37: The bullets in the matrix shows the edges of the graph
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Figure 34: n = 19, k = 3, d = 3 example
See also Table 6b of Appendix A.
‘Graph6’ format:  RhECQ?_@G?`@@?C?_G_AO?_S?_G?DG
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 • • •
2 ◦ • •
3 ◦ • •
4 ◦ • •
5 ◦ • •
6 ◦ • •
7 ◦ ◦ •
8 ◦ • •
9 ◦ • •
10 ◦ ◦ •
11 ◦ • •
12 ◦ ◦ •
13 ◦ • •
14 ◦ ◦ •
15 ◦ ◦ •
16 ◦ ◦ •
17 ◦ ◦ ◦ •
18 ◦ ◦ •
19 ◦ ◦ ◦
Table 38: The bullets in the matrix shows the edges of the graph
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Figure 35: n = 20, k = 3, d = 3 unique graph: (3,3)-graph on 20 vertices (C5 ∗ F4)
See also Table 6b of Appendix A.
‘Graph6’ format:  ShECQ?_@G?`@@?C?_G_AO?_??@W@?O?DC
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 • • •
2 ◦ • •
3 ◦ • •
4 ◦ • •
5 ◦ • •
6 ◦ • •
7 ◦ ◦ •
8 ◦ • •
9 ◦ • •
10 ◦ ◦ •
11 ◦ • •
12 ◦ ◦ •
13 ◦ • •
14 ◦ ◦ •
15 ◦ ◦ •
16 ◦ ◦ •
17 ◦ • •
18 ◦ ◦ ◦
19 ◦ ◦ •
20 ◦ ◦ ◦
Table 39: The bullets in the matrix shows the edges of the graph
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k = 4, d = 3
Figure 36: n = 21, k = 4, d = 3 example: Generalized hexagon (2,1) ((2,3,7)-Bouwer
graph)
See also Table 8 of Appendix A.
‘Graph6’ format:  TyCWPCB?@A_b_?@@_CW?_S?C?_w?_c?CCI?B
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 • • • •
2 ◦ • • •
3 ◦ ◦ • •
4 ◦ • • •
5 ◦ • • •
6 ◦ ◦ • •
7 ◦ • • •
8 ◦ ◦ • •
9 ◦ ◦ • •
10 • • • •
11 ◦ ◦ ◦ •
12 ◦ ◦ ◦ •
13 ◦ • • •
14 ◦ ◦ ◦ •
15 ◦ ◦ ◦ •
16 ◦ • • •
17 ◦ ◦ ◦ •
18 ◦ ◦ ◦ ◦
19 ◦ ◦ • •
20 ◦ ◦ ◦ •
21 ◦ ◦ ◦ ◦
Table 40: The bullets in the matrix shows the edges of the graph
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Figure 37: n = 22, k = 4, d = 3 example
See also Table 8 of Appendix A.
‘Graph6’ format:  U?ACA`cH?oPGE_QCCP?GO_OCOOG@CA?@C_CP?_P_
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
1 • • • •
2 • • • •
3 • • • •
4 • • • •
5 • • • •
6 ◦ • • •
7 ◦ • • •
8 ◦ ◦ • •
9 ◦ ◦ ◦ •
10 ◦ ◦ • •
11 ◦ ◦ • •
12 ◦ ◦ ◦ •
13 ◦ ◦ ◦ •
14 ◦ ◦ ◦ •
15 ◦ ◦ ◦ •
16 ◦ ◦ • •
17 ◦ ◦ ◦ •
18 ◦ ◦ ◦ •
19 ◦ ◦ • •
20 ◦ ◦ ◦ •
21 ◦ ◦ ◦ ◦
22 ◦ ◦ ◦ ◦
Table 41: The bullets in the matrix shows the edges of the graph
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Figure 38: n = 23, k = 4, d = 3 example
See also Table 8 of Appendix A.
‘Graph6’ format:  Vs`@GOPOGg@OGOO@CB?_CAC??@wH??E???GH?@Cg?EE?
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
1 • • • •
2 ◦ • • •
3 ◦ • • •
4 ◦ • • •
5 ◦ • • •
6 ◦ • • •
7 ◦ ◦ • •
8 ◦ • • •
9 ◦ ◦ • •
10 ◦ ◦ • •
11 ◦ ◦ • •
12 ◦ ◦ • •
13 ◦ ◦ • •
14 ◦ ◦ • •
15 ◦ ◦ ◦ •
16 ◦ ◦ • •
17 ◦ ◦ • •
18 ◦ ◦ ◦ ◦
19 ◦ ◦ • •
20 ◦ ◦ • •
21 ◦ ◦ ◦ •
22 ◦ ◦ ◦ ◦
23 ◦ ◦ ◦ ◦
Table 42: The bullets in the matrix shows the edges of the graph
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Figure 39: n = 24, k = 4, d = 3 example: (24,2)-Cayley graph
See also Table 8 of Appendix A.
‘Graph6’ format:  Ws`@GOPOGg@OGOO@C@?_CAC??@wH??E???GH?@Cg?EC?ACH
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
1 • • • •
2 ◦ • • •
3 ◦ • • •
4 ◦ • • •
5 ◦ • • •
6 ◦ • • •
7 ◦ ◦ • •
8 ◦ • • •
9 ◦ ◦ • •
10 ◦ ◦ • •
11 ◦ ◦ • •
12 ◦ ◦ • •
13 ◦ ◦ • •
14 ◦ ◦ • •
15 ◦ ◦ • •
16 ◦ ◦ • •
17 ◦ ◦ • •
18 ◦ ◦ ◦ ◦
19 ◦ ◦ • •
20 ◦ ◦ • •
21 ◦ ◦ ◦ •
22 ◦ ◦ ◦ ◦
23 ◦ ◦ ◦ •
24 ◦ ◦ ◦ ◦
Table 43: The bullets in the matrix shows the edges of the graph


























































































































































































(i) k-(quasi-)regular graphs with minimal diameter (ii) Random connected graphs
(iii) k-(quasi-)regular, not minimal diameter graphs (iv) Randomly generated minimal diameter graphs
(v) Modified star graphs with minimal diameter
Figure 40: The results of the simulation for (n = 11, k = 4, d = 2)
The following notations are used: M–mean, σ–standard deviation, deuc–Euclidean distance,
dmax–maximum absolute distance, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. See
Table 61 in Appendix D for numerical details.
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(i) k-(quasi-)regular graphs with minimal diameter (ii) Random connected graphs
(iii) k-(quasi-)regular, not minimal diameter graphs (v) Modified star graphs with minimal diameter
Figure 41: The results of the simulation for (n = 24, k = 5, d = 2)
The following notations are used: M–mean, σ–standard deviation, deuc–Euclidean distance,
dmax–maximum absolute distance, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of
perturbation. (iv)–randomly generated minimal diameter graphs–are not examined in this case,
as we could not find, in a reasonably long time, sufficiently many graphs that satisfy its
conditions. See Table 78 in Appendix D for numerical details.
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Appendix D (online)
Simulation results in Sub-section 4.3 are given in details. Tables of this appendix are
organised according to the following table:
k







11 Table 51 Table 61
12 Table 52 Table 62
13 Table 53 Table 63
14 Table 54 Table 64
15 Table 55 Table 65
16 Table 56 Table 70
17 Table 57 Table 71
18 Table 58 Table 72
19 Table 59 Table 73
20 Table 60 Table 74
21 Table 66 Table 75
22 Table 67 Table 76
23 Table 68 Table 77
24 Table 69 Table 78
Table 44: The map of tables in Appendix B (as before, lightgray denotes d = 2 and gray
denotes d = 3)
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(i) 0.0260 0.0254 0.0180 0.0178 0.0211 0.0208 0.0146 0.0143
(ii) 0.0271 0.0267 0.0207 0.0204 0.0239 0.0234 0.0189 0.0183


















(i) 0.0405 0.0391 0.0281 0.0277 0.0288 0.0283 0.0205 0.0201
(ii) 0.0422 0.0411 0.0323 0.0314 0.0330 0.0320 0.0262 0.0250


















(i) 0.0575 0.0555 0.0431 0.0409 0.0428 0.0417 0.0315 0.0300
(ii) 0.0614 0.0585 0.0470 0.0449 0.0497 0.0468 0.0390 0.0361
(v) 0.0583 0.0557 0.0456 0.0434 0.0490 0.0464 0.0396 0.0367
Table 45: The results of the simulation for (n = 5, k = 3, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iii) and (iv) are not
examined in this case, as there exists no such graph that satisfies the needed conditions for those.



















(i) 0.0361 0.0357 0.0246 0.0244 0.0267 0.0265 0.0184 0.0181
(ii) 0.0427 0.0423 0.0317 0.0313 0.0329 0.0323 0.0256 0.0249
(iv) 0.0404 0.0402 0.0298 0.0295 0.0325 0.0320 0.0251 0.0245


















(i) 0.0581 0.0572 0.0404 0.0398 0.0381 0.0381 0.0270 0.0267
(ii) 0.067 0.0658 0.0499 0.0487 0.0462 0.0447 0.0365 0.0347
(iv) 0.0648 0.0639 0.0475 0.0465 0.0449 0.0435 0.0350 0.0332


















(i) 0.0822 0.0792 0.0582 0.056 0.0548 0.0545 0.0397 0.0390
(ii) 0.0941 0.0909 0.0721 0.0691 0.0673 0.0634 0.0561 0.0519
(iv) 0.0938 0.0915 0.0706 0.0683 0.0652 0.0626 0.0524 0.0493
(v) 0.0974 0.0947 0.0750 0.0723 0.0632 0.0590 0.0522 0.0478
Table 46: The results of the simulation for (n = 6, k = 3, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, not minimal diameter graphs, (iii)–k-(quasi-)regular, not minimal diameter
graphs, (iv)–randomly generated minimal diameter graphs, (v)–modified star graph with
minimal diameter, M–mean, σ–standard deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the
level of perturbation. (iii) is not examined in this case, as there exists no such graph that
satisfies its needed conditions.



















(i) 0.0383 0.0378 0.0264 0.0261 0.0273 0.0270 0.0192 0.0190
(ii) 0.0442 0.0438 0.0321 0.0316 0.0335 0.0329 0.0260 0.0253
(iv) 0.0429 0.0425 0.0310 0.0307 0.0314 0.0309 0.0237 0.0231


















(i) 0.0580 0.0568 0.0404 0.0396 0.0365 0.0358 0.0267 0.0260
(ii) 0.0698 0.0691 0.0511 0.0503 0.0470 0.0459 0.0375 0.0360
(iv) 0.0649 0.0642 0.0473 0.0466 0.0402 0.0395 0.0318 0.0307


















(i) 0.0851 0.0821 0.0604 0.0582 0.0532 0.0526 0.0403 0.0394
(ii) 0.0995 0.0968 0.0742 0.0715 0.0646 0.0619 0.0523 0.0490
(iv) 0.0940 0.0915 0.0699 0.0677 0.0602 0.0575 0.0489 0.0456
(v) 0.1040 0.1010 0.0804 0.0771 0.0669 0.0622 0.0569 0.0517
Table 47: The results of the simulation for (n = 7, k = 3, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iii) is not examined
in this case, as there exists no such graph that satisfies its needed conditions.



















(i) 0.0415 0.0411 0.0282 0.0280 0.0290 0.0287 0.0203 0.0201
(ii) 0.0493 0.0490 0.0347 0.0344 0.0351 0.0347 0.0262 0.0257
(iii) 0.0438 0.0436 0.0290 0.0288 0.0314 0.0312 0.0211 0.0208
(iv) 0.0476 0.0473 0.0341 0.0337 0.0326 0.0322 0.0248 0.0242


















(i) 0.0639 0.0630 0.0442 0.0434 0.0378 0.0374 0.0281 0.0276
(ii) 0.0794 0.0783 0.0576 0.0565 0.0527 0.0512 0.0428 0.0412
(iii) 0.0689 0.0685 0.0461 0.0456 0.0424 0.0424 0.0299 0.0296
(iv) 0.0738 0.0730 0.0526 0.0518 0.0441 0.0431 0.0340 0.0328


















(i) 0.0956 0.0931 0.0681 0.0658 0.0567 0.0562 0.0440 0.0428
(ii) 0.1118 0.1090 0.0821 0.0794 0.0719 0.0684 0.0585 0.0547
(iii) 0.0989 0.0977 0.0682 0.0669 0.0612 0.0609 0.0452 0.0445
(iv) 0.1075 0.1049 0.0790 0.0761 0.0656 0.0624 0.0536 0.0500
(v) 0.1149 0.1120 0.0856 0.0824 0.0676 0.0638 0.0553 0.0512
Table 48: The results of the simulation for (n = 8, k = 3, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.



















(i) 0.0398 0.0395 0.0265 0.0263 0.0267 0.0265 0.0184 0.0183
(ii) 0.0481 0.0479 0.0338 0.0335 0.0357 0.0352 0.0273 0.0266
(iii) 0.0424 0.0421 0.0280 0.0278 0.0297 0.0295 0.0199 0.0197
(iv) 0.0475 0.0472 0.0333 0.0329 0.0322 0.0317 0.0241 0.0235


















(i) 0.0636 0.0628 0.0429 0.0421 0.0373 0.0369 0.0272 0.0266
(ii) 0.0743 0.0735 0.0524 0.0514 0.0462 0.0452 0.0367 0.0354
(iii) 0.0666 0.0660 0.0449 0.0443 0.0407 0.0405 0.0293 0.0290
(iv) 0.0741 0.0732 0.0522 0.0512 0.0441 0.0430 0.0342 0.0329


















(i) 0.0932 0.0910 0.0651 0.0632 0.0538 0.0530 0.0415 0.0402
(ii) 0.1096 0.1075 0.0794 0.0770 0.0686 0.0663 0.0559 0.0530
(iii) 0.0975 0.0965 0.0671 0.0660 0.0557 0.0553 0.0419 0.0409
(iv) 0.1082 0.1058 0.0784 0.0760 0.0625 0.0595 0.0510 0.0475
(v) 0.1125 0.1102 0.0822 0.0797 0.0646 0.0608 0.0521 0.0482
Table 49: The results of the simulation for (n = 9, k = 3, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.



















(i) 0.0425 0.0423 0.0278 0.0276 0.0283 0.0281 0.0192 0.0191
(ii) 0.0513 0.0510 0.0352 0.0349 0.0355 0.0350 0.0265 0.0259
(iii) 0.0443 0.0441 0.0285 0.0283 0.0307 0.0306 0.0205 0.0203
(iv) 0.0510 0.0508 0.0347 0.0344 0.0334 0.0330 0.0242 0.0237


















(i) 0.0667 0.0662 0.0442 0.0438 0.0375 0.0374 0.0272 0.0269
(ii) 0.0790 0.0782 0.0551 0.0541 0.0486 0.0475 0.0382 0.0370
(iii) 0.0707 0.0704 0.0471 0.0468 0.0407 0.0405 0.0292 0.0288
(iv) 0.0806 0.0798 0.0554 0.0544 0.0447 0.0435 0.0340 0.0328


















(i) 0.0976 0.0962 0.0674 0.0661 0.0536 0.0533 0.0410 0.0403
(ii) 0.1173 0.1146 0.0840 0.0816 0.0740 0.0711 0.0607 0.0578
(iii) 0.1016 0.1002 0.0697 0.0685 0.0589 0.0584 0.0445 0.0438
(iv) 0.1197 0.1171 0.0857 0.0829 0.0696 0.0649 0.0573 0.0525
(v) 0.1159 0.1137 0.0829 0.0803 0.0650 0.0615 0.0527 0.0488
Table 50: The results of the simulation for (n = 10, k = 3, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.
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(i) 0.0429 0.0427 0.0274 0.0273 0.0292 0.0290 0.0195 0.0193
(ii) 0.0518 0.0515 0.0350 0.0347 0.0388 0.0382 0.0294 0.0287
(iii) 0.0464 0.0462 0.0293 0.0291 0.0321 0.0320 0.0212 0.0210
(iv) 0.0483 0.0480 0.0320 0.0317 0.0335 0.0332 0.0243 0.0239


















(i) 0.0675 0.0671 0.0443 0.0438 0.0386 0.0384 0.0282 0.0278
(ii) 0.0773 0.0765 0.0534 0.0525 0.0479 0.0470 0.0380 0.0368
(iii) 0.0711 0.0707 0.0459 0.0454 0.0426 0.0423 0.0298 0.0293
(iv) 0.0752 0.0745 0.0510 0.0503 0.0445 0.0438 0.0345 0.0335


















(i) 0.0963 0.0951 0.0652 0.0641 0.0562 0.0552 0.0431 0.0418
(ii) 0.1135 0.1115 0.0809 0.0787 0.0695 0.0670 0.0580 0.0550
(iii) 0.1062 0.1053 0.0719 0.0711 0.0640 0.0632 0.0476 0.0468
(iv) 0.1078 0.1059 0.0760 0.0740 0.0640 0.0620 0.0514 0.0489
(v) 0.1150 0.1123 0.0821 0.0794 0.0681 0.0646 0.0558 0.0523
Table 51: The results of the simulation for (n = 11, k = 3, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.



















(i) 0.0452 0.0451 0.0286 0.0285 0.0306 0.0304 0.0205 0.0203
(ii) 0.0516 0.0513 0.0341 0.0338 0.0356 0.0352 0.0259 0.0254
(iii) 0.0465 0.0463 0.0288 0.0287 0.0317 0.0316 0.0205 0.0203
(iv) 0.0506 0.0503 0.0332 0.0329 0.0343 0.0339 0.0244 0.0240


















(i) 0.0683 0.0680 0.0441 0.0438 0.0386 0.0385 0.0276 0.0273
(ii) 0.0809 0.0801 0.0551 0.0543 0.0511 0.0502 0.0408 0.0398
(iii) 0.0730 0.0726 0.0470 0.0466 0.0429 0.0427 0.0301 0.0297
(iv) 0.0780 0.0772 0.0523 0.0514 0.0462 0.0452 0.0351 0.0340


















(i) 0.0993 0.0984 0.0664 0.0657 0.0543 0.0539 0.0403 0.0398
(ii) 0.1149 0.1127 0.0805 0.0784 0.0686 0.0664 0.0566 0.0544
(iii) 0.1059 0.1053 0.0704 0.0699 0.0586 0.0582 0.0433 0.0428
(iv) 0.1135 0.1114 0.0790 0.0770 0.0651 0.0630 0.0530 0.0506
(v) 0.1168 0.1141 0.0812 0.0785 0.0653 0.0618 0.0530 0.0494
Table 52: The results of the simulation for (n = 12, k = 3, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.



















(i) 0.0413 0.0412 0.0256 0.0255 0.0260 0.0258 0.0172 0.0170
(ii) 0.0494 0.0492 0.0318 0.0315 0.0330 0.0327 0.0238 0.0234
(iii) 0.0454 0.0453 0.0281 0.0280 0.0298 0.0296 0.0194 0.0193
(iv) 0.0475 0.0473 0.0304 0.0302 0.0316 0.0314 0.0221 0.0218


















(i) 0.0636 0.0631 0.0403 0.0398 0.0339 0.0335 0.0241 0.0236
(ii) 0.0772 0.0767 0.0510 0.0504 0.0453 0.0447 0.0347 0.0338
(iii) 0.0687 0.0684 0.0428 0.0426 0.0388 0.0386 0.0270 0.0267
(iv) 0.0730 0.0724 0.0479 0.0472 0.0400 0.0395 0.0300 0.0291


















(i) 0.0937 0.0930 0.0620 0.0612 0.0521 0.0515 0.0389 0.0380
(ii) 0.1115 0.1094 0.0782 0.0759 0.0707 0.0679 0.0593 0.0564
(iii) 0.0981 0.0972 0.0650 0.0643 0.0564 0.0558 0.0424 0.0416
(iv) 0.1081 0.1061 0.0749 0.0727 0.0646 0.0622 0.0527 0.0498
(v) 0.1108 0.1087 0.0752 0.0729 0.0646 0.0615 0.0508 0.0477
Table 53: The results of the simulation for (n = 13, k = 3, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.



















(i) 0.0415 0.0413 0.0252 0.0250 0.0269 0.0267 0.0175 0.0173
(ii) 0.0504 0.0501 0.0322 0.0319 0.0352 0.0348 0.0254 0.0250
(iii) 0.0443 0.0442 0.0269 0.0268 0.0303 0.0301 0.0195 0.0193
(iv) 0.0497 0.0495 0.0318 0.0315 0.0335 0.0331 0.0234 0.0230


















(i) 0.0659 0.0655 0.0416 0.0413 0.0349 0.0347 0.0249 0.0245
(ii) 0.0809 0.0802 0.0539 0.0532 0.0464 0.0457 0.0372 0.0364
(iii) 0.0716 0.0714 0.0451 0.0448 0.0390 0.0389 0.0274 0.0272
(iv) 0.0783 0.0776 0.0505 0.0498 0.0426 0.0419 0.0314 0.0306


















(i) 0.0979 0.0971 0.0641 0.0633 0.0514 0.0507 0.0389 0.0379
(ii) 0.1207 0.1193 0.0842 0.0827 0.0705 0.0688 0.0597 0.0576
(iii) 0.1027 0.1019 0.0677 0.0670 0.0561 0.0555 0.0425 0.0418
(iv) 0.1119 0.1100 0.0762 0.0744 0.0622 0.0600 0.0509 0.0487
(v) 0.1157 0.1137 0.0768 0.0745 0.0640 0.0607 0.0498 0.0468
Table 54: The results of the simulation for (n = 14, k = 3, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.



















(i) 0.0424 0.0423 0.0254 0.0252 0.0283 0.0281 0.0181 0.0179
(ii) 0.0494 0.0492 0.0315 0.0313 0.0337 0.0333 0.0239 0.0235
(iii) 0.0433 0.0432 0.0262 0.0261 0.0293 0.0291 0.0191 0.0189
(iv) 0.0470 0.0468 0.0296 0.0293 0.0311 0.0308 0.0214 0.0210


















(i) 0.0652 0.0649 0.0399 0.0395 0.0347 0.0345 0.0236 0.0232
(ii) 0.0777 0.0772 0.0513 0.0506 0.0448 0.0442 0.0356 0.0348
(iii) 0.0678 0.0675 0.0419 0.0416 0.0372 0.0371 0.0260 0.0258
(iv) 0.0752 0.0746 0.0480 0.0474 0.0408 0.0402 0.0297 0.0291


















(i) 0.0954 0.0947 0.0622 0.0615 0.0509 0.0505 0.0386 0.0378
(ii) 0.1158 0.1143 0.0801 0.0787 0.0681 0.0663 0.0569 0.0551
(iii) 0.0994 0.0988 0.0651 0.0645 0.0548 0.0543 0.0427 0.0420
(iv) 0.1081 0.1065 0.0730 0.0713 0.0609 0.0588 0.0492 0.0468
(v) 0.1105 0.1090 0.0728 0.0712 0.0589 0.0566 0.0459 0.0437
Table 55: The results of the simulation for (n = 15, k = 3, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.



















(i) 0.0435 0.0433 0.0257 0.0256 0.0279 0.0278 0.0177 0.0175
(ii) 0.0522 0.0520 0.0328 0.0326 0.0356 0.0353 0.0252 0.0249
(iii) 0.0451 0.0450 0.0268 0.0267 0.0300 0.0300 0.0192 0.0191
(iv) 0.0501 0.0499 0.0302 0.0300 0.0322 0.0319 0.0210 0.0207


















(i) 0.0647 0.0644 0.0391 0.0388 0.0343 0.0341 0.0233 0.0230
(ii) 0.0783 0.0777 0.0513 0.0506 0.0457 0.0451 0.0364 0.0357
(iii) 0.0677 0.0675 0.0413 0.0410 0.0367 0.0366 0.0253 0.0251
(iv) 0.0740 0.0735 0.0464 0.0458 0.0396 0.0390 0.0285 0.0277


















(i) 0.0944 0.0941 0.0603 0.0600 0.0520 0.0517 0.0381 0.0377
(ii) 0.1158 0.1143 0.0806 0.0791 0.0715 0.0699 0.0616 0.0598
(iii) 0.0996 0.0992 0.0637 0.0633 0.0572 0.0569 0.0426 0.0423
(iv) 0.1091 0.1076 0.0723 0.0706 0.0609 0.0592 0.0485 0.0465
(v) 0.1060 0.1045 0.0680 0.0664 0.0573 0.0547 0.0437 0.0411
Table 56: The results of the simulation for (n = 16, k = 3, d = 3), as plotted in Figure 5
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.



















(i) 0.0406 0.0405 0.0236 0.0235 0.0262 0.0261 0.0163 0.0162
(ii) 0.0475 0.0473 0.0293 0.0291 0.0319 0.0316 0.0221 0.0218
(iii) 0.0432 0.0431 0.0248 0.0247 0.0279 0.0278 0.0170 0.0169


















(i) 0.0647 0.0643 0.0388 0.0384 0.0338 0.0336 0.0232 0.0228
(ii) 0.0763 0.0757 0.0487 0.0480 0.0462 0.0455 0.0368 0.0361
(iii) 0.0685 0.0683 0.0413 0.0411 0.0370 0.0369 0.0251 0.0250


















(i) 0.0928 0.0923 0.0591 0.0587 0.0492 0.0488 0.0367 0.0361
(ii) 0.1128 0.1112 0.0767 0.0751 0.0657 0.0639 0.0556 0.0539
(iii) 0.0982 0.0976 0.0630 0.0626 0.0527 0.0523 0.0398 0.0394
(v) 0.1073 0.1058 0.0686 0.0669 0.0570 0.0546 0.0438 0.0416
Table 57: The results of the simulation for (n = 17, k = 3, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0413 0.0411 0.0239 0.0238 0.0262 0.0261 0.0163 0.0162
(ii) 0.0489 0.0487 0.0301 0.0299 0.0334 0.0332 0.0236 0.0234
(iii) 0.0425 0.0424 0.0248 0.0247 0.0274 0.0273 0.0172 0.0172


















(i) 0.0626 0.0624 0.0372 0.0370 0.0334 0.0332 0.0229 0.0227
(ii) 0.0760 0.0754 0.0482 0.0476 0.0446 0.0439 0.0349 0.0343
(iii) 0.0666 0.0665 0.0398 0.0397 0.0362 0.0361 0.0249 0.0248


















(i) 0.0951 0.0946 0.0604 0.0599 0.0495 0.0491 0.0381 0.0375
(ii) 0.1149 0.1134 0.0783 0.0770 0.0647 0.0630 0.0557 0.0538
(iii) 0.1002 0.0998 0.0637 0.0633 0.0529 0.0526 0.0402 0.0398
(v) 0.1078 0.1061 0.0672 0.0653 0.0547 0.0523 0.0413 0.0388
Table 58: The results of the simulation for (n = 18, k = 3, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0381 0.0380 0.0220 0.0219 0.0249 0.0248 0.0154 0.0153
(ii) 0.0460 0.0458 0.0282 0.0280 0.0320 0.0318 0.0223 0.0221
(iii) 0.0403 0.0402 0.0229 0.0229 0.0268 0.0268 0.0165 0.0164


















(i) 0.0621 0.0618 0.0369 0.0366 0.0323 0.0321 0.0223 0.0220
(ii) 0.0754 0.0748 0.0480 0.0475 0.0440 0.0435 0.0348 0.0342
(iii) 0.0653 0.0650 0.0388 0.0385 0.0349 0.0347 0.0243 0.0241


















(i) 0.0915 0.0907 0.0576 0.0571 0.0468 0.0462 0.0354 0.0347
(ii) 0.1120 0.1107 0.0746 0.0734 0.0618 0.0606 0.0515 0.0502
(iii) 0.0945 0.0941 0.0588 0.0582 0.0489 0.0483 0.0365 0.0357
(v) 0.1066 0.1052 0.0661 0.0647 0.0561 0.0538 0.0425 0.0407
Table 59: The results of the simulation for (n = 19, k = 3, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0401 0.0400 0.0226 0.0225 0.0254 0.0253 0.0154 0.0152
(ii) 0.0488 0.0486 0.0299 0.0297 0.0334 0.0332 0.0243 0.0240
(iii) 0.0423 0.0422 0.0239 0.0238 0.0274 0.0273 0.0167 0.0167


















(i) 0.0604 0.0602 0.0353 0.0351 0.0323 0.0321 0.0217 0.0214
(ii) 0.0742 0.0737 0.0463 0.0457 0.0437 0.0431 0.0337 0.0330
(iii) 0.0650 0.0648 0.0378 0.0377 0.0359 0.0358 0.0238 0.0237


















(i) 0.0921 0.0918 0.0572 0.0569 0.0469 0.0466 0.035 0.0345
(ii) 0.1150 0.1138 0.0774 0.0761 0.0668 0.0656 0.0562 0.0550
(iii) 0.0978 0.0975 0.0599 0.0598 0.0512 0.0510 0.0369 0.0366
(v) 0.1047 0.1030 0.0639 0.0622 0.0550 0.0526 0.0415 0.0396
Table 60: The results of the simulation for (n = 20, k = 3, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.
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(i) 0.0325 0.0321 0.0207 0.0204 0.0220 0.0216 0.0146 0.0143
(ii) 0.0370 0.0366 0.0248 0.0245 0.0255 0.0249 0.0185 0.0180
(iii) 0.0332 0.0329 0.0209 0.0207 0.0226 0.0223 0.0146 0.0143
(iv) 0.0360 0.0357 0.0239 0.0236 0.0242 0.0237 0.0173 0.0168


















(i) 0.0502 0.0488 0.0326 0.0314 0.0280 0.0270 0.0197 0.0188
(ii) 0.0592 0.0581 0.0407 0.0395 0.0362 0.0348 0.0283 0.0268
(iii) 0.0522 0.0513 0.0335 0.0327 0.0294 0.0290 0.0205 0.0199
(iv) 0.0573 0.0563 0.0388 0.0379 0.0325 0.0316 0.0246 0.0235


















(i) 0.0733 0.0698 0.0490 0.0464 0.0410 0.0390 0.0307 0.0290
(ii) 0.0880 0.0848 0.0623 0.0593 0.0544 0.0506 0.0451 0.0413
(iii) 0.0787 0.0762 0.0529 0.0509 0.0452 0.0436 0.0337 0.0319
(iv) 0.0822 0.0792 0.0574 0.0547 0.0478 0.0448 0.0375 0.0345
(v) 0.0906 0.0875 0.0645 0.0612 0.0536 0.0495 0.0441 0.0396
Table 61: The results of the simulation for (n = 11, k = 4, d = 2), as plotted in Figure 40
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.



















(i) 0.0324 0.0320 0.0205 0.0201 0.0214 0.0209 0.0142 0.0138
(ii) 0.0376 0.0372 0.0248 0.0245 0.0257 0.0252 0.0186 0.0182
(iii) 0.0338 0.0335 0.0209 0.0207 0.0227 0.0224 0.0147 0.0145


















(i) 0.0503 0.0493 0.0322 0.0314 0.0279 0.0273 0.0196 0.0191
(ii) 0.0576 0.0567 0.0385 0.0376 0.0349 0.0337 0.0269 0.0257
(iii) 0.0526 0.0519 0.0332 0.0327 0.0298 0.0294 0.0205 0.0200


















(i) 0.0761 0.0730 0.0505 0.0483 0.0412 0.0397 0.0307 0.0292
(ii) 0.0905 0.0872 0.0635 0.0604 0.0561 0.0526 0.0463 0.0424
(iii) 0.0777 0.0752 0.0513 0.0492 0.0442 0.0425 0.0327 0.0310
(v) 0.0930 0.0899 0.0653 0.0621 0.0530 0.0494 0.0424 0.0384
Table 62: The results of the simulation for (n = 12, k = 4, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0331 0.0327 0.0204 0.0201 0.0209 0.0205 0.0133 0.0130
(ii) 0.0386 0.0383 0.0252 0.0249 0.0260 0.0255 0.0188 0.0183
(iii) 0.0337 0.0334 0.0208 0.0206 0.0218 0.0215 0.0142 0.0139


















(i) 0.0512 0.0502 0.0322 0.0314 0.0279 0.0272 0.0194 0.0188
(ii) 0.0611 0.0601 0.0404 0.0395 0.0359 0.0348 0.0274 0.0262
(iii) 0.0532 0.0523 0.0333 0.0326 0.0299 0.0293 0.0207 0.0200


















(i) 0.0740 0.0714 0.0481 0.0461 0.0406 0.0391 0.0298 0.0282
(ii) 0.0871 0.0843 0.0604 0.0576 0.0537 0.0509 0.0438 0.0408
(iii) 0.0762 0.0742 0.0500 0.0482 0.0435 0.0421 0.0321 0.0306
(v) 0.0886 0.0860 0.0606 0.0580 0.0499 0.0466 0.0388 0.0353
Table 63: The results of the simulation for (n = 13, k = 4, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0313 0.0310 0.0189 0.0187 0.0207 0.0204 0.0133 0.0130
(ii) 0.0363 0.0360 0.0231 0.0228 0.0253 0.0249 0.0176 0.0172
(iii) 0.0321 0.0318 0.0193 0.0191 0.0219 0.0215 0.0137 0.0135


















(i) 0.0500 0.0491 0.0309 0.0302 0.0271 0.0266 0.0184 0.0180
(ii) 0.0598 0.0589 0.0395 0.0386 0.0352 0.0342 0.0270 0.0259
(iii) 0.0522 0.0515 0.0322 0.0315 0.0283 0.0279 0.0191 0.0186


















(i) 0.0721 0.0700 0.0461 0.0444 0.0378 0.0367 0.0270 0.0258
(ii) 0.0863 0.0836 0.0590 0.0565 0.0509 0.0485 0.0417 0.0391
(iii) 0.0773 0.0754 0.0501 0.0484 0.0424 0.0410 0.0316 0.0302
(v) 0.0909 0.0882 0.0625 0.0599 0.0505 0.0473 0.0412 0.0377
Table 64: The results of the simulation for (n = 14, k = 4, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0326 0.0323 0.0192 0.0190 0.0208 0.0206 0.0129 0.0127
(ii) 0.0389 0.0386 0.0247 0.0244 0.0267 0.0263 0.0192 0.0188
(iii) 0.0343 0.0340 0.0202 0.0201 0.0222 0.0220 0.0137 0.0135


















(i) 0.0519 0.0513 0.0318 0.0312 0.0269 0.0266 0.0187 0.0183
(ii) 0.0591 0.0582 0.0381 0.0372 0.0332 0.0323 0.02500 0.02400
(iii) 0.0542 0.0535 0.0331 0.0325 0.0291 0.0286 0.0202 0.0196


















(i) 0.0744 0.0725 0.0475 0.0459 0.0400 0.0388 0.0291 0.0278
(ii) 0.0876 0.0850 0.0592 0.0568 0.0512 0.0485 0.0412 0.0383
(iii) 0.0754 0.0739 0.0478 0.0464 0.0414 0.0405 0.0294 0.0284
(v) 0.0887 0.0862 0.0586 0.0560 0.0500 0.0464 0.0389 0.0350
Table 65: The results of the simulation for (n = 15, k = 4, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.
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(i) 0.0313 0.0318 0.0176 0.0170 0.0205 0.0204 0.0120 0.0117
(ii) 0.0359 0.0356 0.0212 0.0209 0.0236 0.0233 0.0161 0.0158
(iii) 0.0314 0.0311 0.0173 0.0171 0.0200 0.0198 0.0120 0.0118
(iv) 0.0343 0.0341 0.0199 0.0197 0.0221 0.0218 0.0142 0.0139


















(i) 0.0503 0.0501 0.0280 0.0276 0.0257 0.0255 0.0166 0.0162
(ii) 0.0571 0.0564 0.0357 0.0350 0.0328 0.0321 0.0256 0.0247
(iii) 0.0491 0.0487 0.0280 0.0277 0.0255 0.0253 0.0164 0.0162
(iv) 0.0546 0.054 0.0327 0.0321 0.0294 0.0288 0.0211 0.0204


















(i) 0.0716 0.0708 0.0439 0.0432 0.0381 0.0375 0.0267 0.0260
(ii) 0.0824 0.0805 0.0534 0.0517 0.0483 0.0464 0.0397 0.0378
(iii) 0.0721 0.0708 0.0435 0.0423 0.0387 0.0378 0.0277 0.0267
(iv) 0.0785 0.0766 0.0496 0.0478 0.0432 0.0415 0.0332 0.0314
(v) 0.0827 0.0809 0.0511 0.0492 0.0444 0.0421 0.0328 0.0305
Table 66: The results of the simulation for (n = 21, k = 4, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.



















(i) 0.0303 0.0301 0.0167 0.0165 0.0186 0.0184 0.0111 0.0109
(ii) 0.0354 0.0351 0.0204 0.0202 0.0223 0.0220 0.0143 0.0140
(iii) 0.0312 0.0310 0.0169 0.0168 0.0191 0.0190 0.0111 0.0109
(iv) 0.0343 0.0341 0.0195 0.0193 0.0214 0.0211 0.0137 0.0134


















(i) 0.0464 0.0459 0.0259 0.0256 0.0241 0.0238 0.0152 0.0149
(ii) 0.0559 0.0553 0.0341 0.0335 0.0314 0.0309 0.0231 0.0225
(iii) 0.0480 0.0476 0.0271 0.0268 0.0259 0.0255 0.0169 0.0165
(iv) 0.0535 0.0529 0.0314 0.0308 0.0293 0.0287 0.0202 0.0196


















(i) 0.0701 0.0687 0.0418 0.0406 0.0352 0.0343 0.0249 0.0237
(ii) 0.0820 0.0802 0.0523 0.0507 0.0452 0.0433 0.0364 0.0344
(iii) 0.0728 0.0715 0.0432 0.0421 0.0371 0.0361 0.0266 0.0255
(iv) 0.0800 0.0782 0.0504 0.0487 0.0430 0.0413 0.0337 0.0317
(v) 0.0829 0.0812 0.0502 0.0485 0.0437 0.0414 0.0321 0.0298
Table 67: The results of the simulation for (n = 22, k = 4, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation.



















(i) 0.0289 0.0287 0.0156 0.0155 0.0181 0.0179 0.0104 0.0103
(ii) 0.0346 0.0343 0.0204 0.0202 0.0230 0.0226 0.0157 0.0154
(iii) 0.0304 0.0303 0.0165 0.0164 0.0196 0.0194 0.0113 0.0111


















(i) 0.0441 0.0437 0.0244 0.0241 0.0227 0.0224 0.0145 0.0142
(ii) 0.0530 0.0524 0.0318 0.0313 0.0307 0.0301 0.0229 0.0222
(iii) 0.0462 0.0458 0.0256 0.0253 0.0251 0.0248 0.0160 0.0157


















(i) 0.0677 0.0665 0.0402 0.0394 0.0358 0.0350 0.0254 0.0246
(ii) 0.0797 0.0779 0.0508 0.0491 0.0449 0.0432 0.0362 0.0345
(iii) 0.0696 0.0683 0.0415 0.0405 0.0372 0.0363 0.0268 0.0259
(v) 0.0810 0.0794 0.0497 0.0480 0.0449 0.0427 0.0346 0.0323
Table 68: The results of the simulation for (n = 23, k = 4, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0286 0.0285 0.0152 0.0151 0.0179 0.0178 0.0102 0.0101
(ii) 0.0337 0.0334 0.0192 0.0190 0.0218 0.0215 0.0141 0.0138
(iii) 0.0301 0.0299 0.0161 0.0160 0.0192 0.0190 0.0111 0.0110


















(i) 0.0456 0.0452 0.0252 0.0249 0.0242 0.0240 0.0156 0.0152
(ii) 0.0539 0.0533 0.0319 0.0314 0.0300 0.0294 0.0221 0.0214
(iii) 0.0475 0.0471 0.0264 0.0260 0.0252 0.0249 0.0161 0.0158


















(i) 0.0676 0.0665 0.0396 0.0388 0.0344 0.0338 0.0242 0.0234
(ii) 0.0806 0.0788 0.0512 0.0495 0.0462 0.0444 0.0377 0.0358
(iii) 0.0692 0.0681 0.0409 0.0401 0.0359 0.0352 0.0258 0.0250
(v) 0.0807 0.0794 0.0489 0.0474 0.0425 0.0406 0.0318 0.0297
Table 69: The results of the simulation for (n = 24, k = 4, d = 3)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.
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(i) 0.0261 0.0257 0.0152 0.0149 0.0164 0.0160 0.0099 0.0096
(ii) 0.0300 0.0296 0.0186 0.0182 0.0198 0.0192 0.0135 0.0129
(iii) 0.0270 0.0267 0.0156 0.0154 0.0170 0.0167 0.0101 0.0099


















(i) 0.0410 0.0398 0.0246 0.0238 0.0219 0.0212 0.0147 0.0140
(ii) 0.0468 0.0458 0.0298 0.0288 0.0258 0.0249 0.0189 0.0179
(iii) 0.0423 0.0414 0.0252 0.0245 0.0228 0.0222 0.0150 0.0143


















(i) 0.0596 0.0568 0.0374 0.0354 0.0320 0.0302 0.0227 0.0212
(ii) 0.0689 0.0662 0.0454 0.0428 0.0390 0.0364 0.0303 0.0274
(iii) 0.0620 0.0600 0.0385 0.0368 0.0338 0.0324 0.0237 0.0223
(v) 0.0719 0.0692 0.0475 0.0447 0.0417 0.0383 0.0333 0.0297
Table 70: The results of the simulation for (n = 16, k = 5, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0259 0.0256 0.0149 0.0147 0.0165 0.0162 0.0097 0.0094
(ii) 0.0288 0.0285 0.0175 0.0172 0.0184 0.0180 0.0123 0.0118
(iii) 0.0265 0.0261 0.0152 0.0149 0.0170 0.0165 0.0102 0.0098


















(i) 0.0411 0.0404 0.0243 0.0238 0.0227 0.0222 0.0150 0.0146
(ii) 0.0456 0.0448 0.0286 0.0278 0.0258 0.0250 0.0188 0.0179
(iii) 0.0412 0.0405 0.0245 0.0240 0.0225 0.0221 0.0148 0.0144


















(i) 0.0609 0.0585 0.0370 0.0352 0.0327 0.0311 0.0238 0.0223
(ii) 0.0684 0.0657 0.0448 0.0423 0.0377 0.0352 0.0293 0.0266
(iii) 0.0611 0.0589 0.0373 0.0357 0.0332 0.0317 0.0230 0.0217
(v) 0.0711 0.0687 0.0467 0.0442 0.0391 0.0362 0.0309 0.0275
Table 71: The results of the simulation for (n = 17, k = 5, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0264 0.0261 0.0151 0.0149 0.0164 0.0161 0.0100 0.0098
(ii) 0.0290 0.0286 0.0176 0.0173 0.0187 0.0183 0.0128 0.0124
(iii) 0.0270 0.0267 0.0154 0.0152 0.0172 0.0169 0.0105 0.0102


















(i) 0.0419 0.0411 0.0243 0.0237 0.0217 0.0211 0.0142 0.0136
(ii) 0.0468 0.0459 0.0289 0.0280 0.0262 0.0253 0.0191 0.0181
(iii) 0.0424 0.0416 0.0245 0.0240 0.0227 0.0221 0.0147 0.0141


















(i) 0.0622 0.0602 0.0384 0.0367 0.0312 0.0298 0.0227 0.0212
(ii) 0.0691 0.0663 0.0442 0.0418 0.0370 0.0345 0.0286 0.0261
(iii) 0.0631 0.0608 0.0386 0.0367 0.0320 0.0303 0.0233 0.0214
(v) 0.0727 0.0700 0.0471 0.0445 0.0380 0.0350 0.0296 0.0265
Table 72: The results of the simulation for (n = 18, k = 5, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0254 0.0251 0.0141 0.0139 0.0160 0.0156 0.0093 0.0091
(ii) 0.0288 0.0284 0.0171 0.0168 0.0186 0.0182 0.0122 0.0119
(iii) 0.0259 0.0256 0.0144 0.0142 0.0165 0.0161 0.0095 0.0092


















(i) 0.0410 0.0402 0.0236 0.0230 0.0214 0.0209 0.0139 0.0134
(ii) 0.0460 0.0451 0.0277 0.0269 0.0251 0.0242 0.0185 0.0176
(iii) 0.0419 0.0412 0.0241 0.0236 0.0218 0.0213 0.0143 0.0138


















(i) 0.0581 0.0560 0.0353 0.0336 0.0315 0.0300 0.0222 0.0208
(ii) 0.0668 0.0641 0.0428 0.0404 0.0387 0.0361 0.0301 0.0274
(iii) 0.0596 0.0577 0.0366 0.0351 0.0329 0.0316 0.0237 0.0220
(v) 0.0690 0.0667 0.0438 0.0415 0.0387 0.0360 0.0295 0.0265
Table 73: The results of the simulation for (n = 19, k = 5, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0259 0.0256 0.0143 0.0140 0.0162 0.0159 0.0094 0.0092
(ii) 0.0295 0.0291 0.0173 0.0170 0.0194 0.0189 0.0128 0.0124
(iii) 0.0263 0.0260 0.0145 0.0143 0.0166 0.0162 0.0096 0.0094


















(i) 0.0391 0.0383 0.0221 0.0216 0.0206 0.0200 0.0131 0.0127
(ii) 0.0451 0.0444 0.0271 0.0264 0.0246 0.0239 0.0177 0.0169
(iii) 0.0415 0.0409 0.0233 0.0228 0.0221 0.0215 0.0141 0.0136


















(i) 0.0580 0.0558 0.0347 0.0330 0.0300 0.0285 0.0206 0.0193
(ii) 0.0683 0.0658 0.0440 0.0419 0.0394 0.0370 0.0319 0.0294
(iii) 0.0588 0.0570 0.0350 0.0335 0.0303 0.0291 0.0210 0.0198
(v) 0.0701 0.0677 0.0441 0.0417 0.0366 0.0341 0.0272 0.0245
Table 74: The results of the simulation for (n = 20, k = 5, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0263 0.0260 0.0143 0.0141 0.0160 0.0157 0.0090 0.0088
(ii) 0.0297 0.0293 0.0175 0.0172 0.0189 0.0184 0.0128 0.0124
(iii) 0.0263 0.0260 0.0143 0.0141 0.0161 0.0158 0.0093 0.0090


















(i) 0.0401 0.0393 0.0224 0.0218 0.0205 0.0199 0.0121 0.0123
(ii) 0.0454 0.0446 0.0269 0.0261 0.0240 0.0233 0.0168 0.0161
(iii) 0.0404 0.0397 0.0225 0.0220 0.0205 0.0200 0.0129 0.0125


















(i) 0.0590 0.0571 0.0347 0.0333 0.0297 0.0286 0.0201 0.0192
(ii) 0.0665 0.0640 0.0420 0.0398 0.0369 0.0347 0.0293 0.0270
(iii) 0.0589 0.0571 0.0349 0.0336 0.0302 0.0289 0.0208 0.0196
(v) 0.0694 0.0671 0.0432 0.0411 0.0366 0.0342 0.0272 0.0247
Table 75: The results of the simulation for (n = 21, k = 5, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0246 0.0243 0.0133 0.0131 0.0156 0.0153 0.0088 0.0086
(ii) 0.0280 0.0277 0.0161 0.0159 0.0186 0.0183 0.0119 0.0116
(iii) 0.0252 0.0249 0.0135 0.0133 0.0164 0.0160 0.0092 0.0090


















(i) 0.0385 0.0378 0.0210 0.0206 0.0199 0.0195 0.0121 0.0117
(ii) 0.0446 0.0439 0.0266 0.0260 0.0240 0.0233 0.0170 0.0163
(iii) 0.0393 0.0386 0.0219 0.0214 0.0206 0.0201 0.0131 0.0127


















(i) 0.0582 0.0561 0.0346 0.0331 0.0298 0.0285 0.0213 0.0200
(ii) 0.0660 0.0637 0.0408 0.0390 0.0364 0.0342 0.0282 0.0261
(iii) 0.0594 0.0576 0.0348 0.0334 0.0305 0.0292 0.0208 0.0198
(v) 0.0690 0.0671 0.0426 0.0407 0.0368 0.0348 0.0275 0.0254
Table 76: The results of the simulation for (n = 22, k = 5, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0239 0.0237 0.0127 0.0126 0.0149 0.0147 0.0083 0.0082
(ii) 0.0271 0.0269 0.0157 0.0154 0.0174 0.0171 0.0114 0.0111
(iii) 0.0247 0.0245 0.0132 0.0130 0.0156 0.0153 0.0088 0.0086


















(i) 0.0370 0.0363 0.0203 0.0199 0.0189 0.0184 0.0119 0.0115
(ii) 0.0427 0.0420 0.0250 0.0244 0.0232 0.0226 0.0162 0.0156
(iii) 0.0387 0.0380 0.0215 0.0210 0.0199 0.0194 0.0126 0.0123


















(i) 0.0556 0.0539 0.0321 0.0309 0.0283 0.0272 0.0192 0.0182
(ii) 0.0627 0.0602 0.0384 0.0364 0.0336 0.0314 0.0252 0.0231
(iii) 0.0565 0.0549 0.0327 0.0314 0.0301 0.0290 0.0207 0.0198
(v) 0.0667 0.0646 0.0409 0.0388 0.0358 0.0334 0.0271 0.0246
Table 77: The results of the simulation for (n = 23, k = 5, d = 2)
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.



















(i) 0.0239 0.0236 0.0128 0.0126 0.0152 0.0149 0.0086 0.0084
(ii) 0.0274 0.0271 0.0156 0.0154 0.0185 0.0181 0.0121 0.0118
(iii) 0.0248 0.0246 0.0131 0.0129 0.0159 0.0157 0.0088 0.0086


















(i) 0.0376 0.0369 0.0202 0.0198 0.0190 0.0185 0.0116 0.0112
(ii) 0.0432 0.0425 0.0252 0.0246 0.0231 0.0225 0.0160 0.0154
(iii) 0.0389 0.0384 0.0211 0.0207 0.0201 0.0196 0.0126 0.0123


















(i) 0.0562 0.0543 0.0324 0.0311 0.0295 0.0281 0.0203 0.0189
(ii) 0.0631 0.0611 0.0385 0.0369 0.0351 0.0333 0.0261 0.0243
(iii) 0.0574 0.0556 0.0333 0.0319 0.0305 0.0293 0.0211 0.0199
(v) 0.0666 0.0645 0.0405 0.0385 0.0361 0.0338 0.0265 0.0241
Table 78: The results of the simulation for (n = 24, k = 5, d = 2), as plotted in Figure 41
The following notations are used: (i)–k-(quasi-)regular graphs of minimal diameter, (ii)–random
connected graphs, (iii)–k-(quasi-)regular, not minimal diameter graphs, (iv)–randomly generated
minimal diameter graphs, (v)–modified star graph with minimal diameter, M–mean, σ–standard
deviation, ‘Weak’, ‘Modest’ and ‘Strong’ refer to the level of perturbation. (iv) is not examined
in this case, as we could not find enough graphs that satisfy its conditions in a reasonably long
time.
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