Bilayer transition metal dichalcogenides (TMDs) belong to a class of materials with two unique features, the coupled spin-valley-layer degrees of freedom and the crystal structure that is globally centrosymmetric but locally non-centrosymmetric. In this work, we will show that the combination of these two features can lead to a rich phase diagram for unconventional superconductivity, including intra-layer and inter-layer singlet pairings and inter-layer triplet pairings, in bilayer superconducting TMDs. In particular, we predict that the inhomogeneous Fulde-Ferrell-Larkin-Ovchinnikov state can exist in bilayer TMDs under an in-plane magnetic field. We also discuss the experimental relevance of our results and possible experimental signatures. 74.25.Dw Introduction.-Unconventional superconductivity [1][2] [3] , which is beyond the simple s-wave spin-singlet superconductivity in the Bardeen-Cooper-Schrieffer theory, can emerge in two dimensional (2D) systems, such as surfaces [4] [5] [6] or interfaces 7 , superconducting heterostructures 8 and 2D or quasi-2D superconducting materials [9] [10] [11] [12] [13] [14] . Recently, it was demonstrated that "Ising" superconductivity can exist in monolayer transition metal dichalcogenides (TMDs), such as MoS 2 11,13 and NbSe 2 12 , based on experimental observation that in-plane upper critical field H c2, is far beyond the paramagnetic limit. The space symmetry group of the monolayer TMD is the D 3h group without inversion symmetry. Thus, the monolayer superconducting TMDs belong to the so-called noncentrosymmetric superconductors (SCs) 3 , for which spin-up and spin-down Fermi surfaces are split by strong spin-orbit coupling (SOC), leading to a mixing of spin singlet and triplet pairings 15, 16 . The existence of triplet components can enhance H c2, in non-centrosymmetric SCs 17 . In monolayer TMDs, Ising SOC fixes spin axis along the out-of-plane direction and greatly reduces the Zeeman effect of in-plane magnetic fields, thus explaining the experimental observations of high H c2, . A high H c2, was also observed in bilayer TMDs (e.g. NbSe 2 ) 12 . The crystal structure of bilayer TMDs is described by the symmetry group D 3d with inversion symmetry and the corresponding Fermi surfaces are spin degenerate. This experimental result motivates us to study the difference between bilayer superconducting TMDs and conventional SCs.
Introduction.-Unconventional superconductivity [1] [2] [3] , which is beyond the simple s-wave spin-singlet superconductivity in the Bardeen-Cooper-Schrieffer theory, can emerge in two dimensional (2D) systems, such as surfaces [4] [5] [6] or interfaces 7 , superconducting heterostructures 8 and 2D or quasi-2D superconducting materials [9] [10] [11] [12] [13] [14] . Recently, it was demonstrated that "Ising" superconductivity can exist in monolayer transition metal dichalcogenides (TMDs), such as MoS 2 11,13 and NbSe 2 12 , based on experimental observation that in-plane upper critical field H c2, is far beyond the paramagnetic limit. The space symmetry group of the monolayer TMD is the D 3h group without inversion symmetry. Thus, the monolayer superconducting TMDs belong to the so-called noncentrosymmetric superconductors (SCs) 3 , for which spin-up and spin-down Fermi surfaces are split by strong spin-orbit coupling (SOC), leading to a mixing of spin singlet and triplet pairings 15, 16 . The existence of triplet components can enhance H c2, in non-centrosymmetric SCs 17 . In monolayer TMDs, Ising SOC fixes spin axis along the out-of-plane direction and greatly reduces the Zeeman effect of in-plane magnetic fields, thus explaining the experimental observations of high H c2, . A high H c2, was also observed in bilayer TMDs (e.g. NbSe 2 ) 12 . The crystal structure of bilayer TMDs is described by the symmetry group D 3d with inversion symmetry and the corresponding Fermi surfaces are spin degenerate. This experimental result motivates us to study the difference between bilayer superconducting TMDs and conventional SCs.
We first illustrate the difference from symmetry aspect. Although inversion symmetry exists in bilayer TMDs, the inversion center should be chosen at the center between two layers, labeled by "P" in Fig. 1a . As a result, bilayer TMDs belong to a class of materials which are globally centrosymmetric, but locally non-centrosymmetric (for each layer). The absence of local inversion symmetry can lead to the "hidden" spin polarization 18, 19 , the spin-layer locking 20, 21 and other exotic physical phenomena 22 . The superconductivity for these materials has been studied in the CeCoIn 5 /YbCoIn 5 hybrid system 10, 23 , SrPtAs [23] [24] [25] [26] and other bilayer Rashba systems 27 . Inhomogeneous Fulde-Ferrell-Larkin-Ovchinikov (FFLO) states were proposed in CeCoIn 5 thus it is equivalent to that of SrPtAs 25 , but different from CeCoIn 5 /YbCoIn 5 hybrid system with D 3d (C 3v ) symmetry. Due to the D 3h symmetry in each layer, Ising SOC is expected in bilayer TMDs and SrPtAs, while Rashba SOC occurs in CeCoIn 5 /YbCoIn 5 hybrid system.
In this work, we study possible superconducting pairings based on a prototype model of bilayer TMDs. The superconducting phase diagram as a function intra-layer (U 0 ) and interlayer (V 0 ) interactions is summarized in Fig. 1c , in which three different pairings, intra-layer A 1g pairing, intra-layer A 1u pairing and inter-layer E u pairing, can exist, depending on the strength and sign of U 0 and V 0 . We further study the stability of these superconducting pairings under external magnetic fields. In particular, we predict the FFLO state with a finite momentum pairing 28, 29 induced by the orbital effect of in-plane magnetic fields.
Phase diagram of bilayer TMDs -A prototype model for TMDs 15, 16, 30 was first derived for the conduction band of MoS 2 and can also be applied to other TMDs. This model is constructed on a triangle lattice of Mo atoms with 4d z 2 orbitals for each monolayer. The conduction band minima appear at two momenta ±K, and one can regard ±K as valley index and expand the tight-binding model around ±K for each layer, as described in Ref. 15, 16 . We extend this model to bilayer TMDs by including layer index. Let us label the annihilation fermion operator as c σ,η , where σ =↑, ↓ is for spin and η = ± is for two layers. On the basis of (c ↑,+ , c ↓,+ , c ↑,− , c ↓,− ), the effective Hamiltonian iŝ H 0 (p = ǫK + k) = ξ k + ǫβ so s z τ z + tτ x (1)
where s and τ are two sets of Pauli matrices for spin and layer degrees, ǫ = ± is for valley index and ξ k = 2 2m k 2 − µ with chemical potential µ. Here the β so term is the Ising SOC while the t term is the hybridization between two layers. The eigen-energy is given by ε s,λ = ξ k + λD 0 with D 0 = β 2 so + t 2 and s, λ = ±. s does not appear and thus the eigen-states with opposite s are degenerate, as shown in Fig. 1b . We next consider the symmetry classification of superconducting pairings, similar to that in Cu doped Bi 2 Se 3 SCs 31 since both materials belong to D 3d group. We only consider s-wave pairing, and thus the gap function∆ is independent of momentum and can be expanded in terms of s and τ (∆ = i,µ ∆ i,µ γ i,µ where γ i,µ is a 4 × 4 matrix composed of s and τ and i, µ are the indices labelling different representations). Due to anti-commutation relation between fermion operators, the gap function needs to be anti-symmetric, and thus only six matrices s y , s y τ x , s y τ z , τ y , s x τ y , s z τ y can couple to s-wave pairing. The classification of these representation matrices, as well as their explicit physical meanings, are listed in the Table I , from which ∆ A 1g ,1 and ∆ A 1u describe intra-layer singlet pairings, ∆ A 1g ,2 and ∆ A 2u give inter-layer singlet pairings while ∆ E u ,1 and ∆ E u ,2 are inter-layer triplet pairings. The pairing interaction can also be decomposed into different pairing channels as
(See appendix for details). group. Here c ση is electron operator with η = ± for layer index σ for spin. s and τ are Pauli matrices for spin and layer.
Representation Matrix form Explicit form
Possible superconducting pairings are studied based on the linearized gap equations 1-3 (See appendix). Around the valley K (or −K), the Fermi surfaces for two spin states in each layer are well separated by Ising SOC β so term. Therefore, we below assume the Fermi energy only crosses the lower energy band at each valley (Fig. 1b) , for simplicity. The pairings with different representations do not couple to each other and thus, we can compute the critical temperature T c in each representation, separately. The critical temperature normally takes the form kT c0,i = for the E u pairing, from which the corresponding critical temperature in each channel can be determined. The A 2u pairing does not exist because V A 2u ,e f f = 0. The phase diagram can be extracted by comparing different T c0,i (Fig. 1c) . The A 1g pairing is favored by strong attractive intra-layer interaction (U 0 > 0), while the E u pairing is favored by strong attractive inter-layer interaction (V 0 > 0). These two phases are separated by the critical
The A 1u pairing appears when the repulsive inter-layer interaction is stronger than the attractive intralayer interaction (−V 0 > U 0 > 0) because repulsive inter-layer interaction will favor opposite phases of pairing functions between two layers. The A 1u phase is separated from the A 1g phase by a critical line U 0 = −V 0 . When both U 0 and V 0 are repulsive interaction (U 0 , V 0 < 0), no superconductivity can exist. For the 2D E u pairing, ∆ E u ,1 and ∆ E u ,2 are degenerate. By taking into account the fourth order term in the Landau free energy (See Appendix), either nematic superconductivity (∆ E u ,1 , ∆ E u ,2 ) = ∆ E u (cos θ, sin θ) (θ is a constant) 32 or chiral superconductivity with (∆ E u ,1 , ∆ E u ,2 ) = ∆ E u (1, i) can be stabilized 33 . Magnetic field effect -Next we study the effect of magnetic fields on bilayer superconducting TMDs. Generally, magnetic fields have two effects, the Zeeman effect and the orbital effect. The Zeeman coupling is given bŷ
where B labels the magnetic field and the Bohr magneton is absorbed into g factor. The orbital effect is normally included by replacing the momentum k in ξ k with the canonical momentum π = k + e A with vector potential A (Peierls substitution). The orbital effect of in-plane magnetic fields is normally not important for a quasi-2D system. However, it is not the case in bilayer TMDs due to its unusual band structure. Let's choose A = (0, −B x z, 0) for the in-plane magnetic field B x , in which the origin z = 0 is located at the center between two layers. As a result, ξ k is changed to ξ π = 2 2m (k
2 )−µ after the substitution, where z 0 is the distance between two layers.
The Ginzburg-Landau free energy is constructed as
where L 4 describes the fourth order term. The superconductivity susceptibility χ
i j,µν can be expanded up to the second order of q and B (q i q j , B i B j and q i B j with i, j = x, y, z). The mag-netic field correction to T c0,i for different pairings can be extracted by minimizing the above free energy (See appendix).
Due to the orbital effect, the Hamiltonian (1) is changed tô
where v Q = eB x z 0 2m and the chemical potential µ in ξ k is redefined to include the B 2 x term. We first focus on the limit t → 0, in which the energy dispersion of the Hamiltonian (4) is shown in Fig. 2a . The energy bands on the top and bottom layers are shifted in the opposite directions in the momentum space by Q = eB x z 0 2 . This momentum shift cannot be "gauged away" and thus the intra-layer spin-singlet pairing must carry a non-zero total momentum. This immediately suggests the possibility of the FFLO state 28, 29, 34 for the intra-layer singlet A 1g and A 1u pairings. Since in-plane magnetic fields break the D 3d symmetry, the orbital effect can mix the singlet A 1g and A 1u pairings. In the limit t → 0 with T c0,A 1g = T c0,A 1u = T c0 , we derive the free energy for the coupled A 1g and A 1u pairings as
in which the detailed form of P and Q are defined in Appendix. The term Q =KB x q y with a constantK mixes A 1g and A 1u pairings. With a transformation
The corresponding critical temperature is determined by maximizing ln q) ) with respect to q and α. From the explicit form of P and Q, the maximum is achieved by q x = 0 and |q y | = q c = eB x z 0 = 2Q, thus realizing the FFLO state. The corresponding correction to T c vanishes (T c = T c0 ). As a comparison, the T c of zero momentum pairing decreases with magnetic fields as
x and the FFLO state is always favored in the limit t → 0 for in-plane magnetic fields.
The form of the stable pairing function depends on the sign of Q. Let's assume B x > 0 andK > 0 in Q =KB x q y . If q y = q c > 0, Q > 0 and thus ∆ + pairing is favored. If q y = −q c < 0, Q < 0 and ∆ − is favored. ∆ + (q c ) and ∆ − (−q c ) are degenerate for the second order term of free energy. The FFLO state in the real space is
The exact form of pairing function is determined by the fourth order term of ∆ + (q c ) and ∆ − (−q c ), which is phenomenologically given by
If
This state is known as LO phase 28, 35 or stripe phase 4, 6, 8, 36 or pair density wave 10, 37, 38 . If B a < 0, we have either ∆ + (q c ) = 0 or ∆ − (−q c ) = 0. In either case, the amplitude of ∆(r) is fixed while its phase oscillates, thus correponding to FF phase 29, 35 or helical phase 3, 36, [39] [40] [41] . In the limit t → 0, the coefficients are computed as B s = B a = 7N 0 ζ (3) 16(πkT c0 ) 2 > 0. Therefore, the stripe phase will be favored under an in-plane magnetic field near the critical temperature.
In the limit t → 0, ∆ + and ∆ − are just the singlet pairing on the top and bottom layers according to Table I , and the free energies for ∆ + and ∆ − become decoupled (see Eq. (6) for L 2 term and Eq. (96) of the appendix for L 4 term). Thus, the FFLO state in Eq. (7) can be viewed as two independent helical phases in two separate layers. No supercurrent or other observables can exist in helical phases 39, 40 for infinite large systems. To identify this phase, one needs to consider a Josephson junction structure between bilayer TMDs and conventional SCs (Fig. 1d) , similar to that discussed in Ref. 3, 40, 42 (See appendix for details). For a finite tunneling t, the interference between two layers leads to the gap oscillation of stripe phase in Eq. (7).
We notice that the FFLO phase has been proposed in noncentrosymmetric SCs under a magnetic field 6, 23 , and emphasize two essential differences between our case and noncentrosymmetric SCs. (1) In non-centrosymmetric SCs, the FFLO phase is induced by a linear gradient termK i j ∆ * B i q j ∆ (K i j is a parameter) that breaks inversion symmetry. In contrast, inversion symmetry is preserved in our system, and the linear gradient term (K i j ∆ * A 1g B i q j ∆ A 1u ) couples two pairings with opposite parities. (2) In non-centrosymmetric SCs, the FFLO phase results from the combination of Rashba SOC and Zeeman effect of magnetic fields. In our system, the FFLO phase is from the combination of Ising SOC and the orbital effect of magnetic fields. In particular, this phase can occur for any magnetic field strength in the weak interlayer coupling limit t → 0.
When t 0, the occurence of the FFLO phase will be shifted to a finite magnetic field. We numerically minimize free energy with respect to the momentum q and calculate the magnetic field correction to T c . In Fig. 2b , T c /T c0 is plotted as a function of magnetic field B x for three hybridization parameters t. The momenta for the corresponding stable states, labeled by q c , are shown in Fig. 2c . For a weak hybridization (t = 1meV ≪ β so = 40meV), FFLO phase appears at a small B x , and the corresponding q c approaches 2Q with increasing B x . There is only a weak correction to T c for the FFLO phase (black line in Fig. 2b ). When increasing hybridization (t = 5, 10meV), zero momentum pairing is favored for small B x and lead to a rapid decrease of T c with its correction given by
x (red and blue lines in Fig. 2b ). When B x becomes larger, a transition from zero momentum pairing to the FFLO state occurs. The decreasing in T c deviates from the B 2 x dependence and becomes weaker. Experimentally, one can control the hybridization between two layers by inserting an insulating layer in between, and the deviation of the T c correction from the B 2 x dependence implies the occurrence of FFLO states in this system. We further construct the phase diagram Besides the orbital effect, the correction of T c due to the Zeeman effect, which is the same for zero-momentum pairing and the FFLO phase, is given by ln x dependence for the A 1g and A 1u pairings in the limit t ≪ β so . The behavior of out-of-plane magnetic field (B z ) in bilayer TMDs is similar to that of conventional SCs (See Appendix).
Discussion and Conclusion -In realistic bilayer superconducting TMDs, the Fermi energy will cross both spin states in each layer. However, once the Ising SOC is larger than other energy scales (β so ≫ t, k f v Q , v f q), the Fermi surfaces for two spin states in one layer are well separated and the physics discussed here should be valid qualitatively. Based on the existing experiments, the A 1g pairing is mostly likely to exist at a zero magnetic field. In this case, we predict the occurence of the FFLO phase under an in-plane magnetic field. The onset magnetic field is determined by the ratio between inter-layer hybridization t and Ising SOC β so ( t β so ∼ 0.27 in NbSe 2 ) 12 . Our results suggest a weak correction to T c for both the orbital and Zeeman effects of in-plane magnetic fields, thus consistent with experimental observations of high in-plane critical fields in bilayer superconducting TMDs 12 . The central physics in this work originates from the unique crystal symmetry property, and similar physics can occur in SrPtAs 25 . Similar physics also occurring for exciton condensate in a bilayer system 43, 44 . Our work paves a new avenue to search for unconventional superconductivity in 2D centrosymmetric SCs.
Appendix A: Landau-Ginzburg free energy and linearized self-consistent gap equation
In this section, we review the formalism for Landau-Ginzburg free energy and linearized self-consistent gap equation 2,39? , which will be used in the main text. We may start from the interacting Hamiltonian
where the H 0 term is for single-particle Hamiltonian and the V term is for interaction. We may consider the path integral formalism of the BdG Hamiltonian in the imaginary time, given by
where the action is given by
In the path integral formula, c andc are the Grassmann field for the operatorsĉ andĉ † withc(β) = −c(0) and c(β) = c(0).
Let us assume the symmetry group for the single-particle Hamiltonian H 0 as G and we can decompose the interaction term into the representation matrices (denoted as γ iµ of the group G, where i labels the representation and µ labels the dimension of the representation i. Let's defineB
where the minus sign for V αβγδ (p, p ′ , q) keeps V i (q) > 0 for attractive interactions. The interaction term can be written as
iµ∆ iµ , we may apply Hubbard-Stratonovich transformation to the above action and obtain
where ∆ iµ is superconducting order parameter (gap function). This action only contain fermion bilinear terms and thus we can integrate out the electrons c andc. We write the resulting path integral as Z = D∆ * D∆exp −S e f f with the effective action
Here the Lagrangian is expand as a function of the order parameters ∆ and ∆ * with the form
where L 2 is for the second order term and L 4 is for the fourth order term. The second order term L 2 is given by
where superconductivity susceptibility χ (2) is given by
Here the single-particle Green function is defined as
for holes for our interacting Hamiltonian in the Matsubara frequency space. The fourth order term L 4 is given by
where
Here we have neglected the spatial dependence (no q dependence) in the fourth order superconductivity susceptibility χ (4) and only focus on the uniform case for this term.
The superconducting order parameter is determined by minimizing Ginzburg-Landau free energy, which can be determined by considering δL δ∆ * iµ = 0. Near the critical temperature, the order parameter can be regarded a perturbation and in this case, we only need to consider the second order term and obtain the linearized gap equation
for the pairing in the representation i. The linearized gap equation will be used to study the critical temperature of our system.
Appendix B: Green function and superconductivity susceptibility
To solve the linearized gap equation, it is essential to calculate Matsubara Green functions and superconductivity susceptibility. In this part, we consider the Hamiltonian of bilayer TMD (Eq. (1) in the main text) with Zeeman coupling, given by
− µ term describes kinetic energy, β so term describes Ising spin-orbit coupling (SOC), t term is for the hybridization between two layers and the last term is for Zeeman coupling with the magnetic field B. The eigen-energy of the above Hamiltonian is given by
. The corresponding Matsubara Green function for electrons can be written in a compact form as
The hole Green function is
Now we only focus on the uniform case (q = 0) and may substitute the form of electron and hole Green functions into superconductivity susceptibility to obtain
Since T r γ † iµ P e ǫ sλ γ jν P h ǫ s ′ λ ′ does not depend on iω n and k, we can fisrt integrate out iω n ,k
This integral can be further simplified. One can show that the singular behavior of the above expression comes from the term λ = −λ ′ when D 0 is large. Therefore, we consider the case with λ = −λ ′ = − (the case with λ = −λ ′ = + is similar). In this case, we define
and direct calculation shows that
where N 0 is density of states at the Fermi energy, γ = 1.57, ω D is Debye frequency, which is chosen to be 10meV in our calculation, and ψ is the di-gamma function. Therefore, we have χ 0,++ = χ 0,−− = N 0 ln 2γω D πkT = χ 0 and χ 0,+− = χ 0,−+ = χ 0 − δχ with
where C = −ψ
for λ = −λ ′ = −. To obtain the gap equation, we need further to decompose the pairing interaction into different representations. The pairing interaction is introduced asĤ V = 1 2
For simplicity, we assume the interaction is momentum independent (on-site interaction) and only consider the following non-zero V
and (2) inter-layer interaction
whereσ andη reverse the value of σ and η. Here we introduce additional minus sign before U 0 and V 0 so that the attractive interaction is defined for U 0 > 0 and V 0 > 0. Next we decompose the interaction into different channels with the form A 1g ,µν directly and only keep terms up to the second order in B. The superconductivity susceptibility is given by 
Let's first discuss the case without magnetic field B = 0 and in this case, the gap equations are
and 
. With the expression of χ 0 , we find the first eigen-solution corresponds to vanishing T c and the second eigen-solution gives rise to the critical temperature
8
The corresponding eigen-state of A 1g pairing satisfies
Therefore in case t ≪ D 0 , the ∆ A 1g ,1 part dominates. For a non-zero but weak B, we have δχ ≪ χ 0 and the critical temperature is close to T c0,A 1g . The correction to the critical temperature can be obtained by substituting (B20) into (B18) and is determined by
For an in-plane magnetic field (D 1 = tB ), we have
while for an out-of-plane magnetic field (D 1 = β so B z ), we have
Comparing the critical temperatures for in-plane magnetic fields and out-of-plane magnetic fields, we find that the paramagnetic effect for in-plane magnetic fields is much weaker than that for out-of-plane magnetic fields due to the factor t 2 β 2 so , which will lead to the high in-plane critical magnetic field and is consistent with the experimental observations in bilayer TMD materials.
(2) A 1u pairing (s y τ z ) The superconductivity susceptibility is given by
and the corresponding gap equation is
∆ A 1u . At zero magnetic field B = 0 and δχ = 0, we find
In a weak magnetic field and in the limit t ≪ β so ,
Thus, for out-of-plane magnetic fields,
and for in-plane magnetic fields,
We find a factor Since the E u pairing are two dimensional, we can write down a gap equation for each component. However, since they are related to each other by symmetry, we expect two components share the same T c . Therefore, we only consider τ y part here. The superconductivity susceptibility is
At zero magnetic field, we have
For a weak magnetic field and t ≪ β so , we have
For out-of-plane magnetic fields,
Therefore, we find Zeeman coupling will not reduce the T c for out-of-plane magnetic fields and the contribution of in-plane magnetic fields has a factor of 1 +
. This is because the E u pairing corresponds to the interlayer equal spin pairing.
Appendix C: Ginzburg-Landau free energy
In the above, we have presented our derivations and results of the linearized gap equation for bilayer TMD materials. In this section, we will construct the Ginzburg-Landau free energy for our system. In particular, this approach will allow us to study inhomogeneous superconductivity when we consider the orbital effect of magnetic fields.
The Ginzburg-Landau free energy is given by Eqs. (A9)-(A13), in which one needs to evaluate superconductivity susceptibility χ (2) and χ (4) . We have computed χ (2) for q = 0, which can be directly applied to Landau free energy, in the last section for the linearized gap equation. In this part, we need to further include the q dependence in order to discuss the gradient term in the Landau free energy.
With a finite q, the superconductivity susceptibility χ (2) is changed to
There is no momentum dependence in T r γ † iµ P e ǫ sλ γ jν P h ǫ s ′ λ ′ and thus, we only need to consider ξ k± q 2
. We may treat q as a small number and expand it as ξ k± q 2 = ξ k ± 2 v k · q up to the linear term in q. Since we have already discussed the Zeeman coupling, we will neglect this term in the discussion below for simplicity (F s = D 0 ). In this case, we define
which is independent of s and s
Furthermore, we only focus on λ = −λ ′ = − and in this case,
where v f is the Fermi velocity, e k is the unit vector of the momentum k and Ω k is the solid angle for the k integral. By expand the digamma function and perform the Ω k integral, we obtain
From the above equation, we can construct the second order term L 2 in the Landau free energy. We will next discuss the pairing in each representation, separately. The T in the above expression should be replaced by the T c0 for the corresponding pairing. For the fourth order term, we need to evaluate χ (4) , which is written as
We again only consider the most singular part of the momentum-frequency space integral, which is contributed from λ 1 = λ 3 = − and λ 2 = λ 4 = +. Therefore, we have
where ζ(x) is the zeta-function.
(1) A 1g pairing Direct calculation of superconductivity susceptibility almost recovers our previous results with the replacement of χ 0 by χ 0 (q). Therefore, we have χ
χ 0 (q). Therefore, the second order term of Landau free energy is written as
One can take the derivative of L 2,A 1g with respect to ∆ * A 1g ,i and recover the linearized gap equation. Since the ∆ A 1g ,1 pairing dominates when t ≪ β so , we may substitute ∆ A 1g ,2 with ∆ A 1g ,1 and obtain
when the temperature is close to T c0,A 1g . We further label
The fourth order term can also be computed directly with the electron and hole Green functions, and we obtain
8(πkT ) 2 . Since we only concerns the temperature close to the critical temperature, T in K and B can be replaced by T c0,A 1g . Eqs. (C8) and (C9) together form the Landau free energy for the A 1g pairing.
For the out-of-plane magnetic field, the orbital effect can be taken into account by replacing −i∇ → −i∇ + 2e A, where A is the gauge potential. The orbital effect of in-plane magnetic fields will be discussed in details later.
(2) A 1u pairing The second order term in the Landau free energy for the A 1u pairing is given by
The fourth order term is given by
The second order term and the fourth order term are given by
and
in the weak coupling limit. It is known that when B E u ,2 < 0, the nematic superconductivity with pairing function (∆ E u ,1 , ∆ E u ,2 ) = ∆ E u (cos θ, sin θ) will become stable. On the other hand, if B E u ,2 > 0, chiral superconductivity (∆ E u ,1 , ∆ E u ,2 ) = ∆ E u (1, i) will be realized.
Appendix D: The orbital effect of in-plane magnetic fields
In this part, we will discuss the orbital effect of in-plane magnetic fields, which turns out to be important for inducing inhomogeneous superconducting pairing. Normally, the orbital effect of in-plane magnetic fields is neglected in 2D systems because of quantum confinement along the out-of-plane direction. However, as we will show below, it will have an interesting consequence in 2D TMD materials due to the unique band structures.
Let us assume the magnetic field is along the x direction and the corresponding gauge potential is chosen as A = (0, −B x z, 0). The distance between two layers of TMD materials is taken as z 0 and the origin point is chosen at the center between two layers. Thus, in our Hamiltonian, we need to replace ξ k by ξ π = 
with v Q = eB x z 0 2m and the corresponding energy dispersion is given by
The energy dispersion is shown in Fig. 1d in the main text for the limit t = 0. The electron and hole Green functions are given by
where we have used ξ −k = ξ k and
Next we need to use the Green function and eigen-energy of the Hamiltonian to evaluate χ (2) (q). We treat both q and the magnetic field B x (the corresponding Q and v Q ) as perturbations and expand superconductivity susceptibility up to the second order in q and B x . In particular, in-plane magnetic fields break the D 3d symmetry, and thus can couple the pairings in different representations. Direct calculations show that the A 1g pairing is coupled to the A 1u pairing. Therefore, we first discuss the coupled A 1g − A 1u pairing and then consider E u pairing. A 1g − A 1u pairing Let us label the A 1g pairing ∆ A 1g ,1 and ∆ A 1g ,2 by ∆ 1 and ∆ 2 , and the A 1u pairing ∆ A 1u by ∆ 3 . The corresponding Landau free energy is given by
1.
2 . The superconductivity susceptibility in the above Landau free energy is given by
The critical temperature can be obtained by minimizing the above Landau free energy, but this is quite complicated. Therefore, we can consider the following simplifications. We consider the limit t ≪ β so , in which the ∆ 1 pairing will dominate over ∆ 2 for the A 1g pairing. Therefore, we can substitute ∆ 2 by
∆ 1 and obtain the Landau free energy
Here The corresponding linearized gap equation is given by
By solving this generalized eigen-equation, one can obtain two solutions for the critical temperature T c , which is a function of magnetic fields B x and momentum q. The true T c is obtained by maximizing the larger solution with respect to q. Fig. 2b and c in the main text. We find a transition between the conventional BCS state and the FFLO state. Furthermore, we can substitute the maximum T c and the corresponding eigen vector of (∆ 1 , ∆ 3 )
T back to the free energy (D14) and calculate the free energy and the gap function as a function of magnetic fields, as shown in Fig. 4 . One can see a rapid change of the slope of free energy at the transition point. At the same time, there is a jump in the gap function. These features indicate a first-order transition in the current case. This transition will be further discussed in details below.
The decoupling limit t → 0
In this section, we first consider a simple limit t → 0, in which we find D 0 = β so and T c0,A 1g = T c0,A 1u = 2γω D πk exp (−1/(2U 0 N 0 )) = T c0 and P = R. In this case, the Landau free energy takes a simple form
Since v Q ∝ B x , we find that ∆ 1 and ∆ 3 pairings are coupled to each other by a new term with the form ∆ * 1 B x q y ∆ 3 .We notice a similar term ∆ * B i q j ∆ (i, j are two indices for axis) describes the electro-magnetic effect in non-centrosymmetric superconductors. Since ∆ 1 and ∆ 3 have opposite parities under inversion, this term does not break inversion symmetry, in sharp contrast to the term ∆ * B i q j ∆ in non-centrosymmetric superconductors. According to the above Landau free energy, the critical temperature can be obtained by maximizing the following function
By substituting the form of P and Q, we can re-write the above equation as
It is easy to see that when we choose q x = 0 and |q y | =
, the right hand side of the above expression is maximized. The corresponding T c is given by
from which one can see there is no correction to T c . In contrast, for q = 0, we find
which is always smaller than the finite momentum pairing. Therefore, we conclude that under in-plane magnetic fields, the stable superconducting phase occurs for a non-zero q y , leading to the FFLO state. The stable q y is given by
. Thus, the wave length of the FFLO state is determined by the corresponding area for magnetic flux quantum.
We notice that q y = q c and q y = −q c are two degenerate states. To see this, we perform a transformation
(∆ 1 − ∆ 3 ) and the corresponding Landau free energy is transformed as
Physically, ∆ + describes the pairing in the top layer and ∆ − is for the pairing in the bottom layer. Thus, the diagonal form of the above Landau free energy just corresponds to the decoupling between two layers. Let's assume B x > 0 and if q y > 0, Q > 0 and thus ∆ + is favored. For q y < 0, Q < 0 and correspondingly, ∆ − is favored. Since ∆ + (q c ) and ∆ − (−q c ) pairings are degenerate, the full real space expression of the FFLO state is given by
In the above expression, the first term describes the helical phase in the top layer while the second term is for the helical phase in the bottom layer with opposite momentum. The relative magnitude of ∆ + (q c ) and ∆ − (−q c ) are determined by the fourth order term in Landau free enregy. The general form of the fourth order term is
If B a > 0, we need |∆ + | = |∆ − | to minimize the second term in the above expression. This corresponds to the stripe phase with its pairing amplitude oscillating in the real space. If B s < 0, we have either |∆ + | = 0 or |∆ − | = 0, which corresponds to the helical phase, in which only the phase oscillates while the amplitude persists. Microscopically, the fourth order term can be computed from (C6). More specifically, the fourth order terms for A 1g and A 1u pairings are given by
where the summation {q} is for q 1 , q 2 , q 3 , q 4 . For the study of the FFLO state, it turns out that one also needs to take into account the coupling between the A 1g and A 1u pairing for the fourth order term, which is given by
Collecting all the above terms, we find the fourth order term for the A 1g and A 1u pairings can be written as a compact form
In the limit t → 0, the fourth order term is reduced to the form
which is also decoupled between the top and bottom layers. In combining with the form of L 2 in Eq. (6) in the main text, we conclude that the Landau free energy is decoupled between the top and bottom layers for the limit t → 0. We consider the fourth order term for ∆ ± (±q c ), which takes the form 16(πkT c0 ) 2 . Since B a > 0, we conclude that stripe phase will be favored when the temperature is close to T c .
Phase transition between the BCS superconducting state and the FFLO state
The phase diagram of the gap function as a function of magnetic fields and temperature is shown in the main text. Here we will present more analytical results and show that the transition between the uniform A 1g pairing and the FFLO state is of the first order.
By solving the gap equation (D21), we can obtain the T c as a function of momentum q and magnetic field B x . Since the state with q x = 0 will always be favored, we focus on q y here. The critical temperature is an even function of q y and it can be expanded as T c (q y ) = T c0 +T c1 q 2 y +T c2 q 4 y up to the fourth order in q y , where T c2 < 0. The transition between uniform superconductivity and FFLO state occurs when T c1 changes from negative to positive. Since the transition is tuned by magnetic field B x , the parameter T c1 takes the form T c1 = S 1 (B x − B c0 ), where S 1 > 0 and B c0 labels the critical magnetic field. For a postive T c1 , the maximum T c is achieved when q y = ± x . We focus on the magnetic field around B c0 and thus expand T c0 as T c0 =T c0 − 2R 2 B c0 δB withT c0 = R 1 − R 2 B 2 c0 . Furthermore, the eigen-vector for the corresponding T c in Eq. (D21) is simplified as
around B c0 since the A 1g pairing will always dominate and the amplitude ∆ 0q is to be determined. With these simplifications, we are able to evaluate the free energy analytically. The second order term is derived as
The main difference between zero momentum and finite momentum pairings lies in the fourth order term. For zero momentum pairing (T c1 < 0), the fourth order term is given by
By minimizing L 2 + L 4 for q y = 0, we find the minimal free energy is given by as a function temperature T , which is assumed to be close to T c0 . On the other hand, for a non-zero q y , the fourth order term is much more complicated. The q 1 , q 2 , q 3 and q 4 in Eq. (D35) can take the following six cases: (1) q 1 = q 2 = q 3 = q 4 = q y ; (2) q 1 = q 2 = q 3 = q 4 = −q y ; (3) q 1 = q 2 = −q 3 = −q 4 = q y ; (4) q 1 = −q 2 = −q 3 = q 4 = q y ; (5) −q 1 = −q 2 = q 3 = q 4 = q y ; (6) −q 1 = q 2 = −q 3 = −q 4 = q y . Furthermore, we only focus on the stripe phase, which has been confirmed in numerical calculations. Thus, we take |∆ 0,−q | = |∆ 0q | and as a result, the full Landau free energy takes the form
the minimal of which gives the temperature dependence of the free energy 
Now let's fix the temperature T smaller than T c0 and study the phase transition by varying magnetic field B x . The transition happens at B c0 for the temperature at T c0 but will shift a bit away when the temperature T is lower than T c0 . To see that, we need to consider the limit of q y → 0. In this limit, T c (q y ) → T c0 and thus 
Thus, at B x = B c0 , the zero momentum pairing is more stable. The difference comes from the form of fourth order term when q y = 0 and q y 0. To determine the critical magnetic field at T , we may expand the free energy around B c0 . With B x = B c0 + δB, we find
