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Polyharmonic Almost Complex Structures
Weiyong He ∗ Ruiqi Jiang †
Abstract
In this paper we consider the existence and regularity of weakly polyharmonic almost
complex structures on a compact almost Hermitian manifold M2m. Such objects satisfy
the elliptic system weakly [J,∆mJ ] = 0. We prove a very general regularity theorem
for semilinear systems in critical dimensions (with critical growth nonlinearities). In
particular we prove that weakly biharmonic almost complex structures are smooth in
dimension four.
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1 Introduction
Let (M, g) be a compact Riemannian manifold of real dimension n, which admits a com-
patible almost complex structure. We denote by Jg the space of smooth almost complex
structures which are compatible with g, i.e., g(J ·, J ·) = g(·, ·) for all J ∈ Jg.
In recent years, the first author have studied the existence and regularity of harmonic
and biharmonic almost complex structures [5, 6]. In this paper, we consider the following
functional, for all m ∈ N+, J ∈ Jg,
Em(J) =
∫
M
∣∣∆m2 J∣∣2dV :=


∫
M
|∇∆k−1J |2 dV, m = 2k − 1,∫
M
|∆kJ |2 dV, m = 2k,
(1.1)
where ∇ and ∆ are Levi-Civita connection and Laplace-Beltrami operator on (M, g) respec-
tively, and dV denotes the volume element of (M, g). We call the critical points of functional
Em(J) m-harmonic almost complex structures. These objects are tensor-valued version of
polyharmonic maps which have attracted quite some attention in recent years. Let us recall
the definition of the Sobolev spaces of almost complex structures.
Definition 1.1. Suppose (Mn, g) be an almost Hermitian manifold with compatible almost
complex structures in Jg. We defineW k,p(Jg) to be the closed subspace of W k,p(T ∗M⊗TM)
consisting of those sections J ∈ W k,p(T ∗M ⊗ TM) (locally J is a section of T ∗M ⊗ TM
with W k,p coefficients), which satisfy the compatible condition almost everywhere,
J2 = −id, g(J ·, J ·) = g(·, ·). (1.2)
Now we state our main results.
• Theorem 3.1: Suppose (Mn, g) is a compact almost Hermitian manifold without
boundary. Then, there always exists an energy-minimizer of Em(J) in Wm,2(Jg).
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• Theorem 6.1: Suppose m ∈ {2, 3} and J ∈ Wm,2(Jg) is a weaklym-harmonic almost
complex structure on (Mn, g) of n = 2m. Then J is Ho¨lder-continuous.
• Theorem 7.1: Suppose n ≥ 2m (m ≥ 1) and J ∈ C0,α∩Wm,2 is a weaklym-harmonic
almost complex structure on (Mn, g). Then J is smooth.
For semilinear elliptic systems with critical growth nonlinearities, the most essential step
towards the smoothness is to prove the Ho¨lder continuity, such as the systems for har-
monic maps, biharmonic maps and polyharmonic maps, see for example [13, 8, 2, 14, 4] and
references therein. It is well-known that a semilinear elliptic system with critical growth
nonlinearities and at critical dimension might be singular [3, 7]. For weakly harmonic map,
it can be even singular everywhere [11] when the dimension is three and above. The smooth
regularity in general starts with Helein’s seminal result [8] for harmonic maps in dimension
two (the critical dimension for harmonic map) where the special (algebraic) structure of the
system plays a substantial role. New proofs and understanding of Helein’s seminal results
have been found [1, 12]. The methods can be generalized to fourth order elliptic system in
dimension four [2, 9]. General smooth regularity for biharmonic maps and polyharmonic
maps have been obtained by [14] and [4] respectively.
We shall briefly compare our results with the results in the theory of harmonic maps,
biharmonic maps and polyharmonic maps. Theorem 3.1 is a standard practice in calculus
of variations. The main point is that in our setting, the energy-minimizer is not trivial due
to its tensor-valued nature. As a comparison, such an energy-minimizer in the theory of
harmonic maps is trivial: constant map. This is the main motivation for the first author to
study the harmonic and biharmonic almost complex structures [5, 6], from the point of view
of geometric analysis. Our regularity results are motivated mainly by [2] and [4] respectively.
Theorem 7.1 concerns the higher regularity if Ho¨lder regularity is assumed and our method
is a modification of [4]. For the Ho¨lder regularity, the Coulomb gauge [14, 4] has played
an important role but it does not seem to have a counterpart in our setting. Our method
is motivated by the work in [2] and [4]. In [2], the authors explore a special divergence
structure of the biharmonic system into the spheres. In our setting, the restriction for an
almost complex structure is the equations J2 = −id and g(J ·, J ·) = g(·, ·), which share
some similarities to the restriction of maps into spheres |u|2 = 1. On the other hand, the
tensor-valued nature makes our arguments much more complicated (mainly due to the fact
that matrix multiplication is not commutative). Nevertheless we are able to show that the
elliptic system for polyharmonic almost complex structures has a desired special divergence
structure when m = 2 and m = 3. We certainly believe that this divergence structure should
hold for all weakly polyharmonic almost complex structures.
Given the special divergence structure of the system, our argument for Ho¨lder regularity
is quite different from the method used in [2], but more like a generalization of [4]. We use
extension of maps (almost complex structures) instead of solving boundary value problem.
Moreover, our methods are very general and work for all dimensions. Another difficulty is
that our background metric is not necessarily Euclidean, while most results in the setting
of polyharmonic maps (see [2, 14, 4] etc) only consider the background metric is Euclidean.
Even though the methods for semilinear system work similarly when the background metric
is not Euclidean, but the Euclidean assumption is a rather great simplification in presenta-
tion.
The paper is organized as follows. In Section 2, we collect some facts for Lorentz spaces
and Green’s functions that will be used later. In Section 3, we establish the existence of the
energy-minimizers of Em(J). In Section 4, we derive the Euler-Lagrange equation of Em(J)
and prove that the weak limit of a sequence of weakly m-harmonic almost complex struc-
tures in Wm,2 (with bounded Wm,2 norm) is still m-harmonic. In Section 5, we establish
decay estimates for a class of semilinear elliptic equations in critical dimension and gener-
alize the higher regularity result in [4] due to Gastel and Scheven. Section 6 and Section 7
are devoted to the study of Ho¨lder regularity and smoothness of weakly m-harmonic almost
complex structures respectively. The final section provides a detailed proof of the special
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nonlinear structures that m-harmonic almost complex structure equations admit.
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2 Preliminaries
In this section, we gather some facts that will be used later. First of all, let us denote by
G(x) = cm ln |x| the fundamental solution for ∆m on R2m, where cm is a suitable constant
only dependent of m. Then we have the following lemma that will play an important role
in Section 5.
Lemma 2.1. Suppose k ∈ [1, 2m] is a positive integer and p, q ∈ (1,∞) satisfy
1 +
1
p
=
k
2m
+
1
q
.
If f ∈ Lq(R2m), then we have∥∥∥∥
∫
R2m
∇kG(x − y)f(y)dy
∥∥∥∥
Lp(R2m)
≤ C‖f‖Lq(R2m) (2.1)
where C is a positive constant only dependent of m, k, q.
Proof. Since ∇2mG is a Caldero´n-Zygmund kernel, (2.1) holds for k = 2m and all p = q ∈
(1,∞).
For k = 1, · · · , 2m− 1, we have
∇kG ∈ L 2mk ,∞(R2m)
where L
2m
k
,∞(R2m) is a Lorentz space. By the convolution inequality for Lorentz spaces (cf.
[10] Theorem 2.6), we deduce that∥∥∥∥
∫
R2m
∇kG(x− y)f(y)dy
∥∥∥∥
Lp,p(R2m)
≤ C‖∇kG‖
L
2m
k
,∞(R2m)
‖f‖Lq,s(R2m)
where
1 +
1
p
=
k
2m
+
1
q
,
1
p
≤ 1
s
.
The fact that k ∈ [1, 2m − 1] implies 1
p
< 1
q
. Thus, we can choose s = q. Moreover, there
holds that Lp(R2m) = Lp,p(R2m) for all p ∈ (1,∞) (cf.[15] Lemma 1.8.10), which impiles
(2.1). The proof is complete.
For more details about Lorentz spaces, we refer the readers to [10, 15]. If the readers are
concerned only with the properties of Lorentz spaces, we have gathered some useful results
presented in [7].
Denote by B1 the unit ball of R
n. Then we have the following elliptic inequality for ∆m
on Rn.
Lemma 2.2. Suppose v(x) ∈Wm,2(B1)∩L∞ and f ∈ L∞(B1). If v(x) satisfies ∆mv(x) =
f(x) in distributional sense, we have
‖v(x)‖L∞(B 1
2
) ≤ C
(
‖v(x)‖L1(B1) + ‖f(x)‖L∞(B1)
)
, (2.2)
where C is a positive constant only dependent of n
Proof. It suffices to prove above inequality by the standard elliptic theory.
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3 The existence of energy-minimizer
In this section we will establish the existence of the energy-minimizers of the functionals
Em(J).
Theorem 3.1. Suppose (Mn, g) is a compact almost Hermitian manifold without boundary.
Then, there always exists an energy-minimizer of Em(J) in Wm,2(Jg).
Proof. The proof is standard in calculus of variations. For the convenience of the reader we
give the detailed procedure. Firstly, let us take a minimizing sequence Jk ∈Wm,2(Jg) such
that
inf
J∈Wm,2
Em(J) = lim
k→∞
Em(Jk).
Since (M, g) is a compact manifold without boundary, there exists a positive constant C
only dependent of M and m, such that
‖J‖2Wm,2 ≤ C
( ∑
|α|=m
‖∇αJ‖2L2 + ‖J‖2L∞
)
≤ C(Em(J) + 1), ∀J ∈ Wm,2(Jg)
where we used the Gagliardo–Nirenberg interpolation inequality, integration by parts and
the fact that ‖J‖L∞ ≤ C(n) <∞ (see Lemma 4.2). Then the sequence {Jk} is bounded in
Wm,2. Hence, there exists a subsequence, still denoted by Jk, and J0 ∈Wm,2, such that Jk
converges weakly to J0 in W
m,2(Jg) and
‖J0‖Wm,2 ≤ lim
k→∞
‖Jk‖Wm,2 .
On the other hand, by Kondrachov compactness, we know that Jk converges strongly to J0
in Wm−1,2. Thus J0 satisfies (1.2) almost everywhere which ensures J ∈ Jg and there holds
Em(J0) ≤ lim
k→∞
Em(Jk).
It follows that J0 is the energy-minimizer of the functional Em(J), i.e.,
Em(J0) = inf
J∈Wm,2
Em(J),
which is the desired conclusion.
4 The Euler-Lagrange equation of functional Em(J)
In this section, we will derive the Euler-Lagrange equation of Em(J) and give the definition
of weakly m-harmonic almost complex structure. Moreover, we show that the weak limit
of a sequence of Wm,2 m-harmonic almost complex structures with bounded Wm,2 norm is
still m-harmonic.
For the convenience of reader, we firstly recall some notations. Let us denote by T pq (M)
the set of all (p, q) tensor fields on (M, g), ∇ the Levi-Civita connection and ∆ the Laplace-
Beltrami operator. It is well known that there is a natural inner product on T pq (M), denoted
by 〈〉. In local coordinate {xi}ni=1, A ∈ T pq (M) can be expressed by
A = A
j1···jp
i1···iq
∂
∂xj1
⊗ · · · ⊗ ∂
∂xjp
⊗ dxi1 ⊗ · · · ⊗ dxiq .
and the inner product of A,B ∈ T pq (M) is
〈A,B〉 = Ak1···kpi1···iq B
l1···lp
j1···jq
gi1j1 · · · giqjqgk1l1 · · · gkplp ,
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where g = gijdx
i ⊗ dxj and (gij) is the inverse of (gij).
For any A ∈ T 11 (M), we denote the adjoint operator of A by A∗, which is defined by
g(X,A∗Y ) := g(AX, Y ), ∀X,Y ∈ X(M).
where X(M) is the set of all smooth vector fields on (M, g). Hence A∗ ∈ T 11 (M) and in local
coordinate {xi}ni=1, we have
(A∗)ji = A
l
kg
kjgli
where A = Aji∂xj ⊗ dxi.
We gather some useful facts to derive the Euler-Lagrange equation of Em(J).
Proposition 4.1. Suppose (M, g) is a compact Riemannian manifold without boundary.
Then we have
1. For all A,B ∈ T pq (M), there holds∫
M
〈∇A,∇B〉 = −
∫
M
〈A,∆B〉 .
2. For all A ∈ T 11 (M) and X ∈ X(M), there holds
(∇XA)∗ = ∇X(A∗).
3. For all A,B ∈ T 11 (M), there holds
〈A,B〉 = 〈A∗, B∗〉 .
4. For all A,B,C ∈ T 11 (M), there holds
〈A,BC〉 = 〈B∗A,C〉 = 〈AC∗, B〉 .
Proof. These are straightforward computations. The details are left to the reader.
Note that, for any A ∈ T 11 (M), A(p) for p ∈M is just a linear map on the tangent space
TpM . Hence, for A,B ∈ T 11 (M), AB is regarded as the composition of linear maps, i.e.,
AB ∈ T 11 (M). More precisely, in local coordinate {xi}ni=1, we have
(AB)ji = A
j
sB
s
i ,
where A = Ajs∂xj ⊗ dxs, B = Bsi ∂xs ⊗ dxi and AB = (AB)ji∂xj ⊗ dxi.
As an application of Proposition 4.1, we can obtain the L∞-norm of J in Jg.
Lemma 4.2. If J ∈ Jg, then ‖J‖L∞ =
√
n where n denotes the dimension of M .
Proof. By definition of Jg, for all J ∈ Jg, there holds
J2 = −id, g(JX, JY ) = g(X,Y ), ∀X,Y ∈ X(M).
Thus, for all X,Y ∈ X(M), we have
g(X, JY ) + g(X, J∗Y ) = g(X, JY ) + g(JX, Y )
= g(X, JY ) + g(J2X, JY )
= g(X, JY )− g(X, JY )
= 0,
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which implies
J + J∗ = 0.
Hence, the condition (1.2) is clearly equivalent to
J2 = −id, J + J∗ = 0. (4.1)
Then we apply (4.1) and Proposition 4.1 to obtain
〈J, J〉 = 〈−J∗, J〉 = −〈J∗id, J〉 = −〈id, (J∗)∗J〉 = −〈id, JJ〉 = 〈id, id〉 = n.
Hence, ‖J‖L∞ =
√
n.
Suppose the family {J(t)}t∈(−δ,δ) is an admissible variation of J in the space Jg, i.e.,
J(0) = J and J(t) ∈ Jg for all t ∈ (−δ, δ). If S = ddtJ(t)|t=0 exists, S is called an admissible
variational direction of J in Jg. Let us define SJ to be the collection of all admissible
variational directions of J in Jg.
Proposition 4.3. Suppose (M, g) is a compact almost Hermitian manifold without boundary
and Jg the space of all smooth almost complex structures on M which are compatible with
g. Then for any fix J ∈ Jg, we have
SJ = {S ∈ T 11 (M) : SJ + JS = 0, S + S∗ = 0}. (4.2)
Proof. It follows from (4.1) that
Jg = {J ∈ T 11 (M) : J2 = −id, J∗ + J = 0}. (4.3)
Suppose {J(t)}t∈(−δ,δ) is an admissible variation of J in the space Jg. Then for all
t ∈ (−δ, δ), there holds
J(t)2 = −id, J(t)∗ + J(t) = 0.
By direct computation, we have
SJ + JS = 0, S∗ + S = 0. (4.4)
where S = d
dt
J(t)|t=0. On the other hand, for any S ∈ T 11 (M) satisfies property (4.4), we
can choose
J(t) = J exp{tSJ}, ∀t ∈ (−δ, δ)
which is well-defined for δ > 0 small enough due to the continuousness of S, J on M and
the compactness of M . It is easy to check that J(t) ∈ Jg for all t ∈ (−δ, δ) and
d
dt
J(t)|t=0 = JSJ = S.
Hence, we have
SJ = {S ∈ T 11 (M) : SJ + JS = 0, S + S∗ = 0}. (4.5)
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For any J ∈ Jg, we define an operator ΦJ : T 11 (M)→ SJ by
ΦJ(T ) =
1
4
(
(T + JTJ)− (T + JTJ)∗
)
. (4.6)
It is a simple matter to check that ΦJ is a surjective linear map, i.e., ΦJ(T
1
1 (M)) = SJ .
Moreover, ΦJ |SJ = id.
We are now in a position to derive the Euler-Lagrange equation of functional Em(J).
Suppose J ∈ Jg is a critical point of Em(J). Then for any S ∈ SJ , we have
0 = δEm(J) = (−1)m2
∫
M
〈∆mJ, S〉 . (4.7)
Since
〈ΦJ(∆mJ), S〉 =1
4
〈
(∆mJ + J∆mJJ)− (∆mJ + J∆mJJ)∗, S〉
=
1
4
〈
∆mJ + J∆mJJ, S
〉− 1
4
〈
(∆mJ + J∆mJJ)∗, S
〉
=
1
4
〈
∆mJ + J∆mJJ, S
〉− 1
4
〈
∆mJ + J∆mJJ, S∗
〉
=
1
2
〈
∆mJ + J∆mJJ, S
〉
=
1
2
〈
∆mJ, S
〉
+
1
2
〈
J∆mJJ, S
〉
=
1
2
〈∆mJ, S〉+ 1
2
〈∆mJ, J∗SJ∗〉
= 〈∆mJ, S〉 ,
we deduce that, for all S ∈ SJ , there holds∫
M
〈ΦJ(∆mJ), S〉 = 0
which implies that
ΦJ(∆
mJ) = 0. (4.8)
The fact that (∆mJ + J∆mJJ)∗ = ∆mJ∗ + J∗∆mJ∗J∗ = −(∆mJ + J∆mJJ) yields an
equivalent form of (4.8), which reads
∆mJ + J∆mJJ = 0. (4.9)
For simplicity, we can rewrite (4.9) in a simple form
[∆mJ, J ] := ∆mJJ − J∆mJ = 0.
Theorem 4.4. The Euler-Lagrange equation of functional Em(J) is
[∆mJ, J ] = 0. (4.10)
An almost complex structure J ∈ Wm,2(Jg) is called a weakly m-harmonic almost com-
plex structure if it satisfies (4.10) in distributional sense. For the further study ofm-harmonic
almost complex structures, we will deduce two equivalent forms of (4.10) in distributional
sense, which are stated in Proposition 4.5 and 4.6.
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Proposition 4.5. A critical point of Em(J) on Wm,2(Jg) satisfies the following equation
in distributional sense,
∆mJ =
m−1∑
s=0
(−1)m+1+s∇s · gs (4.11)
where
gs =
∑
k1+k2+k3=2m−s
0≤k1,k2,k3≤m
C(k1, k2, k3)∇k1J∇k2J∇k3J, C(k1, k2, k3) ∈ Z. (4.12)
More precisely, for any T ∈ C∞0 (T 11 (M)) the space of all smooth (1,1) tensor fields on M
with compact support, there holds
1. when m = 2k, k ∈ N+,∫
M
〈
∆kJ,∆kT
〉
+
m−1∑
s=0
∫
M
〈gs,∇sT 〉 = 0 (4.13)
2. when m = 2k − 1, k ∈ N+,∫
M
〈∇∆k−1J,∇∆k−1T 〉+ m−1∑
s=0
∫
M
〈gs,∇sT 〉 = 0 (4.14)
For simplicity, we will give the exact meaning of ∇s in the proof.
Proof. In the sequel, we will focus on the case m = 2k for k ∈ N+. Because, one can take
the similar process to obtain the result for case m = 2k − 1, k ∈ N+.
Suppose J ∈ Jg is a critical point of Em(J). Then for any S ∈ SJ , we have
0 = 2
∫
M
〈
∆kJ,∆kS
〉
.
Since ΦJ(T ) ∈ SJ for any T ∈ C∞0 (T 11 (M)), we have
0 =
1
2
∫
M
〈
∆kJ , ∆k
(
(T + JTJ)− (T + JTJ)∗)〉
=
1
2
∫
M
〈
∆kJ,∆k
(
T + JTJ
)〉−〈∆kJ,∆k(T + JTJ)∗〉
=
1
2
∫
M
〈
∆kJ,∆k
(
T + JTJ
)〉−〈∆kJ∗,∆k(T + JTJ)〉
=
∫
M
〈
∆kJ,∆k
(
T + JTJ
)〉
(4.15)
=
∫
M
〈
∆kJ,∆kT
〉
+
〈
∆kJ, J∆kTJ
〉
+
〈
∆kJ,R1
〉
=
∫
M
〈
∆kJ,∆kT
〉
+
〈
J∗∆kJJ∗,∆kT
〉
+
〈
∆kJ,R1
〉
=
∫
M
〈
∆kJ,∆kT
〉
+
〈
J∆kJJ,∆kT
〉
+
〈
∆kJ,R1
〉
=
∫
M
〈
∆kJ,∆kT
〉− 〈(∆kJJ +R2)J,∆kT 〉+ 〈∆kJ,R1〉
=
∫
M
2
〈
∆kJ,∆kT
〉− 〈R2J,∆kT 〉+ 〈∆kJ,R1〉
=
∫
M
2
〈
∆kJ,∆kT
〉
+
〈∇(R2J),∇∆k−1T 〉+ 〈∆kJ,R1〉 (4.16)
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where
R1 = ∆
k(JTJ)− J∆kTJ,
and due to J2 = −id,
0 = ∆k(JJ) = ∆kJJ + J∆kJ +R2.
In order to describe the terms of R1 and R2, we will give their local expression by taking a
local orthonormal fields {ei}ni=1 on M . For simplicity, we use the notation ∇i := ∇ei and
make the convention that the same indices mean summation. Hence, ∆ = ∇2i = ∇i∇i. Let
us begin to compute the terms R1 and R2,
R1 =∆
k(JTJ)− J∆kTJ
=∇2i1 · · · ∇2ik(JTJ)− J∆kTJ
=
∑
α<,β<,γ<
k1+k2+k3=m
k2≤m−1
∇iα1 · · ·∇iαk1 J ∇iβ1 · · · ∇iβk2 T ∇iγ1 · · · ∇iγk3 J
and
R2 =∆
k(JJ)−∆kJJ − J∆kJ
=
∑
α<,β<,
k1+k2=m
1≤k1,k2≤m−1
∇iα1 · · ·∇iαk1 J ∇iβ1 · · · ∇iβk2 J
where the symbol α < means 1 ≤ α1 ≤ · · · ≤ αk1 ≤ k, so do β < and γ <. To simplify
notation, we define
∇k1 =
∑
α<
∇iα1 · · · ∇iαk1 .
Then we can rewrite R1 and R2 in the following simple form
R1 =
∑
k1+k2+k3=m
k2≤m−1
∇k1J ∇k2T ∇k3J
R2 =
∑
k1+k2=m
1≤k1,k2≤m−1
∇k1J ∇k2J.
Substituting above equalities into (4.16), we have
0 =
∫
M
2
〈
∆kJ,∆kT
〉
+
∫
M
∑
k1+k2=m
1≤k1,k2≤m−1
〈∇(∇k1J ∇k2JJ),∇∆k−1T 〉
+
∫
M
∑
k1+k2+k3=m
k2≤m−1
〈
∆kJ,∇k1J ∇k2T ∇k3J〉
=
∫
M
2
〈
∆kJ,∆kT
〉
+
∫
M
∑
k1+k2=m
1≤k1,k2≤m−1
〈∇(∇k1J ∇k2JJ),∇∆k−1T 〉
+
∫
M
∑
k1+k2+k3=m
k2≤m−1
〈∇k1J∆kJ ∇k3J,∇k2T 〉 ,
which implies (4.13).
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It follows from the argument in above proof that (4.11) is equivalent to (4.10) for J ∈
Wm,2(Jg) in distributional sense.
Proposition 4.6. A weakly m-harmonic almost complex structure J ∈ Wm,2(Jg) satisfies
the following, for all T ∈ C∞0 (T 11 (M)),
1. when m = 2k, k ∈ N+∫
M
〈
∆kJ, [J,∆kT ]
〉
+
∑
k1+k2=m
1≤k1,k2≤m−1
〈
∆kJ, [∇k1J,∇k2T ]〉 = 0, (4.17)
2. when m = 2k − 1, k ∈ N+∫
M
〈∇∆k−1J, [J,∇∆k−1T ]〉+ ∑
k1+k2=m
1≤k1,k2≤m−1
〈∇∆k−1J, [∇k1J,∇k2T ]〉 = 0. (4.18)
Moreover, the weak limit of a sequence of weakly m-harmonic almost complex structures in
Wm,2 (with bounded Wm,2 norm) is still m-harmonic.
Proof. Here we only prove the results in the case m = 2k, k ∈ N+. A similar argument can
yield the conclusion in the case m is odd.
For a weakly m-harmonic almost complex structure J ∈Wm,2(Jg), we can recall (4.15),
i.e., for all T ∈ C∞0 (T 11 (M)), there holds∫
M
〈
∆kJ,∆k
(
T + JTJ
)〉
= 0
By replacing T by JT , we deduce that, for all T ∈ C∞0 (T 11 (M)), there holds∫
M
〈
∆kJ,∆k
(
JT − TJ)〉 = ∫
M
〈
∆kJ,∆k[J, T ]
〉
= 0.
Since
∆k[J, T ] = [∆kJ, T ] + [J,∆kT ] +
∑
k1+k2=m
1≤k1,k2≤m−1
[∇k1J,∇k2T ],
and 〈
∆kJ, [∆kJ, T ]
〉
=
〈
∆kJ,∆kJ T
〉− 〈∆kJ, T ∆kJ〉
=
〈
(∆kJ)∗∆kJ, T
〉− 〈∆kJ (∆kJ)∗, T 〉
=
〈
∆kJ∗∆kJ, T
〉− 〈∆kJ ∆kJ∗, T 〉
=0,
(4.17) follows immediately. It is clear that (4.17) is equivalent to (4.10) for J ∈ Wm,2(Jg)
in distributional sense.
Now we will apply (4.17) to prove that the weak limit of a sequence of weaklym-harmonic
almost complex structures inWm,2 (with boundedWm,2 norm) is stillm-harmonic. Suppose
{Jl} is a sequence of weakly m-harmonic almost complex structures in Wm,2 such that
Jl ⇀ J0 in W
m,2 and sup
l
‖Jl‖Wm,2 <∞.
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By Rellich–Kondrachov theorem, we know that Jl converges to J0 in W
m−1,2. Hence J0 ∈
Wm,2(Jg). Since Jl ⇀ J0 in Wm,2, we have
lim
l→∞
∫
M
〈
∆kJl, [J0,∆
kT ]
〉
=
∫
M
〈
∆kJ0, [J0,∆
kT ]
〉
. (4.19)
Since Jl converges to J0 in W
m−1,2, supl ‖Jl‖Wm,2 <∞ and∣∣∣∣
∫
M
〈
∆kJl, [Jl − J0,∆kT ]
〉∣∣∣∣ ≤ ‖∆kJl‖L2‖Jl − J0‖L2‖∆kT ‖L∞,
we have
lim
l→∞
∫
M
〈
∆kJl, [Jl − J0,∆kT ]
〉
= 0. (4.20)
Combining (4.19) and (4.20), we deduce that
lim
l→∞
∫
M
〈
∆kJl, [Jl,∆
kT ]
〉
=
∫
M
〈
∆kJ0, [J0,∆
kT ]
〉
. (4.21)
Similarly we conclude that, for all k1 + k2 = m and 1 ≤ k1, k2 ≤ m− 1,
lim
l→∞
∫
M
〈
∆kJl, [∇k1Jl,∇k2T ]
〉
=
∫
M
〈
∆kJ0, [∇k1J0,∇k2T ]
〉
. (4.22)
Hence, J0 is also a weakly m-harmonic almost complex structure and the proof is complete.
5 The regularity of a class of semilinear elliptic equa-
tions
In this section, we will establish decay estimates for a class of semilinear elliptic equations
in critical dimension and generalize the regularity results in [4] due to Gastel and Scheven.
Suppose B1 is a unit ball in R
n centered at origin. Let us consider the following semilinear
elliptic equation for u : B1 ⊂ Rn → RK , K ∈ N+,
∆mu = Ψ(x,∇u, · · · ,∇2m−1u) (5.1)
where Ψ : Rn × RnK × · · · × Rn2m−1K → RK is smooth.
5.1 Decay estimates for W 2,2 biharmonic almost complex structure
on B1 ⊂ R4
In order to illustrate the main idea of our proof of decay estimates for a class of semilinear
elliptic equations in the next subsection, first we consider a special case: decay estimates for
biharmonic almost complex structure defined on the unit ball B1 in Euclidean space R
4. The
presentation is clearer and more streamlined for this case and the main ideas are essentially
the same. More precisely, let us consider the biharmonic almost complex structure equation
∆2J = J
(
∇∆J∇J +∇J∇∆J +∆J∆J +∆(∇J)2
)
(5.2)
where J : B1 ⊂ R4 →M4(R) (M4(R) the set of all 4× 4 real matrices) satisfies
J2 = −id, J + JT = 0 (5.3)
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where id denotes the identity matrix and JT denotes the transpose of J . Note that the
condition (5.3) is just (4.3) when (M, g) is the unit ball in Euclidean space. It follows from
Proposition 8.2 that for any given constant matrix λ0, biharmonic almost complex structure
J always satisfies
∆2J = Tλ0 (5.4)
where Tλ0 is a linear combination of the following terms
∇α
(
(J − λ0) ∗ ∇βJ ∗ ∇γJ
)
or λ0 ∗ ∇α
(
(J − λ0) ∗ ∇δJ
)
,
where α, β, γ, δ are multi-indices such that 1 ≤ |α| ≤ 3, 0 ≤ |β|, |γ|, |δ| ≤ 2, |α|+ |β|+ |γ| = 4
and |α|+ |δ| = 4. The notation A∗B means the composition of terms A and B, such as AB
and BA. Then we have the following decay estimate.
Lemma 5.1. Suppose J ∈ W 2,2(B1,M4(R)) is a weakly biharmonic almost complex struc-
ture on unit ball B1 ⊂ R4. Then, given any τ ∈ (0, 1), there exists ǫ0 > 0 and θ0 ∈ (0, 12 )
such that if
E(J, 1) :=
(∫
B1
|∇J |4
) 1
4
+
(∫
B1
|∇2J |2
) 1
2
≤ ǫ0, (5.5)
then we have
Dp0(J, θ0) ≤ θτ0Dp0(J, 1), (5.6)
where p0 =
8
3 and
Dp(J, r) :=
(
rp−4
∫
Br
|∇u|p
) 1
p
. (5.7)
Proof. Firstly, by a simple calculation, we obtain
|J |2 = 〈J, J〉 =
∑
k,l
(Jkl )
2 =
∑
k,l
(−Jkl J lk) = 4 (5.8)
where we used the condition (5.3) in the last two equalities. Hence, ‖J‖L∞ = 2 < ∞. For
simplicity, we always denote by C the positive constant independent of J .
Secondly, we need to extend J to J˜ ∈ W 2,2(R4,M4(R)) ∩ L∞ such that
J˜ |B1 = J, J˜ |R4\B2 = λ0
where λ0 =
1
|B1|
∫
B1
J , and
‖J˜‖L∞(R4) ≤C ‖J‖L∞(B1) (5.9)
‖∇J˜‖Lp0(R4) ≤C ‖∇J‖Lp0(B1) (5.10)
E(J˜ ,∞) ≤C E(J, 1), (5.11)
where p0 =
8
3 ∈ (1, 4). Now, let us show how to find such an extension J˜ . By applying the
standard extension theorem to J − λ0 in B1, we deduce that there exists a function J˜ − λ0
defined on R4 which has a compact support contained in B2 and satisfies
‖J˜ − λ0‖L∞(R4) ≤C‖J − λ0‖L∞(B1), (5.12)
‖J˜ − λ0‖W 1,p0(R4) ≤C‖J − λ0‖W 1,p0 (B1) (5.13)
‖J˜ − λ0‖W 2,2(R4) ≤C‖J − λ0‖W 2,2(B1). (5.14)
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Note that, since J˜ − λ0 has a compact support, (5.12) implies J˜ − λ0 ∈ Lq(R4) for all
q ∈ [1,∞]. Then (5.9) follows immediately from (5.12) and a simple application of Poinca´re
inequality to the right-hand side of (5.13) yields (5.10). Since J˜−λ0 has a compact support,
by Poinca´re inequality, Sobolev inequality and (5.14), we have
E(J˜ ,∞) =E(J˜ − λ0,∞)
≤C‖∇2J˜‖L2(R4) ≤ C‖J − λ0‖W 2,2(B1) ≤ C‖∇J‖W 1,2(B1) ≤ CE(J, 1)
which implies (5.11). Note that J˜ may not satisfy the condition (5.3) outside the unit ball
B1.
Thirdly, denote G(x) = c ln |x| to be the fundamental solution for ∆2 on R4, where c is
a constant. Then ∇4G is a Caldero´n-Zygmund kernel. Let us define
ω(x) =
∫
R4
G(x− y)T˜λ0(y)dy
=
∑
α,β,γ
ωα,β,γ :=
∫
R4
∇αG(x − y)
((
J˜(y)− λ0
) ∗ ∇β J˜(y) ∗ ∇γ J˜(y))dy
+
∑
α,δ
ωα,δ :=
∫
R4
∇αG(x− y)
(
λ0 ∗
(
J˜(y)− λ0
) ∗ ∇δJ˜(y))dy
where T˜λ0 is defined by replacing J by J˜ in Tλ0 (see (5.4)) , and α, β, γ, δ are multi-indices
such that 1 ≤ |α| ≤ 3, 0 ≤ |β|, |γ|, |δ| ≤ 2, |α| + |β| + |γ| = 4 and |α| + |δ| = 4. We claim
that for E(J, 1) ≤ 1, there holds
‖∇ω‖Lp0(B1) ≤ CE(J, 1)‖∇J‖Lp0(B1). (5.15)
We will prove above inequality term by term. Firstly, we estimate the terms ωα,β,γ . By
Lemma 2.1, we have
‖∇ωα,β,γ‖Lp0(R4) ≤C
∥∥∥∥|J˜ − λ0| |∇β J˜ | |∇γ J˜ |
∥∥∥∥
Lq0(R4)
≤C‖J˜ − λ0‖Lq1(R4)‖∇βJ˜‖
L
4
|β| (R4)
‖∇γ J˜‖
L
4
|γ| (R4)
≤C‖∇J˜‖Lp0(R4)E(J˜ ,∞)Nβ,γ
≤C‖∇J‖Lp0(B1)E(J, 1)Nβ,γ
where we let 4
s
:= ∞ for s = 0, Nβ,γ stands for the number of non-zero elements in {β, γ}
and q0, q1 ∈ (1,∞) satisfy
1
p0
+ 1 =
|α|+ 1
4
+
1
q0
1
q0
=
1
q1
+
|β|
4
+
|γ|
4
.
Since |α| + |β| + |γ| = 4 and 1 ≤ |α| ≤ 3, we know that 1 ≤ Nβ,γ ≤ 2 and above two
equations for q0 and q1 are solvable. Hence, if E(J, 1) ≤ 1, there holds
‖∇ωα,β,γ‖Lp0(B1) ≤ ‖∇ωα,β,γ‖Lp0(R4) ≤ C‖∇J‖Lp0(B1)E(J, 1). (5.16)
By a similar argument, we also have
‖∇ωα,δ‖Lp0(B1) ≤ ‖∇ωα,δ‖Lp0(R4) ≤ C‖∇J‖Lp0(B1)E(J, 1). (5.17)
Combining (5.16) and (5.17), we deduce (5.15).
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Finally, we turn to proving (5.6). Let v(x) := J(x) − ω(x), then we know v(x) is
biharmonic on unit ball B1, i.e., ∆
2v(x) = 0. Since ∇v is also biharmonic, it follows from
Lemma 2.2 (or see Lemma 6.2 in [4]) that there holds
‖∇v‖L∞(B 1
2
) ≤ C‖∇v‖L1(B1).
Hence, for any θ ∈ (0, 12 ) and E(u, 1) ≤ 1, there holds
Dp0(J, θ) =θ
1− 4
p0 ‖∇J‖Lp0(Bθ)
≤θ1− 4p0 (‖∇ω(x)‖Lp0(Bθ) + ‖∇v(x)‖Lp0(Bθ))
≤Cθ1− 4p0 (‖∇ω(x)‖Lp0(Bθ) + θ 4p0 ‖∇v(x)‖L∞(Bθ))
≤Cθ1− 4p0 (‖∇ω(x)‖Lp0(Bθ) + θ 4p0 ‖∇v(x)‖L∞(B 1
2
)
)
≤Cθ1− 4p0 (‖∇ω(x)‖Lp0(Bθ) + θ 4p0 ‖∇v(x)‖Lp0(B1))
≤Cθ1− 4p0 (‖∇ω(x)‖Lp0(Bθ) + θ 4p0 ‖∇ω(x)‖Lp0(B1) + θ 4p0 ‖∇J(x)‖Lp0(B1))
≤Cθ1− 4p0 (‖∇ω(x)‖Lp0(Bθ) + θ 4p0 ‖∇J(x)‖Lp0(B1))
≤C(θ1− 4p0 E(J, 1)‖∇J(x)‖Lp0(Bθ) + θ‖∇J(x)‖Lp0(B1))
≤C(θ1− 4p0 E(J, 1) + θ)Dp0(J, 1).
Thus, for any give τ ∈ (0, 1), by choosing θ = θ0 and ǫ0 sufficiently small, we obtain (5.6)
for E(J, 1) ≤ ǫ0. The proof is complete.
5.2 Decay estimates for a class of semilinear elliptic equations
It is easily seen that the property (5.4) which biharmonic almost complex structures satisfy
plays an important role in the proof of Lemma 5.1. Based on this observation, we can
generalize the result in Section 5.1 to a class of semilinear elliptic equations which admit
simliar structures. To be more precise, we give the following definition.
Definition 5.2. We say that the equation (5.1) admits a good divergence form if for any
fixed constant vector λ0 ∈ RK , Ψ can be decomposed into two parts, the highest order term
ΨH and the lower order term ΨL, i.e.,
Ψ = ΨH +ΨL. (5.18)
which satisfy the following properties:
1. ΨH is a linear combination of the following terms
∇α((u− λ0) ∗ hα,β), with |hα,β | ≤ C
s∏
i=1
∣∣∇βiu∣∣, (5.19)
where α, βi are multi-indices such that
|α|+
s∑
i=1
|βi| = 2m, (5.20)
|βi| ≤ m, i = 1, · · · , s, s ∈ N+, (5.21)
1 ≤
s∑
i=1
|βi| ≤ 2m− 1, (5.22)
and β = (β1, · · · , βs). The notation A ∗ B means the composition of terms A and B,
such as AB and BA.
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2. ΨL is a linear combination of the following three types of terms
∇α(aα,γ(x) ∗ ℓα,γ), with |ℓα,γ | ≤ C
s∏
i=1
∣∣∇γiu∣∣,
bt(x) ∗
(
u(x)− λ0
) ∗ ℓ0,t), with |ℓ0,t| ≤ C|u|t, t ∈ N,
c(x)
(5.23)
where γ = (γ1, · · · , γs), aα,γ(x), bt(x), c(x) ∈ C2m(B1,RK) and
|α|+
s∑
i=1
|γi| ≤ 2m− 1, (5.24)
|γi| ≤ m, i = 1, · · · , s, s ∈ N+, (5.25)
s∑
i=1
|γi| ≥ 1. (5.26)
Remark 5.3.
1. The condition (5.21) and (5.25) are natural for us to define the weak solution to (5.1)
for u ∈ Wm,2. Of courese, it will be more interesting for us to study the regularity
of Wm,2 weak solution to (5.1) under the condition n ≥ 2m. Otherwise, by Sobolev
embedding theorem, Wm,2 can be embedded into Cα for n < 2m.
2. We point out that the condition (5.22) plays an important role in proving the Ho¨lder
continuousness of u in critical dimension n = 2m under the structure (5.19) of Ψ.
Moreover, the conditions (5.20) and (5.22) implies that for the highest order term ΨH
there always holds
1 ≤ |α| ≤ 2m− 1.
However, |α| = 0 is valid for the lower order term ΨL.
3. We claim that the terms in the form
g(x) ∗ ∇α1u ∗ · · · ∗ ∇αtu, where g(x) ∈ C4m(B1,RK),
∑
i
|αi| ≤ 2m− 1
can always be rewritten as a linear combination of terms (5.23). The proof is quite
straightforward. For convenience, we give the detailed proof. Without loss of generality
we can assume |α1| ≥ |α2| ≥ · · · ≥ |αt|. If |α1| ≤ m, the conclusion holds. If |α1| > m,
then we set α1 = α + β with |β| = m and deduce that |α| < m and |αi| + |α| < m
(i = 2, · · · , t) due to the condition ∑i |αi| ≤ 2m− 1. It follows that
g(x) ∗ ∇α1u ∗ · · · ∗ ∇αtu
=∇α
(
g(x) ∗ ∇βu ∗ ∇α2u ∗ · · · ∗ ∇αtu
)
−∇αg(x) ∗ ∇βu ∗ ∇α2u ∗ · · · ∗ ∇αtu
−
t∑
i=2
g(x) ∗ ∇βu ∗ ∇α2u ∗ · · · ∗ ∇αi+αu ∗ · · · ∗ ∇αtu
which is the desired conclusion. Hence, the structure of the highest order term in Ψ
is in some rough sense key to deciding whether the semilinear equation (5.1) admits a
good divergence form.
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For any ball Br of radius r centered at origin in R
n, any p > 1, and ql ∈ (1,∞) given by
1
ql
= 12 − m−ln for l = 1, · · · ,m and n ≥ 2m, denote
E(u, r) =
m∑
l=1
(
rlql−n
∫
Br
|∇lu|ql) 1ql , (5.27)
and
Dp(u, r) =
(
rp−n
∫
Br
|∇u|p) 1p . (5.28)
Lemma 5.4. Suppose n = 2m and u ∈ Wm,2(B1,RK)∩L∞ satisfies (5.1) in distributional
sense. If (5.1) admits a good divergence form and ‖u‖L∞(B1) ≤ B < ∞, then, given any
τ ∈ (0, 1), there exists ǫ0 > 0 and θ0 ∈ (0, 12 ), which are only dependent of τ,B,m, such that
if
E(u, 1) ≤ ǫ0, (5.29)
then we have
Dp0(u, θ0) ≤ θτ0
(
Dp0(u, 1) + Λ), (5.30)
where p0 =
4m
3 ∈ (1, 2m) and
Λ :=
∑
α,γ
‖aα,γ(x)‖L∞(B1) +
∑
t
‖bt(x)‖L∞(B1) + ‖∇c(x)‖L∞(B1) (5.31)
where aα,γ(x), bt(x), c(x) are from (5.23) in lower order terms ΨL of (5.1).
Proof. Firstly, it should be pointed out that due to n = 2m, we have
E(u, r) =
m∑
l=1
( ∫
Br
|∇lu| 2ml ) l2m .
For simplicity, we always denote by C a positive constant only dependent of τ,B,m in the
following proof.
Secondly, following the similar arguemnt in the proof of Lemma 5.1, we can extend u to
u˜ ∈ Wm,2(R2m,RK) ∩ L∞ such that
u˜|B1 = u, u˜|R2m\B2 = λ0
where λ0 =
1
|B1|
∫
B1
u, and
‖u˜‖L∞(R2m) ≤C ‖u‖L∞(B1) (5.32)
‖∇u˜‖Lp0(R2m) ≤C ‖∇u‖Lp0(B1) (5.33)
E(u˜,∞) ≤C E(u, 1), (5.34)
where p0 =
4m
3 ∈ (1, 2m).
Of course, by a standard extension theorem to aα,γ(x), bt(x) ∈ C2m(B1,RK) from the
lower order term ΨL, there exist the corresponding functions a˜α,γ(x), b˜t(x) ∈ C2m0 (R2m,RK)
such that
a˜α,γ(x)|B1 = aα,γ(x), b˜t(x)|B1 = bt(x),
a˜α,γ(x)|R2m\B2 = 0, b˜t(x)|R2m\B2 = 0,
‖a˜α,γ(x)‖L∞(R2m) ≤ C‖aα,γ(x)‖L∞(B1),
‖b˜t(x)‖L∞(R2m) ≤ C‖bt(x)‖L∞(B1).
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Thirdly, denote G(x) = cm ln |x| to be the fundamental solution for ∆m on R2m, where
cm is a suitable constant only dependent of m. Then ∇2mG is a Caldero´n-Zygmund kernel.
Let us define
ω(x) =
∑
α,β
ωα,β(x) :=
∫
R2m
∇αG(x − y)
((
u˜(y)− λ0
) ∗ h˜α,β(y)
)
dy
+
∑
α,γ
ωα,γ(x) :=
∫
R2m
∇αG(x− y)
(
a˜α,γ(y) ∗ ℓ˜α,γ(y)
)
dy
+
∑
t
ω0,t(x) :=
∫
R2m
G(x− y)
(
b˜t(y) ∗
(
u˜(y)− λ0
) ∗ ℓ˜0,t(y)
)
dy
We claim that, for p0 =
4m
3 ∈ (1, 2m) and E(u, 1) ≤ 1, there holds
‖∇ω‖Lp0(B1) ≤ C
(
E(u, 1)‖∇u‖Lp0(B1) + E(u, 1) · Λ
)
. (5.35)
We will prove above inequality term by term. First of all, we deal with the terms ωα,β .
By Lemma 2.1, we have
‖∇ωα,β‖Lq0(R2m) ≤C
∥∥∥∥∣∣u˜− λ0∣∣ · ∣∣h˜α,β∣∣
∥∥∥∥
L
qα,β (R2m)
≤C‖u˜− λ0‖Lq1(R2m)
s∏
i=1
‖∇βi u˜‖
L
2m
|βi| (R2m)
≤C‖∇u˜‖
L
q∗
1 (R2m)
s∏
i=1
‖∇βiu˜‖
L
2m
|βi| (R2m)
where 2m|βi| :=∞ for |βi| = 0, and q0, q1, q∗1 , qα,β ∈ (1,∞) satisfy
1 +
1
q0
=
|α|+ 1
2m
+
1
qα,β
,
1
qα,β
=
1
q1
+
1
2m
s∑
i=1
|βi|,
1
q1
=
1
q∗1
− 1
2m
.
It is easy to check that the following values solve above three equations
1
q0
=
1
q∗1
=
3
4m
,
1
q1
=
1
4m
,
1
qα,β
=
1
2m
(
s∑
i=1
|βi|+ 1
2
).
Note that, (5.22) implies qα,β ∈ (1,∞). Then we have, for p0 = 4m3 ∈ (1, 2m), there holds
‖∇ωα,β‖Lp0(B1) ≤ ‖∇ωα,β‖Lp0(R2m) ≤C‖∇u˜‖Lp0(R2m)
s∏
i=1
‖∇βi u˜‖
L
2m
|βi| (R2m)
≤C‖∇u‖Lp0(B1)E(u, 1)nβ‖u‖s−nβL∞(B1)
≤CBs−nβ‖∇u‖Lp0(B1)E(u, 1)nβ
where nβ =
∣∣{βi : βi 6= 0}∣∣ ≥ 1. Hence, if E(u, 1) ≤ 1, there holds
‖∇ωα,β‖Lp0(B1) ≤ CE(u, 1)‖∇u‖Lp0(B1). (5.36)
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Now we proceed analogously to deal with terms ωα,γ . Similarly, by Lemma 2.1, we obtain
that
‖∇ωα,γ‖Lq0(R2m) ≤C
∥∥∥∥∣∣a˜α,γ∣∣ · ∣∣ℓ˜α,γ∣∣
∥∥∥∥
Lqα,γ (R2m)
≤C
∥∥a˜α,γ∥∥Lq1 (R2m)
s∏
i=1
∥∥∇γi u˜∥∥
L
2m
|γi| (R2m)
where 2m|γi| :=∞ for |γi| = 0, and q0, q1, qα,γ ∈ (1,∞) satisfy
1 +
1
q0
=
|α|+ 1
2m
+
1
qα,γ
,
1
qα,γ
=
1
q1
+
1
2m
s∑
i=1
|γi|.
Let us take the following values to solve above two equations
1
q0
=
1
4m
,
1
qα,γ
=
1
4m
+ 1− |α|+ 1
2m
,
1
q1
=
1
4m
+ 1− 1
2m
(|α|+ s∑
i=1
|γi|+ 1
)
.
Due to (5.24), we know all above values are reasonable and 1
q1
∈ [ 14m , 4m−34m ] especially.
Hence, for p0 =
4m
3 ∈ (1, 2m), there holds
‖∇ωα,γ‖Lp0(B1) ≤ C‖∇ωα,γ‖Lq0(B1) ≤C
∥∥a˜α,γ∥∥Lq1 (R2m)
s∏
i=1
∥∥∇γi u˜∥∥
L
2m
|γi| (R2m)
≤C · Λ ·E(u, 1)nγ‖u‖s−nγ
L∞(B1)
where nγ =
∣∣{γi : γi 6= 0}∣∣ ≥ 1 due to (5.26). Hence, if E(u, 1) ≤ 1, there holds
‖∇ωα,γ‖Lp0(B1) ≤ C · Λ ·E(u, 1) (5.37)
Similar argument applies to terms ω0,t and yields
‖∇ω0,t‖Lp0(B1) ≤ C · Λ · E(u, 1). (5.38)
Combining (5.36), (5.37) and (5.38) gives (5.35).
Finally, we are in a position to prove (5.30). Denote v(x) := u(x)− ω(x), then we know
v(x) satisfies the following equation in distributional sense,
∆mv(x) = c(x) on B1.
Then, c(x) ∈ C2m(B1,RK) implies v(x) ∈ C4m(B1,RK). By Lemma 2.2, we have
‖∇v(x)‖L∞(B 1
2
) ≤ C
(‖∇v(x)‖L1(B1) + ‖∇c(x)‖L∞(B1)), (5.39)
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Hence, for any θ ∈ (0, 12 ) and E(u, 1) ≤ 1, there holds
Dp0(u, θ) =θ
1− 2m
p0 ‖∇u‖Lp0(Bθ)
≤θ1− 2mp0 ‖∇v‖Lp0(Bθ) + θ1−
2m
p0 ‖∇ω‖Lp0(Bθ)
≤Cθ‖∇v‖L∞(Bθ) + θ1−
2m
p0 ‖∇ω‖Lp0(B1)
≤Cθ‖∇v‖L∞(B 1
2
) + θ
1− 2m
p0 ‖∇ω‖Lp0(B1)
≤Cθ(‖∇v‖Lp0(B1) + ‖∇c(x)‖L∞(B1))+ θ1− 2mp0 ‖∇ω‖Lp0(B1)
≤Cθ(‖∇u‖Lp0(B1) + ‖∇ω‖Lp0(B1) + Λ)+ θ1− 2mp0 ‖∇ω‖Lp0(B1)
≤C
(
θ
(‖∇u‖Lp0(B1) + Λ)+ θ1− 2mp0 ‖∇ω‖Lp0(B1)
)
≤C
(
θ
(‖∇u‖Lp0(B1) + Λ)+ θ1− 2mp0 E(u, 1)(‖∇u‖Lp0(B1) + Λ)
)
≤C
(
θ + θ1−
2m
p0 E(u, 1)
)(‖∇u‖Lp0(B1) + Λ)
≤C
(
θ + θ
1− 2m
p0 E(u, 1)
)(
Dp0(u, 1) + Λ
)
.
Thus, for any given τ ∈ (0, 1), by choosing θ = θ0 and ǫ0 sufficiently small, we obtain (5.30)
for E(u, 1) < ǫ0. The proof is complete.
5.3 Higher regularity for a class of semilinear elliptic equations
Now we turn to generalizing the higher regularity results of a class of semilinear elliptic
equations in [4]. Since the proof of the following theorem is similar to that of Proposition
7.1 in [4], we only give the modifications that is essential to the proof.
Theorem 5.5. Suppose n ≥ 2m and u ∈ Wm,2(B1,RK) ∩ C0,µ satisfies (5.1) in distribu-
tional sense, where Ψ can be divided into two parts: the highest order terms H and lower
order terms L, i.e., Ψ = H + L, which admit the following structures:
H =
m−1∑
k=0
∇k · gk, where |gk| ≤ C
m∑
l=1
|∇lu| 2m−kl , (5.40)
and
L =
m−1∑
k=0
∇k · g˜k, where |g˜k| ≤ C
∑
γ
(∏
i
|∇γiu|
)
with
∑
i
|γi| ≤ 2m− 1− k. (5.41)
Then, u ∈ C∞(B1,RK).
Proof. For m = 1, (5.1) is just the second order semilinear equation and the conclusion
holds obviously. Thus, we focus on the case m ≥ 2 in the following proof.
It is clear that Gastel and Scheven in [4] proved the theorem in the case Ψ = H . Ac-
cording to the proof of Proposition 7.1 in [4], it suffices to prove the following two claims in
the case Ψ = L:
(1)
sup
Bρ(x)⊂BR
ρ2m−n−2µ
∫
Bρ(x)
|∇mu|2 <∞, ∀ 0 < R < 1, (5.42)
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(2) For every non-integer ν := [ν] + σ ∈ (0,m), if u ∈ C [ν],σ(B1,RK) and
sup
Bρ(x)⊂BR
ρ2m−n−2ν
∫
Bρ(x)
|∇mu|2 <∞, ∀ 0 < R < 1, (5.43)
then we have that, for 0 ≤ k ≤ m− 1 and Bρ(x) ⊂ BR, there holds(
ρ2m−n
∫
Bρ(x)
|g˜k| 2m2m−k
) 2m−k
2m
≤ Cρm+1m ν (5.44)
Before proceeding to prove claims, we make some conventions: fix R ∈ (0, 1), al-
ways assume Bρ(x) ⊂ BR, and C stand for the positive constants only dependent of
m,n, ‖u‖C0,µ(BR).
We first prove the Claim (1) by standard integral estimates. Since u ∈ C0,µ(B1), we
have
‖u− u‖L∞(Bρ(x)) ≤ C[u]µ;BRρµ ≤ Cρµ,
where u = 1|Bρ(x)|
∫
Bρ(x)
u(y). To simplify the proof in the following estimate, we assume
‖u− u‖L∞(Bρ(x)) ≤ 1.
By Gagliardo–Nirenberg interpolation inequality, we have that, for 1 ≤ l ≤ m− 1, there
holds (
ρ2m−n
∫
Bρ(x)
|∇lu| 2ml
) l
2m
≤C‖u− u‖1− lmL∞
(
ρ2m−n
∫
Bρ(x)
|∇mu|2
) l
2m
+ C‖u− u‖L∞ .
(5.45)
It follows that∫
Bρ(x)
|∇lu| 2ml ≤C‖u− u‖(1−
l
m
) 2m
l
L∞
∫
Bρ(x)
|∇mu|2 + Cρn−2m‖u− u‖
2m
l
L∞
≤C‖u− u‖
2
m
L∞
∫
Bρ(x)
|∇mu|2 + Cρn−2m‖u− u‖2L∞ . (5.46)
On the other hand, by Ho¨lder’s inequality, it follows from (5.45) that, for 1 ≤ l ≤ m− 1 and
q ∈ [1, 2m
l
]
(
ρlq−n
∫
Bρ(x)
|∇lu|q
) 1
q
≤C‖u− u‖1−
l
m
L∞
(
ρ2m−n
∫
Bρ(x)
|∇mu|2
) l
2m
+ C‖u− u‖L∞ .
(5.47)
We choose a cut-off function η ∈ C∞0 (Bρ(x), [0, 1]) such that
η|B ρ
2
(x) ≡ 1 and ‖∇lη‖L∞ ≤ Cρ−l, ∀ l ∈ N.
Testing (5.1) with η2m(u − u), we compute∫
η2m|∇mu|2dy ≤C
m−1∑
k=0
∫
|∇mu| · |∇k(u − u)| · |∇m−kη2m|
+ C
m−1∑
k=0
k∑
j=0
∫
|∇j(u− u)| · |∇k−jη2m| · |g˜k|
=:
m−1∑
k=0
Ik +
m−1∑
k=0
k∑
j=0
IIkj . (5.48)
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We will deal with above inequality term by term. Let us estimate I0 :
I0 ≤C
∫
|∇mu| · |u− u| · |∇mη2m|
≤Cρ−m‖u− u‖L∞
∫
|∇mu|ηm
≤Cρn2−m‖u− u‖L∞
(∫
η2m|∇mu|2
) 1
2
≤ǫ1
∫
η2m|∇mu|2 + Cǫ1ρn−2m‖u− u‖2L∞
≤ǫ1
∫
η2m|∇mu|2 + Cǫ1ρn−2m+2µ (5.49)
where ǫ1 > 0 will be determined later. For 1 ≤ k ≤ m− 1, we obtain
Ik ≤Cρk−m
∫
|∇mu| · |∇ku| · ηm+k
≤Cρk−m
(∫
η2m|∇mu|2
) 1
2
(∫
η2k|∇ku|2
) 1
2
≤ǫ1
∫
η2m|∇mu|2 + Cǫ1ρ2k−2m
∫
η2k|∇ku|2
≤ǫ1
∫
η2m|∇mu|2 + Cǫ1ρ2k−2m
(
ǫ2ρ
2m−2k
∫
Bρ(x)
|∇mu|2 + Cǫ2ρn−2k‖u− u‖2L∞
)
≤ǫ1
∫
η2m|∇mu|2 + ǫ2Cǫ1
∫
Bρ(x)
|∇mu|2 + Cǫ1Cǫ2ρn−2m‖u− u‖2L∞
≤Cǫ1
∫
η2m|∇mu|2 + ǫ2Cǫ1
∫
Bρ(x)
|∇mu|2 + Cǫ1Cǫ2ρn−2m+2µ (5.50)
where we use (5.47) with q = 2 and Young’s inequality in the fourth inequality, and ǫ2 > 0
will be determined later. Next, we estimate II00 as follows
II00 ≤C
∑
γ
∫
|u− u| · η2m ·
∏
i
|∇γiu|
≤C
∑
γ
ρ
n
p0 · ‖u− u‖L∞
∏
i
‖η|γi|∇γiu‖
L
2m
|γi|
≤C‖u− u‖L∞
(
ρn +
∑
γi 6=0
∫
η2m|∇|γi|u| 2m|γi|
)
≤C‖u− u‖L∞
(
ρn +
m∑
l=1
∫
Bρ(x)
|∇lu| 2ml
)
≤C‖u− u‖L∞
∫
Bρ(x)
|∇mu|2 + Cρn‖u− u‖L∞
+ C
(
‖u− u‖1+ 2mL∞
∫
Bρ(x)
|∇mu|2 + ρn−2m‖u− u‖3L∞
)
≤Cρµ
∫
Bρ(x)
|∇mu|2 + Cρn−2m+2µ (5.51)
where we use (5.46) in the fifth inequality, and
1 =
1
p0
+
1
2m
∑
i
|γi|.
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Note that, due to
∑
i |γi| ≤ 2m− 1, it follows that p0 ∈ [1, 2m]. Similar arguments apply to
IIk,0 and we obtain, for 1 ≤ k ≤ m− 1,
IIk0 ≤ Cρµ
∫
Bρ(x)
|∇mu|2 + Cρn−2m+2µ. (5.52)
By Ho¨lder’s inequality and Young’s inequality, we have that, for 1 ≤ k ≤ m− 1,
∫
η2m|g˜k| 2m2m−k ≤ǫ2
∫
Bρ(x)
|∇mu|2 + Cǫ2
(
ρn +
m−1∑
l=1
∫
Bρ(x)
|∇lu| 2ml
)
≤(ǫ2 + Cǫ2ρ
2µ
m )
∫
Bρ(x)
|∇mu|2 + Cǫ2ρn−2m+2µ, (5.53)
where we apply (5.46) in second inequality. Now let us turn to estimating IIkj with 1 ≤
j < k ≤ m− 1,
IIkj ≤Cρj−k
∫
|g˜k| · |∇ju| · η2m+j−k
≤Cρj−k‖ηj∇ju‖
L
2m
k
‖η2m−kg˜k‖
L
2m
2m−k
≤Cρ(j−k) 2mk
∫
Bρ(x)
|∇ju| 2mk + C
∫
η2m|g˜k| 2m2m−k
≤C(ǫ2 + Cǫ2ρ
2µ
m )
∫
Bρ(x)
|∇mu|2 + Cǫ2ρn−2m+2µ (5.54)
where we use (5.47) with q = 2m
k
and (5.53) in the last inequality. Similarly, we obtain, for
1 ≤ k ≤ m− 1
IIkk ≤ (ǫ2 + Cǫ2ρ
2µ
m )
∫
Bρ(x)
|∇mu|2 + Cǫ1ρn−2m+2µ. (5.55)
Combining above all estimates, we deduce that∫
η2m|∇mu|2dy ≤Cǫ1
∫
η2m|∇mu|2 + C(ǫ2 + Cǫ2ρ
2µ
m )
∫
Bρ(x)
|∇mu|2 + Cǫ1,ǫ2ρn−2m+2µ.
Thus, by choosing ǫ1, ǫ2, ρ0 small enough, we have that, for all ρ ≤ ρ0, there holds∫
B ρ
2
|∇mu|2 ≤ ε
∫
Bρ
|∇mu|2 + Cρn−2m+2µ
where ε < 22m−n−2µ is a fixed positive number. A standard iteration argument implies
(5.42).
The task is now to prove Claim (2). Since u ∈ C [ν],σ(B1) with ν = [ν] + σ, we know
that, there exists a Taylor polynomials Px at the points x such that
‖u‖C[ν],σ(BR) ≤ C <∞, ‖u− Px‖L∞(Bρ(x)) ≤ Cρν .
By Gagliardo–Nirenberg interpolation inequality and (5.43), we have that, for ν < l ≤ m,
there holds(
ρ2m−n
∫
Bρ(x)
|∇lu| 2ml
) l
2m
≤C‖u− Px‖1−
l
m
L∞(Bρ(x))
(
ρ2m−n
∫
Bρ(x)
|∇mu|2
) l
2m
+ C‖u− Px‖L∞(Bρ(x))
≤Cρν .
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Let us compute
(
ρ2m−n
∫
Bρ(x)
|g˜k| 2m2m−k
) 2m−k
2m
≤Cρ(2m−n) 2m−k2m · ρ nq0
∏
|γi|>ν
∥∥∇|γi|u∥∥
L
2m
|γi| (Bρ(x))
≤Cρτ (5.56)
where
1
q0
+
1
2m
∑
|γi|>ν
|γi| = 2m− k
2m
(5.57)
and
τ = (2m− n) · 2m− k
2m
+
n
q0
+
∑
|γi|>ν
(
ν +
n− 2m
2m
|γi|
)
.
Combining above two identities yields
τ =(2m− n) · 2m− k
2m
+
n
q0
+ nνν + (n− 2m)
(
2m− k
2m
− 1
q0
)
=
2m
q0
+ nνν.
where nν =
∣∣{γi : |γi| > ν}∣∣.
We claim that
τ ≥ m+ 1
m
ν. (5.58)
which implies (5.44). Obviously, (5.58) holds for nν ≥ 2. For nν = 0, (5.57) implies
1
q0
= 2m−k2m . Hence, for ν ∈ (0,m)
τ =
2m
q0
= 2m− k ≥ m+ 1 ≥ m+ 1
m
ν.
For nν = 1, (5.57) and the fact k +
∑
i |γi| ≤ 2m− 1 imply 1q0 ≥ 12m . Hence, for ν ∈ (0,m),
τ =
2m
q0
+ ν ≥ 1 + ν ≥ m+ 1
m
ν.
Thus, the claim (5.58) is proved.
6 Ho¨lder regularity for Wm,2 m-harmonic almost com-
plex structure in critical dimension n = 2m
In this section, we will establish the Ho¨lder regularity of Wm,2 m-harmonic almost com-
plex structure in critical dimension n = 2m by employing the nonlinear structure of the
corresponding equation. To be precise, we will prove the following theorem.
Theorem 6.1. Suppose m ∈ {2, 3} and J ∈ Wm,2(Jg) is a weakly m-harmonic almost
complex structure on (Mn, g) of n = 2m. Then J is Ho¨lder-continuous.
Since the Ho¨lder regularity is a local property in nature, we may assume (Mn, g) to be
(B1, g) where B1 is the unit ball of R
n centered at origin and g is a smooth metric on B1. To
illustrate the main point of the argument, we firstly consider the case g = g0 =
∑
i dx
i⊗dxi,
i.e., (B1, g0) admits the Euclidean metric. Then, we will deal with the general case as a small
perturbation of the Euclidean case.
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6.1 The Euclidean case (B1, g0)
Since the metric is Euclidean, the covariant derivatives are just ordinary derivatives, and
so we can interchange the order of derivatives. Moreover, an almost complex structure
J ∈Wm,2(Jg) on B1 can be regarded as a function inWm,2(B1,Mn(R)) such that J2 = −id
and J t+ J = 0, where Mn(R) is the set of all real n× n matrices and J t is the transpose of
matrix J . By the definition of the inner product of A,B ∈ T 11 (B1), we know
〈A,B〉 =
n∑
i,j=1
A
j
iB
j
i (6.1)
for A = Ajidx
i ⊗ ∂
∂xj
and B = Bji dx
i ⊗ ∂
∂xj
. Thus, the inner product of (1, 1) tensor fields
on B1 can be viewed as the inner product of two vectors in Euclidean space R
n2 . Finally,
there holds
|J |2 = 〈J, J〉 =
n∑
i,j=1
(
J
j
i
)2
= Trace(JJ t) = Trace
(
J(−J)) = n (6.2)
for all almost complex structure J defined on (B1, g0), i.e., ‖J‖L∞ =
√
n.
In order to prove the regularity of weakly m-harmonic almost complex structures, we
need to rewrite the corresponding Euler-Lagrange equation in a good divergence form. More
precisely, we have the following lemma.
Lemma 6.2. Suppose m ∈ {2, 3} and J is a Wm,2 weakly m-harmonic almost structure on
(B1, g0). Then J satisfies the following equation in distributional sense,
∆mJ = Ψ(J,∇J, · · · ,∇2m−1J) (6.3)
where Ψ admits the property that for any fixed constant matrix λ0 ∈ Mn(R), Ψ can be
rewritten as a linear combination of the following terms
∇α ∗
(
(J − λ0) ∗ ∇βJ ∗ ∇γJ
)
or λ0 ∗ ∇α ∗
(
(J − λ0) ∗ ∇δJ
)
,
where α, β, γ, δ are multi-indices such that 1 ≤ |α| ≤ 2m− 1, 0 ≤ |β|, |γ|, |δ| ≤ m, |α|+ |β|+
|γ| = 2m and |α|+ |δ| = 2m.
Proof. The Lemma is a direct consequence of Proposition 8.2.
It is obvious that (6.3) admits a good divergence form with ΨL = 0 by Definition 5.2.
Proof of Theorem 6.1 in the Euclidean case (B1, g0):
First, we use the normalized energy E(J ;x, r) defined by replacing u,Br by J , Br(x)
respectively in (5.27). Since n = 2m, it follows that for any J ∈Wm,2(B1) and Br(x) ⊂ B1,
E(J ;x, r) =
m∑
l=1
(∫
Br(x)
|∇lJ | 2ml
) l
2m
is well defined due to Sobolev embedding theorem. For any fixed R0 ∈ (0, 1), we have that
for every ǫ0 > 0, there exists r0 ∈ (0, 1−R0) such that
sup
x∈BR0
E(J ;x, r0) < ǫ0. (6.4)
It is easy to check that for any fixed point x0 ∈ BR0 , Jx0,r0(x) := J(x0+ r0x) is also aWm,2
weakly m-harmonic almost structure on (B1, g0) with
E(Jx0,r0 ; 0, 1) = E(J ;x0, r0) < ǫ0 (6.5)
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By Lemma 6.2, the equation Jx0,r0 satisfies admits a good divergence form (see definiton
5.2) with ΨL = 0. Then it follows from Lemma 5.4 that by choosing suitable ǫ0 > 0 in (6.4),
there exists θ0 ∈ (0, 12 ) such that
Dp0(J ;x0, θ0r0) = Dp0(Jx0,r0 ; 0, θ0) ≤
√
θ0Dp0(Jx0,r0 ; 0, 1) =
√
θ0Dp0(J ;x0, r0) (6.6)
where p0 =
4m
3 and
Dp0(J ;x, r) =
(
rp0−2m
∫
Br(x)
|∇J |p0
) 1
p0
.
Finally, by a standard iteration argument, there exists α ∈ (0, 1) such that
Dp0(J ;x0, r) ≤ Crα, ∀r ∈ (0, r0),
where C is only dependent of r0 and θ0. The Morrey’s lemma implies that J ∈ C0,α(BR0),
hence that J ∈ C0,α(B1) which is the desired conclusion.
6.2 The general case (B1, g)
In this subsection, we will prove the Ho¨lder regularity of weaklym-harmonic almost structure
on (B1, g) by a perturbation method.
We start by recalling the scaling invariance of the functional Em(J) in critical dimension
n = 2m. That is, if we rewrite the functional Em in the following form to emphasize the
metric g
Em(J, g) =
∫
M
∣∣∆m2g J∣∣2dVg,
and do the scaling gλ := λ
2g for some positive real number λ, then
Em(J, g) = Em(J, gλ).
It follows that if J is a weakly m-harmonic almost complex structure on (M, g), then J is
also m-harmonic on (M, gλ). Thus, doing the scaling does not affect the Ho¨lder regularity of
weakly m-harmonic almost complex structures in critical dimension. If we take the geodesic
normal coordinates on the unit geodesic ball centered at fixed point in (M, gλ), then the
metric gλ in such local coordinates converges to the Euclidean metric in C
∞(B1) as λ goes
to infinity. Hence, we can assume that, by a scaling if necessary, the metric g on B1 is
sufficiently close to the Euclidean metric in the sense
|gij(x)− δij |+
2m∑
k=1
|Dkgij(x)| ≤ δ0, ∀x ∈ B1 (6.7)
where δ0 is sufficiently small and will be determined later.
Proof of Theorem 6.1 in the general case (B1, g):
Firstly, we introduce an operator m which maps a (1, 1) tensor field A on (B1, g) to a
n× n real matrix valued function,
Am := m(A) = (A
j
i )
where A = Ajidx
i⊗ ∂
∂xj
. In other words, A denotes tensor field and Am denotes its coefficient
matrix. Let us denote by∇ the covariant derivative on (B1, g) andD the ordinary derivatives
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(i.e., Dk = ∂k). Here it is necessary to emphasize the difference between the derivatives on
tensor fields and matrix valued functions. For example, for A = Ajidx
i ⊗ ∂j , we have
(∇∂kA)ji = DkAji +AsiΓjks −AjsΓski
where Γkij denote the Christoffel symbols with respect to metric g. To simplify notation, we
rewrite above equation as (∇∂kA)m = DkAm +Dg ∗A
where DkAm = Dk(A
j
i ) = (DkA
j
i ). Similarly, there holds(
∆A
)
m
= ∆Am +Dg ∗DAm +
(
D2g +Dg ∗Dg) ∗Am. (6.8)
Now let us recall the m-harmonic almost complex structure equation (8.1), i.e.,
∆mJ = T (J,∇J, · · · ,∇2m−1J).
We will reduce above equation to a perturbation form of the Euclidean case step by step.
For the convenience of reader, we will give the detailed process of dealing with the term
∆mJ as a example. Repeated application of (6.8) yields
(∆mJ)m = ∆
mJm + L1(D
ig,DjJm)
where L1 stands for the lower order terms in the following form
L1 =
∑
Di1g ∗ · · · ∗Disg ∗DjJm
with iµ ≥ 1, µ = 1, · · · , s, j ≥ 0 and j+
∑s
µ=1 iµ = 2m. Let us denote by ∆0 =
∑2m
i=1 ∂
2
i the
standard Laplace operator on Euclidean space R2m. Notice that for any smooth function f ,
we know
∆f = gij
∂2f
∂xi∂xj
− gijΓsij
∂f
∂xs
=: gij
∂2f
∂xi∂xj
+Dg ∗Df,
where we omit the terms gij in the expression Dg ∗Df due to boundedness of g. Then we
have (
∆m −∆m0
)
Jm = P1 + L2(D
ig,DjJm),
where P1 stands for the perturbation term in the following form
P1 =
(
gi1j1 · · · gimjm − δi1j1 · · · δimjm)D2mi1j1···imjmJm =: ∑
|β|=2m
aβ(x) ∗DβJm, (6.9)
and L2 also stands for the lower order terms and has the similar expression as L1. Hence,
we obtain
(∆mJ)m = ∆
m
0 Jm + P1 + L˜1(D
ig,DjJm), (6.10)
where L˜1 = L1 + L2 has the following form
L˜1 =
∑
Di1g ∗ · · · ∗Disg ∗DjJm (6.11)
with iµ ≥ 1, µ = 1, · · · , s, j ≥ 0 and (
∑s
µ=1 iµ) + j = 2m.
Similar arguments apply to the nonlinear term T in (8.1) and yield
T (J,∇J, · · · ,∇2m−1J) = Ts(Jm, DJm, · · · , D2m−1Jm) + P2 + L˜2 (6.12)
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where Ts admits a good divergence form as Ψ in Lemma 6.2, P2 stands for the perturbation
terms
P2 =
∑
bijk ∗Di
(
(Jm − λ0) ∗DjJm ∗DkJm
)
(6.13)
where bijk consists of |g i˜˜j − δi˜j˜ |, 0 ≤ j, k ≤ m and i + j + k = 2m, and L˜2 stands for the
lower order terms in the following form
L˜2 =
∑
Di1g ∗ · · · ∗Disg ∗DjJm ∗DkJm ∗DlJm (6.14)
with iµ ≥ 1 µ = 1, · · · , s, 0 ≤ j + k + l ≤ 2m− 1 and
(∑s
µ=1 iµ
)
+ j + k + l = 2m.
By above arguments, we get the final reduced equation about Jm
∆m0 Jm = Ts + P + L (6.15)
where P = P2 − P1 and L = L˜2 − L˜1. In other words, the nonlinear part of (6.15) consists
of three types of terms: terms that admit a good divergence form, the perturbation terms
and the lower order terms.
Now let us recall the definition of E(u, r) and Dp(u, r) in (5.27) and (5.28) respectively.
Then we claim that for any given τ ∈ (0, 1), there exists δ0 > 0, ǫ0 > 0 and θ0 ∈ (0, 12 ) such
that if the metric g satisfies (6.7) and E(Jm, 1) < ǫ0, then we have
Dp0(Jm, θ0) ≤ θτ0
(
Dp0(Jm, 1) + ‖Dg‖C2m−1(B1)
)
. (6.16)
where p0 =
4m
3 . It is obvious that above claim is a direct consequence of Lemma 5.4 provided
P ≡ 0. Since the key point in the proof of Lemma 5.4 is that the inequality (5.35) holds, it
suffices to prove a similar inequality for additional nonlinear terms P .
We claim that, if we denote G(x) to be the fundamental solution for ∆m0 on R
2m and do
the similar arguments as that in the proof of Lemma 5.4, with u replaced by Jm, then we
have
‖DωP‖Lp0(B1) ≤ C
(
δ0‖DJm‖Lp0(B1) + E(Jm, 1)‖Dg‖C2m−1(B1)
)
, (6.17)
where C is a positive constant independent of Jm and
ωP(x) :=
∫
R2m
G(x− y)P(J˜m)(y)dy.
We now turn to proving (6.17). Let us first deal with the perturbation terms with the form
a(x)D2mJm (see (6.9)) in P where |a(x)| ≤ Cδ0. Since
a(x)D2mJm = D
2m−1
(
a(x)DJm
)
+ Lower order terms
and ∥∥∥∥D
∫
R2m
D2m−1G(x − y)a˜(y)DJ˜m(y)dy
∥∥∥∥
Lp0(R2m)
=
∥∥∥∥
∫
R2m
D2mG(x − y)a˜(y)DJ˜m(y)dy
∥∥∥∥
Lp0(R2m)
≤C‖a˜(x)DJ˜m(x)‖Lp0 (R2m)
≤C‖a(x)‖L∞(B1)‖DJm(x)‖Lp0 (B1)
≤C δ0 ‖DJm(x)‖Lp0 (B1),
it follows from estimates for lower order terms in Lemma 5.4 that (6.17) holds for the terms
in the form a(x)D2mJm. In the same manner, (6.17) also holds for the terms in (6.13).
Hence, our claim holds.
Finally, following the similar argument in the proof of Theorem 6.1 in the Euclidean case
(B1, g0), the decay estimate (6.16) implies Jm ∈ C0,α(B1) for some α ∈ (0, 1). The proof is
complete.
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7 Higher regularity for m-harmonic almost complex struc-
tures
In this section, we will apply Theorem 5.5 to prove the following theorem.
Theorem 7.1. Suppose n ≥ 2m (m ≥ 1) and J ∈ C0,α ∩Wm,2 is a weakly m-harmonic
almost complex structure on (Mn, g). Then J is smooth.
Proof. Since the higher regularity is a local property in nature, we assume that (M, g) is a
unit ball B1 in R
n equipped with a smooth metric g ∈ C∞(B1).
Firstly, it follows from Proposition 4.5 that any m-harmonic almost complex structure
J satisfies the following equation in distributional sense
∆mJ =
m−1∑
s=0
(−1)m+1+s∇s · gs, (7.1)
where
gs =
∑
k1+k2+k3=2m−s
0≤k1,k2,k3≤m
C(k1, k2, k3)∇k1J∇k2J∇k3J, C(k1, k2, k3) ∈ Z.
Next, by the same argument as in the proof of Theorem 6.1 in the general case (B1, g),
we can reduce (7.1) to the following equation
∆mJm =
m−1∑
s=0
(−1)m+1+s∇s · g˜s + L, (7.2)
where g˜s is the main body of nonlinearity in the following form
g˜s =
∑
Ck1k2k3∇k1Jm∇k2Jm∇k3Jm,
where Ck1k2k3 are constants and k1 + k2 + k3 = 2m − s, and L contains the lower order
terms in the following form
L =
∑
Di1g ∗ · · · ∗Disg ∗ (DjJm +Dk1Jm ∗Dk2Jm ∗Dk3Jm)
with iµ ≥ 1, µ = 1, · · · , s, j = k1 + k2 + k3 and (
∑s
µ=1 iµ) + j = 2m.
Obviously, Jm ∈ C∞(B1) follows from Theorem 5.5 provided metric g is Euclidean.
Note that all tools we employ in proving Theorem 5.5 are Sobolev inequalities, Poincare´
inequalities, interpolation inequalities, Sobolev extension Theorems, Green functions and a
priori estimates for elliptic equations on Euclidean spaces. Since there are corresponding
versions of above-mentioned tools on Riemannian manifold (B1, g) with metric g ∈ C∞(B1),
we can obtain Jm ∈ C∞(B1) for the general case g ∈ C∞(B1) by following the same
arguments as in the proof of Theorem 5.5. The details are left to the reader.
8 Appendix
In this section, we will rewrite m-harmonic almost complex structure equation in a good
divergence form.
We first derive an equivalent form of m-harmonic almost complex structure equation.
Theorem 8.1. The Euler-Lagrange equation with respect to the functional Em(J)
[∆mJ, J ] = 0
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is equivalent to
∆mJ =
1
2
JQm =
1
2
QmJ
where
Qm = ∆
m(J2)−∆mJ J − J ∆mJ.
Hence m-harmonic almost complex structures satisfies the following equation
4∆mJ = Tm(J,∇J, · · · ,∇2m−1J) (8.1)
where Tm = JQm +QmJ .
Proof. Since the proof is just making simple derivative computations, we give it only for the
case m = 2.
For every almost complex structure J , we have J2 = −id and ∆(id) = 0. Then we
compute
0 = ∆2(J2) = ∆(∆JJ + 2∇J∇J + J∆J)
= ∆2JJ + 2∇∆J∇J + 2∇J∇∆J + 2∆J∆J + 2∆(∇J)2 + J∆2J.
Let
Q2 := 2∇∆J∇J + 2∇J∇∆J + 2∆J∆J + 2∆(∇J)2,
and we obtain
Q2 = ∆
2(J2)−∆2JJ − J∆2J = −∆2JJ − J∆2J,
which implies that
JQ2 = Q2J = ∆
2J − J∆2JJ.
Clearly, [∆2J, J ] = 0 is equivalent to
JQ2 = Q2J = ∆
2J − J∆2JJ = 2∆2J.
which completes the proof.
Now let us state our main conclusion in this section.
Proposition 8.2. Suppose m ∈ {1, 2, 3} and suppose B1 ⊂ Rn is a unit Euclidean ball and
g is a smooth metric tensor on B1. If J is a smooth square matrix valued function and
satisfies J2 = −id, then for every fixed constant matrix λ0, Tm defined in Theorem 8.1 can
be rewritten in the following form
Tm = Tλ0 −
[
J − λ0, [∆mJ, J ]
]
(8.2)
where Tλ0 is a linear combination of the following terms
∇α
(
(J − λ0) ∗ ∇βJ ∗ ∇γJ
)
or λ0 ∗ ∇α
(
(J − λ0) ∗ ∇δJ
)
,
where α, β, γ, δ are multi-indices such that 1 ≤ |α| ≤ 2m− 1, 0 ≤ |β|, |γ|, |δ| ≤ m, |α|+ |β|+
|γ| = 2m and |α|+ |δ| = 2m.
We will prove above proposition in the following three subsections. In what follows, we
always assume J is a square matrix valued function and satisfies J2 = −id. In this situation,
we know ∇λ0 = 0 for every constant matrix λ0. The reason for emphasizing this point is
that if we consider a constant matrix λ0 ∈ Mn(R) as a (1,1) tensor field on (B1, g), then
(1,2) tensor field ∇λ0 6= 0 due to the metric g.
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8.1 The case m=1: harmonic almost complex structure
By the definition of Tm in Theorem 8.1, we have
T1 = 2J(∇J)2 + 2(∇J)2J.
The fact J2 = −id implies that
∇JJ + J∇J = 0. (8.3)
Thus, we obtain
J(∇J)2 + (∇J)2J = J(∇J)2 −∇JJ∇J = [J,∇J ]∇J.
On the other hand, there also holds
J(∇J)2 + (∇J)2J = −∇JJ∇J + (∇J)2J = ∇J [∇J, J ].
Hence, it follows that
T1 = [J,∇J ]∇J +∇J [∇J, J ] = [∇J, [∇J, J ]]. (8.4)
Since
∇[∇J, J ] = [∆J, J ],
we see that
∇[J − λ0, [∇J, J ]] = [∇J, [∇J, J ]] + [J − λ0, [∆J, J ]], (8.5)
Combining (8.4 and (8.5), we conclude that
T1 = ∇[J − λ0, [∇J, J ]]− [J − λ0, [∆J, J ]] = Tλ0 − [J − λ0, [∆J, J ]],
which is the desired conclusion.
8.2 The case m=2: biharmonic almost complex structure
By the definition of Tm in Theorem 8.1, we have
T2 = JQ2 +Q2J,
where
Q2 = 2∇∆J∇J + 2∇J∇∆J + 2∆J∆J + 2∆(∇J)2.
Set
I =J
(∇∆J∇J +∇J∇∆J)+ (∇∆J∇J +∇J∇∆J)J
II =J(∆J)2 + (∆J)2J
III =J∆(∇J)2 +∆(∇J)2J.
Thus, we obtain
T2 = 2I+ 2II+ 2III.
Firstly, we compute the term I:
I =J∇∆J∇J + J∇J∇∆J +∇∆J∇JJ +∇J∇∆JJ
=J∇∆J∇J −∇JJ∇∆J −∇∆JJ∇J +∇J∇∆JJ
=[J,∇∆J ]∇J +∇J [∇∆J, J ]
=[∇J, [∇∆J, J ]]. (8.6)
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Since
∇
(
[∇∆J, J ]− [∆J,∇J ]
)
= [∆2J, J ],
we have
∇[J − λ0, [∇∆J, J ]− [∆J,∇J ]]
=[∇J, [∇∆J, J ]− [∆J,∇J ]] + [J − λ0, [∆2J, J ]]. (8.7)
Now we compute the left-hand side of above equality:
∇[J − λ0, [∇∆J, J ]− [∆J,∇J ]]
=∇[J − λ0,∇[∆J, J ]]− 2∇[J − λ0, [∆J,∇J ]]
=∇[J − λ0,∇[∆J, J ]] + Tλ0
=∆[J − λ0, [∆J, J ]]−∇[∇J, [∆J, J ]] + Tλ0
=−∇[∇J, [∆J, J ]] + Tλ0
=− [∆J, [∆J, J ]]− [∇J, [∇∆J, J ]]− [∇J, [∆J,∇J ]] + Tλ0
Substituting above equality into (8.7) yields
2I = 2[∇J, [∇∆J, J ]] = −[∆J, [∆J, J ]]− [J − λ0, [∆2J, J ]] + Tλ0 (8.8)
We now turn to compute the term III. Since
J∆(∇J)2 =(J − λ0)∆(∇J)2 + λ0∆(∇J)2
=(J − λ0)∆(∇J)2 + λ0∆∇
(
(J − λ0)∇J
)− λ0∆((J − λ0)∆J)
=(J − λ0)∆(∇J)2 + Tλ0
=∇p
(
(J − λ0)∇p(∇J)2
)−∇pJ∇p(∇J)2 + Tλ0
=−∇pJ∇p(∇J)2 + Tλ0
=−∇p
(∇pJ(∇J)2)+∆J(∇J)2 + Tλ0
=∆J(∇J)2 + Tλ0
and similarly
∆(∇J)2J = (∇J)2∆J + Tλ0 ,
we have
III = ∆J(∇J)2 + (∇J)2∆J + Tλ0 (8.9)
Now let us proceed to compute II:
II =J(∆J)2 + (∆J)2J
=− (∆JJ + 2(∇J)2)∆J +∆J∆JJ
=∆J [∆J, J ]− 2(∇J)2∆J
where we used the fact 0 = ∆(J2) = ∆JJ + 2(∇J)2 + J∆J . On the other hand, we also
have
II =J(∆J)2 + (∆J)2J
=J∆J∆J −∆J(J∆J + 2(∇J)2)
=[J,∆J ]∆J − 2∆J(∇J)2
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Hence, we obtain
2II =∆J [∆J, J ] + [J,∆J ]∆J − 2((∇J)2∆J +∆J(∇J)2)
=[∆J, [∆J, J ]]− 2(∇J)2∆J − 2∆J(∇J)2
=[∆J, [∆J, J ]]− 2III (8.10)
where in the last equality we used (8.9). Substituting (8.10) into (8.8), we get
T2 = 2I+ 2II+ 2III = Tλ0 − [J − λ0, [∆2J, J ]]
which is the desired conclusion.
8.3 The case m=3: 3-harmonic almost complex structure
By the definition of Tm in Theorem 8.1, we have
T3 = JQ3 +Q3J,
where
Q3 =2∇∆2J∇J + 2∇J∇∆2J +∆2J∆J +∆J∆2J
+ 2∆
(∇∆J∇J +∇J∇∆J)+ 2∆(∆J)2 + 2∆2 (∇J)2 .
For simplicity, we collect some terms which are Tλ0 type and appear frequently in the
following proof.
Lemma 8.3. The following terms are Tλ0 type terms for any given constant matrix λ0:
∇ (∇J ∗ ∇2J ∗ ∇2J) , ∇2 (∇J ∗ ∇J ∗ ∇2J) , ∇ (∇J ∗ ∇J ∗ ∇3J) , ∇4 (∇J)2 .
Proof. The proof is quite easy. For simplicity, we only show how to rewrite the first term
and the third term. Other terms can be handled in much the same way.
The first term:
∇(∇J ∗ ∇2J ∗ ∇2J)
=∇ (∇ (J − λ0) ∗ ∇2J ∗ ∇2J)
=∇2 ((J − λ0) ∗ ∇2J ∗ ∇2J)−∇ ((J − λ0) ∗ ∇3J ∗ ∇2J)−∇ ((J − λ0) ∗ ∇2J ∗ ∇3J)
=Tλ0 .
The third term:
∇(∇J ∗ ∇J ∗ ∇3J)
=∇2(∇J ∗ ∇J ∗ ∇2J)−∇(∇2J ∗ ∇J ∗ ∇2J)−∇(∇J ∗ ∇2J ∗ ∇2J)
=Tλ0 .
Note that we will emphasize the terms of Tλ0 type by underlining it in the following
proof. Set
I =J∇∆2J∇J + J∇J∇∆2J +∇∆2J∇J J +∇J∇∆2J J,
II =J
(
∆2J∆J +∆J∆2J
)
+
(
∆2J∆J +∆J∆2J
)
J,
III =J∆
(∇∆J∇J +∇J∇∆J)+∆(∇∆J∇J +∇J∇∆J)J,
IV =J∆(∆J)
2
+∆(∆J)
2
J,
V =J∆2 (∇J)2 +∆2 (∇J)2 J.
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Then, we obtain
T3 = 2I+ II+ 2III+ 2IV + 2V.
Step One: dealing with I
Now Let us compute the first term I:
I = J∇∆2J∇J + J∇J∇∆2J +∇∆2J∇JJ +∇J∇∆2JJ
= J∇∆2J∇J −∇JJ∇∆2J −∇∆2JJ∇J +∇J∇∆2JJ
= [J,∇∆2J ]∇J +∇J [∇∆2J, J ]
= [∇J, [∇∆2J, J ]], (8.11)
where in the second equality we use the fact ∇(J2) = 0 which implies ∇JJ = −J∇J .
Since
∇
(
[∇∆2J, J ]− [∆2J,∇J ] + [∇∆J,∆J ]
)
= [∆3J, J ],
we have
∇[J − λ0, [∇∆2J, J ]− [∆2J,∇J ] + [∇∆J,∆J ]]
=
[∇J, [∇∆2J, J ]− [∆2J,∇J ] + [∇∆J,∆J ]] + [J − λ0, [∆3J, J ]]. (8.12)
Now we compute the left-hand side of above equality.
∇[J − λ0, [∇∆2J, J ]− [∆2J,∇J ] + [∇∆J,∆J ]]
=∇[J − λ0, [∇∆2J, J ]− [∆2J,∇J ]]+ Tλ0
=∇[J − λ0,∇[∆2J, J ]− 2[∆2J,∇J ]] + Tλ0
=∆
[
J − λ0, [∆2J, J ]
]−∇[∇J, [∆2J, J ]]− 2∇[J − λ0, [∆2J,∇J ]] + Tλ0
=∆
[
J − λ0,∇[∇∆J, J ]− [∇∆J,∇J ]
]
− 2∇p
[
J − λ0,∇q[∇q∆J,∇pJ ]− [∇q∆J,∇2qpJ ]
]
−∇[∇J, [∆2J, J ]] + Tλ0
=∆∇[J − λ0, [∇∆J, J ]]−∆[∇J, [∇∆J, J ]]
− 2∇2pq
[
J − λ0, [∇q∆J,∇J ]
]
+ 2∇p[∇qJ, [∇q∆J,∇pJ ]]
−∇[∇J, [∆2J, J ]] + Tλ0
=−∆[∇J, [∇∆J, J ]]−∇[∇J, [∆2J, J ]] + Tλ0 ,
where in the second equality from bottom we employ lemma 8.3. By substituting above
equality into (8.12), we obtain
I =[∇J, [∇∆2J, J ]]
=[∇J, [∆2J,∇J ]]− [∇J, [∇∆J,∆J ]]−∆[∇J, [∇∆J, J ]]−∇[∇J, [∆2J, J ]]
+ Tλ0 − [J − λ0, [∆3J, J ]].
Since
∇[∇J, [∆2J, J ]] = [∆J, [∆2J, J ]] + [∇J, [∇∆2J, J ]] + [∇J, [∆2J,∇J ]],
we deduce
2I =− [∇J, [∇∆J,∆J ]]−∆[∇J, [∇∆J, J ]]− [∆J, [∆2J, J ]]
+ Tλ0 − [J − λ0, [∆3J, J ]]. (8.13)
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By lemma 8.3, we can derive
[∇J, [∇∆J,∆J ]]
=∇J (∇∆J∆J −∆J∇∆J) − (∇∆J∆J −∆J∇∆J)∇J
=∇J∇∆J∆J +∆J∇∆J∇J −∇J∆J∇∆J −∇∆J∆J∇J
=∇ (∇J∆J∆J) +∇ (∆J∆J∇J)− 2 (∆J)3 − 2∇J∆J∇∆J − 2∇∆J∆J∇J
=− 2 (∆J)3 − 2∇J∆J∇∆J − 2∇∆J∆J∇J + Tλ0 (8.14)
and
∆[∇J, [∇∆J, J ]]
=∆
[∇J,∇[∆J, J ]− [∆J,∇J ]]
=∆[∇J,∇[∆J, J ]]−∆[∇J, [∆J,∇J ]]
=∆∇[∇J, [∆J, J ]]−∆[∆J, [∆J, J ]] + Tλ0
=−∆
(
(∆J)2 J + J (∆J)2 − 2∆JJ∆J
)
+ Tλ0
=−∆
(
2 (∆J)
2
J + 2J (∆J)
2
+ 2(∇J)2∆J + 2∆J (∇J)2
)
+ Tλ0
=− 2∆
(
(∆J)
2
J + J (∆J)
2
)
+ Tλ0 . (8.15)
where in the second equality from bottom we used the fact that
0 = ∆(J2) = ∆JJ + 2(∇J)2 + J∆J.
Substituting equalities (8.14) and (8.15) into equality (8.13) yields
2I =2 (∆J)
3
+ 2∇J∆J∇∆J + 2∇∆J∆J∇J + 2∆
(
(∆J)
2
J + J (∆J)
2
)
− [∆J, [∆2J, J ]] + Tλ0 − [J − λ0, [∆3J, J ]]. (8.16)
Step Two: dealing with V and II
Firstly, we deal with fifth term V. It follows from Lemma 8.3 that
V = J∆2 (∇J)2 +∆2 (∇J)2 J
= (J − λ0)∆2 (∇J)2 +∆2 (∇J)2 (J − λ0) + λ0∆2 (∇J)2 +∆2 (∇J)2 λ0
= ∇
(
(J − λ0)∇∆(∇J)2
)
−∇J∇∆(∇J)2
+∇
(
∇∆(∇J)2 (J − λ0)
)
−∇∆(∇J)2∇J + Tλ0
= ∆
(
(J − λ0)∆(∇J)2
)
−∇
(
∇J∆(∇J)2
)
−∇J∇∆(∇J)2
+∆
(
∆(∇J)2(J − λ0)
)
−∇
(
∆(∇J)2∇J
)
−∇∆(∇J)2∇J + Tλ0
= −∇
(
∇J∆(∇J)2
)
−∇J∇∆(∇J)2 −∇
(
∆(∇J)2∇J
)
−∇∆(∇J)2∇J + Tλ0 .
Since
∇p
(
∇pJ∆(∇J)2
)
= ∇2pq
(
∇pJ∇q (∇J)2
)
−∇p
(
∇2qpJ∇q (∇J)2
)
= Tλ0
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and
∇pJ∇p∆(∇J)2 = ∇p
(
∇pJ∆(∇J)2
)
−∆J∆(∇J)2
= −∇p
(
∆J∇p (∇J)2
)
+∇p∆J∇p (∇J)2 + Tλ0
= ∇p
(
∇p∆J (∇J)2
)
−∆2J (∇J)2 + Tλ0
= −∆2J (∇J)2 + Tλ0 ,
we have
V = ∆2J (∇J)2 + (∇J)2 ∆2J + Tλ0 . (8.17)
Next, we deal with the second term
II = J
(
∆2J∆J +∆J∆2J
)
+
(
∆2J∆J +∆J∆2J
)
J
= [∆J, [∆2J, J ]]− 2 (∇J)2∆2J − 2∆2J (∇J)2
= [∆J, [∆2J, J ]]− 2V + Tλ0 , (8.18)
where in the second equality we used the fact ∆(J2) = 0 which implies
∆JJ = −J∆J − 2∇J∇J,
and in the last equality we used (8.17).
Step Three: dealing with III
Here we begin to deal with the third term:
III = J∆
(
∇∆J∇J +∇J∇∆J
)
+∆
(
∇∆J∇J +∇J∇∆J
)
J
= J∆
(
∇(∆J∇J +∇J∆J)− 2 (∆J)2)
+∆
(
∇(∆J∇J +∇J∆J)− 2 (∆J)2)J
= J∆∇
(
∆J∇J +∇J∆J
)
+∆∇
(
∆J∇J +∇J∆J
)
J
− 2
(
J∆(∆J)
2
+∆(∆J)
2
J
)
= J∆∇
(
∆J∇J +∇J∆J
)
+∆∇
(
∆J∇J +∇J∆J
)
J − 2IV.
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Since
J∆∇(∆J∇J)
=
(
J − λ0
)
∆∇ (∆J∇J) + λ0∆∇ (∆J∇J)
= (J − λ0)∆∇ (∆J∇J) + λ0∆∇
(
∇ (∆J(J − λ0))−∇∆J(J − λ0)
)
=(J − λ0)∆∇
(
∆J∇J)+ Tλ0
=∇p
(
(J − λ0)∇2pq
(
∆J∇qJ
))−∇pJ∇2pq(∆J∇qJ)+ Tλ0
=∆
(
(J − λ0)∇q
(
∆J∇qJ
))−∇p
(
∇pJ∇q
(
∆J∇qJ
))−∇pJ∇2pq(∆J∇qJ)+ Tλ0
=−∇p
(
∇pJ∇q
(
∆J∇qJ
))
+∆J∇q
(
∆J∇qJ
)
+ Tλ0
=∇q
(
∆J∆J∇qJ
)
−∇∆J∆J∇J + Tλ0
=−∇∆J∆J∇J + Tλ0 ,
we have
III = −∇∆J
(
∆J∇J +∇J∆J
)
−
(
∆J∇J +∇J∆J
)
∇∆J − 2IV + Tλ0
= −∇∆J∆J∇J −∇J∆J∇∆J −
(
∇∆J∇J∆J +∆J∇J∇∆J
)
− 2IV + Tλ0
= −∇∆J∆J∇J −∇J∆J∇∆J −∇(∆J∇J∆J) + (∆J)3 − 2IV + Tλ0
= −∇∆J∆J∇J −∇J∆J∇∆J + (∆J)3 − 2IV+ Tλ0 . (8.19)
Step Four: dealing with IV
Since
J∆(∆J)2 = ∇p
(
J∇p (∆J)2
)
−∇pJ∇p (∆J)2
= ∆
(
J (∆J)
2
)
−∇p
(
∇pJ (∆J)2
)
−∇pJ∇p (∆J)2
= ∆
(
J (∆J)2
)
−∇p
(
∇pJ (∆J)2
)
+ (∆J)3 + Tλ0
= ∆
(
J (∆J)
2
)
+ (∆J)
3
+ Tλ0 ,
we have
IV = J∆(∆J)
2
+∆(∆J)
2
J
= ∆
(
J (∆J)2 + (∆J)2 J
)
+ 2 (∆J)3 + Tλ0 . (8.20)
Step Five: divergence forms of nonlinearity
Combining the equalities (8.16), (8.18), (8.19) and (8.20), we derive that
2I+ II+ 2III+ 2IV+ 2V = Tλ0 ,
which completes the proof.
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