(ii) F =space of power series (analytic case).
(ii) For the continuous case and locally convergent power series: The term order is graded (already [C. Riquier 1910] ). Standard counter-example characteristic heat equation
Without loss of generality: B has only essential components, ie. 
B
s is in state form with respect to the term order from 1.
Mutually inverse system isomorphisms
• w i (α) w → x =: state map after [Rapisarda/Willems 1997] 
4.
B controllable ⇔ B s controllable. 2 The Hilbert data, excerpt from [30] The following material is taken from my paper [30] and contains the proof of the theorem on the Hilbert data on page 13 of the present talk. It is based only on the Riquier decomposition Γ = α∈∆ (α + N S(α) ) (see page 11) and is quoted from [31, Section 2.2] which, in turn, is a translation of [43, pp.143-168] into modern language. In the present talk I took the base field F = C for simplicity.
Corollary 2.1. The preceding considerations and data imply the direct sum decompositions
In particular, each f ∈ D 1×I admits a unique representation
where 
The normal form of f ∈ D 1×I depends on U and on the chosen term order on
Hence M is a finitely generated F [s 0 , s]−module and therefore its Hilbert function 
It is surprising that this basic result on the Krull dimension of a polynomial module is not explicitly contained in any of the standard references on Commutative Algebra. It is, however, a consequence of [54, results 7.4-7.6 
Theorem 2.3. Data as before.
The module M is a torsion module if and only if
max α∈∆ | S(α) |< r = dim(F [s 1 , · · · , s r ]).
If the term order is graded then
Here | S | is the number of elements of the finite set S. The term order is
Remark 2.4. J. Wood, P.Rocha et al. [54] observed that the Hilbert function, polynomial and series of the module M have system theoretic significance for the behavior B = U ⊥ . Such a connection was, however, already established by F.S. Macaulay [24] . Indeed, for an ideal U ⊂ F [s] and the injective cogenerator
⊥ is exactly the inverse system of U and
is the number of independent modular equations of U for degree m according to [24, 
≤m . This follows from the assumed gradedness of the term order. Consider the decomposition
is any basis vector of D
1×I
≤m . Since deg(f ) ∈ Γ {−∞} and deg(g) ∈ deg(U ) {−∞} these degrees are distinct and hence
and thus the expressions for the Hilbert function, polynomial and series. Since 3 The Cauchy problem, excerpt from [30] The following material is taken from the paper [30] 
of multi-sequences or formal power series. For α ∈ ∆ we denote z
and if y is a convergent power series and therefore an analytic function on R r resp. C r in the neighborhood of zero the power series y(z (α) , 0) is exactly the function on R S(α) resp. C S(α) where all variables z ρ , ρ ∈ S(α), are set to zero. 5. F := C is the field of complex numbers and F := O(C r , exp) ∈ C z is the algebra of entire holomorphic functions of exponential type with the action by partial differentiation [31, th.26 ]. An entire holomorphic function y is called of exponential type if it satisfies a growth condition 
In other terms, the map
is an isomorphism. Proof. The proof of this theorem is a special case of the theorems in [31] , the exact references being given in assumption 3.1.
Remarks 3.3.
1. The preceding state definition generalizes the state property of x in the Kalman system
2. The following remarks are taken from the literature and concern the Cauchy problem for linear systems of partial differential equations with constant coefficients for function spaces like C ∞ −functions or distributions which do no consist of formal or convergent power series as assumed in result 3.2. The general behaviors of the present paper have not been treated in this context. The preceding theorem does not hold in general, but requires additional conditions on the system or the initial data. However, the theorem is applicable to entire functions of exponential type and to convergent power series with a graded term order and therefore suggests the formulation of the Cauchy problem also for more general function spaces. One has to distinguish between uniqueness and correctness results [9, 
The distinguished variable z 1 is usually interpreted as time. 
are zero by definition. In particular, the autonomous system P • x = 0 and its inhomogeneous counter-part P • x = u are in state space form and the isomorphism
In general, the isomorphism does not hold for locally convergent power series since the pure lexicographic term order is not graded. A counter-example [5, ch.1, §2.2] is given by the heat equation
whose unique formal power series solution y satisfies y(z 1 
and is not convergent.
For the heat equation (s
) and the lexicographic term order s 1 > s 2 the map (2) y → y(0, z 2 ) is not injective. Indeed, there is a solution y whose support is exactly the half-space {z ∈ R 2 ;
The reason is that
holds. The preceding non-uniqueness also applies to this first order autonomous system with a square-matrix. These examples underline the necessity of growth conditions on the function spaces for uniqueness results as mentioned in item 2.
6. As usual, the order of a polynomial matrix and of the behavior which it defines is the maximum of the total degrees of its entries.
7. We specialize the systems of (3) 
(4) The determinant of P is the characteristic polynomial of 
and is zero by the preceding remarks. This argument uses the first order property of P ; I learned it from my colleague Peter Wagner. Hence the map
is injective [5, Ch.1, pp. [34] [35] [36] . This argument can be extended to distributional solutions in 
is an isomorphism. 
−1 B where
The latter condition is automatically satisfied if A is a strictly lower triangular matrix, and hence representations (5) can be randomly generated for experimental purposes. The polynomial matrix id n −A∆(s) is invertible and gives rise to the mutually inverse system isomorphisms
The system B lin is a first order system and a state system with state x and manifest variables w in the sense of J. [30] were prehistoric mathematics, were superseded by Janet, Spencer or Pommaret and altogether very bad. Of course, I am of a different opinion, and I object against the use of such vague arguments in a negative judgement of a mathematical paper. Defense against such general derogatory statements is difficult. Since I was not the only, but certainly the oldest participant of the conferences D2 and D3 who suffered from this type of attack I nevertheless try to refute Pommaret's assertions on the basis of some details which he was so friendly to provide me orally. 2. I never heard of prehistoric mathematics before since I believe that people had other problems in these times. But from Pommaret's utterances in this direction I conclude that non-prehistoric mathematics is that which was either produced or quoted by him. I am grateful that some of my papers belong to this group. I object against Pommaret's repeated statements, in particular at the D2 or D3 conferences and in context with my talk and submitted paper, that everything essential has already been done by Janet, Spencer or Pommaret, and other people have only copied their good ideas. I will address specific points below. Around ten years ago in Innsbruck Pommaret gave us the valuable hint at Riquier's fundamental book [43] from 1910 and recommended it warmly so that we invited his then PhD-student Quadrat to give us a mini-course with an introduction to it which took place in 1998. We are grateful to both for this enrichment of our knowledge. It is incomprehensible why these outstanding mathematics should suddenly be prehistoric.
Below I will expose my views of the history of the subject which often deviate from those of Pommaret, and these may, of course, also be erroneous since I am not a historian of mathematics. I apologize in advance for any mistakes. The last items concern the particular results of my paper [30] . 3. The following remark is taken from the introduction of Pommaret's first book [35] from 1978 which was dedicated to Professor Janet on the occasion of his 88th birthday. We quote some lines from pages 2 and 3 with slight changes of the quotations and omissions to adapt them to the present situation. 1. Item 1. of the preceding remark shows that at the time of writing [35] Pommaret still considered Riquier as the principal source of the ideas. Pommaret's attribution to Janet of the important terms principal, parametric, total ordering, passive, integrability condition is erroneous.
All these terms were introduced and essentially used already by Riquier. In a survey talk in Amsterdam in 2000 [29] I discussed Riquier's terminology in section 9. I use the notations of the present talk to explain the connection. In this context the introduction of [43] is also enlightening. However, anybody who reads [43] will notice that a translation of this fundamental work into modern language is a substantial task. 4. In [35] Pommaret referred to [43] , [18] , the thesis of Quillen (1964) and the long paper by Spencer (1965) on overdetermined linear systems of partial differential equations. Thus the revival of Riquier's and Janet's work is obviously due to Pommaret. Another important contribution to this renaissance was the paper [46] by Schwarz. In the mean-time many colleagues have written papers which translate Riquier's and Janet's work into today's language and elaborate the algorithmic aspects of their work. In particular, this was done by Pommaret and by myself. What Pommaret does not mention at all are the preceding fundamental papers on linear systems of partial differential equations with constant coefficients by L. Ehrenpreis [7] , B. Malgrange [25] and V. Palamodov [32] which were written in the beginning sixties, the cited books followed later. Pommaret always, especially in [41, p.5, line 8 + ], shifts Palamodov's important work into the seventies. Hörmander [15] and Björk [3] exposed essential parts of this work with partially simpler proofs. In my opinion Björk's book is still the best source in this field and much easier to understand than all of Pommaret's books (compare MR 0549189). These papers laid the foundations of true algebraic analysis in the sense that much algebra was used for the solution of analytic problems. Of course, much earlier Riquier and Janet and also Gröbner [13] worked in this area and their work was not mentioned by the just cited authors.
total ordering
The term algebraic analysis was introduced, to my knowledge, by M. Kashiwara et.al. in [21] where they exposed Sato's hyperfunctions (analysis!!) and their application to linear systems of partial differential equations with variable coefficients. That hyperfunctions cannot be avoided in this context was also shown for ordinary differential equations and one-dimensional systems theory in [8] . In contrast, algebraic analysis or the formal theory of partial differential equations in the sense of Pommaret are purely algebraic and are usually called D−module theory [10] (5)). These compatibility conditions can be computed via Janet's algorithm [18] . In 1989 I used Buchberger's algorithm for this purpose [27] . At this time I was in the good company of many mathematicians who had no idea of the work of Riquier and Janet.
The fundamental principle fails completely for variable coefficients and formal power series contrary to Pommaret's assertion, for instance in [41, + ff.] also contains an interesting historical survey. Its second line says "...sur l'involutivité générique des systèmes différentiels analytiques" or, in other terms, generically, such a system has a solution if the compatibility conditions are satisfied. In contrast to, for instance, theorem 1.4 generic signifies that solutions exist in most cases, but not in all, and that, in particular, the behavior of solutions in singular points is not discussed. The fundamental principle is valid for ordinary linear differential equations and hyperfunctions, but not for distributions [8] . At the conference D2 several colleagues talked on the solution of one inhomogeneous linear partial differential or difference equation with polynomial or power series coefficients in various function spaces of polynomials, formal or convergent power series, hypergeometric functions etc. or, equivalently, on the divisibility of these function spaces over various rings of differential or difference operators, among these S. Abramov, C. Christopher, F. Castro, S. Gann, H. Hauser, M. Petkovsek, G. Reid, F. Schwarz, N. Takayama, S. Tsarev, J.M. Ucha. Janet, Spencer or Pommaret did definitely not have any algorithm for the solution of their problems. [30, Th. 3.5] ) is contained in his books. This is false. The context of the theorem and in particular its relation to other work is described in detail and with various references in section 2 where also its one page proof from [30] [39] if at all. Pommaret's descriptions are not algorithms in today's (non-prehistoric) understanding and their derivation can moreover be understood only by reading and understanding the pages [39, pp.298-330] . There he lays the foundations for the theory of non-linear systems of partial differential equations on differentiable manifolds in a language which is absolutely unnecessary for the Hilbert function of polynomial modules and in particular for my paper. Although almost thirty years have passed since the publication of [35] and although in the mean-time various people know about this and other books of the author apparently nobody has ever used his presentation for actually computing the Hilbert polynomial. Why? This is all the more surprising since today's young computer algebraists are always keen on learning new algorithms and on implementing them as, in particular, the conferences D2 and D3 have shown. In contrast, theorem 1.2 gives a closed formula for all values HF (m), m ∈ N , of the Hilbert function and thus for the Hilbert series and not only for the Hilbert polynomial, of course based on Riquier's decomposition Γ = α∈∆ (α + N S(α) ) from theorem 1.1, (compare section 2) which is obtained by Buchberger's algorithm and elementary combinatorics [31, section 2.2] and which also represents a (non-trivial) translation of Riquier's work into modern language. The complete proof of theorem 1.2 including all the preparatory and historical remarks requires three pages, compare section 2 above. I agree that my closed formulas and Pommaret's derivations described above have something in common. This is not surprising at all since I rely on the Riquier decomposition of Γ and Pommaret refers to the work of Janet who used and knew Riquier's work according to Pommaret's remarks 4.1, item (1) . But my proof uses only the set Γ of parametric derivatives, its Riquier decomposition and the corresponding basis decomposition of the module M whereas the multiplicative and non-multiplicative variables used in Pommaret's derivation refer to the set of principal derivatives according to Pommaret's remarks 4.1, item (3). So Pommaret's and my derivations do certainly not coincide. D. Robertz in his talk and software presentation during the conference D2 described an implementation of (a variant of) Riquier's decomposition and this can be used to compute the Hilbert data [33] , [44] . The paper [33] appeared one year ago when I submitted [30] . The authors knew [31] and present a survey of Janet's and not of Riquier's work.
Pommaret insinuates that theorem 1.2 on the Hilbert function, series and polynomial (=theorem 2.3 above or

Pommaret insinuates that theorem 1.4 (=theorem 3.2 in section 3) on the Cauchy problem was shown by Janet, Pommaret etc. This is false.
Its context is described in section 3 and in particular in items 1-7 of Remarks 3.3 with many references to the literature on partial differential equations, in particular to the treatises of the outstanding analysts Gelfand and Shilov [9] , Hörmander [16] , [17] , Palamodov [32] and Egorov and Shubin [5] , [6] . The theorem was quoted from [31] where we improved and extended the corresponding work in [27] . The proof of the unique existence theorem [43, Théorème d'Existence, p.254] for (passive and orthonomic non-linear) systems of partial differential equations and locally convergent power series is due to Riquier and not to Janet. Ten years later [18] Janet gave a new proof of Riquier's result and in particular a simpler algorithm after he had studied more algebra with Hilbert. Compare Pommaret's remarks 4.1, item (1), above. In [31, th.29] we also gave a new proof of Riquier's theorem, only for linear systems of partial differential equations with constant coefficients, but in modern language and with a much shorter proof, and we acknowledged our debt to Riquier in several papers and in particular in [31] and my talk. In [27, pp.98-99] we proved the unique solvability of the Cauchy problem for linear systems of partial difference equations with constant coefficients for formal power series and described a solution algorithm which used Buchberger's algorithm. The paper [31, th.24 ] contains a better solution algorithm which was presented by Pauer at the conference D2 and the same result for locally convergent power series. Difference equations were not treated by Riquier, Janet, Spencer or Pommaret, but are as important for multidimensional systems and signal processing as their differential counter-part. By looking at those mathematical or engineering books on difference equations which also treat partial difference equations and multivariate functions, sequences or signals everybody can convince themselves that the results of [27] and [31] have added quite a bit in this important field of engineering mathematics. 8. My paper [30] (2) , this property is a decisive property for a state representation, and I prefer it to the first-order property of the system. Example [30, 5.16] shows that first-order systems may hide non-apparent complications.
5. My state systems apply to partial differential, partial difference and also to delay-partial differential linear systems with constant coefficients. They are generalizations of those non-first-order systems considered in [9] as explained in remark 3.3, item 4. Also the books [16] , [17] , [5] , [6] show that leading analysts do not solve partial differential equations by first reducing them to first order. [31] are only translations of Riquier's work into the language of the time. I believe that our presentation in [31] based on the Gröbner basis theory is easier to understand for today's readership than the important, but also difficult paper [18] . Contrary to Pommaret's remark 4.1, item (3), the preceding discussion shows that Janet used the multiplicative variables not only for N = deg(U ) or the principal derivatives, but also for Γ or the parametric derivatives. In my interpretation this sentence signifies that Janet's reduction of a system to completely integrable form is only generically true. This agrees with the results of Malgrange [26] , but contradicts Pommaret's repeated statements that the linear systems of partial differential equations with variable coefficients are always solvable in formal power series if the algebraic compatibility conditions are satisfied. Compare the simple counter-example in paragraph 5 above. The reason is that the used resolutions of linear equations with variable coefficients for the highest derivative require a division in general, and the resulting meromorphic coefficients are analytic only in the complement of an analytic set. 
The natural numbers d resp. µ are interpreted as the dimension of the associated variety resp. its multiplicity. It is again surprising that Macaulay's treatise [24] is not mentioned in context with these considerations.
