Summary. We compare a kernel-based collocation method (meshfree approximation method) with a Galerkin finite element method for solving elliptic stochastic partial differential equations driven by Gaussian noise. The kernel-based collocation solution is a linear combination of reproducing kernels obtained from related differential and boundary operators centered at chosen collocation points. Its random coefficients are obtained by solving a system of linear equations with multiple random right-hand sides. The finite element solution is given as a tensor product of triangular finite elements and Lagrange polynomials defined on a finite-dimensional probability space. Its coefficients are obtained by solving several deterministic finite element problems. For the kernel-based collocation method, we directly simulate the (infinite-dimensional) Gaussian noise at the collocation points. For the finite element method, however, we need to truncate the Gaussian noise into finite-dimensional noises. According to our numerical experiments, the finite element method has the same convergence rate as the kernel-based collocation method provided the Gaussian noise is truncated using a suitable number terms.
Introduction
Stochastic partial differential equations (SPDEs) form the basis of a recent, fast growing research area with many applications in physics, engineering and finance. However, it is often difficult to obtain an explicit form of the solution. Moreover, current numerical methods usually show limited success for highdimensional problems and in complex domains. In our recent papers [4, 11] , we use a kernel-based collocation method to approximate the solution of highdimensional SPDE problems. Since parabolic SPDEs can be transformed into elliptic SPDEs using, e.g., an implicit time stepping scheme, solution of the latter represents a particularly important aspect of SPDE problems.
In this paper, we compare the use of a kernel-based collocation method [4, 11] (meshfree approximation method) and a Galerkin finite element method [1, 2] to approximate the solution of elliptic SPDEs. For kernel-based collocation, we directly simulate the Gaussian noise at a set of collocation points. For the Galerkin finite element method, on the other hand, we use a truncated Karhunen-Loéve expansion of the Gaussian noise in order to satisfy a finite-dimensional noise condition. For kernel-based collocation the same collocation locations are used to construct the deterministic basis and the random part. For the Galerkin finite element method one needs to separately set up the finite element basis on the spatial domain and the polynomials on the probability space. For a given kernel function, the convergence rate of the collocation solution depends only on the fill distance of the collocation points. The convergence rate of the finite element solution depends on the maximum mesh spacing parameter and the degrees of the polynomials defined on the finite-dimensional probability space. According to our numerical experiments, the truncation length of the Gaussian noise also affects the convergence results of the finite element method.
Problem Setting
Assume that D is a regular open bounded domain in R d . Let the stochastic process ξ : D × Ω ξ → R be Gaussian with mean zero and covariance kernel Φ : D×D → R defined on a probability space (Ω ξ , F ξ , P ξ ) (see Definition A.1). We consider an elliptic SPDE driven by the Gaussian noise ξ with Dirichlet boundary conditions ∆u = f + ξ, in D,
where ∆ is the Laplacian and f : D → R is a deterministic function. We can solve the SPDE (1) by either of the following two numerical methods. Kernel-based collocation method (KC): We simulate the Gaussian noise ξ with covariance structure Φ(x, y) at a finite collection of predetermined collocation points
and approximate u using a kernel-based collocation method written as
where q k and φ k are eigenvalues and eigenfunctions of the covariance kernel
. We approximate the original SPDE (1) by another elliptic SPDE driven by the truncated Gaussian noise ξ
Next we combine the finite element method in spatial domain D := D ∪ ∂D and the collocation in the zeros of suitable tensor product orthogonal polynomials (Gaussian points) in the finite-dimensional probability space. We obtain the approximation as a tensor product of the finite element solutions defined on the spatial domain and the Lagrange polynomials defined on the finitedimensional probability space, i.e., u h,p ≈ u n ≈ u, where h is the maximum mesh spacing parameter and p = (p 1 , · · · , p n ) is the degree of the Lagrange polynomials. Details are provided in Section 3. Remark 1.1. Because Φ is always positive semi-definite Mercer's theorem ensures that its eigenvalues q 1 ≥ q 2 ≥ · · · ≥ 0 and its eigenfunctions
q k → 0 when n → ∞, and we can accurately represent the infinite-dimensional noise ξ by a (potentially long) truncated Karhunen-Loéve expansion.
Because of the order O(∆) = 2, we suppose that the reproducing kernel
Remark 2.1. Since we want to interpolate the values of the differential equation at the collocation points, ∆ω(x) needs to be well-defined pointwise for each available solution
. This requires the Sobolev space H m (D) to be smooth enough. If we just need a weak solution as for the finite element method, then the order needs to satisfy m ≥ 2 only.
Since ξ is Gaussian with a known correlation structure, we can simulate the values of ξ at the collocation points x 1 , · · · , x N , i.e.,
Consequently, we assume that the values {y j } N j=1 and {y N +j } M j=1 defined by
are known. Moreover we can also obtain the joint probability density function p y of the random vector y ξ := (y 1 , · · · , y N +M ) T . We define the product space
where the probability measure
as in Theorem A.1, and the probability space (Ω ξ , F ξ , P ξ ) is given in the SPDE (1). We assume that the random variables defined on the original probability spaces are extended to random variables on the new probability space in the natural way: if random variables V 1 : Ω K → R and V 2 : Ω ξ → R are defined on (Ω K , F K , P µ ) and (Ω ξ , F ξ , P ξ ), respectively, then
Note that in this case the random variables have the same probability distributional properties, and they are independent on (Ω Kξ , F Kξ , P µ ξ ). This implies that the stochastic processes ∆S, S and ξ can be extended to the product space (Ω Kξ , F Kξ , P µ ξ ) while preserving the original probability distributional properties, and that (∆S, S) and ξ are independent.
Approximation of SPDEs
Using the methods in [4] and Theorem A.1, we obtain
where p µ x (·|·) is the conditional probability density function of the random variable S x given the random vector
T . (Here y ξ is viewed as given values.) According to the natural extension rule, p µ x is consistent with the formula (6) . Then the approximationû(x) is solved by the maximization problem
If the covariance matrix *
is nonsingular, then one solution of the above maximum problem has the form
where
T . This means that its random coefficients are obtained from the linear equation
The estimatorû also satisfies the interpolation condition, i.e., ∆û(
is only related to y ξ , we can formally rewriteû(x, ω 2 ) asû(x, y ξ ) andû(x) can be transferred to a random variable defined on the finite-dimensional probability space (R N +M , B(R N +M ), µ y ), where the probability measure µ y is defined by µ y (dv) := p y (v)dv. Moreover, the probability distributional properties of
Remark 2.2. The random coefficients are obtained solving by system of linear equations that is slightly different from [4] . However the main ideas and techniques are the same as in [4] . For this estimator it is easier to derive error bounds and compare with Galerkin finite element method. A lot more details of the relationship between the two different estimators are provided in [11, Chapter 7] .
Convergence Analysis
We assume that u(·, ω 2 ) belongs to H K (D) almost surely for ω 2 ∈ Ω ξ . Therefore u can be seen as a map from
We fix any x ∈ D and any > 0. Let the subset
and y ξ (ω 1 , ω 2 ) = y ξ (ω 2 ) for each ω 1 ∈ Ω K and ω 2 ∈ Ω ξ (see Theorem A.1) we can deduce that
where the variance of p
The reader may note that the form of the expression for the variance σ(x) 2 is analogous to that of the power function [5, 10] , and we can therefore use the same techniques as in the proofs from [4, 5, 10, 11 ] to obtain a formula for the order of σ(x), i.e.,
Therefore we say that the estimatorû converges to the exact solution u of the SPDE (1) in all probabilities P µ ξ when h X goes to 0. Sometimes we know only that the solution u ∈ H m (D). In this case, as long as the reproducing kernel Hilbert space is dense in the Sobolev space H m (D) with respect to its Sobolev norm, we can still say thatû converges to u in probability.
Galerkin Finite Element Method
The right hand side of the SPDE (2)
and the random vector ζ := (ζ 1 , · · · , ζ n ) T has the joint standard normal density function
Therefore we can replace the probability space (Ω ξ , F ξ , P ξ ) by a finitedimensional probability space (R n , B(R n ), µ ζ ) such that u n and ξ n have the same probability distributional properties on both probability spaces, where the probability measure µ ζ is defined by µ ζ (dz) := ρ n (z)dz.
In the paper [1] the numerical approximation u h,p of the solution u n of the SPDE (2) is sought in a finite-dimensional subspace V h,p based on a tensor product,
, where the following hold:
is a standard finite element space, which contains continuous piecewise polynomials defined on regular triangulations with a maximum mesh spacing parameter h.
is the span of the tensor product of polynomials with degree at most p = (p 1 , · · · , p n ), where P p k (R) is a space of univariate polynomials of degree p k for each k = 1, . . . , n.
Thus the approximation u h,p ∈ V h,p and u h,p (x) is a random variable defined on the finite-dimensional probability space (R n , B(R n ), µ ζ ). Next we construct the Gaussian points
where z k,1 , . . . , z k,p k +1 are the roots of the Hermite polynomials η p k +1 of degree p k + 1 for each dimension k = 1, . . . , n. The η p k +1 are also orthogonal polynomials on the space P p k (R) with respect to a standard normal weight ρ.
Here these Hermite polynomials are only used to set up the Gaussian points for approximating the Gaussian fields. Let a polynomial base of P p (R n ) be
j=1 is the Lagrange basis of P p k (R) for each k = 1, . . . , n, i.e.,
and δ ij is the Kronecker symbol. For each Gaussian point z j ∈ N p , we compute the finite element solution
The approximation u h,p is the tensor product of the finite element solutions and the Lagrange polynomials, i.e.,
This indicates that u h,p is interpolating at all Gaussian points z j ∈ N p . We assume that u n belongs to L 2,ρn (R n
with positive constants r 1 , . . . , r n and C 1 , C 2 independent of h and p.
Side-by-Side Comparison of Both Methods

Differences
• Probability spaces: For kernel-based collocation (KC) we transfer the probability space (Ω ξ , F ξ , P ξ ) to the tensor product probability space (Ω Kξ , F Kξ , P µ ξ ) such that the Gaussian noise ξ has the same probability distributional properties defined on both probability spaces, while for Galerkin finite elements (FE) we approximate the Gaussian noise ξ by the truncated Gaussian noise ξ n such that lim n→∞ E ξ − ξ n L2(D) = 0 and ξ n has the same probability distributional properties on the probability space (Ω ξ , F ξ , P ξ ) and the finite-dimensional probability space (R n , B(R n ), µ ζ ) • Basis functions: The bases of the KC solutionû are the kernel functions ∆ 2 * K and * K centered at the collocation points X D ⊂ D and X ∂D ⊂ ∂D, while the bases of the FE solution u h,p are the tensor products of the triangular finite element bases defined on D and the Lagrange polynomials defined on (R n , B(R n ), µ ζ ).
• Simulation: For KC we can simulate the Gaussian noise ξ at the collocation points X D because we know its covariance kernel Φ, i.e., ξ = (
. For FE we can simulate the random vector ζ = (ζ 1 , · · · , ζ 2 ) T ∼ N (0, I n ) in order to introduce random variables on (R n , B(R n ), µ ζ ).
• Interpolation: In KC ∆û andû are interpolating at the collocation points X D ∪ X ∂D ⊂ D in the domain space, respectively, while in FE u h,p is interpolating at the Gaussian points N p ⊂ R n in the probability space.
• Function spaces:
• Approximation properties: The KC resultû approximates the solution u of the SPDE (1) and its convergence rate depends on the fill distance h X of the collocation points, while the FE result u h,p approximates the truncated solution u n of the SPDE (2) with a convergence rate that depends on the maximum mesh spacing parameter h of the triangulation and the degree p of the Lagrange polynomials.
Relationship Between the Two Methods
Roughly speaking, the random parts ofû and u h,p are simulated by the normal random vectors ξ and ζ, respectively.
For the following we assume that Φ is positive definite on D and the dimensions of ξ and ζ are the same, i.e., N = n.
We firstly show the relationship between ξ and ζ. Since Φ is positive definite, we have the decomposition Φ = VDV T , where D and V are the eigenvalues and eigenvector matrices of Φ, respectively. Therefore
We can also use ξ and ζ to approximate the Gaussian noise ξ x for any fixed x ∈ D. Using simple kriging, we let
T . According to [9] ,
This shows that the kernel-based method and the finite element method, respectively, use a kernel basis and a spectral basis to approximate Gaussian fields. It also shows that we should suitably choose collocation points such that lim
Usually, the smoothness of Φ is related to its eigenvalues in the sense that the order k of continuous differentiability becomes large when the eigenvalues q j decrease fast, e.g., Φ(x, y) = ∞ j=1 (2πj) −2k sin(2πjx) sin(2πjy). Following these discussions, when the eigenvalues of the covariance kernel Φ decrease fast, then the Galerkin finite element method seems to be preferable to the kernel-based collocation method because we can truncate the Gaussian noise ξ at a low dimension. However, when the eigenvalues change slowly, then we may use the kernel-based collocation method because we are able to directly simulate ξ by its covariance structure.
Competitive Advantages
• The kernel-based collocation method is a meshfree approximation method.
It does not require an underlying triangular mesh as the Galerkin finite element method does. For both methods, the (collocation) points can be placed at rather arbitrarily scattered locations which allows for the use of either deterministic or random designs, e.g., Halton or Sobol' points.
• The kernel-based collocation method can be applied to a high-dimensional domain D with complex boundary ∂D. We can also generalize it to solve a system of elliptic SPDEs derived by vector Gaussian noises.
• The collocation method requires the SPDE solution to be smooth enough such that interpolation is well-behaved at each collocation point while the finite element method can solve non-smooth problems.
• The interpolation matrix * K P B for the collocation method is usually a dense (and sometimes ill-conditioned) matrix. The finite element method, on the other hand, usually gets the solutions by a sparse linear system because its basis consists of local elements.
• To obtain the truncated Gaussian noise ξ n for the finite element method we need to compute the eigenvalues and eigenfunctions of the covariance kernel Φ. This, however, is usually difficult to do, so one must estimate them. For the collocation method we need not worry about this issue.
• If the truncated dimension n for the finite element solutions is large, then the degree p of the polynomials has to become correspondingly large in order to satisfy a given error tolerance (see [2] ). Once the kernel functions are fixed, the error of the collocation solution only depends on the collocation points.
• In the finite element method, the dimension of its polynomial space defined on the finite-dimensional probability space is equal to n p = n k=1 (p k + 1). So we need to compute n p deterministic finite element solutions. In the collocation method, we need to simulate the N -dimensional nonstandard normal vector. Therefore, when n N we may choose the finite element method, while vice versa the collocation method may be preferable.
• For various covariance kernels Φ for the Gaussian noise ξ, the choice of reproducing kernels can affect the kernel-based collocation solution. How to choose the "best" kernels is still an open question. Polynomials are used to construct the approximations for the finite element method, and we only need to determine the appropriate polynomial degree.
• The paper [1] also discusses any other tensor-product finite dimensional noise. In the papers [4, 11] we only consider Gaussian noises. However, one may generalize the kernel-based collocation idea to other problems with colored noise.
• The finite element method works for any elliptic SPDE whose differential operator contains stochastic coefficients defined on a finite dimensional probability space. For the collocation method this idea requires further study.
Numerical Examples
In this section we present a few simple numerical experiments comparing the kernel-based collocation method to the Galerkin finite element method. Let the domain D := (0, 1) 2 ⊂ R 2 and the covariance kernel of the (finitedimensional) noise be
so that we are able to demonstrate the effects of a "correct" and "incorrect" truncation dimension for the finite element method. We use the deterministic function
and the Gaussian noise ξ with the covariance kernel Φ to set up the right hand side of the stochastic Poisson equation with Dirichlet boundary condition as in SPDE (1) . Then its solution has the form
where ζ 1 , ζ 2 are independent standard normal random variables defined on
For the collocation methods, we use the C 4 -Matérn function with shape parameter θ > 0 g θ (r) := (3 + 3θr + θ 2 r 2 )e −θr , r > 0, to construct the reproducing kernel (Sobolev-spline kernel)
According to [6] , we can deduce that its reproducing kernel Hilbert space
we can compute the integral-type *
Next we choose Halton points in D and uniform grid points on ∂D as collocation points. Using the kernel-based collocation method, we can set up the approximationû via formula (3).
Since we chose ξ x = ζ 1 2π 2 sin(πx 1 ) sin(πx 2 ) + ζ 2 4π 2 sin(2πx 1 ) sin(2πx 2 ), we can let the dimension of the probability space be either n = 1 or n = 2 for the finite element method. The Gaussian points z j,1 , · · · , z j,pj +1 ∈ R are computed as the roots of the Hermite polynomial of degree p j + 1, j = 1, 2. For n = 1 we have ξ 1 = ζ 1 2π 2 sin(πx 1 ) sin(πx 2 ), while n = 2 gives ξ 2 = ξ. We approximate the mean and variance of the arbitrary random variable U by its sample mean and sample variance based on s := 10000 simulated sample paths using the above algorithm, i.e., According to the numerical results (see Figures 1, 2 and 3) , the approximate probability density functions are well-behaved for both numerical methods. The means and variances of the kernel-based collocation solutions are smooth estimators, while the means and variances of the finite element solutions are piecewise smooth estimators. If we suitably truncate the Gaussian noise, then the finite element method has the same convergence rate as the kernel-based collocation method. If not, the kernel-based collocation method seems to do better than the finite element method for the variance. P 1 P 2 * K(x, y) := P z1 P z2 * K(z 1 , z 2 )| z1=x,z2=y , x, y ∈ D, B 1 B 2 * K(x, y) := B z1 B z2 * K(z 1 , z 2 )| z1=x,z2=y , x, y ∈ ∂D. When P := I then we rewrite P S = S which indicates that S x (ω) = ω(x).
Remark A.2. The probability measure P µ defined in Theorem A.1 can be verified to be Gaussian (see [3, 4, 11] ). The papers [6, 7, 11] show what kinds of reproducing kernels satisfy the conditions that their reproducing-kernel Hilbert spaces are embedded into the Sobolev spaces. One typical example is the Sobolev spline kernel computed by the Matérn function. 
