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a b s t r a c t
Many real problems can be modeled to the problems with a hierarchical structure, and
bilevel programming is a useful tool to solve the hierarchical optimization problems. So
the bilevel programming is widely applied, and numerous methods have been proposed
to solve this programming. In this paper, we propose an approximate programming algo-
rithm to solve bilevel nonlinear programming problem. Finally, the example illustrates the
feasibility of the proposed algorithm.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The bilevel programming is a nested optimization problem with two levels (namely the upper and the lower level) in
a hierarchy. The decision maker at the upper level (the leader) optimizes his/her objective function independently and is
affected by the reaction of the decisionmaker at the lower level (the follower)whomakes his/her decision after the former. It
is a practical and useful tool for solving decision-making (DM) problemswith hierarchical structure, and has been developed
and researched by many authors. For the recent surveys and monographs, the reader can refer to [1–3].
Various proposedmethods for solving the bilevel andmultilevel programming problems can be classified into the follow-
ing five categories [4]: extreme-point search; transformation approach; descent and heuristic; intelligent computation and
interior point. Jie Lu et al. [5] point out that there are two fundamental issues in both bilevel decision theory and practice. One
is how to model a real-world bilevel decision problem that may have various situations at the two decision levels, and the
other is how to find an optimal solution for the decision problem for the bilevel programming problems, which are generally
difficult to solve due to the complexity of the problem. It has been proved that solving the bilevel linear programming is an
NP-hard problem [6,7] and even it is an NP-hard problem to search for the locally optimal solution of the bilevel linear pro-
gramming [8]. Thus, it is difficult to solve the bilevel programming, especially to solve the bilevel nonlinear programming.
For the above reasons, the most existing numerical techniques are effective only for bilevel nonlinear programming with
special structure or obtaining the local solution for bilevel nonlinear programming.
In this paper, we proposed an approximate programmingmethod to research the general bilevel nonlinear programming
model by applying perturbed smooth function. The remainder of this paper is organized as follows: Firstly, we introduce the
model and basic definitions of bilevel nonlinear programming in Section 2. Then, the approximate programming method
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for bilevel nonlinear programming is proposed in Section 3. Finally, a numerical example is reported in Section 4 and the
paper is concluded in Section 5.
2. The model and basic definitions of bilevel nonlinear programming
We consider the bilevel nonlinear programming (BLP) formulated as follows [9]:
(BLP) min
x∈X F(x, y) (1)
s.t. G(x, y) ≤ 0
where y solves the following problem
min
y∈Y f (x, y)
s.t. g(x, y) ≤ 0
where, F , f : Rn1+n2 → R is the upper level’s and lower level’s object function of BLP , respectively. G : Rn1+n2 → Rp,
g : Rn1+n2 → Rq is the upper level’s and lower level’s constraints function of BLP , respectively. x ∈ X ⊂ Rn1 , y ∈ Y ⊂ Rn2 are
the decision variables under the control of the upper level and lower level, respectively.
Next, we give the following definitions of the BLP [9]:
(i) The constraint region of BLP:
S = {(x, y)|G(x, y) ≤ 0, g(x, y) ≤ 0, x ∈ X, y ∈ Y }.
(ii) Projection of S onto the upper level decision space:
S(X) = {x ∈ X |∃ y ∈ Y , such that (x, y) ∈ S}.
(iii) The constraint region of the lower programming for some fixed x ∈ S(X):
S(x) = {y ∈ Y |g(x, y) ≤ 0}.
(iv) The rational reaction set of the lower level programming for some fixed x ∈ S(X):
M(x) = {y|y ∈ argmin{f (x, y), y ∈ S(x)}}.
(v) The inducible region of BLP:
IR = {(x, y)|(x, y) ∈ S, y ∈ M(x)}.
Here, in order to ensure that the problem (1) is well posed, S is assumed to be nonempty and compact, S(x) 6= ∅ and
M(x) 6= ∅. At the same time, we consider the situation that there is a unique solution to the lower level problem for some
x ∈ X . Then, the definitions of the feasibility and optimality for BLP are given as follows:
Definition 2.1. A point (x, y) is called to be feasible to BLP if (x, y) ∈ IR.
Definition 2.2. A feasible point (x∗, y∗) is called to be optimal to BLP if F(x∗, y∗) ≤ F(x, y), ∀ (x, y) ∈ IR.
3. The approximate programming method for BLP
For some fixed x ∈ X , the lower level problem satisfies the condition (MFCQ) at any y ∈ M(x). Applying Kuhn–Tucker
condition, then the problem (1) can be transformed into the following single level programming problem:
(SLP) min
x,y,λ
F(x, y) (2)
s.t. G(x, y) ≤ 0
∇yL(x, y, λ) = 0
λTg(x, y) = 0
g(x, y) ≤ 0
λ ≥ 0
where L(x, y, λ) = f (x, y)+ λTg(x, y), λ ∈ Rq is Lagrange function.
The problem (2) is non-convexity and non-differential, even not satisfy the regularity assumptions which are needed to
successfully handle smooth optimization problems because of the complementarity condition. For this problem, Facchinei
et al. [10] applied smooth method to solve the mathematical programming with complementarity constraint, then
Dempe [11] also proposed smooth method to solve the bilevel programming. Based on the smooth method, we construct
an approximate programming method to solve the bilevel nonlinear programming. Before introducing the approximate
programming method, some definitions are given as follows:
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Definition 3.1. Fischer–Burmeister function is φ : R2 → R defined by φ(a, b) = a + b − √a2 + b2, the perturbed
Fischer–Burmeister function is φ : R3 → R given by φ(a, b, ) = a+ b−√a2 + b2 + .
The Fischer–Burmeister function has the property φ(a, b) = 0 if and only if a ≥ 0, b ≥ 0, ab = 0, but it is non-
differentiable at a = b = 0. Thus, the perturbed Fischer–Burmeister function has the property φ(a, b, ) = 0 if and only if
a > 0, b > 0, ab = 2 for  > 0, and the function is smooth with respect to a, b for  > 0. Hence, by applying the perturbed
Fischer–Burmeister function φ(a, b, ) = a+ b−√a2 + b2 +  in our paper, the problem (2) can be approximated by
(NP) min
x,y,λ
F(x, y) (3)
s.t. G(x, y) ≤ 0
∇yL(x, y, λ) = 0√
λj
2 + gj(x, y)2 + ε − λj + gj(x, y) = 0, j = 1, 2, . . . , q.
The problem (3) avoids the difficulty of not satisfying the regularity assumptions induced by complementarity condition
in the problem (2). For convenience, we introduce the following denotations:
Denote h(x, y, λ) = G(x, y),
H(x, y, λ) =

∇yL(x, y, λ)√
λ1
2 + g1(x, y)2 + ε − λ1 + g1(x, y)√
λ2
2 + g2(x, y)2 + ε − λ2 + g2(x, y)
...√
λq
2 + gq(x, y)2 + ε − λq + gq(x, y)

.
Let z = (x, y, λ), then the problem (3) can be written by:
(NP) min
z
F(z) (4)
s.t. h(z) ≤ 0
H(z) = 0.
Supposing z(k) is the feasible solution to the problem (4). Give the Taylor progression of objective function F(z)and
constraints function hi(z) and Hj(z) at the point z(k), and only take the linear part, then the linear programming is obtained
as follows:
(LP) min
z
F(z(k))+5F(z(k))T (z − z(k)) (5)
s.t. hi(z(k))+5hi(z(k))T (z − z(k)) ≤ 0, i = 1, 2, . . . , p
Hj(z(k))+5Hj(z(k))T (z − z(k)) = 0, j = 1, 2, . . . , n2 + q.
The result of approximation is better near the expanded point when applying the linear function to approximate to the
nonlinear function, that is to say, the gap between linear function and the nonlinear function may be bigger, when far from
the expanded point. Thus, bound of the variable need to be restricted, so in the problem (5) the constraint function is added
as follows:
|zj − z(k)j | ≤ δ(k)j , j = 1, 2, . . . , n2 + p+ q (6)
where z(k)j is the jth component of the variable z
(k).
Solve the linear programming composing with the problem (5) and (6), denoted the solution by z(k+1). If z(k+1) is the
feasible solution to the problem (4), then give the Taylor progression of objective function F(z) and constraints function
hi(z) and Hj(z) at the point z(k+1) to obtain the new linear programming, and continue to use the restricted step δ(k)j , j =
1, 2, . . . , n2 + p + q; Otherwise, decrease the restricted step δ(k)j , j = 1, 2, . . . , n2 + p + q, and resolve the current linear
programming to obtain the approximate solution, then from the current approximate solution, repeat the above steps.
Thus, a sequence composing solutions to the linear programming problems are obtained by solve a sequence of linear
programming problems, and the sequence of solutions converge to the solution to the nonlinear programming (4).
Next, the steps of our proposed algorithm for NLP is given as follows:
(1) The feasible point z(1) and δ(1)j , j = 1, 2, . . . , n2 + p+ q are initialed. Reduced coefficient β ∈ (0, 1) and allowed error
1, 2 are given, and let k = 1.
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(2) Solve the following problem by simplex method
min
z
F(z(k))+5F(z(k))T (z − z(k)) (7)
s.t. hi(z(k))+5hi(z(k))T (z − z(k)) ≤ 0, i = 1, 2, . . . , p
Hj(z(k))+5Hj(z(k))T (z − z(k)) = 0, j = 1, 2, . . . , n2 + q
|zj − z(k)j | ≤ δ(k)j , j = 1, 2, . . . , n2 + p+ q
the optimal solution z¯ is obtained.
(3) If z¯ is feasible solution, then let zk+1 = z¯, and turn to the step 4; otherwise, let δ(k+1)j = βδ(k)j , j = 1, 2, . . . , n2 + p+ q,
and return the step 2.
(4) If |F(z(k+1))−F(z(k))| < 1, and |z(k+1)−z(k)| < 2 or |δ(k)j | < 2, j = 1, 2, . . . , n2+p+q, then z(k+1) is the approximate
optimal solution; Otherwise, let δ(k+1)j = βδ(k)j , j = 1, 2, . . . , n2 + p+ q, and let k = k+ 1, return the step 2.
4. Computational experience
In this section, the problem from Ref. [12] is presented to illustrate the feasibility of the proposed algorithm.
Example 1 min
x≥0 F(x, y) = −x1
2 − 3x2 − 4y1 + y22 (8)
s.t. x12 + 2x2 ≤ 4
where y solves the problem
min
y≥0 f (x, y) = 2x1
2 + y12 − 5y2
s.t. x12 − 2x1 + x22 − 2y1 + y2 ≥ −3
x2 + 3y1 − 4y2 ≥ 4.
For some fixed x ≥ 0, the lower level problem satisfied (MFCQ). Applying Kuhn–Tucker condition, the problem (8) can
be transformed into the following single level programming:
min
x,y,λ
F(x, y) = −x12 − 3x2 − 4y1 + y22 (9)
s.t. x12 + 2x2 ≤ 4
2y1 + 2λ1 − 3λ2 = 0
−5− λ1 + 4λ2 = 0
λ1(x12 − 2x1 + x22 − 2y1 + y2 + 3) = 0
λ2(x2 + 3y1 − 4y2 − 4) = 0
x12 − 2x1 + x22 − 2y1 + y2 ≥ −3
x2 + 3y1 − 4y2 ≥ 4
x, y, λ ≥ 0.
Adopting the perturbed Fischer–Burmeister smooth function: φ(a, b, ) = a + b − √a2 + b2 + , the problem (9) can
be approximated by the following problem:
min
x,y,λ
F(x, y) = −x12 − 3x2 − 4y1 + y22 (10)
s.t. x12 + 2x2 ≤ 4
2y1 + 2λ1 − 3λ2 = 0
−5− λ1 + 4λ2 = 0√
λ1
2 + (x12 − 2x1 + x22 − 2y1 + y2 + 3)2 + 
−λ1 − (x12 − 2x1 + x22 − 2y1 + y2 + 3) = 0√
λ2
2 + (x2 + 3y1 − 4y2 − 4)2 + 
−λ2 − (x2 + 3y1 − 4y2 − 4) = 0.
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Let z = (x1, x2, y1, y2, λ1, λ2)T , the initial point is z0 = (x01, x02, y01, y02, λ01, λ02)T = (0, 0, 1.6, 0.2, 1.36, 0.44)T , and z0 is the
feasible solution to the problem (10). Give the Taylor progression of objective function F(z) and constraint functions h(z)
and Hj(z) at the point z(0), the linear programming is obtained by taking the linear approximation formulated as follows:
min
z
F(z(0))+5F(z(0))T (z − z(0)) (11)
s.t. h(z(0))+5h(z(0))T (z − z(0)) ≤ 0,
Hj(z(0))+5Hj(z(0))T (z − z(0)) = 0, j = 1, 2, 3, 4
|zj − z(0)j | ≤ δ(0)j , j = 1, 2, . . . , 6
where z(0)j is the jth component of z
(0);
∇F(z(k)) =

−2x1
−3
−4
2y2
0
0
 , ∇h(z(k)) =

2x1
2
0
0
0
0
 , ∇H1(z(k)) =

0
0
2
0
2
−3
 , ∇H2(z(k)) =

0
0
0
0
−1
4

∇H3(z(k)) =

(2x1 − 2)(x12 − 2x1 + x22 − 2y1 + y2 + 3)√
λ1
2 + (x12 − 2x1 + x22 − 2y1 + y2 + 3)2 + 
− 2x1 + 2
2x2(x12 − 2x1 + x22 − 2y1 + y2 + 3)√
λ1
2 + (x12 − 2x1 + x22 − 2y1 + y2 + 3)2 + 
− 2x2
−2(x12 − 2x1 + x22 − 2y1 + y2 + 3)√
λ1
2 + (x12 − 2x1 + x22 − 2y1 + y2 + 3)2 + 
+ 2
(x12 − 2x1 + x22 − 2y1 + y2 + 3)√
λ1
2 + (x12 − 2x1 + x22 − 2y1 + y2 + 3)2 + 
− 1
λ1√
λ1
2 + (x12 − 2x1 + x22 − 2y1 + y2 + 3)2 + 
− 1
0

,
∇H4(z(k)) =

0
x2 + 3y1 − 4y2 − 4√
λ2
2 + (x2 + 3y1 − 4y2 − 4)2 + 
− 1
3(x2 + 3y1 − 4y2 − 4)√
λ2
2 + (x2 + 3y1 − 4y2 − 4)2 + 
− 3
−4(x2 + 3y1 − 4y2 − 4)√
λ2
2 + (x2 + 3y1 − 4y2 − 4)2 + 
+ 4
0
λ2√
λ2
2 + (x2 + 3y1 − 4y2 − 4)2 + 
− 1

.
According to the above steps, the results listed in Table 1 is obtained for different .
Table 1
Compare of the results in our paper with those of reference.
 Results in this paper Results in reference
(x, y)a F(x, y)b (x, y)a F(x, y)b
0.1 (0, 1.98, 1.88, 0.91) −12.6319
0.01 (0, 1.99, 1.876, 0.9073) −12.6508 (0, 2, 1.875, 0.9063) −12.6786
0.001 (0.001, 1.99, 1.876, 0.90) −12.6640
a The optimal solution to the bilevel nonlinear programming.
b The upper level’s objective function value of the bilevel nonlinear programming.
The result shows the solution obtained by the proposed algorithm is global and very close to that presented in the cor-
responding reference not only from the side of comparison of the optimal solution but also from the side of the comparison
of the objective value in the above table for different . Thus, the proposed algorithm is feasible.
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5. Conclusion and future works
Bilevel programming is a useful tool to solve the hierarchical optimization problems, to which many real problems can
be modeled. So the bilevel programming is applied in many fields. In this paper, we propose an approximate programming
algorithm to solve bilevel nonlinear programming problem. In our algorithm, the perturbed Fischer–Burmeister function
is adopted, which can avoid the difficulty of dealing with the non-differentiable because of the complementary condition.
And the simplex method is adopted to solve the approximate problem to the nonlinear programming transformed from
the bilevel nonlinear programming. From the numerical result, the proposed algorithm is feasible. While, choosing the
δj has great influence on the performance of the simplex method when solving the linear programming. Thus, we will
conduct further research on the influence on the performance of our proposed algorithm for appropriate δj being different
for different problems. Furthermore, wewill solvemore problems in the literature and generating problems by our proposed
algorithm to illustrate the feasibility of our algorithm.
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