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Abstract
The propagation of light through a periodic array of evanescently coupled optical
waveguides is described by the paraxial equation. This Schrödinger-like equation
closely resembles the Schrödinger equation describing the motion of a particle in a
periodic potential. This close correspondence means that the evolution of the light
mimics the complex dynamics of a quantum particle in a lattice. This mapping
combined with the powerful capabilities of ultrafast laser inscription to precisely
control the properties of the simulated lattice makes coupled optical waveguides a
potent probe of solid-state phenomena. In this thesis we theoretically investigate
and experimentally observe, using the photonic platform, various single-particle ef-
fects from solid-state physics. These include a new type of particle localisation due
to flat energy bands and a novel type of topological edge mode which is unique
to slowly-driven lattices. In addition theoretical results are presented which show
how a particle subject to an artificial magnetic flux can be simulated using optical
waveguides. This result paves the way for the use of photonic lattices to investigate
the paradigmatic Hofstadter-Harper model and its associated topological properties.
Moving beyond single-particle effects photonic lattices are capable of investigating
certain phenomena associated with particle interactions, such as the dynamics of two
interacting particles in one-dimension. In this thesis the dynamics of two interacting
particles in two quasi one-dimensional lattices, the cross-stitch and diamond lattices,
are theoretically investigated. The single-particle energy spectrums of these lattices
both feature a flat band which implies that the particle’s dynamics within this band
are determined solely by the interaction. The theoretical work conducted in this
thesis is mainly focused around the experimental platform of photonic lattices. The
results, however, are derived from a Schrödinger-like equation which implies that
they will be relevant to a wide community of researchers.
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1.1 Aim of thesis
One of the great successes of early quantum mechanics was the development of elec-
tronic band theory to help explain single-particle electronic properties in a lattice.
The introduction of a underlying crystalline structure gives rise to a rich variety of
effects, such as bandgaps and Brillouin zones, that have no free-space counterpart
and strongly effect the motion of the electron. Predicting this motion, or more gen-
erally the motion of a quantum particle in a lattice, is at the heart of solid-state
physics and in the last two decades photonic lattices have emerged as a powerful
experimental technique with which this motion can be simulated and visualised.
Photonic lattices are comprised of a periodic array of evanescently coupled optical
waveguides where, at the input facet, laser light is launched into one or more of the
optical waveguides. As the light travels down the input waveguides it spreads to
neighbouring waveguides and these waveguides can then couple to their neighbours
and so forth. Intriguingly, the interference and spreading of the light can be shown
to be equivalent to the time evolution of the wavefunction of a quantum particle
initially placed in the lattice. Consequently, photonic lattices offer the possibility
to directly visualise the time evolution of a quantum particle’s wavefunction. This
analogy is based on the remarkable similarity between the paraxial equation, which
governs how light propagates within these photonic lattices and the Schrödinger
equation for a particle. Therefore, by the appropriate construction of a photonic
1
Chapter 1: Introduction
lattice the dynamics of a quantum particle in an arbitrary one or two-dimensional
lattice can be studied. Moreover, if the waveguides comprising the lattice are de-
signed to bend along the propagation direction then the evolution of the light directly
simulates how a particle’s wavefunction evolves when subject to a time-dependent
external force. The ability to implement an external force is a valuable tool that
dramatically increases the toolbox available as it can allow for the designing of ef-
fective Hamiltonians that are difficult to reproduce in static systems. The primary
objective of this thesis is to work with this toolbox to study the time evolution
of particles in both static and driven lattices. The theoretical results obtained are
applicable to many experimental set-up as they are derived from a Schrödinger-like
equation; however, in many cases the work conducted was done in close collabo-
ration with an experimental team using photonic lattices and so the focus will be
directed around this technology.
In addition to the study of condensed matter systems photonic lattices are also
attracting greater attention than ever before with many technological applications
looking to exploit their unique capabilities. In particular the demonstration of pho-
tonic lattices as three-dimensional optical interconnects for the telecommunications
and astrophotonics communities shows the promise of this technology [1]. The ability
to control and manipulate the movement of light within a material is a highly-sought
after attribute within these fields. Consequently, there is great potential for cross-
disciplinary applications whereby research into fundamental quantum phenomena
can be directly applied to applications.
1.2 Thesis outline
In Chapter 2, the Maxwell equations that govern how light propagates in an array
of waveguides will be used to derive the paraxial equation. It is the close analogy
between the paraxial and the Schrödinger equations that allows the interpretation
of the electric field distribution of the light as representing the wavefunction of a fic-
titious quantum particle. A very useful tight-binding approximation of the paraxial
equation is briefly derived.
2
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In Chapter 3, a two-dimensional lattice called the Lieb lattice is investigated. The
tight-binding band structure for this lattice geometry displays a flat energy band.
The presence of this flat band gives rise to a novel type of particle localisation
whereby the particle is prevented from expanding by destructive interference of the
wavefunction. This represents an extreme example of how the presence of a lattice
can effect the motion of a particle. This flat band is investigated both theoretically
and experimentally and it is shown that this flat band remains even if the perfect
periodicity of the lattice is disrupted by disorder.
In Chapter 4, the bending of the waveguides along the propagation direction is
discussed. The mapping between the evolution of the light within these systems to
that of a particle subject to an external force is discussed. An experimental setup
is proposed that makes use of these bending effects to enable the simulation of a
particle moving in a lattice subject to a strong magnetic field. It is shown that
the dynamics of a particle evolving under the Hofstader-Harper Hamiltonian can be
accurately reproduced in a photonic lattice.
In Chapter 5, the photonic analogue of an anomalous Floquet topological insu-
lator is demonstrated. The experimental observation of a novel type of edge mode,
which are unique to driven systems, using a slowly-driven photonic square lattice is
presented. These topological edge modes can exist even if all the usual topological
invariants that are used to describe static systems are zero. In slowly-driven systems
the topological invariants used to describe static systems fail to properly capture the
physics and so a new invariant, the winding number, is needed to capture the topol-
ogy.
Photonic lattices are also capable of simulating two interacting particles. In Chapter
6, the interaction between two particles in the cross-stitch and diamond lattices is in-
vestigated. These quasi-one-dimensional lattices both host flat energy bands. In the
3
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flat band there is no kinetic energy and so the dynamics are completely determined
by the interactions. In the case of the cross-stitch lattice the problem is mapped onto
the exactly solvable Fano-Anderson model whilst for the diamond lattice a modified
Bethe Ansatz is used to probe the properties of the interaction induced bound states.
In Chapter 7, the conclusions and possible future work will be presented.
4
Chapter 2
Simulation of a quantum particle
using waveguide arrays
2.1 Introduction
The interior of a solid-state system is a complicated environment. The dynamics
of the particles within these materials are the result of a multitude of competing,
possibly many-body, effects which include amongst others: lattice geometry, disorder
and particle-particle interactions. In order to produce a satisfactory theoretical
model of these complex environments it is necessary to be able to compare theoretical
predictions to an experiment which has good control over these competing effects.
In recent years a number of techniques such as: cold atoms in optical lattices, atoms
in arrays of cavities, trapped ion experiments, quantum dots and superconducting
circuits have all been proposed as being useful in the study of fundamental solid-state
effects, see Refs. [2, 3] for reviews. In recent years photonic lattices have also emerged
as a useful technique for demonstrating solid-state effects as they possess a number
of desirable properties [4, 5]. Firstly, they allow for excellent control over lattice
geometry and disorder levels whilst allowing for the simulation of external influences
such as electric fields. Secondly, they allow for complex initial states, which are not
the ground state, to be generated, a feat which is difficult in many other setups.
Finally, as we will see, in a photonic lattice the evolution of the light’s electric field
along the propagation direction directly mimics how the particle’s wavefunction
5
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evolves in time. Therefore, by measuring the output intensity a direct visualisation
of the particle’s probability distribution can be obtained. Fundamentally, however,
photonic lattices are a classical simulator which represents the key limitation to this
technology as a probe as it largely limits experiments to the study of single-particle
systems. Many-particle effects can be studied using photonic lattices however these
experiments typically rely on mapping the many-body problem into a single-particle
problem in a higher dimensional lattice.
In this chapter the Schrödinger-like paraxial equation which governs how light
propagates in a photonic lattice will be derived starting from Maxwell’s equations.
The close analogy between the paraxial and Schrödinger equations defines a mapping
that allows the experimental observations that are made in the photonic system to
be converted into statements about quantum particles. This analogy can be further
strengthened by utilising a coupled-mode description of the paraxial equation. The
resultant system of equations can be directly related to the single-particle tight-
binding models that are often used in the condensed matter and solid state fields.
2.1.1 Paraxial equation
In this section, we will derive the paraxial equation- a Schrödinger-like equation
that governs how light propagates in a photonic lattice. There are several different
techniques that can be used to create photonic lattices but the experimental work
discussed in this thesis used laser inscription to write the optical waveguides into
silica glass. In the construction process laser light is focused from the top to a tight
spot inside the glass, see Fig. 2.1(a). The laser light at the focus is so intense that it
leads to a permanent modification of the refractive index of the glass. Therefore, by
moving the glass on a controllable stage a waveguide can be written. Repeating this
process at different positions allows a lattice of waveguides to be constructed. These
lattices are usually written inside a glass-like dielectric medium that is isotropic,
linear and non-conducting and where the charge density and current density are
6
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both zero. The Maxwell equations for materials of this type can be written as [6]








∇ ·D =0, (2.3)
∇ ·B =0, (2.4)
where E, H = µ0B, D = n
2(x, y, z)ε0E and B are the electric field, magnetic field
strength, electric displacement and magnetic field, respectively, and ε0 and µ0 are
the permittivity and permeability of free space, respectively. The function n(x, y, z)
describes how the refractive index varies inside the material and in particular de-
scribes the position and properties of the optical waveguides. Taking the curl of
Eq. (2.1) and substituting for H using Eq. (2.2) and using the vector curl identity,
















The analysis up to this point has been exact but now two key approximations
are introduced that simplify this wave equation. The first approximation concerns
the refractive index profile n(x, y, z). The refractive index change induced by the
fabricating laser is very small, roughly 10−3, which allows the weakly-guiding ap-
proximation to be invoked. This approximation involves neglecting the ∇n2 term
in Eq. (2.6) [7]. This term is the only one that contributes to coupling among the
different polarisation components of the electric field. The neglect of this term im-
plies the model will be polarisation-preserving and so only a single component of
the electric field need be considered. The weakly guiding approximation therefore
7
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Figure 2.1: In the fabrication of a photonic lattice, subplot (a), an intense laser
beam is used to inscribe a waveguide inside a glass-like medium. The glass is
mounted on a movable stage which allows a lattice of waveguides to be written.
In the operation of the device, subplot (b), laser light is coupled into the central
waveguide. The light couples into neighbouring waveguides via evanescent coupling
and the spreading of the light mimics the motion of a quantum particle in a lattice.
A simulation of the expected light intensity at three different z positions within the
glass is shown. In this analogy the propagation direction, z, plays the role of time
and the intensity of the light is analogous to the the probability distribution of the
quantum particle.
allows the vector wave equation to simplify to a scalar wave equation
∇2E(x, y, z, t) = µ0ε0n2
∂2E(x, y, z, t)
∂t2
. (2.7)
where E(x, y, z, t) describes the x or y component of the electric field. The time
dependence of the electric field is harmonic, e−iωt, where the frequency ω = 2πc/λ
is set by the speed of light, c, and the free space wavelength λ. Substituting this
time dependence into the scalar wave equation gives the scalar Helmholtz equation
∇2E(x, y, z) = −n
2
λ̄2
E(x, y, z), (2.8)
where λ̄ = λ/(2π) and µ0ε0 = 1/c
2 has been used. If the wave propagation is
primarily along the z-axis, then the field E(x, y, z) can be represented as a slowly
varying envelope and a fast oscillating wave, E(x, y, z) = ψ(x, y, z) exp[ins
λ̄
z] where
ns is the refractive index of the medium. Substituting this form for E into Eq. (2.8)
gives a term proportion to ∂
2ψ
∂z2
. Assuming ψ is slowly-varying compared to the
wavelength allows this term to be dropped, the so called slowly-varying envelope
8
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ψ(x, y, z), (2.9)






) is the transverse Laplacian. The final term can be simplified
further by again invoking the weakly guiding assumption so that n(x, y, z)2 = (ns +









∇2⊥ −∆n(x, y, z)
]
ψ(x, y, z). (2.10)
The paraxial equation bears very close resemblance to the Schrödinger equation
but with Planck’s constant being replaced by the wavelength and the mass of the
particle being given by the refractive index of the glass. The refractive index modi-
fication caused by the writing laser, ∆n, defines the potential energy landscape that
the fictitious particle is moving in. It is important to note that the propagation
direction, z, has taken the place of time and therefore measuring the electric field
at different points along the propagation direction corresponds to measuring the
wavefunction at different times, see Fig. 2.1(b). This mapping between t and z also
effects the refractive index profile ∆n(x, y, z) which if z dependent corresponds to a
time-dependent Schrödinger equation.
2.2 Coupled-mode approximation
In this section a coupled-mode approximation of the paraxial equation, Eq. (2.10),
is developed. The exact form of the refractive index modification induced by the
writing laser is difficult to obtain experimentally which makes the paraxial equation
difficult to use. The advantage of the coupled-mode approach is that it converts
the paraxial equation into a theoretical model with parameters that can be easily
accessed experimentally. Consider for illustration that the waveguides have been
written in a square lattice geometry. The total refractive index modification can be
9
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∆n0(x− xm,n, y − ym,n), (2.11)
where (m,n) labels the waveguide with coordinates (xm,n, ym,n) and ∆n0(x, y) is the
refractive index profile of a single isolated waveguide. The overall electric field can
be expanded as [4]
ψ(x, y, z) =
∑
m,n
cm,n(z)u(x− xm,n, y − ym,n)eiβz. (2.12)
Here β is the propagation constant of the waveguides, which are assumed identical,
u(x, y) is the normalised transverse profile of the eigenmode of an isolated waveguide
and cm,n(z) quantifies the contribution of u(x−xm,n, y−ym,n) to the overall electric
field. Substituting Eqs.(2.11) and (2.12) into Eq. (2.10) and using that the fact that









Vm,n = ∆n(x, y)−∆n0(x− xm,n, y − ym,n), (2.14)
and we have introduced the shorthand um,n = u(x− xm,n, y− ym,n). Multiplying by
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The eigenmodes, um,n, typically decay exponentially which means that only a small
number of these integrals are non-negligible. If the distance between adjacent guides
is much larger than the full-width-at-half-maximum of the eigenmodes intensity
profile the pb,na,m integrals can be approximated by [8, 9]
pb,na,m = δm,aδn,b. (2.16)
The overlap integrals, tb,na,m, cause coupling of optical energy between the mode am-
plitudes cm,n and ca,b via a process called evanescent coupling. The origin of this
coupling is that the electromagnetic field of a waveguide mode extends beyond the
core of the waveguide and into the surrounding host material. This exponentially
decaying tail is called the evanescent wave. When two waveguides are close to-
gether, such that the evanescent fields of the guided modes overlap, the waveguide
modes interact with one another, this interaction results in the transfer of energy
from one waveguide to another [9]. Typically this coupling decays exponentially
with the separation of the waveguides and so for well separated waveguides only
nearest-neighbour couplings need be included in the analysis [10]. Consequently,
in the square lattice geometry the evolution of the light is now determined by the










Here Jx = t
n,n
m+1,m and Jy = t
n+1,n
m,m are the coupling constants which capture the
effect of the evanescent coupling between nearest-neighbour waveguides. In photonic
lattices, due the laser-inscription process, Vm,n is not necessarily circularly symmetric
which implies that the coupling constant can vary with direction, i.e Jx 6= Jy. A
first principles calculation of these coupling constant is difficult as it depends upon
difficult to measure quantities such as ∆n0, Ref. [9] contains calculations for the
coupling constant for particular forms of ∆n0. In practice in photonic lattices a
direct calculation of the coupling constant is not used as instead this parameter
is measured using a lattice consisting of only two waveguides [10]. Typically, a
11
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series of two waveguide couplers will be fabricated and the coupling constant for
each measured and the results averaged. This averaging allows for disorder due to
waveguide inhomogeneity to be accounted for.
2.2.1 Tight-binding models
An advantage of the coupled-mode formalism discussed in the previous section is
its close connection to the tight-binding models that are often used in the literature
to study condensed matter systems. The connection between the two approaches
is most easily seen with an example and so consider a single particle moving in a










where ĉ†m,n creates a particle at the (m,n)
th lattice site and J describes the tunnelling
rate of the particle between nearest-neighbour lattice sites. In principle Eq. (2.18)
is a many-body Hamiltonian, however, as previously discussed, photonic lattices are
primarily limited to the study of single-particle physics. In single-particle systems
the commutation relations of the creation and annihilation operators are irrelevant







where |φm,n(t)|2 gives the probability of finding the particle at the lattice site (m,n)
at time t. The time-dependent Schrödinger equation for the probability amplitudes
φm,n is given by
iφ̇m,n = −J
(
φm+1,n + φm−1,n + φm,n+1 + φm,n−1
)
. (2.20)
Comparison of Eqs. (2.17) and (2.20) shows that the evolution of the light’s elec-
tric field in the photonic lattice simulates the evolution of the particle’s probability
amplitude in a second quantised description. It is this analogy that allows state-
12
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ments made about the movement of light in waveguides arrays to be interpreted as
statements made about the motion of a quantum particle in a lattice.
2.3 Chapter summary
In this chapter, we have discussed the propagation of light in coupled optical waveg-
uides and shown the mapping between a crystalline solid and an array of coupled
optical waveguides. In particular, we have examined how a coupled-mode descrip-
tion of the light evolution in these photonic lattice reproduces the dynamics of a
particle in a lattice as predicted by a second quantised tight-binding model. In fu-
ture chapters extensions to these ideas will be discussed to simulate the effects of
magnetic and electric fields. These mappings will prove invaluable in using photonic





The study of transport in lattices reveals a diverse range of phenomena ranging from
cases with robust transport such as chiral edge modes in topological materials right
through to situations where transport can be inhibited or even halted. The inhibi-
tion of transport stems from the presence of localised eigenstates which can lead to
a particle being trapped in a subsection of the lattice. There are numerous physical
mechanisms that induce this localisation and perhaps the most famous example is
Anderson localisation which is due to the presence of disorder in the system [11–
13]. The presence of disorder, however, is not a requirement and localisation can
be induced by a wide variety of different effects including external forces [14–16],
non-linearities [17], magnetic fields [18] and particle interactions, see for instance the
bound state discussion of the diamond lattice in chapter 6. Interestingly, the geome-
try of a lattice can also lead to localisation of the wavefunction. In certain specific ge-
ometries there exist eigenfunctions that are localised and prevented from expanding
or changing by destructive interference of the wavefunction. A non-exhaustive list
of such lattice geometries include the Kagome [19], diamond [20], cross-stitch [21],
stub [22] and sawtooth lattices [23]. The presence of this destructive interference in
these lattice geometries leads to, in the nearest-neighbour tight-binding limit, the
formation of perfectly flat energy bands. One of the simplest lattices where this
phenomenon occurs is the Lieb lattice, see Fig. 3.1(a). This two-dimensional lat-
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tice hosts three energy bands, including a perfectly flat middle band, and in this
chapter the evolution of these flat-band states is studied both theoretically and ex-
perimentally using a photonic lattice. See Ref. [24, 25] for similar experimental
work in photonic lattices and Ref. [26] for experimental work showing the flat-band
localisation with a Bose-Einstein condensate.
Figure 3.1: Subplot (a) sketches the geometry of the Lieb lattice. The coloured
circles depict a flat-band localised state that is experimentally probed. The dotted
box shows the unit cell and the sublattice labelling. The numbers show the value of
the wavefunction at that lattice site. Subplot (b) shows the energy spectrum of the
Lieb lattice and consists of two dispersive bands plus a flat energy band.
3.1.1 Band structure of the Lieb lattice













m−1,nâm,n) + h.c., (3.1)
where ân,m, b̂n,m and ĉn,m are the destruction operators for the A, B and C sites
in the (m,n)th unit cell, respectively. Note that because only a single-particle is
being considered in this chapter whether the particles are Bosonic or Fermions does
not alter the physics. Fourier transforming the real-space tight-binding Hamiltonian
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where a is the lattice constant.The energy spectrum, ε(k), consists of three bands,




2(kxa) + J2y cos
2(kya)
ε0(k) =0. (3.3)
Here ε± are the energies of the dispersive bands and ε0 represents the flat band; the
energy spectrum is shown in Fig. 3.1(b) for the case of Jx = Jy. The remarkable
feature about the flat band is that every k state within this band has the same energy.
This consequently implies that any linear superposition of the flat-band’s Bloch
states is also an eigenstate. This degeneracy raises the possibility of constructing a
localised eigenstate by an appropriate superposition of these extended Bloch states.
In the Lieb lattice it is possible to show that an eigenstate consisting of only four
occupied lattice sites may be constructed and that this state is composed entirely of
flat band Bloch states [28]. This flat-band state is shown in Fig. 3.1(a) and consists
of only four lattice sites, two of which have probability amplitude +1 and two which
have −1. The localisation of this state may be interpreted as arising from destructive
interference. The only way for this state to expand is for the probability amplitude to
first tunnel to the neighbouring A sites and then expand into the rest of the lattice.
However, due to the π phase difference between the neighbouring occupied sites,
and assuming that the x and y tunnellings are equal, destructive interference will
prevent the accumulation of any probability on the neighbouring A sites. The initial
state is therefore trapped and expansion is prevented. Interestingly, this destructive
interference argument suggests that disorder in the tunnelling rates could destroy
the flat band as the delicate balance between neighbouring lattice sites would not
16
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be maintained. However, we will show later in the chapter that the flat band does
survive even in the presence of arbitrary strength tunnelling rate disorder (so called
off-diagonal disorder).
The idea that destructive interference prevents motion is neatly complemented
by considering the effective mass of a particle in the flat band. The effective mass
model approximates the dispersion relation of the particle as being the usual free-
space one, ε(k) = k
2
2m∗
, but where the effects of the lattice and/or other perturbations
are contained in the bare mass of the particle being modified to an effective mass,
denoted m∗ [29]. Note that the convention ~ = 1 is being used. The effective mass





, which for the
flat band yields m∗ = ∞. This effective mass interpretation of the flat band is a
dramatic demonstration of how lattice geometry can profoundly alter the dynamics
of a particle. A corollary of the infinite effective mass implies that the particle
motion is prevented and furthermore suggests zero acceleration under an external
force. In Ref. [30] a discussion of the effects of external fields on a flat band is made
and it is shown how the Bloch oscillations of a wavepacket consist of two parts -
a fast scan through the non-flat part of the dispersion structure, and an almost
complete halt when the wave packet is trapped in the original flat band.
3.2 Experimental observation
The experimental investigation into the Lieb lattice involved preparing two orthog-
onal initial states: one comprised of only flat-band states, |φF 〉, and one that solely
excited the dispersive bands, |φD〉. The flat-band initial state, |φF 〉, was chosen to be
the one shown in Fig. 3.1(b) which consists of four occupied states of equal intensity
but where the C sites are π out of phase with respect to the B sites. The dispersive
state, |φD〉, has the same shape as |φF 〉 however all the sites are in phase. The
initial state |ψF 〉 is composed entirely of flat-band states [28] and therefore should
not disperse along the propagation direction. The orthogonal initial state, |φD〉, by
contrast has zero overlap with the flat band and therefore should disperse along the
propagation direction. The experimental setup to excite the desired lattice sites at
17
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Figure 3.2: Subplot (a) illustrates the setup used in the experiment. As discussed
in the text the key component is the Diffractive Optical Element that allows the
different initial states to be produced. Subplots (b-f) compare experimental and
theoretical results for two different initial states: one comprised of entirely flat-band
states and the other entirely of dispersive band states. The two initial states differ
only in their phase and so have identical intensity distributions, subplot (b). In the
experiment the flat-band state is largely unchanged at the output, subplot (c), in
close agreement with theoretical expectations, subplot (d). By contrast the disper-
sive initial state does not remain localised and at the output has expanded into the
lattice, subplots e and f.
the input of the photonic lattice is shown in Fig. 3.1(a). The key component is the
diffractive optical element (DOE) which generates a square array of diffraction-order
spots. The spatial filter shown in Fig. 3.1(a) passes the four first order spots and
a very weak zeroth order one while filtering all other higher order diffraction spots.
The relative phases of the four first order spots can be controlled by translating the
DOE as shown in Fig. 3.1(a).Therefore, by translating the DOE both the initial
states, |φF 〉 and |φD〉, could be generated and input into the photonic lattice. The
experiment then comprised measuring the evolution of these orthogonal states along
the propagation direction. Fig. 3.2 shows the experimental and simulation results
with Fig. 3.2(b) showing the intensity of the experimental input state, note that
both |φD〉 and |φF 〉 have the same intensity distribution, while Fig. 3.2(c-f) com-
pare the experimental and simulated results for the two different initial states. It
can be clearly seen that the flat-band state, Fig. 3.2(c-d), remains unchanged whilst
the dispersive state, Fig. 3.2(e-f), expands into the surrounding lattice.
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3.3 Experimental disorder
The experiment was repeated by launching the initial states at different unit cells
in order to test the homogeneity of the photonic lattice. In all cases similar, but
not identical results, were observed with the output intensity distribution changing
depending on the location of the launch. The presence of these slight discrepancies
suggest that there is some disorder in the lattice. In order to identify the source
of this disorder a number of experimental investigations were performed with two
waveguide couplers. It was observed that the primary source of disorder was due to
small random variations in waveguide-to-waveguide separations that led to disorder
in the tunnelling strengths between lattice sites. The experimental presence of this
off-diagonal disorder motivated the theoretical investigation into the effect of this
type of disorder on the flat band and this topic occupies the remainder of this
chapter. In the next section we will show how the flat band is preserved in the
presence of off-diagonal disorder. In particular, in the case of a Lieb lattice with
random couplings it will be shown that there are N eigenvectors which satisfy the
equation ĤD|ηi〉 = 0 where N is the number of unit cells and ĤD is the disordered
Lieb Hamiltonian. Note Ref. [31] a discusses how, in various flat band lattices
including the Lieb lattice, the localisation length of the eigenstates and the density
of states respond to a particular type of correlated disorder.
Disordered flat band
Let |ψ0(k)〉 and |ψ±(k)〉 be eigenvectors of the disorder-free Hamiltonian Ĥ0 where
the superscript refers to the band, see Ref. [27] for their explicit form. Let ĤD be
the disordered Hamiltonian. In a finite but periodic lattice, there are only a discrete
number of allowed quasimomenta-there are as many values of k as there are unit










where i = 1..N . The key steps are
1. We prove that ĤD|ψ0(k)〉 only contains population on A sublattice sites, the
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corner sites in Fig. 3.1.
2. We prove that the vectors ĤD[|ψ+(k)〉+ |ψ−(k)〉] only have A site population
and these vectors form a basis for the A sites.
3. Combining points 1.-2. show that there exist zero-energy eigenfunctions of the
form given by Eq. (3.4).
4. We show that the |ηi〉 are linearly independent.
More specifically, point 3. can be seen in the following way. It follows from point 1.
that acting with ĤD on the first term on the R.H.S of |ηi〉, |ψ0(ki)〉, gives a vector
that only has A site population. Item 2 says that ĤD[|ψ+(k)〉+|ψ−(k)〉] form a basis
for the A sites. Therefore, any state with A site population can be written in the
form
∑
k c(k)[ĤD(|ψ+(ki)〉+ |ψ−(ki)〉)]. In particular, by a suitable choice of c(k),
the A site population coming from ĤD|ψ0(k)〉 can be cancelled, giving ĤD|ηi〉 = 0
as desired.
Claim. The state ĤD|ψ0(k)〉 only has A-site population.


















where JS refers to hopping within the same unit cell whilst JD refers to hopping to
a different unit cell. The subscripts are needed on the hoppings due to the disorder.







x,y + cx,y ĉ
†
x,y]|0〉, where |sx,y|2 gives the probability of finding the particle on the
sth sublattice site of the (x, y)th unit cell. The action of ĤD on |ξ〉 produces a new
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The probability amplitude on the B and C sites of the new vector, given in the first
two lines of Eq. (3.5), is proportional to the A-site probability amplitude of |ξ〉. The
vectors |ψ0(k)〉 have no A site population, which in turn guarantees that ĤD|ψ0(k)〉





has only A-site population.
Proof. This proof is very similar to that used in proving ĤD|ψ0(k)〉 only has A-site





where Ra are the lattice positions of the A sites. The two dispersive bands differ
only in the sign of their Ak coefficients and so the vector |ψ+(k)〉+ |ψ−(k)〉 has no
A site population. The action of ĤD on an arbitrary vector produces a vector whose
probability amplitude on the B and C sublattice sites is proportional to the original
vector’s A-site probability amplitude. The vector |ψ+(k)〉 + |ψ−(k)〉 has no A site
population which in turn guarantees that ĤD(|ψ+(k)〉 + |ψ−(k)〉) only has A site
population.




, are a basis for the A sites.
Proof. In the disorder-free case there are as many values of k as there are unit
cells, N , and so there are N different |µk〉 states. There are N A sites in the lattice,
and so if it can be shown that the |µk〉 are linearly independent then |µk〉 will form
a basis for the A sites.
21
Chapter 3: Photonic Lieb lattice
In order to test for linear independence it must be shown that the only solution
to
∑









If a solution would exist which does not have αk 6= 0 ∀k then this solution, denoted
|D〉, satisfies ĤD|D〉 = 0 and hence represents a zero-energy eigenstate. In order for



















The phase and magnitude of the coefficients in this sum depend on the disordered
tunnelling rates in the (m,n)th unit cell. Therefore, in order for this equality to
hold for every unit cell the term inside the curly brackets must equal zero. The
term within the square brackets cannot equal zero as the disordered hoppings are
all real and positive. Therefore for this equality to hold it is required that αk = 0.
This statement implies that the only solution to
∑
k αk|µ(k)〉 = 0 is αk = 0 which
in turn implies the |µ(k)〉 are linearly independent and hence form a basis for the A
sites.
Zero-energy eigenstates
The consequence of the |µk〉 being linearly independent is that the |µk〉 form a basis
for the A sites. This is crucial as it allows the creation of zero-energy eigenstates of





A zero-energy eigenvector must satisfy ĤD|η0〉 = 0, and this holds for the state of
Eq. (3.8) as shown now. Acting with ĤD on the first term on the rhs of Eq. (3.8)
gives a vector that only has A site population. Acting with ĤD on the second term
gives
∑
k c(k)|µk〉 where |µk〉 have population only on the A sites and form a basis
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for the A sites. Therefore, by a suitable choice of c(k), the A site population coming
from ĤD|ψ0(k)〉 can be cancelled giving ĤD|η0〉 = 0 as desired.
Flat band
A whole family of such zero-energy eigenvectors can be created by changing the
value of k that is used for |ψ0(k)〉. A general member of this family has the form




Claim. The |η0i 〉 are linearly independent.
Proof. The vectors |η0i 〉 are linearly independent if the only solution to the equation∑












The term inside the square brackets is a linear combination of disorder-free eigen-
states, and therefore it cannot be zero as this would mean that the disorder-free
eigenvectors were not linearly independent. The other possibility is that the brack-
ets corresponding to different k values cancel. Therefore assume that there is a
solution with αi 6= 0 for some i. Let one of the non-zero αi be α0. Then
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This expression violates the linear independence of the disorder-free eigenvectors,
which are a basis. Therefore, the only solution is αi = 0 ∀i, and therefore the |ηi〉
are linearly independent. These linearly independent eigenvectors when combined
with other linearly independent non-zero energy state can be converted into a or-
thonormal basis via the Gram-Schmidt process. This procedure does not change
the eigenvalues, and so the disordered Hamiltonian always possesses N zero-energy
orthonormal eigenvectors, where N is the number of unit cells. Hence the flat band
persists even in the presence of disorder.
3.3.1 Diagonal disorder
Finally we would like to note that in the case of diagonal disorder it can be seen
numerically that the flat band is destroyed by this type of disorder. The breaking of
this flat band can be directly related to the diagonal disorder using the Bauer-Fike
theorem [32]. The theorem states that the eigenvalues of the perturbed matrix, i.e.
the Hamiltonian with disorder, cannot differ from the eigenvalues of the disorder-free
Hamiltonian by more than the largest eigenvalue of the perturbing Hamiltonian. As
the perturbation matrix is diagonal the eigenvalues are easily obtained. Therefore,
even for weak disorder the flat band is almost maintained. See Ref. [27] where they
show the strong degeneracy of the flat band is lifted by a diagonal disorder and that
the broadening of the band depends on the strength of the disorder.
3.4 Chapter summary
In this chapter, we have presented a photonic realisation of a two-dimensional Lieb
lattice using waveguide arrays. This lattice supports three energy bands, including
a perfectly flat middle band with an infinite effective mass. We analyse, both ex-
perimentally and theoretically, the evolution of localised flat-band states, and show
that these states remain localised along the propagation direction. We have shown
theoretically that the flat band persists even in the presence off arbitrary strength
tunnelling rate disorder, off-diagonal disorder. In addition to having potential tech-
nical applications involving diffractionless image transport [33, 34] flat bands also
24
Chapter 3: Photonic Lieb lattice
present the potential for investigating novel non-linear dynamics owing to the ab-
sence of any kinetic terms [35–37] in these bands.
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Simulation of a magnetic field
4.1 Introduction
In recent years one of the most productive applications of ultrafast laser-written
photonic lattices is in simulating a quantum particle subject to an external electric
field. This analogy has allowed the experimental observation of a number of theo-
retically predicted solid-state effects such as Bloch oscillations [38], Landau-Zener
tunneling [39] and topologically protected chiral edge modes [40]. This utilisation
relies on the flexibility in waveguide positioning that is allowed by the laser inscrip-
tion process to curve the array along the propagation direction. The evolution of the
light within this curved array now simulates the dynamics of a particle, in a lattice,
subject to an external electric field. The capability of photonic lattices, as an exper-
imental tool, would be further enhanced by the ability to simulate a magnetic field.
This capacity, for example, would allow the simulation of the paradigmatic exam-
ple of the integer quantum Hall effect: the Hofstadter-Harper Hamiltonian [41–43]
which describes a single-particle moving in a square lattice exposed to a strong uni-
form magnetic field. The application of a magnetic field dramatically enriches the
physics as while the magnetic field is translationally invariant the gauge potential
generating the magnetic field need not be. The magnetic field therefore gives rise
to a new unit cell in the lattice called the magnetic unit cell which can be either be
commensurate or incommensurate with the normal field-free unit cell. The interplay
between these length scales causes the resulting single-particle energy spectrum to
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show a fractal structure as a function of the magnetic flux per unit cell, a result which
is known as the Hofstadter butterfly. In addition to this rich spectral behaviour the
Hofstader-Harper model is one of the simplest tight-binding lattice model exhibiting
topological transport properties as, for certain values of magnetic flux, there exist
well-separated energy bands that can be associated non-trivial topological invari-
ants, i.e. non-zero Chern numbers [44, 45](Chapter. 5 discusses Chern Numbers
in more detail). These topological properties are directly related to the existence
of robust chiral edge states [46–48] and so realising this model using laser-written
photonic lattices would allow for the study of these rich phenomena in a highly
controllable environment. From an applied viewpoint, these topologically-protected
edge modes provide a robust method of transporting light and could potentially
allow for a number of useful applications including highly efficient topological edge
state lasing [49]. The Hofstader-Harper model has been realised in several different
experimental platforms including cold atoms [50–55] and photonics [56–58] but not
in laser-written waveguide arrays. There has been a theoretical suggestion to realise
an effective magnetic field [59] but this technique required precise control of the
propagation constant along the propagation direction. In principle this is possible
by altering the write-speed of the fabricating laser however changing it dynamically
and from waveguide to waveguide is difficult. In this work we use the powerful
ability present in photonic lattices to individually control waveguide placement to
inhomogeneously curve a lattice of waveguides and show through theory and numer-
ical simulation that an artificial magnetic field can be created. Whilst this chapter
focuses on square lattices the theoretical work conducted herein would apply to any
lattice where the nearest neighbour bonds are perpendicular to one another. These
geometries include a number of interesting possibilities such as the Lieb [60, 61] and
one-dimensional diamond lattices [18, 20, 62].
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4.2 Background
The most widely used mechanism for incorporating a magnetic field into a tight-
binding description of a lattice is to use the Peierls substitution [63]. The substitu-
tion involves taking the tight-binding description of the lattice, in the absence of a
field, and making a replacement given by
tn,bm,a → tn,bm,ae−iφ
n,b






where tn,bm,a is the coupling between the sites ra,b and rm,n, A(r) is the vector potential
generating the magnetic field and q is the charge of the particle. The exact form
of the Peierls phase, φn,bm,a, on each bond depends upon the choice of gauge that
is made for the vector potential. The sum, however, of the Peierls phase around
an elementary plaquette of the lattice is a gauge invariant quantity and can be









B(r) · dn, (4.2)
where n is the normal vector of the surface Ap enclosed by the bonds of the ele-
mentary plaquette and q is the charge of the particle. Fig. 4.1 illustrates how this
quantity is obtained on a square lattice. The creation of complex tunnelling ele-
ments is therefore a critical component of generating an artificial magnetic field and
in the next section a useful mechanism for achieving this is discussed.
4.2.1 Complex tunnelling elements
The generation of complex tunnelling elements can be achieved in photonic lat-
tices using a technique inspired by photon-assisted tunnelling in cold-atom exper-
iments [64–66]. Photon-assisted tunnelling is composed of two parts and we will
briefly describe the mechanism as it plays such a central role in the proposal used in
this chapter. The starting point is the tight-binding equations describing a particle
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Figure 4.1: Subplot (a) is a schematic drawing of a 2D lattice with complex tun-
nelling amplitudes. An electron that tunnels around the borders of one plaquette






1,1, due to the presence of the vector
potential A. Subplots (b)-(c) show two different snapshots of a sinusoidally shaken
square lattice where the initial phase of modulation depends on the row index n.
The light gray squares show the position of an undriven square lattice and the ar-
rows show the direction and magnitude of the displacement of that row compared
to the undriven case. Note that the shape of the lattice changes with propagation
distance.
moving in a square lattice subject to a static plus sinusoidally varying electric fields















The first bracket describes a single-particle moving in a square lattice. The second
term describes the coupling between the particle and the electric field where qEs = F
and qE(t) = A sin(ωt+φ) are the x-polarised static and sinusoidally varying electric
fields respectively and xm,n is the x-coordinate of the (m,n)
th lattice site. A new
Hamiltonian can be made by making a time-dependent unitary transformation of
Ĥ(t), Ĥ(t) = R̂ĤR̂†− iR̂ ∂
∂t
R̂† [68, 69]. The unitary transformation, R̂, is chosen so
that the term iR̂ ∂
∂t
R̂† removes the electric field term from Ĥ(t). The transformed
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where a is the lattice spacing and Hadamard’s lemma [70] has been used to treat
terms of the form R̂ĉ†m,nĉm,nR̂
†. Importantly, the x-polarised electric field only affects
the x-direction hoppings and leaves the y-direction hoppings unaffected. The field



















The transformed Hamiltonian, Eq. (4.5), is periodic in time with a period given by
T = 2π/ω. Time-periodic Hamiltonians can be treated using Floquet’s theorem [71,
72], which guarantees that solutions of the Schrödinger equation can be written in
the form
|ψα(t)〉 = e−iεαt|φα(t)〉 with |φα(t+ T )〉 = |φα(t)〉, (4.6)
where |φα(t)〉 and εα are the Floquet eigenstate and quasi-energy respectively. The
name quasi-energy is chosen suggestively because of the close similarity between
periodic in time systems and systems which are periodic in space which give rise to
quasi-momentum. In close analogy with Bloch’s theorem the quasi-energy also has
Brillouin zone-like structure in which each unique eigenstate of the time-dependent
Schrödinger equation can be represented by a Floquet eigenstate with a quasi-energy
within the range −ω/2 < ε ≤ ω/2. In practice this implies that the Floquet states
with quasi-energies εα and εα + qω, where q is an integer, physically represent the
same state.
The interest in time-periodic systems is that in the limit of fast driving the
evolution of the time-dependent system can be well described by a static effective
30
Chapter 4: Simulation of a magnetic field
Hamiltonian. The spectrum of this effective Hamiltonian is given by the quasi-
energy and by modifying the driving protocol potentially interesting features that
are difficult to generate in static systems can be observed in the quasi-energy. This
Floquet engineering approach has allowed the observation of a number of interesting
phenomena in both cold-atom experiments [50, 73–78] and photonics [40]. The time
evolution operator describing the dynamics over the time frame ti → tf can be
written as [68]
Û(ti→ tf) = e−iK̂(tf)e−i(tf−ti)Ĥeff eiK̂(ti). (4.7)
The time independent effective Hamiltonian, Ĥeff describes the system stroboscop-
ically, i.e. at integer multiples of T , whilst K̂(t) is the micro-motion operator which
describes the dynamics that take place within each period of the driving. In the
limit of high-frequency driving, as the period is small, the observables are generally
only slightly affected by the micro-motion and the dynamics are well captured by
the effective Hamiltonian. In this fast driving regime the effective Hamiltonian and
the kick operators can be derived peturbatively in powers of 1/ω. Expanding the
time dependent Hamiltonian in Fourier components as Ĥ(t) =
∑∞
j=∞H(j)eijωt, the
effective Hamiltonian to first order can be written as [68]












Following this prescription to leading order the transformed Hamiltonian of Eq. (4.5)













nJn(x)einy, has been used. The effective Hamiltonian de-
scribes a particle hopping in a square lattice but where the x-direction tunnelling
elements are complex with the phase given by the initial phase of the sinusoidal
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modulation. The generation of these complex tunnelling elements resembles the
Peierls phase needed to generate a magnetic flux. Unfortunately, as it stands this
technique can not be used to produce a magnetic flux as there is no spatial de-
pendence to the phases and so adding the complex phases around an elementary
plaquette gives zero and hence no magnetic flux. In the next section the photonic
analogue of the technique is discussed and this analysis suggests a mechanism by
which a spatial dependence can be imparted to the phases.
4.2.3 Complex tunnelings in a photonic lattice
In this section the photonic analogue of photon-assisted tunnelling is discussed and in
particular how an electric field can be simulated. It will be shown that curving the
waveguides along the propagation direction, z, allows the simulation of arbitrary
time dependent electric fields by an appropriate choice of bending profile. The







∇2⊥ψ(x, y, z) + V (x− x0(z), y − y0(z))ψ(x, y, z), (4.10)






) is the transverse Laplacian, V (x, y) = −∆n(x, y) is the
effective refractive index profile of the waveguide array and x0(z) and y0(z) describe
the bending profiles of the waveguide arrays along the propagation direction in the
x and y directions respectively. It is important to note that all the waveguides are
moving identically and so this kind of movement will be referred to as homogeneous
bending. The fact that the array moves as a whole means it is possible to transform
to the frame moving with the array. The waveguides appear straight in this moving
frame and the effect of the bending manifests in the addition of a new term in the
paraxial equation. This can be seen by using the Kramers-Henneberger transfor-
mation [79, 80] which introduces the new variables x′ = x − x0(z), y′ = y − y0(z),
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where ẍ(z) = d
2x(z)
dz2
. The transformed paraxial equation is analogous to the Schrödinger
equation of a particle of charge q moving in a static potential whilst subject to a
electric field given by E(z′) = Exx̂ + Eyŷ. The field components are given by
qEx(z
′) = −nsẍ0(z′) and qEy(z′) = −nsÿ0(z′) respectively. The simulated elec-
tric field is therefore determined by the bending profile and so in order to con-
struct the necessary fields for photon-assisted tunnelling a bending profile such as
x0(z) = Fz
2 + A sin(ωz + φ) should be used. Applying a tight-binding analysis
to Eq. (4.11) results in a Hamiltonian of exactly the form described by Eq. (4.3)
and so the analysis conducted in sections 4.2.1 and 4.2.2 can be straightforwardly
applied. Consequently, the combination of periodic bending and constant curving
of a waveguide array mimics a static+AC electric field and so allows the creation
of complex tunnelling elements by utilising a photonic analogue of photon-assisted
tunnelling.
4.2.4 Inhomogenous bending
The analysis conducted in the previous section applied to homogeneously curv-
ing waveguide arrays, however, one of the key advantages of laser written waveg-
uides arrays is that the position of each waveguide can be individually controlled.
Importantly, this ability allows for the creation of inhomogeneously bent lattices
where the bending profile varies from waveguide to waveguide. For illustration
consider a square lattice where the waveguides are labelled by their row and col-
umn indices. The bending profile of the (m,n)th waveguide is given by xm,n(z) =
Fz2 + A sin(ωz + φn) which is composed of two parts: the first term is waveguide
independent and can be recognised from the previous section as being analogous to
a static electric field. The second term describes sinusoidal bending but where the
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initial phase of the modulation depends on the row number of the lattice. In the
effective Hamiltonian of Eq. (4.9) the phase of the tunnellings in the x-direction de-
pended on the initial phase of the sinusoidal modulation. Therefore, intuitively one
might expect that if different rows of the square lattice had different initial phases,
Fig. 4.1(b-c), this would introduce a position dependence to the phase of the x-
tunnellings which if properly tailored could give rise to a non-zero magnetic flux.
The presence of inhomogeneous shaking does imply, however, that some waveguide
separations will be changing along the propagation direction. In the next section, it
will be however shown that this has little effect and that the intuitive picture holds.
4.3 An artificial magnetic field














+ V [x, y, z]E (4.12)
where λ̄ = λ/(2π), ns is the refractive index of the glass and the function V [x, y, z]
describes how the refractive index modulation in the transverse direction varies along
the propagation direction. For the purposes of this chapter we choose V [x, y, z] to
only have inhomogeneous bending in the x-direction
V [x, y, z] =
∑
m,n
V0[x− x0m,n − x0(z)− xm,n(z), y − y0m,n − y0(z)]. (4.13)





static waveguide position in the absence of any bending and the integers (m,n) label
the waveguide. The functions x0(z) and y0(z) describe homogeneous curving of the
lattice in the x- and y-directions respectively. The function xm,n(z) describes the in-
homogeneous movement of the (m,n)th waveguide. In a lattice with inhomogeneous
movement it is not possible to transform to a moving frame where all the waveg-
uides appear stationary and therefore the Kramers-Henneberger transformation can
no longer be used and a different approach must be used. In this work we generalise
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the approach used in Ref. [4], which was used to treat homogeneous bending, to
analyse inhomogeneously bending waveguides. This approach involves applying a
tight-binding analysis where the field is represented as a sum of individual waveguide
modes








cm,n(z)u[x− x0m,n − x0 − xm,n, y − y0m,n − y0]













where p = ns/(2λ̄) and u[x, y] satisfies the equation









)u[x, y] + V0[x, y]u[x, y]. (4.15)






− iλ̄um,nċm,n + cm,num,n(V [x, y, z]− V m,n0 )
+ cm,n
(
ns(x− x0m,n − x0 − xm,n)(ẍ0 + ẍm,n) + ns(y − y0m,n − y0)ÿ0
]
, (4.16)
where Eq. (4.15) has been used. Multiplying by ua,be
−iγa,b and integrating trans-
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The integrals pn,nm,m are equal to 1 by the normalisation convention chosen while





also present in the tight-binding analysis of a homogeneously bent waveguide array
and are negligible as long as the waveguide separation remains large compared to
the dimensions of the waveguide mode [9]. In the inhomogeneously bending square
lattice the nearest-neighbour waveguide separations are always bigger than or equal
to a, the lattice constant of a static square lattice, and so these terms may be safely
neglected [8].
The effect of the bending is therefore encoded in the z dependent modification of
the tunnelling elements tn,bm,a. In this work we will focus on the square lattice geometry







xm,n(z) =xn(z) = A sin(ωz + φn), (4.19)
where n refers to the row number of the lattice, see Fig. 4.1(b-c). It is shown in the
appendix that for realistic experimental parameters the coupled-mode equations are
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tnx = exp[iKx cos(ωz + φn) + iωz]C0, (4.21)











Here Kx(Ky) = 2pωaA(B) and C0 is the tunnelling constant between static waveg-
uides separated by the lattice constant a. Cn,n+1(z) describes how the magnitude
of the y-direction tunnellings changes along the propagation direction. In the pres-
ence of inhomogeneous shaking in the x-direction the waveguide separations between
waveguides in different rows of the square lattice are changing along the propaga-
tion direction. Assuming the coupling is exponentially dependent upon the waveg-
uide separation this z-dependent modification is described by the term Cn,n+1(z) =
κ0 exp[−dn,n+1(z)/τ ]. Here dn,n+1(z) =
√
a2 + (A sin(ωz + φn)− A sin(ωz + φn+1)2
is the distance between waveguides in neighbouring rows and κ0 and τ are material
dependent coefficients.
The salient point about the coupled mode equations, Eq. (4.20)-(4.22), is that
they are periodic in z and so are amenable to the Floquet formalism discussed in
the previous sections. To leading order the z-independent effective coupled-mode
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Here, C0 is the coupling between two static waveguides and Jn is the nth order Bessel
function of the first kind. The effective coupled mode equations, Eq. (4.23), have
x-direction couplings that feature a site dependent phase that can be interpreted
as a Peierls phase. Summing these phases around a single square plaquette gives a
non-zero result of φn+1−φn. Thereby, these effective equations model the dynamics
of a single-particle moving in a lattice subject to a magnetic field. It should be em-
phasised that this technique allows the strength and shape of the magnetic field to
be engineered by control of the φn’s. Therefore, inhomogeneously shaken photonic
lattices provide a highly controllable platform to allow the study of a whole range
of different systems like uniform magnetic fields, staggered magnetic fields and even
inhomogeneous structures such as barriers. Note that in order to realise a uniform
flux of Φ the initial phases of modulation should be chosen as φn = nΦ.
4.4 Application
4.4.1 Single plaquette
To demonstrate the validity of this procedure in generating an artificial magnetic
field we begin by considering the simplest possible structure namely a single square
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Figure 4.2: Figure comparing the results from the effective coupled-mode theory,
blue curve, and a split step simulation of the paraxial equation, black curve, for
an inhomogenously shaken four waveguide plaquette. The curves show how the
intensity in the pink highlighted waveguide changes along the propagation direction.
The lower two waveguides are shaken with a phase φ0 = 0 whilst the upper two
waveguides have an initial phase of φ1 = π/2 which should correspond to a flux
of π
2
through the plaquette. The light gray curves in subplots (a) and (d) show a
split-step simulation of the paraxial equation for a homogeneously shaken plaquette
and show significant difference. The light gray curves are omitted from subplots (b)
and (d) for clarity.
plaquette consisting of four waveguides, see the black discs in Fig. 4.2. The accuracy
of the effective coupled mode equations can be tested by comparing their predictions
to those coming from a split-step solution [81] of the paraxial equation, Eq. (4.12).




with ∆ and ρ chosen to be 6.9 × 10−4 and ρ = 5 µm respectively [7, 82]. The
wavelength of the incident light is chosen to be 700 nm. The particular bending
profiles that are used in the simulation are chosen as xn(z) = A sin(ωz + φn) and
y(z) = B sin(ωz) with A = 5.5 µm, B = 6.5 µm and the driving frequency is chosen
to be ω ≈ 11C0. The shaking amplitudes are chosen so that the magnitude of the x
and y couplings are approximately equal. The magnitude of the nearest neighbour
couplings used in this coupled mode analysis are extracted by simulating two shaken
waveguides within the paraxial equation. The phases are chosen as φ0 = 0 for the
y = 0 waveguides and φ1 = π/2 for the y = a = 20 µm waveguides. The figures
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show the evolution of the intensity in each of the four waveguides as a function
of the propagation distance z. The blue lines in each figure indicate the results
predicted by the coupled-mode equations. The all-important phases of the nearest
neighbour couplings are obtained using the predictions of Eq. (4.20)-(4.22). The
effective coupled mode equations accurately capture the evolution of the intensity
over long propagation distances and the results differ dramatically from what is
expected in the homogeneous bending case, light gray curve.
4.4.2 Square lattice
Figure 4.3: Figure comparing the output facet images generated by the Hofstadter
model of Eq. (4.23), left-hand images, and a split-step solution of the paraxial equa-
tion with inhomogeneous and homogeneous shaking profiles. The agreement between
the Hofstadter model and the inhomogeneously shaken lattice is excellent indicat-
ing that the inhomogeneous shaking of a waveguide array is an excellent way of
emulating the Hofstadter Hamiltonian.
A straightforward extension of the plaquette studied in the previous section can
be used to generate a flux ladder which could be experimentally probed [75, 83, 84].
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In the remainder of this section however, the work will focus on the generation of
a uniform flux in a square lattice geometry. The tight-binding model describing
the dynamics is called the Hofstadter-Harper model and, as previously discussed,
features a rich variety of physical phenomena such as non-trivial topological indices
and the famous Hofstadter butterfly.
In principle the same x and y shaking profiles that were used for the single
plaquette could be used to generate a flux in the square lattice. These parameters,
however, give rise to an inhomogeneous coupling rate in the y direction. The origin of
this inhomogeneity is the 2KyP sin(γn) term in the argument of the Bessel function
in Eq. (4.22). For instance, in the case of generating a uniform flux of Φ the shaking
phases are chosen as φn = nΦ and it is easily checked that the sin(γn) term can
change value and sign depending upon the value of n leading to local modifications
of the effective y tunnelling. Importantly, these local modifications are present only
if there is shaking in the y direction, i.e. non-zero Ky. However, without any y-
direction shaking the effective equations will be anisotropic with the y tunnellings
significantly larger than the x-couplings. A potential method for dealing with this
anisotropy is to deform the square lattice so that the lattice constant in the y-
direction is larger than in the x-direction. This has the effect of decreasing the
static coupling constant in the y-direction. The difference between the x and y
lattice constants can then be tuned so as to allow for the magnitude of the x and y
couplings to become equal. The simulation parameters were chosen to be xn(z) =
A sin(ωz + nπ/2) with A = 5.5µm, y0(z) = 0 whilst the x and y lattice constants
were chosen to be ax = 20µm and ay = 22µm respectively. These lattice constants
were found by simulating a series of inhomogenously shaken two waveguide couplers
with different lattice constants and finding the parameter that gave roughly equal
tunnellings in the x and y directions. The effective coupled mode equations for these










inπ/2cm−1,n + Cycm,n+1 + Cycm,n−1
)
(4.25)
with |Cy| = |Cx| which corresponds to the simulation of an isotropic Hofstadter
41
Chapter 4: Simulation of a magnetic field
model subject to a flux of π/2. Fig. 4.3 shows a comparison of the output facet
images obtained from the coupled mode equations, left-hand images, and the simu-
lation of the paraxial equation, middle images, for a range of different propagation
distances when the central site of a 7 × 7 lattice is excited at the input. The right
hand images show paraxial results for a homogeneously shaken lattice, i.e a flux free
lattice, and the output images show a clear difference. It should be noted that the
coupled mode equations, Eq. (4.25), only include nearest neighbour couplings and
the lowest order term in the effective Hamiltonian. These higher order terms are
accounted for in the paraxial solution and so consequently the agreement between
the coupled mode theory and the paraxial solution could be improved by incorporat-
ing these terms. However, even without these additional terms the close agreement
between the coupled mode theory and the paraxial solution demonstrates that the
effective equations are accurately capturing the complicated dynamics that occur
over long propagation length scales. The close agreement between theory and sim-
ulation for both the plaquette and lattice geometries indicates that inhomogeneous
bending is an effective mechanism for generating an artificial magnetic flux.
4.5 Chapter summary
In this chapter we have, through theory and simulation, demonstrated how periodic
inhomogeneous curving of a waveguide array can be used to simulate the dynam-
ics of a particle subject to a magnetic field. In the regime where the frequency
of the periodic curving is much larger than any of the native couplings present a
set of coupled-mode equations are obtained that link the strength and shape of the
magnetic field to the initial phase of the inhomogeneous modulation. The excel-
lent control over waveguide placement that is allowed in photonic lattices allows
this initial phase to be easily tuned. This flexibility will enable these lattices to







The discovery of the quantized Hall effect [85], and its subsequent topological ex-
planation, demonstrated the important role topology can play in determining the
properties of quantum systems [86, 87]. At a stroke this discovery showed that
not only were existing band theories incomplete but also that there existed a new
class of materials, the topological insulators, that was heretofore unexplored. The
conduction properties of these materials proved quite remarkable and consist of an
insulating bulk and conducting edges states that chirally propagate around the sur-
face without back-scattering on defects. The existence of these edge states and
their remarkable robustness against disorder are both vivid demonstrations of the
important role topology can play in determining material properties. The desire to
explain the origin of these effects led to the development of topological band theory,
where, in addition to band index and quasimomentum, Bloch bands are also char-
acterised by a set of topological invariants [43]. An important example of one such
invariant is the Chern number, Cn, where n labels the Bloch band. The values of
these Chern numbers can be used to infer physical properties about the system; the
most famous example of this is the bulk-edge correspondence which states that Cn
is equal to the difference between the number of chiral edge modes in the bandgaps
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above and below the nth band [46–48]. In order to illustrate some of these ideas
Fig. 5.1(a) sketches the energy spectrum for a 2D topological insulator where the
Bloch bands have non-zero Chern numbers. The material is translationally invariant
in the x-direction but finite in the y-direction as shown in Fig. 5.1(b). The shaded
grey regions in Fig. 5.1(a) show the Bloch bands whilst the coloured lines show the
energy dispersions of the topological edge modes. The edge states are localised on
one side of the sample with the blue and red modes being confined to the bottom and
top edges respectively. The edge modes possess almost linearly dispersing spectra
which implies that a wavepacket composed of these edge modes will propagate with
an almost constant velocity along the edges as shown in Fig. 5.1(b). It is important
to note that there are no left(right) propagating edge modes on the bottom(top)
edge. This is at the heart of the observed robustness of these topological modes as a
wavepacket composed of these edge modes encountering a defect cannot backscatter
due to the absence of any counter-propagating states at the same energy.
Figure 5.1: Subplot (a) is a sketch illustrating the energy spectrum of a topo-
logical(Chern) insulator in a strip geometry that is periodic in the x-direction but
finite in the y-direction. The red and blue lines correspond to edge modes that are
localised on the top and bottom edges of the sample respectively. The almost linear
nature of these dispersion relations implies a wavepacket composed of these edge
modes will propagate along the edge as shown in subplot (b).
5.2 Chern Number
The quantisation of the Hall conductance discovered by Klaus von Klitzing et al. [85]
marked the first example of a topologically protected quantum effect in a solid-state
system. The quantisation of the Hall conductance, σH , was observed by sending a
constant current through a two-dimensional electron system subjected to low tem-
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peratures and strong magnetic fields and measuring the voltage difference in the





where ν is an integer-the so-called Integer Quantum Hall Effect. The striking feature
of this experiment was how exceedingly precise this quantisation was even in the
presence of perturbations such as disorder. The explanation of this experiment was





where Cn is the Chern number of the nth band and the sum runs over all occupied
bands. The Chern number of the nth energy band is termed a topological invariant















where the integral is over the Brillouin zone, Im(x) denotes the imaginary part of
x and Cn is guaranteed to be an integer. The Chern number is titled a topological
invariant as it is robust against perturbations of the underlying Hamiltonian; only
perturbations that cause band-gap closings between the bands can cause the Chern
number to change. This statement has two immediate consequences. Firstly, any
real system will contain disorder but as long as the strength of this disorder is small
compared to the band-gaps the Chern number cannot change from the disorder-
free case. Secondly, moving from the interior of the Quantum Hall system, where
the Chern numbers are non-zero, into the surrounding medium, where the Chern
numbers are zero, implies that a change in the Chern number must have occurred.
The definition of a topological invariant means that the Chern number can only
change at a band-gap closing which implies there must be a band gap closing at
the edge of the Quantum Hall system. Consequently, there must be states that are
confined to the edges of the Quantum Hall system and have energies in the bulk band
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gaps. These are the topologically protected edge modes discussed in the previous
section.
5.3 Driven Systems
The topological band theory for describing static systems can be readily extended to
periodically driven system by exploiting the analogy between the energy spectrum
of a static system and the quasi-energy spectrum of a time-periodic system, (see
chapter 4 for a discussion of Floquet’s theorem, quasi-energy and effective Hamilto-
nians.) The quasi-energy spectrum can host Bloch bands which can be assigned the
topological invariants that are used to describe static systems. In the limit of fast
driving, driving frequency  hopping amplitude, the topological phase of a system
can be predicted by the Chern numbers that are used to describe static systems.
However, in the limit of slow driving, driving frequency ≈ hopping amplitude, ro-
bust chiral edge modes can still be observed even if the Chern numbers associated
with all the bulk bands are zero. These so called anomalous topological edge modes
have no static analogue, and are associated with a distinct topological invariant,
which takes into account the full time-evolution over a driving period. This intrigu-
ing regime of periodically-driven systems has been investigated in a diverse range of
experimental platforms including a photonic setup realising a discrete time quantum
walk [88], a designer surface plasmon platform [89] and a one-dimensional microwave
network [90]. In this chapter we demonstrate the experimental observation of such
anomalous topological edge modes in an ultrafast-laser-inscribed photonic lattice.
See Ref. [91] for similar experimental results.
5.3.1 Floquet engineering
Subjecting a system to time-periodic driving has proven a powerful method to engi-
neer band structures with non-trivial topological properties [68, 92–96], as recently
demonstrated in cold-atom experiments [74, 77, 78] and photonics [40]. The evolu-
tion of a driven system over an arbitrarily long duration ∆t = tf− ti can be describe
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by the time evolution operator which takes the form [68, 97]
Û(ti→ tf) = e−iK̂(tf)e−i(tf−ti)ĤeffeiK̂(ti) (5.4)
The time-independent effective Hamiltonian, Ĥeff , describes the system strobo-
scopically, i.e. at integer multiples of T , whilst K̂(t) is the micro-motion opera-
tor which describes the dynamics that take place within each period of the driv-
ing. In the high-frequency limit the time-independent effective Hamiltonian ac-
curately captures the dynamics and the micro-motion operators have little effect.
The topological invariants used to describe static systems therefore accurately de-
scribe these high-frequency driven systems. In the slow-driving case, where driving
frequency∼hopping amplitudes, the micro-motion operators can no longer be ne-
glected and what happens during the driving period can strongly affect the topol-
ogy of the system. In this regime the topological invariants used to describe static
systems are no longer adequate as situations can arise where all the standard topo-
logical invariants are zero but topologically protected edge modes can still arise.
In these slowly-driven systems a new topological invariant is introduced called the
winding number, W , that takes into account the micro-motion.
The failure of the standard topological invariants in describing slowly-driven
systems can be traced to a breakdown in the analogy between the energy spectrum
of a static system and the quasi-energy spectrum of a periodically driven system.
Recalling the discussion from chapter 4, the quasi-energy, ε, is only defined in the
fundamental quasi-energy zone−ω/2 < ε ≤ ω/2, which implies that for slow-driving,
small ω, the Bloch bands can start to reach the edges of this fundamental zone.
For illustration consider a 1-dimensional tight binding chain that has bandwidth of
4J , where J is the hopping constant. For ω ≈ J the band can fill the fundamental
quasi-energy zone and the top of the band can touch the bottom of the band through
the edge of the fundamental quasi-energy zone. In particular, this means that in
addition to the usual bandgap closings that occur in static systems there is also
the possibility of a bandgap closing between the highest- and lowest-lying energy
Bloch bands through the edge of the fundamental quasi-energy zone. The existence
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of these two distinct types of bandgap closing has important consequences for the
topology of a driven system.
The presence of degeneracies between Bloch bands is crucial in determining the
topological properties of the system. Firstly, the topological invariants of a band
can only change at a bandgap closing and secondly, the number of topological edge
modes in a given bandgap can only change if that bandgap closes. In a driven
system the combination of these facts and the presence of zone-edge gap closings
can allow the Chern numbers of the bands to change without any of the inter-zone
gaps closing. Consequently, it is possible for situations to arise where all the Bloch
bands have zero Chern number but yet robust chiral edge modes are still observed,
see Fig. 5.4 for an illustration. These so-called anomalous topological edge modes
are unique to driven systems and have no static analogue.
5.3.2 Anomalous topological edge modes
Figure 5.2: Subplot (a) illustrates the slowly-driven square lattice. The four dif-
ferent bonds present in the lattice (with coupling constants J1,2,3,4) and the cyclic
driving protocol employed. Subplot (b) shows the simplest case where all bond
strengths are equal, JT/4 = π/2, chiral edge modes arise whilst the evolution op-
erator associated with the bulk is identity. Subplot (c) is an illustration of how,
using laser inscription, different pairs of waveguides can be moved together to turn
on a coupling and then apart to switch it off. This flexibility allows for a realisation
of the driving protocol shown in subplot (a). In waveguide arrays the propagation
direction z plays a role analogous to time.
The theoretical works in Refs [92, 98] introduced conceptually simple models that
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exhibited such anomalous topological edge modes. The model presented in Ref. [98]
is perhaps the simplest and consists of a square lattice with nearest-neighbour cou-
plings, which are designed so that the couplings between a lattice site and its four
nearest neighbours are independently controllable. These four couplings, denoted J1
through J4, are then varied in a spatially homogeneous and time-periodic manner
so that any lattice site is, at any given moment, coupled to only one of its nearest
neighbours, see Fig. 5.2(a). The simplest demonstration of this model is when the
driving period T is split into four equal steps, and T is selected such that a parti-
cle that is initially localised on a certain site will be completely transferred to the
neighbouring site after a time T/4. Therefore, in a system without any edges, this
implies that after one complete period, any initial state is exactly reproduced, which
in turn implies that the propagator, Û(T ), is the identity matrix. Consequently, the
effective Hamiltonian in Eq. (5.4) is the identity matrix and the quasi-energy spec-
trum consists of two degenerate flat bands. The bulk eigenstates are completely
localised, and the Chern numbers associated with the effective Hamiltonian are nec-
essarily zero. In a geometry with edges, however, it is found that there are chiral
propagating edge modes that are localised along the edge, see Fig. 5.2(b). These
occur because a particle launched at an edge cannot return to its initial position
and instead move one unit cell along the edge, in direct analogy with the skipped
cyclotron orbits of quantum Hall systems [99].
The adequate topological characterisation of driven systems is captured by a winding
number that includes the entire driving period. In particular the winding number
accounts for the changes in the Chern numbers that occur through the zone edge
within a driving period. In an N -band driven system there can be at most N
bandgaps, and for each of these bandgaps, there is a winding number Wm, which







qZESi , m = 1, 2, . . . , N, (5.5)
where Cn is the Chern number of the nth band at time T . The second term accounts
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for the changes in Chern number that occur thorough the quasienergy zone edge
with qZESi corresponding to the the the change in Chern number of the lowest band
that occurs in the ith zone-edge degeneracy. In direct analogy with static systems
this winding number directly gives the number, nedge(m), of topologically protected
chiral edge modes present in the mth gap. This driven bulk-edge correspondence
can be shown to have the form [100]







The first term on the right hand side of Eq. (5.6) is the term that is found in static
systems, whilst the second applies only to driven systems. It is this term that is the
source of the anomalous edge modes as it allows the number of edge modes to be
non-zero even if the standard topological invariants, i.e. the Chern numbers Cn, are
zero for all of the bands.
5.4 Slowly-driven square lattice
In this section we consider a driven square lattice which is closely related to the
system discussed in the previous section and in Ref. [98]. The model introduced in
that reference hosts a rich topological phase diagram consisting of both the sought-
after anomalous phases as well as more standard phases where the static topological
invariants accurately describe the physics. However, in order for all of these dif-
ferent phases to be reached a bipartite sublattice potential must also be included
in the driving protocol. In photonic lattices the on-site energies can be controlled
by changing the writing speed of the fabricating laser. It is, however, difficult to
ascertain the precise relationship between the on-site energy and the write speed. In
this section we will show that an equally rich topological phase diagram can instead
be created by making the first bond J1 have a different strength to the following
three bonds (J2,3,4 = J̃). The considered lattice is the bipartite square lattice shown
in Fig. 5.2 and in a system without edges the time-dependent Hamiltonian can be
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ibn.kσ+ + e−ibn.kσ−), (5.8)
where â†k and b̂
†
k create particles with quasi-momentum k on the a and b sublat-
tices respectively. The Pauli matrices σ± = 1
2
(σx ± iσy) act in the sublattice space
and the vectors bi connect nearest-neighbour lattice sites, b1 = −b3 = (a, 0) and
b2 = −b4 = (0, a). The driving period, T , is split into four equal sections and
the parameters Jn(t) control which bond is on during which section, see Fig. 5.2(a).
The bond strengths, J1 and J2,3,4 = J̃ , can be modified by changing the waveguide
seperation and are chosen so that J1T/4 ≡ Λ1 and J̃T/4 ≡ Λ2. This gives two exper-
imentally controllable parameters, Λ1 and Λ2, that can be independently tuned. The
interplay between these two parameters produces a rich topological phase diagram,
see Fig. 5.3(a). The different topological phases of this driven two-band system are
accurately labelled by the winding numbers associated with the two bandgaps; in
the phase diagram shown in Fig. 5.3, we have chosen W1 to be the winding number
for the bandgap centred around quasienergy zero and W2 for the bandgap centred
around π/T . The Chern number of the lowest Floquet band, C1, is also provided so
as to highlight the anomalous regimes where C1 = 0 and W1,2 6= 0. In the waveguide
realisation of this model, the propagation direction z plays a role analogous to time
and the time period T is replaced by the spatial period L.
The calculation of the phase diagram can be achieved by utilising the property
that the topology of the system can only change when there is a gap closing between
the two bulk bands. In this model the position of these gap-closing events can be
found analytically by diagonalising the evolution operator at the end of the driving
period. It is found that for Λ1 = Λ2 and Λ2 =
1
3
(2π − Λ1), the system is gapless
at quasienergy zero, while for Λ2 =
1
3
(π − Λ1) and Λ2 = 13(3π − Λ1), the system
is gapless through the fundamental zone edge. The position of these gap closings
thereby divides the phase space into the eight sectors shown in Fig. 5.3(a). The
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Figure 5.3: Subplot (a) shows a phase diagram for a generalisation of the model
in Fig. 5.2(a), which allows the bond J1 to be of a different strength to the bonds
J2−4 = J̃ . Here Λ1 = J1T/4 and Λ2 = J̃T/4. Each phase is described by three
topological invariants: the Chern number of the lowest Floquet band C1, the winding
number W1 of the gap centred around zero, and the winding number W2 of the gap
centred around π/T . The white regions indicate where anomalous edge modes can be
observed. Subplot (b) shows a quasienergy spectrum for the parameters indicated by
the black dot in subplot (a). Red curves indicate topological-edge-modes dispersions,
while black curves correspond to the bulk bands. Subplot (c) shows a quasienergy
spectrum for the experimentally achieved parameters.
topology within these different sectors can then be defined by calculation of the
winding numbers. The calculation of the winding numbers can either be done by
utilising the formalism discussed in Ref. [100] or by tracking the changes in the
Chern number that occur throughout the driving period. The latter method nicely
illustrates how zone-edge degeneracies can lead to violations of the standard bulk-
edge correspondence and so this approach will be used in this work. For the two-band







where P̂n(k, t) and e
−iφn(k,t) are the projectors onto the eigenstates and the cor-
responding eigenvalues of Û(k, t) respectively. The instantaneous energies, φn/T ,
are constrained to lie in the fundamental quasi-energy zone [−π/T, π/T ]. At any
time t the evolution operator may be diagonalised to yield the instantaneous Bloch
bands of the driven system. At any time t the eigenstates associated with these
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bands can be used to calculate a Chern number for that band, see Ref. [101] for
an efficient technique for calculating the Chern number. Therefore, in accordance
with Eq. (5.5), the winding number can then be calculated by tracking changes in
the Chern number of the lowest band that occur through the zone edge throughout
the driving period, an example of this will be shown in Fig. 5.4 for the parameters
Λ1 = 1 and Λ2 = 1.4 , which shows how the Chern number of the lowest band
changes throughout the driving period. It can be seen that that the Chern number
changes twice within a driving period and computing the spectra at these times
shows that the second of these changes occurs through the zone edge. This latter
degeneracy causes the Chern number of the lowest band to decrease by one. This
topological transition through the zone edge when combined with the Chern num-
bers of all the bands being zero at t = T implies, using Eq. (5.5), that both W1 and
W2 are equal to one.
Figure 5.4: Example calculation of the winding number using the evolution of the
instantaneous Chern number. Subplot (a) shows the evolution of the instantaneous
Chern number of the lowest band, C1, over one driving period; the system parameters
are Λ1 = 1 and Λ2 = 1.4. The Chern number changes twice within a driving period
(at times t1 and t2). The first of these topological transitions occurs when the gap
closes at φ = 0, subplot (b), whilst the second occurs at φ = π, subplot (c). This
changing of the instantaneous Chern number that occurs through the zone edge is
responsible for the winding numbers W1 and W2 being non-zero, and the Chern
number of the Floquet bands to be zero. This non-trivial value for the winding
number allows for the presence of edge modes in the spectrum at t = T , subplot (d),
even though the Chern numbers of all the Floquet bands (evaluated at t = T ) are
zero.
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5.4.1 Coupling control
The exquisite control over waveguide placement that is allowed in laser-inscribed
waveguides allows couplings between waveguides to be switched on and off as re-
quired by the driving protocol. The coupling between two waveguides is exponen-
tially dependent upon the separation and so initially a large lattice constant is chosen
so that the coupling between all waveguides is negligible. In order to turn on the
coupling between two lattice sites the two waveguides are bent together along the
propagation direction, as shown in Fig. 5.2(c), and the coupling can be switched
off by moving the waveguides apart. It can be shown that if the waveguides are
synchronously bent together and then apart over a distance L/4, and the instanta-
neous coupling between the waveguides is κ(z), then this z dependent coupling can





dzκ(z) [102]. The inte-
grand, κ(z), depends on the bending profile used and so by appropriately choosing
the shape of the bending the effective coupling can be tailored. In this way an array
of synchronously bent waveguides exactly maps onto the driven square lattice that
we wish to realise. A point to note is that the shape of the waveguide bending is a
fixed once the fabrication laser has finished writing. The coupling, κ(z), is, however,
also dependent on the wavelength of the input light used in the experiment and the
wavelength is tunable in-situ. This offers an additional experimental parameter that
allows for the optimisation of the coupling and additionally allows the same sample
to be used to explore different topological regimes.
5.5 Experimental realisation
The experimental realisation of anomalous topological edge modes focused on the
parameters Λ1 = 0 and Λ2 = π/2, as indicated by the black dot in Fig. 5.3(a). In
this configuration, the blue bonds in Fig. 5.2(a) are never turned on, while nearly
complete transfer of light can occur via the other three bonds. These parameters
are desirable as not only is the resultant system located well within the anoma-
lous regime but also there are robust chiral edges states that can be excited with
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unit efficiency, through the simple experimental technique of single-site excitation.
Furthermore, for these parameters the bulk bands are energetically well separated
which implies that weak disorder cannot close the energy gap and so cannot alter
the topology.
The experimental procedure consisted of writing a 8 × 8 driven square lattice
consisting of two driving periods. In addition 5 isolated copies of each of the bonds
J1 through J4 were written. The isolated bonds were used to determine J1−4 as
a function of wavelength and thereby find the wavelength where J1L/4 = 0 and
J2L/4 = J3L/4 = J4L/4 = π/2 were best satisfied. The experimental charac-
terisation of these isolated couplers revealed that when 785 nm light was used
the mean and standard deviation of the couplings were found to be J1T/4 = 0,
J2T/4 = π/2(1.16± 0.04), J3T/4 = π/2(1.15± 0.04) and J4T/4 = π/2(0.85± 0.03).
The close proximity of these values to the ideal values discussed previously indicate
that anomalous topological edge modes should be observable at 785 nm.
To experimentally demonstrate the presence of anomalous topological edge modes,
785nm light was launched at multiple locations around the edge of the lattice; the
red circles in Fig. 5.5 indicate the launch site. If light is launched at the middle of
an edge, as shown in Fig. 5.5(a), then at the output it is observed that the light has
moved along the edge with minimal penetration into the bulk. The white arrows
show the theoretically predicted path of the light. Furthermore, if the input position
of the beam is moved further down the edge, Fig. 5.5(b), the close proximity of the
launch site to the left edge means that the light will encounter the corner of the
lattice during its evolution. This corner, as can be observed in the figure, does not
cause backscattering but instead the light simply turns the corner and continues to
propagate. This robustness is also observed in Fig. 5.5(c), which demonstrates the
light moving around a missing lattice site without backscattering or penetrating into
the bulk. These observations provide evidence for the existence of protected chiral
edge modes that can be almost exclusively excited by single-site excitation.
The deviation of the couplings J2−4 from their ideal values can be observed in
the experimental images. The first consequence is that the resultant bulk bands
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Figure 5.5: Subplots (a-d) and (f) display the experimentally measured output in-
tensity distribution when the light is launched at the lattice site indicated by the red
circle. The figures display chiral edge modes, subplots (a) and (f), that are not scat-
tered by corners, subplot (b), nor defects, subplot (d) as well as a largely localised
bulk state, subplot (d). Subplots (d) and (f) show the experiment output for bulk
and edge excitations with the green circles showing the lattice sites at which light
was detected at the output. Subplots (e) and (g) compare the experimental and
theoretical predictions for the green circles shown in subplots (d) and (f). Theoret-
ically these green lattice sites account for > 97% of output intensity. See Ref. [91]
for a similar experimental work.
are no longer perfectly flat but now exhibit a finite dispersion, see Fig. 5.3(c). The
finite width of the bulk bands implies that single site excitation in the bulk shows
a small amount of dispersion at the output in contrast to what is expected for
perfectly flat bands where the light should completely return to the launch site
after two driving periods. The green circles in Fig. 5.5(e) indicate at which lattice
sites light was detected at the output and Fig. 5.5(f) compares theoretical and
experimental outputs for these green highlighted sites. The second consequence of
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the couplings deviating from their ideal values is that single site excitation no longer
exclusively excites the edge modes but also leads to excitation of the bulk modes.
The experimentally measured couplings can be used to calculate that single-site
excitation is approximately 75% efficient at exciting edge modes. The remaining
25% are excited bulk modes and this small bulk contribution can be observed in the
experimental figures which shows a small amount of the light has penetrated away
from the edge and into the bulk, see Fig. 5.5(g). There is once again close agreement
between theory and experimental results, Fig. 5.5(h).
The central result of the experimental images is that they show the existence
of edge modes propagating in a chiral manner, and which are not scattered by
corners nor defects. The absence of scattering provides strong evidence that there
is topological protection for these edge modes. The experimental bond-strength
measurements, combined with the theoretical analysis of the corresponding model,
provides strong evidence that these propagating states correspond to anomalous
topological edge modes.
5.6 Experimental disorder
The experimental setup provides the ability to modify in-situ the wavelength of light
used as an input. This ability allows the effective coupling between waveguides to
be altered without modifying the lattice. The capability of this wavelength-tuning
technique allowed for the transfer of the bonds to be changed substantially from
≈ 100% right down to ≈ 50%. This wavelength tuning causes the coupling con-
stant J to change thereby causing Λ1 and Λ2 to change. This tuning corresponds
to moving down the y-axis of the phase diagram from the black dot to the grey dot
in Fig. 5.3(a). Inspection of the phase diagram shows that this range of parameters
should host a topological transition where the Chern number of the two bands be-
come non-zero. Unfortunately, the experimental technique of single-site excitation
is not sufficient to resolve this topological transition. In spite of this issue experi-
mental measurements and theoretical predictions can still be compared for a wide
range of parameters. In order to perform such a comparison, the coupling strengths
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extracted from the bond characterisation data were used to calculate a theoretical
centre of mass drift, rcm, that could be compared to experimental results. The centre




Im,nrm,n − r0, (5.10)
where Im,n is the output intensity in the site (m,n), rm,n is the spatial coordinate
of the site (m,n), and r0 are the coordinates of the launch site. In the experiment,
we separately excited the lattice sites of coordinates (4, 1), (6, 1), (4, 8) and (6, 8)
and by measuring the output intensity distributions after two driving periods, as a
function of the incident-light wavelength, the centre-of-mass drift along the x and
y directions could be obtained. These different positions should, in the absence of
disorder, produce identical results for rcm, up to a sign change. However, the non-
zero standard deviations measured in the bond characterisation data indicates the
presence of bond strength disorder within the experimental lattice (such a disorder
will be referred to as off-diagonal disorder). The effects of this disorder can be
directly observed in the experimental lattice with the four different launch sites
producing slightly different results for rcm, see the error bars in Fig. 5.6.
In order to theoretically model this disorder, the strengths of the bonds J2−4
were randomly selected to lie within the range measured in the bond characteri-
sation data. The comparison between the experimental data and the theoretical
prediction shows good agreement around λ ≈ 785 nm, see Fig. 5.6(a), but devia-
tions are observed at smaller wavelengths particularly in the x direction. The failure
of the theoretical model in this region is further illustrated in Fig. 5.6(c-d), which
compares the averaged experimental output image, Fig. 5.6(c), to the theoretical
image, Fig. 5.6(d), averaged over 1000 disorder realisations.
The match between theory and experimental results can be improved by includ-
ing a small onsite disorder term, ∆βm,n, in addition to the coupling disorder of the
previous model (this form of disorder will be referred to as diagonal disorder). The
∆βm,n for the (m,n) site is a random number drawn from within a uniform distri-
bution covering the interval [−W,W ]. Note that, as is the case for the couplings,
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Figure 5.6: Subplots (a) and (b) compare the experimental centre of mass drifts,
as defined by Eq. (5.10), for two different disorder models: model 1, subplot (a), in-
cludes bond strength disorder only, whilst model 2 has additional on-site(diagonal)
disorder. The centre of mass drift for four different launch sites is measured ex-
perimentally and the red and blue circles indicate the average drift in the x and
y directions whilst the black error bars indicate the measured standard deviations.
The shaded regions in subplots (a) and (b) indicate the theoretical disorder-averaged
value plus/minus one standard deviation. Subplot (c) is the experimental output
image, averaged over 4 launch sites, for an input light wavelength of 705 nm; this
wavelength corresponds to Λ2 ≈ 0.8. Subplots (d) and (e) are the disordered aver-
aged output facet images obtained from models 1 and 2 respectively.
were JT/4 is the dimensionless parameter of interest, the disorder is likewise char-
acterised by a dimensionless disorder strength D = WT/4. The disorder strength
is chosen as WT/4 = D = 0.6, as this particular value results in the best fit to
the experimental data over the whole wavelength range investigated. The corre-
sponding centre of mass prediction, Fig. 5.6(b), and output facet image, Fig. 5.6(e),
produced by this model are in closer agreement to the experimental results which
hints towards a disorder of this type being present in the lattice.
5.6.1 Topological transition
The inclusion of disorder in the system can allow bandgap closings to occur which
can modify the topology of the system. In particular, the disorder could potentially
change the Chern numbers of the Floquet bands to different values compared to the
59
Chapter 5: Observation of anomalous topological edge modes
clean system. The invesigation of this possibility thereby requires the calculation
of the Chern number in a disordered system. The presence of disorder means that
quasimomentum is no longer a good quantum number which in turn precludes the
use of the usual momentum space techniques in calculating the Chern number. In
order to overcome this limitation a real-space Chern invariant, C(ε0), was introduced
by Bianco and Resta in Ref. [103] . This invariant generalises the ability of the
static bulk-edge correspondence in predicting the number of edge modes in a band
gap at energy ε0 to also include disordered and quasi-periodic lattices [103, 104]. In
particular, when the energy, ε0, is placed in a mobility gap of the spectrum the Chern
invariant will measure the number of chiral edge modes which cross this energy, as
predicted by the Chern numbers of the bands below this energy. This real-space
Chern invariant is based around an operator called the Chern marker, Ĉ, which is
defined by
Ĉ = −4π=[x̂QŷP ], (5.11)
where =[x] denotes the imaginary part of x. Here the operators r̂P = P̂ r̂Q̂ and





|ψ(ε)〉〈ψ(ε)| = 1− Q̂, (5.12)
where |ψ(ε)〉 is an eigenstate of the disordered Hamiltonian with energy ε. In the
absence of disorder a real space Chern number can be defined by averaging the








In the absence of disorder it is shown in Ref. [103] that this real space Chern number
is equivalent to the standard expression of the Chern invariant presented in Eq. (5.3).
In the presence of disorder this real-space Chern number fluctuates depending upon
the position of the unit cell. These fluctuations can be accounted for by replacing
the unit-cell average by an average over an area A that is located within the bulk
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and is large compared to the fluctuation length.
The ability of the real space Chern marker to characterise the topology of disor-
dered systems has important applications. In the anomalous regime it eliminates the
possibility that the disorder could have potentially changed the Chern numbers of the
Floquet bands to nontrivial values. Note that such disorder-driven topological tran-
sitions can be observed in both static [105, 106] and driven systems [107, 108]. The
elimination of any disorder-driven transition would further strengthen the claim that
the experimentally observed edge modes are in fact anomalous topological modes.
In addition to this verification the analysis can also be conducted for shorter wave-
lengths corresponding to weaker couplings. Intriguingly this analysis suggests that
for weak couplings, small Λ, the phenomenological on-site disorder that was needed
to account for the experimental results is powerful enough to trigger a topological
transition.
In order to understand the effects of the disorder on the topology of the driven
systems the local Chern marker is calculated at the centre of the fundamental quasi-
energy zone, ε0 = 0. The real-space average of this local Chern marker, the Chern
invariant, can be viewed as the prediction coming from the static bulk-edge cor-
respondence for the number of chiral edge modes that are traversing the quasi-
energy gap between the two bands. Fig. 5.7(a) depicts how the Chern invariant
changes with increasing disorder strength for the parameters (Λ1 = 0,Λ2 = π/2)
and (Λ1 = 0,Λ2 = 0.8), parameters corresponding to the black and grey dots in
the phase diagram of Fig. 5.3 respectively. The results were obtained by averaging
the Chern invariant over 100 realisations of the disorder and the error bars show
the standard deviation. Within each disorder realisation the Chern invariant was
calculated by averaging the Chern marker over 20 lattice sites and it was checked
that the results were independent of the location or size of this averaging. The
black squares describe the parameters (Λ1 = 0,Λ2 = π/2) and show no disorder
induced topological transition. Consequently, the Chern numbers of all the bands
are zero and the static bulk-edge correspondence predicts the absence of any edge
modes which is in sharp contrast to what is observed experimentally. This further
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strengthens the claim that the experimentally observed edge modes are anomalous.
The grey squares in Fig. 5.7(a) describe lattices with the parameters (Λ1 =
0,Λ2 = 0.8) and the results show a disorder-induced topological transition for
D ≈ 0.45. In the previous section it was discussed how a good match between
the experimental and theoretical results were obtained for D = 0.6 which indicates
that the experimental disorder levels are sufficient to have driven a topological tran-
sition. Therefore, assuming that the disorder strength is approximately wavelength
independent the experimental lattice should host two distinct topological regimes:
a topological regime for parameters around Λ2 ≈ π/2, and a topologically trivial
regime around Λ2 ≈ 0.8. In order to appreciate the transition between these two
situations we study the disorder-averaged transmission probability, Gedge(ε), which
informs on the presence of chiral edge modes at quasienergy ε [108, 109]. We consider
the evolution of an initial state, ψ0, that is localised onto a single site on the edge
of lattice. The transmission amplitude on the site r, in each disorder realisation, is







where Û = Û(T ) is the evolution operator for one driving period and N deter-
mines the total time of evolution. We define the edge transmission as GNedge(ε) =∑
redge
GN(r, ε) where redge are the lattice sites on the edge of the sample. The
disorder-averaged function 〈|GNedge(ε)|2〉 is a quasi-energy resolved measurement that
is sensitive to the existence of extended states which are localised around the edge
of the lattice. Consequently, a large value of 〈|GNedge(ε)|2〉 is an indicator of the pres-
ence of chiral edge modes in the system at the quasienergy ε. Fig. 5.7(b) shows how
〈|GNedge(ε)|2〉 varies as a function of the quasienergy, ε, and the coupling strength Λ2.
The strength of the disorder is chosen as D = 0.6. The results shown in Fig. 5.7(b)
show that lattices with strong coupling, Λ2 ≈ π/2, exhibit edge modes around
εT = ±π and εT = 0, whilst the low coupling lattices, Λ2 < 1.1, do not feature any
edge modes. This latter statement is in keeping with the topological transition that
is predicted in Fig. 5.7(a).
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Figure 5.7: Subplot (a) illustrates the Chern number of the lower Floquet band for
increasing levels of disorder for two different Λ2 parameters, Λ1 = 0 for both cases.
The large Λ2 case shows no topological transition and so the static bulk-edge corre-
spondence predicts the absence of any edge modes, in contrast to what is observed
experimentally. The weaker coupling case undergoes a topological transition for a
disorder strength of D ≈ 0.45. Subplot (b) plots the disorder averaged, quasienergy
resolved, transmission function 〈|Gedge(ε)|2〉 as a function of the coupling strength
Λ2. Values greater than a half indicate the existence of chiral edge modes at that
quasienergy. The disorder strength is taken to be D = 0.6.
5.6.2 Future work
The current phenomenological nature of the disorder model is not ideal and so future
work investigating the nature and magnitude of the on-site disorder terms would be
beneficial. The sensitivity of the topology to on-site disorder implies that if the
disorder can be experimentally controlled it would provide a powerful parameter
with which to study disorder driven transitions in slowly-driven systems.
5.7 Chapter summary
In this chapter, we presented a slowly-driven photonic square lattice and demon-
strated the existence of chiral topological edge modes which are robust against de-
fects. The theoretical analysis shows that these edge modes have no static analogue
and are associated with a distinct topological invariant known as the winding num-
ber. Two particularly interesting features of this slowly-driven photonic system are
the ability to easily excite edge modes, with almost unit efficiency, and the co-
existence of chiral edge modes with a dispersionless bulk. These properties make
this lattice a promising platform for investigating topological transport properties
in response to perturbations, such as external (engineered) fields, disorder, and
particle-particle interaction (as generated by optical non-linearities).
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Two-Body physics in the
cross-stitch and diamond lattices
6.1 Introduction
In the decades since the Hubbard model [110] was developed for describing the inter-
action between particles in a lattice this conceptually simple model has become the
workhorse for studying both interacting fermions, the Hubbard model, and bosons,
the Bose-Hubbard model, in lattice systems [111, 112]. The Bose-Hubbard and
Hubbard models build on the usual non-interacting tight binding models by intro-
ducing an additional term in the Hamiltonian. This term introduces an energy
amount U for each pair of particles occupying the same lattice site, for fermions this
energy amount U represents Coulomb repulsion. The apparent simplicity of this
model is, however, deceptive as no full solution of the general model is available.
The one-dimensional model however is of great interest as for fermions it is exactly
solvable [113] whilst for Bosons there exist exact analytical solutions [114–116] in
the few-body limit and powerful numerical techniques [117, 118] for larger particle
numbers. For many years this one-dimensional limit was of theoretical interest only
but, in the last decade particularly, this interest has extended to the experimen-
tal regime with both cold-atom and photonic lattice experiments becoming capable
of realising the one-dimensional two-body Hubbard model with almost complete
control over the system parameters. Note it should be emphasised that photonic
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lattice systems are non-interacting and instead the simulation of two-body physics
relies on mapping the two-body Hamiltonian in an N-dimensional lattice into a
single-particle Hamiltonian in a 2N-dimensional lattice. The precise control over
parameters allowed within these experimental setups has allowed for the experimen-
tal observation of a number of theoretically predicted effects including repulsively
bound atom pairs [119, 120], second-order atom tunneling [121],fractional Bloch
oscillations [122, 123] and interaction induced chirality [53]. Furthermore, the capa-
Figure 6.1: Subplots (a) and (c) show the geometries of the cross-stitch and diamond
lattices respectively where the black lines show bonds of strength J and the vertical
blue lines show bonds of strength t. The unit cell of the lattices is shown with the
dashed box. The single particle energy spectra, shown in subplots (b) and (d) for
t = J , both exhibit a flat band. The linear superposition of flat-band Bloch states
gives rise to compact eigenfunctions that equally occupy only two lattice sites as
shown by the white circles in subplots (a) and (c). The sign of the wavefunction is
shown inside the white circle. A simple check shows that destructive interference
stops the state from expanding.
bility of these experimental techniques is continually increasing and, as was shown
in a recent paper [53] cold-atom technology now allows for the study of few-body
dynamics on quasi one-dimensional lattices. At present photonic lattices have not
been used to simulate few-body dynamics on quasi one-dimensional lattices however
the mapping discussed in this chapter converts the two-body problem into a single
particle moving in a quasi-three-dimensional lattice. A three-dimension lattice could
be simulated using photonic lattices by exploiting the different resonator modes of a
waveguide as an extra dimension. Combining tunnelling along this synthetic dimen-
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sion with tunnelling in two normal spatial dimensions allows a three-dimensional
lattice to be simulated [124]. However, whether it be in cold-atoms or photonics the
possibility of studying quasi one-dimensional lattice systems is an exciting develop-
ment as these lattices can display considerably richer single-particle properties. In
particular, a number of quasi one-dimensional lattices host flat energy bands wherein
particles have no kinetic energy and thereby their dynamics become fully determined
by the interactions between the particles. The strongly correlated nature of these
particles has attracted considerable theoretical attention and it has been studied in
both the few- [20, 125] and many-body limits [126–129].
In this chapter the dynamics of two interacting particles in the cross-stitch and
diamond lattices, see Fig. 6.1 for their geometries, is studied. The two-body case
in the diamond lattice has been studied by Vidal et al. [20] for the case when the
lattice is subject to a very particular value of magnetic flux. The flux is chosen
so that all the single-particle Bloch bands are flat bands, so-called Aharonov-Bohm
caging [18, 20]. In this work, by contrast, the lattices are studied in the absence
of any flux and consequently the dynamics are the result of the interplay between
flat and dispersive bands. It is found that for both lattices the dynamics depend
critically on how many particles are initially placed in the flat band. In the case
where a single particle occupies the flat band the model becomes equivalent to a
one-dimensional scattering problem with the dispersive particle scattering off the
infinitely heavy flat-band particle. In the alternative case where both particles are
placed in either the dispersive or flat bands the two-body Schrödinger equation
is shown to be equivalent to a single particle moving in a quasi-three-dimensional
lattice consisting of two layered square lattices. In the case of the cross-stitch lattice
the problem is shown to be equivalent to the famous Fano-Anderson model and is
analytically solvable. In the case of the diamond lattice a modified Bethe Ansatz is
used to show the existence of a number of interesting phenomena including bound
states in the continuum and the possibility for realising a quasi-flat bound state
band.
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6.1.1 Cross-Stitch lattice
In this chapter, we study two interacting bosonic particles in the cross-stitch and
diamond lattices. The cross-stitch lattice owing to its smaller unit cell is the simpler
















â†mb̂m + h.c, (6.1)
where α̂†m creates a particle in the m
th unit cell on the sublattice α = {a, b}, J and
t represent the nearest neighbour and cross-link hopping amplitudes respectively.
The unit cell and the geometry of the bonds are shown in Fig. 6.1(a). An intriguing
feature of the cross-stitch single particle Hamiltonian is its support of a flat band,
see Fig. 6.1(b), which arises due to the presence of geometrical frustration within
the lattice. The macroscopic degeneracy of the flat band means that highly localised
eigenstates may be obtained by a linear superposition of these degenerate flat-band
states. In the cross-stitch and diamond lattices these compact states occupy only
two sites as shown by the white circles in Fig. 6.1(a). Importantly, these localised
states only occupy one unit cell which consequently implies that the localised states
on neighbouring unit cells are orthogonal. The presence of these localised states, as
was noted in Ref. [21], allows the single-particle Hamiltonians to be rewritten in a
simpler form. Introducing the operator f̂ †m =
1√
2
(â†m− b̂†m), which creates a localised














This transformed single-particle Hamiltonian can be visualised as a one-dimensional
chain with the addition that for each unit cell there exists a side lattice site which
is uncoupled to the main chain, as shown in Fig. 6.2(a).
67
Chapter 6: Two-Body physics in the cross-stitch and diamond lattices
Figure 6.2: Subplot (a) illustrates the transformed single-particle cross-stitch lattice,
equation 6.2, where the black lines show bonds of strength 2J . The top lattice
sites are only coupled to the main chain via the dashed lines which are interaction-
induced cotunneling terms, see equation 6.4. In the case where both particles are
placed in either the dispersive or flat bands the two-body wavefunction describing
the dynamics is equivalent to a single particle moving in the three-dimensional lattice
shown in subplot (b). Note that in the upper layer only the diagonal lattice sites
have any coupling and are coupled to the lower lattice by an interaction induced
tunnelling, the dashed lines. The presence of the interaction is further encoded in
the diagonal lattice sites of both the upper and lower layers which have a sublattice
energy that depends on the interaction strength U .
6.1.2 Interaction
In this work we consider that the two particles interact via an attractive or a repulsive
on-site interaction of strength U . In second quantized form this on-site interaction






































The last three terms of Eq. (6.4) are co-tunnelling operators that move both particles
between the main chain of Fig. 6.1(a) and the side sites. Consequently, if the system
is initialised in the state with one particle on the main chain, i.e. in the dispersive
band, and the other particle on the side sites, i.e. in the flat band, then these co-
tunnelling terms will have no effect. Furthermore, the first term forms the product
of the number of particles on the f and g sublattices and so in the two-particle sector
is only non-zero when the particles are on different sublattices. The consequence
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of these two statements is that the Hilbert space consisting of two particles in the
same band is independent from the subspace where the particles occupy different
bands.
6.2 Wave functions of the two-body problem
6.2.1 Single particle mapping
A useful technique for studying two-body physics in a N-dimensional lattice is to
convert the two-body problem into the study of a single particle moving in a 2N-
dimensional lattice [130]. The interaction between the particles translates into a
modification of the local potential of some of the lattice sites in the 2D-dimensional
structure. For instance the Schrödinger equation for two particles in a one dimen-
sional lattice with on-site interaction of strength U is equivalent to a single particle
moving in a square lattice but where the diagonal lattice sites have an on-site energy
U . This approach is useful in the study of the cross-stitch and diamond lattices.
This analysis will explicitly reveal the partitioning of the Hilbert space depending on
the occupancy of the bands. The Schrödinger equations for these two independent
subspaces can then be mapped into equivalent single-particle Schrödinger equations.















† creates a particle on the (m, z)th lattice site with m ∈ Z and z = {0, 1},
see Fig. 6.2(a). The amplitudes ψz(m,n) define the probabilities to find the two
particles at lattice sites (m, z) and (n, z). The amplitude, ψM(m,n) defines the
probability to find the two particles at lattice sites (m, 1) and (n, 0). This can be
interpreted as describing one particle in the flat band and one particle in one of
the dispersive bands. Inserting the wavefunction into the Schrödinger equation,
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The matrix elements H00, H11 and HMM will be discussed in the upcoming sections
but there are several important comments to be made about Eq. (6.6). Firstly, the
probability amplitudes ψM(m,n) are uncoupled from the probability amplitudes
ψ0,1(m,n). In terms of the cross-stitch lattice this statement implies that the sub-
space consisting of one particle in the flat band and one in the dispersive band is
independent from the remainder of the Hilbert space-which consists of both particles
being in either the dispersive or flat bands. This was previously alluded to in sec-
tion 6.1.2. Secondly, only the interaction links the probability amplitudes ψ0(m,n)
and ψ1(m,n) together.
6.2.2 One flat-band particle
The eigenvalue equation for the probability amplitudes, Eq. (6.6), makes it clear
that the dynamics of the probability amplitude, ψM(m,n), is determined by the





ψM(m,n+ 1) + ψM(m,n− 1)
)
+ UψM(m,n)δm,n. (6.7)
Clearly there is no coupling between the states ψM(m,n) and ψM(m′, n′) if m′ 6= m.
This can be interpreted as saying that if one particle is loaded into the state f̂ †m,
i.e. into the flat band, and the other particle is loaded into the dispersive band
then the particle in the flat band remains in the state f̂ †m for all time. In contrast,
the dispersive particle is free to move and in doing so scatters off the fixed particle.
In the case of an infinite lattice or periodic boundary conditions the Schrödinger
equation for each m becomes identical and is equivalent to a one-dimensional lattice
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with an impurity located at the centre of the lattice. In the case of open boundary
conditions the Schrödinger equation for the states with different values of m describe
one-dimensional impurity scattering but where the position of the impurity depends
on m. The scattering of a particle in a one-dimensional lattice off a fixed impurity
is closely related to the study of the two particle sector in the one dimensional Bose-
Hubbard model and, as such, the eigenenergies and eigenstates are well-known [115].
6.2.3 Doubly occupied bands
In the previous section it was shown that in the case where only one particle occupies
the flat band the resultant dynamics remain within that subspace indefinitely. The
case where both particles are in the same band is decidedly different with the interac-
tion allowing the co-tunneling of both particles from the flat band into the dispersive
band and vice-versa. Consequently, this interaction induced tunnelling provides a
mechanism by which the doubly occupied flat band can decay. The Schrödinger
equation describing these dynamics is equivalent to a single particle moving in a
quasi-three dimensional lattice consisting of two vertically stacked square lattices,













z+1(m,n) + 2tψ1(m,n)δz,1 = Eψ
z(m,n) (6.8)
where (m,n) ∈ Z and z ∈ {0, 1} and it is defined that ψ2(m,n) = ψ0(m,n). The
presence of the interaction is encoded in two ways: firstly, the diagonal lattice sites,
sites with m = n, have an on-site energy that depends on the interaction strength
and secondly, the tunnelings in the z-direction, the dashed lines in Fig. 6.2(b), are
interaction induced tunnellings of strength U/2. An important note is that in the
upper lattice only the diagonal lattices sites are coupled. This is a consequence of
the on-site nature of the interaction. The lattices sites with coordinates z = 1 and
m 6= n correspond to both particles being placed in spatially separated flat band
states and so feel no interaction and so consequently are eigenstates of the system.
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6.2.4 Fano-Anderson model
It is instructive to study the z = 0 and z = 1 sections of the Schrödinger equa-
tion, Eq. (6.8), separately. This analysis naturally leads to the Fano-Anderson
model [131–133], an important model in condensed matter. The z = 0 component
of the lattice is intimately related to the study of the two-particle sector of the one-
dimensional Bose-Hubbard model and, as such, the exact real-space eigenstates of
this problem are well known [115]. These eigenstates can be separated into extended
Bloch-like scattering states, ψK,ks (R, r, z), and exponentially localised bound states,
ψKB (R, r, z). These states make a sensible basis for the z = 0 section of the lattice
whilst a good basis for the z = 1 lattice are plane waves
























, tan(φK,k) = −UK csc(k), JK = 4J cos(K/2) and N is the number
of unit cells in the original cross-stitch lattice. The spatial form of the wavefunctions
are expressed in terms of the centre-of-mass (R = (m + n)/2) and relative (r =
m − n) coordinates of the two particles. The variables K = [−π, π] and k = [0, π]
describe the total and relative quasi-momenta of the two particles respectively. The
Schrödinger equation in this basis is diagonal in terms of the total quasimomentum
K and introducing the operators d̂†K |0〉 = |ψKp 〉, ĉ
†
K,k|0〉 = |ψs(K, k)〉 and b̂
†
K |0〉 =
|ψb(K)〉 allows the Hamiltonian to be written in second quantised notation as
1
2JK












†, d̂+ d̂†b̂), (6.10)
where the subscript K on the operators has been dropped for convenience. This
Hamiltonian is closely related to a well-known condensed matter model called the
Fano-Anderson model which describes a localised state of energy εd and operators
d̂ and d̂† mixing with a continuous set of states of energy εk with operators ĉk and
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ĉ†k. The Hamiltonian of Eq. (6.10) is very similar however it features an additional
term which is the coupling between the localised d state and another localised state
which has energy εb and is described by the operators b̂ and b̂
†.
6.2.5 Green’s function solution
The Fano-Anderson model is most commonly approached by solving for the Green’s
function of the localised state and is discussed in many textbooks, see for in-
stance [133]. A brief derivation is provided here. The Green’s function of the lo-
calised state in the time-domain is defined by Gdd(t) = −iθ(t)〈{d̂(t), d̂†(0)}〉, where
θ(t) is the Heaviside step function. This Green’s function has a clear physical inter-
pretation; at time t = 0 a particle is placed into the d state and allowed to evolve.
The quantity |Gdd(t)|2 provides the probability of retrieving the particle from the d
state after a time t has elapsed. In terms of the original cross-stitch lattice this can
be interpreted as meaning at time t = 0 both particles are initialised in flat-band
states of the form
∑
m e
iKmf̂ †m|0〉 and allowed to evolve. The quantity Gdd(t) there-
fore quantifies how the probability amplitude for finding the two particles in the
flat band changes with time. In time-independent problems the Green’s functions
are most easily obtained in the energy domain. The energy domain Green’s func-






−iEtGdd(t). The Green’s function for the localised state is
Gdd(t) = −iθ(t)〈{d̂(t), d̂†(0)}〉, (6.11)
where we have, without loss of generality, set the creation time to zero and ~ = 1
has been assumed. Its time-derivative is thus given by
iĠdd(t) = δ(t) + θ(t)〈{ ˙̂d(t), d̂†(0)}〉. (6.12)
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tkĉk − t̃b̂. (6.14)
Substituting this into Eq. (6.12), we obtain
iĠdd(t) = δ(t) + εdGdd −
∑
k
tkGkd − t̃Gbd, (6.15)
where we have defined the ’mixed’ Green’s functions Gkd and Gbd by
Gkd(t) =− iθ(t)〈{ĉk(t), d̂†(0)}〉,
Gbd(t) =− iθ(t)〈{b̂(t), d̂†(0)}〉. (6.16)
To close the equations, we now need the time-evolution of Gkd and Gbd as well.
Following a similar path to that used for Gdd of taking the time derivative and using
the Heisenberg equations yields
iĠkd =εkGkd − tkGdd,
iĠbd =εbGbd − t̃Gdd. (6.17)
Thus, we have three coupled differential equations for the dd, kd and bd Green’s
functions. Upon Fourier transformation to energy space the differential equations
become algebraic and Gkd and Gbd can be obtained in terms of Gdd. The Green’s
function for the localised state can then be written as
Gdd =
1
EK − εd + is− Σdd
, (6.18)
where is is a small complex part that has been added to the unperturbed level
energies and the dimensionless energy EK = E/(2JK) has been introduced. Σdd is
the self-energy and accounts for the effect of the other states on the localised state.
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1 + U2K − E2K
)









1 + U2K − E2K
)
, if E2K > 1, (6.21)
where the expressions in brackets are real. The explicit knowledge of the self-energy
allows all the Green’s functions such as the mixed Green’s functions, Gkd and Gbd,
to be obtained via simple algebraic manipulations and so allows for complete char-
acterisation of the problem.
The knowledge of the self-energy can be further exploited in allowing the spectral
function, A(EK), to be obtained. The spectral function is intimately linked to the
time dynamics of the localised state as the Green’s function in the time domain
can be obtained by Fourier Transformation of the spectral function. The spectral
function can be written as a sum of contributions coming from the bound states
and a contribution coming from the continuum band which is defined as the region












Here Z is the so-called renormalisation factor and gives the weight of d̂†|0〉 in the
ith bound state. The second term in Eq. (6.22) comes from the continuum band
and has the functional form of a Lorentzian which upon Fourier transformation to
the time domain becomes a decaying exponential. This decay process has a clear
physical interpretation and corresponds to the particle leaking from the localised
state into the reservoir of continuum states. Consequently, in the long-term limit
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Therefore, the bound states play a crucial role in determining the long-term dy-
namics of the localised state. The poles of the Green’s function correspond to the
eigenenergies of the system and so can be used to find the energies and renormali-
sation factors of the bound states of the system.
6.2.6 Bound states
The interaction between the two particles can cause them to become bound together
in a eigenstate that is exponentially localised in terms of the particle separation. The
formation of these bound states can be predicted from the self-energy by finding the
set of energies, denoted by Ei, that satisfy [133]
Ei = εd + <(Σdd(Ei)) and =(Σdd(Ei)) = 0. (6.25)
There are three important properties that be obtained generally. Firstly, the imag-
inary part of the self-energy only vanishes outside the continuum which precludes
the existence of bound states in the continuum, see diamond lattice analysis and
Refs. [133, 134]. Secondly, there is always at least one solution and the energy of this
solution, E1, must obey the inequality |E1| >
√
1 + U2. Finally, a second bound
state exists provided that the inequality −1 + εd ≤ UK ≤ 1 + εd is not fulfilled.
Furthermore, if the interaction lies to the left of the inequality, i.e U ≤ −1+εd, then
the energy of the second bound state, E2, satisfies E2 ≥ 1 whilst if the interaction
strength lies to the right of the inequality the bound state energy satisfies E2 ≤ −1.
The exact solutions of these equations can be found easily by a root-finding algo-
rithm. Fig. 6.3(a) shows how the bound states energy varies as a function of UK for
εd = 0 whilst Fig. 6.3(b) shows a sample energy spectrum for U = 5J and εd = 0.
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Figure 6.3: Subplot (a) shows the dispersion of the bound states in terms of the
dimensionless parameters UK and EK for εd = 0. It can be clearly seen that there
is always at least one solution and that for |UK | ≥ 1 a second bound state emerges
from the continuum. Subplot (b) shows an example spectrum for the case U = 5J
and εd = 0 where the grey region shows the continuum band and the blue and black
lies show the bound states.
6.2.7 Bound state wavefunctions
In the previous section it was shown that the cross-stitch lattice with non-zero
interaction always possess at least one bound state. In this section the real space
form of the bound state wavefunctions is obtained. The following ansatz is used






Insertion of the ansatz at (m = n, z = 0), (m = n, z = 1) and (m 6= n, z = 0) gives a










U2K(EK + UK − εd)2
(EK − εd)2
. (6.29)
The energy of the bound states can be obtained by finding the values of EK which
satisfy the final equality in Eq. (6.29). This equation is a fourth-order polynomial
in EK and therefore gives four potential bound state energies. Of these solutions,
however, only real energies and energies that give |x| ≤ 1 are physically acceptable.
This latter condition is enforced as solutions with |x| > 1 cause the bound state
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wavefunction to diverge as |r| → ∞. It can be easily checked numerically that the
correct number of bound states, as predicted by the Green’s function analysis, are
obtained and therefore the ansatz of Eq. (6.26) correctly describes all the possible
bound states.
6.3 Diamond lattice
The diamond lattice, the geometry of which is shown in Fig. 6.1(c), is another
example of a quasi one-dimensional lattice that hosts a flat band. The flat band
supports localised states which are the same localised states as those in the cross-
stitch lattice. This similarity means that the same operator transformation that was
used in analysing the cross-stitch lattice can also applied to the diamond lattice. The
transformed lattice, as a result of it possessing three Bloch bands, is more complex
but a number of the simplifications that applied to the cross-stitch lattice still apply.
















â†mb̂m + h.c., (6.30)
where α̂†m creates a particle in the m
th unit cell on the sublattice α = {a, b, c}, J
and t represent the nearest neighbour and cross-link hopping amplitudes respec-
tively. Using the transformation provided by the localised states f̂m and ĝm gives




















The transformed Hamiltonian, as it was for the cross-stitch lattice, can be visualised
as a one-dimensional chain with nearest-neighbour hoppings only and a set of un-
coupled side lattices sites, see Fig. 6.4(a). The interaction Hamiltonian is composed
of on-site interaction terms on the a, b and c sublattices, the latter of which will be
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m(ĝmĝm + f̂mf̂m) (6.33)
+f̂ †mf̂
†







Figure 6.4: Subplot (a) illustrates the transformed single-particle diamond lattice.
The black lines show bonds of strength
√
2J whilst the dashed bonds indicate the
interaction induced co-tunnelling terms and the boxed region shows the unit cell.
In contrast to the cross-stitch case the co-tunnelling only occurs between certain
sites. The Schrödinger equation for the case where both particles are placed in the
flat band or one of the dispersive bands is equivalent to a single particle moving
in a three dimensional lattice, subplot (b). The dashed lines show the interaction
induced tunnellings and note that the upper lattice only has sites when both the m
and n coordinates of the lattice sites are even.
6.3.1 Single-particle mapping
In a similar manner to the cross-stitch lattice analysis the dynamics of the two
particles moving in this system of chain plus side sites can be mapped into the study
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where (ĉzm)
† creates a particle on the (m, z)th lattice site. In contrast to the cross-
stitch case where m ∈ Z for both z = 0 and z = 1 here m ∈ Z for z = 0 whilst
m ∈ even for z = 1. This difference is a result of their being only one z = 1 lattice
sites for every two z = 0 lattice sites, see Fig. 6.4(a). This in turn is due to their
being two dispersive bands and only a single flat band. In the cross-stitch lattice
there are equal number of flat and dispersive bands.
The amplitudes ψ(m,n)z, as in the cross-stitch case, define the probability to
find the two particles at lattice sites (m, z) and (n, z). The amplitude, ψM(m,n)
defines the probability to find the two particles at lattice sites (m, 1) and (n, 0).
This amplitude, as for the cross-stitch lattice, can be interpreted as describing one
particle in the flat band and one particle in one of the dispersive bands. Inserting
the wavefunction into the Schrödinger equation, E|Ψ〉 = (Ĥ0 + ĤU)|Ψ〉, yields the























The eigenvalue equation has the same form to that obtained in the cross-stitch
analysis with firstly, the probability amplitudes ψM(m,n) uncoupled from ψ0,1(m,n)
and secondly, the probability amplitudes ψ0(m,n) and ψ1(m,n) are again only linked
together by the interaction. In contrast to the cross-stitch case however, ψ1(m,n)
is only defined for m and n both even.
6.3.1.1 One flat-band particle
In close analogy with the cross-stitch lattice the probability amplitude, ψM(m,n), is
decoupled from the rest of the Hilbert space. The eigenvalue equation for ψM(m,n)
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where m ∈ even and n ∈ Z. Within this space the eigenvalue equation for different
values of m are uncoupled. In the case of an infinite lattice or periodic boundary
conditions the eigenvalue equation for each m becomes identical and is equivalent to
a one dimensional superlattice with an impurity located at the centre of the lattice,
site 0. In the same way as was discussed for the cross-stitch lattice this can be
interpreted as one particle being loaded into the flat-band localised state f †0 which is
infinitely heavy and hence fixed and the other particle scatters off this particle. The
scattering and bound state eigenfunctions of this scattering problem have already
been obtained in Ref. [135] where it is found that there are two scattering bands
and and two bound states, one with energy below the lowest scattering continuum
and one in the gap.
6.3.1.2 Two flat-band particles
The subspace in which both particles are in the flat band, ψ1(m,n), is connected
by the interaction to the states in which neither particle is located in the flat band,
ψ0(m,n). The Schrödinger equation governing this subspace is equivalent to a single
particle moving in a quasi-three-dimensional lattice composed of a stack of two
square lattices but where the upper square lattice has a lattice constant of twice that
of the lower. A visualisation of this lattice is shown in Fig. 6.4(b) where the solid
lines represent hoppings of strength
√
2J and the dashed lines represent interaction-
induced hoppings. Note that for z = 0 we have (m,n) ∈ Z whilst (m,n) ∈ even for
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and εm,n1 = 3t+ δm,nU/2 determine the sublattice energies of the z = 0 and
z = 1 lattices respectively. This Schrödinger equation bears a close resemblance
to the one obtained in the cross-stitch analysis with a few important differences.
Firstly, the z = 0 lattice has a non-trivial sublattice energy, first term of εm,n0 .
Secondly, the interaction between the particles, which is encoded in the sublattice
energies of the diagonal lattice sites (m = n), takes different values for odd and
even sites, second term of εm,n0 . The bipartite nature of the z = 0 diagonal lattice
sites originates due to an interaction whose strength depends on whether the two
particles are on even or odd lattices sites. This can be see in Eq. (6.34) where the
pre-factor of the (ĝ†)2ĝ2 term is U/4 while it is U/2 for (ĉ†)2ĉ2.
6.3.2 Bethe ansatz
In principle Eq. (6.38) could be recast in a Fano-Anderson type equation as was done
for the cross-stitch lattice. In practice, however, the eigenstates of the z = 0 lattice
do not have a simple analytical form which makes the Green’s function approach
much more complicated. A different approach to the problem is to use a modified
Bethe ansatz to find analytical forms for the eigenstates. In this section this modified
Bethe ansatz approach is used to investigate the presence of interaction-induced
bound states. A Schrödinger equation with a form very close to that of Eq. (6.38)
has already been solved in Ref. [136]. In that work the authors investigate the
interaction of two particles in a one dimensional superlattice using a modified Bethe
ansatz. The connection between the two models can be strengthened by using
Eq. (6.38) to rewrite ψ1(m,m) in terms of ψ0(m,m) leading to an effective two-
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ψ(m,n) = Eψ(m,n) (6.39)




(E−3t−U/2)) depends on the energy E.
The eigenstates of this two-dimensional Schrödinger equation can be classi-
fied into extended Bloch-like waves where the particles scatter off one another
and localised states where the particles are bound together by the interaction.
The scattering states, for a finite range interaction, have an energy which is just
the sum of the single-particle energies of both particles [136]. Solving eq. (6.31)
yields the single-particle energy spectrum which consists of two bands given by
εs(k) = (−1)s
√
(2J̃ cos(k))2 + (t/2)2, where s = {1, 2} is the band index. Conse-
quently, the allowed eigenenergies of the scattering states are given by
Es1,s2,k1,k2 = εs1(k1) + εs2(k2) =
(−1)s1
√
(2J̃ cos(k1))2 + (t/2)2 + (−1)s2
√
(2J̃ cos(k2))2 + (t/2)2 (6.40)
where s1,2 and k1,2 denote the band indices and allowed quasi-momenta of the non-
interacting particles. In Ref. [136] the explicit form for the scattering states are
found by invoking a periodically modulated generalisation of the two-body Bethe
ansatz
ΨB(m,n) = Ψ0(m,n) +BΨF (m,n) + CΨ1(m,n), (6.41)





and ÔS,A are the symmetrization
and anti-symmetrization operators respectively and φk,s(m) are the real-space single
particle Bloch functions, obtained by solving eq. (6.31) with periodic boundary
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where k′1,2 = l1,2 ± iν and θ(θ̃) is the step function being zero (one) at m − n = 0.
The extra wave and Ψ0,F are defined as having the same total quasi-momentum and
the same asymptotic energy, i.e.





Es1,s2,k1,k2 =Es′1,s′2,k′1,k′2 . (6.43)
The form of the ansatz and the constraints of eq. (6.43) ensure that the Schrödinger
equation for m 6= n is satisfied. In order to satisfy the Schrödinger equation for
m = n the ansatz is substituted into Eq. (6.39) at m = n even and odd, thereby
obtaining a set of two linear equations in B and C that can be solved. In the next
section this methodology will be used to show the existence of bound states in the
continuum.
6.3.3 Bound state in the continuum
In the presence of a non-zero interaction the eigenstates of the two-body problem can
be classified into two types consisting of extended scattering states and bound states.
As was discussed in the previous section the eigenenergies of the scattering states
form energy bands which are given by the sum over all the particles of the allowed
single-particle energies. Consequently, a bound state can be classified by whether
its energies lies within or outwith one of these bands. The former of these is termed
a bound state in the continuum (BIC) and these states have generated interest since
almost the beginning of quantum mechanics [137, 138]. Fundamentally, these bound
states are wave phenomena and so have been observed in both optical [139, 140] and
acoustic settings [141, 142], see Ref. [143] for a review. In terms of few-body systems
on a lattice BICs have been theoretically predicted to occur in both static [144] and
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driven systems [145]. The underlying mechanism at the heart of these few-body
proposals is the presence of an impurity lattice site around which the bound state
forms. In the diamond lattice however, BICs can form without an impurity but
instead relies on the differing interaction strengths on odd and even lattice sites to
sustain it. In order to show the presence of the BIC a fermionized ansatz is used
Φ = BΨF + Ψ1, (6.44)
with k2 = K − k1 k′1,2 = K/2 + π/2 ± iν and s1 = s2 = s′1 = s′2 = s. The
requirement that both components of the ansatz have the same asymptotic energy
gives a relationship between the energy of the ansatz, denoted EF and given by
Eq. (6.40), and the ansatz parameters K, k1 and ν. The equations for m = n odd
and even can then be used to solve, for a fixed K, the value of EF and B that allow
Φ to be a solution.
The fermionized ansatz is not a BIC as it still contains the extended Bloch-like
Figure 6.5: Interaction induced bound states in the continuum. The shaded region
denote the scattering continuum and the solid lines indicate the energy of the eigen-
functions that take the form ΦF which is a superposition of scattering and bound
state parts. The dashed lines indicate the scattering contribution to the wavefunc-
tion which means that at the zeros bound states in the continuum are formed, red
dots. Subplots (a) and (b) correspond to the parameters U/J = 0.7, t/J = 0.5 and
U/J = 0.7, t/J = −0.063 respectively. Note that a simultaneous flip of the sign of
U and t only flips the sign of the energy and that the figures are symmetric with
respect to K = 0.
wave ΨF but if, however, for some value of K the B coefficient becomes zero then
a bound state in the continuum would be formed. There are numerous different
possible scenarios that are realisable by tuning the strength and signs of U and
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t. In Fig. 6.5 two examples are shown with the grey region indicating a band of
the scattering continuum whilst the solid black and blue lines denote EF , i.e. states
which have the form of the fermionized anstaz Φ. The dashed lines give the absolute
value of the B coefficient which indicates how much of the scattering state ΨF is
contained in the ansatz. The K values for which B is exactly zero are indicated by
the red dots and hence these dots show the BICs. In Fig. 6.5(a) which corresponds
to the parameters U/J = 0.7 and t/J = 0.5 there is only a single bound state in the
continuum whilst for U/J = 0.7 and t/J = −0.063 there are three bound states.
Furthermore, for these latter parameters the contribution from the scattering state
for K ≈ [0.2, 0.4], i.e. between the red dots, is less than 10−4 which indicates a
quasi-bound state band in the continuum. The number of BICs observed is very
sensitive to the parameters U/J and t/J and so future work mapping out the BIC
number as a function of these parameters could be of interest.
6.3.4 Bound states
The system also supports bound states which have an energy outside any of the
scattering continuums, so called bound states outside the continuum (BOC). As
was mentioned in the previous section the Schrödinger equation is closely related to
the Hubbard model discussed in Ref. [136] and consequently the real space bound
states may be found using the same methodology used there. In that reference the
bound states are separated into two types: type 1 bound states which have energies
above or below all the scattering bands and type 2 bound states that lie in the band
gaps between the scattering bands. In this section the focus will be on the type 1
bound states as they show particularly interesting behaviour. In accordance with
Ref. [136] the following ansatz is used for the wave functions





where Ψ1 is the extra wave given by Eq. (6.42) and k1,2 = K/2 ± iν1 and k′1,2 =
(K+π)/2±iν2. The requirement that the two wavefunctions have asymptotically the
same energy, denoted EB, implies that for a given K and EB the decay parameters
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ν1,2 become fixed. Inserting the ansatz into the Schrödinger equation for m = n odd
and even gives two equations for the coefficient B that depend on the energy of the
bound state, EB, which is as yet unknown. In order to be a valid solution the two
B coefficients must be made equal by varying EB which, upon equality, yields the
energy of the bound state.
Figure 6.6: The diamond lattice for certain values of U/J and t/J can support
two bound states bands that have an energy above all the scattering bands. The
lower energy band can become almost flat. Subplot (a) shows the bandwidth of the
lower band as function of the sublattice energy t and the interaction strength U .
The white region indicates where the bandwidth, BW , is less than 10
−2J . The grey
region indicates the parameters for which the lower energy band is not complete, i.e.
for some K the bound state band enters the continuum. Subplot (b) shows a cut
through subplot (a) as indicated by the dotted line. Subplot (c) shows an example
spectrum for the parameters U/J = 4 and t/J = 1.492 and the flat band is clearly
visible.
In this section the focus will be the regime where all the parameters of the
Hamiltonian are in competition: U/J = [0, 10] and t/J = [1, 2] (note that flipping
the sign of both U and t does not change the shape of the spectrum, only its sign).
In this parameter regime there can be at most two bound state bands with an energy
greater than any of the scattering bands. The lower energy bound state band shows
an interesting resonance behaviour whereby for certain values of U and t the band
becomes almost dispersionless. In order to characterise the flatness of a band the
bandwidth, BW = E
max
B − EminB , is used where E
max/min
B are the maximum and
minimum eigenergies in that bound state band.
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The resonant behaviour of the bandwidth is shown in Fig. 6.6(a) which shows the
numerically calculated bandwidth of the lower energy band with the white region
showing where the bandwidth, BW , is less than 10
−2J . The gray region around
the origin shows the region where the lower bound state band is not complete,
i.e. the band enters the continuum at some K. The resonant behaviour is further
shown in Fig. 6.6(b) which shows the bandwidth for a cut through the parameter
space marked by the dotted line in Fig. 6.6(a) and illustrates the sharp reduction
in bandwidth that occurs as the coupling t is varied. An example spectrum for the
case in which all the parameters of the Hamiltonian are comparable, U/J = 4 and
t/J = 1.492, is shown Fig. 6.6(c) where the bound state bands are shown by black
lines and the gray shaded regions indicate the scattering bands. The presence of a
quasi-flat band is clearly seen. A simple effective model that captures this resonance
behaviour can be obtained by realising that for a flat band the energy dependent
effective interaction, U , discussed in Eq. (6.39) is a constant for every state within
the flat band. Therefore, in order to simplify the analysis the effective interaction is
replaced by gU where g is a tunable constant. This effective model fails to describe
the scattering bands or any of the dispersive bound state bounds but for certain
values of g shows a bound state band that becomes almost flat.
6.4 Chapter summary
In this chapter we have considered two interacting particles in the cross-stitch and
diamond lattices. The single-particle energy spectra of these lattices exhibit a dis-
persionless flat band and closely related compact localised eigenstates which appear
due to destructive interference. A transformation based upon these localised states
partitions the two-body Hilbert space into independent sectors depending upon the
number of particles occupying the flat band. In the case of one particle occupy-
ing the flat band the problem is equivalent to a one-dimensional scattering model
where the dispersive particle scatters off the infinitely heavy flat-band particle. In
the alternative case of zero or two particles occupying the flat band the problem is
mapped onto a single particle moving in a quasi-three-dimensional lattice. In the
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case of the cross-stitch lattice the problem is exactly solved using Green’s functions
techniques whilst for the diamond lattice a modified Bethe ansatz is used to show
the existence of a number of interesting phenomena such as bound states in the
continuum and a quasi-flat bound state band.
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Conclusion and future work
The main topic of this thesis has been the development of theoretical models to
explore lattice-based transport phenomena for both single-particle and interacting
two-particle systems. This work involved both driven and static situations and
covered a range of different lattice geometries. Whilst the analysis conducted was
primarily centred around the experimental platform of coupled optical waveguides,
as this technique was often used to implement many of the models considered,
the results obtained are of interest to a wide audience of researchers in fields such
as quantum optics, photonics, cold atomic gases and condensed matter physics. In
addition, the experimental work presented in this thesis demonstrates how ideas from
solid-state physics can be readily applied to control and manipulate the movement
of light in a lattice.
Here we summarise the main topics discussed in this work. In Chapter 2 a
brief theoretical introduction to coupled optical waveguide arrays was presented.
The Schrödinger-like paraxial equation that governs the propagation of light waves
within these systems was derived and it was shown how a coupled-mode analysis
of the photonic lattice emulates the tight-binding models used in condensed mat-
ter models. In Chapter 3, experimental and theoretical results were presented for
the Lieb lattice that showed a novel type of particle localisation that does not rely
on disorder, non-linearity or external forces. The trapping is the result of destruc-
tive interference that prevents the localised state from expanding. Remarkably, it
was shown that this effect persists in the presence of arbitrary strength disorder in
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the tunnelling strengths. In Chapter 4, a new technique for simulating a particle
in a lattice subject to a magnetic field using coupled optical waveguides was dis-
cussed. This novel approach involved utilising the ability present in laser-written
waveguides to individually control waveguide placement to inhomogenously bend
the waveguides along the propagation direction. A theoretical description of such
a system was given in terms of an effective time-independent Floquet Hamiltonian
that to leading order exactly reproduced the iconic Hofstader-Harper model. It was
shown through simulation that the inhomogenously bent waveguide array very ac-
curately reproduced the expected dynamics of a particle subject to a magnetic field.
In Chapter 5, a novel type of edge mode was experimentally demonstrated using
a slowly-driven photonic lattice. These edge modes, known as anomalous topolog-
ical modes, are unique to driven systems and can exist even if all the topological
invariants that are used to characterise static systems are zero. The effect on these
edge modes stemming from both disorder in the bond strengths and in the onsite
energies was investigated. In chapter 6, the dynamics of two interacting particles in
the cross-stitch and diamond lattices was discussed. These geometries both feature
a flat energy band and the absence of any kinetic energy terms in these bands means
the dynamics are generated solely by the interaction between the particles. In the
case of the cross-stitch lattice the problem was mapped onto the exactly solvable
Fano-Anderson model. In the case of the diamond lattice the problem was studied
via a Bethe ansatz approach and the existence of bound states in the continuum
and a quasi-flat bound state band were explicitly shown.
7.0.1 Future work
In each of the chapters contained in this thesis there is scope for future work and in
this section we highlight some of the most promising. It is a well established result
that the flat band in the Lieb lattice persists even in the presence of a magnetic
field [60, 61]. Furthermore, it can be shown numerically that, as in the flux free case,
this flat band is resistant to disorder in the tunnelling strengths. This is in contrast to
this result for the Kagome lattice which, like Lieb, hosts a flat band, only has nearest
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neighbour couplings and has 3 lattice sites per unit cell. This geometry, for certain
values of magnetic flux, features a flat energy band but yet this flat band is not robust
to disordering of the bond strengths. The disparity in the reaction of these lattices
to disorder is noteworthy and uncovering the underlying cause could allow flat-band
lattices to be classified by their response to disorder. The potential for generating
a magnetic flux, as discussed in chapter 4, opens a new range of possibilities for
photonic lattices to explore. Combining this potential with the ability contained
within these systems to tailor lattice geometries, incorporate non-linearities [146] and
engineer external forces [30] presents many interesting future avenues of research.
The demonstration of anomalous edge modes discussed in chapter 5 opens up the
possibilities to investigate similar phenomena in the presence of nonlinearity and
disorder. The two-particle physics discussed in chapter 6 present many possible
extensions. Firstly, there exist other lattices such as the 1D pyrochlore lattice [21]
that could be treated using a similar analysis to that conducted in chapter 6. The 1D
pyrochlore lattice has an energy spectrum consisting of 2 flat bands and 2 dispersive
bands. The presence of multiple flat bands could lead to potentially interesting
interaction induced dynamics. A further extension of the work conducted could be
to develop the analysis for the cross-stitch and diamond lattice to include a nearest
neighbour interaction term, the so called extended Bose-Hubbard model [147, 148].
The addition of an extra interaction strength gives an additional tunable parameter





As discussed in the chapter 4 the effect of the inhomogenous bending is contained



























u[x− x0a,b − x0 − xa,b, y − ya,b − y0]V0[x− x0a,b − x0 − xa,b, y − ya,b − y0]
u[x− x0m,n − x0 − xm,n, y − y0m,n − y0], (A.1)
where xm,n describes the position of the (m,n)
th waveguide as a function of lon-
gitudinal position z and ẋm,n =
dxm,n
dz
. The terms outside the integral are just
modifications of the phase of the integral and terms of this form appear also in ho-
mogeneous shaking, i.e. when all the waveguides move identically. The differences
to the homogeneous case are the appearance of an x dependent phase term in the
integrand and that the overlap between the modes calculated by this integral could
change with propagation distance. Therefore, to study the effects of these terms
we initially focus just on the integral, i.e. the last two lines of Eq. (A.1). This
integral can be rewritten in terms of new variables x′ = x − x0 − (x0a,b + xa,b) and
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′, y′]u[x′ − (x0m,n − x0a,b)− (xm,n − xa,b), y′ + y0a,b − y0m,n]
]
, (A.3)
where the new phase term outside the integral is a result of this change of variables.
Making the assumption that the modes and refractive index profile have a circular
symmetry the integral can then be rewritten using normalised polar coordinates:
(R, θ), where R = r
ρ










R dR dθe2ipρR cos(θ)(ẋm,n−ẋa,b)u[R]V0[R]u[R1],
(A.4)
The normalised separation between the two waveguides, R1, can be written as:
R1 =
√
(R cos(θ) + α0 + α(z))2 + (a0 −R sin(θ))2,
where α(z) = 1
ρ
(xm,n(z)− xa,b(z)), α0 = 1ρ(x
0
m,n − x0a,b) and a0 = 1ρ(y
0
m,n − y0a,b).
In the following sections we will limit our analysis to a square lattice geometry
and only consider bending profiles of the form: xm,n(z) = xn = A sin(ωz + φn).
The assumption that the shaking depends only on the y coordinate of the lattice
means that for x-hoppings, defined as tn,nm,m+1, the integrand of Eq. (A.4) becomes
z independent whilst the assumption of a square geometry implies that α0 = 0 for
y-hoppings, defined as tn,n+1m,m . The particular form of bending profile used means







(φb − φn)) sin(ωz +
1
2
(φb + φn)). (A.5)
The dimensionless variable Kx = 2pAωa for typical experimental parameters is of
order 1. The presence of the V0[R] in the integrand of Eq. (A.4) means that the
majority of the weight of the integral will lie in the region 0 ≤ R ≤ 1. In this range
94
Appendix A. Derivation of inhomogeneous bending couplings
the amplitude of Eq. (A.5) will be small which subsequently implies that eqn. A.4















The integral I1 is of the form of a standard coupling integral but one where the
waveguide-waveguide separation is not necessarily constant with z. However, at
any particular value of z the integral can be performed and typically the result is
exponentially dependent upon the waveguide-waveguide separation. Therefore, in
the case of x-hoppings we obtain I1 = κ0e
− a
τ , where κ0 and τ are constants. The






Assuming that the amplitude of the shaking is small compared to the lattice con-
stant, a, then I1 can be simplified to the form:


















Appendix A. Derivation of inhomogeneous bending couplings
The knowledge of this integral combined with the assumed forms for x0, xm,n and
y0 allows the couplings along the x and y directions to be written explicitly as :
tnm,m+1 = exp[iKx cos(ωz + φn) + iωz]κ0e
− a
τ , (A.10)
tn,n+1m,m = exp[iF0 + iKy cos(ωz) + iP sin(ωz + γ)















































In the high-frequency modulation regime, ω  C0, effective tunnelings that are





nJn(x)einy, allows the couplings to be written as
(tn,nm,m+1)eff = C0J1(Kx)ie−iφn , (A.13)






























Ky + P sin(γ)
P cos(γ)
). (A.17)
Here Jn, In are Bessel functions of nth order of the first and second modified kind
respectively. The effective y tunnelings can be simplified by again assuming that
amplitude of shaking is much smaller than the lattice constant. This assumption
means that the argument of the Iq in eqn. (A.14) is small and so the sum will be be
dominated by the q = 0 contribution. A further simplification can be made by noting
that the term eiF0 in eqn. A.14 does not contribute to the flux as it cancels with
its respective partner on the opposing bond upon summing round a plaquette. The
effect of this term is therefore to shift the dispersion relation in quasi-momentum
space by a small amount which we will neglect. These approximations simplify the
y tunnelling into the form
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uber das verhalten von eigenwerten bei adiabatischen prozessen. Physikalische
Zeitschrift, 30:467–470, 1929.
[138] Frank H Stillinger and David R Herrick. Bound states in the continuum.
Physical Review A, 11(2):446, 1975.
[139] Jeongwon Lee, Bo Zhen, Song-Liang Chua, Wenjun Qiu, John D Joannopou-
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