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Version Abre´ge´e
CETTE the`se s’inscrit dans le cadre de l’e´tude the´orique des surfaces de me´-taux. Nous calculons de manie`re quantique, ab initio, les proprie´te´s e´lectro-
niques de surfaces propres de me´taux e´le´mentaires en tenant compte de la struc-
ture atomique du mate´riau. Notre but est de comprendre les me´canismes atom-
iques responsables de la de´pendance du potentiel d’extraction avec la ge´ome´trie de
la surface, en tenant compte de son orientation cristallographique, de la relaxation
et de la reconstruction atomique, ainsi que de l’eﬀet des areˆtes cristallines.
Nous pre´sentons une me´thode stable pour obtenir le potentiel d’extraction a`
partir de calculs auto-consistants dans une ge´ome´trie en couche mince. En appli-
quant une technique base´e sur une moyenne macroscopique, nous pouvons mesurer
pre´cisement le saut de potentiel e´lectrostatique a` la surface du me´tal. En com-
binant cette grandeur avec le niveau de Fermi d’un crystal de taille inﬁnie, nous
pouvons re´duire les eﬀets de taille sur le potentiel d’extraction et en determiner
des valeurs tre`s pre´cises.
L’origine microscopique de l’anisotropie du potentiel d’extraction est appro-
fondie pour le sodium, l’aluminium, le cuivre et l’or. Pour ces me´taux, nous mon-
trons que les faces principales, classe´s par potentiel d’extraction croissant, sont
dans le meˆme ordre que les valeurs expe´rimentales et que l’ordre dans l’aluminium
est diﬀe´rent que dans la plupart des autres me´taux. L’origine de l’anisotropie du
potentiel d’extraction est relie´e a` la nature orbitale des e´tats e´lectroniques au
niveau de Fermi.
Cette e´tude de surfaces me´talliques est e´tendue a` des facettes cristallines ﬁnies.
Par des calculs de la structure e´lectronique de nano-ﬁls a` partir de principes
premiers, nous obtenons la variation du potentiel e´lectrostatique a` l’exte´rieur
de plusieurs areˆtes cristallines inﬁniment longues. Nous mettons en e´vidence le
me´canisme microscopique qui permet a` deux potentiels d’extraction diﬀe´rents de
coexister de part et d’autre d’une meˆme areˆte.
Mots cle´s: Surfaces me´talliques, proprie´te´s e´lectroniques, potentiel d’extraction, fonc-
tionnelle de densite´.
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Abstract
THIS thesis is concerned with the theoretical study of the physical charac-teristics of metallic surfaces. Ab initio quantum calculations are performed
to determine the electronic properties of clean elemental metal surfaces, fully ac-
counting for the material’s atomic structure. We aim to understand the atomic-
scale mechanisms responsible for the dependence of the work function on the
surface geometry, including the crystallographic orientation of the surface, the
atomic relaxation and reconstruction, as well as the eﬀect of surface edges.
We present an accurate method to derive work functions from self-consistent
thin-ﬁlm calculations. By applying a technique based on a macroscopic average,
we ﬁlter the atomic oscillations in the electronic density to measure precisely the
electrostatic potential step at the crystal surface. Combining this quantity with
the Fermi energy of a bulk crystal is shown to reduce size eﬀects on the work
functions and to yield very precise values.
The microscopic origin of the work function anisotropy is studied in sodium,
aluminium, copper and gold. For these metals, we ﬁnd that the trends of increas-
ing work functions for the principal surface orientations reproduce the experi-
mental data and that the trend in aluminium is diﬀerent from most other metals.
The origin of the work function anisotropy is discussed in relation with the orbital
character of the electronic states at the Fermi energy.
Our study of metal surfaces is extended to the facets of a ﬁnite crystal. First-
principles studies of the electronic structure of nanowires enable us to obtain the
electrostatic potential outside a variety of inﬁnitely-long facet edges. In particular,
we determine the microscopic mechanism that allows two diﬀerent work functions
to coexist on either side of a facet edge.
Keywords: Metal surfaces, electronic properties, work function, density functional
calculations.
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Sometimes there are airs grave and gentle,
Religious, or, perhaps, sentimental,
Or the limerick’s lyric,
Or else panegyric,
Or struggles with things elemental.
E. O. Parrott
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On a tropical beach walked Niels Bohr,
Transfixed by the waves flowing pure.
Then he looked at the sand,
And thought it quite grand
How those waves met the grains at the shore.
David Morin, Eric Zaslow, E’beth Haley, John Golden, and Nathan Salwen
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Chapter 1
Introduction
THE work function, which is the minimum energy required to extract an elec-tron from a crystal, is one of the most fundamental parameters of metal
surfaces, and is important to understand a wide range of physical phenomena,
such as adsorption, catalysis promotion, photoemission and thermionic emission
processes. The ﬁrst measurements of work functions were performed at the be-
ginning of this century, notably by Langmuir, to gain fundamental insights into
the electronic properties of metals and to improve on cathodes employed by the
developing electric light industry. The quest for stable thermionic sources and
sensitive photodetectors then drove further research into work functions.
I. Langmuir
1881–1957
Nowadays, with the development of ultra-high vacuum techniques,
clean and stable metallic surfaces can be produced, allowing repro-
ducible surface conditions to be obtained. Accurate values of the work
functions of most metals have thus been established [1, 2]. With the
adsorption of atoms or molecules, the surface electronic structure is
modiﬁed and the work function can change by several eV. Since work
function changes as small as a few meV can be measured, low densities
of adsorbates can be identiﬁed and monitored. The work function thus
also serves as a sensitive diagnostic of structural and chemical surface
conditions. In this work, as a ﬁrst step, we study theoretically the work
functions of clean surfaces, without any adsorbates.
Work functions of metals generally depend on the crystalline ori-
entation of the surface, a phenomenon known as the work function
anisotropy. Experimentally, the work function was ﬁrst seen to depend on the
crystallographic surface plane in tungsten monocrystals. Studies of other elemen-
tal face-centered and body-centered cubic metals have conﬁrmed that a signiﬁcant
fraction of the work function, up to approximately 15%, can diﬀer between two
clean low-index surfaces of the same metal.
Work functions and their anisotropies have been the focus of a number of
11
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early models, based on phenomenological observations [3] or model systems [4,
5]. These results served to highlight trends in the work functions of diﬀerent
materials. Present-day state-of-the-art theoretical investigations have improved
upon these simpliﬁed models but have nevertheless failed to resolve a number
of issues satisfactorily. In particular, a quantitative theoretical understanding of
the origin of the work function anisotropy is lacking for most metals. A global
trend of increasing work function with the packing density of the surface plane has
been noted experimentally for clean surfaces, but is not present in some metals,
such as aluminium. This anomaly, observed in a common simple sp metal, has
not been resolved up to now. More generally, the mechanisms controlling the
ordering of the work functions of the principle surface orientations have not been
fully explained and current understanding for most metals is based on simpliﬁed
models [5–8] that generally lack self-consistency.
The local work function, which is deﬁned as the energy required to take an
electron from the Fermi level to a speciﬁed position outside the metal, is another
important quantity for understanding and modelling electron emission experi-
ments. The exact calculation of the local work function is a complex theoretical
problem that must take into account long-range many-body eﬀects such as the
image force. As yet, theoretical investigations of real metal surfaces accounting
for the image potential have only focused on inﬁnitely-extended planes [9]. To
our knowledge, the inﬂuence of the crystal morphology on the local work function
outside ﬁnite crystals has not been studied extensively.
Indeed, most theoretical investigations of work functions have treated surfaces
of inﬁnite lateral extent. While such an approximation is presumably valid in the
centre of a real crystal facet, eﬀects resulting from the ﬁnite dimensions of the
facets should be apparent close to facet edges and have only been discussed using
jellium surfaces [10]. The coexistence of diﬀerent work functions around adjacent
non-equivalent facets of a monocrystal has not been addressed satisfactorily on a
microscopic scale up to now.
At the surface, due to the absence of half the ionic neighbours, the interatomic
forces are modiﬁed and the equilibrium positions of the surface ions change in
consequence. Metal surfaces generally exhibit a modiﬁcation of the inter-layer
spacing at the surface, known as the surface relaxation, or sometimes, as on
low-index gold surfaces, show a top ionic layer of diﬀerent symmetry from the
underlying bulk arrangement, a process known as a surface reconstruction. Surface
relaxations, and to a greater extent, surface reconstructions, modify the ionic
and electronic charge densities in the surface region. These rearrangements are
expected to change the work function, but have not often been taken into account
in previous studies.
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W. Kohn
Nobel 1998
The development of density functional theory (DFT) and of the
local density approximation (LDA), both introduced by Kohn in the
1960s [11, 12], have provided a framework for the calculation of the
electronic properties of atoms, molecules and solids. With present-day
numerical means, the determination ab initio of the self-consistent mi-
croscopic arrangement of charge at a crystalline metallic surface is a re-
alistic proposition. DFT calculations can provide, in principle exactly,
the ground-state self-consistent charge density at a metal surface. The
work function can be determined from the electronic charge density,
provided the Fermi energy of the system is also known. If the calcu-
lations are performed with suﬃcient care, we can take advantage of
the short screening lengths in metals and calculate accurate work functions using
only a limited number of atomic planes. In this thesis, we perform ﬁrst principles
calculations of a number of metal surfaces in diﬀerent geometries. By focusing on
model systems such as extended clean surfaces, ab initio calculations can provide
new approaches to some of the open issues presented above and bring insights
into the salient features necessary to interpret more realistic complex surfaces.
This work is organised as follows: in Chapter 2 we present a phenomenological
introduction to metal surfaces and present in detail the trends and models identi-
ﬁed previously. We review the experimental work functions that are available at
the present time, as well as the experimental techniques employed. In Chapter 3,
we detail the theoretical procedure employed here, based on DFT-LDA, and cover
the approach for dealing with extended systems and many-electron atoms. The
application of these theories to metal surfaces, by means of the thin-slab technique,
is presented in Chapter 4, where we compare various calculational approaches for
determining work functions. In Chapter 5, we perform work function calculations
for the principle surface orientations of a number of typical metals and discuss the
origins of the diﬀerent work function anisotropies. We consider ﬁnite nanocrystals
in Chapter 6, where we have performed ﬁrst-principles calculations to study the
local potential outside sharp facet edges. Finally, our conclusions are detailed in
Chapter 7.
‘‘It’s here, right under your nose!’’
‘‘Just arrange the whole thing in rows.’’
‘‘Put hydrogen here,’’
Dmitri would cheer,
‘‘And tungsten down by your toes.’’
Devlin Gualtieri
Indeterminism
Is nature so fickle, my friend,
an indefinite future t’portend?
‘‘Well they say it is so
’cause experiments show
Probability reigns in the end.’’
William Rolnick
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Chapter 2
Metal surface phenomenology
IN this chapter, we introduce some general aspects of the phenomenology ofclean metal surfaces. We present the basic electronic quantities characterising
metal surfaces—among which the work function is the most fundamental—and
discuss some of the trends identiﬁed by previous authors. In particular, we con-
sider properties such as the local work function and the work-function anisotropy,
and we discuss qualitatively the eﬀect of work function anisotropies on the poten-
tial outside ﬁnite monocrystals. Theoretical models of work function anisotropies
are discussed in light of Smoluchowski’s smoothing principle and the linear the-
ory of Lang and Kohn. Finally, we turn to a brief review of experiments and
techniques that have allowed work functions to be measured.
2.1 Work function deﬁnition and trends
J. Bardeen
1908–1991
The work function W of a metal may be deﬁned as the diﬀerence
in energy between a neutral crystal and the same crystal with one
electron removed. This deﬁnition calls for zero temperature and a
perfect vacuum, since it is assumed that the metal is in its ground
state, both before and after the electron removal. The work function
was ﬁrst deﬁned in this way by Wigner and Bardeen in 1935 [13].
The work function corresponds to the minimum energy necessary to
extract an electron from the metal [14]. For a crystal with N electrons,
if EN is the initial energy of the metal and EN−1 that of the metal
with one electron removed to a region of electrostatic potential Ve, we
deﬁne:1
W = (EN−1 + Ve)− EN . (2.1)
1When studying work functions, it is convenient to give the potentials directly as a potential
energy for electrons. This leads to an opposite sign convention for the potential than in classical
electrodynamics.
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Figure 2.1: The work func-
tion W is given by the dif-
ference between the Fermi en-
ergy EF and the external po-
tential at inﬁnity Ve. The po-
tential (solid curve) diverges
at the atomic centres (black
circles). The metallic surface
is often deﬁned half an in-
terplanar distance d beyond
the last atomic plane (dashed
line).
geometric
metal
surface
Ve
W
atomic
plane
EF potential
d
2
d
The removed electron is assumed to be at rest, and therefore possesses only po-
tential energy. At zero temperature, the chemical potential μ is by deﬁnition
μ = EN − EN−1. In the limit of large systems, all polarisation eﬀects can be
neglected after removing the electron. The chemical potential is then shown to
coincide with the Fermi energy EF [15], which is deﬁned as the maximum energy
of the electrons in the metal. Using these identities, the following exact expression
for the work function W of a metal is obtained:2
W = Ve −EF (2.2)
The work function is equal to the potential diﬀerence between the Fermi energy
and the electrostatic potential outside the metal (at an inﬁnite distance), as shown
in Figure 2.1 for an inﬁnitely-extended crystalline surface. Such a clean surface
can be imagined to result from the cleavage of a perfectly-pure single crystal into
two parts. In the absence of spontaneous surface reconstruction, the resulting
rigorously-ﬂat crystalline surface constitutes the ideal condition usually taken for
the deﬁnition of the work function. For ﬁnite surfaces, the work function must be
measured far enough from the surface to avoid image eﬀects (see Section 2.2) but
at a distance signiﬁcantly smaller than the typical dimensions of the sample (see
Section 2.3).
The absolute values of the two terms on the right-hand side of Equation 2.2
depend on the reference energy (often chosen as the average electrostatic potential
in the metal <V >). The position of the Fermi energy EF with respect to the
average electrostatic potential <V>, which we write εF = EF− <V>, is a term
controlled by the bulk properties of the metal. At the surface, the spreading of
2For macroscopic metallic crystals, the work function is also equal to the crystalline electron
aﬃnity, which describes the energy gained on binding a supplementary electron.
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Figure 2.2: Jellium work
function (Wu) as a function of
the electronic density param-
eter rs. The work function
is equal to the diﬀerence be-
tween the surface dipole (D)
and the Fermi energy (εF ),
both referred to the average
electrostatic potential in the
jellium. Experimental work
functions of selected simple
and noble metals are indi-
cated by circles and vertical
bars (which show the range
in orientation-dependent work
functions). This ﬁgure is
based on theoretical data from
Reference [4].
Al
Zn
Cu Au
Ag
Li
Na K Rb Cs
-2.0
0.0
2.0
4.0
6.0
8.0
En
er
gy
 [e
V]
2 3 4 5 6
rs
Wu
D
eF
Mg
Pb
the electronic charge into the vacuum is equivalent to the presence of a double
layer of charge, which induces a potential step D = Ve− <V> that the electrons
must overcome to leave the metal [16].
Lang and Kohn calculated the work functions of jellium surfaces using this
separation into two components [4]. In Figure 2.2, we display the Fermi energy εF
and the surface dipole D, referenced to the average electrostatic potential in the
jellium, as well as the work function Wu = D− εF , as a function of the parameter
rs, which is related to the electron density n through
4π
3
(rsa0)
3 = n−1, where a0 is
the Bohr radius. As the electronic density is increased, the work function remains
between 3 and 4 eV, even though D and εF vary strongly. A comparison of the
jellium results with the experimental work functions of some simple metals shows
a similar increasing trend with the electronic density. For noble metals, the work
functions computed with this model are too low by at least 1.5 eV.
Trends in the work functions of elemental metals have been noticed to follow
similar periodicities to the electronic structure of atoms [1]. A number of empir-
ical studies have exhibited correlations between work functions and the power of
atoms to attract electrons to themselves. In quantitative terms, the electroneg-
ativity χ, deﬁned from atomic spectra as the average of the ionisation energy
and the electron aﬃnity, provides a suitable measure of electron attraction in free
atoms [3]. Michaelson corrected the electronegativity by an empirical periodicity
parameter P , speciﬁc to each subgroup of elements in a column of the periodic
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Figure 2.3: Correlation be-
tween the electronegativity χ,
corrected by a periodicity pa-
rameter P speciﬁc to each
column of the periodic table,
and the work function W , for
a large number of elemental
metals. This ﬁgure is based
on data from Reference [3].
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table, and found a high correlation with the work function for a large number of
elements (see Figure 2.3).
2.2 Local work function and image potential
Real metal surfaces often contain lateral inhomogeneities formed by chemical or
structural defects, steps, and adsorbed atoms. At the surface of an alloy, a seg-
regation of one element may also be observed. Since crystal surfaces are always
of limited size, edge eﬀects should be apparent near facet boundaries. These de-
viations from clean, homogeneous and inﬁnitely-extended metal surfaces suggest
introducing the concept of local work function, loosely deﬁned as the energy re-
quired to take an electron from the Fermi level to a region just outside a locally
homogeneous patch, or, more generally, to any speciﬁed point in the vacuum [17].
In this light, we seek to determine not only the electrostatic potential created
far outside an inﬁnitely-extended metal surface, but also to understand the poten-
tial experienced by an electron as it is gradually removed from the metal. Classical
electrostatics provides some clues to the solution of this problem. An electron at
a distance r outside a metallic surface classically generates a polarisation charge
on the metal surface. The attractive potential created by this charge distribution
can be represented by the eﬀect of a mirror image, of charge +e, inside the metal,
at a distance r from the surface (see Figure 2.4). By integrating the opposite of
the force −e2/(2r)2 induced by the image on the external electron, when moving
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Figure 2.4: Classical im-
age potential outside an ideal
metal surface. Upper panel:
potential contour lines and
force gradients of the to-
tal potential created by the
source electron and its im-
age. The polarisation charge
of the metal surface (+ sym-
bols) is equivalent to the pres-
ence of a ﬁctitious image of
charge +e inside the metal.
Lower panel: Classical in-
duced image potential felt by
the external electron (solid
line) and schematic quantum
image states outside the metal
surface (dashed lines).
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the electron from inﬁnity, and taking into account the simultaneous displacement
of the two charges, the external electron is seen to experience an image potential
Vim equal to:
Vim(r) =
∫ r
∞
e2
(2r′)2
dr′ = − e
2
4r
. (2.3)
Nonlocal quantum mechanic studies [9, 18] have shown that the long-range
behaviour of the potential felt by an electron outside a metal surface is universally
given by a shifted image potential Vim = −e2/4(r− ro). Contrary to the classical
case, the potential is referenced to an eﬀective mirror plane ro that is situated
outside the geometric surface shown in Figure 2.1 and in general depends on the
metal and the surface orientation [19]. The image potential describes the long-
range behaviour of the so-called exchange-correlation potential in the vacuum
(see Sections 3.2 and 3.3). The lateral shift of the image potential is induced
by a signiﬁcant exchange contribution close to the metal surface [18]. When the
external probe electron is near the surface, the image concept breaks down and
the exchange-correlation potential reaches a ﬁnite value in the metal, avoiding the
unrealistic divergence of the classical image potential at the “surface plane”.
The local work function of an electron in the vacuum is thus determined not
only by the local electrostatic potential but also by the long-range image contri-
bution, which vanishes only at inﬁnity. As a consequence, in order to measure the
20 CHAPTER 2. METAL SURFACE PHENOMENOLOGY
real work function, it is necessary to extract the electron to a region where the im-
age potential is negligible. In practice, beyond 100 nm, a large distance compared
with the crystal unit cell dimension, the potential does not change signiﬁcantly
[20].
Conversely, local work functions, or variations of the local work function, near
the surface can be measured by several local-probe techniques. For instance,
changes in the local work function can be probed by photoemission spectroscopy of
adsorbed xenon atoms (PAX). The PAX spectrum reﬂects the binding energies of
the Xe orbitals. Because of the large size of the Xe atoms and their weak bonding
to the metal, the energies of these levels depend on the local surface potential of the
adsorption site. This technique has highlighted local work function variations near
steps on Pt surfaces [17]. Alternatively, two-photon photoemission spectroscopy
can identify the energies of the Rydberg series of image states trapped in the
image potential above the Fermi level (see lower panel of Figure 2.4). In this
technique, a photon ﬁrst excites an electron from near the Fermi level into an
image state just outside the metal surface. After absorbing a second photon
and leaving the metal surface, the kinetic energy of the electron is measured.
Combining the electron kinetic energy with the two photon energies enables the
Fermi energy to be determined. If the image states are laterally conﬁned to islands
of adsorbed atoms, the local work function of the patch can be determined as a
function of coverage [2]. Finally, as a further experimental alternative, scanning
tunnelling microscopy can provide continuous maps of local work functions (see
Section 2.4.7).
2.3 Anisotropy of the work function
Experimental measurements for a large number of metals have shown that the
work function depends on the crystallographic orientation of the surface, a phe-
nomenon known as the anisotropy of the work function. Although perhaps unex-
pected at ﬁrst sight, the work function anisotropy can be understood as a surface
eﬀect. The work necessary to take an electron from inside the metal to a region
outside it can depend on the surface orientation, since the potential diﬀerence
between the metal and the vacuum is sensitively controlled by the spreading of
the electronic charge into the vacuum. This spreading is in turn dependent on the
crystallographic arrangement in the surface plane, i.e. on the surface orientation.
However, suﬃciently far from any ﬁnite neutral crystal, the electrostatic potential
is constant and isotropic.
The presence of a work function anisotropy induces small electric ﬁelds in
the vacuum around ﬁnite neutral crystals. These ﬁelds extend over distances
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Figure 2.5: Schematic rep-
resentation of a ﬁnite crystal
with anisotropic facets in a
perfect vacuum. The domi-
nant contribution to the po-
tential in the vacuum depends
on the distance to the crys-
tal and is shown in italics.
Conceptually diﬀerent regions
(not to scale) are separated
by dashed lines. The ap-
proximate regions where face-
dependent work functions can
be measured are shown as
grey rectangles.
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comparable to the dimensions of the crystal, as we now demonstrate. The Fermi
energy EF is constant inside the metal at thermodynamic equilibrium, and can be
taken as a convenient reference. The potential in the neighbourhood of the crystal
outside a facet of work function W1 is then V1 = EF + W1; while for a diﬀerent
facet of work function W2, the potential is similarly given by V2 = EF + W2.
Therefore the potential diﬀerence ΔV between regions of the vacuum outside the
two facets can be expressed as:
ΔV = V1 − V2 = W1 −W2. (2.4)
By conservation of energy, the work required to take an electron to any speciﬁed
point in the vacuum must be independent of the surface from which it was ex-
tracted. This observation does not prevent a variation of the potential between
diﬀerent regions of the vacuum. The diﬀerence in potential between the two facet
neighbourhoods is compensated by small electric ﬁelds in the vacuum, that en-
sure the continuity of the potential around the ﬁnite crystal. The ﬁelds outside
the metal are induced by very small charge distributions on the crystalline facets
[21]. These surface charges depend on the geometry of the metallic crystal, and,
since the crystal is globally uncharged, sum to zero over the total surface. Since
the vacuum does not reside at a constant potential in the neighbourhood of the
crystal, a diﬃculty arises in deﬁning precisely the extraction region for measuring
the work function of a speciﬁc crystal facet.
Let us consider a neutral monocrystal with inequivalent facets exposed to a
vacuum, in the absence of any external electric ﬁelds. In order to deﬁne the face-
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dependent work function precisely, the position of the electron, once removed from
the metal, must be speciﬁed. For realistic crystals of ﬁnite dimensions, the local
potential observed in the vacuum depends on the distance to the crystal and on the
crystal shape. Several conceptually diﬀerent regions can be distinguished around
the monocrystal. Close to the metal surface, the local potential varies strongly
due to the spilling of the electrons into the vacuum and the strong decrease of
the image potential (see Figure 2.5). The characteristic extension of this region
from the surface is 100 nm. Beyond this boundary layer, the local potential
is essentially ﬁxed by the work function anisotropy. Potential anisotropies are
apparent provided the distance to the surface is comparable to the macroscopic
crystal dimensions. The greyed areas W1 and W2 in Figure 2.5 show roughly
adequate regions for measuring a work function anisotropy in a ﬁnite crystal.3 The
potential variation due to the work function anisotropy decreases as a multipole
[V (r) ∼ (L/r)n] as the distance r to the crystal increases above the typical crystal
size L. The exact power exponent n depends on the macroscopic crystal geometry.
Beyond a distance on the order of the crystal dimensions—say a centimeter—the
local potential becomes isotropic and its variation is undetectably small.
Experimentally, work function anisotropies are often measured with detectors
placed at distances from the surface that are well beyond the sample dimensions,
contradicting at ﬁrst sight the analysis presented above. Far from a small crystal,
the work function anisotropy can nevertheless be observed by the application of
an electric ﬁeld collecting at the detector the electrons emitted from the metal. If
each electron reaching the detector can be associated with a particular emitting
facet, by observing the electron’s trajectory, the work function of each facet can
be inferred from its associated current. The current emitted from each facet is
determined by the potential shape, and particularly by the maximum potential
that the electrons must overcome. Even for small electric ﬁelds, this maximum
is located close to the crystal surface and thus depends on the work function of
the facet [14]. In this way, work function anisotropies have been identiﬁed exper-
imentally (see Section 2.4). Furthermore, electric ﬁelds induced by work function
anisotropies outside polycrystalline surfaces, and which are characterised by a
range comparable to the dimensions of the crystallites, have been detected exper-
imentally close to the samples. These ﬁelds have been identiﬁed as inﬂuencing
the force-proﬁle measured in some atomic force microscopy experiments as the
tip-substrate distance exceeds 10 nm [22].
For a number of elements, the work function has only been measured in poly-
3Although we are interested here in a single monocrystal with inequivalent facets, an anal-
ogous potential distribution would be observed in the vacuum outside two metallic crystals in
intimate contact. If the two metals had strongly diﬀerent work functions, the eﬀective work
function anisotropy would be of several eV.
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Figure 2.6: Radial depen-
dence of the electrostatic po-
tential in the vacuum out-
side a crystal with anisotropic
facets or outside a polycrys-
talline sample. The po-
tential is shown outside a
facet with large work function
(Wmax) and small work func-
tion (Wmin). The apparent
work function in a perfect vac-
uum (W ) is the diﬀerence be-
tween the potential at inﬁnity
(Vinf ) and the Fermi energy
(EF ).
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crystalline samples. These crystals generally consist of a large number of disor-
dered crystallites with random orientations. The theoretical analysis of electron
emission from polycrystals is diﬃcult and depends on the particular emission pro-
cess [23]. One usually tries to relate the apparent work function W—equal to the
diﬀerence between the Fermi energy and the potential at inﬁnity—with the work
functions of the individual crystallites, known as “patches”, observed at the crys-
tal surface. In Figure 2.6, the electrostatic potential is plotted as a function of the
distance to the crystal surface outside regions of high and low work function. Far
from the sample, the anisotropy is lost, and, in the absence of external electric
ﬁelds, the electrostatic potential reaches a constant value. This apparent work
function is intermediate between the maximum and minimum work functions of
the polycrystalline surface. In this respect, the situation is the same as for a single
crystal with anisotropic facets exposed to the vacuum.
The apparent work function W can usually only be determined from the de-
tailed arrangement of all the crystallites. However, some general results are known
in appropriate geometries. In the case of planar, cylindrical, or spherical poly-
crystalline surfaces, the apparent work function W is known to be equal to the
surface-area weighted average of the individual work functions Wj [23]. If fj is
the fractional surface area associated with work function Wj , then:
W =
∑
j
fj Wj . (2.5)
A more accurate deﬁnition of the weights fj has been given by Sahni and coworkers
for arbitrary patch distributions in the special case of uniform surface charge
densities, by accounting for the long-range electrostatic interactions between the
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Figure 2.7: The princi-
ple of Smoluchowski smooth-
ing, illustrated for a two-
dimensional simple cubic lat-
tice. At the metallic sur-
face, the electronic density is
rearranged from a superpo-
sition of Wigner-Seitz units
cells (dashed lines) into a
smoother distribution (thick
solid line). The charge redis-
tribution (greyed areas) sets
up an orientation-dependent
surface dipole, and leads to in-
ward relaxation of the surface
ions (arrows).
+
--
+ +
patches [24]. At a polycrystalline surface, the exposed facets usually consist of low-
index orientations, which have a lower surface energy than high-index planes. The
patch work functions Wj contributing dominantly to the apparent work function
should accordingly correspond to the most densely-packed orientations.
2.3.1 Smoluchowski smoothing
E. Wigner
1902–1995
In 1941, Smoluchowski proposed a theoretical model [5] that describes
qualitatively the observed work function anisotropy in a number of el-
emental metals, such as Ni, Cu, Ag and W. There are however some
exceptions, notably Al, for which this model fails to predict the ob-
served anisotropy. In the Smoluchowski model, the real metal surface
is imagined to be formed in two steps.
The metallic surface is assumed to be created ﬁrst by superposing
Wigner-Seitz unit cells containing the bulk electronic density. This
initial electronic surface distribution does not lead to any work function
anisotropy since the crystal is formed by repeating a neutral charge-
density building block with no dipole or quadrupole [25]. To recover
the real surface, one must in general rearrange the electron density
so as to minimise the total energy. This redistribution is decomposed into two
orthogonal displacements.
At the surface, in the absence of the next ionic layer, the electrons are less
bound to the metal. The charge density spreads into the vacuum in a direc-
tion perpendicular to the surface, inducing a large surface dipole. The spread-
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ing of the electronic charge into the vacuum is related to the radial charge dis-
tribution in an isolated atom, and is thus assumed to produce an orientation-
independent work function enhancement. As well as a rearrangement normal to
the surface, the electronic ﬂuid undergoes a lateral redistribution within each
surface unit cell. The electrons tend to move from the edges of the Wigner-
Seitz unit cells into the valleys, leading to a smoother electronic distribution
and a lower total kinetic energy. The reduction in kinetic energy can be sim-
ply understood in the case of non-interacting electrons [26]. The local kinetic
energy per particle ts(r) in a non-uniform gas of local density n(r) is given to
M. Planck
1858–1947
second order in the density variations by:
ts(n(r)) =
h¯2
2m
[
3
5
(3π2n)2/3 +
1
36
|∇n|2
n2
]
. (2.6)
h¯ is the Planck constant and m is the electron mass. The ﬁrst term
is the kinetic energy per particle of a uniform electron gas (jellium).
The second term is the leading correction to account for the gas inho-
mogeneity [27] and is minimised by smoothing the electronic ﬂuid to
reduce its gradient.4 The ﬁnal amount of smoothing results from the
interplay of these kinetic eﬀects with the potential contributions to the
total energy.
The smoothing procedure is illustrated in Figure 2.7 for a two-
dimensional simple cubic lattice. At the surface, if we temporarily neglect the
perpendicular spreading, the electronic distribution is more closely described by
the thick solid line, corresponding to perfect smoothing, than by the dashed lines
that follow the Wigner-Seitz unit cells. The lateral rearrangement of the elec-
trons creates a second supplementary dipole (shown by +/- symbols), oppositely-
oriented to the one created by the spreading and thus reducing the work function.
For a uniform electronic density and assuming perfect smoothing, this reverse
dipole depends on the surface orientation by way of the packing density. Surface
orientations of high density experience small smoothing, inducing a small reverse
dipole, and thus a high work function. In the Smoluchowski model, the work
function is expected to rise with increasing atomic packing in the surface plane.
In Figure 2.8, to illustrate the diﬀerences in surface atomic arrangement, Wigner-
Seitz units cells are superposed to form the three most dense surface orientations
of a face-centered cubic metal. The (111) surface is the most dense, followed by
the (100) and the (110).
4In his original article, to account for the gas inhomogeneity, Smoluchowski used the von
Weizsa¨cker correction [28], which gives a correction of the same form as that of Equation 2.6
but is too large by a factor of 9. It was derived by assuming an electronic density produced by a
single wave function: n = |Ψ|2. The quantum kinetic energy per particle is ts ∼
∫
dr |∇Ψ|2/n.
Since |Ψ| = √n, we have ts ∼
∫
dr 1/4 |∇n|2/n2.
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Figure 2.8: The three most
dense surface orientations of
a face-centered cubic metal:
superposition of Wigner-Seitz
unit cells. The atomic packing
in the surface plane decreases
from (111) to (100) and to
(110).
(111)
(100)
(110)
Table 2.1: A list of the
atomic planes of highest den-
sity (hkl), ordered by decreas-
ing density, in face-centered
cubic (FCC), body-centered
cubic (BCC) and simple cu-
bic (SC) crystals. The spac-
ing dhkl between the atomic
planes is shown in multiples of
the lattice constant.
FCC BCC SC
(hkl) dhkl (hkl) dhkl (hkl) dhkl
(111) 0.577 (110) 0.707 (100) 1.000
(100) 0.500 (100) 0.500 (110) 0.707
(110) 0.354 (211) 0.408 (111) 0.577
(311) 0.301 (310) 0.316 (210) 0.447
(331) 0.229 (111) 0.288 (211) 0.408
(210) 0.224 (321) 0.267 (221) 0.333
A. Bravais
1811–1863
The packing density argument used in Smoluchowski smoothing ap-
plies best to the low-index surface orientations. These are detailed in
Table 2.1, for the Bravais lattices of cubic symmetry. The largest in-
terplane spacings dhkl correspond to the most densely-packed surfaces.
The work functions of cubic metals are thus expected to decrease in
the order indicated in this table.
Surface orientations with higher indexes are better described as
regularly-stepped low-index planes of similar orientation. On high-
index surfaces, the work function is often seen to decrease with increas-
ing step density. This can be understood by an extension of Smolu-
chowski’s smoothing argument to the case of an abrupt step edge. The
self-consistent electronic density tends to smooth the abrupt step into a more gen-
tle oscillation. The electronic rearrangement from the top of the step to the lower
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Figure 2.9: Smoluchowski
smoothing on a high-index
stepped surface: the (310)
surface can be seen as a
(100) surface with regularly
spaced steps. By way of the
smoothed electronic surface
(shaded area), the steps cre-
ate additional reverse dipoles
(+/-) that may lower the work
function.
+
-
+
-
(100)
(310)
corner forms a supplementary reverse dipole that decreases the work function, as
shown in Figure 2.9 for a simple cubic lattice. This charge redistribution at the
surface leads to a dipole associated with each step. If the steps do not interact
signiﬁcantly, the work function should decrease linearly as the step density rises,
as has been observed both experimentally, for noble and transition metals [29, 30],
and theoretically for jellium surfaces [31]. However, some exceptions have been
noticed in ﬁrst-principles calculations of steps on Al(111) [32].
It was later pointed out by Finnis and Heine that in simple sp-metals Smolu-
chowski smoothing leads to an inward relaxation of the surface layer of ions [33].
Returning to Figure 2.7, we notice that after full smoothing the electronic den-
sity associated with a surface ion is contracted towards the metal with respect
to that of a bulk ion (greyed areas). By evaluating the electrostatic equilibrium
point inside a uniformly charged cell, which approximately describes the location
of the relaxed ion, Finnis and Heine showed that the top layers of metal surfaces
should relax inwards. Furthermore, the relaxation depends on the surface orienta-
tion, with low-density surfaces relaxing inwards more strongly. For face-centered
cubic metals, in the (111), (100) and (110) orientations, and assuming perfect
smoothing, the expected contractions are respectively -1.6%, -4.6% and -16% of
the corresponding bulk interplanar spacings. This argument however neglects the
orientation-independent free-atom-like electron spilling into the vacuum.
2.3.2 Perturbational treatments
In order to account for the work-function anisotropies, Lang and Kohn proposed a
linear perturbational treatment describing the corrections due to a weak ion lattice
potential to their calculation of jellium surfaces [4]. In this model, a uniform-
background calculation is ﬁrst performed at the electronic density of the metal of
interest, which yields a work function Wu. The discrete-lattice potential is then
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Figure 2.10: Electronic
charge density n(z) at a jel-
lium surface, in multiples of
the bulk density (solid line),
and surface charge nσ(z) in-
duced by a weak external
electric ﬁeld normal to the
surface, in arbitrary units
(dashed line), as calculated by
Lang and Kohn [4]. The bulk
density corresponds to rs =
4. The positive background is
shown as a step function.
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included as a weak one-dimensional perturbation δv(z) to the jellium surface.
The perturbation δv(z) is taken as a planar average of the potential generated by
replacing the positive-background model by a sum of local pseudopotentials. The
work function W of the metal surface is shown to be exactly written to ﬁrst order
in the perturbation as:
W = Wu + δW (2.7)
δW =
∫
δv(z) nσ(z) dz (2.8)
The charge density nσ(z) is the change in electronic density at the surface of
the jellium following the removal of an electron. Since only linear corrections
are included, it may be calculated from the normalised surface charge induced
by an arbitrary weak electric ﬁeld applied normally to the jellium surface (see
Figure 2.10). The centre of mass of nσ(z) is then also shown to yield the location
of the eﬀective image plane for the jellium surface [34].
The resulting theoretical work-function anisotropy is typically on the order of
10% of the total work function and is expected to describe simple metals eﬀec-
tively. Within this approach, the work function anisotropy normally increases with
the atomic packing in the surface plane, in accordance with the Smoluchowski rule.
Further extensions accounting for higher-order eﬀects [35, 36] generally conﬁrm
this theoretical surface ordering.
2.4 Experimental data and techniques
Ultrahigh vacuum (UHV) and epitaxial growth techniques, such as molecular
beam epitaxy, have recently allowed unprecedented control of the quality of crys-
tal surfaces, so that it is now possible to determine the dependence of the work
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Figure 2.11: Periodic ta-
ble of the elements. The
greyed squares indicate ele-
ments with measured work
functions. The bold borders
show where the work func-
tion anisotropy has been de-
termined experimentally. The
low temperature crys-
talline systems are abbrevi-
ated according to: FCC: face-
centered cubic, BCC: body-
centered cubic, SC: simple cu-
bic, Diam: diamond structure,
Hex: hexagonal, Tetra: tetrag-
onal, Ortho: orthorhombic,
Rhom: rhombohedral, Mono:
monoclinic.
Li
Na
H
K
Rb
Cs
Be
Mg
Ca
Sr
Ba
B
Al
Ga
In
Ti
C
Si
Ge
Sn
Pb
N
P
As
Sb
Bi
O
S
Se
Te
Po
F
Cl
Br
I
At
Ne
Ar
Kr
Xe
Rn
He
IA
IIA IIIA IVA VA VIA VIIA
VIIIA
FCCBCC FCC
FCC
BCCBCC
BCC
BCC
BCC FCC
Hex
Hex
FCC
FCC
FCC
Diam
Diam
Diam
Diam
(a-Sn)
Hex
(2K)
Hex Hex SC
SC
OrthoSC Tetra
Ortho
Ortho
Hex
HexTetra
FCCHex
Rhom
Rhom
Rhom Mono FCC
Hex
Sc
Y
La
Ti
Zr
Hf
V
Nb
Ta
Cr
Mo
W
Mn
Tc
Re
Fe
Ru
Os
BCC
Hex
Hex
Hex
Hex SCBCC
BCCHex
HexHex
BCC
BCC
BCC BCC Hex
Co
Rh
Ir
Ni
Pd
Pt
Cu
Ag
Au
Zn
Cd
Hg
Hex
Hex
FCC
FCC
FCC
FCC
Hex
FCC
FCC FCC Rhom
IIIB IVB VB VIB VIIB IB IIB
Hex FCC
VIIIB
function on the surface crystallographic orientation with a high degree of accu-
racy. Work functions are very sensitive to the cleanliness of the crystal surface,
so avoiding adsorbed atoms and molecules remains essential for obtaining repro-
ducible work functions [14]. Technical improvements now allow atomically-clean
surfaces to be produced and preserved from contamination. Metal surfaces may
be cleaned by repeated cycles of inert-gas ion bombardment, followed by thermal
annealing to repair the surface damage. Auger Electron Spectroscopy is often used
to monitor the surface cleanliness and chemically identify the possible adsorbed
atoms [20]. UHV conditions in the 10−10–10−11 Torr range are required to prevent
gas molecules from sticking to the sample surface in large numbers. If we assume
all the incident gas atoms attach to the surface, these pressure conditions limit
the contamination to a fraction of a monolayer on the experimental time-scale of
one hour [20].
The techniques for determining work functions can be broadly classiﬁed into
two groups. The ﬁrst family of experiments aims at measuring the work function
on an absolute scale and is based on electron emission processes. By stimulating
a metallic surface in various ways, a current of electrons is produced, from which
the work function is determined. The stimulus can consist of photons (as in the
photoelectric eﬀect and in ultraviolet photoelectron spectroscopy), be of a thermal
nature (thermionic emission), consist of an applied electric ﬁeld (ﬁeld emission),
or be a combination of these methods.
The second class of techniques concentrates on obtaining work function dif-
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Table 2.2: Experimental
work functions, in eV, of se-
lected clean metallic surfaces,
for various surface orienta-
tions (from Reference [39]).
The second column gives the
atomic structure. The last
column indicates the experi-
mental technique: A: angle-
resolved photoelectron spec-
troscopy, P: photoelectric,
F: ﬁeld emission, D: diode
method.
W Exp.
Metal Struc. (111) (100) (110) Tech.
Al FCC 4.24 4.42 4.28 P
Ag FCC 4.56 4.42 4.35 A
Au FCC 5.26 5.22 5.20 A
Cu FCC 4.94 4.59 4.48 P
Ir FCC 5.76 5.67 5.42 F
Ni FCC 5.25 4.95 4.55 A/D
W BCC 4.47 4.63 5.25 F
Cs BCC 2.3 (polycrystal) A
Na BCC 2.4 (polycrystal) P
ferences, either between various metals or during surface modiﬁcations such as
adsorption processes. Contact potential diﬀerences, diode methods and scanning
tunnelling microscopy fall into this category.
D. Mendeleev
1834–1907
The work functions of clean surfaces have now been measured for
most metallic elements, as illustrated in the Mendeleev periodic table
of Figure 2.11. The work function anisotropy is known only for some
of the more common cubic elements. Work function compilations for
a large number of metals and orientations have been published in [1,
2, 37–39]. Some selected tabulated values are shown in Table 2.2. The
work function anisotropies of all the elements shown here, aluminium
excepted, follow the Smoluchowski rule.
In the following paragraphs, we brieﬂy present the various ap-
proaches for measuring work functions with their respective strengths,
accuracies, and applications. In each case, developed theoretical mod-
els of the dynamics of electron emission are necessary to insure that the measured
parameters reﬂect the sought-after values. We detail some of the models used for
interpreting work function measurements.
2.4.1 Photoelectric eﬀect
If a metallic surface is illuminated with suﬃciently energetic photons, the electrons
near the Fermi energy may acquire enough energy to overcome the surface barrier
and leave the metal, a process known as the photoelectric eﬀect. A number
of theoretical models have been proposed to calculate the resulting current [40].
Assuming a free electron band structure and electrons emitted close to the surface,
Fowler calculated the current using a simple one-dimensional model [41]. He used
2.4. EXPERIMENTAL DATA AND TECHNIQUES 31
Figure 2.12: Simulation of
a photoelectric current mea-
surement using the Fowler re-
lation (see Eq. 2.10): the
square root of the yield (in ar-
bitrary units) is plotted (cir-
cles) as a function of the en-
ergy of the incident photons.
Linear extrapolation to zero
(dashed line) gives the work
function W . This simulated
graph was drawn for room
temperature conditions with
W = 4.3 eV.
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Einstein’s condition for the photoelectric process:
Ekinout = E
kin
in + hν −ΔV, (2.9)
A. Einstein
1879–1955
where Ekinin/out is the kinetic energy of the electron inside/outside the
metal, hν is the energy of the absorbed photon, and ΔV is the total
potential step at the surface. To derive the photoelectron energy spec-
trum, he assumed that the only electrons emitted possessed originally,
in the metal, a kinetic energy normal to the surface Ekin⊥ , augmented
by the photon energy hν, suﬃcient to overcome the surface barrier.
For photons of ﬁxed frequency hν, at a sample temperature T , the
saturation current J is then given by:
J(hν) = B(kBT )
2f((hν −W )/kBT ). (2.10)
B is a material-dependent value related to the probability of absorbing
a photon, which is assumed constant near the emission threshold. f(x)
is a universal function given by:
f(x) =
π2
6
+
x2
2
+
∞∑
n=1
(−1)n e
−nx
n2
if x ≥ 0 (2.11)
= −
∞∑
n=1
(−1)n e
nx
n2
if x < 0. (2.12)
Experimentally, the metallic surface is illuminated with a monochromatic wave
of adjustable frequency. For large values of x = (hν −W )/kBT , f(x) is quadratic
in x. If the square root of the current is reported as a function of hν, the linear
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Figure 2.13: Schematic de-
scription of the photoemission
process. An incident photon
with energy hν excites a va-
lence electron of energy Ei
into the vacuum. Inelastic ef-
fects give rise to the emission
of secondary electrons. The
full width of the spectrum is
hν − W , enabling the work
function to be determined.
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relation can be extrapolated to zero to determine the work function W , as shown
in Figure 2.12. This zero-temperature approximation is the procedure commonly
adopted to interpret experimental data [42]. Corrections may be included to
account for the collecting electric ﬁeld, which lowers the surface barrier slightly
[43]. The resulting accuracy on the work function is ±30 meV, which has proved
suﬃcient to highlight a work function anisotropy in Al [42], Ag, Cu, and Mo [39].
2.4.2 ARUPS
In Angle-Resolved Ultraviolet Photoelectron Spectroscopy (ARUPS), monochro-
matic ultraviolet light of known frequency ν excites electrons in the valence band,
of energy Ei (with respect to the vacuum), into excited states above the vacuum
energy. The electrons are then emitted from the crystal into the vacuum [44].
In this modern variation of the photoelectric eﬀect, the electrons are detected as
a function of their angle of emission, and their kinetic energy is analysed. The
spectrum recorded consists of primary electrons (the shaded area in Figure 2.13)
with kinetic energy Ekin = Ei +hν, as well as secondary electrons of lower kinetic
energy. The secondary electrons result from inelastic scattering of the primary
electrons during the emission process, and have kinetic energies down to zero.
The total width of the spectrum of the emitted electrons is seen to be equal to
hν −W , thus providing a measure of the work function W . The angle-resolved
mode insures that the spectrum thresholds are clearly deﬁned so that the spec-
trum width can be evaluated accurately [39]. A small bias voltage collects the
electrons emitted, but leaves the spectrum width unchanged, providing an accu-
racy of ±10 meV on W . The work function anisotropies of Ag, Au, Cu, and Ni
[2, 39] have been measured in this way.
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2.4.3 Thermionic emission
On heating a metallic surface to a high temperature T , in the 1000–1500 K range,
a fraction of the electrons acquire suﬃcient energy to leave the metal. Using
thermodynamic theory, one can show that the saturation current density J can
be approximated by the Richardson-Dushman formula [23]:
J(T ) = A(1− r)T 2 exp(−W/kBT ), (2.13)
where A = emk2B/2π
2h¯3 is a universal constant and r is the mean reﬂection
probability for electrons incident on the metal surface in the equilibrium state.
The determination of W from measurements of the current J , as a function of the
temperature T , is complicated by various factors. A collecting ﬁeld E is applied to
measure J , which lowers the work function slightly and induces a supplementary
parameter, which needs to be extrapolated to zero. The variation of W (and
of r) with T must be taken into account, leading to an accuracy of 0.1 eV on
the measured work function. The temperature dependence of work functions is
usually around ±10−3–10−4 eV/K [14].
In the case of a patchy polycrystalline surface, if the collecting ﬁeld E is
suﬃciently small, the apparent work function is thought to be slightly above the
average value of the individual local work functions, weighted by their respective
patch areas. If the collecting ﬁeld is much larger than the patch ﬁeld, the apparent
work function is biased towards the lowest work functions [37].
Modern developments include projecting the electrons emitted from a metallic
microtip onto a phosphor screen, so creating a thermionic projection microscope,
which has allowed several single-plane work functions of Nb [45], W [46], and
LaB6 [47] to be imaged, and sometimes measured, simultaneously. In view of the
stability of these last two materials at high temperatures, they are commonly used
as thermionic ﬁlaments in electron microscope sources.
2.4.4 Field emission
In a ﬁeld emission experiment, a sharp metallic tip is subject to a large electric
ﬁeld (on the order of one V/nm) that lowers the electrostatic surface barrier.
This reduction is known as the Schottky eﬀect. The electrons in the metal can
then tunnel out into the vacuum, giving rise to a current density that depends on
the work function W and on the electric ﬁeld E. Assuming a triangular surface
barrier in the presence of a uniform electric ﬁeld, the current J is described in free
electron theory, at zero temperature, by the Fowler-Nordheim equation:
J(E) =
e3E2
8πhWt(y)2
exp
(−4(2m)1/2W 3/2δ(y)
3eE
)
, (2.14)
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t(y) and δ(y) are slowly-varying functions of y =
√
e3E/W , on the order of unity.
They account for the deformation of the barrier induced by the image force [14].
Broadly speaking, the work function is determined experimentally by measuring
the slope of ln(J/U2) versus 1/U , where U is the accelerating potential, assumed
proportional to E.
The emitted electrons follow the electric ﬁeld lines that diverge from the metal-
lic tip, forming an increasingly magniﬁed view of the tip. Since the crystal tip
is composed of many diﬀerent facets, the individual work functions of the vari-
ous surface orientations can be imaged by using a probe hole to select electrons
emitted from a particular area [48]. The resolution of 20–30 A˚ is limited mainly
by the transverse momentum of the electrons and by diﬀraction eﬀects [39]. This
technique has been applied to Rh multi-faceted tips of 1500 A˚ radius [49], as well
as to Pt and W [39] single surfaces, with an accuracy of ±60 meV on the work
function.
On the basis of similar experiments, W(111) and W(130) were chosen as the
emitting facets for the sources of several electron optics instruments. Practical
applications of coupled thermionic and ﬁeld emission are found in the electron
sources of oscilloscopes, televisions and terminal displays. The electrodes often
consist of a high melting-point metal coated with a thin low-work-function ma-
terial to increase the source brightness. Fluorescent tubes and high-intensity
arc-discharge lamp bulbs, used for projection displays and ﬂoodlighting, contain
similar electrodes [50].
2.4.5 Contact potential diﬀerence
Lord Kelvin
1824–1907
The Contact Potential Diﬀerence (CPD) method provides a measure
of the work function of a sample relative to that of a reference metal
[44]. It was ﬁrst proposed by Lord Kelvin in 1898, and is also known as
the Kelvin probe technique. The set-up consists of a capacitor formed
by two parallel plates of diﬀerent metals, one of which is the sample of
interest. The plates are separated by a vacuum layer of width d and are
connected via an external ammeter I (see Figure 2.14). If no external
tension is imposed, and in view of the diﬀerent work functions W1 and
W2 of the two metals, a current ﬂows until the two Fermi levels EF1 and
EF2 coincide, thus creating in the condenser a surface charge Q and a
contact potential diﬀerence ΔV = W2 −W1. If the probe is vibrated
back and forth, the condenser capacitance changes. Since the potential
diﬀerence ΔV is constant, an oscillatory current ﬂows through the circuit, and is
detected by the ammeter I. Experimentally, a supplementary external potential
Vext is often imposed in the circuit in order to compensate for ΔV . When the
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Figure 2.14: Measurement
of the relative work function
of two metals by the contact
potential diﬀerence technique.
The two plates of a capacitor
consist of diﬀerent metals and
are connected by an external
circuit through an ammeter I.
The two plates are separated
by a vacuum region of width
d, the probe metal vibrating
back and forth by Δd, so gen-
erating a varying current in
the circuit.
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current vanishes, Vext = −ΔV = W1 −W2, allowing the work function diﬀerence
to be read on a voltmeter V. For patchy surfaces, CPD techniques measure the
potential diﬀerence between the patch-averaged values of the work functions of
the two electrodes [37].
This technique is well adapted for measuring work function changes, and can,
in principle, attain an accuracy on the order of 1 meV. It has been widely employed
to study alkali and oxygen adsorption on various metals [14]. Maps of work
function diﬀerences, with a lateral resolution below 50 nm, have also been obtained
using a scanning CPD apparatus [51].
2.4.6 Diode methods
An alternative method for measuring work function diﬀerences and variations
was suggested by Anderson [52]. Here, a slow beam of electrons is thermally
emitted from a cathode source and is accelerated by an electric ﬁeld onto the
sample of interest that constitutes the anode. The beam size is chosen large
on the atomic scale but small compared with the crystal surface. The resulting
current I is measured as a function of the applied potential diﬀerence V . If the
work function of the sample changes, the I-V characteristic of the diode shifts
horizontally accordingly. Usually, a feed-back mechanism ﬁxes the current, which
allows the work function change to be directly read out from the diﬀerence in
applied potential. An accuracy of 5 meV can be obtained in this way. If the beam
is produced by an electron gun and retarded near the sample, the beam can be
scanned across the substrate, allowing work function maps to be produced [53].
This technique has been widely applied for in-situ studies of gas adsorption on
metallic substrates. Recently, it has been used to track quantum size eﬀects on
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Figure 2.15: Work function
image of a Cu(111) surface
with a 0.9-monolayer Au cov-
erage, acquired by scanning
tunnelling microscopy [55].
The width of the photo is ap-
proximately 50 nm. The Au is
deposited at the lower side of
the step edges, forming (111)-
oriented planes. Bright ar-
eas correspond to higher work
functions, showing a larger
work function for Au and a re-
duced work function near the
step edges.
the work functions of indium ﬁlms deposited on gold substrates [54]. The work
function change can be directly measured during the adsorption process, allowing
the work function to be obtained as a function of the ﬁlm thickness.
2.4.7 Scanning tunnelling microscopy
A. J. A˚ngstro¨m
1814–1874
A novel technique for obtaining microscopic images of local work func-
tions is based on scanning tunnelling microscopy. When a sharp tip
is brought suﬃciently close to a metallic surface, the electron wave
functions of the tip and those of sample overlap, and electronic trans-
port is permitted via quantum tunnelling. A measurable current ﬂows
through the tip when a bias voltage is applied, from which variations
of the tip-sample distance as small as a hundredth of an A˚ngstro¨m can
be inferred.
As the tip scans the surface, in conjunction with a topographic
picture, a work function image can be obtained by measuring the re-
sponse in the tunnelling current as the tip-substrate distance is os-
cillated lightly [56, 55]. An example of such an image is shown in
Figure 2.15, for Au deposited on a Cu substrate. Although chemical
contrasts between diﬀerent elements are readily achieved, the interpretation of the
images in terms of a real work function is diﬃcult [57]. Since the separation of
the tip and sample is only a few A˚ngstro¨ms, and in view of the bias voltage of
several Volts, the work function does not appear as an isolated quantity in the
signal received. Models and simulations are required in order to account for the
inﬂuence of the probe itself on the local surface potential and to interpret the
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tunnelling current in terms of work functions or work function diﬀerences [58–60].
The contrast observed is therefore usually described in terms of an “apparent bar-
rier height” rather than a local work function [21]. In a one-dimensional tunnelling
model, the apparent barrier height φap is given by:
φap =
[
h¯
2
√
2m
d(lnG)
dz
]2
, (2.15)
where G is the conductance and z the tip-sample distance [58]. The real work
function is then estimated from the average apparent barrier height of a large
number of measurements—to account for shape eﬀects in the tip—by empirically
correcting for the bias voltage. This leads at best to an accuracy of 300 meV on
the work function.
There once was a keen Aberdonian
Who burnt himself frying an onion,
His mom said ‘‘Oh, my,
I don’t wish to pry,
But I think you’ve the wrong Hamiltonian’’
Victor Lesk
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Chapter 3
Methodology
3.1 Ab initio calculations
THE objective of ab initio calculations is to predict the physical properties ofmaterial systems using no empirical or experimental input. On the basis of
the sole knowledge of the constituent atoms, by way of their atomic numbers only,
all physical characteristics should be determined quantum-mechanically without
uncontrolled simpliﬁcations or approximations. In particular, the atomic structure
must ﬁrst be obtained, from which all electronic, vibrational, magnetic, and optical
properties should be extracted.
W. R. Hamilton
1805–1865
Density functional theory provides the theoretical background for
such ambitious studies by demonstrating formally how all features of
many-electron systems encountered in atoms, molecules, and solids, can
be deduced from the ground-state electronic density only [26]. Even in
the simplest cases, to obtain the electronic density from ﬁrst-principles
Hamiltonians is a formidable task that cannot be accomplished analyt-
ically and necessitates large-scale calculations on dedicated computers.
Nowadays, with the continuous increase in available computational
power and reﬁned theoretical techniques, ab initio solid state compu-
tations have progressed beyond structural studies of bulk materials to
include surface phenomena, defects, clusters, disordered systems, as
well as to study adsorption, catalysis, chemical reactions and molec-
ular dynamics [61], in a wide range of materials. These studies are performed
as a complement to experimental ﬁndings and have often helped our physical
understanding of new materials and lead to further insights and predictions.
First-principles studies of metal surfaces, based on density-functional theory,
represent to date the most accurate method of calculating work functions. Some
authors recently contended that ab initio work functions are at least as accurate
as present-day experimental values [62]. Ab initio computations give access to
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the full three-dimensional charge density at the metal surface and allow all the
electronic states to be calculated self-consistently. Surface ionic relaxations and
reconstructions can also be incorporated into this framework.
In the following sections, we present some general physical ingredients neces-
sary for density functional ab initio calculations. We present a brief introduction to
the local density approximation used for modelling electron-electron interactions,
and to pseudopotentials for describing the electron-ion interactions. Methods for
dealing with extended periodic systems, containing an inﬁnite number of particles
in a repeated geometry, are also described, as well as the speciﬁcities necessary
for metallic crystals.
3.2 Density functional theory
The objective of Density Functional Theory (DFT) is to determine ex-
actly the ground-state properties of an interacting many-electron sys-
tem in an external potential using the electronic density n(r) as the
basic variable. There are a number of good reviews and books on Den-
sity Functional Theory (see for example [63–66]). We give here only a
very short presentation, introducing the basic concepts that will be of
interest later on.
The starting point in this approach of condensed matter theory is
the stationary Schro¨dinger equation for a N -electron system in a given
external potential vext(r), which we seek to solve in all generality:⎡
⎣− h¯2
2m
N∑
i=1
∇2i +
N∑
i=1
vext(ri) +
1
2
∑
i=j
e2
|ri − rj|
⎤
⎦Ψ(r1, ..., rN) = EΨ(r1, ..., rN).
(3.1)
Ψ(r1, ..., rN) is the many-body wave function, E the total energy, and the other
symbols have their usual meanings. The ﬁrst term in Equation 3.1 gives the elec-
tronic kinetic energy, the second the eﬀect of the external potential and the third
the electron-electron interaction. We neglect spin eﬀects [67] in our calculations
as we are dealing with non-magnetic metals. In condensed matter systems, the
huge number of particles, on the order of the Avogadro number, obviously renders
the direct resolution of Equation 3.1 impossible. However, from an experimental
point of view, we are not interested in the full many-body wave function, but only
in contracted quantities such as the electronic density.
A rigorous theorem by Hohenberg and Kohn [11], which is at the basis of DFT,
shows that the knowledge of the ground-state electronic density n(r) is suﬃcient
to determine all the physical properties of the system. In particular, the ground-
state electronic density is proven to determine the external potential vext(r), to
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within an additive constant, as well as the total number of particles N . The
full Hamiltonian and all properties derived from it are thus uniquely determined
by n(r). Furthermore, a variational principle shows that there exists an energy
functional of the charge density E[nˆ] =
∫
vext(r)nˆ(r)dr + F [nˆ], which attains its
minimum if and only if the charge density nˆ(r) is the exact ground-state density
n(r). F [nˆ] is a universal functional, independent of the external potential. In
principle, therefore, all the interesting properties of the system can be obtained
by minimising this functional.
D. Hartree
1897–1958
There are unfortunately no general guidelines for determining the
functional F [n]. Kohn and Sham [12] proposed decomposing the func-
tional according to:
F [n] = Ts[n(r)] +
e2
2
∫
dr dr′
n(r)n(r′)
|r− r′| + Exc[n(r)], (3.2)
where Ts[n(r)] is the kinetic energy of non-interacting electrons that
possess the same density as the real interacting system. The existence
of such a non-interacting system is assumed and still remains an open
question in general. The second term in Equation 3.2 is the Coulomb
electronic repulsion. Exc[n(r)] is the remaining correction, and is known
as the exchange-correlation energy. The minimisation of this functional
under the constraint of a given number of particles leads to the formally exact
system of single-particle Kohn-Sham equations:
[
− h¯
2
2m
∇2 + Veff(r)
]
Φi(r) = iΦi(r), (3.3)
where Veff(r) = vext(r) + e
2
∫
dr′
n(r′)
|r− r′| +
δExc[n]
δn(r)
, (3.4)
and n(r) =
N∑
i=1
|Φi(r)|2. (3.5)
These equations describe a system of non-interacting particles in an eﬀective po-
tential Veff(r) at zero temperature. The eﬀective potential consists of the external
imposed potential vext(r), the electrostatic Hartree interaction between the elec-
trons, and the exchange and correlation potential. The system must be solved
self-consistently, since the eﬀective potential Veff(r) depends on the charge den-
sity n(r), which is in turn determined by the sum over the N wave functions of
lowest energy. In practice, a guess for the charge density is taken as a starting
point,1 from which a set of wave functions are determined by solving the one-
particle Schro¨dinger Equation 3.3. A new charge density is thus obtained and
1For our solid-state calculations, we use a superposition of atomic charges as an initial guess.
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Figure 3.1: Self-consistent
calculations ﬂow-chart show-
ing the hierarchical itera-
tive structure of our com-
putations. A pseudopoten-
tial calculation is ﬁrst per-
formed for an isolated atom
(see Section 3.5), which gives
the atomic charge density.
Then, for solid-state systems,
the potential of the crys-
tal, including the exchange-
correlation term (see Sec-
tion 3.3), is iterated to self-
consistency. Finally, the
forces on the ions are deter-
mined, the ions are optionally
relaxed and the process is re-
peated.
Solve:  H F  =  e F by
iterative diagonalisation
when
converged
Calculate  n  from
occupied wave functions
Fix ionic positions
1D atomic calculation:
V         , n        pseudo atom
optionally
SELF-CONSISTENT
CALCULATIONS
FLOW CHART
Compare potential
to last iteration
Determine stress and
forces on ions Displace ions
Compute new Hartree
and XC potentials
Analyse results
repeat
the process repeated until convergence is reached, as shown in diagrammatic form
in Figure 3.1. When the self-consistent charge density is known, the ions can be
optionally relaxed to their equilibrium positions. The Hellmann-Feynman theo-
rem [68] allows the forces exerted on the ions to be calculated and the relaxations
determined.
In principle, the eigenvalues i of the Kohn-Sham equations do not have a
physical signiﬁcation, since they enter the formalism as Lagrange parameters to
ensure orthogonality between the wave functions Φi. However, for lack of a simple
alternative and with empirical justiﬁcation, it has become standard practice [65]
to interpret the i as estimates of the excitation energies and compare them in
solids with experimental band structures.
There is an important exception that concerns the energy N of the highest
occupied state in any inﬁnite system. For an extended highest-occupied wave
function and neglecting the polarisation eﬀects after removing an electron, the
chemical potential μ can be shown to be exactly given by N [26].
2 The correction
to the chemical potential due to electronic relaxation vanishes as the volume of the
metal tends to inﬁnity [35]. For macroscopic metallic systems, we can therefore
identify the Kohn-Sham eigenvalue of the highest-occupied state with EF and
compute the work function from Equation 2.2. This approach accounts for all
2This DFT theorem is the analogue of Koopman’s theorem for Hartree-Fock theory.
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many-body eﬀects when the electron is extracted, such as the work performed
against the image force [15].
3.3 Local density approximation
The exchange-correlation potential still needs to be deﬁned in order to specify
the problem completely. This can only be done approximately since the energy
functional F [n] is not generally known. The approximation most generally used
is the Local Density Approximation (LDA), which exploits the knowledge of the
exchange and correlation energy εxc(n) of a homogeneous electron gas of density
n that has been obtained from alternative theoretical methods. In LDA, the
total exchange-correlation energy Exc[n] is given by locally applying the exchange-
correlation energy calculated for a uniform gas:
Exc[n] =
∫
dr n(r) εxc(n(r)). (3.6)
This form leads to an eﬀective potential with a local exchange-correlation contri-
bution:
Veff(r) = vext(r) + e
2
∫
dr′
n(r′)
|r− r′| + εxc(n(r)). (3.7)
If the electronic density n(r) is constant, this procedure is exact, while if n(r) varies
slowly on the scale of the Fermi wavelength, it provides a good approximation. At
crystalline surfaces the electronic density falls rapidly to zero and the justiﬁcation
for this approximation may seem questionable. Experience has shown nevertheless
that for a large class of problems, including atoms, molecules and bulk solids, LDA
provides an adequate description that is simple to implement [65].
In this work, we use the parametrisation of εxc(n) provided by Perdew and
Zunger [69], based on the work of Ceperley and Alder [70], who performed quan-
tum Monte-Carlo simulations of a uniform electron gas over a wide range of den-
sities. The exchange and correlation potential used in this work is shown in Fig-
ure 3.2. In the low-density limit, the exchange-correlation potential is inversely
proportional to rs:
εxc(n) ∼ − 1
rs
∼ −n1/3. (3.8)
Improvements to LDA require using non-local exchange-correlation function-
als. The semi-local generalised gradient approximation (GGA) is a ﬁrst step in
this direction. This correction to LDA parametrises the functionals using not
only the charge density n, but also its gradient ∇n. However, using this exten-
sion, work functions have been shown to change only slightly (less than 0.1 eV)
compared with LDA [71].
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Figure 3.2: Ceperley-Alder
local density approximation of
the exchange and correlation
potential (in eV), as a func-
tion of the charge density (in
a.u.−3). Logarithmic scales
are used on both axes.
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For metallic surfaces, of particular interest in this work, the LDA approxima-
tion has one major disadvantage, namely that it leads to a qualitatively incorrect
asymptotic form of the exchange-correlation potential in the vacuum. The correct
behaviour of this potential far outside a metal should follow the image charge law
and decay as −e2/4(z − z0), where z − z0 represents the distance to the eﬀective
metal surface. The long-range image potential is a many-body eﬀect and results
from the polarisation charge induced at the metal surface when an electron leaves
the crystal. Within LDA and in view of Equation 3.8, the exchange-correlation
potential decays exponentially with the charge density in the vacuum. This short-
coming does not inﬂuence signiﬁcantly the value of the work function [19], but
it crucially aﬀects the shape of the surface barrier and our ability to predict the
existence and energies of image-potential surface states. A number of non-local
procedures have been proposed recently to correct this ﬂaw, notably for jellium
[72, 73] and aluminium [9] surfaces.
3.4 Crystalline periodicity and Brillouin-zone in-
tegrations
In solid state studies, it is customary to consider periodic systems, which provide a
useful idealisation and for which a large amount of theory has been developed. At
ﬁrst sight, this might seem a limitation for crystalline surfaces, where the three-
dimensional bulk symmetry is broken in one spatial direction. However, by means
of the supercell technique, which we will detail in Chapter 4, the periodicity
perpendicular to the surface is recovered, allowing surfaces to be explored as
conveniently as bulk crystals, using exactly the same formalism.
3.4. CRYSTALLINE PERIODICITY AND BRILLOUIN-ZONE
INTEGRATIONS 45
F. Bloch
1905–1983
Following the Bloch theorem, the eigenfunctions Φnk(r) of the Kohn-
Sham equations can be indexed by a vector k in the ﬁrst Brillouin zone
and a band number n, and be associated with an energy nk. The
periodicity of the crystalline structure allows us to expand the wave
functions Φnk(r) on a natural plane-wave basis:
Φnk(r) =
(∑
G
Φnk(G) e
iGr
)
eikr (3.9)
where G covers all the reciprocal lattice vectors and Φnk(G) are the wave
function components in reciprocal space. For computational purposes
this sum is restricted to a ﬁnite number of terms by retaining only the plane waves
with a kinetic energy below a certain cutoﬀ Ecut:
h¯2
2m
|k+G|2 ≤ Ecut (3.10)
The cutoﬀ energy controls in a systematic way the precision of the calculation,
and is typically on the order of 16 to 36 Ry. It depends sensitively on the elements
under consideration, by way of the pseudopotential smoothness (see Section 3.5).
J. Fourier
1768–1830
In our implementation for determining the self-consistent electronic
density, most of the calculations are performed in reciprocal space.
The variational freedom of the wave functions is explicitly stored in
the plane-wave coeﬃcients Φnk(G), which are obtained by diagonalis-
ing the Hamiltonian matrix in the plane-wave basis using an iterative
algorithm. The potentials and the total energy of the solid, as well
as the forces and stresses, can be derived directly from the coeﬃcients
Φnk(G) [74, 68]. In reciprocal space, the Poisson equation is conve-
niently solved to determine the Hartree potential, and when needed,
Fast Fourier Transforms (FFT) enable eﬃcient transitions between real
and reciprocal space.
To determine the electronic charge density in a periodic system
from Equation 3.5, an integration over the entire Brillouin zone (BZ) is generally
required. This task depends in principle upon a calculation of the wave functions
and corresponding energies at a large number of points inside the ﬁrst Brillouin
zone. In order to minimise the computational eﬀort, it is possible to consider
the symmetries of the crystal and use only a small number of well-chosen special
points to obtain a good approximation of the full quadrature.
We use a uniform grid of points proposed by Monkhorst and Pack [75], who
generalised the unique mean-value point ﬁrst proposed by Baldereschi [76]. By
optimising the choice of the integration points, these techniques seek to integrate
exactly the ﬁrst few terms in the Fourier expansion of all functions with the given
46 CHAPTER 3. METHODOLOGY
Figure 3.3: Brillouin zone for
a face-centered cubic crystal
with its points of high sym-
metry. The shaded wedge rep-
resents the irreducible portion
of the Brillouin zone where
the reduced k-points are lo-
cated.
W
G
K
X
L
crystalline periodicity. In real space, this procedure corresponds to a periodic
interpolation, of correct crystalline symmetry, to the function of interest between
selected points in the BZ.
The procedure for ﬁnding the special k-points is sketched below. First, we
generate a uniform grid k{qi} in reciprocal space, along the reciprocal unit vectors
bi:
k{qi} = k0 +
3∑
i=1
qibi, (3.11)
M. Brillouin
1854–1948
where the qi index a collection of uniformly spaced points between
−1/2 and 1/2. The number of points Ni along each axis ultimately
inﬂuences the precision of the calculation and must be chosen with
care. Using the symmetries of the crystal, the grid can be reduced
to a smaller one without changing the result of the integration. By
identifying points related by a point-group symmetry element of the
crystal, adding inversion if missing, equivalent points can be removed
as long as the weight wm associated with the remaining point km is
increased correspondingly. The full grid is then reduced to a small
grid of points that can be positioned in a fraction of the ﬁrst Brillouin
zone. The resulting irreducible Brillouin zone is shown for a face-
centered cubic crystal in Figure 3.3. The shift of origin k0 does not
aﬀect the quadrature precision [77] and is chosen to minimise the ﬁnal
number of reduced points km. In the Monkhorst-Pack scheme, this leads to k0 =
1/2
∑
i bi/Ni. With a normalisation to 1/Ω of the weights wm (Ω is the real-
space unit cell volume), the quadrature of the charge density n(r) is then given
approximately by a sum over the occupied states:
n(r) =
∑
n
1
(2π)3
∫
BZ
dk |Φnk(r)|2 
∑
n,m
wm|Φnkm(r)|2. (3.12)
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There is an additional diﬃculty associated with metals, which possess partially
ﬁlled bands near the Fermi level. The Fermi surface often has a complicated shape,
leading to a slow convergence with the number of k-points used. To position the
Fermi level accurately, we employ a Gaussian smearing of the electronic levels
[78]. By replacing each calculated electronic level nkm by a Gaussian distribution
centered at that energy, we obtain a continuous density of states (DOS) N (E):
N (E) = ∑
n,m
wmδ(E − nkm)⇒
∑
n,m
wm√
2πσ
exp
(
−(E − 
n
km)
2
2σ2
)
. (3.13)
The Fermi level is then ﬁxed by imposing the correct total charge density below
the Fermi level. This procedure leads to fractional occupation numbers in the
neighbourhood of the Fermi level. In the limit of very small broadenings, the
computed ground state electronic density minimises the total energy.3 In this
work, we have always used a broadening of σ = 0.01 Ry for each k-point.
3.5 Pseudopotentials
E. Fermi
1901–1954
In our adiabatic model of the crystals, the electrons move in a periodic
external potential created by the nuclei. For a crystal with atoms of
atomic number Zj located at R + tj, where R is a Bravais lattice
vector and tj gives the position of the atom within the unit cell, the
all-electron external potential is:
vext(r) = −
∑
R,j
Zje
2
|r−R− tj| . (3.14)
The direct resolution of the Hamiltonian describing
∑
j Zj valence and
core electrons per unit cell moving in this external potential is a chal-
lenging task. In view of the divergence of the Coulomb potential, not
only are the electronic energies spread over a very wide range, but
the characteristic length scales of the various wave functions are also
broadly distributed.
However, the deep core-electron wave functions are tightly bound to the nuclei
and their spatial distribution remains essentially unchanged from one chemical
environment to another.4 On the contrary, the valence electrons are higher in en-
ergy and are strongly inﬂuenced by the neighbouring atoms. This insight has lead
3In a free electron gas, the convergence to the exact total energy depends quadratically on the
broadening. Finite broadenings may lead to errors on the computed Hellman-Feynman forces
which could aﬀect the ionic relaxations. For Al(111) surfaces, tests have shown that even with
typically large broadenings, the error on the equilibrium position of the surface layer is only
10−3 nm [79].
4The core states of atoms at surfaces are often slightly shifted in energy compared with those
in the bulk. These surface core-level shifts have been measured by observing the corresponding
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to the development of pseudopotentials, which replace the inﬂuence of frozen core
states on the valence electrons by an eﬀective external potential. The crystalline
Hamiltonian then describes only the valence electrons in an eﬀective potential, a
substantial computational saving for complex systems.
There are a number of diﬀerent schemes for constructing pseudopotentials
from ﬁrst principles (for a review, see [81]). One popular family consists of the
so-called norm-conserving pseudopotentials. These potentials are generated from
one-dimensional radial atomic calculations in the spherical screening approxima-
tion and are chosen to meet a number of criteria:
1. The pseudo wave functions generated from the pseudopotential should con-
tain no nodes.
2. Beyond a certain cutoﬀ radius, the pseudo and all-electron wave functions
should be equal.
3. The charge enclosed inside the cutoﬀ radius must be equal for the two wave
functions. Taken in conjunction with the second condition, this implies that
the valence all-electron and pseudo eigenvalues are identical.
The cutoﬀ radius determines the transferability of the pseudopotential be-
tween diﬀerent chemical environments and is often adjusted manually. A low
cutoﬀ radius corresponds to a small region where the pseudo wave functions are
not meaningful and a high transferability. However, the cutoﬀ radius cannot
be reduced below below the outer-most node of the all-electron wave functions
without contradicting the ﬁrst design criterion. Furthermore, small cores induce
strongly-varying eﬀective potentials that are undesirable for further calculations
since they necessitate a large number of plane waves as basis functions.
There is still a considerable amount of freedom available in the exact choice
of potential. In this work, we have used potentials generated with the method
of Troullier and Martins [82]. This scheme provides smooth pseudopotentials for
most elements of the periodic table, and is well adapted to a plane-wave basis
for describing the wave functions. The smoothness ensures that only a small
number of plane waves are required as basis functions. The Troullier-Martins
pseudopotentials VTM are semi-local, i.e. local in the radial component and non-
local in the angular component. They can be decomposed into a long-range fully-
local radial part VL(r) and a set of short-range semi-local projection operators
ΔVl(r) = Vl(r) − VL(r) that depend on the orbital momentum l of the pseudo
peaks in X-ray photoemission spectroscopy [20], and have been interpreted in terms of the change
in electrostatic potential in the top ionic layer [80]. Such core eﬀects are not readily obtainable
with our pseudopotential technique, since the core states are not explicitly recalculated for each
physical environment.
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Figure 3.4: Al Troullier-
Martins pseudopotential.
Thick lines: the various or-
bital components of the pseu-
dopotential (solid lines) and
the Coulomb tail (dashed
line). Superimposed in thin
lines are the pseudo wave
functions (solid lines) and cor-
responding all-electron wave
functions (dashed lines). The
vertical dashed line shows the
cutoﬀ radius, ﬁxed here at
2.20 a.u.
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wave functions. The Troullier-Martins pseudopotentials are thus written (with
the spherical harmonics |Ylm>):
VTM(r) =
∑
l,m
|Ylm> Vl(r) <Ylm| (3.15)
= VL(r) +
∑
l,m
|Ylm> ΔVl(r) <Ylm|. (3.16)
C. de Coulomb
1736–1806
In Figure 3.4, we display the components Vl(r) of our Troullier-
Martins pseudopotential for aluminium, one of which can be chosen
as the local potential VL(r), as well as the long-range Coulomb tail
corresponding to the three valence electrons. For aluminium, we choose
the p pseudopotential component as the local one. Also shown are the
pseudo wave functions and corresponding all-electron wave functions.
Our pseudopotentials are then treated in the Kleinman-Bylander
(KB) approximation [83]. These authors realised that by replacing the
semi-local components of the pseudopotential by fully non-local com-
ponents, a substantial amount of computing time and resources could
be saved when calculating matrix elements between wave functions and
pseudopotentials. This leads to a pseudopotential VL(r) + VNL, with
VNL given by:
VNL =
∑
l,m
|ΔVl Φolm><Φolm ΔVl|
<Φolm|ΔVl|Φolm>
, (3.17)
where the Φolm(r) are the pseudo wave functions of the pseudopotential VTM(r).
The matrix elements of VNL between two sums of plane waves allow a convenient
factorisation, leading to higher speed and lower memory requirements in the com-
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putations. The KB approximation has thus allowed systems with a greater number
of atoms per unit cell to be investigated.
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Fussy Electrons
An electron is sure hard to please.
When spread out, it sometimes will freeze.
Though agoraphobic,
It’s still claustrophobic,
And runs off when put in a squeeze.
David Morin, Eric Zaslow, E’beth Haley, John Golden, and Nathan Salwen
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Chapter 4
Work functions from thin slabs
4.1 Introduction
IONISATION potentials of solids, and in particular work functions of metals,are nowadays best calculated by ab initio methods [62, 84], in the framework
of density functional theory (see Section 3.2). These calculations present a theo-
retical challenge, since the work function depends sensitively on the surface ionic
and electronic charge distributions, and may be inﬂuenced by any surface atomic
relaxation or reconstruction. The most eﬃcient ﬁrst-principles methods generally
make use of slab conﬁgurations to calculate surface properties. In view of the
heavy numerical operations involved, such calculations are usually performed by
restricting the study to slabs containing only a small number of atomic planes. If
adsorbed atoms or molecules are included in the analysis, the substrate is often
reduced to a few atomic layers [85, 86]. However, the electronic properties of
nanometer-sized thin metallic ﬁlms are diﬀerent from those of a bulk metal due
to the lowering of the dimensionality of the crystal [19]. The variations of the
physical properties with the thickness of the ﬁlm, known as Quantum Size Eﬀects
(QSE), have been shown to inﬂuence signiﬁcantly the surface energies and work
functions of thin metallic slabs [87–90]. In particular, persistent quantum-size os-
cillations of 0.1 eV have been exhibited recently in the work functions of Al(111)
slabs up to twelve atoms thick [91]. These oscillations and the resulting slow con-
vergence of the work functions with slab thickness hinder a precise determination
of the work functions of semi-inﬁnite crystals.
In this chapter, we ﬁrst describe the slab and supercell techniques generally
employed in surface calculations and discuss the approach commonly used to
derive work functions from thin-ﬁlm computations. In particular, we consider
the QSE consequences on the electronic structure and work function of using thin
slabs. We then present a method based on macroscopic averages of the total charge
density that can be used to reduce the QSE and determine precisely the work
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Figure 4.1: Supercell slab geometry: three-dimensional view of a periodically-repeated
supercell describing the (100) surface of a face-centered cubic metal. Each supercell
contains 6 atoms, arranged in consecutive atomic planes to form a thin (100) slab,
surrounded by 6 equivalent vacuum layers. The artiﬁcial repetition of parallel slabs is
illustrated.
functions of semi-inﬁnite metallic crystals from ab initio thin-ﬁlm calculations
[92]. The technique is applied to a series of Al(100) slabs.
4.2 Slabs and supercells
The electronic structure of a crystalline thin ﬁlm can be calculated from ﬁrst
principles using a variety of diﬀerent approaches. For example, self consistent
calculations of a single isolated slab using a set of localised basis functions can
be performed to obtain the slab wave functions [93, 94]. However, the quality of
the basis is often diﬃcult to test in this case, and large numbers of multi-centre
integrals generally need to be evaluated. Alternatively, one can consider repeated
thin slabs, a technique ﬁrst applied by Chelikowsky et al. [95], so retaining a
three-dimensional periodicity throughout space. A discrete set of plane waves
then provides an orthogonal basis with a number of advantages. The accuracy
of the plane-wave basis is controlled in a systematic way by the kinetic cutoﬀ
energy Ecut (see Section 3.4), which is kept to a minimum by employing optimised
pseudopotentials (see Section 3.5). In addition, a particularly simple formulation
of the Kohn-Sham equations (Equation 3.5) is obtained in reciprocal space, and
can be used for both bulk and surface studies. This combined plane-wave and
supercell approach is the technique we have adopted in this thesis.
To perform a supercell calculation, one deﬁnes a unit cell oriented with one axis
perpendicular (and two parallel) to the surface of interest, containing the inequiv-
alent atoms of a crystalline thin ﬁlm and some vacuum layers. In Figure 4.1, we
display a typical supercell—periodically repeated—adapted for a fcc (100) surface.
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Here, six atomic layers of metal and six equivalent vacuum layers form each su-
percell. The periodic arrangement of the supercells along the z direction, perpen-
dicular to the crystal surface, gives rise to an artiﬁcial metal/vacuum superlattice
conﬁguration. Ideally, the thicknesses of the vacuum layer and of the slab must
be suﬃcient for two successive metal surfaces not to interact signiﬁcantly. The
required thicknesses depend on the physical quantities under consideration—such
as the work function, the surface atomic relaxation or the spatial distributions of
the surface electronic states—as well as on the calculational procedures to obtain
them. The sensitivity of the results on the ﬁlm thickness is best established from
repeated calculations, by varying the number of atomic planes in the supercell.
4.3 Quantum size eﬀects
In this section, we examine the impact of QSE on the electronic structure of thin
metallic slabs. As a prototypical system, we focus on the aluminium (100) surface.
The calculations presented in this section as well as in the remaining part of this
chapter are performed using the ab initio methodology described in Chapter 3.
We consider unrelaxed slabs sandwiched between 6 equivalent vacuum layers, in
a supercell geometry. We use a Troullier-Martins pseudopotential, with a plane-
wave kinetic energy cutoﬀ of 16 Ry and 45 reduced k-points, to determine the
self-consistent charge density.1
The inﬂuence of QSE on the electronic properties of thin ﬁlms can be seen by
comparing the local density of states (LDOS) N (E, r), which gives a combined
energy E and spatial probability distribution of the slab electronic states (Φnk, 
n
k),
with the corresponding density of states (DOS) in a bulk crystal. The LDOS is
deﬁned as:
N (E, r) = ∑
n
1
(2π)3
∫
BZ
|Φnk(r)|2 δ(E − nk), (4.1)
where the integral is taken over the Brillouin Zone (BZ) and the sum over all
the bands n. We have calculated averages of the local density of states over the
various atomic layers in the slab. The local density of states Nj(E) for plane j,
located at an abscissa zj , is then equal to:
Nj(E) = 1
d
∫ zj+d/2
zj−d/2
dz N (E, z), (4.2)
where d is the interplanar spacing of the slab and N (E, z) represents the average
of N (E, r) in a plane parallel to the ﬁlm surface. For calculational purposes, the
1The ﬁrst step in these calculations is to determine the theoretical lattice constant of the
element under investigation, using the procedure detailed in Appendix A.1. This preliminary
stage allows us to model crystals in the absence of any external pressure. For Al, we obtain a
lattice constant a0 = 7.51 a.u.
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Figure 4.2: Local density of
states in an Al(100) 6-layer
thin slab, per eV and per unit
cell Ω. Curves 0 to III have
been calculated in the corre-
sponding regions indicated at
the bottom of the ﬁgure and
exhibit the LDOS of layers in-
creasingly deep in the slab.
Curves II and III have been
shifted vertically to enhance
the readability. The energy
zero is set at the vacuum level
and the Fermi energy of the
slab EsF is indicated by the
vertical dashed line at −4.41
eV. The inset shows the den-
sity of states in a bulk Al
crystal, referenced to the bulk
Fermi energy EF .
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
LD
O
S 
[eV
-
1  
W
-
1 ]
-16.0 -12.0 -8.0 -4.0
Energy [eV]
0
0.2
0.4
-12 -8 -4 0
F
0
I
II
III
-2 -1 0 1 2
z [lattice units]
III II 0I
Bulk
Es
FE
integral over the Brillouin zone in Equation 4.1 is approximated by a weighted
sum over a large number of Monkhorst-Pack k-points [75], and the Dirac function
is broadened into a Gaussian.
In Figure 4.2, we show the LDOS of a 6-layer-thick Al(100) slab. Given the
smallness of the interslab tunnelling across the vacuum region, the electronic wave
functions of the system are practically conﬁned in the well formed by the thin
metallic slab and are quantised in the transverse direction by virtue of its extreme
thinness. The transverse squeeze induces a subband spacing on the order of 1 eV,
much larger than the meV separations generally seen in semiconductor quantum
wells (which are typically 100 nm thick) [96]. The subbands are clearly reﬂected
in the LDOS of Figure 4.2, where a series of steps that are reminiscent of two-
dimensional systems are seen. Even at the centre of the ﬁlm, the LDOS does
not recover the parabolic shape of the Al bulk density of states, emphasizing the
importance of QSE. The individual electronic wave functions and energies of the
metal slab in a vacuum thus diﬀer strongly from those of the bulk metal, and are
not representative either of a semi-inﬁnite crystal.
In Figure 4.3, we compare the total density of states computed for the 6-
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Figure 4.3: Left panel: Density of states in an Al(100) 6-layer thin slab, per eV and
per unit cell Ω. Right panel: Density of states in an inﬁnitely-deep rectangular well of
thickness equal to the Al(100) 6-layer slab and of electronic density equal to that of Al.
The Fermi energies EsF are indicated in both cases.
layer-thick Al(100) slab with the density of states obtained from an analytical
description of the electronic states in a square-well potential. In this model, we
consider free electrons in an inﬁnitely-deep thin ﬁlm of thickness w. The subbands
En and DOS N (E), per unit area, are then given by:
En =
π2h¯2n2
2m∗w2
, n ≥ 1, (4.3)
N (E) = m
∗
πh¯2w
∑
n≥1
θ(E − En), (4.4)
where m∗ is the electronic eﬀective mass, ﬁxed here equal to the eﬀective mass
at the conduction band minimum of real Al (m∗ = 1.06m), and θ(x) is the unit
step function. By setting the electronic density in the well equal that of real Al,
the Fermi energy EsF can be determined in the model. Figure 4.3 shows that
this simple model provides a satisfactory general description of the DOS of the
self-consistent calculations when the thickness w is chosen equal to the 1.2-nm
thickness of the Al(100) 6-layer slab. We may thus use this model to extrapolate
the impact of QSE on the density of states of thicker Al ﬁlms. Based on this
approach, one ﬁnds that slabs as thick as 6 nm (or 30 layers) are needed to reduce
the subband spacings by a factor of 25 and render the inﬂuence of QSE on the
DOS reasonably small (compare Figure 4.4 and the inset in Figure 4.2).
We would like to note that the results above do not necessarily mean that
all electronic properties converge as slowly as the DOS with the slab thickness.
However, great caution is needed when deriving surface properties from compu-
tations performed for thin ﬁlms in a vacuum. In this respect, the situation is
quite diﬀerent from that observed in supercell calculations of interface proper-
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Figure 4.4: Density of states in
an inﬁnitely-deep rectangular well
of thickness w = 6 nm, i.e. equal to
the thickness of an Al(100) 30-layer
slab, per eV and per Al unit cell
Ω. The Fermi energy EsF is indi-
cated for an electronic density equal
to that of Al.
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ties in metal/semiconductor structures, such as Al/GaAs(100) heterostructures
[97], where QSE are much smaller. It is interesting to note that QSE have also
been observed experimentally in metallic ﬁlms of thicknesses comparable to those
discussed here. In particular, photoemission spectroscopy of 1–3-layer-thick Na
ﬁlms on Si has revealed discrete electronic levels conﬁned to the alkali overlayer
[98]. Resistivity measurements of 1–10 nm NiAl layers grown by molecular-beam
epitaxy between AlAs barriers have also shown discrete electronic states in the
resulting metallic quantum well [99].
4.4 Methods for calculating work functions
As a consequence of the arbitrariness in deﬁning a reference potential, the work
function of a metal W can be obtained from ab initio calculations in a number
of distinctive ways. Using the mean electrostatic potential energy in the metal
interior as the reference energy, Equation 2.2 can be written:
W = ΔVel − EF , (4.5)
where ΔVel is the rise in the mean electrostatic potential energy across the metal
surface, and EF is the Fermi energy relative to the mean electrostatic potential
energy in the metal interior. Alternatively, if the energies are referred to the
potential in the vacuum far from the surface, the work function is directly given
by the negative of the Fermi energy (which we now write EsF ) [87, 15]:
W = −EsF . (4.6)
Work functions are commonly evaluated using this expression, by measuring the
Fermi energy EsF of thin slabs with respect to the potential in the vacuum region
[87–90, 100–103].
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Figure 4.5: Work functions
W of Al(100) thin ﬁlms (in
eV), as a function of the slab
thickness, computed using the
position of the slab Fermi
level: W = −EsF . The shaded
area indicates the uncertainty
range for slabs thicker than 3
atomic layers.
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4.4.1 Work functions using the slab Fermi energy
In Figure 4.5, we present the work functions of a series of thin slabs of Al(100) with
an increasing number of atomic planes (1 to 14), calculated using Equation 4.6.2
Large oscillations in the work function appear across the full range of slabs inves-
tigated. We emphasize that in our supercell computations, the slab Fermi energy
entering Equation 4.6 is calculated with respect to the electrostatic potential in
the middle of the supercell vacuum region. As we will see in Section 4.5, the
electrostatic potential is well converged in the vacuum part of the supercell. The
oscillations observed in Figure 4.5 therefore fully reﬂect the changes with ﬁlm
thickness in the Fermi energy EsF of isolated slabs.
We have seen in Section 4.3 that the energies of the electronic states of the
slab strongly diﬀer from those of the bulk because of QSE. The approach based
on Equation 4.6 for determining the work function therefore suﬀers from large
quantum-size oscillations, as it depends explicitly on the energies of the slab elec-
tronic states.
4.4.2 Work functions using macroscopic averages
In view of estimating precisely the work function of a semi-inﬁnite crystal from
thin-ﬁlm calculations, one should avoid the use of Equation 4.6 and calculate
the work function using slab quantities which are less sensitive to size eﬀects
than the Fermi energy. The total (electronic and ionic) charge density of the
slab and the corresponding electrostatic potential are such quantities, especially
if the macroscopic-average concept is also introduced. The macroscopic-average
2With the parameters used for the plane wave kinetic energy cutoﬀ (16 Ry), for the k-space
integration (45 reduced k-points) and for the Gaussian broadening (0.01 Ry), we estimate that
for a given thickness the numerical uncertainty on the Fermi energy is ∼0.03 eV.
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technique has previously been employed successfully in the study of semiconductor
heterojunction band-oﬀsets [25] and Schottky barriers [97]. The electronic density
n(r) is the basic variable calculated by all standard ab initio codes based on
density-functional theory. We ﬁrst introduce the plane-averaged electronic density
n(z) = S−1
∫
S n(r) dx dy, where the z axis is chosen perpendicular to the slab
surface S. The macroscopic-average electronic density n(z) is then deﬁned from
the plane-averaged density by an integration over the interplanar distance d of
the slab:
n(z) =
1
d
∫ d/2
−d/2
n(z + z′)dz′ (4.7)
(see Appendix A.2 for further details about this procedure). The electrostatic
potential Vel(r) is related to the total charge density, including the ionic charge
contribution, via the Poisson equation. Since these operations are linear, the
plane-averaged potential V el(z) is related to its macroscopic average V el(z) by a
relation similar to Equation 4.7: V el(z) = d
−1 ∫ d/2
−d/2 V el(z + z
′) dz′. By averaging
over the interplanar distance, one evacuates all atomic-scale oscillations and ex-
pects stable values to be recovered not too far from the surface. This procedure is
best applied to unrelaxed surfaces, where the interplanar distance d is constant.
However, it can also be used for relaxed slabs, as long as a minimum number
of planes in the centre of the ﬁlm are kept ﬁxed at their unrelaxed locations, so
deﬁning the bulk interplane spacing d to be used for the macroscopic averaging.
In Figure 4.6 we display the planar and macroscopic averages of the electronic
charge density and the total electrostatic potential Vel for the Al(100) slab with
6 atomic layers previously studied in Figure 4.2. The potential Vel includes the
electron Hartree potential and the point-charge potential of the Al3+ ions.3 While
the planar averages show oscillations in the metal with the periodicity of the
atomic planes, the macroscopic averages exhibit very stable values both in the
vacuum and in the metal not far from the slab surfaces. In this way, the potential
diﬀerence ΔVel between the metal and the vacuum can be precisely measured even
in very thin ﬁlms.
To determine more accurately the work function of a semi-inﬁnite crystal,
we return to Equation 4.5, exploiting the separation of the work function into
a surface-dependent and a bulk contribution. The surface-dependent component
ΔVel is evaluated from the thin slab by means of the macroscopic average of the
total electrostatic potential (see Figure 4.6). The position of the Fermi level EF
with respect to the average electrostatic potential in the metal is evaluated by a
separate calculation for bulk Al. This calculation involves a small unit cell, can
be performed very precisely with a high cutoﬀ and a large density of k-points
3Details about the evaluation of the one-dimensional electrostatic potential and of the rise
in potential energy across the surface ΔVel can be found in Appendix A.3.
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Figure 4.6: Upper panel: Plane-averaged electronic charge density n(z) (dashed line)
and corresponding macroscopic average n(z) (solid line), in electrons per unit cell Ω,
for an unrelaxed Al(100) 6-layer thin ﬁlm. The double-step function indicates the
macroscopic average of the Al3+ point-ion charge density and the grey circles denote the
atomic planes. Lower panel: Plane-averaged total electrostatic potential V el(z) (dashed
line) and corresponding macroscopic average V el(z) (solid line) for the same ﬁlm. The
bulk Fermi level EF , the surface electrostatic potential step ΔVel, and the work function
W are indicated.
Figure 4.7: Work functions
W of Al(100) thin ﬁlms (in
eV), as a function of the slab
thickness, calculated by com-
bining the surface potential
step of the slab and the bulk
Fermi level. The shaded area
indicates the uncertainty re-
gion above 3 atomic layers.
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Figure 4.8: Plane aver-
age (left panel) and macro-
scopic average (right panel)
of the electrostatic potential
Vel (thick solid lines), total
local potential Vloc (dashed
lines), and LDA exchange-
correlation potential Vxc
(thin solid lines) for unrelaxed
Al(100) 6-layer thin slabs sep-
arated by 6 equivalent vac-
uum layers. The grey cir-
cles correspond to the atomic
planes.
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(we use 36 Ry and 570 reduced k-points), and eliminates QSE altogether for this
contribution. The precision of the work function W is thus limited essentially
by the surface-dependent term ΔVel, whose numerical accuracy we estimate to
be comparable to that of the Fermi energy (∼0.03 eV). Although this technique
is equivalent to the use of Equation 4.6 for suﬃciently thick slabs, we expect
Equation 4.5 to be less sensitive to QSE and to converge faster to the work function
of the semi-inﬁnite crystal as a function of the slab thickness. Equation 4.5 is less
aﬀected by QSE since it relies on the total electron charge density in the slab and
not on the individual electronic states. This procedure is thus less sensitive to the
details of the thin-ﬁlm band structure, such as the position of the slab Fermi level
that is employed in Equation 4.6.
In Figure 4.7, we present the values of the work functions for the same series
of thin slabs as in Figure 4.5, but here computed using the macroscopic-average
technique by combining the surface electrostatic potential step with the Fermi
energy derived from a bulk calculation. Compared with the results of the standard
technique shown previously in Figure 4.5, QSE have been noticeably reduced,
the oscillations of the work function above 4 atomic layers having been roughly
halved, and convergence within 0.03 eV is achieved with a smaller number of
atomic planes.
4.5 Reference potentials
The procedure we propose for accurately calculating the work function exploits a
separation of the work function into a bulk contribution and a surface-dependent
term. Such a separation is not uniquely deﬁned since the values of the two in-
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Figure 4.9: Work function
of a 6-layer Al(100) slab, as
a function of the number
of equivalent vacuum layers
in the supercell, calculated
by combining the bulk Fermi
level with the electrostatic po-
tential step ΔVel (solid line)
and with the total local poten-
tial step ΔVloc (dashed line).
The local potential step ΔVloc
was calculated with a cutoﬀ of
36 Ry.
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dividual terms depend on the possibility of including a number of short-range
local components of the crystal potential in either one or the other of the two
contributions.4 We stress that it is only the sum of the two terms, i.e. the diﬀer-
ence between the Fermi level and the vacuum potential, that is physically mean-
ingful. We have found that the fastest convergence of work function values with
slab thickness and plane-wave cutoﬀ is obtained when the exchange-correlation
and the so-called alpha terms [74] of the average local crystal potential are in-
cluded in the bulk contribution. Within LDA, the exchange-correlation term of
the crystal potential is a local short-range potential and its average value in the
crystal can therefore be included in the bulk Fermi-energy contribution. Similarly,
for the surface potential step, it is convenient to use an ionic Coulomb potential
generated by point ions, rather than the local part of the ionic pseudopotential.
The alpha term, resulting from this diﬀerence, can then be included with the bulk
contribution.
In Figure 4.8 we compare the electrostatic potential Vel, consisting of the elec-
tronic Hartree and Coulombic point-ion potentials, with the total local potential
Vloc, given by the sum of the electronic Hartree potential, the local part of the ionic
pseudopotential and the LDA exchange-correlation potential. We also show the
exchange-correlation potential Vxc only. The macroscopic-average potentials are
also represented and have been calculated directly from the corresponding plane-
averaged potentials. The electrostatic potential decay in the vacuum is controlled
by the extent of the electronic density n(z). Far from macroscopic metal surfaces,
n(z) is known to decrease exactly as z−1e−2kz, where k is related to the work func-
4If pseudopotentials are used, an additional arbitrariness on the bulk and on the surface-
dependent contributions to the work function results from the choice of pseudopotential. The
work function, however, is again unaﬀected by this selection.
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tion W by k =
√
2mW/h¯ [104]. The dominant term in the electrostatic potential
far from the surface can be extracted by double integration of this charge density,
and falls oﬀ as n(z)/W . The convergence of the electrostatic potential Vel in the
vacuum is thus extremely fast, and 6 equivalent vacuum layers are enough for sep-
arating the repeated slabs in Figure 4.8. We note that if metals with smaller work
functions than Al are considered, the number of equivalent vacuum planes in the
supercell will have to be increased further to account for the increased spreading
of the electronic charge into the vacuum.
In Figure 4.8, we observe that Vxc accounts for a large proportion of the total
potential Vloc, and is seen to decrease more slowly in the vacuum than the electro-
static term. The number of equivalent vacuum layers used here proves insuﬃcient
for Vloc to converge adequately in the vacuum region of the supercell. Therefore, if
the total local potential Vloc is used to evaluate the surface potential step ΔVloc, a
larger number of equivalent vacuum planes (at least 8) are needed in the supercell
for the Al work function to converge within 0.03 eV, as observed in Figure 4.9.
Furthermore, we ﬁnd that the cutoﬀ for the slab calculation must be increased
(up to 36 Ry for full convergence) when the exchange-correlation and alpha terms
are included in the surface-dependent contribution ΔVloc. Both these observations
result mainly from the very slow convergence to zero of the LDA potential Vxc(r)
in the vacuum region, where the charge density n(r) tends to zero and the LDA
exchange-correlation potential behaves as n(r)1/3 (see Figure 3.2). For example,
charge densities below 10−10 a.u. (respectively 10−4 a.u.) are needed in the vac-
uum for the rise in the exchange-correlation (respectively electrostatic) potential
across the surface to be converged within 0.01 eV.
4.6 Conclusions
We have studied the use of a macroscopic-average method for the calculation of
work functions. This technique allows accurate work functions to be determined
from thin-slab calculations. We recover very stable charge densities and potentials
inside the slab by ﬁltering the atomic oscillations in the electronic density. By
relying only on the ﬁlm charge density to determine the work function, and not
on the position of the slab Fermi level, we have shown how quantum-size eﬀects
resulting from the conﬁnement of the electronic wave functions in thin slabs can
be reduced. The work functions of semi-inﬁnite crystals can then be obtained by
studying slabs with a small number of atomic layers.
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‘‘Electrons all jumbled like rice?’’
Quoth Einstein, ‘‘That’s too high a price.’’
In reply, answered God
‘‘Well I don’t find it odd.
So shut-up and let me play dice.’’
Bruce Baskir
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Chapter 5
Work function anisotropies
IN this chapter, we explore ab initio the work function anisotropies of a selec-tion of elemental metals. We study some prototype systems and establish the
trends that can be expected in observed anisotropies of clean surfaces. By fo-
cusing on the diﬀerent roles of s, p and d electrons, we bring some insights into
the mechanisms controlling the ordering of the work functions of the main sur-
face crystallographic orientations. We successively examine increasingly complex
materials, ﬁrst sodium, a simple metal with a single s valence electron, and then
aluminium, where the p-atomic-like character of the density of states at the Fermi
energy is shown to play a crucial role in determining the observed anomalous trend
of the work functions [105]. Finally, a comparison between copper and gold serves
to highlight the eﬀect of the localised d-states on the work function anisotropy.
5.1 Simple s-metals
Alkaline and alkaline-earth metals possess an elementary electronic valence struc-
ture with respectively one or two s valence electrons. Their bulk properties are
thought to be well understood on the basis of nearly free electron bands [16].
However, for an accurate description of various surface features, such as the work
function anisotropy or the surface lattice relaxation, it is necessary to go beyond
simple models to fully three-dimensional ab initio calculations. We focus here
on a prototypical element, sodium, whose electronic structure is 1s2 2s2 2p6 3s,
with one valence electron. Sodium is a body-centered cubic metal and its equi-
librium valence bulk band structure and Brillouin zone are shown in Figure 5.1.
The unique valence electron half ﬁlls the ﬁrst free-electron-like band, leading to a
nearly spherical Fermi surface.
Based on fully relaxed pseudopotential calculations,1 we have studied the work
1We employed a Troullier-Martins pseudopotential in the Kleinman-Bylander form. The
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Figure 5.1: Band structure
of sodium: a simple body-
centered cubic metal with one
valence s electron. The en-
ergy zero is set at the bottom
of the ﬁrst band. The Fermi
energy EF is shown as a hor-
izontal solid line at 3.65 eV.
The inset shows the full Bril-
louin zone and the points of
high symmetry. The param-
eters used for the bulk calcu-
lations are given in the text. 0
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functions of Na for a number of diﬀerent surface orientations. Previous ﬁrst-
principles studies of Na have focused only on one or two orientations, or have not
included the ionic surface relaxation [62, 106, 107]. We have calculated the work
functions of Na(110), Na(100) and Na(111), using in each case a suitably oriented
supercell and the accurate macroscopic average procedure detailed in Chapter 4
to evaluate the surface-dependent term ΔV . For the Na(110) surface, we used an
8+8 supercell (8 layers of Na, and 8 equivalent layers of vacuum) with 60 reduced
k-points. The corresponding values for the Na(100) and Na(111) surfaces were
respectively a 8+8 cell with 90 k-points and a 12+12 cell with 105 k-points. The
supercell calculations were carried out with a plane-wave cutoﬀ of 16 Ry, and
the relaxation was determined by allowing the top three layers of each surface to
relax. The bulk calculation for EF was performed using a cutoﬀ of 36 Ry and 455
reduced k-points.
The theoretical work functions are shown in Table 5.1, for both relaxed and
unrelaxed surfaces. The numerical uncertainty on the values of the work functions
is estimated to be ∼0.03 eV. The (110) surface shows the largest work function
(2.98 eV). The other two orientations have similar work functions, nearly 0.2 eV
below Na(110). The only available experimental face-dependent work function
is for the Na(110) direction (2.9 eV, in reference [39]), and compares favourably
with our calculation. A slightly older polycrystalline value sets the work function
at 2.4 eV [39].
corresponding bulk equilibrium lattice parameter is 7.52 a.u.
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Table 5.1: Theoretical val-
ues of the sodium work func-
tions calculated with (W calcrelax)
and without (W calcunrel) surface
relaxation, compared with
Na(110) and polycrystalline
experimental values (W exp),
all in eV. Below, the calcu-
lated top three interplane sur-
face relaxations (Δdcalc) are
shown in percent of their re-
spective interplane spacings.
SODIUM
(110) (100) (111)
W calcrelax 2.98 2.80 2.79
W calcunrel 2.99 2.80 2.77
W exp 2.9 2.4 (polycrystal)
Δdcalc12 -0.04% +0.05% +1.2%
Δdcalc23 +0.02% -0.03% -20.3%
Δdcalc34 +11.8%
Figure 5.2: Contour plot of
the charge density at a relaxed
Na(111) surface. The plane
shown is a (110) plane con-
taining the ions (black disks).
The contours are regularly
spaced by 0.1 (electrons/unit
cell).
1.1
0.2
0.1
0.2
0.3
1.1 Na(111)0.5
Sodium exhibits a standard anisotropy of the work function, which increases
with the surface packing density, from the (111) to the (100) and to the (110)
orientation, and is consistent with the Smoluchowski rule. An example of surface
electronic smoothing is shown in Figure 5.2, where the electronic density in a sec-
tion of the relaxed Na(111) surface is drawn.2 The electronic density diﬀers from
the bulk within the ﬁrst few atomic layers, where the charge density contours tend
to follow lines parallel to the surface. This results from a redistribution of elec-
tronic charge from the top ion to the region within the surface layer, which reduces
the work function in accordance with the Smoluchowski smoothing principle.
The calculated surface relaxations (see Table 5.1) are small for the two orien-
tations of highest density, and the work functions are correspondingly unaﬀected
by the relaxations. Despite the lack of recent experimental data for Na surfaces,
2Since we calculate only the pseudo-charge density, a noticeable non-physical reduction of
the density is apparent in the core region of the Na ions.
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previous model calculations [108] for Na(100) and Na(110) have predicted negligi-
ble ionic relaxations for these orientations (although another study has predicted
a slight expansion for Na(110) [106]). The open Na(111) surface shows an ex-
tended multilayer relaxation, with an oscillatory relaxation of varying sign. A
compilation of experimental data [109] shows that such complex relaxations are
often observed on low-density metallic surfaces. Despite the strong relaxation of
the Na(111) surface, the work function is practically unchanged by the large dis-
placements of the surface ions. We will discuss this property in more detail in the
next section, in connection with the results for Al.
5.2 Anomaly in aluminium
Experimentally, the work function of Al increases in going from the (111) to the
(110) and to the (100) surface orientation. This is in contrast with the behaviour
observed in other fcc metals such as Ni, Cu or Ag (see Chapter 2) and inconsistent
with Smoluchowski’s rule. Furthermore, while the atomic surfaces of elemental
metals generally show inward relaxation, as predicted by the electrostatic model
of Finnis and Heine based on Smoluchowski smoothing, the Al(100) and (111)
surfaces relax outwards.
In this section, we explain these anomalous trends, based on our ab initio cal-
culations. The electronic structure of aluminium is 1s2 2s2 2p6 3s2 3p, containing
two extra electrons compared with sodium, and leading to a partially ﬁlled p-
orbital shell. We will show that a microscopic mechanism speciﬁc to open p-shell
metals can reverse the work-function trend expected from Smoluchowski’s rule,
and can also explain the anomalous outward surface relaxation.
The calculational procedure for determining the work function anisotropy of
aluminium is the same as for Na: we use supercells oriented according to the three
surface orientations of highest density, in this case adapted for a fcc metal. The
parameters used for Al(111) are an 9+6 supercell (9 layers of Al, and 6 equivalent
layers of vacuum) with 36 reduced k-points. The corresponding values for Al(100)
and Al(110) are respectively a 8+6 cell with 45 k-points and a 8+8 cell with 48
k-points. We use a Troullier-Martins pseudopotential with a plane-wave cutoﬀ
ﬁxed at 16 Ry. The relaxation was studied by allowing the top three layers of
each surface to relax. The Fermi energy is obtained by a separate bulk calculation
with a cutoﬀ of 36 Ry and 570 reduced k-points.3
In Table 5.2, our results for the work functions of the relaxed and unrelaxed
surfaces are compared with photoelectric experimental values [42]. The theoretical
values agree to within 0.04 eV with experiment and successfully reproduce the
3With these parameters, the work functions are estimated to be accurate within ∼0.03 eV.
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Table 5.2: Theoretical val-
ues of the aluminium work
function, in eV, for the three
principal surface orientations,
as obtained with (W calcrelax) and
without (W calcunrel) surface re-
laxation. The theoretical val-
ues are compared with the
experimental data (W exp) of
Ref. [42]. Below, the top
three interplane surface relax-
ations (Δdcalc), in percent,
are compared with the ex-
perimental data (Δdexp) of
Ref. [110–112] for the (111),
(100), and (110) surfaces re-
spectively.
ALUMINIUM
(111) (100) (110)
W calcrelax 4.25 4.38 4.30
W calcunrel 4.23 4.42 4.29
W exp 4.24 ±0.03 4.41 ±0.02 4.28 ±0.02
Δdcalc12 +0.8 +0.9 -8.5
Δdcalc23 +0.5 +0.4 +4.8
Δdcalc34 -2.0
Δdexp12 +1.7 ±0.3 +1.8 -8.6 ±0.8
Δdexp23 +0.5 ±0.7 +5.0 ±1.1
Δdexp34 -1.6 ±1.2
anomalous (111)→(110)→(100) surface ordering. Once again, the eﬀect of the
surface multilayer relaxations on the work functions is shown to be negligible for
all orientations, when compared with the numerical accuracy.
For the relaxed surfaces, the variations of the top interplane distances are dis-
played in Table 5.2 and are compared with experimental Low-Energy Electron
Diﬀraction (LEED) data [110–112]. The small outward relaxations of the Al(111)
and Al(100) surfaces are well reproduced, as well as the damped oscillatory be-
haviour of the Al(110) multilayer relaxations. Finnis and Heine’s electrostatic
model [33] predicts inward relaxations of the top layers which increase when the
atomic packing of the surface decreases (see Section 2.3.1). Although outward re-
laxations are found for the Al(100) and Al(111) surfaces, the strong contraction of
the (110) surface layer is in qualitative agreement with this model (which predicts
a contraction of -16% for the (110) top interlayer distance).
The large ionic relaxation for Al(110) leads to severe modiﬁcations of the
electrostatic potential within the ﬁrst few atomic layers. Figure 5.3 shows the
relaxed and unrelaxed macroscopic charge densities and potentials. Since we
have allowed the top three planes to relax to their equilibrium positions, the
macroscopic ionic charge can be locally above or below its bulk value of 3 electrons
per ion. This leads to a variation in the bulk ionic macroscopic charge, and a
signiﬁcant change in the macroscopic potential near the surface, as shown in the
lower panel of Figure 5.3.
The eﬀect of the surface multilayer relaxations on the work function of Al
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Figure 5.3: Al(110) sur-
face. Upper panel: Macro-
scopic electronic charge den-
sity for an unrelaxed (dashed
line) and a relaxed surface
(solid line), together with the
unrelaxed ionic charge den-
sity (thin solid line). The
relaxed ionic planes are also
shown (black disks), with the
variations in the interplane
spacings represented as +/-
symbols. Lower panel: Cor-
responding total macroscopic
electrostatic potential for the
unrelaxed (dashed line) and
relaxed (solid line) surfaces.
The electrostatic potentials
have been aligned at the cen-
tre of the metal slab, and EF
shows the corresponding bulk
Fermi energy.
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is however shown to be negligible, when compared with the numerical accuracy.
The variation in work function induced by the ionic relaxation is controlled by
the surface dynamical eﬀective charges, which measure the electrostatic dipole
induced by a unit displacement of the ions. Our calculations for Al and Na
suggest that the eﬀective charges of the ions in the surface layers are nearly zero,
i.e. similar to the value in the bulk metal, where the perfect electronic screening
leads to vanishing eﬀective charges. This observation is consistent with the sum
rule recently derived for eﬀective charges at crystal surfaces [113].
5.2.1 Models of surface charge
Having shown that surface relaxations produce negligible modiﬁcations of the
work functions, our discussion and interpretations of the work function trend of
Al are focused on unrelaxed surfaces. In order to model the surface electronic
charge density, the crystal surface may be approximated, as a ﬁrst step, by a
superposition of atomic charge densities or of bulk Wigner-Seitz unit cells. In
both these cases, the charge density n(r) of the crystal may be written as a sum
of globally-neutral density distributions ρ(r − R), associated with each lattice
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Figure 5.4: Planar average of the electronic charge density for unrelaxed Al(111),
Al(100) and Al(110), as a function of the distance to the surface. Solid line: self-
consistent charge density, dashed line: surface formed by repeating the charge density
of bulk Wigner-Seitz unit cells, dotted line: superposition of atomic charge densities.
The rectangle gives the macroscopic average of the ionic charge density. The black disks
indicate the positions of the atomic planes.
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vector R, and carrying by symmetry no dipole or quadrupole moment [25]:
n(r) =
∑
R
ρ(r −R). (5.1)
The electrostatic potential V (r) is then similarly written as a sum of contributions
from each lattice node:
V (r) =
∑
R
v(r−R), (5.2)
where v(r) is the potential created by ρ(r), with a reference energy chosen so that
v(r → ∞) → 0. The potential in the vacuum is then zero far from the metal
surface, while inside the metal, the average potential V over a unit cell Ω is given
by:
V =
1
Ω
∫
r∈Ω
dr
∑
R
v(r−R) = 1
Ω
∑
R
∫
r′+R∈Ω
dr′ v(r′) =
1
Ω
∫
dr v(r). (5.3)
Clearly, V is independent of the surface orientation, since it is a bulk quantity.
The superpositions of atomic charges or of bulk Wigner-Seitz unit cells do not
induce any orientation dependence in the work function. They could therefore be
taken as convenient reference electron surface distributions.
However, for Al these models lead to unrealistic values of the work function.
In Figure 5.4, we have plotted the self-consistent electronic charge density of the
Al(111), (100) and (110) surfaces and compared them with the superposition of
atomic charges as well as with the surfaces built from bulk Wigner-Seitz unit cells.
As for most metals, the atomic charges model heavily overestimates the work
functions [114], yielding Wat=7.59 eV, to be compared with the self-consistent
results W111=4.23 eV, W100=4.42 eV, and W110=4.29 eV, whereas the Wigner-
Seitz model strongly underestimates them with a value of WWS=0.33 eV. The
self-consistent charge is seen to follow closely the Wigner-Seitz density inside the
crystal, but to approach the atomic distribution in the vacuum region. Around
the surface ions, the contracted wave functions of the bulk crystal tend to relax
back to their atomic dimension in the direction perpendicular to the surface, and
the related charge transfer increases the surface dipole. In the surface plane, we
note that the self-consistent charge density is larger than the bulk density for
Al(111), comparable to the bulk density for Al(100) and clearly below the bulk
value for Al(110).
5.2.2 Importance of p-states
In the case of an open p-shell metal such as Al, the existence of an important
asymmetry between the directional p-orbitals of the surface ions must be ac-
counted for. The p‖-states, parallel to the surface, can be expected to be occupied
5.2. ANOMALY IN ALUMINIUM 75
Figure 5.5: Contour plots of
the electronic charge density
diﬀerence between the exact
self-consistent charge in the
aluminium surface plane and
the corresponding plane in a
bulk Al crystal. The con-
tours are equally spaced (by
0.02, 0.05 and 0.2 [e−/unit
cell] for the (111), (100)
and (110) orientations respec-
tively). Dashed lines corre-
spond to negative values and
black disks to the positions of
the ions.
Al(111) Al(100)
Al(110)
diﬀerently from the p⊥-states, perpendicular to it. The p‖-states are energetically
favourable, when compared to the p⊥-orbital that extends into the vacuum and
regions of higher potential. In Figure 5.5, we have plotted the diﬀerence between
the electronic density in the surface plane of Al and the density in a corresponding
bulk plane. Despite the supplementary freedom allowed by the possible spreading
of the valence electrons into the vacuum, the surface plane in the Al(111) direction
shows an all-over increase in density with respect to the bulk situation. In the
Al(100) and Al(110) directions, the density is similarly increased along the bonds
between nearest-neighbours. Compared with the bulk situation, this extra density
in the p‖-states, which increases with higher atomic packing of the surface, results
in a lower occupation of the p⊥-orbitals and tends to decrease the work function.
This view is supported by the following numerical experiment, in which we
have sought to modify the number of valence electrons associated with each Al
ion. We have deﬁned a series of virtual atoms AlZ , with varying valence Z,
by using pseudopotentials linearly scaled from that of aluminium. Since Al has
three valence electrons, to retain charge neutrality AlZ is associated with Z = 3λ
electrons, where λ is the pseudopotential scaling factor. We then computed self-
consistently the work functions of the corresponding AlZ crystals, i.e. a series of
crystals composed of AlZ pseudo-atoms on an Al fcc lattice.
4 The results for the
three principal directions are plotted in Figure 5.6 as a function of the number
of electrons per ion (and of λ). It is seen that for low values of the density, the
ordering of the work functions follows the Smoluchowski prediction and increases
4The virtual crystal calculations are performed at the theoretical lattice constant of alu-
minium: a = 7.51 a.u. The cutoﬀ is increased to 25 Ry for λ > 1.5.
76 CHAPTER 5. WORK FUNCTION ANISOTROPIES
Figure 5.6: Work functions
of the virtual AlZ crystals for
the three principal surface ori-
entations, as a function of
the valence charge Z (lower
axis) and the Al pseudopo-
tential scaling factor λ (up-
per axis), as detailed in the
text: (111): triangles, (100):
squares, (110): circles. The
solid vertical line shows the
position of the real Al crystal.
Vertical dashed lines delimit
the ﬁlling of diﬀerent orbital
states.
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from (110) to (100) and to (111). However, as the number of valence electrons
per ion is increased above two, the trend of the (111) surface changes and it
crosses below the other directions. As the density rises further, a number of other
crossings are observed.
As shown in Figure 5.6, the Smoluchowski rule correctly describes the Al work
function anisotropy when the only occupied levels around each ion are s-states.
Figure 5.7 shows the bulk band structures of Al and Al1.5 along the three directions
of interest. We observe that below the Fermi level of Al the band structure
depends weakly on the value of the electronic density. As λ changes, only the
position of the Fermi level is modiﬁed signiﬁcantly to accommodate the diﬀerent
number of electrons in the crystal. For low values of the electronic density, in the
Smoluchowski regime of the work function, the Fermi level is positioned on the
nearly parabolic isotropic s-band. The ﬁrst sign of a change in the trend of the
work function occurs for the Al(111) face when the states at the bottom of the p-
band begin to be ﬁlled, near the Bragg plane at the edge of the Brillouin zone in the
(111) direction. The electronic wave functions of the surface are indeed expected
to derive from Al bulk states with similar energies in the semi-inﬁnite system. As
the electronic density increases the anisotropic p-bands are increasingly ﬁlled and
the work function becomes highly anisotropic.
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Figure 5.7: The band struc-
ture of Al (continuous lines)
and of Al1.5 (dashed lines),
along selected directions in
the Brillouin zone. The en-
ergy zero is set at the band
minimum in both cases. The
Fermi level EF is situated at
11.43 eV in Al (horizontal
solid line) and at 7.47 eV in
Al1.5 (horizontal dashed line). 0
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We thus suggest that it is the face-dependent ﬁlling of the p-states at the
surface that is responsible for the work function anisotropy in Al. The occupation
of the p‖-states is aﬀected by the position of the ionic neighbours, and hence by the
surface orientation. A modiﬁcation of the number of valence electrons in p‖-states
induces a change in the ﬁlling of the p⊥-states and therefore of the surface dipole.
The (111) surface has the highest number of nearest-neighbours in the surface
plane and the p‖-states are highly favoured. This results in fewer electrons in the
p⊥-orbitals and leads to a lower surface dipole compared to other orientations.
The Al(111) work function therefore dips below the other two orientations at an
early stage when the electronic density is artiﬁcially raised. The second most
dense surface is (100) and, as seen in Figure 5.6, it is the second direction to
dip below the (110) direction when the p-states are ﬁlled. The (110) direction
then exhibits the largest work function. At this point Smoluchowski’s ordering
has been reversed. When the p-states are nearly completely occupied, the work
functions show further crossings, in reverse order to which they ﬁrst appeared.
For 8 electrons per ion, the p-states are fully occupied and the contribution of the
p-orbital ﬁlling to the anisotropy disappears. The work functions are then seen
to be ordered similarly to the low-density situation.
The anomalous outward relaxation of the Al(111) and Al(100) top layers can
be similarly understood in terms of the weakening/strengthening of the p⊥/p‖
surface orbitals resulting from their diﬀerent occupation with respect to the bulk
situation. We have examined the surface relaxation of an Al1.5 crystal, which
contains no ﬁlled p-bands, and the anomalous outward relaxations are found to
disappear in this case. Moreover, for Al8, in which the p-bands are completely
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Figure 5.8: Atomic pseudo-wave functions in copper and gold, multiplied by the ra-
dial distance r, calculated with Troullier-Martins pseudopotentials. The localised fully-
occupied d-orbitals (thick solid lines), partially occupied valence s-orbitals (thin solid
lines), and unoccupied p-orbitals (dashed lines) are apparent. The theoretical bulk
nearest-neighbour distances of 4.74 and 5.46 a.u., in Cu and Au respectively, are indi-
cated by vertical arrows.
ﬁlled, the (100) and (111) surfaces show standard inward relaxation.5
In this light, the ordering of the work functions and the surface relaxations in
Al are seen to arise from the interplay of two trends. At low electron densities,
Smoluchowski smoothing is seen to describe correctly the surface trends. When
p-bands are ﬁlled, the trends change and depend on the exact number of valence
electrons per ion. The exceptional nature of Al among fcc metals thus results
from its Fermi level positioned among p-bands.
5.3 Contributions from d-states in noble metals
5.3.1 Unreconstructed surfaces
Isolated atoms of noble metals, such as copper, silver, and gold, contain a spatially-
localised ﬁlled shell of d-orbitals that are close in energy to a singly-occupied s-
orbital. Early studies noticed that both these orbital states participate in bonding
mechanisms [115] and should be included in the valence states. In this section,
we examine the contributions of the d-states to the work function anisotropies of
copper and gold, by means of ab-initio calculations of relaxed and unrelaxed low-
index surfaces. We present increasingly accurate theoretical descriptions of Cu
and Au crystals, progressively accounting for the full contribution of the d-states.
5The relaxations at the surfaces of the virtual crystals are determined at their respective
theoretical lattice constants.
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The electronic structures of noble metals in the atomic state contain d-orbitals
that are entirely ﬁlled with 10 electrons, leading for example to: Cu: [Ar] 3d10 4s1
and Au: [Xe] 5d10 6s1. The atomic valence orbitals for these two elements are
shown in Figure 5.8. The d-orbitals are seen to be mostly localised within 2 a.u.
of the ion centres, well below the bulk theoretical nearest-neighbour distances. As
a ﬁrst approximation, we neglect the eﬀect of the semi-core d electrons and treat
the d-orbitals as core states in our pseudopotential calculations for the copper
and gold surfaces. We thus iterate a metallic slab to self-consistency with a single
electron per atom to obtain the electrostatic potential step at the surface.6 The
resulting work-function anisotropies of Cu and Au with only one valence electron
(W s) (calculated from Equation 4.5) are shown in Table 5.3 for unrelaxed surfaces.
In this approximation, the ordering of the surfaces for both metals follows the
Smoluchowski rule of increasing work function with the surface packing density,
from (110) to (100) and to (111).
The eﬀect of the d-electrons in Cu and Au can be partially accounted for, in
the crystalline state, by including the frozen atomic charge of the d-orbitals in the
evaluation of the crystalline exchange-correlation potential. This so-called non-
local core correction (CC) [119] provides an improved description of the metal,
while retaining the simplicity of a single valence electron per atom. The calculated
work function anisotropies W sCC are shown in Table 5.3, with the diﬀerences W
s
CC−
W s indicated in italics.
The core correction is seen to reduce the work functions of all Cu and Au
surfaces. The global reduction in work function can be understood in terms of
a bulk eﬀect resulting from an enhanced electron-ion bonding. The on-site s-d
overlap creates a supplementary exchange-correlation potential that bonds the
electrons more strongly to the ions. We attribute the orientation-dependence of
the work function change to the varying interaction between the s-orbitals of the
surface atoms and the d-orbitals of neighbouring atoms. Orientations where the
surface atoms possess a larger number of nearest neighbours are then expected
to show increased bonding of the valence electron and a corresponding greater
reduction in the surface dipole. Indeed, the work function is most strongly reduced
by the core correction on the close-packed Cu(111) and Au(111) surfaces. This
trend is opposite to the Smoluchowski ordering but its eﬀect is not large enough to
clearly reverse the W sCC work function anisotropy. In Au, where the d-orbitals are
more extended, the core-corrected work functions W sCC of Au(100) and Au(110)
6The successive approximations to Cu and Au are performed at the theoretical lattice con-
stants of copper and gold (respectively 6.68 and 7.72 a.u.). We use Troullier-Martins pseudopo-
tentials and a plane-wave kinetic energy cutoﬀ of 36 Ry for Cu with one valence electron (25
Ry for Au). We use similar supercells and sets of k-points as for the Al surfaces studied in
Section 5.2.
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Table 5.3: Theoretical val-
ues of the copper and gold
work functions of unrecon-
structed relaxed (W calcrelax) and
unrelaxed (W calcunrel) surfaces,
compared with the unrelaxed
s-electron contribution with
(WsCC) and without (W
s)
the non-local core correction.
Diﬀerences between consecu-
tive lines are oﬀset in italics.
For copper, two experimen-
tal measurements obtained by
photoemission [116] (W expPE )
and ARUPS [2] (W expARUPS)
are included. For gold,
three experimental measure-
ments on reconstructed sur-
faces, obtained by PE/CPD
[117] (W expPE ) and ARUPS [2,
118] (W expARUPS) are shown.
All values in eV.
COPPER
(111) (100) (110)
W calcrelax 5.31 5.02 4.81
W calcunrel 5.32 5.05 4.83
-0.16 -0.18 -0.26
W sCC 5.49 5.23 5.09
-1.72 -1.52 -1.37
W s 7.21 6.75 6.46
W expPE 4.94±0.03 4.59±0.03 4.48±0.03
W expARUPS 4.93±0.03 4.63±0.03
GOLD
(111) (100) (110)
W calcunrel 5.63 5.53 5.41
-1.07 -0.75 -0.88
W sCC 6.70 6.28 6.29
-2.01 -1.87 -1.66
W s 8.71 8.15 7.95
W expPE 5.30±0.05 5.12±0.07
W expARUPS 5.26±0.04 5.22±0.04 5.20±0.04
W expARUPS 5.55±0.03
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Figure 5.9: Bulk band structures of copper and gold, two noble face-centered cubic
metals. The energy zero is positioned at the bottom of the ﬁrst valence band. The
Fermi energy EF is shown in each case as a horizontal solid line: at 10.10 eV in Cu,
and at 9.99 eV in Au.
are much closer than if the core-correction is omitted (W s).
In order to account fully for the eﬀect of the d electrons, they must be treated
as valence orbitals, i.e. 11 valence electrons per ion must be included in the pseu-
dopotentials of Cu and Au.7 In the solid state, this leads to a hybridisation
between s- and d-states, as seen in the bulk band structures of Figure 5.9. The
d-states form a band localised in energy, slightly below the Fermi level, and mixed
with the s-states. At noble metal surfaces, the d-band is narrower than in the bulk
and its centre of gravity is slightly shifted to higher energies. In a tight-binding
picture, the narrowing results from a reduced number of nearest neighbours for
atoms at the surface. The shift in energy of the d-band follows the increase in
potential near the metal surface. In the LDOS of a Cu(110) surface, shown in
Figure 5.10, the d-band in the top layer is seen to peak at higher energies than
deep inside the metal slab. It has been recognised that, as a consequence of the
s-d mixing, the occupation number of the d band, in Cu and Au bulk crystals [8,
120], is below the 10 electrons characteristic of the atomic state. Approximately
1.5 non-d electronic states per atom are ﬁlled in the solid state, which proves
crucial, as we will see, to understanding the work function anisotropy trends.
The work functions W calcunrel of unrelaxed surfaces, obtained by treating the d-
states as valence orbitals, and the corresponding diﬀerences W calcunrel −W sCC , are
7The cutoﬀ is increased to 70 Ry for Cu (40 Ry for Au) to describe the localised d-electrons
in the full calculation.
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Figure 5.10: Local density of
states in a Cu(110) slab, per
eV and per atom. Curves 0 to
IV exhibit the LDOS of layers
increasingly deep in the metal
and have been calculated in
the corresponding regions 0
to IV shown in the inset at
the bottom, where grey circles
indicate the atomic planes.
Curves II to IV have been
shifted vertically for clarity.
The energy zero is set at the
Fermi energy EF .
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also shown in Table 5.3. The W calcunrel−W sCC diﬀerences result from a combination
of two eﬀects—attributed respectively to the s- and d-states—that act oppositely
on the work function anisotropy. Firstly, as a consequence of the hybridisation, a
supplementary ∼0.5 s-electron per atom is present in the exact calculation. This
extra electron contributes to an increased Smoluchowski smoothing that tends to
decrease the work function. The electronic smoothing forms a reverse dipole that
is most intense on the loosely-packed orientations. Indeed, in Cu, we see that the
diﬀerence W calcunrel −W sCC is always negative and increases in magnitude from the
(111) to the (100) and to the (110) surface, following the Smoluchowski ordering.
Secondly, since the d-states are not completely ﬁlled, they may contribute to the
work function anisotropy in a manner similar to the partially-occupied p-states
in Al. By analogy with our observations in Al, the redistribution of the electrons
among the d-states of the surface atoms should favour states within the surface
layer and reduce the ﬁlling of those pointing to regions of higher potential outside
the metal. This eﬀect is expected to reduce the work function most strongly
on the surfaces of highest density. Furthermore, this contribution is expected
to increase with the spatial extent of the atomic-like d-orbitals, since they will
then sample the potential over a wider area. In Au, where the d-orbitals are
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Table 5.4: Surface relax-
ations of copper surfaces: the
variations in the top two in-
terplane distances (Δdcalc), in
percent, are compared with
experimental data (Δdexp) of
Ref. [121–123] for the (111),
(100), and (110) surfaces re-
spectively.
COPPER
(111) (100) (110)
Δdcalc12 -0.5 -3.4 -10.2
Δdcalc23 +0.3 +0.8 +3.8
Δdexp12 -0.7±0.5 -2.1±0.2 -10.0±1.0
Δdexp23 +0.5±0.2 +1.9±1.0
more extended, we note that the diﬀerences W calcunrel −W sCC are much larger than
in Cu. The close-packed Au(111) surface shows the greatest reduction in work
function, as would be expected from this contribution alone. We also observe
that the ﬁnal work function anisotropy of Au is smaller than for Cu, in view of
the greater contribution of the d-states. However, the separation of the change
in work function into two distinct s- and d-terms is largely conceptual and non-
linear eﬀects could be present, particularly in Au, where the work function change
is strong.
We have relaxed the top two interlayer distances of the principal Cu surfaces
(see Table 5.4) and calculated the corresponding work functions W calcrelax, which are
shown in Table 5.3. The theoretical relaxations follow the experimental trend of
inward relaxation for all Cu top layers. As for aluminium surfaces, the relaxation
negligibly changes the work function. We may now compare the results of our full
calculations with experimental data shown in Table 5.3. In Cu, the theoretical
work function anisotropy correctly follows the experimental trend, even if our
calculations overestimate the PE and ARUPS data by ∼0.4 eV.8 Contrary to
copper surfaces that are generally unreconstructed experimentally, the low-index
orientations of gold usually show complex reconstructions. The top layer of the
Au(111) surface shows a [(22±1)×√3] surface unit cell of higher density than the
underlying planes [125, 126]. The ground state of the Au(100) surface is formed by
a close-packed rotated hexagonal monolayer on top of the bulk square lattice, with
a proposed superlattice periodicity of (28× 5) [127]. Au(110) surfaces are known
to form (1× 2) missing-row reconstructions in the surface plane, with a doubling
of the unit cell perpendicular to the furrows [128, 129]. A comparison between
the theoretical work functions of Au and experimental data must therefore be
made cautiously. Nevertheless, the ordering of the theoretical work functions is
also reproduced in Au.
8This diﬀerence with the experimental work functions can be tentatively ascribed to the
pseudopotential. Test calculations of Cu surfaces using a diﬀerent (ultrasoft) pseudopotential
[124] have shown work functions that are lower by up to 0.2 eV than the results presented here.
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Figure 5.11: Contours of equal electronic charge density at an unrelaxed Au(110)
surface (left panel) and at an unrelaxed reconstructed Au(110) (1 × 2) missing-row
surface (right panel), shown cut through a (1 1 1) plane, not perpendicular to the
missing rows, but containing the surface and second-layer atoms (black disks). The
contours are indexed in electrons per unit cell and are drawn at the same densities in
both panels. The insets show top-down views, with atoms deeper below the surface
shown darker.
5.3.2 Inﬂuence of surface reconstruction
The Au(110) (1 × 2) missing-row surface is the only reconstructed Au surface
amenable to ab initio computations. We have calculated its work function using a
unrelaxed slab containing 8 ﬁlled planes with half-ﬁlled layers on either side, for a
total of 18 Au atoms per supercell. The self-consistent electronic density is com-
pared with the unreconstructed surface density in Figure 5.11. The theoretical
work function of the reconstructed surface is 5.38 eV, very close to the unrecon-
structed value of 5.41 eV (compared with our numerical accuracy), even though
the surface charge densities appear very diﬀerent in the two panels of Figure 5.11.
The similarity of the work functions of the reconstructed and unreconstructed
Au(110) surfaces can be understood by considering rearrangements of the charge
density of the unreconstructed surface that yield rigorously identical work func-
tions. In Figure 5.12, the total charge density in a supercell is conceptually sepa-
rated into three regions. Regions A and B are parallel slabs situated on either side
of a [110] row of surface atoms and extending up to the neighbouring ions in the
second surface layer. Region C is a Wigner-Seitz unit cell centered around a bulk
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Figure 5.12: Left panel: The charge density at an unrelaxed Au(110) surface is parti-
tioned into regions A/B (light grey areas), on either side of a surface atom, and C, a
Wigner-Seitz unit cell around a bulk atom (dark grey area). Right panel: By removing
region C and translating regions A and B, an approximation of the charge density at
the Au(110) (1×2) missing-row surface is obtained. Both panels are shown cut through
a (1 1 1) plane. The contours are indexed in electrons per unit cell and are drawn at
the same densities in both panels.
atom deep in the crystal below the [110] row, containing by symmetry no total
charge or dipole. By removing region C and translating regions A and B to ﬁll the
gap, the work function of the surface is unchanged since the macroscopic surface
dipole of the unreconstructed surface D110 is conserved. In this way, the exact
ionic density of the reconstructed missing-row surface is recovered. Furthermore,
by observing the contours of equal electronic charge density, we note that this re-
arrangement of charge provides an approximation of the exact electronic Au(110)
(1 × 2) charge density. The real electronic density only diﬀers from the model
above the atoms at the centres of the (111)-like microfacets, where it accounts for
the slight change in work function.
The Au(110) (1 × 2) missing-row surface diﬀers from other reconstructions
in that the work function is generally expected to change with the surface re-
construction. As a comparison, we have performed calculations of hypothetical
missing-row reconstructions of Au(111) and Au(100) surfaces, where the work
function is observed to diminish (by -0.27 and -0.10 eV respectively). In these
two cases, by rearranging the unreconstructed charge density, in a similar fashion
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to Figure 5.12, we cannot recover the reconstructed electronic charge since the
missing rows introduce deep furrows into an otherwise smooth surface. The re-
duction in work function of the hypothetical reconstructed surfaces can then be
attributed to strong reverse dipoles induced by Smoluchowski smoothing in the
newly-created furrows.
5.4 Conclusions
In this chapter, we have performed self-consistent ab initio calculations of inﬁnitely-
extended surfaces of several typical elemental metals. We have studied successively
sodium, aluminium, copper and gold, where we have reproduced the experimental
trends of the work function anisotropies and of the surface relaxations. In each
case, we have studied the physical mechanisms that determine the work-function
ordering of the main crystallographic orientations.
We have seen that the ﬁlled states near the Fermi energy control the surface
properties of metals since they extend furthest into the vacuum. They give rise to
large surface dipoles which sensitively aﬀect the work function. When the bands
around the Fermi energy have a dominant s-character, the clean metal surfaces
show a standard work function anisotropy that follows the Smoluchowski rule.
The work function of sodium, a bcc metal with a single s valence electron, typiﬁes
this behaviour and correspondingly increases from the (111) to the (100) and to
the (110) surface.
We have explained the aluminium work function anomaly by means of a micro-
scopic approach. The anisotropy trend of the work function in Al can be explained
by a charge transfer for the surface ions from the atomic-like p-orbitals perpen-
dicular to the surface plane to those parallel to the surface, when compared to
the orbital occupation numbers of the ions in the bulk. The anomalous outward
relaxation of the Al(100) and Al(111) top layers can similarly be understood in
terms of a charge transfer among surface p-orbitals. The exceptional nature of
the Al work function and the Al surface atomic relaxation, when compared to
other fcc metals, results from a dominant p-atomic-like character of the density of
states near the Fermi energy. Most elemental metals with a larger valence Z than
Al tend to lose their cubic structure, as seen in the periodic table of Figure 2.11,
and the work function is then also inﬂuenced by the macroscopic anisotropy of
the crystal structure.
In noble fcc metals such as Cu or Au, the localised d-orbitals, positioned
slightly below the Fermi energy, do not contribute as strongly as the s-electrons
to the work function anisotropy. However, the hybridisation between the s- and
d-orbitals inﬂuences the number of ﬁlled states of both types, leading to com-
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plex charge rearrangements on the surface atoms that induce changes in the work
function that can be opposite to the Smoluchowski rule, as seen most clearly in
unreconstructed Au surfaces. The modiﬁcations in occupation numbers of the
various orbitals on the surface atoms, as well as the possible surface reconstruc-
tions, must therefore be taken into account to recover experimental work function
trends accurately.
Maxwell had plenty of time to think
While dipping his pen in the ink.
Today’s computations
With Maxwell’s equations
Don’t leave you the time for a wink.
Amikam Aharoni
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Chapter 6
Work functions at facet edges
6.1 Introduction
MOST clean metal surfaces have work functions that range from 3 to 5 eV,while the work function diﬀerence between two inequivalent surface orien-
tations of the same metal can be between 0.1 and 0.8 eV. The anisotropic fraction
thus represents a substantial proportion of the total work function. This leads
to an interesting theoretical problem, namely, the calculation of the electrostatic
potential and the local work function outside a ﬁnite crystal, particularly if non-
equivalent facets are exposed to the vacuum. At large distances from a ﬁnite
crystal, the crystalline anisotropy is negligible and the electrostatic potential is
clearly isotropic. Closer to the crystal, the electrostatic potential varies from one
facet to another, in accordance with the work function anisotropy. Indeed, just
outside a neutral crystal of ﬁnite dimensions, the electrostatic potential is ﬁxed by
the work function of the adjacent facet (see Chapter 2). When the work function
diﬀers between two neighbouring facets, the electrostatic potential must vary on
a microscopic scale close to the facet edge. In particular, the mechanism allowing
for two unequal work functions to merge smoothly around an edge has remained
largely unexplored up to now. The purpose of this chapter is to study, by means
of ab initio calculations, the behaviour of the electrostatic potential and the local
work function around metal facet edges.
We concentrate here on atomic-sharp edges between high-density facets in
nanowires. The electrostatic potential around metallic facet edges has not been
extensively studied theoretically on a microscopic scale up to now. An early
theoretical study of a 90◦ jellium wedge [130] concentrated on the potential inside
the metal, modelling the electronic density by a product of two one-dimensional
surface distributions. The same wedge has also been studied more recently in the
Thomas-Fermi approximation in relation with edge energies [10]. However, this
model is known to be a poor approximation for surfaces, since the associated work
89
90 CHAPTER 6. WORK FUNCTIONS AT FACET EDGES
function vanishes [44]. Experimentally, atomic-sharp edges are accessible by build-
up of low-index facets due to surface diﬀusion in the presence of an electric ﬁeld.
This technique has been exploited in microtip fabrication for scanning tunnelling
microscopy [131].
The nanowires we examine in this chapter have facets suﬃciently large to
reproduce single-surface electronic properties. Metallic wires with similar thick-
nesses are actually used in nano-scale devices [132] and can be fabricated by several
techniques [133–137]. These nanowires have been imaged by scanning tunnelling
microscopy [134, 135] or high-resolution transmission electron microscopy [132,
133]. Such experimental developments have motivated recent theoretical inter-
est in structural [138, 139] and electronic [140–142] properties of unsupported
nanowires [143].
As a prototype system exhibiting a measurable work function anisotropy, we
focus on aluminium. We determine the charge density and the electrostatic po-
tential near an edge between two equivalent and non-equivalent Al facets in Sec-
tion 6.2. The importance of accounting for the ionic surface relaxation near facet
edges is highlighted in Section 6.3. The broad features of the potential distri-
bution outside a metal crystal are examined from a simple model of the surface
dipoles in Section 6.4. Finally, we consider the eﬀect of the image potential on
the local work function outside a facet edge in Section 6.5, before concluding in
Section 6.6.
6.2 Facet edges in aluminium crystals
A perfect facet edge is located at the boundary between two non-parallel clean
crystalline surfaces. In order to characterise a facet edge, it is convenient to give
the Miller indices {hkl} of the two surfaces that join along it, but this information
is not always suﬃcient to determine the facet edge uniquely. In cubic crystals,
there can be up to 24 diﬀerent acute angles, and 24 corresponding obtuse angles,
between two crystal faces of given forms {hkl} and {h′k′l′}. Between two faces of
the same form {hkl}, a maximum of 16 diﬀerent acute angles are possible [144].
The number of distinct angles is in many cases strongly reduced by symmetry.
However, the number of inequivalent facet edges may be larger than the number
of diﬀerent angles, even with a monoatomic basis, as a consequence of the various
translation states within the atomic planes perpendicular to a given direction. In
Table 6.1, we display the number of inequivalent facet edges for the low-index fcc
and bcc surfaces.
We have concentrated in this study on Al(100) and Al(111) facets and their
mutual convex edges, which, as seen in Table 6.1, are few in number. These are the
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Table 6.1: Total number of
inequivalent convex angles be-
tween two crystal faces of
given forms {hkl} and {h′k′l′}
in cubic crystals. The num-
bers shown in brackets give
the inequivalent facet edges
in fcc/bcc crystals with a
monoatomic basis. The two
inequivalent (100)-(110) or-
thogonal facet edges a/b of a
fcc crystal are shown below, as
an example, where grey and
white circles denote atoms in
diﬀerent parallel planes.
{111} {100} {110}
{111} 2 (2/7) 2 (2/4) 3 (3/3)
{100} 1 (1/2) 3 (4/3)
{110} 3 (7/3)
(110)
a bfcc
crystal
ab
(010)
(010)
(110)
facets of highest density, and are known to possess the lowest surface energies [24,
145]. Real Al crystal surfaces therefore preferentially present these orientations
[146], which also exhibit a measurable diﬀerence in work function. The charge
densities and surface potentials at facet edges are determined from ab initio cal-
culations by considering supercells containing metallic nanowires surrounded by
vacuum regions.
For the facet edges between Al(100) and Al(111), we use 25 atoms in a 5 by
5 array, with 4 vacuum planes parallel to the (111) facet and 5 vacuum planes
parallel to the (100) facet, with 8 k-points in the reduced Brillouin zone. For
the Al(100)-Al(010) facet edge, respectively Al(111)-Al(111), we use 25 atoms in
a 5 by 5 array, with 5 vacuum planes along each dimension and 7, respectively
10, reduced k-points. In Figure 6.1, we display a three-dimensional view of the
nanowire adapted for the Al(111)-Al(111) facet edges and its associated supercell.
In this geometry, the nanowire has a section in form of a parallelogram and is
inﬁnitely long. The supercell is chosen with two basis vectors parallel to the crystal
facets and a third perpendicular basis vector along the facet edge of interest.
We use a Troullier-Martins pseudopotential [82] in the Kleinman-Bylander
approximation [83]. The valence charge density is determined self-consistently by
expanding the electronic wave functions on a set of plane-waves of kinetic energy
up to 14 Ry.
6.2.1 Charge density at facet edges
Just as an extended crystalline surface can be characterised by a double-layer
distribution of charge, the spilling of the electronic charge into the vacuum near
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Figure 6.1: View in three
dimensions (3D) of a typical
nanowire for studying facet
edges. The atoms forming the
unit-cell basis (light grey cir-
cles) are shown in the super-
cell (solid lines), and are sur-
rounded by vacuum. By re-
peating the unit cell (dashed
lines), the column of atoms
forms an edge between a (111)
facet and a (111) facet (greyed
planes).
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a facet edge creates a similar surface charge distribution. However, contrary to
extended crystalline facets, the surface charge at a facet edge cannot unambigu-
ously be measured by its dipolar moment and, near an extended edge, is best rep-
resented in a two-dimensional section perpendicular to the two facets. In order to
extract the surface charge distribution near facet edges, we have developed a two-
dimensional (2D) averaging procedure. Once the self-consistent three-dimensional
charge density ρ(x1, x2, x3) is determined, a linear average parallel to the facets is
performed to obtain a plane-projected 2D average electronic density ρ(x1, x2):
ρ(x1, x2) =
1
L
∫ L
0
dx3 ρ(x1, x2, x3), (6.1)
where the coordinates x1, x2, and x3 are measured along the supercell edges, L
is the supercell height, and the third axis is chosen parallel to the two facets of
interest. In order to obtain stable values of the charge density and potential inside
the metal, the microscopic atomic-scale structure is evacuated by means of a 2D
macroscopic average:
ρ(x1, x2) =
1
A
∫ d1/2
−d1/2
dx′1
∫ d2/2
−d2/2
dx′2 ρ(x1 + x
′
1, x2 + x
′
2), (6.2)
where d1 and d2 are the dimensions along the basis vectors of the 2D lattice unit
cell of the crystal and A is its area. Orthogonal basis vectors have been assumed in
Equation 6.2. Further details about this procedure may be found in Appendix A.2.
The two-dimensional averaging technique is illustrated in Figure 6.2 for a 90◦
facet edge between two equivalent Al(100) surfaces. The plane-projected valence
electron charge density and the result of the 2D macroscopic average on the total
charge are shown, thereby highlighting the surface dipole. The electronic density
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Figure 6.2: Plane-projected
electronic charge density (left
panel) and total macroscopic
charge density (right panel)
at a facet edge between two
unrelaxed Al(100) surfaces.
Dashed lines correspond to
negative values. The con-
tours are uniformly spaced by
0.3 electrons per unit cell.
The black disks indicate the
atomic columns. The axes are
graduated in atomic units.
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Figure 6.3: Contour plot of
the total macroscopic charge
density at the two inequiva-
lent facet edges between un-
relaxed Al(100) and Al(111)
surfaces. The contours are
uniformly spaced by 0.3 elec-
trons per unit cell. Dashed
lines correspond to negative
values. The thick line shows
the limit of the macroscopic
ionic charge. The axes are
graduated in atomic units.
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is seen to smooth the sharp edge of the rectangular macroscopic ionic charge at
the corner. The inﬂuence of the facet edge on the charge density extends up to the
atomic columns surrounding the edge, beyond which stable densities characteristic
of inﬁnite facets are recovered.
We now turn to the facet edge between two non-equivalent surfaces, which
possess diﬀerent work functions and correspondingly dissimilar surface dipoles.
Figure 6.3 shows the total macroscopic charge around the two diﬀerent edges
between Al(100) and Al(111) facets, without any surface relaxation. Near the
obtuse edge, the electronic density closely follows the angled surface, with slight
smoothing within ∼4 a.u. Around the acute angle, the electronic smoothing is
notably stronger. The intrinsic diﬀerence between the two facets is not readily
seen in the contour plot of the charge density, but leads, as we will see in the next
section, to noticeable diﬀerences in the contour plot of the electrostatic potential.
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6.2.2 Electrostatic potential around facet edges
To calculate the potential outside the nanowire and particularly at large distances
from it, we must make abstraction of the repeated wires in neighbouring supercells.
In order to determine the macroscopic electrostatic potential v(x1, x2) outside a
single isolated wire from the corresponding macroscopic charge ρ(x1, x2), we use
a modiﬁed 2D multipole scheme [147]. In this technique, the plane is divided
into two separate regions by a circle surrounding the total macroscopic charge,
chosen for convenience entirely within the supercell. To determine the potential
inside this ring, we integrate the Poisson law in reciprocal space from the self-
consistent charge density using the periodic boundary conditions imposed by the
supercell. The potential is also determined in this way at a number of discrete
points uniformly spread around the circle. If the disk is assumed to be in a perfect
vacuum and not surrounded by supercell neighbours, the potential outside the disk
can be expanded in terms of this set of values, as is detailed in Appendix A.3. To
estimate the local work function WL(x1, x2), the bulk Fermi level EF is subtracted
from the macroscopic electrostatic potential v(x1, x2):
WL(x1, x2) = v(x1, x2)− EF . (6.3)
However, in this way, many-body eﬀects, and particularly the image force felt
outside the metal (which is not captured by the LDA approach), have not been
included. Far from the metal surface, the image force may be neglected and
we recover the correct local work-function value. In Section 6.5, we argue that
the image force behaves monotonously around facet edges and that it should not
contribute to the work function anisotropy in the vacuum.
The electrostatic potential created around an Al(100)-Al(010) facet edge, with-
out any surface relaxation, is shown in Figure 6.4, where the Al nanocrystal is
displayed in its entirety. The potential zero is set at the Fermi energy (of a bulk
crystal), thus obtaining an approximation of the local work function. Just outside
the centre of each facet, we reobtain the inﬁnite-plane work function, calculated
one-dimensionally (4.42 eV). The potential dips markedly near the edges, as seen
from the contour lines extending further into the vacuum. This lowering in the
electrostatic potential is created by a reduction of the surface dipole density near
the facet edge. A similar picture was obtained in the theoretical study of stepped
jellium surfaces [31], where the potential contour lines were seen to protrude near
the tops of the ledges. Scanning tunnelling microscopy images of the local work
function of Au/Cu(111) surfaces have also shown an experimental lowering of the
potential near step edges (see Figure 2.15 and [55]). The aspect of the electro-
static potential calculated at a facet edge ab initio is strikingly diﬀerent from
that obtained for a jellium in the Thomas-Fermi approximation [10], where a
6.2. FACET EDGES IN ALUMINIUM CRYSTALS 95
Figure 6.4: Contour plot of
the macroscopic electrostatic
potential distribution (in eV)
around a facet edge between
two Al(100) surfaces, without
surface relaxation. The po-
tential zero has been set at
the Fermi energy (thick line).
Continuous (dashed) lines in-
dicate regions above (respec-
tively below) the potential at
inﬁnity. The black disks indi-
cate the atomic columns. The
axes are graduated in atomic
units.
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near-monotonous smoothing around the edge was observed.
When leaving the nanocrystal in Figure 6.4 from an edge, for instance in the
(110) direction, the potential increases monotonously to its value at inﬁnity. Per-
pendicularly to the Al(100) facets, the potential shows a maximum corresponding
to the value of the inﬁnite-plane work function, before decreasing to its value at
inﬁnity. This decrease is characteristic of the ﬁnite size of the metallic slab, and
shows that the edge inﬂuences the potential far outside the metal. Since we obtain
outside the middle of each facet the value of the work function calculated for an
inﬁnite Al(100) surface, the size of our nanocrystal is expected to be suﬃcient to
understand qualitatively the eﬀect of edges on the potential outside macroscopic
crystals. For larger crystals of similar geometry, we expect the general behaviour
of the electrostatic potential calculated here to be retained far away from the
crystal. However, larger spatial regions at the potential of the inﬁnite-plane work
function will develop outside each facet, with highly localised reduced potential
areas near the facet edges. In Section 6.4.1, we will see that such a description
is indeed consistent with the prediction of a model assuming surface dipoles uni-
formly distributed on the facets, but reduced near the facet edges.
One should not deduce from this ﬁrst example that the electrostatic poten-
tial is always reduced near facet edges. Figure 6.5A shows the potential outside
edges between two Al(111) facets, without any ionic relaxation. At the acute
edge between two Al(111) facets, the electrostatic potential is seen to be locally
raised. Pursuing our interpretation of work function anisotropy trends in alu-
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Figure 6.5: Contour plot of the macroscopic electrostatic potential distribution (in eV)
around facet edges between two Al(111) surfaces. Panel A omits (and panel B respec-
tively includes) surface relaxation. The potential zero has been set at the Fermi energy
(thick line). Continuous (dashed) lines indicate regions above (respectively below) the
potential at inﬁnity. The disks indicate the atomic columns. The axes are graduated in
atomic units.
Figure 6.6: Contour plot of the
macroscopic electrostatic potential
distribution (in eV) around un-
relaxed facet edges between two
AlZ=1(111) virtual-crystal surfaces.
The AlZ=1 virtual atoms, deﬁned
in the text, are placed on an Al fcc
lattice. The potential zero has been
set at the Fermi energy (thick line).
Continuous (dashed) lines indicate
regions above (respectively below)
the potential at inﬁnity. The disks
indicate the atomic columns. The
axes are graduated in atomic units.
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minium presented in Section 5.2, the local rise in potential outside the edges
between low-work-function Al(111) facets can be explained in terms of a change
in the occupation numbers of the atomic-like p-orbitals on the edge atoms. At
a facet edge, the asymmetry between the three directional p-orbitals is diﬀerent
from that of an atom in an extended facet. Only one p‖-orbital on the edge atom
is parallel to both facets, whereas two p‖-orbitals are parallel to an extended sur-
face. Compared to atoms at the surface of extended Al(111) facets, a decrease in
the occupation of the p‖-states is present at the edges studied here and a corre-
sponding increase in the occupation of the atomic-like p⊥-states perpendicular to
the facet edges is induced. This redistribution of charge among the inequivalent
orbitals of the edge atoms creates a local increase in potential outside the acute
edge.
This interpretation is supported by a numerical experiment, similar to those
presented in Section 5.2, where we change the number of electrons associated
with each Al ion. In Figure 6.6, we display a crystal of AlZ=1 virtual atoms—
formed by linearly scaling the Al pseudopotential by 1/3—arranged in the same
geometry as Figure 6.5A. Outside the centres of the facets, the potential compares
favourably with the work function calculated for a laterally-inﬁnite surface of this
orientation and valence (from Figure 5.6: W=3.58 eV). However, compared to
real Al, the general aspect of the potential outside the nanocrystal has changed
considerably. The potential now shows extended regions of low work function
at both the acute and the obtuse edges. We believe this behaviour represents
the general case for metals which do not possess an open shell of p-states (and
for edges between equivalent facets). This is conﬁrmed by a further study of a
Na bcc nanowire with 60◦ and 120◦ edges between (110) facets (see Figure 6.7),
where an analogous localised reduction in the electrostatic potential is seen near
the edges.1
The local work function around unrelaxed edges between two inequivalent Al
facets is shown in Figure 6.8A. The small diﬀerence between the surface charge
densities of the two orientations induces an observable potential anisotropy. The
presence of a potential gradient outside the metal near the facet edge allows the
two diﬀerent work functions to merge smoothly. On account of the lower symmetry
of the crystal morphology, we observe that the work function varies more strongly
near the edges than in the case of equivalent facets. Here, on travelling to inﬁnity,
the electrostatic potential always increases perpendicularly to the Al(111) facets,
which possess a low work function. Perpendicularly to the high-work-function
Al(100) surface, the potential shows a maximum before decreasing as the distance
1The parameters used for this nanowire are 36 atoms in a 6 by 6 array, with 6 equivalent
vacuum layers in each direction. We use a plane-wave kinetic-energy cutoﬀ of 14 Ry and 8
reduced k-points.
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Figure 6.7: Contour plot of the
macroscopic electrostatic potential
distribution (in eV) around un-
relaxed 60◦ and 120◦ edges be-
tween two Na(110) facets. The po-
tential zero has been set at the
Fermi energy (thick line). Continu-
ous (dashed) lines indicate regions
above (respectively below) the po-
tential at inﬁnity. The disks indi-
cate the atomic columns. The axes
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to the surface increases. At inﬁnity, the electrostatic potential is intermediate
between the two face-dependent work functions.
6.3 Eﬀect of ionic relaxation
We have calculated the ionic relaxation near the facet edges of high-density Al
surfaces by allowing the top layer of surface ions in our set of nanowires (see Sec-
tion 6.2) to move to their equilibrium positions. In this way, the crystalline inter-
plane spacing is retained in the central region of the nanowire and the macroscopic
averages can be conveniently performed. The resulting equilibrium structures for
the three nanocrystals are displayed in Figure 6.9. The corner ions are seen to
relax strongly inwards: at the edge between two Al(100) facets, the corner ion is
displaced by 4.1% of a lattice unit along the diagonal [110] direction, while at the
acute (obtuse) edge between Al(111) facets, the corner ion is displaced by 2.7%
(respectively 2.2%) of a lattice unit along the [100] (respectively [110]) diagonal.
The nearest neighbours of the corner ion compensate this inward movement by
relaxing slightly outwards. At the acute angle between an Al(100) and an Al(111)
facet, the corner ion moves by 10.3% of a lattice unit towards the metal interior.
The other surface ions of this nanocrystal show a combination of normal and tan-
gential relaxation. This global trend of inward relaxation can be understood from
the electrostatic model of Finnis and Heine (see Section 2.3.1). By extending this
model to facet edges, we see that the edge ions should relax inwards because of
the smoothing of the electronic density around the facet edges, as observed in
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Figure 6.8: Contour plot of the macroscopic electrostatic potential distribution (in eV)
around the two diﬀerent facet edges between Al(100) and Al(111) facets. Panel A omits
(and panel B respectively includes) surface relaxation. The potential zero has been
set at the Fermi energy (thick line). Continuous (dashed) lines indicate regions above
(respectively below) the potential at inﬁnity. The disks indicate the atomic columns.
The axes are graduated in atomic units.
Section 6.2.1.
The surface relaxation at Al(100) facets does not signiﬁcantly inﬂuence the
electrostatic potential outside the metal. However, as seen when comparing Fig-
ures 6.5A and 6.5B, the surface relaxation around edges between Al(111) facets has
an important eﬀect on the electrostatic potential outside the metal. When includ-
ing the relaxation, the work function of a laterally-extended Al(111) surface (4.23
eV) is more closely approximated just outside the nanocrystal. A larger region of
constant work function then develops in the neighbourhood of the (111) facets.
A similar situation is observed when comparing Figures 6.8A and 6.8B, which
respectively omit and include the surface ionic relaxation near the edges between
inequivalent facets. Once again, the inﬁnite-plane work functions are better recov-
ered outside the facets, both in the Al(100) direction and in the Al(111) direction,
when the surface relaxation is included. We see that the ionic relaxation allows
the inﬁnite-plane work functions to be recovered closer to the edge. Whereas the
ionic surface relaxation does not appreciably inﬂuence the work function of inﬁ-
nite metal surfaces, these results show that it must be taken into account when
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Figure 6.9: Relaxation of
surface atoms near edges be-
tween Al(100) and Al(111)
facets. The black circles in-
dicate the unrelaxed atomic
columns, and the white circles
the relaxed positions. The ar-
rows indicate the direction of
the relaxation. Their lengths
are proportional to the relax-
ation distance, multiplied by
a factor 15 for the Al(100)-
Al(010) and Al(111)-Al(111)
edges (left panels) and by
a factor 5 for the Al(100)-
Al(111) edges (right panel).
Al(100)-Al(111)Al(100)-Al(010)
Al(111)-Al(111)
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studying the electrostatic potential near metal facet edges.
6.4 Surface dipole models
Our ﬁrst-principles studies of nanocrystals suggest that facet edges are generally
characterised by a highly-localised change in dipole density compared with inﬁnite
surfaces. We have sought to understand qualitatively the eﬀect of a variation
in dipole density near a facet edge by reproducing the electrostatic potential in
the vacuum from model distributions of the surface dipoles. In this way, by
extrapolating from our exact calculations by mainly analytical models, we can
predict the apparent work functions of macroscopic crystals that are inaccessible
to exact computations as a result of their large dimensions. In view of image
eﬀects, the electrostatic potential is expected to reﬂect the local work function
outside a macroscopic crystal at distances beyond 100 nm. The apparent work
function, at an inﬁnite distance from the crystal, is independent of all image eﬀects
and can be computed exactly from the electrostatic terms only. In keeping with
the results of our ab initio simulations, we focus essentially on two-dimensional
crystals that preserve the bulk periodicity along the third dimension.
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Figure 6.10: Contour plot
of the electrostatic potential
created by a model distribu-
tion of the surface dipole for
a small square crystal (greyed
area) with equivalent facets.
The surface charge consists
of two parallel uniform sheets
(+/-), forming a ﬁnite capaci-
tor. The contours are indexed
in multiples of the potential
step W0 created by an inﬁnite
planar capacitor. Continuous
(dashed) lines indicate regions
above (respectively below) the
potential at inﬁnity.
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6.4.1 Finite crystal with equivalent facets
To model the surface of a metallic crystal with equivalent facets, we approximate
the surface dipole by ﬁnite planes of charge. The spilling of the electrons in
the vacuum creates a surface dipole which we reduce to two oppositely-charged
planes, separated by a distance on the order of the Thomas-Fermi wavelength.
On a macroscopic scale, the dipole is uniform across perfectly-clean facets, with a
possible reduction in intensity near the edges. As a consequence, we use uniformly-
charged parallel planes of charge arranged around the crystal surface. Since the
facets are all equivalent and possess the same work function, no charge transfer
takes place between the crystal facets.
In Figure 6.10 we consider the case of an elongated crystal of square section.
We have imposed a surface dipole consisting of uniformly-charged parallel planes
abruptly terminated at the facet edges. This leads to a complete absence of dipoles
along the crystal diagonals, and thus a great reduction in the dipole density in
the edge neighbourhood. In this coarse approximation, we are therefore neglecting
the electronic smoothing around the edge. Nevertheless, the resulting potential
shows an analogous distribution to that obtained self-consistently for the edge
between two Al(100) facets (see Figure 6.4), where the surface dipole is known to
be reduced at the facet edge. We note that in Figure 6.10, the potential is locally
increased perpendicularly to the middle of the facets, while in the edge region, it
is below the potential at inﬁnity. Near the edges, the characteristic leaking of the
contour lines into the vacuum, as well as the presence of contour lines extending
102 CHAPTER 6. WORK FUNCTIONS AT FACET EDGES
Figure 6.11: Modelling facets
of a two-dimensional macro-
scopic metallic crystal by
planes of point dipoles. Far
from each facet edge (dotted
circles), the uniform double
layer of charge (+/- symbols)
is replaced by a plane of point
dipoles (arrows). The dipolar
contribution to the potential
at any point r, inside or out-
side the crystal, is found by
averaging the potential step
Wi of each facet weighted by
its apparent angle Ωi.
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to inﬁnity, is well reproduced. These eﬀects result from a reduced dipole density
near the facet edges and are seen neither if a superposition of atomic charges is
used as a model charge distribution nor in the Thomas-Fermi approximation [10].
Compared with the ab initio calculation, the apparent work function—given by the
energy of the contour line extending to inﬁnity and here equal to W = 0.92 W0—is
seen to be more strongly reduced with respect to the potential at the centre of the
facet. This reﬂects the fact that the surface dipole density near real aluminium
facet edges does not completely vanish, as is assumed in this model.
In macroscopic crystals of large dimensions, the inﬂuence of the localised
change in dipole density near the facet edges can be neglected and the surfaces
can be viewed as uniform planes of point dipoles (see Figure 6.11). For elon-
gated crystals of arbitrary polygonal section, if we ﬁx the electrostatic potential
at inﬁnity to zero, the potential V d induced by the planes of dipoles at any point
r = (x, y) is analytically given by a weighted average over the face-dependent
potential steps (indexed by i) [148]:
V d(r) =
1
2π
∑
i
si Ωi Wi. (6.4)
Ωi is the apparent two-dimensional angle from r of the plane of dipoles associated
with a potential step Wi. si is a sign coeﬃcient equal to -1 (respectively +1) if
the surface dipole points away from (towards) r. Equation 6.4 shows that if all
the crystal facets possess the same potential step W0, the electrostatic potential
outside the metal is constant and equal to zero. Inside the metal, the potential
V d(r) is also uniform, as required, and is equal to V d(r) = −W0. These results are
independent of the shape of the crystal and can be generalised to three dimensions
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by considering solid angles Ωi and normalising the sum in Equation 6.4 to 1/4π
[148]. We note that in the above discussion, we could have identiﬁed W0 with
the work function of the facets, and not necessarily with the full surface dipole,
since the Fermi energy gives a constant shift inside the metal with respect to the
average electrostatic potential. In this case, the potential V d would represent an
estimate of the local work function (referred to the value at inﬁnity).
We have thus shown that the apparent work function W of a ﬁnite macroscopic
crystal with equivalent facets is given by the work function W0 obtained in a one-
dimensional calculation. This result is independent of the angles between the
facets and is valid for facets of macroscopic dimensions. If the facets are reduced
to a few atomic planes, and in the standard case of a reduction in dipole density
at the facet edge, the apparent work function W will be slightly lower than the
work function W0 of an inﬁnitely-extended facet.
6.4.2 Finite crystal with non-equivalent facets
If a ﬁnite metallic crystal is bounded by facets with diﬀerent work functions,
macroscopic charge transfers between the various facets are expected (see Sec-
tion 2.3). These surface charges strongly inﬂuence the electrostatic potential in
the vacuum. In this section, we propose a general procedure for calculating charge
transfers in model systems, and apply it to surface charge redistributions in two-
dimensional crystals with two diﬀerent work functions.
We assume the metal surface can be modelled by a continuous arrangement
of dipoles, taken to describe the potential step between the Fermi energy and
the electrostatic potential just outside the crystal (see Figure 6.11 and the ac-
companying discussion). If the crystal facets possess diﬀerent work functions, the
potential V d(r) induced by the surface dipoles is not constant inside the metal.
The variation of the dipolar potential inside the metal is corrected by the presence
of a surface charge density σ(r) on the metal facets. The surface charge induces
a supplementary electrostatic potential V σ(r) that we impose equal, inside the
metal, to the opposite of the dipolar potential (within a constant W ):
V σ(r) = −V d(r)−W. (6.5)
The value of the constant W is ﬁxed by the requirement that the total surface
charge vanishes, since the crystal is globally neutral. If S is the crystal surface,
we impose: ∫
S
σ(r) dr = 0. (6.6)
The surface charge density on each facet depends on the entire crystal geometry.
We can determine it numerically using a technique similar to the charge simulation
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method [149, 150].2 The potential variation inside the metal is ﬁrst reproduced
to within a guessed constant W by arranging a dense set of discrete charges
(or line charges in the case of elongated crystals) on the surface S. The total
charge is examined, the potential constant W is adjusted accordingly, and the
process is repeated. When the total charge vanishes, the potential constant gives
the apparent work function W , equal in this model to the potential diﬀerence
between the region at inﬁnity and the metal interior.
Geometrical considerations of Equation 6.4 show that the potential variation
follows a number of scaling laws that we can conveniently exploit. We note that
V d(r) depends only on a set of angles. If the crystal dimensions, collectively
written as {Li}, are homogeneously expanded by a factor λ, keeping all angles
ﬁxed, we note that the potential is globally unchanged:
V d{λLi}(λr) = V
d
{Li}(r). (6.7)
The potential induced by the surface charge density must follow the same scaling
law, which leads to a surface charge density that is inversely proportional to the
size of the crystal (in two or three dimensions):
σ{λLi}(λr) =
1
λ
σ{Li}(r). (6.8)
This observation is independent of the crystal geometry and leads to minute charge
densities in macroscopic crystals.
We now consider the special case of two-dimensional crystals that have the
shape of a parallelogram with facets of lengths A and B, that are equivalent two
by two. We model the surface double layer by uniform planes of dipoles that are
associated with surface-dependent work functions WA and WB respectively (see
Figure 6.11). The variation in electrostatic potential, outside the crystal, is a
linear function of the diﬀerence in the two work functions. This result is derived
from Equation 6.4 by considering the various angles Ωi when r is outside the
crystal. It is convenient, in the following discussion, to take the potential inside
the metal as the reference energy for V (r) = V d(r)+V σ(r) and to decompose the
electrostatic potential V (r) into:
V (r) =
{
0 if r is inside the metal
(WA −WB) vA,B,α(r) + WB if r is outside the metal (6.9)
vA,B,α(r) is a reduced potential that depends on the facet lengths A and B as well
as on the angle between the facets α, but is independent of the work functions
2Contrary to some applications of the charge simulation method, the surface charge densities
calculated here are real.
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Figure 6.12: Electrostatic
potential outside a model
crystal with non-equivalent
facets of length A and B,
with an aspect ratio m =
A/B = 1. The angle be-
tween the facets is α =
54.7◦. Upper panel: Con-
tours of the reduced potential
v(r) (see main text). Con-
tinuous (dashed) lines show
areas above (respectively be-
low) the potential at inﬁn-
ity. Lower panel: potential
just outside the crystal sur-
face (dashed lines) and sur-
face charge density along the
two facets (thick solid lines).
The apparent work function is
the average of the two face-
dependent values W = (WA+
WB)/2.
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WA and WB. Using this deﬁnition, the reduced potential vA,B,α(r) varies from 0
(just outside facet B) to 1 (outside facet A) in the vacuum. If the origin of the
coordinate system is chosen in the centre of the parallelogram, we note that for
all real λ, the potential scaling is written:
vλA,λB,α(λr) = vA,B,α(r). (6.10)
In the following analysis, we only need to consider reduced potentials vm,α(r)
that depend on the angle α and the aspect ratio m = A/B. The apparent work
function W is now written (using Equation 6.9):
W = (WA −WB)wm,α + WB, (6.11)
where wm,α is the value of vm,α(r) at an inﬁnite distance from the crystal.
In Figure 6.12 we show a contour plot of the total reduced potential distri-
bution vm,α(r) = v
d(r) + vσ(r) outside a crystal with four facets of equal length
(m = A/B = 1). The angle between the facets is equal to that between a (111)
and a (100) surface in a face-centered cubic metal. In view of the symmetry, the
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Figure 6.13: Electrostatic
potential outside a model
crystal with non-equivalent
facets of length A and B,
with an aspect ratio m =
A/B = 3. The angle be-
tween the facets is α =
54.7◦. Upper panel: Con-
tours of the reduced potential
v(r) (see main text). Con-
tinuous (dashed) lines show
areas above (respectively be-
low) the potential at inﬁn-
ity. Lower panel: potential
just outside the crystal sur-
face (dashed lines) and surface
charge density along the two
facets (thick solid lines). The
reduced apparent work func-
tion is w = 0.344.
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apparent work function is equal here to the average of the two face-dependent
values W = (WA+WB)/2. The surface charge density is shown in the lower panel
of Figure 6.12. For all the parallelograms studied here, as is noted in this ﬁgure,
the facets of higher work function carry a negative charge. In view of the two
diﬀerent work functions coexisting at each facet edge, the potential is discontin-
uous along the outside perimeter of the parallelogram. This leads to a surface
charge density that diverges at each vertex of the parallelogram. However, at real
facet edges, the smoother variation of surface dipole density near the facet edge
is expected to induce a ﬁnite charge transfer between the various crystal facets.
Figure 6.13 shows the more general case of a metal crystal with facets of unequal
length (m = A/B = 1/3). The apparent work function (w = 0.344) is now bi-
ased towards the facet with the larger surface area. The surface charge density is
correspondingly lower on the larger facet.
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We have calculated the apparent reduced work functions wm,α for all possible
parallelograms. In the special case of rectangular crystals, we have plotted the
apparent work function wm,π/2 as a function of the aspect ratio m in Figure 6.14.
By symmetry, we note that for all angles α:
w1/m,α = 1− wm,α. (6.12)
We also compare in Figure 6.14 the result of our model with the average value
of the face-dependent work functions weighted by their respective surface areas,
which is the correct formula for the apparent work function of cylindrical poly-
crystalline samples (see Section 2.3). In our geometry, it appears this formula is
too strongly biased towards the work function of the larger facet. To study the
apparent work function variation with the angle α, we introduce a parameter β
that gives the deviation from a rectangle: β = π/2−α. Once again, by symmetry,
we note that:
wm,π/2−β = wm,π/2+β . (6.13)
As β deviates from zero, the variation of wm,π/2+β is then at most of second order
in β. Our numerical study has shown that the sensitivity of the apparent work
function on β is very small. In Figure 6.14, the work function of a highly-slanted
crystal is compared to that of a rectangle. Even in this extreme case, the apparent
work function only deviates by at most 1.5% from the result for a rectangle. For
two-dimensional crystals in the shape of a parallelogram, we thus ﬁnd a nearly-
universal behaviour of the apparent work function as a function of the ratio of the
facet lengths.
These simulations have allowed us to calculate the potential distribution out-
side a metal with anisotropic work functions. Our procedure for including the
eﬀect of a charge transfer between the diﬀerent facets is widely applicable and
can be put into practice for any crystal geometry. We have calculated the ap-
parent work functions of two-dimensional macroscopic crystals with sections in
the shape of parallelograms and seen that the apparent work functions show a
quasi-universal dependence on the lengths of the crystal facets with diﬀerent work
functions.
6.5 Image potential near facet edges
In order to describe correctly the local work function outside metallic surfaces, the
exchange-correlation potential xc(r) should be added to the electrostatic potential
energy. Far from a planar metal surface, the exact exchange-correlation potential
is known to follow the classical image law and decay as −e2/4r with the distance
r to the crystal surface. While the classical potential diverges unphysically at
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Figure 6.14: Reduced appar-
ent work function w of a crys-
tal with non-equivalent facets,
as a function of the aspect ra-
tio m, for a rectangle (solid
line) and a highly-slanted par-
allelogram with α = 10◦
(dotted line). The dashed
line gives the surface-area-
averaged reduced work func-
tion.
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the metal surface, it describes correctly the exchange-correlation potential felt by
an electron in the vacuum beyond the range of the microscopic surface dipole,
provided that r is taken as the distance to the eﬀective image-plane surface [34].
This long-range behaviour is not included in the LDA approximation and is thus
absent in our ab initio simulations. The LDA xc(r) potential decays exponentially
in the vacuum with the charge density, and is therefore qualitatively incorrect far
from the surface.
For a classical charge in the vicinity of an inﬁnite conducting wedge, the elec-
trostatic potential in the vacuum is known analytically in terms of a collection
of image sources [151]. Their locations and values depend on the position of the
source charge and the angle of the wedge. Using the formalism developed in
Reference 151, we have calculated the image potential felt by a classical electron
outside a metallic facet edge, by integrating the work eﬀected against the im-
age force on taking the charge to inﬁnity. The calculation is described in detail
in Appendix A.4. In Figure 6.15 we have plotted the classical image potential
around both a 90◦ and an acute metal wedge, corresponding respectively to a fcc
(100)-(010) facet edge and a fcc (100)-(111) facet edge. In both cases, the two-
dimensional image potential behaves monotonously around the facet edge, quickly
recovering a distribution normal to the facets characteristic of an inﬁnite plane.
As in the case of an inﬁnite surface, the classical image potential near a con-
ducting wedge is expected to provide a good approximation of the exchange-
correlation potential outside a metallic facet edge further than ∼10 a.u. from the
surface [152]. From the monotonous behaviour of the image potential near the
facet edge, we conclude that our calculations of the electrostatic potential near
metal facet edges, presented in the previous sections, are suﬃcient to describe
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Figure 6.15: Classical image potential, in eV, near metallic wedges (shaded areas). Left
panel: 90◦ degree wedge. Right panel: 54.7◦ degree wedge (corresponding to an edge
between a (111) and a (100) facet in a face-centered cubic metal). The contour lines
are equally spaced by 0.04 eV. The axes are graduated in atomic units.
correctly the variation of the local work function beyond the immediate neigh-
bourhood of the crystal surface.
6.6 Conclusions
The electrostatic potential around various sharp edges between equivalent Al
facets has been determined ab initio, exhibiting a more complex distribution than
in previous approximate theoretical studies. At an edge between equivalent facets,
we often observe a decrease in dipole density that induces a local reduction in the
electrostatic potential just outside the facet edge. The edges between two equiv-
alent Al(111) facets are an exception to this rule and are understood in terms of
a charge redistribution among the atomic-like p-orbitals of the edge atoms.
We have shown for the ﬁrst time how two diﬀerent work functions can coexist
on either side of a edge between inequivalent facets, and how they merge close
to the facet edge. The relaxation of the surface ions near facet edges inﬂuences
the electrostatic potential in the vacuum more strongly than in the case of inﬁnite
planar surfaces. It must be taken into account in order to recover the inﬁnite-plane
orientation-dependent work functions close to facet edges.
Simple models of the surface dipole density have allowed us to comprehend
how the electronic charge is distributed near facet edges and how it diﬀers from
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the case of an inﬁnite plane. By extrapolating from our ab initio studies of the
surface dipole densities of nanowires, we can predict the apparent work functions
of larger macroscopic crystals with non-equivalent facets.
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Modern Research
In my youth I was always dead keen
On the lab and the practical scene:
The electrics, the glassware,
The wax, string and brassware...
But now there is only a screen.
Joan M. Freeman
To Algebra God is inclined -
The world is a thought in His Mind.
It seems so erratic
Because it’s quadratic,
And the roots are not easy to find.
J. C. B. Date
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Chapter 7
Conclusions
IN this thesis, we have been concerned with calculating from ﬁrst principles, inthe framework of density functional theory, the work functions of various clean
elemental metal crystals. These state-of-the-art calculations have been performed
for theoretical interest in this fundamental electronic property of surface physics
and to clarify the origins of some experimental data, such as the observation of
work function anisotropies, that were not previously fully understood.
Before interpreting the experimental data from theory, we have made sure
that our ab initio work functions are of suﬃcient accuracy. The precision of
theoretical work functions has up to now been limited by quantum size eﬀects
induced by the artiﬁcial use of thin slabs of metal, which are imposed by present-
day computational resources. Our procedure, developed fully in Chapter 4, allows
us to calculate the work functions of metals without relying on the position of the
thin-ﬁlm Fermi energy, which is sensitively inﬂuenced by the slab thickness. By
focusing on integrated quantities, such as the total charge density, and by applying
a macroscopic-averaging technique, we have shown how more stable work functions
are obtained when the ﬁlm thickness decreases down to a few atomic layers. We
have applied our technique to aluminium thin ﬁlms, where large quantum size
eﬀects are expected because of the high electronic density and nearly-free-electron
character of the valence electrons. In view of the results obtained, we deduce that
our procedure is broadly applicable to derive accurate work functions—as well as
work-function changes under physisorption or chemisorption—for a broad range
of materials.
Building on our accurate calculational technique, we have been able to observe
theoretical work function anisotropies in a number of elemental metals. In Chap-
ter 5, we reproduced the experimental trends in the work functions of sodium,
aluminium, copper and gold. The Smoluchowski model, which attributes work
function anisotropies to the surface smoothing of an inhomogeneous electronic
ﬂuid, has only limited success in predicting the dependence of the work function
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on the surface orientation. We have shown that its deﬁciencies result from its
failure to account for the orbital nature of the occupied electronic states. The
arrangement of electronic charge around the surface atoms, in particular, is cru-
cial for understanding work function trends. By contrast, the potential resulting
from the ionic surface relaxations is nearly perfectly screened and does not signif-
icantly contribute to the work functions. In sp metals, for example, the observed
work function anisotropy has been shown, in this thesis, to result from the rear-
rangement of charge from the atomic-like p orbitals pointing into the vacuum to
those within the surface plane, and to follow a trend opposite to that given by the
Smoluchowski rule. We demonstrated that the redistribution of charge on the sur-
face atoms also inﬂuences the ionic relaxation, and in particular can account for
the exceptional outward relaxation of high-density aluminium surface planes. In
copper and gold, the presence of semi-core d orbitals is shown to produce complex
hybridisations with the s valence electrons and to induce charge transfers among
the orbitals of the surface atoms. The resulting eﬀects on the work functions again
do not necessarily follow the predictions of simple models.
We extended our study of face-dependent work functions to ab initio compu-
tations of ﬁnite facets in Chapter 6. We have studied the potential outside edges
between both equivalent and non-equivalent facets, and showed in the latter case
how two diﬀerent work functions coexist on either side of a facet edge. In gen-
eral, a reduction in the dipole density is observed at the edges between equivalent
facets, which induces a lower local work function than outside an extended sur-
face. For small crystals, where edge eﬀects contribute strongly, this modiﬁcation is
seen to reduce the apparent work function at an inﬁnite distance from the metal.
For larger crystals, when inequivalent facets are exposed to the vacuum, we have
shown, with a simple model of the surface dipoles, that the energy required to
take an electron to inﬁnity is essentially governed by the face-dependent work
functions and the facet surface areas. The exact calculation of the local work
function outside a ﬁnite crystal is a still-unresolved problem that is more complex
than the evaluation of the electrostatic potential. In particular, the contribution
of the many-body image force must be included. In this thesis we have calculated,
as a ﬁrst step, the classical distribution of the image potential outside a metallic
edge.
A number of other fundamental issues still deserve further study. For exam-
ple, given an elemental metal and the possibility of choosing the atomic surface
arrangement, the minimum and maximum work functions possible for a macro-
scopic surface have not yet been established. This issue is related to the sepa-
ration of the work function into an intrinsic component and one related to the
speciﬁc surface orientation. Increasing the surface step density is known to gen-
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erally lower the work function but no theory has ﬁxed a deﬁnitive lower limit as
yet. Further theoretical work is also required to interpret experimental data in
crystals other than elemental metals. In view of the directional electronic bonds
in semiconductors and the non-vanishing eﬀective charges, the electron aﬃnities
of semiconductor surfaces should exhibit an anisotropy at least as strong as the
work functions of metals. Indeed, experimental studies are being pursued in this
direction, notably for clean and hydrogen-covered diamond surfaces, where an
observable work-function anisotropy [153] and a work function reconstruction de-
pendence [154] have been seen. A theoretical study of these new observations
would no doubt be most interesting.
The skill to do math on a page
Has declined to the point of outrage.
Equations quadratica
Are solved on mathematica,
And on birthdays we don’t know our age.
David Morin, Eric Zaslow, E’beth Haley, John Golden, Nathan Salwen
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Appendix A
Calculational details
A.1 Pseudopotential parameters and equilibrium
crystal structures
OUR calculations of metal surfaces (in Chapters 4, 5 and 6) are performed atthe theoretical equilibrium lattice constants, which must be determined in
advance. To obtain these lattice constants, we perform, as a ﬁrst step, a series of
bulk calculations varying the lattice parameter around the estimated equilibrium
point. The total energy and the internal stress are calculated in each case using the
techniques of Chapter 3. The Troullier-Martins pseudopotentials (see Section 3.5)
that we use, both in this section and throughout this thesis, are generated from
radial atomic calculations with the parameters shown in Table A.1. For Cu and
Au, we have performed relativistic self-consistent determinations of the atomic
charge densities.
At equilibrium, the total energy is minimised and a vanishing internal stress
is obtained. The equilibrium lattice constant a0 is determined by ﬁtting the
calculated total energies with an empirical Murnaghan equation of state [155]:
E(Ω) =
Ω0B0
B′0
[
1
B′0 − 1
(
Ω0
Ω
)B′0−1
+
Ω
Ω0
]
+ E0 (A.1)
where E and Ω are the energy and unit cell volume (the zero subscript indicating
the values at equilibrium). B0 and B
′
0 are the bulk modulus and its derivative
with respect to pressure, respectively:
B0 =
1
κ(Ω0)
(A.2)
B′0 =
∂B0
∂P
(Ω0) (A.3)
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Valence Rscut R
p
cut R
d
cut R
f
cut VL Ecut
Na 3s1 2.50 2.50 2.50 d 16
Al 3s23p1 2.20 2.20 2.20 p 16
Cu 3d104s1 2.08 2.08 2.30 2.30 f 70
Au 5d106s1 2.50 2.50 2.50 s 40
Table A.1: Parameters of the Troullier-Martins pseudopotentials used in this work: the
valence conﬁguration is indicated in the second column. Ricut is the cutoﬀ radius, in
atomic units, for the pseudopotential component i (s, p, d and f), and VL is the local
potential component for the KB approximation. Ecut shows the minimum cutoﬀ energy,
in Ry, that should be used for the plane-wave expansions of the wave functions.
where P = −∂E/∂Ω is the pressure and κ = −(1/Ω)(∂Ω/∂P ) is the compress-
ibility. The Murnaghan equation of state is derived quite generally by assuming
that the reciprocal of the compressibility is a linear function of the pressure P .
In the cubic materials examined here, B0 and B
′
0 are related [156] to 2nd-order
elastic constants (cij) and 3rd-order stiﬀness parameters (cijk), often found in the
literature [157], by:
B0 =
c11 + 2c12
3
(A.4)
B′0 = 1−
1
B0
(
c112 +
8
9
c456
)
(A.5)
The parameters E0, Ω0 (which determines a0), B0 and B
′
0 are ﬁtted to the
calculated energy values, as shown in Fig. A.1 for aluminium. The Murnaghan
ﬁt is seen to describe correctly both the total energy and the internal stress as
the lattice constant is varied. The energy is minimised as the stress vanishes,
indicating good convergence with the plane-wave cutoﬀ energy.
The resultant lattice and elastic constants of various metals are displayed in
Table A.2, where they are compared to experimental data. Sodium is a body-
centered cubic metal; aluminium, copper and gold are face-centered cubic. As
often observed within LDA, the lattice constants are slightly underestimated,
while the calculated bulk moduli are greater than the experimental data. The
values of B′0 are largely indicative, since both theoretical and experimental values
suﬀer from some uncertainties. Nevertheless, the trend between the various metals
is correctly reproduced.
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Figure A.1: Determining the
theoretical lattice constant of
aluminium: Squares: total en-
ergy (left-hand scale); Dia-
monds: internal stress (right-
hand scale). The solid lines
indicate the result of the Mur-
naghan ﬁt. Dashed lines show
the equilibrium conﬁguration.
These calculations were per-
formed with a plane-wave cut-
oﬀ of 36 Ry and 570 reduced
k-points.
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a0 (a.u.)
Ebulkcut Nrkp a0 a0
exp B0 B0
exp B′0 B
′
0
exp
Na 36 455 7.52 8.00 8.9 6.8 3.7 5.7
Al 36 570 7.51 7.66 85 77 3.6 5.4
Cu 70 570 6.68 6.82 187 140 5.1 6.9
Au 60 408 7.72 7.71 185 170 5.5 6.5
Table A.2: Theoretical equilibrium lattice constants a0 (a.u.), bulk moduli B0 (GPa),
and their derivatives B′0 for selected metals, calculated using a cutoﬀ Ebulkcut (Ry), and
Nrkp reduced k-points. Experimental values [157] are signaled by exp superscripts.
A.2 Macroscopic averages
In our supercell calculations (in Chapters 4, 5 and 6), the charge density n(r) is
determined in reciprocal space via its Fourier components n(G), corresponding to
plane waves with wave vectors G = hb1 + kb2 + lb3 in the reciprocal lattice. The
bi (respectively ai) form the reciprocal (real) basis and h, k, l are integers. The
plane waves of kinetic energy up to a certain cutoﬀ are retained in the expansion
of n(r):
n(r) =
∑
G
n(G) exp(iG · r), (A.6)
n(G) =
1
Ω
∫
Ω
dr n(r) exp(−iG · r), (A.7)
where Ω is the volume of the unit cell. If we are interested in plotting a one-
dimensional average of the charge density along a basis vector a3, as is performed
in Chapter 4, and assuming that a3 is orthogonal to a1 and a2, only the Fourier
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Figure A.2: Two-
dimensional macroscopic av-
erage over a parallelogram of
dimensions (d1, d2) and area
A (greyed region). The ge-
ometric crystal surface is de-
ﬁned at the edge of the macro-
scopic ionic charge (dashed
lines). The black circles show
the atomic columns.
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geometric
crystal
surface
a2
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components corresponding to multiples of b3 need be considered in the plane
wave expansion of the charge density. The plane-averaged charge density n(z)
then becomes a one-dimensional periodic function of period |a3|, which, inside the
crystal, exhibits a microscopic atomic-like structure over a distance equal to the
lattice interplane spacing d.
In view of obtaining stable reference energies inside a metal, it is interesting to
deﬁne a macroscopic average of the charge density n(z) (and subsequently of the
potential, see Section 4.4.2) to evacuate the atomic-scale variations of length d,
resulting from the crystalline structure. This is accomplished by convoluting the
charge with a rectangular step function of width d: s(z) = 1/d θ(z− d/2) θ(−z +
d/2), where θ(z) is the Heaviside function:
n(z) =
∫ +∞
−∞
n(z′) s(z − z′) dz′ = 1
d
∫ z+d/2
z−d/2
n(z′) dz′. (A.8)
In reciprocal space, the convolution is transformed into a multiplication of the
corresponding Fourier components:
n(G) = Ωn(G)s(G) = n(G)
sin(Gd/2)
Gd/2
. (A.9)
Since the plane averaging and macroscopic averaging are linear, they commute
with the integration of the Poisson equation, leading to exactly similar equations
relating the macroscopic potential components V (G) with the components of the
plane-averaged potential V (G).
An analogous operation is easily deﬁned in two dimensions, for a planar charge
density n(x, y). If we choose to average over a rectangular area of size (d1, d2)
centered around the point of interest, as is performed in Section 6.2, then:
n(G1, G2) = n(G1, G2)
sin(G1d1/2)
G1d1/2
sin(G2d2/2)
G2d2/2
. (A.10)
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If the real-space units vectors a1 and a2 are not orthogonal, the two-dimensional
macroscopic average is performed over a small parallelogram of area A, rather
than a rectangle (see Figure A.2).
A.3 Electrostatic potential in 1D and 2D
The electrostatic potential V (r) resulting from a charge density n(r) is determined
by integrating the Poisson equation ∇2V (r) = −8π n(r) (with distances in atomic
units and energies in Rydbergs). For charge distributions in one, two, and three
dimensions, this leads to the following well-known results :
1D: V (z) = −4π
∫
dz′ nl(z′) |z − z′| (A.11)
2D: V (r) = −4
∫
dr′ ns(r′) ln(|r− r′|) (A.12)
3D: V (r) = 2
∫
dr′ n(r′)
1
|r− r′| (A.13)
where nl, ns, and n are respectively the linear, surface and volumetric charge
densities.
In one dimension and for a spatially-bounded charge density that sums to
zero, the electrostatic potential diﬀerence ΔV between the two sides of the charge
distribution is given by the charge dipole:
ΔV = 8π
∫
dz z nl(z). (A.14)
This expression is used to calculate the mean step in electrostatic potential across
an inﬁnitely-extended metal surface (see Section 4.4.2).
For extended periodic systems, the integration of the Poisson equation is best
performed in reciprocal space. The Fourier components of the potential V (G) are
related to those of the charge density n(G) by:
V (G) =
8π
|G|2 n(G), G = 0 (A.15)
This does not ﬁx the average value of the potential V (G=0), which can be chosen
arbitrarily in a bulk crystal [158], and is usually set to zero. For a semi-inﬁnite
crystal, the average electrostatic potential in the metal is well deﬁned and is ﬁxed
by imposing that the potential vanishes in the vacuum at a large distance from
the surface.
In two dimensions, if the charge density is bounded by a circle of radius a
around the origin, as is the case in our study of nanowires in Section 6.2.2, the
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Figure A.3: Implementa-
tion of the “multipole method
without multipoles” to calcu-
late eﬃciently the potential
V (r), outside a 2D bounded
charge density n(r′). The po-
tential is ﬁrst evaluated at
points on a circle of radius a,
from which the potential out-
side the circle can then be de-
termined eﬃciently.
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electrostatic potential V (r, θ) can be written for r > a as a multipole expansion
[159]:
V (r, θ) = −4Q ln r +Re
∞∑
k=1
bk
rk
e−ikθ, (A.16)
where Q is the total charge and bk is the multipole moment of order k:
bk = 4
∫
rdr
∫
dθ n(r, θ)
rkeikθ
k
. (A.17)
For symmetric charge distributions, a number of coeﬃcients bk may vanish. For
globally neutral systems (Q = 0), the asymptotic behaviour of the electrostatic
potential for r →∞ is controlled by the ﬁrst non-zero bk coeﬃcient. The decay of
the potential is then related to its symmetry: if the potential behaves as cos(m(θ−
θ0)), with m angular maxima, it decays as 1/r
m.
In order to determine the potential in two dimensions around our nanowires
(see Section 6.2.2), we have implemented an extension of the fast multipole method,
which allows an eﬃcient calculation of the potential at any point r outside a
spatially-bounded charge density [147]. We deﬁne a set of points, indexed by k,
uniformly distributed on a circle of radius a surrounding the charge density n(r′).
We calculate the potential Vk at these points (see Fig. A.3) by an ad hoc procedure
(explained in Section 6.2.2). The number of points, K, controls the accuracy of
the potential calculated at r.
For a total charge density Q and K points distributed around the circle, located
at r = (r=a, θ=sk), with sk = 2πk/K, the potential V (r, θ), in polar coordinates,
is then approximated for r > a by:
V (r, θ)  −4Q ln(r) + 1
K
K∑
k=1
fk (A.18)
1− (a
r
)2 − 2(a
r
)(M+1) cos((M + 1)(θ − sk)) + 2(ar )(M+2) cos(M(θ − sk))
1− 2a
r
cos(θ − sk) + (ar )2
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Figure A.4: Classical im-
age charges for a conducting
wedge (shaded area) of angle
2Ω. A source charge is located
at (ρo, φo) outside the metal.
If the source is in the hatched
area, a real image is located
at (ρo, α = 2Ω−φo). For all
external sources, a line of im-
age charge at imaginary angle
intersects real space at (ρo, 0).
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where K = 2M + 1, fk = Vk + 4Q ln(a), and Vk is the potential at the point
(r = a, θ = sk). In the case of uncharged crystals, of interest here, we have Q = 0.
A.4 Image potential near a conducting wedge
The solution of the three-dimensional Poisson equation for a classical point charge
in the presence of a perfectly conducting metallic wedge, of inﬁnite extent and
arbitrary angle, has recently been established analytically [151]. The total po-
tential outside the wedge is equal to the sum of the source term created by the
point charge and the scattered ﬁeld induced by the conducting wedge, which can
be conveniently formulated in terms of a collection of image sources.
We summarize here only the essential ingredients from Reference 151 that are
needed to calculate the image potential presented in Section 6.5. In cylindrical
coordinates, the free-space Green function G(ζ) giving the potential at (ρ, φ, z),
induced by an electron at (ρo, ζ, zo), is written:
G(ζ) = e2/
√
ρ2 + ρ2o + (z − zo)2 − 2ρρo cos(φ− ζ). (A.19)
We consider here a wedge of half-angle Ω < π/2, which is the case of interest at
metal facet edges (see Figure A.4), and a point source at (ρo, φo, zo), with φo < π.
The angle origin is in the centre of the wedge. The potential induced by sources
at greater angles than π can be deduced by symmetry.
The scattered exterior potential Vs(ρ, φ, z), induced by an electron in the vac-
uum at (ρo, φo, zo), can be shown to be written in terms of a real image source in
the metal at (ρo, α, zo) and a line of image charge qc(ζ) at an imaginary angle ζ :
Vs(ρ, φ, z) = −G(α) +
∫ i∞
−i∞
qc(ζ)G(ζ)dζ. (A.20)
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The angle α of the real image is given by α = 2Ω − φo, if Ω < φo < 2Ω. For
φo > 2Ω, there is no real image in the wedge. The line of image charge is given
as a function of the imaginary angle ζ by:
qc(ζ) =
i
2πν
[
cos(ζ/ν)
sin(φo/ν)− sin(ζ/ν) −
cos(ζ/ν)
sin(α/ν)− sin(ζ/ν)
]
, (A.21)
where ν = (2π−2Ω)/π. The line of charge at imaginary angle can be considered to
intersect the wedge in real space at the centre of the wedge at (ρo, 0, zo). It should
be noted that the values of both image charges are independent of the radial
position of the source. The total potential in the vacuum V (ρ, φ, z) is formed by
the sum of the source and the scattered contributions:
V (ρ, φ, z) = G(φo) + Vs(ρ, φ, z). (A.22)
From these considerations, we can extract the image potential around a con-
ducting wedge. The image potential represents the work necessary to move an
electron from (ρo, φo, zo) to inﬁnity, against the force induced by the scattered
potential only, taking into account the displacement of the images as the source
electron is removed. We evaluate ﬁrst the radial force Fρ generated by the scat-
tered potential at (ρo, φo, zo), due to an electron situated at this same location.
By virtue of symmetry, this force is independent of zo:
Fρ(ρo, φo) =
∂Vs
∂ρ
(ρo, φo, zo). (A.23)
If the electron is extracted along a straight path radiating from the wedge apex,
the work is eﬀected only against Fρ. We ﬁnd:
Fρ(ρo, φo) = − e
2
2ρ2o 2 sin(φo − Ω)
−
∫ i∞
−i∞
qc(ζ)
e2
2ρ2o 2 sin((φo − ζ)/2)
dζ. (A.24)
The image potential Vim(ρo, φo) can be then calculated by integrating Fρ from ρo
to inﬁnity. The radial integration is easily evaluated, and shows that the image
potential is equal to half the static scattered potential evaluated at (ρo, φo, zo):
Vim(ρo, φo) =
∫ ∞
ρo
dρ Fρ(ρ, φ) =
1
2
Vs(ρo, φo, zo). (A.25)
This last relation between the image potential Vim and the scattered part of the
total potential Vs is the same as for a planar metallic surface. For an electron
at a distance ro above a laterally-inﬁnite surface, the scattered potential at ro is
Vs(ro) = −e2/2ro, while the image potential is Vim(ro) = −e2/4ro.
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A candid professor confesses
That the secret of half his success is
Not his science, as such,
Not his marvels so much
As his bright irresponsible guesses.
Thomas Thorneley
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A quantum mechanic’s vacation
Had his colleagues in dire consternation.
For while studies had shown
That his speed was well known,
His position was pure speculation.
Anon
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