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In 1913 W. E. H. Berwick published an algorithm for finding the fundamental 
unit of a cubic field with negative discriminant. His method relied heavily 
on the geometry of such fields and was less efficient than the well-known al- 
gorithm of Voronoi. In the present paper we show that the use of cubic geometry 
is not necessary and also that Berwick’s method can be generalized. We present 
a periodic algorithm for finding a maximal set of independent units in an ar- 
bitrary algebraic number field. 
1. INTRODUCTION 
In 1913, W. E. H. Berwick published an algorithm for finding the funda- 
mental unit of a cubic field with negative discriminant [l]. His method relies 
heavily on the geometry of such fields and in fact is less efficient than the well- 
known algorithm of Voronoi [lo]. 
The purpose of this paper is to show not only that the use of cubic geometry 
is inessential but that Berwick’s algorithm can be generalized. We shall 
present a periodic algorithm for finding a (maximal) set of independent units 
in an arbitrary algebraic number field. It is of interest to note that many 
of the basic ideas underlying our method can also be found in [6, pp. 133-142 J. 
2. PRELIMINARIES 
Let K = Q(e) be an algebraic number field of degree n with ring of integers 
OK. We shall presuppose elementary results concerning (full) modules and 
their coefficient rings, as found, for example, in [2]. 
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Let M be a (full) module with coefficient ring 0 and discriminant 
D = D(M). A unit of 0 may obviously be obtained as the quotient of two 
associate elements of M. Although any algorithm for constructing these 
elements will suffice, the method chosen by Berwick [I] and Voronoi [I 01 
consists of producing an infinite sequence (p$} E M which can contain only 
finitely many nonassociate elements. This sequence can be constructed by 
utilizing the well-known representation of K in 88”. 
Let Ul )..., (TV be the real isomorphims of K -+ R, and grfl ,..., u,.+~ a 
maximal set of complex isomorphisms no two of which are conjugate. Thus, 
n = T + 2t. 
The field K can be imbedded in W x Ct (m W) in the standard way: 
Moreover, 2 maps the module M onto a (full) lattice of UP with volume 
2-t ( D Ill* [2, p 1 lo]. 
The description of the sequence {pi} is facilitated by the introduction of 
r + 1 real valued “parameter maps” pk : K -+ R, given by 
Pd4 = I %(4l> 1 fk<r, 
= I Uk(412, r+l <k<r+t. 
Thus, pk is a multiplicative homomorphism and 
rtt 
I 3, I = n PL(OL). 
k=l 
(1) 
Throughout this paper we let &), 1 < i < n, denote the conjugates of a! 
and assume that r + t >, 2. 
Note that for 1 < k < r, ker pk = {&l}. For arbitrary k we have 
kerp, 2 W, the group of roots of unity of K, and the following example shows 
that equality may not occur. 
Let L be a totally real extension of Q of degree 1 and put K = L(i). Then 
it is clear that r =O,n=O,n=21,andif~=a+bi,a,bEZ,thenolE0, 
and we have pk(a) = a2 + b2 for 1 < k < 1 and Nol = (a2 + bs)I. Hence, 
by a well-known result [8, p. 1171, the number of solutions a! E 0, to 
p*(m) = 5m is >,4(m + 1). 
Let c1 ,..., c,+~ be positive (extended) real numbers, and put 
B z B(c, ,seep c,+t) = {a E M - (0) 1 pi(a) < Cj Vj}. 
Since the set of all x E IW x Ct such that 
I Xj I G cj 9 1 <j<r, 
< W’“, r+l <j<r+t, 
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is a bounded, symmetric, convex set of volume 2T?rt~1 ~0. c~+~ , it follows 
from Minkowski’s lemma that if c1 s-m c,+~ > H(M) = (2/# ( D 1112 then 
B# o. 
Let 0 # 01 E K be fixed. We shall denote- by B(a) the set B defined by 
cj = ~~(a), 1 < j < r + t, and by Bk(a) the set B with 
cj = Pj(4, j f k 
= co, j = k. 
Throughout the remainder of the discussion, we shall fix k, 1 < k < r + t. 
Also, we denote by M*, K* respectively, the nonzero elements of M, K. 
3. CONSTRUCTION OF THE SEQUENCE (pi}: THEORY 
For 01, /I E K* we define 01 - /3 if pl(ol) = p&9) for all j. It is clear that 
- is an equivalence relation. 
The construction of the {pi} is based on the following 
DEFINITION 1, Let 01, /3 E K*. We say that a-==& /3 if 
(0 ~k(4 < ~~03)~ or 
09 n+(a) = P&Q and I Na I -c I NP I, or 
(iii) ~44 = PT&$, I Na I = I NP I, and for SOme k PAa) = p~(P~, 
1 < j < I while prfol) < p&3). 
We extend <* to the set of --equivalence classes in the obvious way. 
There is then no difficulty in verifying that xk is a partial order on these 
classes. We shall, however, continue to use’ the symbol -=& for the original 
relation (on K*). 
DEFINITION 2. Let cx E M*. A successor (k-successor) of CY, &(a) = 
&(a, M), is a minimal element of Bk(a) (with respect to <3. (Thus, &(a) 
is unique up to equivalence.) 
Although -=& is not a well-ordering, Minkowski’s lemma guarantees that 
&(a) can be chosen from the finite set 
B (~1(4w ~lc-l(a), H(y$F’ , p,c+l(a),..., pr+t(a)) c ok. 
Thus, to find &(a), we may use the following algorithm, which we state 
in the style of Knuth [5]: 
ALGORITHM S. Finding B = &(a). 
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(Throughout the algorithm, y E & * y < 8 for all 6 E B,-, - B, .) 
Sl. [Find possible values of p&3).] Let Bl be the (finite) set of elements 
of .&(cx) with smallest kth parameter. If B, contains only one element, the 
algorithm terminates. Otherwise go to Step 2. 
S2. [Find possible values of / N/3 I.] Let B, be the set of elements of 
B, with smallest absolute norm. If B2 has only one element, the algorithm 
terminates. Otherwise set m = 2 and go to Step 3. 
S3. [Find 1.1 Let I be the greatest integer, 1 < I < Y j t -t 1 for 
which p&3) = p&l’) for all ,B, fl’ 6 B,,, , 1 < j < 1. If 1 > P -t t then B, 
contains only one element and the algorithm terminates. Otherwise go to 
Step 4. 
S4. [Refine.] Put m +-m + 1, B,, = {/3 E B,-, I p&3) is minimal). 
Return to S3. 
We observe that if OT E M* and B(u) = 0, then j NOL 1 < H(M). Since 
there are only finitely many nonassociate elements of M with given norm, 
we shall take M = 0 and choose the pr from the set R(M) = {p E M* 1 
B(p) = ,@} of relative minima of M. There will then exist m, 1 such that 
j-~,+Jp,,, is a unit of 0, while pi/‘pj is not a unit for j < i < m + 1. 
THEOREM 1. Let 01 E R(M), /? = S,(a). Then /3 E R(M) and p&3) < pj(a) 
for ail j # k. Moreover, if there is no y E BL(~) such that ~~(7) = p,Ja) 
then P,#) > pd4. 
Proof. Suppose that y E B(p). Then p&y) ( ~~(13). But from B(b) C 
B&3) C Bk(~) we obtain y E Bk(ol). Hence /I Xk y and we have p&3) < pk(y), 
a contradiction. 
It follows directly from /3 E &(oL) that p&3) < pj(a) for j # k. Since, in 
addition, p 4 B(a) we havep&) > plc(ol). Therefore, under the added hypoth- 
esis, p&?) = Pi implies fl$ B,(a), contradicting /I = &(a). 
We may therefore use the following algorithm to obtain the pi : 
ALGORITHM R. Obtaining a nontrivial unit E in the order 0. 
(Throughout the algorithm, 
and 
Pi E W), 
Pi+4 < Pi(cLi-1) for j # k, 
P?&i) > PkGlid) 
(2) 
Rl. [Initialize.] Put i = 1, p0 = 1. Since Nor E 2 for all 01 E 0, 1 E R(0) 
and (y E BIc( 1) I ~~(7) = I> = ia. 
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R2. [Find a successor.] Set pi = S&-&. Then p&) < pjGr-J. 
V f  k and ~44 ) P&A sin= {Y E &bkd I PAYI = P&~-J~ = 0. 
Moreover, S = (y E B&) I pR(y) = p&)) = IZ( , since y E S means y -& pi 
and y E B&+$, a contradiction to pi = S(j+1). 
R3. [Done ?] If there exist m, 1 such that 0 < m < 1 < I + m < i 
and E = p,+r/p, is a unit of 0 then the algorithm terminates. (Sincep,(E) > 1, 
E is not a root of unity.) Otherwise set i c i + 1 and return to R2. 
In actual calculations, the pi are represented by a vector of rational integers 
(either the components with respect to an integral basis or the coefficients 
of the defining polynomial). A bound for the number m + I is given in 
[2, p. 901: 
where 
c = H(O) = (2/+ 1 D(O)(1/~. 
This bound suggests what is borne out in practice: the components of the 
vector representation of the pi may grow quite large with i. 
4. CONSTRUCTION OF THE SEQUENCE b2): PRACTICE 
The following procedure, equivalent to Algorithm R, facilitates compu- 
tation and was adopted by Berwick. It is based on the observations that for 
all p > 0, 
&Go% PW - P&C% m (3) 
and 
pa E R(pM) o a E R(M). (4) 
ALGORITHM P. Obtaining a nontrivial unit B in the order 8. 
Pl. [Initialize.] Put M1 = 0, i = 1. 
P2. [Find a succesor.] Set 
It is easily proved by induction that pI = pr --* pc , Mi = (l/ptJ 0, and 
1 E R(Mi). 
P3. [Done ?] If there exist m, 1 < i such that P,,,+&~ is a unit of 9, 
the algorithm terminates. Otherwise set i c i + 1 and return to P2. 
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We can find m, 1 since pi/pj is a unit of 0 if and only if &i/pj) Mj, = Mi, 
and in this case we would have M,+l = Mj+l . Thus, M,,, , M,,,,, are the 
first two modules in the sequence {Mt> which are identical. 
Note that since pi depends only on Mi , the sequences {Mi} and {pz} have 
become periodic, with preperiod m and length 1. 
Also, since Pi-lMi = 0 we find that (N~I-I)2 D(M) = D(0) and hence 
H(M,) 2 1. 
We must still give detailed solutions to the following three problems: 
(a) Throughout algorithm P, the Mi are of course represented in terms 
of their bases. Since 1 E Md we can assume 
To obtain a basis for M,, from (l/pi) Mz we need only find a unimodular 
transformation Ti such that T,(l) = pi and apply (l/pi) Ti to (5). How do 
we find Ti ? 
(b) Given k, M, how do we find &(I, i&l)? 
(c) How can we tell when Mi = M, ? 
5. THE TRANSFORMATION 
Let M = [c$ , C&J. We assume that 1 = ~3~ E R(M) and 
p = &(l, M) = f FiGi, Ej E 2. 
i=l 
We know that 1 E R((l/p) M). We shall find a basis for (l/p) M whose first 
element is 1. Equivalently, we shall find a basis for M whose first element is p. 
This was accomplished in [1] by means of a geometric argument. Usually, 
an explicit function of the 2( yielded the required unimodular transformation, 
but occasionally it was necessary to insert “subsidiary points.” 
We shall obtain our transformation directly, by applying the Euclidean 
algorithm to the Zt . No use will be made of geometry. 
ALGORITHM T. Finding a basis of M containing &(I, i&i): 
(Throughout the algorithm, we shall have 
p = i C&Ji , 
id 
G 2 0, 
(6) 
(7) 
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and 
A4 = [WI ,..., co,].) (8) 
Tl. [Initialize.] Let ci = I Zi I, q = sgn(Q ~3~ for i = I,..., n. 
T2. [Find the minimum.] Let q = min{c, 1 ci > 01. If ci = 0 V’ # k 
go to T4. 
T3. [Reduce mod c, .] Let qc = [cz/cj]; Replace ci by ci - qic3 for 
i # j, and wi by ~j + &+j qiui. Return to T2. 
T4. [Final swap.] If j # 1 then interchange wj and q , cj and cl. 
Proof of algorithm T. We observe that (6), (7), (8) are initially true. 
Suppose that we begin to perform T3, and 
p = f C&i ) 
i=l 
ci b 0, 
A4 = [Wl ,.*., to,]. 
Then 
P = C (cC - q&j + q&j) Wi + C$Wj 
izi 
= ,z (Ci - cl&j) wi I- c5 (wi + z, q@#)* 
The choice of qi clearly preserves properties (6) and (7). Moreover, the 
transformation of oj , i.e., of it& is unimodular so (8) is true. 
Also, T3 decreases at least one cd so that (7) implies that we indeed arrive 
at T4. 
After performing T4 we clearly have 
cl = GCD& ,..., Z,J and ci=O V+#j. 
Hence, by (6), p = clol . 
Finally, since p E R(M) and (l/cd p E M, it follows that c, = 1 and o1 = p. 
6. THE INEQUALIBES 
The construction of p = &(I, il4) is achieved by finding a minimal (<J 
element of B,(l). By Algorithm R, this will be found among the solutions to 1 
PkW > 1, 
Pi@> < ls j f k, 
(9) 
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Explicitly, let A4 = [wl ,..., w,] and put 
p = i CiWi ) Ci E Z, 
i=l 
and 
forj > r, 1 < i < IZ. 
The first inequality of (9) may clearly be replaced by 1 < p&) < &M), 
B(M) = H(M) + 6, 6 > 0 being arbitrary. Setting 
and 
forr+l <j\(r+t,weseethat 
= Rj2 + Ii22 rfl <j<r+t. 
We shall assume first that 1 < k < r. 
We must solve 
zj < cpy + *** + cp~’ < h. 3 (1 < j < r), 
Rj2 + Ij” < 1 (r + 1 d k < r + t), 
where 
(4 , hi) = t-1, l), j#k, 1 <j<r+t, 
= (1, mw), j = k. 
Following Berwick, we replace each nonlinear inequality by a pair of 
linear inequalities 
-l<Rj<l 
-1 < ri < 1. 
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(Later, solutions can be checked in the original inequalities.) Thus we seek 
solutions to the n x n system 
lj < c,q:j’ + -** + Cn?jf’ < h, (r + 1 9 j < r + 0. 
It is well known [2, p. 991 that if A is the determinant of this system, 
1 A I = (l/2$) 1 D 11/2 # 0. 
Letting A be the matrix of the system, 
m=j, 1 <.j<r, 
= r + 2(j - r) - 1, r+l <j<r-t-t, and h,,,‘=h,, I,,,‘=&, 
we assume we have a solution which gives ‘~0, as the value of the mth linear 
form. We therefore obtain by Cramer’s rule 
Licj = i (-I)“+” ymAmj, 
m=1 
where Ami is the minor of A with respect to row m, column i. 
Setting 
we tInd that 
similarly 
where 
Y 
‘m-h ’ 
m-m if ( (l/d)(- l)m+iA,i > 0, 
Z.ZZ La otherwise, 
ci < Ht = -& i (- l)m+f Ym’Ami ; 
7?t=l I 
(11) 
(12) 
y; = I,’ if (l/d)(--l)m+r Ami > 0, 
zzz hm’ otherwise. 
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Thus, there are only finitely many possibilities for p = C,“=, ciwi to be 
tested. 
Suppose now that r + 1 < k < r + t. Then the inequalities are still of 
the form (lo), but now 
(lj 7 h) = (- 17 1)~ j # k 
= (-H1I2(M), H112(M)), j = k. 
(13) 
There is no other difficulty. Of course, we may replace 1, by 0 and we must 
discard the trivial solution p = 1. 
We remark that Berwick called the ci “partial multipliers.” 
In general, there is as yet no efficient solution of the system (9) with 
minimal pk@) > 1, although practical techniques are available in special 
cases. The solution for n = 2, r = 1 can be found explicitly and is given in 
Section 10. For rz = 3, the well-known algorithms of Voronoi [lo] permit 
the solution to be chosen from among only five (r = 3) or seven (r = 1) 
points, independently of K. 
7. TERMINATION OF THE ALGORITHM 
The problem of testing the equality of two modules occurred in Step 3 
of Algorithm P. The solution may be obtained as follows: 
Let the given modules be [wl ,..., w,J and [rl ,..., m]. We assume without 
loss of generality that both modules are contained in Z[fI]. Then 
and 
oj = i MIije-, 
i=l 
Yj= i c,p1 for 1 <,j < n. 
1=1 
The modules are equal if there is a unimodular matrix (Q) such that 
n 
i.e., 
*i = C aijyj , 
j=l 
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Thus, a necessary and sufficient condition for the equality of the modules 
is that (wi’j)(cG)-l be unimodular. Of course, it is only necessary to compare 
Mi and Mj when 1 J&i-1 1 = 1 iV&-, I. 
Another method is to use Theorems II.2 and II.6 [7, pp. 15, 231 to reduce 
each module basis to Hermite normal form. The required condition is then 
a simple test for equality. We have used this method in Example III at the 
end of this paper. 
8. SETS OF UNITS 
Dirichlet’s Unit Theorem guarantees the existence of units ql ,..., r]r+t--l 
such that any unit E can be written in the form 
where 5 is a root of unity. 
Choose any r + t - 1 “directions,” say k = l,..., r + t - 1, and obtain 
a unit + with respect to each by Algorithm P (or R). 
THEOREM 2. Ed ,..., E,.+~-~ are independent, i.e., 
$1 .. . 5 %+t--1 
h-1 = 1 if and only if s1 = a-* = s?+~-~ = 0. 
The proof can be found in [9, p. 1351. 
Although we cannot assert that the Ek are fundamental, there is a procedure 
for constructing from them a set of fundamental units. The method is given 
in [7] and relies on the following theorem: 
THEOREM 3. There is a positive integer M such that any unit E E K can 
be written in the form 
where the x( E 2. 
An upper bound for the integer M is obtained as follows: Let 
N = 1 + n 5 [ 1 + ( r) 2+“+l], 
i=O 
N 
v= log2 ' ( ) 
r+t-1 
7+t-1 
4 = ,GTzT+t J-I max(l, I di) I>, z 
Z.=l 
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then 
M < [v(log d)?ft--l] + 1. 
Unfortunately, the bound for M is too large for this method to be practical. 
For example, in the field defined by t13 - 66 - 2 = 0 
9. A SPECIAL CASE 
LEMMA 1. Zf ker pk = {&l> and (Y E R(M) then S,(OL) can be taken as 
the unique fl E B,(a) such that Pi < p#) is minimal and 
0 d arg u&3) < rr. 
Proof Apply Algorithm S and Theorem 1. 
We assume throughout this section that r = 2, t = 0 or r = 1, t = I. 
Hence, pI(or) = 1 011 and KC Iw. 
THEOREM 4. Let {pile’} be the sequence {pi) and .?k be the unit obtained 
from Algorithm R (or P) for k = 1, 2. Also, let E be the fundamental unit 
of P, E > 1. Then 
(a) S, 0 S, = identity on @ E R(O) 1 arg a,(p) < 7T), 
S, 0 S, = identity on {p E R(0) / p > O}. 
(b) For every t.~ E R(0) there is an i such that 
p = &pi*) or p = f/.L;2’. 
(4 El = E, E2 = fe-1. 
(d) The sequences (t.$‘}, {p!“} are purely periodic. 
Proof We first observe that ply = p&3) tf and only tf OL = -J-p, where 
k E { 1,2}. This is obvious if t = 0, while for t = 1 it was proved by Berwick 
[l, p. 4031. Thus, the previous lemma may be used to find successors. 
Let k E { 1,2} and j = 3 - k. Suppose p E R(O), fl = S,(p), y = S&3). 
Then pm&) < Pk@)), p&) > p&?). Therefore, since p E B&3) we have 
P&CL) 3 P,(r)* 
Assumezh4 J=- Pj(Y). Ifpkb) > P&5(Y) then V E R(O), while ifpkh) < P,(y) 
then Pkb) < Pk(h contradicting the definition of fl. 
Hence, from p&) = pi(y) we obtain ~1 = j-r. It follows from the lemma 
that p = y and the remaining assertion of (a) is proved by symmetry. 
To prove (b), assume that TV E R(Q). It is clear that / #) 1 -+ OD, 
p.Jj~:~‘) -+ co. Assume first that 1 y 1 > 1. If p = -&I’) for any i, let 1 &) 1 < 
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Now, JJ&.L~‘)) <J&A) implies p E R(O). But thenp,(#) > pz&) 
: S&j’)). Similarly, 1 TV I < 1 implies that p = &L’~) for some i. 
= 1, E E R(O); therefore by (b), E = &$’ for some i. Since 
E py > 0, E = pr ‘l’. By the definition of the m, Zof Algorithm R, i > m + I. 
Since E is fundamental, it follows that m = 0 and 1 = i, proving half of 
(c) and (d); the remaining assertions follow similarly. 
We remark that Theorem 4(a), in conjunction with Algorithm P, shows 
that the algorithms of Berwick and Voronoi for negative discriminant cubic 
fields each construct the same finite sequence of modules Mi but in opposite 
order. 
Finally, we see by (d) that the condition for termination of Algorithm P 
is simple: 
1 Iv& ) = 1. 
10. REAL QUADRATIC FIELDS 
We now continue the discussion of the previous section, restricting our 
attention to r = 2, t = 0. 
Assume K = (0), e2 - m > 1, and m squarefree. We desire a nontrivial 
unit of the order 0 C K. As is well known, 
where f = (0, : 0) and 
(w W9) = (4 4f2m), m f 1 (mod 4), 
= ((1 + @12,f2m), m = 1 (mod 4). 
We may represent an arbitrary module M = Mi by 
where 
and a,b,dEZ, (a,b,d)= l,b,d>O. 
Let o,(B) = 0, CT,(~) z 8 = - 8. TO find p = S,(l, M) we must solve 
1 -=c x + yy < R(M), 
(14) 
-1<x+fY<< 
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in rational integers x, y, where a(M) = H(M) + 6, 8 > 0. Here 
D(M) = 4mb2/d2, H(M) = 2bt’/d. 
Note that since m is squarefree, H(Q) = (D(Q1f2 is not an integer; therefore 
H(M) = H(M,) = H(0) 1 ivpi 1 > 1. (15) 
In solving 
x + yy = A, 
x+Ty=B 
with A = 1, H(M) and B = &-1 we find that 
ed=A-B 
’ = 268 -z@y’ 
and therefore 
O<y<l+--l. 
H@f) 
By (15), 0 < y < 1, and since y = 0 implies - 1 < x -=c 1 and x > 1 we 
have y = 1. 
It now follows from (14) that x = [-p] or [-j?] + 1. Since we are 
minimizing x + y and 1 E R(M) we must have 
Applying our transformation now gives [l, r] -+ [l, l/(y + [-71). Hence, 
the unit algorithm, which we can abbreviate as 
@‘:YH 
1 
Y + I-71 ’ 
is related to the well-known continued fraction algorithm 
by 
where 
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11. NUMERICAL EXAMPLES 
In actual practice it is convenient to perform Algortihm P as follows: 
Let d,, = 0: 2[0]). We then have for allj 2 1, 
Hence, the positive integer d3+1 = ,, d I Npj 1 is a “common denominator” 
for Mj+r and all arithmetic can be kept in Z[Q (Npj is easily calculated from 
pi = p,~~-~ .) For example, the inequality 
fork Grand 
-(d,)l/* * (do * R(0))“2 < Rk(djpj), Ik(dipj) < (dj)l” * (dt$(@))“’ 
for k > r. 
EXAMPLE I. 
68 + 156 + 10 = 0 (r = 1, t = l), 
O(l) = -0.6485, 
O(2) = 0.3242 + 3.9135& 
Ml = 0 = [l, 6, es], H(M,) = 81.0285. 
We take k = 1. Then to find p1 we must solve 
1 < c, - 0.6485~~ + 0.42055~~ < 81.0285, 
-1 < cl + 0.3242~~ + 15.2104c, < 1, 
-1 < 3.9135~~ + 2.5375~~ < 1. 
From (ll), (12) we obtain 
(16) 
1 < c, < 77, 
-3 < c, f 0, 
0 < c3 < 5. 
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The actual solution is p1 = 46 - 20 + 302, and IV&) = 6. By Algorithm T, 
the basis of MI is transformed successively into 
11, -0, 02] --+ [l, 23 - 9 + 02, 02] 
-+ [I, 23 - 0 + 02, 46 - 20 + 302] -j [46 - 28 + 38”, 23 - 3 + 02, I]. 
Hence, 
6M2 = [6, 13 + 200 + 702, 1 + 20 + 02]. 
The original Berwick algorithm gives the equivalent basis [6, 1 - 40 + 02, 
1 + 20 + 02]. The inequalities to be solved next are 
6 < pl(602) < 81.0285, 
-6 -=c Re((6p2)r2)} < 6, 
-6 < Im((6p2)(2)} < 6. 
The following table gives the sequences diMi and dipj (relative to the basis 
shown): 
j 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
[l, 0, 021 
djMj 
[6, 13 + 200 + 782, 1 $ 20 + 021 
[26,6 + 20 + 202, -9 - 160 - 3021 
[S, 4 + 40, -6 - 80 + 202] 
119, -4 - 90 - 202, 2 - 58 + 021 
[21,6 + 60 - 302,2 - 50 - 021 
[36,21 + 60 + 302, 12 + 1201 
[lo, -50 + 02, -2021 
[8,4 + 60 + 202, -401 
[8,3 + 20 + 02, 5 + 60 - 02] 
[19, -3 - 80 - 302, 2 - 0 + 2821 
[6,2 + 40 + 202, 2 + 0 - 021 
[lo, -5 - 108 - 302, 5 + 021 
4Pi 
(46, -2, 3) 
(5, -4 9) 
(1, 1,O) 
(332, 1) 
(1, 0, 1) 
(2, --1,O) 
(1, 1, -1) 
t3,0, -1) 
(3, 1, 2) 
(532, -1) 
(LO, 1) 
GA 0, -1) 
(LO, 1) 
Since M,, = (Ii, the algorithm has become periodic. The fundamental 
unit is E = pI4 = pI me* p14 = 663561 - 279050 + 4303102. 
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For k = 2, the inequalities to be solved are the same as (16) except for 
the modification (13). We obtain bounds 
-1 <Cl <2, 
-1 dc, <2, 
0 d c3 < 0, 
and the solution is found to be (0, -1,O). Proceeding in this way, we obtain 
the sequence MI4 ,..., MI and unit 
c-1 = 41 + 958 + 4982. 
EXAMPLE II. d3 - 278 - 52 = 0 (r = 3, t = 0). 
Ordering the roots by increasing value we find that l 2 = 83 + 106 - 4e2, 
the algorithm having a preperiod of length 10 in this case. For k = 1 we 
obtain 
cl = -397851733 - 915843388 +26470952e2. 
A fundamental pair, calculated by Billevich’s algorithm [4] is (Q , Q), where 
q2 = e2 and Q = -9739 - 22428 + 64882. 
However, the pair l 1 , c2 is not fundamental, since or = -+,I~~~-~. 
EXAMPLE III. 8' - 5 = 0 (r = 1, t = 3). 
We shall find the units for directions 1,3, and 4. Note that 
PI f 1.25849895, 
e’2) 6 0.28004236 + 1.22694575& 
6’3) f @5, 
P4) =‘: 0.78466126 + 0.9839341Oi, 
ecn G e(4), 
e(6) f -1.13386837 + 0.54604223i, 
e(7) A jiG, 
MI = 0 = [I, 8, 82, d3, d4, @, @I, 
H(M,) = 29268.0321. 
The following tables give: 
(1) the sequences d,M, in Hermite normal form 
(2) d,~, (relative to the basis shown): 
(3) the unit Ed for direction j. 
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Direction 1 
djMi dipi 
I [I, 8, 82, 83, 84, 85, 861 [48, 38, 30, 24, 19, 15, 121 
2 ~2, 20, 282, 283, 284, 285, [36,26, 18, 12,7, 3, 241 
i + 8 + 82 + 63 + 84 + 85 + 861 
3 ~4, 49, 482,483,484,485, P,0,0,0,0,0,~1 
1 i 8 + 82 + 83 + 64 + 85 + $61 
Basis 4 coincides with basis 1. 
cl = 61601 + 489486 + 38894e2 + 30905e3 + 2455784 
+ 1951385 + 1550586. 
Direction 3 
j djpj 
1 [l, 6, 62, 83, 64, 65, ey [32, 32, 11, -9, - 16, - 10, 0] 
2 [28, 28e2, 28e3, 28d4, 28e5, [l, -2, -2, -3, -5, -1,5] 
1 + 178 + 90a + 13e3 + 25e4 
+ 582 + es] 
3 [107, 1078, 10782, 10783, 10784, 10785, [-5, -3, -5, -33,--4,-6,9] 
61 + 388 + 57d2 + 32e3 + 4884 
+ 72e5 + 191 
Basis 4 coincides with basis 1. 
E3= -14- 398 - 30e2 - 5e3 -I- 14e4 + 17e5 + 80% 
Direction 4 
j dihfj djp j 
1 [ 1, 82, 83, 64, 85, ey [3, -4, 4, -3, 2, -1, O] 
2 [17, 178, 1762, 1783, 1784, 1785, L-2 0, -1, -1, -2, -1,2] 
9 + 66 + 4e2 + 14Ba + 1584 
+ 1085 + es] 
3 [14,148,14P, 1483,7 + 78 + 782 P,0,0,0,0, ---I, 11 
+ 784,7e + 792 + 783 + 765, 
1 + 1Oe + 9B2 + 683 + 404 
+ 5e5 + @I 
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4 [4, 48,482,483,484,485, i + e + 82 [-2,2, -2, 1, -l,O, l] 
+ 83 f 84 + 85 + ey 
Basis 5 coincides with basis 2. 
E4 = -14 + 148 - 1182 + 783 - 384 + 286. 
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