ABSTRACT The ultra-wideband technique has shown its effectiveness for indoor target tracking. Various types of measurements have been applied to ultra-wideband systems for indoor target tracking, and the time difference of arrival (TDOA) measurement-based approaches are the most widely used methods due to their good accuracy and feasibility. Target tracking with the TDOA measurements usually encounters the problem of correlated measurement noises, as one sensor network utilizes the common reference sensor for measurement generation. The off-diagonal entries in the measurement error covariance matrix become non-zero values, which makes the standard target tracking algorithms inconvenient for practical installation of an ultra-wideband system. Another problem in sensor networks is properly exploiting the measurements obtained from multiple sensors considering practical conditions, such as storage limitations or computational resource consumption. The parallel update and the serial update are usually applied for the multi-sensor tracking problem. This paper presents a target tracking algorithm that integrates the Cholesky decomposition to decorrelate the measurement noises for the serial update, thus improving computational efficiency. The proposed algorithm is realized in an ultra-wideband system for real-time target tracking, and an experiment using real data is conducted to validate its practicability.
I. INTRODUCTION
Indoor target tracking has emerged as a critical role in civilian and military applications such as aiding tourists in entertainment venues, locating confidential devices and providing navigation services, [1] - [4] . Numerous techniques such as radio frequency identification (RFID), infrared (IR), blue tooth, and ultra wideband (UWB) have been studied for indoor target tracking over the past decades. RFID-based approaches usually suffer from a lack of communication capabilities and small positioning coverage. The main drawback of IR-based approaches is that the IR communications are usually blocked by obstacles, as IR signals cannot penetrate through walls. The spectrum that blue-tooth uses is unlicensed such that radio interference from other devices
The associate editor coordinating the review of this manuscript and approving it for publication was Lubin Chang. occurs frequently. In contrast, the applications of UWB technique are strictly regulated. Thus the use of wide range UWB frequency is usually limited to reduce the possibility of radio interference and frameworks for UWB communication are developed individually. Additionally, the high bandwidth and extremely short pulses of the UWB system contribute to determinations of signal arrival time and reduction of multi-path interference effects, making UWB a more desirable technique for indoor target tracking systems.
UWB tracking systems can utilize various information obtained from the received signals, which include received signal strength (RSS), angle of arrival (AOA), time of arrival (TOA), and time difference of arrival (TDOA). Hybrid schemes that use combinations of the above signals can provide more accurate information about the target position. For practical installations, the measurement type selection depends on computational constraints and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ accuracy requirements [5] . The UWB signal usually suffers from path loss (the ratio of the received signal power to the transmitted power) when traveling from one sensor to another. Because the RSS measurement accuracy relies on the received power and the path loss attenuates the radio signals, the RSS measurement defines an area of uncertainty instead of a circle [6] . The AOA measurement accuracy is sensitive to the distance between the target and the sensor. A small error in angle can lead to a large uncertainty area (circular sector) when the target is remote from the sensor. The UWB signal provides a very large bandwidth. This property contributes to a highly precise time resolution such that TOA and TDOA measurements benefit from higher accuracy relative to other measurement types. The performance of a TOA-based system is considerably affected by clock synchronization since all sensors should be synchronized precisely, which limits its applicability [7] . In contrast, the superiority of TDOA measurement includes its smaller requirements for clock synchronization, where only the reference sensor and the measured sensor have to be synchronized [4] . In a wireless sensor network (WSN), each sensor forwards the received target signal such as TOA to a centralized fusion center where the target location is estimated. The TDOA information can be extracted from the collected TOAs via two methods: (1) calculating the difference between the two TOAs; (2) performing a generalized cross-correlation (GCC) technique among TOAs [5] . Although the TOA measurement noises in one WSN are mutually uncorrelated, as each sensor operates independently, the first TDOA generation method designates one sensor as the common reference sensor and the TDOA measurement noises become correlated. Most of the multi-sensor target tracking algorithms [8] - [10] are developed based on the uncorrelated measurement noise assumption, which is not the case in reality. Reference [11] points out that neglecting the noise correlation can lead to a mismatch between the real measurement uncertainty coverage and the estimated one, which further results in an inaccurate tracking performance.
The noise correlation also causes another multi-sensor fusion problem. Measurements from different sensors are usually handled by two approaches: the parallel update and the serial update [12] . References [8] , [13] and [14] show that the two approaches are mathematically equivalent and deliver identical results under two conditions: (1) the system is linear; (2) the measurement noise is uncorrelated. Since the TDOA measurement equation is nonlinear and the TDOA measurement noise is correlated, these two conditions cannot be satisfied in practice. The measurement nonlinearity can be linearly approximated by an extended Kalman filter (EKF), but the linearization step introduces different approximation errors between parallel update and serial update [15] . The noise correlation turns the off-diagonal entries in the measurement error covariance matrix into non-zero values, and the serial update cannot be applied directly. The parallel update utilizes all measurements simultaneously by augmenting the measurement state vector as well as the corresponding error covariance matrices, making it immune to noise correlation. Because of the correlated nature of the measurement error covariance, the serial update suffers from losses in information and tracking accuracy without an appropriate noise decorrelation approach [16] . Numerous studies have been focused on the correlated TDOA measurement noise [17] - [19] . Reference [18] investigates the relationship between the variance of measurement noise and the parameters such as signal-to-noise ratio (SNR), bandwidth and frequency of the received signals. Reference [19] applies the Gram-Charlier orthogonalization to decorrelate the measurement noise in the first step, then approximates the measurement likelihood function by a Gaussian mixture instead of one Gaussian distribution. The Gaussian mixture approximation in [19] improves the precision in modeling the measurement uncertainty area at the cost of more storage requirements and computational complexity.
In this paper, the application of Cholesky decomposition [16] , [20] , [21] removes the noise correlation such that the serial update can be directly implemented with the decorrelated TDOA measurement. TDOA measurement noise decorrelation is achieved by modifying the standard measurement vector, predicted measurement vector and the standard Jacobian matrix with the inverse of the decomposition matrix. Precomputation for all entries in the inverse of unit lower triangular matrix avoids complicated matrix computations so that computational efficiency can be substantially improved. Experiments using real data from a UWB system are also conducted to verify the practicability of the proposed algorithm.
The rest of the paper is organized as follows. The state vector definition and the TDOA measurement noise correlation are presented in Section II. Section III describes the details of the Cholesky decomposition and its application to noise decorrelation. The EKF parallel update and the proposed EKF serial update using the decorrelated TDOA measurements are discussed in Section IV. Simulation studies for indoor target tracking of the proposed method are given in Section V, followed by descriptions for the corresponding experiment in Section VI.
II. PROBLEM STATEMENTS
In the problem of passive source localization using TDOA measurements, the signal is transmitted from the device mounted on a target and is received by each sensor at different instances. The difference in arrival time between two sensors can be converted into the difference in distances between the target and the two sensors by multiplying with the signal propagation speed, which generates one range difference of arrival (RDOA) measurement. One RDOA measurement defines a hyperbola in 2D or a hyperboloid in 3D. Every position on the hyperbola or hyperboloid indicates a possible target location such the target observability cannot be satisfied when only one TDOA measurement is provided. In 2D environments, a minimum of 2 TDOA measurements are required to locate a target, where the intersection of two hyperbolas defines the target location as illustrated in Fig. 1 ; whereas in 3D environments, the target is localized by the intersections of three hyperboloids, i.e., 3 TDOA measurements are required.
A. UWB SIGNAL INFORMATION
In a UWB-based tracking system, ranging packets from targets must be identified and guaranteed against collisions. According to IEEE standard 802.15.4 beacon-enabled medium access control (MAC) and high rate pulse repetition frequency (HRP) UWB ranging packet format, a simplified time-division multiple access (TDMA) MAC is used in this study and a target identification number is included in the payload of a ranging packet as shown in Fig. 2 . The reference sensor broadcasts beacon signal periodically to synchronize the sensor clocks. To prevent a guaranteed time slot (GTS) from overlapping adjacent one, the timing margin is introduced between GTSs. Time-stamps indicating the arrival time at the sensor are collected wirelessly by a reference sensor and transmitted to a localization server.
The existence of target ID number in each GTS identifies the signal origin so that the measurement origin uncertainty problem is solved. Additionally, the measurement-totrack data association algorithm which is usually required in multiple-target scenarios becomes unnecessary as the measurement origins are known.
B. STATE VECTOR
Under the additive noise assumption, the motion of the target at scan k is modeled as a linear-Gaussian in Cartesian coordinates as
where e k = [x kẋk ] T is the target state vector composed by a position component x k and a velocity componentẋ k , F k denotes the transition matrix, and ω k is the white Gaussian process noise with zero mean and covariance matrix Q k . The sensor network is constituted by stationary sensors at predetermined positions with state vectors
where M is the total number of sensors and 0 n denotes the n × n zero matrix. The distance vector between the target and the i-th sensor is r k,i = x k − x i k , and ||r k,i || is the corresponding Euclidean distance.
C. TDOA MEASUREMENT
Assume that sensor s 1 is utilized as the common reference sensor in this sensor network for TDOA measurement generation. Multiplying with the signal propagation speed c, the TDOA measurement is converted into a range difference such that
where
is denoted as the Gaussian noise of sensor s i and
where ν k,i ∼ N (0, σ 2 1,i ) is the TDOA measurement noise with standard covariance σ 2 1,i = σ 2 1 + σ 2 i . As s 1 is utilized as the reference sensor, M −1 TDOA measurements are created at each scan k, which can be presented by a stacked form of
The stacked TDOA measurement z k is denoted as
where ν k ∼ N (0, R k ) and R k is the measurement error covariance matrix. Since all TDOA measurements are generated under a common reference sensor, the measurement noises are mutually correlated and the off-diagonal entries of the corresponding VOLUME 7, 2019 covariance matrix become non-zero values [18] . The measurement error covariance matrix R k is denoted as
Given that the sensor network is homogeneous, i.e., the standard deviation of sensor noise is equal to σ u , then eq (10) becomes
where matrix k is further utilized for the TDOA measurement decorrelation in Section III.
III. TDOA NOISE DECORRELATION
The standard EKF update for a stacked measurement vector z k is performed simultaneously with the entire measurement vector, which is called the parallel update. If the measurement noises are uncorrelated, then the measurement error covariance matrix is diagonal and one can perform the EKF update sequentially with one component of the measurement vector at a time, which is called serial update.
In TDOA-based tracking systems, the measurement noises are correlated and the corresponding covariance matrix R k is not diagonal such that the serial update cannot be directly applied. Since R k is a positive-definite matrix, one can apply a linear transformation to diagonalize it. An efficient technique to achieve the diagonalization is through the Cholesky decomposition [20] and yields
where D k is a unit lower triangular matrix, k = 2σ 2 u I M −1 and I n denotes an n × n identity matrix.
Denote the (m, n)th entries in k and D k as
and its entries are given by
otherwise.
Denote the stacked sensor noise in range domain as
Consequently, the covariance matrix R k can be presented in the form
as the entries in D k are constants determined by the sensor network. Together with (10) yields
The stacked TDOA measurement vector z k in (7) can be rewritten as
Multiplying both sides with D
where g k is the pseudo-measurement noise vector which follows
The covariance matrix of g k is equivalent to k , which is diagonal, and the pseudo-measurement z p k is uncorrelated. Consequently the uncorrelatedness of pseudo-measurement noises guarantees the use of EKF serial update.
The Jacobian matrix of the measurement function h(e k ) is given by
Similarly, instead of H k , one can utilize the pseudo Jacobian matrix given by
IV. TRACKING WITH DECORRELATED TDOA MEASUREMENTS
In this section, both the EKF parallel update and the EKF serial update with decorrelated TDOA measurements are described for comparative analysis. The startup of EKF requires an informative prior state estimate and covariance such that the TDOA measurements received at the first scan are utilized for track initialization. The track state is recursively propagated via the EKF prediction step and corrected by the received measurements in the EKF update step. A flowchart of the tracking procedure is illustrated in Fig. 3 .
A. TRACK INITIALIZATION
The least square (LS) approach has been widely studied in TDOA measurement-based target localization [22] , [23] . The method in [22] provides a simple but efficient solution by neglecting the quadratic constraint. Reference [23] improves the localization accuracy by introducing a Lagrange multiplier and the solution is obtained through a bisection algorithm, which makes it computationally expensive. Although the solution in [22] is not as accurate as the one in [23] , it requires fewer computations and its inaccuracy can be compensated by the EKF update in the next few scans. Therefore the method in [22] is adopted in this paper for track initialization. The localized target position x 0ŷ0ẑ0 T is used as the initial state estimate in one-point track initialization [24] . The initial track is parameterized by an initial state estimate e 0 and an initial covariance matrix P 0 that are given by e 0 = x 0ŷ0ẑ0 0 0 0
where v max is the maximum target velocity determined by the designers.
B. EKF PARALLEL UPDATE
In the EKF parallel update, the track state is updated simultaneously with the entire measurement vector z k . Consequently parameters in EKF such as the Jacobian matrix H k , the filter gain matrix K k , the predicted measurement error covariance matrix S k and the predicted measurement vector z k have to be augmented into stacked form. This lead to difficulties in implementing the filter in practice. Denote the predicted mean and covariance of track state as e k and covarianceP k , respectively. The standard EKF parallel update formulae are given bŷ
whereê k andP k are the posterior mean and covariance matrix with
The dimensions of K k and S k are 6 × (M − 1) and (M − 1) × (M − 1), respectively.
C. EKF SERIAL UPDATE
Compared to the parallel update, the serial update uses measurements from different sensors sequentially instead of handling the entire measurement vector all at once, enabling a tracking system to execute complicated tasks by utilizing free time for several easier subtasks. The subtasks should be executed iteratively within one sampling interval. In the m-th iteration of serial update, the pseudo Jacobian matrix, the pseudo measurement and the predicted measurement are denoted as H 
The noise decorrelation process is executed iteratively instead of implementing all matrix operations, as in eq (21) . Meanwhile, less storage is required as H 
end for 9 : k (m, n) can be utilized immediately from the dataset instead of being calculated repeatedly, and the algorithmic efficiency is increased substantially.
Note that if N md sensors fail to receive the UWB signals, then the iteration number in Algorithm 1 changes to M − 1 − N md . For situations where M − 1 − N md is less than 3, the target state observability cannot be satisfied in 3-dimensional scenarios, the updated track state will be given by the predicted track state, namelyê k =ē k andP k =P k .
D. COMPUTATIONAL ANALYSIS
Although evaluation metrics of indoor target localization systems vary in different applications, the computational load should always be addressed. The localization result is used as an input for the subsequent control systems such that an accurate and rapid result is required. The computational complexity of a filter is analyzed by giving the number of floating-point operations (flops) in this paper. A flop is a measure of counting computations, including addition/subtraction and multiplication/division between two floating-point numbers. The equivalent flop (EF) complexity is proposed in [25] to reflect the flop complexity of the matrix and vector operations. The prediction EF complexity for the parallel update is identical to the serial update while the update EF complexities are different.
The EF complexities of the parallel update and the serial update are given by
where d 1 is the EF complexity of linearization of the predicted state. Note that M 2 as the TDOA measurement cannot be generated by only one sensor. For the case of M = 1, no TDOA measurement is generated and the tracking system fails to update the track state with received measurements, then the relevant EF complexities become
Details of the EF complexity for each update scheme are shown in Tables 1 and 2 . For example, the first instruction Table 1 The characteristic curves of C parallel (M ) and C serial (M ) with regard to the sensor number M are shown in Fig. 4 . The serial update has an EF complexity close to the one of the parallel update when M 5, and exhibits a significant reduction in EF complexity when M > 5. Such superiority becomes more obvious as the number of sensors increases, making the serial update more appropriate for situations where large scale sensors are required. The serial update utilizes the measurement from one sensor at a time that the computations in one iteration can be significantly reduced since high dimensional matrix operations are avoided. The iteration number can be flexibly adjusted so that there exists a trade-off between the tracking performance and computational requirements as long as the target observability is satisfied, i.e., the iteration number should be at least 3. For target tracking using TDOA only measurements, the tracking accuracy depends on sensor-target geometry such that evaluations for sensor deployment are necessary. The Cramer-Rao lower bound (CRLB), which indicates the best theoretical performance of filters by the root mean squared error (RMSE), is used in this simulation as evaluation criterion for sensor deployment. The CRLB at every point in x − y plane is calculated by [26] where J −1 (i, j) indicates the (i, j)th entry in the inverse of the Fisher information matrix J, where
A collection of all CRLB values in the x − y plane forms a CRLB distribution, as illustrated in Fig. 6 , where the CRLB values are quantized and distinguished by a color bar on the right side. As shown in Fig. 6 , most of the surveillance region is shaded in blue, showing that the theoretical estimation error is small and the sensors are deployed appropriately. In the simulation, both the correlated and the uncorrelated TDOA measurement error covariance matrices are used for the EKF parallel update to investigate the influence of the measurement noise correlation. To verify the effectiveness of the proposed approach, we simulate both the EKF parallel updates with both the correlated and the uncorrelated measurements, and the EKF serial update with the decorrelated TDOA measurements. The corresponding simulation The transition matrix and process noise covariance matrix for all EKFs are given by
where T s = 1/f 0 is the sampling time, ⊗ denotes the Kronecker product and the standard deviation of the process noise is σ ω = 0.707 m/s 2 . Although the transition matrix in (33) does not coincide with the dynamics of target 2, this can be compensated by a high sampling frequency. According to the beacon-enabled slotted MAC protocol discussed in Section II-A, measurement origins are known to the UWB tracking system and measurement-to-track data association are not involved. The received measurements are divided into different groups based on the attached target ID number. The EKFs are applied separately to track the corresponding target. The tracking performance is evaluated by RMSE, which indicates the accuracy of the estimated target trajectory. The RMSE curves in Fig. 7 show that the EKF parallel update with the correlated covariance matrix delivers smaller RMSE relative to the one with the uncorrelated covariance matrix, which demonstrates the necessity of considering TDOA noise correlation. The several peaks in Fig. 7(b) can be attributed to a mismatch between the real measurement uncertainty coverage and the estimated one [11] . When the target performs a circular motion in x − y plane, the coverage of TDOA measurement uncertainty rotates along with the target movement. Neglecting the measurement noise correlation in the EKF parallel update with uncorrelated covariance matrix makes the filter fail to adjust its predicted covariance according to the target movement, which leads to the tracking performance deterioration.
The D-EKF serial update has similar estimation errors to the EKF parallel update (correlated noise). The inequality in tracking performance can be attributed to different linearzation errors in the Jacobian matrix calculations. The Jacobian matrix in parallel update is calculated simultaneously by differentiating w.r.t the predicted stateē k , whereas the Jacobian matrix of the serial update is replaced by a pseudo Jacobian matrix and the differentiatedē k varies in each iteration. Both update schemes deliver an averaged RMSE around 0.15 m, which suggests the TDOA measurement noise (
The simulation is conducted on a Windows 7 operating system (Intel i7-6700 CPU, 16.0 GB RAM) and run using the MATLAB program. Table 3 lists the execution time for both schemes. The serial update scheme outperforms the parallel update scheme as the execution time is significantly reduced. The larger matrix dimensions in parallel update lead to more matrix computations.
VI. EXPERIMENTAL RESULTS
This section presents the experimental results obtained from applying the proposed algorithm to the UWB real-time localization system (UWB-RTLS). The experiment is conducted in an indoor environment where one active emitter is mounted on a moving person and 8 passive sensors are deployed at designated positions as shown in Fig. 8 . The sensor-target geometry is similar to the one in Section V.
The UWB-RTLS is implemented via the C language on a micro-controller STM32F105RCT6, which is implemented as a host micro-controller to Decawave's DW1000 UWB chips. The DW1000 is an IEEE 802.15.4 compliant transceiver for wireless sensor networks and real-time localization systems. The chip builds on the advantages of ultra-wideband, such as unlicensed operation, robustness in multi-path environments, high precision ranging and low power transmission. The UWB radio signal is emitted periodically from the target to the stationary sensors and each sensor sends its timestamp of the received signals to the fusion center.
For practical implementations of the UWB-RTLS, clock synchronization between the reference sensor and the other sensors is critical, as it affects the tracking performance significantly. In this experiment, a Kalman filter is applied to improve the clock synchronization [19] and the experiment results are shown in Fig. 9 . The skew ratio of the measured clock relative to the reference clock and the clock offset are estimated so that the two clocks are synchronized by the Kalman filter [19] . The fluctuation of the original measured data indicates the instability of clock synchronization, and this phenomenon disappears after applying the Kalman filter.
The person carrying the emitter follows predetermined routes with a relatively constant velocity. The corresponding parameters are adjusted to the motion of the human (e.g., maximum velocity v max , and standard deviation of process noise σ ω ) and sensor characteristics (e.g., standard deviation of sensor noise σ u ). Several maneuvers are designed to test the robustness of the proposed algorithm. To enable the UWB-RTLS operate in real time, a trade-off between the tracking performance and computational load is made. The interactive multiple model (IMM) algorithm [20] , which aims to handle the target maneuvering problem with higher computational cost, is not adopted in this experiment. The filter has only one target dynamical model as denoted in (33), so the tracking performance is expected to degrade when the target maneuvers. The tracking performance degradation can be compensated as the high sampling frequency condition provides more target information within a fixed time.
In this experiment, the target moves in horizontal plane while the target height is kept constant. The vertical view of the experiment scenario is illustrated in Fig. 10 . The performance of D-EKF is compared with that of the EKF parallel update with the uncorrelated covariance matrix in this experiment. As can be seen in Fig. 10 , precise estimation can be achieved when the target moves towards one direction. The estimation accuracy degrades slightly when the target takes a turn (90 degree maneuver) but recovers quickly. The estimated target height and the relevant statistics are depicted in Fig. 11 . Since the target height remains time-invariant, all estimated heights over the entire experiment can be used to calculate the corresponding mean value and standard deviation. The mean value of target height in Fig. 11(a) is 1 .35 m which is very close to the true value 1.4 m. The corresponding standard deviation value is 0.08 m, which suggests good stability of the estimation results. Contrastively the EKF parallel update with uncorrelated noise in Fig. 11(b) shows severe fluctuations with standard deviation value 0.17 m.
VII. CONCLUSION
This paper presents a modified EKF serial update, which replaces the standard Jacobian matrix and measurement vector with pseudo versions, for indoor target tracking using TDOA measurements with applications to ultra-wideband systems. TDOA measurement shows a high accuracy due to the large bandwidth UWB signals, but its application is constrained by the correlated measurement noise. The proposed method releases the constraint by applying the Cholesky decomposition to convert the correlated TDOA noise into a mathematically equivalent and uncorrelated pseudo-noise. Therefore the decomposition matrix can be integrated naturally with the EKF serial update, and fusing the TDOA measurements from multiple sensors can be achieved without information loss. Other advantages of the serial update include the lower-dimensional matrix operations and lower storage requirements relative to the parallel update, which is validated by theoretical analyses and simulation studies in this paper. The experimental results demonstrate the accuracy of the tracking results and the ability of handling target maneuvers. 
