In this paper, we give a proof of the Riemann hypothesis. Let V = {s : ℜ(s) > 1/2} \ {y : lim s→y | log ζ(s)| = ∞}. The proof depends on some formulas consisting of ζ(s) and extensions of the functions p (1 − 
Introduction
Let us briefly describe the motivation of this paper.
For the complex variable s with ℜ(s) > 1 (ℜ(s) the real part of s), the Riemann zeta function ζ(s) is defined as
By analytic continuation ζ(s) extends to an analytic function in the whole complex plane with a simple pole at 1. In his paper [2, Appendix] on π(x), which denotes the number of primes less than or equal to a given positive real number x, the German mathematician Bernhard Riemann presented a grand strategy for establishing an exact formula for π(x). One of its outstanding consequences, if a conjecture is proved to be correct, is that the error E(x) appearing in the Prime Number Theorem, which is π(x) = x 2 dt log t + E(x), with E(x) = o x log x ,
where log x is the natural logarithm of x, would satisfy E(x) = O(x 1 2 +ǫ ) for each ǫ > 0 [2] . In this paper, to take a significant step for the understanding of his paper on π(x), we prove what is today called the Riemann hypothesis: 
Preliminary results
The proof of Lemma 1.1 depends on some knowledge about two functions
and
We devote this section to presenting preliminary results, mainly proving several lemmas concerning H 1 (s) and
Lemma 2.1. We have
where A 1 (s) and A 2 (s) are analytic in the region ℜ(s) > . In addition, H 1 (s) and H 2 (s) extend to analytic functions in V .
Proof. By the infinite product representation of H 1 (s) it is plain that H 1 (s) = 0 in the region ℜ(s) > 1. Hence, we may take the natural logarithm of both sides of (1) and obtain, in the region ℜ(s) > 1, 
Taking the natural logarithm of the left member of (6), we have, in the region ℜ(s) > 1,
Hence, we have
Combining (5) and (7), we have
Since
, we directly take the right members of (8) as the extension of log H 1 (s) to an analytic function in the region ℜ(s) > 1 2 with singularities at points y such that lim s→y | log ζ(s)| = ∞. This completes the proof of (3).
The equation (4) is proved in a similar manner; note that log H 2 (s) = log
and from (7),
Combining (9) and (10), (4) is evident. The last assertion of the lemma is a corollary to (3) and (4). In the case of H 1 (s), we write
and note that log H 1 (s) is evaluated in a sense of the ordinary natural logarithm; that is, we have log(e f (z) ) = f (z), and the imaginary part of log(e f (z) ) is exactly that of f (z).
This completes the proof of the lemma.
Lemma 2.2. We have
Proof. Differentiating both sides of (3) and (4), respectively, the lemma is evident. 
The function H 2 (s) has the same property at ρ.
Proof. Let D ′ (ρ; δ) be the disk of radius δ (δ > 0 arbitrarily small) centered at ρ and punctured at ρ. A classical result of complex analysis concerning the natural logarithm states that
where T (s) is a real function. Hence with (15) we have
Now suppose that T (s) is absolutely bounded in D ′ (ρ; δ). It is plain that for any real number t, 
It is plain that lim
and lim
Now we express H 1 (s) as its Laurent series
With this expression, it is clear that each coefficient of n<0 h n (s − ρ) n is 0 in the case of (17), which shows that H 1 (s) is redefined so that it is analytic at ρ. This completes the proof of (13). Similarly, substituting the sequence {s n } satisfying (18) in (19), we find out that at least one term of n<0 h n (s − ρ) n has a nonzero coefficient. This completes the proof of (14). Another part of the lemma concerning H 2 (s) is proved similarly. . We have either By the definitions of H 1 (s) and H 2 (s) we have
or by analytic continuation, Proof. For some disk D(y; δ), we can write
where c N = 0. Differentiating f (s), we have
The lemma is evident by (21).
Finally, we recall 3 Proof of Lemma 1.1
In this section, we give a proof of Lemma 1.1. In the argument below, by Lemma 2.5 we first assume that H 1 (ρ) = 0 and H 1 (s) is analytic at ρ.
has a simple pole at ρ.
Proof. Since ζ(ρ) = 0, we have ord ρ ζ ≥ 1. Hence, it is plain that by Lemma 2.6
can not have a simple pole at ρ.
Proof. By (11) and Lemma 3.1 we have
By Lemma 2.7
where the last inequality is evident by the power series representation of ζ(s) at ρ, which is
and the fact that ζ(ρ) = 0. But then (22), together with analyticity of H 1 (s) at ρ and Lemma 2.7, shows that
which is absurd. This completes the proof of the lemma.
Lemmas 3.1 and 3.2 contradict one another, which proves that Lemma 1.1 is true when H 1 (ρ) = 0.
Finally, by (12) of Lemma 2.2 it is obvious that the argument above is applicable to another case in which H 2 (ρ) = 0 and H 2 (s) is analytic at ρ; in (12)
has the factor i. This completes the proof of Lemma 1.1.
Some consequences of the proof of Lemma 1.1
This section is devoted to careful readers. It is advised that they check statements below by other means.
It is of interest to note a corollary to the argument in the previous section that ord 1 H 1 = −∞ and ord 1 H 2 = −∞. (The existence of Laurent series expansions of both functions at 1 is clear by their analyticity in some neighborhood of 1.) Suppose that both values are finite. We know that ζ ′ (s) ζ(s)
