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Abstract
We discuss the formulation of the prototype gauge field theory, QED, in the
context of two-particle-irreducible (2PI) functional techniques with particular
emphasis on the issues of renormalization and gauge symmetry. We show how
to renormalize all n-point vertex functions of the (gauge-fixed) theory at any
approximation order in the 2PI loop-expansion by properly adjusting a finite
set of local counterterms consistent with the underlying gauge symmetry. The
paper is divided in three parts: a self-contained presentation of the main results
and their possible implementation for practical applications; a detailed analysis
of ultraviolet divergences and their removal; a number of appendices collecting
technical details.
Key words: Thermal/Nonequilibrium Field Theory, Two-particle-irreducible
techniques, Gauge Theory, Renormalization
1. Introduction
Two-particle-irreducible (2PI) functional techniques [1, 2] provide a pow-
erful tool to generate systematic partial resummations of perturbative series
in (quantum) field theory, of interest in numerous physical situations where
the perturbative expansion breaks down. Topical examples include thermody-
namic [3, 4, 5, 6] and transport [7] properties of bosonic fields at high temper-
atures or at a second order phase transition [8, 9], or genuine nonequilibrium
situations [10, 11, 12], with physical applications ranging from early-universe
cosmology [13] to high-energy heavy-ion collisions experiments [14] and con-
densed matter physics [15]. The application of such techniques to gauge theo-
Email addresses: urko.reinosa@cpht.polytechnique.fr (Urko Reinosa),
julien.serreau@apc.univ-paris7.fr (Julien Serreau)
1CPHT is unite´ mixte de recherche UMR7644 (CNRS, E´cole Polytechnique).
2APC is unite´ mixte de recherche UMR7164 (CNRS, Universite´ Paris 7, CEA, Observatoire
de Paris).
Preprint submitted to Annals of Physics August 30, 2018
ries is a nontrivial issue which requires one to understand the interplay between
renormalization and symmetry. Important progress has been made recently
concerning the issue of symmetries in the 2PI formalism, in particular, in the
context of abelian gauge theories [16]. Moreover, the basic ideas concerning the
renormalization of 2PI QED have been put forward in Ref. [17]. We present
here a complete renormalization theory of QED in covariant linear gauges in
the 2PI framework.
It is known that linearly realized global symmetries of a given theory are
inherited by the corresponding 2PI-resummed effective action [12, 18]. This
has recently been shown to be true also for abelian gauge theories in linear
gauges [16]. In particular, it has been shown how to construct 2PI approxima-
tion schemes which systematically respect the corresponding Ward-Takahashi
identities. Another important issue regarding gauge symmetry concerns the
gauge-fixing independence of physical observables [19, 20]. The point is that,
even though the latter, as defined in the exact theory, are gauge-fixing indepen-
dent, the corresponding expressions obtained from a given 2PI approximation,
contain residual gauge-fixing dependences due to the resummation of infinite
subclasses of perturbative contributions inherent to 2PI techniques. It is to be
emphasized that the fact that vertex functions obtained from a given 2PI ap-
proximation exactly satisfy the correct symmetry identities does not guarantee
that the corresponding physical observables are gauge-invariant, i.e. gauge-
fixing independent.
For systematic approximation schemes, such as e.g. the 2PI loop-expansion,
it can be shown that these gauge dependent contributions are parametrically
suppressed in powers of the expansion parameter [19] (see also [4]). The observed
good convergence properties of 2PI approximations schemes [5, 6] therefore sug-
gests that they should be under control, at least in weakly coupled situations,
provided that renormalization is well understood. This has recently been tested
for QED in Ref. [21], where the thermodynamic pressure has been computed at
finite temperature from the two-loop approximation of the 2PI effective action
in covariant gauge. The results indicate that gauge-fixing parameter depen-
dences remain under control in a wide range of couplings and are comparable
with the renormalization scale dependences, other sources of uncertainty inher-
ent to such calculations. Moreover, the Landau gauge has been identified as
a gauge minimizing both gauge-fixing parameter and renormalization scheme
dependences.
The second aspect mentioned above, renormalizability, is deeply related to
that of symmetries. Renormalization in the 2PI framework has been under-
stood only in recent years and has been extensively developed for theories with
scalar [22, 18, 5, 23, 24, 9], but also fermionic [25] and, recently, gauge [17, 21]
degrees of freedom. Most studies have been concerned with the issue of renor-
malizing the basic equation of the 2PI formalism, that is the self-consistent
equation for the two-point function. In Ref. [24] a complete description of all
n-point vertex functions in the 2PI framework has been put forward for scalar
field theories. The present paper develops the renormalization theory of 2PI
QED in covariant linear gauge, extending our previous work [17] for the renor-
2
malization of the photon and fermion two-point functions. In particular, we
show that all proper vertex functions obtained from the 2PI loop-expansion of
QED can be made finite at any approximation order by adjusting a finite set of
local counterterms consistent with the underlying gauge symmetry.
In Sec. 2 we review the 2PI formulation of QED. In particular, we con-
sider the field expansion of the so-called 2PI-resummed effective action, which
defines the (2PI-resummed) proper vertex functions of the theory. These can
be expressed in terms of a second class of vertex functions which we call 2PI
vertices and which require independent renormalization. Sec. 3 introduces the
counterterms needed to renormalize both 2PI and 2PI-resummed vertex func-
tions in a way that preserves the symmetries of the bare theory. The presence
of two different classes of vertices and the fact that gauge symmetry constraints
them differently [16] call for introducing additional counterterms as compared
to the standard (i.e. perturbative) renormalization theory. Still, the number of
independent renormalization conditions which define the theory is the same as
usual, as we discuss in Sec. 3.5. Indeed, the extra-counterterms are fixed by im-
posing consistency conditions between 2PI and 2PI-resummed vertex functions
at the renormalization point. This is a standard feature of 2PI renormaliza-
tion theory [24]. Another important issue, which we discuss in Secs. 3.4 and
3.5, is to make sure that renormalization and consistency conditions respect the
underlying gauge symmetry. In Sec. 3.6, we provide a ready-to-use renormal-
ization procedure which allows one to fix all the counterterms in a way that
preserves the corresponding 2PI Ward-Takahashi identities. Readers interested
in practical applications will find everything they need in those sections.
Finally, Secs. 4 and 5 give a detailed analysis of ultraviolet divergences
present in 2PI and 2PI-resummed vertex functions and describes how they can
be systematically absorbed in the above mentioned counterterms. In particu-
lar, we show that the structure of the (sub-)divergences and, consequently, of
the corresponding counterterms, is constrained by 2PI Ward identities in pre-
cisely such a way that no divergence appears which would call for symmetry-
breaking couterterms. In turn, this guarantees that gauge symmetry is preserved
by the renormalization procedure, provided one imposes suitable (i.e. gauge-
symmetric) renormalization conditions. Some technical issues are presented in
the appendices.
2. The 2PI-resummed effective action for QED
2.1. Generalities
We consider QED in the linear covariant gauge. The gauge-fixed classical
action reads
S[A,ψ, ψ¯] =
∫
x
{
ψ¯
[
i/∂ − e/A−m
]
ψ +
1
2
Aµ
[
gµν∂
2 − (1 − λ)∂µ∂ν
]
Aν
}
, (1)
3
where
∫
x
≡
∫
d4x. Aside from the gauge-fixing term, proportional to the pa-
rameter λ, the classical action is invariant under the gauge transformation
ψ(x)→ eiα(x) ψ(x) , ψ¯(x)→ e−iα(x) ψ¯(x) , Aµ(x)→ Aµ(x)−
1
e
∂µα(x) , (2)
where α(x) denotes an arbitrary real function. The free inverse fermion and
photon propagators are given by
iD−10,α¯α(x, y) = [ i/∂x −m ]α¯α δ
(4)(x− y) , (3)
iG−10,µν(x, y) =
[
gµν∂
2
x − (1− λ)∂
x
µ∂
x
ν
]
δ(4)(x− y) . (4)
A derivation of the 2PI effective action for QED can be found in Ref. [16].
We briefly review the main formalism here. In order to define the 2PI effective
action in full generality, one needs to introduce the usual connected correlators
for time-ordered Maxwell and Dirac fields
Gµν(x, y) ≡ 〈TAµ(x)Aν (y)〉c , Dαβ¯(x, y) ≡ 〈Tψα(x)ψ¯β¯(y)〉c , (5)
as well as the mixed connected correlators3
Kαν(x, y) ≡ 〈Tψα(x)Aν(y)〉c , K¯µβ¯(x, y) ≡ 〈TAµ(x)ψ¯β¯(y)〉c (6)
and
Fαβ(x, y) ≡ 〈Tψα(x)ψβ(y)〉c , F¯α¯β¯(x, y) ≡ 〈T ψ¯α¯(x)ψ¯β¯(y)〉c . (7)
It proves convenient to grab the bosonic and fermionic fields A, ψ and ψ¯ in a
12-component superfield ϕ and the various correlators (5)-(7) in a corresponding
supercorrelator G ≡ 〈Tϕϕt〉
c
:
ϕ ≡

 Aψ
ψ¯t

 , G ≡

 G Kt K¯K F D
K¯t −Dt F¯

 , (8)
where the upperscript t means transposition, of Dirac or Lorentz indices and of
space-time variables.4 We assign a fermion number qm to the component ϕm
of the superfield: qm = 0 for bosonic A-like components, qm = 1 for fermionic
ψ-like components and qm = −1 for fermionic ψ¯-like components. Note the
following symmetry property [16]:
Gmn = (−1)
qmqnGnm . (9)
3Note that G, D, F and F¯ are commuting functions, whereas K and K¯ are anticommuting.
4We employ a notation where space-time variables, if not written explicitly, are put together
with Lorentz, Dirac, or superfield indices. Repeated indices are implicitly summed over, which
includes an integration over space-time variables.
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Written as a functional of ϕ and G, the 2PI effective action reads [16],
Γ2PI[ϕ,G] = S0[ϕ] +
i
2
Str LnG−1 +
i
2
StrG−10 G + Γint[ϕ,G] , (10)
where Str denotes the functional supertrace5 and S0[ϕ] is the free action, defined
as
S0[ϕ] ≡
1
2
ϕmiG
−1
0,mn ϕn , (11)
with the free inverse propagator6
iG−10,mn ≡ (−1)
qn
δ2S[ϕ]
δϕmδϕn
∣∣∣∣
ϕ=0
. (12)
The only nonvanishing components of G−10 are given by Eqs. (3)-(4):
iG−10 =

 iG
−1
0 0 0
0 0
(
−iD−10
)t
0 iD−10 0

 . (13)
The functional iΓint[ϕ,G] is the sum of closed two-particle-irreducible (2PI)
diagrams with lines corresponding to the components of G and vertices obtained
from the shifted action Sint[ϕ+δϕ]. In QED, and more generally in theories with
only cubic interactions, the complete field dependence of Γint[ϕ,G] is contained
in its zero (classical) and one-loop contributions [16]. We may thus write
Γint[ϕ,G] ≡ Sint[ϕ] + Γ
1loop
int [ϕ,G] + Γ2[G] , (14)
where, in term of the components of the superfields ϕ and G,
Sint[ϕ] = − e
∫
x
ψ¯(x)/Aψ(x) , (15)
Γ1loopint [ϕ,G] = e
∫
x
(
tr [ /A(x)D(x, x)] − ψ¯(x) /K(x, x) − /¯K(x, x)ψ(x)
)
. (16)
The effective action Γ[ϕ], i.e. the generating functional for 1PI n-point
functions, can be obtained from the 2PI effective action (10) as [1, 2, 18, 16]
Γ[ϕ] = Γ2PI[ϕ, G¯[ϕ]] , (17)
5For a supermatrixM with bosonic and fermionic elements as in Eq. (8), one has strM≡P
n(−1)
qnMnn. The functional supertrace Str involves, in addition, an integration over
space-time variables.
6Throughout this paper, functional derivatives are understood as being right derivatives
and successive derivatives are noted such that the rightmost derivative acts first. For any
functional F of χ ≡ ϕ or G, one has
F [χ+ δχ] =
X
n≥0
1
n!
δχ1 . . . δχn
δnF [χ]
δχn . . . δχ1
.
5
where the physical correlator G¯[ϕ] in presence of a nonvanishing field ϕ is ob-
tained from the stationarity condition
δΓ2PI[ϕ,G]
δG
∣∣∣∣
G¯[ϕ]
= 0 ⇐⇒ G¯−1[ϕ] = G¯−10 − Σ¯[ϕ] (18)
where we introduced the self-energy
Σ¯nm[ϕ] = (−1)
qm 2i
δΓint[ϕ,G]
δGmn
∣∣∣∣
G¯[ϕ]
. (19)
The independent components of the latter are given by
Σ¯ ≡

 Σ¯AA Σ¯Aψ −Σ¯
t
ψ¯A
−Σ¯tAψ Σ¯ψψ −Σ¯
t
ψ¯ψ
Σ¯ψ¯A Σ¯ψ¯ψ Σ¯ψ¯ψ¯

 . (20)
Although it is a trivial identity in the exact theory, Eq. (17) provides an ef-
ficient starting point to devise systematic nonperturbative approximations of
the effective action Γ[ϕ] through systematic expansions of the 2PI functional
Γ2PI[ϕ,G].7 This is the so-called 2PI resummation scheme [24]. For any given
approximation of the 2PI effective action, Eq. (17) defines the corresponding
2PI-resummed effective action.
2.2. Vertex functions
Proper vertex functions of the theory can be defined as field derivatives of
the (2PI-resummed) effective action
Γ
(n)
1...n ≡
δnΓ[ϕ]
δϕn · · · δϕ1
∣∣∣∣
ϕ¯
(21)
evaluated at the physical value of the field ϕ = ϕ¯, defined as8
δΓ[ϕ]
δϕ1
∣∣∣∣
ϕ¯
= 0 . (22)
We shall refer to the functions (21) as 2PI-resummed vertex functions. Using
Eqs. (10) and (17), the latter can be expressed in terms of derivatives of Γint[ϕ,G]
with respect to ϕ or G, so-called 2PI kernels [24, 16]. One has for instance
δΓ
δϕ1
=
δΓ2PI
δϕ1
∣∣∣∣
G¯
= iG−10,1nϕn +
δΓint
δϕ1
∣∣∣∣
G¯
, (23)
7The nonperturbative character of the approximation scheme is encoded in the self-
consistent definition of G¯[ϕ], Eq. (18).
8For gauge-fixed QED in C-invariant physical states, which we assume in this paper, ϕ¯ = 0.
All equations in the main text assume that the global U(1) symmetry of the theory is not
broken, in particular, this implies that the fermionic components of ϕ¯ vanish.
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where we have used the stationarity condition (18). Similar expressions can be
obtained for higher 2PI-resummed vertex functions. This has been worked out
in detail in the context of scalar field theories in Ref. [24]. In the present case,
one has to pay particular attention to additional signs which arise due to the
presence of Grassman field components. This is detailed in App. C. We obtain,
for the 2PI-resummed two-point vertex function,9
Γ
(2)
12 = (−1)
q1 iG−10,21 +
δ2Γint
δϕ2δϕ1
∣∣∣∣
G¯
+
(
G¯
δΣ¯
δϕ2
G¯
)
mn
δ2Γint
δGmnδϕ1
∣∣∣∣
G¯
, (24)
and for the 2PI-resummed three-point vertex function,
Γ
(3)
123 =
δ3Γint
δϕ3δϕ2δϕ1
∣∣∣∣
G¯
+
(
2 G¯
δΣ¯
δϕ2
G¯
δΣ¯
δϕ3
G¯ + G¯
δ2Σ¯
δϕ3δϕ2
G¯
)
mn
δ2Γint
δGmnδϕ1
∣∣∣∣
G¯
, (25)
where it is understood that the field assumes its physical value ϕ = ϕ¯.
It is clear from the previous formulae (see also App. C) that 2PI-resummed
vertex functions can be conveniently expressed in terms of field derivatives of
the self-energy Σ¯[ϕ] taken at ϕ = ϕ¯. The latter implicitly contains all the non-
perturbative resummations intrinsic to the 2PI resummation scheme, through
Eq. (19). This is made explicit by the fact that its derivatives satisfy linear
integral, Bethe-Salpeter–like equations, see App. C. One has for instance
δΣ¯nm
δϕ1
= (−1)qm
2i δ2Γint
δϕ1δGmn
∣∣∣∣
G¯
+
(
G¯
δΣ¯
δϕ1
G¯
)
ab
(−1)qm
2i δ2Γint
δGabδGmn
∣∣∣∣
G¯
, (26)
where, again it is understood that all derivatives are evaluated at ϕ = ϕ¯. Simi-
larly, the second derivative, needed e.g. in Eq. (25), reads
δ2Σ¯nm
δϕ2δϕ1
=
(
G
δΣ¯
δϕ1
G
)
ab
(
G
δΣ¯
δϕ2
G
)
cd
(−1)qm
2i δ3Γint
δGcdδGabδGmn
∣∣∣∣
G¯
+
(
2 G¯
δΣ¯
δϕ1
G¯
δΣ¯
δϕ2
G¯ + G¯
δ2Σ¯
δϕ2δϕ1
G¯
)
ab
(−1)qm
2i δ2Γint
δGabδGmn
∣∣∣∣
G¯
. (27)
It is to be emphasized that field-derivatives of the self-energy, or more pre-
cisely, the functions
V
(p+2)
mn;1···p ≡ −i(−1)
qm
δpΣ¯nm[ϕ]
δϕp · · · δϕ1
∣∣∣∣
ϕ¯
, (28)
provide an alternative definition of the proper vertex functions of the theory. We
shall refer to the latter as 2PI vertex functions [16, 24]. Although both defini-
tions coincide in the exact theory, they differ at finite approximation order. 2PI
vertex functions can be computed – and renormalized – independently from 2PI-
resummed ones. In contrast, 2PI-resummed vertex functions implicitly involve
9We specialize to the case of a purely cubic interaction, see Eq. (14).
7
2PI vertex functions and their renormalization requires a prior renormalization
of the latter.
We end this section by writing down the explicit equations to be discussed
in the following, namely Eqs. (24)-(27) written in terms of the components of
the superfields ϕ and G. To this purpose, some care must be taken concerning
the fact that the various components of G are not independent. One has, for
instance,
δΓint
δDαα¯
=
δGmn
δDαα¯
δΓint
δGmn
=
δΓint
δGαα¯
ψψ¯
−
δΓint
δGα¯α
ψ¯ψ
= 2
δΓint
δGαα¯
ψψ¯
(29)
and similarly for other functional derivatives.
We shall also take advantage of the global symmetries of the theory which
we assume to be preserved by the approximation at hand.10 To be specific, we
shall focus on the 2PI loop-expansion. The global U(1) symmetry implies that
any quantity having a nonvanishing fermion number vanishes in the absence
of external sources (i.e. “on-shell”). For instance all mixed correlators K, K¯,
F and F¯ vanish on-shell; also δΣ¯mn/δϕp = 0 unless qm + qn + qp = 0 etc., see
App. A. Parity and charge conjugation symmetry lead to further simplifica-
tions of the equations, see App. A for details. For instance, one deduces from
charge conjugation symmetry that 2PI n-photon functions with n odd vanish
identically, a generalization of Furry’s theorem for 2PI vertices (ϕ = ϕ¯ = 0
implicit):
δ2p+1Σ¯AA
δA2p+1 · · · δA1
= 0 . (30)
One also obtains that the 2PI three-point functions δΣ¯Aψ/δψ¯ and δΣ¯ψ¯A/δψ
are linearly related to each other by means of the charge conjugation matrix C
(ϕ = ϕ¯ = 0 implicit):
δΣ¯µαAψ(x, y)
δψ¯α¯(z)
= −Cαβ¯
δΣ¯β¯µ
ψ¯A
(y, x)
δψβ(z)
C−1βα¯ . (31)
The only two independent components of the 2PI three-point vertex V (3) ∝
δΣ¯/δϕ, namely δΣ¯ψ¯ψ/δA and δΣ¯ψ¯A/δψ fulfill the following self-consistent equa-
tions (ϕ = ϕ¯ = 0 implicit)
δΣ¯α¯µ
ψ¯A
δψα
=
iδ2Γint
δψαδK¯µα¯
+ D¯ββ¯
δΣ¯β¯ρ
ψ¯A
δψα
G¯ρν
iδ2Γint
δKβνδK¯µα¯
∣∣∣∣
G¯
(32)
and
δΣ¯α¯α
ψ¯ψ
δAµ
=
−iδ2Γint
δAµδDαα¯
+ D¯βγ¯
δΣ¯γ¯γ
ψ¯ψ
δAµ
D¯γβ¯
−iδ2Γint
δDββ¯δDαα¯
∣∣∣∣
G¯
. (33)
10Some global symmetries might be broken by the particular physical (initial) state one
considers, without affecting the discussion of renormalization. For instance, the presence of
a thermal bath explicitly breaks Lorentz symmetry but does not affect the structure of UV
divergences.
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We will also have to discuss the 2PI four-point function δ2Σ¯ψ¯A/δAδψ which
reads, explicitly,
δ2Σ¯β¯ν
ψ¯A
δAµδψα
=
(
D¯
δΣ¯ψ¯A
δψα
G¯
)
βρ
(
D¯
δΣ¯ψ¯ψ
δAµ
D¯
)
γγ¯
iδ3Γint
δDγγ¯δKβρδK¯νβ¯
∣∣∣∣∣
G¯
+
(
D¯
δΣ¯ψ¯ψ
δAµ
D¯
δΣ¯ψ¯A
δψα
G¯+ D¯
δ2Σ¯ψ¯A
δAµδψα
G¯
)
βρ
iδ2Γint
δKβρδK¯νβ¯
∣∣∣∣∣
G¯
. (34)
Finally, the 2PI-resummed two- and three-point vertex functions read (ϕ = ϕ¯ =
0 implicit)
−iδ2Γ
δψαδψ¯α¯
= D−10, α¯α +
−iδ2Γint
δψαδψ¯α¯
+ D¯ββ¯
δΣ¯β¯ν
ψ¯A
δψα
G¯νµ
−iδ2Γint
δKβµδψ¯α¯
, (35)
−iδ2Γ
δAµδAν
= G−10, µν +
−iδ2Γint
δAµδAν
+ D¯αβ¯
δΣ¯β¯β
ψ¯ψ
δAµ
D¯βα¯
−iδ2Γint
δDαα¯δAν
(36)
and
iδ3Γ
δAµδψαδψ¯α¯
=
iδ3Γint
δAµδψαδψ¯α¯
+
(
D¯
δΣ¯ψ¯ψ
δAµ
D¯
δΣ¯ψ¯A
δψα
G¯+ D¯
δ2Σ¯ψ¯A
δAµδψα
G¯
)
βν
iδ2Γint
δKβνδψ¯α¯
.
(37)
Notice that Eq. (37) can be written in a different way (depending on which field
derivative is taken first), involving the four-point 2PI vertex δΣ¯AA/δψδψ¯, see
e.g. [16]. The above expression is more suited to discuss renormalization.
3. Renormalized 2PI effective action
The bare 2PI and 2PI-resummed vertex functions introduced in the previous
section are plagued by UV divergences and require regularization, see Sec. 3.1
and renormalization. To this purpose, we introduce the corresponding renormal-
ized vertex functions, which can be conveniently defined from the renormalized
2PI effective action, defined in Sec. 3.2. In particular, the latter includes a
counterterm part consistent with the symmetries of the theory, see Sec. 3.3.
This allows one to renormalize all vertex functions in a gauge symmetric way,
provided one imposes suitable (i.e. gauge symmetric) renormalization condi-
tions, as discussed in Secs. 3.4 and 3.5. Sec. 3.6 summarizes the renormalization
procedure.
3.1. Regularization
Before starting our discussion of renormalization, a point of caution is in
order. In what follows, we shall not actually perform a nonperturbative proof of
renormalization in the 2PI framework. This is beyond the scope of the present
paper. Instead, we shall employ a formal coupling expansion of the various
9
renormalized vertex functions obtained from an arbitrary 2PI approximation
and show that the coefficients of such formal series are all finite.
Since each of these coefficients is given by a finite sum of standard perturba-
tive diagrams (those which are summed up in the 2PI approximation at hand),
we are free to use standard gauge-symmetric regularization schemes, such as
Pauli-Villars, lattice, or dimensional regularizations. We choose to work with
the latter, the simplest one, which respects all symmetries of the theory (unlike
the lattice) and does not require any modification of the classical action (unlike
Pauli-Villars or the lattice). All four-dimensional momentum space integrals are
replaced by d-dimensional ones and expressed as analytic functions of ǫ = 4− d
in the usual manner. In Secs. 4 and 5, we show that the coefficients of the for-
mal coupling expansions of any vertex functions in the 2PI formalism all have
a finite limit when ǫ is taken to zero.11
The limitations of such an analysis are the same as those of standard per-
turbative renormalization proofs. In particular, the obtained renormalized se-
ries are at best asymptotic ones and one has to wonder how to make sense
out of them. Of course, the whole point of 2PI techniques is to directly solve
the nonperturbative equations for resummed propagators and vertices without
resorting to such perturbative expansion, which requires a truly nonpertur-
bative renormalization.12 Nonperturbative proofs of 2PI renormalization are
accessible to analytical analysis under the (conservative) assumption that the
asymptotic large momentum behavior of resummed propagator lines G¯(p) at
any given 2PI approximation order is bounded – up to logarithms – by that of
the corresponding free propagators so that the standard power counting anal-
ysis of divergent loop integrals applies13, see e.g. [22, 18, 5, 23, 25, 17]. This
assumption must ultimately be checked by actual (numerical) calculations, see
e.g. Refs. [22, 5, 9, 21].
Such an analysis, not to be performed here, requires a nonperturbative – in
the present context gauge-invariant – regularization, such as the lattice. The lat-
ter involves specific lattice vertices in the discretized classical action. However,
it can be checked that these do not modify the usual power counting of divergent
integrals [21] and do not require additional renormalization/consistency condi-
11In Secs. 4 and 5, we also employ a ladder-rung expansion for some equations, which
greatly simplifies the analysis. In principle, dimensional regularization does not apply to the
diagram of such an expansion, which involve resummed propagator lines. Strictly speaking,
all the expression we shall write are to be understood in the sense of their formal coupling
expansions.
12Since QED is expected to exhibit a Landau pole at a nonperturbatively high momentum
scale, see e.g. [28], renormalization has to be understood in the usual sense of minimizing the
cutoff-sensitivity of physical observables in a range of cutoff well above any physical momentum
scale in the problem and well below the Landau pole.
13 We stress that this is not guaranteed to be true a priori for arbitrary 2PI approxima-
tions. Partial resummations of perturbative logarithms can modify the convergence properties
of diagrams with resummed propagator lines as compared to naive power counting. Such mod-
ifications occur, for instance, in the standard 1/N expansion of 0(N) scalar field theory, see
e.g. [27].
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tions. Therefore, we expect that no counterterms other than those introduced
in dimensional regularization are needed (see however footnote 13) and that
the renormalization procedure presented below is complete. A recent numerical
calculation of the QED pressure, using the (isotropic) lattice formulation of the
2PI effective action to two-loop order, seems to support this idea [21].
3.2. Renormalized 2PI effective action: definition
The renormalized 2PI effective action is defined as:14
ΓR2PI[ϕR,GR] ≡ Γ2PI[ϕ,G] , (38)
where the renormalized superfield ϕR and superpropagator GR are given by
ϕR ≡ Z
−1/2ϕ and GR ≡ Z
−1/2 G Z−1/2 , (39)
with the supermatrix Z ≡ diag (Z314×4, Z214×4, Z214×4). We also introduce
the standard renormalized mass, coupling and gauge-fixing parameters:
Z0mR ≡ Z2m, Z1eR ≡ Z2Z
1/2
3 e , Z4λR ≡ Z3λ . (40)
Let us here recall that, in the exact theory, the Ward-Takahashi identities asso-
ciated with the underlying U(1) gauge symmetry ensure that Z1/Z2 and Z4 are
UV finite. It follows that, in the exact theory, one can choose Z1/Z2 = 1 and
Z4 = 1, up to finite redefinitions of the coupling constant eR and gauge-fixing
parameter λR respectively.
Renormalized vertex functions are obtained from the renormalized 2PI ef-
fective action in the very same way as bare vertex functions were obtained in
Sec. 2.2 from the bare 2PI effective action. In particular, the renormalized
2PI-resummed effective action ΓR[ϕR] ≡ Γ[ϕ], which field expansion defines the
renormalized 2PI-resummed vertex functions, can be obtained as, see Eq. (17),
ΓR[ϕR] = Γ
R
2PI[ϕR, G¯R[ϕR]] , (41)
where the renormalized physical correlator G¯R[ϕR] is obtained from, see Eq. (18),
δΓR2PI[ϕR,GR]
δGR
∣∣∣∣
G¯R[ϕR]
= 0 . (42)
It is convenient to write the renormalized 2PI effective action in a form simi-
lar to (10) but involving exclusively renormalized superfields, superpropagators
and parameters:
ΓR2PI[ϕR,GR] ≡ S0,R[ϕR] +
i
2
Str LnG−1R +
i
2
StrG−10,R GR + Γ
R
int[ϕR,GR] , (43)
14The term “renormalized 2PI effective action” means that all (renormalized) vertex func-
tions derived from it, which only involve the physical ϕR and GR, are UV convergent once
a proper renormalization procedure is applied. Notice, however, that we do not discuss the
renormalization of composite operators in this paper, which would involve further independent
counterterms.
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which defines ΓRint[ϕR,GR], see below. The renormalized free action and prop-
agator S0,R and G0,R are obtained from S0 and G0 after replacing the original
bare parameters m and λ by the renormalized ones mR and λR. The decom-
position (43) allows one to easily obtain the equations for renormalized vertex
functions from the corresponding equations for bare vertex functions by simply
replacing bare superfields and (free) superpropagators by renormalized ones,
and Γint[ϕ,G] by ΓRint[ϕR,GR]. In what follows, we shall refer to the equations
at the end of Sec. 2.2, as equations for renormalized vertex functions, assuming
implicitly that the relevant replacements have been made.
3.3. Counterterms
Using Eqs. (10), (38), (39) and (43), the functional ΓRint[ϕR,GR] can be writ-
ten, up to a constant contribution, as
ΓRint[ϕR,GR] = Γint[ϕR,GR; eR] + δΓint[ϕR,GR] (44)
where the first term on the RHS is obtained from Γint[ϕ,G; e] simply by replacing
the bare superfield, superpropagator and coupling by their renormalized coun-
terparts (we made the coupling-dependence explicit here) and the second term
contains all explicit reference to the counterterms δZi ≡ Zi − 1, i = 0, . . . , 3. It
can be expressed as15
δΓint[ϕR,GR]=
i
2
ϕtRδG
−1
0 ϕR+
i
2
StrδG−10 GR+Γint[ϕR,GR;Z1eR]−Γint[ϕR,GR; eR],
(45)
where δG−10 ≡ ZG
−1
0 − G
−1
0,R. By construction, two-point – i.e. mass and field-
strength – counterterms δm ≡ δZ0mR, δZ2 and δZ3 (recall that the gauge-
fixing parameter counterterm δZ4 = 0), only appear in the first two terms of
the RHS of Eq. (45); the last two terms contain the dependence on the coupling
counterterm δZ1.
As we did previously in Eq. (14), it is convenient to separate the classical (i.e.
GR-independent), one-loop (i.e. linear in GR), and higher-loop contributions in
the counterterm contribution δΓint[ϕR,GR]:
δΓint[ϕR,GR] ≡ δSint[ϕR] + δΓ
1loop
int [ϕR,GR] + δΓ2[GR] , (46)
where, in terms of the superfield and superpropagator components,
δSint[ϕR] =
1
2
∫
x
δZ3A
µ
R(x)
(
gµν∂
2
x − ∂
x
µ∂
x
ν
)
AνR(x)
+
∫
x
ψ¯R(x)
(
iδZ2/∂x − δm− δZ1eR /AR(x)
)
ψR(x) , (47)
15We use the fact that Γint[ϕ,G; e] = Γint[ϕR,GR;Z1eR].
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δΓ1loopint [ϕR,GR] =
1
2
∫
x
δZ3
(
gµν∂
2
x − ∂
x
µ∂
x
ν
)
GµνR (x, y)
∣∣∣
y=x
−
∫
x
tr
(
iδZ2/∂x − δm− δZ1eR /AR(x)
)
DR(x, y)
∣∣∣
y=x
−
∫
x
δZ1eR
(
ψ¯R(x) /KR(x, x) + /¯KR(x, x)ψR(x)
)
, (48)
and
δΓ2[GR] = Γ2[GR;Z1eR]− Γ2[GR; eR] . (49)
The functional iδΓ2[GR] is the series of closed 2PI diagrams having two or more
loops with lines corresponding to the components of GR and classical QED
vertices with either the renormalized coupling eR or the coupling counterterm
δZ1eR and containing at least one vertex counterterm. It is ϕR-independent,
just as Γ2[GR].
At this stage, it is important to realize that, although the same counterterms
δZ0,...,3 appear in δSint[ϕR], δΓ
1loop
int [ϕR,GR] and δΓ2[GR], they play in fact very
different roles. For instance, the last term of Eq. (47) leads to a tree level con-
tribution to the (2PI-resummed) three-point function iδ3ΓR/δARδψRδψ¯R, see
Eq. (37), proportional to δZ1, which, as we shall see later, cancels a global di-
vergence in this function. Similarly, the last three terms of Eq. (48) respectively
lead to tree level contributions to the (2PI) three-point functions δΣ¯ψ¯ψR /δAR,
δΣ¯AψR /δψ¯R and δΣ¯
ψ¯A
R /δψR, see Eqs. (32)-(33), again proportional to δZ1, which
absorb global divergences in these functions. Of course, in the exact theory,
these four functions coincide and a single coupling counterterm is sufficient to
absorb their global divergences. However, at any finite approximation order,
these functions differ and one needs to allow for a priori different coupling coun-
terterms in the various contributions to δSint[ϕR], δΓ
1loop
int [ϕR,GR] and δΓ2[GR].
This is in fact a general feature of 2PI renormalization theory [24]: since
2PI and 2PI-resummed vertex functions do not coincide in general at finite ap-
proximation order, their renormalization calls for introducing different countert-
erms.16 Previous analysis of (renormalizable) scalar and fermionic field theories
[22, 18, 5, 23, 24, 9] teach us that one should actually include all local countert-
erms of mass dimension less or equal to four17 consistent with the symmetries
of the theory [24]. The aim of the present paper is to show that this generalizes
to abelian gauge theories.
It is important to notice that, in the present context, symmetry constraints
16These are actually different approximations to the various QED counterterms δZ0,...,4.
For systematic approximation schemes though, 2PI-resummed and 2PI vertex functions only
differ beyond the accuracy of the approximation and so do the corresponding counterterms,
provided one imposes suitable renormalization conditions [24, 16], see Sec. 3.5.
17More precisely, one should include in the 2PI diagrammatic expansion all diagrams made
of lines GR and local counterterms vertices having a number of legs n such that
Pn
i=1(di+ki) ≤
d = 4, where the sum runs over the legs of the vertex and di is the canonical mass dimension
of the field operator corresponding to the i-th leg (di = (d − 2)/2 for scalars or gauge fields,
di = (d−1)/2 for spin 1/2 fermions fields etc) and ki accounts for possible derivative couplings.
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may allow for new type of counterterms, which have no analog in standard
renormalization theory, simply because one has, in general, more possibilities to
construct symmetry invariants with both ϕR and GR than with ϕR alone [17].
This is the case for gauge theories where, because the gauge transformation
of the field ϕR involves an affine contribution, the gauge transformation of
the bilinear ϕRϕR differs from that of the connected correlator GR [16]. The
most general counterterm contribution δΓint[ϕR,GR] consistent with the above
requirements is given by Eq. (46), with
δSint[ϕR] =
1
2
∫
x
δZ3A
µ
R(x)
(
gµν∂
2
x − ∂
x
µ∂
x
ν
)
AνR(x)
+
∫
x
ψ¯R(x)
(
iδZ2/∂x − δm− δZ1eR /AR(x)
)
ψR(x) , (50)
δΓ1loopint [ϕR,GR] =
1
2
∫
x
(
δZ¯3
(
gµν∂
2
x − ∂
x
µ∂
x
ν
)
+δM¯2gµν+δλ¯ ∂
x
µ∂
x
ν
)
GµνR (x, y)
∣∣∣
y=x
−
∫
x
tr
(
iδZ¯2/∂x − δm¯− δZ¯1eR /AR(x)
)
DR(x, y)
∣∣∣
y=x
−
∫
x
δZ˜1eR
(
ψ¯R(x) /KR(x, x) + /¯KR(x, x)ψR(x)
)
, (51)
and
δΓ2[GR] =
∫
x
(
δg¯1
8
GµRµ(x, x)G
ν
Rν (x, x)+
δg¯2
4
GµνR (x, x)G
R
µν (x, x)
)
+δΓBPHZ2 [GR].
(52)
In the classical contribution δSint[ϕR], terms A
2
R, (∂AR)
2, (∂AR)A
2
R and A
4
R,
which would be allowed by power counting are forbidden by gauge symmetry.
Similarly, gauge invariance forbids one-loop terms of the form (∂AR)GR and
A2RGR. In Secs. 4 and 5, we shall actually prove that, in a given truncation of
the 2PI effective action, no diagrams generate divergences which would call for
introducing such counterterm contributions. In contrast, since the gauge trans-
formation of the photon connected correlator GR is trivial (see [16] and below),
one-loop terms of the form GR or ∂∂GR are allowed, giving rise to mass-like
and gauge-fixing-parameter–like counterterms δM¯2 and δλ¯. The same is true
for two-loop terms ∼ G2R in δΓ2[GR], which give rise to four-photon–like coun-
terterms δg¯1 and δg¯2 [17]. As discussed in detail in Ref. [17], see also Sec. 4.1
below, these new counterterms actually absorb (sub)divergences in the longi-
tudinal (in momentum space) part of the inverse photon correlator G¯−1R . We
stress that such divergences are a pure artifact of the (2PI) approximation. For
systematic approximation schemes, they – and the corresponding counterterms
– are systematically of higher order as compared to the order of approximation
[17].
As for QED coupling counterterms in Eqs. (50)-(52), charge-conjugation
invariance implies that the terms ψ¯R /KR and /¯KRψR come with the same coef-
ficient δZ˜1eR. However, unlike what happens in the exact theory, these terms,
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which are actually gauge-symmetric (see below), are not related to the third
coupling counterterm contribution /ARDR and, consequently, the latter comes
with an independent coefficient δZ¯1eR. We show in the next section that gauge
symmetry further implies that the counterterms δZ1, δZ2, δZ¯1 and δZ¯2 are not
independent.
Finally, we mention that the term δΓBPHZ2 [GR] in Eq. (52) only starts at
three-loop order. It involves QED-coupling counterterms and, beyond five-loop
order, (gauge-symmetric) four-photon counterterms. Its construction has been
discussed in detail in Ref. [17]. We shall not discuss it any further here.
3.4. Renormalized 2PI Ward-Takahashi identities
The issue of gauge symmetries in the 2PI formalism has been discussed in
[19, 26, 16]. In Ref. [16] the generalization of Ward-Takahashi identities for the
bare 2PI effective action were derived and explicitly solved for abelian theories.
In particular, it was shown that, for linear gauges, the bare functional
Γsym[ϕ,G] ≡ Γ2PI[ϕ,G]− Sgf [ϕ] , (53)
with Sgf [ϕ] ≡ −(λ/2)
∫
x[∂µA
µ(x)]2 the classical gauge-fixing term, is invariant:
Γsym[ϕ,G] = Γsym[ϕ
(α),G(α)] (54)
under the gauge transformation of the bare fields:
ψ(α)(x) = eiα(x)ψ(x) , ψ¯(α)(x) = e−iα(x)ψ¯(x) , A(α)µ (x) = Aµ(x) −
1
e
∂µα(x)
(55)
and bare superpropagator:
G(α)mn(x, y) = e
iqmα(x)Gmn(x, y) e
iqnα(y) , (56)
where α(x) is an arbitrary real function. From Eq. (53), one derives symmetry
identities for the bare (2PI, 2PI-resummed, etc) vertex functions of the the-
ory, which generalize the standard Ward-Takahashi identities. Ref. [16] shows
that these 2PI Ward-Takahashi identities are exactly satisfied at any order of
approximation in the 2PI loop-expansion of QED.
Let us now see how Eqs. (53)-(56) are modified by renormalization at fi-
nite approximation order, i.e. by the inclusion of the counterterm contribution
δΓint[ϕR,GR], Eqs. (50)-(52). Defining ∆i ≡ Z¯i − Zi = δZ¯i − δZi, for i = 1, 2,
it is an easy exercise to check that the functional18
ΓRsym[ϕR,GR] ≡ Γ
R
2PI[ϕR,GR]−S
R
gf [ϕR]+
∫
x
ψ¯R(x)
(
i∆2/∂x−∆1eR /AR(x)
)
ψR(x) ,
(57)
18The functional ΓRsym[ϕR,GR] is obtained from Γ
R
2PI[ϕR,GR] by subtracting the renormal-
ized classical gauge fixing action and replacing δZ1,2 → δZ¯1,2 in Eq. (50).
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where SRgf [ϕR] ≡ −(λR/2)
∫
x
[∂µA
µ
R(x)]
2, is invariant:
ΓRsym[ϕR,GR] = Γ
R
sym[ϕ
(α)
R ,G
(α)
R ] (58)
under the following gauge transformations of the renormalized fields:
ψ
(α)
R (x) = e
iα(x)ψR(x) , ψ¯
(α)
R (x) = e
−iα(x)ψ¯R(x) , A
(α)
Rµ(x) = ARµ(x) −
1
e˜
∂µα(x)
(59)
and renormalized superpropagator:
G
(α)
R,mn(x, y) = e
iqmα(x) GR,mn(x, y) e
iqnα(y) , (60)
where e˜/eR = Z¯1/Z¯2 and α(x) is an arbitrary real function. This uses the
fact that δΓ2[GR] is gauge-invariant since it only depends on the components of
GR, whose gauge transformations (60) are purely linear: in the diagrammatic
loop expansion, one easily sees that the local phase factors associated with the
fermionic end of each propagator line cancel each other at the QED vertex
they are attached to19 [16]. It also follows that the functional ΓRsym[ϕR] ≡
ΓRsym[ϕR, G¯R[ϕR]], that is,
ΓRsym[ϕR] ≡ ΓR[ϕR]− S
R
gf [ϕR] +
∫
x
ψ¯R(x) [i∆2/∂x −∆1eR /AR(x)]ψR(x) , (61)
where ΓR[ϕR] ≡ ΓR2PI[ϕR, G¯R[ϕR]] is the renormalized 2PI-resummed effective
action, is symmetric:
ΓRsym[ϕR] = Γ
R
sym[ϕ
(α)
R ] . (62)
The gauge transformation of the renormalized gauge field, see Eq. (59),
involves the ratio Z¯2/Z¯1, which must, therefore, be finite. Using 2PI Ward-
Takahashi identities for renormalized vertices, we show below that this is indeed
the case. Moreover, the symmetry property (54) of the bare 2PI effective action
is modified by a term involving (a priori infinite) counterterms, Eq. (57). The
variation of this term under the gauge transformation (59) can be written as
δα
∫
x
ψ¯R(x)
(
i∆2/∂x −∆1eR /AR(x)
)
ψR(x) = i
(
∆2 −∆1
Z¯2
Z¯1
)
δα
∫
x
ψ¯R(x)/∂xψR(x).
(63)
where, for a given functional F , δαF [ϕR,GR] ≡ F [ϕ
(α)
R ,G
(α)
R ]−F [ϕR,GR]. As we
discuss below, this only slightly modifies the (renormalized) 2PIWard-Takahashi
identities. Using these modified identities, one can show that the combination
of counterterms on the RHS of Eq. (63) is actually finite and can be set to
zero by an appropriate choice of renormalization conditions. This ensures that
19Diagrams containing possible four-photon vertex counterterms do not pose any problem
since only photon lines are attached to these vertices and the photon propagator is invariant
under the gauge transformation (60) [17].
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gauge symmetry (i.e. 2PI Ward-Takahashi identities) is exactly preserved by
the renormalization procedure at any approximation order.20 In particular:
δα
(
ΓR2PI[ϕR,GR]− S
R
gf [ϕR]
)
= 0 , (64)
and similarly for the 2PI-resummed effective action
δα
(
ΓR[ϕR]− S
R
gf [ϕR]
)
= 0 . (65)
To prove this, it is convenient (but not necessary) to switch to 4-momentum
space21. For later convenience, we introduce the following notations (Dirac and
Lorentz indices implicit) for two- and three-point vertex functions in momentum
space:
D¯R → D¯R(p) , G¯R → G¯R(p) ,
δ2ΓR
δψRδψ¯R
→ Γ
(2,0)
R (p) ,
δ2ΓR
δARδAR
→ Γ
(0,2)
R (p)
(66)
and
δΣ¯ψ¯ψR
δAµR
→ iV
(2,1)
Rµ (p
′, p) ,
δΣ¯ψ¯ARµ
δψR
→ iV˜
(2,1)
Rµ (p
′, p) ,
δ3ΓR
δAµRδψRδψ¯R
→ Γ
(2,1)
Rµ (p
′, p) .
(67)
For three-point functions, we use the convention that the first and second mo-
menta (here p′ and p) are associated with the outgoing and ingoing fermion legs
respectively. Ward-Takahashi identities for the renormalized 2PI vertex func-
tions are obtained by noticing that, since the last term of Eq. (57) is independent
of GR, one has
δΓR2PI[ϕR,GR]
δGR
=
δΓRsym[ϕR,GR]
δGR
(68)
which implies that the function G¯R[ϕR], defined as the extremum of the renor-
malized 2PI effective action ΓR2PI[ϕR,GR] for given ϕR, is actually the extremum
of a gauge-invariant functional. It follows that it transforms covariantly under
a gauge transformation of its argument [16]:
G¯R[ϕ
(α)
R ] = G¯
(α)
R [ϕR] . (69)
This generalizes a result derived in Ref. [16] for the bare supercorrelator. In
particular, this implies that the symmetry identities for bare 2PI vertices are
not modified by the presence of counterterms and can be directly transposed
to renormalized 2PI vertices. Of particular interest for our present purposes is
20Note that this alone does not guarantee gauge-invariance in the sense of gauge-fixing
independence.
21To discuss renormalization, it is sufficient to assume space-time translation invariance.
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the identity relating the renormalized three-point vertex δΣ¯ψ¯ψR /δAR ≡ iV
(2,1)
R
to the inverse fermion correlator D−1R [16]:
−
Z¯2
Z¯1
1
eR
kµ V
(2,1)
Rµ (p+ k, p) = iD¯
−1
R (p+ k)− iD¯
−1
R (p) . (70)
Another important consequence of Eq. (69), which we shall use extensively in the
next sections to show how UV divergences are constrained by gauge symmetry,
is the fact that the 2PI four-photon vertex δ2Σ¯AAR /δARδAR is transverse with
respect to the two external legs corresponding to field derivatives: One has,
schematically,
kρ
δ2Σ¯AARµν
δAρRδA
σ
R
= 0 . (71)
Similarly, one can deduce from Eqs. (61) and (62) symmetry identities for
the renormalized 2PI-resummed vertex functions [16]. It is easy to see that,
since the last term in the RHS of Eq. (61) is at most trilinear in the fields, the
only modification it brings as compared to the usual Ward-Takahashi identities
concerns the relation between the three-point function and the fermion two-
point function. We find:
−
Z¯2
Z¯1
1
eR
kµΓ
(2,1)
Rµ (p+ k, p) = Γ
(2,0)
R (p+ k)− Γ
(2,0)
R (p)− /k
(
∆2 −∆1
Z¯2
Z¯1
)
. (72)
Any other 2PI-resummed vertex function fulfills the usual Ward-Takahashi iden-
tities. In particular, the 2PI-resummed photon polarization tensor, defined
through Γ
(0,2)
R = iG
−1
0,R − iΠR, is transverse:
kµΠ
µν
R (k) = 0 . (73)
We show in Secs. 4 and 5 that all renormalized vertex functions can actually
be made finite by a proper choice of the counterterms introduced above. It then
follows from Eq. (70) that the ratio Z¯2/Z¯1 is finite and that one can set
Z¯1 = Z¯2 (74)
by a suitable definition of the renormalized charge eR. This generalizes the
usual textbook result in the 1PI formalism. Similarly, Eq. (72) proves that
the combination ∆2 −∆1(Z¯2/Z¯1) is finite and can, therefore, be set to zero
by adjusting the finite part of some counterterm, that is by a suitable (i.e.
gauge-symmetric) choice of renormalization conditions as discussed below. This
implies that
Z1
Z2
=
Z¯1
Z¯2
. (75)
As already mentioned, this guarantees that the renormalized 2PI effective action
satisfies the (2PI) Ward-Takahashi identities. We stress again that this is true
at any approximation order in the 2PI loop expansion.
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3.5. Renormalization conditions and gauge symmetry
The QED counterterms δZ0, . . . , δZ3 are fixed by imposing four indepen-
dent renormalization conditions for the (2PI-resummed) vertex functions of the
theory with non-negative superficial degree of divergence, namely the two- and
three-point functions Γ
(0,2)
R , Γ
(2,0)
R and Γ
(2,1)
R . The Ward-Takahashi identity (73)
guarantees that the longitudinal part of the photon two-point function Γ
(0,2)
R is
not modified by loop corrections, which implies that δZ4 = 0. The Lorentz
decomposition of the 2PI-resummed photon polarization tensor ΠR reads
ΠRµν(k) = Π
T
R(k
2)PTµν(k) , (76)
with the usual projectors PLµν(k) = kµkν/k
2 and PTµν(k)+P
L
µν(k) = gµν . Because
it is one-particle-irreducible, ΠRµν(k) is expected not to have a pole at k
2 =
0, which implies that ΠTR(0) = 0 (i.e. the photon is massless). The global
divergence of ΠTR is absorbed by the photon field-strength counterterm δZ3 in
Eq. (50) which can be fixed by requiring that, at a given renormalization point
k = k∗1 ,
dΠTR(k
2)
dk2
∣∣∣∣
k=k∗1
= 0 . (77)
Similarly, the mass and fermion field strength counterterms δZ0 = δm/mR
and δZ2 are fixed by imposing renormalization conditions on the fermion two-
point function or, equivalently, on the (2PI-resummed) fermion self-energy ΣR,
defined through Γ
(2,0)
R = iD
−1
0,R − iΣR. The latter has the following structure in
Dirac space:
ΣR(p) = σ0(p
2)1+ σ1(p
2)/p , (78)
where σ0 and σ1 are globally divergent real functions, see App. A.4. The mass
counterterm δm absorbs the global divergence of σ0(p
2) and can be fixed by
demanding that, at a given renormalization point p = p∗1,
tr
[
ΣR(p)
]
p=p∗1
= 0 , (79)
i.e. σ0(p
∗2
1 ) = 0. The global divergence of σ1(p
2) is absorbed in the fermion
field strength counterterm δZ2. To fix the latter, it proves convenient for later
use to consider, instead of the standard renormalization condition involving the
momentum derivative of ΣR(p), the finite difference at the renormalization point
p = p∗2, k = k
∗
2 : {
ΣR(p+ k)− ΣR(p)
}
(p∗2 ,k
∗
2)
= 0 , (80)
where we introduced the following notation:{
F (p, k)
}
(p∗,k∗)
≡
1
4
tr
[
/k
k2
F (p, k)
]
p=p∗,k=k∗
. (81)
Notice, in particular, that {/k}(p,k) = 1. Here the Dirac trace tr[γµΣR] isolates
the vector component σ1 of ΣR and the contraction with k
µ is chosen such that,
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for on-shell fermion momenta (p∗2 + k
∗
2)
2 = p∗22 , Eq. (80) reduces to the simpler
condition σ1(p
∗2
2 ) = 0.
Finally, the coupling counterterm δZ1 absorbs the global divergence of the
2PI-resummed three-point vertex Γ
(2,1)
R,µ . The latter admits the following Dirac
decomposition, see App. A.4:
Γ
(2,1)
R,µ (p
′, p) = V Sµ (p
′, p)1+ V Vµ,ν(p
′, p)γν + iV Aµ,ν(p
′, p)γ5γ
ν +
i
2
V Tµ,νρ(p
′, p)σνρ ,
(82)
where V S , . . . , V T are real functions, among which only the vector component
V V presents a global divergence, see App. A.4. To isolate the latter, we impose
the following condition at a renormalization point p = p∗3, k = k
∗
3{
kµΓ
(2,1)
R,µ (p+ k, p)
}
(p∗3 ,k
∗
3)
= −eR . (83)
Here the contraction with kµ is introduced in prevision of a later use of the
symmetry identity (72).
Equations (77), (79), (80) and (83) define the theory. However, at any fi-
nite approximation order in the 2PI expansion, these are not sufficient to fix
all the counterterms in Eqs. (50)-(52). The remaining counterterms must be
fixed without introducing neither extra renormalization condition nor new pa-
rameters other than the two QED parameters mR and eR, and the gauge-fixing
parameter λR. To this aim, recall that the occurrence of extra counterterms
in the 2PI formalism originates from the various possible definitions of vertex
functions, which need a priori independent renormalization at finite approxi-
mation order. However, renormalization conditions are an aspect of the exact
theory, where e.g. experimental input is introduced, and, as such, should not
differ for various definitions of vertex functions. It is thus natural to require the
consistent condition that various (e.g. 2PI and 2PI-resummed) vertex functions
with non-negative superficial degree of divergence agree at the renormalization
point. This is a standard feature of 2PI renormalization theory, see Ref. [24] for
the case of scalar field theories.
The only independent, globally divergent 2PI vertex functions are the photon
and fermion self-energies Σ¯AAR ≡ Π¯R and Σ¯
ψ¯ψ
R ≡ Σ¯R and the three-point vertices
δΣ¯ψ¯ψR /δAR = iV
(2,1)
R and δΣ¯
ψ¯A
R /δψR = iV˜
(2,1)
R . The photon self-energy admits
the following Lorentz decomposition in momentum space:
Σ¯AARµν(k) ≡ Π¯Rµν(k) = Π¯
T
R(k
2)PTµν(k) + Π¯
L
R(k
2)PLµν(k) , (84)
where both transverse and longitudinal components Π¯TR(k
2) and Π¯LR(k
2) are
UV-divergent [17], see App. A.4. In particular, their global divergences are
absorbed in the counterterms δZ¯3, δM¯
2 and δλ¯ in Eq. (51). To fix the latter we
impose the consistency conditions [17]
dΠ¯TR(k
2)
dk2
∣∣∣∣
k=k∗1
=
dΠTR(k
2)
dk2
∣∣∣∣
k=k∗1
, (85)
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and, using the fact that the longitudinal part of the 2PI-resummed photon
polarization tensor vanishes identically, ΠLR(k
2) = PLµνΠ
µν
R (k
2) = 0,
Π¯LR(k
2)|k=k∗1 = Π
L
R(k
2)|k=k∗1 = 0 ,
dΠ¯LR(k
2)
dk2
∣∣∣∣
k=k∗1
=
dΠLR(k
2)
dk2
∣∣∣∣
k=k∗1
= 0 .
(86)
A related aspect is the presence of divergent four-photon subdiagrams in Π¯R
[17]. The latter actually add up to the complete four-photon vertex function
V¯Rµν,ρσ(p, q, k) obtained from the 2PI kernel δ
2ΓRint/δGRδGR|G¯R , see Eq. (252)
below. In the exact theory, the latter agrees with the (2PI-resummed) four-
photon function Γ
(0,4)
Rµν,ρσ(p, q, k) which is transverse and thus finite [17]. In
contrast, at finite approximation order, the function V¯Rµν,ρσ(p, q, k) is not ex-
actly transverse – although its longitudinal part is systematically of higher order
as compared to the order of approximation – and requires renormalization. This
is the role of the four-photon counterterms δg¯1 and δg¯2 in Eq. (52), see Ref. [17]
for details. Using the fact that the 2PI-resummed four-photon function is trans-
verse, the latter can be fixed by means of the consistency conditions at a given
renormalization point k = k∗:
kµ∗ k
ν
∗ V¯Rµν,ρσ(k
∗, k∗, k∗) = kµ∗ k
ν
∗ Γ
(0,4)
Rµνρσ(k
∗, k∗, k∗) = 0 . (87)
As shown in [17], conditions (85)-(87) ensure that the difference δZ¯3− δZ3 and
the counterterms δM¯2, δλ¯, δg¯1 and δg¯2 are systematically of higher order as
compared to the order of approximation.
The counterterms δZ¯0 = δm¯/mR and δZ¯2 are fixed by the consistency con-
ditions
tr
[
Σ¯R(p)
]
p=p∗1
= tr
[
ΣR(p)
]
p=p∗1
(88)
and {
Σ¯(p+ k)− Σ¯(p)
}
(p∗2 ,k
∗
2)
=
{
ΣR(p+ k)− ΣR(p)
}
(p∗2 ,k
∗
2)
. (89)
Finally, the coupling counterterms δZ¯1 and δZ˜1 are fixed by demanding that
the vector parts of their respective Lorentz decomposition, see Eq. (82), agree
at the renormalization point (p′ = p+ k):{
kµV
(2,1)
Rµ (p
′, p)
}
(p∗3 ,k
∗
3)
=
{
kµV˜
(2,1)
Rµ (p
′, p)
}
(p∗3 ,k
∗
3)
=
{
kµΓ
(2,1)
Rµ (p
′, p)
}
(p∗3 ,k
∗
3)
.
(90)
Again, these conditions guarantee that the differences δZ¯i − δZi, for i = 0 . . . 2
and δZ˜1 − δZ1 are systematically of higher order as compared to the order of
approximation, just as δZ¯3−δZ3. It is clear that this is true for arbitrary sets of
renormalization conditions, provided one imposes the corresponding consistency
conditions.
It follows from the previous considerations that for an arbitrary choice of
renormalization conditions and corresponding consistency conditions, the com-
bination of counterterms Z¯1∆2 − Z¯2∆1 appearing in Eq. (72) is systematically
21
of higher order than the approximation order and, therefore, that the stan-
dard Ward-Takahashi identity relating the renormalized 2PI-resummed two-
and three-point functions Γ
(2,0)
R and Γ
(2,1)
R holds up to higher order corrections.
Moreover, as discussed previously, it is always possible to adjust the countert-
erms (i.e. choose renormalization conditions) in such a way that the combination
Z¯1∆2 − Z¯2∆1 vanishes exactly at any approximation order. We now show that
our choice of renormalization conditions (80) and (83) and corresponding con-
sistency conditions (89) and (90) has this property. Indeed, combining the 2PI
Ward-Takahashi identities (70) and (72) with Eq. (89), one gets
∆2 −∆1
Z¯2
Z¯1
=
Z¯2
Z¯1
1
eR
{
kµ
(
Γ
(2,1)
Rµ (p+ k, p)− V
(2,1)
Rµ (p+ k, p)
)}
(p∗2 ,k
∗
2)
. (91)
The RHS of this equation vanishes provided one chooses p∗2 = p
∗
3 and k
∗
2 = k
∗
3 .
Together with Eq. (70), this implies that
Z2
Z1
=
Z¯2
Z¯1
= 1 , (92)
as announced earlier. This guarantees that the gauge-symmetry (54) of the
bare 2PI effective action is exactly preserved after renormalization. Of course,
this can be achieved by other choices of renormalization conditions as well. For
instance, standard on-shell renormalization conditions also have this property,
see App. B.
3.6. The renormalization procedure: executive summary
We end this section by describing how to implement 2PI renormalization in
practice. The complete renormalization procedure involves three independent
steps, each one involving the determination of a subclass of counterterms inde-
pendent of the others. Depending on the particular application, one may need
to go only through the first and/or second steps. Most existing applications of
2PI techniques actually only involve the first step. The three steps are:
1. Renormalization of G¯R[ϕR = 0] i.e., in the present context, of the photon
and fermion two-point functions G¯R and D¯R or, equivalently of the cor-
responding self energies Σ¯AAR and Σ¯
ψ¯ψ
R . This has been described in detail
in Ref. [17]. For a given 2PI approximation, this requires one to solve the
coupled equations of motion for G¯R and D¯R, see Eq. (18), together with
a Bethe-Salpeter–type equation for the four-photon function V¯R discussed
in the previous section, whose kernel involves G¯R and D¯R, simultaneously
imposing the conditions (84)-(89) with (76)-(81). This fixes the countert-
erms22 δZ¯3, δM¯
2, δλ¯, δg¯1, δg¯2, δZ¯2 and δm¯ independently of all the other
counterterms in the 2PI effective action.
22Beyond the two-loop approximation of the 2PI effective action, one also has to determine
charge and, beyond three-loop, four-photon counterterms in δΓBPHZ2 in Eq. (52), see Ref. [17]
for details.
22
This first step is enough for all practical applications where one is essen-
tially interested in the propagator G¯R[ϕR = 0]. This is actually the case
of most existing applications of 2PI techniques, for instance the calcula-
tion of far-from-equilibrium dynamics in scalar [11] and/or fermionic [14]
field theories, or the calculation of thermodynamic properties of scalar,
fermionic, or gauge field theories [3, 5, 6]. An explicit application in QED
has been performed recently in Ref. [21].
2. Renormalization of G¯R[ϕR] or, equivalently, of 2PI n-point vertices, see
Eq. (28). In the present case, only the 2PI three-point vertices δΣ¯ψ¯ψR /δAR
and δΣ¯ψ¯AR /δψR need renormalization.
23 The latter requires one to solve
the linear integral equation (32) together with the condition (90) for V˜R.
This fixes the counterterm δZ˜1. No extra work is needed to renormalize
δΣ¯ψ¯ψR /δAR since the counterterm δZ¯1 is fixed by the symmetry identity
(74): δZ¯1 = δZ¯2. We show in the next sections that these counterterms are
actually sufficient to remove all divergences from all 2PI vertex functions.
We stress that this level of description is actually enough for a complete
determination of all (2PI) vertex functions of the theory. A typical appli-
cation concerns the calculation of transport coefficients in gauge theories
using 2PI techniques [7].
3. In some specific cases, one might be interested in computing the 2PI-
resummed vertex functions, which provide an alternative description of
the theory, see e.g. [5]. In particular, the latter are interesting for they
exactly satisfy Ward Takahashi identities at any approximation order [16],
see e.g. (73).
Renormalization of 2PI-resummed vertices is discussed in Sec. 5. There,
we show that once 2PI vertices have been renormalized, there only re-
main global divergences in the 2PI-resummed two- and three-point vertex
functions which can be eliminated by mere subtractions. Imposing the
renormalization conditions (77)-(83) leads to a direct determination of
the remaining counterterms δZ3, δm, δZ2 and δZ1 in Eq. (50). In the
renormalization scheme proposed here, the latter is actually fixed by the
symmetry identity (92): δZ1 = δZ2.
4. Renormalization of 2PI vertex functions
This section and the following present a detailed proof of renormalization:
We show that the counterterms introduced in Eqs. (50)-(52), and in turn the cor-
responding renormalization and consistency conditions, see Sec. 3.5, are enough
23Charge-conjugation invariance implies that the three-photon vertex δΣ¯AAR /δAR = 0.
Moreover, we show later that the four-photon function δ2Σ¯AAR /δA
2
R, whose superficial de-
gree of divergence is zero, is actually finite.
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to eliminate the (sub)divergences of all vertex functions of the theory, up to those
involving composite operators. The symmetry identities discussed in Sec. 3.4
play a crucial role for they constrain the structure of UV divergences in precisely
such a way that only those counterterms allowed by the underlying gauge sym-
metry, that is those which do not spoil the 2PI Ward-Takahashi identities, are
actually needed. This generalizes the results of standard (1PI) renormalization
theory.
A simple example is given by subdiagrams with four photon-legs which, be-
cause they have a vanishing superficial degree of divergence, are potentially
divergent. As already mentioned, the treatment of four-photon subdivergences
is actually a crucial issue in renormalizing the two-point functions D¯R and G¯R
[17]. They are absorbed by four-photon counterterms such as δg¯1 and δg¯2,
which are allowed by gauge symmetry. In contrast, we shall see that 2PI and
2PI-resummed vertex functions involve other classes of four-photon subdiagrams
which, if divergent, would call for non-invariant counterterms in δΓint[ϕR,GR].
For instance global divergences in the 2PI and 2PI-resummed four-photon func-
tions δ2Σ¯AAR /δA
2
R and δ
4ΓR/δA
4
R would necessitate counterterms ∝ A
2
RGR and
∝ A4R respectively. Fortunately, thanks to the symmetry identities they satisfy,
both functions turn out to be free of UV divergences and there is no need for
such symmetry-breaking counterterms.
4.1. 2PI two-point vertex functions
As already mentioned, the renormalization of the 2PI two-point vertex func-
tions Σ¯AAR and Σ¯
ψ¯ψ
R is discussed in detail in Ref. [17]. The main results of this
analysis have been summarized in Sec. 3.5 above. For the purpose of the dis-
cussion to follow, we recall that, after the counterterms δM¯2, δλ¯, δg¯1, δg¯2, δZ¯2
and δm¯, as well as possible charge and four-photon counterterms in δΓBPHZ2 ,
have been fixed through appropriate renormalization conditions, the functions
G¯R and D¯R as well as all 2PI 2n-point kernels δ
nΓRint/δG
n
R|G¯[0] with negative
superficial degree of divergence are finite.24 This includes all 2PI kernels with
n ≥ 2 but the four-photon kernel δ2ΓRint/δG
2
R|G¯[0]. The latter is actually finite
up to constant contributions from the counterterms δg¯1 and δg¯2, whose role is
to make the four-photon vertex function V¯R finite, as discussed previously [17].
This plays an important role in what follows for these kernels appear as building
blocks of (2PI and 2PI-resummed) vertex functions (see for instance Eqs. (26)
and (27)).
4.2. 2PI three-point vertex functions
Here and in the following sections, it is implicitly understood that we work
in momentum space. However, for simplicity, we shall never write explicitly
neither momentum variables nor momentum loop integrals, which are pretty
24The renormalization of 2PI kernels is actually the role of the contribution δΓBPHZ2 [GR]
in Eq. (52). We emphasize that the presence of mixed components of the superpropagator G
does not modify the analysis of Ref. [17].
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straightforward. We associate diagrammatic representations to the relevant
equations from which momentum variables and loop integrals can be recovered
using standard diagrammatic rules.
The 2PI three-point vertex δΣ¯ψ¯AR /δψR is given in terms of the self-consistent
equation (32), assuming that the relevant replacements have been made to ob-
tain the renormalized version of the equation, as explained in Sec. 3.2. This
equation can be rewritten as25
δΣ¯ ψ¯AR α¯µ
δψαR
=
iδ2ΓRint
δψαR δK¯
µα¯
R
+
δΣ¯ ψ¯A
R β¯ρ
δψαR
M˜ρβ¯,βν Λ˜βν,µα¯ , (93)
where we have introduced the notations
M˜ρβ¯,βν ≡ G¯ρνR D¯
ββ¯
R and Λ˜βν,µα¯ ≡
iδ2ΓRint
δKβνR δK¯
µα¯
R
∣∣∣∣∣
G¯R
. (94)
It is to be noticed that, independently of the approximation, the 2PI kernel
iδ2ΓRint/δψRδK¯R appearing in Eq. (93) reads, in momentum space:
iδ2ΓRint
δψαR δK¯
µα¯
R
= −ieR(1 + δZ˜1) γµ,α¯α . (95)
Equation (93) is represented diagrammatically in Fig. 1. It resums an infinite
series of ladder diagrams with rungs given by the function Λ˜.
= +
Figure 1: Diagrammatic representation of Eq. (93) for the 2PI three-point ver-
tex δΣ¯ψ¯AR /δψR, represented by a grey box. The 2PI-kernels iδ
2ΓRint/δψRδK¯R and
iδ2ΓRint/δKRδK¯R|G¯R are respectively represented by a dot (tree-level vertex, see
Eq. (95)) and a grey disk.
Renormalization of δΣ¯ψ¯AR /δψR means that one is able to choose the coun-
terterms, in particular δZ˜1, in such a way that δΣ¯
ψ¯A
R /δψR becomes independent
of the regulator as the latter is taken away (here ǫ = 4 − d → 0). The aim of
this section is to prove the existence of δZ˜1 at any order of approximation of
the 2PI loop expansion. To this aim, it is convenient to organize the ladder di-
agrams contributing to δΣ¯ψ¯AR /δψR in terms of their number of rungs. Formally,
25To simplify notations in the following, we use different greek letters to distinguish photon
and fermion legs: the first letters of the alphabet α, · · · , η denote fermion ψ-like legs; α¯, · · · , η¯
denote fermion ψ¯-like legs; any other (greek) letter denotes a photon leg.
25
we introduce an expansion parameter ρ which operates a rescaling Λ˜→ ρ Λ˜ of
the rung Λ˜ in Eq. (93) and which is eventually taken to one. The three-point
vertex δΣ¯ψ¯AR /δψR thus becomes a function of ρ which can be formally expanded
as
δΣ¯ ψ¯AR α¯µ
δψαR
≡ −ieR
∞∑
n=0
S˜
(n)
µ,α¯α ρ
n , (96)
and a similar expansion can be considered for the counterterm δZ˜1:
δZ˜1 ≡
∞∑
n=1
δZ˜
(n)
1 ρ
n . (97)
From Eq. (93), it is easy to obtain a recursive set of equations for S˜(n):
S˜
(0)
µ,α¯α = γµ,α¯α ,
S˜
(n)
µ,α¯α = δZ˜
(n)
1 γµ,α¯α + S˜
(n−1)
ρ,β¯α
M˜ρβ¯,βν Λ˜βν,µα¯ , n ≥ 1 , (98)
which can be solved and yields an explicit expression for n ≥ 1:
S˜
(n)
µ,α¯α = δZ˜
(n)
1 γµ,α¯α+γρ,β¯αM˜
ρβ¯,βν V˜
(n)
βν,µα¯+
n−1∑
p=1
δZ˜
(p)
1 γρ,β¯αM˜
ρβ¯,βν V˜
(n−p)
βν,µα¯ , (99)
where V˜ (n) denotes a ladder diagram made of n rungs Λ˜ connected to each other
by M˜ , that is, using short-hand notations, V˜ (n) ≡ Λ˜(M˜ Λ˜)n−1. As an aside
remark, useful for later purposes, we notice that, plugging back this explicit
expression in Eq. (96) and taking the limit ρ→ 1, one obtains the solution to
Eq. (93) in the form:26
δΣ¯ ψ¯AR α¯µ
δψαR
=
iδ2ΓRint
δψαR δK¯
µα¯
R
+
iδ2ΓRint
δψαR δK¯
ρβ¯
R
M˜ρβ¯,βν V˜βν,µα¯ , (100)
where V˜ =
∑
n≥1 V˜
(n) fulfills the Bethe-Salpeter–like equation
V˜βν,µα¯ = Λ˜βν,µα¯ + Λ˜βν,ση¯ M˜
ση¯,ηρ V˜ηρ,µα¯ . (101)
The utility of introducing the formal expansions (96) and (97) is that it is
now relatively easy to prove that the counterterms δZ˜
(n)
1 can be chosen such that
each S˜(n), and in turn δΣ¯ψ¯AR /δψR, is finite. To do so, let us proceed recursively.
Because S˜
(0)
µ,α¯α = γµ,α¯α is trivially finite, we first consider
S˜
(1)
µ,α¯α = δZ˜
(1)
1 γµ,α¯α + γρ,β¯αM˜
ρβ¯,βν Λ˜βν,µα¯ . (102)
The second contribution in the RHS of this equation is effectively a one-loop
contribution involving the building blocks M˜ and Λ˜, which we represent in
26
Figure 2: Loop contribution to S˜(1). It only has a global divergence, which can be absorbed
in the contribution δZ˜
(1)
1 to the counterterm δZ˜1, see Eq. (102).
Fig. 2. Since M˜ and Λ˜ are already finite, see Sec. 4.1, potential subdivergences
can only arise from subgraphs obtained by combining lines of these building
blocks. Exploiting the 1PI character of proper vertex functions, one finds that
the only potentially divergent such subgraphs are those depicted in Fig. 3. They
involve one fermion and one photon internal line – i.e. a two-particle cut – of
the ladder rung Λ˜. But since the latter originates from a closed 2PI diagram,
Figure 3: The box represents the structure of potentially divergent subgraphs in the diagram
of Fig. 2, which involves a two-particle cut through the rung Λ˜. No such divergent subgraphs
exist since the ladder rung originates from a closed two-particle-irreducible diagram.
no such subgraph exists. We conclude that the second contribution in the RHS
of Eq. (102) is void of subdivergences. The remaining global divergence27 can
thus be absorbed in the divergent part of δZ˜
(1)
1 (we denote by [D]∞¯ the overall
divergence of a globally divergent sum of diagrams D):
−
[
δZ˜
(1)
1 γµ,α¯α
]
∞¯
=
[
γρ,β¯αM˜
ρβ¯,βν Λ˜βν,µα¯
]
∞¯
, (103)
so that S˜(1) is now finite.
Let us now assume that S˜(n−1) has been made finite by a choice of the
counterterms δZ˜
(p)
1 for p ≤ n− 1, and let us consider
S˜
(n)
µ,α¯α = δZ˜
(n)
1 γµ,α¯α + S˜
(n−1)
ρ,β¯α
M˜ρβ¯,βν Λ˜βν,µα¯ . (104)
26This solution can alternatively be obtained by solving Eq. (93) iteratively. Then, plugging
this solution in Eq. (96), one obtains the explicit expression (99).
27The tensor structure of the RHS of Eq. (103) is fixed by usual power counting arguments
together with global symmetries, see App. A.4. Here and in the following, it is implicitly
assumed that Lorentz symmetry, parity and charge-conjugation invariance are left unbroken
by both the regularization and gauge-fixing procedures. Under these assumptions, the overall
divergence of any globally divergent fermion photon three-point vertex function is of the form
adivγµ with adiv a constant.
27
Again, the second term of this equation, represented in Fig. 4, is effectively
a one-loop contribution involving the three building blocks M˜ , Λ˜ and S˜(n−1).
Since M˜ and Λ˜ have already been renormalized, and S˜(n−1) is assumed finite
S (n−1)~
Figure 4: Loop contribution to S˜(n). It only has a global divergence, which can be absorbed
in the contribution δZ˜
(n)
1 to the counterterm δZ˜1, see Eq. (104).
by hypothesis, subdivergences in the RHS of Eq. (104) can only originate from
combinations of lines belonging to different building blocks. Again, exploiting
the 1PI character of proper vertex functions, one finds that the only potentially
divergent such subgraphs are those depicted in Fig. 5, where the ladder structure
of S˜(n−1) is made explicit, see Eq. (99). No such subgraph exists since they all
involve a two-particle cut through the kernel Λ˜. The second contribution in
the RHS of Eq. (104) is thus void of subdivergences and the remaining global
divergence can be absorbed in the divergent part of δZ˜
(n)
1 :
−
[
δZ˜
(n)
1 γµ,α¯α
]
∞¯
=
[
S˜
(n−1)
ρ,β¯α
M˜ρβ¯,βν Λ˜βν,µα¯
]
∞¯
=
[
γρ,β¯αM˜
ρβ¯,βν V˜
(n)
βν,µα¯ +
n−1∑
p=1
δZ˜
(p)
1 γρ,β¯αM˜
ρβ¯,βν V˜
(n−p)
βν,µα¯
]
∞¯
,
(105)
so that S˜(n) is now finite. This ends the proof that the counterterms δZ˜
(n)
1 and,
Figure 5: The boxes represent the potentially divergent subgraphs in the 2PI three-point
vertex δΣ¯ψ¯AR /δψR. Because the ladder rung Λ˜ (grey bubble) originates from a closed 2PI
diagram, it follows that no such subgraph actually exist.
in turn, δZ˜1 can be adjusted such that all S˜(n) and, in turn, δΣ¯
ψ¯A
R /δψR are
finite.
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We next consider the 2PI three-point vertex δΣ¯ψ¯ψR /δAR. Introducing the
notations:
M¯γγ¯,ββ¯ ≡ D¯γβ¯R D¯
βγ¯
R and Λ¯ββ¯,αα¯ ≡
−iδ2ΓRint
δDββ¯R δD
αα¯
R
∣∣∣∣∣
G¯R
, (106)
we obtain, from Eq. (33),
δΣ¯ ψ¯ψR α¯α
δAµR
=
−iδ2ΓRint
δAµRδD
αα¯
R
+
δΣ¯ ψ¯ψR γ¯γ
δAµR
M¯γγ¯,ββ¯ Λ¯ββ¯,αα¯ , (107)
where the first term on the RHS reads, explicitly,
−iδ2ΓRint
δAµRδD
αα¯
R
= −ieR(1 + δZ¯1) γµ,α¯α . (108)
Eq. (107) is represented diagrammatically in Fig. 6.
+=
Figure 6: Diagrammatic representation of Eq. (107) for the 2PI three-point ver-
tex δΣ¯ψ¯ψR /δAR represented by a grey box. The 2PI-kernels −iδ
2ΓRint/δARδDR and
iδ2ΓRint/δDRδDR|G¯R are respectively represented by a dot (tree-level vertex, see
Eq. (108)) and a grey disk.
For simple enough approximations, that is up to and including three-loop
order in the loop-expansion of ΓRint[ϕR,GR], the analysis of δΣ¯
ψ¯ψ
R /δAR can pro-
ceed along the same lines as that of δΣ¯ψ¯AR /δψR above. Since this is a rather
simple proof, which still concerns already quite nontrivial 2PI approximations,
we first consider this case. We give a complete proof, valid at four-loop order
and beyond, later on. Following the previous discussion, we write:
δΣ¯ ψ¯ψR α¯α
δAµR
≡ −ieR
∞∑
n=0
S¯
(n)
µ,α¯α ρ
n (109)
and
δZ¯1 ≡
∞∑
n=1
δZ¯
(n)
1 ρ
n , (110)
with S¯
(n)
µ,α¯ given either in terms of a recursive set of equations
S¯
(0)
µ,α¯α = γµ,α¯α ,
S¯
(n)
µ,α¯α = δZ¯
(n)
1 γµ,α¯α + S¯
(n−1)
µ,γ¯γ M¯
γ¯γ,β¯β Λ¯β¯β,α¯α , n ≥ 1 , (111)
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or explicitly as (n ≥ 1)
S¯
(n)
µ,α¯α = δZ¯
(n)
1 γµ,α¯α + γµ,γ¯γM¯
γγ¯,ββ¯ V¯
(n)
ββ¯,αα¯
+
n−1∑
p=1
δZ¯
(p)
1 γµ,γ¯γM¯
γγ¯,ββ¯ V¯
(n−p)
ββ¯,αα¯
,
(112)
where V¯ (n) ≡ Λ¯(M¯ Λ¯)n−1 denotes the ladder contribution involving n ladder
rungs Λ¯ connected to each other by M¯ . Again, it is useful to introduce the
function V¯ =
∑
n≥1 V¯
(n), which satisfies the following Bethe-Salpeter equation
V¯ββ¯,αα¯ = Λ¯ββ¯,αα¯ + Λ¯ββ¯,γγ¯ M¯
γγ¯,ηη¯ V¯ηη¯,αα¯ , (113)
and in terms of which Eq. (107) can be solved as
δΣ¯ ψ¯ψR α¯α
δAµR
=
−iδ2ΓRint
δAµRδD
αα¯
R
+
−iδ2ΓRint
δAµRδD
γγ¯
R
M¯γγ¯,ββ¯ V¯ββ¯,αα¯ . (114)
Following the same steps as before, one recursively shows that it is possible to
adjust the infinite parts of the contributions δZ¯
(n)
1 to the counterterms δZ¯1 as
−
[
δZ¯
(n)
1 γµ,α¯α
]
∞¯
=
[
S¯
(n−1)
µ,γ¯γ M¯
γ¯γ,β¯β Λ¯β¯β,α¯α
]
∞¯
(115)
so that all S¯(n) and, in turn, δΣ¯ψ¯ψR /δAR are finite. A key point in this recursive
proof is that the expression in brackets in Eq. (115) be void of subdivergences.
The potentially divergent subgraphs in S¯(n−1)M¯ Λ¯ which are not subgraphs of
neither S¯(n−1) nor M¯ nor Λ are depicted in Fig. 7. Using the fact that the ladder
rung Λ¯ originates from a closed 2PI diagram, they can all be ruled out except
the last one which involves a three-photon cut through Λ¯. Such cuts occur
whenever ΓRint[ϕR,GR] contains three-photon-reducible diagrams, that is at and
beyond four-loop order. The above proof is thus valid up to the 2PI three-loop
approximation. The analysis of higher orders requires a careful treatment of
diagrams arising from three-photon cuts, which we now present.
Assume that we isolate one particular three-photon-reducible piece of the
ladder rung Λ¯
Λ¯αα¯,ββ¯ = L
νρσ
αα¯ G¯Rνν¯ G¯Rρρ¯ G¯Rσσ¯ R
ν¯ρ¯σ¯
ββ¯
+ . . . (116)
It generates in Eq. (111) (logarithmically) divergent four-photon subgraphs of
the form (n ≥ 1), see Fig. 7:
S¯
(n−1)
µ,αα¯ M¯
αα¯,ββ¯ Lνρσ
ββ¯
. (117)
Such divergences are problematic since there is no counterterm allowed by the
gauge symmetry which could absorb them. Fortunately, these potentially dan-
gerous terms actually sum up to a finite contribution in the limit ρ→ 1. Indeed,
as shown in App. D, the following four-photon function
− ieR
∑
n≥1
S¯
(n−1)
µ,αα¯ M¯
αα¯,ββ¯Lνρσ
ββ¯
=
δΣ¯ ψ¯ψR,α¯α
δAµR
M¯αα¯,ββ¯Lνρσ
ββ¯
(118)
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Figure 7: The boxes represent the potentially divergent subgraphs in the 2PI three-point
vertex δΣ¯ψ¯ψ
R
/δAR . Because the ladder rung Λ¯ (grey bubble) originates from a closed 2PI
diagram, it follows that all such subgraphs but the last one are ruled out.
is transverse with respect to the external momentum carrying the Lorentz index
µ:
kµ
δΣ¯ ψ¯ψR,α¯α
δAµR
M¯αα¯,ββ¯Lνρσ
ββ¯
= 0 , (119)
for any possible function Lνρσ
ββ¯
in Eq. (116). This key property is a non-trivial
consequence of the underlying gauge symmetry, valid at any loop order. It
implies that the divergent four-photon subgraphs (117) sum up to a contribution
(118) whose actual superficial degree of divergence is lowered to −1. It is thus
finite.
As it stands the above discussion is not completely rigorous. The point is
that, in order to deduce the finiteness of (118) from its transversality, one has
first to show that (118) is void of divergent subgraphs, see App. D. However,
among the subgraphs of (118) appears δΣ¯ψ¯ψR /δAR itself, which we want to prove
finite in the first place. To avoid such a circular reasoning, we consider a formal
coupling-expansion:
δΣ¯ ψ¯ψR α¯α
δAµR
≡ −ieR
∞∑
n=0
S¯
(2n)
µ,α¯α e
2n
R , (120)
and
δZ¯1 ≡
∞∑
n=1
∆Z¯
(2n)
1 e
2n
R . (121)
Let us again recursively show that it is possible to tune the ∆Z¯
(n)
1 ’s in such
a way that each S¯(2n) and, in turn, δΣ¯ψ¯ψR /δAR are finite. We first consider
S¯
(2)
µ,α¯α = ∆Z¯
(2)
1 γµ,α¯α + S¯
(0)
µ,γ¯γ
{
M¯ γ¯γ,β¯β Λ¯β¯β,α¯α
}
2
, (122)
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where {D}n denotes the order e
n
R coefficient in the expansion of D. To order
e2R, M¯ Λ¯ is given by its tree level contribution. Thus S¯
(0)M¯ Λ¯ is a one-loop
perturbative diagram. It only has a global divergence which can be absorbed in
∆Z
(2)
1 :
−
[
∆Z¯
(2)
1 γµ,α¯α
]
∞¯
=
[
S¯
(0)
µ,γ¯γ
{
M¯ γ¯γ,β¯β Λ¯β¯β,α¯α
}
2
]
∞¯
. (123)
We then assume that the S¯(2p) have been made finite for p ≤ n− 1 by an ap-
propriate choice of the counterterms ∆Z
(2p)
1 and consider S¯
(2n). For the sake of
the argument, we concentrate on the potentially dangerous contributions dis-
cussed above, namely the divergent subgraphs in S¯(2n) which originate from
three-photon cuts in the rung Λ¯, see Fig. 7. Let us thus consider a particu-
lar three-photon-reducible contribution to the ladder rung Λ¯ as in Eq. (116),
schematically:
Λ¯ = L G¯3RR+ . . . (124)
This cut generates four-photon divergences in S¯(2n) of the form, see Eq. (107):
S¯(2n)µ = ∆Z¯
(2n)
1 γµ +
∑
p+q=N
{
i
eR
δΣ¯ψ¯ψR
δAµR
M¯L
}
l+2p
{
G¯3RR
}
r+2q
+ . . . (125)
where 2N ≡ 2n− r − l and, l and r denote the order of the lowest-order contri-
butions to M¯L and G3RR respectively (note that l, r ≥ 3 and thus p+q ≤ n−3).
As before, we see that all possible four-photon subdiagrams corresponding to
a given three-photon cut in Λ¯ sum up to transverse contributions, see Eq. (119):
kµ
{
i
eR
δΣ¯ψ¯ψR
δAµR
M¯L
}
l+2p
= 0 (126)
for 0 ≤ p ≤ N . According to the general result of App. D.1, to prove that each
such contribution is finite, it is therefore enough to show that they are void of
subdivergences. We check that this is the case by inspection. Notice first that,
here, we do not need to worry about subdivergences originating from neither
M¯ nor the function L, since they all have already been taken into account at
this stage, without modifying the transversality property (119). Neither can the
subdivergences originate from δΣ¯ψ¯ψR /δAR for it involves the S¯
(2p)’s up to order
2p = 2N < 2n, which are finite by assumption. The only possible divergent
subgraphs are four-photon subgraphs belonging to the same class as the original
structure in Eq. (126) but strictly included in it, which can occur if L is itself
three-photon-reducible. In that case, L can be further split as L = L′G¯3C and
one is lead to analyze a similar structure as in (126), with L → L′. Applying
this argument iteratively, one is ultimately lead to discuss the case where the
function L in Eq. (126) is no longer three-photon-reducible. It is thus void of
subdivergences and, consequently, finite since transverse. One concludes that,
as a consequence of the underlying gauge symmetry, the four-photon function
appearing in Eq. (126) is finite for any choice of L.
It follows that the only divergence in S¯(2n) is a global one, which can be ab-
sorbed in the O(e2nR ) contribution ∆Z¯
(2n)
1 to the counterterm δZ¯1, see Eq. (125).
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4.3. Higher 2PI vertex functions
The next step is to show that once 2PI two- and three-point vertex functions
have been renormalized, higher 2PI vertex functions are void of subdivergences.
We present this technical proof in App. E. It follows that all 2PI vertex functions
with negative superficial degree of divergence are UV convergent. Only the
2PI four-photon vertex δ2Σ¯AAR /δA
2
R, whose superficial degree of divergence is
zero, might contain an overall divergence. As already emphasized, if present,
such a divergence could only be removed by including a symmetry-breaking
counterterm∝ A2RGR in Eq. (51). Fortunately, as shown in the previous section,
the renormalization procedure which removes the subdivergences of δ2Σ¯AAR /δA
2
R
does not spoil gauge-invariance, we can thus use the symmetry identity (71)
and the result in App. D.1 to conclude that because δ2Σ¯AAR /δA
2
R is free of
subdivergences, it can neither have overall divergences and it is thus finite.
This completes the proof that all 2PI vertex functions can be made finite by a
suitable choice of the (gauge-invariant) counterterms of Eqs. (51) and (52).
5. Renormalization of 2PI-resummed vertex functions
We finally come to the third step of the renormalization procedure described
in Sec. 3.6, i.e. the renormalization of 2PI-resummed vertex functions. As we
saw in Sec. 2.2, see also [24, 16], the latter can be expressed in a closed form,
involving a finite number of contributions, in terms of the propagators D¯R and
G¯R and higher 2PI vertex functions. Using this fact, we show in this section that
all possible subdivergences of 2PI-resummed vertex functions are eliminated by
the renormalization of 2PI vertices. Once the latter have been made finite,
there remain at most global divergences in the former, which can be eliminated
by mere subtractions – i.e. local counterterms. As discussed in Sec. 3.4, see
also Ref. [16], 2PI-resummed vertex functions exactly satisfy standard Ward-
Takahashi identities at any approximation order and, therefore, so do their
global divergences. As a consequence, only those counterterms permitted by
the underlying gauge symmetry, see Eq. (50), are needed. (N.B.: The remark
concerning notations at the beginning of Sec. 4.2 applies to the present section
as well.)
5.1. 2PI-resummed two-point functions
We first consider the fermion two-point function Γ
(2,0)
R ≡ δ
2ΓR/δψRδψ¯R, see
Eq. (35). Using Eq. (100), it can be written as28
Γ
(2,0)
R α¯α = iD
−1
0,R α¯α+
δ2ΓRint
δψαRδψ¯
α¯
R
− i
iδ2ΓRint
δψαRδK¯
νβ¯
R
M˜νβ¯,γσW˜γσ,ργ¯M˜
ργ¯,βµ iδ
2ΓRint
δKβµR δψ¯
α¯
R
,
(127)
28We use the same convention as in the previous section to distinguish photon from fermion
legs: the first letters of the alphabet α, . . . , η denote fermion ψ-like legs; α¯, · · · , η¯ denote
fermion ψ¯-like legs; any other (greek) letter denotes a photon leg.
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W
~
+
(2,0)
= D−1 +
Figure 8: Diagrammatic representation of Eq. (127) for the 2PI-resummed two-point function
−iΓ
(2,0)
R ≡ −iδ
2ΓR/δψRδψ¯R in terms of W˜ , defined below Eq. (127).
where we have defined29 W˜γσ,ργ¯ ≡ M˜
−1
γσ,ργ¯ + V˜γσ,ργ¯ with M˜
−1
γσ,ργ¯ ≡ G¯
−1
R,σρD¯
−1
R,γ¯γ ,
see Eqs. (94) and (101). The diagrammatic representation of Eq. (127) is
given in Fig. 8, where we have made explicit the fact that the 2PI kernels
δ2ΓRint/δψRδψ¯R and iδ
2ΓRint/δψRδK¯R = iδ
2ΓRint/δKRδψ¯R only contribute at tree
level, see Eq. (95) and:
δ2ΓRint
δψαRδψ¯
α¯
R
(p) = (δZ2/p− δm)α¯α . (128)
Plugging Eqs. (95) and (128) into Eq. (127), we obtain
Γ
(2,0)
R α¯α(p) = iD
−1
0,R α¯α + (δZ2/p− δm)α¯α
+ T˜α¯α(p) + δZ˜1T˜α¯α(p) + T˜α¯α(p)δZ˜1 + δZ˜1T˜α¯α(p)δZ˜1 , (129)
where we introduced the function
T˜α¯α ≡ ie
2
R γν,β¯αM˜
νβ¯,γσW˜γσ,ργ¯M˜
ργ¯,βµγµ,α¯β . (130)
Using Eq. (101), one sees that it is made of ladder diagrams with rungs Λ˜,
see Fig. 9.a, which a priori contain (sub)divergences. Using the diagrammatic
interpretation of the counterterm δZ˜1 obtained previously, see Eq. (105), one
checks that that the terms involving δZ˜1 in Eq. (129) absorb the class of sub-
divergences depicted in Fig. 9.b. One can show by inspection that there are, in
fact, no other subdivergences in Eq. (129). The superficial degree of divergence
of the two-point function δ2ΓR/δψRδψ¯R being +1, the remaining global diver-
gence is a polynomial of order 1 in momentum space, which Lorentz structure
must be A/p + B, with A and B divergent numbers. The latter can, therefore,
be absorbed in the counterterms δZ2 and δm:
−
[
(δZ2/p− δm)α¯α
]
∞¯
=
[
T˜α¯α(p)+ δZ˜1T˜α¯α(p)+ T˜α¯α(p)δZ˜1+ δZ˜1T˜α¯α(p)δZ˜1
]
∞¯
.
(131)
We next consider the photon two-point function δ2ΓR/δARδAR. Following
the same steps as before, we get, from Eqs. (36) and (114),
Γ
(0,2)
Rµν = iG
−1
0,R µν +
δ2ΓRint
δAµRδA
ν
R
+ i
−iδ2ΓRint
δAµRδD
ββ¯
R
M¯ββ¯,ζζ¯W¯ζζ¯,ηη¯M¯
ηη¯,αα¯ −iδ
2ΓRint
δDαα¯R δA
ν
R
,
(132)
29Alternatively, the function W˜ can be defined through V˜ = Λ˜M˜W˜ .
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(b)
(a)
1 rung or more 1 rung or more
1 rung or more
1 rung or more 0 rungs or more
0 rungs or more
Figure 9: Loop contributions to Γ
(2,0)
R . Fig.a represents a ladder diagrams originating from
the second term of Eq. (129). The boxes in Fig.b show possible coupling subdivergences of
the latter. These are absorbed by the last three terms of Eq. (129).
where we have defined W¯ζζ¯,ηη¯ ≡ M¯
−1
ζζ¯,ηη¯
+ V¯ζζ¯,ηη¯ with M¯
−1
ζζ¯,ηη¯
= D¯−1
R,ζ¯η
D¯−1R,η¯ζ , see
Eqs. (106) and (113). The diagrammatic representation of Eq. (132) is given in
Fig. 10 where we have made explicit that the 2PI kernels δ2ΓRint/δARδAR and
W=
−1(0,2) G + +
Figure 10: Diagrammatic representation of Eq. (132) for the 2PI-resummed two-point function
−iΓ
(0,2)
R ≡ −iδ
2ΓR/δARδAR in terms of W¯ .
−iδ2ΓRint/δARδDR only receive tree-level contributions, see Eq. (108), and
δ2ΓRint
δAµRδA
ν
R
(k) = −δZ3
(
gµνk
2 − kµkν
)
≡ −δZ3k
2PTµν(k) , (133)
where PTµν(k) is the transverse projector introduced in Eq. (76). Plugging
Eqs. (108) and (133) into Eq. (132), we get
Γ
(0,2)
Rµν(k) = iG
−1
0,R µν(k)− δZ3k
2PTµν(k)
+ T¯µν(k) + δZ¯1T¯µν(k) + T¯µν(k)δZ¯1 + δZ¯1T¯µν(k)δZ¯1 , (134)
where we defined the function
T¯µν ≡ −ie
2
R γµ,β¯βM¯
ββ¯,ζζ¯W¯ζζ¯,ηη¯M¯
ηη¯,α¯αγν,α¯α . (135)
35
Using Eq. (113), one sees that it is made of ladder diagrams with rungs Λ¯, see
Fig. 11.a, which contain (sub)divergences. Similar to the case of Γ
(2,0)
R discussed
previously, one easily checks that the terms involving δZ¯1 in Eq. (134) absorb
three-point subdivergences of the type depicted in Fig. 11.b.
1 rung or more0 rungs or more
0 rungs or more1 rung or more 1 rung or more
1 rung or more 0 rungs or more
(a)
(b)
Figure 11: Loop contributions to Γ
(0,2)
R . Fig.a represents a ladder diagram originating from
the second term of Eq. (134). Boxes in Fig.b show possible coupling subdivergences of the
latter. These are to be absorbed by the last three terms of Eq. (134).
But in the present case, these are not the only potential subdivergences. In-
deed, there can be – starting at the four-loop approximation of the 2PI effective
action – four-photon subdiagrams such as those depicted in Fig. 12. These are
the very same four-photon subdiagrams we encountered in discussing the renor-
malization of δΣ¯ψ¯ψR /δAR in the previous section. We already showed that they
in fact sum up to finite contributions, thanks to the underlying gauge symmetry.
Finally, there are potentially divergent four-photon subgraphs which arise
from the internal structure of the resummed propagator-lines D¯R and G¯R. Re-
calling that the latter resum infinite subclasses of perturbative diagrams, one
can combine some of the photon lines of these perturbative diagrams with the
external legs of the original diagram to form (potentially divergent) four-photon
subgraphs, as depicted in Fig. 13. These subgraphs are such that two of their
external legs are those of the original 2PI-resummed photon two-point func-
tion δ2ΓR/δARδAR and the other two are obtained by opening a perturbative
photon line G0,R somewhere in the diagram. Writing
δ2ΓR
δARδAR
= iG−10,R − iΠR , (136)
0 full rungs or more
0 full rungs or more
0 rungs or more 0 full rungs or more
0 full rungs or more
0 full rungs or more
0 full rungs or more
Figure 12: Divergent four-photon subgraphs in the 2PI-resummed photon two-point function
Γ
(0,2)
R . All such subgraphs sum up to a UV convergent function.
W
G0,R G0,R
W
Figure 13: Divergent four-photon subgraphs in Γ
(0,2)
R , obtained by combining the two external
photon legs of the original diagram with perturbative photon lines G0,R from the internal
structure of the resummed propagators D¯R and G¯R (grey blobs) .
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we deduce that the (infinite) sum of these subgraphs can be written as a func-
tional derivative of the self-energy ΠR with respect to the tree-level propagator
G0,R: δΠR/δG0,R.
30 We show in App. D.3 that this quantity is actually related
to the 2PI four-photon vertex δ2Σ¯AAR /δARδAR:
G ρλ0,R
δΠRµν
δGλξ0,R
G ξσ0,R = G¯
ρλ
R
δ2Σ¯AARλξ
δAµRδA
ν
R
G¯ξσR . (137)
Since G¯R and δ
2Σ¯AAR /δARδAR have already been made finite, Eq. (137) implies
that δΠR/δG0,R is finite as well. Moreover, using the 2PI Ward identity (71),
one concludes that it is transverse with respect to the momenta carrying the
labels µ and ν (those originating from field derivatives), schematically:
kµ
δΠRµν
δGλη0,R
= kν
δΠRµν
δGλη0,R
= 0 . (138)
We conclude that once 2PI resummed vertices have been properly renormal-
ized, there are no subdivergence left in Γ
(0,2)
R . The remaining global divergence
is thus a polynomial of degree 2 in momentum space, constrained by Lorentz
and gauge symmetry, see Eq. (73), to be ∝ A(gµνk2−kµkν), with A a constant.
It can, therefore, be absorbed in the infinite part of δZ3, see Eqs. (134)-(135):
−
[
δZ3 P
T
µν(k)
]
∞¯
=

δΣ¯ψ¯ψR,β¯β
δAµR
M¯ββ¯,αα¯
−iδ2ΓRint
δDαα¯R δA
ν
R


∞¯
. (139)
5.2. 2PI-resummed three-point function
Our starting point for the analysis of the 2PI-resummed three-point function
is Eq. (37), which involves, in terms of renormalized quantities, the various 2PI
two- and three-point functions as well as the 2PI four-point vertex function
δ2Σ¯ψ¯AR /δARδψR. The latter fulfills a linear integral equation, see Eq. (34), which
can be conveniently solved in terms of the function V˜ introduced previously, see
Eq. (101):
δ2Σ¯ψ¯AR α¯ν
δAµRδψ
α
R
=
(
D¯R
δΣ¯ψ¯ψR
δAµR
D¯R
δΣ¯ψ¯AR
δψαR
G¯R
)
βρ
V˜βρ,να¯
+
(
D¯R
δΣ¯ψ¯AR
δψαR
G¯R
)
βρ
(
D¯R
δΣ¯ψ¯ψR
δAµR
D¯R
)
γγ¯
iδ3ΓRint
δDγγ¯R δK
βρ
R δK¯
να¯
R
∣∣∣∣∣
G¯R
+
(
D¯R
δΣ¯ψ¯AR
δψαR
G¯R
)
βρ
(
D¯R
δΣ¯ψ¯ψR
δAµR
D¯R
)
γγ¯
iδ3ΓRint
δDγγ¯R δK
βρ
R δK¯
σδ¯
R
∣∣∣∣∣
G¯R
M˜σδ¯,δλ V˜δλ,να¯.
(140)
30More precisely, it corresponds to a derivative at fixed D0,R and fixed counterterms.
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Plugging this equation into Eq. (37) and using Eq. (100), one finally obtains the
following expression for the 2PI-resummed three-point function:
iΓ
(2,1)
Rµα¯α = −ieR(1 + δZ1)γµ,α¯α + tr
(
D¯R
δΣ¯ψ¯ψR
δAµR
D¯R
δΣ¯ψ¯AR
δψαR
G¯R
δΣ¯AψR
δψ¯α¯R
)
+
(
G¯R
δΣ¯AψR
δψ¯α¯R
D¯R
)
ρβ¯
(
D¯R
δΣ¯ψ¯AR
δψαR
G¯R
)
βν
(
D¯R
δΣ¯ψ¯ψR
δAµR
D¯R
)
γγ¯
iδ3ΓRint
δDγγ¯R δK
βν
R δK¯
ρβ¯
R
∣∣∣∣∣
G¯R
,
(141)
which is particularly suited for hunting potential subdivergences. Here, we used
iδ3ΓRint
δAµRδψ
α
Rδψ¯
α¯
R
= −ieR(1 + δZ1)γµ,α¯α . (142)
Equation (141) is represented diagrammatically in Fig. 14, where the exact 2PI
kernel (142) is represented by a tree-level three-point vertex. It is a rather
(2,1)
= + +
Figure 14: Diagrammatic representation of Eq. (141). The grey blob represents the 2PI kernel
iδ3ΓRint/δDRδKRδK¯R|G¯R . The grey boxes represent the 2PI three-point vertices δΣ¯
ψ¯A
R /δψR,
δΣ¯Aψ
R
/δψ¯R and δΣ¯
ψ¯ψ
R
/δAR .
easy task to see that the diagrams of Fig. 14 are, in fact, void of subdivergences.
First, their building blocks – namely the resummed propagators D¯R and G¯R, the
2PI three-point vertices δΣ¯ψ¯AR /δψR, δΣ¯
Aψ
R /δψ¯R and δΣ¯
ψ¯ψ
R /δAR, and the 2PI six-
point kernel iδΓRint/δDRδKRδK¯R|G¯R – are all UV convergent. As a consequence,
possible subdivergences – i.e. subgraphs with non-negative superficial degree of
divergence – can only arise by combining some of these, or part of these together.
A careful inspection demonstrates that there are no such subgraphs in the second
diagram of Fig. 14. The third diagram contains possible four-photon subgraphs,
as represented in Fig. 15. These have a similar structure as those encountered
previously in the renormalization of δΣ¯ψ¯ψR /δAR, see Eq. (118). A similar analysis
shows that they are finite.
There only remains a global divergence in Γ
(2,1)
Rµ , whose Lorentz structure
is ∝ Aγµ with A a constant, and which can, therefore, be absorbed in the
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Figure 15: These subgraphs are potentially divergent. Fortunately, the 2PI Ward-Takahashi
identities ensure that these subgraphs are all finite.
counterterm δZ1:
[
ieRδZ1γµ,α¯α
]
∞¯
=
[
tr
(
D¯R
δΣ¯ψ¯ψR
δAµR
D¯R
δΣ¯ψ¯AR
δψαR
G¯R
δΣ¯AψR
δψ¯α¯R
)]
∞¯
+


(
G¯R
δΣ¯AψR
δψ¯α¯R
D¯R
)
ρβ¯
(
D¯R
δΣ¯ψ¯AR
δψαR
G¯R
)
βν
(
D¯R
δΣ¯ψ¯ψR
δAµR
D¯R
)
γγ¯
iδ3ΓRint
δDγγ¯R δK
βν
R δK¯
ρβ¯
R
∣∣∣∣∣
G¯R


∞¯
.
(143)
5.3. Higher 2PI-resummed vertex functions
A similar analysis as that performed above for 2PI-resummed two- and three-
point vertex functions demonstrates that higher n-point functions are void of
subdivergences as well. This is detailed in App. E. Thus 2PI-resummed vertex
functions whose superficial degree of divergence is negative are automatically
UV convergent. This includes all n-point vertices with n ≥ 4 but the four-
photon function Γ
(0,4)
R = δ
4ΓR/δA
4
R. As explained previously (see also [16]) the
latter exactly satisfies the usual Ward-Takahashi identities at any approximation
order in the 2PI expansion, which states that it is transverse with respect to
its four external momenta. Its actual degree of divergence is, therefore, −4
and it is consequently finite. This completes the proof that all 2PI and 2PI-
resummed vertex functions of the theory can be renormalized31 by means of the
gauge-symmetric counterterms in Eqs. (50)-(52).
Acknowledgments
We would like to thank Sz. Borsa´nyi as well as J.-P. Blaizot and E. Iancu
for fruitful collaboration on related topics. UR acknowledges support from the
Alexander von Humboldt foundation during the early stages of this work.
31As already emphasized, we do not discuss the renormalization of composite operators.
40
A. Global symmetries
We work out some consequences of the global (Lorentz, parity, charge-
conjugation and global U(1)) symmetries of the gauge-fixed QED classical action
for 2PI and 2PI-resummed vertex functions. The results of this section apply
indifferently to either bare or renormalized vertex functions. For notational
convenience, we present results for the former.
Let us first recall some general results concerning linearly realized symme-
tries, see Ref. [16]. It is an easy exercise to show that any linearly realized
(global or local) symmetry of the classical action, i.e.
S[ϕ] = S[ϕ′] (144)
under a transformation
ϕm(x)→ ϕ
′
m(x) =
∫
y
Amn(x, y)ϕn(y) + Bm(x) (145)
with ϕ-independent (invertible) supermatrix and supervector fields32 A(x, y)
and B(x), translates at the level of the 2PI effective action as:
Γ2PI[ϕ,G] = Γ2PI[ϕ
′,G′] , (146)
where
G′mn(x, y) =
∫
u,v
Amp(x, u)Anq(y, v)Gpq(u, v) . (147)
From Eq. (146) one can deduce a number of symmetry identities relating the
various n-point functions of the theory, see Ref. [16]. For instance, assuming
that G¯[ϕ] is unique, one concludes that it transforms covariantly:
G¯[ϕ′] = G¯′[ϕ] . (148)
or, equivalently (space-time variables implicit),
Σ¯mn[ϕ
′] = Σ¯pq[ϕ]A
−1
qn A
−1
pm . (149)
It follows that:
δpΣ¯nm
δϕp · · · δϕ1
∣∣∣∣
ϕ
=
δpΣ¯unum
δϕup · · · δϕu1
∣∣∣∣
ϕ′
Au11 · · · AuppAunnAumm , (150)
from which one deduces symmetry identities for the 2PI vertex functions (28).
32We restrict our attention to the case where bosonic and fermionic components of the
superfield are not mixed by the symmetry transformation. This means that Amn 6= 0 iff
(−1)qm = (−1)qn or, equivalently, |qm| = |qn|. In particular, the only nonvanishing compo-
nents of the matrix A are c-numbers.
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Finally, using Eq. (148), one sees that the 2PI-resummed effective action
(17) shares the same symmetry property as the classical action:
Γ[ϕ] = Γ[ϕ′] . (151)
It follows that
δpΓ
δϕp · · · δϕ1
∣∣∣∣
ϕ
=
δpΓ
δϕup · · · δϕu1
∣∣∣∣
ϕ′
Au11 · · · Aupp , (152)
which leads to symmetry identities for 2PI-resummed vertex functions (21).
In the following, we analyze the consequences of the global U(1), parity,
charge-conjugation and Lorentz symmetries of the QED classical action. These
all correspond to global, purely linear transformations of the form (145), possibly
involving a space-time transformation, i.e.:
Amn(x, y) =Mmn δ
(4)
(
Λ−1x− y
)
and Bm(x) = 0 , (153)
with Λ a constant invertible 4× 4 matrix andM a constant invertible (12× 12)
supermatrix. For the symmetry identities derived in this section to be valid,
the 2PI approximation at hand must satisfy Eq. (146) for each symmetry under
consideration. All global symmetries of QED listed above are respected by the
2PI loop-expansion at any approximation order.
A.1. Global U(1)
The global U(1) symmetry of QED corresponds to the transformation (145),
(153) with Λ = 14×4 the 4× 4 identity andM = diag (04×4, eiα14×4, e−iα14×4)
where α is an arbitrary real number. In this case, Eq. (150) implies that, for
ϕ = 0,
δpΣ¯nm
δϕp · · · δϕ1
= 0 unless qn + qm + q1 + · · ·+ qp = 0 . (154)
Similarly, it follows from Eq. (152) that 2PI-resummed vertices satisfy (ϕ = 0)
δnΓ
δϕn · · · δϕ1
= 0 unless q1 + · · ·+ qn = 0 . (155)
More generally, since Γint[ϕ,G] is invariant, one concludes that any quantity
having a nonvanishing fermion number vanishes for ϕ = 0.33 For instance,
δ2Γint/δGmnδϕ1|G¯ = 0 unless q1+ qm+ qn = 0, or δ
2Γint/δGmnδGrs|G¯ = 0 unless
qm + qn + qr + qs = 0 etc.
33This result is extensively used in the previous section. Notice that the fermion number
of a propagator is the opposite as that of a self-energy. For instance, the fermion number of
δGmn/δϕ1 is qm + qn − q1: δG¯ψA/δψ 6= 0, whereas δG¯ψA/δψ¯ = 0 for ϕ = 0.
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A.2. Lorentz symmetry and parity
Lorentz transformations correspond to (145), (153) with Λ the transfor-
mation matrix of space-time variables and M the bloc-diagonal supermatrix
M = diag (Λ, S(Λ), [S−1(Λ)]t), where S(Λ) is the Lorentz transformation ma-
trix for Dirac spinors. In that case, Eqs. (148)-(152) lead to the following
relations for the fermion and photon inverse propagators, in momentum space:
D¯−1(Λp) = S−1(Λ)D¯−1(p)S(Λ) , G¯−1µν (Λp) = Λµ
ρΛν
σ G¯−1ρσ (p) (156)
and similarly for the 2PI-resummed fermion and photon two-point functions
Γ(2,0)(p) and Γ(0,2)(p). Similarly, the three-point functions (see Eq. (67)) satisfy
V (2,1)µ (Λp
′,Λp) = Λµ
ν S−1(Λ)V (2,1)ν (p
′, p)S(Λ) (157)
and similarly for the other 2PI three-point vertices V˜ (2,1) = iδΣ¯ψ¯A/δψ and
δΣ¯Aψ/δψ¯ as well as the 2PI-resummed one Γ
(2,1).
Parity transformations can be cast in a similar form as Lorentz transforma-
tions with Λ → P ≡ diag (1,−1,−1,−1) the space-time inversion matrix and
S(P ) = γ0. Parity constraints on vertex functions can be obtained from the
above equations with this simple replacement.
A.3. Charge-conjugation
Charge-conjugation takes the form (145), (153) with Λ = 14×4 and
M =

 −14×4 0 00 0 C
0 C−1 0

 , (158)
where C is the usual matrix for charge-conjugation of Dirac spinors, defined by
the equation C γtµC
−1 = −γµ.34
For n-photon vertex functions V (0,n) = δn−2Σ¯AA/δA
n−2|ϕ=0, the constraints
(150) and (152) translate to (ϕ = 0 implicit)
δn−2Σ¯AA
δAn−2 · · · δA1
= (−1)n
δn−2Σ¯AA
δAn−2 · · · δA1
, (159)
and similarly for 2PI-resummed photon vertices: Γ(0,n) = (−1)nΓ(0,n). This
implies that 2PI and 2PI-resummed photon vertices with odd number of legs
are identically zero as expected from Furry theorem.
For vertices with fermionic legs, charge-conjugation symmetry relates func-
tions with ψ- and ψ¯-components exchanged. For instance, one obtains, for the
fermion inverse propagator and the three-point vertex function in momentum
space, see (66)-(67):
D¯−1(p) = C
[
D¯−1(−p)
]t
C−1 and V (2,1)µ (p
′, p) = −C
[
V (2,1)µ (−p,−p
′)
]t
C−1
(160)
34For simplicity, we use a basis where Ct = C† = C−1 = −C.
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and similarly for the 2PI-resummed two- and three-points vertex functions Γ(2,0)
and Γ(2,1).Here, the transposition refers to Dirac indices only. As for the other
2PI three-point functions, δΣ¯ψ¯A/δψ and δΣ¯Aψ/δψ¯, one obtains Eq. (31). Equiv-
alently, the latter reads, in momentum space, with obvious notations:
δΣ¯µαAψ
δψ¯α¯
(p′, p) = −Cαβ¯
δΣ¯β¯µ
ψ¯A
δψβ
(−p,−p′)C−1βα¯ . (161)
A.4. Lorentz structure of two- and three-point vertex functions and their diver-
gences
By construction, the momentum space fermion and photon inverse propaga-
tors have the following properties:35[
iD¯−1(p)
]†
= γ0 iD¯
−1(p) γ0 and
[
iG¯−1µν (p)
]∗
= iG¯−1νµ (p) = iG¯
−1
µν (p) , (162)
and similarly for the 2PI-resummed fermion and photon two-point functions
Γ(2,0)(p) and Γ(0,2)(p). Here, the hermitic conjugation refers to Dirac indices
only. Similarly, the 2PI and 2PI-resummed three-point vertex V (2,1) = δΣ¯ψ¯ψ/δA
and Γ(2,1)(p′, p) behave, under hermitic conjugation, as[
V (2,1)µ (p
′, p)
]†
= γ0 V
(2,1)
µ (p, p
′) γ0 , (163)
and similarly for Γ(2,1)(p′, p).
Using the relations (162) and the symmetry constraints (156) and (160), it
is a simple exercise to show that the fermion and photon two-point functions
admit the following Dirac and Lorentz decompositions respectively:
iD¯−1(p) = d¯0(p
2)1+ d¯1(p
2)/p and iG¯−1µν (p) = g¯0(p
2)gµν + g¯2(p
2)pµpν (164)
where d¯0, d¯1, g¯0 and g¯2 are real functions. Similarly, using Eq. (157) for Lorentz
and parity symmetries as well as charge-conjugation symmetry Eq. (160) and
the relation (163), it is straightforward to check that the three point function
V
(2,1)
µ admits the following Dirac decomposition:
V (2,1)µ (p
′, p) = V¯ Sµ (p
′, p)1+ V¯ Vµ,ν(p
′, p)γν + iV¯ Aµ,ν(p
′, p)γ5γ
ν +
i
2
V¯ Tµ,νρ(p
′, p)σνρ
(165)
with σνρ = i2 [γ
ν , γρ], where (q = p′ + p, k = p′ − p)
V¯ Sµ (p
′, p) = α¯Sqµ + δ¯Skµ , (166)
V¯ Vµ,ν(p
′, p) = α¯V gµν + β¯V qµqν + γ¯V kµkν + δ¯V qµkν + ǫ¯V kµqν , (167)
V¯ Aµ,ν(p
′, p) = α¯Aǫµνρσq
ρkσ , (168)
V¯ Tµ,νρ(p
′, p) = α¯T (gµνkρ − gµρkν) + β¯T qµ(qνkρ − kνqρ)
+ δ¯T (gµνqρ − gµρqν) + ǫ¯Tkµ(qνkρ − kνqρ) , (169)
35These follow from the fact that the 2PI effective action is real and from the
(anti)commutating properties of the various field variables.
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where the form factors α¯S ≡ α¯S(x, y, z), δ¯S ≡ δ¯S(x, y, z) etc. are all real
functions of x = q2, y = k2 and z = q · k. The α¯’s, β¯’s and γ¯’s are even
functions of z, whereas the δ¯’s and ǫ¯’s are odd in z.36 The 2PI-resummed
two- and three-point vertex functions Γ(2,0)(p), Γ
(0,2)
µν (p) and Γ
(2,1)
µ (p′, p) admit
similar decompositions with corresponding form factors d0, . . . , ǫT .
The 2PI Ward-Takahashi identity (70) implies (for p and p′ noncollinear)
zα¯S(x, y, z) + yδ¯S(x, y, z) = −e
[
d¯0(p
′2)− d¯0(p
2)
]
, (170)
zβ¯V (x, y, z) + yǫ¯V (x, y, z) = −
e
2
[
d¯1(p
′2)− d¯1(p
2)
]
, (171)
α¯V (x, y, z) + yγ¯V (x, y, z) + zδ¯V (x, y, z) = −
e
2
[
d¯1(p
′2) + d¯1(p
2)
]
(172)
and
zβ¯T (x, y, z) + yǫ¯T (x, y, z)− δ¯T (x, y, z) = 0 . (173)
Note that, for p′2 = p2 and k2 = 0 (i.e. y = z = 0), in particular for on-shell
momenta, these relations boil down to:
α¯V (4p
2, 0, 0) = −ed¯1(p
2) . (174)
Similar relations hold for the form factors of 2PI-resummed two- and three-point
functions Γ(2,0)(p) and Γ(2,1)(p′, p), which satisfy a similar Ward-Takahashi iden-
tity, see Eqs. (72) and (75). The 2PI-resummed two-photon function Γ(0,2)(p)
is further constrained by gauge symmetry, see Eq. (73), which implies that
g0(p
2) = −p2g2(p2).
It follows from Eqs. (164)-(169) and the fact that, once all subdivergences
have been eliminated, the global divergence of a given graph is a polynomial (in
momentum space) of degree equal to the superficial degree of divergence of the
graph [29], that the global divergences – denoted by [. . . ]∞¯ – of the two- and
three-point functions iD¯−1, iG¯−1 and V (2,1) have the following structure:[
iD¯−1(p)
]
∞¯
= a¯m1+ a¯z/p and
[
iG¯−1µν (p)
]
∞¯
= (a¯M + a¯Zp
2)gµν + aλpµpν
(175)
and [
V (2,1)µ (p
′, p)
]
∞¯
= a¯vγµ (176)
36Projecting the QED vertex on the fermion mass shell by means of the Dirac spinor u(p)
and u¯(p), right and left eigenvectors of /p with eigenvalue m, and using standard Gordon
identities, one recovers the usual result:
u¯(p′)V
(2,1)
µ (p
′, p)u(p) = u¯(p′)
ˆ
F¯1(k
2)γµ + iF¯2(k
2)σµνk
ν
˜
u(p)
where the electric and magnetic form factors read
F¯1(k
2) = α¯V (k
2) + 2mα¯S (k
2) + 4m2β¯V (k
2) + k2α¯A(k
2) +mk2β¯T (k
2)
F¯2(k
2) = −α¯S(k
2)− 2mβ¯V (k
2)− 2mα¯A(k
2) + α¯T (k
2) − 2k2β¯T (k
2)
where α¯V (y) ≡ α¯V (4m
2 − y, y, 0) etc.
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where a¯m, a¯z , a¯M , a¯Z , a¯λ and a¯v are real constants. The symmetry identity
(172), or (174), implies that a¯v = −ea¯z, from which one deduces, in particular,
that Z¯1/Z¯2 is finite, see Eq. (74). The global divergences of 2PI-resummed two-
and three-point functions Γ(2,0)(p), Γ(0,2)(p) and Γ(2,1)(p′, p) are constrained in
a similar way with corresponding constants am, az, aM , aZ , aλ and av. The
symmetry identity (73) further implies that, for the 2PI-resummed two-photon
function, aM = aZ + aλ = 0.
Finally, similarly to Eq. (163), the two remaining 2PI three-point vertex
δΣ¯µ
ψ¯A
/δψ and δΣ¯µAψ/δψ¯ are related by(
δΣ¯µαAψ
δψ¯α¯
(p′, p)
)∗
= γ0αβ¯
δΣ¯β¯µ
ψ¯A
δψβ
(p, p′) γ0βα¯ . (177)
It follows from this relation as well as Lorentz, parity, and charge-conjugation
symmetries, see Eqs. (157) and (161), that they admit a similar decompo-
sition as (165)-(169) with corresponding real form factors α˜(1), . . . , ǫ˜(1) and
α˜(2), . . . , ǫ˜(2) respectively. However, the latter are neither even nor odd func-
tions of z but are, instead, related by Eqs. (161) and (177) as e.g. α˜
(1)
V (x, y, z) =
α˜
(2)
V (x, y,−z), and similarly for all α˜’s, β˜’s and γ˜’s, whereas δ˜’s and ǫ˜’s are such
that e.g. δ˜
(1)
V (x, y, z) = −δ˜
(2)
V (x, y,−z). It follows that their global divergence
is given by [
δΣ¯µAψ
δψ¯
(p′, p)
]
∞¯
=
[
δΣ¯µ
ψ¯A
δψ
(p′, p)
]
∞¯
= a˜vγ
µ , (178)
with a˜v a real constant.
B. On-mass-shell renormalization conditions
Here, we consider a more conventional set of renormalization conditions than
the one considered in Sec. 3.5, where mR and eR are identified with the physical
fermion mass and electromagnetic charge. We show, in particular, that this is
also a gauge-symmetric set of renormalization conditions in the sense that it
leads to Eq. (75) and, therefore, all 2PI Ward-Takahashi identities are exactly
preserved after renormalization at any approximation order.
The renormalization points are chosen such that photon (k∗) and fermion
(p∗) momenta are on their respective mass-shell: k
2
∗ = 0 and p
2
∗ = m
2
R. It is
convenient to consider the 2PI-resummed and 2PI fermion self-energies ΣR(p)
and Σ¯R(p) as functions of the Dirac matrix /p:
ΣR(p) ≡ ΣR(/p) (179)
and similarly for Σ¯R(p), where we keep the same letter on both sides of the
equation for simplicity and make sure that no ambiguity is possible in the fol-
lowing. Moreover, the 2PI-resummed three-point vertex projected on physical
fermion states reads, see Sec. A.4,
u¯(p′)Γ
(2,1)
Rµ (p
′, p)u(p) = u¯(p′)
[
F1(k
2)γµ + iF2(k
2)σµνk
ν
]
u(p) , (180)
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where the Dirac spinor u(p) is a solution of the Dirac equation (/p−mR)u(p) = 0
normalized as u¯(p)u(p) = 1. The functions F1 and F2 are the standard electric
and – up to a factor 2mR – magnetic form factors of the fermion. In particular,
F1(0) is the total electric charge of the latter. It can be obtained as:
F1(0) =
pµ
mR
u¯(p)Γ
(2,1)
Rµ (p, p)u(p) . (181)
Standard on-mass-shell renormalization conditions are formulated as follows:
dΠTR(k
2)
dk2
∣∣∣∣
k2=0
= 0 , ΣR(/p = mR) = 0 ,
∂ΣR(/p)
∂/p
∣∣∣∣
/p=mR
= 0 and F1(0) = −eR .
(182)
The corresponding consistency conditions read:
dΠ¯TR(k
2)
dk2
∣∣∣∣
k2=0
=
dΠTR(k
2)
dk2
∣∣∣∣
k2=0
, (183)
Σ¯R(/p = mR) = ΣR(/p = mR) ,
∂Σ¯R(/p)
∂/p
∣∣∣∣
/p=mR
=
∂ΣR(/p)
∂/p
∣∣∣∣
/p=mR
(184)
and
F¯1(0) = F˜1(0) = F1(0) (185)
where F¯1(k
2) and F˜1(k
2) are the electric form factors corresponding to the
renormalized 2PI vertices V
(2,1)
R and V˜
(2,1)
R respectively.
Writing the 2PI Ward-Takahashi identity (70) in the limit k → 0, one gets
the 2PI Ward identity
−
Z¯2
Z¯1
1
eR
F¯1(0) = 1− i
∂Σ¯R(/p)
∂/p
∣∣∣∣
/p=mR
. (186)
from which it follows, using the above renormalization and consistency condi-
tions, that Z¯1 = Z¯2. Similarly, we obtain, from Eq. (72),
−
Z¯2
Z¯1
1
eR
F1(0) = 1−∆2 +∆1
Z¯2
Z¯1
− i
∂ΣR(/p)
∂/p
∣∣∣∣
/p=mR
(187)
It follows that Z¯1(1 − ∆2) = Z¯2(1 − ∆Z1), and then, because Z¯1 = Z¯2, that
Z1 = Z2, as announced.
C. Vertex functions in the 2PI superfield formalism
We provide general tools to deal with 2PI techniques in the superfield for-
malism and use them to derive general expressions for various vertex functions.
As usual, 2PI-resummed vertices can be expressed explicitly in terms of 2PI
vertices, which fulfill self-consistent equations [24]. Our analysis is greatly sim-
plified by the use of a generalized Leibniz rule for computing multiple derivatives
of products of supermatrix.
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C.1. Generalized Leibniz rule
The (right) superfield-derivative of the product of two supermatrices, say A
and B reads, explicitly,
δ
δϕ1
(AB)mn =
δAmp
δϕ1
Bpn + (−1)
q1(qA+qm+qp)Amp
δBpn
δϕ1
, (188)
where qj denotes the fermion numbers associated with the superindex j = 1,m, p
and qA accounts for possible field derivatives in the matrix A. For instance, if
A = G¯, qA ≡ 0 whereas if A = δG¯/δϕr, qA = −qr etc. It is convenient to rewrite
Eq. (188) in a component-independent form. To this purpose, we notice that
(−1)q1(qm+qp)Amp = (σ
q1Aσq1)mp , (189)
where σ is the bloc-diagonal supermatrix σ ≡ diag (14×4,−14×4,−14×4). Defin-
ing now the superderivative of a supermatrix as
δs
δϕ1
A ≡
δ
δϕ1
(σq1A) , (190)
it is possible to rewrite Eq. (188) as
δs
δϕ1
(AB) =
δsA
δϕ1
B + (−1)q1qAA
δsB
δϕ1
, (191)
where the sign factor (−1)q1qA appears because the superderivative δs/δϕ1 goes
through the supermatrix A before to act on B. Repeated use of Eq. (191) leads
to the generalized Leibniz rule for the k-th superderivative:
δks
δϕk · · · δϕ1
(AB) =
∑
J
(−1)δ
′
J
δpsA
δϕip · · · δϕi1
δqsB
δϕjq · · · δϕj1
, (192)
where the sum runs over all possible subsets J ≡ {j1, . . . , jq} of {1, . . . , k}
such that j1 < · · · < jq. We denote by I ≡ {i1, . . . , ip} with i1 < . . . < ip the
complementary subset (k = p+q)37: I∪J = {1, . . . , k}. A sign factor arises each
time a superderivative δ/δϕj goes through the supermatrix δ
p
sA/δϕip · · · δϕi1 .
This produces a factor (−1)qjqA as well as a factor (−1)qjqi for each i < j:
δ′J = qAqJ −
∑
j∈J,i∈I
i<j
qjqi , (193)
where we introduced the notation qJ =
∑
j∈J qj . The relative sign in (193)
makes no difference and is chosen negative for later convenience. In order to
express formula (192) in terms of normal derivatives we use the obvious relation
δk
δϕk · · · δϕ1
= σq1+···+qk
δks
δϕk · · · δϕ1
(194)
37Either I or J can be the empty set, in which case the corresponding derivative is the
identity operator.
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to obtain
δk
δϕk · · · δϕ1
(AB) =
∑
J
(−1)δ
′
JσqJ
δpA
δϕip · · · δϕi1
σqJ
δqB
δϕjq · · · δϕj1
. (195)
The presence of the matrices σ is cumbersome. In practice however, we shall
eventually be interested in evaluating derivatives for physical values of the fields,
in which case the U(1) symmetry of the theory implies that, see App. A,
δpAmn
δϕip · · ·ϕi1
= 0 if qA + qm + qn + qI is odd. (196)
It follows that
(−1)qm+qn
δpAmn
δϕip · · ·ϕi1
= (−1)qA+qI
δpAmn
δϕip · · ·ϕi1
, (197)
or, in matrix notation,
σ
δpA
δϕip · · ·ϕi1
σ = (−1)qA+qI
δpA
δϕip · · ·ϕi1
. (198)
Thus, provided that one keeps track of the sign factors, one can get rid of the
matrices σ. We obtain, explicitly,
δk
δϕk · · · δϕ1
(AB) =
∑
J
(−1)δJ
δpA
δϕip · · · δϕi1
δqB
δϕjq · · · δϕj1
, (199)
with δJ = δ
′
J + qJ(qI + qA), that is
δJ =
∑
j∈J,i∈I
i>j
qjqi . (200)
Equation (200) has a simple interpretation: One adds a contribution qiqj to δJ
for each pair of derivatives δ/δϕi and δ/δϕj , not acting on the same factor (A
or B) and appearing in the same order as on the left-hand-side of Eq. (199). For
instance, for k = 2, we get
δ2
δϕ2δϕ1
(AB) =
δ2A
δϕ2δϕ1
B + (−1)q1q2
δA
δϕ2
δB
δϕ1
+
δA
δϕ1
δB
δϕ2
+A
δ2B
δϕ2δϕ1
, (201)
which is easily checked to be correct by a direct calculation.
C.2. 2PI-resummed vertex functions
The 2PI-resummed vertex functions are defined as field derivatives of the
2PI-resummed effective action evaluated at vanishing fields. Taking a field
derivative on Eq. (23), we obtain the 2PI-resummed two-point vertex function
as
δ2Γ
δϕ2δϕ1
= (−1)q1 iG−10,21 +
δ2Γint
δϕ2δϕ1
∣∣∣∣
G¯
+
δG¯mn
δϕ2
δ2Γint
δGmnδϕ1
∣∣∣∣
G¯
, (202)
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where it is understood that derivatives have to be evaluated at ϕ = ϕ¯ = 0.
Similarly, one obtains the 2PI-resummed three-point vertex function
δ3Γ
δϕ3δϕ2δϕ1
=
δ3Γint
δϕ3δϕ2δϕ1
∣∣∣∣
G¯
+
δ2G¯mn
δϕ3δϕ2
δ2Γint
δGmnδϕ1
∣∣∣∣
G¯
, (203)
as well as higher (k ≥ 4) 2PI-resummed vertex functions
δkΓ
δϕk · · · δϕ1
=
δk−1G¯mn
δϕk · · · δϕ2
δ2Γint
δGmnδϕ1
∣∣∣∣
G¯
. (204)
Notice that, in deriving these expressions, we have assumed that the interaction
term of the classical action is cubic in the superfield. It follows in particular
that δ3Γint/δϕ
3 and δ2Γint/δGδϕ are ϕ- and G-independent.
From the above formulae, it follows that the determination of 2PI-resummed
vertex functions essentially amounts to the evaluation of field derivatives of G¯
at vanishing fields. The latter can be directly related to 2PI vertex functions,
that is derivatives of Σ¯ evaluated at vanishing fields, see (28). Using Eq. (199)
with A = G¯−1 and B = G¯ and extracting explicitly the term corresponding to
J = {1, · · · , k} (i.e. I = ∅), we get
δkG¯
δϕk · · · δϕ1
=
∑
I 6=∅,J
(−1)δJ G¯
δpΣ¯
δϕip · · · δϕi1
δqG¯
δϕjq · · · δϕj1
, (205)
where we used Eq. (18) on the RHS. Here again derivatives are understood to
be taken at ϕ = ϕ¯ = 0.
Eq. (205) is a recursion formula which expresses the kth derivative of G¯ in
terms of its qth derivatives with q ≤ k − 1. Successive iterations yield
δkG¯
δϕk · · · δϕ1
=
∑
{Ir}
(−1)δ{Ir} G¯
R∏
r=1
(
δpr Σ¯
δϕ
i
(r)
pr
· · · δϕ
i
(r)
1
G¯
)
, (206)
where the sum runs over all possible families {Ir} ≡ {I1, . . . , IR}, 1 ≤ R ≤ k,
of nonempty disjoint subsets of {1, . . . , k} such that ∪Rr=1Ir = {1, . . . , k}. The
elements of a given subset Ir are denoted by Ir ≡ {i
(r)
1 , . . . , i
(r)
pr } with the con-
vention that i
(r)
1 < · · · < i
(r)
pr . One has the relation k =
∑R
r=1 pr. Finally, the
exponent δ{Ir} is computed as follows: One adds a contribution qsqt to δ{Ir} for
each pair of derivatives δ/δϕs and δ/δϕt acting on different Σ¯’s and appearing
in the same order as on the LHS of Eq. (206).
Eq. (206) has a simple interpretation. In order to express the kth-derivative
of G¯ solely in terms of derivatives of Σ¯, one needs to sum up, with appropriate
sign factors, all the possible ways to alternate G¯’s and derivatives of Σ¯ such that:
1) each product starts and ends by a factor G¯ and contains k derivatives; 2) the
derivatives acting on a given factor Σ¯ keep the same order as in the left-hand-
side of Eq. (206); 3) each pair of derivatives δ/δϕs and δ/δϕt acting on different
factors Σ¯ and appearing in the same order as in the left-hand-side of Eq. (206)
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contributes a sign (−1)qsqt to the corresponding contribution. For k = 1, one
get the trivial result:
δG¯
δϕ1
= G¯
δΣ¯
δϕ1
G¯ , (207)
which leads to
δ2Γ
δϕ2δϕ1
= (−1)q1 iG−10,21 +
δ2Γint
δϕ2δϕ1
∣∣∣∣
G¯
+
(
G¯
δΣ¯
δϕ2
G¯
)
mn
δ2Γint
δGmnδϕ1
∣∣∣∣
G¯
. (208)
Similarly, for k = 2, we obtain
δ2G¯
δϕ2δϕ1
= G¯
δ2Σ¯
δϕ2δϕ1
G¯ + (−1)q1q2 G¯
δΣ¯
δϕ2
G¯
δΣ¯
δϕ1
G¯ + G¯
δΣ¯
δϕ1
G¯
δΣ¯
δϕ2
G¯ , (209)
which leads to
δ3Γ
δϕ3δϕ2δϕ1
=
δ3Γint
δϕ3δϕ2δϕ1
∣∣∣∣
G¯
+
(
G¯
δ2Σ¯
δϕ3δϕ2
G¯ + 2 G¯
δΣ¯
δϕ2
G¯
δΣ¯
δϕ3
G¯
)
mn
δ2Γint
δGmnδϕ1
∣∣∣∣
G¯
.
(210)
Here, we have used the property
(−1)q2q3
(
G¯
δΣ¯
δϕ3
G¯
δΣ¯
δϕ2
G¯
)
mn
δ2Γint
δGmnδϕ1
=
(
G¯
δΣ¯
δϕ2
G¯
δΣ¯
δϕ3
G¯
)
mn
δ2Γint
δGmnδϕ1
,
(211)
which follows from U(1) global symmetry and the symmetry relations
G¯mn = (−1)
qmqn G¯nm and Σ¯mn = (−1)
qmqn+qm+qnΣ¯nm . (212)
Higher 2PI-resummed vertex functions are obtained in a similar way by plugging
Eq. (206) into Eq. (204), that is
δkΓ
δϕk · · · δϕ1
=
∑
{Ir}
(−1)δ{Ir}
(
G¯
R∏
r=1
(
δpr Σ¯
δϕ
i
(r)
pr
· · · δϕ
i
(r)
1
G¯
))
mn
δ2Γint
δGmnδϕ1
∣∣∣∣
G¯
.
(213)
As announced, all 2PI-resummed vertex function are now explicitly expressed
in terms of 2PI vertex functions.
C.3. 2PI vertex functions
2PI vertex functions are defined as field derivatives of Σ¯[ϕ] evaluated at
vanishing fields, see (28). To obtain self-consistent equations for the latter, we
start from the definition
(−1)qmΣ¯nm[ϕ] = 2i
δΓint
δGmn
∣∣∣∣
G¯[ϕ]
. (214)
When evaluating field derivatives of the RHS, one has to take into account both
the explicit and implicit – through G¯[ϕ] – ϕ-dependences of δΓint/δG|G¯ . One
gets, for the first derivative,
δ
δϕ1
[
δΓint
δGmn
]
G¯
=
δ2Γint
δϕ1δGmn
∣∣∣∣
G¯
+
δG¯ab
δϕ1
δ2Γint
δGabδGmn
∣∣∣∣
G¯
, (215)
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where the notation on the LHS stresses the fact that one takes a total ϕ-
derivative. Using Eq. (207), one obtains the following self-consistent equation
for the 2PI three-point function δΣ¯/δϕ at ϕ = 0:
δΣ¯nm
δϕ1
(−1)qm =
2i δ2Γint
δϕ1δGmn
∣∣∣∣
G¯
+
(
G¯
δΣ¯
δϕ1
G¯
)
ab
2i δ2Γint
δGabδGmn
∣∣∣∣
G¯
. (216)
To obtain the corresponding equations for higher 2PI vertex functions, we con-
sider total derivatives of Eq. (215) and use the previously derived Leibniz rule,
Eq. (199). Using similar notations as in Eqs. (192)-(199), we get (derivatives
are eventually evaluated at ϕ = 0)
δk
δϕk · · · δϕ1
[
δΓint
δG
]
G¯
=
∑
J
∗
(−1)δJ
δpG¯ab
δϕip · · · δϕi1
δq
δϕjq · · · δϕj1
[
δ2Γint
δGabδGmn
]
G¯
,
(217)
where
∑∗
J means that the sum is restricted on subsets J ≡ {j1, . . . , jq} of
{1, . . . , k} such that the complementary subset I ≡ {i1, . . . , ip} always contains
the element i1 = 1.
38 This is due to the fact that the first derivative δ/δϕ1
always acts on the first factor under the sum on the RHS. This formula relates
the kth derivative of δΓint/δG|G¯ to lower order (q ≤ k− 1) derivatives of the 2PI
kernel δ2Γint/δG2|G¯ . Following a similar procedure, the latter can be expressed
in terms of total ϕ-derivatives of the higher 2PI kernel δ3Γint/δG3|G¯ etc. In fact,
Eq. (217) still holds if one replaces δΓint/δG|G¯ → δ
pΓint/δGp|G¯ on the LHS and
δ2Γint/δG2|G¯ → δ
p+1Γint/δGp+1|G¯ on the RHS.
This leads to a set of recursion formulae from which one can derive a general
expression for the kth derivative of δΓint/δG|G¯ (and thus of Σ¯[ϕ]) with k ≥ 2 in
terms of 2PI kernels δlΓint/δG
l|G¯ with 2 ≤ l ≤ k + 1 and of q
th derivatives of
G¯[ϕ] (and thus of Σ¯[ϕ], see (206)) with 1 ≤ q ≤ k. Using similar notations as in
Eq. (206), we get, for ϕ = 0:
δk
δϕk · · · δϕ1
[
δΓint
δGmn
]
G¯
=
=
∑
{Ir}
⋆
(−1)δ{Ir}
(
R∏
r=1
δpG¯arbr
δϕ
i
(r)
pr
· · · δϕ
i
(r)
1
)
δR+1Γint
δGaRbR · · · δGa1b1δGmn
∣∣∣∣
G¯
, (218)
where the sum is restricted to families {Ir} = {I1, . . . , IR} of nonempty disjoint
subsets of {1, . . . , k} such that I1 always contains the element i1 = 1 and the
smallest element of the subsets Ir≥2 are i
(r)
1 ≥ r. One adds a contribution qrqs
to δ{Ir} for each pair of derivatives δ/δϕr and δ/δϕs acting on different G¯’s
and appearing in the same order as the one defined by the left-hand-side of
Eq. (218).
38In other words, J is a subset of {2, . . . , k} such that I ∪ J = {1, . . . , k}.
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As an illustration, we get, for k = 2,
δ2
δϕ2δϕ1
[
δΓint
δGmn
]
G¯
=
δG¯ab
δϕ1
δG¯cd
δϕ2
δ3Γint
δGcdδGabδGmn
∣∣∣∣
G¯
+
δ2G¯ab
δϕ2δϕ1
δ2Γint
δGabδGmn
∣∣∣∣
G¯
,
(219)
from which it follows, using the results of the previous subsection, that
δ2Σ¯nm
δϕ2δϕ1
(−1)qm =
(
G¯
δΣ¯
δϕ1
G¯
)
ab
(
G¯
δΣ¯
δϕ2
G¯
)
cd
2i δ3Γint
δGcdδGabδGmn
∣∣∣∣
G¯
+
(
2 G¯
δΣ¯
δϕ1
G¯
δΣ¯
δϕ2
G¯ + G¯
δ2Σ¯
δϕ2δϕ1
G¯
)
ab
2i δ2Γint
δGabδGmn
∣∣∣∣
G¯
. (220)
Notice that this equation defines δ2Σ¯/δϕ2 self-consistently. For a given 2PI
approximation, once the three-point function δΣ¯/δϕ is known from Eq. (216),
the linear self-consistent equation (220) can be solved by iterations. This feature
appears at any order: the function δkΣ¯/δϕk, obtained from Eq. (218), satisfies
a linear integral equation since the RHS of Eq. (218) only contains derivatives
δqΣ¯/δϕq with q ≤ k.
D. Four-photon graphs
We gather some results concerning diagrams with four external photon legs
and their UV structure. We first recall a useful result which states that whenever
a four-photon structure is, in momentum space, transverse with respect to at
least one of its external momenta, it is finite provided it is free of subdivergences.
We then provide two important examples of such classes of diagrams, which
appear in the analysis of Secs. 4, 5 and App. E.
D.1. Transversality and UV structure
Consider a sum Iµνρσ of bare four-photon diagrams, transverse, in momen-
tum space, with respect to one of its external momenta, say the one correspond-
ing to the index µ:
kµ I
µνρσ = 0 . (221)
Assume that all subdivergences of I can be removed by means of a renormaliza-
tion procedure which does not violate the transversality relation (221). There-
fore, it can only contain global divergences which are polynomials in its external
momenta, of order equal to the superficial degree of divergence of I, i.e. zero.
The most general Lorentz structure for the latter is therefore, a linear combi-
nation of gµνgρσ, gµρgνσ and gµσgνρ: we have
Iµνρσ = α gµνgρσ + β gµρgνσ + γ gµσgνρ + IµνρσCV , (222)
where ICV is UV convergent and α, β and γ are momentum independent func-
tions of ǫ which could diverge as ǫ → 0+. The transversality condition (221)
reads
αkνgρσ + β kρgνσ + γ kσgνσ + kµ I
µνρσ
CV = 0 . (223)
from which it follows that α, β, γ and thus I are in fact UV convergent (i.e.
finite).
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D.2. First class of transverse graphs
In Sec. 4, we deal with a particular class of four-photon subgraphs arising
from three-photon-reducible contributions in Γint[ϕ,G]. A given such contribu-
tion, denoted here by 3γR, can be written as
iΓ3γRint [ϕ,G] = C
νρσ
1 Gνν¯Gρρ¯Gσσ¯ C
ν¯ρ¯σ¯
2 (224)
where C1,2 are 1PI three-photon subgraphs. This leads to three-photon-reducible
contributions of the form (116) to the 2PI kernel Λ¯:
Λ¯3γR
αα¯,ββ¯
= Lνρσαα¯ G¯νν¯G¯ρρ¯G¯σσ¯R
ν¯ρ¯σ¯
ββ¯
, (225)
where Lνρσαα¯ = δC
νρσ
i /δDαα¯|G¯ with i = 1 or 2 and similarly for R. As argued in
Sec. 4 such three-photon-reducible contributions lead to potentially divergent
four-photon subgraphs of the form, see Eq. (118),
δΣ¯ψ¯ψα¯α
δAµ
M¯αα¯,ββ¯Lνρσ
ββ¯
, (226)
which we want to prove to be transverse, see Eq. (119). To this purpose notice
that, since fermion propagator lines D are only involved in closed fermion loops
in the functions C1,2 in Eq. (224), we can always write
Lνρσαα¯ =
∑
F
(−ie)n
δFµ1···µn
δDαα¯
∣∣∣∣
G¯
G¯µ1µ¯1 · · · G¯µnµ¯nC
µ¯1···µ¯n;νρσ
F , (227)
where the sum runs over all fermion loops of C1,2 with n ≥ 3 QED vertex
insertions:
Fµ1···µn = tr (Dγµ1D · · ·Dγµn) . (228)
Noticing that
δFµ1···µn
δDαα¯
∣∣∣∣
G¯
=
(
γµ1D¯ · · · D¯γµn
)
α¯α
+ cyclic permutations of (1, . . . , n) , (229)
we are lead to evaluate the (n+ 1)-photon diagram
Iµ
µ1···µn =
δΣψ¯ψα¯α
δAµ
M¯αα¯,ββ¯
(
γµ1D¯ · · · D¯γµn
)
β¯β
. (230)
In momentum space, denoting by k and p1, . . . , pn the external incoming mo-
menta, we have, see Eq. (67),
Iµ
µ1···µn(k, p1, . . . , pn) =
∫
q
tr
[
V (2,1)µ (q+k, q)D¯(q)γ
µ1D¯(q−p1) · · · γ
µnD¯(q+k)
]
.
(231)
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Using the Ward-Takahashi identity (70), the cyclicity of the trace and perform-
ing an appropriate change of variable under the momentum integral39, we get
kµIµ
µ1···µn(k, p1, . . . , pn) = I
µ1µ2···µn(p1, p2, . . . , pn)− I
µ2···µnµ1(p2, . . . , pn, p1)
(232)
where
Iµ1···µn(p1, . . . , pn) = −ie
∫
q
tr
[
D¯(q)γµ1D¯(q − p1) · · · γ
µn−1D¯(q + k + pn)γ
µn
]
.
(233)
Putting together Eqs. (226), (227), (229) and (232), we finally obtain the desired
result, Eq. (119):
kµ
δΣ¯ψ¯ψα¯α
δAµ
M¯αα¯,ββ¯Lνρσ
ββ¯
= 0 , (234)
where L = δC/δD|G¯ .
D.3. Second class of transverse graphs
The analysis of the 2PI-resummed two-photon function δ2Γ/δAδA in Sec. 5
reveals the presence of potentially divergent four-photon subgraphs which in-
volve the two external photon legs of the original function and the two ends
of an internal perturbative photon propagator G0 taken anywhere in the full
diagram, see Fig. 13. As argued in Sec. 5, the sum of such subdiagrams is given
by the derivative δΠ/δG0 of the 2PI-resummed photon self-energy Π = ΣAA
with respect to the free photon propagator. We show here that the latter is di-
rectly related to the 2PI four-photon function δ2Σ¯AA/δAδA through Eq. (137),
which implies that it is finite and (doubly) transverse.40 To this aim, it proves
convenient to consider the more general function δΣ/δG0, where Σ is the 2PI-
resummed self-energy, defined as
(−1)q1
δ2Γ
δϕ2δϕ1
= iG−10,21 − iΣ21 . (235)
Note that the derivative δ/δG0 has to be understood as restricted to the subspace
of function G0 of the form (13). Taking a derivative with respect to G0 at fixed
counterterms of Eq. (208) yields
(−1)q1
δΣ21
δG0
=
1
2
(
δ
δG0
δΣ¯qp
δϕ2
)
Mpq,mn
2iδ2Γint
δGmnδϕ1
∣∣∣∣
G¯
+
(
δG¯
δG0
δΣ¯
δϕ2
G¯
)
mn
2iδ2Γint
δGmnδϕ1
∣∣∣∣
G¯
.
(236)
To evaluate δ/δG0(δΣ¯/δϕ), we take a derivative with respect to G0 at fixed
counterterms of Eq. (216). We obtain a linear integral equation which can be
39Here, it is crucial to use a gauge-invariant regulator.
40For simplicity of notations, we work here with bare quantities. The calculation is identi-
cally the same in terms of renormalized quantities.
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solved as
δ
δG0
δΣ¯nm
δϕ1
=
(
δG¯
δG0
δΣ¯
δϕ1
G¯
)
ab
Vab,mn
+
(
G¯
δΣ¯
δϕ1
G¯
)
ab
δG¯cd
δG0
(−1)qm
2iδ3Γint
δGcdδGabδGmn
∣∣∣∣
G¯
+
1
2
(
G¯
δΣ¯
δϕ1
G¯
)
ab
δG¯cd
δG0
(−1)qr
2iδ3Γint
δGcdδGabδGrs
∣∣∣∣
G¯
Mrs,pq Vpq,mn ,
(237)
where the function V fulfills the Bethe-Salpeter–type equation
Vpq,mn = Lpq,mn +
1
2
Lpq,rsMrs,tu Vtu,mn . (238)
Plugging this back into Eq. (236), we find
(−1)q1
δΣ21
δG0
=
(
δG¯
δG0
δΣ¯
δϕ2
G¯
)
mn
Tmn,1
+
1
2
(
G¯
δΣ¯
δϕ2
G¯
)
ab
δG¯cd
δG0
(−1)qp
2iδ3Γint
δGcdδGabδGpq
∣∣∣∣
G¯
Mpq,mnTmn,1 ,
(239)
where the function
Tmn,1 =
2iδ2Γint
δGmnδϕ1
∣∣∣∣
G¯
+
1
2
Vmn,pqMpq,rs
2iδ2Γint
δGrsδϕ1
∣∣∣∣
G¯
. (240)
turns out to be simply related to δΣ¯nm/δϕ1. Indeed, solving Eq. (216) in terms
of V , we get
δΣ¯nm
δϕ1
= (−1)qm
2iδΓint
δϕ1δGmn
∣∣∣∣
G¯
+
1
2
(−1)qr
2iδ2Γint
δϕ1δGrs
∣∣∣∣
G¯
Mrs,pq Vpq,mn . (241)
Using the fact that the total fermion number of each factor in this equa-
tion is zero as well as the symmetry properties Mrs,pq = Mpq,rs, Vpq,mn =
(−1)qp+qnVmn,pq and
2iδ2Γint
δϕ1δGmn
∣∣∣∣
G¯
= (−1)q1
2iδ2Γint
δGmnδϕ1
∣∣∣∣
G¯
, (242)
one easily checks that
δΣ¯nm
δϕ1
= (−1)q1+qmTmn,1 . (243)
56
It follows that Eq. (239) can be rewritten as
δΣ21
δG0
=
(
δΣ¯
δϕ2
G¯
δΣ¯
δϕ1
)
nm
(−1)qm
δG¯mn
δG0
+
1
2
(
G¯
δΣ¯
δϕ2
G¯
)
ab
(
G¯
δΣ¯
δϕ1
G¯
)
cd
(−1)qm
2iδ3Γint
δGcdδGabδGmn
∣∣∣∣
G¯
(−1)qm
δG¯mn
δG0
.
(244)
Notice now that, from Eqs. (18)-(19), one obtains the linear equation
δΣ¯nm
δG0,tu
=
1
2
δG¯pq
δG0,tu
Lpq,mn =
1
2
[
−
δG−10,sr
δG0,tu
+
δΣ¯sr
δG0,tu
]
Mrs,pq Lpq,mn , (245)
which can be solved in terms of V as
δΣ¯nm
δG0,tu
= −
1
2
δG−10,sr
δG0,tu
Mrs,pq Vpq,mn =
1
2
(G−10 G¯)uq (G¯G
−1
0 )pt Vpq,mn . (246)
From this it is not difficult to arrive at (we use that qm = qp)
(−1)qm
δG¯mn
δG0
= −
[
Mmn,pq +
1
2
Mmn,rs Vrs,twMtw,pq
]
δG−10,qp
δG0
(−1)qp , (247)
which can be plugged into Eq. (244) and allows a simple comparison with
Eq. (258) below. We find:
δΣ21
δG0,rs
= −
[
1
2
δ2Σ¯nm
δϕ1δϕ2
+
(
δΣ¯
δϕ2
G¯
δΣ¯
δϕ1
)
nm
]
Mmn,pq
δG−10,qp
δG0,rs
(−1)qp , (248)
or, equivalently,
M0;pq,rs
δΣ21
δG0,rs
= (−1)qpMpq,mn
[
1
2
δ2Σ¯nm
δϕ1δϕ2
+
(
δΣ¯
δϕ2
G¯
δΣ¯
δϕ1
)
nm
]
, (249)
where M0;pq,rs = G0,psG0,rq. Choosing ϕ1 = Aµ, ϕ2 = Aν and G0,rs = G0,ρσ in
Eq. (248), the second term between brackets vanishes and we obtain the desired
result, see Eq. (137),
G0,ρλ
δΣµνAA
δG0,λξ
G0,ξσ = G¯ρλ
δ2Σ¯λξAA
δAµδAν
G¯ξσ . (250)
E. Renormalization of higher vertex functions
Here, we show that, once 2PI two- and three-point vertex functions, G¯−1R
and V
(3)
R ∝ δΣ¯R/δϕR have been made finite according to the procedure de-
scribed in Secs. 4.1 and 4.2, all (2PI and 2PI-resummed) vertex functions are
void of subdivergences. As explained in Secs. 4.3 and 5.3, this completes our
proof of renormalization. All quantities appearing in this section are meant as
renormalized ones. However, for notational simplicity we omit the subscript ‘R’.
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E.1. Renormalization of V
Because it will play a role in the following, we first show that V is finite. No-
tice that, due to charge conservation, Vpq,mn = 0 unless qp + qq + qm + qn = 0.
Moreover, it follows from the symmetry identities, see (9),
Vpq,mn = (−1)
qpqqVqp,mn = (−1)
qmqn+qm+qnVpq,nm = (−1)
qn+qpVmn,pq (251)
that the only independent components of V are the four-photon function Vρσ,µν ,
the two-fermion–two-photon functions Vαν,µα¯ and Vαα¯,µν and the four-fermion
function Vαα¯,ββ¯.
41 It is easy to check from Eq. (238) that the two-fermion–two-
photon function Vαν,µα¯ can be identified with the function V˜αν,µα¯ introduced in
Sec. 4, see Eq. (101). It resums an infinite number of ladder diagrams Λ˜(M˜ Λ˜)n,
which are trivially finite since the building blocks Λ˜ and M˜ are and there is no
way one can combine lines of these different building blocks to form a subgraph
with positive superficial degree of divergence.
The case of the other components of V is slightly more complicated because
they are linearly coupled to each other. This is, for instance, the case of Vρσ,µν
and Vαα¯,µν . However, one can rewrite the equation for Vρσ,µν as
Vρσ,µν = Kρσ,µν +
1
2
Kρσ,λωMλω,ξκVξκ,µν (252)
where Kρσ,µν depends only on the 2PI kernel L, not on V :
Kρσ,µν = Lρσ,µν + Lρσ,αα¯Mαα¯,ββ¯Lββ¯,µν + Lρσ,αα¯Mαα¯,ββ¯Jββ¯,γγ¯Mγγ¯,δδ¯Lδδ¯,µν
(253)
where J resums fermion ladders:
Jββ¯,αα¯ = Lββ¯,αα¯ + Lββ¯,γγ¯Mγγ¯,δδ¯Jδδ¯,αα¯ . (254)
With slightly different notations, Eq. (252) for Vρσ,µν is nothing but the equation
for the four-photon function V¯ρσ,µν , derived in Ref. [17]. There, it was shown
that the latter resums four-photon subdivergences in Σ¯AA and Σ¯ψ¯ψand is made
finite by properly adjusting the counterterms δg¯1 and δg¯2 in Eq. (52). It is then
straightforward to show by direct inspection that the only possibly divergent
subgraphs of Vαα¯,µν and Vββ¯,αα¯ are those of Vρσ,µν : once the latter has been
renormalized, the former are finite.
Here, we pause a moment to give a new derivation of a general result of 2PI
renormalization theory, namely the fact that the Bethe-Salpeter like equation
(238) resums the four-point subdivergences of the two-point function Σ¯[ϕ = 0]
[22, 25, 17]. Four-point subgraphs are obtained by expanding Σ¯ in perturbative
diagrams and opening a perturbative line – corresponding to the free propagator
41We use the same convention as in Secs. 4 and 5 to distinguish photon from fermion legs:
the first letters of the alphabet α, . . . , η denote fermion ψ-like legs; α¯, · · · , η¯ denote fermion
ψ¯-like legs; any other (greek) letter denote a photon leg.
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G0 – in all possible ways.42 The sum of all such subgraphs is, therefore, encoded
in the functional derivative δΣ¯/δG0. According to Eq. (246) the latter is such
that
M0;rs,pq
δΣ¯nm
δG0,pq
=
1
2
Mrs,pq Vpq,mn . (255)
where M0;rs,pq = G0,rqG0,ps. We see that the function V resums all four-point
subgraphs of Σ¯, from which the announced result follows.
E.2. 2PI vertex functions
We treat explicitly the case of the 2PI four-point vertex function. Higher
2PI vertex functions can be treated along similar lines as sketched at the end of
this subsection. Our starting point is Eq. (220) which we rewrite as
δ2Σ¯nm
δϕ2δϕ1
=
(
G¯
δΣ¯
δϕ1
G¯
)
ab
(
G¯
δΣ¯
δϕ2
G¯
)
cd
(−1)qm
2i δ3Γint
δGcdδGabδGmn
∣∣∣∣
G¯
+
(
G¯
δΣ¯
δϕ1
G¯
δΣ¯
δϕ2
G¯
)
ab
Lab,mn +
1
2
δ2Σ¯sr
δϕ2δϕ1
Mrs,pq Lpq,mn , (256)
where we have introduced the notations
Mrs,pq ≡ G¯rq G¯ps and Lpq,mn ≡ (−1)
qm
4iδ2Γint
δGpqδGmn
∣∣∣∣
G¯
. (257)
Equation (256) can be solved using V
δ2Σ¯nm
δϕ2δϕ1
=
(
G¯
δΣ¯
δϕ1
G¯
δΣ¯
δϕ2
G¯
)
ab
Vab,mn
+
(
G¯
δΣ¯
δϕ1
G¯
)
ab
(
G¯
δΣ¯
δϕ2
G¯
)
cd
(−1)qm
2iδ3Γint
δGcdδGabδGmn
∣∣∣∣
G¯
+
1
2
(
G¯
δΣ¯
δϕ1
G¯
)
ab
(
G¯
δΣ¯
δϕ2
G¯
)
cd
(−1)qr
2iδ3Γint
δGcdδGabδGrs
∣∣∣∣
G¯
Mrs,pq Vpq,mn ,
(258)
This equation, represented diagrammatically in Fig. 16, happens to be quite
convenient to show that δ2Σ¯/δϕ2 is void of subdivergences. The various con-
tributions on the RHS of Eq. (258) involve four different building blocks: The
propagator G¯, the 2PI vertex δΣ¯/δϕ, the function V which sums ladder dia-
grams with rungs L ∝ δ2ΓRint/δG
2|G¯ and the six-point 2PI kernel δ
3ΓRint/δG
3|G¯ .
Each of these building blocks being finite, subdivergences in δ2Σ¯/δϕ2 can only
originate from two-, three- or four-point 1PI subgraphs which combine lines of
different building blocks. Using the fact that the kernels δnΓRint/δG
n|G¯ originate
from closed 2PI diagrams, it is easy to convince oneself that the only potentially
divergent subgraphs are four-photon ones. These can be of two types only: The
42Strictly speaking, this is only true for ϕ = 0. For nonvanishing field, there exists other
types of four-point subgraphs
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Figure 16: Diagrammatic representation of the three contributions to δ2Σ¯/δϕ2δϕ1 in the r.h.s
of Eq. (258). The grey blob represent the 2PI kernel 2iδΓint/δG
3|G¯ . The grey boxes with
three legs represent the 2PI three-point vertex δΣ¯/δψ whereas those with four legs represent
the four-point function V .
first type is depicted in Fig. 17, where it is understood that the subgraph is
potentially divergent only when its four external legs are photons. We have
already encountered such four-photon substructures in the analysis of two- and
three-point functions in Secs 4 and 5, see e.g. Eqs. (118)-(119), where we have
shown, using 2PI Ward-Takahashi identities, that they actually do not give rise
to subdivergences.
2
1
n
m
1
2
n
m
+
Figure 17: These subraphs are potentially divergent when their external legs are all photons.
2PI Ward-Takahashi identities guarantee that these subgraphs are all finite.
The second type of four-photon subgraphs is illustrated in Fig. 18: It in-
volves two internal (photon) lines of V as well as the two external legs of the
original function δ2Σ¯/δϕ2 corresponding to (photon) field derivatives. It can,
therefore, only arise in the two-photon–two-fermion function δ2Σ¯ψψ¯/δAδA or
in the four-photon function δ2Σ¯AA/δAδA. We conclude that the two other
four-point functions δ2Σ¯ψA/δAδψ¯ and δ
2Σ¯AA/δψδψ¯ are void of subdivergences.
1
2
n
m
+
1
2
n
m
Figure 18: These subraphs are potentially divergent when their external legs are all photons.
2PI Ward-Takahashi identities ensure that these subgraphs add up to a finite contribution.
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The functions δ2Σ¯ψψ¯/δAδA and δ
2Σ¯AA/δAδA satisfy coupled linear inte-
gral equations, see Eq. (256). For the sake of the argument, we introduce
a simplified notation which emphasizes the important aspects of the relevant
equations and hides the unimportant details. We note Vγf ≡ δ2Σ¯ψψ¯/δAδA and
Vγγ ≡ δ
2Σ¯AA/δAδA. Similarly, we note Lγf ≡ Lµν,αα¯, Lγγ ≡ Lµν,ρσ etc. and
similarly for the components ofM, with the idea that the indices γ and f denote
respectively the two-photon and two-fermion end of a given four-point function.
With this notation, Eq. (256) reads, for Vγf and Vγγ
Vγf = Aγf +
1
2
VγγMγγLγf + VγfMffLff , (259)
Vγγ = Aγγ +
1
2
VγγMγγLγγ + VγfMffLfγ , (260)
where Aγf and Aγγ refer to the relevant component of the sum of the first two
terms on the RHS of Eqs. (256). For the present discussion, the only important
feature is their two-photon-irreducible character. For later use, we also note that
the function Vγf can be eliminated by means of the function K introduced in
Eq. (253), and that Vγγ can consequently be expressed in terms of the function
V introduced in Eq. (252):
Vγγ = Bγγ +
1
2
VγγMγγKγγ = Bγγ +
1
2
BγγMγγVγγ (261)
with (J is defined in Eq. (254))
Bγγ = Aγγ +AγfMffLfγ +AγfMffJffMffLfγ (262)
Note that B is two-photon-irreducible. Note also that
VγγMγγKγγ = BγγMγγVγγ . (263)
Finally, a key ingredient of the argument below is the transversality property
– in momentum space – of the function Vγγ ≡ δ2Σ¯AA/δAδA, see Eq. (71). We
write this formally as:
k · Vγγ = 0 . (264)
We now employ a recurrence argument based on a formal coupling expansion,
e.g.
Vγf =
∑
n
e2n V
(2n)
γf , (265)
and similarly for all other functions above. Note that the functions A, B, V ,
Lγγ , Kγγ and Vγγ start at order e4, whereas the functions Lγf , Lfγ and Lff
start at order e2. Equation (264) yields
k · V (2n)γγ = 0 for n ≥ 2 . (266)
As a starting point of our recurence, we note that the one-loop diagrams V
(4)
γf =
A
(4)
γf and V
(4)
γγ = B
(4)
γγ = A
(4)
γγ , being trivially free of subdivergences, are finite.
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This is clear for the former since it has negative superficial degree of divergence.
For the latter, this follows from the transversality property (266) for n = 2 and
the general result of App. D. We now assume that all V
(2p)
γf and V
(2p)
γγ are finite
for 2 ≤ p ≤ n− 1. Eq. (259) yields, for n ≥ 3,
V
(2n)
γf = A
(2n)
γf +
1
2
n−1∑
p=2
V (2p)γγ [MγγLγf ]
(2n−2p)
+
1
2
n−1∑
p=2
V
(2p)
γf [MffLff ]
(2n−2p)
(267)
Using the two-particle-irreducibility of the kernels L, one sees that the only
possible four-photon subgraphs are those of V
(2p)
γγ and V
(2p)
γf for p ≤ n−1, which
are finite by hypothesis. The function V
(2n)
γf is thus void of subdivergences and
consequently finite since it has negative superficial degree of divergence. As for
V
(2n)
γγ , equation (261) yields, for n ≥ 3,
V (2n)γγ = B
(2n)
γγ +
1
2
n−1∑
p=2
V (2p)γγ [MγγKγγ ]
(2n−2p) . (268)
One can form four-photon subgraphs involving the two external legs of Kγγ
and two internal photon lines of V
(2p)
γγ . Using Eq. (263) one easily checks
that these are in fact subgraphs of the function Vγγ , which we have shown
above to be finite. Using the two-photon-irreducibility of the kernels K one
sees that the only other possibility for four-photon subgraphs are either a sub-
graph of V
(2p)
γγ for p ≤ n− 1, finite by hypothesis, or the full graphs B
(2n)
γγ and
V
(2p)
γγ [MγγKγγ ]
(2n−2p)
for 2 ≤ p ≤ n − 1. We conclude that V
(2n)
γγ is void of
subdivergences. It follows from the 2PI Ward-Takahashi identity Eq. (266) and
the general result of App. D that it is finite.
A similar analysis applies to higher 2PI vertex functions δnΣ¯/δϕn · · · δϕ1.
The latter satisfy self-consistent equations, similar to (256), which can be solved
by means of the function V . This results in an expression for δnΣ¯/δϕn · · · δϕ1 –
generalizing Eq. (258) – in terms of a finite number of building blocks, namely
lower order 2PI vertex functions δpΣ¯/δϕp · · · δϕ1 with p < n, G¯, V and 2PI ker-
nels δpΓRint/δG
p|G¯ with 3 ≤ p < n. Assuming that 2PI vertex functions of order
p < n have already been renormalized, the building blocks all are finite. Thus
subdivergences in δnΣ¯/δϕn · · · δϕ1 can only originate from subgraphs combining
lines of different building blocks. An analysis similar43 to that performed for
δ2Σ¯/δϕ2δϕ1 then shows that all such subgraphs are UV convergent.
E.3. 2PI-resummed vertex functions
A similar method can be applied to higher 2PI-resummed vertex functions
δnΓ/δϕn · · · δϕ1. Contrary to 2PI vertex functions, these are not defined self-
consistently but directly given in terms of the propagator G¯, the 2PI kernel
43It is even simpler for four-photon subgraphs of the type depicted in Fig. 18 do not appear.
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δ2ΓRint/δGδϕ|G¯ and lower 2PI vertex functions δ
pΣ¯/δϕp · · · δϕ1 with p < n, see
Eq. (213). This equation is however not suited to show that δnΓ/δϕn · · · δϕ1
is void of subdivergences. The reason for this is two-fold. First of all the 2PI-
kernel δ2ΓRint/δGδϕ|G¯ is not UV convergent since it is proportional to either Z˜1
or Z¯1. Moreover, there is always a contribution to δ
nΓ/δϕn · · · δϕ1 involving
only one 2PI vertex. This contribution reads(
G¯
δn−1Σ¯
δϕn · · · δϕ2
G¯
)
mn
δ2ΓRint
δGmnδϕ1
∣∣∣∣
G¯
. (269)
Subdivergences of this contribution are not easy to analyze for they depend on
the precise content of δn−1Σ¯/δϕn · · · δϕ2. A strategy is then to replace the latter
for its explicit expression in terms of lower 2PI vertex functions and V . The net
result of this is an expression for δnΓ/δϕn · · · δϕ1 in which no δ2ΓRint/δGδϕ|G¯ ap-
pears and in which the contribution (269) is also absent. Similarly to higher 2PI
vertex functions, one can show that the building blocks appearing in this alterna-
tive expression for δnΓ/δϕn · · · δϕ1 are UV convergent and so are also subgraphs
which combine lines of different building blocks. It follows that δnΓ/δϕn · · · δϕ1
is void of subdivergences.
References
[1] J. M. Luttinger, J. C. Ward, Phys. Rev. 118 (1960) 1417;
G. Baym, Phys. Rev. 127 (1962) 1391;
C. De Dominicis, P. C. Martin, J. Math. Phys. 5 (1964) 14.
[2] J. M. Cornwall, R. Jackiw, E. Tomboulis, Phys. Rev. D 10 (1974) 2428;
R. E. Norton, J. M. Cornwall, Annals Phys. 91 (1975) 106.
[3] J. P. Blaizot, E. Iancu, A. Rebhan, Phys. Rev. Lett. 83 (1999) 2906; Phys.
Lett. B 470 (1999) 181; Phys. Rev. D 63 (2001) 065003;
E. Braaten, E. Petitgirard, Phys. Rev. D 65 (2002) 041701; ibid 085039.
[4] J. O. Andersen, M. Strickland, Phys. Rev. D 71 (2005) 025011.
[5] J. Berges, Sz. Borsa´nyi, U. Reinosa, J. Serreau, Phys. Rev. D 71 (2005)
105004.
[6] J. P. Blaizot, A. Ipp, A. Rebhan, U. Reinosa, Phys. Rev. D 72 (2005)
125005.
[7] G. Aarts, J. M. Martinez Resco, Phys. Rev. D 68 (2003) 085009; JHEP
0402 (2004) 061; JHEP 0503 (2005) 074;
M. E. Carrington, E. Kovalchuk, Phys. Rev. D 76 (2007) 045019.
[8] M. Alford, J. Berges, J. M. Cheyne, Phys. Rev. D 70 (2004) 125002.
[9] A. Arrizabalaga, U. Reinosa, Nucl. Phys. A 785 (2007) 234.
63
[10] For a short review, see: J. Berges, J. Serreau, hep-ph/0410330.
[11] J. Berges, J. Cox, Phys. Lett. B 517 (2001) 369;
J. Berges, Nucl. Phys. A 699 (2002) 847;
F. Cooper, J. F. Dawson, B. Mihaila, Phys. Rev. D 67 (2003) 056003;
S. Juchem, W. Cassing, C. Greiner, Phys. Rev. D 69 (2004) 025006;
A. Rajantie, A. Tranberg, JHEP 0611 (2006) 020.
[12] G. Aarts, D. Ahrensmeier, R. Baier, J. Berges, J. Serreau, Phys. Rev. D
66 (2002) 045008.
[13] J. Berges, J. Serreau, Phys. Rev. Lett. 91 (2003) 111601;
A. Arrizabalaga, J. Smit, A. Tranberg, JHEP 0410 (2004) 017;
G. Aarts, A. Tranberg, Phys. Lett. B 650 (2007) 65; Phys. Rev. D 77
(2008) 123521;
A. Tranberg, JHEP 0811 (2008) 037.
[14] J. Berges, Sz. Borsa´nyi, J. Serreau, Nucl. Phys. B 660( 2003) 51;
J. Berges, Sz. Borsa´nyi, C. Wetterich, Nucl. Phys. B 727 (2005) 244;
M. Lindner, M. M. Muller, Phys. Rev. D 77 (2008) 025027.
[15] T. Gasenzer, J. Berges, M. G. Schmidt, M. Seco, Phys. Rev. A 72 (2005)
063604.
[16] U. Reinosa, J. Serreau, JHEP 0711 (2007) 097.
[17] U. Reinosa, J. Serreau, JHEP 0607 (2006) 028.
[18] H. van Hees, J. Knoll, Phys. Rev. D 66 (2002) 025028;
[19] A. Arrizabalaga, J. Smit, Phys. Rev. D 66 (2002) 065014;
M.E. Carrington, G. Kunstatter, H. Zaraket, Eur. Phys. J. C 42 (2005)
253.
[20] E. Mottola, arXiv:hep-ph/0304279.
[21] Sz. Borsa´nyi, U. Reinosa, Phys. Lett. B 661 (2008) 88.
[22] H. Van Hees, J. Knoll, Phys. Rev. D 65 (2002) 105005; ibid. 025010;
J.-P. Blaizot, E. Iancu, U. Reinosa, Phys. Lett. B 568 (2003) 160; Nucl.
Phys. A 736 (2002) 149.
[23] F. Cooper, B. Mihaila, J. F. Dawson, Phys. Rev. D 70 (2004) 105008;
A. Jakovac, Phys. Rev. D 76 (2007) 125004;
A. Patko´s, Z. Sze´p, Nucl. Phys. A 811 (2008) 329;
Sz. Borsa´nyi, U. Reinosa, arXiv:0809.0496 [hep-th].
[24] J. Berges, Sz. Borsa´nyi, U. Reinosa, J. Serreau, Ann. Phys. 320 (2005) 344.
[25] U. Reinosa, Nucl. Phys. A 772 (2006) 138.
64
[26] E. A. Calzetta, Int. J. Theor. Phys. 43 (2004) 767.
[27] G. Fejos, A. Patkos and Z. Szep, arXiv:0902.0473 [hep-ph].
[28] H. Gies, J. Jaeckel, Phys. Rev. Lett. 93 (2004) 110405.
[29] S. Weinberg, The quantum Theory of Fields, Vol. I, Cambridge University
Press (1995)
65
