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Introduction 
This document provides supplemental information to the proposal “A Bold Investment in Research for 
the University of Illinois” (v2.0) submitted on April 29, 2016 to the Vice Chancellor for Research (Peter 
Schiffer), the Chief Information Officer (Mark Henderson), the Dean of the Library (John Wilkin) and the 
Director of NCSA (Ed Seidel) for their consideration. The Deputy CIO for Research IT (John Towns) 
subsequently discussed this proposal with this group and, based on their feedback, this document was 
prepared to consider prioritization of efforts and options for scoping efforts at different budget levels. 
This document also addresses some comments made with respect to the proposal such as providing 
context and history of campus involvement in the proposal development process (See Preamble below). 
Ultimately, the content in this document will be worked into the primary proposal document to produce 
a revised proposal. This document has been prepared to ensure the planning team is moving in the right 
direction before undertaking the effort to produce an updated full proposal. It is anticipated that 
comments from the Vice Chancellor for Research, the Chief Information Officer, the Dean of the Library, 
and the Director of NCSA will guide the final form of this supplemental information and its incorporation 
into a new proposal document that will be taken forward for broader consideration by the campus. 
Benefits, Return on Investment and Strategic Value 
The foundations of this proposal are rooted in the needs of the campus research community in order to 
help close the national innovation deficit.  
Key elements to this proposal are the direct benefits to the faculty conducting research on our campus. 
As they are based on efforts to identify researcher needs on campus, every one of the services proposed 
will bring benefits to the campus research community. A high-level list of these benefits include: 
 A single point of entry via the Research IT Portal to identify, gain access to use and access to 
support for all Research IT resources and services.  
 A single point of contact for access to support staff who can provide a clear understanding of 
available services, hands-on guidance, and detailed consultation with technical experts. 
 A coordinated portfolio of training opportunities with an easy way to register for upcoming 
training events and view the video archive of past offerings. 
 Access to expertise for research application and software development support, and improved 
mechanisms for delivering application software to campus. 
 Access to visualization and analysis expertise and support, which offers increased opportunities 
to innovatively work with data. 
 Coordinated access to a portfolio of computing methodologies and platforms ranging from 
tightly coupled, high performance applications, to loosely coupled high throughput application, 
to cloud-based computing allowing the right resource types to be applied to the appropriate 
elements of modern research workflows. 
 Guidance, solutions and support for data management best practices for archiving, preserving, 
and publishing research data, including management of sensitive data. 
 Physical integration of all resources and services with a high-speed, low-latency network that 
empowers local support, enables wide area collaborations and is engineered for the specific 
needs of research activities. 
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These efforts will be supported by ongoing outreach to our campus research community, and will 
provide a communication channel to express new and evolving needs that can then be accommodated 
in clear strategic planning efforts. This will enable a coherent set of aligned efforts that bring value 
immediately, and provide necessary insight to the campus research community of the directions being 
taken and new capabilities being developed. The result will allow planning and development of 
specialized capabilities by leveraging the campus infrastructure. It will also enable new capabilities to be 
supported through minimizing the need to locally deploy supporting services that can instead simply be 
leveraged via a defined campus IT architecture. 
All planned services are designed to provide the most cost-effective solutions possible to our 
researchers while eliminating barriers to the use of these resources and supporting a path from idea 
conception to research results. One of the primary motivators for this proposal from an administration 
point of view is to provide a more productive research environment for our faculty and enable them to 
be more successful in the grant competition process, thereby increasing research funding at the 
University of Illinois. This explicitly includes making current awardees more successful, as well as 
enabling additional researchers, often from diverse disciplinary areas, to be able to compete effectively. 
Figure 1, shows the most recent ten year period indicating the total Federal Research & Development 
Obligations,1 along with the Sponsored Research Expenditures made by this campus2 represented as a 
fraction of the federal obligations. Unfortunately, the academic year 2012-2013 (AY12-13) expenditures 
data is skewed by the significant expenditure on hardware for the Blue Waters supercomputer. 
However, the data still provides a clear indication that Illinois has been trending towards a plateau in its 
expenditure rate of approximately 1.50% of all federal obligations. Growing to 1.75% in expenditures as 
a fraction of federal obligations over the course of 3-5 years would represent a significant increase in 
competitiveness for Illinois, and that 0.25% increase should be a target, along with an appropriate 
investment in Research IT. An extremely aggressive stretch goal would be to grow this fraction to 2.00% 
Of course, it is unknown what total federal obligations will be made in the future and total research 
revenues of the campus are modulated by this. The metric is intended to measure competitiveness of 
the campus researchers collectively in the grant competition process. If we had reached the 1.75% level 
for AY15-16, the campus’ expenditures would reach a level of approximately $500M, generating 
approximately $112M in associated Facilities and Administration (F&A) revenues collected. Illinois 
collected $92M in F&A associated with Sponsored Research Expenditures in AY14-15.3 This would have 
represented a net increase of $20M in F&A. Similarly, if we were successful in reaching the stretch goal 
of 2.00% noted above for AY15-16, this would have resulted in the campus’ expenditures reaching a 
level of approximately $570M generating approximately $130M in associated F&A—a net $36M 
increase. Given that the trend in federal obligations is positive, these would be a lower bound on 
anticipated additional future F&A generation. 
                                                          
1 Data available via the WebCASPAR Integrated Science and Engineering Data Resources System, 
http://ncsesdata.nsf.gov/webcaspar/  
2 Data available via 2015-2016 Campus Profile from the Division of Management Information (DMI), 
http://dmi.illinois.edu/cp/default.aspx  
3 It is noted here that the total request for Research IT support, including existing commitments, is less than 11% of 
the F&A generated by Sponsored Research activities and less than 9% of F&A generated by Total Research and 
Development Expenditures. 
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Unfortunately, it is also unknown what fraction of the research funding coming to the campus is 
dependent on research IT resources and services. As a point of reference, an analysis was conducted at 
Purdue (see Figure 2) that indicates that the research funding dependent on their shared research 
computing resources (their equivalent to our Illinois Campus Cluster Program) has steadily grown over 
the past 10 years from 20% to 33% with no expectation for the trend to change.4 It is reasonable to 
expect that Illinois is not significantly different from Purdue in this regard. Compounding that with the 
fact that the Purdue analysis looks at only one of the sixteen areas proposed here, the 33% that 
continues to slowly grow can be treated as a lower bound for our considerations. By extension, this 
would mean that at least $140M in research expenditures in AY13-14 were directly dependent upon 
research IT resources and services, and generated at least $32M in F&A. 
With an improved and expanded set of services, it is anticipated that our faculty will be more productive 
in their research efforts, and they will also be more competitive in the granting process—including 
enabling more researchers to be competitive and opening opportunities to even compete through the 
provisioning a of key services. As a result, the goal of growing the research expenditures to 1.75% of 
federal obligations over the next 3-5 years would mean that the investments required to sustain the 
research IT resources and services would largely be recovered through F&A generation. 
                                                          
4 Presented during the Advancing Research Computing on Campuses: Best Practices Workshop, March 22-24, 2016, 
Urbana, Illinois. http://www.ncsa.illinois.edu/Conferences/ARCC/  
 
Figure 1: Total Federal Research and Development Obligations and University of Illinois Sponsored Research 
Expenditures shown as a percentage of total Federal Research and Development Obligations by year. The 
dashed line represents the percentage that Sponsored Research Expenditures when the Blue Waters 
expenditure is removed from the AY12-13 total. 
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Another important consideration with respect to the research competitiveness of this campus is how it 
ranks nationally and amongst various peer groups in garnering research awards. In FY14 Illinois was 32nd 
among higher education institutions in total research and development expenditures ($622M).5 As 
shown in Figure 3, in FY14, six of our CIC peers were spending more on research. Illinois cannot hope to 
improve its ranking nationally or against our CIC peers unless we garner a larger fraction of available 
funds. Of particular note, with respect to our CIC peers, shown in Figure 3, all of them have associated 
medical schools. As the Illinois College of Medicine is developed, Illinois cannot hope to support the 
research associated with two times or more the current level of expenditures without the concomitant 
investment in Research IT to support those research efforts. 
Examples already exist for how a spark of research IT investment can ignite innovation leading to 
additional research funding. Ongoing analysis will assist in deeper understanding, but as an example we 
look at the Illinois Campus Cluster Program (ICCP) as a service that exists today and also represents a 
conservative estimate of return on investment and strategic value given that the relative cost of HPC 
resources and services are higher in comparison to other services. Over the course of the first five years 
of the program, the campus has made a total investment of $1.65M in infrastructure and $2.08M in 
                                                          
5https://ncsesdata.nsf.gov/herd/2014/html/HERD2014_DST_17.html  
 
Figure 2: Purdue analysis of sponsored research recipients making use of shared research computing at Purdue. 
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staffing and operations and maintenance in the ICCP—a total investment of $3.73M. Faculty investors 
have contributed $5.65M in research funds to provision computing and storage resources in the 
environment, thus, the campus has invested only 39% of the total $9.37M investment in the resource. 
As the program grows, it is fully expected that the leverage of the campus investments will be even 
greater as economies of scale continue to accrue. This total campus investment of $3.73M is enabling a 
minimum of $25.8M in active awards meaning an investment of less than 14.5% of the total value of 
awards, additional awards are no longer active but have utilized the Campus Cluster and even more 
awards are currently leveraging the Campus Cluster that we are working to identify. Many of the 
projects would not be possible without the existence of the campus investment to leverage. For 
research that might still be conducted without the ICCP, it is likely that the faculty would be building 
solutions in inadequate physical spaces utilizing graduate students as operators.  
Making decisions on investments in research IT is very difficult—a point made poignantly in the most 
recent Science and Engineering Indicators 2016 report released by the National Science Board. In 
discussing the challenges in identifying and understanding how such resources and services affect the 
advancement of science and engineering, the report states6: 
Quantifying these resources has proven difficult. The 2004–14 editions of Science and 
Engineering Indicators included analyses of data collected through NSF’s Survey of Science and 
Engineering Research Facilities on various computing and networking capacity metrics. After a 
comprehensive review, NSF determined that the computing and networking infrastructure data 
did not provide adequate coverage of the academic research cyberinfrastructure because of 
rapid changes in the field, the survey’s focus on capacity as opposed to usage, and the challenges 
                                                          
6 National Science Board. 2016. Science and Engineering Indicators 2016. Arlington, VA: National Science 
Foundation (NSB-2016-1). http://www.nsf.gov/statistics/2016/nsb20161/#cyberinfrastructure  
 
Figure 3: Top six CIC schools in terms of total research and development expenditures in FY14. 
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that institutions have in accounting for these resources. Many researchers access computing, 
storage, software, and networking resources on their own rather than through the resources 
provided by their university. Increasingly, academic institutions are centralizing their 
cyberinfrastructure resources to increase efficiency. Providing metrics on these trends creates an 
incomplete and possibly misleading picture, although the centrality of cyberinfrastructure to S&E 
research is clear7.  
Preamble 
The A Bold Investment in Research for the University of Illinois proposal is the direct result of more than 
two years of outreach to the campus research community to drive planning efforts. Though the need for 
a vision and plan that this proposal articulates was recognized some years ago, there was no 
comprehensive effort to gather and understand the IT needs of the campus research community. With 
the support of the Vice Chancellor for Research and the Chief Information Officer, a team of eleven 
individuals spanning eight different units of the university embarked on the Year of Cyberinfrastructure. 
Through this effort, we engaged researchers across disciplines to gain an understanding of the 
challenges they face in order to inform how we, as a campus, should move together to address these 
needs. 
Though it was initially planned in spring/summer 2014, the Year of Cyberinfrastructure formally opened 
with a symposium on September 30, 2014.8 The primary activities after the symposium included 
conducting focus groups and gathering data via survey. A total of twenty-seven (27) focus groups were 
held with over two hundred (200) participants across campus; more than one hundred and thirty (130) 
participants were faculty representing twelve (12) of our fourteen (14) colleges. There were one 
hundred and forty-four (144) surveys completed on paper during focus group sessions. An additional 
one hundred and eighty three (183) responses were provided to an online version of the survey; these 
responses were drawn from the entirety of campus. The resounding message received during the focus 
groups was that participants appreciated being heard and understood. Additionally, they also 
appreciated having some of their concerns addressed immediately -- committee members often 
provided answers to questions and potential solutions to problems during the interaction. The Year of CI 
closed with a symposium on October 7, 2015.9 
The Year of Cyberinfrastructure Final Report10 provides a summary of the activities and findings of the 
process along with a set of seven recommendations and two “meta-recommendations” to the university 
to address those findings. This report was delivered to the Vice Chancellor for Research and the Chief 
Information Officer in October 2015 and was subsequently released publicly to the university 
community in December 2015. The nine recommendations presented by that report have become the 
foundation of this proposal. In January 2016, the Deputy CIO for Research IT put out a broad call across 
the campus community to identify volunteers to help in developing a proposal to the campus to address 
the Year of Cyberinfrastructure recommendations. More than 60 members of the community from 23 
                                                          
7 Coalition for Academic Scientific Computation (CASC). 2015. Advancing innovation across America, 2015. 
http://casc.org/papers/2015Brochure.pdf  
8 http://cyberinfrastructure.illinois.edu/symposiums/opening-symposium/  
9 http://cyberinfrastructure.illinois.edu/symposiums/closing-symposium/  
10 https://www.ideals.illinois.edu/bitstream/handle/2142/88444/YearofCI_FinalReport.pdf 
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units across the campus and spanning 6 colleges responded to the call. The complete list of participants 
is given below in Appendix I.  
The proposal was organized into 16 initial response areas with several additional areas deferred for 
various reasons from the initial planning (see Further Opportunities and Deferred Items section below). 
Following a half-day kick-off meeting in early February 2016, this large team began developing a vision 
for research IT at the University of Illinois with associated initial plans. This resulted in a first draft 
proposal that was shared with the campus community for feedback. 
The draft proposal, in the form of a Google doc, was shared with the entire campus community in an 
interesting experiment in the use of Google docs. Monitoring the document during the open comment 
period showed anywhere from 15 to 20 individuals viewing the document at any point in time. It is 
unfortunate that analytics concerning access to the Google doc are not available. In addition, a small 
number of individuals requested, and were provided, a copy of the draft document via Box. This sharing 
of the proposal resulted in considerable feedback from the campus community both in the form of 
directs edits and comments in the Google doc and via email. The document met with very positive 
responses and a considerable number of suggestions for improvement.  
Concurrently, the proposal was also reviewed by three key committees. The April 2016 meetings of both 
the IT Faculty Advisory Committee and the Academic Senate IT Subcommittee featured discussions of 
this proposal. In both cases the proposal again met with strong positive reactions and support. Both of 
these committees provided additional input and suggestions for improving the proposal. It is noted here 
that the fundamental nature of the discussions with both of these committees was not about the merits 
of the vision and proposed efforts--these were very strongly supported--but focused on how to resource 
the efforts and move them forward. The third committee, the Engineering IT Research Working Group, 
took it upon themselves to devote one of their meetings to this document to conduct a review of it and 
then develop a formal set of comments and feedback that were sent to the Deputy CIO for Research IT.  
Incorporating the comments and feedback received resulted in an updated document (v2.0) that was 
submitted to the Vice Chancellor for Research (Peter Schiffer), the Chief Information Officer (Mark 
Henderson), the Dean of the Library (John Wilkin) and the Director of NCSA (Ed Seidel) for their 
consideration. The Deputy CIO for Research IT (John Towns) met with this group on May 2, 2016 to 
discuss the proposal. The outcome of that discussion was an endorsement of the vision articulated and a 
request for more information regarding implementation with prioritization and options at different 
budget levels.  
During May 2016, the planning team worked to develop options and again made use of feedback and 
suggestions received from the campus community resulting in a response to provide options in 
implementation.  
Prioritizing the Elements of a Campus Research IT Ecosystem 
It is important to note that the A Bold Investment in Research for the University of Illinois proposal 
involved a first round of prioritization of effort in the Research IT area. As described in the Further 
Opportunities and Deferred Items section below, 10 additional areas of interest have not yet been 
addressed. For each of these detailed planning has been deprioritized in the initial round for one or 
more of the following reasons: 
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a) Based on the input received via the Year of Cyberinfrastructure effort, the effort simply did not 
have a high priority for enough of those expressing a need for the service, 
b) The service has a dependency on other services that must be put in place first to build upon and 
could not effectively be advanced until that time, or 
c) The area represents a more recent discovery of opportunity that there simply has not yet been 
enough time to fully explore. In these latter cases, ongoing conversations are scheduled to more 
fully explore the opportunities. 
In working through further prioritization of the proposed Research IT efforts, two approaches were 
taken in the analysis. The first was to identify critical investments needed to sustain some ongoing 
activities and identifying the most highly demanded needs articulated by the campus research 
community during the Year of Cyberinfrastructure. This is referred to as Option A. While this produced a 
reasonable result, it was recognized that a more detailed analysis of the 16 proposed activity areas in 
which the efforts within each area were prioritized and that some efforts be considered for deferred 
starts was required to produce a more refined prioritization. This is referred to as Option B. The Option 
B analysis informed some refinement of Option A as presented here. 
Option A: Critical Support of Existing Efforts and Pursuit of Highest Priority Areas 
In Option A, consideration was taken of supporting critical needs of existing efforts and identifying the 
most highly demanded needs articulated by the campus research community during the Year of 
Cyberinfrastructure. In addition, the Research IT planning team considered efforts that would have the 
broadest impact across the campus, those that would have the deepest impact (primarily for existing 
users of research IT), and those that would have the highest return on investment, to further inform the 
prioritization process. 
In this option, the following effort areas would not be pursued immediately: 
 Research Applications and Software Development Support—indefinitely deferred 
 Data Visualization and Analysis Support—indefinitely deferred  
 Virtualization in Support of Research—indefinitely deferred 
 CI Master Plan—deferred 12 months 
The top-priority areas based upon data in the Year of Cyberinfrastructure Final Report and further 
discussions and validation from campus that do not have existing campus investment and would be 
moved forward under Option A are: 
 Research IT Portal 
 Research User Services 
 Training 
 Communications and Marking 
 Needs Collection and Analysis 
The following areas have some committed support but are in need of maintenance beyond what could 
already be leveraged and would be provided additional investment in Option A: 
 Illinois Campus Cluster Program 
 Sensitive Data Service 
The following areas have some committed support, but would not have any increased support under 
Option A:  
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 Cloud Computing Service for Research 
 Research Data Service  
 UIUC IT Architecture  
This represents a dramatically reduced program with the result of utilizing existing commitments of 
$2.15M in FY17 and $1.91M in ongoing commitments and reducing the request for additional 
investment to $5.98M in FY17 and $6.49M annually in ongoing investment. This is detailed in the first 
table in Appendix II. 
Option B: Detailed Prioritization within all Proposed Areas 
In Option B, efforts were made to identify a ranked order of activities in each of the 16 proposed areas. 
The plan for each area was analyzed in a more fine-grained fashion with a more careful assessment of 
“ramp up” times, which resulted in an investment profile spread out over a longer time frame. At a high 
level, each of the 16 areas feel into one of the following categories: 
 As informed by the Year of Cyberinfrastructure report, Customer-facing support, identified in 
the Year of Cyberinfrastructure Final Report as a predominant need. In fact, this is a common 
need, and as such, there are points of intersection with the IT Power Plant.  
 Services identified as service gaps in the Year of Cyberinfrastructure Final Report.  
 Existing services are in need of enhancements and expansion. 
 A framework from which all services can be cultivated in support of research excellence 
The result of this detailed analysis represents a more balanced approach to investment in a budget-
constrained environment. This represents a somewhat reduced program with the result of utilizing 
existing commitments of $2.15M in FY17 and $1.97M in ongoing commitments and reducing the request 
for additional investment to $8.33M in FY17 and $8.24M annually in ongoing investment. This is detailed 
in the second table in Appendix II. Given the more balanced approach and careful attention to the 
needs of the campus community, Option B is considered the preferred option. 
Further Opportunities and Deferred Items 
The proposal as it stands is an ongoing effort and even should the efforts outlined in this proposal be 
supported, there will be ongoing efforts to identify additional research IT roles that can support the 
mission of the university. In addition, this proposal has been developed on an aggressive schedule and 
thus there are avenues that continue to be explored. This schedule has also meant that not all areas of 
identified need have had plans developed with respect to them as yet. This is a simple artifact of limited 
available volunteer effort to develop this initial proposal. Here we outline both ongoing investigations 
and deferred planning items. 
The emergence of the Carle Illinois College of Medicine will have a significant impact on the research 
activities of the campus. It has recently come to the attention of the Research IT planning team that the 
Interdisciplinary Health Sciences Initiative (IHSI) has been coordinating the initiation of a number of joint 
research activities between university researchers and collaborators at Carle and other clinical 
collaborators. Further, they have been developing research infrastructure to support those research 
activities. A very positive preliminary exchange between Neal Cohen (IHSI Director) and John Towns 
(Deputy CIO for Research IT) has occurred and a follow-up discussion is being scheduled.  
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An area of great potential for the campus is in providing research IT resources and services to the 
Research Park. An initial discussion between Laura Frerichs (Research Park Director and Director of 
Economic Development) and John Towns (Deputy CIO for Research IT) is scheduled for late June. In 
2013, Forbes named the Research Park as one of the top 12 incubators changing the world.11 Also in 
2013, Inc. stated that we are one of three college town incubators worth watching.12 The intent is to 
make the Research Park even more attractive to corporate entities seeking to co-locate, driving the 
expansion of the Research Park. Further it will foster an entrepreneurial environment that could 
potentially drive technology commercialization and expand economic development. 
Another area of great potential is to investigate expanding the amount of classified research occurring 
on this campus. Recently, responsibility for the SCIF (Sensitive Compartmented Information Facility, an 
enclosed area within a building that is used to process Sensitive Compartmented Information (SCI) types 
of classified information) in the Research Park has transitioned to Dave Richardson, Associate Vice 
Chancellor for Research and Director of the Office of Sponsored Programs. An initial discussion to 
consider how the campus might build out research activities around this resource is scheduled for early 
June. A number of units on campus already have faculty engaged in classified research and we will begin 
to explore the options to grow the portfolio of projects, potentially by expanding the capabilities within 
the SCIF.  
There are a number of identified areas for planning that have been deferred either due to sequencing 
(other elements must be in place before we can pursue these), timing with respect to the current and 
ongoing development of these areas or a simple lack of available volunteer time to develop plans. These 
areas include: 
● Data-Intensive Computing: There is a clear need to support Big Data and data intensive research 
efforts. This would imply a number of analytics capabilities that will be initially explored as part 
of the Data Visualization and Analysis efforts and the needs of the campus community will also 
be explored by the Needs Collection and Analysis team. This will provide clarity in the needs for 
various resources and services such as resources to support MapReduce/Hadoop-style 
processing and software and support services. It is the opinion of the planning team that these 
can best be provided by building upon initial efforts (e.g., investigating instantiating a Hadoop 
computing environment as an overlay on the Illinois Campus Cluster) allowing leveraging and 
maximizing the value of other investments. 
● Statistical Analysis/Data Analytics Support Services:  Given the existence of a number of services 
in various units supporting statistical analysis and the limited time available thus far, pursuit of a 
coordinated effort in this area was deferred. An initial conversation has occurred with Maryalice 
Wu, supervisor of the statistics, data, and survey graduate consultants at ATLAS, part of the 
ATLAS-CITL Data Analytics Services. A Follow-up discussion including the Illinois Statistics Office, 
the AITS Decision Support team, IHSI biostatistics support team, and others as they are 
identified is being scheduled. 
                                                          
11http://www.forbes.com/pictures/mee45jmk/the-research-park-at-the-university-of-illinois-at-urbana-
champaign/#45a1e3a0614b  
12 http://www.inc.com/magazine/201306/elaine-pofeldt/3-college-town-start-up-incubators.html  
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● Mobile Device Support: The Year of Cyberinfrastructure interactions with researchers on 
campus indicated a particular need for the use of mobile devices to support data collection in 
the field and survey support.  
● Allocations Service: As a growing number of resources and services become generally available 
to the campus there is a need to allocate those resources to the most meritable research 
efforts. Some resources available to campus, as is the case with Blue Waters, have an associated 
process for requesting an allocation of the resource to support research and education efforts. A 
need exists for a unified allocation process for research IT resources and services available to 
campus HTC resources, Campus Cluster resources, Blue Waters, and common good staff time for 
many services. 
● Social Media Lab: Consideration of this was deferred pending a potential decision by the College 
of media to initiate a significant effort in a Media Lab which would have included an effort in 
social media analytics. With the change in leadership, this is now considered less likely and 
planning in the area has been initiated.  
● Proposal Support Service: in conjunction with OVCR efforts; support for proposers in identifying 
and incorporating into their proposals, the use of university research IT resources and services 
Finally, there is an area that has emerged as one of concern from the research IT perspective, but has 
much broader implications. Namely, it has been noted that particularly as new faculty join the campus 
community, many wish to initiate research efforts before their arrival frequently to facilitate a smooth 
transition of existing efforts to the campus. Unfortunately, there is no campus-wide process for 
onboarding of new faculty. However, many new faculty could benefit greatly by having proactive 
support in establishing their research efforts. This is particularly true when those efforts rely on research 
IT resources and services. A solution to this is not evident, but there would be benefit from having an 
open conversation on this topic to discuss how it might be best addressed and how research IT efforts 
might play a role in the solution.
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Appendix I: Research IT Planning Participants 
Name College Unit 
Joshua Henry ACES Info Tech and Communications Services 
Chris Tidrick ACES Extension 
Craig Flowers ACES VetMed 
Tod Jebe College of Medicine  
Michael Chan Engineering IT Shared Services 
Neal Davis Engineering CSE 
Jay Guelfi Engineering IT Shared Services 
Mark Hart Engineering IT Shared Services 
Kim Nguyen-Jahiel Engineering IT Shared Services 
Frank Penrose Engineering IT Shared Services 
Rebecca Wiltfong Engineering Physics 
Sal Belahi Engineering IT Shared Services 
Jaggi Yedetore Engineering Illinois Applied Research Institute 
Tre' Roberts FAA CITL 
Julia Hart Facilities and Services  
Jon Gant GSLIS  
Gabe Gibson LAS  
Athol Kemball LAS Astronomy 
Scott Poole LAS Communication 
Pat Szuta LAS Math 
Maged Abdel Messeh LAS  
Mike Hallock LAS Chemical Sciences 
Tom Habing Library Library IT 
Karen Hogenboom Library Scholarly Commons 
Heidi Imker Library RDS 
Beth Namachchivaya Library Library Administration 
Elizabeth Wickes Library RDS 
Joe Barnes Office of the CIO Tech Services 
Bob Booth Office of the CIO Tech Services 
Alex Breen Office of the CIO Tech Services 
Kelly Bridgewater Office of the CIO Tech Services 
Aaron Brown Office of the CIO Tech Services 
Debbie Fligor Office of the CIO Tech Services 
Chuck Geigner Office of the CIO Tech Services 
Amy Hovious Office of the CIO Tech Services 
Jackie Kern Office of the CIO Tech Services 
Chris Kuehn Office of the CIO Tech Services 
Kathy Lyons Office of the CIO Tech Services 
Brian Mertz Office of the CIO Tech Services 
Bradford Neavear Office of the CIO Tech Services 
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Name College Unit 
Philip Nyman Office of the CIO Tech Services 
Cameron Pitcel Office of the CIO Tech Services 
Tony Rimovsky Office of the CIO Tech Services 
Beth Scheid Office of the CIO Tech Services 
Brian Seiler Office of the CIO Tech Services 
Tracy Smith Office of the CIO Tech Services 
Mary Stevens Office of the CIO Tech Services 
Dena Strong Office of the CIO Tech Services 
Joe Yun Office of the CIO Tech Services 
Nancy Mansfield OVCR Beckman 
Al Marquardt OVCR Beckman 
Andrew Reynolds OVCR Beckman 
Jay Alameda OVCR NCSA 
Tim Boerner OVCR NCSA 
Randy Butler OVCR NCSA 
Laura Herriott OVCR NCSA 
Sandra Kappes OVCR NCSA 
Rui Liu OVCR NCSA 
Rob Sisneros OVCR NCSA 
John Towns OVCR NCSA 
Scott Wilkin OVCR NCSA 
Brock Angelo OVCR NCSA 
James Quisenberry Student Affairs Housing 
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Research IT Budget Estimates Startup On-Going 
Option A Committed Request Committed Request 
 FTE FTE $ Non-FTE $ FTE FTE $ Non-FTE $ FTE FTE $ Non- FTE FTE FTE $ Non-FTE $ 
Research IT Support                                 
Training 3.50  $   263   $            -    7.20  $   540   $         10  3.50  $   263   $         -    8.25  $   619   $         10  
Communications and Marketing 1.50  $   113   $            -    5.25  $   394   $           5  1.00  $     75   $         -    5.70  $   428   $           5  
Research User Services 1.75  $   131   $            -    5.20  $   390   $            -    1.75  $   131   $         -    10.70  $   803   $            -    
Research Applications and Software 
Development Support 
0.00  $        -     $            -    0.00  $        -     $            -    0.00  $        -     $         -    0.00  $        -     $            -    
Data Visualization and Analysis 0.00  $        -     $            -    0.00  $        -     $            -    0.00  $        -     $         -    0.00  $        -     $            -    
Research IT Portal 0.00  $        -     $            -    9.00  $   638   $          30  0.00  $        -     $         -    9.70  $   728   $         30  
Sub-Total 6.75  $   506   $            -    26.65  $ 1,961   $          45  6.25  $   469   $         -    34.35  $ 2,576   $         45  
Research Computing Services                         
CARNE (ScienceDMZ) 0.25  $     19   $            -    2.00  $   150   $       350  0.25  $     19   $         -    4.00  $   300   $       300  
Illinois Campus Cluster 4.25  $   319   $            -    2.00  $   150   $    1,365  4.25  $   319   $         -    2.00  $   150   $       710  
High Throughput Computing Service 0.00  $        -     $            -    2.00  $   150   $          25  0.00  $        -     $         -    1.00  $     75   $         15  
Virtualization in Support of Research 0.00  $        -     $            -    0.00  $        -     $            -    0.00  $        -     $         -    0.00  $        -     $            -    
Cloud Computing Service for Research 4.00  $   300   $            -    0.00  $        -     $            -    2.00  $   150   $         -    0.00  $        -     $            -    
Sub-Total 8.50  $   638   $            -    6.00  $   450   $     1,740  6.50  $   488   $         -    7.00  $     525   $     1,025  
Research Data Services                                         
Research Data Service 4.00  $   385   $       536  0.00  $        -     $            -    4.00  $   385   $      65  0.00  $        -     $            -    
Sensitive Data Service 0.00  $        -     $            -    5.00  $   375   $       500  0.00  $        -     $         -    10.00  $   750   $       333  
Sub-Total 4.00  $   385   $       536  5.00  $   375   $       500  4.00  $   385   $      65  10.00  $   750   $       333  
Research IT Strategy & Planning                                         
Needs Collection and Analysis 0.00  $        -     $            -    3.00  $   225   $          40  0.00  $        -     $         -    3.25  $   244   $         20  
CI Master Plan 0.00  $        -     $            -    0.00  $        -     $            -    0.00  $        -     $         -    0.75  $     56   $       100  
UIUC IT Architecture 1.50  $   113   $            -    0.00  $        -     $            -    1.50  $   113   $         -    0.00  $        -     $            -    
Sub-Total 1.50  $   113   $            -    3.00  $   225   $          40  1.50  $   113   $         -    4.00  $     300   $       120  
Office of the DCIO                         
Administrative Assistant 0.65  $     49   $            -    1.00  $     75   $            -    0.40  $     30   $         -    1.75  $   131   $         10  
Human Resources 0.00  $        -     $            -    0.75  $     56   $         10  0.00  $        -     $         -    1.00  $     75   $         10  
Travel and Staff Development 0.00  $        -     $            -    0.00  $        -     $       137  0.00  $        -     $         -    0.00  $        -     $       188  
Equipment 0.00  $        -     $            -    0.00  $        -     $       115  0.00  $        -     $         -    0.00  $        -     $         52  
Business Analyst 0.00  $        -     $            -    0.50  $     38   $            -    0.00  $        -     $         -    1.25  $     94   $            -    
Project Manager 1.60  $   120   $            -    0.90  $     68   $            -    1.60  $   120   $         -    1.40  $   105   $            -    
Portfolio Manager 0.00  $        -     $            -    2.00  $   150   $            -    0.00  $        -     $         -    2.00  $   150   $            -    
Program Manager 2.15  $   239   $            -    0.00  $        -     $            -    1.85  $   201   $         -    0.00  $        -     $            -    
Other 0.40  $   100   $            -    0.00  $        -     $            -    0.40  $   100   $         -    0.00  $        -     $            -    
Sub-Total 4.80  $   507   $            -    5.15  $   386   $       262  4.25  $   451   $         -    7.40  $   555   $       261  
Total  25.55  $ 2,149   $       536  45.80  $ 3,398   $     2,586  22.50  $ 1,905   $      65  62.75  $ 4,706   $    1,783  
FTE + Non-FTE Total      $     2,685       $     5,984       $   1,970       $     6,489  
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Research IT Budget Estimates Startup On-Going 
Option B Committed Request Committed Request 
 FTE FTE $ Non-FTE $ FTE FTE $ Non-FTE $ FTE FTE $ Non- FTE FTE FTE $ Non-FTE $ 
Research IT Support                                 
Training 3.50  $   263   $            -    7.40  $   555   $         10  3.50  $   263   $         -    8.45  $   634   $         10  
Communications and Marketing 1.50  $   113   $            -    2.00  $   150   $           5  1.00  $     75   $         -    4.20  $   315   $           6  
Research User Services 1.75  $   131   $            -    10.70  $   803   $            -    1.75  $   131   $         -    10.70  $   803   $            -    
Research Applications and Software 
Development Support 
0.00  $        -     $            -    7.00  $   525   $         91  0.00  $        -     $         -    8.50  $   638   $         32  
Data Visualization and Analysis 0.00  $        -     $            -    2.75  $   206   $            -    0.00  $        -     $         -    4.00  $   300   $            -    
Research IT Portal 0.00  $        -     $            -    6.95  $   653   $         30  0.00  $        -     $         -    7.90  $   593   $         30  
Sub-Total 6.75  $   506   $            -    36.80  $ 2,891   $       135  6.25  $   469   $         -    43.75  $ 3,281   $         78  
Research Computing Services                         
CARNE (ScienceDMZ) 0.25  $     19   $            -    5.00  $   375   $       350  0.25  $     19   $         -    4.00  $   300   $       300  
Illinois Campus Cluster 4.25  $   319   $            -    3.40  $   255   $    1,723  4.25  $   319   $         -    5.40  $   405   $       710  
High Throughput Computing Service 0.00  $        -     $            -    2.00  $   150   $         25  0.00  $        -     $         -    1.00  $     75   $         15  
Virtualization in Support of Research 0.00  $        -     $            -    4.00  $   300   $         30  0.00  $        -     $         -    5.00  $   375   $         30  
Cloud Computing Service for Research 4.00  $   300   $            -    0.40  $     30   $         25  2.00  $   150   $         -    2.40  $   180   $         25  
Sub-Total 8.50  $   638   $            -    14.80  $ 1,110   $    2,153  6.50  $   488   $         -    17.80  $ 1,335   $     1,080  
Research Data Services                                         
Research Data Service 4.00  $   385   $       536  0.00  $        -     $            -    4.00  $   385   $      65  0.00  $        -     $            -    
Sensitive Data Service 0.00  $        -     $            -    5.00  $   375   $       500  0.00  $        -     $         -    10.00  $   750   $       333  
Sub-Total 4.00  $   385   $       536  5.00  $   375   $       500  4.00  $   385   $      65  10.00  $   750   $       333  
Research IT Strategy & Planning                                         
Needs Collection and Analysis 0.00  $        -     $            -    1.70  $   128   $         40  0.00  $        -     $         -    2.95  $   221   $         20  
CI Master Plan 0.00  $        -     $            -    0.50  $     38   $       100  0.00  $        -     $         -    0.25  $     19   $         20  
UIUC IT Architecture 1.50  $   113   $            -    0.00  $        -     $            -    1.50  $   113   $         -    0.00  $        -     $            -    
Sub-Total 1.50  $   113   $            -    2.20  $     165   $       140  1.50  $   113   $         -    3.20  $     240   $         40  
Office of the DCIO                         
Administrative Assistant 0.65  $     49   $            -    1.00  $     75   $            -    0.40  $     30   $         -    1.75  $   131   $         10  
Human Resources 0.00  $        -     $            -    0.75  $     56   $         10  0.00  $        -     $         -    1.00  $     75   $         10  
Travel and Staff Development 0.00  $        -     $            -    0.00  $        -     $       196  0.00  $        -     $         -    0.00  $        -     $       255  
Equipment 0.00  $        -     $            -    0.00  $        -     $       163  0.00  $        -     $         -    0.00  $        -     $         71  
Business Analyst 0.00  $        -     $            -    0.70  $     53   $            -    0.00  $        -     $         -    1.45  $   109   $            -    
Project Manager 1.60  $   120   $            -    2.60  $   195   $            -    1.60  $   120   $         -    2.90  $   218   $            -    
Portfolio Manager 0.00  $        -     $            -    1.50  $   113   $            -    0.00  $        -     $         -    3.00  $   225   $            -    
Program Manager 2.15  $   239   $            -    0.00  $        -     $            -    1.85  $   201   $         -    0.00  $        -     $            -    
Other 0.40  $   100   $            -    0.00  $        -     $            -    0.40  $   100   $         -    0.00  $        -     $            -    
Sub-Total 4.80  $   507   $            -    6.55  $   491   $       369  4.25  $   451   $         -    10.10  $   758   $       345  
Total  25.55  $ 2,149   $       536  65.35  $ 5,033   $     3,297  22.50  $ 1,905   $      65  84.85  $ 6,364   $     1,876  
FTE + Non-FTE Total      $     2,685       $     8,330       $   1,970       $     8,240  
Prioritizing a Bold Investment in Research  1 
 
Appendix II: Sub-Area Prioritization 
Research IT Support 
Research IT Portal 
A considerable barrier to effective research is the length of time it may take to discover IT resources and 
services on campus. The Research IT Portal will provide a one-stop shop for researchers and those IT 
professionals providing research support to efficiently and effectively find, access, and use critical 
resources, services, and support available to them. The Research IT Portal will be the definitive entry 
point into the research IT service experience and will be much more than the technology on which it is 
based. It will be a source of online information about these resources and services. As a key component 
of the campus research service model, the portal will be an integral point of contact with the research 
community, and a critical strategic resource for building sustainable “customer” relationships with 
researchers. The Research IT Portal is complimentary and interdependent on the development of 
Research IT services and the IT Power Plant. 
Our priorities, in order, are to: 
1. Conduct a campus-wide data collection process to develop an inventory of research-related IT 
resources. 
a. Staff project with 1 FTE comprised of two graduate assistants and one research 
professor. 
b. Define scope of work. 
c. Develop data collection protocol and snowball sampling method to identify resources 
d. Identify data resources and integrate data governance and sharing strategies including 
workflows with approval processes to setup data repositories for campus access via the 
portal 
2. Develop pilot of IT portal 
a. Staff with 2 FTEs that would conduct user and system needs analysis 
b. Identify existing campus knowledge base resources and examine implementation of 
similar resources at other universities 
c. Meet with process owners to get approval to integrate knowledge resources in portal 
considering financial, organizational, technical and user factors. 
d. Develop a portal prototype 
e. Assess and evaluate software platforms to build portal and make recommendation of 
selection to host prototype 
f. Get user feedback  
3. Develop production portal 
a. Identify and hire 2 FTEs to develop portal 
4. Integrate with campus level help desk and data resources 
a. Develop training resources for help desk staff across campus so they know how to use 
the portal 
b. Develop self-guided training for portal users 
c. Develop communication and marketing resources to let campus users know about the 
portal 
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d. Develop 
5. Develop sustainability plan 
a. Evaluate usability of portal using formative evaluation methods 
b. Improve design and function of site 
c. Recommend long-term sustainability plan for portal to cover on-going maintenance and 
software licensing costs 
The following principles guide our priorities: 
 The portal will be a campus-wide sociotechnical system providing a high quality service 
experience designed to help researchers search, find, learn, and use IT resources.  
 The Research IT Portal will provide a comprehensive and coherent listing of existing campus 
resources and services that may be leveraged to help researchers. It will also integrate with the 
Research IT Catalog and Research Training Services portal. 
 The IT Power Plant services will be leveraged, in particular coordination with the Help Desk for 
support service integration and Web Hosting services for deploying portal software (e.g. LifeRay) 
to support the portal environment.  
 Model the portal after the XSEDE portal and the university “ask a librarian” service. 
 The portal will interface with extensible campus resources including data and knowledge bases 
with IT resource availability, teaching and learning resources, IT professional and research staff 
expertise, software product pages, user communities, and so on. 
The success of the research IT portal will depend upon the overall usability metrics of the site. This 
includes evaluating performance based on user statistics, focus group interviews, tracking the amount 
and quality of content of the campus resources, tracking usage of content, and attendance and 
participation in related training and outreach events. 
Research User Services 
The establishment of a successful Research User Services office on campus is predicated on the 
existence of a consolidated and comprehensive IT service catalog and detailed support escalation 
protocols to create a seamless experience for researchers who need assistance. As such, we propose 
that the initial efforts in this area focus on the definition and creation of these tools in conjunction with 
the initial scoping of the responsibilities of the concierge facilitators and research technology 
consultants.  
Our priorities, in order, are to:  
1. Scope the campus service catalog.  
a. Identify and secure 1 FTE to lead this effort. This FTE would be the initial staffing of the 
campus consulting office.  
b. Define scope and framework of the service catalog, in collaboration with existing Project 
99 (user support tools initiative) effort in Technology Services.  
2. Create Help Desk escalation protocols. These protocols will be used by the campus Help Desk to 
seamlessly and efficiently connect researchers to the services they need.  
a. Identify and secure 1 FTE to lead this effort. This could potentially be the same FTE 
responsible for the service catalog, but that would delay completion of both projects.  
b. Define and scope and meta-structure of the Help Desk escalation protocols.  
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c. Work with campus and unit IT professionals to create escalation protocols for faculty 
and research groups.  
3. Coordinate creation of concierge facilitator role.  
a. Identify and secure 0.5 FTE to determine the scope of current facilitation efforts on 
campus, identify gaps, and develop a needs assessment for staffing.  
4. Coordinate creation of research consultants’ office.  
a. Identify and secure 0.5 FTE to determine scope and magnitude of consulting needs and 
critical areas of need on campus.  
b. Define best practices and deployment protocols for consultants; confer with other units 
that offer consulting services (e.g. Scholarly Commons, Survey Research Lab, Dept of 
Statistics Consulting services) on successful models and lessons learned. 
5. Create service catalog.  
6. Staff a campus consulting office.  
a. Select 2 FTE consultants. This FTE level could be higher depending on level of need and 
available funding. The full proposal includes up to 10 FTE in the consulting office. These 
two initial FTE can provide minimal staffing to meet critical needs.  
7. Select concierge facilitators.  
a. Select 2 concierge facilitators. Based on the experience of the College of Engineering, 
this level of staffing is the minimum required to launch this service. Even at this level, 
the staff will be stretched very thin when considering the potential demand for this 
service, the time needed to understand needs and scope potential solutions, and 
coordinate head-to-tail facilitation of solutions. 
8. Integrate with campus Help Desk and Research IT Portal  
a. When the campus Help Desk Power Plant service is available, work to integrate 
escalation protocols into the overall logistics of the service in order to provide a 
24/7/365 single point of contact for all campus researchers. 
b. Collaborate with Research IT Portal team to integrate access to Research User Services 
and the IT service catalog through the portal.  
The following principles guide our priorities: 
 Campus researchers will have a clearly-defined single point of contact for IT services.  
 IT services will be described clearly so that researchers do not waste time or resources 
discovering or creating already available resources. 
 Hands-on guidance in selection and acquisition of services will be available to customers.  
 Technical experts will be available to assist with service integration and use.  
Research Training Services 
With ever-growing advances in technology, access to training is crucial to ensuring that Illinois 
researchers have the opportunity to explore and adopt the most advanced tools and methods available. 
We propose first consolidating the information sources on training to a single portal with appropriate 
staff support. This is expected to be done within the broader Research IT Portal. During the subsequent 
academic term, we will promote the training portal, identify and incorporate appropriate on-demand 
materials, and secure commitments from interested technical staff to support training and coursework 
activities. Examples include, but are not limited to, hands-on training for the Campus Cluster, Hadoop, 
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and programming skills through workshops such as Software Carpentry13. Finally, we will set up an 
archive of training events and materials so that users can access them as needed over the course of 
their research efforts. As a result, we anticipate that faculty and students will be able to easily find and 
quickly access any training opportunities offered at Illinois. 
Our priorities, in order, are to: 
1. Establish a consolidated web portal. 
a. Create a central calendar and portal for training events and resources on campus. 
Curate offerings and services to be accessible for both beginner and advanced users. 
Systematically conduct associated usability studies and provide usability resources so 
training portal is useful across knowledge spectrum. 
b. This work item requires, at a minimum, a web developer to support the training portal 
creation and maintenance at 0.25 FTE. 
2. Secure resources to enable high-value high-impact training to continue. 
a. Secure funding for high-value high-impact training activities without current institutional 
homes across campus. 
b. This work item requires, at a minimum, $10,000 for annual Software Carpentry 
Foundation affiliation via NCSA. Requirements may change as other high-impact 
activities are identified. 
3. Establish on-demand access to current and archived training materials. 
a. Dedicate a service manager to actively curate and collect suitable content into the web 
portal. Assign a content specialist/portal service manager and lecturers to support 
training and coursework. 
b. Set up a suitable archival of past events and event materials; collect just-in-time learning 
materials. 
c. This work item is dependent on the completion of work item 1. At a minimum, 1 FTE 
portal service manager is required. 
4. Secure resources to develop and sustain domain-specific training. 
a. Reserve/purchase time from technical research staff on campus to support training and 
curriculum. 
b. This work item requests technical staff and administrative support up to 5.7 FTE. As a 
minimum, however, 1 FTE and up is required. 
The following principles guide our priorities: 
1. Training should be as widely known and available as possible. (Work item 1) 
2. Training should be regular and reliable, including having institutional ownership. (Work items 2 
and 4) 
3. On-demand training materials should be available. Training materials should persist beyond the 
event in question, if appropriate. (Work items 1 and 3) 
The success of this effort is predicated on usability/utility studies of the portal’s impact (web traffic, 
focus groups, etc.) and on short- to medium-term assessment of training activity effectiveness (including 
surveys and skills assessments of users). We anticipate that 1) participants will confirm improvement in 
                                                          
13 http://software-carpentry.org/ 
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their skillset, and 2) advisors and supervisors will report measurably greater productivity on the part of 
training participants. 
At a bare minimum, Research Training Services requires 2.25 FTE. Staffing less will jeopardize the effort 
in its entirety because specialists in rather different areas are required. However, successful and 
continuous development of the training effort requires 6.95 FTE and at least $10,000 annually in non-
FTE funding. The current request for non-FTE funding is dictated solely by the cost of affiliation with the 
Software Carpentry Foundation. Without non-FTE funding Illinois researchers will not have access to the 
full spectrum of high-value high-impact training activities on advanced tools and methods.  
Research Applications and Software Development Support 
The Year of Cyberinfrastructure Final Report (specifically, Theme #1) identifies a significant need for 
expertise in the area of supporting diverse applications and research software development. 
Researchers desire the ability to utilize staff with advanced technical expertise for hours to years in 
order to perform specific tasks or participate in research projects requiring significant efforts in software 
development or research applications support. 
We propose the following set of initial work items: 
1. In collaboration with the Research IT Portal team, design and implement a proposal request and 
review capability, to manage incoming requests for staff time to support research projects. This 
will be the initial task for the 0.2 FTE Research Applications/Software Development lead. 
2. In collaboration with the Communications and Marketing team, we will engage with the campus 
community to ensure that researchers know about the availability and capability of the 
Research Applications and Software Development Support effort. 
3. To jumpstart the effort, we will identify 2 FTE of staff from partner units (e.g. NCSA and IGB) that 
can immediately start working on application and software development projects. 
4. In collaboration with Needs Collection & Analysis team, we will engage with the campus 
community to learn of discipline needs, to better inform staffing decisions. 
5. In collaboration with Needs Collection & Analysis team, we will engage with the campus 
community to learn of applications software needed, including application delivery mechanisms 
and hosting needs. 
6. We will commence hiring to add an additional 4 FTE, to achieve the initial staffing level to 
manage the initial demand for this service. 
7. Assuming the need for delivery of desktop research application software, we will: 
a. identify a staff member (at roughly 0.5FTE) to support applications delivery informed by 
experience at Engineering IT, 
b. license appropriate software for delivering application capabilities ($27,965), 
c. purchase hardware to deliver 2D and 3D applications ($56,000), and 
d. provision an appropriate number of virtual machine instances to support the application 
software ($2,000 annual). 
8. We will identify a project manager (initially at 50% time growing to 100% time as needed over 
the first year) to support the professional staff with work plan development and project 
management, including agile methods as appropriate. 
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9. We will license appropriate software engineering tools (e.g., Atlassian Jira) to support the 
collaborative projects, with an initial cost of $4,675 (50 seat license), and ongoing annual 
maintenance of $2,337.50. 
10. At the end of year one, with sufficient demonstrated demand, we will commence hiring of 2 
additional FTE to provide the full level of support budgeted. 
This effort requires a minimum of 3.5 FTE to be successful, but staffing less than what we propose here 
will negatively impact research efforts. Researchers will not be able to grow their research into the 
expanded Research IT capabilities described in this proposal, not to mention being delayed in fully 
utilizing current Research IT capabilities such as ICCP. 
Data Visualization and Analysis 
Visualization and data analysis have become ubiquitous in the campus environment. Common software 
tools utilized at various levels from the student population to research faculty contain elements of 
visualization and/or data analysis. From the Year of Cyberinfrastructure Final Report, “researchers were 
presented with a list of seventeen technology resources expected to be most important to a 
respondent's research in the next few years. Their top three most commonly selected resources are all 
data-related. These resources are: storage services (35.8%), analysis services (26.9%), and visualization 
services (22.0%).” Improved or additional visualization and data analysis resources will benefit a large 
portion of the campus community, including researchers aware of these capabilities and new or 
emerging disciplines that could enhance research outcomes through data visualization and analysis. 
Increased visualization capabilities typically provide several benefits to researchers, including: increased 
opportunity to innovatively work with data, improved communication regarding and impact of research, 
as well as the reduction of duplication of effort. As such, the success of any of the following work items 
may be determined by the accumulation of documented processes, deployed services, and a growing 
user base. 
We will first solidify the scope of visualization and data analysis by collecting initial ideas from 
representatives across campus and reaching consensus through a wider survey. A 25% time staff 
member will leverage Communication and Marketing for administering a proper survey and formalize 
scope after a one month collection/analysis period. We expect this level of funding to be appropriate 
moving forward for the cyberinfrastructure-level management of visualization and data analysis and 
services. Remaining work items are dependent on the completion of this task but independent of each 
other.  
The diverse set of priorities relating to data analysis and visualization tools make them ideal benchmarks 
for current and future cyberinfrastructure iterations. As a second task we will therefore integrate 
components into current testing frameworks or develop an additional visualization and data analysis 
test suite. We believe for a 25% time staff member, selecting an initial tool set and completing early 
target integration (e.g., portal testing) requires a three month timeframe. Again, this level of funding is 
appropriate moving forward as tests must be developed, integrated, run, and maintained. Building upon 
this, we will create a data analysis and visualization consulting service. We believe there is sufficient 
need for several full time staff and envision initiating the program with three FTEs, one of which will be a 
managing expert. A reduced deployment is certainly possible down to a single FTE but this limits the 
opportunity to gain momentum through precedent which is crucial to the success of such a program. 
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This service will be coordinated with the Research User Services’ proposed campus consulting group. We 
expect to be able to leverage the student population for early growth of consultancy roles.  
Finally, in an effort to broaden available services we would appoint a 50% time staff member to research 
and review external resources for possible deployment on our campus. The goal of this ongoing effort is 
a documented set of evaluated technologies and the management of one additional full time staff 
member to carry out deployments. In our assessment of current campus services, we identified the first 
target service for which this effort’s workflow may be developed: remote visualization and data analysis. 
First, current remote data analysis, e.g. Rstudio Shiny14, and visualization, e.g. NICE DCV15, tools should 
be researched. This effort will result in the development of a plan to standardize, incorporate, and/or 
support such capabilities in both existing services, such as ICCP, as well as in future cyberinfrastructure 
iterations within a six month period. 
Communications and Marketing 
The Year of Cyberinfrastructure Final Report only confirmed what was already known: the success of any 
large initiative to improve the research IT landscape at the University of Illinois, Urbana-Champaign 
campus will depend on improving how the existence and support of research IT resources and services 
are communicated and marketed to researchers. 
Our goal is to improve the effectiveness of communications and marketing so that researchers know 
what IT resources are available, and understand how the IT resources, training, and support are 
acquired. We want to inspire researchers with success stories from their colleagues who have already 
leveraged these IT resources. Achieving this goal in an environment as large and distributed at the 
University of Illinois will require more than simply throwing money or resources at the problem. Success 
will require expanded collaboration and improved understanding of local processes in order for 
information to more effectively flow to all corners of the University’s research community. 
There are a few startup initiatives that must be undertaken in order to create the framework for 
collaborative communications across campus. Other solutions can be implemented while the startup 
solutions are underway. Finally, some communications and marketing improvements can only be 
undertaken after other elements of the Campus Research IT Ecosystem are in place. 
The first, and most important, startup effort focuses on meeting with communicators, business offices, 
and IT professionals from colleges, departments, and units to document local communications resources 
and processes for sharing information. Using this information, we will establish processes and 
procedures for communication collaboration across the campus. The Media, Information, and 
Communications (MIC) group from Technology Services will gather this information. Meeting with these 
various stakeholders and mapping out new communications processes should be completed within five 
to seven months. Success for this effort will be measured by 1) the number of departments, colleges, 
units successfully engaged in the process 2) the creation of processes and procedures for sharing 
information between groups, and 3) the creation of audit/review process to keep information current.  
The second startup effort seeks to better understand the communications and marketing preferences of 
researchers (faculty and graduate students) across campus. This market research will then be used to 
inform communications strategies. There are several options for assigning resources to complete this 
                                                          
14 http://shiny.rstudio.com/ 
15 https://www.nice-software.com/products/dcv 
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work. If the campus Branding and Marketing initiative can provide market research and data experts, 
then leveraging those resources seems like an ideal approach. If that effort is not far enough along to 
provide those resources, then two (2) people dedicated to conducting market research could be 
employed to meet with and survey researchers for four to six months. Finally, if those resources are not 
available, then the Data Collection and Analysis effort that is part of the Research IT proposal could 
gather feedback regarding communications preferences as part of its ongoing focus groups. No matter 
the approach, within six to eight months, actionable data should be available to inform future 
communications strategies. We note that inasmuch as this effort will directly support the Research IT 
initiative, these outcomes will provide valuable data and insights that will enable more effective 
communication on campus as whole. Success for this effort will be measured by 1) the collection of a 
representative sample of researchers, and 2) the creation of actionable insights from the research. 
While research into communications processes and preferences are underway, there are a few 
initiatives that can be started. The first is to create a campus electronic newsletter to serve as an 
“eWeek for IT” in order to spread awareness of IT news, opportunities, and success stories. This effort 
would be led by the MIC team from Technology Services, but would require collaboration with NCSA, 
the Library, AITS, and the various distributed local IT units across campus. The tools needed to launch 
such an effort already exist and are available for free. The cost would simply be a 0.1 FTE from the 
Media, Information, and Communications team to curate the weekly newsletter. This newsletter could 
begin distribution as soon as August 2016. Success would be determined by the number of contributions 
to the newsletter from across campus as well the number of subscribers to the newsletter. While not a 
cure-all for increasing awareness of research IT resources, the low cost makes this effort low hanging 
fruit that should be implemented no matter what. 
 Success stories that highlight how research was accomplished using IT resources are created by 
a number of units and departments across campus, but no resources are dedicated solely to 
that endeavor. Two (2) FTE have been requested to be dedicated to highlighting the successful 
use of IT in research at the University of Illinois. The first FTE would be a traditional 
communicator/journalist. The second FTE would be an expert in creating rich media content. As 
soon as they were available, both could immediately and continuously create content. The 
success of their content would be measured by 1) the number of views, 2) the number of 
reshares/reposts, and 3) other standard communications metrics. If the rich media resource is 
not possible, there still would be value in having a traditional communicator focused solely on 
research IT content. If that traditional communications FTE is not possible, this effort becomes 
implausible. However, because this role is currently filled to some extent by communicators 
across campus, there still would be research IT success stories -- just not at the same rate as 
would be possible with dedicated resources. 
 In the Year of Cyberinfrastructure Report, researchers requested in-person events where they 
could learn more about technology resources available to them. This would be similar to the 
Faculty Technology Summit that Technology Services has hosted. The goal would be to offer 
three of these events to researchers, each in a different location across campus. Costs include 
materials, room rentals, and other event logistics. The requested $3,000 could be reduced, but 
eventually the reduction of funds for these events would require the number of events to be 
reduced, or the entire effort to be abandoned. Members of the MIC team have experience in 
planning and running these types of events and could be used to organize them. These three 
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events would be spaced out over an academic year (including one in the summer), and could 
begin in the upcoming fall semester. It is not crucial to hold these events in the first year of 
trying to improve research IT communications and marketing, and the entire effort could be 
abandoned if sufficient resources are not available. Success would be measured by the number 
of attendees at each event. 
 Both researchers and IT professionals have indicated a need to improve the onboarding of new 
faculty and graduate student researchers. The most obvious place for this to take place is at 
existing orientations for new graduate students and faculty. These orientations vary from 
department to department, with some offering no orientations at all. Part of the mapping of 
communications processes effort would be to catalog the current orientation opportunities 
being held across campus. Ideally, this would be done before the start of a new school year as 
many orientations take place at the start of the fall semester. 0.25 FTE would be needed to map 
the available orientation opportunities as well as create information and materials regarding 
research IT resources that could be distributed at each orientation. Success would be measured 
by the number of individuals reached at each orientation, as well as surveys that measured the 
awareness of research IT resources.  
 After the Research IT Portal and the Cyberinfrastructure Master Plan are successfully launched, 
communications and marketing efforts can focus on driving traffic to these central authoritative 
sources for information about research IT resources. One specific effort will be to work with the 
Office of the Vice Chancellor for Research’s office to make sure that the research.illinois.edu 
website is actively linking to the Research IT Portal and the Cyberinfrastructure Master Plan. 
Then, leveraging the improved collaborative communications processes, as well as the 
marketing insights learned, an extensive campus wide effort can be undertaken to market the 
Research IT Portal and the Cyberinfrastructure Master Plan to all of campus. While some funds 
($1,500) may help with communications that carry a cost (e.g. printing), that funding could be 
cut without drastically impeding the ability to raise awareness and usage of the Research IT 
Portal Cyberinfrastructure Master Plan. Success would be measured by the number of visitors to 
the Research IT Portal and the Cyberinfrastructure Master Plan after the promotional campaign 
has kicked off. 
Research Computing Services 
CARNE (Science DMZ16) 
CARNE, as the campus Science DMZ strategy, began as a philosophy of leveraging extensive expertise 
and creating a partnership between NCSA and CITES (now Technology Services). Subsequent NSF 
funding and project need (Blue Waters), enabled the partners to build the CARNE framework with 
emphasis placed upon campus routing aggregation points and 100Gbps wide area network connections. 
Because the CARNE wide-area component leverages the University’s wide-area network known as the 
Inter-Campus Communications Network (ICCN), the potential for benefit and/or inter-campus 
collaborations exists. A notable example is UIS benefits as an Internet2 sponsored member under the 
Urbana campus membership at no additional cost.  
                                                          
16http://fasterdata.es.net/science-dmz  
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In its current state, CARNE is only a partial solution. Effort is needed to raise the level of understanding 
about what networking resources are available and what is possible with those resources. Emphasis 
needs to be placed upon growing a distributed support framework to habilitate an end-to-end support 
environment. As a foundational research IT component, it is of the utmost importance that the following 
work be completed to fully recognize the value of CARNE. Utilizing a “Plan, Build, Run” approach the 
work can be described as follows: 
Plan: Marketing and communication. During the first month of funding (7/1/16 - 8/1/16), 60% of FTE 
effort is needed to develop a communication and marketing plan to build awareness of what aspects of 
CARNE currently exists. During the Year of Cyberinfrastructure, much feedback was received regarding 
the lack of awareness for existing research resources. This initial planning step will describe a strategy to 
mitigate the general lack of awareness.  
Plan: Expanded support. In parallel to the marketing and communication planning, in the first month of 
funding (7/1/16 - 8/1/16), a full FTE of effort is necessary to build a plan for strengthening support 
documentation that will include drafting knowledgebase support articles to integrate general, support, 
and troubleshooting information about CARNE. As the general awareness of CARNE grows, the 
expectation is that more questions will arise; therefore, basic information needs to be readily available 
for the researchers, the ITPros who support them, and the support teams (e.g., Help Desk staff).  
Plan: Critical training. Simultaneous with other planning activities, a plan to build a basic training 
curriculum around common troubleshooting and performance evaluation tools and techniques is 
necessary. During the first two months of funding (7/1/16 - 9/1/16), 75% of an FTE will develop a plan 
for disseminating skills to enable the partnership of local ITPros and dedicated CARNE staff to provide 
end-to-end support for researchers. While initial training will begin during this period, the intent is that 
this plan will provide for ongoing training needs as tools and techniques evolve. 
Build: Network access and supporting tools. Extending over the fiscal year (7/1/16 - 6/30/17), 3 FTE will 
investigate local network access needs and add fiber and/or network equipment to alleviate bandwidth 
constraints at locations that house bandwidth-intensive instrumentation. The team will construct a high-
performance data transfer mesh to improve the movement of data between points of acquisition, 
analysis and/or storage. The team will assess and build improved paths for leveraging central resources, 
like the Illinois Campus Cluster Program.  
Build: Data accessibility. During the second year (7/1/17 - 6/30/18), 75% of an FTE will build and/or 
codify existing network APIs to make network-related data widely available for the purpose of metrics, 
forensics, forecasting, and research. The anticipated outcome, in addition to the ability to mine 
extensive data for gaining greater understanding of usage and usage patterns, is a self-provisioning 
framework whereby researchers may “reserve” network resources, construct/deconstruct dedicated 
virtual paths, customize performance tools, and aggregate relevant troubleshooting and optimization 
tools. Opening access to the stack of network data will enhance a researcher’s ability to customize 
experiments and will likely enhance their collaborative landscape. 
Run: CARNE operations. As an ongoing state, 3.5 FTE will keep CARNE healthy and relevant by 
maintaining the network equipment, connections and peerings. The team will continue to build and 
maintain necessary tools to facilitate a high-performance environment whereby researchers may focus 
on science as opposed to its underlying enabling technology. The team will lead efforts to continuously 
improve and expand the suite of tools and knowledge to foster an end-to-end support strategy for all 
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research endeavors. As a result, researchers can expect a high-performance, highly available network 
with easily accessible and timely support. 
Illinois Campus Cluster Program 
Campus researchers increasingly need access to computational resources to conduct their research. 
High-performance computing (HPC) applications tend to focus on tightly-coupled parallel computing 
jobs that must execute within a particular site, across low-latency interconnects. Traditional HPC 
applications include computational fluid dynamics, quantum chemistry, and astrophysical simulations, 
while fields such as computational finance, digital humanities, and archaeology are relative newcomers. 
The Illinois Campus Cluster Program (ICCP) was formed to address this need and provide a 
professionally-run resource that researchers can invest in, regardless of discipline or departmental 
affiliation. As an established resource of over five years, the ICCP is operated as a high-quality, 
production service for all of campus upon which researchers can rely to conduct their research, fostering 
discovery and innovation. As a campus-level resource, the ICCP has been a cost-effective solution to the 
level it has been leveraged to date. As discussed in the Introduction, the to-date campus investment of 
$3.73M has been more than matched with $5.65M in researcher investments and is currently 
supporting a very conservative minimum estimate of $25.8M in active research awards. A critical aspect 
of the ICCP is that it offers a path for those retiring existing compute resources to migrate and centralize 
their operations while still having a voice in the direction and governance of the resource, thereby 
making us better stewards of available funds. 
The financial model is essentially one of campus subsidy to incentivize best behavior. This is to 
overcome the challenge that when researchers build their own solutions, they do not realize significant 
costs that are incurred by the campus—the most notable examples being the costs for power and 
cooling, and professional operating and support staff. Researchers look to the total cost to them to 
support their research efforts. As a result, in order to appropriately support the ICCP as it grows, the 
subsidy must also grow. Fortunately, the economies of scale allow the subsidy to grow more slowly than 
the scale of the overall program.  
The ICCP is vital to the endeavors of many research groups on campus. As a result of this success, the 
program is currently understaffed and has no clear commitments for funds to refresh hardware and 
renew critical parts of the shared infrastructure that support the compute, network, and data systems 
that comprise the resource. Further, there is presently no dedicated funding to directly support campus 
researchers in advancing their use of the system or how their applications run on it. Below is a 
description of the proposed activities to refresh the ICCP technical environment and provide committed, 
ongoing support for it. Where an effort requests only non-FTE funds, it should be assumed that existing 
ICCP staff will execute the work necessary to realize the benefit of the additional investment. 
1. Deploy New DDN Storage Controller & GPFS Servers. The ICCP high-performance storage 
environment is comprised of two (2) DDN storage controllers, one of which is beyond its 
supported life span and both of which are at capacity. At present, the ICCP is unable to sell new 
storage to interested investors, thus this is the most critical priority for the ICCP and work 
would start immediately once approved. ICCP storage engineers propose to replace the aged 
DDN 10K controller with a current-generation DDN 14K controller, which will both improve 
performance and provide additional growth for the ICCP technical environment. Further, the 
GPFS servers that support the high-performance file system require augmentation to support 
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new functional modes that are needed by investors and required by ICCP policy. The hardware 
costs to achieve both of these ends is $625,000. This cost could be reduced by approximately 
$100,000 by purchasing the previous generation DDN 12K controller, however it is known that 
this model will go out-of-support within 3 years. This would reduce the overall value by 
approximately one-half, as the lifespan of these controllers should be 5-6 years. This effort 
would not be worth pursuing with funding less than $525,000. 
2. Deploy New Compute Pods. The ICCP requires additional space within DCSS to grow, with the 
minimal increment of growth being one DCSS Pod (a 7-rack unit). Without additional space for 
growth, campus researchers will not be able to purchase new compute nodes. The ICCP 
technical staff recommends we deploy at least two Pods during FY17, as each pod will serve 
different compute needs for campus investors and half of the first pod is already allocated. The 
non-FTE request for this is $358,000 for two pods, the electrical work to power them, and the 
10-gigabit Ethernet networking to support compute nodes within the pod. Work on deploying 
new pods would start immediately upon approval. This growth could be funded at a reduced 
level and a single pod could be deployed in FY17, with the impact being that fewer compute 
nodes and compute node types would be supported in the coming year, and the cost would be 
reduced to $179,000. 
3. Add Technical Support Staff. As the number of ICCP investors has increased, so has the burden 
placed on the technical staff that supports the ICCP technical environment. At present, the 
technical staff is only able to support critical break-fix problems on the cluster, alongside a 
minimal level of new feature development. The existing staff levels mean that it takes longer to 
resolve investor problems, and far longer than desired to implement new features. Additionally, 
when key staff take time off, some work must come to a complete halt (e.g. networking efforts). 
To meet these demands, we request additional staffing: 2.50 FTE for systems engineering and 
feature development (augmenting the committed 2.50 FTE); 0.50 FTE for network engineering 
(augmenting the committed 0.50 FTE); 0.50 FTE for storage engineering (augmenting the 
committed 0.50 FTE); 0.25 FTE for accounting and account management; and 0.25 FTE for 
allocations support. While these additional staffing levels could be phased in over time, the 
needs in systems engineering are the most urgent, followed by networking and storage 
engineering, with accounting and allocations support being perhaps the least needed. Unlike 
some efforts, there is no real point at which a reduced level of support would negate the value 
of adding any additional support. 
4. Add Researcher Support Staff. The key program-level challenges that limit the effectiveness of 
the ICCP are represented in the various non-technical areas proposed under the DCIO for 
Research IT and fall directly in line with the final report for the Year of Cyberinfrastructure. We 
request funding be added to these areas as follows: 1.00 FTE for Training on better use of the 
ICCP technical environment, which will enable more campus researchers to effectively employ 
HPC techniques to their research; 0.50 FTE for Communications & Marketing to build awareness 
of the ICCP and its value to the campus community; an additional 0.25 FTE for Research User 
Services (augmenting the committed 1.75 FTE) to improve efforts in Consulting and Help Desk; 
2.00 FTE for Research Application Support to meet the demand from campus researchers to 
provide co-development work on HPC applications in support of their research; 1.00 FTE for 
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Data Visualization & Analysis to help researchers derive greater value from the output of their 
computational work; 0.50 FTE for Research IT Portal efforts to integrate ICCP needs within this 
single point of interaction for campus researchers; 0.25 FTE for Focus Groups, Needs Collection 
& Analysis to better understand the needs of the investor community and how the ICCP can 
better serve them. As with the technical staffing levels above, there is no real point at which a 
reduced level of support would negate the value of adding any additional support. 
5. Refresh Central Management Equipment. Many of the physical servers that support the 
technical administration of the ICCP environment were purchased with the initial hardware in 
2011 and are in need of a hardware refresh. This effort would begin in September 2016, and the 
cost of this equipment is $85,000 with no room to cut corners without negating the value of the 
refresh. Not funding this refresh will jeopardize the stability of the ICCP technical environment, 
as key management servers could fail. Also, due to performance, aging hardware also creates 
challenges when researchers submit many thousands of jobs to be scheduled at once. This is a 
very high priority item. 
6. Refresh Core Ethernet Network. The core Ethernet network is responsible for interconnecting all 
the various components of the ICCP technical environment and linking it to the CARNE Science 
DMZ. Also starting in September 2016, the core Ethernet network refresh will enable modern 
high-speed connections to new compute Pods as they are deployed, as well as provide new 
options for connecting to CARNE at higher data rates, better facilitating data movement from 
the ICCP to resources on campus or off. The cost of the equipment is $79,000 with no room to 
cut costs without negating the value of the refresh. Not funding this refresh will mean that the 
ICCP environment will not be able to support modern network aggregation speeds of 40-gigabit 
Ethernet and 100-gigabit Ethernet, and will remain at 10-gigabit Ethernet and will soon face port 
capacity challenges. 
7. Create InfiniBand Core Network. The current high-speed InfiniBand network that supports 
parallel computation and high-speed data access within the ICCP technical environment was 
built by interconnecting the Taub cluster’s InfiniBand network to that of the Golub cluster. As 
we run out of capacity on the newer Golub cluster’s InfiniBand network, it will be necessary to 
deploy a compute Pod with a 3rd InfiniBand network. Starting in January 2017, the ICCP technical 
team proposes to build an InfiniBand “supercore” network that will interconnect each of the 
InfiniBand clusters and Pod networks to each other and to the high-speed storage environment. 
This interconnect will be necessary to provide consistent performance and limit the complexity 
of the InfiniBand network as it grows, complexity which could jeopardize the stability of the 
environment. The cost of this InfiniBand “supercore” will be $171,000, and providing less 
funding could mean crippling performance of data movement among the various parts of the 
InfiniBand network, particularly to storage. The timeline for when the “supercore” will be 
needed varies, however, upon how quickly the InfiniBand network on Golub is exhausted. It is 
conceivable that the existing capacity could last until July 2017, thus this effort could be delayed 
by 6 months. If we choose to delay this effort and exhaust existing InfiniBand capacity, we will 
be unable to sell new compute nodes with InfiniBand to investors until the capacity problems 
are resolved and the “supercore” is built. 
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8. Ongoing: Add/Refresh Compute Pods. Where item #2 above represents the immediate need for 
added infrastructure space to support more compute nodes for researchers, this item 
represents the ongoing need to expand this capacity. Based on the observed demands of the 
researchers and in light of our re-engineered plan to allow the program to be more responsive 
and agile, starting with FY18, we anticipate needing up to two (2) additional compute pods and 
requisite 10-gigabit Ethernet networking annually to support growth, the annual cost of which 
will be $358,000. This funding could be reduced to $179,000 annually, limiting the ICCP to 
adding a single pod per year for additional infrastructure space for compute nodes. This 
reduction would only be impactful should we run out of space and are unable to sell compute 
nodes to investors until the next budget cycle. A middle-ground alternative would be to provide 
funding for two compute pods in FY18, then reducing to one compute pod per year from FY19 
onward. 
9. Ongoing: Refresh ICCP Shared Services Technical Components. Where items #1, #5, #6, and #7 
represent a one-time outlay to address aging infrastructure and “refresh” the ICCP technical 
environment, this item represents the ongoing costs of regular refreshes to the shared 
management systems, core network infrastructure, core InfiniBand infrastructure, and the high-
speed storage environment. The proposed annual funding level of $304,680 starting with FY19 
(July 2018) would be able to refresh the technical administration servers, GPFS file servers, and 
core Ethernet and InfiniBand networks every five years, as well as replace one of the DDN 
storage controllers every 3 years (each controller thus having a lifespan of 6 years). Funding this 
will provide a stable foundation going forward to support the ICCP technical environment for all 
campus researchers. Funding this at a lower-than-proposed level will mean extending the 
lifespan of the individual components, which could put the overall stability of the ICCP technical 
environment at risk. 
10. Ongoing: Software Licensing. The ongoing annual costs for software licensing for the ICCP 
technical environment is $46,880 and includes support software like VMware and compilers 
such as those from Intel. Reducing the funding level would mean that we would no longer be 
able to support key functions or services for ICCP investors. 
In addition to the above list of proposed efforts, there is a derived value in fully supporting the Illinois 
Campus Cluster Program such that it is technologically stable and current, and has the application 
support, training, and outreach necessary. Specifically, a well-funded and functioning ecosystem 
surrounding the ICCP will draw more campus researchers into the system as investors, improving 
operational efficiency as the scale at which the system is increased. Conversely, should the stability of 
the ICCP technical environment be compromised or otherwise fade to obscurity, the existing investors 
will withdraw from the program and may very well consider standing up their own small computational 
resources that would meet only their own research needs. 
 
High Throughput Computing 
The High Throughput Computing (HTC) service proposes to create a new computational resource for 
Illinois researchers by tapping into the idle processors located in workstation labs across campus. This 
follows the model in use at the University of Wisconsin-Madison and many other research universities. 
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The HTC service is targeted at the bulk execution of a large number independent or loosely-coupled 
tasks that can be individually scheduled on many different computing resources. The number of jobs 
that can be completed per unit time is typically of key importance. This is the case for large scale 
parameter searches, Monte Carlo simulations and some high energy physics analyses. 
The service plan and the work schedule for the proposed HTC service is straight-forward and will have a 
substantial positive impact on campus research faculty with minimal expense. It is broken down into 
two key phases: (1) piloting and evaluating potential solutions, and (2) production operations of the HTC 
service. Both phases will benefit from 0.20 FTE of committed effort for program direction and 
leadership. 
In Phase 1, the project team will pilot and evaluate potential high-throughput computing solutions, 
evaluating them based on their suitability to researcher needs. This phase is a necessary first step to 
implementation of a solution for campus researchers and will start on July 1, 2016 and last for one year 
requiring 2.00 FTE of technical staff time. The HTC offering will be organizationally tied to the Illinois 
Campus Cluster Program in order to leverage existing resource management infrastructure and staff 
expertise. The team, likely be comprised of campus research support staff who will work together to 
evaluate potential solutions and present their findings to the ICCP program office and the Deputy CIO 
for Research IT. If the effort for the pilot program were to be reduced to 1.00 FTE, the pilot could still be 
conducted, but fewer platforms could be evaluated and compared, and the pilot phase could take 
longer to conduct. The pilot phase requires $25,000 in non-FTE funds to purchase server equipment that 
will be integrated into the ICCP environment to support shared use of server investments and to 
facilitate coordinated scheduling of ICCP and HTC resources for modern science workflows. After 
transitioning out of pilot, this equipment will become a test platform for verifying the impact of updates 
to the HTC platform. Funding this effort at less than 1.00 FTE or less than $25,000 in non-FTE funds, will 
mean that there is insufficient staff time to conduct evaluations or insufficient equipment to operate the 
pilot program. Though there will be no production service available during the pilot phase, the 
researchers who participate in the evaluation will get access to a small computational resource upon 
which they can conduct research. 
In Phase 2, a production service will be provisioned, based upon the favored solution from the pilot 
phase, and will start on July 1, 2017. The FTE will remain at 2.00 FTE, however the makeup will shift from 
Phase 1, with 1.00 FTE remaining for the technical administration of the HTC platform. This technical 
staff member will be affiliated with and work alongside the ICCP technical team. In production, the HTC 
service will shift the 2nd FTE to provide 0.50 FTE of application support, 0.25 FTE of user support, and 
0.25 FTE of training support. Staff funding for HTC ongoing at less than 2.00 FTE will likely compromise 
the ability to deliver and support this service. Phase 2 is an ongoing service phase and will require 
$15,000 annually for hardware augmentation (to support larger and more diverse pools of computing 
resource) and, eventually, replacement. Providing less than $15,000 annually in non-FTE funds will lead 
to deferred maintenance of equipment and could compromise the reliability of the service. During the 
production phase, the technical and leadership teams will work to grow the pool of committed 
hardware resources, potentially granting access to idle time on thousands of workstations across 
campus. The availability of this resource to campus researchers could fundamentally transform the 
ability of many to conduct their research. 
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Virtualization in Support of Research 
This group will develop computing solutions customized to the specific needs of individual research 
projects, assist with migrating computing workloads between computing resources, and maintain a 
library of solutions that may be quickly adapted to meet emerging research needs. Researchers will be 
able to request custom built virtual machine images or containers designed to address their individual 
needs, and assistance with deploying or migrating them across a range of computing resources. This 
removes barriers that inhibit use of computing resources, accelerates the process of taking a research 
concept to implementation, allows researchers to focus on the science instead of the computing 
technology, and helps to control research costs by employing the most appropriate computing resource. 
To start, this will leverage the Virtualization IT Power Plant, Illinois Campus Cluster Program, NCSA’s 
OpenStack cluster, and Amazon Web Services. A broad understanding of the strengths and weaknesses 
of available computing resources along with deep technical expertise in a wide range of technologies 
will be necessary to accomplish this. 
Given that this is a new service with few precedents to use as a model, technology is rapidly changing, 
and research needs are difficult to predict, we will implement this service in a phased approach. Initially, 
a skeleton crew of Solution Architects, System Engineers, and specialists in various virtual machine and 
container hosting technologies and services will engage with a few selected researchers that require 
specialized solutions. Resources will be scaled up over time as gaps in skill and workloads demand. We 
project initially needing 0.8 FTE Solution Architects, 0.8 FTE System Engineers, 0.2 FTE AWS (Amazon 
Web Services) Specialists, 0.2 FTE VMware Specialists, 0.2 FTE OpenStack Specialists, and 0.2 FTE 
Campus Cluster Specialists, along with 0.2 FTE Business Analysts, and 0.2 FTE Project Managers provided 
by the DCIO office, for a total of 2.8 FTE. Staff will be gradually scaled up over 12 months to reach full 
capacity with 0.8 FTE Solution Architects, 0.8 FTE System Engineers, 0.4 FTE AWS Specialists, 0.4 FTE 
Campus Cluster Specialists, 0.4 FTE VMware Specialists, and 1.5 FTE OpenStack Specialists, along with 
0.2 FTE Business Analysts and 0.2 FTE Project Managers provided by the DCIO Office, 0.2 FTE for 
Training, and 0.2 FTE for Web/Portal Development, totaling to 5.1 FTE 
This effort will need at least the staff resources required for the initial phase. Additional staffing for 
subsequent phases can be based on demonstrated workload (volume of requests), performance 
(volume of completed projects), and quality (customer satisfaction).  
Cloud Computing Service for Research 
The Cloud Computing Service for Research is building on an existing team within Technology Services 
which formally launched Amazon Web Services (AWS) to campus on May 12, 2016. We will focus on 
support efforts for that service. We plan to provide training opportunities, documentation, and 
individual consulting to researchers and IT staff across campus with the goal of developing widespread 
cloud technology expertise. 
We’ve identified the following distinct efforts, presented in order of importance and implementation 
sequence: 
1. Account Management: Provision, configure, and maintain AWS accounts for campus use. 
2. Training Coordination: Amazon plans to have personnel on campus twice monthly throughout 
the summer. We will identify training needs, develop a communication and marketing plan to 
raise campus-wide awareness of training sessions, schedule specific training opportunities and 
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collect feedback to ensure that our community is getting the information that’s most helpful to 
their goals. 
3. Solutions/Standards R&D: Develop a knowledge base of standardized reference 
implementations so we can reuse a good solution to a common challenge. 
4. Consultation: Provide expertise on cloud computing to researchers and IT staff to assist with 
cloud adoption strategies and create implementation plans. With sufficient resources, we could 
provide assistance through the entire process of developing and deploying services and 
applications. 
5. Community Engagement: Enable easy transfer of knowledge throughout the research 
community by organizing mailing lists, user group meetings, and presentations. Invite users to 
add new solutions and innovations to the knowledge base based on their experiences using the 
cloud computing service. 
We’ve recommended a group of four dedicated FTE to provide these services. Since this effort provides 
service for multiple communities across all of campus, only two of those FTE are being requested from 
this research support initiative. 
Items 1, 2, and 3 in the list above can be provided entirely by one dedicated FTE, but in order to account 
for vacation usage and sick time, we couldn’t guarantee fast response times, so it’s ideal to share those 
duties among multiple employees. Items 4 and 5 are limited by available time. With full staffing, 
researchers will have the opportunity to seek out assistance at any time. 
Data Support 
Research Data Service 
As this document is intended to provide options for funding various efforts and the Research Data 
Service (RDS) has existing funding and an existing plan, there is no relevant response to be provided for 
this area of activity. Our initiatives for Research IT will be able to leverage the support already provided 
to the RDS by capitalizing on the RDS’s role as a central, customer-facing service to help researchers 
manage and steward research data. In coordination with other channels of communication and 
outreach, RDS staff are eager to be able to act as active liaisons to centralized Research IT services by 
connecting researchers to the efforts described here.  
Sensitive Data Services 
Sensitive Data Services provides researchers with guidance, support, and solutions that meet or exceed 
the privacy, security, and regulatory compliance requirements for high-risk or sensitive data types, or 
designated as requirements by granting agencies. It is anticipated that observed customer needs and 
the risks present for non-compliance will more highly prioritize the resourcing, creation, and operation 
of the programs, services, features, and infrastructure required to handle, store, process, or transmit 
sensitive data.  
A successful service will include typical technologies, platforms, programs, and services, but hardened 
with extra controls, training, and specialized support. The specific demands of storage, compute, 
network, or platform will be driven by customers. There are a few specific, ubiquitous features that we 
will begin with and plan to evolve and add features as needs dictate. Datacenter needs can be met 
either with cloud or on-premises solutions. Based on the needs identified to date, a hybrid approach 
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involving both cloud and on-premises resources will most cost-effectively support those needs. 
Technology Services Privacy and Security will advise on what control measures required in the solution, 
and what gaps require attention. This process will be repeated through all of the technology layers 
involved (datacenter, network, platform, storage, application) to meet a particular compliance target 
such as HIPAA, as an example.  
The first service feature our customers have asked for is data storage, which may be as simple as using 
Box once the planned legal agreements (Business Associate Agreement) and required process and 
training is in place. 
Training will be an important component of the sensitive data service as handling requirements needs to 
be ingrained in the customers such that mishandling errors and the associated risks are minimized. 
Some high-priority compliance goals do mandate training, notably HIPAA and Export Control/ITAR. 
Privacy & Security will provide training requirements and goals if training development and sourcing 
assistance as needed. Some specialized training programs may already be planned or in place. For 
example, in the case of HIPAA, the University HIPAA officer is planning on providing such a program.  
As initial steps in building a sensitive data service, during the first four months, 100% of 2 FTEs are 
needed to assess customer needs. Information gathered will inform the design of an initial environment 
and direct the necessary supplementary needs, like training. In parallel, 1.5 FTEs will create service 
documentation, including standard operating procedures and accompanying forms and process 
documents. 
Approximately two months in, 100% of 2 FTEs, serving as technical stewards, will begin constructing 
and/or provisioning environments based upon initial customer needs assessments. They will also begin 
building a sensitive data gateway for the Research Data Service to guide sensitive data needs to the 
sensitive data service.  
As efforts are underway to establish a sensitive data environment and extending for six months, 100% of 
2 FTEs will focus on building and offering a training curriculum that may include external training 
resources. 
In the final two months of the first year, a third-party risk assessment at an estimated cost of $50,000 
will be conducted. The 2 FTE serving as technical stewards will study the findings and make adjustments 
as necessary, which may include technical, documentation, and/or training modifications. Also in the 
last two months of the first year, 25% of a FTE will focus on business analysis and trending. This data will 
serve as a baseline for sensitive data activities. 
Beginning in year two, the service will be in an operational state requiring 2 FTE serving as consultants, 2 
FTE maintaining the environment, 1 FTE working directly with the cloud service team on integration, and 
25% of a FTE analyzing utilization and providing reporting. 
For years two and three of operations, a third-party risk assessment will be conducted at an estimated 
total cost of $100,000. 
Research IT Strategy & Planning 
For this bold initiative to be successful, an overarching effort to connect the components with a strategic 
mindset and investment in planning is necessary. The Year of Cyberinfrastructure developed a wealth of 
information and recommendations to guide this next step in elevating the investment in Research IT on 
campus. That spirit of taking in feedback and assessing its meaning will serve to make sure our 
Prioritizing a Bold Investment in Research  19 
 
investment is organized, well-architected across individual services, responds to the strategic direction 
of campus needs, and remains adaptable to the pace of change in technology. Each of the components 
in the envisioned portfolio for Strategy and Planning need to start at the outset to ensure this initiative 
will be a coherent effort to create a research IT ecosystem unlike any other. 
Needs Collection and Analysis 
Data collection and analysis conducted during the Year of Cyberinfrastructure is already at the 
foundation of the plans developed thus far for research IT. Researcher needs must continue to guide 
further developments and new Research IT initiatives. With that in mind, the Needs Collection and 
Analysis service should begin immediately with the first Research IT services. 
The initial phase of data collection is a start-up period and consists of the planning necessary to establish 
a long term, recurring service. This includes deliverables such as survey design, data coding design, 
trained focus group teams, and project timelines. It will be necessary to have a full time-team lead 
assigned to conduct this phase. Project management support is required. Data analysis support can 
come from project personnel (0.80 FTE defined) or outsourced (best estimate is $20,000). 
Once the planning period is completed, the recurring activities can begin. The execution phase consists 
of the activities that will occur in annual cycles and includes conducting the focus groups, 
communicating with researchers and deans, analyzing data, publishing results, and scheduling activities. 
While this phase cannot be delayed, it can be scaled in size. For instance, one focus group per week can 
be conducted instead of two, saving personnel cost on the focus teams. Eliminating focus groups in 
favor of surveys could scale this phase down further. Focus groups can be added in a later cycle. The 
bare minimum to conduct a campus-wide survey is estimated at $15,000 through the Survey Research 
Lab. (Based on previous work.)  
The key deliveries of the service are data collected by the surveys and focus groups and associated 
analyses to guide service evolution and development of new services. Keeping in touch with researcher 
needs is specifically called out in the Year of Cyberinfrastructure final report. Additionally, this data 
collection will be the basis for assessing the satisfaction of the research community concerning the 
performance and impact of the Research IT project. 
Campus Cyberinfrastructure Master Plan 
The construction of a Cyberinfrastructure Master Plan was one of the significant recommendations from 
the final report of the Year of Cyberinfrastructure on campus. The investment in Research IT that is 
being considered needs a unifying strategic plan that will guide the investment, align it with our 
campus’s strategic direction, and provide a roadmap that both guides and measures project and 
implementation work. 
When the CI Master Plan is complete and available, researchers on campus will see several direct 
impacts. They can use the plan when applying to funding agencies to provide documentation of existing 
services supporting research. It will provide a high level map of the existing and future 
cyberinfrastructure components that they can leverage. Researchers will be able to see what services 
exist and what services are planned and provide feedback on areas that need further investment. They 
will also be able to use it as a recruiting tool for collaborators, staff, and outside agencies to join and 
support their work. 
Prioritizing a Bold Investment in Research  20 
 
External to Research IT, the Cyberinfrastructure Master Plan supports the efforts of decision makers in 
identifying their investment plan for cyberinfrastructure resources. It becomes an integral part of 
improving our research funding application process by both being an element that is looked for by 
granting agencies and providing a source of documentation for researches who must identify campus 
resources to satisfy grant application requirements. It supports the efforts of colleges and research 
centers in recruiting both faculty and staff to show that Illinois is invested in the tools to support their 
research future. The Cyberinfrastructure Master Plan also supports the efforts of Research Park in 
recruiting new tenants and encouraging existing tenants to expand by outlining the resources available 
to conduct research in collaboration with the campus. 
The monolithic nature of such a plan means that it is both a significant investment and difficult to 
pursue in a piecemeal fashion; there is no viable option to do it partially or at a smaller scope. While the 
investment in the plan could be delayed to keep costs of Research IT down at first, the resulting delay 
will also affect the coherence of the investment as a whole and increase the chance that the other 
multiple areas of investment are not moving towards a common vision aligned with campus strategic 
goals. 
While the Cyberinfrastructure Master Plan is straightforward in concept, it would be one of the first 
such undertakings of its kind and involves identifying resources and processes where there is not an 
ample set of examples from our peer institutions to learn from. It has some similarities to strategic 
planning and to campus master planning that will allow us to use similar facilitation resources to work 
towards an outcome. The implementation of the Cyberinfrastructure Master Plan can be broken into 
three significant parts: consultant identification and selection, consultant engagement, and ongoing plan 
communication and maintenance. 
The consultant identification and selection is heavily dependent on university and state procurement 
processes. It begins with a survey of the available resources and consultants that work in the campus 
master planning space. The survey will result in the necessary information to construct an RFP that will 
then go through the procurement process. The survey is planned to take a month, and the subsequent 
purchasing process is expected to take four months, with one month for writing the RFP and three 
months for navigating the procurement process. The resources needed during this time are limited 
amounts of senior management, project management, and administrative support, as well as voluntary 
participation from campus to contribute to writing to the RFP and the selection process. 
Once a consultant has been engaged, they will play a big part in driving the engagement schedule. The 
expectation is that this process will take four months with the outcome being a draft plan. The same 
level of staff resources will continue during this time, but will include a much larger engagement with a 
broad cross-section of campus for input into the plan. An additional investment is also needed during 
this time to cover the cost of the consultant’s engagement, which has been estimated at $100,000. 
Near the end of the engagement with the consultant, the plan will enter a draft phase where it will be 
shared with campus and feedback will be solicited. The Needs Collection and Analysis team as well as 
the Marketing and Communications team will be utilized more heavily to support this activity. This 
period is planned to last one month, but may go longer depending on the feedback received. During this 
time the consultant’s time will decline as the Research IT staff responsible for strategy and planning take 
over the ownership of the plan’s communication and maintenance. 
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When the Cyberinfrastructure Master Plan emerges from the consulting engagement, the staff 
resources will shift towards what is needed to take it forward. Initially this is focused on communication 
of the plan and getting it in front of a variety of audiences on campus. The Communications and 
Marketing team will continue to be used more heavily during this phase. The ongoing support of the 
plan will involve actively managing its connection to the Architecture team and their work, which in turn 
will connect to the service teams and their longer range planning. Periodic reviews of the plan, with at 
least annual significant revisions, will need to occur and depend heavily on the work and resources of 
the Needs Collection and Analysis group. 
The CI Master Plan was a direct recommendation of the Year of Cyberinfrastructure Final Report. As a 
strategic road map for our investment in Research IT, it has impact that spans across the entirety of the 
effort and thus across the campus. The Cyberinfrastructure Master Plan will have a high degree of 
importance in driving a coherent, high-impact investment in Research IT and has some urgency. The 
Plan, as envisioned, sets a new bar in cyberinfrastructure planning amongst peer institutions. It can 
benefit recruiting and retention efforts of researchers on our campus. It reinforces existing efforts on 
our campus targeted at researchers and supports a number of needs of leadership and partner agencies. 
UIUC IT Architecture 
An IT Architecture for Research is a necessary step toward establishing a set of uniform services and 
service interfaces for the research community. Without a coherent and accessible architecture, 
researchers are compelled to invest resources into creating and maintaining one-off technical solutions 
for common IT problems not directly their activities. While it is understood that not all researchers will 
make use of an architecture or the resulting tools, having services built within a well-understood and 
documented architecture will provide them with an option they do not have today. 
A successful implementation will result in multiple layers describing architectural components and their 
connections and interrelationships in 3 levels of detail describing the broad picture.  
● The first and second calendar quarters of activity will be focused on developing initial drafts of 
an overall architectural picture (Level 1) and more detailed overviews of IT Powerplant and IT 
Research components (Level 2). This will require 75% of an FTE of effort. Another 15% of an FTE 
is necessary to establish standard documentation practices and templates as a framework for 
subsequent work. While the Level 1 and Level 2 output will be living documents that evolve over 
time as the scope expands and new technologies enter the environment, these initial drafts will 
be foundational for subsequent architectural work and is the minimum required effort.  
● Level 3 detailed work will begin on individual service components beginning in the second half 
of the year. These service documents will describe how the researcher would interface with 
each service and what use cases are commonly addressed. For example, a researcher wanting to 
use an Illinois storage service for a collaborative research project involving both University and 
non-University users could find documents describing how authentication and authorization fits 
generally into the environment, along with a detailed document describing the interface for 
using the service.  
The Level 3 Architectural documentation effort will be ongoing, as there are potentially 
hundreds of service elements in scope. An early part of this effort will be working with the IT 
Research team to identify high priority service areas for initial work, as well as developing an 
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ongoing, roughly ordered, list of services to target. These Level 3 documents will be worked on 
by a combination of dedicated IT Architecture staff as well as experts from the services areas 
being developed. Costs for IT architecture can be metered by varying the pace of execution on 
the detailed Level 3 decompositions. 
Level 3 development is budgeted at 60% of an FTE assuming 3 specific services are being 
documented concurrently in an ongoing basis. This is optional and could be dropped all the way 
to zero at any given time depending on community need. 
IT Architecture needs to be closely interrelated with other activities as well. Ultimately, it should flow 
from the Cyberinfrastructure Master Plan and be foundational in the deployment of at-scale research 
and administrative IT deployments, and influence purchasing requirements. Most importantly, the 
Cyberinfrastructure Master Plan will encourage innovation and provide steerage and guidance to groups 
building new IT services at any scale. 
Primary metrics for the IT Architecture will be focused around completed architectural documents. A 
repository will need to be established, which will facilitate tracking of how often the material is used. 
We will also work with other areas, especially the Needs Collection and Analysis team, to determine how 
the architecture is and isn’t being used and where we need to adjust to be the most usable. 
 
