In [13] H. Stetkaer obtained the complex valued solutions of the functional equation
Introduction
Let G be a group. By the sine functional equation on G we will here understand the functional equation f (xy)f (xy −1 ) = f (x) 2 − f (y) 2 , x,y ∈ G, (1.1) where f : G → C is the unknown function. Some information, applications and numerous references concerning (1.1) and its further generalizations can be found e.g. in [1, [5] [6] [7] [8] 10, [12] [13] [14] [15] 19, 20] .
The sine functional equation (1.1) has been generalized by Stetkaer in [13] . He determined (under some assumptions on G) the solutions f : G → C of the functional equation
where z 0 ∈ Z(G) (the center of G) [13, Theorem 15.12] .
One of the main goal of this paper is to make an advance in the development of the equation (1.2) . Chapter 15 of the monograph [13] by Stetkaer has been an inspiration by its treatment of the sine functional equation on groups and its results are indispensable for the present work.
The purpose of this paper is about the two main themes:
1. First in Section 3, we extend, in our set up, Stetkaer's result about solution of the generalized sine functional equation (1.2), precisely we remove the restriction that z 0 ∈ Z(G). An illustrative example on a non-abelian group is presented.
2. In section 4, we treat a superstability of the integral functional equation
where G is a locally compact and abelian group and µ is a regular, compactly supported, complex-valued Borel measure on G. As second main result we will prove, in the case where G is a 2−divisible and abelian group, that the functional equation (1.3) is superstable in the class of functions f : G −→ C, i.e. every such function satisfying the inequalitȳ
where ε is a fixed positive real number either is bounded or satisfies the functional equation
for all x, y ∈ G. The first results of this kind have been established in [4] for the sine equation, in [2] for the exponential equation, in [3] for the cosine equation on an abelian group and in [11, 16, 17, 18] for generalized Wilson's functional equations on any group.
Notation and terminology
Let G be a group with neutral element e, C the field of complex numbers, R the field of real numbers and N the set of positive integers. The commutator between x ∈ G and y ∈ G is [x, y] = xyx
A character χ of G is a homomorphism χ : G → C * , where C * denotes the multiplicative group of non-zero complex numbers. So characters need not be unitary in the present paper. It is well known that the set of characters on G is a linearly independent subset of the vector space of all complex-valued functions on G (see [13, Corollary 3.20] ).
For any complex-valued function f on G we use the notationf (
Let δ y , y ∈ G denote the Dirac measure concentrated at y. Let C(G) denote the algebra of all continuous functions from G into C. If G is a locally compact Hausdorff group, then we let M C (G) denote the space of all regular, compactly supported, complex-valued Borel measures on G. For µ ∈ M C (G), we use the notation µ(f ) = R G f (t)dµ(t), for all f ∈ C(G).
Solution of the generalized sine equation
In this section we extend, in our set up, Stetkaer's result about solution of the functional equation
on groups [13, Theorem 15.12] .
The following lemma contains useful properties of the solutions of (3.1). 
Proof.
(a) Making the substitution y = e in (3.1) we get f 2 (xz 0 ) = f 2 (x) − c, x, y ∈ G, where c := f (e) 2 . So we can reformulate the form of Eq. (3.1) as f(xyz 0 )f (xy −1 z 0 ) = f (xz 0 ) 2 − f (yz 0 ) 2 , x,y ∈ G, which means that the function g : x 7 → f (xz 0 ) is a solution of the sine equation (1.1).
(b) By puting x = y = e in (3.1) we get that f (z 0 ) = 0. 2 The following theorem relaxes the assumption that z 0 ∈ Z(G) of [13, Theorem 15.12].
Theorem 3.2. Let G be a group such that G and [G, G] are generated by their squares and let z 0 be an arbitrarily fixed element in G. The solutions f : G → C of (3.1) are the ones of the forms:
, where χ is a character on G such that χ(z 0 ) 2 = 1 and c ∈ C\{0} is a constant.
If G is a topological group and f is continuous then the character from (i) is continuous.
Proof.
It is clear that f ≡ 0 is a solution of Eq. (3.1), so we suppose that f 6 = 0. According to the proof of [13, Proposition 15 .11] we see that f (e) = 0. Putting y = e in (3.1) we get that f(xz 0
where ϕ(x) ∈ {±1}. According to Lemma 3.1 the function x 7 → f (xz 0 ) is a solution of Eq. (1.1) then from [13, Theorem 15.3] there are only the following two cases:
There exist a character χ of G and c ∈ C\{0} such that
Using (3.2) and (3.3), we get that
In view of Lemma 3.1 (b) we have f (z 0 ) = 0 then using (3.4) we get that χ(z 0 ) =χ(z 0 ) i.e. χ(z 0 ) 2 = 1. Using (3.2), (3.3) and that ϕ 2 (x) = 1, we get that
Finally, using (3.6) and (3.4), we get
So we arrive at the solution in case (a) with the characterχ replacing χ if χ(z 0 ) = −1.
Case 2: The function g : x 7 → f (xz 0 ) is additive. Substituting x by xz 0 in (3.2) we get the equality
wich implies that
Making the substitutions x = e in (3.7) and using the fact that f (z 0 ) = 0 we get f (z 2 0 ) = 0. Then from (3.8) we obtain that
which says, by the use of (3.2), that f (x) = f (xz 0 ) for all x ∈ G. Thus f is additive. So, we are in case (b) of our statement. Conversely, it is a simple calculation to check that in the two cases listed above the given functions are solutions of the functional equation (3.1). 2 Problem 3.3. Let G be a locally compact Hausdorff group such that G and [G, G] are generated by their squares. Let µ be a regular, compactly supported, complex-valued Borel measures on G. Find the form of continuous solutions f : G → C of the sine functional equation on integral form
(a) f = c(χ −χ), where χ is a continuous character on G satisfying µ(χ) = µ(χ) = ±1, and where c ∈ C\{0} is a constant, (b) f : G → C is a non-zero continuous additive function such that µ(f ) = 0, here it is necessary that µ(G) = ±1, are solutions of (3.9). Conversely, it seems natural to conjecture that any solution of (3.9) is of one of the forms presented in (a) or (b)?
Remark 3.4. Let z 0 ∈ R * . For an application of Theorem 3.2 on an abelian group. We find in [13, Corollary 15.13 ] that the continuous solutions f : R −→ C of the functional equation
are the functions of the following form:
where c ∈ C and n ∈ Z are constants.
Example 3.5. For an application of our result on a non-abelian group.
. Let 
The continuous characters on G are parametrized by λ ∈ C as follows (see, e.g., [ In the point (ii) of Theorem 3.2 we have A γ (Z 0 ) = 0 which reduces, since a 0 6 = 1, to γ = 0 i.e. A γ = 0. So this case does not occur here.
In conclusion, by help of Theorem 3.2, we find that the continuous solutions f : G −→ C of Eq. (3.10) are the functions of the following form:
Superstability of Eq. (1.2)
For the proof of our results we will begin by pointing out a superstability result for the equation
where (G, +) is an abelian group and f, g : G → C are the unknown functions.
Proposition 4.1. ( [9] ) Let δ > 0 be given and let G be a 2-divisible, abelian group. Assume that functions f, g : G → C satisfy the inequalitȳ
and that g is unbounded. Then g satisfies the functional equation
Proof. We refer to [9, Theorem 1] for a proof. 2
The following lemma contains a useful property of the solutions f : G → C of the inequality (4.3).
Lemma 4.2. Let G be an abelian and locally compact group and let δ > 0 be given. Assume that the continuous function f : G → C satisfies the inequalitȳ
for all x, y ∈ G. Then the function x 7 → R G f (x + t)dµ(t) is unbounded if and only if f is unbounded.
Proof. Letting y = e in (4.3) we get that
which shows that the function g, defined by g(
In Proposition 1 below, we will study a superstability result of the functional equation
x, y ∈ G, (4.4) on any abelian and locally compact group (G, +). Proposition 4.3. Let G be a 2-divisible, abelian and locally compact group and let δ > 0 be given. Assume that the continuous function f : G → C satisfies the inequality (4.3) for all x, y ∈ G. Then either f is bounded or f satisfies the functional equation
for all x, y ∈ G.
Proof.
Assume that f satisfies the inequality (4.3). Define g : G → C by
Using (4.6), the inequality (4.3) becomes
Suppose that f is unbounded, Lemma 4.2 tells us that so is g. Then according to Proposition 4.1 we infer that g satisfies the equation
for all x, y ∈ G. Hence we conclude that either f is bounded or it is a solution of the integral functional equation (4.5). 2 As consequences of Proposition 4.3 one can obtain the following corollary.
Corollary 4.4. Let G be a 2-divisible abelian group, let z 0 ∈ G, and let δ > 0 be given. Assume that the function f : G → C satisfies the inequalitȳ
for all x, y ∈ G. Then either f is bounded or the function x 7 → f (x + z 0 ) satisfies the equation (4.2).
Proof. As the proof of Proposition 4.3 with µ = δ z 0 . 2 In Theorem 4.5 below, the superstability of the equation
will be investigated on any 2-divisible, abelian group. Theorem 4.5. Let G be a 2-divisible abelian group, let z 0 be an arbitrarily fixed element in G, and let δ > 0 be given. Assume that the function f : G → C satisfies the inequalitȳ
for all x, y ∈ G. Then either f is bounded or it satisfies the equation (4.7).
Let f be an unbounded function satisfying the inequality (4.8). According to Corollary 4.4, the function x 7 → f (x + z 0 ) is a solution of the functional equation (4.2), i.e. we have
then f (z 0 ) = 0. From the inequality (4.8) combined with (4.9) we get
which implies, when we put y = e, that 
where a is an unbounded additive function. Using (4.10) we get
which implies that a(z 0 ) = 0 because a is unbounded. So f (x) = a(x) and a(z 0 ) = 0. Hence we conclude, using Theorem 3.2, that f is a solution of Eq. Case 2. There exist a character χ of G and c ∈ C\{0} such that 
which means that
implying, after dividing byχ(z 0 ) and using the equality 1
Or G is 2-divisible then there exists u 0 ∈ G such that z 0 = 2u 0 . So from (4.12) we infer that
Since f is unbounded then so is the function
this shows that at least one of the characters χ orχ is unbounded (in fact, both are unbounded becauseχ(x) = χ(−x), x ∈ G). Then we can choose a sequence {y n } in G such |χ(y n )| → ∞ as n → ∞, which implies that |χ(y n )| → 0 as n → ∞. or all n ∈ N, then¯χ(y n ) 2 −χ(y n ) 2¯→ ∞ as n → ∞. Therefore we obtain that χ 2 −χ 2 is unbounded and so is the function
which, in the light of (4.13), tells us that necessarily we have χ(z 0 ) 2 = 1 and it follows, by the use of (4.11), that f (x) = cχ(z 0 )(χ(x) −χ(x)), x ∈ G.
Hence we conclude via Theorem 3.2 that f is a solution of Eq. (4.7). The proof of the theorem is completed.. 2 Let H be a real Hilbert space and let z 0 ∈ H. As consequence of Theorem 4.5, In the following corollary, we give the superstability of the functional equation
f (x + y + z 0 )f (x − y + z 0 ) = f (x) 2 − f (y) 2 , x, y ∈ H, which was studied in e.g. [10] .
Corollary 4.6. Let H be a real Hilbert space with linear inner product h·, ·i, Let z 0 ∈ H, and let δ > 0 be given. Assume that the continuous function f : H → R satisfies the inequalitȳ
for all x, y ∈ H. Then f is unbounded or f has one of the following three forms where c ∈ R and x 0 ∈ H denote constants:
f (x) = c sinhhx, x 0 i; f (x) = c sinhx, x 0 i or f (x) = chx, x 0 i, for all x ∈ H.
Proof. 
