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Abstract
We present a numerical study of electromagnetic reflection and cav-
ity modes of 1D-sub-wavelength rectangular metallic gratings exposed to
TM-polarized light. Computations are made using the modal develop-
ment. In particular we study the influence of the choice of boundary
conditions on the metallic surfaces on the determination of modes, on
specular reflectance and cavity mode amplitudes. Our full real-metal ap-
proach shows some advantages when compared to former results since it
is in better accordance with experimental results.
AMS: 30E15, 35B30, 35J05, 35Q60, 78A10
Keywords: Helmholtz, sub-wavelength optics, boundary condition, impedance
condition, asymptotics.
1 Introduction
The discovery of Surface Enhanced Raman Scattering has reinforced the interest
in the study of the optical properties of rough metallic surfaces, in particular
the understanding of near-field features.
We consider the reflection of an electromagnetic wave on the grating de-
scribed on Figure 1. This grating is supposed to be infinite in the z-direction
and periodic in the x-direction, with period d. The grating consists of grooves
of width w and depth h. The width w (and in practice the period d, see [2] and
physical parameters, Section 2.4) is supposed to be smaller than the wavelength.
The dimensions of this grating give rise to two effects when exposed to TM-
polarized light. First, since its period is of the order of the optical wavelength,
experiments show extinctions of the specular reflectivity at specific incident an-
gles. These extinctions stem from the transfer of energy to surface plasmons,
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Figure 1: Reflecting grating in TM-polarization
which are very intense and propagate along the surface. Besides the studied
gratings have also a depth of the order of the wavelength and this yields reso-
nances inside the cavity.
Given a monochromatic incident wave with a wave vector of modulus k0, we
want to compute the reflected modes in the domain (I) and the cavity modes in
the cavities (II), such that the resulting magnetic field H = Hzez is solution to
the Helmholtz equation
∆x,yHz(x, y) + k
2
0Hz(x, y) = 0. (1)
We apply here the modal development method [6], which consists in writing
the field in (I) and (II) as a sum of modes and using continuity properties to link
both expansions. This method has the advantage to lead to very simple and
efficient computations. Other more elaborate methods have also been success-
fully applied to diffraction gratings, such as integral methods, coupling of finite
elements and Rayleigh expansion,. . . (see e.g. [1]). This computation requires
a choice for the treatment of the surface which is covered with gold.
Modal computations can be easily made treating all the gold surfaces with
a perfectly conducting boundary condition (perfect metal). In [2], walls (ver-
tical surfaces) are treated with such a condition and horizontal surfaces with
a surface impedance condition (real metal). Our aim here is to compare these
computations with full real-metal ones and to analyze the impact of the surface
condition choice on the computed mode coefficients.
In Section 2 we describe the modal development and the different boundary
conditions addressed. We give the general outline of the modal method and
the physical parameters used for the simulations which reproduce experiments.
In Section 3, we explain how to find the cavity modes, perform an asymptotic
expansion of the nth modal wave number in terms of n and of the surface
impedance, and study cavity mode energies. We also show that these modes
span the functional space of interest, which justifies a posteriori the use of
the modal method, even for real-metal surface conditions. In Section 4, we
give hints on how to tune numerical parameters to obtain qualitatively good
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results compared to specular reflectance experimental measures. On the way,
we compare [2]-type computations and the full real-metal case and end up with
cavity mode results.
2 Problem setting
2.1 Reflected and cavity modes
Given an incident wave Hiz = e
ik0(sin θx−cos θy) with a wave vector of modulus k0
and an angle θ with respect to the vertical direction (see Figure 1), the reflected
waves in domain (I) are only those which stem from constructive interferences
and are given by a Rayleigh expansion
HIz (x, y) = e
ik0(γ0x−β0y) +
∑
m∈Z
Rme
ik0(γmx+βmy), (2)
where γm = sin θ + 2pim/k0d and β
2
m + γ
2
m = 1 (βm is chosen to have a non-
negative imaginary part). In particular, HIz is d-quasi-periodic: H
I
z (x+ d, y) =
eik0γ0dHIz (x, y). Only a finite number of these waves, corresponding to a real
βm, are propagative. One of our goals is to determine the reflection coefficients
Rm, m ∈ Z. The second goal is to determine the cavity modes. We seek them in
the Sheng [6] mode decomposition, i.e. HIIz (x, y) is written as a superposition
of waves of the type
(Aeik0µx +Be−ik0µx)(Ceik0νy +De−ik0νy), (3)
where µ and ν are solution to µ2 + ν2 = 1.
2.2 Boundary conditions
Impedance conditions are used to model the interface between a dielectric
medium and a metal. Indeed we do not want to model the electromagnetic
wave which penetrates in the metal within the skin depth, but replace it by the
condition
∂nHz + ik0ZHz = 0, (4)
where n is the exterior normal of the metallic surface and Z =
√
ε1/εm (for the
usual determination of the square root) is the relative surface impedance, com-
puted from the relative dielectric constants ε1 and εm of the dielectric medium
and the metal respectively. Here the dielectric medium is air and we denote
Z = ξ = 1/
√
εm. For a real metal the dielectric constant is complex and con-
sists of a large negative real part and a smaller imaginary part. Numerical
values of ξ stemming from [5] are given on Table 1. Considering a perfect metal
interface consists in letting εm → −∞, which yields ξ = 0 and a Neumann
boundary condition ∂nHz = 0.
We compare the following assumptions on the metallic surfaces (see also
Figure 2):
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(P) case: perfect metal (Neumann condition) everywhere;
(M0) case: perfect metal on walls and real metal on horizontal surfaces ne-
glecting ℑ(εm);
(M) case: same as (M0) but taking into account ℑ(εm) (mixed case of [2]);
(R0) case: real metal (impedance condition) everywhere neglecting ℑ(εm);
(R) case: same as (R0) but taking into account ℑ(εm).
(P) (M0) (M) (R0) (R)
Figure 2: Different assumptions on the metallic surface: perfect metal (plain
line), real metal neglecting ℑ(εm) (dashed line), real metal (dotted line).
2.3 Methodology
We follow the computations in [2] which consist in three steps:
step 1. take into account the boundary condition (4) on the vertical walls.
This defines a relation between A and B in (3), and discrete values for µ
which we denote by µn, n ∈ N. The corresponding values νn of ν follow
immediately.
step 2. take into account the boundary condition (4) on the bottom of the
cavity. This defines a relation between C and D in (3).
step 3. write a linear combination of the cavity modes corresponding to the
contributions for the different values of n and take into account the con-
ditions on the surface y = 0 (for x ∈ [−d/2, d/2]) using also (2). The
impedance condition yields each reflection coefficient Rm, m ∈ Z in terms
of the amplitudes An, n ∈ N, of each cavity mode. The continuity of the
fields above the cavity (for x ∈ [−w/2, w/2]) yields cavity mode ampli-
tudes in terms of the reflection coefficients. It leads to a linear system
relating the cavity mode amplitudes, which we can solve, and from which
we can deduce the values of the reflection coefficients.
2.4 Physical parameters
In the numerical experiments, we use exactly the same parameters as in [2],
namely a cavity width of w = 0.75 µm, a periodicity of d = 1.75 µm and
a cavity height of h = 1.11 µm. The incident wave angle is θ = 7.5◦ and
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the wavenumber varies between 400 and 7400 cm−1. To compute k0 in S.I.
units, we have to multiply these values by 200pi, and therefore k0 ranges from
0.25 106 to 4.6 106 rad.m−1. The monomode mixed case corresponds to sub-
half-wavelength cavities: k0 < pi/w = 4.2 10
6 rad.m−1 = 6666 cm−1. We refer
to [5] for values of εm for gold in this frequency range.
3 Determining cavity modes
The profile of the cavity modes is given by the first two steps given in Section
2.3. We first determine the x-dependance of the cavity modes (3), i.e. the values
of µ such that the functions u(x) = Aeik0µx +Be−ik0µx are solution to

u′′(x) + k20µ
2u(x) = 0,
u′(−w/2) + ik0ξu(−w/2) = 0,
u′(w/2)− ik0ξu(−w/2) = 0.
In the (P), (M0), and (M) cases, the wall boundary condition is a perfect
metal condition, therefore ξ = 0, and this problem is self-adjoint, leading to
equally spaced horizontal modes: µn = npi/k0w for n ∈ N, and the simple rela-
tion B = (−1)nA.
In the (R0) and (R) cases, the above eigenvalue problem case can be seen
as a perturbation of the self-adjoint case ξ = 0. We once more have B = σnA,
where σn = ±1, but the values of µn are not explicit any more but only solution
to a transcendental equation
exp(iµnk0w) = σn
µn + ξ
µn − ξ . (5)
For all n ∈ N, we define the cavity mode
ψn(x) =
1
2
(−i)n (eiµnk0x + σne−iµnk0x) . (6)
3.1 Numerical determination of modes
In the (R0) case, εm is real and ξ is therefore purely imaginary. The correspond-
ing values of µn are real and the equation can be solved in the real domain. This
can be easily done with a good precision by using e.g. dichotomy and a very
fine step. These first numerical results show that µn is very close to npi/k0w for
n ∈ N∗.
If now ℑ(εm) is taken into account (as in the (R) case), ξ˜ ≡ k0wξ ≡ ζ + iη
and µn is no more real: the numerical determination in the complex domain is a
bit more delicate. It involves some determinant which has to be positive to find
a relevant solution and it happens to be positive only around npi/k0w, n ∈ N.
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We therefore look for a solution of (5) in the form µn = (npi + αn)/k0w,
where αn is small. It is then clear that σn = (−1)n and αn is solution to the
”simpler” equation
(npi + αn) tan
(αn
2
)
= −iξ˜. (7)
3.2 Asymptotic determination of modes
For n ∈ N∗ and ξ˜ in some bounded set of the complex plane (which is valid for
our application), we write an expansion of αn in terms of ξ˜/n and find that
αn =− 2i
pi
ξ˜
n
+
4
npi3
ξ˜2
n2
+
(
16i
n2pi5
− 2i
3pi3
)
ξ˜3
n3
−
(
80
n3pi7
− 16
3npi5
)
ξ˜4
n4
−
(
448i
n4pi9
− 40i
n2pi7
+
2i
5pi5
)
ξ˜5
n5
+ o
(
ξ˜5
n5
)
.
We have to go relatively far in the expansion since ξ˜ is not very small as shows
Table 1.
k0 1000 2000 3000 4000 5000 6000 7000
ζ 0.0018 0.0038 0.0064 0.0094 0.0126 0.0159 0.0194
η -0.0083 -0.0297 -0.0668 -0.1191 -0.1864 -0.2663 -0.3613
Table 1: Value of ℜ(ξ˜) and ℑ(ξ˜) with respect to the wave number k0 (in cm−1),
derived from values of εm [5].
The dependance of modes n = 1 and n = 2 of the (R) case with respect to
the wavenumber is shown on Figure 3.
Figure 3: Values of ℜ(µn − npi/k0w) (a) and ℑ(µn − npi/k0w) (b) with respect
to the wave number for modes n = 1 and 2.
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3.3 Looking for a ”fundamental” mode
In the previous expansions we have not treated the case n = 0. We are guided
by the simple computation
α0 tan
(α0
2
)
= −iξ˜ ⇒ iα20 ≃ 2ξ˜.
This is clearly impossible in the (R0) case, where this is equivalent to α
2
0 ≃ 2η,
where η < 0 (see Table 1) and α0 should be real. On the contrary, it is possible
to solve this in the complex domain in the (R) case, it is natural to seek an
expansion of the first mode α0 in terms of χ =
√
ξ˜, yielding only odd terms:
α0 = (1− i)
(
χ+
i
12
χ3 − 11
1440
χ5 − 17i
40320
χ7 − 281
9676800
χ9
)
+ o(χ10).
The dependance of this first mode with respect to the wavenumber in the
(R) case is shown on Figure 4.
Figure 4: Values of ℜ(µ0) and ℑ(µ0) with respect to the wave number.
The fundamental mode plotted on Figure 4 shows an almost constant imag-
inary part and a larger real part for low wavenumbers. This behavior is quite
different from the higher order modes (the first two being displayed on Figure 3)
where |αn| increases with |ξ˜|. If we had plotted µn − npi/k0w in the (R0) case,
the picture would have been very close to the real parts displayed on Figure 3(a).
This behavior of the fundamental mode clearly does not ”pass to the limit” as
the permittivity becomes real, and this is another evidence of the absence of a
small mode in the (R0) case. The (R0) case, which could be considered as more
precise as the (M0) is in fact not at all suitable for modal computations (see
also the first numerical test cases in Section 4.2.1).
3.4 Completeness of the cavity modes
We now want to show that we can use the above defined modes as a basis of
functions in the cavity. Completeness of the eigenfunctions follows from the
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same argument as in the similar context of [3]. We indeed follow the result of
[4]:
Theorem 1 ([4], theorem V.2.20). Let {φj} be a complete orthonormal family in
a separable Hilbert space H and let {ψj} be a sequence such that r2 =
∑∞
j=1 ‖ψj−
φj‖2 <∞. Then {ψj} is a basis of H if
∑∞
j=1 ηjψj = 0 implies that ηj = 0 for
all j.
Proposition 1. The cavity modes {ψn, n ∈ N} form a basis of L2(−w/2, w/2).
Proof. We denote ψˇn(x) = cos(npi(x+w/2)/w), n ∈ N, the functions ψn defined
by Equation (6) in the cases (P), (M0) or (M) where µn = npi/k0w. To prove
Proposition 1 we renormalize our functions ψn and ψˇn, to ρnψn and ρˇnψˇn.
Taking ρˇ0 = 1 and ρˇn =
√
2 for n > 0, it is a classical result that ρˇnψˇn is an
orthonormal basis of L2(−w/2, w/2). For each n > 0, we want to find ρn such
that dn = ‖ρnψn − ρˇnψˇn‖ is minimal. We first compute
d2n = |ρn|2In − 2ρˇnℜ(ρnJn) + 1,
where
In =
1
w
∫ w/2
−w/2
ψn(x)ψ¯n(x)dx and Jn =
1
w
∫ w/2
−w/2
ψn(x)ψˇn(x)dx.
The minimum value of d2n , clearly obtained when ρn = ρˇnJ¯n/In, is
d2n,min = 1− 2
|Jn|2
In
.
An explicit computation leads to
In =
1
2
(
eℑ(αn) − e−ℑ(αn)
2ℑ(αn) +
eiℜ(αn) − e−iℜ(αn)
2i(npi + ℜ(αn))
)
,
Jn =
(npi + αn) sin(αn/2)
αn(npi + αn/2)
.
Using the previously obtained expansion of αn
In =
1
2
+
ζ2
3pi2n2
+
η
pi2n2
+ o
(
1
n2
)
and Jn =
1
2
+
η
2pi2n2
− i ζ
2pi2n2
+ o
(
1
n2
)
,
and finally
d2n,min =
2ζ2
3pi2n2
+ o
(
1
n2
)
.
We therefore have
∑
n d
2
n,min <∞.
Now if we compute explicitely
Tnn′ =
1
w
∫ w/2
−w/2
ψn(x)ψn′(x)dx,
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the fact that µn and µn′ both are solution to (7) leads to Tnn′ = 0 if n 6= n′.
We simply denote Tn ≡ Tnn in the sequel. Therefore
∑∞
n=0 ηnψn = 0 leads to
ηn = 0 for all n and, following Theorem 1, {ρnψn} (and of course also {ψn}) is
a basis of L2(−w/2, w/2).
3.5 Cavity mode profile
The computations of the second step are the same in all cases, and lead for each
n to the nth cavity mode profile:
Cn(x, y) = 1
2
(−i)n(eiµnk0x + σne−iµnk0x)e−iνnk0h(eiνnk0(y+h) + rne−iνnk0(y+h)),
where rn = (νn + ξ)/(νn − ξ). The (P), (M0), and (M) cases can also be cast
like this with the specific values µn = npi/k0w. The field in the cavity consists
of a superposition of these modes:
HIIz (x, y) =
∑
n∈N
AnCn(x, y).
The determination of the square root νn =
√
1− µ2n is of great importance.
Indeed, if we choose the usual determination, where ℑ(νn) ≥ 0, then C(x, y) is
huge if evanescent modes are taken into account. This is shown on Figure 5,
where the logarithm of the energies En of the first cavity modes is given:
En =
∫ w/2
x=−w/2
∫ 0
y=−h
|Cn(x, y)|2dxdy.
Figure 5: log10(En) for ℑ(νn) ≥ 0 and for n = 0, 1, 2 in the (M) case (a), and
the (R) case (b).
The role of the presence of the evanescent modes is clear: in the (M) case,
above k0 = 6666 cm
−1, the theoretical limit of the monomode case (as computed
in Section 2.4), where only the first mode is non-evanescent, C1 has a moderate
size (Figure 5(a)). In the (R) case, the notion of an evanescent mode is slightly
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different since µn has always a real and an imaginary part. We see on Figure
5(b) that the upper limit of the (R)-monomode case is k0 ≃ 6250 cm−1.
Having such different magnitudes (contrast of about 15 decades) in the de-
scription of the total wave HIIz will lead to a very poor conditioning of the linear
system we shall eventually invert (see Section 4.1).
If we make the opposite choice and have ℑ(νn) ≤ 0, the magnitude of En is
always relatively moderate, as shown on Figure 6.
Figure 6: log10(En) for ℑ(νn) ≤ 0 and for n = 0, 1, 2 in the (M) case (a), and
the (R) case (b).
Now the difference of magnitude of the different modes at a given frequency
is of the order of 100, which is quite acceptable. Choosing the sign of ℑ(νn) is
only choosing a way to normalize the cavity modes.
3.6 Towards an infinite dimensional system
The impedance condition (the quantity (∂y + ik0ξ)H
I
z (x, 0) is vanishing on
(−d/2,−w/2) ∪ (w/2, d/2)) and the continuity of the fields are projected in
the L2x sense in two ways:
• firstly in L2(−d/2, d/2) on functions φm(x) = eik0γmx, filtering this oscil-
lation in HIz (x, 0) to recover the reflection coefficient Rm;
• secondly in L2(−w/2, w/2) on functions ψn(x) = (−i)n(eiµnk0x+σne−iµnk0x)/2,
yielding the cavity mode coefficients An.
We therefore compute
1
d
∫ d/2
−d/2
(
∂yH
I
z (x, 0
+) + ik0ξH
I
z (x, 0
+)
)
φ¯m(x) dx
=
1
d
∫ w/2
−w/2
(
∂yH
II
z (x, 0
−) + ik0ξH
II
z (x, 0
−)
)
φ¯m(x) dx
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which yields the reflection mode amplitudes in terms of the cavity mode ampli-
tudes:
Rm =
β0 − ξ
β0 + ξ
δm0 +
Γ
βm + ξ
∑
n∈N
AnσnSmn(νn + ξ)[1− e−2iνnk0h], (8)
where Γ = w/d is the aspect ratio, δm0 is the Kronecker delta, and
Smn =
1
w
∫ w/2
−w/2
ψn(x)φ¯m(x) dx.
We also project the continuity condition above the cavity HI(x, 0) = HII(x, 0)
for −w/2 ≤ x ≤ w/2 onto the functions ψn(x)
1
w
∫ w/2
−w/2
HIz (x, 0
+)ψn(x) dx =
1
w
∫ w/2
−w/2
HIIz (x, 0
−)ψn(x) dx
which yields the cavity mode amplitudes in terms of the reflection mode ampli-
tudes:
An =
1
Tn(1 + rne−2iνnk0h)
∑
m∈Z
Smn(δm0 +Rm), (9)
where
Tn =
1
w
∫ w/2
−w/2
ψ2n(x)dx =
1
2
(σn sinc(µnk0w) + 1) ,
with as usual sinc(z) = sin(z)/z, for all z ∈ C. We can plug (8) in (9) and find
an infinite dimensional linear system MA = S.
4 Numerical experiments and mode amplitudes
To solve the linear system numerically an assumption has to be made on the
number of relevant modes, which leads to a finite dimensional system. Restrict-
ing the number of modes destroys the continuity at the interface between the
two regions (I) and (II). Let N be the number of cavity modes and M the num-
ber of reflected modes kept for the computations. One possible way to choose
these values is to keep only propagative waves, i.e. reflected waves for which βm
is real (and cavity waves for which νn is real in the mixed case).
4.1 Conditioning
The conditioning of matrix M is an important issue, except in the monomode
case (N = 1) where M is a scalar. We have foreseen in Section 3.5 that taking
ℑ(νn) ≤ 0 certainly leads to better conditioned systems. This is indeed the case
as shown on Figure 7 where we show the conditioning of matrixM for the (M)
case (the (R) case would be similar but slightly less critical) for both ℑ(νn) ≥ 0
and ℑ(νn) ≤ 0 with M = 5 and N = 1, 2 and 3.
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Figure 7: Impact of the sign of ℑ(νn) and the number of cavity modes kept in
the computations on the condition number in the (M) case: (a) ℑ(νn) ≥ 0; (b)
ℑ(νn) ≤ 0.
We see that the conditioning of M is not sensitive to N if ℑ(νn) ≤ 0. We
do not show the plots here, but the conditioning is also not sensitive to M . A
plot with M = 41 would be very similar.
We stress the fact that the solutions are not affected by the very poor con-
ditioning because the entries of S also show magnitude differences if ℑ(νn) ≥ 0.
It seems however better to use ℑ(νn) ≤ 0 and a well-conditioned system.
Another way to have a reasonable conditioning is to take advantage of the
fact that reflected modes and cavity modes play a symmetric role. If we replace
the system in the variable A (MA = S) by a system M˜R = S˜, the conditioning
is very similar to that displayed on Figure 7(b).
Let U = {m ∈ Z, βm ∈ R}. With our physical values U = {0} up to
k0 = 5054 cm
−1, then U = {−1, 0} up to k0 = 6572 cm−1 and U = {−1, 0, 1}
above. Peaks on Figure 7 seem to occur at these values.
4.2 Validation by reflectance experiments
To validate our approach, we try to reproduce experiments with the physical
parameters given in Section 2.4. It is possible to measure the propagative re-
flected waves and therefore we can define the specular reflectance |R0|2 and the
total reflectance
∑
U |Rm|2βm/β0.
4.2.1 Monomode experiments
For narrow cavities (w < pi/k0) it is admitted that only a single mode can be
kept in the cavity. We then have
A0
(
T0(1 + r0e
−2iν0k0h)− Γ(1 + ξ)(1− e−2iν0k0h)
∑
m∈Z
s2m
βm + ξ
)
=
2β0s0
β0 + ξ
,
(10)
12
where
sm ≡ Sm0 = 1
2
sinc((µ0 + γm)k0w/2) +
1
2
sinc((µ0 − γm)k0w/2),
T0 =
1
2
(sinc(µ0k0w) + 1).
Equation (10) is simpler in the mixed case where µ0 = 0 and ν0 = 1, and
therefore sm = sinc(γmk0w/2) and T0 = 1.
Figure 8 reproduces figure 3 in [2]. In this reference the (M) monomode case
is used and compared to experimental results. On figure 8(a) we add the curves
concerning the (M0) and (P) cases. On figure 8(b) we compare with our (R0)
and (R) computations.
Figure 8: (a) Specular reflectance for the (P), (M0) and (M) cases, comparison
with experimental results [2]; (b) Specular reflectance for the real (R0) and (R)
cases compared to the (M) case and experimental results.
We see on these plots that the perfect and mixed cases behave relatively
similarly, at least for large wavenumbers. The (P) and (M0) cases totally miss
the first dip close to 2000 cm−1. As predicted in [2], considering real metal-
lic surfaces on the walls ((R) case) allows to better catch this feature. The
(R) computations also give a better location of the decreasing part around
5000 cm−1. The lack of fundamental mode totally disqualifies the (M0) case for
which the incident wave is totally reflected in the specular direction, whatever
the wavenumber.
For the next tests we will now only compare the (M) and (R) cases, i.e. only
compare the impact of the choice of the boundary condition for a real metal
(with a complex permittivity).
4.2.2 Influence of the number of reflected waves
The computations displayed on Figure 8 have been performed with one cavity
mode (n = 0) and 41 reflected waves m = −20, . . . , 20. We may ask about the
incidence of this choice.
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First let us investigate the case of reflected waves. We remain in the monomo-
de case but make different choices for the number of reflected waves M . Figure
9 shows the specular reflectance in the (M) and (R) cases with M = 5 i.e.
m = −2, . . . , 2 (which yield very close results to the M = 41 case used on
Figure 8), M = 1 i.e. m = 0 (only the specular reflected wave) and m ∈ U .
Figure 9: Impact of the number of reflected waves kept in the computations on
the specular reflectance in the (M) case (a), and the (R) case (b). For each case,
we used 5 reflected waves (m = −2, . . . , 2), the specular reflected wave (m = 0)
or all the propagative reflected waves (m ∈ U).
The comparison of the (M) and (R) cases leads to the same conclusion as
in the monomode test case. They both behave in the same way regarding the
impact of the choice of the number of reflected wave. Keeping only the exact
number of propagative waves does not seem enough to describe completely the
phenomena, let alone keeping only the specular wave. This huge impact can
be clearly seen by considering the discontinuity at k0 = 6572 cm
−1 when using
m ∈ U , i.e. when changing the number of reflected waves at this wavenumber.
4.2.3 Influence of the number of cavity modes
Now we investigate the impact of the number of cavity modes. Figure 10 shows
the specular reflectance in the (M) and (R) cases with N = 1, 2 and 3 modes.
Recall that the monomode assumption is a priori valid up to k0 = 6666 cm
−1.
Considering the previous test case we have taken M = 5 here.
In the (M) case, apart from already mentioned features, we notice that the
approximation is much better by taking N = 2 or 3 in the 5000–6000 cm−1
range. The rest of the results are not so much affected by the number of cavity
modes kept in the computation.
In the (R) case, we can note a dissociation between the dip below 5000 cm−1
and the decrease between 5000 and 6000 cm−1. When the monomode assump-
tion is not valid anymore, the (R) case outperforms the (M) case if relevant
cavity modes are kept.
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Figure 10: Impact of the number of cavity modes kept in the computations on
the specular reflectance in the (M) case (a), and the (R) case (b). For each case,
we used 1 mode (n = 0), 2 modes (n = 0, 1) and 3 modes (n = 0, 1, 2).
4.3 Amplitude of cavity modes
Contrarily to reflected modes, it is impossible to measure the cavity modes
without changing them. We therefore lack experimental data to compare the
numerical results with. We can only hope that computations which yield fair
results regarding reflected waves will also yield a correct estimation of the am-
plitude of cavity modes. We only investigate modes n = 0, 1 and 2. Comparing
the values of An for the different methods would be pointless because it is mul-
tiplied by functions which can differ greatly in magnitude. To be able to show
the dependance with respect to the wavenumber we plot the renormalized cavity
mode amplitude an = An
√En.
Figure 11 shows a0 in the (M) and the (R) cases for different values of N .
Figure 11: Amplitude of the first renormalized cavity mode A0 in the (M) case
(a), and the (R) case (b) when computing N = 1, 2 or 3 cavity modes.
The overall aspect is roughly always the same. When computing 1 mode,
the (M) and (R) cases yield dips and bumps at about the same wavenumbers.
The impact of taking 2 or 3 cavity modes is low. The peak around 5000 cm−1
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is very slightly shifted to the right. A difference between the (M) and (R) cases
is that the dip around 6500 cm−1 disappears in the (R) case. This certainly is
connected with the same difference in the curves at those frequencies pointed out
on Figure 10. Since the (R) case was then closer to the experimental reflectance
results, we can expect that the cavity modes displayed on figure 11(b) for 2 and
3 cavity modes are closer to reality.
Now let us investigate the next two modes. We plot on Figure 12 only the
results for N = 3 preferring to compare the (M) and the (R) cases.
Figure 12: Amplitude of the (a) second a1 and (b) third a2 renormalized cavity
modes in the (M) and (R) cases.
As could be predicted from Figure 5, the phenomena occur for smaller
wavenumbers in the (R) case than in the (M) case. They appear even sooner
as Figure 5 would induce, which means that we should take into account the
first evanescent modes even in the range where the monomode assumption is
supposed to be valid. We see that the second cavity mode can be predominant
over the fundamental mode for some wavenumber. This means that we can
”switch on” almost pure second cavity modes for precise experimental settings.
5 Conclusion
We have investigated the role of the choice of boundary conditions on the de-
scription of reflected and cavity modes in sub-wavelength gratings. As one could
expect we have shown that a better agreement with experiments can be achieved
by considering real-metal conditions on all boundaries. Using asymptotic ex-
pansions, we have found a mean to produce numerical simulations in this full
metal case which are not much more intricate that the mixed case previously
used in the literature. On the way we have studied the role of the numerical pa-
rameters used to solve the theoretical infinite dimensional systems, the need to
keep a certain number of evanescent modes, and a way to perform computations
without being perturbed by conditioning issues.
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