where that branch of the function is chosen for which £'(0) = 1. In this paper we shall obtain sufficient conditions on p(z), of a fairly general nature, so that F(z) is schlicht in \z\ <1 (F(z) takes on no value more than once in the unit circle). It will be observed immediately that every analytic function/(z) (1.7) zp(z) = m is regular for \z\ <1. In this case, ¿>o = 0 and a=l. It follows then, for the special instance a = l, that our sufficiency conditions on p(z) can be rephrased in terms of f(z) and f"(z) to give many new tests for an arbitrary analytic function/(z) for which/(0) =0,/'(0) = 1, to be schlicht in \z\ <l.
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License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use A related problem was recently solved by Nehari [5] , who showed that in the special case po = pi = 0, a = 1, no solution of (1.2) can take on the value zero more than once in \z\ < 1, provided either (i) \p ( In either of these two cases the ratio of two independent solutions of (1.2) is schlicht in \z\ <1. The conditions (i) and (ii) may be replaced by /23X-2x2(1-x>(l -|z[2)-\ for0<X<l, íto =1 ii 11 l22"x(l -| z |2)-\ for 1 ^ X ^ 2, a refinement of Nehari's result due to Pokornyi [6] . A condition analogous to (ii) applied to analytic functions in a convex domain was obtained recently by Ryll-Nardzewski [8] . The problem at hand now, however, is to find sufficient conditions on p(z) so that certain individual solutions can take on no value more than once in \z\ <1 (even when pi is different from zero). The "Green's Transform" of (1.2), used so successfully by Nehari [5] and of fundamental importance in the earlier papers of Hille [l ; 2; 4] on the existence of zero-free regions for solutions of (1.2), also plays an important role in this investigation.
Our aim is to derive a fairly general "parent" theorem, involving a somewhat arbitrary function p*(z), whose "offspring" will be theorems corresponding to each selected function p*(z). Each such p*(z) will have associated with it a universal constant A =A(p*) (often times a root of a transcendental equation) which will give a sharp character to the corresponding theorem. By varying p*(z) innumerable tests for the univalency of F(z) of (1.5) may be obtained. A few of these examples will be explored in §7 of this paper. Because of the length of a satisfactory and complete statement of the main theorem, we postpone this until the proof is at hand in §6.
2. Preliminary definitions. Let (2.1) f(z) = z + piz2 + ■ ■ ■ + pnz" + ■■■ he regular for \z\ <1. We denote by 5 the class of functions/(z), /(0)=0, /'(0) = 1, given by (2.1), which are schlicht, or univalent, in \z\ <l. Let S(y) he the subclass of 5 whose members/(z) satisfy, for some real constant y (\y\ =x/2) and \z\ <l, the inequality (2.2) 9c J«iT_iJ_l ^ 0.
I f(z) /
It was shown by Spacek [9] that the inequality (2.2) is a sufficient condition (when /'(O) ^0) for f(z) of (2.1) to be schlicht in \z\ <1. In general, a member of S(y) maps \z\ <1 onto a spiral-like domain. We shall call /(z) "spirallike" if it is a member of 5(7).
The subclass 5(0) of S(y), corresponding to 7 = 0, contains only those members of 5 which are star-like with respect to the origin. Each member /(z) of 5(0) maps \z\ <l onto a star-domain, one which has the property that every ray from the origin contains an open segment, from the origin to a boundary point, which lies entirely within the domain. We shall call f(z) "star-like" if it is a member of 5(0). Every star-like function is also spirallike since 5(0) G 5(7).
We shall denote by K the subclass of 5(0) whose members/(z) map | z\ < 1 onto a convex domain, one which has the property that, if Wi and 1F2 are points within the domain, the line segment joining Wi and PF2 lies entirely within the domain. It is well known that/(z), with /(0) =0 and /'(0) = 1, is convex in \z\ <1 if, and only if, zf'(z) is star-like in \z\ <1. Since (2.2), with 7 = 0, is both necessary and sufficient for/(z) to be star-like in \z\ <1, it follows (as is well known) that the necessary and sufficient condition that /(z) (with again/(0) =0,/'(0) = 1) be convex in \z\ <1 is that
Another important subclass of 5, to be denoted by K*, is the class whose members f(z) are real on the real axis and each f(z) maps \z\ <l onto a domain which is convex in the direction of the imaginary axis. This means that if Wi is any point within the domain, then the line segment joining Wi and its conjugate point PFi lies entirely within the domain. It is known that the necessary and sufficient condition for f(z) to belong to K* is that zf'(z) = g(z) be typically-real for \z\ <1. Following Rogosinski [7] we say g(z) (g(0) = 0, g'(0) = l) is typically-real for \z\ <1 if g(z) is regular in \z\ <1, is real on the real axis, and if the imaginary part of g(z) vanishes for \z\ <1 only when z is real. We shall speak of f(z) as being "convex in the direction of the imaginary axis" if it is a member of K*.
Let f(z) he a member of 5, and let Cf(z) (C any constant not zero) map \z\ <l onto a simply-connected domain D. Let h(z) be regular in \z\ <l,and &(0)=0. We shall say that h(z) is "subordinate"
to Cf(z) in \z\ <l,and write h(z) < < Cf(z) 
Let the path of integration in (3.3) be the straight line segment, 6 = constant, joining the origin to the point z = rew, r<l. Now multiply (3.3) by zeiy and equate the real part of the resulting equation to zero. We then have
where 9tF(z) denotes the real part of F(z). The Green's transform, written in the form (3.4), will be of fundamental importance in the paragraphs to follow.
4. A fundamental inequality of integrals. Let For O^C^Co, a*>6>0, it is readily seen that the coefficients a"*(C) determined by (4.6) satisfy
2e Thus (4.13) | a*(C) | < AniCo) for # ê 1, 0 g C £ C0, a* > e.
Since the series Z"-o An(CQ)zn converges uniformly in z for \z\ <R<1, it follows that the series Zn=o a^(C)zn converges uniformly in the three vari-ables C, a*, and z for 0:SC5íCo, a*>e>0, and \z\ <R<1. A similar Statement holds for the derived series Zn-o (n+a*)a*(c)zn ii a* is bounded above. Since the coefficients a*(C) are continuous functions of C and a* and the series Zm=o a*(C)z" converges uniformly in C, a*, and z, it follows that Wc(z) and its derivatives with respect to z are continuous functions of C, a*, and z for C^O, a*>0, \z\ <1. Similar arguments apply to W(z) if 2ca>0 in (1.4).
Now that we are dealing with a function Wc(z) continuous in C, and because, for «Sil, an*(0)=0, a0*(0) = l, it is easily seen that (4.14) lim Wc(z) = IFo(z) = z"', uniformly for \z\ ^R for any positive R<1, and W0(z) is the solution of (4.2) when C = 0. By z" we shall mean exp (alogz), the principal branch of log z being chosen.
Although Wc(z) is in general not single-valued in the neighborhood of the origin, the logarithmic derivative W¿(z)/Wc(z) is single-valued and has a simple pole at the origin. Since the coefficients are all real and a*(C) = 1, a* >0 in (4.5), it is seen that for each C^O we have
and for the same range at least we also have (4.16) Wc(p) = f Wc'(P)dp > 0.
where for C fixed, r is the smallest positive zero of Wc (p) (as a function of p) or one, whichever is smaller. By taking C sufficiently small we may obviously have r as near to one as we like. We shall see later that, under certain restrictions (not very severe) on p*(z), by taking C=C(R) sufficiently large we can make W¿iR) vanish for any given R<1.
We are now ready to prove the following inequality of integrals which is of fundamental importance in the proof of our main theorem. We state the inequality as a lemma.
Lemma. Let yip), dyip)/dp=y'ip) be real functions, continuous in the real variable p for 0 <p < 1. For small values of p let
where Wc(z) is the solution (4.5) of (4.2), and where C(^0) is chosen small enough so that (4.17) holds. Equality in (4.18) holds if, and only if, y(p)
-hWc(p), a*>l/2, where k is an arbitrary real constant.
The conditions y(p)=0(ps), y'(p)=0(ps~1), ô> 1/2 guarantee the existence of the integrals involved. The lemma is proved with the use of the following identity and partial integration.
We (r) Weir) dp -r' [C(p2p*(P)-po*) + pi)y2(p) Jo P*
Since the left-hand side of the identity (4.19) is non-negative, and zero only if y(p)=kWc(p), the inequality (4.18) follows. When equality exists in (4.18)
it is necessary that a*>l/2, p0*<l/4. However, the inequality holds for a*^ 1/2 if ô> 1/2. This completes the proof of the lemma. 5. Some new universal constants. Let z2p(z) be regular in \z\ <1 and be given as in (1.1). Let
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use be the solution (1.4) of the differential equation (1.2) associated with a given p(z). We have a (1-1) correspondence between the function p(z) of (1.1) and the solution W(z) of (1.4). Similarly, we have a (1-1) correspondence between the function p*(z) of (4.1) and the associated solution Wc(z) in (4.5) of the differential equation (4.2).
We shall now restrict p(z) by making it satisfy an inequality involving p*(z) (p*(z) regarded as a given fixed function). Then we shall deduce an inequality involving the associated functions IF(z) and Wc(z). Let C^O, 7 (\y\ ^x/2) be assigned constants. Let p(z) be restricted so
for \z\ <1, and let 2ta>l/2. Let C he chosen small enough so that (4.17) holds. Taking z = 0, we note that (5.2) implies in particular that
^(e'ypo) ^ po* cos 7 ^ (1/4) cos y.
We prove now the following preliminary theorem, comparing the solutions W(z) and Wc(z). Because the minimum of a harmonic function does not occur at an interior point of a domain, it follows that rWc(r)/Wc(r) is a nonincreasing positive function of r for 0^r^R<l.
We shall see a little later that this function for C= C(R) decreases from a* to zero as r increases from 0 to R < 1.
We have seen that for a given R < 1 there exists a range for C, 0 g CjS C(R), for which (5.10) Wc'(r) > 0 in 0 <r < R.
We shall now show that (5.10) cannot hold for sufficiently large values of C whenever (5.6) holds, and when z2p*(z) is not identically a constant. Because of (5. for every C such that C(R)<C<C(R)+5, 5>0 arbitrarily small; or (5.14) (ii) z2p*(z) is identically a constant.
In the second case (z2p*(z) = constant p0*) the solution Wc(z) of (4.2) is the same as Wo(z) (C = 0) which we have seen in (4.14) to be z"'. For this function W'c(r) >0 for arbitrary C^O and all positive r. Thus C(R) = °°. In all other cases C(R) is finite. In what follows we shall suppose that this trivial case is ruled out.
We shall show now that for any fixed R in the range 0 <R < 1 (5.15) W'cm(R) = 0.
Thus it is possible to determine the value of C(R) by finding, for fixed R, the smallest positive root C=C(R) of the equation W'c(R)=0.
To prove (5.15) we note by (5.13) that for each 5>0, and for some r = r(ô), 0<r(b) <R, we have Wc(R)+s{r(o)} ^0. Let {S"} be a sequence of values of ô for which 5">0, lim",oo ô" = 0, Iim,,^ r(ôn) =r0exists.
Then, obviously, 0^r0 R. We have already seen that W'c(r) is continuous in C and r. Consequently, since Wc(R)+s"{r(on)} ^0, we have in the limit as ô"-»0 the inequality W'c<R)(ro)áO. But Wc(R)(r)>0 for 0<r<R, so that in particular Wc(R)(ro) =^0. We must conclude, therefore, that not only does WC(R)(r0) =0, but f0 = 0or R. However, limr^0 WC(R)(r) is never zero if a*>0. This implies then that r0^0. Thus r0 = R and WciS)(R)=0.
We note then by Theorem A and equality (5.15) that the function [rWc(R)ir)/Wc(R)ir)]
decreases from a* to 0 as r increases from 0 to i?<l. Since it is possible to determine C(i?), and since C(R) is obviously a non-increasing function of R bounded below by zero, it is natural to seek the onesided limit of C(R) as 2?-»1-0. Thus, to each given function z2p*(z) there corresponds a universal constant A =A(p*) defined as (5.17) and (5.19) show that A is the largest value of C for which W'c(r)>0 for all r in 0 < r < 1.
We remark also that for every 5i>0, there exists a S^5i for which C(R) = A+ô for some R in 0<i?<l, in which case W'a+s(R)=0. If this were not so, since C(R) is nonincreasing and A = limr<i_0 C(R) we would have C(R) =A for an interval 1-e<i?<l.
In that case W'A(R)=0 for an R<1. This contradicts the fact that WA(r)>0 for all r in 0<r<l as we have shown above by (5.17). We conclude then that A is the largest value of C for which |z| Wci\z\)/Wci\z\)>0, when z2p*(z) is not a constant, and \z\ <1. We shall presently give examples of functions p*(z) for which positive constants A(p*) are determined.
It is clear also that Theorem A may be restated with A(p*) replacing C, and inequalities (5.4), (5.5), and (5.6) then hold for \z\ <l with C = ^4(^>*). 'zF^(z)| J_ 1 z j IFY ( j z 1 )
Thus, F(z) is schlicht and spiral-like in |z| <1 for Ra^l/2. Furthermore, FAiz) is schlicht and star-like in \z\ <l for a*2; 1/2. Since equality signs hold in (6.6) when z is positive, and since we have seen that W'A+fiR) =0 for some R in 0<ic<l and arbitrarily small but positive e, we conclude that FA+dz) is not schlicht no matter how small e>0 is taken.
We shall show now that, if Aip*) >0 and z2p*iz) is not identically a constant, then the radius of univalency (defined to be the largest circle with center at the origin within which the function is both regular and schlicht) of FAiz) is precisely one. To begin with, let us suppose that p*iz) has a singularity on \z\ =1 and Aip*)>Q.
From the differential equation (6.10) below it follows that W'liz)/WAiz) also has a singularity on \z\ =1. Thus WAiz) either has a zero or a singularity on \z\ =1. In either case F/Sz) cannot be both regular and schlicht in any circle containing the unit circle \z\ =1. In the second place, if p*(z) is regular on \z\ =1, then so is the function WAiz). In this case, assuming Aip*)>Q and z2p*iz) not a constant, we may take R = l in Theorem A, ¿(£*) = C(1), and W'Ail) = WC(1)il) =0. Thus, in this second case, the derivative of FAiz) vanishes on the unit circle. In either of the two cases we conclude that the radius of univalency for FAiz) is one. It seems desirable at this point to summarize our conclusions in the following theorem, the principal object of this paper.
The main theorem.
Let the nonconstant function (6.7) z2p*iz) = ¿o* + p?z+ ■ ■ ■ + p*z" + ■ ■■ be regular for \z\ <1, real on the real axis and p*^l/i. Let is regular, single-valued, schlicht and star-like with respect to the origin in \z\ < 1, and is not both regular and schlicht in any larger circle whenever Aip*)>0, and z2p*iz) is not a constant. For arbitrarily small and positive e the function FA+e(z) is not schlicht in \z\ < 1.
Let z2piz) be regular for \z\ <1, and y a real constant i\y\ ^x/'2) for which in \z\ <l We remark that if z2p*iz) is a constant po*, then A ip*) = w and, for all C, Wciz) =za\ 2a* = l + (l -4p0*)1/2, in which case the function (6.11) is the trivial function z. However, in this case the right-hand side of (6.12) is indeterminate, as indeed is (6.10). If it should happen that for some functions Piz) the real part of {eiyz2p(z)} is bounded above by some constant K, then we may deduce from the theory of functions with bounded real part that 2KI zI 1 -Iz I , , (6.16) 9t{e*zV(2)} £-7-7 +-r-r-VKpoe*), 1*1 <!• 1 + z 1 + \z\
In this case, rather than take z2p*(z) a constant in our theorem above we may take z2p*(z)=z(l+z)~1+p0*, and the value of A(p*) which goes with this choice. In this way an appropriate value for K is determined. Corollary 1. The main theorem holds in particular if (6.8) is replaced by the condition that {z2p*(z) -pi) be convex in the direction of the imaginary axis for \z\ <1, and if (6.12) is replaced by the conditions that the function {z2p(z) -po) be subordinate to the function A(p*){z2p*(z)-p0*) in \z\ <l and that $tp»£po*.
Since {z2p*(z) -pi ) is to be convex in the direction of the imaginary axis, and real on the real axis, it follows that the max|z|=r 9c{z2p*(z)} occurs for z = r and (6.8) then holds. If also (6.17) {z2p ( The function FA(z) of (7.9) is schlicht and star-like in \z\ £ 1, and its derivative vanishes at z = 1. Thus the radius of univalency of FA(z) has the value 1. If a* = l (£o* = 0), we have as a special case the result that the function The solution (4.5) of (7.11) is
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use The series for Fia, ß; 2; -1) converges absolutely while the series for Fia, ß + l ; 2; -1) converges conditionally for the values of a and ß given in (7.21 ).
Using the integral representation r (7) r(0)r(7 -0). The existence of the zero Si of (pis) follows from (7.30). It lies between 1.3 and 1.4. We omit the details of the proof of this statement. If zpiz) is regular in \z\ <1 and
where Aip*) =Si + l/4, and si is the smallest positive zero of 0(s), determined by (7.27) or (7.29), then for |z| <1 We remark that for C = Aip*) =5? + l/4 the hypergeometric function (multiplied by 2) in (7.18) is schlicht in \z\ £1 and its derivative vanishes at 2=1. This solution corresponds to a choice of (7.33) z2piz) = Aip*)z2p*iz) = Aip*)zil + z)"1 in which case ¿>o = 0, a = l.
If ^o^O and if z2piz) is regular in \z\ <1, Theorem 3 could have been stated in a somewhat more general form provided we assume 9î£o£0 and use (6.16) with 7 = 0. In this case a 9*1.
Example 4. Let Suppose \z\ =1 is a natural boundary for z2p*iz). This is the situation if, for instance, the series has sufficiently large gaps. Since none of the coefficients is negative, the condition (7.35) max tit{z*p*iz) ) = | z \2p*i \z\)
of the main theorem is fulfilled. We then determine the constant A =Aip*)
by (5.15) and (5.16). If A >0 we see from (6.9) and (6.10) that the solution FAiz) of (6.11) corresponding to our choice of z2p*iz) in this example is schlicht and star-like in \z\ <1, and, moreover, has the unit circle as a natural boundary.
Thus we have a device for constructing schlicht functions with natural boundaries whenever Aip*) can be determined in a constructive way, and provided it is not zero.
Example 5. That A =Aip*) can sometimes be zero is shown by the following illustration. Let (7. 36) z2p*iz) = z2(l -z2)-2.
Here p0* = 0. The solution [3] corresponding to a*=l of C (7.37) IF" H-IF = 0, C ^ 0, Let y = yib) he the numerator of (7.39): For values of r sufficiently close to, but less than, one and for e>0 arbitrarily small we have y = 2r(l -r)r > 0 when 5 = r < 1, y = -er(l + r)(1-e>r + (2 -«)r(l -r)^' < 0 when 5 = (1 -t)r.
Thus y = 0 for at least one root 8 = 50, (1 -e)r <ô0<r. As r-*l, b0-»1, since e
It is seen at once that in this modified form Green's transform involves integrals which exist for ÛÎ/3>0. However, an additional term has been added to the formula which means that some further modifications of attack on the problem are necessary to obtain results for the case 3c0>O analogous to those found in this paper.
