Abstract: Diesel engines of the vehicles in the transport sector are responsible for most of the CO 2 emissions into the environment. An alternative to reduce fuel consumption is to promote efficient driving techniques. The aim of this paper is to assess the impact of efficient driving on fuel consumption in professional fleets. Data captured from the engine control unit (ECU) of the vehicles are complemented with external information from weather stations and context data from the transport companies. The paper proposes linear and quadratic models in order to quantify the impact of all the terms influencing energy consumption. The analysis was made from the traces captured from a passenger transport company in Spain with more than 50 bus routes. 20 vehicles of five different models were monitored and 58 drivers participated in the study. The results indicate that efficient driving has significant influence on fuel consumption, which confirms efficient driving as a valid and economical option for reducing consumption and therefore emissions of harmful particles into the atmosphere. According to the proposed model, in average external conditions, a driver that increases efficiency from 25% to 75% can reach savings in fuel consumption of up to 16 L/100 km in the analysed bus fleet, which is a significant improvement considering the long distances covered by professionals of the transport sector.
Introduction
The improvement of efficient driving techniques has received much attention in recent years. It is well known that one of the main causes of CO 2 emissions into the environment is the transport sector [1] , meaning that all actions aimed at improving driving techniques and thus reducing fuel consumption gain more relevance. International organizations such as the European Commission have set limits to the increase of CO 2 emissions. Thus, they propose to reduce the dependence of Europe on imported fuel and cut carbon emissions in transport by 60% by 2050 [2] .
Methods to reduce fuel consumption can be to improve the technology in vehicles, as Kannan et al. [3] with considerable reductions in energy consumption by changing from conventional fuel to bio-fuel. Iodice and Senatore identified the local critical factors that most affect the pollutant emissions in 2-wheel vehicles [4] and proposed cleaner alternative fuels [5] . The authors in [6] [7] [8] [9] [10] evaluated the effects of lightweight design in the automotive field as a solution for reducing fuel motivation, drivers progressively abandon good driving habits, gradually returning to the initial situation. A fair, objective and impartial evaluation of the work of the professionals, which includes reward programs based on objective metrics, could help to maintain the effectiveness of the programs of efficient driving in the long term.
Taking into account the aforementioned considerations, one of the most effective measures to evaluate the performance of the driver is to register all the events of the vehicle by capturing information from the Engine Control Unit (ECU) through the Controller Area Network (CAN) bus [35] and store it in a database for later analysis. In this paper, the database system has been enriched with external data from weather services, GPS geolocation from the accelerometer, and additional information provided by the transport companies.
To perform the analysis, a set of real data of 880 drivers of 16 transport companies in Spain and Morocco has been considered. An urban bus company was selected due to the high fuel consumption of these vehicles and the huge number of hours per day they are running, generating an important impact on the environment conditions of the city. The bus company operates in a Spanish city of more than 250,000 inhabitants, and has 50 bus routes. The analysis was done by monitoring the activity of 20 buses of five different models and 58 drivers. From September to December 2015, 94 million traces, 31,181 routes and 41 parameters susceptible of influencing fuel consumption were processed.
The result of the study is an accurate model that quantifies the relationship between fuel consumption and the driving and the external terms considered. The consumption models could contribute to improve training programs of eco-driving. The results of this study allow trainers to emphasize the aspects that really have more influence on eco-driving. Moreover, because the model is able to quantify the relationship between driving actions and fuel consumption, companies can perform a fair and objective evaluation of the professionals which facilitates the inclusion of reward programs.
Finally, results of the performed analysis confirm that improving efficient driving can result in a significant reduction of fuel consumption and, consequently, in environmental improvement in the city in which the professional activity takes place.
This paper is divided into the following sections: The Introduction presents the motivation, literature review, objectives and contributions of the research. Section 2 shows the ideal regression model. Section 3 describes the work methodology and the involved phases to construct the regression models. Section 4 analyses and discusses the results, emphasizing the most important findings. Finally, Section 5 presents the main conclusions.
Ideal Regression Model
To implement the model it is necessary to identify the relevant terms that influence fuel consumption. All these terms are the predictor variables in the regression model. Firstly, in this section the ideal regression model is proposed by identifying all the terms that should be part of the analysis, with the objective of reaching the most accurate model that represents the majority of real cases.
The ideal model should include all the information involved in driving such as efficient driving actions that define the driver behaviour, traffic characteristics, infrastructure information, type of transport service and climatic factors during the undertaking of the service. All these terms are included in the ideal model as predictor variables and include the following:
• Efficient driving actions: inertia, idling, acceleration-brake (AB) events, brake-acceleration (BA) events, speed, revolutions per minute (rpm) • Climatic factors: temperature, rainfall, humidity, pressure, wind speed, wind direction
It should be noted that the ideal model has room for any other factors liable to affect fuel consumption and available for inclusion in the analysis. Thus, subjective information based on drivers, passengers and trainers opinion tests could be included in the model as useful information to improve the quality of the deployed models.
Graphically, the ideal model includes the terms indicated in Figure 1 as predictor variables. The average speed of the service is also indicated as a possible response variable in the case of evaluating this term as output of the model. Obviously, in this case average speed should not be a predictor variable. 
Work Methodology
The huge amount of available information to be processed in order to implement the model requires the definition of a work methodology. The performed methodology consists of the phases indicated in Figure 2 . The procedure starts with the capture of raw data from the ECU of the vehicle. These data are statistically processed to obtain the parameters of each route (a bus trip on a specific bus line), such as fuel consumption, speed, rpm and others of interest for the model. Key performance indicators (KPIs) of the defined driving patterns are also calculated in this phase. In phase 3 external data are added to enrich the model, such as weather conditions and data provided by the transport company about the driver, route, type of vehicle and model. In phase 4 all the available information is filtered in order to detect outliers and remove the routes with invalid data from the model. In this phase, the main parameters to include in the final model are also selected. In the next phase, preliminary 
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Phase 1: Data Collection
The study was made from the traces captured from a passenger transport company in Spain with more than 50 bus lines. From September to December 2015 traces were captured from the ECU of 20 vehicles of 5 different models (rigid and articulated). 58 drivers of the company participated in the study covering 10 different bus routes.
The analysis starts with the capture of the data from the ECU by means of an on-board device. The information of the ECU is complemented with geolocation data via GPS and g forces detected with the accelerometer. Then, a trace composed by 11 variables, collected every 1.5 s, is created. The volume of data generated is 94 million traces which contain all the information about the performance of the vehicle and are stored in redundant databases. The parameters of each trace with interest in the study are indicated in Table 1 . 
Phase 2: Data Processing Per Route
Taking into account the identifiers of route and vehicle, all the traces of the same route are processed. Thus, for each route is obtained the average fuel consumption (L/100 km), the route duration (s), distance of the route (km), average speed (km/h), maximum speed (km/h), average revolutions (rpm) and maximum revolutions (rpm).
One of the objectives of this work is to determine how driver behaviour influences consumption and, in consequence, environmental quality. The action of the driver, related to eco-driving, is determined by efficient driving patterns [27] that are obtained by processing the traces indicated in the Section 3.1. In this paper, the patterns considered are inertia, idling, acceleration-brake and brake-acceleration. Each pattern is measured and quantified by means of its KPI, as indicated by Parmenter in [36] . Inertia indicates efficiency in driving. Inertia occurs if the vehicle is running with zero consumption. This situation of inertia is produced when the speed is different from zero, a gear is engaged and the accelerator is not pressed. The KPI for the inertia pattern is the percentage of time in inertia in relation to the total duration of the route.
Acceleration-Brake (AB)
The AB pattern characterizes the abuse of the accelerator and brakes. AB pattern look for periods where the driver accelerates during t ≤ 2 s immediately followed by the use of the brakes. As KPI for the AB pattern it is recorded how many times this pattern happens every 100 km.
Brake-Acceleration (BA)
The aim of this pattern is to detect when the driver fails to keep the safety distance, which is both unsafe and inefficient. Every use of the brakes with the intention of stopping the vehicle will be dismissed, while pursuing the hard braking situations (a ≤ −0.882 m/s 2 ) intended to produce an immediate change in speed but without the intention of stopping. As KPI for the BA pattern it is recorded how many times this pattern happens every 100 km.
Idling
Idling has a significant influence on fuel consumption. Idling pattern try to detect periods over a certain amount of time where the vehicle is running but without movement. The KPI for idling is the percentage of time spent idling in relation to the total duration of the route. Table 2 summarizes the conditions and KPI for the selected driving patterns. 
Phase 3: External Data Integration
Additional data is added to the information calculated for each route: data provided by the transport company and weather conditions provided by Spanish State Meteorological Agency (AEMET). As for the weather data, a single point is assumed as representative of the whole city. The information was collected from a weather station located near the city centre. Figure 3 indicates all the available parameters including the information captured by the ECU of the vehicle, the information provided by the transport company and the monitored variables in the weather station.
It is important to point out that the information provided by the transport company is classed as categorical variables, with a limited and fixed number of possible values, some of them with nominal representation such as the bus model or brand. Because these parameters are included in the regression models as predictor variables it is necessary to differentiate between continuous and categorical variables. Categorical variables have a differential treatment in the construction of the model and the explanation of its results. 
Phase 4: Data Pre-Processing and Filtering
Before starting the preliminary analysis for the construction of the model, data processing is performed to detect outliers and eliminate routes that should not become part of the model. Routes with erroneous and invalid values have been eliminated. In this phase the main variables to be included in the model were also selected, trying to avoid redundant information and other intermediate parameters such as those used to calculate the KPI of the driving patterns. The variables included in the model are marked with '*' in Figure 3 .
After this process of filtering the model has 25,770 routes and 21 parameters. As stated previously the data correspond to 58 drivers, covering 10 bus routes with 20 vehicles of five different models including both rigid (DC9 17 270, D2066 LUH 11, D2066 LUH 46) and articulated buses (DC9 18 310, D2066 LUH47). In the analysed bus lines, the most used vehicles are D2066 LUH 46 and DC9 18 310, each one with more than 8000 available routes for the analysis.
Phase 5: Preliminary Analysis
Basic graphic representations were performed to illustrate the relationship between fuel consumption and the variables included in the model. Thus, Figure 4 shows the boxplot of fuel consumption for the 5 bus models, indicating maximum, minimum, median and quartile values for each model. As expected, the bus model influences fuel consumption, the articulated buses, being longer and heavier, showing more fuel consumption than rigid vehicles. 
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A first step in the specification of a model in a multiple regression problem is to identify dependencies between non-categorical predictor variables. Multicollinearity tests have the objective of detecting strong correlation between independent variables. In such cases, some of them should be removed to simplify the model and improve its explanation.
One way to measure multicollinearity is by means of the correlation matrix, which indicates the linear relationship between dependent variables. The correlation matrix is a standard measure of the strength of pairwise linear relationships. Multicollinearity is present when the absolute value of the correlation is larger than 0.6. The correlation matrix was calculated and detected the correlation between predictor variables. As an example, route duration and route distance have a correlation coefficient of 0.628. A first step in the specification of a model in a multiple regression problem is to identify dependencies between non-categorical predictor variables. Multicollinearity tests have the objective of detecting strong correlation between independent variables. In such cases, some of them should be removed to simplify the model and improve its explanation.
One way to measure multicollinearity is by means of the correlation matrix, which indicates the linear relationship between dependent variables. The correlation matrix is a standard measure of the strength of pairwise linear relationships. Multicollinearity is present when the absolute value of the correlation is larger than 0.6. The correlation matrix was calculated and detected the correlation between predictor variables. As an example, route duration and route distance have a correlation coefficient of 0.628. Although the correlation matrix measures the strength of pairwise linear relationships among the predictors, its diagnostic value is limited. Correlations only consider pairwise dependencies between predictors. Multicollinearity also appears due to the relationships between arbitrary predictor subsets. In such a case, the variation of a predictor variable is explained by a combination of the other predictors. Variance Inflation Factor (VIF) is useful as a test of multicollinearity and then to detect if there is significant relationship between the independent variables. As stated Mokhtar and Shah in [37] , a severe multicollinearity problem exists if VIF > 4. Table 3 shows the VIF for the predictor variables involved. Results in Table 3 reveal that the variables 'route_duration', 'route_length' and 'avg_speed' have a strong relationship between them and the rest of predictor variables. As expected, route duration is directly related to the length and the average speed. After removing the two variables with greater VIF the revised results are indicated in Table 4 . Although predictor variable 'KPI AB' has a VIF value over the threshold of multicollinearity, it is maintained in the model because the main objective of the paper is to analyse the influence of the driving patterns. The complexity of the model does not increase significantly by maintaining this variable and it allows us to know if inefficient driving behaviour by increasing the number of events acceleration-brake has an impact on fuel consumption. With this consideration, all the independent variables in Table 4 will be included as predictor variables in the regression model.
Phase 6: Multiple Linear Regression Model
Once eliminated multicollinearity between continuous variables, the six categorical variables that could influence fuel consumption ('driver_id', 'line', 'direction', 'vehicle_id', 'BUS_model', 'brand') are added. The regression analysis includes both continuous (12 quantitative terms) and categorical (six qualitative terms) predictor variables. In total the model consists of 18 terms plus the intercept term. For categorical data, dummy variables are constructed. Then, for the 'driver_id' predictor variable, driver_id_15 = 1 if the driver #15 is the driver under evaluation and its estimated coefficient will be included in the model. Otherwise, driver_id_15 = 0. For all the categorical variables the same assumption is considered. Table 5 is a summary of the variables used in the regression model. The simplest model contains an intercept and linear terms for each predictor and the 117 variables, as Equation (1) shows: 
Quadratic Model
Adding new terms can improve the accuracy of the model against an increase in its complexity. A new model which contains an intercept term, linear terms and squared terms was implemented, as indicated in Equation (2): The quality of the model improves with respect to the linear model, having a lower rmse error and the determination coefficient is 0.915. The complexity of the model does not increase significantly because only the 12 quadratic terms were added respect to the linear model.
Simplified Quadratic Model
Both the linear and quadratic models have several variables with p-value greater than 0.05 indicating that these terms are not significant at the 5% significance level given the other terms. These terms could be removed in order to obtain a simpler model with fewer predictors and similar predictive accuracy. In this simplified quadratic model, residuals are also analysed and filtered in order to avoid potential problems in the model. This simplified model maintains the quality of the quadratic model and reduces complexity by including fewer terms. Of all the analysed models the simplified quadratic model has the best quality and performance to estimate fuel consumption. Figure 8 represents the effect of all the predictors on fuel consumption. In this graph, the slope of the red line is the norm of the coefficient vector and, because the 95% confidence bounds do not contain the horizontal line, the model as a whole is very significant.
In this simplified quadratic model, residuals are also analysed and filtered in order to avoid potential problems in the model. This simplified model maintains the quality of the quadratic model and reduces complexity by including fewer terms. Of all the analysed models the simplified quadratic model has the best quality and performance to estimate fuel consumption. Figure 8 represents the effect of all the predictors on fuel consumption. In this graph, the slope of the red line is the norm of the coefficient vector and, because the 95% confidence bounds do not contain the horizontal line, the model as a whole is very significant. 
Model with Interactions
The quality of the model can be improved by including interactions, i.e., product of pairs of different predictors. The new model contains intercept, linear terms, quadratic terms and interactions. The model has R 2 = 0.939 but with 1605 variables of 172 terms including interactions. Although quality improves, this model was not considered due to its high complexity.
More complex models, including polynomial with terms of higher degree and product of pairs of distinct predictors were also checked. These models, obviously, improve quality but the improvement is not as significant in relation to the increased complexity of the expressions. Logarithmic models were also checked but the results do not improve those obtained with the linear and quadratic models.
For this reason, the linear and quadratic models permit the best balance between quality and complexity. These models are simplified by removing no significant terms in order to obtain a simpler model with fewer predictors and similar predictive accuracy. 
For this reason, the linear and quadratic models permit the best balance between quality and complexity. These models are simplified by removing no significant terms in order to obtain a simpler model with fewer predictors and similar predictive accuracy.
Result Analysis and Discussion
For simplicity in the interpretation of the results, the analysis will focus on the simplified quadratic model. A snapshot of the effect of the predictors on the fuel consumption response is shown in Figure 9 . 
For simplicity in the interpretation of the results, the analysis will focus on the simplified quadratic model. A snapshot of the effect of the predictors on the fuel consumption response is shown in Figure 9 . In this plot the predictions come from averaging over the predictors as the one of interest is changed. Horizontal lines indicate 5% confidence intervals. The information about categorical variables ('driver id', 'vehicle id', 'line', 'direction') is not relevant in Figure 9 because these variables are not ordinal and only indicate that fuel consumption is dependent on them, as the model reveals. Figure 9 shows that changing inertia from 3.1% to 28.7% fuel consumption decreases by about 9 L/100 km. This result confirms that inertia is one of the most important efficient driving patterns. A more detailed analysis of the inertia for each one of the involved vehicles is indicated in Figure 10a . Firstly, fuel consumption strongly depends on the type of vehicle, articulated vehicles are heavier and, therefore, consume more fuel. Secondly, inertia influences consumption proving that driving with inertia should be considered in order to perform an efficient driving. This is consequent to the leaning of the air-fuel mixture inside the optimum range of catalyst efficiency. As an example, in vehicle #10 (upper line in Figure 10a ) fuel consumption decreases from 70 L/100 km to 62 L/100 km by improving the inertia pattern during the route. As can be noticed in the slope of the curves in Figure 10a , savings in fuel consumption are lower for high values of inertia. This could be due to the greater fuel consumption necessary to reach sufficient speed as to drive more than 25% of the time using inertia. The information about categorical variables ('driver id', 'vehicle id', 'line', 'direction') is not relevant in Figure 9 because these variables are not ordinal and only indicate that fuel consumption is dependent on them, as the model reveals. Figure 9 shows that changing inertia from 3.1% to 28.7% fuel consumption decreases by about 9 L/100 km. This result confirms that inertia is one of the most important efficient driving patterns. A more detailed analysis of the inertia for each one of the involved vehicles is indicated in Figure 10a . Firstly, fuel consumption strongly depends on the type of vehicle, articulated vehicles are heavier and, therefore, consume more fuel. Secondly, inertia influences consumption proving that driving with inertia should be considered in order to perform an efficient driving. This is consequent to the leaning of the air-fuel mixture inside the optimum range of catalyst efficiency. As an example, in vehicle #10 (upper line in Figure 10a ) fuel consumption decreases from 70 L/100 km to 62 L/100 km by improving the inertia pattern during the route. As can be noticed in the slope of the curves in Figure 10a , savings in fuel consumption are lower for high values of inertia. This could be due to the greater fuel consumption necessary to reach sufficient speed as to drive more than 25% of the time using inertia. A quantitative explanation is given by analysing the formula of the quadratic model (Equation (2)) and computing the variation of fuel consumption respect the KPI of the inertia (Equation (3)):
being β106 = −0.66922 and β118 = 0.011621 as indicated in Table A2 for the simplified quadratic model. As Equation (3) shows, the variation in fuel consumption depends on the inertia value. Then the savings in fuel consumption changes depending on the work zone in inertia. As an example, let us consider two values of inertia: This feature can be used by trainers to strengthen a more efficient training aspect if the driver already has high values of inertia. On the contrary, if the percentage of driving in inertia is low, the trainer should place special emphasis on this aspect as the benefits in fuel consumption and emission A quantitative explanation is given by analysing the formula of the quadratic model (Equation (2)) and computing the variation of fuel consumption respect the KPI of the inertia (Equation (3)):
being β 106 = −0.66922 and β 118 = 0.011621 as indicated in Table A2 for the simplified quadratic model. As Equation (3) shows, the variation in fuel consumption depends on the inertia value. Then the savings in fuel consumption changes depending on the work zone in inertia. As an example, let us consider two values of inertia:
If the driver has an average value of inertia pattern of 5%, savings in fuel consumption are of 0.553 L per each 1% of improvement in inertia, whereas if inertia is 25% savings are of 0.0882 L per each 1% of improvement in inertia.
This feature can be used by trainers to strengthen a more efficient training aspect if the driver already has high values of inertia. On the contrary, if the percentage of driving in inertia is low, the trainer should place special emphasis on this aspect as the benefits in fuel consumption and emission of harmful particles are high in this area of work. Thus, based on Equation (2), with the rest of predictors having their average values, increasing inertia from 5% to 15%, savings in fuel consumption are of 4.36 L/100 km, as Equation (4) (4) Idling is an inefficient driving pattern and, as Figure 9 suggests, increasing idling from its minimum to maximum values can result in increasing fuel consumption up to 20 L/100 km. At night with fewer passengers and lower density of traffic, consumption reaches minimum values, whereas during peak hours, with a lot of long service stops to pick up and drop passengers, idling time increases noticeably and, consequently, fuel consumption, as Figure 10b reveals. It is noteworthy that in the majority of cases, idling time is imposed by the type of service and volume of passengers, and is not attributable to inefficient driving. This circumstance should be considered if the company establishes eco-driving policies in order to evaluate efficient driving and implement reward programs.
Looking at the AB driving pattern, both in Figures 9 and 11a an increase in fuel consumption can be seen as the number of AB events increases. AB is a driving pattern of inefficiency and, as such, should be taken into account in training programs due to the impact the pattern has on fuel consumption. Excessive acceleration forces late braking, thereby producing an excess of fuel consumption and a sense of insecurity among passengers. of harmful particles are high in this area of work. Thus, based on Equation (2), with the rest of predictors having their average values, increasing inertia from 5% to 15%, savings in fuel consumption are of 4.36 L/100 km, as Equation (4) Idling is an inefficient driving pattern and, as Figure 9 suggests, increasing idling from its minimum to maximum values can result in increasing fuel consumption up to 20 L/100 km. At night with fewer passengers and lower density of traffic, consumption reaches minimum values, whereas during peak hours, with a lot of long service stops to pick up and drop passengers, idling time increases noticeably and, consequently, fuel consumption, as Figure 10b reveals. It is noteworthy that in the majority of cases, idling time is imposed by the type of service and volume of passengers, and is not attributable to inefficient driving. This circumstance should be considered if the company establishes eco-driving policies in order to evaluate efficient driving and implement reward programs.
Looking at the AB driving pattern, both in Figures 9 and 11a an increase in fuel consumption can be seen as the number of AB events increases. AB is a driving pattern of inefficiency and, as such, should be taken into account in training programs due to the impact the pattern has on fuel consumption. Excessive acceleration forces late braking, thereby producing an excess of fuel consumption and a sense of insecurity among passengers. Meanwhile, the BA driving pattern hardly affects fuel consumption, as shown in Figure 11b . However, BA should be considered in training programs because it impacts significantly the security of driving. Excessive abuse of this pattern indicates that the safety distance with the vehicle in front is insufficient which results in constant braking followed by accelerating to maintain speed. Trainers must take BA into account to improve driving security, although fuel economy is not relevant as shown in the model.
The results of the impact of the average speed are not as initially expected. As Figure 9 indicates, an increase of the average speed from 7 km/h to 26 km/h notably reduces fuel consumption. This could be explained because in itineraries having more accelerating and decelerating phases (e.g., traffic congestion) average speed reduces and fuel consumption is significantly higher.
Regarding rpm the behaviour is as expected. A vehicle running with higher rpm values within the operative range consumes more fuel. Although fuel consumption is related with weather conditions the influence is not significant as is indicated in the average values of Figure 9 . These results confirm those suggested in [22] for the fuel consumption in a big city such as Lisbon. Authors concluded that climatic conditions in this city do not impact notably on energy consumption.
As one of the objectives of this paper is to study the impact of driving on fuel consumption numerical estimations are undertaken in order to quantify savings in consumption when driving techniques are improved by means of training programs. Thus, based on the simplified quadratic model and considering, as an example, driver, vehicle, line and direction indicated in Table 6 , and average weather conditions from the available real data, fuel consumption is estimated both in efficient and inefficient driving conditions. To avoid extreme results from minimum and maximum values of the variables, driving patterns take the values of quartiles 25 and 75. Quartiles are less sensitive to extreme values and outliers of the variables. Results in Table 6 reveal the high impact that driving actions have on fuel consumption and in consequence on environmental conditions in the place where the service is deployed. In average context conditions, a driver that increases efficiency from 25% to 75% with the corrective actions in training programs can reach savings of up to 16 L/100 km. This is a very meaningful quantity considering the elevated number of kilometres that a professional of the transport sector covers throughout the whole year. These findings confirm the great economic and environmental benefits achieved with adequate training in efficient driving.
Furthermore, the results of this work validate the proposed driving patterns as indicators of efficiency in driving. Detecting these patterns is key to improve training courses, perform more efficient driving and therefore reduce fuel consumption and the emission of harmful particles into the atmosphere.
Conclusions
All the activities focused on reducing fuel consumption in diesel vehicles result in environmental improvements and in costs reduction for transport companies. To implement these improvements an alternative that does not involve large investments is to promote efficient driving techniques among the professionals of the companies. The main problem of this alternative is the difficulty to obtain differentiating knowledge of the factors that influence fuel consumption, because consumption not only depends on driver behaviour but is also related to external variables such as route characteristics, traffic conditions, weather, workload, etc. In this paper, real data from a public transport company have been captured and models of fuel consumption have been deployed using multiple regression techniques.
The implemented models allow us to quantify the impact of the different factors on fuel consumption in a bus fleet, differentiating between those that depend on the driving patterns and those external to the driving. The performed models also permit the validation of the proposed efficient driving patterns as valid tools to influence fuel consumption.
Once known the individual influence of each considered term, the regression models can be used to evaluate the performance of one particular professional in efficient driving by means of fair, objective and quantifiable metrics, avoiding external factors and focusing only on the action of driving. The use of objective metrics makes the implementation of reward programs in the company easier.
Moreover, the results of this work are of special relevance when applying training actions in efficient driving adapted to each professional. Once driving patterns of the driver under evaluation are calculated, training would put more emphasis on those patterns that produce a greater reduction in fuel consumption, always without disregarding training in the remaining driving patterns.
From the output of the model, in average external conditions a driver that increases efficiency from 25% to 75% can reach savings in fuel consumption of up to 16 L/100 km. Taking into account the number of kilometres covered by all the professionals of the company, economic and environmental benefits of employing efficient driving techniques could be noticeable.
The regression models can be improved with the inclusion of new terms that could impact fuel consumption. Thus, it will be useful to capture and integrate variables unavailable in the moment of elaboration of the study, such as traffic density, incidences in the itinerary, traffic lights, roadworks, geographic characteristics of the route and load of the vehicles. The more predictor variables, the greater the accuracy of models and adjustment of the defined efficient driving patterns. New information could permit to perform studies aimed to discover if the driver patterns depend on other circumstances than driving style, such as traffic conditions, distance between stops, etc. Likewise, the use of other modelling techniques could also be useful to improve the accuracy of the predictions, such as the classification and regression trees, KNN (K-Nearest Neighbors) Clustering and Neural Networks.
Future work will be undertaken to apply this knowledge to private vehicles. Considering the defined driving patterns, the objective is to design a recommendation system to provide feedback in real time as an online tutor and guide the driver to perform safe and efficient driving.
The statistic toolbox of the MatLab software (MathWorks, Natick, MA, USA) was used to implement the regressions. The original model uses 25,770 observations which corresponds to the total number of rows. Model output contains the intercept coefficient (β 0 ) and the coefficients of the predictor variables. The coefficients are estimated so as to minimize the mean squared difference between the prediction vectorŷ = β·f(X) and the true response vector y = fuel_consumption, that iŝ y − y. Maximum likelihood estimation (MLE) is used to estimate the coefficients as it is suitable for dealing with categorical dependent variables [38] . The root mean squared error of the linear model is 3.89. For simplicity, coefficients of this original model are not indicated because it must be adjusted after analysing its residuals.
To improve the quality of the linear model, the residuals have to be analysed with the objective of detecting outliers and correlations in the model or in the data. Figure A1a shows the histogram of the residuals and the probability plot, which indicates how the distribution of the residuals compares to a normal distribution with matched variance. 
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Appendix A. Linear Model
The statistic toolbox of the MatLab software (MathWorks, Natick, MA, USA) was used to implement the regressions. The original model uses 25,770 observations which corresponds to the total number of rows. Model output contains the intercept coefficient (β0) and the coefficients of the predictor variables. The coefficients are estimated so as to minimize the mean squared difference between the prediction vector ŷ = β·f(X) and the true response vector y = fuel_consumption, that is ŷ − y. Maximum likelihood estimation (MLE) is used to estimate the coefficients as it is suitable for dealing with categorical dependent variables [38] . The root mean squared error of the linear model is 3.89. For simplicity, coefficients of this original model are not indicated because it must be adjusted after analysing its residuals.
To improve the quality of the linear model, the residuals have to be analysed with the objective of detecting outliers and correlations in the model or in the data. Figure A1a shows the histogram of the residuals and the probability plot, which indicates how the distribution of the residuals compares to a normal distribution with matched variance. Although in the histogram in Figure A1a it appears that residuals follow a normal distribution, the probability plot in Figure A1b shows that the distribution of the residuals differs greatly from the straight line, which means that residuals do not fit to a normal distribution. This situation indicates the presence of outliers in the data. Outliers have been detected and removed (241 outliers in this model) in order to improve the normality of the residuals, obtaining the distribution indicated in Figure A2 . Although in the histogram in Figure A1a it appears that residuals follow a normal distribution, the probability plot in Figure A1b shows that the distribution of the residuals differs greatly from the straight line, which means that residuals do not fit to a normal distribution. This situation indicates the presence of outliers in the data. Outliers have been detected and removed (241 outliers in this model) in order to improve the normality of the residuals, obtaining the distribution indicated in Figure A2 . 
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Appendix A. Linear Model
To improve the quality of the linear model, the residuals have to be analysed with the objective of detecting outliers and correlations in the model or in the data. Figure A1a shows the histogram of the residuals and the probability plot, which indicates how the distribution of the residuals compares to a normal distribution with matched variance. Although in the histogram in Figure A1a it appears that residuals follow a normal distribution, the probability plot in Figure A1b shows that the distribution of the residuals differs greatly from the straight line, which means that residuals do not fit to a normal distribution. This situation indicates the presence of outliers in the data. Outliers have been detected and removed (241 outliers in this model) in order to improve the normality of the residuals, obtaining the distribution indicated in Figure A2 . Moreover, if the model is not well fitted, a clear tendency to have larger residuals for larger fitted values can appear, indicating that the model errors are proportional to the measured values. As Figure A3b indicates, residuals in the model are practically independent of the measured values.
The coefficients of the new linear model are indicated in Table A1 (Appendix B). In Table A1 the first column (under Estimated Coefficients) indicates the terms included in the model. The second column is the Coefficient estimates (βi) for each corresponding term in the model. The standard error of the coefficients is indicated under the SE column. p-value column is of the most important terms because it indicates the p-value for the F-statistic of the hypotheses test that the corresponding coefficient is equal to zero or not. For example, the p-value for the F-statistic for rainfall is greater than 0.05, so this term is not significant at the 5% significance level given the other terms in the model. Other variable predictors have high p-values, indicating that some of these predictors might be unnecessary.
The adjusted model uses 25,529 observations (removing 241 outliers from the initial 25,770 routes). The number of error degrees of freedom is 25,419 because the model has 110 predictors (118 coefficients in Table A1 , including the intercept, 8 of them having a 0 value). The root mean squared error is 3.61.
The coefficient of determination R 2 is 0.907, suggesting that the model explains 90.7% of the variability in the response variable. Finally, F-statistic has a value of 2260, which is the test statistic for the F-test on the regression model. The p-value for the F-test on the model indicates that the model is significant with a p-value lower than 0.01.
In conclusion, the modified model fits better to the real data than the original linear model, maintaining the same complexity, i.e., the same predictor variables. Adding new terms, such as quadratic or interaction terms (product of pairs of distinct predictors) can improve the accuracy of the model against an increase in its complexity. Table A1 (Appendix B). In Table A1 the first column (under Estimated Coefficients) indicates the terms included in the model. The second column is the Coefficient estimates (βi) for each corresponding term in the model. The standard error of the coefficients is indicated under the SE column. p-value column is of the most important terms because it indicates the p-value for the F-statistic of the hypotheses test that the corresponding coefficient is equal to zero or not. For example, the p-value for the F-statistic for rainfall is greater than 0.05, so this term is not significant at the 5% significance level given the other terms in the model. Other variable predictors have high p-values, indicating that some of these predictors might be unnecessary.
In conclusion, the modified model fits better to the real data than the original linear model, maintaining the same complexity, i.e., the same predictor variables. Adding new terms, such as quadratic or interaction terms (product of pairs of distinct predictors) can improve the accuracy of the model against an increase in its complexity. 
Appendix B. Coefficients for the Linear and Simplified Quadratic Models

