We propose photonic reservoir computing as a new approach to optical signal processing in the context of large scale pattern recognition problems. Photonic reservoir computing is a photonic implementation of the recently proposed reservoir computing concept, where the dynamics of a network of nonlinear elements are exploited to perform general signal processing tasks. In our proposed photonic implementation, we employ a network of coupled Semiconductor Optical Amplifiers (SOA) as the basic building blocks for the reservoir. Although they differ in many key respects from traditional software-based hyperbolic tangent reservoirs, we show using simulations that such a photonic reservoir can outperform traditional reservoirs on a benchmark classification task. Moreover, a photonic implementation offers the promise of massively parallel information processing with low power and high speed.
Introduction
We propose photonic reservoir computing as a new framework to handle classification and regression problems. It is based on a photonics implementation of the recently proposed reservoir computing concept [1, 2] , where the internal dynamics of a large network of nonlinear elements are used to distinguish between different time-varying signals, and in this way perform a classification task.
The traditional incarnation of reservoir computing is a purely software based one, where the nonlinearities are often the tanh-based nodes found in neural networks. Such reservoirs have been employed successfully in a large variety of applications like speech recognition [3] [4] [5] , event detection [6] , robot control [7] and chaotic time series generation and prediction [1, 8] .
Rather than simulating a nonlinear element using a software algorithm, we propose to implement such an element using a photonics device. This could have advantages in terms of speed and power efficiency. Moreover, due to the interplay between carriers and photons, photonic nodes can have internal dynamics which are much richer than the static tanh nodes used in software nodes, which could result in better processing capabilities. However, it is not entirely obvious whether simply translating the tanh reservoir concept into photonics would be successful, as there are fundamental differences between a software tanh reservoir and a photonics reservoir. Firstly, light levels in a photonics implementation are always positive, whereas excitation levels in a neural network can be both positive and negative. Secondly, there are no practical limitations on the interconnection topology in a software implementation, whereas in e.g. a nano-photonic IC based implementation, many crossing interconnections between the elements are to be avoided for technological reasons.
In this paper, we will use numerical simulations to show that despite these fundamental differences, a reservoir of coupled SOA's can perform very well on a non-trivial classification task, even sometimes outperforming software-based tanh reservoirs because of the richer internal dynamics in the photonic nonlinear elements. This paper is structured as follows. Because we assume that many readers from the photonics community are not familiar with recent advances in the field of machine learning, we will go deeper into the concept of reservoir computing in section 2. In section 3, we will discuss in more detail the photonic implementation aspects. Section 4 describes the simulation model we employed to assess the behavior a large network of coupled SOA's. Subsequently, in sec-tion 5 we show how the photonic reservoir performs in a non-trivial classification task, namely distinguishing between a triangular and a rectangular waveform. It turns out that a photonic reservoir -with only minimal tuning and a limited number of 25 SOA's -can already distinguish between the two signals over 97 % of the time, which is better than a software based tanh implementation. Finally, in section 6 we give some conclusions and present a broader outlook.
Software based reservoir computing
In this digital age, signals are often transformed into the digital domain for processing. Nature, however, shows us that there are alternative methods of information processing, which can be superior for complex classification and regression problems. One example is the performance of the human brain when it comes to recognizing patterns in a complex visual scene. The field of machine learning looks at the biological world as a source of inspiration for building classification systems. Neural networks are an example of such systems, consisting of large numbers of nonlinear nodes (the neurons), which are interconnected among each other using links with a certain weight. It is precisely these weights which are adapted during the training of the neural network in order to realize a system with a certain desired behavior. Several optical implementations of neural networks have already been made in the past [9] [10] [11] .
Feed-forward neural networks are structured in different layers where information only flows from one layer to the next. This corresponds to a time-invariant nonlinear mapping from the input to the output [12] . They have been extensively used for non-temporal problems and they are well understood due to their non-dynamic nature. At the same time this limits their applicability in dealing with time varying signals. Indeed, neural networks with feedback loops (so-called recurrent neural networks) provide some kind of internal memory which allows them to extract time correlations. However, such recurrent neural networks turn out to be very difficult to train, which limits their broad applicability.
Around 2002, two groups independently came up with a solution for this problem [1, 2] . The philosophy is to split the classifier in two parts. One part -the so called reservoir -is a random recurrent neural network that is left untrained and kept fixed during use. The timevarying input is fed into this reservoir and gives rise to complex internal dynamics. The second part of the classifier is a readout function, which takes as input the instantaneous reservoir state, i.e. the collection of all of the states of the individual elements, and produces an output decision. In order to be able to achieve useful functionality, this part of the system needs to be trained, typically on a set of inputs with known classifications. This process is visualized in Fig.  1 , where the bars represent vectors in case of a multi-dimensional input, state or output. Any kind of classifier or regression function could be used, but it turns out that for most applications a simple linear regression suffices. In this way the interesting properties of recurrent neural networks are kept in the reservoir part, while the training is now restricted to the least-squares optimization of a linear memory-less readout function.
One might wonder why such an approach would be useful to solve complex classification tasks. However, it is well known in the machine learning community that projecting a lowdimensional input into a high-dimensional space can actually be beneficial for the performance of a classification algorithm, as classes which are separable only by a complicated nonlinear surface in the low-dimensional space, can become separable by a linear hyperplane in the highdimensional space. This concept is the basis of a broad range of machine learning methods, called Kernel methods [13] .
The reservoir in a way converts the temporal correlations present in the signal into spatial correlations in the reservoir state. This is not to say that any recurrent neural network will achieve this. Rather, it appears that the dynamics of the network should ideally lie on the edge of stability [14] . This is usually achieved by tuning the amount of gain and loss in the network. If the network is over-damped, then there is no memory inside the reservoir; if it is under-damped then the network will react too chaotically. The reservoir used in reservoir computing does not necessarily have to be a neural network. Indeed, there have been conceptual implementations of reservoir computing using the surface of a real liquid as the reservoir, with objects being dropped into the liquid providing the timevarying inputs which set up complicated dynamical patterns on the liquid surface. There are, however, certain non-restrictive requirements that a complex nonlinear system needs to meet in order to be suitable as a computing reservoir. One of them is fading memory, which means that the influence of past inputs slowly fades away, and the network state asymptotically becomes independent of the initial conditions. Apart from these very broad requirements, the experience teaches us that the performance of the reservoir is fairly robust in terms of variations of the exact details of the nodes. Indeed, software reservoirs are mostly created randomly, i.e. with a random interconnection topology, and then tuned globally by rescaling the gain and input levels so their dynamics approximately match the edge of stability. This robustness of reservoir computing under perturbations of the reservoir is in strong contrast with digital electronics, where a single bit error can have disastrous consequences.
Recently a toolbox was created which is able to simulate and test a wide variety of reservoirs, mostly based on neural networks [15] . One of those is the classical variant where the signals are analog and every node is a hyperbolic tangent function operating on a time-integrated weighed sum of its inputs. This function is S-shaped as in Fig. 2 (left). In this kind of network the nodes themselves are very simple, while the dynamics arises from the complex interconnection topology. It is interesting to keep this in mind when comparing this to our proposed photonic implementation of reservoir computing.
Photonic reservoir computing
The present software implementations of reservoir computing are rather slow (typically 1 ms per simulation timestep) and therefore we investigate the potential of a hardware implementation based on light. This could have advantages in terms of speed and power efficiency due to the large bandwidth and fast nonlinear effects that are possible in a photonic implementation.
Because of the nature of reservoir computing, its implementation can be split up in two distinctive parts: the reservoir and the readout function. Since the computational power of reservoir computing resides mainly in the reservoir due to its feedback and nonlinearities, the focus of the current research is on a photonic reservoir, coupled to an off-line electronic readout. As mentioned before, the readout is most often a simple linear discriminant, but its training depends on mathematical calculations like matrix pseudo-inversion. This could initially be done off-line by a traditional computer or a dedicated electronic chip.
Since the requirements on the nature and the characteristics of the reservoir do not seem to be very stringent, we are faced with a vast choice of nonlinear components and effects to try and realize the reservoir. For the current study, we do not aim to design a system with optimal performance in terms of speed and power usage, but rather we investigate a photonic reservoir which easily lends itself to future experimental verification.
We opted for a photonic chip with a network of many coupled Semiconductor Optical Amplifiers (SOA). We made this choice based on several observations. First of all, the steady-state power transfer curve of an SOA resembles the upper branch of the tanh-curve used in analog neural networks (Fig. 2) , and thus seems an obvious choice for a first implementation of a photonic reservoir. SOA's also lend themselves to compact integration on a photonic integrated circuit. Although the nonlinearities in SOA's are not extremely fast, they are broadband which makes the communication between adjacent nodes in the reservoir rather straightforward. A reservoir based on resonant photonic crystal cavities offers the potential for much faster nonlinear effects, but the potential mismatch in resonance wavelength between adjacent nodes could mean that signals cannot propagate very far into the network. This makes them less suited for a first prototype.
We stress the fact that it is not immediately obvious whether such a network of SOA's will make a good reservoir. Compared to tanh reservoirs, SOA's lack the symmetric lower branch of the tanh because optical power is non-negative. Also, if we want to implement this network on a chip, we are limited to non-crossing interconnections, which is inherently less rich than the random interconnection in software reservoirs. In spite of these two limitations, the SOA however has richer internal dynamical behavior as opposed to the static neurons used in tanh software reservoirs, which could be computationally more powerful. This dynamic behavior comes into play at higher data rates because of the interaction between the photons and the carriers. Since it is not a priori clear how the performance of this photonic reservoir will compare with a traditional tanh reservoir, we need to perform detailed simulations to resolve this issue. Answering this question is the main contribution of this paper. 
Simulation model
We developed our simulation program for photonic reservoirs within the framework of the toolbox mentioned previously. This allowed us to utilize the existing training and evaluation schemes for the memory-less readout function. For further details of this open source toolbox we refer to the online manual [15] and the paper by D. Verstraeten et al. [16] where the toolbox was first introduced.
SOA model
In our simulations we work with traveling wave SOA's. This kind of SOA has anti-reflection coatings on its facets, which allows us to neglect the influence of reflections. We use the standard traveling wave SOA equations [17] . P(z, τ) and φ (z, τ) represent the power and phase and when the internal losses are neglected, they can be calculated through equations 1 and 2:
where α is the linewidth enhancement factor and the reduced time τ = t − z/v g is measured in a reference frame moving with the light. The function h(τ) is the gain g(z, τ) integrated over the length L of an SOA (equation 3):
Its value can be calculated by the following ordinary differential equation:
where τ c is the spontaneous carrier lifetime, g 0 the small signal gain and P sat the saturation power of the amplifier. For the theory behind these equations we refer to the work by Agrawal et al. [17] . The values we typically use are α = 5, n g = 3.75, L = 500 μm, τ c = 300 ps, g 0 = 6075 m −1 and P sat = 0.0211 W. In this way the model approximates the steady-state curve of a physically realized IC SOA. We apply an extra loss of 6 dB to account for the internal losses.
To incorporate the longitudinal dependence of the gain, the equations can be solved for a concatenation of small sections of the SOA. Since the latter can be time consuming when working with large networks of SOA's, we work mainly with one section. Moreover, since reflections are neglected at this stage, we use unidirectional signal injection. This reduces the number of rate equations to be solved to one.
We neglect the influence of Amplified Spontaneous Emission (ASE) and the wavelength dependence of the semiconductor gain in this model. This means that we assume that the input signal itself will be strong enough to dominate the ASE and that we will only use light at one wavelength -1.55 μm in our experiments. To assess the robustness of the reservoir with respect to phase effects, we simulated the reservoir with different wavelengths and up to a 100 MHz frequency difference relative to 1.55 μm, the behavior did not change noticeably. This is well in reach of some lasers [18] .
Topology and reservoir simulation
The classical reservoir implementations with neural networks have random interconnection topologies. Since on a 2D optical chip waveguide crossings are best avoided, we investigated structures that can be realized without intersections. Two of those structures are depicted in Fig. 3 . The left structure is a waterfall system which acts as a nonlinear delay-line. Although this feed-forward topology is relatively simple, it has already been successfully used to model nonlinear systems [19] . The other network has feedback connections on the sides in order to avoid crossings.
Every node in the network is modeled as an input-output system and therefore all the connections are also unidirectional. At every time instant two computational steps are taken. During the first step the internal state of every node is updated, while during the second step the outputs are transferred to the inputs they are connected to. The splitters and combiners are modeled as adiabatic and we kept the weights fixed for every node. Every connection can have a different delay and attenuation. The delays we used are compatible with delays on chips. 
Readout function
The readout function is a memory-less linear combination of the instantaneous states of all the nodes, with weights which are determined during training. This is accomplished by minimizing Aw − B 2 where A is a matrix holding all the node states, w is the weight matrix and B consists of all the desired outputs. The weights w can be found using the Moore-Penrose pseudo inverse. One problem with this solution is that it tends to overfit the training data and will perform worse on unseen data. A solution is to control the model complexity which can be accomplished by keeping the norm of the weights small. To keep the weights small, an additional penalty term, proportional to the weight's norm, is added as can be seen in equation 5:
The value of the regularization parameter λ determines to what extent large weights are penalized as it keeps the norm of the weight matrix small. The weights themselves can be found in a single step using ridge regression, also called Tikhonov regularization [20] . The optimal value for λ is determined through cross-validation on a distinct validation set. This is the basic structure of the simulation model. Next we will look at tasks that can be solved with these kind of networks.
Pattern recognition benchmark

Task setup
We will use a simple but non-trivial classification task as a first benchmark to demonstrate the potential of photonic reservoir computing. An example of this task is depicted in Fig. 4 , which shows a result of an SOA reservoir with the topology shown in Fig. 3 (b) and a 2 dB node-tonode attenuation. This corresponds to the optimum of the blue curve in Fig. 5 for a reservoir with 25 SOA's and 6.25 ps delays between them. Through training by examples, the system has to be able to instantly distinguish between a rectangular and a triangular waveform. Moreover, if the input signal changes the system has to change its output as fast as possible. In Fig. 4 (a) , an example of such an input is depicted. Figure 4 (b) shows the output that the system should generate: if the input is triangular, the output should be 1, if the input is rectangular it should return -1. Figure 4 (c) shows the state (i.e. their optical power level) of a few SOA's -chosen for illustrative purposes out of the network of 25 SOA's -as they are excited by the input, while Fig. 4 (d) shows the result of the readout function. Note that the weights used by the offline readout function can be negative and in such a way negative outputs can be realized. (As mentioned before, we envisage this training and readout in a first stage to be done off-line by an electronic chip). Figure 4 (e) shows the final output of the system, obtained by applying a sign function on the result of the linear combination. In the example the system manages most of the time to generate the desired output, barring some discrete spikes. Figure 4 shows only qualitatively how the reservoir performs. We will now proceed to give more a quantitative evaluation of the behavior of the reservoir.
Error rate
We now calculate the error rate of different photonic reservoirs on the classification task described earlier. For this, we proceed as follows. Choosing a certain reservoir, we first train the weights of the readout function using an input signal of length 100 ns, together with its desired output. Afterwards, the weights are kept fixed, and a new, different input signal of length 100 ns is presented to the reservoir. The output of the system is compared to the correct desired output, and an error rate is defined as the percentage of time that the reservoir gives an incorrect answer.
In Fig. 5 (a) , we plot the error rate for the two photonic topologies from Fig. 3 , with 25 SOA's, as a function of the globally set attenuation in the connections. This is an important parameter, as it allows us to tune the system to the dynamic regime at the edge of stability, where the computational power is the largest. In a practical implementation, instead of tuning the loss in the connections, we can obtain a similar effect by tuning the pump level of the SOA's.
The best result is obtained using feedback in the system and corresponds to an error rate of 2.5 %. We see that if the attenuation in the system gets too small, the error rate increases dramatically for the feedback network, as its dynamics become too chaotic.
The vertical lines are error bars, which show the standard deviation on the reservoir performance over ten runs. The variation comes, for the photonic reservoirs, from different input signals with different transitions at different instants. The tanh networks have an extra variation source because they are randomly created.
In Fig. 5 (b) , we compare a feedback reservoir with SOA's to the classical tanh reservoirs, each with 25 nodes. The classical tanh reservoirs have a random interconnection topology with random Gaussian distributed weights, as opposed to the SOA-feedback network which has the rather symmetric topology of Fig. 3(b) and the same positive weights for all its connections. This time we use the spectral radius (ρ(·)) as a measure for the dynamics in the system (so the curve for the SOA network with feedback is the same in fig.5a and 5b, but plotted against a different parameter.) The spectral radius is the largest absolute eigenvalue of the connection matrix C, containing all the gain and loss in the network and is an often used parameter in the field of reservoir computing. In a linear network, a spectral radius smaller than one means the network is stable, a value larger than one means thats its state will go to infinity. For the nonlinear tanh reservoir which is locally linear around the origin, a spectral radius larger one than will lead to a wildly oscillating, locked up or even chaotic system. The interesting dynamical region, the edge of stability, holds for spectral radii just below one. Although our network is nonlinear, we can still use this as an approximation, where the spectral radius acts as an upper estimate, since smaller input powers experience the strongest gain in an SOA. In the SOA network the connection matrix C contains the total gain and loss from every node to every other node. The total loss is determined by the weights of the in-and output couplers of every SOA and the losses in the waveguides in between the SOA's; as for the gain of every SOA, the value obtained when linearizing its gain around zero power, where it is highest, is used. The time delays are neglected in this calculation. For a connection matrix C with eigenvalues λ i ,... ,λ n this leads to the following spectral radius calculation:
The tanh reservoir appears to behave better for small spectral radii, which corresponds to a more linear operation of the nodes, with an optimum error rate around 3.5 %. As soon as the spectral radius gets too high, the system becomes chaotic which explains the large error bars and poor mean performance. The optimal regime for these tanh reservoirs seems to extend from the edge of chaos into the stable regime for this task. The same holds for the photonic reservoirs but they have a clear minimum error value of only 2.5 %, and this is obtained for a spectral radius around 0.5.
It is remarkable that the photonic reservoir with feedback is slightly better than the tanh reservoir for this task, considering the simple photonic topology used. One explanation for this is the different response of an SOA to different rise times. The rectangular waveform rises faster than the triangular one, causing a depletion of the carriers in the SOA. This can be seen in Fig.  4 (c) , where peaks appear whenever the rising edge of the rectangular waveform passes through an SOA.
This result indicates that the poorer connectivity and lack of a symmetric lower branch in the transfer characteristics are more than compensated by the richer internal dynamics of the nodes.
Finally, in Fig. 6 we plot the error rate as a function of reservoir size. We see that the performance improves with larger reservoirs, although there is no longer a significant improvement beyond 25 nodes.
We also tested the photonic reservoir on two other benchmark tasks. One task evaluates the memory capacity of the network, the other was the identification of a nonlinear ARMA task [21] . Here too, the results are promising and will be published elsewhere. 
Conclusions and outlook
We proposed photonic reservoir computing as a novel approach to do optical signal processing. We have seen that despite several limitations compared to traditional tanh reservoirs (lack of negative excitations, poorer interconnectivity), the richer internal dynamics of SOA-based nodes can result in performance which for some tasks is even superior as compared to these of tanh reservoirs. This is a promising step toward the use of photonic reservoirs for large scale and high speed classification problems. Further research is concentrating on two different fronts. First of all, we are working toward an experimental verification of the results presented in this paper. Second, we are investigating other types of applications which could benefit from photonic reservoir computing: speech recognition, large scale image recognition in real-time video data, header extraction in optical data signals, ...
