I. INTRODUCTION
The fast multipole method ͑FMM͒ [1] [2] [3] [4] [5] is one of the most effective methods to evaluate pairwise potentials required in several scientific applications such as molecular dynamics 6 and plasma physics. 7 The FMM achieves linear scaling with respect to the number of particles by expanding local charges in multipole expansions and can be applied to a variety of potentials. The control of the errors due to the finite expansions is a crucial aspect in the application of the FMM. 4, [8] [9] [10] [11] Any error estimation dealing with the worst case scenario with respect to the positions of the particles in the boxes and the distance between the boxes always overestimates the length of these expansions. The basis of a reliable error estimation scheme is the computation of a small upper error limit. The smaller this limit can be computed the better is the error estimation scheme. The scheme should include the contributions of all particles to the FMM error. Using the approach described in this paper the level of poles depending on a user-requested energy threshold can be determined. Because our error estimation scheme follows the FMM algorithm in detail we do not need to apply Chebyshev polynomials. Chebyshev economization always assumes the worst case scenario. Such a situation is certainly not the case for a realistic particle distribution. The Chebyshev economization only includes the errors resulting from the truncation of the infinite expansion of the reciprocal distance. In the FMM approach further errors are incurred by use of the operator B. 4, 5 These errors are ignored by the Chebyshev economization.
Besides the operator B ͑multipole-to-local translation͒ the FMM uses the operators A ͑multipole-to-multipole translation͒ and C ͑local-to-local translation͒. The FMM could also be implemented without the use of the operators A and C increasing the complexity from O͑N͒ to O͑N log N͒. However, the two different implementations give the exact same results. Because we must use a finite binary floating point representation the results of the schemes only differ within the magnitude of the machine precision. The use of the operators A and C has no impact on the accuracy of the calculation ͑energy, potential, and gradient͒. 3 The operators A and C translate exact up to the level of poles in the unshifted expansions. Because A and C have no impact on the accuracy of the results these operators do not affect the errors. Hence, the operators A and C do not need to be considered in the FMM error estimation scheme. Therefore only operator B has to be taken into account as described in this paper. The error due to the finite representation of the multipole expansions is implicitly handled in our scheme. This work has been motivated by the requirements of numerical simulations in the field of laser plasma interaction. [12] [13] [14] [15] [16] Simulations of clusters consisting of 10 6 or more charged particles simply require a reliable error control for various reasons. Due to error accumulation, hundreds of thousands or millions of time steps within a molecular dynamics simulation could lead to unphysical artifacts. Without error control a small change in the geometry of a single particle could cause a discontinuous change in the energy in case the particle moves from its original box to another box on a certain level of the FMM tree.
The basic idea of our FMM error estimation scheme is to compute the errors depending on the actual particle positions. Assuming the worst case scenario always overestimates the level of poles. Our approach determines a smaller level of poles for a certain user-requested energy threshold. It can reduce the total runtime of a FMM calculation by an order of magnitude or even more.
The development of a reliable and effective error estimation scheme for the FMM is in principle not an easy subject and therefore a certain level of mathematics is necessary to tackle this problem. Nevertheless we have tried to keep the mathematics as simple as possible following the notation used by White and Head-Gordon. 4, 5 We have implemented the two-stage error estimation scheme described in this paper in our FMM program which is available on request. 17 
A. Laser plasma interaction
The interaction of clusters with intensive ͑Ͼ10 15 W / cm 2 ͒ and short ͑Յ1 ps͒ laser pulses is one of the frontiers in physics today. Very interesting phenomena can be investigated, for example, the formation of highly charged ions and high energetic electrons. The irradiation of clusters with intensive short laser pulses shows many fascinating dynamical phenomena, starting with the mechanisms of energy absorption from the laser pulse and ending with the process of recombination when the cluster expands. High-energy Coulomb explosion of clusters caused by femtosecond pulses has been observed. For large clusters, strong laser pulses could even create a nanocluster inside the cluster. Reliable computer simulations of intensive laser pulse interactions with plasma targets are the key to understand these processes. All these phenomena are the result of effective energy absorption from the laser field into the cluster. The energy absorption leads to a rapid expansion of the cluster on a femtosecond time scale. In the course of expansion the electron density decreases resulting in strong energy absorption. The explosion of clusters ejects for example xenon ions with kinetic energies up to 1 MeV. Compared to the Coulomb explosion of molecules this energy is about four orders of magnitude higher. The laser-induced Coulomb explosion of clusters shows that access to an extremely high temperature state of matter is possible, which is the basis for fusion experiments.
II. THEORY
In order to derive the algorithm we assume the particle coordinates are scaled so that all particles are enclosed by a box with a coordinate range from 0 to 1 in each spatial direction. We propose a two-stage error estimation scheme. In the first stage homogeneous distributions of particles in all boxes on all levels of the FMM tree are assumed. In the second stage the real distributions of the particles in the boxes are taken into account by using an additional space domain decomposition for each box. Hence, the contribution of each particle with respect to the absolute or relative energy error is taken into account. It shows that the error contribution of a single particle depends strongly on the distance of the particle to the center of the box.
A. First stage of the error estimation scheme
At first we compute an average absolute error of the interactions of two separated boxes with respect to the level of poles p, at which the multipole expansions are truncated. We average over all possible box positions depending on the FMM separation criterion ws. 4 The energy of two separated boxes 18 ͑Fig. 1͒ within the rotation based FMM 4, 5, [19] [20] [21] approach can be written in complete form as follows:
The variables R, , and are the spherical coordinates with respect to the relative position of the two box centers to each other. The matrices d l and d j are components of the Wigner D-matrices. [19] [20] [21] The summation over n in Eq. ͑1͒ ͚ n=−min͑j, l͒
is leading to the energy expression of the conventional FMM which is a better approach for an error estimation scheme compared to Eq. ͑1͒. The energy of the conventional FMM is given by 
The upper bounds N box 1 and N box 2 indicate the number of particles in the two boxes. q I is the charge of particle I, and a I , ␣ I , and ␤ I are the spherical coordinates of particle I with respect to the center of the first box. q J is the charge of particle J, and a J , ␣ J , and ␤ J are the spherical coordinates of particle J with respect to the center of the second box. Now we can compute the upper limit for the multipole moments of a homogeneous distribution. The absolute value of the phase factors is equal to 1 ͉e
To avoid any under-and overflows in the binary floating point representations we substitute the terms 1 / ͑l + m͒! by l! / ͑l + m͒! in Eq. ͑4͒ and 1 / ͑j + k͒! by j! / ͑j + k͒! in Eq. ͑5͒ and introduce the terms 2 −l and 2 −j . We introduce the averaged multipole moments for level L ͑L Ͼ 0͒ of the FMM tree as follows
͑8͒
The value L = 1 corresponds to the complete simulation box ͓0, ... ,1, 0, ... ,1, 0, ... ,1͔. Due to symmetry Eq. ͑8͒ can be simplified
We obtain the analog expression for the multipole moments of the second box
The introduction of the two chargeless multipole moments
and
is leading to
The integration can be performed numerically with sufficient accuracy. We have used the Romberg integration method. The box with coordinate ranges ͓0, ... ,1, 0, ... ,1, 0, ... ,1͔ is divided in half along each Cartesian axis ten times to yield 8 10 boxes, respectively, 8 10 points have been used in the numerical integration. We have performed the numerical integration in double precision ͑64 bits for the representation of a floating point number͒. The distance R in Eq. ͑3͒ represents the distance between the centers of two separated boxes. Each level L of the FMM tree consists of 2 L−1 boxes in one dimension ͑1D͒. To obtain a level-independent distance R we define
On each level we have 8 L−1 boxes in three dimensions ͑3D͒.
The distance R is always equal to or greater than 2͑ws +1͒
and less than or equal to 2͑2ws +1͒ ͱ 3 in case separated boxes exist on the level L. To guarantee numerical stability we rearrange terms and use normalized associated Legendre polynomials. We introduce the term
with j + l Ͼ 0 for the purpose of correction. This term corresponds to a probability and compensates the overestimation of the level of poles p as a consequence of the disregard of the real distribution of positive and negative contributions, since we treat negative contributions as being positive. The summation over j in Eq. ͑16͒ is always unity
The absolute value of the phase factor in Eq. ͑3͒ is equal to 1
Now we use Eqs. ͑9͒, ͑10͒, ͑15͒, ͑16͒, and ͑18͒ to simplify Eq. ͑3͒ yielding
with Ẽ = 2 00 box 1 00
͑20͒
The normalized associated Legendre polynomials are given by
For now we neglect the charges and use Eqs. ͑13͒ and ͑14͒ to simplify Eq. ͑20͒ Ẽ = 2 00 00
and average over all possible box-box interactions. By taking into account all the eight child boxes of a certain box and neglecting edge effects we have to consider 56͑2ws +1͒ 3 box-box interactions. Each interaction is defined by a pair of spherical coordinates ͑R i , i ͒. Some of these interactions may be defined by the same pair of spherical coordinates. We define
with g 00 = 2 00 00 56͑2ws + 1͒
The elements of g jl satisfy the symmetry condition g jl = g lj . Since FMM implementations demand a finite level of poles p causing an error in Eq. ͑1͒, p can be obtained by splitting the two sums in Eq. ͑25͒ into two parts, a sum from 0 to p and a second sum from p + 1 to infinity, yielding
͑28͒
Now we obtain the error for Ẽ as a function of the level of poles p with
The vector ⌬Ẽ can be pre-computed and stored ͑Table I͒.
The function ⌬Ẽ ͑p͒ is shown in Fig. 2 . The precomputed values can be used in a simulation as follows. After the particle coordinates have been scaled, the parent box is divided into eight child boxes in 3D. Each of these child boxes is subdivided creating 64 child boxes in 3D on level 3. This procedure continues until the minimum of computation time has been found depending on a user-requested absolute energy threshold ⌬E req . On each level of the FMM tree with separated boxes all far field box-box interactions ͚͑ K͑L͒ ͚ M͑K͒ ͒ have to be taken into account. Finally we have to sum over all levels L and all box-box interactions on the levels
Because each box-box interaction is computed twice we have to divide the result by 2. We can change Eq. ͑30͒ slightly to be computationally more efficient 
Now each box-box interaction is computed once only. Finally Eq. ͑31͒ is used to find the smallest possible value for p. The determined value of p is always correct for systems consisting of homogeneously or nearly homogeneously distributed particles. Depending on the user-requested absolute energy threshold it is also possible to neglect the entire far field contribution. Therefore we can define an interval for the ratio of the exact far field energy E assuming all charges being either positive or negative and the monopole approximation E 0 of E by
max͉͑i͉, ͉j͉, ͉k͉͒ Ͼ ws ͑33͒ and c 2 = 2 max
In case ws is equal to 1, c 1 = ͱ 6 / 17 and c 2 = ͱ 6 ͑Fig. Finally we can write
The terms c 1 and c 2 are strictly monotonic increasing, respectively, decreasing with respect to ws ͑Fig. 4͒. The terms c 1 and c 2 for 1 Յ ws Յ 10 are shown in Table II . The monopole approximation E 0 of the far field energy E is defined by
T are the coordinates of the box centers. We can neglect the far field contribution to the energy completely in case 
B. Second stage of the error estimation scheme
Now we can go a step further to improve our scheme. After we have set up the FMM tree to achieve the minimum of computation time ͑subject of a next paper͒ assuming a homogeneous distribution, the positions of all particles must not be changed anymore. Now we can include the actual distributions of particles in all boxes on all levels of the FMM tree in the second stage of our error estimation scheme. This procedure is necessary because the individual error contribution of a single particle strongly depends on its position in the box with respect to the box center. In general two particles with the same charge contribute very differently to the energy error in case the first particle is located near the box center and the second one is located far away from the center in one of the box corners.
To derive the second stage lets consider the far field interaction of two separated boxes. We obtain an upper error limit if we incorporate only the largest of the three distances d x , d y , and d z with
On a certain level of the FMM tree the distance d can take ws + 1 different values. For the sake of clarity we substitute d
by R. Without loss of generality we can assume the two boxes are located along the Z axis. The box centers are separated by the distance d ͓Eq. ͑42͔͒. After we have chosen d, any rotations about the X, Y, or Z axis by a rotation angle of k͑ / 2͒͑k integer͒ must be without any relevance with respect to the quantity of the error. The energy of two separated boxes located along the Z axis 18 ͑Fig. 5͒ is given by
͑43͒
The asterisk in Eq. ͑43͒ symbolizes the conjugate-complex of jm box 2 and jm box 1 , respectively. By now we ignore the charges and the sum over all particles in the multipole moments. The chargeless versions of the multipole moments are given by
Now we replace the chargeless multipole moments in Eq. ͑43͒ using Eqs. ͑44͒ and ͑45͒ and rearrange terms
To derive an expression for the energy error we reformulate Eq. ͑46͒ 
͑47͒
Now we can split the first two sums in Eq. ͑47͒
ϱ¯.
͑48͒
Using Eqs. ͑47͒ and ͑48͒ we obtain an error for the energy E
To make Eq. ͑49͒ more manageable we consider only the terms for 0 Յ l Յ p + 1 and change the summation sequence
͑50͒
For reasons of simplicity we drop the term
in both triple sums in Eq. ͑50͒ but later on we have to take it into account as well. We neglect all the remaining terms with l Ͼ p + 1 in Eq. ͑49͒. Now we perform the summation step by step starting with l = 0 which gives our first error contribution of zeroth order with respect to l
The conventional approach is to take the absolute value of the product ͑Ϯ1͒ j P j0 ͑cos͑␣ 2 ͒͒ and set ͉P j0 ͑cos͑␣ 2 ͉͒͒ to 1. It certainly provides an upper limit for ⌬E l=0 but the summation of positive and negative terms to achieve a smaller upper error limit is unconsidered and the level of poles p is overestimated with respect to a user-requested energy threshold. Following the conventional approach we can easily compute the infinite sum in Eq. ͑52͒ yielding
To assign Eq. ͑53͒ a practical meaning we have to assume the worst case scenario which means the particle is located in one of the box corners and the two boxes are separated by the smallest possible distance. Such a situation is certainly not the case for the majority of the particles. Therefore the level of poles p is overestimated even more. A better and by far a more practical approach is to apply the absolute value as late as possible and to incorporate error terms of higher order. Our scheme proceeds as follows. We apply a space domain decomposition in one of the interacting boxes. We divide this box into 8 5 grid boxes obtaining 32 3 grid points at the centers of the grid boxes. We include additional grid points on each coordinate axis yielding a total of 33 3 grid points. Now we compute the sum in Eq. ͑52͒ for each grid point and for ͑−1͒ j and ͑+1͒ j separately, take the maximum and store the values F 0p ͑a 2 , ␣ 2 ͒ as constants in a library
After computing the error contribution of zeroth order we proceed with the first order error contribution. The error term of the first order ⌬E l=1 depends on the coordinates of both particles and is given by 
͑56͒
These eight combinations and a 1 ͑0 Յ a 1 Յ ͱ 3͒ represent positions on the connecting lines from the box center to the eight corners of the box. Now we compute the expression
for each grid point ͑a 2 , ␣ 2 , ␤ 2 ͒. The term ͑Ϯ1͒ j and the eight combinations of the angles ␣ 1 and ␤ 1 require 16 computations for each grid point. We compute the maximum of the 16 combinations and store the value as a function of the grid point ͑a 2 , ␣ 2 , ␤ 2 ͒ in a library. Similar to Eq. ͑54͒ we define the elements F 1p ͑a 2 , ␣ 2 , ␤ 2 ͒ as follows:
The error term of the second order is given by An error-controlled fast multipole method J. Chem. Phys. 132, 119901 ͑2010͒
· ͑59͒
Similar to Eqs. ͑54͒ and ͑58͒ we define the elements F 2p ͑a 2 , ␣ 2 , ␤ 2 ͒ as follows:
The error term of general order q is given by
Similar to Eqs. ͑54͒, ͑58͒, and ͑60͒ we define the elements F qp ͑a 2 , ␣ 2 , ␤ 2 ͒ as follows:
͑62͒
We take all the elements F qp with p Ն 0 and 0 Յ q Յ p + 1 into account. To ensure symmetry we must use the Cartesian representation of F qp with respect to the Cartesian axes X, Y, and Z. Assuming that each Cartesian coordinate ranges from Ϫ1 to 1 ͓−1, ... ,1, −1, ... ,1, −1, ... ,1͔ we introduce the elements H qp as follows: 
Due to symmetry we have to store only 969 grid points instead of 33 3 for each element H qp . Equations ͑42͒ and ͑63͒ define a replacement system which has an energy error greater than or equal to the energy error of the original system. After we have derived the error terms of the second box we still have to include the neglected components of the first box. Because we did not apply a space domain decomposition in both boxes the only untreated coordinate is a 1 , the distance of a particle in box A to the box center. Now we include all particles of the first box, thus we change the notation of a 1 to a I . We simply have to calculate the terms f n given by
͑64͒
In Eq. ͑64͒ q I is a particle charge. We compute the sum in Eq. ͑64͒ for n = 0 , 4 , 9 , 18, 36, 45 for each box on each level of the FMM tree using a look-up table to minimize the computational effort. For two separated boxes we treat all possible ws + 1 displacements ͑s =1, ... ,ws +1͒ of the two box centers in 1D ͓Eq. ͑42͔͒ separately. Now we can modify Eq. ͑64͒ slightly f ns The term q J B represents a charge in the corresponding grid box. The interaction list A͑s , B͒ in Eq. ͑66͒ covers all boxes which have a far field interaction with box B separated by R s in 1D. The neglected term ͓Eq. ͑51͔͒ is taken into account by the summation over B in Eq. ͑66͒ when we combine the Q nsL with the grid contribution of box B. Because we take the maximum and do not sum up in Eq. ͑66͒ we have to multiply by a factor of 2 to maintain the symmetry with respect to the error contribution, since the symmetry condition B = C m with 
͑69͒
is usually not satisfied. Because we compute the terms Q nsL only for n = 0 , 4 , 9 , 18, 36, 45 we use an interpolation scheme to obtain the missing values. In case the box contains two or more particles or the particle is not located in the box center the following relations:
are satisfied. This scheme has to ensure the correct asymptotic behavior for infinite n. The complete set of the elements Q nsL is given by The terms Q 9, 18; sL , Q 4, 9; sL , and Q 0, 4; sL are determined similarly in the given order. The elements Q nsL ͓Eq. ͑71͔͒ are strictly monotonic decreasing with respect to n. It should be noted, that our interpolation scheme provides a sufficient accuracy to our FMM error estimation scheme.
Finally we obtain a relation between the level of poles p and a user-requested absolute energy threshold
Because of the factor 1/2 in front of the second triple sum in Eq. ͑50͒ we have to multiply the product Q p+1, sL ͑G͒H p+1, p ͑G͒ by 1/2. All terms H 0,. . .,p+1, p contain the common factor R −͑p+1͒ which is leading to the term ͑͑ws +1͒ / ͑ws + s͒͒ p+1 in Eq. ͑80͒. Now we are able to obtain the final relation to determine p
In case far field contributions of the energy have to be taken into account ͓Eq. ͑38͔͒ we obtain the minimal level of poles when we start at p = 0 and increment p until the right hand side of Eq. ͑82͒ is less than or equal to ⌬E req . In addition we can also compute an approximation of the error ⌬E for p = 0 by a power series expansion of the particle positions with respect to the box centers. Assuming
T are the coordinates of the centers of box K and box M, respectively, we can write
The upper bounds N K and N M indicate the number of particles in the boxes. The energy error can be written as follows
͑84͒
If we neglect the absolute value of each term in Eq. ͑84͒ and compute the right hand side of Eq. ͑84͒ we obtain the far field energy for p =1, E p=1 minus the far field energy for p =0, E p=0
The terms B j+l, k+m represent the elements of the operator B. 4, 5 In Eq. ͑84͒ we sum over all levels and all box-box interactions and neglect all contributions of higher order. The partial derivatives in Eq. ͑84͒ depend only on particle charges and the differences x I − x J , y I − y J , and z I − z J . The Cartesian coordinates x I , y I , and z I as well as x J , y J , and z J are the coordinates of the box centers. We have to compute the terms
for all boxes on all levels of the FMM tree in order to compute ⌬E p=0 ͓Eq. ͑84͔͒. Usually ⌬E p=0 is not very different from the right hand side of Eq. ͑82͒ for p = 0. Now we can use the relation
in addition to Eq. ͑82͒ to improve the FMM error estimation scheme for p = 0. We can combine Eqs. ͑82͒ and ͑91͒ using the
III. RESULTS
We have verified the correctness of our FMM error estimation scheme by many test calculations. Homogeneous as well as inhomogeneous distributions have been tested. Table  III shows the results for a particle system consisting of 100 000 particles each with charge 1 distributed along the Z axis which represents a system of inhomogeneously distributed particles in 3D. Table IV shows the results for a clustered particle system which is a result of a laser-induced Coulomb explosion [12] [13] [14] [15] [16] ͑Fig. 6͒. This figure shows the same particle distribution with different zoom levels to visualize the strong clustering. We have performed all reference calculations in quadruple precision ͑128 bits for the representation of a floating point number͒ to exclude any numerical errors. In the ANSI/IEEE standard the relative error of the binary representation of floating point numbers in double precision is 2 −52 Ϸ 2.220ϫ 10
. However, the absolute energy error of 0.0171ϫ 10 −7 in Table IV is FMM separation criterion ws = 1. The last two columns of Table V show the solutions of the following two equations proposed by White and Head-Gordon
.
͑94͒
Equation ͑93͒ may overestimate and underestimate the level of poles depending on the user-requested energy threshold. Table V and Fig. 7 show a crossover point at a userrequested absolute energy threshold of 10 −3 with respect to the level of poles. For higher levels of poles the error due to the use of operator B is dominant. Equation ͑94͒ always highly overestimates the level of poles. Therefore this error estimation is without any practical relevance. Table VI shows the ratio of the computational effort in the multipole-to-local translations resulting from our FMM error estimation scheme and the error estimator which includes the error from the truncation of the expansions but ignores the error as a consequence of the use of operator B. To compare our FMM error estimation approach against Chebyshev based schemes we will use Eq. ͑93͒ to formulate a Chebyshev based FMM. We substitute the infinite sum
by a continuous Chebyshev expansion
͑97͒
The terms T n are the Chebyshev polynomials of the first kind with the property
͑98͒
The first coefficients of the continuous Chebyshev expansion are shown in Table VII . Equation ͑93͒ can now be improved Table VIII shows the result of the Chebyshev economization. The improvement in comparison to Eq. ͑93͒ is marginal. Depending on the user-requested relative energy error the levels of poles are certainly smaller but not much. Even in case Chebyshev economization is used our FMM error estimation scheme is still much more efficient ͑Table VIII͒. The levels of poles determined by the first and second stage of our FMM error estimation scheme should be approximately the same for systems consisting of homogeneously distributed particles with uniform charge. Table IX shows that for a range of user-requested relative energy errors the levels of poles satisfy this condition. The overall behavior of our FMM error estimation scheme is also O͑N͒ with respect to the number of particles N ͑Table X͒ because the prefactor of the O͑N log N͒ scaling part, the computation of the terms f n box A ͓Eq. ͑64͔͒ on each level of the FMM tree is very small and seems to be negligible. The Tables XI and XII show that operator C does not have any impact on the FMM results. precision ͑FPN in 128 bits representation͒. We have compared four results, the energy computed by the product of multipole moments and Taylor coefficients
the energy computed from the potential
and finally the components of the potential and gradient. Now we can define the following relative errors
͑104͒
͑105͒
We have done the calculations on the particle system shown in Table IV and in Fig. 6 for a user-requested absolute energy error of ⌬E req =10 ͑N = 114537, p = 10, Depth= 7͒. The energies and all components of the potential and gradient are nonzero. Table XII shows that ⌬ 1 , ⌬ 2 , ⌬ 3 , and ⌬ 4 completely utilize the precision increase of the binary floating point representation by changing from double to quadruple precision.
IV. SUMMARY
We have presented a two-stage error estimation scheme. It incorporates the error contribution of each particle to the FMM error and can be applied to homogeneous as well as inhomogeneous particle systems. The FMM error is correlated with a user-requested threshold. In our current FMM implementation this threshold is either the absolute or relative energy error. In the first stage of our error estimation scheme homogeneous distributions in all boxes on all tree levels are assumed. In case a relative energy error is specified we have to compute an approximation of the energy to obtain the absolute energy error used in the error estimation scheme. The far field energy is approximated by the monopole energy. Additionally we have developed an approach to estimate the energy contribution of the interaction of charges in a single box as accurate as possible. After the first stage is conducted the far field energy is approximated by the monopole approximation and by a Cartesian energy expansion of first and second order with respect to the particle positions relative to the box centers to incorporate monopole and dipole contributions. In addition we have taken into account contributions of higher order to compute the far field energy for particle systems with high symmetry as accurate as possible. The near field energy is always computed before the second stage is carried out. In case a relative energy error is specified the computation of the corresponding absolute error is more accurate compared to the first stage.
The constants used in the error estimation scheme have to be computed separately for each value of the FMM separation criterion ws. We have implemented a procedure to minimize the computation time with respect to the separation in the near and far field part. Using this procedure we have always obtained the best runtime behavior for the separation criterion ws = 1. The increase in the total runtime as a consequence of our error estimation scheme is negligible because most of the necessary data is precomputed and stored as constants in a library. Our scheme can easily be modified to treat a user-requested threshold with respect to an absolute error bound for the components of the potential or the gradient. Therewith it gives the possibility to specify up to three different thresholds, one for the energy, a second one for the components of the potential, and another one for the components of the gradient. In case the FMM is extended to other potentials or periodic boundary conditions ͑subject of a next paper͒ our error estimation scheme can easily be adapted. Finally it should be noted, that the equations we have presented are mathematical representations of the method and potentially not the most computationally efficient.
APPENDIX A: FMM NOTATION
Our mathematical representation of the FMM is based on the notation used by White and Head-Gordon. 4, 5 We consider two separated boxes ͑Fig. 1͒. The multipole moments of the boxes are defined as follows: The upper bounds N box 1 and N box 2 represent the numbers of particles in the boxes. q I and q J are the charges of particle I in box 1 and particle J in box 2, respectively. a I , ␣ I , and ␤ I as well as a J , ␣ J , and ␤ J define the particle positions with respect to the box centers. In comparison to the notation used by White and Head-Gordon 4,5 we write the operator B as a double subscripted array. The spherical coordinates R, , and depend on the relative position of the two box centers represented by R 1 = ͑x 1 , y 1 , z 1 ͒ T and R 2 = ͑x 2 , y 2 , z 2 ͒ T to each other. Now we can define Taylor coefficients for the two boxes 
