Given a finite abelian group A, a subset ⊆ A and an endomorphism of A, the endo-Cayley digraph G A (, ) is defined by taking A as the vertex set and making every vertex x adjacent to the vertices (x) + a with a ∈ . When A is cyclic and the set is of the form = {e, e + h, . . . , e + (d − 1)h}, the digraph G is called a consecutive digraph. In this paper we study the hamiltonicity of endo-Cayley digraphs by using three approaches based on: line digraph, merging cycles and a generalization of the factor group lemma. The results are applied to consecutive digraphs.
Introduction
Let A be a finite abelian group, an endomorphism of A, and a subset of A. The endo-Cayley digraph G A (, ) , also called endo-circulant digraph, is the digraph whose vertices are the elements of A, and whose arcs are the pairs (x, (x) + a) with x ∈ A and a ∈ . The elements in are called colors, and an arc (x, (x) + a) is said to be of color a.
For instance, Cayley digraphs on finite abelian groups correspond to endo-Cayley digraphs with endomorphism = I , the identity mapping of A. Another class of endo-Cayley digraphs is formed by the c-circulant digraphs studied by Mora, Serra, Fiol and others [15] [16] [17] 3] . They are defined as follows: Let N be a positive integer, a subset of Z N , and c ∈ Z N . The c-circulant digraph G N (c, ) is the digraph which has Z N as vertex set and the pairs (x, cx +a) with a ∈ as arcs. Therefore, the digraph G N (c, ) is the endo-Cayley digraph G A (, ) [1] , where its chromatic automorphism groups were studied in the context of endo-Cayley digraphs. Other properties of endo-Cayley digraphs were studied in [4, 2, 14] . In this paper we focus on the hamiltonicity of endo-Cayley digraphs, particularly of consecutive digraphs. Recall that a digraph is hamiltonian if it contains a spanning (directed) cycle; such a cycle is called a hamiltonian cycle.
The paper is organized as follows: in the last part of this section we recall some definitions and summarize known results. In the next section we consider the line digraph technique, which is based on the observation that if a digraph or multidigraph is eulerian, then its line digraph is hamiltonian. First, we characterize the endo-Cayley digraphs which are line digraphs and, for consecutive digraphs, the characterization is given in form of arithmetic conditions on the parameters. Then, we apply the results to obtain sufficient conditions for hamiltonicity. In particular, it is shown that all consecutive digraphs G N (c, ) Merging cycles is a method widely used in the study of hamiltonicity of consecutive-d digraphs, for instance in [5, 9] . In Section 3 we put the technique in the more general framework of endo-Cayley digraphs. As a consequence, arithmetic conditions for hamiltonicity of consecutive digraphs are obtained. For instance, it is shown that all consecutive digraphs of degree d 5 and (c, N ) = 1 are hamiltonian.
In the last section it is shown that results such as the Factor Group Lemma and the Arc Forcing Subgroup, usually presented in the context of Cayley digraphs on finite abelian groups, can be proved for endo-Cayley digraphs.
A hamiltonian digraph must be strongly connected (or strong for short). We draw from [4] the necessary and sufficient conditions for an endo-Cayley digraph G = G A (, ) to be strong. The difference subgroup of G is the subgroup D = D(G) of A generated by the elements i (b − a), where i 0 and a, b ∈ . For i 0, we define the endomorphisms s i () by
Finally, let r = r() be the minimum positive integer such that r (A) = r+1 (A).
Theorem 1 (Brunat et al. [4] 
. , a d−1 )=(N , e, h).
Therefore a consecutive digraph is strong if and only if the three following conditions hold:
(C1) contains all congruence classes modulo g = (N, c);
The difference subgroup D also gives the structure of an endo-Cayley digraph as a generalized cycle. Actually, the index m = |A : (N , h) . Therefore, if G is strong, then it is a generalized cycle if and only if (N , h) > 1. In particular, strong consecutive-d digraphs are equireachable.
Finally, the following lemma gives the degrees of the vertices in an endo-Cayley digraph. We conclude that the indegree of x is
Parts (iii) and (iv) are direct consequences of (i) and (ii).
The line digraph technique
An endo-Cayley digraph might have loops but has no multiple arcs. Therefore, in this paper digraphs are allowed to have loops, but no multiple arcs. Digraphs with multiple arcs and loops are referred to as multidigraphs.
The line digraph of a multidigraph M = (V , E) is the digraph L(M) whose vertices are the arcs of M, and each vertex (x, y) is adjacent to the vertices of the form (y, z). 
Our first goal is to express this condition for endo-Cayley digraphs in a more algebraic way.
Let G = G A (, ) be an endo-Cayley digraph. Define
It is easy to check that Ker (G) A, where denotes the subgroup relation. We will write instead of (G) when the digraph G is clear from the context. With the above notation, we have the inclusion a + ( ) ⊆ ∩ (a + (A)) for all a ∈ . The next theorem shows that equality holds if and only if G A (, ) is a line digraph.
Theorem 4. Let G = G A (, )
be an endo-Cayley digraph. Then, the following statements are equivalent:
The following corollaries give easy ways to construct endo-Cayley digraphs which are line digraphs.
Corollary 5. Let G = G A (, ) be an endo-Cayley digraph and suppose that is an automorphism. Then, G is a line digraph if and only if is a coset of a subgroup of A.
Proof. If is an automorphism, then ∩ (a + (A)) = ∩ A = and condition (c) implies the statement.
Corollary 6. Let G = G A (, ) be an endo-Cayley digraph. If is a system of representatives of A/(A), then G is a line digraph and = Ker . If G has no vertices with indegree zero (in particular if G is strong), the converse also holds.

Proof. Suppose that is a system of representatives of A/(A).
By taking K = {0} in Theorem 4 we obtain that G is a line digraph and that = Ker .
Conversely, given any x ∈ A, since there are no vertices with indegree zero, Lemma 3 implies
Since G is a line digraph and ( ) = {0}, we have
Therefore, is a system of representatives of A/(A).
Corollary 7. Let G = G A (, ) be an endo-Cayley digraph. If is a subgroup of A, then G is a line digraph.
Proof. Let a ∈ and a ∈ ∩(a +(A)). Then a =a +(x) for some x ∈ A. Since is a subgroup, we have (x) ∈ and (x) ∈ ( ). It follows that a ∈ a + ( ). Consequently, G is a line digraph.
Mora et al. [16] gave the following necessary and sufficient conditions for a c-circulant
Then G is a line digraph if and only if there exists a divisor p of N such that
Since the elements of k are congruent modulo p, it follows that g divides p and the subgroup of Z N of order N/p is a subgroup of the subgroup of order N/g, which is (A). Therefore, ( ) = pZ N and k = a + pZ N . Hence, this characterization corresponds to the special case of Theorem 4 when the group A is cyclic.
The next theorem characterizes those consecutive digraphs which are line digraphs. Suppose that ( ) = {0}, and let x ∈ be such that cx = 0. Then cx ∈ cx
be a consecutive digraph, and let g = (N, c). Then, G is a line digraph if and only if either d g/(g, h) or d = N/(N, h).
Proof. Let us first determine the group (
As the order of h is greater or equal than d,
Now we can prove the theorem. First assume that G is a line digraph. If ( ) = {0}, then condition (b) of Theorem 4 gives that the elements in belong to different classes modulo g. Hence, for all 0 i < j d − 1, the elements ih and jh are not congruent modulo g. Consequently, i and j are not congruent modulo g/(g, h). We conclude that d g/(g, h), which is the first condition. On the other hand, if One way of proving that a strong digraph G is hamiltonian is to find a regular and strong spanning subdigraph G , such that it is the line digraph of some multidigraph M. As G is strong and regular, M is also strong and regular. Hence M is eulerian. Therefore G = L(M) is hamiltonian and G is also hamiltonian. Basically, this method is the one used in [10] for studying which generalized De Bruijn digraphs are hamiltonian, and in [9] to show that if (c, N) > 1, then a strong consecutive-d digraph G(d, N, c, a) is hamiltonian. More generally, we have:
Proof. It is enough to show that G is regular. Let x ∈ A. Since G is strong, there exists an
because G is a line digraph. Therefore, by Lemma 3, the indegree of x in G is
which is independent of x. Hence G is regular.
For instance, for endo-Cayley digraphs of degree two such that is not an automorphism, we have the following result. Proof. We have |A/(A)| 2 because is not an automorphism, and |A/(A)| 2 because G is strong. Therefore = {a 1 , a 2 } is a system of representatives of A/(A), and Corollary 6 implies that G is a line digraph. By Proposition 9, the digraph G is hamiltonian.
The line digraph technique applied to consecutive digraphs gives the following theorem. (c) are the same in the digraphs G and G , and conditions (C2) and (C3) hold in G, these two conditions also hold in G . Therefore G is a strong digraph. By applying Proposition 9, we conclude that G is hamiltonian.
Taking h = 1 in the above theorem, we obtain that all strong consecutive-d digraphs with (N, c) > 1 are hamiltonian, a result obtained by Du et al. [9] .
An analogous statement to that of Theorem 11 for c-circulant digraphs does not hold. For  instance, the c-circulant digraph G = G 30 (2, {7, 10, 12} ) is strong, with g = (30, 2) = 2 > 1, but it is not hamiltonian. Note that there does not exist a subset of such that the digraph G = G N (c, ) is a strong line digraph. Nevertheless, this obstruction disappears if has cardinality 2 (Corollary 10).
Merging cycles
A classical technique to obtain a hamiltonian cycle of a regular digraph G is to consider a spanning union of edge disjoint cycles of G (called 1-factor), and to join these cycles by using arcs of G. Here we use the ideas presented in [9, 5] to merge cycles, together with the structure of endo-Cayley digraphs as generalized cycles (Proposition 2).
In this section we give sufficient conditions for hamiltonicity of endo-Cayley digraphs G A (, ), with an automorphism, a cyclic difference subgroup and containing a set of the form e + [0, d − 1]h for some d 3 (the case d = 2 will be considered in the next section). Afterwards, we apply the conditions to consecutive digraphs. First, we shall prove cases (i) and (iv), and afterwards cases (ii) and (iii), which use a different strategy. We denote by (x, y) a i the arc from x to y with color a i = e + ih.
Theorem 12. Let G = G A (, ) be a strong endo-Cayley digraph, D the difference subgroup of G and m = |A : D|. Assume is an automorphism, D is a cyclic group generated by an element h, and contains a set of the form
Let n = ord h be the order of h, and assume n d. Let a ∈ and Let be the minimum integer in [0, (n − 2)/2 ] such that y = 2 h and y = (2 + 1)h belong to two different cycles C y and C y of F. Let x and x be adjacent to y and y in F; that is, we have the arcs (x, y) a 2 and (x , y ) a 2 . It is easy to check that the arcs (x, y ) a 3 and (x , y) a 1 are in G. Therefore, we can merge C y and C y in a single cycle by replacing the arcs (x, y) a 2 and (x , y ) a 2 by the arcs (x, y ) a 3 and (x , y) a 1 , see Fig. 1 . We get a new 1-factor F with y and y in the same cycle. Next, take the minimum ∈ [0, (n − 2)/2 ] such that y = 2 h and y = (2 + 1)h belong to two different cycles C y and C y of F . As before, we can merge C y and C y in a single cycle. By repeating the process we get a 1-factor F 1 such that each pair of vertices 2 h and (2 + 1)h, with ∈ [0, (n − 2)/2 ], lie on the same cycle of F 1 .
Now take the minimum integer of [1, (n − 1)/2 ] such that y = 2 h and y = (2 − 1)h belong to two different cycles C y and C y of F 1 . Let x and x be adjacent to y and y , respectively, in F 1 . The arc (x, y) can be of color a 1 or a 2 , and the arc (x , y ) can be of color a 2 or a 3 . We have four possibilities for the arcs (x, y) and (x , y ):
• (x, y) a 1 and (x , y ) a 2 . Then, replace them by (x , y) a 3 and (x, y ) a 0 .
• (x, y) a 1 and (x , y ) a 3 . Then, replace them by (x , y) a 4 and (x, y ) a 0 .
• (x, y) a 2 and (x , y ) a 2 . Then, replace them by (x , y) a 3 and (x, y ) a 1 .
• (x, y) a 2 and (x , y ) a 3 . Then, replace them by (x , y) a 4 and (x, y ) a 1 .
In any case, we merge the cycles C y and C y . We have a new 1-factor with y and y in the same cycle.
As before, we repeat the process for each ∈ [1, (n − 1)/2 ] such that y = 2 h and y =(2 −1)h are in different cycles of the current 1-factor, in order to obtain a new 1-factor with y and y in the same cycle. In the last step a factor F 2 with a unique cycle containing all vertices of D is obtained.
Proof of (iv) of Theorem 12. Let k be the number of cycles in
If m = 1, take ∈ [0, n − 1] such that y = h and y = ( + 1)h belong to the two different cycles in F. We can merge these two cycles by replacing the arcs (x, y) a 1 and (x , y ) (x, y) a 1 and (x , y ) (x, y) a 1 and (x , y ) a 1 by the arcs (x, y ) a 2 and (x , y) a 0 , we obtain a new 1-factor F i of G with k − i cycles. Since k − 1 is less than or equal m, after k − 1 steps we obtain the 1-factor F k−1 which is a hamiltonian cycle of G. Now consider cases (ii) and (iii). We use here the technique presented in [5] . Consider the 1-factor F 1 = G A (, {a 1 }) . If the vertices ih and (i + 1)h are not in the same cycle of F 1 , we can merge the cycles deleting the arcs (x, ih) a 1 and (x , (i + 1)h) a 1 , and adding the arcs (x, (i + 1)h) a 2 and (x , ih) a 0 . We call this operation an interchange {i, i + 1}. Two interchanges {i, i + 1} and {j, j + 1}, i < j, interfere only if j = i + 1. In this case we perform the {i, i + 1} interchange first, and after we replace the arcs (x, (i + 1)h) a 2 and (x , (i +2)h) a 1 by the arcs (x, (i +2)h) a 3 and (x , (i +1)h) a 0 . This is called an interchange {i, i + 1, i + 2}. Interchanges for the 1-factor F 2 = G A (, {a 2 }) are defined analogously, except that for the interchanges of three elements the largest pair is performed first.
The goal is to find a sequence of interchanges to obtain a hamiltonian cycle of G. Lemma 2 in [5] gives the method.
Let be a set and let X and Y be proper nonempty subgroups 2 . We define a bipartite graph B(X, Y ) with vertex set X ∪ Y , and x ∈ X adjacent to y ∈ Y if and only if x ∩ y = ∅. (Chang et al. [5] ). Let P = {P 1 , P 2 , . . . , P p } be a partition of [0, n − 1] such that at most one part has cardinality one. Then, there exists T = {T 1 , T 2 , . . . , T t }, where the sets T i are disjoint consecutive subsets of [0, n − 1], with |T i | ∈ {2, 3}, such that B(T, P) is connected, and such that if n − 1 ∈ T i for some i, then
Lemma 13
The sets in T are the interchanges needed to perform in order to obtain a unique cycle. But it is possible that we get a hamiltonian cycle without need to perform all the interchanges.
Proof of (ii) of Theorem 12.
Since m = 1, we have A = D = h = Z N and (x) = cx, for some c ∈ Z. Let k be the number of cycles of the 1-factor
We claim that one of the two 1-factors F 1 and F 2 = G A (, {a 2 }) has at most one loop. Indeed, if both of them have loops, the two equations x = cx + e + h and x = cx + e + 2h have solutions in Z N . Thus (1−c, N) divides h. Since A= h , the greatest common divisor of N and h is 1. Then, (1 − c, N) = 1, and F 1 and F 2 have exactly one loop. We conclude that either F 1 or F 2 have at most one loop. Let F be such a factor. Let C 1 , C 2 , . . . , C k be the cycles of F and define the sets
The set P = {P 1 , P 2 , . . . , P k } satisfies the hypothesis of Lemma 13. Thus, there exists a sequence of interchanges T such that the digraph B(T, P) is connected. Hence, G is hamiltonian.
Proof of (iii) of Theorem 12. Since m > 1, G is an m-generalized cycle whose stable sets are the cosets of the difference subgroup D. By Proposition 2, there are no loops in G and every cycle has length multiple of m and contains the same number of vertices of each coset of D.
. . , C k be the cycles of F 1 , and define the sets P i , i ∈ [1, k] , as in (2). These sets have |P i | > 1, except possibly one if there is one cycle of length m. Then, by applying Lemma 13 to P = {P 1 , P 2 , . . . , P k }, there exists a sequence of interchanges T such that the digraph B(T, P) is connected. Then, G is hamiltonian.
Conditions for the existence of hamiltonian cycles in statements (iii) and (iv) of Theorem 12 are sufficient, but not necessary. For instance, take the consecutive digraph G=G 15 (1, ) 
The digraph G is 3-regular with m = 3, and has the hamiltonian cycle 0-2-4-6-8-13-5-10-12-14-7-9-11-13-0, but its 1-factor G 15 (1, {5}) has 5 cycles, which exceeds m+1=4. Consider now the 4-regular digraph G =G 15 (1, ) 
The digraph G has m = 3, it is hamiltonian and its 1-factor G 15 (1, {5}) has more than one cycle of length m, in fact, exactly 5.
Theorem 12 implies the following corollary for consecutive digraphs. 
Since ( In statement (iv) the condition d 3 implies N 3. Then m is bigger than 1 and we get that the digraph G is a generalized cycle and all cycles have length multiple of m. Therefore, the number k of cycles satisfies k N/m m + 1. By applying Proposition 12(iv), the digraph G is hamiltonian.
Factor group lemma
The next results are related to the factor group lemma and the arc-forcing subgroup, which are techniques that have been used for Cayley digraphs [6, 13, 18] . In this section we restrict to the case where is an automorphism of A.
Let G = G A (, ) be an endo-Cayley digraph and let H be a -invariant subgroup of A (i.e. (H ) ⊆ H ) . LetĀ be the quotient group A/H and denote byx the class of x ∈ A in A. Let¯ be the multiset¯ = {ā : a ∈ }. (¯ is a set if and only if the elements of belong to different cosets of H). The mapping:Ā →Ā defined by(x) = (x) is a well-defined group homomorphism (since H is -invariant). We denote by G H the multidigraph that has A as vertex set, and whose arcs are the pairs(x, (x) +ā), for allx ∈Ā andā ∈¯ . If¯ is a set, then G H is the endo-Cayley digraph G H = GĀ(,¯ ). 
Moreover, if n is a positive integer, n * a 1 · · · a m denotes the concatenation of n copies of a 1 · · · a m . 
Theorem 15 (Factor Group Lemma
Then n * a 1 a 2 · · · a m is a hamiltonian cycle of G.
Proof. After km+ steps in the walk n * a 1 a 2 · · · a m , with ∈ [0, m−1] and k ∈ [0, n−1], we reach the vertex
We claim that these vertices are all different: indeed, assume that for k, and k , we reach the same vertex
The first summand in each side belongs to H because H is a -invariant subgroup. By taking classes modulo H, we get ( ) = ( ). Asā 1ā2 · · ·ā m is a hamiltonian cycle in G H , we have = . Therefore, (4) we must have i = 0, and the last vertex in the walk is 0. 
then G is hamiltonian. For instance, consider the strong consecutive digraph G = G 72 (17, {7, 11, 15}). We have h = 4 and m = (72, 4) = 4, hence G is a 4-generalized cycle and the difference subgroup D is the subgroup 4Z 72 generated by 4, which has order 18. Take a 1 =7, a 2 =15, a 3 =11 and a 4 =11. As the element h 0 =c 3 a 1 +c 2 a 2 +ca 3 +a 4 =44 is a generator of D, condition (5) In particular, if in Proposition 16 we have m=1, then A=D is cyclic, and G is hamiltonian if, and only if, either G A (, {b 1 }) or G A (, {b 2 }) is hamiltonian. This result is proved in [7] for consecutive-d digraphs and in [17] for c-circulant digraphs (all c-circulant digraphs of degree two are consecutive).
