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Abstract
Decision-making in finance often requires an accurate estimate of the coskewness
matrix to optimize the allocation to random variables with asymmetric distributions.
The classical sample estimator of the coskewness matrix performs poorly for small
sample sizes. A solution is to use shrinkage estimators, defined as the convex com-
bination between the sample coskewness matrix and a target matrix. We propose
unbiased consistent estimators for the MSE loss function and include the possibility
of having multiple target matrices. In a portfolio application, we find that the pro-
posed shrinkage coskewness estimators are useful in mean–variance–skewness effi-
cient portfolio allocation of funds of hedge funds.
Key words: coskewness, MSE, multiple targets, portfolio optimization, shrinkage
JEL classification: C100, C130, G110
Accurate estimation of the skewness of linear combinations of p random variables is a key
concern in finance. The estimation and management of the third-order interactions between
financial returns are becoming increasingly important in asset allocation, portfolio manage-
ment and risk analysis. The traditional approach to solving the problem is to estimate the
skewness directly from the sample values of that linear combination (Hosking, 1990). An
alternative, which is especially popular in optimizing and analyzing financial portfolios, is
to obtain the skewness statistic using an estimate of the p p2 third-order comoment ma-
trix measuring the third-order interactions between the random variables. The estimation
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of such a coskewness matrix faces a similar curse of dimensionality as the estimation of the
covariance matrix.
Though the higher order moments are becoming increasingly important, the number
of available estimation methods is limited compared to the burgeoning literature on co-
variance estimation. In the seminal paper by Martellini and Ziemann (2010), the work
on linear shrinkage of covariance matrices by Ledoit and Wolf (2003, 2004) is general-
ized to the use of shrinkage for the estimation of the coskewness matrix. Their extension
includes proposing an estimator for the optimal shrinkage intensity in terms of Mean
Squared Error (MSE). However, the proposed estimator is not consistent and uses a
biased estimator for the MSE loss function. Moreover, their approach is limited to
shrinking towards a single target matrix. Recently, Jondeau, Jurczenko, and Rockinger
(2017) propose moment component analysis as a higher order equivalent of principal
component analysis.
In this article, we contribute to the literature on skewness shrinkage estimation in four
ways. First, we propose unbiased consistent estimators for the MSE loss function, which
leads to an improved estimation of the shrinkage intensity. Second, under the MSE loss
function, we derive optimal targets for a given coskewness structure. Third, we extend the
methodology to include multiple targets simultaneously, eliminating the need to choose a
single target matrix. Fourth, we show on simulated and real-life return data that the com-
putational complexity of estimating a p p2 coskewness matrix pays off in terms of a more
precise estimate of the skewness of a linear combination of skewed variables. This result is
of direct interest for decision-making based on higher order approximations of the expected
utility function (see e.g., Jondeau and Rockinger, 2006) and Martellini and Ziemann,
2010), the density function (see e.g., Boudt, Peterson, and Croux, 2008, Del Brio, Niguez,
and Perote, 2009 and Stoyanov, Rachev, and Fabozzi, 2013), or the construction of mean–
variance–skewness (MVS) efficient portfolios using the shortfall measure of Briec, Kerstens,
and Jokung (2007).
We illustrate our methodology on hedge fund return data for which accurate estimates
of the coskewness matrix are needed to construct MVS efficient portfolios in the frame-
work of Briec, Kerstens, and Jokung (2007). Rolling estimation windows are used to ac-
count for the transient nature of skewness of financial returns (Beedles, 1979; Singleton
and Wingender, 1986). In our setting, there are more assets than observations, leading to a
misspecified sample coskewness matrix and the explicit need for shrinkage. The out-of-
sample evaluation of investment performance shows that the proposed MSE optimized
shrinkage estimators not only solve the issue from a statistical perspective, but also lead to
substantial economic gains for the fund of hedge funds investor with moment preferences
(Kane, 1982; Scott and Horvath, 1980).
The remainder of the article is organized as follows. Section 1 introduces the notation
and the traditional coskewness estimators. Section 2 describes single-target linear shrinkage
estimation of the coskewness matrix and extends this framework to include multiple tar-
gets. Section 3 provides both the plug-in estimators and our proposed unbiased consistent
estimators. The good performance of the proposed estimators is illustrated in an extensive
simulation study in Section 4. Finally, we document the usefulness of the shrinkage estima-
tors for optimizing portfolios of hedge funds in Section 5. We end with a conclusion and
some policy implications.
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A Supplementary Appendix discusses the impact of time series dependence on the prob-
lem of estimating the coskewness matrix. It also contains additional simulation results and
details for the empirical application. We show how to include several other coskewness
matrices from the literature into the multi-target shrinkage framework introduced in this
article and extend the in-sample study of Martellini and Ziemann (2010) by including all
proposed and corrected estimators. Finally, we demonstrate the R code for our estimators,
which is publicly available in the PerformanceAnalytics package of Peterson and Carl
(2018).
1 Coskewness Estimation
In this section, we first introduce the notation for the remainder of the article. We then pre-
sent the sample estimator and the structured estimation approach, which will serve as the
basis of the shrinkage estimator proposed in Section 2.
1.1 Notation
Let ðx1; . . . ;xnÞ with xi 2 Rp be a sample of n independent and identically distributed
p-dimensional vectors drawn from the distribution of a random variable X with mean l
and coskewness matrix U. The matrix U consists of the third-order central moments
uijk ¼ E Xi  lið Þ Xj  lj
 
Xk  lkð Þ
 
; i; j;k ¼ 1; . . . ; p; (1)
where Xi and li are, respectively, the ith component of the random variable X and the mean
l. The coskewness elements are stacked in the coskewness matrix as
U ¼ E X  lð Þ X  lð Þ0  X  lð Þ0
 
; (2)
where  denotes the Kronecker product. Equivalently, we have that the coskewness matrix
can be written as










ukp1    ukpp
0BB@
1CCA: (4)
Note that uijk has the same value for each permutation of the indices i, j, and k. This prop-
erty is called supersymmetry of the matrix U. The coskewness matrix U is of dimension p p2,
but due to the property of supersymmetry, only pðpþ 1Þðpþ 2Þ=6 elements are unique.
For a linear combination v0X of X, define the univariate skewness uv as
uv ¼ E v0X  v0l
 3h i ¼ v0Uðv vÞ: (5)
This article uses boldface letters to denote matrices and vectors. For matrices A and B,
the inner product is defined by hA;Bi ¼ traceðA0BÞ. The Frobenius norm is denoted by jj  jj
and it holds that hA;Ai ¼ jjAjj2. In addition, !a:s: and !p denote convergence almost surely
and convergence in probability, respectively, always for n!1. When ! is used,
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convergence of a sequence of real numbers is meant. Finally, f ðnÞ ¼ OðgðnÞÞ if and only if
there exists n0 2 N and M 2 Rþ such that jf ðnÞj MjgðnÞj for all n  n0.
1.2 Sample Estimator
Probably, the most intuitive way to estimate U is by the plug-in method, where expectations







By replacing the mean in (1) with the sample mean and the expectation with a sample




ðxli  xiÞðxlj  xjÞðxlk  xkÞ: (7)
The above estimator is biased. As an alternative, we recommend to use the unbiased es-
timator for uijk, see for example, Fisher (1929), given by
bu ijk ¼ nðn 1Þðn 2ÞXn
l¼1
ðxli  xiÞðxlj  xjÞðxlk  xkÞ: (8)
Note that the constant n=ððn 1Þðn 2ÞÞ is in essence a small sample correction, with a
larger impact than the factor 1=ðn 1Þ for unbiased covariance estimation.
Throughout the paper, we denote by bU the sample coskewness estimator stacking the in-
dividual elements estimated in Equation (8) as
bU ¼ nðn 1Þðn 2ÞXn
l¼1
xl  xð Þ xl  xð Þ0  xl  xð Þ0: (9)
We remark that this matrix format is mathematically convenient, but numerically ineffi-
cient. For optimal computational speed and memory use, exploiting the symmetry of the
coskewness matrix is advised.
In Appendix A, we use classical convergence results (see e.g., Serfling 2009) to
prove that the sample estimator bu ijk converges almost surely to the true coskewness
value when n!1. Proofs for all other properties in this article are also given in
Appendix A.
Property 1.1 Assume that X has finite third-order moments. Then for any sample size n,
E½bu ijk ¼ uijk, and when n!1, it holds that bu ijk!a:s:uijk.
The unbiased sample estimator of the univariate skewness of v0X in Equation (5) equals
buv ¼ nðn 1Þðn 2ÞXn
l¼1
ðv0xl  v0xÞ3: (10)
Computing the skewness of a linear combination of random variables by using the univari-
ate sample skewness is equivalent to first computing the sample coskewness estimator and
then transforming the result to obtain the univariate estimate.
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Property 1.2 For any v 2 Rp, it holds that
buv ¼ v0bUðv vÞ: (11)
When p> n, there are infinitely many vectors v such that v0xi ¼ c; i ¼ 1; . . . ;n and hencebuv ¼ 0. In this case, we call the sample coskewness matrix misspecified. A similar observa-
tion is made by Engle (2009) in the case of the sample covariance matrix.
1.3 Structured Coskewness Estimation
The sample estimator bU becomes unreliable in high dimensions. It attempts to estimate
pðpþ 1Þðpþ 2Þ=6 coskewness parameters using n observations and is even misspecified
when p> n. This curse of dimensionality results in a low estimation precision, which can be
avoided by regularizing the coskewness estimator or imposing some restrictions on its struc-
ture. In particular, when sample coskewness elements are similar, it may be possible to re-
duce the MSE by replacing the corresponding sample estimates by the sample average of
these elements. This is a similar intuition as for the diagonal covariance matrix in Ledoit
and Wolf (2004) or the block diagonal structure in Devijver and Gallopin (2017) and has a
positive effect even if the restrictions are wrong. For p¼ 2, the structured coskewness ma-
trix based on the independence and equal marginal assumption of Ledoit and Wolf (2004),
can be written as follows:
bT 	LW ¼ b/111 þ b/2222 1 0 0 00 0 0 1
 
: (12)
Note that in this notation, we use a supersymmetric matrix with only entries zero or
one. This notation may seem daunting at first, but it is useful to obtain unbiased esti-
mates of the MSE loss function when shrinking the sample coskewness matrix towards
such target matrices, as will become clear in Section 2.1, in particular Property 2.2. In
this notation, bT 	LW belongs to the family of structured coskewness matrices outlined
below.
Formally, let Eq;q ¼ 1; . . . ;Q be supersymmetric matrices of dimension p p2 contain-
ing only entries zero or one such that hEr;Esi ¼ 0 when r 6¼ s, that is, the matrices Eq do







We remark that the coefficients in bT 	 are sample averages of the sample estimates bu ijk
corresponding to the positions where Eq;ijk ¼ 1. When Q ¼ pðpþ 1Þðpþ 2Þ=6, this corre-
sponds to assuming that each coskewness element is unique. Hence, bT 	 equals the sample
coskewness matrix bU. A low value of Q means that a lot of different coskewness elements
are assumed to be roughly equal or zero. This might introduce an estimation bias, but pos-
sibly reduces the estimation variance drastically.
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The structured coskewness matrices in Equation (13) are unbiased and consistent for the







Property 1.3 Assume that X has finite third-order moments. For any sample size it holds
that E½bT 	 ¼ T	 and as n!1; bT 	 !a:s: T	.
We proceed by giving three examples of structured coskewness matrices derived under
this approach. The matrices are numbered because they will also be used in the simulation
study in Section 4 and the empirical application in Section 5.
The simplest structured coskewness matrix is the deterministic matrix of dimension p
p2 containing only zeros, denoted by T	1. This is the coskewness matrix arising from a ran-
dom variable X 2 Rp that is central-symmetric about a certain h 2 Rp. In particular, this
holds for any elliptical distribution.
Coskewness matrices bT 	2 and bT 	3 assume independence and the structured coskewness
matrix bT 	2 also assumes that the marginals have a common third-order central moment.






E2; and bT 	3¼Xp
q¼1
buqqqE3;q; (15)
with E2 the p p2 matrix for which all elements are equal to zero, except for the marginal
third-order central moments, that is, the positions of uiii; i ¼ 1; . . . ; p have as entry the value
1 and E3;q;q ¼ 1; . . . ; p are the matrices with the only non-zero element at position uqqq.
In the Supplementary Appendix, we discuss other structured coskewness matrices avail-
able in the literature, namely the coskewness matrix under the latent single-factor model of
Simaan (1993), the single-factor and constant correlation coskewness matrix of Martellini
and Ziemann (2010) and the coskewness matrix under the multi-factor model of Boudt,
Lu, and Peeters (2015).
2 Shrinkage Estimation
In this section, we present the single-target shrinkage estimator as a convex combination
which combines the sample coskewness estimator bU and an alternative estimator bT into a
shrinkage estimator of U. More formally, the single target shrinkage coskewness estimator
is defined as
bUSTðkÞ ¼ ð1 kÞbU þ kbT ; (16)
where the shrinkage intensity k 2 ½0;1. The sample estimator bU of the coskewness matrix
is an unbiased estimator, but typically has a large estimation variance depending on
moments up to the sixth order of the distribution. The target matrix bT can be any p p2
supersymmetric matrix for which bT 6¼ bU. Typical choices for bT are the structured estima-
tors in Equation (13), the coskewness matrix based on latent single-factor model (Simaan,
1993), the constant-correlation coskewness matrix or coskewness matrix based on an
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observed single-factor model (Martellini and Ziemann, 2010) or the multi-factor coskew-
ness matrix of Boudt, Lu, and Peeters (2015). The estimator bT of a structured coskewness
matrix T usually has a lower estimation variance, but possibly is not consistent for the true
coskewness matrix. A natural improvement is to combine both estimates into a single esti-
mate by minimizing the MSE.
Single-target shrinkage for the coskewness matrix was proposed in Martellini and
Ziemann (2010) for two particular structured coskewness matrices. We generalize their
framework by introducing other (multiple) target matrices, proposing an unbiased and con-
sistent estimator of the MSE loss function, and deriving the theoretical properties of the
proposed estimators.
2.1 Optimization of the Shrinkage Intensity
In Martellini and Ziemann (2010), it is recommended to optimize the shrinkage intensity
parameter k in terms of the MSE loss function, given by
LðkÞ ¼ E jjð1 kÞbU þ kbT  Ujj2h i; (17)which is equivalent to
LðkÞ ¼ Ak2  2bkþ E jjbU  Ujj2h i; (18)
where
A ¼ E jjbT  bUjj2h i and b¼E hbU  bT ; bU  Uih i: (19)
Clearly, the approach of optimizing the MSE only makes sense if the MSE in Equation
(17) is finite. We, therefore, require that X has finite sixth order moments and the struc-
tured coskewness matrix bT has a finite MSE as well. Then the optimal shrinkage intensity,




which implicitly depends on the sample size through both A and b. We remark that, due to
the unbiasedness of bU, we can also write b as E½jjbU  Ujj2  E½hbU  U; bT  E½bT i.
Given the optimal shrinkage intensity k	, the single-target shrinkage estimator bUSTðk	Þ
is consistent for U.
Property 2.1 Assume that X has finite sixth order moments and bT!p U for some U such that
Varðbt ijkÞ ¼ Oðn1Þ, then bUSTðk	Þ!p U as n!1.
The second condition in Property 2.1 implies that b ¼ Oðn1Þ. Hence, when U 6¼ U, it
holds that k ¼ Oðn1Þ. These conditions are weak. For target matrices bT 	 in Equation (13),
the conditions are satisfied when X has finite sixth order moments. Hence, for the target
coskewness matrices used in this paper, the only condition is the existence of sixth order
moments of X. The structured coskewness matrices in the Supplementary Appendix also
satisfy the assumptions of Property 2.1 under mild assumptions on X.
Note that k	 depends on the unknown A and b. Hence, the optimal shrinkage intensity
needs to be estimated through estimation of A and b, which we propose in Section 4. If the
shrinkage intensity k	 is consistently estimated, it follows that the estimator bUSTðbk	Þ is con-
sistent as well.
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By definition, the MSE of the shrinkage estimator is equal or lower than the MSE of the
sample estimator. This decrease comes at the cost of a bias, introduced by the target matrix.
However, the shrinkage estimator optimally balances the trade-off between estimation vari-
ance and bias by selecting the shrinkage intensity resulting in the lowest MSE.
Optimal coskewness shrinkage estimation is not only a matter of balancing the sample esti-
mator and the target, but also of selecting an appropriate target matrix. In this regard, the struc-
tured coskewness matrices in Equation (13) can be seen as the solution minimizing the MSE
with a more generic structured coskewness matrix. For a given choice of structure matrices
Eq; q ¼ 1; . . . ;Q, the coefficients in T	 are optimal in the sense that they minimize the MSE.
Property 2.2 Assume that X has finite sixth order moments and a structured coskewness
matrix T ¼
PQ
q¼1 qEq, with q scalars and the matrices Eq satisfying the constraints as for
Equation (13). Then for any k 2 ð0; 1, the values of q minimizing the MSE,




are q ¼ hEq;Ui=jjEqjj2 and thus T	 in Equation (13) is optimal for the structure given by
the E-matrices.
2.2 Extension to Multi-Target Shrinkage
Often, several plausible calibrations of the target coskewness matrix bT exist. We then recom-
mend to use shrinkage estimation with multiple targets. As for the multi-target shrinkage co-
variance estimator of Bartz, Höhne, and Müller (2014) and Lancewicki and Aladjem (2014),
the target weights can be estimated in a data-driven manner by minimizing the MSE. This sec-
tion introduces the multi-target shrinkage estimator for the coskewness matrix.






km bT m; (22)
where t is the number of targets and bT m is the target matrices (m ¼ 1; . . . ; t) of dimension
p p2. We require that none of the target matrices equals the sample estimator and thatbU  bT 1; . . . ; bU  bT t are linearly independent. In addition, we constrain the shrinkage inten-
sities to be positive with sum less than unity,
Xt
m¼1
km  1 and km  0; m¼1; . . . ; t: (23)
In case bU  bT 1; . . . ; bU  bT t are perfectly linearly dependent, it is possible to remove tar-
get matrices without loss of information or estimation accuracy. However, this condition is
weak and holds with probability one for the structured coskewness matrices in this article
and the Supplementary Appendix.
As in the single-target shrinkage case, we seek to find k such that the MSE loss function
LðkÞ ¼ E jjbUMTðkÞ  Ujj2h i (24)
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is minimal, under the linear constraints in Equation (23). This optimization problem is a
linearly constrained convex quadratic program. To show this, we first rewrite the loss func-
tion as
LðkÞ ¼ k0Ak 2b0kþ E jjbU  Ujj2h i; (25)
where A 2 Rtt; b 2 Rt are defined as
Aij ¼ E hbT i  bU; bT j  bUih i and bi¼VðbUÞ  CðbU; bT iÞ; i; j¼1; . . . ; t; (26)
with
VðbUÞ ¼ E jjbU  Ujj2h i and CðbU; bT iÞ¼E hbU  U; bT i  E½bT iih i: (27)
Note that the matrix A is a Gramian matrix and hence is positive definite if and only ifbU  bT 1; . . . ; bU  bT t are linearly independent. Thus, for sufficiently different target matri-
ces, the quadratic program is strictly convex with linear constraints and yields the unique
solution k	. The convex nature of the problem guarantees finding the global optimum using
standard quadratic solvers. The vector of shrinkage intensities nests as a special case the
single-target shrinkage intensity in Equation (20).
The consistency result of the shrinkage estimator also holds in the multi-target setting.
Property 2.3 Under the same conditions as Property 2.1 (for each of the targets) and the as-
sumption that bU  bT 1; . . . ; bU  bT t are linearly independent, bUMTðk	Þ!p U as n!1.
It should be noted that the optimal shrinkage intensity, with respect to the MSE,
depends on the quantities b and A, which are unknown in practice.
3 Estimation of the Shrinkage Intensity
The optimal shrinkage coefficient k	 that minimizes the MSE loss function LðkÞ in
Equation (25), subject to the constraints Equation (23), depends on the unknown quantities
A and b in Equation (26). An estimate of the optimal shrinkage intensity is obtained by
minimizing the quadratic function
bLðkÞ ¼ k0bAk 2bb 0k; (28)
subject to the constraints Equation (23). The natural approach to estimate the matrix A is
to use its sample version, that is,
bAij ¼ hbT i  bU; bT j  bUi; i; j ¼ 1; . . . ;p: (29)
Before providing the properties of this estimator, we note that for Aij in Equation (26),
Aij ! hT i  U;T j  Ui; (30)
when n!1. Define the limit matrix to be A0.
Property 3.1 Under the assumptions of Property 2.3, it holds that E½ bAij ¼ Aij at any sample
size n, and when n!1; bAij!p A0;ij.
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The estimation of b is more complicated since VðbUÞ and CðbU; bT mÞ cannot simply be




VarðbuijkÞ  Covðbu ijk;btm;ijkÞ 	; (31)







p bu ijkÞ  ACovð ffiffiffinp bu ijk; ffiffiffinp btm;ijkÞ 	; (32)
with AVar and ACov denoting the asymptotic variance and asymptotic covariance. Hence,
bm ¼ Oðn1Þ and a consistent estimator for c0 is required instead of any sequence of order
Oðn1Þ to estimate bm.
In Section 3.1, we first describe the traditional approach of using plug-in estimators.
Since this approach yields biased and non-consistent estimators for c0, we recommend as
an alternative to use estimators based on k-statistics and polykays, which we propose in
Section 3.2.
3.1 Plug-in Estimation of b
Plug-in estimation of the required quantities is the standard in the shrinkage literature. The
principle is to replace each expectation by a sample average. An intuitive estimator for
VðbUÞ is given in Martellini and Ziemann (2010):




kbUl  bUplk2; (33)
where bU l; l ¼ 1; . . . ;n; is defined by
bUl ¼ ðxl  xÞðxl  xÞ0  ðxl  xÞ0: (34)
This estimator is intuitive because it resembles the sample variance estimator.













p bu ijkÞ ¼ m2;2;2 m21;1;1  2m2;1;1m0;1;1  2m1;2;1m1;0;1  2m1;1;2m1;1;0
þm2;0;0m20;1;1 þm0;2;0m21;0;1 þm0;0;2m21;1;0 þ 6m0;1;1m1;0;1m1;1;0;
(36)




Since n bV plðbUÞ!a:s:m2;2;2 m21;1;1, as n!1 and the extra terms in Equation (36) are not zero
in general, the plug-in estimator is not consistent.
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For a target bT 	 as in Equation (13), it can be shown that
E hbU  U; bT 	  E½bT 	ih i ¼ E jjbT 	  E½bT 	jj2h i ¼ VðbT 	Þ: (37)
The corresponding plug-in estimator, obtained by replacing expectations with sample
averages, is given by




kbT 	l  ðn 1Þðn 2Þn2 bT 	k2; (38)






Combining estimators (33) and (38) yields an estimate for bm whenever the m-th target
is of form Equation (13).
3.2 Unbiased Estimation of b
3.2.1 Estimation of VðbUÞ
Unbiased estimators for both VðbUÞ and CðbU; bT 	mÞ are obtained by element-wise estimation
of VarðbuijkÞ and Covðbuijk;btm;ijkÞ as in Equation (31). For buiii; i ¼ 1; . . . ; p, the variance of
the estimator is given by
VarðbuiiiÞ ¼ 1n j6 þ 1n 1 9j4j2 þ 9j23 þ 6nn 2 j32
 
; (40)
where jm denotes the mth cumulant of the distribution of Xi. For ease of notation, we omit
the reference to i. Each of the terms in the right-hand side of Equation (40) is estimated by the
corresponding unbiased estimator, as presented in Di Nardo, Guarino, and Senato (2008,
2009). Combining k-statistics and polykays, the unbiased estimator for Equation (40) is
dVarðbuiiiÞ ¼ c1;1S6 þ c1;2S4S2 þ c1;3S23 þ c1;4S32; where Sm¼Xn
l¼1
ðxli  xiÞm: (41)
Again, the reference to component i in Sm is omitted for ease of notation. The constants
c1;1; . . . ; c1;4 can be derived from the formula for the estimator dVarðbu ijkÞ, presented in
Appendix B. The resulting unbiased estimator for VðbUÞ is
bV ðbUÞ ¼ Xp
i;j;k¼1
dVarðbu ijkÞ: (42)
In Section 4, we confirm that this estimator is an improvement over the biased and in-
consistent plug-in estimator given in Section 3.1.
3.2.2 Estimation of CðbU; bT 	Þ
Estimation of CðbU; bT Þ has to be considered for each target coskewness matrix individually.
In this section, we provide unbiased estimators when the target is as in Equation (13). The
Supplementary Appendix contains consistent estimators for the other structured
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coskewness matrices mentioned in Section 1.3. There we also correct the estimators given
in Martellini and Ziemann (2010) for the single-factor and constant correlation coskewness
matrices.
For any target bT 	, an unbiased estimator for CðbU; bT 	Þ can be constructed using multi-
variate k-statistics and polykays. Since T	1 is deterministic, CðbU;T	1Þ ¼ 0. For target bT 	2,
with common third-order central moments it holds that







Covðbu iii; bu jjjÞ
0@ 1A (43)
and for bT 	3 the expression is
CðbU; bT 	3Þ ¼Xp
i¼1
Varðbu iiiÞ: (44)
An estimator for the terms Covðbu iii; bujjjÞ using k-statistics and polykays is provided in
Appendix B.
Combining the estimators dVarðbu ijkÞ and dCovðbu ijk;btm;ijkÞ, an unbiased and consistent es-
timator bb is obtained.
Property 3.3 For target matrices as in Equation (13) it holds that nbb!a:s:c0 as n!1 and, at
any sample size n, it holds that E½bb ¼ b.
Hence, due to Properties 3.1 and 3.3, it holds that the MSE loss function determining bk	
is consistently estimated. Thus, bUMTðbk	Þ!p U, as n!1, which includes the single-target
shrinkage estimator as a special case.
4 Simulation Study
4.1 Set-Up
The simulation set-up is chosen such that the simulated data shows the same characteristics
for variance, skewness, and kurtosis as observed in the dataset with monthly hedge fund
returns used in Section 5. In a similar fashion as Fan, Fan, and Lv (2008), we estimate the
multi-factor model
X ¼ BFþ  (45)
on the 100 funds of strategies Equity Hedge, Macro, Relative Value, and Event-Driven
according to Hedge Fund Research with most Assets Under Management (AUM) in
December 2010. As factors, the corresponding HFRI indices (available on www.hedgefun
dresearch.com) are used.
As in Jondeau and Rockinger (2012), the factors are first standardized and then fitted
by a skew-t distribution with density












where j ¼ ðbxþ aÞn if bxþ a < 0 and ðbxþ aÞ=n if bxþ a  0. The parameters a and b
are such that the distribution has mean zero and unit variance, namely
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Moments up to order 6 exist when  > 6. Hence, when fitting the distribution to the fac-
tors, we use a lower bound of ¼7. Factor loadings and idiosyncratic terms are obtained
Table 1 PRIAL values in percentage for univariate skewness estimates using the multivariate
shrinkage estimators
Notes: PRIAL values with respect to the sample estimator of the skewness of the sum of X are given for the
shrinkage estimators when the data are generated according to a factor model (Section 4.1). Three different sin-
gle-target estimators are used in addition to the multi-target estimator that uses all three targets. PRIAL values
for the plug-in (Pl.) and unbiased (Unb.) estimators are given for sample sizes ranging from n ¼ 10 to 1000
and dimensions ranging from p ¼ 5 to 100. The PRIAL values are reported in percentage points. The back-
ground color ranks the PRIAL values for each combination of n and p; the darker, the higher the PRIAL.
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by least squares regression based on the 60 monthly observations from January 2006 to
December 2010. Each of the idiosyncratic terms is also modeled by a skew-t distribution.
We consider the dimensions p ¼ 5; 10; 20; 30; 50;100 and sample sizes
n ¼ 10;20;30; 50; 100;250;500; 1000. For p smaller than 100, we subset the data generat-
ing process to include only the p funds with the largest AUM. For each sample size and
dimension, 10,000 samples are generated.
4.2 Results
The focus of our simulation study is the estimation accuracy of the skewness of a linear
combination of random variables. In our simulations, we take the sum (v ¼ 1p). Denote bybuðÞv the estimator of uðÞv obtained by replacing in (5) the coskewness matrix U by an estima-
tor buðÞv . Due to Property 1.2, the multivariate sample estimator yields the same MSE when
estimating the skewness of the linearly transformed variable. For the shrinkage estimators
this equivalence does not hold.
In Table 1, we show the improvement of the shrinkage estimators uðÞv over the sample
estimator uv in terms of MSE. This is done using the percentage relative improvement in
average loss (PRIAL) frequently used in the shrinkage literature, see for example, Ledoit
and Wolf (2003). The PRIAL of an estimator buðÞv for uv, compared with the sample estima-
tor buv is defined by
PRIAL buðÞv 	 ¼ E jjbuv  uvjj2
h i
 E jjbuðÞv  uvjj2h i
E jjbuv  uvjj2h i
0B@
1CA 100%: (48)
Note that the PRIAL of the sample skewness estimator buv for uv is zero by definition
and the PRIAL cannot exceed 100%. A negative value indicates a larger MSE of buðÞv com-
pared with the MSE of the sample estimator buv.
Table 1 shows remarkable improvements in the accuracy of the estimated skewness of a
linear combination of random variables when multivariate shrinkage estimators are used
instead of the sample estimator. The proposed shrinkage estimators outperform the plug-in
versions consistently for all dimensions and sample sizes considered. The improvements are
as large as 25 percentage points. Finite sample properties result in reliable estimates when
the sample size is small. Because the sample estimator is consistent, it is important to cor-
rectly estimate the size of the shrinkage intensity for large sample sizes in order to have a
good PRIAL. The proposed shrinkage estimators still offer over 50% reduction in MSE
compared to the sample estimator at a sample size of n¼1000. PRIAL values measured on
the full coskewness matrix instead of on the linear combination show similar results and
are given in the Supplementary Appendix. We remark that when p>n, the sample coskew-
ness matrix is misspecified, whereas the shrinkage estimators are not.
A key question is whether the multi-target shrinkage estimator offers additional benefits
compared to single-target shrinkage. Table 1 shows that for p¼ 5 and p¼ 10 the PRIAL of
the multi-target shrinkage estimator is higher than for each of the single-target shrinkage
estimators, indicated by the darker shade of gray. For higher dimensions, the PRIAL is ei-
ther the highest or within one percentage point of the highest PRIAL of the individual
single-target estimators. This behavior is to be expected since only p out of p3 coskewness
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elements is different between the targets. Hence, for larger dimensions, this results in almost
identical targets. Even in this case, multi-target shrinkage offers advantages as it is able to
select the “best” target. The best target is not necessarily the one closest to the true data
generating process, but the one that offers the largest reduction in MSE when combined
with the sample estimator. The gray shadings in Table 1 indicate that in this simulation set-
ting, target T	1 offers the largest reduction in MSE when the sample sizes are small. For
larger sample sizes, bT 	3 becomes better. The results based on the full coskewness matrix are
even more pronounced in showing the ability of the multi-target estimator to select the best
target and realize a high PRIAL. In Section 5.4 of the Supplementary Appendix, we con-
sider a simulation study where the data-generating process and thus the true coskewness
matrix changes over the samples. Hence, different targets are expected to be the best de-
pending on which process generated a particular sample. In this setting, the flexibility of
the multi-target estimator really pays off and its PRIAL values are up to 40 percentage
points higher than the best single-target shrinkage estimator.
A final finite sample properties question that we investigate through simulation is how
the sample size affects the estimated multi-target shrinkage intensity parameters. To this
end, we plot in Figure 1 the multi-target shrinkage intensity when p¼ 50 for a range of sam-
ple sizes, assuming the same data-generating process as in Table 1. The decomposition into
the contribution of each target confirms the findings in PRIAL values that T	1 provides a
large reduction in MSE when the sample size is small. Note that its importance diminishes
rather quickly when sample size increases. This is in contrast with bT 	3 for which the inten-
sity decreases more slowly or even stays relatively constant, indicating that its relative im-
portance in the contribution of the multi-target shrinkage estimator increases. Hence, bT 	3
becomes more informative when sample size increases. Also note the more natural decay of
the shrinkage intensity of the proposed estimator which is in strong contrast with the hump
shape seen under plug-in estimation.
In the Supplementary Appendix, we present simulation evidence confirming that our
estimators for b are unbiased, and provide the PRIAL values computed for the full
Figure 1 Mean shrinkage intensities of the multi-target estimators (p ¼ 50). (a) Plug-in estimator (b)
Unbiased estimator.
Note: The squares indicate the total shrinkage intensities of the multi-target estimator. Circles, trian-
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coskewness estimators. These confirm the superiority of the proposed coskewness shrink-
age estimators and validate the use of the multi-target estimator. In addition, we provide
the bias and PRIAL results for two other simulation settings. First, the setting of an inde-
pendent component model with Pareto distributed components and additive noise serves as
a second example of a skewed and heavy-tailed distribution for which the targets are mis-
specified. Second, a Gaussian data-generating process is used to confirm that the estimators
perform well even when X is symmetric.
5 Empirical Application
The above simulations have confirmed the statistical gains in accuracy when using the pro-
posed shrinkage estimators. In this section, we further analyze the usefulness of these esti-
mators for constructing MVS efficient fund of hedge funds portfolio. We follow the
approach in Briec, Kerstens, and Jokung (2007) by seeking for the efficient portfolio that
yields the highest improvements relative to a benchmark portfolio, which we set to the
equally weighted (EW) portfolio. Denote this reference portfolio by w0. Suppose that





subject to w0l  w0 0l;
w0Rw  w00Rw0ð1 dÞ;




where s0 ¼ 1 if w0 0Uðw0 w0Þ  0 and s0 ¼ 1 otherwise. This means that when the opti-
mal value d	 is positive, there exists a portfolio with weights w	 such that its mean, vari-
ance, and skewness are more favorable compared to the initial portfolio. Formulation (49)
implies a preference for a higher return, lower variance and due to s0, a higher skewness,
which is the accepted direction of preference for the third-order central moment, see for ex-
ample Kane (1982) or Scott and Horvath (1980). We remark that the dual approach with
MVS approximation to an expected utility function, as in Jondeau and Rockinger (2006) or
Harvey et al. (2010) does not guarantee a global optimum, while the primal approach in
Equation (49) does, as proved in Briec, Kerstens, and Jokung (2007). The formulation in
Equation (49) is infeasible as it assumes known moments. In practice, they need to be esti-
mated, implying an estimation error in the optimized weights. We next evaluate the per-
formance of the estimated portfolio for the proposed shrinkage estimators and compare it
with benchmark allocations.
Briec, Kerstens, and Jokung (2007) illustrate their framework by computing the MVS ef-
ficient portfolio in a static example in a dimension of 35 assets. Our study compares dy-
namically optimized efficient portfolios to the EW portfolio, serving as a benchmark. For
this, we consider a dataset of monthly returns of hedge funds belonging to the four main
strategies (Equity Hedge, Macro, Relative Value, and Event-Driven), and having a history
of at least 60 consecutive months over the period January 2000 until December 2013. At
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any point in time, the investment universe consists of the funds with most AUM, according
to each strategy. We consider the dimensions 40 and 100, including the top 10 or top 25
funds in each strategy sorted by AUM.
To account for the potential time-variation in the coskewness matrix, we follow the in-
dustry practice of using 3-year rolling samples. In order to apply Equation (49), the
expected return, covariance, and coskewness matrices are required at each time step. The
expected return is estimated by the sample average and the covariance matrix by the shrink-
age estimator of Ledoit and Wolf (2003) with a diagonal target. Details are discussed in the
Table 2. Out-of-sample performance of the portfolios
Single-target Multi-target
















Ann. Geom. Mean ð102Þ 6.56 5.72 5.88 5.82 5.87 5.67 5.98
Ann. Standard Deviation ð102Þ 5.82 3.55 3.48 3.63 3.40 3.59 3.52
Skewness ð106Þ 5.89 1.50 1.36 1.37 1.35 1.37 1.33
MUG over EW (bp., c ¼ 15) 0 92.98 112.71 99.32 115.00 86.93 119.83
MUG over EW (bp., c ¼ 30) 0 345.99 372.78 351.31 379.14 340.75 378.41
Break-even transaction costs
($ c ¼ 15)
2.71 3.61 2.92 3.50 2.46 3.79
Break-even transaction costs
($ c ¼ 30)
11.20 12:30 10.67 11.84 10.25 12.29
Mean shrinkage intensity ð%Þ 85.33 85.30 85.34 86.38 86.42
Panel B: p¼100
Ann. Geom. Mean ð102Þ 5.77 4.51 4.94 4.99 4.94 4.99 4.94
Ann. Standard Deviation ð102Þ 6.16 3.74 3.78 3.78 3.77 3.78 3.78
Skewness ð106Þ 7.31 1.92 1.67 1.68 1.68 1.68 1.67
MUG over EW (bp., c ¼ 15) 0 77.08 118.36 122.26 118.07 122.26 118.36
MUG over EW (bp., c ¼ 30) 0 381.73 426.98 430.61 426.94 430.61 426.98
Break-even transaction costs
($ c ¼ 15)
2.32 5.70 5.50 5.56 5.50 5.70
Break-even transaction costs
($ c ¼ 30)
12.27 19.38 19.06 18.84 19.06 19.38
Mean shrinkage intensity ð%Þ 81.09 81.08 81.22 81.29 81.30
Notes: The table presents following out-of-sample performance measures for the EW and MVS efficient port-
folios: annualized geometric mean and standard deviation, and skewness (non-standardized). In addition, we
provide the annualized MUG for values of risk aversion c ¼ 15 and 30, the break-even transaction costs (dol-
lar per $1000 traded) for which the investor is indifferent between the EW and MVS portfolios, and the mean
shrinkage intensity in the out-of-sample period. The EW portfolio is denoted by EW. We consider the follow-













3Þ. The MVS portfolios are obtained by
solving (49) and named after the respective coskewness estimator. Results are reported for an investment uni-
verse of p ¼ 40 and 100 assets.
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Supplementary Appendix. To measure skewness, we consider the sample estimator, the
single-target shrinkage estimators with targets T	1;
bT 	2 and bT 	3, and the multi-target shrink-
age estimators with targets ðbT 	2; bT 	3Þ and ðT	1; bT 	2; bT 	3Þ. In these settings, the sample coskew-
ness matrix is ill-defined due to p>n and shrinkage is necessary.
The performance is measured using out-of-sample realized moments. In addition to the
annualized geometric mean and standard deviation, we provide the third-order central mo-
ment and mean shrinkage intensity over the out-of-sample period. Here, we present the
results when a 3-year rolling window is used, while the Supplementary Appendix discusses
the case of a 5-year rolling window. We measure economic value by means of the monetary
utility gain (MUG) for investors with constant relative risk aversion (CRRA) (Ang and
Bekaert, 2002; Martellini and Ziemann, 2010). In our application, the MUG equals the an-
nual return in basis points required by investors in the EW portfolio so that they are indiffer-
ent to changing to the more complex MVS efficient investment strategy. To measure the
relevance of such economic gains, we also report the break-even transaction costs, in dollars
per $1000 traded, for which a CRRA investor would be indifferent between the MVS port-
folio and the EW portfolio.
Table 2 shows that in both dimensions, 40 and 100, the MVS efficient portfolios clearly
realize a lower variance and a higher skewness. In case of the 40-fund investment universe,
the multi-target shrinkage estimator with all three targets reduces the variance about 40%
and increases the skewness by 75%. This is done at the cost of a one percentage point de-
crease in realized annual return.
In addition, the relative gain with respect to the portfolios based on the sample coskew-
ness matrix is important. For both dimensions, we observe that the standard deviations are
approximately equal across the optimized portfolios, but the shrinkage estimators achieve a
higher skewness. Also, the multi-target shrinkage estimator with all three targets clearly
improves over each of the single-target estimators individually.
The preferable moments indicate that the proposed estimator yields portfolios with a
more attractive out-of-sample return distribution. Note that also the economic gains are
substantial. In case of the 40-fund investment universe, the MUG values range between 86
and 378 basis points, depending on the risk aversion of the investor. This indicates that a
CRRA investor clearly prefers the more sophisticated approach of investing in MVS effi-
cient portfolios. The findings are robust over the different rolling window periods and coef-
ficients of risk aversion, as studied in the Supplementary Appendix. We remark that the
economic incentive to invest in MVS portfolios increases for increasing risk aversion. In
addition, the break-even transaction costs range from $2.4 to $19.3 per $1000 traded, indi-
cating that even with transaction costs, there is an incentive for a CRRA investor to invest
in the MVS portfolios instead of the EW one.
Overall, we may conclude that the multi-target coskewness shrinkage estimator achieves
its goals of improving finite sample estimation of the coskewness matrix in general and reg-
ularizing the estimates when p> n in particular, leading to an economic incentive to invest
in MVS optimized portfolios constructed using shrinkage estimators.
6 Conclusion
Many financial decisions involve the evaluation or optimization of a higher order approxi-
mation of the expected utility function or the density of skewed random variables. The
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quality of those decisions heavily depends on the accuracy of the estimates of the corre-
sponding coskewness matrix.
The main message of this article is that, for the estimation of the skewness of linear com-
binations of random variables, one should consider a multivariate approach using a shrink-
age estimate of the coskewness matrix, where the MSE loss function is estimated
unbiasedly. Our simulations show that the unbiased estimators for the MSE loss function
improve the finite sample behavior of the shrinkage estimator by up to 25 percentage points
in terms of MSE. We further contribute by extending the methodology to accommodate the
use of multiple targets and derive the optimal targets for a given coskewness structure.
In the empirical application, we show that there is an economic incentive for an investor
with CRRA preferences to invest in MVS efficient portfolios constructed by estimating
skewness using the proposed multi-target shrinkage coskewness estimator. This empirical
evidence is in line with our simulation results about the gains in accuracy when estimating
the skewness of linear combinations of random variables using a shrinkage-based estimate
of the full coskewness matrix.
Our findings also have policy implications in terms of investor protection legislation.
Many quantitative funds are still managed under the Markowitz mean–variance efficient
allocation paradigm, and thus yield a suboptimal performance for the investor with skew-
ness preferences. We hope that this paper and the associated implementation in the R pack-
age PerformanceAnalytics contribute to raising awareness of the importance of skewness
among investors and policy makers.
Supplementary Data
Supplementary data are available at Journal of Financial Econometrics online.
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Appendix A: Proofs
Proof of Property 1.1. Existence of third order moments ensures the existence of all varia-
bles in this proof. For the plug-in coskewness estimator b/plijk it holds that
b/plijk ¼ 1nXn
l¼1
ðxli  liÞðxlj  ljÞðxlk  lkÞ  ðxi  liÞrjk  ðxj  ljÞrik
ðxk  lkÞrij  ðxi  liÞðbrjk  rjkÞ  ðxj  ljÞðbr ik  rikÞ
ðxk  lkÞðbr ij  rijÞ þ 2ðxi  liÞðxj  ljÞðxk  lkÞ;
(50)
with rij ¼ CovðXi;XjÞ and brij ¼ n1 Pn
l¼1
ðxli  liÞðxlj  ljÞ. By the Strong Law of Large
Numbers and Application D of Corollary 1.7 in Serfling (2009), it follows that b/plijk!a:s: /ijk,
as n!1. Since n2=ððn 1Þðn 2ÞÞ ! 1 when n!1, the same result holds for the
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unbiased sample estimator. Taking the expected value of the right hand side of Equation
(50), it holds that
E½b/plijk ¼ /ijk  3n /ijk þ 2n2 /ijk ¼ ðn 1Þðn 2Þn2 /ijk; (51)
and hence the sample estimator b/ ijk is unbiased.
Proof of Property 1.2. For any v 2 Rp we reformulate the expression of b/v in (10) to




ðvixli  vi xiÞ
	3

















vivjvkb/ijk ¼ v0bUðv vÞ:
(52)
Proof of Property 1.3. Observe that bT 	 is a linear function of bU. Hence, by Property (1.1)
and Theorem 1.7 in Serfling (2009) it holds that bT 	 !a:s: T	 as n!1 and E½bT 	 ¼ T	.
Proof of Property 2.1. If U ¼ U, then for any sequence k	; bUSTðkÞ!p U as n!1. Assume
that U 6¼ U, then A! A0 > 0. By the Cauchy-Schwartz inequality, b ¼ Oðn1Þ, and thus
k	 ¼ Oðn1Þ. Hence, because bU is consistent, it holds that bUSTðkÞ!p U as n!1.
Proof of Property 2.2. The gradient of the MSE loss function (21) with respect to
ð1; . . . ; QÞ0 has entries
@
@q
L ¼ 2k2E½hEq; qEq  bUi; q ¼ 1; . . . ;Q: (53)
Solving the first order conditions and checking the second order conditions yields the opti-
mal solution q ¼ hEq;Ui=jjEqjj2, which are the coefficients in T	.
Proof of Property 2.3. By definition of the quadratic program (25) and the restriction of k	
to the convex set (23) it holds that
E½jjbUMTðk	Þ  Ujj2  minm¼1;...;tE½jjbUSTðk	mÞ  Ujj2; (54)
where bUSTðk	mÞ is the single-target shrinkage estimator with target bT m and k	m the optimal
shrinkage intensity for this estimator. The proof of Property 2.1 implies that
E½jjbUSTðk	mÞ  Ujj2 ! 0; as n!1: (55)
Hence,
E½jjbUMTðk	Þ  Ujj2 ! 0; as n!1; (56)
implying that bUMTðk	Þ!p U as n!1.
Proof of Property 3.1. Due to Property 1.1 and the consistency assumption for the estima-
tors of the target matrices, it follows that, by Theorem 1.7 and Application D of Corollary
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1.7 in Serfling (2009), bAij!p A0;ij, as n!1. The estimator is unbiased by definition, since
E½ bAij ¼ E½hbT i  bU; bT j  bUi ¼ Aij.




and applying Slutsky’s lemma to
the last four terms, it holds that
ffiffiffi
n
p b/plijk ¼ ffiffiffinp  1nXn
l¼1
ðxli  liÞðxlj  ljÞðxlk  lkÞ




with oPð1Þ a term converging in probability to zero. The right hand side is a mean over in-
dependent and identically distributed observations with a variance that is equal to (36).
Proof of Property 3.3. The estimators dVarðb/ijkÞ and dCovðb/iii; b/ jjjÞ needed to construct bb
can be found in Appendix B. Since n1Su;v;w!a:s: mu;v;w as n!1, it follows that




p b/ ijkÞ given in Equation (36). Analogously,
ndCovðb/ iii; b/ jjjÞ!a:s:ACovð ffiffiffinp b/iii; ffiffiffinp b/ jjjÞ; as n!1: (59)
Hence, it holds that nbb!a:s: c0 as n!1 and by the properties of polykays and k-statistics
that at any sample size n, E½bb ¼ b.
Appendix B: Unbiased Estimators
Here we provide complete formulas for the dVarðb/ ijkÞ and dCovðb/iii; b/ jjjÞ needed to estimate
nb consistently and unbiasedly. The formulas for the variances of the sample coskewness
estimators in terms of multivariate cumulants can be found in Stuart and Ord (1994). The
framework developed in Di Nardo, Guarino, and Senato (2008, 2009) is used to construct
the unbiased estimators.
The variance of the sample coskewness
Varðb/ ijkÞ ¼ 1n j2;2;2 þ 1n 1j2;0;0j0;2;2 þ j0;2;0j2;0;2 þ j0;0;2j2;2;0 þ 2j1;1;0j1;1;2
þ2j1;0;1j1;2;1 þ 2j0;1;1j2;1;1 þ 3j21;1;1 þ 2j2;1;0j0;1;2 þ 2j1;2;0j1;0;2 þ 2j2;0;1j0;2;1
þ n
n 2 ðj2;0;0j0;2;0j0;0;2 þ j2;0;0j
2




where ju;v;w denotes the three-dimensional cumulant of order (u, v, w) of the random vector
ðX i;X j;XkÞ. An unbiased estimator is given by
dVarðb/ijkÞ ¼ c1S2;2;2 þ c2ðS2;2;0S0;0;2 þ S2;0;2S0;2;0 þ S0;2;2S2;0;0Þ þ c3ðS2;1;1S0;1;1
þS1;2;1S1;0;1 þ S1;1;2S1;1;0Þ þ c4ðS0;2;1S2;0;1 þ S0;1;2S2;1;0 þ S1;0;2S1;2;0Þ þ c5S21;1;1





ðxli  xiÞuðxlj  xjÞvðxlk  xkÞw and
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c1 ¼ aðn6  5n5 þ 13n4  23n3 þ 22n2  8nÞ; c2 ¼ aðn4 þ 4n3  9n2 þ 14n 8Þ;
c3 ¼ að2n5 þ 12n4  18n3  16n2 þ 56n 32Þ; c4 ¼ að2n4 þ 8n3  2n2  20nþ 16Þ;
c5 ¼ aðn5 þ 2n4 þ 17n3  34n2  40nþ 32Þ; c6 ¼ að4n2  12nþ 8Þ;
c7 ¼ aðn4  8n3 þ 25n2  34nþ 16Þ and c8 ¼ að6n4  48n3 þ 134n2  156nþ 64Þ;
with a ¼ ðnðn 1Þ2ðn 2Þ2ðn 3Þðn 4Þðn 5ÞÞ1.
The covariance between two estimates of marginal skewness equals
Covðb/iii; b/ jjjÞ ¼ 1n j3;3 þ 1n 1 9j2;2j1;1 þ 9j1;2j2;1 þ 6nn 2 j31;1
 
; (62)
for which an unbiased estimator is given by
dCovðb/ iii; b/ jjjÞ ¼ c1S3;3 þ c9S3;0S0;3 þ c10S2;1S1;2 þ c11S3;1S0;2
þ c11S1;3S2;0 þ c12S2;2S1;1 þ c13S2;0S0;2S1;1 þ c14S31;1;
(63)
where
c9 ¼ aðn5 þ 5n4 þ 5n3  31n2  10nþ 8Þ; c10 ¼ að9n4 þ 36n3  9n2  90nþ 72Þ;
c11 ¼ að3n5 þ 21n4  39n3 þ 3n2 þ 42n 24Þ; c12 ¼ að9n4 þ 36n3  81n2 þ 126n 72Þ;
c13 ¼ að9n4  72n3 þ 189n2  198nþ 72Þ and c14 ¼ að24n2  72nþ 48Þ:
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