Abstract-This paper introduces a Hybrid Multilayered Perceptron (HMLP) based classifier known as the MultiClassify HMLP network (MCHMLP). This network is shown to be able to enhance the performance accuracy when compared to the conventional HMLP network. The Multi-Classify HMLP network architecture is trained using a Modified Recursive Prediction Error (MRPE). This study uses three benchmark datasets in order to measure the capability of the network. The results show that the proposed Multi-Classify HMLP network provides a significant improvement over the conventional HMLP network for pattern recognition applications.
I. INTRODUCTION
Artificial neural networks (ANNs) can be used to solve problems without the need to create a model of a real biological system. ANNs pattern recognition and classification units are widely used in medicine, banking analysis, stock market prediction, telecommunication industry and many other technology and science areas. Mat-Isa et al., [1] have shown that neural networks are able to identify the risk level in patients with pre-cancerous cervix. Neural networks are used to predict the stock market to ensure that profits can be enhanced or losses can be minimized [2] . Liu et al. use neural networks as the prediction agent in measuring the earthquake tremor levels that can occur based on the identified features. In [3] ANNs have been used in aiding earthquake predictions along with the related tremors analysis. In another study, Mat-Isa et al. showed that ANNs can provide good results in identifying the shape of aggregates. The aggregates are identified and separated into groups before being used in construction and those aggregates with good shape are selected to ensure the strength of the concrete at the highest level [4] .
Multilayered Perceptron (MLP) neural network is a conventional example of an ANN network. There are several modified versions of the MLP networks. The Hybrid MLP (HMLP) network is one such version, which has added connections to feed information from the input layer directly to the output layer. Mashor [5] has shown an increased accuracy of results provided by the HMLP network compared to the conventional MLP networks. The ability to make predictions of the neural network is dependent on network training. There are many types of training algorithms for training neural networks to increase prediction. Popular training algorithms include Back Propagation (BP), Lavenberg Marquardt (LM), Bayesian Regularization (BR), Recursive Least Squares (RLS), and Recursive Prediction Error (RPE). Mashor in [6] has shown that the accuracy could be improved if some modifications were made to the RPE training algorithms. The Modified Recursive Prediction Error (MRPE) is the modified version of the RPE training algorithm which can increase the accuracy of predictions of the conventional RPE algorithm when training the HMLP network. He also stated that the MRPE training algorithm is better suited for use with the HMLP network as it resulted in more accurate predictions than other approaches.
In this study, modifications to the HMLP network will be made to improve the performance of the resulting network. The presented method proposes that the classification process is done repetitively in multi-stages. The output outcomes from a HMLP network in the first stage will be presented as input to another HMLP network in the second stage. Courtney et al. [7] in their research used a multistage neural network to measure the colour constancy and the colour induction using 'NEXUS'. Nexus [8] is a large scale interactive neural simulator designed to simulate a huge number of networks with approximately 1.65 million connections. Lai et al. [9] used multi-stage neural networks to predict the foreign exchange rate (FOREX). Multiple training algorithms were used to train the network before the pruning phase took place in order to produce the selected base models. A multi-stage neural network was implemented to recognise the pattern of a mammogram screen [10] . Back propagation with a Kalman filter was applied as the training algorithm to perform the classification.
In the work presented in this paper three datasets, taken from the University of California -Irvine (UCI) repository [11] are used in order to investigate whether the proposed Multi-Classify HMLP network can provide more accurate results than conventional networks. These were: the Breast Cancer Wisconsin (BCW) dataset, the Liver Disorder (LD) dataset the Pima Indians Diabetes (PID) dataset. The remainder of the paper is organized as follows. In section II the proposed method is shown in detail followed by the results and discussion in section III. Conclusions are presented in section IV.
II. MULTI-CLASSIFY HYBRID MULTILAYERED PERCEPTRON NETWORK
It is well known [5] that modelling a linear framework using a standard nonlinear MLP network is not a good decision. For this reason a hybrid version of the MLP network was introduced known as the HMLP network. This involved adding linear connections linking the input layer directly to the output layer without going through the hidden layer, an approach which proved to significantly improve performance. Thus, the HMLP network was shown to be sufficiently competent for designing optimal structures both for linear and nonlinear systems. By directly linking the network input to the output node through a number of weighted connections, HMLP allows the formation of a linear system. Additional connections can be made as represented by the dashed line shown in Figure 2 . For the output node, the output of the network is given by: In this study we propose a modified version of the HMLP network that is formed by repeating the classification process in a second stage. The proposed method is affected by adding another HMLP network to the output layer of the conventional HMLP network. Figure 3 shows the block diagram of the architecture of the proposed classification method using two HMLP networks. These networks are in cascade so that the output of the first network is the input of the second network. The first HMLP network is fed with training input data. Each data consists of several parameters representing the data features. These features correspond to the various attributes used for the classification in each case. Detailed explanation of these attributes is given in section III of the paper. Here the network was trained in order to find the best performance of the classification process. It is considered that the best possible performance has been attained when the error of the network has reached a small value and remains constant even though the number of nodes increases. At that moment it is considered that the network has obtained the highest level of convergence. Several statistical techniques are available to represent the error of system such as Mean Square Error (MSE), Sum Square Error (SSE), and Standard Deviation (SD). In this case the Standard Deviation is used to represent the error of the network. Figure 4 shows that the smallest SD occurred after using 9 nodes (arrow). After this point the value of SD remains unchanged although the number of nodes increases. With the highest convergence reached, a set of test data is provided to test the HMLP network. A good trained network is indicated by the ability to represent the whole dataset at the training phase. Once the best performance has been achieved for the first HMLP its outcome is then used as input to the second stage HMLP network. The same training and testing procedures applied to the first HMLP network are also used to train and test the second stage HMLP network. In this case only one feature is represented for each data input since the first stage HMLP network provides only one feature at the output layer as outcome.
Several aspects of the network training must be fulfilled in order to obtain results with the highest possible accuracy. The type of network structure must be matched 
III. BENCHMARK DATASETS
The performance of the proposed MCHMLP network using MRPE as the training algorithm is evaluated by comparing it with a multi-stage MLP network, and conventional HMLP, MLP, HRBF and RBF networks. The 3 benchmark datasets from the UCI machine learning repository [11] , i.e. the Breast Cancer Wisconsin, the Liver Disorder, and the Pima Indians Diabetes, have been used to examine the performance of the MCHMLP network. The results are then compared to the results from the aforementioned networks.
The Breast Cancer Wisconsin dataset contains a set of subjects with breast cancer and characterized by 9 attributes. The subjects have been diagnosed either with benign tumors or malignant tumors. The dataset has 699 entries with 458 benign tumors and 241 malignant tumors. The 9 attributes are: clump thickness, uniformity of cell size, uniformity of cell shape, marginal adhesion, single epithelial cell size, bare nucleoli, bland chromatin, normal nucleoli and mitoses. The dataset is divided into two groups with 400 comprising the training dataset while 299 make up the testing dataset for the neural networks.
The Liver Disorder dataset classifies the existence of liver disorder in subjects with active alcoholic activity. Blood samples are tested for each subject and, according to the results the subject is placed in group 1 or in group 2. The dataset has 345 entries and is divided into two groups with 145 entries in group 1 and 200 entries in group 2. The 6 attributes are used to classify the subjects into these groups are: mean corpuscular volume (mcv), alkphos alkaline phosphotase, alamine aminotransferase (sgpt), aspartate aminotransferase (sgot), gamma-glutamyl transpeptidase (gammagt) and drinks number of half-pint equivalents of alcoholic beverages drunk per day. For the purpose of training and testing the neural networks, this dataset is divided into two subsets with 200 entries for the training dataset and 145 for the testing dataset.
The Pima Indians Diabetes dataset is taken from female subjects with at least 21 years old of Pima Indians heritage. The subjects have been diagnosed either as healthy or as diabetics. The dataset has 8 attributes: number of pregnancies, plasma glucose concentration, diastolic blood pressure, triceps skin fold thickness, 2-h serum insulin, body mass index, diabetes pedigree, and last but not least, the age of the subject. The database has 768 entries with 268 having tested positive for diabetes. For the purpose of training and testing the neural networks, this dataset is divided into a training set with 400 entries and a testing set with 368 entries.
IV. EXPERIMENTAL RESULTS
Several types of networks have been used and compared in this study using the 3 datasets mentioned earlier. The MCHMLP along with the multi-stage MLP, the HMLP, the Hybrid Radial Basis Function (HRBF), the MLP, and the Radial Basis Function (RBF) networks were used to classify all three datasets. Training was carried out using the following techniques: the proposed MCHMLP, the multi-stage MLP, the HMLP and the MLP networks were trained using the MRPE training algorithm to obtain the data classification. The HRBF and the RBF networks were trained using the Given's Least Square (GLS) for clustering the dataset. Tables 1, 2 and 3 show the performance results of the neural networks using the three datasets. It is clear from these tables that the MCHMLP outperforms all the other networks, obtaining the highest overall accuracy for every dataset used. The performances of the multi-stage MLP, the HMLP and the MLP networks are quite good, however they are significantly lower that the performance of the MCHMLP. The results clearly show that when additional networks are added to the conventional HMLP and MLP structures the accuracy of the results increases considerably for a relatively small increase in the number of network nodes due to the introduced second stage. The RBF family of networks (RBF and HRBF) are able to classify the three datasets but no better than the MLP family.
The standard deviation in this study is used as the stopping criterion of network iteration to measure the convergence level. The MCHMLP shows the highest convergence and accuracy performance for the BCW dataset by using 15 and 6 nodes at the first and second stage networks with 2.32 and 0.93 of SD respectively. For the Liver Disorder dataset, the f network needed 9 nodes for the first and 2 nodes for the second stages. In the case of the PID dataset 12 and 4 nodes were required in each stage respectively. From the tables of the results it is obvious that the MLP family needs a larger number of nodes to reach the highest convergence when compared to the RBF family. Billings et al. in their study state the RBF family is able to perform faster than MLP networks, where the weight can be pre-fixed since they involve only linear optimization [12] . Although the RBF networks may be able to produce faster training sessions, are unable to produce as accurate results. This is well illustrated in our test cases. These results are also supported by Mat-Isa et al. who, in their research, found that the performance of the RBF family of networks cannot be better than that of the MLP family [1] .
The results in Tables 2 and 3 also indicate that the MCHMLP offers superior performance however the difference in performance is not as clear as in Table 1 . In the case of Liver Disorder (Table 2) and Pima Indian Diabetes (Table 2) problem occurs when there is a large overlap between two groups in the datasets. The datasets are divided into groups A and B but, parts of the data belong to either group A or group B. So, datasets with a high overlap lead to a difficult classification process compared to datasets with a small overlap. The MCHMLP network is shown to be able to obtain the best classification results under all tested conditions in this study compared to the other networks. Nonetheless, datasets with a high overlap reduce the accuracy of the classification. However, Tables 1, 2 and 3 shows the MCHMLP network is capable to generalize the datasets in training phase and performs good results in testing phase.
V. CONCLUSION
In this study, the multi-classify HMLP network trained with MRPE as the training algorithm has been proposed for pattern recognition applications. The performance of the proposed network was measured by using three benchmark datasets. The results show that the multiclassify HMLP network is able to classify the Breast Cancer Wisconsin, Liver Disorder and Pima Indian Diabetes with significant accuracy (and in some cases with very high accuracy) and, in all cases, the performance was better than any of the other networks used in this study. Moreover, in all three cases examined, the introduction of the second stage network resulted in improved standard deviation results at the second stage, a direct indication of improved convergence of the network. The additional overhead of extra nodes and increased training time was not significant.
