1. The basic idea of the application of integral operators to the Weierstrass-Hadamard direction. In order to generate and investigate solutions of differential equations, operators p (defined as the integral operators of the first kind) have been introduced in [2; 6](2). p transforms analytic functions of one and two variables into solutions of linear elliptic differential equations of two and three variables, respectively.
It has been shown in the abovementioned papers that p (as well as some other operators connected with p) preserves many properties of the functions to which the operator is applied. This situation permits us to use theorems in the theory of functions to obtain theorems not merely on harmonic functions in two variables, but on solutions of other linear differential equations as well(3).
In the present paper the above-mentioned method is used to prove connections between the properties in the large of solutions ip of certain linear differential equations, see (1.1) and (1.3), on one side and the structure of certain subsequences of the coefficients of the series development of \p at the origin on the other.
Let us formulate these procedures in a somewhat more concrete manner, at first for equations in two variables. Let ^bea (real) solution of the differential equation (1.1) L«0 -*". + F(z, 2*)^ K -(f n" + *X2X2) + F(Xl, xM = 0, 4 Z = Xi + iXi, 2* = Xi -tXi, where F(z, z*) = F(xi, x-i) is a (real) entire function(4). In analogy to the case of harmonic functions we associate with \(/ an analytic function g of one complex variable z by the relation (1.2) 4(z, 0) = (g(z) + f(0))/2.
fold (which is independent of F) of the coefficient space ( § §2, 3). The study of differential equations in three variables represents a further step in the development of this approach(6).
In continuation of [6; 8] , in the present paper we consider differential equations (aV/3zî) + (dV/3*î) + (aV/d*î) +Ft = Q, $ = ii{X), X = (xi, Xi, x3),
where F is an entire function of r2 = JjL x x\. These investigations consist of two steps: the study (1) of the mappings of harmonic functions \[i(X), onto algebras, (2) of the transition from the harmonic functions to the solutions of (1. 3) (with F^O).
(2) proceeds in essentially the same manner as in the two-dimensional case, and involves mainly technical difficulties. Thus problem (1) is the major point in this study.
In §4 we discuss the mappings of harmonic functions onto functions of two complex variables, g(Z, Z*). In analogy to the class 2i(flo) we introduce (6) This result is a direct application of the representation of integrals of algebraic functions by 0-functions and integrals of the first kind.
(6) Another direction is the study of differential equations with singular coefficients [7; 9], and quasi-linear equations. expressions, ^-functions, their derivatives, and finitely many transcendental functions belonging to 2I(ai, • ■ ■ , ap; N). In § §5 and 6 we show that subsequences of the coefficients of their series development at the origin and at infinity belong to certain manifolds of the coefficient space.
As in the two-dimensional case, these results can be extended to the case of solutions of equation (1.3) . See §7. In particular, we obtain a representation of solutions 4/&^iau • • ■ > Gp', N) of (1.3) in the form of double integrals of products of two terms. The first term depends only upon F (i.e., the equation (1.3)) and the second is independent of F and can be represented in a closed form, in certain cases, by the inverse of the Weierstrass ^-function. Its argument and parameters are conveniently chosen combinations of the variables. Further we show that a subsequence of the coefficients of the series development of \f/(X) &i(fli, • • • , ap; N) lies in a certain manifold of the coefficient space, which manifold is independent of F. Finally we mention the possibilities of extending our methods to more general differential equations in three variables ( §8).
We see that due to the particular simple laws of mappings(7) by the integral operators considered a large variety of results in the theory of analytic functions may be used to obtain theorems on solutions of differential equations (1.1) and (1.3). (The theorems 2.2, 7.1, 7.2, etc., are only examples in this direction.) The main interest of our considerations consists of working out a method which permits us to extend certain directions in the theory of functions, namely those dealing with the coefficient problem and classification of certain types of solutions, to the theory of equations (1.1) and (1.3).
The author wishes to thank Dr. Henry Pollak for his helpful advice and aid in the preparation of the present paper, which in some instances led to a simplification of the presentation.
2. The associate of a solution \[/ of equation (1.1). Solutions whose associates of the first kind are algebraic. Let H(xi, x2) = ^(z, z*) be a (real) harmonic function of two variables; then it can be represented in the form(8) ( ') The mappings P of one class of functions, say analytic functions /, onto another class, say solutions ip of (1.3), are defined at first in the small. Since/and 4> can be continued analytically, one can extend the definition of the mappings to the large. Since the Riemann surfaces of the corresponding functions/ and \p do not need to coincide, we must in the latter case indicate the sheet on which the reference point has been chosen, as well as what branch of \p is obtained by P(/).
(8) We note that if xi and xi are real, then z and z* are conjugate to each other; if x\ and xi are complex, z and z* become two independent variables.
A function ifr(z, z) which for real values of the arguments, X\, x% (or z*=z conjugate to z), is real, is said to be real. In the sequel <j/ will denote either real or complex solution of the differential equation.
Therefore the analytic function g, whose real part is \p, can be obtained by continuing \p to complex values of the arguments and considering it in the characteristic plane z* = 0 (or z = 0). In the following, we shall refer to g as the associate of the first kind ofyp with reference to the point(9) O = (0, 0 
2i
In the present section, we shall show that if A =B=0 and F is an entire function of z, z*, the above results in the theory of functions of a complex variable can be used to derive similar results for solutions of (1.1)(10). Our considerations are based on the following theorem derived in [2] 
where f is an arbitrary function regular at the origin of one complex variable, will be a {complex) solution of (1.1).
(9) Unless stated to the contrary, we shall assume, in the following, that the associate of the first kind is taken with reference to the origin, 0. While in the case of harmonic functions in two variables, the change of the reference point does not change the character of the associate, the situation is different in the case of differential equations (2.3) and in three variables. One of the purposes of our considerations is to study solutions whose associates with respect to a conveniently chosen reference point become particularly simple.
(10) The assumption A=B = 0 was made here only to avoid long formulas. The procedure can be repeated with almost no changes if A and B do not vanish.
In [2] , it has been shown that for every equation (1.1) there exist various functions E of the above kind, which are defined as generating functions for an integral operator P2. In particular, there exists the function E\(z, z*, t) having the property E\{z, 0, /) =Ei(0, z*, /) = 1, defined as the generating function of the first kind with the reference point 0.
If E can be written in the form 1 + "^ñ-i t2nQ(n)(z, z*), then the operator (2.5) can be modified. We can, namely, write instead of (2.5),
where
In the case of integral operators of the first kind, Q(n>(z, 0) =Qln)(0, z*) =0, »¡£l. In analogy to the situation in the case of harmonic functions, we obtain for integral operators of the first kind, the same relations (2.2) between a (real) solution \¡/(z, z*) o/(l.l) and the corresponding associate g of the first kind. Remark 2.1. Studying complex solutions \¡/(z, z*), z = Xi-H'x2, z* = X\ -ix2, of (1.1) it is useful to distinguish a special subclass, a, of solutions, namely those which (when continued to complex values of the arguments) have the property that in the characteristic plane z = 0 they become constant. In the case of equation (1.1) solutions generated by the integral operator of the first kind form the class a. In the special case F = 0, a is the class of analytic functions of a complex variable.
The aim of the present section is to characterize the class of real solutions of (1.1) which have the property that in the characteristic plane z* = 0, they become algebraic functions. (In our terminology, we shall say that the associate of the first kind of \p is an algebraic function. See also footnote 9.) In the case where F = 0 (i.e., in the case of Laplace's equation) the harmonic function with an algebraic associate is an algebraic function of z, z*, which is defined on a certain Riemann surface, say ÍV The theory of integral operators permits us to characterize the function \p(z, z*) in the case where F is an entire function of z, z*.
Formulas (2.5) and (2.6) yield a representation of these functions in the large. Thus, the solution \p of this kind can be written either in the form (2.5) where / is an integral of an algebraic function of one complex variable, or in f"(2-r)-W)ár.
the form of the series (2.6) where each g" is an integral of an algebraic function. In particular, if we consider the class of solutions whose associates are algebraic functions defined on the given Riemann surface 'Rj, then the corresponding functions / and g" can be written in a closed form using certain ö-functions, their derivatives, and finitely many transcendental functions, which depend only on 5^0-We proceed now to a more detailed formulation.
According to the classical results, with every closed Riemann surface iZ\o defined by the irreducible equation NE® (Ko).
Let ^(z), a new surface depending on <R^a with branch points depending on a parameter z, be defined by (2.9) A{t, V; z) = A0(z(l -P))r + ¿i(»(l -ñ)^1 + An(z(l -t*)) = 0.
In general, îli(z) has twice as many branch points as %s>. The corresponding 0-functions, integrals of the first, second, and third kind [19, chaps. 12, 18, 20, 30] , and their periods, will then be functions of the parameter z. Definition 2.2. Suppose a function Ni(t, z) can be represented as a finite expression involving: (1) Theta functions 0(«i, • • • , w2"|z) associated with 'rvi(z); (2) their derivatives with respect to the ua; (3) integrals of the first kind J(t, rj\ z)a, a = 1, 2, • • • , 2a, defined on 'Rj(z) ; (4) finitely many algebrologarithmic expressions. Then N\ will be said to belong to the class C>CRa): Definition 2.3. A solution \p(z, z*) of (1.1) of the class o which is regular at the origin and becomes in the characteristic plane z = 0 an algebraic function, defined on the Riemann surface 'R.o, will be said to belong to the class Wo), residió).
Theorem 2.2. Let t/'GSÍCílo). Then the functions gn, n = i, 2, • • • (in the formula (2.6a)), belong to the class ©CRo), while f (see (2.7)) belongs to §CR.i).
Remark 2.2. We note that/and the gn are independent of F (see (1.1)),
(n) Here we follow as much as possible the Weierstrass original notation. It requires the use of comparatively involved formulas, but gives the possibility of seeing how the integrals depend upon parameters.
(12) p is the genus of 'rvo-while E and the Q{n) depend only on F, but not on the associate. Proof. Our results follow directly from the fact that in the case of the integral operator of the first kind, the relation (2.2) is valid, and that / and gn can be represented in the form (2.7) and (2.6b), respectively. According to Weierstrass, see [19, p. 264] , to every Riemann surface %$ of algebraic functions defined by (13) 
'(«. y). -- We proceed now with the proper proof of Theorem 2.2. We note that if we write J¡o!Ü0)g(S)dC in the canonical form (2.10), i.e.,
,»o) where F" = e"ß(z,,, y,; z, y; 0, y0)
Here a, represent the poles of g(f). Remark 2.3. Concerning the determination of the value r: If g(f) has a branch point at infinity, fxg(f) will also have a branch point of the same order at infinity. If, however, g is regular at infinity, or has a pole there, then £xg(t) may have, for one value of X, a simple pole at infinity. Thus it is necessary, in order to make our formula valid for all X, to include among the simple poles of g the point at infinity; and we shall have to introduce a function of the third kind with pole there. The corresponding coefficient C, can then be nonzero for only one value of X.
The first part of Theorem 2.2 now follows immediately from (2.6b) and Definition 2.1.
To prove the second part of Theorem 2.2, namely the representation of f(z), we only need to recall formula (2.7). It is then obvious that/G^CRa).
In the next section, we shall describe in more detail the Riemann surfaces on which a solution \fi with an algebraic associate is defined.
3. The Riemann surface of a solution \j/ of (1.1) with an algebraic associate. The representation (2.6), (2.6a), and (2.6b) allows us to describe the Riemann surface %. on which \{/ is single-valued. Suppose 'R.o is the Riemann surface defined by equation (2.9) whose genus is p>0. As shown in [4, p. 318], every branch point Q of finite order of g is transformed by the operator p2(g), see (2.6), into a branch point of the same order, and at the same point Q, while every pole of g is transformed into a singularity of p2(g) at the same point, but at which p2(g) has a branch point of infinite order(14).
Let i^= 2Z£r\(0">, v = l, 2, • ■ -, be the universal covering surface of 'R.oFurther, let Pi, P2, • • • , P"be the poles of g on ir\o, and let there correspond, to the points Pi, P2, • • • , P", on every copy £r\(0"), the points PÍ*0, P^, ■ • • , P"\ Since at every point <P^ is located a branch point of infinite order, we must, at every point <P^), attach(15) infinitely many copies £(",« of %. R.
= ^r=-» 2^r=-™ %y,K is the Riemann surface on which <^=p2(g) is singlevalued.
Remark 3.1. The above considerations allow the conclusion that there exist, in general, Riemann surfaces on which no solutions of the differential equation (1.1), with F^O, can be single-valued.
For instance, suppose S is a closed Riemann surface of the function
Suppose, further, that ip(z, z), z conjugate to z, is a (real) solution of (1.1) whose Riemann surface is(16) S • If we continue the values of the arguments Xi and x2 of \p(x\-\-iXi, Xi -ix^) to complex values (i.e., assume that z and z* are not necessarily conjugate to each other), then by continuing to the complex values of xi and x2, we obtain the function \p(z, z*) defined for \z\ < <*>, \z*\ <=c. ip(z, z*) possesses, as the only singularities, branch planes z = a, and z* = â" v = l, 2, ■ • ■ , 2n,
In the characteristic plane z* = 0 (or z = 0), the function \{/(z, 0) is regular everywhere except at the points in which they intersect the branch planes of \f/(z, z*), i.e., in points ai, <z2, • ■ • , a2n. It could happen, however, that the value of the function \f/(z, 0) in two different sheets in the neighborhood of a point a, coincide, so that we have no branch point at all. Thus, we have to consider different possibilities. At first, let us suppose that \p(z, 0) has branch points of the first order at the points ai, a2, • • -, a2n. Then, according to our previous considerations, the corresponding function must be infinitely many-valued, since n > 1, and \p(z, z), z conjugate to z, is not single-valued on S.
If some point a, is a regular point of ^(z, 0), instead of a branch point, (14) Thus, the location and character of these singularities of Pî(g) are independent of F. • STEFAN BERGMAN [July then \fi(z, z) is regular at a" which again contradicts the fact that \fi(z, z) should have a branch point of first order at a". Therefore (if the Q(n) are not identically equal to zero) we have a contradiction in both cases, which shows that the surface S cannot be the Riemann surface of a solution \fi(z, z).
The coefficients of g coincide with the subsequence {amo} of the development \¡/(z, z) = X)a™» sm2"of a real solution. Thus, using the classical results on functions of one complex variable, we can describe properties of the coefficients am<j of the function element Zm=o amozm of g. In particular, if g is an algebraic function, then the coefficients {an0} will satisfy the Eisenstein conditions (see [10, p. 3321) . In addition to that we can easily formulate conditions that g be defined on a given Riemann surface, 'ryo, and therefore 'A = P2(g)G2i(':r\o) and is defined on the corresponding 3^. It is of interest that these conditions are independent of F. For the sake of simplicity we discuss these conditions only when g is a two-valued algebraic function. In this case g may be written in the form If ^ = Re p2(g), andt^= ^,amn zmz*n, then amo = ym and therefore the same equations hold for {amo}. These conditions in order that \[i belong to the class of multivalued solutions described in §2 are independent of F. In §7 we shall show that results of this kind hold also for equations (1.3) in three variables.
4. Harmonic functions with an algebraic C3 associate of a certain form.
In § §2 and 3 using the method of integral operators we studied properties of solutions of differential equations in two variables.
In the following we shall show that at least for some classes of differential equations in three variables, namely of the form (1.3), analogous results can be obtained. As we stressed in the introduction, the major task arising in our study of differential equations of the form (1.3) is the investigation of the mappings indicated in §1 onto harmonic functions H(X) of three variables. Compared with the situation in the two-dimensional case, this study is much more involved for the following reasons:
(1) The associate functions which arise when we consider H(X) in the characteristic space by substituting Here the x*> k = l, 2, are functions which are regular at the origin. (3) Singularities of harmonic functions of three variables when considered in the real space may degenerate; for instance, the line singularities become, in some exceptional cases, points.
These complications suggest that in addition to the mapping of the space of harmonic functions onto the algebra of the functions in the characteristic space, we investigate mappings onto other algebras. In particular, those mappings where the transition from the associates to the harmonic functions is achieved by one integration are of considerable interest, since in this case we may exploit classical results on integrals of functions of one complex variable belonging to certain classes.
Two such mappings have been extensively studied. TJ^Xi) represents a sufficiently small neighborhood of the point Xi. jQ is a smooth, open curve in the f-plane with the end points fi and f2 such that (17) jO r\ [P(f, X) = 0, X G TJ3(Xi)] = 0.
In cases (1) and (2) we obtained harmonic functions possessing singularities on algebraic curves. The results obtained for harmonic functions H(X) were employed to obtain solutions of (1.3) possessing singularities on algebraic curves. In (4.9) of [8] we introduced the operator $i(G) (transforming the harmonic functions G into solutions of (1.3)) in the form
This formula permits us to obtain in the three-dimensional case results which are analogous to those which we discussed in § §2 and 3 for the twodimensional case. In particular, if G(X) is an algebraic function,
will be integrals of algebraic functions and therefore according to the classical results can be represented by certain 0-functions, their derivatives, and finitely many transcendental functions. See for details p. 506 of [8] . In a similar way the formula (4.6) permits us to exploit other results on integrals of algebraic functions in the theory of differential equations in three variables. In this connection it is of importance to characterize the C3-associates of the harmonic functions which have been introduced and investigated in cases
(1) and (2).
In case (1) it was possible to characterize the harmonic functions (4.3) where J^ is a closed curve. In this case, provided that/ (i.e., the B3-associates) are algebraic, the C3-ass0ciat.es are combinations of algebro-logarithmic (") In case (1), fi and f2 usually coincide, so that jQ is a closed curve.
functions and so-called period functions. It was not possible in the general case to characterize in a simple way the C3-associates corresponding to case (2). As we shall show, however, in §5, there exists an interesting subclass of these functions (which will be denoted by ©) whose C3-associates are functions of a certain form of one variable. This variable is a conveniently chosen combination of the variables Z and Z*. Using these properties, as we shall indicate in § §5 and 6, it is possible to characterize to a large extent the harmonic functions of the subclass ©. Before proceeding to this more special consideration, it will be useful (1) to make a table of the operators in the present paper, (2) to prove in Lemma 4.1 certain results concerning the analytic continuation of harmonic functions given by (4.4) provided that (2(f) is a polynomial. p2, (2.6), transforms analytic functions g(z) into solutions of (1.1) of the class a, see Remark 2.1, and is connected with P2, (2.5), by relation (2.7).
C3, (4.2), transforms functions x(Z, Z*) of two complex variables Z, Z* into (complex) harmonic functions of three variables. B3, (4.3), transforms analytic functions of
and £ into (complex) harmonic functions of X=(xu x2, x3). p3, (7.1), transforms complex harmonic functions of three variables into complex solutions of (1.3), connected with P3, (7.1), by relation (7.1a). Then for XCTJ^Xi) we obtain two representations
To the curve .P^*1 there corresponds a segment of a new surface 3*2, which lies in Vl(Xi)-\-Si but does not contain Xi. Hence there exists a sufficiently small neighborhood, say V3(Xi), which does not intersect 3*2 and in which consequently P(f, X), fG-C*1. does not vanish. Hence (4.11b) exists for XEVs (Xi) and represents the analytic continuation of H(X) to Vz(Xx). %\ and 82 are (one-dimensional) algebraic curves, and hence they cannot divide the (three-dimensional) X-space into two parts. This completes the proof of Lemma 4.1. There now arises the question of how many independent harmonic functions HV(X) are represented by (4.4) with fixed end points ft, f2.
For every X not belonging to è{, see (4.7), (P(f, X))112 is a function of f which is determined on a two-sheeted Riemann surface whose branch points f = ek(X) vary with X Let jQ be a yôrea curve on the (two-sheeted) Riemann surface of (P(f, X))1/2 with the end points fi and f2. If now we vary the point Xi, the right-hand side of (4.4) will yield the same harmonic function until one of the branch points ek(X\), k = i,2, ■ ■ ■ , p, intersects "£x. As we indicated before, the relation domain zA3 -g1. Its one-dimensional Betti number will in general be different from zero. We now make the assumption that by a finite number of cuts, ^m, m -i, 2, • • ■ , n, Td2 = 2Zm-i ^5m. we can make the space zA3 -g1 simply-connected.
If we move along a closed curve, D1, starting from the point X0, which curve D1 can be reduced to a point in zA3 -g1, then obviously upon returning to the values X0 we shall have the same integration curve ■£' from which we started, and therefore we shall get for H(X) the initial value H(X<¡).
If, however, our curve cannot be reduced to a point in the space zA3 -g1 (in which case O1 cuts the surface T2), then, in general, upon returning to the starting point X0, we shall obtain a new curve, say ¿Q, whose end points are ft and ft, but which cannot be deformed continuously on the Riemann surface R^Xo) to «Ç1, R(X) being the Riemann surfaces over the ftplane with branch points e*(Xo), see (4.12). Therefore, the difference between the new function, say H*(X<¡), and the function FI(X0) from which we started is 2p (4.14)
£ a,(X0)Q,(Xe) v=l where fív(X0) are so-called period functions and a"(Xo) are integers. The theory of period functions was developed in [l ] where it was shown that our functions are defined on R-manifolds with infinitely many sheets and a method has been discussed, by which, using the theory of hyperelliptic integrals of one complex variable, we get some information about these functions. In particular, it has been shown that if we introduce certain ^-functions and their derivatives, the totality of the functions H(X) which one obtains where Q ranges over the totality of polynomials has in a certain sense a finite basis: using the above mentioned 0-functions, their derivatives, and finitely (18) The end points fi and ft of jQ naturally have to be fixed.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use many algebro-logarithmic expressions, the fi,(X) can be represented by finitely many transcendental functions. The functions belonging to this basis are certain period functions mentioned above.
Thus our method permits us to generate, by evaluating the right-hand side of (4.4) and varying the neighborhood TJs(Xi), a number of multivalued harmonic functions. They differ from each other by a combination (4.14) of period functions.
As indicated before, the curves %\ and %\ are the only possible singularity lines (19) of functions H,(X). Proof. In (4.5) we expressed P(f, X) in polar coordinates p, d, and </>. In order to determine the discriminant of our equation P(f, X) =0, we write down the coefficients of f", v = 0, 1, • • • , in Pi, p, fpf, f p, • • •, f2"i-2Pr, f2"i-2P, r«vipfl (4.16) P -P(f, X), P( = P^, X).
We obtain a determinant with Ap\ -1 columns and rows. Every term which lies in the 2wth row, and «th column, n, is of degree 2, for n = 1, 2, • ■ • , 2pi-1. Pj-does not contain p2. Hence the factor p2 does not appear on any other place except in the above-mentioned terms, and in order to get the highest degree in p we have to use the product of these terms. Furthermore, we must take terms of degree one from the next pi columns. Let us now consider the 2¿>ith column. If we take a term of degree one from this column, then we have taken nothing so far from the first row of the determinant and in all succeeding columns the elements in the first row are 0. Hence, in order to get a nonvanishing term, we must take in the 2£ith column the term in the first row which is of degree 0. Hence, we lose 1 degree and the highest possible degree is 2-(2¿! -1) + l-(pi -1) + 0 = 5¿i -3. Here 0i and <£i are constants so that (5.2) becomes a function of one variable, S. Since the C3-associate of every function is uniquely determined, the class © can be characterized by the fact that C3_1(©) consists of functions (5. 1) of one variable, S, of the form (5.2).
The corresponding harmonic functions become functions of two variables p and T, of the form (4.4), see also (4.5). (Since di and </>i are constants, T can be considered as a new independent variable.)
In the following we shall: (I) describe the structure of the singularities of the functions of the class ©, and (II) show that the coefficients of their series developments at infinity and at the origin lie in certain subspaces of the coefficient space.
Let us assume that the coefficient of the highest power of f in P(ft, see (2) R(Ç)=pT: substituting this into (5.6), we obtain p»(l-rs)=0. P2
is always less than or equal to one, and may equal one only if <¡>=<pi, 6-0i, and <p=<pi-\-ir, d= -0X. All other possibilities lead to a different representation of the same line. The origin lies also on this line so that the case p = 0 is already included. This proves our lemma. Before proceeding further, it will be of interest to discuss in detail the simplest example, namely where P(ft =A-\-BÇ is of the first degree. In this case, we can carry out the integration and we obtain The expression in brackets on the right-hand side of (5.8a) is two-valued. In the case (5.9.2), we obtain in the second sheet a logarithmic branch line for Z> = 0, i.e., for [<p=<f>i, d=6i] The case (5.9.4) leadg to the circle P(f«, X) =0 on which the function is continuous but on which the derivatives are infinite. We obtain, for instance, dH TP(f.) + 2p -pT2 -=-h reg. terms. dp CK(Cl + Z?)1'2
In the case where P(f) is of a higher degree, the functions can be represented in closed form using hyperelliptic integrals, and a similar discussion can be carried out.
Remark 5.1. If H(X)(E<S>, then the location of its singularities and the value of P(0) determine the quantities ai, • ■ • , av in (5.3).
We proceed now to the problem II.
Outside of a sufficiently large sphere, we can develop a function (4.4) of the class © in the form of an infinite series of spherical harmonics Lemma 5.4. // P>(A7'+l)(A7'-)-2)(iV+3)2Í>, then the number of variables (5.14a) for which a-\-ß appearing as exponents in the right-hand side of (5.14) assumes its maximum value Rp + 3(N-\-l) is less than the number of equations (5.14) for which p + <t+t=R. We now proceed to the determination of the number of distinct ways of writing all integers ^ M as the sum of three positive integers. Suppose that the smallest of these three integers is K. Then the number of triples whose smallest member is K is the same as the number of distinct pairs adding up to M-K where each member of these pairs must be larger or equal to K. Since m^n + 1 and since we know that not all X", ß = l, ■ ■ • , n + 1, are identically equal to zero, the determinant of any system of (n + 1) equations (5.24) equals zero. This yields at least one relation between the L, and the A,ß. Thus, we get at least m -n independent relations. The system of relations (5.14) is of the type (5.23). Here, L, are theftAft's, (5.25) X, = [(ft -ajHft -aiY -(ft -ffl)"(ft -aiY}^^,, and the Ay» are the coefficients S(a, ß; Xi, X2, X3; p, <r, r). The latter belong to the class ajv, introduced on p. 20. If R is increased in the equations (5.14), new AV)l and Lv appear. By Lemma 5.4, these new Avil's and L,'s will actually occur in the determinant of (5.24) which we obtain for every new R. Thus at each step we obtain a new relation involving some Ayf¡'s or Ly's, which did not appear previously. This proves Theorem 5.1.
Remark 5.2. The ^4**' for a fixed R are, according to our proof, certain subdeterminants of the matrix of coefficients (5.26) [S(a, ß;\i, X«, X3;p, <r, r)], p + <r + r ^ R.
A detailed description of these expressions is given in the appendix.
Example, p = 1, N = 0, P(f ) = (f -a).
In this case, the harmonic function under consideration is
Then the coefficients /3" of the development (5.10) at infinity satisfy an infinite number of relations (5.11), of which the first two are:
fofo -3ß,ßxß2 + 2ß\ = 0, Sß\ßi -8/îofrft -9ß0ß2 + 12/3& = 0. Proof. The proof is in principle similar to that of Theorem 5.1, but some modifications have to be discussed. In this case,
The variables Yn which we shall eliminate are in this case
The following three additional complications arise in this case. (1) Since, say, (ft -fly)" now appear in the denominator we can not express it in finitely many terms (ft -ßi)-"' of the same form. Hence, a much larger number of variables F" have to be eliminated.
(2) In order to express the integrand of y" in terms of the variables F" we have to use partial fractions. Furthermore, after we multiply three y" together, we again have used partial fractions to express 7P7<,7r in terms of F". This situation makes the coefficients of the Yn very much more complicated.
(3) After we express the integrand of yn in partial fractions and integrate, we obtain p(N+l) distinct logarithmic terms. Using the first p(N+l) formulas for yn we can represent these logarithmic expressions in terms of 7", w = l, 2, • • • , p(N+l).
The logarithmic terms in the formulas for yp, p>p(N+l), must be replaced by these terms, before we form the expressions 7P7"7T.
As a consequence of these three complicating factors, the coefficients B^l in the relations (6.4) will be much more involved and R<¡(N, p) will be very much larger than RM(N, p).
In order to evaluate (6.5), we separate the integrand in partial fractions, Herede«».
The expressions yn all contain the same (N-\-l)p logarithmic terms. Remark. Here we assume that the determinant
. (2) . (2 Replacing for every n>(N-\-l)p the logarithmic terms in (6.7) by (6.8), we obtain that a certain linear combination where G(k, v, pu p2; p, cr)£ajv. Proof of (6.11). By multiplying two expressions of the form (6.10) for n =p and n = <r, we obtain on the right-hand side sums of the following types of expressions:
1. (ft -ai!)-il(ft -ai2)~'2, ii ^¡2, and analogous expressions in ft (instead of ft). Applying the method of partial fractions to these terms, we obtain expressions appearing in the first sum in the bracket in (6.11).
2. If ii = i2 the above expression becomes (ft -oí1)-('1+í,) from which we obtain again expressions of the same form.
3. Mixed terms of the form (ft -a^^ift -úh,)-'2 which cannot be separated in any way are collected in the last sum of (6.11).
Multiplying three ô" together, we obtain In order to determine the number of equations, we recall the considerations on p. 23 of §5. We have, however, to take into account that p, a, t, in addition to the restriction p+cr+r^P, must each be larger than (N-\-l)p, since the first (N-\-l)p relations are used to eliminate the logarithmic terms. Hence, the number of equations will be larger than (6.14)
[R-3(N+ l)p -7]3/36.
In an analogy to the considerations on p. 23, we find that (6.14) is larger than (6.13) if Repeating analogous considerations as in §5, we obtain that the ôpô"ôT's satisfy relations of the form (6.4). But since, according to (6.9), the 5n's are linear combinations of the Y"'s, the relation (6.4) follows. singularities is completely independent of the coefficient F of (1.3).
Lemma 7.2. Every real solution of (1.3) which is regular at the origin 0 can be developed in a sufficiently small neighborhood of 0 in a series Both series (7.5) and (7.6) converge uniformly and absolutely in every sufficiently small sphere around the origin (see Lemma 3.2 of [6]); hence, interchanging of the order of summation and integration is permissible. Thus
(28) It should be stressed that in Theorem 4.1 of [ó] we proved a similar result. We considered there however a sphere of a given radius, while in the present paper we consider only a sufficiently small neighborhood of the origin.
If we write
InoJ (1-2n (n,0) t ) a-T = ß0 , bI' J (1 -t) dr = Bm ', we obtain the formula (7.4) since p~2b<-") (p2) are entire functions of p2.
Theorem 7.1. The subsequence {B^0} of the coefficients of the series development (7.4) at the origin of a function \p(X)^%(ai,
• ■ ■ , ap; N) satisfies the following conditions. There exist two real numbers <f>i and di, |<pi| ^-ir, 10i| Hkir/2, and an infinite sequence of numbers yn which for R^R0(p, N) satisfy the relation (6.4) and such that By (7.3a), if ^G9I(ai, ■ ■ ■ , ap; N), p^1^) must satisfy the conditions (6.3a), (6.3b), (6.3c). This yields our theorem.
In analogy to the second part of the Theorem 2.2 we obtain Substituting this expression for the interior integral in (7.14a) and replacing the interior integral in (7.12) by the new expression we obtain (7.9).
8. Concluding remarks. As we stressed in the introduction, the interest of our considerations is not merely in the isolated results formulated in the paper, but rather in establishing methods of exploiting the laws which connect different classes of functions obtained with the help of mappings by integral operators of the first kind. In this connection it is of interest to use also other integral operators.
In particular, as has been shown in [5] , the representation of harmonic functions with the help of the fundamental solution can be employed to define a mapping by an integral operator. Using the fundamental solution of A further type of integral operator which is valuable for the study of certain types of differential equations (8.1) is that for which the generating function E can be represented in the form (8.2) E = P(X, t) log Q(X, t), X = (xi, Xi, x3),
where P and Q are polynomials in t. (Procedures used in [2, §3] can be repeated in the three-dimensional case to a large extent.) In some instances singularities of differential equations in three variables can be obtained by reducing them by a convenient substitution to equations in two variables, e.g., the substitution ^(x, y, z)=cos pz\p(x, y) reduces ***+*w+*" = P(x, y)V totxx+4>yy=(v2+P(x, y)W. The relations between the coefficients of the function element of \p and the property of the solution \p obtained by the use of integral operators different from those of the first kind in most instances depend upon the coefficient F so that we are led by these operators to new types of theorems.
It should be mentioned also that similar to our results, relations between the subsequence \amv}, m=0, 1, 2, • • • ; v>0, of the coefficients of the function element \p = 12amn zmz*n of the solution \f/ and its properties can be established, see [15] . where Pf,(z) are algebraic functions of z satisfying certain conditions, the integrals Jl(z -Dn_1g(D^r and P_ig(z(l-t2))dt/t2 can be represented by automorphic 0-functions and related functions. Using these results, one obtains representations analogous to those indicated in Theorem 2.2 for solutions of (1.1) whose C-associates (see p. 2) satisfy equations of type (8.3).
Similar theorems can be obtained also in the three-dimensional case for certain solutions of (1.3). See also [l, §5], in particular p. 551.
Thus one sees that the method of integral operators opens various and fruitful possibilities in such a comparatively little explored field as the theory of multivalued solutions of linear partial differential equations.
(29) It should be mentioned that the method of the integral operator of the first kind can be extended to the general equation (8.1) as will be shown in another place. Since some additional complications arise in this connection we do not discuss this case in the present paper.
