The purpose of this study was to test a 2-factor model of affective health in women with rheumatoid arthritis (RA; n ϭ 82) or osteoarthritis (OA; n ϭ 88). Positive and negative social interactions and affect were assessed for 11 consecutive weeks. For each participant, Vulnerability and Resilience factors were created from factor analyses of positive and negative personal characteristics, respectively. Multilevel analyses tested the hypothesis that weekly changes in social interactions or affect would only be predicted by the factor of the same valence. The Vulnerability (and not the Resilience) factor predicted changes in negative interactions. The Resilience (and not the Vulnerability) factor predicted changes in positive interactions. The Vulnerability (and not the Resilience) factor predicted changes in current and next-week negative affect. The Resilience and Vulnerability factors each predicted changes in current and next-week positive affect, although the effects for Vulnerability were smaller than for Resilience. Finally, the Vulnerability factor interacted with pain to predict more future negative affect. The main implication is that both Vulnerability and Resilience should be considered in theory, research, and interventions.
During the past decade, researchers and theorists have argued that psychology and the social sciences have focused more on what is wrong with people and less on what is right with them (Ryff & Singer, 1998; Seligman & Csikszentmihalyi, 2000) . In this study, we examined a two-factor model to determine whether negative and positive characteristics have differential effects on outcomes. Elliot and Thrash (2002) have provided evidence that personality constructs can be divided into those associated with approach and those associated with avoidance. We define "positive characteristics" as qualities associated with approach behaviors involving behavioral activation and appetitive motivational systems (Gray, 1982; Lang, Bradley, & Cuthbert, 1998) . Similarly, we define "negative characteristics" as qualities associated with avoidance behaviors involving behavioral inhibition and defensive motivational systems (Gray, 1982; Lang et al. 1998) .
Whereas negative characteristics have been more frequently studied, there are many reasons why it is important to better understand the effects of positive characteristics on health and well-being. First, theorists have argued that positive characteristics may play a unique role in maintaining and protecting health (Antonovsky, 1987; Ryff & Singer, 1998; Taylor, Kemeny, Reed, Bower, & Gruenewald, 2000) . Second, studies have shown that positive characteristics, such as optimism, self-esteem, and a positive emotional style, may be related to better health (Cohen, Alper, Doyle, Treanor, & Turner, 2006; Danner, Snowdon, & Friesen, 2001; Helgeson & Fritz, 1999) . Third, positive and negative characteristics may be related to different domains of affective health (Marshall, Wortman, Kusulas, Hervig, & Vickers, 1992; Watson, Weise, Vaidya, & Tellegen, 1999) . Fourth, positive and negative characteristics may have unique influences on social relationships which, in turn, may impact health (Bolger & Zuckerman, 1995; Cohen, 2004) .
Zautra and colleagues have developed a two-factor model that provides a framework for understanding the differential effects of positive and negative characteristics (Zautra, 2003) . This model is based on studies showing that there may be separate positive and negative domains of affect, personal characteristics, and possibly even social interactions (Bradburn, 1969; Davidson, 1992; Watson et al. 1999 ). In the two-factor model, personal characteristics may uniquely influence social and affective domains of the same valence. For example, positive personal characteristics may increase the likelihood of experiencing both positive social interactions and positive affect but have less of an effect on negative social interactions and negative affect. Similarly, negative personal characteristics may increase the likelihood of experiencing both negative social interactions and negative affect and have less of an effect on positive social interactions and positive affect.
In the context of this model, the individual faces two primary challenges: (a) to reduce the influence of negative characteristics and decrease the social stresses and conflicts that may create negative affect and (b) to develop the personal characteristics and increase the social engagement and activities that may sustain positive affect. This two-factor approach may provide a useful framework for understanding the effects of positive and negative personal characteristics within the context of stress and chronic illness. It gives equal consideration to the negative and positive domains with regard to personal characteristics, social relationships, and affect.
Although this two-factor model may be useful, there is also evidence that the effects of personal characteristics and social interactions may cross over into the opposite domain. Karademas (2007) recently found that some personal characteristics were related to both positive and negative well-being. Zautra and Reich (1983) have found that negative events decreased positive affect as well as increased negative affect. Suh, Diener, and Fujita (1996) found that negative life events predicted both positive and negative affect. Hobfoll (2001) has argued that the loss of important resources (including those in the personal and social domains) may be more important than resource gain because it affects both positive and negative emotions.
The purpose of this study was to test a two-factor model in women with arthritis. We selected arthritis patients because they experience pain and disability that is likely to increase negative affect but also have ongoing opportunities to engage in activities that may increase positive affect. We selected people with either rheumatoid arthritis (RA) or osteoarthritis (OA) because they are the two most common forms of arthritis and provide a contrast in etiology and pathophysiology. We selected women because 70% of people with RA are women, and resources did not permit us to include enough men to examine them separately. RA is a systemic autoimmune disease characterized by chronic inflammation in joints on both sides of the body. OA involves local inflammation in single joints and is often referred to as a "wear and tear" disease with joint damage due to use or misuse over time.
As a test of the two-factor model, we wanted to determine whether negative and positive characteristics were uniquely linked to outcomes of the same social and affective domain. Thus, we tried to select negative characteristics that may be related to avoidance systems and vulnerability and positive characteristics that may be related to approach systems and resilience in the context of stress. The negative characteristics included anxiety, depression, emotionality, interpersonal sensitivity, and pessimism. Each of these characteristics has been associated with avoidance or avoidant behaviors (Dickson, 2006; Elliot & Church, 2003; Elliot & Thrash, 2002; Moulds, Kandris, Starr, & Wong, 2007; Perugi et al. 1999) . Emotionality involves the emotional arousability component of neuroticism (Braithwaite, 1987) . In keeping with a two-factor model, we distinguished between optimism and pessimism and included pessimism as a vulnerability measure and optimism as a resilience measure (Robinson-Whelen, Cheongtag, MacCallum, & Kiecolt-Glaser, 1997) .
The positive characteristics we selected included optimism, purpose in life, active coping, positive reinterpretation and growth, and acceptance coping. Optimism, in contrast to pessimism, may be associated with approaching and positive motivational states (Chang, D'Zurilla, & Maydeu-Olivares, 1994) . A sense of meaning and purpose in life has been associated with recovering from total knee replacement surgery (Smith & Zautra, 2004) . Active coping, positive reinterpretation and growth, and acceptance coping are strategies that involve approaching a stressful event or circumstance (Carver, Scheier, & Weintraub, 1989) .
Although these characteristics vary in the degree to which they involve emotion, coping, traits, and states, our primary goal was to select characteristics that could be related to either avoidance behavior and vulnerability or approach behavior and resilience. Once we had selected these characteristics, we conducted factor analyses to determine whether these characteristics could be separated into two factors that may be related to vulnerability and resilience. We then used the factor scores from these two factors to determine whether they uniquely predicted outcomes of the same valence. Our hypotheses were the following: Hypothesis 1. The Vulnerability (and not the Resilience) factor will predict weekly increases in negative social interactions.
Hypothesis 2.
The Resilience (and not the Vulnerability) factor will predict weekly increases in positive social interactions.
Hypothesis 3. The Vulnerability (and not the Resilience) factor and negative social interactions will predict weekly changes in negative affect.
Hypothesis 4.
The Resilience (and not the Vulnerability) factor and positive social interactions will predict weekly increases in positive affect.
Method

Participants
The participants for the current study were drawn from a larger parent study that included women with RA, women with OA, and women who did not have RA or OA and served as healthy controls. For all three groups, only postmenopausal women (including those who had a hysterectomy) were included in the study because the larger investigation examined stress-related inflammatory processes that are affected by menopause. The study was conducted in compliance with the Institutional Review Board at Arizona State University, and informed consent was obtained by trained research assistants. All RA, OA, and healthy control participants were paid a total of $100 ($50 after the initial interview and $50 after the final interview). All women with arthritis had their diagnosis (RA or OA) confirmed by a physician.
The participants for the larger study were recruited in a variety of ways, including through newspaper ads, mailings to Arthritis Foundation members, and rheumatology clinics, that is, through referrals and posting fliers. A total of 794 respondents called to express an interest and were screened for the study. Of these, 301 respondents (38%) were entered into the study, and 493 (62%) were screened out because they did not fully meet the criteria for the study (e.g., too young, too old, not menopausal, did not meet diagnostic criteria). Of the 301 women who remained after screening, 38 decided not to participate when they learned of the study requirements and 3 dropped out after completing the initial questionnaire. Of the 263 women who completed this larger study, there were 82 in the RA group, 88 in the OA group, and 93 in the healthy controls group.
The current study consists of secondary analyses of the data from the RA and OA groups but not the healthy controls group in the larger study. The following descriptive statistics and all subsequent data analyses were conducted with the 170 women with RA or OA. These participants were between the ages of 42 and 76 years (M ϭ 63.8; SD ϭ 7.3). The majority were married (58%), whereas fewer were divorced (23%), widowed (15%), or never married (4%). The majority were Caucasian (95%), with small proportions who were Latina American (2%), African American (1%), or Native American (1%). The mean range of total family income was between $21,000 and $25,000. Among the sample, 94% completed high school, and 29% completed 4 years of college. A total of 26% were employed. There was a significant difference between the RA and OA respondents in age: The mean age was 62.2 (SD ϭ 7.2) for the RA group and 65.3 (SD ϭ 7.1) for the OA group, t(171) ϭ 2.80, p Ͻ .01. There were no significant differences between the groups on marital status, ethnicity, income, or percentage employed. The mean length of illness was 20.21 years (SD ϭ 12.98) for the RA group and 14.28 years (SD ϭ 11.41) for the OA group, which represented a significant difference, t(168) ϭ Ϫ3.09, p Ͻ .001.
Procedure
The participants had a telephone screening interview, were mailed an initial questionnaire, and were interviewed weekly by telephone for 11 consecutive weeks. Trained research assistants conducted the screening and weekly telephone interviews.
Measures
The measures of vulnerability and resilience factors were assessed in an initial questionnaire. The measures of optimism, pessimism, active coping, acceptance coping, positive reinterpretation and growth, emotionality, interpersonal sensitivity, and purpose in life can be considered trait measures because they are not anchored to a specific time period. The measures of anxiety and depression may be considered state measures because they ask about symptoms during the previous week. Functional disability was assessed during the initial telephone screening interview, and pain, positive interactions, negative interactions, positive affect, and negative affect were assessed weekly during phone interviews. The measures described in the following passages were used for the study. Items that compose the Vulnerability and Resilience factors are listed in their entirety in the Appendix.
Anxiety and depression symptoms. Anxiety and depressive symptoms were assessed with 18 items from the Mental Health Inventory (Veit & Ware, 1983 ). This inventory is designed to assess symptoms of anxiety and depression in the general population and not symptoms that are specific to arthritis. The measure does not contain items that are likely to be confounded with having arthritis (e.g., fatigue, loss of energy). The inventory includes nine anxiety and nine depression items. Participants were asked to respond to each of these items with regard to the previous week. The responses were scored on a 6-point scale for all items except for the last item on the Depression subscale, which was scored on a 5-point scale. Cronbach's alpha was .93 for the Anxiety subscale and .91 for the Depression subscale.
Arthritis pain. Arthritis pain was assessed each week during the telephone interviews. Three items were included: (a) "please choose a number between 0 and 100 that best describes the average level of pain you have experienced over the past week due to your arthritis"; (b) "please choose a number between 0 and 100 that best describes your current level of arthritis pain"; and (c) "please choose a number between 0 and 100 that best describes the worse level of pain over the past week." For each of these items, 0 ϭ no pain and 100 ϭ pain as bad as it could be. Cronbach's alpha for the three items was .95.
Coping. Active coping, positive reinterpretation and growth, and acceptance coping strategies were assessed with subscales from a measure of coping strategies, the COPE inventory (Carver, Scheier, & Weintraub, 1989) . Participants were asked to indicate what they "generally do and feel, when they experience stressful events." Items were rated on a 4-point scale ranging from 1 (I usually don't do this at all) to 4 (I usually do this a lot). The Active Coping, Acceptance Coping, and Positive Reinterpretation and Growth subscales each contain four items. Cronbach's alpha for Active Coping, Acceptance Coping, and Positive Reinterpretation and Growth were .76, .75, and .73, respectively.
Emotionality. Emotionality was assessed with the Emotionality subscale of the Scale of Emotional Arousability (Braithwaite, 1987) . The Emotionality subscale was designed to assess emotionally lability, a central component of neuroticism. The items were scored on a 5-point scale ranging from 1 (no, this is very unlike me) to 5 (yes, this is very much like me). The scale consists of six items, and Cronbach's alpha was .76.
Functional disability. The Health Assessment Questionnaire was used to measure the degree to which participants experienced activity limitation (Fries, Spitz, Kraines, & Holman, 1980) . Participants were asked to respond to each of the items in relation to the previous week. A total of 20 items assessed the amount of difficulty the participants experience when performing daily tasks. Items were rated on a 4-point scale.
Interpersonal sensitivity. Interpersonal sensitivity was assessed with the Interpersonal Awareness subscale of the Interpersonal Sensitivity Measure (Boyce & Parker, 1988) . This subscale assesses sensitivity to negative social interactions. The scale has 7 items, which were scored on a 5-point scale ranging from 1 (no, this is very unlike me) to 5 (yes, this is very much like me). Cronbach's alpha was .87.
Optimism and pessimism. Optimism and pessimism were assessed with the Optimism and Pessimism subscales from the Life Orientation Test-Revised (LOT-R; Scheier, Carver, & Bridges, 1994) . The Optimism and Pessimism subscales each have three items. Both subscales were scored on a 5-point scale ranging from 1 (strongly disagree) to 5 (strongly agree). Cronbach's alpha was .71 for Optimism and .77 for Pessimism.
Positive and negative affect. Positive and negative affect were assessed with the Positive and Negative Affect Schedule (PANAS; Watson, Clark, & Tellegen, 1988) . There are 10 items to assess positive affective states (e.g., "enthusiastic," "proud," "inspired") and 10 items to assess negative affective states (e.g., "upset," "hostile," "afraid"). Participants indicated the extent to which they had experienced each affective state during the previous week. Responses were rated on a 5-point scale ranging from 1 (very slightly or not at all) to 5 (extremely). Cronbach's alpha was .90 for Positive Affect and .88 for Negative Affect.
Positive and negative social interactions. Positive and negative social interactions were assessed with the Inventory of Small Life Events (Zautra, Guarnaccia, & Dohrenwend, 1986) . All of the items on this list were written to have a discrete beginning and end. They refer to observable changes in behavior in everyday activities rather than internal states. The items included such examples as "expressed love to spouse/significant other" (positive interaction) and "criticized by spouse/significant other" (negative interaction). Participants were asked to report the number of times each interaction occurred during the past week. We obtained the score by taking the mean score of the total number of positive or negative interactions during the previous week for each category in which the participant had relationships. The four categories consisted of significant other, family members, friends, and coworkers.
If participants did not have relationships in all four categories, then the mean score for the items in the relevant categories was used. For example, if the participant was not employed but was married and had family members and friends, then only the mean for the significant other, family member, and friend items were averaged to compute the total mean score. Positive and negative social interactions are referred to as "positive interactions" and "negative interactions," respectively. Because the interaction items were written to be independent of one another, we did not see internal consistency as an appropriate test of reliability for these measures. Thus, we computed the week-to-week test-retest correlation as an indicator of reliability. The test-retest correlation was .68 for the positive interactions measure and .72 for the negative interactions measure.
Purpose in life. Purpose in life was assessed with 14 items developed to measure the belief that one's life is purposeful and meaningful (Ryff & Keyes, 1995) . The items were rated on a 6-point scale ranging from 1 (strongly disagree) to 6 (strongly agree). Cronbach's alpha was .88.
Data Analysis
There were four primary steps in the data analyses. The first step involved finding the means and standard deviations of the key study variables and comparing the RA and OA participants on the means for these variables. The second step involved computing the zero-order correlations among the main study variables. The third step involved conducting principal-components analyses to create the vulnerability and resilience factors.
The fourth step involved using multilevel modeling (e.g., hierarchical linear modeling) to analyze the relationship between the Vulnerability and Resilience factors and the variables assessed every week. Multilevel modeling is useful for the analysis of data that have a nested hierarchical structure. The weekly data take a hierarchical form, with up to 11 weekly observations nested within each of the 170 participants. There were 1,756 total observations (1,870 possible minus 114 missing). We used the SPSS 14.0 mixed program for the multilevel analyses, and the model specifications were based on the guidelines provided by Singer (1998) .
The weekly measures of social interactions and affect were the criterion variables to be predicted in the analyses. There were two basic types of prediction equations in the multilevel analyses: a Level 1 equation, which examined the influence of within-person variations of key variables on social interactions or affect, and a Level 2 equation, which tested the effects of between-person variations on key variables. In essence, the Level 2 equations addressed questions regarding between-person differences and took the following form: Do people who have different scores on a between-persons predictor (e.g., the Resilience factor) have different levels of the criterion (e.g., positive affect)?
Level 1 questions addressed inquiries about "when" rather than "who": For example, When a person has more positive interactions, does he or she also report more positive affect? The Level 1 questions examined whether within-person variations in weekly positive or negative interactions predicted weekly positive or negative affect. To prepare for these analyses, we computed weekly deviation scores on the interactions and affect measures by subtracting each participant's average score on those variables across the 11 weeks from her weekly report on each variable (e.g., centering the variables on each person). The equation was initially specified at Level 1 as follows:
Level 1: weekly negative affect ϭ ␤ 0 ϩ ␤ 1 positive interactions ϩ ␤ 2 negative interactions ϩ r ␤ 0 yields an estimate of the average weekly negative affect, and ␤ 1 and ␤ 2 provide slope estimates for positive interactions and negative interactions predicting weekly negative affect. The social interaction and affect measures with the opposite valence were also included as within-subject variables. In addition, the week number in the study and weekly pain were included as within-subject control variables if they were significantly related ( p Ͻ .05) to the dependent variable. Because there were slight reductions in positive and negative interactions and negative affect across the study, controlling for the week number in the study could diminish the influence of these reductions on the estimates for hypothesized relationships. In models predicting affect during the following week, current affect was included as an additional Level 1 predictor variable. Individual differences in the average level of the weekly variables were also probed through analyses at Level 2. For these analyses, the effects of individual differences in Vulnerability and Resilience factors were examined. These variables were used as predictors of variance in the Level 1 weekly social interactions and affect measures (the Level 1 intercept: ␤ 0 ). The initial Level 2 equation for this model was as follows:
Level 2: ␤ 0 ϭ ␥ 00 ϩ ␥ 01 vulnerability factor ϩ ␥ 02 resilience factor ϩ 0
The diagnosis (OA ϭ 1 and RA ϭ 2) and functional disability score were also included as between-subjects control variables if they were significantly related to the dependent variable. In addition, age was controlled if it was related to the dependent variable because of the significant difference in age between the RA and OA groups.
Cross-level interactions were probed by examining the effect of the Vulnerability and Resilience factors on the relationship between negative interactions, positive interactions, pain, and each dependent variable. The Level 2 equation for modeling these interactions was as follows:
Level 2: ␤ 1 positive interactions ϭ ␥ 10 ϩ ␥ 11 vulnerability factor ϩ ␥ 12 resilience factor ϩ 1 Level 2: ␤ 2 negative interactions ϭ ␥ 20 ϩ ␥ 21 vulnerability factor ϩ ␥ 22 resilience factor ϩ 2
In these equations, the slopes (␤ 1 and ␤ 2 ) designate the estimated relationship between positive and negative interactions and the dependent variable for each participant. These slopes are predicted from the individual differences in the Vulnerability (␥ 11 and ␥ 21 ) and Resilience (␥ 12 and ␥ 22 ) factors. This provides tests of the statistical interaction between the Vulnerability factor and Resilience factors with positive and negative interactions. These statistical interactions were only included in the final model if they were significantly related to the dependent variable.
We selected an unstructured variance-covariance matrix for the multilevel analyses using the guidelines to identify the best fitting model provided by Singer (1998) . The potential effects of repeated measures were accounted for by using the unstructured covariance matrix and by controlling for the week number of the study. In addition, the intercept and the weekly variables that showed significant random effects were kept in the model as random effects variables. For all of the multilevel analyses, positive interactions and negative interactions were square root transformed. This transformation reduced the skewness from 1.064 to 0.020 in positive interactions and from 2.687 to 0.794 in negative interactions, and reduced the kurtosis from 2.122 to 0.143 in positive interactions and from 9.294 to 0.155 in negative interactions.
Finally, effect sizes were computed for all of the predictors in our hypotheses. According to guidelines provided by Singer (1998) , the effect sizes in multilevel modeling can be derived from the variance-covariance parameter estimates. By using these estimates for both the within-and the between-subjects analyses (e.g., residual and intercept, respectively), we determined the proportion of explainable variance accounted for when a variable was added to the model. Table 1 displays the means, standard deviations, and t test results on the differences for the variables under study for the two groups: RA and OA participants. Age was controlled in all group comparisons because the OA group was significantly older than the RA group. The groups were comparable on all but two measures. The OA participants had more negative interactions and were higher on interpersonal sensitivity than the RA participants. The rest of the results are presented for the combined groups because there were only two differences between OA and RA participants on the key study variables, neither of which would be statistically significant when applying appropriate Bonferroni corrections; no differences as a function of diagnosis were evident in the multilevel analyses. The Bonferroni correction applied for the differences in the key study variables was p Ͻ .05 / 15 variables or p Ͻ .0033. Table 2 displays the between-subjects zero-order correlations among the main study variables. For the weekly variables, the mean scores for each participant were used for these correlations. These between-subjects correlations do not take into account the within-subject relationships that are evaluated in the multilevel analyses. Mean pain was positively related to three vulnerability measures and not related to any resilience measure. Mean negative affect was positively related to all five vulnerability measures and negatively related to two resilience measures. Mean positive affect was positively related to four resilience measures and negatively related to all five vulnerability measures. Mean negative interactions were positively related to three vulnerability measures and negatively related to one resilience measure. Mean positive interactions were negatively related to two vulnerability measures and two resilience measures.
Results
We used factor analysis to create the vulnerability and resilience factors. Our goal in using factor analysis was to determine whether the two sets of measures could be separated into two distinct factors on the basis of negative characteristics related to avoidance systems and vulnerability and positive characteristics related to approach systems and resilience. We used principal-components analysis with an oblimin rotation and constrained the solution to two factors. We conducted both measure-level and item-level factor analyses using overall scale scores and the items from each of the vulnerability and resilience measures, respectively.
The results of the measure-level factor analysis are displayed in Table 3 . As expected, anxiety, depression, emotionality, interpersonal sensitivity, and pessimism all loaded most strongly on a Vulnerability factor. Also as expected, positive reinterpretation and growth, active coping, acceptance coping, purpose in life, and optimism all loaded most strongly on a Resilience factor. However, although purpose in life and optimism loaded on the Resilience factor (.629 and .555, respectively), they also loaded on the vulnerability factor (.346 and .345, respectively). The two factors were correlated at Ϫ.321.
The results of the item-level factor analysis are displayed in the Appendix. Of the 63 total items, 32 items loaded on the Vulnerability factor, and 31 items loaded on the Resilience factor. Of the 32 items that loaded on the Vulnerability factor, one item was from a measure that was expected to represent resilience. Of the 31 items that loaded on the Resilience factor, three items were from measures that were expected to represent vulnerability. The two factors were correlated at Ϫ.314, suggesting that they were moderately correlated, with 9.8% overlapping variance. In addition, we repeated the item-level factor analysis without the four items that loaded on the opposite factor to determine whether it made any difference in the correlation between the factors. The correlation between the factors was only slightly less at Ϫ.293.
In presenting the results of the multilevel analyses, we focus on the results obtained when using the factor scores from the item-level factor analysis with all of the items included. We did not use the factors derived from the measure-level factor analysis because of the overlap between purpose in life and optimism with the Vulnerability factor. We did not use the factors from the item-level factor analysis with the four items deleted because the results were virtually identical with or without the four items. In fact, we repeated all of the multilevel analyses with the factor scores from the measure-level factor analysis and the item-level factor analysis without the four crossloading items. In all three sets of analyses, there were no differences in whether any of the results were significant, and the effect sizes were nearly identical for the Vulnerability and Resilience factors and both of the interaction measures.
The multilevel results for the fixed effects predicting both negative interactions and positive interactions are presented in Table 4 . Our first hypothesis was that the Vulnerability factor, and not the Resilience factor, would predict weekly changes in negative interactions. This hypothesis was supported in that the Vulnerability factor was related to increases in negative interactions, and the Resilience factor was not related to weekly negative interactions. Weekly pain, the week number in the study, and age were controlled because they were related to negative interactions. When added to the model, the Vulnerability factor accounted for 5.9% of the explainable betweensubjects variance in negative interactions.
Our second hypothesis was that the Resilience factor, and not the Vulnerability factor, would predict weekly changes in positive interactions. This hypothesis was supported in that the Resilience factor was related to increases in positive interactions, and the Vulnerability factor was not related to positive interactions. The week number in the number was controlled because it was related to positive interactions. The Resilience factor accounted for 9.5% of the between-subjects variance in positive interactions.
The multilevel results for the fixed effects predicting negative and positive affect are also presented in Table 4 . Our third hypothesis was that the Vulnerability factor and negative interactions would predict weekly increases in weekly negative affect and that the Resilience factor and positive interactions would not be related to negative affect. This hypothesis was supported. Weekly pain, the week number in the study, and functional disability were controlled because they were related to negative affect. The Vulnerability factor accounted for 27.0% of the explainable between-subject variance in negative affect. Negative interactions accounted for 8.0% of the explainable withinsubject variance in negative affect. Our fourth hypothesis was that the Resilience factor and positive interactions would predict weekly changes in positive affect and that the Vulnerability factor and negative interactions would not be related to weekly positive affect. Weekly pain was controlled because it was related to positive affect. This hypothesis was partially supported in that the Resilience factor and positive interactions were related to increases in positive affect. However, the Vulnerability factor was also related to (decreases in) positive affect. In addition, using the criteria of p Ͼ .25 to accept the null hypothesis, we could not accept the null hypothesis that positive interactions were not related to negative affect. Weekly pain was controlled because it was related to positive affect. The Resilience factor accounted for 26.9%, and the Vulnerability factor accounted for 2.9% of the explainable between-subjects variance in positive affect. Positive interactions accounted for 5.2% of the withinsubject variance in positive affect.
Next, we wanted to determine whether there was an indirect effect of the Vulnerability and Resilience factors on the affective outcome of the same valence through social interactions of the same valence. From Table 4 , the direct effect of the Vulnerability factor on negative interactions was .1910, and the direct effect of negative interactions on negative affect was .1485. Thus, we multiplied these direct effects to obtain an indirect effect of .0284. Although smaller than the direct effect of the Vulnerability factor on negative affect, the indirect effect through negative interactions was significant according to the Sobel test (Z ϭ 2.76, p ϭ .006; Sobel, 1982) .
Also from Table 4 , the direct effect of the Resilience factor on positive interactions was .4175, and the direct effect of positive interactions on positive affect was .1267. Thus, we multiplied these direct effects to obtain the indirect effect of .0529. Although smaller than the direct effect of the Resilience factor on positive affect, the indirect effect through positive interactions was significant according to the Sobel test (Z ϭ 3.680, p ϭ Ͻ .001; Sobel, 1982) .
Next, we wanted to examine the effects of the Vulnerability and Resilience factors and positive and negative social interactions in predicting affect during the following week while controlling for affect during the current week. As with current affect, we expected that the Vulnerability factor, and not the Resilience factor, would be related to increases in future negative affect and that the Resilience factor (and not the Vulnerability factor) would be related to increases in future positive affect. We made no predictions about the effects of negative interaction and positive interactions because of the lack of evidence that the influence of these kinds of measures of social interactions would carry over to the following week.
The multilevel results for the fixed effects predicting future negative and positive affect are presented in Table 5 . Negative affect during the next week was predicted by the Vulnerability factor and negative interactions but not by the Resilience factor and positive interactions. The week number in the study and functional disability were controlled because they were related to future negative affect. The Vulnerability factor accounted for 24.5% of the explainable between-subjects variance, and negative interactions accounted for 0.2% of the within-subject variance in negative affect during the next week.
There was also an interaction between the Vulnerability factor and pain in predicting future negative affect. Participants higher on the Vulnerability factor had more negative affect following weeks of greater pain than those low on the Vulnerability factor. The interaction suggests that those highest on the Vulnerability factor had slightly more negative affect, whereas those lowest on the Vulnerability factor had less negative affect following weeks of greater pain. Thus, the Vulnerability factor appeared to amplify the effects of pain in producing negative affect during the following week. There was no interaction between the Vulnerability factor Note. The Vulnerability and Resilience factors were derived from principal-components analyses of the items from the vulnerability and resilience measures. Only the intercept was included as a random effect for both analyses.
and negative interactions in predicting future negative affect. With regard to future positive affect, the Resilience factor was related to increases, and the Vulnerability factor was related to decreases in positive affect during the following week. The Resilience factor accounted for 25.4%, and the Vulnerability factor accounted for 3.2%, of the variance in future positive affect. Finally, we also wanted to examine the differences in outcomes between individuals who were high and low on vulnerability and resilience. We thought this could provide an additional demonstration of the moderate correlation between vulnerability and resilience and the other correlates of the approach and avoidance systems. Thus, we created four groups using a median split of the Vulnerability and Resilience factors. Whereas 61.2% could be classified as either high in vulnerability and low in resilience or low in vulnerability and high in resilience, the fact that 38.8% could be classified as high resilience and high vulnerability or low resilience and low vulnerability attests to the moderate correlation of vulnerability and resilience. Table 6 displays the mean scores on mean negative and positive interactions and mean negative and positive affect for each of these four groups. As expected in a two-factor model, the two highvulnerability groups were higher on mean negative affect than were the two low-vulnerability groups. One of the highvulnerability groups had more negative interactions than one of the low-vulnerability groups. Contrary to the two-factor model but consistent with the multilevel results, this same high-vulnerability group also had less positive affect than did this low-vulnerability group. Also as expected in a two-factor model, the two highresilience groups had more positive affect and positive interactions than the did the two low-resilience groups.
Discussion
The purpose of this study was to test a two-factor model in women with arthritis. Through factor analysis, we were able to show that negative personal characteristics that related to vulnerability were moderately negatively correlated with positive personal characteristics that may support resilience (r ϭ Ϫ.314). This finding parallels findings regarding the moderate relationship between approach and avoidance motivational systems (Gray, 1982; Lang et al. 1998) . It also supports the work of Elliot and Thrash (2002) in separating personality characteristics by whether they are related to approach or avoidance temperaments and goals.
Our main predictions were that personal characteristics, social interactions, and affect would only be related to variables of the same valence when controlling for measures of the opposite va- Note. The Vulnerability and Resilience factors were derived from principal components analyses of the items from the vulnerability and resilience measures. a In addition to the intercept, negative affect was modeled as a random effect predicting future negative affect, and pain was modeled as a random effect predicting future positive affect. Note. The names for the groups were adapted from Keyes and Lopez (2002) . Means sharing a subscript are significantly different at p Ͻ .05.
lence. Our predictions regarding the positive domain were supported in that the Resilience factor predicted increases in positive interactions, and both the Resilience factor and positive interactions predicted increases in positive affect. Also, the Resilience factor and positive interactions did not predict the variables in the negative domain. However, using the criteria of p Ͼ .25 to accept the null hypothesis, we could not accept the null hypothesis that positive interactions were not related to negative affect. Our predictions regarding the negative domain were generally supported in that the Vulnerability factor predicted increases in negative interactions and both the Vulnerability factor and negative interactions predicted increases in negative affect. However, although the Vulnerability factor was not related to positive interactions, and negative interactions were not related to positive affect, the Vulnerability factor was related to decreased positive affect although the effect was about one third the size of the effect size for the Resilience factor.
A central question addressed by this study was whether positive characteristics have unique effects on health. The Resilience factor was not related to negative affect when the Vulnerability factor was controlled. If Resilience factors do not enable people to reduce negative affect and psychological distress, of what use are they? Whereas many have proclaimed their importance (Seligman & Csikszentmihalyi, 2000) , few have identified their unique effects or the means by which they may broadly affect health.
The two-factor model enabled us to identify a strong direct effect of the Resilience factor in increasing positive affect as well as an indirect effect on positive affect through positive interactions. After controlling for the Vulnerability factor, negative interactions, and negative affect, the Resilience factor accounted for 26.9% of the variance in positive affect. The Resilience factor also had strong main effects in increasing positive affect during the following week when positive affect during the current week was controlled.
The results regarding the Vulnerability factor were nearly as consistent as those regarding the Resilience factor, with the exception that Vulnerability was related to less positive affect. This parallels earlier findings showing some crossover of the negative into the positive domain (Karademas, 2007; Suh, Diener, & Fujita, 1996; Zautra & Reich, 1983) . Even so, the Vulnerability factor accounted for a much smaller proportion of the variance in positive affect when compared with the Resilience factor (2.9% vs. 26.9%, respectively). Moreover, although researchers consistently find a relationship between negative characteristics and greater negative affect, a unique contribution of this study is that these relationships held when controlling for positive characteristics, social interactions, and affect.
Finally, when we divided the sample into four groups using median splits on the Vulnerability and Resilience factor scores, we found that there was a substantial group of participants (39%) who were either low in vulnerability/low in resilience or high in vulnerability/high in resilience. Thus, rather than think about arthritis patients as being either vulnerable (e.g., high vulnerability/low resilience) or resilient (e.g., high resilience/low vulnerability), it may make more sense to consider levels on both of the factors at the same time. Whereas some people may be more vulnerable to the adverse effects of arthritis because of higher emotionality and interpersonal sensitivity, for example, some of these individuals may possess resilience characteristics, such as a sense of purpose in life and an active approach to coping, that enable them to experience positive moments in the midst of their pain and stress. Alternatively, whereas some individuals may be less vulnerable to the negative effects of arthritis, they may also be less resilient and less able to experience the positive emotions that can be sustaining and aid in recovery from painful flares (Zautra, Johnson, & Davis, 2005) .
We believe that this study has important implications for theory, methodology, and interventions. With regard to theory, the findings provide general support for a two-systems approach for how humans have evolved to adapt and respond to the environment (Bradburn, 1969; Davidson, 1992; Watson et al. 1999) . The main implication for research methodology may be that it is critical to assess personal and social factors in the positive as well as the negative domains. Studies showing that positive emotions may uniquely contribute to physical health also attest to their potential significance (Pressman & Cohen, 2005) . If variables from the positive domain are not assessed, much of the ability to predict positive emotions may be lost.
The main implication for interventions may be that it is important to try to enhance the positive as well as to reduce the influence of the negative domain. It will probably always be a goal of interventions to try to reduce the effects of negative characteristics and interactions. However, there may be some kinds of characteristics, relationships, stresses, and sources of pain and suffering that are very difficult to ameliorate. In many circumstances, it may be more possible, and just as useful, to try to increase the personal and social resources that can provide meaning, purpose, and fulfillment in the midst of life's pains and stressors.
Limitations
One important limitation of this study is the makeup of our Vulnerability and Resilience factors. We tried to select measures that were related to avoidance behavior and vulnerability and those related to approach behavior and resilience. This strategy enabled us to determine how these variables mapped onto a two-factor model. However, because we were limited to the measures included in the larger study, we were not able to include other important measures (e.g., helplessness, mastery).
In addition, this strategy resulted in factors that varied in the degree to which they included traits, states, emotion, and coping. For example, the Vulnerability factor included more measures related to emotion, and the Resilience factor included more measures related to coping. Although the Vulnerability and Resilience factors had comparable effects on their respective domains, it would be useful to determine whether these results would be different if the factors were matched on the inclusion of traits, states, emotion, and coping. Finally, although measures of anxiety and depression symptoms are usually considered state measures, they were only measured at baseline and treated more like static traits. We used these measures because we expected them to yield moderately stable estimates of individual differences in symptoms of depression and anxiety.
A second limitation concerns the generalizability of the findings. The sample consisted of all women and was predominantly Caucasian, fairly well educated, and of lower income and thus may not represent people of other demographic characteristics. In addition, the sample was a convenience sample of postmenopausal women with OA and RA. Thus, care must be exercised in generalizing the findings to women who are not postmenopausal, have types of arthritis with a different etiology or pathogenesis, or have other chronic illnesses. A third limitation of the study is that it did not examine how the two factors may influence physical health. This is important because of the growing evidence that positive emotion may have unique effects on physical health (Pressman & Cohen, 2005) .
Conclusion
In conclusion, the current study generally supports a two-factor model of affective health in women with arthritis. The two factors evaluated here consisted of negative and positive personal characteristics, social interactions, and affects that appear to support either vulnerability or resilience in the face of the stresses of the illness. The Vulnerability factor related directly and indirectly, through negative interactions, to weekly increases in negative affective states and less so to decreases in positive affect. The Resilience factor related directly and indirectly, through positive interactions, to weekly increases in positive affective states. The main implications are that both vulnerability and resilience processes should be considered in theory, research, and interventions. Future research is needed to further test and extend the two-factor model with other health problems and stressors. .092 .688 4. I used to set goals for myself, but now that seems like a waste of time. Note. Oblimin rotation was used, and the loadings are from the pattern matrix. The items in boldface loaded more strongly on the unexpected component. AC ϭ acceptance coping; AN ϭ anxiety; AT ϭ active coping; DE ϭ depression; EM ϭ emotionality; IS ϭ interpersonal sensitivity; OP ϭ optimism; PE ϭ pessimism; PG ϭ positive reinterpretation and growth; PL ϭ purpose in life.
