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The technology of quantitative phase microscopy is not widely applied
in today’s biological and biomedical research laboratories, because in
general, researchers do not understand what sort of information phase
imaging is providing and how to interpret it from genotype or relate
it to phenotype. This dissertation is dedicated to the methodolo-
gies that derive optical phase information from microscopic instru-
mentation and imaging techniques. A few such latest and significant
techniques are thoroughly studied through both theoretical formalism
as well as experimental verifications. Some interesting and novel al-
gorithms that not only enhance these technologies but also interlink
and open up new regimes for achieving quantitative phase imaging are
proposed and results presented. Despite the difficulties in manipulat-
ing real biological samples, many of the experiments and applications
presented here are based on such specimens, and sometimes, even
live. It is the hope that this thesis will exploit the opportunities that
phase imaging and three-dimensional reconstructions can present for
biological and biomedical applications through the framework of both
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The Specialized microscopic technique called phase contrast imaging is often
used to visualize living and unstained biological specimens (Hoffman & Davidson,
2007). These specimens are sometimes called phase objects because they barely
absorb or change the intensity when light passes through and give very weak con-
trast in conventional bright-field microscopy (Pluta, 1989). What is introduced
is a phase delay in the speed of light due to the intrinsic optical property of re-
fractive index. The contrast enhancement mechanism then converts these phase
shifts into intensity variations for human eyes to perceive. Minute structural and
morphological information, therefore, can be embedded in such images. Since no
exogenous contrast agents are used, the technique is able to provide nondestruc-
tive information about the dynamic states of living cells and organisms.
The ability to infer microscopic-scale composition and shape information from
quantitative phase measurements relies on an understanding of the relationship
of light-tissue or light-cell interaction. Both diffraction and scattering plays a sig-
nificant role in the latter. The exact connections between the complex refractive
index distribution and the objects’ variation in biochemical parameters maybe
largely unknown, but a change in a physiological parameter will surely lead to
1
1. INTRODUCTION
a change in the distribution of scattered light field afterwards. For this reason,
measurement of the phase distribution properties of cells and tissues provides
meaningful detection of cellular and sub-cellular scattering processes. On the
other hand, to date, capabilities for obtaining quantitative metrology in phase
imaging, especially three-dimensional data, are rather limited. There have been
remarkably few quantitative studies of image formation in different types of phase
contrast microscopy (Cogswell et al., 1997). This thesis sets out to analyze the
commonly used phase imaging modality of digital holography first and points out
its pros and cons for phase reconstruction. In particular, the focus is tuned on
its limitations in 3D imaging capacity. Ways of improving this include tomog-
raphy and partially coherent methods. The thesis follows on to analyze some of
these examples, among which, optical diffraction tomography (ODT) (alternative
name: holographic tomography) (Da¨ndliker & Weiss, 1970; Devaney, 1982a; Wolf,
1969) and Quantitative Phase Microscopy (QPM) (Paganin & Nugent, 1998)
based on the principle of the Transport of Intensity Equation (TIE) (Teague,
1983) are most promising to give 3D quantitative phase data. For TIE, effects of
partially-coherent imaging, nonlinearity in large phase gradients, and combina-
tion of amplitude and phase information are among the key issues to tackle. For
holographic tomography, diffraction and inverse scattering, appropriate approx-
imations of the form of the object in either Born or Kirchhoff approximations
(Born & Wolf, 2005), digital interpolations and inverse filtering are all among the
complications that render the reconstruction difficult to deal with. For all these
reasons, it is very meaningful to develop valid models of the image formation pro-
cess which analyze the behavior of the systems and offer further advancements
and more accurate phase reconstruction algorithms.
Finally, in addition to direct visualization benefits, obtaining quantitative
phase information has also seen rapid growth in applications for optical diagnos-
tics and industrial inspection. The contrast-enhancing technique can be utilized
2
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to analyze shapes of living cells, microorganisms, thin tissue slides, fibers, glass
fragments, lithographic patterns and even sub-cellular particles. In medical diag-
nosis and treatment areas such as laser-induced thermo-therapy, understanding
the alteration of optical properties of tissues such as refractive index changes
during diseases is crucial and is a major challenge for current development of
the technology. Quantitative phase imaging methods developed in this thesis
could have potential applications in improving the current status of such medical
diagnosis area.
1.2 Objectives
The main goal of this thesis project is to develop algorithms and design instru-
mental set-ups that retrieve quantitative phase information from various trans-
mission microscopic modalities and to investigate the characteristics and possible
applications of these phase imaging methods in biological applications. Digital
holographic microscope (DHM), Differential Interference Contrast (DIC) micro-
scope and the Transport of Intensity Equations (TIE) are among the optical
modalities explored for such investigations. The research includes the following
aims:
1. To identify the problems in each specific microscopic instrumentation that
hinders the recovery of quantitative phase.
2. To devise methods that solve these problems, firstly through analytical
means. The process involves investigations using physical optics modeling and
coding of algorithms using mathematical tools.
3. To study the characteristics of the proposed algorithms and set-ups with
both simulations and experimental verifications.
More specifically, the proposed algorithms and setups are expected to de-




1.3 Major contributions of the thesis
This thesis makes four major contributions to the research field of quantitative
phase imaging and measurements.
Model of image formation in DHM and holographic tomography
Although experimentally implemented, digital holographic microscopy and to-
mography had not been studied for their behaviours using imaging formation
theories before. Therefore the imaging process was not fully understood and the
subsequent results of reconstructions were often not optimized. Using the co-
herent transfer function (CTF) concept from Fourier optics, the spatial cutoffs
of three-dimensional (3D) CTFs for DHM and holographic tomography were for
the first time derived analytically. Especially with the case of 1D illumination
rotation for holographic tomography, the visualization of the 3D CTF cutoff in
both paraxial treatment and high N.A. cases were presented, such results being
unprecedented. The theoretical formalism presented could provide invaluable in-
sights into ways of improving these systems for 3D phase imaging capacity. It
will not only guide the reconstruction process, but also offer links between the
Fourier space and the spatial space that generate enhanced filtering techniques
accounting for diffraction effects that were often previously ignored.
Framework of DIC phase retrieval
Being one of the most popular phase contrast mechanism for live cell imaging,
properties of DIC imaging were not thoroughly appreciated. A framework of
quantitative phase recovery from DIC images was set up through a systematic
study of the principles with DIC imaging. System parameters were firstly char-
acterized and various algorithms were explored for linear phase recovery with
specific applications. Such comprehensive investigations provide foundations for
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further developments in improved phase imaging with DIC.
TIE implementation and a study of defocusing for weak phase ob-
jects
It is known that TIE is a Poisson type second order differential equation that
can be used to solve for the two-dimensional (2D) phase information from irra-
diance measurements only. TIE is also robust to work with partially coherent
light source, which promises better resolution than interferometric phase recov-
ery methods. One way of improved phase imaging was achieved with a Fourier
implementation of the TIE equations. In particular, a mathematical relation-
ship of DIC adapted TIE equations was found. This unconventional approach
greatly enhances opportunities for quantitative phase imaging with live cells in
commercial DIC microscopes. For the specific case of weak phase objects that are
often valid with biological specimens, the fundamental basis for phase retrieval
using defocusing was discussed. Novel phase recovery using defocused weak ob-
ject transfer functions (WOTFs) was demonstrated using real experimental data
for the first time. Such simple yet robust inversion technique could have many
potential applications in real-time quantitative phase imaging.
Parallel study of coherent and partially-coherent phase imaging
techniques
Despite the vast availability of various phase contrast imaging techniques, results
of each modality are often presented independently in literature. Comparative
studies of several phase imaging techniques are rarely made. This thesis has the
property of examining a few modalities concurrently, and thus provides a venue
for a parallel study among these methods. The quantitative nature of highlighted
techniques were compared side-by-side with benchmarked references such as AFM
results. This unrivaled presentation facilitates better understanding of the char-
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acteristics of the designated phase imaging technique. Demonstrations of imaging
results between techniques that are based on coherent light and others that are
based on partially coherent light are given for clear differentiation.
1.4 Organization of the thesis
There is an underlying thread to this thesis which aims at better ways of retrieving
quantitative phase information from transmission microscopic images. A broad
knowledge base encompassing physical optics, microscopy instrumentation and
biology is needed in most of the discussions of this thesis and thus an overview
and the necessary background information is introduced in Chapter 1-2 for setting
up the context of this thesis work. Detailed literature review that is relevant for
each specific topic is attached in the beginning of each chapter respectively for
better coherence of the organization. In Chapter 3, a theoretical model using
optical transfer function (OTF) is firstly set up to analyze an established phase
imaging modality, which is the digital holographic microscope (DHM). It is shown
that its 3D imaging capacity is rather limited. Following the aim of enhancing
DHM’s 3D imaging capability, two tracks of approach were investigated. One way
is to introduce tomography to DHM, and theoretical effects of image formation
in such optical system are analyzed using OTF again in Chapter 4. A Mach-
Zehnder interferometer based implementation of DHM was subsequently carried
out in hardware on a optical table. Such an instrumental setup enables the
verification of some of the previously derived principles and DHM reconstruction
results are shown in Chapter 5. On the other hand, partially coherent imaging
modalities such as Differential Interference Contrast (DIC) microscope, and the
Transport of Intensity (TIE) Equations could be potentially good candidates for
better phase imaging than DHM. They are individually introduced and discussed
in Chapter 6 and Chapter 7, respectively. The fact that DIC has non-linear nature
in its phase contrast mechanism leaves much room for further development on
6
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quantitative phase recovery out of it. A few algorithms aiming such were proposed
and studied with true experimental data acquisition and processing in Chapter 6.
A Fourier TIE solver was implemented in Chapter 7. With a stack of minimum 3
images, TIE was applied to DIC microscope for an interesting application for weak
phase objects that was not previously reported. The interlinking relationship
between TIE and defocused images are investigated further in Chapter 7. Finally,
using a test phase target with known profile, the results of quantitative phase
recovery between DHM and TIE are compared side by side in Section 7.3, and the
improvement in both resolution and accuracy from TIE method is demonstrated.
With all the above the explorations in analytical derivations, simulation and
experimental trials for various optical imaging modalities, the quest towards bet-
ter phase imaging for this PhD project is summarized in Chapter 8, and directions





The discussions and findings in this thesis touch various aspects of phase imaging
techniques used in microscopy. The purpose of this chapter serves as an intro-
duction to the relevant topics that are about to be presented and extended in the
following chapters. The context of this thesis project is outlined with historical
origins of each problem. The first part of this introduction gives a quick overview
of the scope of the phase imaging methods, with a specific summary of each of the
relevant concept. The analytical tool called the optical transfer function, which
is frequently used for Fourier optics modeling in this thesis, is subsequently de-
scribed. Its relationship with the standard point spread function (PSF) analysis
for imaging systems is examined. Finally, the physiological meaning of refractive
index in biological cells is elaborated in the last part of this introduction, for
better understanding of the potential applications of this thesis project.
2.1 Phase contrast imaging
2.1.1 Overview
Traditionally, microscopists experienced contrast enhancement in imaging phase
objects with experimental techniques that reduce the condenser aperture di-
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aphragm or defocus the image. Unfortunately these maneuvers are usually arbi-
trary and often lead to degradation of resolution. More advanced techniques have
been developed over the years. Zernike invented Phase Contrast Microscopy and
received the Nobel prize for it (Zernike, 1955). Although still widely used, the
Zernike Phase Contrast microscope has significant drawbacks such as halo and
shading-off artifacts (Murphy et al., 2009). In addition, for achieving linear phase
response in the image intensity, the sample thickness must be no more than 1/10
of a wavelength (λ), and this is rather restricted, as biological samples can easily
reach the dimensions of hundreds of λ when the average λ value in visible light
is about 550 nm.
Mathematically, we can express the 1D simplified case of a pure phase object
transmission as (Born & Wolf, 2005),
T (x) = exp (iφ(x)) . (2.1)
Then in a perfect imaging system, the image intensity is directly |T (x)|2 = 1,
where the phase information φ is lost! If assuming φ is weak, we can approximate
the above as
T (x) ' 1 + iφ(x). (2.2)
The underlining principle of Zernike Phase Contrast relies on pupil modification.
The undiffracted (DC) component of the transmitted light is either retarded
or advanced by a quarter of a λ through a phase plate placed at the back focal
plane (BFP) of the objective. The modified light distribution in the image plane is
T ′(x) = ±i+ iφ(x). So that when diffracted light and undiffracted light interferes
to form the image,
|T ′(x)|2 = 1± 2φ(x) + φ2(x), (2.3)
the phase contribution φ is brought into an intensity representation that can be
perceived by human vision.
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Using various schemes of pupil modification at the BFP, phase imaging is
obtained in other methods such as dark field, Schlieren phase imaging (Born &
Wolf, 2005), Hoffman modulation contrast (Pluta, 1989) and offset illumination
(Kachar, 1985).
Based on a totally different principle using a shearing interferometer and po-
larization, Differential Interference Contrast (DIC) microscope stands out from
the above mentioned phase imaging methods without introducing any direct pupil
modification, although the DIC prism creates cosine fringes at the BFP. It is
nowadays much preferred to Zernike Phase Contrast method because of its supe-
rior transverse resolution at full illuminating aperture and the three-dimensional
image sectioning capacity (Inoue & Spring, 1997). Its dependence on polarization
optics, however, limits its applications for birefringent samples. Differential Phase
Contrast (DPC) (Amos et al., 2003; Hamilton & Sheppard, 1984) was proposed
as an alternative to the full-field DIC, which also uses differential operations to
acquire phase gradients, except that in the latter case at least two images are
needed to produce one differential image. Due to reciprocity, one can use two
side-by-side CCD image detectors or two semi-disk apertures for the subtraction
and shearing operation along one chosen lateral direction. DPC can be useful in
applications involving birefringent samples where DIC fails.
Besides the above mentioned optical systems that convert phase information
into intensity image directly, phase information can be reconstructed or retrieved
indirectly from interferometry, transport-of-intensity (TIE) equation or iteratively
(Table 2.1). Despite the variety of the available techniques to obtain phase, few
are suitable candidates for quantitative analysis. Some have become obsolete
and others may have behaviours that are too complicated to fit any analytical
models. In this thesis project, the author deems the following as a suitable
basis for laying out the framework of quantitative phase imaging, namely, DIC,
digital holographic microscopy (DHM) and tomography, and TIE. These methods
11





Transport of Intensity (TIE) Equation
Offset illumination
Hoffmann modulation contrast
Differential phase contrast (DPC)
Interference microscopy
Differential Interference Contrast (DIC) microscopy
Pupil filtering
Shack-Hartmann wavefront sensor
Digital holographic microscopy (DHM)
Iterative phase retrieval
Table 2.1: List of phase imaging methods
have received revived interests lately, and particularly in biological applications.
Thus they are most promising for a thorough study which might lead to true 3D
performance. A brief introduction of each is introduced in the next few sections,
whereas the detailed background information for individual technique is attached
in later chapters, respectively.
2.1.2 Digital holography and holographic tomography
Holographic imaging was invented by Gabor (Gabor, 1948) around 60 years ago,
and the unique wave-front reconstruction imaging technique has since then been
improved in various aspects. Recent advancements in CCD electronics and com-
puter resources has meant that the traditionally optical reconstruction process
can be performed digitally (Goodman & Lawrence, 1967; Schnars & Juptner,
1994). In particular, microscopy based on digital holography (DHM) has proved
to be a convenient method in phase contrast imaging for samples in biological
12
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and biomedical studies (Cuche et al., 1999a; Kemper et al., 2006; Marquet et al.,
2005; Stern & Javidi, 2007).
DHM is a coherent imaging technique, and its advantage lies in the instanta-
neous and quantitative acquisition of both amplitude and the phase information
from the reconstruction of the wave-front (Cuche et al., 1999a). Imaging of phase
distributions with high spatial resolution can be used to determine refractive in-
dex variations as well as the thickness of the specimen. The ability to detect very
minute phase variations also allows quantitative phase imaging to reveal struc-
tural characteristics of cells and tissues which, in turn, may have many potential
implications in medical diagnosis.
Various experimental set-ups have been made in modern DHM systems to
extract amplitude, as well as phase information, from different types of phase
objects. In order to overcome the limitation of the CCD pixel size, phase-shifting
technique of interferometry was applied to holography (Yamaguchi & Zhang,
1997), where a minimum of three holograms need to be captured while the rel-
ative phase difference between reference and object beam are changed stepwise.
Recent advances in DHM research focuses both on off-axis (Cuche et al., 1999a;
Kemper et al., 2006; Marquet et al., 2005) and on-axis (Stern & Javidi, 2007)
interference configurations for detection of refractive index, shape, and other in-
formation that is useful in biomedical applications. Through management of
quantitative phase information, the wave front curvature inherent in the DHM
system can be compensated for (Ferraro et al., 2003), and it is also feasible to
achieve high resolutions using a lens of small numerical aperture (NA) through
Fourier holography and synthetic aperture techniques (Alexandrov et al., 2006;
Turpin et al., 1995).
In holographic imaging it is known that the 3D imaging performance is re-
stricted, as only spatial frequencies on the surface of a sphere, the Ewald sphere,
are imaged (Da¨ndliker & Weiss, 1970; Sheppard, 1986; Wolf, 1969). The spatial
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frequency response can be much improved by holographic tomography (Kou &
Sheppard, 2007). This is a promising technique to map the 3D complex optical
refractive indices distribution within an object to its 3D spatial frequency sup-
port, thereby generating a real-time 3D image of the object (Charrie`re et al.,
2006; Choi et al., 2007; Lauer, 2002; Sharpe et al., 2002). This technique has
been variously named optical diffraction tomography (Lauer, 2002), optical pro-
jection tomography (Sharpe et al., 2002), and tomographic phase microscopy
(Choi et al., 2007). The technique is especially useful for viewing live unstained
biological samples. However, use of a reconstruction algorithm based on the
Radon transform or back-projection, adapted from x-ray computed tomography
(CT), ignores diffraction. Applying it in the regime of optical microscopy may
create artifacts as here diffraction is not negligible. Taking account of diffrac-
tion effects promises more precise restoration of the object. In such situation, a
more accurate reconstruction algorithm, for example, filtered back-propagation
(FBP) (Devaney, 1982a), is necessary. It is known that this latter approach is
also equivalent to filtering in 3D Fourier space.
2.1.3 Differential Interference Contrast (DIC) Microscope
DIC is a shearing interferometer in which a shadow-cast image is produced to
effectively display the gradient of optical path lengths (OPL) through the object.
The basic idea was first devised by Smith (Smith, 1952), and later modified by
Nomarski (Nomarski, 1960) to its contemporary form. A typical DIC microscope
consists of two Wollaston prisms and two crossed polarizers at opposite end of
the optical path as illustrated in Fig. 2.1. A partially coherent light source is
generated from a halogen lamp, and the specimen is illuminated by two slightly
spatially displaced illuminating beams that are orthogonally polarized. The or-
thogonality in polarization is created by the condenser Wollaston prism. The
shear amount is usually very small, the displacement being in the range of a few
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tenths of a micrometer (Preza et al., 1999). The sheared beam is subsequently
combined in the objective Wollaston prism and then passes through the analyzer
before viewing. An additional parameter called the bias (phase difference be-
tween two sheared wavefronts) can be adjusted by sliding the Wollaston prism
perpendicular to the optical axis or introducing a de Se´narmont Compensator
(Hariharan, 1993).
Figure 2.1: A schematic for DIC setup - The figure shows standard setup in
DIC microscope, taken from Olympus Microscope Primer.
The phase difference between two sheared beams, introduced by the gradi-
ent of sample thickness or the refractive index of the specimen creates a typical
pseudo-3D relief appearance (Fig. 2.2), which may not represent the true sur-
face topography of the sample. Additional complications of DIC include the fact
that it is orientation dependent, and the image is often a mixture of phase and
amplitude information (Pluta, 1989). Due to the compounding factors of partial
15
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Figure 2.2: DIC image of HeLa cells - The figure shows DIC microscopic
image of live human HeLa cells with magnification factor of 40x.
coherence, polarization and pathlength difference between orthogonally polarized
light, the analysis of image formation in DIC is rather challenging. There are
only a few isolated studies in the last decade. Galbraith started the initial work
and computed the point-spread-function (PSF) of DIC using a pure amplitude
object - a pinhole (Galbraith, 1982). Later DIC image of an arbitrary 2D phase
object was calculated based on coherent model (Holmes & Levy, 1987), followed
by a linear 3D model from a thesis project using several assumptions that greatly
simplified the problem (Dana, 1992). On the other hand, using Fourier formation
theories, analysis of phase imaging in partially coherent shearing interferometer
was initiated as early as 1980s (Hamilton & Sheppard, 1984; Sheppard & Wil-
son, 1980). Following this convention, a study that quantifies the effect of shear
and bias using optical transfer theory was presented subsequently (Cogswell &
Sheppard, 1992). In this paper, imaging properties of a conventional DIC and
a confocal DIC were compared using two types of assumptions: (1) weak phase
model and (2) phase gradient model. Another attempt to extend the DIC imaging
theory in partial coherence had been made (Preza et al., 1999).
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DIC microscope is in principle a phase-gradient imaging method. The final
DIC image is an intensity measurement that varies with the orientation of the
specimen and gives a non-linear function of approximately the gradient of the
specimen’s optical path length (OPL) distribution. Over the years, obtaining a
linear OPL distribution out of a single or multiple DIC images has been a key
area of research in this field. Various techniques using either iterative (Biggs
& Andrews, 1997; Holmes & Levy, 1987; Kagalwala & Kanade, 2003; Preza,
2000) or non-iterative (Arnison et al., 2004; Ishiwata et al., 2006; Shribak, 2005;
Van Munster et al., 1998) computation algorithms have been proposed. Despite
the quantity of work published, the solution is still not robust enough and well-
adapted to dynamic imaging conditions such as live-cell analysis. In addition,
most of the above analysis is limited to function within two-dimensional space,
where attempts to analyze the properties of DIC imaging with a third dimension
is rarely undertaken. Although good optical sectioning ability from DIC has been
observed from experimental experience (Inoue & Spring, 1997), the true reasons
behind this have not been identified, and are challenging to be pinpointed. The
shallow depth of field is believed to be the consequence of a combination of the
high numerical aperture (N.A.) and the shearing of wave fronts although detailed
analysis has not been given (Allen et al., 1981).
2.1.4 Non-interferometric methods for phase retrieval
Optical phase retrieval using non-interferometric means has been a long-established
area of study for decades within the optics discipline, due to its extensive use in
astronomy, adaptive optics and optical instrumentation design. Its literature has
been repeatedly surveyed and some of the key players in the field have written sev-
eral highly cited papers (Baltes, 1980; Fienup, 1982; Gerchberg & Saxton, 1972).
Although new algorithms are still being proposed today, most of them are rooted
from the well known classical schemes such as the Gerchberg-Saxton algoritm,
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Input-Output algorithm, etc. The Transport-of-Intensity equation (TIE) belongs
to the class of non-interferometric techniques, but nevertheless, is distinguished
from these well known phase retrieval algorithms, in that it is a non-iterative
approach. By comparison, Phase-diversity (PD), similar to TIE, is another tech-
nique that also makes use of the defocused information, but is again iterative-
based (Paxman et al., 1992). Based on wavefront sensing principle, it could
be a very useful technique in astronomy measuring aberrations and deblurring
the astrophysical images (Paxman et al., 1996), but its applications in biologi-
cal environment is restricted due to the large defocus distance (δz) requirement.
In addition, iterative methods are not optimized for applications in quick and
dynamic live cell imaging, and such is the attractive property of TIE that is
particularly well suited for this thesis project.
2.2 Transfer function analysis for an optical sys-
tem
Optical transfer functions belong to the family of tools using Fourier optics for
frequency analysis and linear system theory. The counterpart of this treatment
is the point spread function (PSF) analysis, which analyzes the image of a single
point object in real space (Goodman, 1996). Both are models for a diffraction-
limited imaging system that is usually composed of, not only a single thin lens, but
perhaps several lenses. In a generalized imaging system, where geometrical optics
(notion of a pencil of rays) is accurate only in describing propagation laws after
neglecting the finiteness of the wavelength, the diffracted field is better studied
with Fourier optics principles (Born & Wolf, 2005; Goodman, 1996), which utilize
concepts of systems and transforms.
In contrary to PSF analysis (Marian et al., 2007), optical transfer functions
give insight into the overall behaviour of the image formation process. In analogy
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to the underlying principle of electrical engineering, an optical imaging system
can be conceptualized as a low pass filter where only low spatial frequencies are
passed through. The finer details of structures which correspond to high spatial
frequencies may not be imaged, due to the cut-off value that is generated from
limited apertures of the system. If we think of the whole imaging procedure in the
Fourier domain, information is represented by spatial frequencies and their rela-
tive strength before and after. Thus the imaging process of an optical system can
be described by how best the information content of an object is transferred and
how each individual Fourier frequency is weighted through the transfer function.
This striking interaction, and the similarity in using the “transfer” concept be-
tween electrical engineering and Fourier optics, is further developed in Papoulis’
book (Papoulis, 1968).
Two major types of transfer functions were introduced - namely, the coherent
transfer function (CTF) and the incoherent optical transfer function (OTF) (Gu,
2000). CTF assumes monochromatic light (i.e. holography), and is linear in
amplitude, while OTF assumes incoherent light (i.e. fluorescence), and is linear
in intensity. The case with partial coherence is more complicated and advanced
models such as Transmission Cross Coefficient (TCC) (Sheppard & Mao, 1989) or
Wigner Transform (Bastiaans, 1986) can be ultilized, but for most cases presented
in this dissertation, CTF or OTF is sufficient for an heuristic point of view.
The core of the theoretical work presented in this thesis is mostly based on
the 3D image formation theory in Fourier Optics. Three-dimensional imaging
analysis was initiated by McCutchen (McCutchen, 1964), who considered the
process of 3D focusing by a lens. He showed that by calculating the 3D Fourier
transform (FT) of a 3D pupil, the relevant 3D amplitude distribution in the focal
region of a lens can be obtained. The 3D pupil is the cap of a sphere of radius
1/λ , related to the Ewald sphere in x-ray diffraction theory, For a lens of semi-
angular aperture α, the cap of the sphere subtends an angle α from its center.
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Although originally proposed as a scalar theory, this approach can be extended to
the vectorial case (Sheppard & Larkin, 1997). More discussions of Ewald Sphere
and its relationship to this thesis project are presented in Sect. 4.4.
Given the general optical transfer functions (CTF for coherent case, OTF
for incoherent case and TCC for partially coherent case) and the object spec-
trum, one can compute the image spectrum. Vice versa, the object spectrum can
be computed if the image spectrum is given instead. Optical transfer funtions
are a link between object space and image space just like the commonly known
point-spread functions (PSFs). For an ideal shift-invariant system without any
aberrations, optical transfer functions in various dimensional spaces can be used
to derive imaging properties of various types of objects (Gu, 2000). The relation-
ship between these optical transfer functions and PSFs are deeply intertwined
through 1D, 2D or 3D Fourier Transforms. The following figure (Fig. 2.3) is
summarized by the author and it maps out the fundamental relationship of these
concepts.
2.3 Refractive indices within a cell
Living organisms are so complex that much is virtually unexplored and remains
unknown. We understand today that the cell is the smallest building block of a
living organism. Simple life forms such as a bacteria usually consists of a single
cell, while other complicated forms of life such as mammalians are multicelluar.
Optical microscopy has the longest history of service in helping humans under-
stand the mysterious biological world of ourselves and things around us, in that
the dimensions of cellular structures which range from microns to hundreds of mi-
crons fit exactly into the observation range of light-based methods. However, even
until today, the understanding of light-cell and light-tissue interactions is limited.
The quest for more advanced microscopic techniques to unveil the mechanisms of
living organisms is paramount.
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Transfer Function and Point Spread Function 
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Figure 2.3: Mind map for Fourier Optics -relationship between optical
transfer functions and point spread functions - Commonly known concepts
in Fourier Optics are summarized in a mind map format to show their interlinking
relationship and how to derive them.IPSF: intensity point spread function and
APSF: amplitude point spread function.
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Refractive index n is a most direct parameter for measuring light-based in-
teractions with living organisms. Other information such as fluorescence cannot
be collected unless invasive protocols are introduced. Commonly available tech-
niques that can measure refractive index include flow cytometry (Givan, 2001)
and refractometry (Barer, 1957). Both focus on bulk properties of tissues and
cells in liquid suspension. The application areas include cell sorting, DNA anal-
ysis, cell viability and apoptosis, surface antigens and other classification-based
studies. For structural information within a particular cell, neither flow cytome-
try or refractometry is applicable. Image-based quantitative phase imaging can
be relied on in this situation. The connection between optical path length (mea-
surable by phase information) and refractive index enables specific observation of
morphology within a single cell.
Figure 2.4: Typical cellular components of a procaryote cell - Picture
courtesy of Wikipedia Biology.
In the microscopic environment, it has been established that the basis of cell
structure can be classified into two categories (Alberts et al., 2002): the Procary-
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otes and the Eucaryotes. We are often more interested in the spatial variation
of the refractive indices so as to distinguish different features or organelles. In
addition, the index of refraction for a biological sample is largely determined by
the concentration of protein content where its weight per volume is considerably
greater than other solutes (Beuthan et al., 1996). The following cartoons (Fig. 2.4
and Fig. 2.5) illustrate the two main types of cells and their typical sub-cellular
organelles.
Figure 2.5: Typical cellular components of an animal (eukaryotic) cell.
1. nucleolus 2. nucleus 3. ribosome 4. vesicle 5. rough endoplasmic
reticulum (ER) 6. Golgi apparatus 7. Cytoskeleton 8. smooth endoplas-
mic reticulum 9. mitochondria 10. vacuole 11. cytoplasm 12. lysosome
13. centrioles within centrosome - Picture courtesy of Wikipedia Biology.
For an Eucaryote cell, most of its composite is made up of cytoplasm con-
taining these organelles at about size 10-30 µm. The largest organelle is usually
the nucleus, which ranges between 3 to 10 µm, while the mitochondria are about
0.5-1.5 µm. Some of the organelles are even smaller and difficult to be resolved
by optical microscopy.
Since the biological and biomedical area is the targeted potential application of
this thesis, information such as dielectric properties of the cell that will determine
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its scattering properties and refractive index distribution, which subsequently
reveals information about spatial structure of the cell components is of great
interest to this thesis work. There have been many attempts to link the refractive
index values to the functional parts inside the cell, but no definite values for each
component have been given, and thus the index of cell components are hard to
characterize. Some of the previously published results (Beuthan et al., 1996; Kohl
et al., 1994; Vitkin et al., 1994) are listed below.






Table 2.2: List of common cellular components and their refractive in-
dices
Although the information about refractive index values in respective organelles
of a cell does not have a direct application in this thesis, the listed values are used
as a rough guideline to identify different structural features during the actual
quantitative phase reconstructions. Depending on the commonly known high and
low values of the refractive indices (Table 2.2), one can attach some physiological
meanings to the recovered gray-level images and segment the structural features
based on such information. This can serve as a quick check for the correctness of
the proposed reconstruction algorithms.
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3Image formation in digital
holographic microscope (DHM)
3.1 Introduction
The rapid advancements and vast applications (Ferraro et al., 2005, 2006; Mar-
quet et al., 2005; Paturzo & Ferraro, 2009; Rappaz et al., 2008) of DHM indicate
a need to understand the fundamental imaging behavior of DHM and how it is
different from other alternative coherent phase imaging methods such as inter-
ference or confocal microscopy. Using three-dimensional scalar theory, Chmelik
(Chmelik, 2006) compared the image performances in high-aperture interferomet-
ric, holographic, and heterodyne microscopes. But in his paper, DHM was imple-
mented in a low coherence, parallel confocal mode, which is not the conventional
set-up of DHM, and hence his conclusion cannot be taken as the overall imaging
behavior representative of single-shot DHM. In order to thoroughly understand
the imaging behavior of single-shot DHM, and to find a means to improve it,
analysis based on coherent transfer function (CTF) is presented in this chapter.
The results presented in this chapter elucidate both graphically and analytically
that imaging with DHM can be improved with tomography or coherence gating.
25
3. IMAGE FORMATION IN DIGITAL HOLOGRAPHIC
MICROSCOPE (DHM)
3.2 Basic DHM set-up
The basic configuration of a DHM, which is shown in Fig. 3.1, is based on a
Mach-Zehnder interferometer. Fig. 3.1 (a) shows a simplified single-exposure
DHM in transmission mode, while Fig. 3.1 (b) shows DHM in reflection mode
(Cuche et al., 1999b). The collimated laser beam is divided by a beam splitter
(represented in the figure as BS1). The 3D microscopic biological sample is illu-
minated by one beam, and a microscope objective (MO) collects the transmitted
or reflected light and forms the object wave (O). This object wave interferes in an
on-axis configuration (an off-axis configuration is also possible and the derivation
is similar) with the reference wave (R) to produce a hologram intensity that is
recorded by a CCD camera.
The complex field amplitude recorded on the CCD is given by,
t(r) = |O(r) +R(r)|2
= |O(r)|2 + |R(r)|2 +O(r)R∗(r) +O∗(r)R(r), (3.1)
where O(r) is the complex field amplitude generated by the object beam, R(r) is
the complex field amplitude of the reference beam, and the asterisk (∗) denotes
the complex conjugation. The information content in the wave-front from the 3D
biological sample is contained in the interference terms.
3.3 DHM V.S. interference microscope
It is often regarded that holography results in a 3D image. Wolf (Wolf, 1969)
showed that holographic imaging can be described using the concept of 3D co-
herent transfer function (CTF). He considered in-line transmission holography,
and showed that the 3D spatial frequencies reproduced in a holographic image lie
on the surface of a sphere, also of radius 1/λ , that passes through the origin of
reciprocal space (as shown in Fig. 3.2). This is the same Ewald sphere (Sect. 4.4)
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Figure 3.1: DHM set-up - Basic configuration of the DHM in (a) transmission or
(b) reflection mode. BS1, BS2, beam splitters; M1, M2, mirrors; MO, microscope
objective; S, sample. (Cuche et al., 1999b)
that has been discussed throughout this thesis. An incident plane wave denoted
as K1 is diffracted by an object, which can be considered as a sum of gratings,
producing a scattered wave in the direction of vector K2. Vector K represents
the characteristic wave vectors of the grating, and the two end points of K lie
on a cap of a sphere due to the conservation of momentum. The range of angles
detected by the holographic medium truncate the spherical shell. The shift of the
sphere can be explained by considering Bragg diffraction by a grating vector of
the object spectrum. Hence the center of the sphere is shifted by the K1 vector
of the illuminating wave. The case of reflection holographic imaging was later
considered by Sheppard (Sheppard, 1986), and illustrated in Fig. 3.2 (b). The
spatial frequency cutoff range in transverse and axial directions are 2sin(α)/λ
and 2 sin2(α/2)/λ, respectively, and labeled as such in the figure. It can there-
fore be seen that in holographic imaging, the 3D information is limited to spatial
frequencies that lie on a spherical shell, and thus is far from complete. This is
compatible with the view that a 2D hologram does not have sufficient capacity
to store complete 3D information.
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Figure 3.2: Image content of DHM - 3D Spatial frequency cutoffs in holo-
graphic microscopy for (a) transmission mode, and (b) reflection mode. m and s
are normalized spatial frequencies in transverse and axial directions respectively as
defined in section 3.3.
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3.3 DHM V.S. interference microscope
Frieden (Frieden, 1967) introduced the concept of the 3D optical transfer
function (OTF) for an incoherent system. The object’s spectrum, multiplied by
the OTF, produces the image’s spectrum. The 3D Fourier Transform (FT) of the
intensity point spread function for a conventional microscope is equal to the 3D
OTF. Thus, the 3D OTF of a confocal microscope that operates in fluorescence
mode can be derived from the 3D FT of its intensity point spread function (IPSF).
On the other hand, confocal reflection microscopy is a coherent imaging technique,
so it can also be described in terms of a 3D CTF (Sheppard & Gu, 1991).
The 3D FT of the image for an interference microscope consists of four parts;
the reference beam corresponds to a δ-function at the origin; the ordinary image
transforms to a region around the origin; the interference terms transform to two
regions each of which contain the object amplitude information (as shown in Fig.
3.4).
Optical coherence tomography (OCT) (Huang et al., 1991) is a form of con-
focal interference imaging (Hamilton & Sheppard, 1982) with the addition of a
coherence gate. The overall CTF is thus given by an integral over the spectral
components, increasing the region of support. Usually in OCT, the numerical
aperture is small so that the axial resolution resulting from the confocal effect
is negligible compared with that from the coherence effect. Thus, the transverse
CTF for a particular wavelength is identical to the 2D OTF for an incoherent sys-
tem. The overall form of the OCT CTF has been illustrated elsewhere (Sheppard
et al., 2004).
On the other hand, coherence probe microscopy (CPM) (Davidson et al.,
1987) (also known as Full-field OCT) differs from standard OCT set-up in that a
broadband source, such as white light source, is used. The technique accurately
measures the object’s surface profile and maps the shape of the topology. The
instrument is usually configured on a Linnik Interferometer basis (Hariharan,
2006), and scans the object in reflection mode along the axial axis. Achromatic
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phase-shifter can be used to evaluate the fringe visibility at each height setting
of the object. A fitting of the fringe visibility peak subsequently gives the height
information of the reflective object, at each corresponding point. An example of
such system has been given (Roy et al., 2004), and its set-up is shown in Fig. 3.3.
Fig. 3.4 compares the spatial frequency cutoff for reflection-mode conventional
interference microscopy (such as CPM) versus confocal interference microscopy
(such as OCT). The aperture of the illuminating lens in each case is assumed
to that of the imaging lens. The difference in geometry of the two diagrams is
the result of the different imaging characteristics embedded in these two types
of systems; the ordinary image is conventional in the first case but is confocal
in the latter. The maximum NA in air required for the interference image to be
separated from the object image is 0.943 (which corresponds to cosα = 1/3) in
the conventional case, while it is reduced to 0.866 (cosα = 1/2) in the confocal
case.
In comparison, the working principle of a holographic imaging system is also
based on interference, which also results in four terms after the Fourier transfor-
mation as shown in Fig. 3.5. Compared to Fig. 3.4, the spatial frequency support
of the interference terms is significantly reduced. If a single image is recorded,
the interference terms can be extracted using an off-axis reference beam, but if
a through-focus series is acquired, the interference terms can be separated using
an axial FT.
3.4 3D CTF for DHM
Several methods can be used to derive the 3D CTFs (Sheppard & Gu, 1991).
Here we apply a direct 3D FT to the 3D amplitude point spread function (APSF).
The part of interest is the interference term only, where the object amplitude is
embedded. Our attention is focused on a scalar theory but including the spherical
converging wave-front instead of the paraxial (paraboloidal) approximation. In
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Figure 3.3: Coherence Probe Microscope - coherence probe microscope sys-
tem using an achromatic phase-shifter (Roy et al., 2004)
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Figure 3.4: Frequency cutoff of interference microscope - Spatial frequency

























Figure 3.5: Frequency cutoff of DHM - Spatial frequency cutoffs in holo-
graphic microscope for an on-axis configuration (a) and an off-axis configuration
(b).
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addition, an apodization effect satisfying the sine condition for practical lens
design is also incorporated.
As shown in Section 3.2, a DHM system is based on a Mach-Zehnder interfer-
ometer, but it has strong distinctions from a conventional interference microscopy
set-up, with a large relative condenser numerical aperture. Sheppard and Wilson
(Sheppard & Wilson, 1980) analyzed the imaging effects originated from both
object and reference optical paths in a Mach-Zehnder interferometer. However,
because of the use of collimated beams and the lack of condenser, the reference
beam wavefront plays a trivial role in the overall imaging of DHM after reconstruc-
tion. Hence the theoretical imaging model used here consists of an aberration-free
microscope objective (MO) in first order optics which has magnification M, nu-
merical aperture N.A. and a maximum subtended half-angle α. For an optical
system of a high-aperture circular lens in the scalar approximation (Born & Wolf,
2005; Sheppard & Gu, 1993), the 3D amplitude point spread function (APSF) in











− iu cos θ
4 sin2(α0/2)
]
sin θ dθ, (3.2)
where P (θ) is the pupil function or apodization function related to the angle of
convergence of the light ray, J0 is the zeroth order Bessel function of the first
kind, i =
√−1, and v and u are defined as optical coordinates in the transverse
and axial directions:
v = kr sinα0,
u = 4kz sin2(α0/2), (3.3)
where r and z are radial and axial coordinates in the image space, k = 2pi/λ, and
the N.A. is equal to sinα0. We define normalized spatial frequencies m,n, s in
the x, y, z directions, and the cylindrical transverse spatial frequency as:
l = (m2 + n2)1/2. (3.4)
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× J0(2pilr) exp(−2piizs)2pir dr dz. (3.5)
The 3D CTF for holographic microscopy can thus be derived in consideration of
the axial shift from the illuminating vector, and normalizing l and s by 1/λ for
both transmission and reflection:







In both of the above cases, only monochromatic light is considered and the CTF
can be represented by the cap of a sphere, which is consistent with Wolf’s theory
(Wolf, 1969). In the aplanatic case, so that 2D transverse space invariance can
be obtained, the apodization function is P (θ) =
√
cos θ, and the CTF becomes:











where ∓ accounts for transmission and reflection system respectively. The CTF
is illustrated in Fig. 3.6. Due to the quasi-monochromatic light source, an incre-
mental band of wavelength ∆k is taken into account which results in a thickness
of the shells in reciprocal wavelength space. It can be seen that there is less
weighting on larger l values due to the aplanatic factor.
3.5 Broadband DHM
The integral effect of coherence gating from low coherence imaging increases the
support in spatial frequency cutoffs and, hence, more spatial-frequencies are in-
cluded as illustrated in Fig. 3.7. If we assume polychromatic light of Gaussian
spectral density with mean wave number k0 and FWHM defined by A, then the






























Figure 3.6: quasi-monochromatic CTF - CTF for holographic microscope at
α0 = pi/3 for (a) transmission and (b) reflection mode.
Substituting Eq. 3.7 into Eq. 3.8, for a system satisfying the sine condition, we
have the CTF for both transmission and reflection cases with different regions of















Assuming a Gaussian spectral density has a problem that it predicts negative
frequency components if the spread is large, so then an alternative expression for















can be applied. In Eq. 3.10, the mean wave number is α + ρβ. β and ρ are
parameters that are greater than zero, and the distribution is predicted for a
positive frequency range only if α is bigger than zero, thus k ∈ [α,∞). For
a white light source with coherence length of a few microns, the low-coherence
holographic reflection CTFs are shown in Fig. 3.8. The CTF that results from
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Pearson spectral density is more skewed than the case of the Gaussian spectrum.
The case of transmission CTFs can be similarly derived with a substitution of a




















Figure 3.7: Spatial content in low-coherence DHM - Spatial frequency
cutoffs of low-coherence holographic microscope with a range of k numbers from
K2 to K1 in (a) transmission and (b) reflection mode.
As the coherence length of a broad-band source is limited, this may create
experimental difficulties in using an off-axis reference beam. However, the 3D
image can be recorded as a through-focus series with a broad-band source with
an on-axis reference beam (Mart´ınez-Leo´n et al., 2005). The imaging properties
would then be improved by using a condenser lens, making the system equivalent
to CPM.
3.6 Discussion and Conclusion
The quantitative phase information derived from DHM can give optical thickness
or surface height information, sometimes called 21
2
D, but does not result in true
3D imaging, as it has very limited spatial frequency support. The main advantage
of holographic microscopy lies in its quick acquisition of this 21
2
D information in
a single 2D image. It is also possible to use the Fresnel propagation principle to
digitally adjust the focus of the image once it is reconstructed from a hologram.
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Figure 3.8: 3D CTF for low-coherence DHM - Low-coherence CTF for
holographic reflection microscope with (a) Gaussian gating and (b) gating using
the modified spectral distribution at α0 = pi/3.
However, acquiring full 3D information from a single 2D image using one wave-
length does not seem feasible. It is sometimes claimed that a whole volume of
3D information is obtained with single-wavelength DHM, but this is not true, as
more than often only a topographic view generated from the optical path length
difference is observed. It has been shown in this chapter using optical transfer
function theories, that single wavelength DHM has very limited spatial frequency
content, especially in the axial direction. What is sometimes claimed as a 3D
effect in single-wavelength DHM comes mostly from digital focusing in the ax-
ial direction, which is different from the effect of optical sectioning, and only
the latter can be regarded as true 3D imaging as it has the capacity to resolve
information layer by layer in depth.
In summary, a theoretical formalism for three dimensional (3D) imaging prop-
erties of digital holographic microscopy (DHM) was presented. Through fre-
quency analysis and visualization of its 3D optical transfer function, an assess-
ment of the imaging behavior of DHM was given. Using coherent imaging tech-
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niques, spatial cutoffs in their 3D optical transfer function form were derived. The
results were also compared with those from other types of interference microscopy.
Digital holographic microscopy does not result in true 3D imaging. The main
advantage of holographic microscopy lies in its quick acquisition of a single 2D
image. To improve resolution for 3D imaging in DHM, it is possible to combine
coherence gating from a broad-band source as it allows the CTF to be spread as
a result of the spectral content, or to implement diffraction tomography together
with holographic acquisition, but, the advantage of quick acquisition in single-
shot configuration is then lost. The image formation in diffraction tomography
will be analyzed and discussed in next chapter.
38
4Image formation in holographic
tomography
4.1 Introduction
From the previous chapter, we know that in holographic imaging, the 3D imaging
performance is restricted, as only spatial frequencies on the surface of a sphere,
the Ewald sphere (James, 1982), are imaged. Thus single-shot holography cannot
provide true 3D imaging. Tomography or coherence gating can be applied in this
case to improve the spatial frequency coverage (Kou & Sheppard, 2007).
Recently, transmission holographic tomography has become an increasingly
promising technique for observing live and unstained biological samples. The
minute structures of unlabeled specimens are captured with contrast generated
from a three-dimensional (3D) mapping of the object’s refractive index. Mapping
of optical path length (OPL) has sensitivity down to nanometers and provides
a unique perspective for understanding the structure of the 3D object under ob-
servation. Assuming the weakly scattering nature of biological samples, multiple
scattering can be ignored in transmission holographic tomography for biological
applications. Reconstruction of the complex refractive index from a transparent
object in transmission holographic tomography is considered to be part of the
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general problem known as optical diffraction tomography (ODT) (Kak & Slaney,
2001; Stark, 1987), in which the reflection geometry can also be applied for imag-
ing of surface structures (Alexandrov et al., 2006; Maire et al., 2009; Price et al.,
2007).
A few papers have been written which discuss theoretical aspects of the imag-
ing properties of holographic tomography since Wolfs initial publication (Wolf,
1969). Da¨ndliker and Weiss (Da¨ndliker & Weiss, 1970) used a geometrical ap-
proach to analyze the accessibility of the 3D Fourier components for estimating
the reconstruction performance from different system parameters, i.e. wavelength
or incident illumination direction. Using similar geometries but with a different
methodology, Sheppard (Sheppard, 1986) derived the imaging properties of both
transmission and reflection coherent systems for 2D rotation of the illumination.
However, neither of the above papers gave the complete 3D analytic expressions
for the Fourier components covered with different tomographic system parame-
ters. Devaney (Devaney, 1982a) re-derived the theory of diffraction tomography
to include an inverse filter function in the reconstruction algorithm under diffrac-
tion conditions. This greatly enhanced the accuracy of the reconstruction model,
but the information transformation process from spatial domain to frequency
domain is still not clear. Lauer (Lauer, 2002) established a set of vector equa-
tions for analyzing the tomographic system but results are given only for some
particular experimental data.
The analysis that is presented in this chapter classifies the performance of
the diffractive tomography system without consideration of any particular re-
construction process of the object data as yet. If we view the whole diffraction
tomography reconstruction as a two-step process, firstly, the image formation of
the optical system is analyzed. This is what is presented in the current chapter.
Locations of spatial frequency cutoffs will be shown. The derivations are based
on ideal set-ups and image transfer theories. Next, one maps the scattered field
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data into the 3D Fourier domain, and then various assumptions can be applied for
object refractive index reconstruction. This is often known as the optical inverse
scattering problem, and is the topic that is currently still on-going for extensive
research (Choi et al., 2007; Devaney, 1981, 1982b; Lauer, 2002; Maire et al., 2009;
Mueller et al., 1979; Sheppard et al., 1993a; Sung et al., 2009). Complications are
generated when it comes to which approximation best represents the scattering
potential of the medium, the Fourier entity that is directly linked to the object’s
refractive index (Born & Wolf, 2005). First-order Born approximation is usually
considered in the basic theory of ODT, but it may not be the optimized solution
for small objects with strong phase gradient even when the scattering is weak.
In such cases, Rytov approximation or other alternative approximation models
(Born & Wolf, 2005; Kak & Slaney, 2001; Sheppard et al., 1993a) might be more
advantageous. More future work in this direction has been planed.
4.2 Optical diffraction tomography with two set-
ups
While keeping the detector at a fixed position, one can either rotate the illu-
mination or the object to acquire 3D object information tomographically, thus
improving the spatial frequency coverage. With rotation of the illumination, one
can further distinguish two configurations: rotating the beam about just one axis
(1D scanning) or rotating it about two axes (2D scanning). Lauer (Lauer, 2002)
demonstrated the potential of optical diffraction tomography experimentally with
2D scanning of the illumination. On the other hand, 1D scanning has the advan-
tage of faster image acquisition. Using this, Choi et al (Choi et al., 2007) acquired
3D mapping of the refractive indices of various biological samples. Other success-
ful experimental implementations of transmission holographic tomography also
include rotation of the sample about a single axis while fixing the illumination
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(Charrie`re et al., 2006; Vertu et al., 2009). The case of rotating both the detector
and the source at the same time, as is often observed in computed tomography
(CT), is equivalent to the case of rotating the sample in our discussion. In order
to avoid unnecessary repetitions, we will use the term object rotation or illumina-
tion rotation throughout this chapter with the underlining assumption that the
detector is kept in a stationary position.
The following figure (Fig. 4.1) depicts graphically the improvements of spatial
frequency coverage in holographic tomography for both transmission and reflec-
tion cases in either illumination rotation or object rotation set-ups. In an analogy
to the classical CT problem, the spatial frequency domain is filled up by contri-
butions from various angles. A striking difference between these two figures and
that for CT is that the spatial frequency space is filled up by straight lines (Kak
& Slaney, 2001) representing the projections in Fourier space. Here, however,
straight lines are replaced by arcs, taking into consideration of diffraction effects,
where the normal projection-slice theorem does not hold. Interestingly, although
ODT has been a classic area of extensive research, little work has presented sim-
ilar plots except for a few occurrences including (Devaney, 1982a; Mueller et al.,
1979).
Notice that the plots in Fig. 4.1 are in two dimensional cross-sections assuming
axial symmetry. The arcs here actually represent cross-sections of a 3D entity,
a spherical shell on the Ewald Sphere (see Chapter 2). The behaviour becomes
more interesting when one tries to plot the above figures in 3D, and only recently,
Vertu et al. first reported that there is still a missing region of spatial frequencies
if the object is rotated about a single axis (Vertu et al., 2008). The shape of the
missing frequency region has been described as an apple core, or a hour glass. The
behaviour is, however, an improvement over imaging with convergent illumination
as in the case of a confocal transmission microscope, which results in a missing
cone of spatial frequencies (Sheppard, 1986). The full range of spatial frequencies
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Figure 4.1: Spatial frequency coverage (2D) representation through to-
mography Spatial frequency coverage with (top) rotation of illumination and (bot-
tom) rotation of the object while the detector is fixed in a stationary position.
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can be recovered by rotation of the object about two perpendicular axes.
What about the case of illumination rotation, i.e. scanning the illumination
in one dimension? Will it have missing regions of spatial frequencies? Although
experimentally implemented, these questions call for a proper theoretical analysis
that is presented in following sections. First a paraxial treatment is considered,
and then the case of full spherical 3D pupil is derived.
4.3 Image formation under paraxial approxima-
tions
4.3.1 Defocused and in-focus transfer functions
Scanning of the illumination is interchangeable with coherent line illumination.
The two are equivalent because individual images from each scanned illumination
focus are measured in amplitude (holographically) and added up coherently. The
same result can be achieved in the case of coherent line illumination, where each
point on the line gives rise to an individual image (measured also in amplitude)
for a different illumination direction, and the images combined coherently. In
the above, we assume there is no phase difference for the in-focus case, i.e.,
the rotation is centered on the focus of the imaging lens. Then the defocused





















Here the line of illumination is taken in the x direction. m and n are transverse
spatial frequencies in the x and y directions normalized by sinα/λ so that the
cutoff frequency of imaging or illumination is unity. α is the semiangular aperture
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angle, where the numerical aperture of the system is sinα. The axial optical
coordinate u is given by u = 4kz sin2(α/2), where k = 2pi/λ and z is the defocus
distance. The quantity u is related to the defocus coefficient W20 of conventional
aberration theory by u = 2W20 (Born & Wolf, 2005). The functions circ(x, y) = 1,√
x2 + y2 < 1 and zero otherwise, and rect(x) = 1, |x| < 1 and zero otherwise.
The constant of 1/2 is a normalization factor. As in our previous work, we use
lower case c for a coherent transfer function, to distinguish it from an optical













Figure 4.2: In-focus CTF under paraxial treatment - In-focus transfer func-
tion for transmission holographic tomography with scanning illumination in one
direction.
The limits of integration are considered for three cases asA ∈ (m−1,√1− n2),
B ∈ (−√1− n2,m + 1), C ∈ (−√1− n2,√1− n2). The cutoff of the transfer
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function is ±2 in the normalized m direction, but ±1 in the normalized n direc-
tion, so imaging is not isotropic in all transverse directions. Case A and B can be
combined into a region defined by n2 < 2|m| −m2 6 1, and the case C is defined
by 1 = n2 > 2|m| −m2.































































1− n2, |m| < 1−
√
1− n2, (4.5)
which is plotted in Fig. 4.2. The real and imaginary parts of the defocused trans-
fer function are shown in Fig. 4.3. The defocused transfer function is complex in
both regions: it tends to oscillate more and is stronger in region C.
4.3.2 3D CTF of transmission holographic tomography
with scanning of illumination in one direction
The 3D transfer function can be calculated by a few different methods (Gu, 2000):
by a line integral over displaced 2D pupils, as a convolution of 3D pupil functions,
or as the 1D Fourier transform of the defocused transfer function. As we have
already calculated the defocused transfer function, the last of these methods can
be used. It can be seen from Eqs. 4.3 and 4.4 that the defocused CTF goes as
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Figure 4.3: Defocus CTF under paraxial treatment - Defocused transfer
function for transmission holographic tomography with scanning illumination in
one direction. The left plots show the real part, and the right plots the imaginary
part. The defocus distance is increased from top to bottom: top, u = 3; middle,
u = 10; bottom, u = 20.
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1/iu|m|, so that the CTF is weighted by 1/|m|. Thus the CTF is real and varies
with m but is independent of n and s. The cutoff of the 3D CTF is
























1− n2 < 1− |m|,
(4.7)
where s is the spatial frequency coordinate for the axial direction as in common
conventions (Gu, 2000; Sheppard & Gu, 1991). There is a line singularity in the
plane m = 0, along the curved line s = −n2/2, so there is a missing (curved)
wedge of spatial frequencies. A cross-sectional view of the 3D transfer function at
n = 0 has previously been given by Lauer (Lauer, 2002). The overall shape (Fig.
4.4) takes a form of what we might call a “peanut”. This contrasts with the case
where the object is rotated, where there is a point singularity at m = n = s = 0,
and the region of missing frequencies is bounded by the figure of rotation of a
parabola (for the paraxial case) about a tangent through its vertex (an apple core
shape).
4.3.3 3D amplitude spread function (APSF) under parax-
ial treatment
Given the 3D CTF of an optical imaging system, one can compute its 3D APSF
directly from just a single 3D Fourier Transform (Section 2.2 and (Gu, 2000)).
From Eq. 4.5, a direct 3D Fourier transform can be easily implemented, and
Fig. 4.5 depicts the complex 3D APSF along two transverse directions at the
center with z being the axial direction. After finding the modulus squared of
the 3D APSF, we can obtain the 3D IPSF, and two slices along two transverse
planes are shown (Fig. 4.6). The anisotropic nature of the obtained IPSF can
be observed as the IPSF in one plane (right figure) is clearly “fatter” than in
another. Intuitively this can be easily understood as a result of the 1D scanning.
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Figure 4.4: 3D CTF spatial cutoff - paraxial peanut - 3D transfer function
cutoff with (a) top and (b) flipped bottom views
4.4 Assumption of the Ewald Sphere
In previous chapter (Chapter 3), the term “Ewald sphere” has been mentioned to
describe the imaging property of a single-shot DHM. The sphere, as the name sug-
gests, implies a spherical relationship in spatial frequency space. It is a more exact
case than the case of paraxial (parabolic) assumptions. In fact, the sphere reduces
to a paraboloid in paraxial approximations (Goodman, 1996). In next section
(Section 4.5), we calculate the analytical expressions for spatial frequency cutoff
in high-aperture conditions, where spherical 3D pupils instead of paraboloidal
ones must be taken into account. The direct Fourier integration method as used
in last section proves to be difficult for deriving an analytical solution under
spherical convolution, so an alternative approach is undertaken here. 3D analyt-
ical geometry is deployed as the spherical caps are translated and rotated, and
their motional trajectories are calculated. But first one needs to know the con-
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Figure 4.5: 3D APSF of paraxial tomographic system using 1D scanning
- APSF of paraxial tomographic system using 1D scanning. The APSF is not
symmetric and is thus depicted using two sections through two transverse directions
and their real and imaginary parts are separated. The left column shows (x, z)
section while the right column shows (y, z) section.
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Figure 4.6: 3D IPSF of paraxial tomographic system using 1D scanning
- IPSF of paraxial tomographic system using 1D scanning. Notice the IPSF is not
symmetric.
cept of the Ewald sphere and its geometrical interpretation and assumptions, for
it is the fundamental basis used for the analysis in next section.
The sphere itself assumes only that the magnitude of the illuminating plane
wave K1 vector equals that of the diffracted vector K2, i.e. |K1| = |K2|, thus
forming a spherical support in the spatial frequency domain. This is a very sim-
ple model that satisfies the Helmholtz wave equation. The grating or scattering
vector K is equal to K2−K1, so the end of the vector K lies on a sphere through
the origin of k-space, which defines the Ewald sphere. This is general in the sense
that it does not assume a particular model for scattering, and is true for various
approximations such as Born (Devaney, 1982b), Rytov(Devaney, 1981), Kirch-
hoff (Sheppard et al., 1993b) or phase screen approximations (Goodman, 1996)
for object reconstruction. With such simple models of scattering, there is a rela-
tionship between the strength of scattering and the refractive index distribution of
the sample for a particular grating vector K. In the paraxial approximation, part
of the sphere approximates to a paraboloid, which is a solution of the paraxial
wave equation (formally the same as the Schro¨dinger equation). In the limiting
case of a very small wavelength, the sphere tends to a plane, i.e. to a section, in
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k-space, and hence to a projection in real space (by the projection-slice theorem).
This implies that one has a choice of different reconstruction algorithms to
recover the 3D complex refractive index of the object once the mapping of the 3D
information in Fourier domain is properly done. For the general scattering case,
each scattering K vector can result from many different illumination directions, as
in the case of dynamic theory of scattering, in multiple scattering, or in coupled-
wave or modal analysis of gratings or photonic crystals, the approach of Ewald
sphere may fail. But in the current context of holographic tomography of objects
that are not strongly periodic, this approach is a valid one.
4.5 Image formation under high-aperture con-
ditions
High aperture imaging conditions are more accurate to describe the behavior
of imaging system using a high-N.A lens. Furthermore, effects of the aplanatic
imaging condition under apodization (Born & Wolf, 2005) must be considered.
In this section, the apodization weighting of the 3D pupil function necessary to
ensure conservation of energy is taken as that for satisfying the sine condition
(Gu, 2000), instead of being uniform. Emphasis is given to the transmission
configuration, and reflection case is presented at the end of this section.
4.5.1 CTF for object rotation in a single direction
First we start with the simpler case where the object is imaged uniformly over
a complete sphere of directions, covering 4pi steradians of solid angle, which is
equivalent to the limiting case of a 4Pi microscopy configuration when two op-
posing objectives, each covering a hemisphere, are used. Then, by symmetry, the
situation is the same whether the object is rotated through a complete circle, or
the illumination is rotated over a complete circle. Geometrically the CTF can be
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visualized as being formed by rotating a sphere about an axis through a point on
its surface (Fig. 4.7.(a)). The final result is a spindle torus (Gray et al., 2006).
Figure 4.7: Analytical geometry for deriving high-aperture object rota-
tion case - Analytical geometry for deriving high-aperture object rotation case in
transmission for (a) 3D view (b) projective 2D view.
If the axis of rotation is taken as the n direction in Fourier space (corresponding
to the y axis), so that the plane of rotation is the m, s plane (corresponding to x,
z directions), then the final CTF is rotationally symmetric about the n axis. In
Fig. 4.7. (a), the sphere having rotated through an angle θ is shown so that its
center is at the point C with coordinates (sin θ, 0, cos θ). This sphere intersects
the n, s plane in a circle, with the equation
n2 + s2 − 2s cos θ = 0, (4.8)




2δ(l2 + n2 − 2l cos θ) dθ, (4.9)
where l is a radial spatial frequency coordinate given by l2 = m2 + s2 , and the
variable θ is integrated from −pi/2 to pi/2. The factor 2 in Eq. 4.9 results from
the fact that each point in spatial frequency space corresponds to two different
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orientations of the Ewald sphere. Evaluating the delta function, we obtain the






4l2 − (l2 + n2)2]1/2 , 2l > (l2 + n2). (4.10)
Figure 4.8: The 3D transfer function cutoff for object rotation in trans-
mission - The 3D transfer function cutoff for object rotation in transmission. (a)
Spindle torus for 4pi configuration. (b). Cross-sectional view of the 3D CTF with
its weighting density. (c).Torus for object rotation with aperture semi-angle equals
to pi/3. (d). Cross-sectional view of the CTF with aplanatic weighting density.
In a real experiment, the imaging lens usually has an aperture less than a
complete sphere for both the case of rotation of the object and rotation of the
illumination, each of these cases behaving differently. For the case of object
rotation (the apple-core case) in a transmission system, the spatial frequency
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coordinates are the same as for the 4Pi case: a cap of a sphere, representing the
imaging aperture, rotates (Fig. 4.7. (a)). The angle β is the angle subtended
with the s axis by the line to the sphere center C, which has a maximum value
of α. Then the CTF has an outer surface given by a sphere with centre at the
origin and radius R equal to 2 sin(α/2). We have
cos β = 1− (l2 + n2) /2, (4.11)
so that for a system with an aplanatic lens satisfying the sine condition (Born &
Wolf, 2005) in the object rotation case, cobjTa = c(l, n) cos
1/2 β, giving
cobjTa (l, n) =
√
2 [2− (l2 + n2)]1/2[
4l2 − (l2 + n2)2]1/2 , 4 sin2 α2 > 2l > l2 + n2. (4.12)
In Fig. 4.8, the spatial frequency cutoffs for both the 4Pi case (aperture semi-
angle equal to pi) and for an aperture semi-angle equal to pi/3 are shown. The
interior weighting densities of the CTF were calculated using Eq. 4.10 and Eq.
4.12 respectively.
4.5.2 CTF for illumination rotation in a single direction
2D scanning of the illumination beam gives the same spatial frequency coverage as
in the confocal case and has been analyzed elsewhere (Sheppard, 1986). Turning
now to the particular case when the illumination is rotated in one direction only,
the axis of the lens pupil now remains fixed relative to the z axis, so that the 3D
pupil translates rather than rotates (Kou & Sheppard, 2007), its center traveling
through an arc of angle θ ≤ α , where sinα is numerical aperture of the objective.
Let us set up a coordinate system in 3D Fourier space where the rotation direction
is about an axis in the transverse plane, i.e n in this case, so that s is the axial
direction, and m is the other direction in the transverse plane (Fig. 4.9). θ is the
maximum physical rotation angle one would implement for the incident wave,
which is limited by the numerical aperture of the system. In the m, s plane
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we can consider for simplicity contributions to the spatial frequency cutoff for
m > 0 only, since the final 3D CTF is symmetrical about m. Translation of
the cap of the sphere can now be visualized as the translation of an arc AQB
(dashed magenta colored) in an plane with center C moving to C1 (or C2 for m
negative). The cutoff at the maximum value of s is given by a translation of A
to its maximum possible extent to A1 or A2, i.e. a translation of the rim of the
cap of the sphere in 3D. The rim is described by the equations
s = cos θ − cos γ,
sin2 γ = (|m| − sin θ)2 + n2, (4.13)
where cos1/2 γ gives the aplanatic factor. The above can be solved to give
sin θ = |m| − (sin2 γ − n2)1/2 ,
cos γ =
s (n2 − l2) + |m| [4l2 − (l2 + n2)2]1/2
2l2
, (4.14)
and so the maximum value of s occurs when γ reaches its maximum value α and
is color coded dark blue denoting SRmax (for m > 0) in Fig. 4.9:
SRmax =
[
cos2 α−m2 + n2 + 2|m| (sin2 α− n2)1/2]1/2 − cosα,
|m| < sinα + (sin2 α− n2)1/2 . (4.15)
The cutoff for a minimum value of s is more complicated and turns out to
be constituted of three parts. Its major part is determined by the surface of
the sphere after translation, i.e. the arc AQB at its maximum possible position
A1Q1B1 or A2Q2B2 after translation (magenta colored, denoted SS for m > 0
in Fig. 4.9), giving
SS = cosα−
(
cos2 α−m2 − n2 + 2|m| sinα)1/2 ,
sinα − (sin2 α− n2)1/2 < |m| < sinα + (sin2 α− n2)1/2 . (4.16)
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Figure 4.9: Analytical geometry for deriving high-aperture holographic
tomography - Detailed geometry drawing for the case of high-aperture transmis-
sion illumination rotation case. The normalized n value is 0.6.
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There is also a part of the minimum value cutoff determined by the rim of the
cap of the sphere, i.e. A moving downwards to A2 or B moving upwards to B1
(green colored, denoted for m > 0 in Fig. 4.9):




cos2 α−m2 − n2 − 2|m| (sin2 α− n2)1/2]1/2 ,
|m| < sinα− (sin2 α− n2)1/2 . (4.18)
However, the final part of the cutoff for minimum s is extended by the translation
of points on the surface of the sphere, i.e. points on AQ moving downwards or
points on BQ moving upwards (cyan colored, denoted ST ) when θ is smaller than
α. This gives a cutoff the same as the toroidal apple core shape for rotation of
the sample. The surface of the sphere is
m2 + n2 + s2 − 2|m| sin θ − 2s cos θ = 0, (4.19)















= 1− (1− n2)1/2 ,
sT =
[(
1− (1− n2)1/2)2 −m2]1/2 . (4.22)
For m = 0 we therefore have
1− (1− n2)(1/2 < s < (cos2 α + n2)1/2 − cosα. (4.23)
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The different regions of behavior are shown in Fig. 4.9. Under the sine
condition, the aplanatic CTF for illumination rotation is
cillumTa (l, n) = c(l, n) cos
1/2 γ, (4.24)
where c(l, n) is derived in Eq. 4.10. For a given value of n, we can then calculate
the aplanatic weightings as density plots in the m - s plane within the derived
CTF cutoff using Eq. 4.24. At a normalized n value of 0, 0.6, and 0.8, such
aplanatic density plots are shown in Fig.4.10 (a)-(c). Combining all the regions
of boundary, we obtain three analytical inequalities that completely define the
overall shape of the high-aperture peanut,
Figure 4.10: Cross-sectional view of the transmission CTF - Cross-
sectional view of the CTF for holographic transmission tomography with aplanatic
weighting density at normalized n = 0, 0.6, and 0.8.
[
cos2 α−m2 + n2 + 2|m| (sin2 α− n2)1/2]1/2 − cosα > s
> cosα− [cos2 α−m2 − n2 + 2|m| sinα]1/2 ,
sinα +
(
sin2 α− n2)1/2 > |m| > sinα− (sin2 α− n2)1/2 ; (4.25)
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[
cos2 α−m2 + n2 + 2|m| (sin2 α− n2)1/2]1/2 − cosα > s
>
[
cos2 α−m2 + n2 − 2|m| (sin2 α− n2)1/2]1/2 − cosα,







cos2 α−m2 + n2 + 2|m| (sin2 α− n2)1/2]1/2 − cosα > s
>
{[







> |m| > 0; (4.27)
From these three inequalities one can plot the geometrical representation of
the 3D cutoff. The final CTF is illustrated in Fig. 4.11, and the shape is in-
terestingly similar to our previous peanut (Section 4.3.2), but exhibiting some
significant differences. In particular, there is no longer a line singularity in the
plane of n, s when m = 0. The 3D imaging performance for objects extended in
the s direction is therefore better than that predicted by the paraxial treatment.
4.5.3 Refection tomography under high aperture case
Although diffraction tomography experiments are commonly conducted in trans-
mission configuration, the reflective CTF can be derived in a similar way and is
included here for completeness of the discussion. From Eq.4.12, we can easily
obtain the aplanatic CTF for the reflection case in object rotation from mirror
symmetry as
cobjRa (l, n) =
√
2 [(l2 + n2 − 2)]1/2[
4l2 − (l2 + n2)2]1/2 , 2l > l2 + n2 > 4 sin2 α2 . (4.28)
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Figure 4.11: The 3D CTF spatial cutoff for transmission case - high N.
A peanut - The 3D CTF spatial cutoff for illumination rotation in high aperture
transmission imaging with aperture semi-angle equals to pi/3. Left: top view Right:
flipped bottom view.
Figure 4.12: The 3D CTF spatial cutoff for reflection - The 3D CTF spatial
cutoff for illumination rotation in high aperture reflection imaging with aperture
semi-angle equals to pi/3. Left: top view Right: flipped bottom view.
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Similarly, for the case of illumination rotation in reflection, one can break
down the boundaries into the four segments as mentioned for the transmission








For the rim of the cap of the sphere
SRmax =
√
cos2 α−m2 + n2 + 2|m|
√
sin2 α− n2 + cosα (4.30)
SRmin =
√
cos2 α−m2 + n2 − 2|m|
√
sin2 α− n2 + cosα (4.31)
The minimum value from the surface of the sphere for θ = α gives
SS =
√
cos2 α−m2 − n2 + 2|m| sinα + cosα (4.32)
The final reflection CTF with illumination rotation is illustrated in Fig. 4.12.
4.5.4 Amplitude point spread function for 4pi case
The amplitude point spread function (APSF), U can be obtained by a 3D Fourier
transformation (Sheppard & Gu, 1991) of the 3D CTF in Eq. 4.10. The Fourier
transform of the convolution of a spherical shell and a ring is the product of their
Fourier transforms: where ρ2 = x2 + z2. Fig. 4.13 shows a three-dimensional plot
of the intensity PSF, |U |2. Note that there is no singularity in the PSF, unlike




k (ρ2 + y2)
1/2
]
k (ρ2 + y2)1/2
J0(kρ), (4.33)
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Figure 4.13: The 3D intensity point spread function (IPSF) for 4pi to-
mography - The 3D intensity point spread function (IPSF) for holographic to-
mography in 4pi configuration.
4.6 Discussion and Conclusion
Much has been published over the years about diffraction tomography with appli-
cations ranging from ultrasound imaging to optical metrology. However little has
been reported about how exactly the 3D information from an object is mapped
into the 3D Fourier domain. Which spatial frequencies are covered, and which are
not, under different illumination or rotation conditions? What is the strength of
the spatial frequency response? Despite the successful implementation of current
reconstruction algorithms, this information could be fundamental in improving
the methodology as ideally one would like to cover as much spatial frequency
space as possible, and without knowing which regions we can image we do not
know how we can improve upon it. In this chapter we derive the optical transfer
functions analytically and show how exactly the holographic tomography system
acts like a low pass filter to the objects spatial frequencies through visualization
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of the 3D shapes of these OTFs. This gives us an insight into the diffractive
image formation from a quantitative point of view, as well as being the basis for
inverse filtering in the Fourier domain.
For both the peanut and the apple core case, the mapping of the experimental
scattered field data into the Fourier domain should fall into our derived CTF
shapes. From there, one can then further reconstruct the object refractive index
information using different scattering assumptions (Born & Wolf, 2005; Devaney,
1981, 1982b), depending on the nature of the object.
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imaging in transmission DHM
5.1 Introduction
In previous chapters, image formation in various types of holographic set-up has
been analyzed. Here one of the set-ups - transmission Mach-Zehnder interfer-
ometry was implemented. A free-space optical train was carefully built up with
various flexible hardware components integrated on the optical table. Subse-
quently, experiments with USAF targets and a pure phase sample were carried
out.
5.2 Set-up of a holographic transmission micro-
scope
Off-axis image holography was chosen as the main structure for the set-up for its
simplicity in the reconstruction process. A schematic diagram (Fig. 5.1), with
key blocks illustrated, is presented below. The whole system is polarized and
it differs from some of the previous systems published in literature (Charrie`re
et al., 2006; Choi et al., 2007; Kemper et al., 2006; Ku¨hn et al., 2009) in that
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there is an imaging tube lens after the microscope objective (MO). In this way,
the beam is collected and adjusted to be almost collimated after this imaging lens,
and the beam splitter can be placed further from the MO for convenience and
optimization of usage of space. Such a set-up is actually a microscopic system
with tube length adjusted to infinity according to conventional MO specification.
This modification is an improvement to the classical holographic set-up, adapted
to the adoption of infinity-corrected objectives produced by most manufacturers
today. The strategic placing of tube lens allows an intermediate image space to be
formed (Fig. 5.2), and it also allows the addition of auxiliary optical components.
Light from a point on the object transverses in a parallel manner instead of a
convergent manner after the MO, and this could correct some of the aberrations
introduced by the MO (Goulette et al., 2010).
Figure 5.1: Schematic of the off-axis holographic microscopy set-up -
Schematic of the off-axis holographic microscopyset-up with component captions.
O is object beam path and R is reference beam path
The key components and their specifications are shown below:
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optical component specification
laser diode (LD) 635 nm, 10mW Hitachi laser diode
pin hole 25µm
mirror dielectric broadband 400-750 nm
beamsplittter cube broadband non-polarizing 400-700nm
lens 1 inch plano-convex coating: 350-650 nm
CCD Basler 17fm/s scout series (mono) 1392x1040 pixels
Table 5.1: Optical components for DHM set-up
Figure 5.2: Infinity-corrected optical system - Light train of infinity-
corrected optical system with placement of tube lens. Picture courtesy of Nikon
MicroscopyU.
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A picture of the actual set-up (Fig. 5.3) can be compared side by side with
the above schematic in Fig. 5.1. Besides the above listed components, the set-up
integrates a rotational stage for future developments of tomography.
Figure 5.3: Actual off-axis holographic microscopy set-up - Actual off-axis
holographic microscopy set-up on optical table. O wave is object beam path and
R wave is reference beam path. Some important optical components are labelled.
5.3 Reconstruction of a single digital hologram
Holography was invented by Dennis Gabor in 1948 as a method for recording
and reconstructing of a wave field (Gabor, 1948). It was proposed as a physical
process using photographic plates for recording and manipulation of illumination
of light as reconstruction. Numerical holographic reconstruction came along with
the development of computer technology. Pioneering work was conducted by
Goodman (Goodman & Lawrence, 1967) and Schnars and Juptner (Schnars &
Juptner, 1994), in the latter case, direct recording of Fresnel holograms with
charged coupled devices (CCDs) were implemented. This method enables full
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digital recording and processing of holograms as is widely used today (Schnars &
Juptner, 2002).
The fundamentals of digital holographic recording and reconstruction can be
found in many books and literature: for example, Introduction to Fourier Optics
by Goodman (Goodman, 1996) is a classic text. Section 3.1-3.2 in this disserta-
tion gives some brief introduction in this area and here we focus on the actual
implementation of digital holographic reconstruction in a microscopic system such
as the one we set up in Fig. 5.1.
Under standard classification for holography, our system belongs to lens and
image holography (Goodman, 1996). In particular, a microscope objective (MO)
is used in the object arm but not in the reference arm for magnification pur-
pose. This introduces mismatch in the two wavefronts when interfering, and
subsequently aberrations in the reconstructed field that should not be present.
Compensation methods through either digital means or physical means have been
reported (Colomb et al., 2006a,b,c; Ferraro et al., 2003; Mart´ınez-Leo´n et al.,
2005; Miccio et al., 2007). Most of these techniques are optimized to a certain
extent and full compensation requires significant computing power. It is, how-
ever, a necessary step for obtaining correct and quantitative phase information
from digital holography. The usage of a tube lens in our system helps to reduce
some these aberrations introduced by the microscope objective, in particular,
compensation of spherical aberrations is done partially. But it cannot cancel all
the aberrations totally, since the only physical means to cancel the effects of MO
aberrations thoroughly is to put another identical microscope objective back to
back with the original one or to put a second identical objective in the reference
arm. But neither of these achieves any magnification and is hence undesirable
for microscopic applications such as ours. The compensation method we adopt
finally was to record an empty hologram when nothing was placed in the object
light path (Ferraro et al., 2003). This background field is later divided from the
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reconstructed field information as a numerical compensation to the aberrations.
The following flowchart Fig. 5.4 elucidates our reconstruction procedure for
off-axis image holography. A USAF 1951 target and a pure phase sample were
used as test targets to show the capacity of reconstruction algorithms in our
system.
Initially a shorter tube lens at a focal length 50mm was used because of the
physical limitation of one inch optics used in the set-up. This is equivalent to an
overall magnification of about 3x only. The working distance was also significantly
reduced because of this (Goulette et al., 2010). The hologram was nevertheless
reconstructed as a proof-of-principle procedure for the reconstruction algorithm
proposed (Fig. 5.4). It can be seen from Fig. 5.5) that the resolution goes down to
about the fifth element in group 5 of the standard USAF target, which correspond
to resolving at about 3 lines per millimeter (equivalent to actual magnification at
about 3 times). The lateral resolution in this case is 300 µm.
A longer tube length of 200mm was substituted later for achieving higher
magnification and longer working distance. The reconstructed USAF target (Fig.
5.6) shows the fourth element in group 6, which is equivalent to around 10x
magnification from the USAF specification sheet, and the lateral resolution is
improved to about 1µ m. The system is now correctly configured for a 10x, N.A
0.3 UplanFl objective. Notice that horizontal resolution is better than vertical
resolution which is due to the sampling rate selected in dealing with off-axis
configuration. This deficiency could be overcome by using a larger image sensor.
A pure phase object of a crab pattern was also imaged and reconstructed with
the same procedures as mentioned before. It is manufactured target using e-beam
lithography with a PMMA substrate and negative photo resist at a collaborator’s
laboratory (3D optical systems laboratory at MIT). The crab has a morphologi-
cal height difference from its surroundings at about 1.8 µm (measured by AFM
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  Digital  reconstruction of Off-axis Image Holography 




 (including ghost and DC components)
Select and move to center
 Object spectrum
Inverse FFT and unwrapping
 Phase reconstruction with aberrations
 Correct phase reconstruction 
compensation
Figure 5.4: Digital reconstruction of image holography - The flowchart
illustrates the reconstruction procedure for a single hologram
71
5. REALIZING QUANTITATIVE PHASE IMAGING IN
TRANSMISSION DHM
Figure 5.5: Digital reconstruction of a single hologram for USAF target
at 3x magnification. Original recorded hologram (top). Reconstructed ampli-
tude image (bottom).
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Figure 5.6: Digital reconstruction of a single hologram for USAF target
at 10x magnification. (a). Reconstructed raw amplitude without correction
of uneven illumination (b). Reconstructed raw phase without unwrapping. (c)
Reconstructed amplitude information with global thresholding.
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facility, see Section 7.3). The holographic reconstruction (Fig. 5.7) clearly shows
its topographical profile.
Interestingly, the sample was also measured using the TIE reconstruction
method (discussed in Chapter 7.3), and Fig. 5.8 shows the comparison between
the two results (See also Fig. 7.6 for a more quantitative analysis). To the best
of our knowledge, such a comparison was not available in the literature before,
and it clearly shows that both methods can be powerful tools for phase imaging
and reconstruction. The 2D phase unwrapping in holographic reconstruction is
not optimized, and hence there is a dark background in the center. The partially
coherent based TIE method (Fig. 5.8 (left)) is superior in reconstructing higher
spatial frequencies and produces smoother results with better accuracy (discussed
in Section. 7.3), but acquisition speed in holographic microscopy is faster. More
importantly, DHM has great potential in its extension to 3D imaging for refrac-
tive index recovery with a tomographic set-up, while such 3D capacity seems, in
general, not possible, with a single stack of TIE data because of the missing re-
sponse in its optical transfer function (OTF) along the axial direction (Sheppard,
2002).
5.4 Discussion and Conclusion
A transmission digital holographic microscope using Mach-Zehnder configuration
was successfully built up. A unique usage of tube lens was incorporated. Digital
reconstructions with aberration compensation was implemented in software for
an optimized outcome, and good results were shown with a USAF target as well
as a well-classified phase sample. For the first time to our knowledge, results
obtained from DHM are compared side-by-side with another partially coherent
based phase imaging method, in this case, TIE (Chapter 7), for the same sample.
Such comparison gives a convincing demonstration of the imaging performance
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Figure 5.7: Digital reconstruction of a single hologram for crab target
at 10x magnification. Reconstructed crab profile 3D plot(top). Reconstructed
crab image without background compensation (bottom left). Reconstructed crab
image with background compensation (bottom right)
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Figure 5.8: A comparison between coherent phase reconstruction and
partially coherent phase reconstruction methods - A PMMA sample with
crab pattern was tested with both TIE reconstruction (left, Chapter 7.3) and digital
holographic reconstruction at the same magnification. The scale for phase is in
radians.
of DHM as compared to other modalities. The design of this set-up also serves
to prepare for some future work on tomographic experiments.
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6.1 Introduction
Studying the behaviors of cells and organisms in their natural living state is an
important area in biological and biomedical research. However, without staining,
these specimens are rarely visible under the conventional light microscope, as
only phase shifts are introduced when light passes through such phase objects.
Such specimens cannot be seen when in focus under an ordinary trasmitted-
light microscope. The commercially available differential interference contrast
(DIC) microscope is often utilized to convert the phase variations into intensity
contrast in this situation. Compared to DHM phase reconstruction methods
previously presented, DIC owes its popularity to higher transverse resolution due
to a partially coherent source, better depth discrimination and the pseudo-3D
relief type of image that is clean of artifacts (Pluta, 1989). However, one major
disadvantage is that the resulting image cannot be used directly for quantitative
analysis, as the intensity distribution is not a linear mapping of the complex
refractive index information (see Section 2.1.3); hence, the intensity is not linearly
proportional to the phase distribution (Cogswell & Sheppard, 1992).
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Motivated by the possibility of making DIC an even more versatile tool, the
above limitation has triggered much recent interest over the last decades in ob-
taining from DIC images a linear relationship to optical path length (OPL), and
has led to research on phase recovery in DIC. Initial work started by apply-
ing the iterative Gerchberg-Saxton algorithm (Gerchberg & Saxton, 1972) for
estimating the phase function using only a single bias value (Holmes & Levy,
1987). Subsequently, Cogswell, Sheppard and coworkers proposed the image for-
mation theory in DIC using phase gradient transfer function theory (Cogswell
& Sheppard, 1992). Through the variation of bias setting and the combina-
tion of the phase shifting concept from interferometry, the same group explored
several non-linear integration algorithms to recover the phase value from its gra-
dients (Arnison et al., 2004; Cogswell et al., 1997). However, the method has the
undesirable property that mechanical rotation of either the object or the shear-
ing optics is required, for two transverse gradients in orthogonal directions are
needed. Furthermore, the multi-step phase-shifting process renders the overall
procedure cumbersome for living cell analysis. Through the years, variations of
iterative techniques (Biggs & Andrews, 1997; Kagalwala & Kanade, 2003; Preza,
2000) were also proposed for phase restoration from DIC images. But these
algorithms are computationally intensive for observing living phenomena in bio-
logical applications. In contrast to iterative approaches, research on non-iterative
techniques using direct deconvolution (Ishiwata et al., 2006; Van Munster et al.,
1998) were concurrently undertaken. However, the outcome of deconvolution
depends on exact knowledge of the shear value, bias setting and various other
system parameters, and the complexity is increased with the complicated set-up
of DIC, so that the parameters can be difficult to acquire accurately. Recently,
another group (Shribak & Inoue, 2006; Shribak & Oldenbourg, 2003) published
orientation-independent DIC where excellent en-face phase images are produced
for bovine pulmonary artery endothelial (BPAE) cells through 6-frame, 4-frame
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and 2-frame algorithms. Instead of varying the bias, their algorithm is mainly
based on stepping the shear azimuth. Mechanical reorientation may not be re-
quired in their processing but the set-up is complicated (Shribak, 2005).
In this chapter, a comprehensive analysis of the operation of the DIC system
is given and a two-dimensional model is set up for simulating various proposed
reconstruction algorithms. Modifications for calibrating the shear and the bias
values of the systems are proposed and implemented in hardware. The method-
ology of this chapter focuses on restoring linear phase from phase gradient in-
formation, for which the concept of phase stepping from interferometry is also
applied. Finally, the special case of refractive index recovery for an optical fiber is
presented. Due to cylindrical symmetry, there is a reversible Abel transform rela-
tionship between the optical path length gradient and its refractive index profile
for the phase-screen approximation.
6.2 2D modeling and characterization of DIC
microscope
A quantitative coherent DIC model in the two-dimensional coherent imaging
regime can be set up for intuitive understanding of the phase reconstruction
process. The following equations are adapted from an analysis of confocal DIC
(Cogswell & Sheppard, 1992). The coherent model is a limiting case of a more
general one using a partially coherent source, but is sufficient for most of the
analysis throughout this chapter. A few other groups have utilized similar models
with slight variations (Danz & Gretscher, 2004; Holmes & Levy, 1987; Ishiwata
et al., 2006; Kagalwala & Kanade, 2003; Shribak, 2005).
Consider first the two sheared wavefronts,
UA = aA exp
i(φA(x+∆,y)−θ)
UB = aB exp
i(φB(x−∆,y)+θ) . (6.1)
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where A,B denotes the the two different positions of the sheared wavefront. aA
and aB are amplitude values and φA and φB are phase values. For simplicity, the
shear is considered to be along the x direction and is denoted ∆. 2θ is the bias
value and a common value for θ for electronic image recording is pi/4, giving the
most linear region of operation in DIC (Allen et al., 1981; Inoue & Spring, 1997).
The DIC image intensity is then simply the coherent interference of the two
wavefronts and can be modeled as
I = |aA|2 + |aB|2 − 2aAaB cos (φA − φB − 2θ) . (6.2)
It can be seen that Eq. 6.2 resembles the equation for normal interferometry
(Goodman, 1996). Instead of a simple phase term inside the cos function, the
DIC intensity equation has a phase gradient term φA − φB ' ∂φ/∂x when the
shear is small.
A schematic diagram of the light path in conventional DIC microscope and
the modification we made (indicated as blue font) is shown in Fig. 6.1.
6.2.1 Measurement of the shear value
A popular method of measuring the DIC shear value is an image-based one from
intensity measurements (Van Munster et al., 1997), where the PSF of the system is
measured approximately using a microsphere as a point source. With the shearing
effect, there will be two distinctive peaks in the PSF image. Measurement of the
distance between the peaks is assumed to give the shear value in the image space.
One requirement is that the bead must have dimensions below the first dark
ring of the Airy disk corresponding to the in-focus resolution limit (Born & Wolf,
2005; Goodman, 1996) of a certain objective. For example, using the Abbe reso-
lution criterion, d0 = 1.22λ/N.A, the limiting diameter of the sphere corresponds
to 0.36µm for a 40x/0.9N.A objective lens at mean wavelength of 532nm. Using
such a bead, Van Munster proposed a way of measuring the shear by measuring
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Figure 6.1: Schematic diagram of DIC setup and hardware modification
- The figure depicts the usual light path and a simple modification where we use
as the de Se´narmont Compensator (Section 6.2.2)
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the distance between the center of the bright patch (red color) and the center of
the dark patch (blue color) as seen in Fig. 6.2 (left).
This method, although simple to implement, is only a rough estimation of
the shear and is not accurate. There are many disadvantages in using the image
intensity directly for precision measurements. First of all, noise will always intro-
duce fluctuations in the intensity which plagues the measurements. Furthermore,
a bead of such dimensions is too tiny for visualization and is extremely hard to
spot, and therefore in practice it is difficult to obtain the best focus during the ex-
periment. Our eyes will be deceived when there is still a small amount of defocus,
and we will think that it is the best focused position even where there is actually
an extension of the distance between the center of masses due to defocus. This
will result in an off-centre calculation, which usually leads to larger calculated
shear value (as will be shown in the following discussion comparing this with an
alternative method).
Figure 6.2: Image-based measurement of the shear at 45 degree of bias
- The figure depicts an enlargement of the PSF obtained using a 0.2µm bead with
40x/0.9N.A objective under 45 degree bias (θ = 45o) (left) and its interpolated
version with 3x up-sampling (right). The shear is along horizontal direction.
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Figure 6.3: 3D mesh plot of the shear PSF at 45 degree of bias - The
figure depicts a 3D mesh plot of sheared PSF (bottom) and its interpolated version
with 3x up-sampling (top) at 45 degree bias.
Van Munster’s method was first tested and compared with another method
introduced later in this section. 40x/0.9N.A objective lens was used and as the
above calculations show, a bead of less than 0.36µm diameter satisfies the Abbe
criterion. In fact, a 0.2µm bead immersed in optical cement at nD = 1.52 (Invit-
rogen FocalCheck Test slide No.1) was used in the experiment. A CCD camera of
pixel size of 6.5µm then satisfies the Nyquist sampling theorem and the camera
was aligned so that the shear direction is roughly horizontal (Fig. 6.2). The image
acquired directly from the CCD camera at 45 degree bias (Fig. 6.2 (left)) clearly
shows the effect of shearing, with two oppositely polared peaks closely located.
If the shear distance is measured directly from the raw pixelated image, the res-
olution will be too poor for a good estimation of the shear. As an improvement
of Van Munster’s method, the image is three times up-sampled and interpolated
to smoother peaks (Fig. 6.2 (right) and Fig. 6.3). An algorithm based on center
of mass is then used to decide the distance between the center of the two blobs.
This is more accurate in contrast to the originally proposed method of using the
position of the brightest and the darkest pixel value (Van Munster et al., 1997).
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The difference between the centers of the blobs, d =
√
(x1 − y1)2 + (x2 − y2)2 is
found out to be equal to 1.59 pixels from the measurement, where x1, x2, y1, y2
are the absolute position coordinates of the center of masses. At a pixel value
of 6.5µm (CCD parameter) and twice binning, the shear value can then be cal-
culated as 20.68µm at the image plane. This means that the shear value at the
object space is about 500nm, which is in the same range but smaller than some
previous published values (Dragomir et al., 2002). The difference is as expected
because over-estimation is reduced with the additional upsampling and interpo-
lation procedures used in our method. Note, however, an alternative method
presented below demonstrates an even smaller calculated shear value. It prompts
one to think whether Van Munster’s method is precise after all. With the best
optimized situation using upsampling, interpolation and center of mass theory as
just presented, the precision of this method is maximized, but still it seems not
good enough, as will be discussed shortly.
Figure 6.4: Image-based measurement of the shear at 0 degree of bias -
The figure depicts an enlargement of the PSF obtained using a 0.2µm bead with
40x/0.9N.A objective under 0 degree bias (θ = 0o) (left) and its interpolated version
with 3x up-sampling (right). The shear is along horizontal direction.
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Figure 6.5: 3D mesh plot of the shear PSF at 0 degree of bias - The figure
depicts a 3D mesh plot of sheared PSF (bottom) and its interpolated version with
3x up-sampling (top) at 0 degree bias.
Similarly, one can use 0 degree bias image for calculating the shear value
as well (Fig.6.4 and Fig.6.5), only that under such condition, two blobs are of
the same polarity. The center of mass algorithm is again applied in the image
processing procedure, and the shear value from this measurement is found to be
similar to that using 45 degree bias.
An alternative method of measuring the shear value from DIC microscope
was proposed and examined. Instead of measuring the image intensity directly,
the new method takes an image at the back focal plane (BFP) of the objective,
where a Fourier relationship to the object space exists. Using an empty slide
without any object, the image at the BFP is the direct Fourier transform of the
shear, while the latter can be simply represented as two positive delta signals
if the bias is set to be zero. The BFP image should then look like a curve of
a cosine function (Bracewell, 2000), and this is indeed what was observed (Fig.
6.6). Using the same 40x objective as mentioned above, two shear values can
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be generated from the measurements, since there are two Wollaston prisms, one
at the condenser side and one at the objective side. Inserting one Wollaston
prim at a time, one can get the shear value of each side independently. This is
an additional advantage comparing to the image-based Van Munster’s method
presented previously, where both Wollaston prisms must be in place for the PSF
to be measured.
First, only the objective side prism was inserted. According to the Fourier
Shift theorem, a shift in the spatial domain is equivalent to a multiplication
of a phase factor in the Fourier domain. With an empty object space, we can
formulate the effect of shearing in the Fourier domain (Cogswell & Sheppard,
1992) as
[exp(i2θ) exp(2piim∆)− exp(−i2θ)exp(−2piim∆)]2 , (6.3)
which is equal to 2 sin2(2pim∆ − 2θ), where 2θ is the total bias angle and 2∆ is
the total shear in x direction. This formalism is consistent with previous notions
in Eq. 6.1. Thus a line profile through the center of the BFP image (Fig. 6.7)
should fit to the following model
a cos(bx+ c) + d. (6.4)
where a, b, c, d are linear coefficients.
A non-linear fitting with Loess robust filter is carried out with 25% of data on
the boundary discarded as outliers (Fig. 6.7). This drop-off in intensity along the
edges may originate from an apodization effect. The fitted parameters (with 95%
confidence bounds) and the goodness-of-fit (GoF) statistics are shown in Table.
6.1.
The above model can be considered as a good fit since R2 value (denoted
rsquare in Table. 6.2) reaches 99.76%. The most important coefficient value here
is b, since the shear value is directly related to b through b = 4pim∆. From the
fitted value, we can calculate the shear value from the following formula, where m,
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Parameter Value (Confidence Intervals)
a 128.3 (126.9, 129.7)
b 0.008292 (0.008212, 0.008372)
c -0.05618 (-0.08694, -0.02543)
d 130.7 (129.1, 132.3)
GoF Field Value
sse (Sum of squares due to error) 7.5734e+003
rsquare (Coefficient of determination) 0.9976
dfe (Degrees of freedom) 595
rmse (Root mean squared error) 3.5677
Table 6.1: List of parameters for BFP cosine model fitting - The coefficient
values for fitted cosine model and statistics of the fit (GoF Matric).
!
Figure 6.6: BFP image of DIC shear using 40x objective (condenser
side) - With only the condenser Wollaston prism inserted, the image is measured
at the BFP of the objective.
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!
Figure 6.7: Cosine fitting of BFP image using 40x objective (condenser
side) - A fitted cosine model curve for a line profile at the center of the measured
BFP image (green) original data (red) fitted data.
the spatial frequency, is taken as the number of data points N0 used to represent





After substituting relavent values in the above equation, we obtain a shear value
∆ of 0.51, which is normalized against a factor of 2pi sinα/λ (Galbraith, 1982),
where α is the aperture angle and λ is the mean wavelength (550nm). The shear
value ∆ is finally calculated to be 155.8nm at the object space (95% confidence
interval), which is equal to 6.23µm in the image space. The total shear is twice
this value, which is 12.46µm. This is much smaller than the previously calculated
value using the improved Van Munster’s method. The previous value of 20.68µm
is about 1.6 times the current value evaluated from BFP measurement. We thus
believe that published results of shear value (base on Van Munster’s method)
over-estimated the actual shear.
The shear value generated from the condenser side prism can be measured
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!
Figure 6.8: BFP image of DIC shear using 40x objective (objective side)
- With only objective Wollaston prism inserted, the image is measured at the BFP
of the objective.
!
Figure 6.9: Cosine fitting of BFP image using 40x objective (objective
side) - A fitted cosine model curve for a line profile at the center of the measured
BFP image (green) original data (red) fitted data.
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and calculated using similar approach. Fig. 6.8 shows the image at the BFP
when only the condenser prism is inserted, and Fig. 6.9 shows the fitting result.
The coefficients and the GoF parameters are listed in Table 6.2. The normalized
shear value ∆ is calculated to be 0.497 in this case, and the final shear value
in object space is then 151.9nm, which is very close to the data measured from
the objective side prism. This situation is unsurprising since matched prisms
are required in the commercial DIC microscope, which further validates the BFP
fitting method undertaken in this section.
Parameter Value (Confidence Intervals)
a 131.6 (130.5, 132.8)
b 0.007927 (0.007838, 0.008016)
c -3.241 (-3.277, -3.205)
d 145.6 (143.6, 147.7)
GoF Field Value
sse (Sum of squares due to error) 1.7290e+004
rsquare (Coefficient of determination) 0.9925
dfe (Degrees of freedom) 483
rmse (Root mean squared error) 5.9830
Table 6.2: List of parameters for BFP cosine model fitting - The coefficient
values for fitted cosine model and statistics of the fit (GoF Matric).
6.2.2 The de Se´narmont Compensator
Changing the bias value in DIC microscope can be accomplished through sliding
the objective side Wollaston prism along a plane that is perpendicular to the op-
tical axis (Pluta, 1989). But this is a very crude approach. The only possible way
to be quantitative in this situation is to install a marked dial, and calculate the
exact pitch of the rotating shaft, which is obviously not an optimized approach.
A de Se´narmont compensator, on the other hand, allows precise control and mea-
surement of the retardation value (Fester & Davidson, 2009). One needs only to
90
6.2 2D modeling and characterization of DIC microscope
modify the DIC microscope slightly by inserting a quarter-lambda plate at an ap-
propriate position in the light path, and use a rotational analyzer with precision
markings (shown in Fig. 6.10). For the Olympus BX61 model used throughout
this chapter, a suitable position for insertion of both components is found in the
collimated space above the objective. An interference filter is also installed for
approximating monochromatic illumination. Such a package of devices are used
for phase stepping in DIC in the following sections.
Figure 6.10: Essential components for constructing the de Se´narmont
compensator - Components for the de Se´narmont compensator. Photo courtesy
of Olympus Microscopy Resource Center
6.2.3 A wavefront image model for a pure phase object
Using the parameters obtained during the characterization process of the DIC
microscope, a 2D coherent image model is set up for various simulation purposes.
An artificial object sitting in the middle of the field can be considered similar to
a single cell imaged at a certain magnification. One can then vary the properties
of the artificial object for simulating various imaging effects such as shearing,
propagation and noise, etc.
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A crab image from Microsoft Clip Art archive is chosen as the 2D virtual
phase object. Consider a wavefront with amplitude U = A exp(iφ), where A is
the amplitude and φ is the phase. We can then set φ to be the crab image.
Then variations in the intensity of the crab image will represent variations of
the phase value. Three types of crab features are simulated using Eq. 6.1 and
Eq. 6.2, the first one being a sharp featured crab termed step crab, the second
a smoother version termed weak crab, and the last is the smoothest of all called
phase gradient crab. Gaussian and morphological filters were applied to generate
the second and third types of crabs respectively. Each row in Fig. 6.11 shows
each type of crab and the left column is the phase image, while the right column
shows the simulated DIC intensity image with 5% of Poisson noise added. From
Section 6.2.1, a typical shear value of 12.46µm in the image plane is equivalent to
a normalized 0.2 % shift with an image size of 1024x1024 pixels each at 6.5 µm.
A sub-pixel Fourier shift routine was implemented in MATLAB for simulating
DIC images using the calculated shearing value.
This image model becomes very handy in various trials of reconstruction algo-
rithms presented in the next few sections. The crab pattern was later made into
a real phase object using e-beam lithography, creating an excellent test target for
experiments in DHM (Chapter 5) and in TIE (Chapter 7).
6.3 Obtaining phase gradient information from
DIC
Isolating the phase gradient information out of the cosine function (Eq. 6.2) is
the first step towards quantitative phase imaging in DIC. At a bias angle θ equal
to pi/4, Eq.6.2 becomes
I = |aA|2 + |aB|2 + 2aAaB sin (φA − φB) , (6.6)
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Figure 6.11: 2D crab DIC image model for a pure phase object - 2D crab
DIC image model for a pure phase object. Left column shows the phase part and
right column shows simulated DIC image with 5% Poisson noise added
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which can be considered approximately as a linear phase gradient image if mag-
nitudes of amplitude aA and aB and phase difference φA − φB are sufficiently
small. This has been applied in a few studies for direct estimation of gradient
information for simple objects such as fibers (Dragomir et al., 2005).
An alternative way to derive the gradient information is adapted from a typ-
ical technique commonly found in interferometers. Notice that the DIC image
can be considered as an interference pattern although no fringes can be seen
(Eq. 6.2). This is because phase gradient change is much smaller than the phase
change, and thus no visible fringes are observed (Sprague & Thompson, 1972).
Classical phase shifting (stepping) methods can be applied to get the phase gra-
dient information inside the cosine term from Eq. 6.2. One needs to step the
phase through variations of the bias value. The disadvantage is then that mul-
tiple images are required, which is not suitable for real-time imaging especially
when further registration procedure is needed (Section 6.3.2).
6.3.1 Phase shifting (stepping) in DIC
Phase stepping is a classical technique in interferometry for isolating the wrapped
phase information (Bruning et al., 1974; Yamaguchi & Zhang, 1997). The phase
difference between an object wave front and a reference wave front is changed
either stepwise or linearly. The object phase can then be obtained from the arct-
angent of the ratio of different combinations of the stepped intensities according
to each algorithm. Phase from this direct inversion process is often wrapped
due to the coherence-limited wavelength range when phase value is larger than
a whole lambda. Many phase-stepping algorithms have been developed (Carre,
1966; Creath, 1988; Hariharan et al., 1987; Larkin & Oreb, 1992; Schwider et al.,
1983; Surrel, 1993) with minimized absolute phase errors. Using a similar under-
lying principle which relies on a geometrical optics approximation, phase-shifting
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DIC becomes a quantitative model. It has has been reported in a few publica-
tions (Hariharan & Roy, 1996; Shimada et al., 1990; Shribak, 2005; Xu et al.,
2001). An advantage of this method is that DIC phase shifting does not result
in “wrapped phase” like those in the coherent interferometry. This is due to the
detection of the small phase gradient change instead of the large phase change,
as explained earlier in Section 6.3.
In this section, the most common “four-step” and “Carre´” (Carre, 1966) algo-
rithms are used to derive phase gradient from a sequence of DIC images stepped at
an interval of pi/2 degrees. Using the de Se´narmont compensator (Section 6.2.2)
to set the bias 2θ value as 0pi, 1/2pi, pi, and 3/2pi, and letting the background
intensity be |aA|2 + |aB|2 = I0 and phase gradient coefficient 2aAaB|aA|2+|aB |2 = b, we
can thus obtain the following four images from Eq. 6.2 at four bias values,





φA − φB − pi
2
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in which φA − φB is approximately the desired phase gradient information ∂φ∂x
along x direction when the shear is small enough for this to be valid. It can be
seen from easy mathematical manipulation that
Ipi/2 − I3pi/2






The phase gradient can be found through an inverse tangent operation. This algo-
rithm is sensitive to the linear miscalibration of the phase shifter device (Creath,
1992; Surrel, 1993). The Carre´ algorithm (Carre, 1966; Qian et al., 2000; Schwider
et al., 1983), which also uses four samples, is claimed to be more accurate for de-
termining the phase as long as the interval of the phase shift remains constant.
This condition is more applicable in automatic mechanical phase shifters, such
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as liquid crystal phase modulators. The advantage of the Carre´ algorithm in
our manual operation with the de Se´narmont Compensator is not obvious as the
setting of bias through manual rotation of analyzer produces only random errors.
This method was tested nevertheless for comparison purpose. It is also for the
same reason that some of the more advanced 3-step, 4-step and 5-step algorithms
do not necessarily improve in our situation, and were hence not tested. The
expression for Carre´ algorithm is
tan2 φ =
[3(I2 − I3)− (I1 − I4)] [(I2 − I3) + (I1 − I4)]
(I2 + I3 − I1 − I4)2 . (6.9)
The quadrants of φ need to be determined from observing the signs of quantities
that are related to sinφ and cosφ (Qian et al., 2000).
The following images of cheek cells at four bias values were obtained using the
Olympus upright BX61 DIC microscope with motorized z-control. The magnifi-
cation is 40x and the N.A. of the objective is 0.9. A monochromatic CCD camera
with 12-bit 1360x1020 pixels (Olympus cooled DP30BW) was used. The same
exposure time was used for all the images. It was observed that the 0 bias (bias
is 2θ) image appears darkest, while pi biased image appears brightest in terms of
intensity. This relationship follows from Eq. 6.2 and can be a check point for
correct manipulation of bias stepping.
The pure phase gradient information obtained from the two stepping methods
(Fig. 6.13) is almost identical and shows only a slight difference from the original
DIC image biased at 3pi/2. This is because for such a weak phase object, Eq. 6.2






, which is approximately proportional to ∂φ/∂x
when the phase gradient is small and the object is non-absorbing.
6.3.2 Image registration in DIC phase stepping
A difficulty was encountered while performing geometric phase stepping in DIC.
As the change of bias is realized through the rotation of an analyzer (see Section
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Figure 6.12: DIC phase stepping for cheek cell - Phase stepping in DIC with
human buccal mucosa (cheek) cell at 40x magnification at different bias values (as
labeled).
Figure 6.13: Phase gradient information from DIC phase stepping for
cheek cell (Image registration incorporated) - Phase gradient values obtained
from four step algorithm (left) and Carre´ algorithm (right) with human buccal
mucosa (cheek) cell at 40x magnification. DIC images are registered before the
stepping algorithm.
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6.2.2 for Fig. 6.10), this imposes a requirement that the analyzer plate has to be
strictly perpendicular to the incident light direction, so that light that transverses
through maintains its original propagation direction. Otherwise the projected
image on to the CCD will have a small position shift each time the analyzer is ro-
tated. We realized this after seeing “double edges” when attempting to do phase
stepping in DIC initially (Fig. 6.14). Later the shape of the analyzer (Olympus
manufactured U-AN360P) was confirmed to be a wedge, which inevitably leads
to this “wobbling effect” when it is rotated to change the bias setting. A direct
image registration algorithm based on intensity or phase correlation (Gonzalez
& Woods, 2002) does not apply to DIC images since all four images have a dif-
ferent phase distribution as well as intensity distribution. One could resort to
a feature-based approach, and select a few reference points as guidance to the
registration process. But this is manual, time-consuming and sample dependent,
which is very undesirable for automated processing. Finally a very simple yet
robust idea was proposed, as one needs only to “pre-condition” the DIC images
before normal phase correlation algorithms can be applied. This “precondition-
ing” is a simple Laplacian operation. After a laplacian operation on each of the
bias images, the resultant images qualify for sub-pixel phase correlation routines
as the maxima (or minima) for each detailed feature now coincides throughout all
four images. Comparing Fig. 6.13 where image registration is incorporated with
Fig.6.14 where no registration is done, the effectiveness of registration is obvious.
Such a laplacian “preconditioning” operation is original and has not been men-
tioned in other literatures for aligning DIC images. But notice it works only for
images obtained under a fixed shearing direction. In situations where there are
variations of shear azimuth (Section 6.4), this simple method breaks down, and
manual feature-based approach must then be used for DIC image registration.
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Figure 6.14: Phase gradient information from DIC phase stepping for
cheek cell from unregistered images - Phase gradient values obtained from
four step algorithm with human buccal mucosa (cheek) cell at 40x magnification
without image registration, notice the “double edges”.
6.4 Reconstruction using phase gradient infor-
mation
The word reconstruction here refers particularly to the case of optical path length
(OPL) reconstruction, as in most cases there is not enough information for re-
fractive index and thickness to be separated from their product, unless prior
information regarding the shape of the object is known, for example in the case
of a fiber because of the symmetry and the known circular shape (see Section
6.4.4). After obtaining the phase gradient information, various integration meth-
ods can be applied. Because the aim of this thesis project is to relate phase
imaging in biological applications, iterative approaches (Biggs & Andrews, 1997;
Feineigle et al., 1996; Preza, 2000) are not considered due to their complexity.
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6.4.1 Direct integration
To recover a function from its gradient information, the obvious solution is to
integrate. However, a straightforward line-by-line integration gives a very streaky
result (Fig. 6.15 ) as information from the orthogonal direction (in this case, y
direction) is missing. It is set to a constant throughout the simple integration,
while in general it should be very different in each line.
Figure 6.15: 1D Integration from phase gradient - Phase reconstruction us-
ing 1D direct integral with human buccal mucosa (cheek) cell at 40x magnification.
(Left) Phase gradient information from phase stepping (Right) 1D Integration
6.4.2 Hilbert Transform
To counter the streakiness in direct integration, a spatial domain approach through
the Hilbert transform was proposed (Arnison et al., 2000). Here the assumption
is that phase gradient information ∂φ/∂x is already retrieved from DIC images
through phase stepping. Considering the operation of integration in frequency
space, it is equivalent to division by a linear function of spatial frequency. The
Hilbert transform fills the need of an odd function that selectively filters the
higher spatial frequency components without altering the relative balance of all
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the rest of the spatial frequencies (Oppenheim & Schafer, 1975). This process,
however, is not quantitative and it is not even an approximation of the integra-
tion process. Effectively the Hilbert transform yields another representation for
qualitative 3D visualization only (Fig. 6.16).
Figure 6.16: Hilbert Transform of phase gradient - Hilbert transform on
phase gradient information of human buccal mucosa (cheek) cell at 40x magnifi-
cation. (Left) Phase gradient information from phase stepping. (Right) Hilbert
transform visualization
One interesting phenomenon is that the Hilbert transform along one direction
on DIC images actually works. But images are in 2D and Hilbert Transform is
not universally defined in two dimensions. There is a line of singularity between
the positive and negative region in a 2D signum function, the multiplication
factor for Hilbert Transform in frequency space. This line singularity can be in
any orientation. Perhaps due to the shearing directionality in DIC, this line is
best orientated to be perpendicular to the shearing direction for optimal results
(Arnison et al., 2000).
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6.4.3 Fourier integration with two orthogonal phase gra-
dients
The problem of missing information in y direction when integrating the x-direction
phase gradient image can be solved if the phase gradient information ∂φ/∂y along
the y direction is also known. This prompts thoughts on how to vary the shear
direction. Changing the shear direction can be done through either rotating the
sample or rotating the DIC prism, but the latter is usually harder to implement
with commercial microscopes. A combination of changing the shear direction as
well as the bias value has been reported in several publications (Arnison et al.,
2004; Preza, 2000; Shimada et al., 1990; Shribak & Inoue, 2006). Regardless of
the disadvantages of rotating the sample, let us assume that we have ∂φ/∂x and
∂φ/∂y at hand from phase stepping in each orthogonal direction. We can then
make use of the following relationship from the fact that derivatives of phase φ







where the integral of derivatives along any closed curve is assumed to be zero,
equivalent to the assumption that there are no phase singularities. However,
the measured data surely have errors and inaccuracies which will result in an
approximated reconstruction of φ in the least-square sense. Let u and v be
the spatial frequencies in x and y directions, and the Fourier spectrum of the
reconstructed phase is
φ˜(u, v) =
−iuφ˜x(u, v)− ivφ˜y(u, v)
u2 + v2
, (6.11)
where φ˜(u, v), φ˜x(u, v) and φ˜y(u, v) are the Fourier transforms of φ(x, y), ∂φ/∂x,
∂φ/∂y respectively.
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A even simpler version using second derivative of the phase can also be derived
from Eq. 6.11, since multiplication of iu with φ˜x(u, v) is basically performing a
differentiation in the x direction, and the same is true for the case in the y
direction, giving
φ˜(u, v) = − φ˜xx(u, v) + φ˜yy(u, v)
u2 + v2
(6.12)
where φ˜xx(u, v) and φ˜yy(u, v) are the Fourier Transforms of ∂
2φ/∂x2 and ∂2φ/∂y2,
respectively. This expression, although easier to implement, is not optimized in
least-square sense. Coincidently, this expression provides a means for Fourier
implementation of the inverse Laplacian operation which is used extensively in
this thesis for the transport of intensity (TIE) approach (Chapter 7).
Both of the above equations are elements of the well-known “Frankot-Challapa”
algorithm in Shape from Shading topics in vision and image processing area, where
smooth surfaces are reconstructed from their slopes (Horn & Brooks, 1989). Tra-
ditionally, this formula has been applied in recovery of phase from phase difference
data (Freischlad, 1992; Fried, 1977; Malacara et al., 2005). Two phase gradients
are required for accurate reconstruction and they need not be orthogonal (Bron-
stein et al., 1992). Recently a group of researchers (Arnison et al., 2004) adapted
this for phase recovery in DIC microscope. The Fourier integration is imple-
mented through a spiral phase transform of a complex analytic signal, where the
real and imaginary parts are phase gradient information along two orthogonal
directions respectively. The expression in Arnison’s paper (Eq. (6)) seems dif-
ferent from Eq. 6.11 at a first glance, but the fundamental principle is the same
if one is to do simple maths manipulation. The underlying assumption is that
the shear distance is small enough so that phase gradients ∆φx and ∆φy can
be approximated as partial derivatives ∂φ/∂x and ∂φ/∂y. Otherwise the above
formula Eq. 6.11 will take on a modified form where the shearing effect is not
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linearly represented as ∆x but represented by sinx (Arnison et al., 2004). Sim-
ulations of this approach were carried out using a phantom object, and it was
found that errors mostly occur along the boundaries of the reconstructed image.
No further experimental validation was given until a recent publication (King
et al., 2008). The following discussion shows experimental results in utilizing
this method to recover phase and extends it in a comparison with the TIE based
approach (Chapter 7).
A rotational stage with precision marking is used for changing the orientation
of the sample, and hence the shear (differentiation) direction of the image. Com-
bined with the phase stepping method (Section 6.3.1) in each orientation, pure
phase gradient images ∂φ/∂x and ∂φ/∂y are obtained as shown in Fig. 6.17. The
sample used here is a slide of fixed HepG2 liver cancer cells under 100x N.A. 1.4
oil immersion objective. The final reconstruction of phase is given as an inverse
Fourier transform of φ˜(u, v) from Eq. 6.11, and the final reconstruction result is
shown in Fig. 6.18.
Figure 6.17: Phase gradient images along two orthogonal directions -
Phase gradient images along two orthogonal directions x and y. Note that both x
and y are in diagonal directions as indicated by red arrows.
A major difficulty of practically implementing Eq. 6.12 is the registration of
phase gradient images. If the stage is not perfectly aligned to be level and a
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Figure 6.18: Phase reconstruction from two orthogonal phase gradient
images - Phase reconstruction from two orthogonal phase gradient images using
Fourier based method from integration constraint
tilt exists between the two positions of sample rotation, significant errors will be
introduced, and the two phase gradient images will have a complicated form of
misalignment involving translation, rotation and distortion. This makes it really
challenging for accurate image registration. But registration is a must for the
above Fourier integration to work (see Fig. 6.19 for results of reconstruction when
phase gradient images are misaligned). Any post-processing for image registration
will be computationally intensive for random-shaped samples, like biological cells
and is thus not suitable for live-cell imaging. Nevertheless, a manual approach on
the reconstruction of fixed cells (HepG2 liver cancer cells under 100x N.A. 1.3 oil
objective) was tried. Previously proposed simple registration technique based on
the Laplacian operation (Section 6.3) does work in this scenario as there are two
orthogonal axes of alignment. The simple laplacian “precondition” technique
works only under one shearing direction, and is good only for phase stepped
images without changing the shear azimuth. An advanced image registration tool
based on histological sections and vector-spline regularization (Arganda-Carreras
et al., 2006) was used as a Java plugin for the image processing software ImageJ
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(Arganda-Carreras, 2009). After much computing efforts, the final reconstructed
image is shown in Fig. 6.18 and Fig. 6.20 (left). Eight experimental images with
four from each object orientation were used for one such reconstructed image.
Furthermore, all the eight images need to be manually registered. For live-cell
imaging, this is not an efficient approach.
Figure 6.19: Mis-aligned phase reconstruction from two orthogonal
phase gradient images that are not registered - Mis-aligned phase recon-
struction from two orthogonal phase gradient images that are not registered. Notice
the artifacts of streakiness and blurring
In next chapter, we propose an alternative approach to recover the phase in-
formation in DIC microscope from solving light propagation in a series of images.
A minimum three images are required and this is easily implemented using step-
per motion-controlled stages, where image acquisition and reconstruction can be
done almost real-time through Discrete Fourier Transforms (DFT) implementa-
tion. By comparison here eight images are needed, and far more computational
efforts need to be spent on image registration, firstly on different biased images
in one shear direction and then on two orthogonal phase gradient images. In this
way, the advantage of TIE-based phase recovery approach is obvious (for more
details, see Chapter 7). The following images compare the results of these two
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reconstruction methods using the same HepG2 cell sample. The two images have
quite different intensity and signal-to-noise levels, but agreeing with each other in
terms of the general morphology of cells. The image from TIE approach is slightly
blurred, but it has better contrast. The blurring effect is due to the shearing of
DIC microscope, and can be removed using deconvolution, if the shear value is
known. Further details are presented in Section 7.4.3.
Figure 6.20: Comparison of phase reconstruction from orthogonal gradi-
ents and TIE based approach. The cell line is HepG2 liver cancer cells.
- The figure shows a comparison between two different approaches, orthogonal
gradients (left) and TIE (right)
6.4.4 Inverse Abel transform - a special case of fiber re-
fractive index reconstruction
Single mode fibers have a relatively simple geometrical constitution and their
cylindrical symmetry often reduces the reconstruction scenario to a much easier
one-dimensional problem. Using industry standard refracted near-field (RNF)
technique (Young, 1981) incurs many limitations such as careful calibration and
cleavage of the prepared sample, which has prompted renewed interest in devel-
oping new, accurate, and non-destructive techniques for evaluating fiber profiles
recently. If the fiber is stripped of its protective layer and then immersed in
matching liquid oil, we can ignore the small refraction of the light rays both
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outside and inside the fiber, because the phase shift between the core and the
cladding of a fiber is also small. In this case, light is considered to be traveling
in straight lines, and the whole problem can be treated in the geometrical optics
regime. There is then an elegant inverse Abel relationship (Bracewell, 2000) be-
tween the fiber’s refractive index profile and its OPL gradient (Marcuse, 1979).
Solving the inverse Abel transform using Fourier coefficients (Kalal & Nugent,
1988), Roberts et al. pioneered the work of reconstructing fiber’s OPL using this
approach (Roberts et al., 2002)
Noticing the direct link between the DIC image and phase gradient informa-
tion, Liu et al. firstly adapted this special case of fiber profiling problem to DIC
microscopy (Liu et al., 2004). An Australian group later simplified the case, and
used direct inversion on a single DIC image, assuming that the gradient informa-
tion ∂φ/∂x can be approximated from a single DIC image (Dragomir et al., 2005;
Kouskousis et al., 2008). Dragomir’s approach is repeated and verified below. As
previously presented (Section 6.3.1), various bias values can be set for a single
DIC image. Applying an inverse Abel transform on different bias images leads to
different results.
A phantom object to simulate a single-mode step-indexed fiber is made in the
digital space in the following manner: the central 20% is considered core region,
having 0.03 refractive index difference from the cladding, and the cladding has a
0.18 refractive index difference from the environment. The inverse Abel transform
has the following form (assuming x is the cross-sectional direction and there are
no variations in the y direction),







x2 − r2 , (6.13)
where ∂φ(x)
∂x
is the gradient input and R is the maximum radius of the integrateable
region (radius of cladding in this case).
108
6.4 Reconstruction using phase gradient information
Applying a direct integration implementation of Eq. 6.13, the phantom ob-
ject’s OPL, its OPL gradient profile and the reconstructed refractive index profile
based on simulated data are plotted in Fig. 6.21. It can be seen the inverse Abel
transform works. The difference in refractive index between two simulated regions
of “core” and “cladding” are correctly recovered (see Fig. 6.21 (c)).
Figure 6.21: Inverse Abel transform of a mock fiber in simulation -
Reconstruction of a mock fiber. (a) Simulated OPL (b) Simulated OPL gradient
(c) reconstructed refractive index profile using inverse Abel transform in the ideal
case.
With the success of the simulations, a SMF-28 single mode step index fiber
(Corning Inc.) was chosen subsequently as a real test sample. The protective
layer was stripped off using a commercial mechanical fiber stripper and the sample
then immersed in index matching liquid at refractive index n = 1.4600± 0.0002
at room temperature. DIC images were then taken with Ko¨hler illumination at
a magnification of 20x, N.A.=0.45, for different bias values (θ). The angles are
20◦, 30◦, and 45◦ for comparison of the reconstructions.
In Fig. 6.22, each of the DIC image itself, and its averaged line profile for
fiber cross-section are presented. Next, inverse Abel transform through a Fourier
implementation (Kalal & Nugent, 1988) was applied on all the four images, and
the refractive index reconstructions shown in Fig. 6.23. A slight modification to
the original algorithm, namely the derivative of the phase ∂φ/∂x, instead of the
optical path length φ was used to adapt to DIC images. Among the four DIC
images, the fiber image at 45◦ bias is supposed to be a direct approximation to
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Figure 6.22: Comparison between a single DIC image and normalized
line profile - The figure single DIC images at various bias (left column) and their
line profiles respectively (right column).
Figure 6.23: Inverse Abel transform for a real fiber and its reconstruc-
tion from single DIC images - Reconstruction of a single mode step fiber single
DIC images at various bias values. 45◦ bias (red). 30◦ (green). 20◦ bias (blue).
110
6.5 Discussion and Conclusion
the gradient image because this is the most linear region (Inoue & Spring, 1997),
and indeed this is the case. Although the refractive index difference between the
core and the cladding is clearly differentiated among all the three results, the
one computed from 45◦ bias is the most accurate. The reconstructed difference
shows a value of about 0.38% matches the manufactured data with a stipulated
value of 0.36%, while the other two reconstructed values are much bigger than
the manufactured data.
With the demonstration of the above results, it can be concluded that caution
must be taken in this kind of direct approach in applying inverse Abel transform
on single DIC images for reconstructing of refractive index profile of symmetric
objects, such as fibers. Different bias images will lead to different reconstruction
values. It is better to know the exact gradient profile for more accurate results.
6.5 Discussion and Conclusion
The conventional DIC microscope is a popular tool in biological and biomed-
ical research laboratories. However, its usage is largely limited to qualitative
visualizations. Work presented in this chapter starts off with the theoretical
analysis of its image formation under the coherent model and characterization
of the functions of its various components. The aim is to obtain quantitative
phase information out of DIC microscopy so that more metrological information
that could be used for medical diagnosis can be extracted. The whole chapter
generates a comprehensive analysis of the modality. DIC images were simulated
with systematically studied parameters such as the shear value. Little hardware
modification was needed, and a special fiber refractive index application area was
experimented finally. The analysis and experimental results presented in this
chapter contribute to the establishment of a framework that linearizes DIC im-
ages to recover quantitative phase information. Interesting biological specimens
111
6. LINEARIZING DIC FOR QUANTITATIVE PHASE IMAGING
were trialled throughout the chapter in line with the aim of exploring biological
applications for phase imaging.
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7Transport equations and
defocused images for quantitative
phase recovery
7.1 Introduction
The commonly known “transport of intensity” (TIE) equation was proposed by
Teague (Teague, 1983) as a method for the optical phase-retrieval problem. The
aim is to deduce optical phase from only irradiance measurements using non-
interferometric techniques. Compared to many other phase retrieval algorithms
(Fienup, 1982), TIE is non-iterative, purely computational and no auxiliary device
needs to be introduced.
The original set of TIE equations proposed by Teague consists of two equations
that are evolved from a treatment on the parabolic wave equation. Let the wave
amplitude be expressed in terms of the irradiance I and the phase φ, which are
real-valued quantities,
Uz(r) = [Iz(r)]
1/2 exp [iφz(r)] . (7.1)
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(∇I)2 − I2(∇φ)2 + kI2, (7.3)
with the first one being the “transport of intensity” and the second one being
the “transport of phase”. All the ∇ operators are in two-dimensional transverse
direction, and the 3D vector coordinates are (r˜⊥, z). The first one of these two
can be simplified into a two-dimensional Poisson equation, and hence is the choice
for a solution of φ. The second equation does not enjoy the same popularity and
is rarely used mainly due to its higher orders.
A variation of the basic equation Eq. 7.2 may be expressed in terms of loga-
















which shows that there is a direct relationship between phase φ and the three-
dimensional logarithmic derivative of irradiance. Streibl also pointed out that the
phase recovered from these TIE equations is not the true phase of the object, but
rather the phase of the wavefront (or image) since no system can achieve perfect
imaging without aberrations or diffraction. With a known point spread function
of the system, the object phase may be calculated backwards from the image
plane based on coherence restriction or a band-limited object for an extended
source, but he did not give solutions on how exactly to achieve this.
Besides the set of TIE equations proposed by Teague (Teague, 1983), Sheppard
also derived another set of TIE equations that are analogous to Teague’s but
without the parabolic assumption (Sheppard, 1995). It was later pointed out
that Teague’s TIE equations are a special subset of some basic equations that
can be used for deducing the direction and absolute value of the phase gradient
information in three-dimensional space (Kolenovic, 2005). What Teague derived
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is only applicable when light propagates mainly in one direction, equivalent to
the paraxial approximation.
Experimental implementation of solution to the TIE started with Ichikawa et
al. (Ichikawa et al., 1988) who demonstrated phase retrieval when an amplitude
grating is inserted into a plane z = 0 immediately after the pupil plane. This
experiment, although successful, was a special case of applying the TIE equation
since the wavefront was split and separated through Fourier transform in the
spatial domain by the grating. TIE was solved individually for each diffraction
order, and effectively a shearing interferometer was implemented alongside with
TIE (Roddier, 1990).
At about the same time, another group of people were working independently
on developing methods for wavefront sensing through its curvature values (Rod-
dier, 1988), and it turns out that TIE and wavefront curvature sensing are unified
problems (Roddier, 1990). Recently, an Australian group revived the interest of
TIE by incorporating it to x-ray microscopy and bright-field optical microscopy,
coining the term quantitative phase microscopy (QPM) (Iatia, 1999; Nugent et al.,
1996). The fact that TIE is not restricted to the coherent regime but works also
with a partially coherent source (Paganin & Nugent, 1998; Streibl, 1984) makes
it accessible to a wide range of experiments in the optical (Barty et al., 1998),
and x-ray regimes (Allen & Oxley, 2001), as well as in electron-beam microscopy
(Beleggia et al., 2004).
7.2 Solutions to TIE
Only a few defocused images are required to solve the TIE equation. The basic
setup in the microscopic system is shown below, where either the object or the
image recording device can be translated axially to get defocused images. Ac-
tually there is a difference in the image formation between these two kinds of
operations. In our experiment (Fig. 7.1), the object’s position is manipulated to
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obtain the defocused images as shown below. The diagram is simplified for direct
conceptualization, and it is not a representation of the light train. An actual
stack of defocused images for cheek cell is included for appreciation of the actual






Figure 7.1: Simplified system diagram for TIE setup - This is a simplified
figure illustrating the principle of TIE in microscopic system. Defocused images
are obtained using translation of the object.
The solutions presented below refer specifically to the basic TIE equation (Eq.
7.2). Teague outlined an approximate solution in his original paper (Teague,
1983), where the Helmoltz’s theorem was applied to decompose the vector field
I∇φ in Eq. 7.2 as
I∇φ = ∇ψ +∇×A (7.5)
where ψ is a continuous scalar field and A is a continuous vector potential. Ignor-
ing the second curl vector term (assuming the beam is divergence free), Teague’s
equation becomes a Poisson type of the auxiliary function of ψ,





I (r˜⊥, z) , (7.6)
for which he then proposed a solution based on the Green function for a funda-
mental solution. Also starting from Teague’s approximation, Paganin and Nugent
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Stack of defoucsed images
Figure 7.2: A stack of defocused images for solving TIE in bright field
microscopy setup - A stack of defocused images for solving TIE in bright field
microscopy setup. The defocus distance is 1µm in object space.
suggested an alternative algorithm which requires the use of pseduo-differential
operators (Paganin & Nugent, 1998).
After obtaining the intensity derivative along the z-direction, one can see that
solving the TIE equation (Eq. 7.6) becomes an inverse Laplacian process with
boundary conditions. If the defocus planes are chosen to be close to the pupil
plane, effects of the pupil function on boundary conditions are significant. In
our system, however, defocus planes are chosen to be near the image planes since
it is a microscope system, hence the effect of generation of phase fluctuations
along boundaries from “sharp” pupils is reduced . Here we adopted an approach
that is equivalent to Paganin and Nugent’s, where Fourier-based computations
are utilized for speedy processing. The basic steps are repeated below and more
details can be found in Allen’s paper (Allen & Oxley, 2001).





= inunF [f(x, y)] , (7.7)
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where F is the Fourier Transform symbol and u is the spatial frequency variable
conjugate to x in the Fourier space. If variable v is the conjugate for y in Fourier
space, then we have from the Fourier formulas (Spiegel, 1968),
F [∇⊥f(x, y)] = i2pixˆuF [f(x, y)] + i2piyˆvF [f(x, y)] , (7.8)
F
[∇2⊥f(x, y)] = −4pi2(u2 + v2)F [f(x, y)] . (7.9)
Using these relationships in Eq. 7.6 then has a solution given by
















where we can obtain ψ. Using Eq. 7.8 twice we can then construct the quantity
∇⊥ • [I−1((r˜⊥, z)∇⊥ψ (r˜⊥, z)], which is the laplacian of φ ignoring a curl term in
Eq. 7.5 . Finally the phase term φ (r˜⊥, z) can be solved from an inverse Fourier
transform of the following relationship:




[∇⊥ • [I−1((r˜⊥, z)∇⊥ψ (r˜⊥, z)]] . (7.11)
There are four key issues to be taken care of before the above Fourier process
can be successfully implemented. These are:
1. Control of maximum value of intensity in the principal (central) plane
2. Treatment of division by zero value at the zero spatial frequency
3. Differential image along axial direction with noise reduction
4. Boundary conditions
It is easy to tackle the first two problems with standard techniques. A simple
global thresholding is used to remove the top 5% of the intensity pixels as these
are saturated values and can be considered as outliers. The central image is
ensured to be positive-definite before substituting it into Eq. 7.11. Also from Eq.
7.11, one can see that the term (u2 + v2)−1 will have singularity at u = v = 0.
A regularization technique (Engl et al., 1996) where an auxiliary constant is
added in the denominator was applied in this situation. The constant value
118
7.2 Solutions to TIE
must be carefully chosen so that no significant suppression is incurred for spatial
frequencies other than those at (0, 0) position.
The last two conditions must be handled more carefully. For point 3, in
order to achieve the differential image along axial direction, i.e. ∂
∂z
I (r˜⊥, z), at
least another defocused image I (r˜⊥, z+) or I (r˜⊥, z−) must be acquired. The
most common way of implementing derivative, however, is using “central (finite)
difference” algorithm where a minimum of 3 images are utilized. At N = 3 (No.
of images needed along axial direction),
∂
∂z
I (r˜⊥, z) ' I (r˜⊥, z + d)− I (r˜⊥, z − d)
2d
. (7.12)
It can be seen from the frequency response (Fig. 7.3) that such a differentiator
traces as close as possible to the ideal differentiator (red-dotted line) with no finite
difference. This is ideal for noise-free data, but will not be well suited in practical
environment where data sets contain a lot of high-frequency noises. A more
robust differentiator with noise suppression feature is needed, and one such can
be found at: (Holoborodko, 2009) (Fig. 7.4) where a minimum of N = 5 number
of images are needed, and its expression as
∂
∂z




In practical implementation, most of the data acquired from optical mi-
croscopy (with white light illumination) is quite clean under good experimental
conditions, and thus central difference method with N = 3 is sufficient in most
cases, but the smooth differentiator with N = 5 is used when the sample is very
thin and extremely weak, i.e. live biological samples. The following figure depicts
a difference in Signal to Noise (S/N) ratio for reconstructed TIE images (Fig. 7.5)
using N = 3 images (Eq. 7.12) or N = 5 images (Eq. 7.13).
A proposal for handling the boundary condition in TIE type of Poisson Equa-
tion can be found in a paper by Volkov (Volkov et al., 2002), where simple sym-
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Figure 7.3: Frequency response of common central difference differen-
tiator - The figure shows the frequency response of differentiators implemented
using Central Difference technique, taken from Pavel Holoborodko’s applied math-
ematics.
Figure 7.4: Frequency response of smooth noise-robust differentiator
- The figure shows the frequency response of differentiators implemented using
smoothing and noise surpresson, taken from Pavel Holoborodko’s applied mathe-
matics.
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Figure 7.5: Noise-robust Differentiator for axial intensity difference -
The figure shows a comparison TIE reconstructed images using normal central
difference algorithm (left) and enhanced noise-robust algorithm(right) for intensity
differentiation along axial direction.
metric padding is applied to satisfy the Neumann boundary conditions. This
approach is adopted for the Fourier implementation of TIE coding in MATLAB.
Alternatively, one could also solve the TIE equations to satisfy the Neumann
conditions using iterative methods (Roddier & Roddier, 1991). In our opinion,
the first approach is usually sufficient for solving image plane TIE equations such
as the ones presented this thesis, but it will not be effective for diffraction plane
TIE equations where fluctuations of phase at the boundaries will be significantly
affected by the pupil functions.
Taking these four key issues into account, exact solution to the TIE equation is
possible. Eq. 7.2 has a unique solution provided that the intensity at the central
plane I (r˜⊥, z = 0) > 0 (Teague, 1985). Numerical computational techniques such
as the multigrid methods (Press et al., 2007) can be implemented as a standard
Poisson equation solver. Iterative methods such as the Gerchberg-Saxton algo-
rithms (Gerchberg & Saxton, 1972)can also be more robust in presence of noise
and phase singularities (Allen & Oxley, 2001), hence will be more accurate. We
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note that Roddier also proposed an iterative Fourier-computing based algorithm
for reconstruction of a wavefront from its curvature (Roddier & Roddier, 1991),
i.e. the inverse Laplacian procedure. An apodization function along the bound-
ary is repeatedly divided from the image spectrum, and subsequently reversed,
making it effectively a Gerchberg-Saxton approach. However, the Fourier-based
approach we adopt is a moderate compromise between accuracy and speed and
is well suited for biological applications presented in this thesis, where phase
singularities and fluctuations at the boundaries are minimum.
7.3 Quantitative phase imaging through TIE
Using the Fourier-based Poisson solver (outlined in Section 7.2), one could recon-
struct the OPL of a phase sample using a stack of data (a minimum of 3 images
is needed for the implementation here).
A pure phase object of a crab pattern was manufactured using e-beam lithog-
raphy with PMMA substrate and negative photoresist at 3D Optical Systems
Laboratory at MIT. The crab pattern follows the image model design (Section
6.2.3) throughout this thesis, but it is a physical object instead of the virtual
object used for simulation. A bright field image stack of the crab under Ko¨hler
illumination was acquired with the Olympus BX61 optical microscope (with DIC
capacity), and 10x 0.4 N.A. objective.
The TIE reconstruction is performed using Neumann boundary conditions
in Fourier implementation without regularization (Fig. 7.6 (left column)). The
same object was also reconstructed using a single-shot off-axis digital hologram
(Section 5.3) with a similar magnification power. We use 1D unwrapping method
for the highlighted section for more accurate results. Both are presented side-
by-side for comparison, where a line profile across a section of each crab is also
illustrated (Fig. 7.6).
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Figure 7.6: TIE and DHM reconstruction comparison. The figure shows
the comparison between TIE and DHM reconstruction for a pure phase object.
TIE reconstructed phase imaging (a) and its line profile at the highlighted section
(c) on the left column. DHM reconstructed imaging (b - wrapped phase) and its
line profile at the highlighted section (d) on right column.
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In order to test which of the above two methods can be more quantitative, the
sample was measured using an AFM machine at Nanobiomechnics Laboratory,
NUS. The result from an AFM measurement can be used as a reference to validate
our results obtained from TIE means or digital holographic reconstruction (Fig.
7.7).
The similarity between the AFM profile and the TIE profile is striking, and it
demonstrates that TIE is a very reliable method for quantitative phase imaging
if correct precautions are taken care of during the implementation (Section 7.2).
The DHM reconstruction is inferior because the phase distortion introduced in
the object arm is only partially compensated, and a single usage of an unmatched
microscope objective also introduces aberrations (discussed in Section 5.2). But
both methods can recover correct phase levels: around 10 radians for the high-
lighted leg region (Fig. 7.6 (c) and (d) with red arrows). To the best of our
knowledge, such direct comparison results between coherent-based phase imag-
ing methods (i.e. DHM) and partially coherent based phase imaging methods
(i.e. TIE) is not previously available in published literature.
7.4 Application in DIC microscope
7.4.1 Introduction
As presented in the previous chapter, differential interference contrast (DIC) mi-
croscopy is an inherently qualitative phase imaging technique. What is obtained
is an image with mixed phase-gradient and amplitude information, rather than a
true linear mapping of actual optical path length (OPL) differences. Thus the re-
sulting image cannot be used directly for quantitative analysis, as the intensity is
not linearly proportional to the phase distribution (Cogswell & Sheppard, 1992).
Instead of following the typical route of obtaining phase gradient image and
then numerical integrations for reconstructions (Section 6.4), we investigate here
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Figure 7.7: AFM section measurement of the crab phase object - The
figure shows the AFM measurement of the crab section in the right claw (same
position as the line profile show in TIE and DHM measurements). Its line profile
is also plotted (top left).
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an approach that combines the transport of intensity equation (TIE) with DIC
microscopy, thus improving direct visual observation. There is little hardware
modification and the computation is non-iterative, and we name the technique
TI-DIC.
The section immediately following this is based on an underlying thin sam-
ple assumption where phase gradient variation along optical axis (z-direction) is
considered to be small and ignored. Within a small defocus distance, the optical
sectioning effect of DIC is also ignored, so that variation in phase distributions
within the defocus range is considered minimal.
7.4.2 TI-DIC
A detailed discussion about the solution of TIE is given in Section 7.2. Here we
make use of the simplified TIE equation (Eq. 7.2 from Section 7.1 and is repeated
here) that was proposed by Teague (Teague, 1983) through a paraxial simplifica-
tion of the scalar wave equation. Consider a complex field,
√
I (r˜⊥, z) exp (iφ (r˜⊥, z))
immediately after the object, the phase of the field can be retrieved through
∇⊥  [I (r˜⊥, z)∇⊥φ (r˜⊥, z)] = k∂zI (r˜⊥, z) , (7.14)
where k is the wave number, (r˜⊥, z) denotes the paraxial coordinate system, and
r˜⊥ is the 2D position in the transverse plane normal to the optical axis z. The
terms I (r˜⊥, z), φ (r˜⊥, z) and ∂zI (r˜⊥, z) denote the in-focus image intensity, phase
to be retrieved and longitudinal derivative of the intensity, respectively. The
two-dimensional gradient operator ∇⊥ operates only on the transverse plane, i.e.
normal to the optical axis. The fact that TIE also works in partially coherent
regime (Section 7.1) makes the following proposal of combining TIE and DIC a
suitable match.
From Eq. 6.2 in Section 6.2, let |aA|2 and |aB|2 be the displaced intensities IA
and IB,respectively, resulting from shearing the wavefront, then IA and IB each
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satisfies Eq. 7.14. After applying a differential operator of k ∂I
∂z
to both sides of








cos (φA − φB − 2θ) , (7.15)
where the phase gradient change along the small defocus distance in the axial
direction is assumed to be small. This is generally true for thin biological samples.
Given uniform illumination, i.e. IA = IB = I0, let φA = φ0 + δφ, φB = φ0 − δφ,




= I0∇2φA + I0∇2φB − 2I0
(∇2φA +∇2φB) cos (φA − φB − 2θ) , (7.16)




= 2I0 [1− cos (2δφ− 2θ)]∇2φ0. (7.17)
Notice that the right hand side of Eq. 7.17 is ∇2φ0 multiplied by a scaled version
of the original DIC image (Eq. 6.6 from Chapter 6). Thus after dividing both
sides by the in-focus DIC image intensity, a Fourier inverse Laplacian can be
applied to solve Eq. 7.17 for φ0 with standard regularization treatment to avoid
dividing by zero at zero spatial frequency (Section 7.2). The reconstruction is
independent of the bias value θ; however, a suitable θ value will give better
signal-to-noise (S/N) ratio in the reconstruction.
To investigate the validity of this proposed theoretical formalism, we con-
ducted phase reconstructions with simulated DIC images. The model image is
obtained through Eq. 6.6 from Chapter 6, where the test wavefronts consist of
a pure phase function of a crab pattern (Fig. 7.8) of radian values varying from
[−pi, pi]. A DIC image is simulated by introducing a small shear (Section 6.2.1) to
the two wavefonts and taking the modulus squared value. The under-focused and
over-focused DIC images are obtained using an angular spectrum implementation
of the free-space Fresnel propagator (Goodman, 1996) on the complex amplitude.
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Following a Fourier solution to the DIC-adapted-TIE equation (Eq. 7.17), the
quantitative phase profile of the crab is retrieved. During the reconstruction pro-
cess the image noise is amplified by the inverse of the defocus distance δz−1 (Barty
et al., 1998). Thus, the choice of a larger δz increases the SNR of the intensity
derivative estimate; however, increasing δz also decreases the accuracy of the lin-
earity assumption that underlies our finite difference derivative approximation. A
program has been written to have a quick estimation of the noise profile in order
to find the best possible δz distance for each sample before reconstruction. In
simulation, a Poisson noise of 2% against the maximum intensity with maximum
photon count at 10k was introduced. The effect (Fig. 7.8 (d)) is quite similar to
that of the data obtained in real experiments.
!
Figure 7.8: Simulated phase reconstruction from TI-DIC - The figure
shows result of TIE reconstructions on simulated DIC images with phase function
of a crab pattern. (a) Original phase profile (b) simulated DIC image (c) TI-DIC
reconstruction (d)TI-DIC reconstruction with 2% of Poisson noise added against
the maximum intensity
To test the capacity of the technique in real experimental conditions, we
first imaged an unstained cheek cell with an Olympus 40x, 0.9-NA UplanApo
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air objective using Olympus BX61 DIC microscope under Ko¨hler illumination
with DP30BW CCD camera. The condenser aperture was set to be 70% of
the objectives to optimize the coherence parameter S (N.A. condenser/ N.A.
objective) Sheppard (2002) for TIE. Two bias values θ equals to pi/4 and 3pi/4
were chosen for a linear dependence region of DIC (Cogswell & Sheppard, 1992).
The left column of Fig. 7.9 shows the best-focused DIC center images at these
bias values, and the right column shows their reconstructed phase images from
a pair of defocused images at 1.5µm from the best-focus position. The two DIC
images generate almost identical reconstruction images, despite having opposite
bias. Actually this behavior follows directly from Eq. 7.17, where the same
φ0 is reconstructed. In fact, phase gradient information that is embedded in a
single DIC image is preserved in the proposed algorithm, and we verified this by
comparing the phase gradient information obtained from our method with that
of a conventional method using phase-shifting DIC (Cogswell et al., 1997). Both
approaches retrieve the same phase gradient information, as shown in Fig. 7.10,
even though they are based on different data sets. This supports the view that
there is no information lost in the proposed technique, and the reconstruction is
valid and accurate.
To further demonstrate our method quantitatively, we imaged a well-characterized
single-mode optical fiber (Corning Inc, NY 14831 SMF28) in air with the same
experimental setup using a 20x, 0.75-N.A. UplanApo objective with Ko¨hler il-
lumination. The protective coating of the fiber was stripped. Three images at
bias values of pi/4 were taken with a defocus step of 1.5µm. The reconstructed
image shows the core of the fiber (Fig.7.11 (a)) dimly, as the change in phase in
this region is very small compared with the total phase change. However, after a
histogram adjustment, the core part can be clearly seen (Fig. 7.11 (b)). In order
to characterize the fiber, we validated that the refractive index difference between
the core and the cladding agreed with theoretical values in the datasheet (Fig.
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Figure 7.9: Original DIC images of cheek cell and TI-DIC reconstruction
images - The figure shows result of TIE reconstructions on human buccal (cheek)
cells. (a) & (c) (left column) DIC image at bias value θ of pi/4 bias and 3pi/4 bias
respectively. (b) & (d) TI-DIC reconstruction images for (a) and (c) respectively.
The phase reconstructions are almost identical even though the original images
have different bias.
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Figure 7.10: Validating the TI-DIC process with phase gradient infor-
mation. - Validating the TI-DIC process with phase gradient information. (A)
phase gradient image from differentiating TI-DIC image (B) phase gradient image
from phase stepping DIC. The phase gradient reconstructions are substantially the
same, even though they are generated from different data sets.
7.11 (c)). We calculated theoretically the OPL profile of the cladding without
the refractive index difference in the core region according to the given dimen-
sions (Fig. 7.11 (c) in red). Then we fitted the experimental profile excluding
the points covering the core region and the regions outside the cladding to the
theoretical value. The maximum OPL difference (value of ∆ in Fig. 7.11 (c))
along the center of the core (after normalization) is found to be 0.32%, which is
very close to the manufactured information of 0.36%, proving that our method is
able to detect minute phase changes quantitatively.
The technique presented herein provides the conventional DIC microscope
with a powerful additional function without significant alterations to the setup.
The proposed approach is direct and Fourier-computation based, thus quantita-
tive phase information can be retrieved nearly in real-time. See Fig. 7.12 for the
first frame of a real-time reconstruction of macrophage cells (mouse macrophage-
like cell line RAW 264.7) from DIC images acquired in a time series.
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Figure 7.11: TI-DIC Fiber reconstruction - TI-DIC Fiber reconstruction (a)
Reconstructed phase profile of the fiber (b) Same profile after histogram adjustment
(c) Fitting of the fiber profile to theoretical data.
Figure 7.12: TI-DIC on live cells. - DIC image of macrophage cells (left) and
its TI-DIC reconstructed phase image (right).
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Live cellular quantitative phase imaging has been obtained with TIE bright
field reconstructions (Barty et al., 1998). Under the assumption that phase gradi-
ent information is z-independent (true for most thin biological cells), the recovered
phase information from TI-DIC is the same as what one would get from TI-BF
(Eq. 7.17). The current technique expands TIE to even wider usages because
the DIC microscope is far more prevalently used in biological laboratories. The
underlying reason is that phase contrast mechanism is vital in dealing with trans-
parent and colorless samples in biological and medical research. Henceforth, the
immediate advantage of introducing TIE to DIC is that a stack of DIC images can
be used for the dual purpose at the same time: visualization and reconstruction.
This greatly enhances the feasibility of real-time observations and experiments.
7.4.3 Applications of TI-DIC images with image enhance-
ments
Besides quantitative phase measurements with TI-DIC reconstructed images, one
can comprehend more information with some additional image enhancement tech-
niques. The applications of the quantitative phase imaging could reach far more
interesting areas rather than the mere morphological implications. Below is a list
of a few possible directions.
1. Detailed cell structure through binary gradient calculation of the obtained
phase image. Such an image could be obtained by conducting an edge detection
algorithm (Gonzalez & Woods, 2002) on the reconstructed TI-DIC images. The
details within the cell are more obviously revealed (Fig.7.13). One could possibly
use this for tracking down of a particular molecule or to follow the pattern of
movement in the structure of extracellular matrix (ECM) if a real-time video is
reconstructed.
2. Cell tracking and counting. With original DIC images, it is hard to seg-
ment out a single cell from the background due to the mid-gray contrast level
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Figure 7.13: Binary phase image from TI-DIC images - Binary phase gra-
dient image obtained from an edge detection algorithm with TI-DIC reconstructed
cheek cell
in DIC images, and intensities in different directions of cell boundaries are often
of reversed polarities due to the pseudo-3D relief appearance. With TI-DIC re-
constructions, the cells are represented by intensity values that are significantly
different from those of the background because of the optical thickness gener-
ated from the cell’s biomass. Segmentation algorithms can be easily applied and
henceforth cell counting features can be implemented. Below shows the same
cheek cell after segmentation using simple morphological filtering (Fig.7.14).
3. Deconvolution for image enhancement. Knowing the shear values (Section
6.2.1), we can deconvolve the obtained TI-DIC reconstructed image to remove the
shearing effect to get a sharper image. If we consider that the TIE equation (Eq.
7.2) applies to either of the sheared wavefronts, the TI-DIC reconstructed image
can be thought of as a combination of two very slightly displaced reconstructed
wavefronts, as if each one of them were coming from a TI-BF reconstruction. The
tiny shearing displacement is not big enough to show any “doubling” effects but
creates a subtle blurring. With known shear values relative to the image plane
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Figure 7.14: Segmented image from TI-DIC images - Segmented image
obtained from a morphological filtering with TI-DIC reconstructed cheek cell. The
boundary is outlined in white
Figure 7.15: PSF for estimating the shear - Shearing PSF
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Figure 7.16: Deconvolution image on TI-DIC cheek cells - Deconvolution
image on TI-DIC cheek cells. Four algorithms were used and Richardson-Lucy is
the best.
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Figure 7.17: Deconvolution image on TI-DIC mphage cells - Deconvolution
image on TI-DIC mphage cells. Four algorithms were used and Richardson-Lucy
was found to be the best.
(Section 6.2.1), we can designate two points as the shearing PSF (Fig. 7.15), and
use this to deconvolve the previously obtained TI-DIC images. A few algorithms
have been tried and a unity matrix (matrix of all 1s) are substituted in the blind
deconvolution. The Richardson-Lucy algorithm (Lucy, 1974; Richardson, 1972)
was found to perform the best across various types of samples (Fig. 7.16 and Fig.
7.17).
7.5 Phase retrieval using defocused images
One cannot help noticing the intertwining relationship between TIE equations
and the defocusing technique, the latter being one of the oldest techniques for
extracting phase information in imaging weak phase objects (i.e. unstained bio-
logical samples). Before the introduction of Zernike’s Phase Contrast technique
(Zernike, 1942), every microscopist knew that transparent objects would show
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enhanced contrast with slight defocus. Using Streibl’s (Streibl, 1985) 3D weak
object transfer function (WOTF) with first order Born’s approximation (Born &
Wolf, 2005) in a partially coherent system, one can express the transfer of phase
and amplitude information by the real and imaginary parts of the 3D Fourier
spectrum of the scattering potential of the object. The effect of weak defocus
in imaging weak phase object can then be explained using the 2D defocused
WOTF. This is derivable from either a 1D Fourier Transform of the 3D WOTF
(Barone-Nugent et al., 2002; Sheppard, 2002), or a direct convolution with three
overlapping circles representing defocused objective pupil, its complex conjugate,
and the condenser pupil respectively (Hopkins, 1955).
For the case of biological samples, the same defocused stack of data acquired
previously for TIE reconstructions can be used for phase reconstruction using
direct inversion of the defocused WOTF. Correct to a first-order approximation,
the real and imaginary part of the 2D defocused WOTF was derived by Sheppard
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1− S ≤ l ≤ 1 + S. (7.19)
where all symbols follow our conventions throughout this dissertation, i.e., l is
the radial spatial frequency with l2 = m2 + n2, and is normalized against the
N.A of sinα/λ. S is the coherence parameter, which is equal to the ratio of
N.A. of the objective over the N.A. of the condenser, u is the normalized defocus
distance. It is important to realize that the WOTF is proportional to l2 for
0 ≤ l ≤ 1− S (Eq. 7.18 and Eq. 7.19), and thus an inverse laplacian equivalent
filter F (l) = −1/2piul2S2 can be applied to the processed image spectrums for
restoring of the phase information. The restored WOTF is then (Sheppard, 2004),
CWi = 1, 0 ≤ l ≤ 1− S, (7.20)
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The restored WOTF has a linear response for phase up to a normalized spatial
frequency of 1− S, and then rolls off. Hence subtraction of a weak phase object
imaged at two positions of small opposite defoci at u, −u gives a phase-contrast
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image, which can be further rendered for a quantitative phase image through the
inverse Laplacian filtering mentioned above. One interesting observation is that
the Fourier implementation of TIE equations boils down to an inverse Laplacian
operation as well (Section 7.2). The uncanny similarities of an inverse Laplacian
operation existing both in the TIE approach and the WOTF approach are not
without reasons: the fundamental wave equation that governs the correlation of
phase and intensity gives that, under monochromatic light, the absolute value
of the three-dimensional phase gradient is determined by the intensity variations
along propagation direction. This is a representation of the law of light energy
conservation, analogous to the law of mass or the law of charge in classical physics
(Ichikawa et al., 1988). In optical metrology where planar sensors are often used,
the same principle applies if light propagation is mainly in the axial direction
(Kolenovic, 2005).
Both TIE and WOTF approaches were implemented on some of the biological
data acquired, and the results of their comparison on reconstructed phase images
are presented below.
The imaging conditions are similar to those used for the experimental results
shown throughout this dissertation, with 40x, N.A 0.9 UplanApo Olympus ob-
jective under Ko¨hler illumination. The condenser aperture is set to be 30% for
optimized imaging conditions in inverse filtering. Two biological samples that
can be classified as weak phase objects are presented below. The first is the
well-known cheek cell (Fig. 7.18), and the second is roundworm (Ascaris Lum-
bricoides) mitosis process (prepared slide from Carolina Inc). Notice that both
WOTF and TIE can retrieve phase information, and the performance is com-
parable (Fig. 7.18 and Fig. 7.19). The same image stack with a weak defocus
value of 0.1µm was used in both reconstruction procedures. With the line profile
plotted in Fig. 7.19, it can be seen that quantitative phase information from both
is similar in this scenario.
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Figure 7.18: TIE and WOTF reconstruction for cheek cell - TIE (left) and
WOTF (right) reconstruction for cheek cell
Figure 7.19: WOTF and TIE reconstruction for roundworm mitosis -
WOTF (top left) and TIE reconstruction for cheek cell(top right), and a line profile
through the reconstruction for WOTF (bottom left) and TIE (bottom right).
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A quantitative object was tested with the WOTF approach and benchmarked
against the TIE technique. A single-mode step-index fiber (Corning Inc, SMF
28) immersed in matching refractive index liquid of nm = 1.46 was imaged
with 10x, N.A. 0.4 UplanApo Olympus objective under Ko¨hler illumination on
a conventional bright-field microscope. The coherence parameter is set to be
54%(S = 0.54) for an extended linear region after inverse filtering. The same
weak defocus value of 0.4µm was used in both TIE and WOTF reconstruction
procedures. Since the fiber was imaged under well-matched conditions, it can be
considered as a weak object. The WOTF method proposed has parallel perfor-
mance as compared to the well-known TIE method (Fig. 7.20). Negative images
with background removed are shown for better contrast. The line profile of each
reconstruction algorithm (Fig. 7.20. (c)) matches well with the manufactured
data except for a slight skewness, which may be contributed by the fiber’s in-
homogeneity. But the small refractive index difference between the core and the
cladding of 0.3% can be easily detected and it can be seen that quantitative phase
information from both is similar.
7.6 Discussion and Conclusion
The fact that TIE is based on the Helmholz wave equations (Sheppard, 1995;
Teague, 1983) makes it a very versatile technique that is applicable to various
imaging conditions without serious constraints. Besides implementing a Fourier-
based TIE solver, a specific application of TIE to DIC microscopy was proposed
in this chapter (TI-DIC in Section 7.4). One interesting observation is that the
recovered phase information from TI-DIC is almost identical to that when TIE
is applied to bright field microscopy (TI-BF) under the thin sample assumptions.
However this condition may not be valid in all cases, especially when there is
phase gradient variation along the axial direction. In addition, the depth of field
(DOF) with DIC is narrower than that of a conventional microscope, which results
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(a) (b)
(c)
Figure 7.20: TIE and WOTF reconstruction for a matched single-mode
fiber - TIE (a) and WOTF (b) reconstruction for single-mode fiber, and a line
profile through the reconstruction for TIE (c).
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in its well-claimed optical sectioning effect (Inoue & Spring, 1997), and hence the
defocus values chosen for TI-DIC must be valid for the shift-invariant imaging
constraint. This requires a weak defocus, which makes the situation viable for
direct inversion and phase reconstruction using defocused WOTFs as well (Section
7.5). Within the applications of phase reconstruction of biological samples and
weak phase objects, both TIE and defocused WOTF can be implemented for
quantitative phase reconstruction, and the latter is simpler and more robust for
implementation. With a strong phase object, the defocused WOTF approach




This thesis is dedicated to optical phase imaging methods, and especially quanti-
tative phase imaging for biological applications. The physics of image formation
and the design techniques for instrumental setups are investigated. Several novel
algorithms for improved phase recovery were proposed and implemented on a
few suitable optical microscopy modalities. The fundamental link towards better
phase imaging guides the quest of this thesis work.
First, a theoretical framework for analyzing image formation in both DHM
and holographic tomography was set up using advanced optical transfer theory
of Fourier optics. A general overview of the imaging behaviour of DHM was
shown using the representation of a single spherical shell in Fourier Space, and
hence, it was demonstrated that 3D imaging capacity in DHM is limited. Follow-
ing this observation, improving DHM using tomography was analyzed using the
coherent transfer function (CTF) with consideration of diffraction optics. Both
paraxial and high N.A. cases were included. Analytical geometry was deployed
for the evaluation of full spherical 3D pupil in the high N.A. case. These analyt-
ical expressions and visualizations of 3D CTF cutoffs enables a new perspective
of understanding the system behaviours of DHM and holographic tomography.
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Now we can make use of such CTFs for inverse filtering, or more importantly,
as an integral check of Fourier space interpolation in the further reconstruction
procedures. An implementation of DHM was subsequently realized for a trans-
mission setup. Quantitative phase imaging was put into action for a USAF test
target as well as a PMMA phase object.
Second, explorations for generating linear phase profile (OPL) in DIC micro-
scope were structurally presented. Due to its vast availability in biological and
biomedical laboratories, quantifying its images has fundamental significances in
finding more applications for the topic of quantitative phase research. A system-
atic study of its imaging characteristics was carried out, starting from determining
the functions and parametric values of its components. Instead of a conventional
point spread function (PSF) approach, the shear value was measured using a
novel and more accurate technique based on image recorded at the back focal
plane (BFP). A few reconstruction algorithms based on the phase gradient infor-
mation were investigated and results reported. A specific application of refractive
index profiling in optical fibers was demonstrated at the end.
Last, a classical topic in phase retrieval using the transport of intensity equa-
tions (TIE) was uniquely adapted to optical microscopic applications in this the-
sis. It is known as a Poisson type of equation and we implemented it using Fourier
based computing, therefore ensuring its dynamic features for quick acquisition and
processing. In particular, a mathematical relationship of DIC adapted TIE equa-
tions was found and employed in a commercial DIC microscope. Live cellular
phase imaging reconstructions were achieved using in this technique. Further-
more, the fundamental relationship between defocusing and phase information
for weak phase objects was inspected in comparison with TIE reconstructions.
Such results were intriguing, showing the exclusive simplicity in reconstructing
phase profiles for weak phase objects.
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8.2 Recommendations for future research
In this thesis, various optical imaging modalities and algorithms for quantita-
tive phase imaging were explored and studied experimentally. The efforts are
extensive but not exhaustive.
In deriving the 3D CTF of holographic tomography, an unprecedented theo-
retical formalism was presented. Although successfully implemented for various
types of setups in experiments in published literature, research in holographic to-
mography had not received such a kind of theoretical perspective before. Usage
of the derived 3D CTFs in the actual reconstructions remains undiscovered, and
itself will be a substantial area of research. The implication of the 3D shapes of
these CTFs is expected to impose a constraint in the 3D interpolations of data
in Fourier space, which is sometimes called the inverse filtering. Applications of
such 3D CTFs may generate further issues such as handling of singularities in
the data meshing and approximation models in object scattering, etc. However,
it can be expected to ameliorate current diffraction tomographic results if these
issues are handled properly.
The adaption of TIE on the DIC microscope in this thesis prompts another
interesting point that is worth much further exploration; that is the consequence
of combining the so-called 3D “sectioning” ability of DIC and TIE for 3D imaging.
TIE is known to have inferior performance in its 3D imaging capacity due to the
lack of axial information from its z-stacking. On the other hand, DIC has a
peculiar sectioning ability that seem to differentiate layers in thick objects, but
this is not the same as the effect of a confocal sectioning (Cogswell & Sheppard,
1992). DIC images also lack information in the lateral direction due to the shear.
The question is then, what will happen if there is some way of combing the two
for complementing each other? The current project (TI-DIC in Section 7.4.2)
presented in this thesis is based mainly on the TIE principle and minimizes the
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sectioning effect of DIC. it will be immensely attractive to discover a way to link
the two for true 3D imaging.
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