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QUASI-PARTICLES IN THE PRINCIPAL PICTURE OF ŝl2 AND
ROGERS-RAMANUJAN-TYPE IDENTITIES
SLAVEN KOZˇIC´ AND MIRKO PRIMC
Abstract. In their seminal work J. Lepowsky and R. L. Wilson gave a vertex-operator
theoretic interpretation of Gordon-Andrews-Bressoud’s generalization of Rogers-Rama-
nujan combinatorial identities, by constructing bases of vacuum spaces for the principal
Heisenberg subalgebra of standard ŝl2-modules, parametrized with partitions satisfying
certain difference 2 conditions. In this paper we define quasi-particles in the principal
picture of ŝl2 and construct quasi-particle monomial bases of standard ŝl2-modules for
which principally specialized characters are given as products of sum sides of the cor-
responding analytic Rogers-Ramanujan-type identities with the character of the Fock
space for the principal Heisenberg subalgebra.
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1. Introduction
Famous Rogers-Ramanujan identities are two analytic identities, for a = 0, 1,∏
m≥0
1
(1− q5m+1+a)(1− q5m+4−a)
=
∑
m≥0
qm
2+am
(1− q)(1− q2) · · · (1− qm)
.
If, for a = 0, we expand both sides in Taylor series, then the coefficient of qn obtained from
the product side can be interpreted as a number of partitions of n with parts congruent
±1 mod 5. On the other side, the nth coefficient of the summand
qm
2
(q)m
, (q)m = (1− q)(1− q
2) · · · (1− qm),
can be interpreted as a number of partitions of n into m parts such that a difference
between two consecutive parts is at least two. Namely, qm
2
“represents” the partition
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(2m − 1) + . . . + 3 + 1 = m2, on which we “add” partitions λ1 + . . . + λs with parts
at most m “counted” by 1/(q)m. For example, q
42 “represents” the “smallest” partition
7+5+3+1 = 16 satisfying difference condition, on which we “add” partitions λ1+. . .+λs
with parts at most 4 “counted” by 1/(q)4. We can illustrate this construction for partition
12 + 9 + 7 + 2 = 30 graphically,
where we “added” partition 4 + 3 + 3 + 3 + 1 = 14.
Analytic Rogers-Ramanujan identities have Gordon-Andrews-Bressoud’s generalization∏
n≥1
n 6≡0,±r(mod 2l+s)
(1− qn)−1 =
∑
n1,n2,...,nl−1≥0
qN
2
1+N
2
2+...+N
2
l−1+Nr+Nr+1+...+Nl−1
(q)n1(q)n2 · · · (q)nl−2(q
2−s)nl−1
, (1.1)
where Nj = nj + nj+1 + . . .+ nl−1 and s = 0, 1, l ≥ 2, 1 ≤ r ≤ l− 1 (cf. [Go], [A1], [A2],
[Br2], [Br1]). These identities have also a combinatorial interpretation, but for 2l+ s > 5
it is not so easy to interpret the sum side of (1.1) as a generating function for a number
of partitions satisfying certain difference 2 conditions among parts.
In 1980’s Rogers-Ramanujan-type identities appeared in statistical physics and in rep-
resentation theory of affine Kac-Moody Lie algebras. This led to two lines of intensive
research and numerous generalizations of both analytic and combinatorial identities, the
reader may consult, for example, the papers [BM], [CLM], [JMS], [Wa] and the references
therein.
J. Lepowsky and S. Milne discovered in [LM] that the product sides of (1.1) multiplied
with factor F =
∏
n≥1(1− q
2n−1)−1 are the so-called principally specialized characters of
standard modules for affine Lie algebra ŝl2. Lepowsky and R. L. Wilson realized that the
factor F is a character of the Fock space for the principal Heisenberg subalgebra of ŝl2,
and that the sum sides of (1.1) are the principally specialized characters of the vacuum
spaces of standard modules for the action of principal Heisenberg subalgebra. In a series
of papers (cf. [LW1]–[LW4]) Lepowsky and Wilson discovered vertex operators in the
principal picture on standard ŝl2-modules and constructed bases of vacuum spaces for the
principal Heisenberg subalgebra parametrized by partitions satisfying certain difference 2
conditions. Nowadays, we may say that combinatorial Rogers-Ramanujan identities come
from two theories for ŝl2: the product side from the representation theory for Kac-Moody
Lie algebras and the sum side from the representation theory for vertex operator algebras.
Inspired by Lepowsky-Wilson’s approach, in [LP] were constructed combinatorial bases
for standard ŝl2-modules by using Frenkel-Kac-Segal vertex operators in the homogeneous
picture. By using results of Andrews, character formulas similar to the sum side of (1.1)
were obtained in [LP]. B. L. Feigin and A. V. Stoyanovsky introduced in [FS] so-called
quasi-particles, coefficients of formal Laurent series
Xα(z)
p = Xα(z1)Xα(z2) · · ·Xα(zp)
∣∣
z1=z2=...=zp=z
,
in order to interpret “directly” the character formulas in [LP]. Later on, G. Georgiev
in [Ge] constructed another type of combinatorial bases for standard ŝln-modules—
essentially the monomials in quasi-particles in the homogeneous picture—from which
one can easily obtain character formulas similar to the sum side of (1.1) by using the
argument we have illustrated above.
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In this paper we define quasi-particles in the principal picture of ŝl2 and construct
quasi-particle monomial bases of standard ŝl2-modules for which principally specialized
characters are given as products of sum sides of (1.1) with the factor F . Similar approach
was proposed by Wilson in [Wi] where the sum side of (1.1) is combinatorially related to
quasi-particle monomials in the principal picture.
Although in the principal picture the interesting identities “live” on the vacuum space,
we work, as in [MP], with the whole standard module, including the action of the principal
Heisenberg subalgebra. In [MP], the linear independence of Lepowsky-Wilson’s combi-
natorial bases of standard ŝl2-modules is proved by constructing the “complementary”
bases in maximal submodules W (Λ) of Verma ŝl2-modules. Here we use the setting and
the results of [MP] to construct Georgiev-type quasi-particle monomial bases of standard
ŝl2-modules in the principal picture. As a result, it easily follows that the sum side of
(1.1) is a natural factor of the character of a standard module, but only for some Λ we
are able to construct a “complementary” basis of W (Λ) and, as a consequence, prove the
linear independence of quasi-particle monomial basis of L(Λ).
We start with basis elements X(n), B(2n + 1), n ∈ Z in the principal picture of ŝl2
and use formal Laurent series
X(p)(ζ) =
∏
1≤i<j≤p
(ζiζj)
−1 (ζi + ζj)
2X(ζ1) · · ·X(ζp)
∣∣∣
ζ1=ζ2=...=ζp=ζ
(1.2)
introduced in [MP]. Since X(p)(ζ) resembles the p-th power Xα(z)
p in the homogeneous
picture, we call the coefficients
X(p)(n), n ∈ Z, p ≥ 1,
of formal Laurent series X(p)(ζ) the quasi-particles of ŝl2 in the principal picture. The
obvious relations like
Xα(z)
sXα(z)
p = Xα(z)
s−1Xα(z)
p+1 (1.3)
for quasi-particles in the homogeneous picture, have more complicated generalizations
for quasi-particles in the principal picture (cf. Lemma 4.2). In Section 5 we construct
Georgiev-type quasi-particle bases of Verma ŝl2-modules M(Λ) (with a highest weight
vector vΛ),
B(i1) · · ·B(ir)X
(p1)(j1) · · ·X
(ps)(js)vΛ, (1.4)
r, s ≥ 0, for odd i1 ≤ . . . ≤ ir ≤ −1 and for 1 ≤ p1 ≤ . . . ≤ ps, satisfying “difference
conditions”
jl ≤ −2pl + jl+1 if pl = pl+1 (1.5)
and “initial conditions”
jl ≤ −pl − 2pl(s− l) if pl < pl+1 (1.6)
(see Theorem 5.2). In fact, the above mentioned generalization of relations (1.3) enables
us to reduce the PBW spanning set of M(Λ) to a spanning set of the form (1.4)–(1.6),
and the linear independence follows from Georgiev’s construction of quasi-particle bases
of principal subspaces of standard ŝl2-modules in [Ge] (see [Bu]).
On a level k standard module L(Λ) we have relations
Rp(ζ) = apX
(p)(ζ)− (−1)k0aqE
−(−ζ)X(q)(−ζ)E+(−ζ) = 0
for p+q = k, and as a consequence, on the standard module L(kΛ0) =M(kΛ0)/W (kΛ0),
k odd, we have a Georgiev-type monomial bases of the form (1.4) with the restriction
1 ≤ p1 ≤ . . . ≤ ps ≤ [k/2]
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(cf. Theorem 6.2). Roughly speaking, the term
qpn
2
p
(q)np
in the right-hand side of character formula (1.1) appears, as in the Rogers-Ramanujan
case, from a monomial factor
X(p)(js−np+1) · · ·X
(p)(js)
in (1.4) for which difference 2p conditions (1.5) hold (see Section 7).
Finally, for some Λ we construct “complementary” bases of W (Λ) by using coefficients
of Rp(ζ) and quasi-particle monomials (see Theorem 8.8) and, as a consequence, we have
a vertex-operator theoretic proof of some of Andrews’ analytic identities (1.1).
Most of relations for Rp(ζ) which we use are already proved in [MP], so we use all
the notation from [MP]. After [MP] was published, the theory of twisted modules for
vertex operator algebras was developed (cf. [Li]), and we show that X(p)(ζ) corresponds
to iterate product
x(z)−1 . . . x(z)−1︸ ︷︷ ︸
p−1
x(z) (1.7)
of the twisted field x(z), which corresponds to X(ζ) with ζ = z−1/2 (see Remark 3.2).
However, we make no use of (1.7) since then there is no need for “translating” the results
in [MP], while the “rough” construction (1.2) seems to be easy enough to handle. And
last, but not the least, we did not extend the twisted vertex operator algebra theory
setting needed to include the formal Laurent series Rp(ζ) which are used in [MP] and
in our construction, nor we replaced Rp(ζ) by some “non-integrated” elements which are
expressed in terms of principal Heisenberg Lie algebra vertex operator B(ζ) instead of
“group” elements E±(ζ).
We should say that, in part, this work was motivated by a construction of quasi-particles
for quantum affine algebra Uq(ŝln) in [Ko].
2. The principal picture of ŝl2 and highest weight modules
In this section we recall the notation and results from [MP]. Let g = sl2 with the
standard basis
e =
(
0 1
0 0
)
, f =
(
0 0
1 0
)
, h =
(
1 0
0 −1
)
,
and invariant symmetric bilinear form
〈x, y〉 = trxy.
Denote by C[t, t−1] the algebra of Laurent polynomials in the indeterminate t. Consider
the involution of g which is 1 on h and −1 on e and f . The corresponding twisted affine
Lie algebra gˆ = ŝl2 is the Lie algebra
gˆ = h⊗ C[t2, t−2]⊕ span {e, f} ⊗ tC[t2, t−2]⊕ Cc⊕ Cd,
where c is a nonzero central element in gˆ, and for x, y ∈ g and m,n ∈ Z,
[x⊗ tm, y ⊗ tn] = [x, y]⊗ tm+n + 〈x, y〉 m
2
δm+n,0c,
[d, x⊗ tm] = mx⊗ tm,
(whenever x⊗ tm and y ⊗ tn are in gˆ).
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Define
e0 = f ⊗ t, e1 = e⊗ t,
f0 = e⊗ t
−1, f1 = f ⊗ t
−1,
h0 = −h⊗ 1 +
1
2
c, h1 = h⊗ 1 +
1
2
c.
Then the elements ei, fi, hi, i = 0, 1, form a system of canonical generators of gˆ = [gˆ, gˆ],
viewed as the Kac-Moody Lie algebra with the Cartan matrix
A =
(
2 −2
−2 2
)
.
Note that
c = h0 + h1.
The relations
deg ei = − deg fi = 1, i = 0, 1,
deg hi = deg d = 0, i = 0, 1,
define a Z-grading of gˆ and d is just the degree operator. This is the principal gradation
of the Lie algebra gˆ.
Set
B(n) = (e+ f)⊗ tn for n ∈ 2Z+ 1,
and
X(n) =
{
(f − e)⊗ tn if n ∈ 2Z+ 1,
h⊗ tn if n ∈ 2Z.
Then the set
{B(m), X(n), c, d : m ∈ 2Z+ 1, n ∈ Z}
is a basis of gˆ. It is clear that the elements B(n) and X(n) have degree n, that is
[d, B(n)] = nB(n), (2.1)
[d,X(n)] = nX(n). (2.2)
Furthermore we have
[B(m), B(n)] = mδm+n,0c for m,n ∈ 2Z+ 1; (2.3)
[B(m), X(n)] = 2X(m+ n) for m ∈ 2Z+ 1, n ∈ Z; (2.4)
[X(m), X(n)] = (−1)m+12B(m+ n) + (−1)mmδm+n,0c for m,n ∈ Z, (2.5)
and where by definition B(m+ n) = 0 for m+ n ∈ 2Z.
Set
s0 = Cc+ Cd,
s± =
∐
n>0
CB(±n),
s = s− ⊕ s0 ⊕ s+.
We call s−⊕Cc⊕s+ principal Heisenberg subalgebra and s the extended principal Heisen-
berg subalgebra of gˆ.
As in [MP], we also use the so-called s-filtration of the universal enveloping algebra
U = U(gˆ) of gˆ (cf. [LW2]): For j ∈ Z set
U(j) = (0) if j < 0, (2.6)
U(0) = U(s)
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and if j > 0 denote by U(j) the linear span of all elements x1, . . . , xn ∈ U , where
x1, . . . , xn ∈ gˆ and at most j of the elements xr lie outside the subalgebra s. Obviously
(0) = U(−1) ⊂ U(0) ⊂ U(1) ⊂ . . . ⊂ U,
U =
⋃
j≥0
U(j).
It is obvious from the commutation relations (2.4) and (2.5) that for any permutation σ
and m1, . . . , mn ∈ Z we have
X(mσ(1)) · · ·X(mσ(n))−X(m1) · · ·X(mn) ∈ U(n−1). (2.7)
For j a positive integer, set
Ξ(j) = span {X(m1) · · ·X(mn) : n ≤ j,m1 ≤ m2 ≤ . . . ≤ mn} .
Clearly, (2.7) and the commutation relations (2.3) and (2.4) imply
U(j) = U(s−)Ξ(j)U(s0 + s+). (2.8)
If i < j, then we say that elements in U(i) are “shorter” in s-filtration then the elements
in U(j).
Set
h = Ch⊕ Cc⊕ Cd,
n± = span {x ∈ gˆ : ± deg x > 0} .
Then we have a triangular decomposition
gˆ = n− ⊕ h⊕ n+
and the corresponding notion of highest weight gˆ-modules. We shall restrict our attention
to the highest weight modules with the highest weight Λ ∈ h∗ such that Λ(d) = 0. Then
every such gˆ-module V is Z-graded,
V =
∐
n≤0
Vn, V0 = Cv0,
where Vn is a finite-dimensional eigenspace of d with eigenvalue n ∈ Z.
We define the principally specialized character of V as the formal power series
chq V =
∑
n≥0(dimV−n)q
n.
As a graded vector space, the Verma module M(Λ) (with the highest weight Λ) is
isomorphic to the universal enveloping algebra U(n−). Hence
chqM(Λ) = F ·
∏
n≥1
(1− qn)−1, (2.9)
where
F =
∏
n≥1
(1− q2n−1)−1.
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3. Quasi-particles in the principal picture
We shall use formal Laurent series as in [MP, Section 5]. In particular, we use Laurent
series
X(ζ) =
∑
n∈Z
X(n)ζn,
B(ζ) =
∑
n∈2Z+1
B(n)ζn
with coefficients X(n) and B(n) in the universal enveloping algebra U(gˆ) of the Lie
algebra gˆ. Then we may write relations (2.1) and (2.2) as
[d, B(ζ)] = DB(ζ), (3.1)
[d,X(ζ)] = DX(ζ), (3.2)
and relations (2.3)–(2.5) as
[B(ζ), B(ξ)] = c
∑
n∈2Z+1
n(ζ/ξ)n, (3.3)
[B(ζ), X(ξ)] = 2X(ξ)
∑
n∈2Z+1
(ζ/ξ)n, (3.4)
[X(ζ), X(ξ)] = −2B(ξ)δ(−ζ/ξ) + c(Dδ)(−ζ/ξ), (3.5)
where D is the linear operator Dζ = ζ(d/dζ) and
δ(ζ) =
∑
n∈Z
ζn,
Dδ(ζ) =
∑
n∈Z
nζn.
The coefficients X(n) of X(ζ) do not commute and the square X(ζ)2, i.e.
lim
ξ→ζ
X(ξ)X(ζ) = (X(ξ)X(ζ))
∣∣∣
ξ=ζ
is not defined. However, we have the relation
(ζξ)−1(ζ + ξ)2X(ζ)X(ξ) = (ζξ)−1(ζ + ξ)2X(ξ)X(ζ)
(cf. (3.5)) and the limit
X(2)(ζ) = lim
ξ→ζ
(ζξ)−1(ζ + ξ)2X(ζ)X(ξ)
exists. Moreover, for a positive integer p the limit
X(p)(ζ) = lim
ζi→ζ
∏
1≤i<j≤p
(ζiζj)
−1 (ζi + ζj)
2X(ζ1) · · ·X(ζp), (3.6)
exists (cf. [MP, Corollary 5.8]). Series (3.6) is “almost” the p-th power of the Laurent
series X(ζ), in a way parallel to Xα(ζ)
p in the homogeneous picture (cf. [FS], [Ge], [LP]).
By following B. Feigin and A. Stoyanovsky we call X(p)(n), a coefficient in
X(p)(ζ) =
∑
n∈Z
X(p)(n)ζn,
the quasi-particle of degree n and charge p. With a proper interpretation (cf. [MP]), the
quasi-particle X(p)(n) is an infinite sum
X(p)(n) =
∑
i1+...+ip=n
f(i1, . . . , ip)
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of the summable family
{f(i1, . . . , ip) : i1 + . . .+ ip = n}
of coefficients in formal Laurent series∏
1≤i<j≤p
(ζiζj)
−1 (ζi + ζj)
2X(ζ1) · · ·X(ζp) =
∑
i1,...,ip∈Z
f(i1, . . . , ip)ζ
i1
1 · · · ζ
ip
p .
For an arbitrary positive integer p the series X(p)(ζ) satisfy recursive formula (cf. [MP,
Lemma 5.12.])
X(p+1)(ζ) = 22(p−1) lim
ζ1,ζ2→ζ
(ζ1ζ2)
−1(ζ1 + ζ2)
2X(ζ1)X
(p)(ζ2). (3.7)
Note that
lim
ζi→ζ
∏
1≤i<j≤p
(ζiζj)
−1 (ζi + ζj)
2 = 2p(p−1).
The next proposition is an immediate consequence of (3.4).
Proposition 3.1 For p ∈ N we have
[B(ζ), X(p)(ξ)] = 2pX(p)(ξ)
∑
n∈2Z+1
(ζ/ξ)n.
Remark 3.2 In this remark we derive series X(p)(ζ), defined by (3.6), by using products
of twisted vertex operators introduced by H.-S. Li in [Li].
Set
X0(ζ) =
∑
n∈2Z
X(n)ζn, X1(ζ) =
∑
n∈2Z+1
X(n)ζn.
Obviously X(ζ) = X0(ζ) +X1(ζ). Define
x0(z) =
∑
n∈2Z
x0(n/2)z
−n
2
−1 =
∑
n∈2Z
X(n)z−
n
2
−1,
x1(z) =
∑
n∈2Z+1
x1(n/2)z
−n
2
−1 =
∑
n∈2Z+1
X(n)z−
n
2
−1,
x(z) =
∑
n∈Z
x(n/2)z−
n
2
−1 = x0(z) + x1(z).
Relation (3.5) implies
(z1 − z)
2[x0(z1), x(z)] = (z1 − z)
2[x1(z1), x(z)] = 0. (3.8)
By applying the multiplication formula for twisted vertex operators, introduced in [Li],
we get
Y (x0(z), z0)x(z) =
∑
n∈Z
(x0(z)nx(z))z
−n−1
0
=Res
z1
(
z−10 δ
(
z1 − z
z0
)
x0(z1)x(z)− z
−1
0 δ
(
z − z1
−z0
)
x(z)x0(z1)
)
=Res
z1
(
z−10 δ
(
z1 − z
z0
)
x0(z1)x(z)− z
−1
0 δ
(
z − z1
−z0
)
(z − z1)
2
(−z0)2
x(z)x0(z1)
)
,
Y (x1(z), z0)x(z) =
∑
n∈Z
(x1(z)nx(z))z
−n−1
0
=Res
z1
(
z1 − z0
z
)1/2(
z−10 δ
(
z1 − z
z0
)
x1(z1)x(z) − z
−1
0 δ
(
z − z1
−z0
)
x(z)x1(z1)
)
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=Res
z1
(
z1 − z0
z
)1/2(
z−10 δ
(
z1 − z
z0
)
x1(z1)x(z) − z
−1
0 δ
(
z − z1
−z0
)
(z − z1)
2
(−z0)2
x(z)x1(z1)
)
.
The expressions above can be simplified by using locality (3.8) and some properties of
the classical delta function (cf. [LL, Proposition 2.3.8]):
Y (x0(z), z0)x(z) = Res
z1
z−11 δ
(
z + z0
z1
)
x0(z1)x(z),
Y (x1(z), z0)x(z) = Res
z1
(
z1 − z0
z
)1/2
z−11 δ
(
z + z0
z1
)
x1(z1)x(z).
We will now restrict ourselves to calculating x0(z)−1x(z) and x1(z)−1x(z):
x0(z)−1x(z) = Res
z0
Res
z1
z−10 z
−1
1 δ
(
z + z0
z1
)
x0(z1)x(z)
= Res
z0
Res
z1
z−30 z
−1
1 δ
(
z + z0
z1
)
(z1 − z)
2x0(z1)x(z)
= Res
z0
(
z−30
(
(z1 − z)
2x0(z1)x(z)
) ∣∣∣
z1=z+z0
)
. (3.9)
Similarly, we get
x1(z)−1x(z) = Res
z0
(
z−30
(
(z1 − z)
2(z1/z)
1/2x1(z1)x(z)
) ∣∣∣
z1=z+z0
)
. (3.10)
By introducing the series X0(ζ) and X(ζ) in (3.9) we get
x0(z)−1x(z) = Res
z0
(
z−30
(
(z1z)
−1(z1 − z)
2X0(z
−1/2
1 )X(z
−1/2)
) ∣∣∣
z1=z+z0
)
=Res
z0
(
z−30
(
(z1z)
−1(z
1/2
1 − z
1/2)2(z
1/2
1 + z
1/2)2X0(z
−1/2
1 )X(z
−1/2)
) ∣∣∣
z1=z+z0
)
=Res
z0
z−30

(
(z
1/2
1 − z
1/2)2
(z1z)1/2
)
︸ ︷︷ ︸
A(z1,z)
(
(z
−1/2
1 + z
−1/2)2
(z1z)−1/2
X0(z
−1/2
1 )X(z
−1/2)
)
︸ ︷︷ ︸
B(z1,z)

∣∣∣∣∣
z1=z+z0
 .
Notice that
(A(z1, z)B(z1, z))
∣∣∣
z1=z+z0
= A(z1, z)
∣∣∣
z1=z+z0
B(z1, z)
∣∣∣
z1=z+z0
.
By applying the binomial theorem expansion we get
A(z1, z)
∣∣∣
z1=z+z0
=
1
4
(z0
z
)2
(1 + p(z0/z))
for some polynomial p(z) ∈ C[z], p(0) = 0. Since B(z1, z)
∣∣∣
z1=z+z0
contains only nonnega-
tive powers of z0, we finally conclude
x0(z)−1x(z) =
1
4z2
(
(z
−1/2
1 + z
−1/2)2
(z1z)−1/2
X0(z
−1/2
1 )X(z
−1/2)
) ∣∣∣∣∣
z1=z
. (3.11)
In a similar way we obtain
x1(z)−1x(z) =
1
4z2
(
(z
−1/2
1 + z
−1/2)2
(z1z)−1/2
X1(z
−1/2
1 )X(z
−1/2)
) ∣∣∣∣∣
z1=z
. (3.12)
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Since
B(z1, z)
∣∣∣
z1=z
= X(2)(z−1/2)
(recall (3.6)), equations (3.11) and (3.12) imply
X(2)(z−1/2) = 4z2x(z)−1x(z),
where x(z)−1 = x0(z)−1 + x1(z)−1.
The formula above can be easily generalized to the higher charges. For an arbitrary
positive integer p we have
X(p)(z−1/2) = 22(p−1)zp x(z)−1 . . . x(z)−1︸ ︷︷ ︸
p−1
x(z).
4. Relations for quasi-particles
From now on it will be convenient to use definition (3.6). Fix nonnegative integers
n1, . . . , np and let Dζ = ζ(d/dζ). Then derivations of 3.5 and properties of δ-function
imply that limit
lim
ζi→ζ
∏
1≤i<j≤p
(ζiζj)
−(N+1)(ζi + ζj)
2(N+1)Dn1ζ1 X(ζ1) · · ·D
np
ζp
X(ζp) (4.1)
exists for N = max {n1, n2, . . . , np}.
Lemma 4.1 Let P (ζ1, . . . , ζp) be a Laurent polynomial such that the limit ζi → ζ exists
for
C(ζ1, . . . , ζp) := P (ζ1, . . . , ζp)X(ζ1) · · ·X(ζp).
Then for r ≥ 0 we have
lim
ζi→ζ
(Dζ1 + . . .+Dζp)
rC(ζ1, . . . , ζp) = D
r
ζ lim
ζi→ζ
C(ζ1, . . . , ζp).
Proof. Set
C(ζ1, . . . , ζp) =
∑
j1,...,jp∈Z
C(j1, . . . , jp)ζ
j1
1 · · · ζ
jp
p .
By assumption, for every n ∈ Z the family of coefficients
{C(j1, . . . , jp) : j1 + . . .+ jp = n}
is summable, i.e. for a given highest weight gˆ-module V and a vector v ∈ V there exists
Nv,n ∈ Z such that
C(j1, . . . , jp)v 6= 0 implies j1, . . . , jp ≤ Nv,n
and hence ∑
j1,...,jp∈Z
C(j1, . . . , jp)v ∈ V
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is a finite sum of nonzero vectors. Hence we have
lim
ζi→ζ
(Dζ1 + . . .+Dζp)
rC(ζ1, . . . , ζp)
= lim
ζi→ζ
(Dζ1 + . . .+Dζp)
r
∑
j1,...,jp∈Z
C(j1, . . . , jp)ζ
j1
1 · · · ζ
jp
p
= lim
ζi→ζ
∑
j1,...,jp∈Z
(j1 + . . .+ jp)
rC(j1, . . . , jp)ζ
j1
1 · · · ζ
jp
p
=
∑
j1,...,jp∈Z
(j1 + . . .+ jp)
rC(j1, . . . , jp)ζ
j1+...+jp
=Drζ
∑
j1,...,jp∈Z
C(j1, . . . , jp)ζ
j1+...+jp
=Drζ lim
ζi→ζ
C(ζ1, . . . , ζp).

Lemma 4.2 Let P (ζ1, . . . , ζs; ξ1, . . . , ξp) be a Laurent polynomial, s ≤ p, such that there
exists a limit
lim
ζi,ξj→χ
P (ζ1, . . . , ζs; ξ1, . . . , ξp)
(
s∏
i=1
Dniζi X(ζi)
)(
p∏
j=1
X(ξj)
)
for n1 + . . .+ ns ≤ 2s− 1, and that for some Laurent polynomial R(ζ, ξ) we have
lim
ζi→ζ
ξj→ξ
P (ζ1, . . . , ζs; ξ1, . . . , ξp)
(
s∏
i=1
X(ζi)
)(
p∏
j=1
X(ξj)
)
= R(ζ, ξ)X(s)(ζ)X(p)(ξ).
Then for r = 0, 1, . . . , 2s− 1
lim
ζ,ξ→χ
Drζ
(
R(ζ, ξ)X(s)(ζ)X(p)(ξ)
)
(4.2)
≡
(
X(p+1)(χ)
)
, (4.3)
where (4.3) means that the coefficients of the formal Laurent series (4.2) in indeterminate
χ are (“infinite”) linear combinations of products of at most s− 1 factors X(n) with at
least one coefficient of X(p+1)(χ).
Proof. We start with the formal Laurent series
(Dζ1 + . . .+Dζs)
rP (ζ1, . . . , ζs; ξ1, . . . , ξp)
s∏
i=1
X(ζi)
p∏
j=1
X(ξj) (4.4)
and evaluate the limit ζi, ξj → χ in stages in two ways:
(1) First, by taking a limit ζi → ζ and using Lemma 4.1 we obtain
Drζ lim
ξj→ξ
R(ζ ; ξ1, . . . , ξp)X
(s)(ζ)
p∏
j=1
X(ξj)
for some Laurent polynomial R(ζ ; ξ1, . . . , ξp). Then, by taking the limit ζ, ξj → χ we
obtain (4.2).
(2) For 0 ≤ r ≤ 2s− 1 we have
(Dζ1 + . . .+Dζs)
r =
∑
i1,...,ir
Dζi1 · · ·Dζir , (4.5)
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where for each choice of (i1, . . . , ir) there is an index t ∈ {1, . . . , s} such that there is at
most one Dζt in the product
Dζi1 · · ·Dζir . (4.6)
Then (4.4) can be written as a sum over i1, . . . , ir. Any such summand can be written as(∏
i 6=t
Daiζi
)
DaζtP (ζ1, . . . , ζs; ξ1, . . . , ξp)
s∏
i=1
X(ζi)
p∏
j=1
X(ξj)
with a ∈ {0, 1}. By taking a limit ζt, ξj → χ we obtain a factor DχX
(p+1)(χ) and/or
X(p+1)(χ) (cf. [MP, Lemma 5.12]). After that, by taking a limit ζi → χ, i 6= t, we obtain
a series for which (4.3) holds. 
Lemma 4.3 Let N and s be positive integers, N > 2s. Let Dz = z(d/dz) and R(z) =
(1 + z)N . Let j be an integer. Set
ar,m = D
r
z (z
mR(z))
∣∣∣
z=1
.
Then 2s× 2s matrix
(ar,m)r=0,1,...,2s−1;m=j,j+1,...,j+2s−1 ,
is regular.
Proof. For r = 0 we have (
zm(1 + z)N
) ∣∣∣
z=1
= 2N
so the first row in our matrix is
(2N , 2N , . . . , 2N) = 2N(1, 1, . . . , 1).
Write
(j, j + 1, . . . , j + 2s− 1) = (j1, j2, . . . , j2s).
For r = 1 we have
Dz
(
zm(1 + z)N
)
= mzm(1 + z)N +Nzm+1(1 + z)N−1,
so the second row in our matrix is
(j12
N +N2N−1, j22
N +N2N−1, . . . , j2s2
N +N2N−1)
=2N(j1, j2, . . . , j2s) +N2
N−1(1, 1, . . . , 1).
It is easy to see that
Drz
(
zm(1 + z)N
)
= mrzm(1 + z)N +
r∑
l=1
f
(r)
l (m)z
m+l(1 + z)N−l,
where f
(r)
l (m) is a polynomial in m of degree at most r− l < r. So, by using elementary
transformations of rows, our matrix (ar,m) can be reduced to the matrix
1 1 . . . 1
j1 j2 . . . j2s
...
...
...
j2s−11 j
2s−1
2 . . . j
2s−1
2s
 .

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Lemma 4.4 Let s and p be positive integers. Let P (z) be a Laurent polynomial such
that
P (ζ/ξ)X(s)(ζ)X(p)(ξ) = P (ζ/ξ)X(p)(ξ)X(s)(ζ).
Set
C(χ) =
∑
n∈Z
C(n)χn = lim
ζ,ξ→χ
P (ζ/ξ)X(s)(ζ)X(p)(ξ).
Fix integers n and r1, . . . , rq, q ≥ 1. Then for any given vector v in any given highest
weight gˆ-module V there exists a finite subset {r1, . . . , rq} ⊆ J ⊂ Z such that a vector
C(n)v can be written as a finite sum
C(n)v =
∑
r∈J
brX
(s)(r)X(p)(n− r)v,
where br = P (1) for r = r1, . . . , rq.
Proof. Let
P (z) =
t∑
l=−t
alz
l
and set
P (ζ/ξ)X(s)(ζ)X(p)(ξ) =
∑
i,j∈Z
f(i, j)ζ iξj.
Then
f(i, j) =
t∑
l=−t
alX
(s)(i− l)X(p)(j + l)
=
t∑
l=−t
alX
(p)(j + l)X(s)(i− l).
For a given vector v in a given highest weight gˆ-module V there exists M > 0 such that
f(i, j)v = 0 for i ≥M or j ≥M.
Hence the family
{f(i, j)v : i+ j = n}
is summable and we can take a finite set J such that
r1 + l, r2 + l, . . . , rq + l ∈ J for all l = −t,−t + 1, . . . , t
and such that
C(n)v =
∑
r∈J
f(r, n− r) =
∑
r∈J
(
t∑
l=−t
alX
(s)(r − l)X(p)(n− r + l)v
)
=
t∑
l=−t
al
∑
r′+l∈J
X(s)(r′)X(p)(n− r′)v.
For r = r1, r2, . . . , rq the coefficient br of X
(s)(r)X(p)(n− r)v in the sum above equals
l∑
t=−l
al = P (1).

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Lemma 4.5 Let s ≤ p and n, j ∈ Z. For any given vector v in any given highest weight
gˆ-module V denote by S
(s,p)
j,n v a sequence of 2s vectors
X(s)(j)X(p)(n− j)v,
X(s)(j + 1)X(p)(n− (j + 1))v, (4.7)
...
X(s)(j + 2s− 1)X(p)(n− (j + 2s− 1))v
in a formal Laurent series X(s)(ζ)X(p)(ξ)v. Then each vector in S
(s,p)
j,n v can be written as
a linear combination of vectors
X(s)(i)X(p)(n− i)v /∈ S
(s,p)
j,n v
and vectors obtained by the action of monomials, that have a coefficient of X(p+1)(χ) as
a factor, on v.
Proof. We prove the statement of the Lemma for any given vector v in a given highest
weight gˆ-module V . In Lemma 4.2 we take a Laurent polynomial P (ζ1, . . . , ζs; ξ1, . . . , ξp)
such that
R(ζ, ξ) = (1 + ζ/ξ)N
for some large positive integer N . Then for r = 0, 1, . . . , 2s− 1 we have series (4.2)
lim
ζ,ξ→χ
Drζ
(
R(ζ/ξ)X(s)(ζ)X(p)(ξ)
)
=
r∑
t=0
(
r
t
)
lim
ζ,ξ→χ
(
Dtζ (R(ζ/ξ))
(
Dr−tζ X
(s)(ζ)
)
X(p)(ξ)
)
. (4.8)
Write
(j, j + 1, . . . , j + 2s− 1) = (j1, j2, . . . , j2s),
as in the proof of Lemma 4.3. By using Lemma 4.4 we can write a coefficient of (4.8)
with summands (4.7) as
. . .+
r∑
t=0
(
r
t
)(
DtζR
)
(1)jr−t1 X
(s)(j1)X
(p)(r − j1)
+
r∑
t=0
(
r
t
)(
DtζR
)
(1)jr−t2 X
(s)(j2)X
(p)(r − j2) + . . .
. . .+
r∑
t=0
(
r
t
)(
DtζR
)
(1)jr−t2s X
(s)(j2s)X
(p)(r − j2s) + . . . .
Since
r∑
t=0
(
r
t
)(
DtζR
)
(1)jr−t = Drz
(
zjR(z)
) ∣∣∣
z=1
= ar,j
for j = j1, . . . , j2s we can write a coefficient of (4.8) (i.e. a coefficient of (4.2)) with
summands (4.7) as
. . . ar,1X
(s)(j1)X
(p)(r−j1)+ar,2X
(s)(j2)X
(p)(r−j2)+ . . .+ar,2sX
(s)(j2s)X
(p)(r−j2s)+ . . . .
By Lemma 4.3 the matrix
(ar,m)r=0,1,...,2s−1;m=j1,j2,...,j2s
is regular, so we can express vectors (4.7) in the way it is stated. 
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The following corollary is an easy consequence of the above lemma.
Corollary 4.6 Let n, s ∈ Z, s > 0. For any given vector v in any given highest weight
gˆ-module V every vector
X(s)(j)X(s)(n− j)v, where n− j − 2s < j ≤ n− j,
in a formal Laurent series X(s)(ζ)X(s)(ξ)v can be written as a linear combination of
vectors
X(s)(i)X(s)(n− i)v, where i ≤ n− i− 2s,
and vectors obtained by the action of monomials, that have a coefficient of X(s+1)(χ) as
a factor, on v.
5. Quasi-particle bases of Verma modules
Let V be a highest weight module with the highest weight Λ and the highest weight
vector vΛ. Recall the s-filtration (2.6) and set
V(j) = U(j)vΛ ⊂ V.
Then we have the s-filtration of the highest weight module V ,
(0) = V(−1) ⊂ V(0) ⊂ V(1) ⊂ . . . ⊂ V, (5.1)
V =
⋃
j≥0
V(j).
Sometimes we shall write
v ≡ w mod V(j) if v − w ∈ V(j).
Suppose V is a Verma module M = M(Λ) with the highest weight Λ and the highest
weight vector vΛ. Then in M(p), p ≥ 0, we have a PBW basis:
{B(i1) · · ·B(ir)X(j1) · · ·X(js)vΛ :
: r ≥ 0, i1 ≤ . . . ≤ ir ≤ −1, 0 ≤ s ≤ p, j1 ≤ . . . ≤ js ≤ −1} . (5.2)
We shall say that
X(p1)(j1) · · ·X
(ps)(js) (5.3)
is a quasi-particle monomial. Clearly
X(p1)(j1) · · ·X
(ps)(js)vΛ ∈M(p1+...+ps)
and, as a consequence of (2.7), for any permutation σ
X(pσ(1))(jσ(1)) · · ·X
(pσ(s))(jσ(s))vΛ −X
(p1)(j1) · · ·X
(ps)(js)vΛ ∈M(p1+...+ps−1). (5.4)
For this reason we consider quasi-particle monomials (5.3) such that
p1 ≤ . . . ≤ ps, (5.5)
pi = pi+1 implies ji ≤ ji+1, (5.6)
and, by following Georgiev’s terminology in [Ge], we say that such a quasi-particle mono-
mial has charge-type
(p1, . . . , ps),
(total) charge
p1 + . . .+ ps,
degree-type
(j1, . . . , js)
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and (total) degree
j1 + . . .+ js.
Lemma 5.1 Let p be a positive integer. Then
X(p)(j)vΛ ∈M(p−1) for j > −p. (5.7)
Proof. Let p = 1. Then X(1)(0) = X(0) = h⊗ t0 and X(0)vΛ = Λ(h)vΛ ∈M(0).
Now assume that (5.7) holds for p. Recall recursive formula (3.7). Then for given
j > −p− 1, by using (5.4), we get (for some coefficients αi) a finite sum
X(p+1)(j)vΛ ≡
∑
j−i≤−p
αiX(i)X
(p)(j − i)vΛ mod M(p)
≡
∑
j−i≤−p
i≤−1
αiX
(p)(j − i)X(i)vΛ mod M(p)
≡ 0 mod M(p).

As in [Ge] we introduce a linear order “≺” on the set of monomials (5.3) of quasi-
particles (satisfying (5.5) and (5.6)). Let b and b′ be two quasi-particle monomials. The
order “≺” is defined as follows: We shall write b ≺ b′
◦ if total charge of b is greater than total charge of b′;
◦ if total charges of b and b′ are the same and charge-type of b is less than charge-type
of b′ by reverse lexicographic order;
◦ if charge-types of b and b′ are the same and degree-type of b is less then degree-type
of b′ by reverse lexicographic order.
Example 1 We have
X(2)(j1)X
(3)(j2) ≺ X
(1)(i1)X
(2)(i2)
since 2 + 3 > 1 + 2;
X(2)(j1)X
(3)(j2) ≺ X
(1)(i1)X
(4)(i2)
since 2 + 3 = 1 + 4 and 3 < 4; and
X(2)(−2)X(2)(−2)X(3)(−5) ≺ X(2)(−3)X(2)(−1)X(3)(−5)
since (2, 2, 3) = (2, 2, 3), −5 = −5 and −2 < −1.
The main result in this section is
Theorem 5.2 The set BM(Λ) of vectors
B(i1) · · ·B(ir)X
(p1)(j1) · · ·X
(ps)(js)vΛ (V)
such that
r ≥ 0 and odd i1 ≤ . . . ≤ ir ≤ −1, (V1)
s ≥ 0 and 1 ≤ p1 ≤ . . . ≤ ps, (V2)
js ≤ −ps, (V3)
pl < pl+1 implies jl ≤ −pl − 2pl(s− l), (V4)
pl = pl+1 implies jl ≤ −2pl + jl+1 (V5)
is a basis of the Verma module M(Λ).
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Proof. First we prove that BM(Λ) is a spanning set for M(Λ). We use the induction on
our order “≺”. We start with a PBW spanning set of vectors
B(i1) · · ·B(ir)X
(1)(j1) · · ·X
(1)(js)vΛ, (5.8)
r ≥ 0 and i1 ≤ . . . ≤ ir ≤ −1,
s ≥ 0 and j1 ≤ . . . ≤ js ≤ −1,
If for a vector (5.8) the difference condition (V5), jl ≤ −2 + jl+1, is not satisfied for all
l = 1, 2, . . . , s−1, we use Corollary 4.6 to replace X(1)(j)X(1)(j) orX(1)(j−1)X(1)(j) with
a linear combination of monomials X(1)(i1)X
(1)(i2), i1 ≤ −2 + i2, and a quasi-particle
X(2)(i). As a result we shall replace a vector for which the difference condition is not
satisfied by quasi-particle monomials which are higher in order “≺”. In fact, by using
Lemma 4.5, Corollary 4.6 and Lemma 5.1, and by repeating Georgiev’s argument in [Ge]
(almost) verbatim, we see that the set of vectors BM(Λ) is a spanning set for M(Λ).
In order to prove linear independence of the set of vectors BM(Λ) it is sufficient to see
that for every integer n the number of vectors BM(Λ) of degree n is equal to dimension
dimMn given by character formula (2.9). But this statement follows from Georgiev’s
construction of quasi-particle bases of principal subspaces of standard ŝl2-modules L(kΛ0)
in the homogeneous picture—it can be stated as a character formula (cf. [Bu] and Section
7):
ch qM(Λ) = F ·
∑
n1,n2,...
qN
2
1+N
2
2+...
(q)n1(q)n2 · · ·
,
where Nj = nj +nj+1+ . . . and the sum goes over all sequences n1, n2, . . . of nonnegative
integers with finitely many nonzero entries. 
We introduce a linear order “≺” on the set of basis vectors BM(Λ) given by Theorem 5.2:
We first compare two basis vectors by comparing their quasi-particle monomial factors,
and if equal, we then compare monomials in Heisenberg Lie algebra elements B(j) by
reverse lexicographical order.
If vector v ∈ M(Λ), v 6= 0, is written as a linear combination of basis elements BM(Λ)
of M(Λ),
v = λbb+
∑
b≺b′
λb′b
′, λb 6= 0, (5.9)
then we say that b is the leading term of v and write b = lt(v).
6. Quasi-particle bases of standard modules
Let E+(ζ) and E−(ζ) be the formal Laurent series with coefficients in U = U(gˆ) defined
as the formal exponential series
E±(ζ) =
∑
i>0
E±(±i)ζ±i = exp
2 ∑
n∈±(2N+1)
B(n)ζn/n
 .
Let k0, k1 be nonnegative integers and set k = k0 + k1. Then on the standard gˆ-module
L(k0Λ0 + k1Λ1) we have (see [MP, Theorem 6.6.]):
(a) For p, q ≥ 0, p+ q = k,
apX
(p)(ζ)− (−1)k0aqE
−(−ζ)X(q)(−ζ)E+(−ζ) = 0, (6.1)
where ar = 2
−r(r−2)/r!.
(b) For p ≥ k + 1,
X(p)(ζ) = 0. (6.2)
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Let vΛ be a highest weight vector in L = L(Λ). Then we have the s-filtration (recall
(5.1)),
L(j) = U(j)vΛ ⊂ L for j ∈ Z.
Lemma 6.1 Set t = min {k0, k1}. Then
(a) for r = 1, 2, . . . , t we have
X(r)(l)vΛ ∈ L(r−1) for l > −r,
(b) for r = t + 1, . . . , [k/2] we have
X(r)(l)vΛ ∈ L(r−1) for l > −2r + t.
Proof. (a) Since L(Λ) is a quotient of M(Λ), the statement follows from Lemma 5.1.
(b) From the proof of Proposition 8.6. in [MP] we have
X(−1)t+1vΛ ∈ L(t). (6.3)
Let r = t + s, 1 ≤ s ≤ [k/2] − t, l > −t − 2s. Then we have a finite sum (with some
coefficients aj1,...,jt+s)
X(t+s)(l)vΛ =
∑
j1+...+jt+s=l
aj1,...,jt+sX(j1) · · ·X(jt+s)vΛ.
By using (2.7) we see that
X(t+s)(l)vΛ ≡
∑
j1+...+jt+s=l
j1,...,jt+s≤−1
aj1,...,jt+sX(j1) · · ·X(jt+s)vΛ mod L(r−1).
Now we have −t− 2s < l ≤ −t− s, so at least t+ 1 of indices j1, . . . , jt+s must be equal
to −1. This means that, modulo U(r−1), each product X(j1) · · ·X(jt+s) contains a factor
X(−1)t+1, and (b) follows from (6.3). 
Set
t = min {k0, k1}
and for p ≤ [k/2] set
nΛ(p) =
{
p for p ≤ t,
2p− t for p ≥ t + 1.
The main result in this paper is
Theorem 6.2 The set BL(Λ) of vectors
B(i1) · · ·B(ir)X
(p1)(j1) · · ·X
(ps)(js)vΛ (S)
such that
r ≥ 0 and odd i1 ≤ . . . ≤ ir ≤ −1, (S1)
s ≥ 0 and 1 ≤ p1 ≤ . . . ≤ ps ≤ [k/2], (S2)
js ≤ −nΛ(ps), (S3)
pl < pl+1 implies jl ≤ −nΛ(pl)− 2pl(s− l), (S4)
pl = pl+1 implies jl ≤ −2pl + jl+1 (S5)
if k is even and pl = k/2, then jl ≡ k0(mod 2) (S6)
is a basis of the standard module L(k0Λ0 + k1Λ1).
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Proof. Since L(Λ) is a quotient of M(Λ), the set of vectors satisfying (V1)–(V5) spans
L(Λ).
While for Verma module all charges p for quasi-particle X(p)(j) are allowed in Theorem
5.2, here we have a restriction in (S2):
ps ≤ [k/2].
This is clear for p ≥ k + 1 since by (6.2) X(p)(j) = 0 on L. For k/2 < p ≤ k we use
(6.1) to express X(p)(j) in terms of operators X(q)(i) which are lower in s-filtration (since
q = k − p < k/2).
Finally, for k even and p = k/2 relation (6.2) can be written as (see [MP, relation
(8.3)])
2X(p)(n) =
(
1− (−1)k0+n
)
X(p)(n)
= −
∑
i<0
E−(i)X(p)(n− i)−
∑
i>0
X(p)(n− i)E+(i)
for n 6≡ k0(mod 2). Therefore, we can replace a vector which contains X
(p)(n) with other
vectors higher in our order.
For k0 = [k/2] we have
t = min {[k/2], k − [k/2]} = [k/2] and nΛ(p) = p
so conditions (V4) and (S4) in Theorems 5.2 and 6.2 coincide. So in this case we see
that vectors (S) span L(Λ). In other cases we have to repeat Georgiev’s argument: We
consider the case
pl < pl+1
and conclude, by using (5.4) and Lemma 6.1, that a monomial containing
X(pl)(jl), jl > −nΛ(pl)
can be replaced with monomials higher in our order. Then we consider all the factors “in
front of” X(pl)(jl):
· · ·X(pl)(jl)X
(pl+1)(jpl+1) · · ·X
(ps)(js)vΛ.
By using (5.4) and Lemma 4.5 we conclude that a monomial containing
X(pl)(jl), jl > −nΛ(pl)− 2pl
can be replaced with monomials higher in our order. After repeating the same argument
for all the factors in front of X(pl)(jl), we obtain the condition (S4).
Hence the set of vectors (S) satisfying conditions (S1)–(S6) is a spanning set of L(Λ).
In the next section we show that the number of vectors of degree n in the spanning set is
given by nth coefficient of the sum side of (1.1), while the product side is the principally
specialized character of L(Λ). Hence linear independence follows. 
7. The Rogers-Ramanujan-type identities
Let L = L(Λ) be a standard ŝl2-module with the highest weight
Λ = k0Λ0 + k1Λ1
and set
k = k0 + k1.
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We have a principally specialized character formula, that follows from the Weyl-Kac
formula (see [LM]),
ch qL(Λ) =

F ·
∏
n≥1
n 6≡0,±(k0+1)
(1− qn)−1 if k0 6= k1,
F ·
∏
n≥1
n 6≡0,(k0+1)
(1− qn)−1
∏
n≥1
n≡k0+1
(1− qn) if k0 = k1,
where all congruences are modulo k + 2 and
F =
∏
n≥1
(1− q2n−1)−1.
For nonnegative integers n1, . . . , nr let
Nj = nj + nj+1 + . . .+ nr.
Set
i = min {k0 + 1, k1 + 1} .
If k is odd, we have Andrews’ generalization of Rogers-Ramanujan identities (cf. [A2,
Theorem 7.8.]),∏
n≥1
n 6≡0,±(k0+1)
(1− qn)−1 =
∑
n1,n2,...,n[k/2]≥0
qN
2
1+N
2
2+...+N
2
[k/2]
+Ni+Ni+1+...+N[k/2]
(q)n1(q)n2 · · · (q)n[k/2]
. (7.1)
If k is even and k0 6= k1 we have Bressoud’s generalization of Rogers-Ramanujan identities
(cf. [Br1]), ∏
n≥1
n 6≡0,±(k0+1)
(1− qn)−1 =
∑
n1,n2,...,nk/2≥0
qN
2
1+N
2
2+...+N
2
k/2
+Ni+Ni+1+...+Nk/2
(q)n1(q)n2 · · · (q)nk/2−1(q
2)nk/2
. (7.2)
If k0 = k1 we have another generalization obtained by Bressoud (cf. [Br2]),∏
n≥1
n 6≡0,(k0+1)
(1− qn)−1
∏
n≥1
n≡k0+1
(1− qn) =
∑
n1,n2,...,nk/2≥0
qN
2
1+N
2
2+...+N
2
k/2
(q)n1(q)n2 · · · (q)nk/2−1(q
2)nk/2
. (7.3)
The product of right sides of identities (7.1), (7.2) and (7.3) with F =
∏
n≥1(1−q
2n−1)−1
corresponds to the bases of the standard modules L(Λ), given by Theorem 6.2, in a way
that each nj on the right side corresponds to the quasi-particle of charge j. Therefore,
these identities can be used in order to immediately obtain linear independence of the
set (S). Likewise, they can be considered as corollaries of Theorem 6.2, if we give another
proof of linear independence of the set (S). In the rest of this section we will briefly
explain the above-mentioned correspondence between quasi-particle charges and degrees
and the sum side of identities (7.1), (7.2) and (7.3).
The number of monomials
B(i1) · · ·B(ir), i1 + . . .+ ir = m,
in (S), satisfying condition (S1),
r ≥ 0 and odd i1 ≤ . . . ≤ ir ≤ −1,
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equals to the nth coefficient in
F =
∏
n≥1
(1− q2n−1)−1 =
∏
n≥1
(1 + q2n−1 + q2(2n−1) + q3(2n−1) + . . .).
In the argument above we implicitly identify monomials and partitions:
B(−j1) · · ·B(−jr) ←→ j1 + . . .+ jr, j1 ≥ . . . ≥ jr ≥ 1.
Let us start with Λ = kΛ0, i.e. k0 = k, k1 = 0, nΛ(p) = 2p. Let k be odd. For
quasi-particle monomials of charge-type
(n1, n2, . . . , n[k/2])
term
q2p·
1
2
np(np−1)+np2p+np2p(np+1+...+n[k/2])
(q)np
(7.4)
“counts” products of np quasi-particles of charge p satisfying difference conditions (S5)
and initial conditions (S4). Note that for p = [k/2] we have the term
qpn
2
p+pnp
(q)np
.
The product of all terms (7.4) for p = 1, 2, . . . , [k/2] gives a summand in (7.1) for i = 1.
In the case when k is even we have [k/2] = k/2 and for p = k/2 in (S) we have only
quasi-particles
X(p)(j), j ≡ k mod 2
since k0 = k. Note that the “smallest” partition satisfying difference and initial condition
is
2p, 2p+ 2p, . . . , 2p+ 2p(np − 1) (7.5)
so all the parts are congruent 2 · k
2
mod 2, and we obtain all the other by “adding”
partitions with even parts only, represented by 1/(q2)np. So for k even the last term is
qpn
2
p+pnp
(q2)np
, p = k/2,
and the product of all terms gives the summand in (7.3) for i = 1.
Recall that for Λ = kΛ0 we have i = 1 and initial conditions
X(p)(j), j ≤ −2p.
In the case Λ = (k − 1)Λ0 + Λ1 we have i = 2 and initial conditions
X(1)(j), j ≤ −1 = −2 + 1, X(p)(j), j ≤ −2p + 1 for p ≥ 2.
This means that for each p = 1, . . . , [k/2] the parts of the “smallest” partition satisfying
difference conditions and initial conditions are smaller for 1, i.e., they are
2p− 1, 2p− 1 + 2p, . . . , 2p− 1 + 2p(np − 1) (7.6)
(in fact, each part is shifted by 2p(np+1+ . . .+n[k/2])). This gives for i = 2 a term “smaller
for” N1 = n1 + n2 + . . .+ n[k/2],
qN
2
1+...+N
2
[k/2]
+N2+...+N[k/2] ,
when compared with the previous term
qN
2
1+...+N
2
[k/2]
+N1+N2+...+N[k/2]
for i = 1. Also note that, for k even and p = k/2, all parts in (7.6) are odd, just like
k0 = k − 1.
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In the case Λ = (k − 2)Λ0 + 2Λ1 we have i = 3 and initial conditions
X(1)(j), j ≤ −1, X(2)(j), j ≤ −2 = −4+2, X(p)(j), j ≤ −2p+2 for p ≥ 3.
This means that for each p = 2, . . . , [k/2] the parts of the “smallest” partition satisfying
difference conditions and initial conditions are smaller for 1 when compared with the
previous case Λ = (k − 1)Λ0 + Λ1 and i = 2. This gives for i = 3 a term “smaller for”
N2 = n2 + . . .+ n[k/2],
qN
2
1+...+N
2
[k/2]
+N3+...+N[k/2] ,
when compared with the previous term
qN
2
1+...+N
2
[k/2]
+N2+N3+...+N[k/2]
for i = 2.
In a similar way we see that for all possible Λ = k0Λ0 + k1Λ1 summands in (7.1)–(7.3)
count quasi-particle monomials of charge-type (n1, n2, . . . , n[k/2]) satisfying (S3)–(S6).
8. Bases of maximal submodules of some Verma modules
As in [MP], we would like to prove linear independence of the basis of L(Λ) by vertex-
operator theoretic methods, i.e., by constructing a “complementary” basis of the maximal
submodule W (Λ) of Verma module M(Λ). Unfortunately, we do not understand well the
role of initial conditions in the structure of W (Λ), and we are able to construct desired
bases only for odd level modules W ((l + 1)Λ0 + lΛ1) and W (lΛ0 + (l + 1)Λ1), l ≥ 1.
Set ap = 0 for p < 0. As in [MP], we define R
Λ
p (n) as coefficients in
RΛp (ζ) =
∑
n∈Z
RΛp (n)ζ
n,
where
RΛp (ζ) = apX
(p)(ζ)− (−1)k0aqE
−(−ζ)X(q)(−ζ)E+(−ζ), p+ q = k.
For p, n ∈ Z we also write
Rp(n) = R
Λ
p (n), Rp(ζ) = R
Λ
p (ζ).
By (6.1) and (6.2) we have RΛp (n) = 0 on L(Λ), so for a highest weight vector vΛ ∈M(Λ)
we have
RΛp (n)vΛ ∈ W (Λ) for all p ∈ Z, n ≥ 0.
Lemma 8.1 (a) For p > k/2 and j ≤ −p
lt(RΛp (j)vΛ) = X
(p)(j)vΛ.
(b) If k is even, p = k/2 and j ≤ −p, j 6≡ k0 (mod 2)
lt(RΛp (j)vΛ) = X
(p)(j)vΛ.
Proof. (a) If p ≥ k + 1, we have by definition
RΛp (j)vΛ = apX
(p)(j)vΛ
and the statement is clear. If p ≤ k and p + q = k, then we have p > k/2 > q and the
coefficient of ζj in E−(−ζ)X(q)(−ζ)E+(−ζ)vΛ is a linear combination of basis elements
in M(q) and hence higher in order than X
(p)(j).
(b) If k is even and p = k/2, then
RΛp (j)vΛ = ap
(
X(p)(j)− (−1)k0+jX(p)(j)− (−1)k0+j
∑
i>0
E−(−i)X(p)(j + i)
)
vΛ
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and X(p)(j)vΛ is the leading term when k0 + j is odd. 
From Lemma 6.1 we see that for p = 1, . . . , [k/2] there exist elements
IΛp (n) ≡ X
(p)(n) modulo “shorter” terms in s-filtration (8.1)
such that on L(Λ)
IΛp (n)vΛ = 0 for n > −nΛ(p).
Hence for a highest weight vector vΛ ∈M(Λ) and t+ 1 ≤ p ≤ [k/2] we have
IΛp (n)vΛ ∈ W (Λ) for − 2p+ t < n ≤ −p.
It is clear from the construction, i.e., from (8.1), that
lt(IΛp (n)vΛ) = X
(p)(n)vΛ for − 2p+ t < n ≤ −p.
Consider the set of vectors
v = B(i1) · · ·B(ir)X
(p1)(j1) · · ·X
(ps)(js)D
Λ
p (n)vΛ, (8.2)
where DΛp (n) is either
RΛp (n), p ≥ [k/2], n ≤ −p,
with j + k0 odd if p = k/2, or
IΛp (n), t+ 1 ≤ p ≤ [k/2],
such that
lt v ≡ B(i1) · · ·B(ir)X
(p1)(j1) · · ·X
(ps)(js)X
(p)(n)vΛ mod M(p1+...+ps+p−1).
Our assumption implies that the quasi-particle monomial vector
lt v = B(i1) · · ·B(ir)X
(p1)(j1) · · ·X
(p)(n) · · ·X(ps)(js)vΛ, p1 ≤ . . . ≤ p ≤ . . . ≤ ps,
(8.3)
satisfies difference and initial conditions (V1)–(V5).
Choose any set of vectors BW (Λ) of the form (8.2) such that each leading term (8.3)
appears only once. Then (5.9) implies that BW (Λ) is a linearly independent set. The set
BW (Λ) is “complementary” to the basis BL(Λ) in a sense that
BM(Λ) = B
′
L(Λ) ∪ ltBW (Λ), B
′
L(Λ) ∩ ltBW (Λ) = ∅, (8.4)
for a set of basis vectors B′L(Λ) satisfying difference and initial conditions (S1)–(S6). Then
Theorem 6.2 and (8.4) imply that
BW (Λ) is a basis of W (Λ). (8.5)
Note that (8.5) is equivalent to the statement
ltBW (Λ) = {lt v : v ∈ W (Λ), v 6= 0} . (8.6)
As we have already said, we would like to construct a “complementary” basis BW (Λ) of
W (Λ) by vertex-operator theoretic methods—in the setting above it would be enough to
prove that BW (Λ) is a spanning set for W (Λ).
As a consequence of Proposition 9.1 in [MP] we have
Proposition 8.2 For p, q ∈ Z, p+ q = k,
Rp(ζ)vΛ = −(−1)
k0E−(−ζ)Rq(−ζ)vΛ.
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By Proposition 9.2 in [MP] for p ∈ Z and p + q = k on a highest weight module we
have
[X(ζ), Rp(χ)] =2(q + 1)Dδ(−ζ/χ)Rp−1(χ)
− 4δ(−ζ/χ)
(
B−(χ)Rp−1(χ) +Rp−1(χ)B
+(χ)
)
(8.7)
− 2δ(−ζ/χ)DχRp−1(χ).
By Proposition 9.3 in [MP] we have(
1 + ζ/χ
1− ζ/χ
)2
X(ζ)Rp(χ)−
(
1 + χ/ζ
1− χ/ζ
)2
Rp(χ)X(ζ)
= 2(p+ 1)Dδ(ζ/χ)Rp+1(χ)− 2δ(ζ/χ)DχRp+1(χ). (8.8)
Recall the Taylor expansion (
1 + z
1− z
)2
= 1 +
∑
n≥1
4nzn.
Proposition 8.3 Let p,M ∈ Z. Then
−2MRp+1(M)vΛ =− 2MRp−1(M)vΛ −
∑
odd i>0
B(−i)Rp−1(M + i)vΛ
+
∑
r≥1
4rX(−r)Rp(M + r)vΛ.
Proof. By (8.8) we have
[X(ζ), Rp(χ)] +
(∑
r≥1
4r (ζ/χ)r
)
X(ζ)Rp(χ)−
(∑
r≥1
4r (χ/ζ)r
)
Rp(χ)X(ζ)
= 2(p+ 1)Dδ(ζ/χ)Rp+1(χ)− 2δ(ζ/χ)DχRp+1(χ).
We use (8.7) to express [X(ζ), Rp(χ)] in terms of Rp−1(χ) and then equate the coefficients
of ζ0χM . 
By Proposition 9.4 in [MP] we have
[B(j), Rp(n)] = 2pRp(j + n) (8.9)
for all j, p, n ∈ Z. Set
RΛ = U(s−) span
{
RΛp (n)vΛ : p, n ∈ Z
}
.
Note that the maximal submodule W (Λ) is generated by two singular vectors (cf. [Ka])
fk0+10 vΛ and f
k1+1
1 vΛ
of degrees −k0 − 1 and −k1 − 1, so
RΛp (n)vΛ = 0 for n ≥ −min {k0, k1} .
The commutation relations (8.7) and (8.9) imply that
n+R
Λ ⊂ RΛ,
so
V ′′ = U(g)RΛ = U(n−)R
Λ ⊂W (Λ)
is ŝl2-submodule of W (Λ). In fact, it is proved in [MP] that V
′′ = W (Λ) by using a
construction of another combinatorial basis of V ′′. As we have already announced, in this
section we’ll construct bases of some W (Λ). So from now on we fix
Λ = (l + 1)Λ0 + lΛ1, k = 2l + 1, l ≥ 1. (8.10)
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Then
RΛp (n)vΛ = 0 for n ≥ −l.
By using Propositions 8.2 and 8.3 we easily see that
RΛ = U(s−) span
{
RΛp (n)vΛ : p ≥ l + 1, n ≤ −p
}
.
charge pk/2
degree n
−k/2
Since p+ q = k and p > k/2 implies q < k/2, we have for n ≤ −p
Rp(n)vΛ = apX
(p)(n)vΛ mod M(p−1)
and
ltRp(n)vΛ = X
(p)(n)vΛ.
Note that in this case there is no IΛp (n)vΛ, i.e., initial conditions are “trivial”. Also note
that
dimW (Λ)−l−1 = 1 and dimW (Λ)−l−2 = 3
and that V ′′ contains basis vectors
X(l+1)(−l − 1)vΛ ∈ V
′′
−l−1 and
B(−1)X(l+1)(−l − 1)vΛ, X
(l+1)(−l − 2)vΛ, X
(l+2)(−l − 2)vΛ ∈ V
′′
−l−2.
Hence V ′′ contains singular vectors f l+10 vΛ and f
l+2
1 vΛ, and this implies
V ′′ =W (Λ).
In order to reduce a spanning set of W (Λ) = U(n−)R
Λ to a basis we need additional
relations among relations.
Proposition 8.4 Let p ∈ Z. Then
(a) 2(p+ 1)Rp+1(χ) = lim
ζ→χ
(χ/ζ)(1 + ζ/χ)2Rp(χ)X(ζ), (8.11)
(b) 8DχRp+1(χ) = lim
ζ→χ
Dζ(χ/ζ)
2(1 + ζ/χ)4Rp(χ)X(ζ). (8.12)
Proof. Note that (8.7) implies that the limits in (8.11) and (8.12) exist, so we can define
Ap(χ) = lim
ζ→χ
(χ/ζ)(1 + ζ/χ)2Rp(χ)X(ζ),
Bp(χ) = lim
ζ→χ
Dζ(χ/ζ)
2(1 + ζ/χ)4Rp(χ)X(ζ).
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Let
Ap(χ, ζ) =
∑
n,m∈Z
Ap(n,m)χ
nζm = (χ/ζ)(1 + ζ/χ)2Rp(χ)X(ζ).
Then for any v ∈ M(Λ) and N ∈ Z the set{
(n,m) ∈ Z2 : n +m = N, Ap(n,m)v 6= 0
}
is finite. Set
fN(χ, ζ)v =
∑
n+m=N
Ap(n,m)vχ
nζm ∈M(Λ)[χ±1, ζ±1].
Note that
Ap(χ, ζ)v =
∑
N∈Z
fN(χ, ζ)v =
∑
N∈Z
χNfN(1, ζ/χ)v (8.13)
and
Ap(χ)v = lim
ζ→χ
Ap(χ, ζ)v =
∑
N∈Z
χNfN(1, 1)v. (8.14)
Also note that
Bp(χ)v = lim
ζ→χ
Dζ(χ/ζ)(1 + ζ/χ)
2Ap(χ, ζ)v
= lim
ζ→χ
Dζ(χ/ζ)(1 + ζ/χ)
2
∑
N∈Z
χNfN(1, ζ/χ)v. (8.15)
By using
z
(1− z)2
−
z−1
(1− z−1)2
= Dδ(z)
the left side of (8.8) can be written as
Dδ(ζ/χ)(χ/ζ) (1 + ζ/χ)2Rp(χ)X(ζ) = Dδ(ζ/χ)Ap(χ, ζ). (8.16)
By applying operator D on
δ(z)f(z) = δ(z)f(1), f(z) ∈ C[z±1],
we get
Dδ(z)f(z) = Dδ(z)f(1)− δ(z)Df(1), f(z) ∈ C[z±1]. (8.17)
By using (8.13)–(8.17) we get
(χ/ζ)(1 + ζ/χ)2Dδ(ζ/χ)Ap(χ, ζ)v = (χ/ζ)(1 + ζ/χ)
2
(∑
r∈Z
r(ζ/χ)r
)(∑
N∈Z
fN(χ, ζ)v
)
= (χ/ζ)(1 + ζ/χ)2
∑
N∈Z
Dδ(ζ/χ)fN(χ, ζ)v
= 4Dδ(ζ/χ)
∑
N∈Z
χNfN(1, 1)v − δ(ζ/χ) lim
ζ→χ
Dζ(χ/ζ)(1 + ζ/χ)
2
∑
N∈Z
χNfN(1, ζ/χ)v
= 4Dδ(ζ/χ)Ap(χ)v − δ(ζ/χ)Bp(χ)v. (8.18)
Finally, (8.8), (8.16) and (8.18) imply
4Dδ(ζ/χ)Ap(χ)v − δ(ζ/χ)Bp(χ)v (8.19)
= (χ/ζ)(1 + ζ/χ)2 (2(p+ 1)Dδ(ζ/χ)Rp+1(χ)v − 2δ(ζ/χ)DχRp+1(χ)v) (8.20)
By equating coefficients of ζ0 in (8.19) and (8.20) we get
−Bp(χ)v = −8DχRp+1(χ)v,
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and by equating coefficients of ζ1 in (8.19) and (8.20) we get
4χ−1Ap(χ)v − χ
−1Bp(χ)v = −8χ
−1DχRp+1(χ)v + 8(p+ 1)χ
−1Rp+1(χ)v,
thus proving the proposition. 
The next two lemmas present generalization of Lemma 4.2, by providing us with rela-
tions among Rp(ζ) and X
(s)(ξ).
Lemma 8.5 Let P (ζ1, . . . , ζs; ξ) be a Laurent polynomial, s ≤ p, such that there exists
a limit
lim
ζi,ξ→χ
P (ζ1, . . . , ζs; ξ)
(
s∏
i=1
Dniζi X(ζi)
)
Rp(ξ)
for n1 + . . .+ ns ≤ 2s− 1, and that for some Laurent polynomial R(ζ, ξ) we have
lim
ζi→ζ
P (ζ1, . . . , ζs; ξ)
(
s∏
i=1
X(ζi)
)
Rp(ξ) = R(ζ, ξ)X
(s)(ζ)Rp(ξ).
Then for r = 0, 1, . . . , 2s− 1
lim
ζ,ξ→χ
Drζ
(
R(ζ, ξ)X(s)(ζ)Rp(ξ)
)
(8.21)
≡ (Rp+1(χ)) , (8.22)
where (8.22) means that the coefficients of the formal Laurent series (8.21) in indeter-
minate χ are (“infinite”) linear combinations of products of X(n)′s with at least one
coefficient of Rp+1(χ).
Proof. Note that we can proceed in the same way as in the proof of Lemma 4.2. Naturally,
instead of using (3.6) in order to obtain (4.3), we will use (8.11) and get (8.22). 
Lemma 8.6 Let P (ζ1, . . . , ζp; ξ1, . . . , ξs) be a Laurent polynomial, s > p, such that there
exists a limit
lim
ζi,ξj→χ
P (ζ1, . . . , ζp; ξ1, . . . , ξs)
(
s∏
j=1
X(ξj)
)(
p−1∏
i=1
Dniζi X(ζi)
)
D
np
ζp
R1(ζp)
for n1 + . . .+ np ≤ 2p− 1, and that for some Laurent polynomial R(ζ, ξ) we have
lim
ζi→ζ
ξj→ξ
P (ζ1, . . . , ζp; ξ1, . . . , ξs)
(
s∏
j=1
X(ξj)
)(
p−1∏
i=1
X(ζi)
)
R1(ζp) = R(ζ, ξ)X
(s)(ξ)Rp(ζ).
Then for r = 0, 1, . . . , 2p− 1
lim
ζ,ξ→χ
Drζ
(
R(ζ, ξ)Rp(ζ)X
(s)(ξ)
)
(8.23)
≡
(
X(s+1)(χ)
)
+ (Rs+1(χ)) , (8.24)
where (8.24) means that the coefficients of the formal Laurent series (8.23) in indeter-
minate χ are (“infinite”) linear combinations of products of X(n)′s and (perhaps one)
R1(m) with at least one coefficient of X
(s+1)(χ) or Rs+1(χ).
Proof. First we derive a relation among Rp′(ζ) and X(ξ). Notice that
Dζ(ζ/ξ)
2(1 + ξ/ζ)4 = 2(ζ/ξ)(1 + ξ/ζ)2(−ξ/ζ + ζ/ξ). (8.25)
Dξ(ζ/ξ)
2(1 + ξ/ζ)4 = 2(ζ/ξ)(1 + ξ/ζ)2(ξ/ζ − ζ/ξ). (8.26)
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By applying Dχ on
8(p′ + 1)Rp′+1(χ) = lim
ζ,ξ→χ
(ζ/ξ)2(1 + ξ/ζ)4Rp′(ζ)X(ξ)
(recall (8.11)) and using (8.12) and (8.25) we get
8(p′ + 1)DχRp′+1(χ) = Dχ lim
ζ,ξ→χ
(ζ/ξ)2(1 + ξ/ζ)4Rp′(ζ)X(ξ)
= lim
ζ,ξ→χ
(Dζ +Dξ)(ζ/ξ)
2(1 + ξ/ζ)4Rp′(ζ)X(ξ)
= lim
ζ,ξ→χ
(
2(ζ/ξ)(1 + ξ/ζ)2(−ξ/ζ + ζ/ξ)Rp′(ζ)X(ξ) + (ζ/ξ)
2(1 + ξ/ζ)4DζRp′(ζ)X(ξ)
+Dξ(ζ/ξ)
2(1 + ξ/ζ)4Rp′(ζ)X(ξ)
)
= lim
ζ,ξ→χ
(
(ζ/ξ)2(1 + ξ/ζ)4DζRp′(ζ)X(ξ) +Dξ(ζ/ξ)
2(1 + ξ/ζ)4Rp′(ζ)X(ξ)
)
= lim
ζ,ξ→χ
(ζ/ξ)2(1 + ξ/ζ)4DζRp′(ζ)X(ξ) + 8DχRp′+1(χ),
i.e.
8p′DχRp′+1(χ) = lim
ζ,ξ→χ
(ζ/ξ)2(1 + ξ/ζ)4DζRp′(ζ)X(ξ). (8.27)
Finally, (8.12), (8.26) and (8.27) imply
lim
ζ,ξ→χ
(ζ/ξ)2(1 + ξ/ζ)4DζRp′(ζ)X(ξ) = p
′ lim
ζ,ξ→χ
(ζ/ξ)2(1 + ξ/ζ)4Rp′(ζ)DξX(ξ). (8.28)
Now we can proceed in the same way as in the proof of Lemma 4.2: relation (8.28)
allows us to obtain (8.24). More precisely, for 0 ≤ r ≤ 2p− 1 we have
(Dζ1 + . . .+Dζp)
r =
∑
i1,...,ir
Dζi1 · · ·Dζir ,
where for each choice of (i1, . . . , ir) there is an index t ∈ {1, . . . , p} such that there is at
most one Dζt in the product Dζi1 · · ·Dζir , so the formal Laurent series
(Dζ1 + . . .+Dζp)
rP (ζ1, . . . , ζp; ξ1, . . . , ξs)
(
s∏
j=1
X(ξj)
)(
p−1∏
i=1
X(ζi)
)
R1(ζp)
can be written as a sum over i1, . . . , ir. Any such summand can be written as(∏
i 6=t
Daiζi
)
DaζtP (ζ1, . . . , ζp; ξ1, . . . , ξs)
(
s∏
j=1
X(ξj)
)(
p−1∏
i=1
X(ζi)
)
R1(ζp),
where a = 0, 1. If t < p we obtain, as in the proof of Lemma 4.2, a summand containing
a coefficient of X(s+1)(χ). If t = p and a = 0 we obtain, by using (8.11), a summand
containing a coefficient of Rs+1(χ). If t = p and a = 1 we obtain, by using (8.28), (8.11)
and (8.12), a summand containing a coefficient of Rs+1(χ). 
Next, we have a generalization of Lemma 4.5:
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Lemma 8.7 Let r = min {s, p}, q = max {s, p} and n, j ∈ Z. For any given vector v in
any given highest weight gˆ-module V denote by R
(s,p)
j,n v a sequence of 2r vectors
X(s)(j)Rp(n− j)v,
X(s)(j + 1)Rp(n− (j + 1))v, (8.29)
...
X(s)(j + 2r − 1)Rp(n− (j + 2r − 1))v
in a formal Laurent series X(s)(ζ)Rp(ξ)v. Then each vector in R
(s,p)
j,n v can be written as a
linear combination of vectors
X(s)(i)Rp(n− i)v /∈ R
(s,p)
j,n v
and vectors obtained by the action of monomials, that have a coefficient of X(q+1)(χ) or
Rq+1(χ) as a factor, on v.
Proof. By using Lemmas 8.5 for s ≤ p and 8.6 for s > p we can prove the lemma in a way
analogous to the proof of Lemma 4.5. First, we notice that an analogue of Lemma 4.4
holds in both cases. Next, we see that, when we try to express vectors (8.29) as a certain
linear combination described above, we will, as before, get coefficients ar,m that form a
regular matrix (recall Lemma 4.3). 
The main result in this section is
Theorem 8.8 Let Λ = (l + 1)Λ0 + lΛ1 as in (8.10). The set BW (Λ) is a basis of the
maximal submodule W (Λ) of Verma module M(Λ).
Proof. By using lemmas 8.7 and 4.5 we can prove that the set of vectors of the form (8.2)
spans V ′′. Furthermore, for D′ = DΛp′(n
′), D′′ = DΛp′′(n
′′) and
x = B(i1) · · ·B(ir)X
(p1)(j1) · · ·X
(ps)(js)
we get, by using Proposition 3.1,
xD′D′′vΛ = x(lt(D
′) + higher terms)D′′vΛ = x lt(D
′)D′′vΛ + higher terms,
xD′D′′vΛ = xD
′(lt(D′′) + higher terms)vΛ = xD
′ lt(D′′)vΛ + higher terms,
so we conclude that two vectors of the form (8.2) with a same leading term are propor-
tional modulo higher terms in our order. 
As a consequence we have a vertex-operator theoretic proof of Andrews’ analytic iden-
tity ∏
n≥1
n 6≡0,±(l+2)(mod 2l+3)
(1− qn)−1 =
∑
n1,n2,...,nl≥0
qN
2
1+N
2
2+...+N
2
l
(q)n1(q)n2 · · · (q)nl
.
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