In this paper we present two experiments conducted for comparison of different language identification algorithms. Short words-, frequent words-and n-gram-based approaches are considered and combined with the Ad-Hoc Ranking classification method. The language identification process can be subdivided into two main steps: First a document model is generated for the document and a language model for the language; second the language of the document is determined on the basis of the language model and is added to the document as additional information. In this work we present our evaluation results and discuss the importance of a dynamic value for the out-of-place measure.
Introduction
Language identification can be used as a filtering technique to support users of information retrieval systems interested only in documents written in a certain language. Furthermore, language identification is an essential pre-processing step for other language processing techniques like stemming or machine translation that can only be applied to a document when the document's language is known. The goal of this paper is to analyze and compare different language identification methods with respect to their applicability in information retrieval settings. The language identification process can be subdivided into two main steps: First a document model is generated for the document and a language model for the language; second the language of the document is determined on the basis of the language model and added to the document.
Language Identification Models
Language identification models contain entities (words or n-grams) encoding language specific features. Depending on their particular frequency of occurrence, these features are listed as entities in a language or document model. In the following, we present three different approaches that are relevant for our study. Different parameter values like word length or frequency are considered.
Short Word-Based Approach The first type of word-based approaches is called short word -based approach. It uses only words up to a specific length to construct the language model, independent from the particular word frequency. Grefenstette (1995) uses one million characters of text for each language, tokenizing them and extracting all words with a length of up to five characters that occurred at least three times. The idea behind this approach is the language specific significance of common words like conjunctions having mostly only marginal lengths. Depending on the language, Grefenstette's language models contain between 980 and 2750 words. In contrast to Grefenstette, Prager (1999) uses only words up to four letters. Prager (1999) notes that short words will perform as good as a set of function words.
Frequent Word-Based Approach The second type of word-based approaches generate the language model using a specific amount of the most frequent words. These words describe a set of words having the highest frequency of all words occurring in a text. Different work has been presented in (Martino and Paulsen, 2001; Souter et al., 1994) who use the most frequent one hundred words, while Cowie et al. (1999) uses the most frequent one thousand words to generated a language model. Souter et al. (1994) takes into account one hundred high frequent words per language extracted from training data for nine languages and 91% of all documents were correctly identified. The utilized frequency -relative or absolute -is not stated in the work. Martino and Paulsen (2001) use one hundred most frequent words in word frequency tables where every word gets a normalized frequency value. This value is calculated by dividing the relative frequency of every word of the table with the relative frequency of the word at the first rank of the table. In contrast to these two works, Cowie et al. (1999) use the one thousand most frequent words and their absolute frequencies of every of the 34 used languages.
N-Gram-Based Approach
The third type of language models is generated by the n-gram-based approach and uses n-grams of different (Cavnar and Trenkle, 1994) or fixed (Grefenstette, 1995; Prager, 1999) lengths from tokenized words. In contrast, Dunning (1994) generates n-grams of sequences of Bytes. An n-gram is a sequence of n characters. Before creating n-grams of a word, its beginning and the end are marked, for instance with an underscore. Doing this, start and end n-grams can be discovered. Cavnar and Trenkle (1994) evaluate their algorithm on a corpus of 3713 documents in 14 languages and they notice that more comprehensive language models of the training files have better results for the language identification. For language models of more than 300 n-grams very good results of 99,8% were achieved. (adapted from (Cavnar and Trenkle, 1994 ))
The approach of Dunning (1994) is quite similar to the one from Cavnar and Trenkle (1994) . However, Dunning's approach does not use the tokenization of the text to build the n-grams, the language models are here generated assuming that the data are sequences of Bytes. For 50 KB on training data this approach identified 92% for test documents of length 20 Byte and 99,9% for longer texts with 500 Byte. Grefenstette (1995) generates trigrams of whitespace tokenized text adding an underscore at the beginning and at the end of every extracted token. Every trigram has to occur at least 100 times. This results in minimum 2550 and maximum 2560 trigrams for each language. Prager (1999) uses just as Grefenstette (1995) , language models with n-grams of a fixed length and this system reached a performance of 99% of correct identified texts for documents of 200 Byte.
Language Classification Methods
Classification is the second step of the language identification process. The language of a document is identified using the generated document model as input for the classification method. Different classification approaches can be used for language identification like Vector Space Model (Prager, 1999) , Monte Carlo sampling (Poutsma, 2001) , Markov Chains in combination with Bayesian Decision Rules (Dunning, 1994) , Relative Entropy (Sibun and Reynar, 1996) , and Ad-Hoc Ranking (Cavnar and Trenkle, 1994) . Poutsma (2001) involved Monte Carlo sampling on language identification to compare it to the Ad-Hoc Ranking from Cavnar and Trenkle (1994) and the Mutual Information Statistics from Sibun and Reynar (1996) . Instead of the necessary generation of language models in order to classify the documents language, the Monte Carlo technique used by Poutsma utilizes dynamic models. These are built by randomly selected features. The selection iteration is executed until the amount of features is adequat enough to determine the entire documents language. The necessary amount of features is investigated calculating the standard error σ of the feature samples. Prager (1999) applied the Vector Space Model based on the similarity computation via the cosine distance between the training and test language model. The numerical values within one vector are defined by a token's occurrence in the training set times its inverse document frequency. Prager (1999) used three different values for the idf-weight: 1/n i , 1/ √ n i and 1/ log(1 + n i ). The best performing of these was the first, 1/n i . The basic idea behind Dunning (1994) approach is the computation of a token's occurrence in every system supported language. The language of every language model, constructed using Markov Chains, is computed using the Bayesian Decision Rule. All supported languages are possible events given one considered test language model. The most likely language for a given language model is computed by the probability for one language l i within the language pool L times the probability of the language model given language l i computed with Markov Chains. As stated above, Sibun and Reynar (1996) applied Relative Entropy also called Kullback-Leibler distance. The language models describe probability distributions and the Relative Entropy computes their similarity based on the amount necessary encoding information for a second language model given a first one. The respective language model probability distributions are computed by determining the amount of a group of token like trigrams, for instance. The language a language model might be written in most likely will minimize the Relative Entropy the language's training model. The Ad-Hoc Ranking method of Cavnar and Trenkle (1994) relies on the comparison of two models which are ranked in descending frequency (see Figure 1) . For every unclassified document, text features are extracted into a document model.In the same way, text features are extracted into a language model from training data. All features are sorted by their descending frequency (rank). The features contained in the document model are successively searched in the language models. First, the single out-of-place measure (Cavnar and Trenkle, 1994 ) is computed by comparing the entities of the two models and their rank. Then, a value is assigned. The resulting total distance of the out-of-place measures is used for assigning the language to the document. Otherwise, if an entity of the document model is not included in the language model, a maximum value is added to the total distance. This value used for distinguishing the no-matching language from the correct one. Finally, all total distances between the document model and the language models are computed. The language model with the smallest total distance is chosen as describing the language of the document. An example of such computation is given in figure 1 , where the entities of the document and language model are compared. The first five entities of the document model are also contained in the language model. The out-of-place measures shown on the left side define the spread of their ranks in both models. In contrast, the entity ED is not included in the language model. Thus, the out-of-place measure gets the maximum no-matching value, increasing the difference of both models.
Since the Ad-Hoc Ranking from Cavnar and Trenkle (1994) is quite simple and experiments show very good results, we used this classification method as a basis to compare the three language model types -the short words-, frequent words-and n-gram-based approaches with each other and with varying model parameters.
Language Model Comparison
Language identification can be very helpful for information retrieval because users can be supported in filtering documents language-oriented. This means that every document is first classified into the belonging written language and resorted according to the language described above.
In this work, we study and compare the performance of existing language model approaches utilized as input for the classification method. Depending on the respective model type, every language model has been tested with different parameter values for word length, n-gram length or word frequency.
Data Collection
The data for our experiments are derived from the Leipzig Corpora Collection (LCC) (Quasthoff et al., 2006) and from randomly selected Wikipedia articles.
Leipzig Corpora Collection The Leipzig Corpora Collection contains corpora in different languages intended for natural language processing use. These corpora contain randomly selected sentences and are available in sizes of 100,000 sentences, 300,000 sentences, 1 million sentences (see Table 2 ). The sources are either newspaper articles or randomly collected web documents. The content is split into sentences. Preprocessing steps have been applied. For each word, the most significant words appearing as immediate left and right neighbors are included as well as co-occurrence information.
In our first experiment (see Table 4 ), we used the Leipzig Corpora Collection to create our training data for the following languages: Catalan, Danish, Dutch, English, French, German, Italian, Norwegian and Swedish.
Wikipedia Wikipedia 1 is a multilingual, Webbased, free content encyclopedia project. It is written collaboratively by volunteers and has grown rapidly into one of the largest reference Web sites. It contains about 9,000,000 articles in more than 250 languages 2 . The test data set, retrieved randomly from Wikipedia, is composed of 135 documents in the above mentioned respective languages. In a second evaluation (see Table 5 ), we used the same training set explained above, extending it with Estonian, Finnish, Sorbian and Turkish. Furthermore, we decided to use another subset of the Leipzig Corpora Collection as test benchmark for verifying the results obtained in the previous experiments.
Language Models
We evaluated the different language models in order to find out the best performing one in conjunction with different model typical parameter values and in conjunction with experimentally optimized values for the out-of-place measure. While in frequent words-based related works a fixed number of frequent words is used within a language model, in our work this number is determined dynamically. Thus, these parameter values (10%, 25%, 50%) indicate a percentage of most frequent words to be used. This percentage is computed depending on different lengths of documents (different numbers of words contained in the documents). An example of the 20 most frequent words is given in Table 1 for German, French and Swedish. For the n-gram-based language model, we selected the parameter values (3, 4, 5) that specify the maximum length of n-grams. As a pre-processing step of the ngram creation, the beginning and end of a word are marked n − 1 times on each end with a selected sign like the underscore. This indicates the start and the end of n-grams. A word of length k has then length of k +(2n−1) characters. Afterwards, k +(n−1) n-grams can be composed of a word of length k. In Table 2 , we present an extract of the generated n-grams for German, French and Swedish with length values (3, 4, 5 Table 2 : Extract of n-grams contained in the language models Table 3 shows an extract of the short words-based language model for the same languages covered by the ngram-based one and with the maximum length (3, 4, 5) of words.
Ger. sw:3 Fre. sw:4 Swe. sw :5  sie  377  plus  291  finns  231  am  334  avec  280  jag  224  hat  312  qu  262  vid  222  aus  312  son  253  sig  218  bei  280  ont  250  under 201  wie  253  pas  250  också 178  um  248  ne  249även  164  vor  228  sont  236år  161  nur  203  mais  232  han  161  zum 199été  212  skal  159  so  196  aux  197  vara Table 3 : Extract of short words contained in the language models
The Influence of the Out-of-Place Measure
For comparing the language models, we used the AdHoc Ranking classification method (Cavnar and Trenkle, 1994) . But analyzing the value of the out-of-place measure used in Cavnar and Trenkle (1994) , we can notice that the authors do not specify the maximal value of the out-of-place measure, while Cowie et al. (1999) and Artemenko et al. (2006) give it a fixed value of 10.000. In our work, we set different experimentally optimized values for the out-of-place measure. These values are dynamically chosen, instead of assigning them a fixed value for all document models, because of the coverage variance of words in the documents. As we already described in Section 1.2., the out-of-place measure is computed considering the single values of the same ranked entity (contained in the document and in the language model). The sum of these measures determines the total distance between a document and a language model. The language model with the smallest distance identifies the language of the document.
The maximum value of this measure for a document represents the no-matching languages. The maximum value for a single document entity plays an important role in excluding the no-matching language models. Thus, this possible maximum single distance is used as a threshold for the out-of-place measure and can change the resulting total distance. Summarizing, we can say that a dynamic value of the out-of-place measure is essential for achieving the best classification performance, as shown in the following section.
Evaluation
The language models (LM) discussed above are compared with another using the Ad-Hoc Ranking classification method. The evaluation results are shown in Table 4 and 5, where different parameters are set. In Table 4 the parameters for the frequent word model (FW) are set to 10%, 25% and 50%, while the length of word and n-grams are respectively set to 3, 4 and 5 for the short word (SW) and the n-gram (NG) based model. The best parameters of each language model are then combined in order to evaluate if the performance of these methods can be increased. Thus, the frequent word model (FW, 25%) is combined with the short word-based (SW, 4) model and then with the n-gram-based (NG, 3) one.
The results are presented in three different columns; the amount of misclassified documents is given in the first column (incor.), while the second one (cor.) contains the number of correct identified documents. In the third column (unkn.) unclassified documents are shown. The fourth column presents the percentage of documents, where the language was correctly identified.
Due to the results of this first evaluation, we chose the best performing parameter settings for every language model: SW(4), FW(25%) and NG(3). The results of this second evaluation are presented in Table 5 . In order to train the classifier, we decided to use for both experiments only one document per language (selected randomly from the Leipzig Corpora Collection). While in the first experiment 15 documents per language have been randomly retrieved from Wikipedia, we chose for the second evaluation a subset of the Leipzig Corpora Collection containing 250 documents per language.
In all experiments, we could notice that the out-ofplace measure influences the classification performance of the language models. The value of this measure has been fixed in the first experiments, while it is dynamically chosen for every language model in the last ones. Second Evaluation with the Leipzig Corpora Collection In the second evaluation we changed the out-of-place measure for every run dynamically as described in Section 2.3.. The modification of this parameter leads to a very good performance enhancement for every approach. All approaches reach 100% correct classification. This confirms that the out-of-place measure strongly influences the classification performance and plays a crucial role, more than the choice of the language model.
Conclusion
In this paper we presented two evaluations for comparing three language identification algorithms. In the first one the frequent word approach (FW, 25%) achieved the best results with 99%. After choosing the best performing parameter values for every implemented method, we could observe that the results of the second evaluation show the importance of the outof-place measure (Cavnar and Trenkle, 1994) , where the choice of one specific approach is no more important. In future work we want to extend the amount of languages and language families (e.g. asian and arabic). In addition, it may be interesting to discover how
