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Abstract
We show the factorization of the three-particle world-sheet S-matrix of
AdS5×S5 superstring theory in the near-flat-space limit at one loop order.
This is done by computing various scattering amplitudes from Feynman
diagrams in the world-sheet theory. The knowledge of certain highest
weight amplitudes allows us to fix all the freedom in the three-particle S-
matrix, which we argue to be constrained up to four scalar functions due
to the symmetries of the model. We demonstrate that these amplitudes
are given by corresponding products of the known two-particle S-matrix
elements, from which it follows that the scattering of any three world-
sheet excitations factorizes. This provides an explicit and direct check
of the quantum integrability of string theory in near-flat AdS5 × S5 as
it renders evidence for the existence of higher conserved charges. By
computing further amplitudes we also obtain an indirect confirmation of
the supersymmetries of the near-flat-space model.
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1 Introduction
The integrable structures found in type IIB superstring theory on AdS5×S5 [1,2] and in
N = 4 Super Yang-Mills theory [3–5] have turned the planar AdS/CFT correspondence
[6] into a two-dimensional particle model1. At the two ends of the coupling range, these
particles represent the excitations of the string world-sheet and the impurities in gauge
invariant operators, respectively. The asymptotic AdS/CFT spectrum of long strings and
heavy operators is then encoded in Bethe equations [8] which derive from the S-matrix
that describes the interactions of these particles [9–11]. Global symmetries fix the two-
particle S-matrix up to an overall phase factor [10]. This dressing phase embodies the
remaining freedom which is needed for a smooth interpolation between the two sides of
the correspondence. The phase is constrained by a crossing equation [12], and based
on [13] a non-perturbative expression was proposed in [14].
1We refer to the review articles [7] for an introduction to integrability in AdS/CFT and also as guides
to the vast amount of literature on this subject.
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The role of integrability is to ensure that the multi-particle S-matrices factorize into
products of two-particle S-matrix elements [15,16]2 such that knowing the latter is enough
to determine the spectrum for states with an arbitrary number of excitations. In this
context two things are currently the subject of extensive investigations: proving both
the correctness of the phase factor and the persistence of integrability for all values of
the coupling constant.
By now, the proposed two-particle S-matrix has been verified by computations of the
cusp anomalous dimension at weak coupling up to fourth order [18] and at strong coupling
up to first order [19], while the two-loop calculation suffers from divergences [20]. The
phase factor was also directly verified by a gauge theory computation at four loops [21]
and string theory computations for light-cone modes up to two loops [22, 23] and giant
magnons up to one loop [24]. Moreover, there are numerous check of the one-loop phase
factor by comparing energy corrections to classical string configurations [25] to Bethe-
ansatz predictions [26]. The physical origin of the phase was discussed in [27] [28] and a
method to derive it from first principles was advertised in [29]. Its analytical structure
agrees with the expectations based on the exact spectrum [30].
The usefulness of the two-particle S-matrix, however, relies on the existence of exact
integrability.3 On the gauge theory side, integrability was proven at the leading order by
means of an algebraic Bethe ansatz [3, 5]. On the string theory side, the classical inte-
grability follows from the existence of infinitely many non-local charges [1]. For checking
integrability beyond leading order there are various strategies: In gauge theory, the early
attention has been directed towards the degeneracies in the quantum spectrum and the
construction of responsible conserved charges [4,32,33]. A more algebraic approach is to
understand higher order integrability in terms of Yangian symmetries [33–35]. A very
direct check of quantum integrability is to show S-matrix factorization, performed on
the gauge theory side for the three-particle S-matrix in the sl(2) sector up to two-loops
in [36]. In contrast to the fairly strong results for the gauge theory, the quantum inte-
grability of the AdS string theory is still essentially conjectural. One possibility to judge
about integrability beyond the classical level is to verify if the proposed quantum Bethe
equations correctly predict the energies for states with at least three excitations. This
has been successfully done in the near-plane-wave limit [37] and in the uniform light-
cone gauge [38,39], but only semi-classically. Very recently, a stronger hint for quantum
integrability was given by showing that all logarithmic divergences in the transfer matrix
cancel [40].
This article provides the first direct check of quantum integrability on the string
theory side by focusing on the factorization of the S-matrix and the absence of particle
production in the world-sheet theory. Since the full AdS5×S5 sigma-model [41] is quite
complicated, we work in the near-flat-space limit [42,43]. This simplifies the sigma model
immensely, but nonetheless permits probing the world-sheet scattering of the full theory
as shown in the two-particle case [22, 23]. Here, we compute three-particle scattering
amplitudes at one-loop order (1/
√
λ 3) and show that the S-matrix indeed factorizes.
2For a very nice review on factorized scattering see [17].
3For completeness, we should mention that there are examples where the possession of the two-
particle S-matrix does not guarantee the diagonalizability of the Hamiltonian of the system [31].
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This implies the existence of at least one higher conserved charge and therefore supplies
strong evidence for the quantum integrability [44].
Outline. In the remainder of this introduction, we recall some facts about factorized
scattering, write down the precise factorization equation which we are going to prove, and
sketch the mechanism of factorization from a Feynman diagram point of view. In Sec. 2,
we briefly review the near-flat-space model and quote the world-sheet two-particle S-
matrix in this limit. Sec. 3 is devoted to the discussion of the symmetries of the S-matrix
which reveals that the three-particle S-matrix has only four independent components.
We compute these components in Sec. 4 from Feynman diagrams to one-loop order. We
also compute some further S-matrix elements as an indirect check of the symmetries.
In Sec. 5, we show that the three-particle S-matrix elements indeed factorize into prod-
ucts of elements of the two-particle S-matrix. We do this by computing the expected
three-particle S-matrix from the two-particle S-matrix determined by the Zamolodchikov
algebra and show that it agrees with the result of the Feynman diagram computation.
On the basis of the symmetries of the model, this proves the factorization of the three-
particle scattering in the AdS5×S5 superstring world-sheet theory in the near-flat limit
to the first quantum level. In the appendices, we set up the notation (App. A), discuss
the su(2)4 transformations of the fields (App. B), describe the three-particle phase space
(App. C) and give more details for the computation of the Feynman diagrams (App. D).
Facts about factorized scattering. In 1+1-dimensional field theories the existence
of infinitely many conserved charges is equivalent to the factorization of the S-matrix
[15,16]. Hence, one can prove integrability by showing that all multi-particle S-matrices
can be expressed in terms of the two-particle S-matrix according to the Zamolodchikov
algebra [16]. We record the precise relationship for the case of three-particle scattering,
which is the case we will be dealing with. The elements of the two- and three-particle
S-matrix are defined by
S|Φi(a)Φj(b)〉 = |Φk(a)Φl(b)〉Sklij (a, b) ,
S|Φi(a)Φj(b)Φk(c)〉 = |Φl(a)Φm(b)Φn(c)〉Slmnijk (a, b, c) ,
(1.1)
where Φi denotes the set of all fields, bosonic as well as fermionic, and a, b, c denote the
individual momenta. Then integrability implies
S˜lmnijk (a, b, c) =
∑
xyz
S˜lmxy (a, b)S˜
xn
iz (a, c)S˜
yz
jk (b, c) =
∑
xyz
S˜mnyz (b, c)S˜
lz
xk(a, c)S˜
xy
ij (a, b) , (1.2)
for the graded matrix elements S˜klij = (−)|i||j|Sklij and S˜lmnijk = (−)|i||j|+|j||k|+|k||i|Slmnijk . The
intricate index flow in this equation is illustrated in Fig. 1. The first equality in (1.2) is
the statement of the factorization of the three-particle S-matrix. This is the equation we
will prove for the string sigma-model in the near-flat limit to one-loop order. The second
equality in (1.2) is the Yang-Baxter equation (YBE), which is a consistency condition for
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Figure 1: S-matrix factorization. This graphic illustrates equation (1.2), the factorization
of the three particle S-matrix into the product of three two-particle S-matrices. The dotted,
solid and dashed lines represent the momenta a, b and c, respectively. The other labels are the
flavor indices of the fields. The S-matrices dictate the flavor indices how to hop between the
momentum lines.
the two-particle S-matrix. It is necessary but not sufficient for factorization4. The two-
particle S-matrix for the string sigma-model satisfies the YBE by construction [46, 11].
We stress that the S-matrices in (1.1) and (1.2) are the total S-matrices, including all
connected and disconnected parts. Factorization is a statement about the localization of
the interaction, not about disconnectedness.
Factorized scattering and Feynman diagrams. It is interesting to see how (1.2)
comes out of a Feynman diagram computation. The first thing to note is that (1.2)
implies that three-particle amplitudes vanish if the out-momenta do not pairwise equal
the in-momenta. This is a consequence of the higher conserved charges. In the Feyn-
man diagram computation, however, only energy and momentum conservation are man-
ifest. Nevertheless, the sum of all diagrams will turn out to vanish identically except
at those isolated points in phase space, where the set of out-momenta equals the set
of in-momenta. At these points the amplitude diverges due to an internal propagator
going on-shell. This divergence is regularized by the iε-prescription and the residue is
extracted using [17]
1
p2 −m2 ± iε = P
1
p2 −m2 ∓ iπδ(p
2 −m2) . (1.3)
The principal value terms cancel and the amplitude acquires a further δ-function, which
together with the δ-functions from energy-momentum conservation forces each out-
momentum to be equal to one of the in-momenta. Though rather implicit, this is the
effect of the next conserved charge.
One is tempted to further explain the factorization directly by regarding Fig. 1 as
Feynman diagrams where the vertices of the three-particle process are grouped into three
4This is to be contrasted with the algebraic Bethe ansatz where the YBE for the universal R-matrix
is sufficient for integrability. However, for the AdS string the universal R-matrix is unknown to date.
For some work in this direction see [45].
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Figure 2: Generic two-loop diagram. At two-loop order, there are three-to-three particle
Feynman diagrams which do not split into a sequence of three two-to-two subdiagrams.
subdiagrams each of which corresponds to a two-particle process. The internal on-shell
propagator would then be expected to be one of the lines connecting the two-particle
S-matrix blobs. We will show, however, that this identification is not possible in general.
This becomes obvious at higher loop orders where generic diagrams do not have the
structure of the right hand side of Fig. 1 (see e.g. Fig. 2). But already at one-loop
order, where this is still the case, we will see that Fig. 1 can at most be interpreted
as effective diagrams after all Feynman graphs have been added together. This makes
S-matrix factorization to an even more exceptional property.
2 The near-flat-space model
The full AdS5×S5 sigma-model [41] is rather complicated. In light-cone gauge, which is
the preferred gauge for the particle picture of the AdS/CFT correspondence, the action
contains interactions of arbitrary order [47]. However, in the near-flat limit introduced
by Maldacena and Swanson [42], the theory simplifies drastically but without becoming
trivial. The world-sheet Lagrangian in this limit can be written as [22, 23]
L = 1
2
(∂Y )2 − m2
2
Y 2 + 1
2
(∂Z)2 − m2
2
Z2 + i
2
ψ ∂
2+m2
∂−
ψ
+γ (Y 2 − Z2)((∂−Y )2 + (∂−Z)2)+ iγ (Y 2 − Z2)ψ∂−ψ
+iγ ψ
(
∂−Yi′Γi′ + ∂−ZiΓi
)(
Yj′Γj′ − ZjΓj
)
ψ
− γ
24
(
ψΓi′j′ψ ψΓi′j′ψ − ψΓijψ ψΓijψ
)
, (2.1)
where the coupling constant γ is related to the ’t Hooft coupling by
γ =
π√
λ
. (2.2)
The bosonic fields Yi′=1,...,4 and Zi=5,...,8 are the transverse excitations in S
5 and AdS5,
respectively. The eight fermionic degrees of freedom are described by an SO(8) Majorana-
Weyl spinor ψ. The parameterm has been introduced into (2.1) merely to facilitate power
counting and should be set to one in the results. Finally, ∂± are the usual light-cone
derivatives ∂± =
1
2
(∂0 ± ∂1). In App. A more details on the notation are given.
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In essence, the near-flat limit enhances the left-moving and suppresses the right-
moving modes of the string excitations by sending5
p− →∞ , p+ → 0 with p±λ±1/4 = fixed . (2.3)
While this decoupling of left- and right-movers leads to the significant simplifications, the
near-flat-space model is nevertheless capable to interpolate between the classical giant
magnon regime and the free plane-wave limit [42]. The comparison of results for the full
sigma-model and the reduced model is done by scaling the plane-wave momenta in the
former as in (2.3). The quantum consistency of the near-flat-space truncation has been
checked up to two-loops by computing the two-particle S-matrix [23].
Decompactification limit. Taking the near-flat limit of the AdS string naturally
decompactifies the cylindrical world-sheet [42] such that the model (2.1) is in fact defined
on the infinite plane
S =
∫ ∞
−∞
d2σ L . (2.4)
This is no inconvenience, but just in the spirit of the world-sheet S-matrix approach to the
string spectrum [48]. In order to sensibly define asymptotic states and study scattering
amplitudes, one needs to have a non-compact world-sheet. A further requirement is the
relaxation of the level-matching condition, as the S-matrix describes the scattering of
single excitations which are actually unphysical string states.
Symmetries. The model (2.1) inherits the symmetries from the AdS5 × S5 super-
string in light-cone gauge [42]. With relaxed level-matching, the symmetry algebra is
psu(2|2)2⋉R3 [49], where ⋉ symbolizes central extension. The charges of the fields un-
der the bosonic subalgebra su(2)4 can be made manifest by changing to a double index
notation
(Yi′, Zi, ψ)←→ (Yaa˙, Zαα˙, Ψaα˙, Υαa˙) . (2.5)
Here a, a˙ are even and α, α˙ are odd su(2) indices, which can be combined as A = (a|α)
and A˙ = (a˙|α˙) into the fundamental indices of the two psu(2|2) factors. In App. B we
give the precise relationship between the two notations in (2.5).
Two-particle S-matrix. The S-matrix for the AdS/CFT particle model was con-
structed from symmetries in [10], and written in the string basis in [11]. The reduction
to the near-flat space was investigated in [42]. Here we give the form derived in [23],
where it was also shown to arise from Feynman diagrams to two-loop order. It is given
by the graded tensor product of two identical su(2|2) S-matrices
SCC˙DD˙
AA˙BB˙
(a, b) = (−)|A˙||B|+|C˙||D| S0(a, b) SCDAB (a, b) SC˙D˙A˙B˙ (a, b) . (2.6)
5This is the scaling of the momenta in the string normalization, which is related to the normalization
of the momenta used in the spin chain picture by pstring =
√
λ
2pi
pchain.
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The arguments a ≡ pa− and b ≡ pb− are the minus components of the particles’ light-cone
momenta. Up to order O(γ4) corrections, the prefactor S0 can be written as
S0(a, b) =
e
8i
pi
γ2 a
3b3
b2−a2
“
1− b
2
+a2
b2−a2
ln b
a
”
1 + γ2 a2b2
(
b+a
b−a
)2 . (2.7)
The matrix part is usually parametrized as follows
S
cd
ab = Aδ
c
aδ
d
b +B δ
d
aδ
c
b , S
γδ
ab = C ǫabǫ
γδ , Scδaβ = Gδ
c
aδ
δ
β , S
γd
aβ = H δ
d
aδ
γ
β , (2.8)
S
γδ
αβ = D δ
γ
αδ
δ
β + E δ
δ
αδ
γ
β , S
cd
αβ = F ǫαβǫ
cd , Sγdαb = L δ
γ
αδ
d
b , S
cδ
αb = K δ
δ
αδ
c
b ,
where the exact coefficient functions are given by
A(a, b) = 1 + iγ a b
b− a
b+ a
, B(a, b) = −E(a, b) = 4iγ a
2 b2
b2 − a2 ,
D(a, b) = 1− iγ a b b− a
b+ a
, C(a, b) = F (a, b) = 2iγ
a3/2 b3/2
b+ a
, (2.9)
G(a, b) = 1 + iγ a b , H(a, b) = K(a, b) = 2iγ
a3/2 b3/2
b− a ,
L(a, b) = 1− iγ a b .
3 Symmetries of the three-particle S-matrix
The three-particle S-matrix turns out to be highly restricted due to the psu(2|2)2 ⋉R3
symmetry of the model. The representation theory of this algebra has been worked out in
[46], where it was found that the triple tensor product of the fundamental representation
4 of psu(2|2)⋉R3 decomposes into two 32-dimensional irreducible representations
⊗ ⊗ = ⊕ . (3.1)
Taking also the other psu(2|2) factor into account we conclude that the three-particle
S-matrix is a sum of four projectors
S = C1 P( , ) + C2 P( , ) + C3 P( , ) + C4 P( , ) . (3.2)
The coefficients Ci are functions of the three in-particle momenta which are measured by
the projectors Pi from the state they act upon. In order to determine these coefficients,
and hence fix the entire three-particle S-matrix, it is most convenient to consider the
scattering of eigentstates of the projectors Pi, for instance
S |Y11˙(a) Y11˙(b) Y11˙(c)〉 = C1(a, b, c) |Y11˙(a) Y11˙(b) Y11˙(c)〉 , (3.3)
S |Ψ13˙(a)Ψ13˙(b)Ψ13˙(c)〉 = C2(a, b, c) |Ψ13˙(a)Ψ13˙(b)Ψ13˙(c)〉 ,
S |Υ31˙(a) Υ31˙(b) Υ31˙(c)〉 = C3(a, b, c) |Υ31˙(a) Υ31˙(b) Υ31˙(c)〉 ,
S |Z33˙(a)Z33˙(b)Z33˙(c)〉 = C4(a, b, c) |Z33˙(a)Z33˙(b)Z33˙(c)〉 .
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The states in (3.3) are just the highest weight states of the respective modules.
We note that the Lagrangian is not invariant under the exchange of the two psu(2|2)
factors: some interactions are symmetric while others are anti-symmetric. Therefore we
cannot further reduce the expansion (3.2) by setting6 C2 equal to C3. The lack of this
symmetry can also be seen from the two-particle S-matrix, which sometimes acquires a
sign when undotted and dotted indices are interchanged:
SC˙CD˙D
A˙AB˙B
= (−)|A˙||B|+|A||B˙|+|C˙||D|+|C||D˙| SCC˙DD˙
AA˙BB˙
. (3.4)
The S-matrix elements Ci can be extracted from
C1(a, b, c)
∑
σ(d,e,f)
δad δbe δcf = 〈Y11˙(f) Y11˙(e) Y11˙(d)|S |Y11˙(a) Y11˙(b) Y11˙(c)〉 , (3.5)
etc. The sum runs over all the permutations of (d, e, f) and δab ≡ 2πδ(a− b).
For practical reasons it is convenient to perform the actual computation for so(4)2
fields, in terms of which the amplitude (3.5) reads
〈Y11˙ Y11˙ Y11˙|S |Y11˙ Y11˙ Y11˙〉 = 〈Y1 Y1 Y1|S |Y1 Y1 Y1〉 − 〈Y1 Y1 Y1|S |Y1 Y4 Y4〉
− 〈Y1 Y1 Y1|S |Y4 Y1 Y4〉 − 〈Y1 Y1 Y1|S |Y4 Y4 Y1〉 , (3.6)
where the momentum arguments are as in (3.5). In Sec. 4 we present some details of
the computation of these expectation values and summarize the results for all processes
(3.3). In Sec. 5 we show that these matrix elements factorize into products of two-particle
S-matrices. On the basis of the psu(2|2)2 ⋉ R3 symmetry, this proves the factorization
of the full three-particle S-matrix.
We should stress that we are not going to write down the full functions Ci, but only
those parts which describe processes where all particles are involved in the interaction. In
the language of Feynman diagrams these are the terms corresponding to fully connected
graphs. Being interested in the factorization of the S-matrix, these are the crucial terms.
Contributions from processes where one particle is merely a spectator factorize trivially.
They correspond to disconnected Feynman diagrams and probe only the two-particle
S-matrix. We refrain from computing these contributions, since it has already been
explicitly verified in [23] that the two-particle S-matrix arises from Feynman diagrams
up to order γ3. In Sec. 5, we explain how to separate connected and disconnected
contributions to the S-matrix (3.2) from each other.
In fact, there is no real gain in knowing the actual expressions for Ci as long as
one does not have the explicit form of the projectors Pi. We are making use of the S-
matrix representation (3.2) only to prove factorization. After having done so, it is much
more convenient to utilize factorization and compute three-particle amplitudes from the
product of two-particle S-matrices (1.2).
6Nevertheless, we will find C2 = C3 as a result of the one-loop computation in Sec. 4. However, we
may not use this as an input here.
8
4 Three-particle scattering
In this section, we compute the three-particle scattering amplitudes from Feynman di-
agrams. In order to prove factorization, it is sufficient to calculate the “highest weight
processes” (3.3). The results are summarized in Sec. 4.3, and some further processes are
discussed in Sec. 4.4.
For describing the computation we take, as an illustrative example, the process
Y1(a)Y1(b)Y1(c)→ Y1(d)Y1(e)Y1(f) , (4.1)
which is the first part in (3.6). We denote the amplitude as
A(η) ≡ A(a, b, c, d, e, f) = 〈Y1(f)Y1(e)Y1(d)|Y1(a)Y1(b)Y1(c)〉connected . (4.2)
As discussed at the end of Sec. 3, we can restrict ourselves to the connected part of the
amplitude, because the disconnected part factorizes trivially. The in-coming momenta
are ordered as c > b > a > 0. This corresponds to pa > pb > pc, so that the state
|Y1(a)Y1(b)Y1(c)〉 where the fields are arranged as xa < xb < xc is indeed an initial
state. The out-going momenta d, e, f > 0 are constrained by momentum and energy
conservation
a+ b+ c = d+ e+ f ,
1
a
+
1
b
+
1
c
=
1
d
+
1
e
+
1
f
, (4.3)
where the second equation receives corrections at two loops [23]. These equations force
the out-momenta to lie on a planar curve, cf. Fig. 6 in App. C where the phase space is
discussed in detail.
The key point of factorized scattering is that the amplitudes will be of the form
A(η) =
∑
σ(d,e,f)
Sσ(a, b, c) δad δbe δcf , (4.4)
i.e. they vanish identically on most of the phase space and peak at those particular points
where the set of the in-coming momenta {a, b, c} is equal to the set of the out-going
momenta {d, e, f}. This form is a manifestation of the underlying higher conservation
laws. The functions Sσ(a, b, c) are by definition the three-particle S-matrix elements,
where the permutation σ determines the ordering of the flavor indices in the out-state
(keeping the momenta always in the order a, b, c). This means that a single amplitude
determines up to six S-matrix elements.
By showing that the 3→ 3 amplitude is of the form (4.4), one shows at the same time
that there is no 2→ 4 particle production. The amplitude for the latter can be deduced
from the former by analytically continuing one of the in-coming momenta to negative
values. In this case, however, the condition {a, b, c} = {d, e, f} cannot be satisfied,
because the momenta in the first set are all positive while one momentum in the second
set is negative. Hence, the particle production amplitude vanishes identically.
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Figure 3: Tree-level diagram. The label r counts the derivatives acting onto the internal
propagator.
4.1 Tree-level
At tree-level the amplitude is computed from diagrams of the kind drawn in Fig. 3. For
the process (4.2) we find
Atree(η) = −iγ2 1√
64abcdef
1
2! 3!2
∑
σ(η¯)
F (η¯) I0(η¯) , (4.5)
where
F (η) = 16
(
a2 + b2 + c2 + ab+ bc+ ca
) (
d2 + e2 + f 2 + de+ ef + fd
)
. (4.6)
and I0 is the tree-diagram (cf. (D.1))
I0(η) =
δ2(η)
(a+ b+ c)2 −m2 + iε . (4.7)
The sum in (4.5) is taken over all permutations of η¯ ≡ (a, b, c,−d,−e,−f). Since the
summand is symmetric in (a, b, c) and in (d, e, f) and under the exchange (a, b, c) ↔
(d, e, f), one can restrict the sum to permutations under which the summand is not
symmetric (there are 10 such permutations) and drop the factor 1
2! 3!2
. The first fraction
in (4.5) originates from the wave-function normalization of the external particles.
After performing the sum in (4.5), one can use energy-momentum conservation to
show that the amplitude indeed vanishes if the sets of in- and out-momenta are different:
Atree(η) = 0 for {a, b, c} 6= {d, e, f} . (4.8)
At the points where {a, b, c} = {d, e, f} the amplitude becomes divergent when ε → 0
in (4.7). The divergences originate from terms where the momentum of the internal
propagator I0 is equal to one of the external momenta and therefore goes on-shell. The
divergence is of δ-function-type and its residue can be extracted by means of the principal
value formula (1.3). In the sum (4.5) the principal value terms cancel because of energy-
momentum conservation and we are left with an additional δ(p2 −m2)-function which
sets the internal momentum p of the corresponding diagram on-shell. The factorized
form (4.4) arises from combining this δ-function with the overall energy-momentum
conservation δ(2)(η) contained in (4.7). For the case at hand we obtain
Atree(η) = − γ
2
4m4
abcG(a, b, c)
(a+ c)(c− b)(b− a)
∑
σ(d,e,f)
δad δbe δcf (4.9)
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(a) bubble (b) dog (c) sun
Figure 4: One-loop diagrams. The labels r, s and t count the derivatives acting onto the
corresponding internal propagator. The corresponding integrals are evaluated in App. D.
with
G(a, b, c) = 16
[
2abc(a− b+ c) + a3(b− c) + b3(a+ c) + c3(b− a)] . (4.10)
This result is a special case of (4.4), where the coefficients Sσ are actually independent
of the permutation σ which is due to the fact that all involved fields are of the same
flavor.
It is interesting to compare the result (4.9) to the corresponding result in φ4-theory
which is reviewed in the context of integrability in [17]. There, the amplitude is given
by (4.5) with F (η) ≡ 1. As a consequence, Atree(η) is not of factorized form. It is given
by (4.9) setting G(a, b, c) ≡ 1 but with an additional constant piece. This constant can,
however, be canceled from the amplitude by adding a six-point vertex to the action.
Continuing this process to the scattering of more and more particles, turns φ4-theory
into sinh-Gordon. Here, in the near-flat-space model, the amplitude vanishes without
higher order interactions.
4.2 One-loop
The one-loop amplitude is given by two sets of diagrams, the “dogs” (Fig. 4(b)) and the
“suns” (Fig. 4(c)),
A1−loop(η) = Adog(η) +Asun(η) . (4.11)
As before, we describe the general computation and give explicit results for the sample
process (4.1).
The dogs. The combinatorics gives a linear combination of Drst with up to five deriva-
tives (r + s+ t ≤ 5). The result can be simplified by making use of the identities (D.8)
which relate Drst’s with different numbers of derivatives. In all considered cases it was
possible to reduce the expressions such that only D000 remains. For the amplitude of
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(4.1) the result is
Adog(η) = 1√
64abcdef
32γ3
2! 3!
∑
σ(η¯)
(
(a+ b)2(a2 + ab+ b2) + (a+ b+ c)c(a2 − 6ab+ b2))
× (d2 + e2 + f 2 + de+ ef + fd)D000(η¯) ,
(4.12)
where the sum is taken over all permutations of the momenta {a, b, c,−d,−e,−f}. As
in the tree-level case, the prefactor 1
2! 3!
can be removed, if the sum is restricted to
permutations under which the summand in not symmetric. Here the symmetries are
permutation of (a, b) and of (d, e, f).
The suns. Generically one finds very lengthy expressions in Orst with up to six deriva-
tives. Using the identities (D.10), it turned out that all considered cases allowed a
reduction of the result to Orst’s with at most two derivatives. For the process (4.1) we
are left with
Asun(η) = 1√
64abcdef
16γ3
2!3
∑
σ(η¯)
[
V (η¯)O000(η¯)− U(η¯)O200(η¯)
]
, (4.13)
where
U(η) = (a+ b)(c+ d)(e+ f)2 + (ab+ cd)(e2 + 8ef + f 2)
+ (a2 + b2 + c2 + d2)(e2 + ef + f 2) , (4.14)
V (η) = 6abcdef + 2e2f 2(a + b)(c+ d) + (e3 + f 3)
[
ab(c + d) + cd(a+ b)
]
+ (e2 + f 2)
[
(a2 + b2)(c2 + d2) + 2ab(c+ d)2 + 2cd(a+ b)2 − abcd
+ (a+ b)(c + d)3 + (a+ b)3(c+ d) + ef(a+ b)(c + d)
]
. (4.15)
While it is not hard to evaluate the sun diagrams Orst for any number of derivatives,
the cases with r + s + t ≤ 2 are very special. In these cases the simplest form of a
cutting rule (D.11) [50] applies, which makes it is possible to write the sun Orst as a
linear combination of tree-level diagrams Ir multiplied by bubbles Brs (see Fig. 4(a)).
One-loop result. The results for the integrals Drst(η) and Orst(η) are given in App. D.
Both the dog and the sun can be written as products of a bubble and a propagator. For
the dog this is obvious by looking at the diagram, Fig. 4(b), while for the sun this
happens after applying the cutting rule (D.11) mentioned above. A peculiarity of this
cutting procedure is that the iε-prescription for the propagator becomes momentum
dependent, see (D.12).
All bubbles are finite, but – exactly as at the tree-level – the propagators become
divergent when its momentum goes on-shell. The poles can again be extracted using the
principal value formula (1.3). The partial one-loop amplitudes for (4.1) are
Adog(η) = +R(η)−
∑
σ(a,b,c)
4iγ3a3b2c
|a2 − c2|
a2 + b2
a2 − b2
[
a4 + 2a3b+ 10a2b2 + 2ab3 + b4
a2 − b2 (4.16)
− 4i
π
ab
|a2 − b2|
(
a2 − b2 + (a2 + b2) ln b
a
)]
×
∑
σ(d,e,f)
δadδbeδcf ,
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Asun(η) = −R(η)− 8iγ
3a2b2c2
(a2 − b2)(b2 − c2)(c2 − a2) (4.17)
×
[
24a2b2c2 + a4b2 + a2b4 + a4c2 + a2c4 + b4c2 + c2b4
− a3b2c+ a2b3c+ a3bc2 + ab3c2 + a2bc3 − ab2c3
]
×
∑
σ(d,e,f)
δadδbeδcf .
In these expressions, R(η) = Rdog(η) δ(2)(η) = Rsun(η) δ(2)(η) is a function with support
on the phase space which drops out in the final one-loop amplitude (4.11). Rdog(η) and
Rsun(η) are rational functions multiplied by logarithms of various ratios of the momenta.
They are non-singular for a 6= b 6= c 6= a and the cancelation happens upon energy-
momentum conservation between terms with the same momentum flowing through the
bubble.
4.3 Summary for highest weight processes
We write the tree-level and one-loop results for all amplitudes (3.3) that are needed to
prove the factorization.
Y11˙(a)Y11˙(b)Y11˙(c)→ Y11˙(d)Y11˙(e)Y11˙(f)
The other three contributions (3.6) to this amplitude are computed precisely as in the
example above. The total connected amplitudes are found to be
Atree(η) = −4 γ2 a b c
[
a
(a + b)(a+ c)
(a− b)(a− c) + b
(a+ b)(b+ c)
(a− b)(b− c) + c
(a+ c)(b+ c)
(a− c)(b− c)
]
(4.18)
×
∑
σ(d,e,f)
δadδbeδcf ,
Adog(η) = +R(η)−
∑
σ(a,b,c)
4iγ3a3b2c
a2 − b2
∣∣∣∣a+ ca− c
∣∣∣∣
[
(a+ b)3
a− b (4.19)
− 4i
π
ab
|a2 − b2|
(
a2 − b2 + (a2 + b2) ln b
a
)]
×
∑
σ(d,e,f)
δadδbeδcf ,
Asun(η) = −R(η) + 8i γ3 a2b2c2 (a + b)(a+ c)(b+ c)
(a− b)(a− c)(b− c) ×
∑
σ(d,e,f)
δadδbeδcf . (4.20)
Z33˙(a)Z33˙(b)Z33˙(c)→ Z33˙(d)Z33˙(e)Z33˙(f)
The amplitude for this process is given by the previous one after changing the overall
sign of the one-loop results. This is an immediate consequence of the anti-symmetry of
the interaction Lagrangian (2.1) under the exchange of the Y - and Z-bosons.
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Ψ13˙(a)Ψ13˙(b)Ψ13˙(c)→ Ψ13˙(d)Ψ13˙(e)Ψ13˙(f)
The explicit computation in the fashion of the example above produces the unspectacular
result
Atree(η) = 0 , Adog(η) = 0 , Asun(η) = 0 . (4.21)
It can be explained as follows. At tree-level, the only contribution can come from using
two four-fermion vertices. Spelling out this vertex by using the explicit Dirac-matrices
(A.6) as
8γ(ψ1ψ2ψ3ψ4 − ψ5ψ6ψ7ψ8) (4.22)
and converting the external particles to so(8) notation by means of (B.11), shows that
the legs cannot be connected in a non-vanishing way. The dog amplitude also requires
the use of at least one four-fermion vertex and is zero for the same reason. Nevertheless,
there are non-trivial sun diagrams. They are built from mixed vertices, where each
vertex is connected to one in-coming and one out-going external line, and where all the
internal propagators are bosonic. These diagrams, however, sum to zero because of the
aforementioned Y ↔ Z anti-symmetry of the interactions.
Note that (4.21) does not imply that the quantum corrections to C2 in (3.2) vanish,
rather there will be contributions from disconnected diagrams at order γ2. These are
given by the two-particle S-matrix elements computed in [23].
Υ31˙(a)Υ31˙(b)Υ31˙(c)→ Υ31˙(d)Υ31˙(e)Υ31˙(f)
For the same reason as above we find also here
Atree(η) = 0 , Adog(η) = 0 , Asun(η) = 0 . (4.23)
Using that also the two-particle S-matrix elements for the processes Ψ13˙(a)Ψ13˙(b) →
Ψ13˙(c)Ψ13˙(d) and Υ31˙(a)Υ31˙(b)→ Υ31˙(c)Υ31˙(d) agree [23], we find that C2 = C3 in (3.2) at
least to order γ3.
4.4 Summary for mixed processes
The highest weight processes computed in the previous subsection are distinguished
from generic ones by their simplicity. One might worry that the factorization of the
highest weight amplitudes is therefore very special and depends on cancelations that do
not occur in general. Even though the power of the centrally extended supersymmetry
algebra takes care of the factorization of all other three-particle S-matrix elements, it
is nevertheless reassuring to verify explicitly the factorization of some asymmetric and
more complicated cases. In this subsection we discuss an annihilation-type process
Y1 ψ1 ψ6 ←→ Z7 Y2 Y3 , (4.24)
that involves particles from all su(2) sectors.
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Y1(a)ψ1(b)ψ6(c)→ Z7(d)Y2(e)Y3(f)
The computation of this amplitude proceeds just as before. The result is given by
Atree(η) = − γ
2a3b3/2c3/2
(b− a)(c− a)
[
δadδbeδcf − δadδbfδce + δaeδbdδcf − δafδbdδce
]
+
γ2a3b3/2c3/2
(a+ b)(a + c)
[
δaeδbfδcd − δafδbeδcd
]
, (4.25)
A1−loop(η) = + iγ
3a4b3/2c3/2
[
c(b− c) + a(b+ c)]
(b− a)(c2 − a2)
[
δadδbeδcf − δadδbfδce
]
− iγ
3a4b3/2c3/2
[
a(b− c) + c(b+ c)]
(b− a)(c2 − a2)
[
δaeδbdδcf − δafδbdδce
]
+
iγ3a4b3/2c3/2
[
a(b− c) + b(b+ c)]
(b2 − a2)(a+ c)
[
δaeδbfδcd − δafδbeδcd
]
. (4.26)
We note that the one-loop amplitude is the sum of two non-trivial contributions from
Adog and Asun which we report in App. E. In contrast to the highest weight cases, this
amplitude gives information about six different S-matrix elements. We show in the next
section that all of them factorize into products of two-particle S-matrix elements.
Z7(a)Y2(b)Y3(c)→ Y1(d)ψ1(e)ψ6(f)
The amplitude for the reversed process is found from the same Wick contractions as for
the original one. The S-matrix elements, however, turn out to be quite different:
Atree(η) = − γ
2a3b3/2c3/2
(b− a)(c− a)
[
δadδbeδcf − δadδbfδce
]
+
γ2a3/2b2c3/2
[
(b− a)c− a(b+ c)]
(b− a)(c− a)(b+ c)
[
δaeδbdδcf − δafδbdδce
]
+
γ2a3/2b3/2c3
(a+ c)(b+ c)
[
δaeδbfδcd − δafδbeδcd
]
, (4.27)
A1−loop(η) = + iγ
3a4b3/2c3/2[c(b− c) + a(b+ c)]
(b− a)(c2 − a2)
[
δadδbeδcf − δadδbfδce
]
+
iγ3a3/2b2c3/2
(b− a)(c2 − b2)(c2 − a2)
[
2a2c3(a+ c) + 2abc2(a− c)(a + 2c)
− b3(a− c)(a+ c)2 − b2c(3a3 + a2c+ ac2 − c3)
] [
δaeδbdδcf − δafδbdδce
]
+
iγ3a3/2b3/2c4[a(b− c) + b(b+ c)]
(c2 − b2)(a + c)
[
δaeδbfδcd − δafδbeδcd
]
(4.28)
This difference comes about as follows. Firstly, the exchange of the in-coming and out-
going particles reshuffles the momenta {a, b, c} in the matrix elements. Secondly, the
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matrix elements are simplified making use of the initial state condition c > b > a > 0.
This makes different matrix elements incomparable. The partial amplitudes Adog and
Asun are printed in App. E.
5 Factorization of the three-particle S-matrix
We now show that the three-particle S-matrix elements computed in the previous section
are indeed products of corresponding elements of the two-particle S-matrix recorded in
Sec. 2. Due to the high degree of symmetry this is sufficient to prove the factorization
of the full three-particle S-matrix to one-loop order (i.e. order γ3).
Specifically, we verify the factorization by calculating the triple product of two-
particle S-matrices according to (1.2) and showing that this product agrees with the
computed three-particle amplitudes. It will be instructive to not only compare the total
amplitudes but certain contributions individually. To this end we split the tree-level and
one-loop S-matrix elements as follows
S(0) = S11γ
2
+ S1γγ ,
S(1) = S11γ
3
+ S1γγ
2
+ Sγγγ ,
(5.1)
where the superscripts indicate the perturbative order of the three factors in (1.2). For
instance, S1γγ
2
refers to all terms in the triple product that originate from taking the
zeroth order in γ from one of the three two-particle S-matrices, the first order from one
of the remaining S-matrices and the second order from the final S-matrix.
The first terms in the equations (5.1) describe processes where one of the particles
does not take part in the interaction. These are precisely the terms that correspond to
disconnected Feynman diagrams. Since we omitted them in the computation in Sec. 4, we
have to discard these terms here, too. We were allowed to disregard these contributions
because their factorization is trivial; see the discussion at the end of Sec. 3.
The structure of the one-loop diagrams, Fig. 4 on page 11, suggests the correspon-
dence
S1γγ
2 ?←→ Adog , Sγγγ ?←→ Asun . (5.2)
While (5.2) is valid for some special amplitudes, it turns out not to be true in general. In
fact, there is an important conceptual difference between the factorized S-matrix and the
Feynman diagrams. On the one hand, the factorized S-matrix is a series of two-particle
scatterings of physical particles, i.e. the particles propagating between the interaction
points are on-shell. On the other hand, the particles propagating insides the Feynman
diagrams are virtual. Therefore, there is no reason why the correspondence (5.2) should
hold. All that really matters for factorization is that the sums of the terms in (5.2)
match.
Let us now look at the processes computed in the last section in detail.
16
5.1 Highest weight processes
Y11˙(a)Y11˙(b)Y11˙(c)→ Y11˙(a)Y11˙(b)Y11˙(c)
Using the near-flat-space S-matrix from Sec. 2 in the factorization equation (1.2), we
find for the three-particle S-matrix element governing this process:
Sfull11˙ (a, b, c) = S0(A+B)
2
∣∣
(a,b)
S0(A+B)
2
∣∣
(a,c)
S0(A +B)
2
∣∣
(b,c)
, (5.3)
where the relevant coefficients from (2.9) are
(A+B)
∣∣
(a,b)
= 1 + iγab
b+ a
b− a . (5.4)
This sum corresponds to those terms in the two-particle S-matrix which symmetrize two
bosonic indices. Expanding the matrix element (5.3) in γ, one finds the prediction for
the connected tree-level amplitude
S1γγ
11˙
= −4 γ2 a b c
[
a
(a + b)(a+ c)
(a− b)(a− c) + b
(a+ b)(b+ c)
(a− b)(b− c) + c
(a+ c)(b+ c)
(a− c)(b− c)
]
(5.5)
and the two pieces of the one-loop amplitude
S1γγ
2
11˙
= −
∑
σ(a,b,c)
4iγ3a3b2c
a2 − b2
∣∣∣∣a+ ca− c
∣∣∣∣
[
(a + b)3
a− b
− 4i
π
ab
|a2 − b2|
(
a2 − b2 + (a2 + b2) ln b
a
)]
, (5.6)
Sγγγ
11˙
= 8i γ3 a2b2c2
(a+ b)(a + c)(b+ c)
(a− b)(a− c)(b− c) . (5.7)
These results match those from the Feynman diagrams, in particular we see that in this
case the correspondence (5.2) does hold.
Z33˙(a)Z33˙(b)Z33˙(c)→ Z33˙(a)Z33˙(b)Z33˙(c)
The full matrix element is given by
Sfull
33˙
(a, b, c) = S0(D + E)
2
∣∣
(a,b)
S0(D + E)
2
∣∣
(a,c)
S0(D + E)
2
∣∣
(b,c)
, (5.8)
where the sum of coefficients, corresponding to the symmetrizer of two fermionic indices,
is given by
(D + E)
∣∣
(a,b)
= 1− iγabb + a
b − a . (5.9)
Since the phase factor S0 is even in γ to the considered order, one immediately sees that
the S-matrix elements for this process can be obtained from the ones for the scattering
of Y11˙’s by sending γ → −γ. Hence, we get
S1γγ
33˙
= S1γγ
11˙
, S1γγ
2
33˙
= −S1γγ2
11˙
, Sγγγ
33˙
= −Sγγγ
11˙
. (5.10)
This is the same relation between the Feynman amplitudes involving Y - and Z-bosons
in Sec. 4.3. Thus also this prediction agrees with the diagrammatic calculation.
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Ψ13˙(a)Ψ13˙(b)Ψ13˙(c)→ Ψ13˙(a)Ψ13˙(b)Ψ13˙(c)
The full amplitude for this process is
Sfull
13˙
(a, b, c) = S0(A+B)(D+E)
∣∣
(a,b)
S0(A+B)(D+E)
∣∣
(a,c)
S0(A+B)(D+E)
∣∣
(b,c)
. (5.11)
Writing out the momentum dependence we get
(A+B)(D + E)
∣∣
(a,b)
= 1 + γ2a2b2
(
a+ b
a− b
)2
. (5.12)
This factor exactly cancels the denominator of S0(a, b). Hence the full amplitude for this
process is given by
Sfull
13˙
= 1− 8iγ
2
π
[
a3b3
(a2 − b2)2
(
a2 − b2 + (a2 + b2) ln b
a
)
+
a3c3
(a2 − c2)2
(
a2 − c2 + (a2 + c2) ln c
a
)
+
b3c3
(b2 − c2)2
(
b2 − c2 + (b2 + c2) ln c
b
)]
+O(γ4) .
(5.13)
From this amplitude, we see that the lowest order connected part is of order γ4, so that
S1γγ
13˙
= 0 , S1γγ
2
13˙
= 0 , Sγγγ
13˙
= 0 . (5.14)
Also the Feynman diagram calculation resulted in vanishing tree-level and one-loop am-
plitudes.
Υ31˙(a)Υ31˙(b)Υ31˙(c)→ Υ31˙(a)Υ31˙(b)Υ31˙(c)
The S-matrix element describing this process can be obtained from the previous one, by
exchanging undotted and dotted indices. Using (3.4), we get
Sfull
31˙
= Sfull
13˙
, S1γγ
31˙
= 0 , S1γγ
2
31˙
= 0 , Sγγγ
31˙
= 0 , (5.15)
a result that once again agrees with the perturbative calculation. This also shows that
factorization of the three-particle S-matrix predicts C2 = C3 to hold exactly in (3.2).
5.2 Mixed processes
In Sec. 4.4, we have considered the amplitudes for some processes where fields from all
four su(2) sectors are involved. Here, we show the factorization of all S-matrix elements
that can be read off from those amplitudes.
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Y1(a)ψ1(b)ψ6(c)→ Z7(a)Y2(b)Y3(c) + . . .
To show the factorization of the corresponding amplitudes, we need to compute the
S-matrix elements for the scattering of Y1(a)ψ1(b)ψ6(c) into all different orderings of
Z7 Y2 Y3. Restricting the S-matrix to such out-states, we find
S1γγ |Y1(a)ψ1(b)ψ6(c)〉 = (5.16)
− γ
2a3b3/2c3/2
(b− a)(c− a)
(
|Z7(a) Y2(b) Y3(c)〉 − |Z7(a) Y3(b) Y2(c)〉
+ |Y2(a)Z7(b) Y3(c)〉 − |Y3(a)Z7(b) Y2(c)〉
)
+
γ2a3b3/2c3/2
(a + b)(a+ c)
(
|Y2(a) Y3(b)Z7(c)〉 − |Y3(a) Y2(b)Z7(c)〉
)
,
S1γγ
2 |Y1(a)ψ1(b)ψ6(c)〉 = (5.17)
+
iγ3a4b3/2c3/2
[
(b− c)c+ a(b+ c)]
(b− a)(c2 − a2)
(
|Z7(a) Y2(b) Y3(c)〉 − |Z7(a) Y3(b) Y2(c)〉
)
− iγ
3a4b3/2c3/2
[
a(b− c) + c(b+ c)]
(b− a)(c2 − a2)
(
|Y2(a)Z7(b) Y3(c)〉 − |Y3(a)Z7(b) Y2(c)〉
)
+
iγ3a4b3/2c3/2
[
a(b− c) + b(b+ c)]
(b2 − a2)(a+ c)
(
|Y2(a) Y3(b)Z7(c)〉 − |Y3(a) Y2(b)Z7(c)〉
)
,
Sγγγ |Y1(a)ψ1(b)ψ6(c)〉 = 0 . (5.18)
We note that all coefficients (2.9) of the two-particle S-matrix except D and E enter these
expressions. The agreement with the amplitudes (4.25) is perfect, as long as we consider
the total one-loop result. However, when we try to compare (5.17) and (5.18) to the
partial amplitudes (E.1) and (E.2) separately, we see that the hypothetical identification
(5.2) fails for these more complicated processes.
Z7(a)Y2(b)Y3(c)→ Y1(a)ψ1(b)ψ6(c) + . . .
We avoid to print the prediction of the corresponding S-matrix elements, but simply
report the agreement with (4.27). In this case all of the coefficients from (2.9) are
probed. Here the contribution from Sγγγ is non-zero, nevertheless the correspondence
(5.2) does not hold here either.
6 Conclusions and outlook
We have studied three-particle scattering amplitudes in the decompactified world-sheet
theory describing superstrings in AdS5 × S5 in the near-flat limit. The three-particle S-
matrix governing these processes was seen to be restricted by the psu(2|2)2⋉R3 symmetry
of the model up to 4 scalar functions, recall (3.2). We computed a set of one-loop
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amplitudes (Sec. 4) which determine these functions up to order γ3 ∼ 1
λ3/2
. Subsequently,
we showed that the corresponding three-particle S-matrix elements can be expressed
in terms of the model’s two-particle S-matrix according to the Zamolodchikov algebra
(Sec. 5). On the basis of the psu(2|2)2 ⋉ R3 symmetry, this proves the factorization of
the entire three-particle world-sheet S-matrix of strings in near-flat AdS5 × S5 at the
first quantum level.
In addition to the highest weight processes which fix the freedom in the S-matrix in
the most direct way, we have computed some more complicated, flavor changing ampli-
tudes in Sec. 4.4 and 5.2. This serves as an indirect check of the supersymmetries of the
near-flat-space model. It also helps to get insight into the mechanism of factorization
from a diagrammatic point of view. In the highly symmetric cases it is possible to regard
the factorization equation Fig. 1 (page 4) directly as Feynman diagrams with grouped
vertices. In general, however, the correspondence of seemingly equivalent structures
in the perturbation expansion of the factorization equation and the series of Feynman
graphs as in (5.2) does not hold. One may consider Fig. 1 at best as effective diagrams
after many non-trivial cancelations between different Feynman graphs have taken place.
These cancelations are a consequence of the higher conservation laws, but occur com-
pletely unheralded in the diagrammatic computation. It would be very interesting to
extend these considerations to two-loop order, where there are Feynman diagrams which
cannot even be drawn as a sequence of three two-particle interactions, see e.g. Fig. 2 on
page 5. Moreover, for two-loop diagrams the cutting rule of [50], which relates one-loop
graphs to dressed tree-level graphs, does not apply straightforwardly. Thus, one should
investigate how the poles in the amplitudes can be extracted at higher loop order.
Our computation provides an explicit and direct check of the quantum integrability
of the near-flat-space model describing a single string in the Maldacena-Swanson limit of
AdS5 × S5 [42]. A complete proof of integrability would, of course, require showing the
factorization of all multi-particle S-matrices to all orders (or better non-perturbatively).
This is very hard to do by direct means but certainly not impossible, see e.g. [51].
However, already the existence of the first higher conserved charge, which follows from
the factorization of three-particle scattering, is under certain conditions sufficient for
quantum integrability [44, 52].
We have used general arguments from the representation theory of psu(2|2)2⋉R3 [46]
to relate the various elements of the three-particle S-matrix and show the factorization
from a minimal number of amplitudes. To render our proof mathematically rigorous,
one should, however, find the action of the symmetry generators explicitly. Their form
is not known for the near-flat-space model to date and taking the corresponding limit of
the generators for the full AdS string [49] is not straightforward due to non-local field
redefinitions.
It would also be interesting to go beyond these symmetries and investigate the near-
flat-space model with respect to Yangian symmetry [53]. This symmetry would restrict
the S-matrix even stronger and leave only one functional degree of freedom for a given
particle number [35]. In fact, one could work out the action of the Yangian generators
explicitly and verify that the four functions which we have used to specify the three-
particle S-matrix are indeed related.
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Figure 5: Light-cone momentum. Depending on the value of p−, the corresponding exci-
tation is a right-moving anti-particle, a left-moving anti-particle, a right-moving particle or a
left-moving particle.
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A Notation
On the world-sheet, we use the metric ηµν = (+,−) and introduce light-cone coordinates
and momenta as
σ± = σ0 ± σ1 , p± = 12(p0 ± p1) . (A.1)
The parametrization of scattering amplitudes in terms of the light-cone momentum p− is
very convenient as it covers all possibilities, particle/anti-particle and left-/right-mover,
with one single real variable. The different cases are sketched in Fig. 5. Since we
are dealing with many different momenta it is important to simplify the notation. We
will denote the minus component of a momentum simply by the momentum label, e.g.
a ≡ pa−. When we refer to both components, we use a ≡ (pa−, pa+). The amplitudes
are functions of six momenta a to f . We introduce shorthands for two special sequences
that occur frequently η = (a, b, c, d, e, f) and η¯ = (a, b, c,−d,−e,−f).
The way in which the near-flat-space model treats left- and right-movers makes it
convenient to perform the quantization in world-sheet light-cone coordinates with σ+ as
time. Thus the target-space fields have the mode expansions
Yi′(σ) =
∫
dp−
2π
1√
2p−
[
ai′(p−) e
−ip·σ + a†i′(p−) e
+ip·σ
]
, (A.2)
Zi(σ) =
∫
dp−
2π
1√
2p−
[
ai(p−) e
−ip·σ + a†i (p−) e
+ip·σ
]
, (A.3)
ψ(σ) =
∫
dp−
2π
1√
2
[
b(p−) e
−ip·σ + b†(p−) e
+ip·σ
]
. (A.4)
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The free bosonic and fermionic propagators are
i
p2 −m2 ,
ip−
p2 −m2 , (A.5)
and the free dispersion relation is 2p+ =
m2
2p−
.
We use the following representation for the 16× 16 Dirac-matrices
Γ1 =
1
2
(−σ2σ0σ2σ0 − σ2σ0σ2σ3 − σ2σ3σ2σ0 + σ2σ3σ2σ3) , (A.6)
Γ2 =
1
2
(+σ2σ0σ1σ2 − σ2σ0σ2σ1 + σ2σ3σ1σ2 + σ2σ3σ2σ1) ,
Γ3 = σ1σ0σ0σ0 ,
Γ4 =
1
2
(+σ2σ0σ0σ2 − σ2σ0σ3σ2 − σ2σ3σ0σ2 − σ2σ3σ3σ2) ,
Γ5 =
1
2
(−σ2σ1σ2σ0 + σ2σ1σ2σ3 − σ2σ2σ1σ0 − σ2σ2σ1σ3) ,
Γ6 =
1
2
(+σ2σ1σ1σ2 + σ2σ1σ2σ1 − σ2σ2σ1σ1 − σ2σ2σ2σ2) ,
Γ7 =
1
2
(+σ2σ2σ0σ0 − σ2σ2σ0σ3 + σ2σ2σ3σ0 + σ2σ2σ3σ3) ,
Γ8 =
1
2
(−σ2σ1σ0σ2 − σ2σ1σ3σ2 − σ2σ2σ0σ1 + σ2σ2σ3σ1) ,
where the sequence of σ’s denotes the outer product of the 2 × 2 identity σ0 and the
standard Pauli matrices σ1,2,3. We also define
Π = Γ 1Γ 2Γ 3Γ 4 , Γ 9 = Γ 1Γ 2 · · ·Γ 8 , PR,L = 12(1± Γ 9) . (A.7)
B Embedding of su(2)4 into so(8)
We define the embedding of the four su(2) subalgebras into so(8) through the following
identification of the su(2) generators J ,J˙ ,S,S˙ with the rotation so(8) generators RIJ :
J1 =
1
2
(+R12 − R34) , J˙1 = 12(+R12 +R34) ,
J2 =
1
2
(+R13 +R24) , J˙2 =
1
2
(−R13 +R24) ,
J3 =
1
2
(+R14 − R23) , J˙3 = 12(+R14 +R23) , (B.1)
S1 =
1
2
(+R56 − R78) , S˙1 = 12(+R56 +R78) ,
S2 =
1
2
(+R57 +R68) , S˙2 =
1
2
(−R57 +R68) ,
S3 =
1
2
(+R58 − R67) , S˙3 = 12(+R58 +R67) .
Raising and lowering generators are defined in the standard way, J± = J1 ± iJ2, and
similar for the other su(2)’s. The fields Yaa˙, Zαα˙, Ψaα˙, Υαa˙ are defined as the components
of the vectors Yi′, Zi and the spinors ψ± with certain J3,J˙3,S3,S˙3 charges, cf. Tab. 1. To
construct the bosons, one uses the 8-dimensional vector representation
RIJ →MIJ , (MIJ)KL = i (δIKδJL − δJKδIL) . (B.2)
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S5 AdS5
SU(2) SU(2) SU(2) SU(2)
“Spin” J J˙ S˙ S
Index a = 1, 2 a˙ = 1˙, 2˙ α˙ = 3˙, 4˙ α = 3, 4
Yaa˙ 2 2 1 1
Zαα˙ 1 1 2 2
Ψaα˙ 2 1 2 1
Υαa˙ 1 2 1 2
Table 1: SU(2)4 quantum numbers.
We find7
Y1 = +
1
2
(Y11˙ + Y22˙) , Z5 = +
1
2
(Z33˙ + Z44˙) ,
Y2 = − i2(Y12˙ + Y21˙) , Z6 = − i2(Z34˙ + Z43˙) , (B.3)
Y3 = +
1
2
(Y12˙ − Y21˙) , Z7 = +12(Z34˙ − Z43˙) ,
Y4 = − i2(Y11˙ − Y22˙) , Z8 = − i2(Z33˙ − Z44˙) .
The free action for the bosons in the two different notations read
Lbosons0 = 2 ∂+Yi′ ∂−Yi′ − m
2
2
Yi′ Yi′ + 2 ∂+Zi ∂−Zi − m22 Zi Zi (B.4)
= +1
4
Y˙ ∗aa˙Y˙
aa˙ − 1
4
Y´ ∗aa˙Y´
aa˙ − m2
4
Y ∗aa˙Y
aa˙
+ 1
4
Z˙∗αα˙Z˙
αα˙ − 1
4
Z´∗αα˙Z´
αα˙ − m2
4
Z∗αα˙Z
αα˙ .
To construct the fermions, one uses the spinor representation
RIJ → i2ΓIJ , ΓIJ = 12 [ΓI , ΓJ ] . (B.5)
Starting with a complex, left-chiral spinor Θ, we find the components
Θ1 = +
1
2
(Ψ13˙ + Ψ24˙) , Θ5 = +
1
2
(Υ31˙ + Υ42˙) ,
Θ2 = − i2(Ψ14˙ + Ψ23˙) , Θ6 = − i2(Υ32˙ + Υ41˙) , (B.6)
Θ3 = +
1
2
(Ψ14˙ − Ψ23˙) , Θ7 = +12(Υ32˙ − Υ41˙) ,
Θ4 = − i2(Ψ13˙ − Ψ24˙) , Θ8 = − i2(Υ31˙ − Υ42˙)
and Θ9...16 = 0. The fermions in the original action of Maldacena and Swanson [42] are
obtained by splitting Θ into real and imaginary part as follows
Θ = Πψ+ + iψ− . (B.7)
7This is the same as the identification Yaa˙ = ρi′Yi′ , Zαα˙ = ρiZi with ρi = (1, iσi) used in [23]
and [38]. In fact (B.1) has been determined such that this identification holds.
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The free action for the fermions in the two different notations read
Lfermions0 = 2iψ−∂+ψ− + 2iψ+∂−ψ+ + 2imψ−Πψ+ (B.8)
= + i
2
Ψ ∗aα˙Ψ˙
aα˙ − i
4
(Ψ ∗aα˙Ψ´
∗aα˙ + Ψaα˙Ψ´
aα˙)− m
2
Ψ ∗aα˙Ψ
aα˙
+ i
2
Υ ∗αa˙Υ˙
αa˙ − i
4
(Υ ∗αa˙Υ´
∗αa˙ + Υαa˙Υ´
αa˙)− m
2
Υ ∗αa˙Υ
αa˙ .
Introducing the fermions ψ± is necessary for taking the near-flat-space limit in which the
plus and minus components are treated differently. However, having arrived in near-flat
space this split is not convenient any more. This is because of the mass term in (B.8)
which couples ψ+ and ψ− with the consequence that both fields are part of the same
physical excitation. Therefore it is useful to re-combine them. One way would be to
form a two-component world-sheet spinor. However, since in the special case at hand ψ+
enters only the quadratic action, it is easiest to eliminate ψ+ by integrating it out. The
remaining fermion is then simply denoted by ψ without subscript and the free action
becomes
Lfermions0 = i2 ψ
∂2 +m2
∂−
ψ (B.9)
and the mapping (B.7) turns into
Θ =
(
i− 2∂+
m
)
ψ =
(
i+
m
2∂−
)
ψ . (B.10)
In conclusion, the identification of the corresponding states is
|ψ1〉 = +12(|Ψ13˙〉+ |Ψ24˙〉) , |ψ5〉 = +12(|Υ31˙〉+ |Υ42˙〉) ,
|ψ2〉 = − i2(|Ψ14˙〉+ |Ψ23˙〉) , |ψ6〉 = − i2(|Υ32˙〉+ |Υ41˙〉) , (B.11)
|ψ3〉 = +12(|Ψ14˙〉 − |Ψ23˙〉) , |ψ7〉 = +12(|Υ32˙〉 − |Υ41˙〉) ,
|ψ4〉 = − i2(|Ψ13˙〉 − |Ψ24˙〉) , |ψ8〉 = − i2(|Υ31˙〉 − |Υ42˙〉) .
C Phase space
Factorized scattering implies that the set of initial momenta is equal to the set of final
momenta. This is a consequence of the existence of infinitely many conserved charges in
integrable field theories. This makes the phase space trivial.
However, in perturbative computations using computing Feynman diagrams, only
energy and momentum conservation are explicit. Hence, the three-particle phase space
is a priori one-dimensional. In terms of light-cone momenta d, e and f it is given as the
solution of
d+ e + f = A ,
1
d
+
1
e
+
1
f
=
3
B
. (C.1)
We use d, e, f for the particles in the final state. The constants A and B characterize
the total energy and momentum, computed from the initial momenta a, b and c through
corresponding formulas.
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de
f
Figure 6: Three particle phase space. Energy and momentum conservation forces the set
of light-cone momenta {d, e, f} to lie on a curve given by the intersection of a plane with a
3d-hyperbola. The consequence of the higher charges is to fix the momenta to permutations of
the initial momenta, which is indicated by the dots on the curve.
The surfaces defined by the equations (C.1) are drawn in Fig. 6. The phase space,
geometrically given by their intersection, is a planar elliptic curve of degree three. This
can be seen after the coordinate transformation
x = −d− e+ 2f , y = −d+ 2e− f , z = d+ e + f (C.2)
producing
x2y + xy2 + (A− B)(x2 + y2 + xy)− A2(A− 3B) = 0 , z = A . (C.3)
The scattering amplitudes computed in the main text are evaluated on the entire one-
dimensional phase space. However, it turns out that the amplitudes vanish outside the
six special points, which are located there where the final momenta are pairwise equal to
the initial momenta. If expressions for the higher conserved charges were know, one could
include corresponding surfaces in the figure Fig. 6 and observe that the intersections of
all surfaces are precisely these six points.
D Feynman diagrams and integrals
Tree-level. The tree-level diagrams are essentially given by a single propagator. As
sketched in Fig. 3, there are three momenta flowing into either side and r powers of
internal momentum:
Ir(η) =
(a + b+ c)r (2π)2δ2(η)
(a+ b+ c)2 −m2 + iε . (D.1)
Obviously
Ir(η) = (a + b+ c)
r
I0(η) . (D.2)
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Bubble integral. We compute the single bubble integral, cf. Fig. 4(a). With r and s
powers of momentum inserted, the integral reads
Brs(a, b) =
∫
d2k
(2π)2
kr (a+ b− k)s
[k2 −m2 + iε][(a+ b− k)2 −m2 + iε] . (D.3)
Note the symmetry Brs = Bsr. Bubbles with different numbers of momentum insertions
are related by
Br+1,s(a, b) + Br,s+1(a, b) = (a+ b)Brs(a, b) . (D.4)
By means of this relation, all expressions occurring in our computations can be simplified
such that we only need to explicitly evaluate the integral for r = s = 0. In this case one
finds
B00(a, b) =
i
2πm2
a b
a2 − b2 ln
(
− b
a
)
, (D.5)
where for − b
a
< 0 the logarithm is to be understood as
ln
(
− b
a
)
= −iπ sign
(
b
a
− 1
)
+ ln
b
a
. (D.6)
This way of analytical continuation is dictated by the +iε-prescription in (D.3).
Dog diagram. The first kind of one-loop diagrams Fig. 4(b), remotely resembling a
dog, is nothing but a product of the bubble Fig. 4(a) and a tree diagram Fig. 3
Drst(η) = Brs(a, b) It(η) . (D.7)
The identities for the bubble (D.4) and the propagator (D.2), respectively, immediately
imply
Dr+1,s,t(η) + Dr,s+1,t(η) = (a+ b)Drst(η) , Dr,s,t+1(η) = (a + b+ c)Drst(η) . (D.8)
Sun integral. To the second kind of one-loop diagrams Fig. 4(c) we refer to as sun.
The corresponding integral is given by
Orst(η) =
∫
d2k
(2π)2
ks (k + a+ b)t (k + a+ b+ c+ d)r (2π)2δ2(a+ b+ c+ d+ e+ f)
[k2 −m2][(k+ a+ b)2 −m2][(k + a+ b+ c+ d)2 −m2] ,
(D.9)
where the +iε pole prescription is understood. The integral is symmetric under even
permutations of the triples (r, a, b), (s, c, d) and (t, e, f), and it acquires a sign (−)r+s+t
under odd permutations, e.g. Orst(a, b, c, d, e, f) = (−)r+s+tOsrt(c, d, a, b, e, f). Further-
more, integrals with different numbers of derivatives are related by the following formulas
Or,s,t+1(η)− Or,s+1,t(η) = (a + b)Orst(η) ,
Or+1,s,t(η)− Or,s,t+1(η) = (c+ d)Orst(η) , (D.10)
Or,s+1,t(η)− Or+1,s,t(η) = (e + f)Orst(η) .
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The evaluation of the integral (D.9) is most conveniently done in the light-cone coor-
dinates. After integrating the plus momentum, we use a partial fractions expansion [50]
to compute the remaining integral over the minus component. In this way it is possible
to see how the sun is reduced to a sum of bubble integrals each multiplied by a tree-level
diagram Ir, in agreement with the cutting rules for one-loop diagrams in two dimen-
sions [50]. In the case r + s+ t ≤ 2, which is relevant to our computations, the result is
given by
Orst(η) = +
1
2
[
at (−b)s Ir(a, c, d, b, e, f) + bt (−a)s Ir(a, c, d, b, e, f)
]
B00(a, b)
+ 1
2
[
cr (−d)t Is(c, e, f, d, a, b) + dr (−c)t Is(d, e, f, c, a, b)
]
B00(c, d)
+ 1
2
[
es (−f)r It(e, a, b, f, c, d) + f s (−e)r It(f, a, b, e, c, d)
]
B00(e, f) .(D.11)
The pole prescription for the propagator in the tree level part turns out to be momentum
dependent: the sign of iε in Ir(a, b, c, d, e, f) is equal to the
sign
(d− a) · (b+ c)
(d− a)2 . (D.12)
This non-trivial prescription is essential for correctly extracting the poles in the three-
particle S-matrix.
E Some scattering amplitudes
To facilitate the readability of the main text, we have moved some of the amplitudes
discussed in Sec. 4.4 into this appendix. The following amplitudes are given up to an
additive non-singular function R(η) which cancel in the sum A1−loop(η) = Adog(η) +
Asun(η), cf. (4.16) and (4.17).
Y1(a)ψ1(b)ψ6(c)→ Z7(d)Y2(e)Y3(f)
Adog(η) = + iγ
3a3b3/2c3/2
[
(a− b)(b− c)c2 + a2(b+ c)2]
(b− a)(c2 − a2)(b+ c)
[
δadδbeδcf − δadδceδbf
]
− iγ
3a3b3/2c3/2
[
c2(a2 − b2) + a2(b(b+ a) + c(b− a))]
(c2 − a2)(b2 − a2)
× [δbdδaeδcf − δcdδbeδaf + δcdδaeδbf − δbdδceδaf] (E.1)
Asun(η) = + iγ
3a3b5/2c5/2(b− c)
(b− a)(c− a)(b+ c)
[
δadδbeδcf − δadδceδbf
]
− iγ
3a3b5/2c5/2[c(b+ a) + a(b− a)]
(b2 − a2)(c2 − a2)
[
δbdδaeδcf − δbdδceδaf
]
− iγ
3a3b5/2c5/2[c(b− a)− a(b+ a)]
(b2 − a2)(c2 − a2)
[
δcdδaeδbf − δcdδbeδaf
]
(E.2)
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Z7(a)Y2(b)Y3(c)→ Y1(d)ψ1(e)ψ6(f)
Adog(η) = iγ
3a3b3/2c3/2
[
a2(b+ c)2 + c2(c− b)(b− a)]
(a− b)(a2 − c2)(b+ c)
[
δadδbeδcf − δadδceδbf
]
(E.3)
− iγ
3a3/2c3/2b2[2ab2c3 − b3c2(b+ c) + a3(b2 − c2)(b+ 2c) + a2b(b3 − 2bc2 + c3)]
(b2 − a2)(c− a)(c2 − b2)
× [δbdδaeδcf − δbdδaf δce]
+
iγ3a3/2b3/2c3
[
b2(a2 − c2) + c2(a(c− a)− b(a + c))]
(c2 − a2)(c2 − b2)
[
δcdδbeδaf − δcdδbfδae
]
Asun(η) = iγ
3a3b5/2c5/2(c− b)
(b− a)(c− a)(b+ c)
[
δadδceδbf − δadδbeδcf
]
(E.4)
+
iγ3b3a5/2c5/2[a(c− b)(c2 − a2) + a2(b+ c)(3b− 4c) + bc2(b+ c)]
(b2 − a2)(c2 − a2)(c2 − b2)
× [δbdδceδaf − δbdδaeδcf]
+
iγ3c3a5/2b5/2[a(c− b) + c(c+ b)]
(c2 − a2)(c2 − b2)
[
δcdδbeδaf − δcdδbfδae
]
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