Abstract -Penetration of renewable energy sources makes the modern interconnected power systems to have more intelligence and flexibility in the control. Hence, it is essential to maintain the system frequency and tie-line power exchange at nominal values using Load Frequency Control (LFC) for efficient, economic and reliable operation of power systems. In this paper, intelligent tuning of the Proportional Integral Derivative (PID) controller for LFC in an interconnected power system is considered as a main objective. The chosen problem is formulated as an optimization problem and the optimal gain parameters of PID controllers are computed with three innovative swarm intelligent algorithms named Particle Swarm Optimization (PSO), Bacterial Foraging Optimization Algorithm (BFOA) and hybrid Bacterial Foraging Particle Swarm Optimization (BFPSO) and a comparative study is made between them. A new objective function designed with necessary time domain specifications using weighted sum approach is also offered in this report and compared with conventional objective functions. All the simulation results clearly reveal that, the hybrid BFPSO tuned PID controller with proposed objective function has better control performances over other optimization methodologies.
Introduction
Now a day in modern interconnected power systems, the non-renewable energy resources are increasingly superseded by renewable energy resources. The varying nature of renewable energy causes uncertainties in power systems [1] . Hence LFC is essential to maintain the system frequency and tie-line power exchange at nominal values for efficient, economic and reliable operation of interconnected power systems. In LFC the primary means of frequency control in a LFC loop are executed with the governor mechanism, and the supplementary control is offered with conventional controllers like Proportional (P), Integral (I), Proportional Integral (PI) and PID controller [2, 3] . Among these controllers, the PID controller is generally chosen because of its proper control performances, fast response and its robustness towards the non linearity, time varying dynamics, perturbations and other factors.
However, tuning the gain parameters of the PID controllers is always a challenging task. These gain parameters are generally computed through trial and error or conventional ZN methods [4, 5] . The trial and error method is time consuming and it provides suboptimal results in most of the instances. The gain parameters calculated by ZN method is not pliable for the nonlinearities and disturbances introduced in the system, which may obligate the system towards instability. To overcome these drawbacks, abundant computational optimization techniques [6-8, and 9] have been developed in recent years for the optimal tuning of PID parameters in LFC. In this paper an attempt is made to develop three optimization methodologies such as PSO, BFOA and BFPSO for effective tuning of PID controller in LFC system and a comparative analysis is made between them.
The PSO algorithm is developed based on the social behaviors of birds flocking or fish schooling [10] . Nevertheless, this approach may suffer from the partial optimism, which induces the less exact at the ordinance of its fastness and the focal point, and results local optimal solutions. The BFOA mimics the group foraging strategy of Escherichia Coli (E.Coli) bacteria in multioptimal function optimization [11] . It has been demonstrated as a powerful evolutionary computational technique, compared to other intelligent approaches in many optimization problems [12, 13] . However, the BFOA approach experienced many difficulties which will be briefly discussed in section 3.3 of this paper. To surmount these difficulties, the BFOA is commonly combined with some other PSO or Genetic algorithm [14, 15 and 16] . In view of the above, an attempt has been attained in this paper for the optimal design of BFPSO based PID controller for LFC in two area interconnected power system.
In addition, a new objective function is also proposed in this paper that includes the minimization of fundamental time domain specifications such as steady state error, maximum peak, settling time, rise time and peak time with suitable weighting factors. Hence, the aim of the present work is twofold: First one is to demonstrate the advantages of BFPSO over other optimization methodologies designed in this paper such as PSO, BFOA and also with recently documented results of Craziness Based Particle Swarm Optimization (CBPSO) [17] which are recently confronted in the literature for the similar problem; the second one is to show the advantages of using a proposed objective function over conventional objective functions like Integral Square Error (ISE) and Integral Time Square Error (ITSE). Accordingly, detailed analyses are made in this paper by examining the transient performances of the system, the convergence characteristics of the algorithms and also the robustness of the system. All these analyses undoubtedly reveal the superiority of the proposed BFPSO tuned PID controller over PSO, BFOA and CBPSO [17] and also confirm that the proposed objective function outperform established objective functions.
Description of LFC in a Two Area Thermal Power System
A widely used standard two area thermal test system with Governor Dead-Band (GDB) nonlinearity shown in Fig. 1 is considered in this research study. Normally, GDB is the hysteresis effect mainly arises due to the mechanical friction, backlash and valve overlaps in hydraulic relays. The GDB will make significant disturbances on the governor's performance and also on the transient performances like amplitude and settling time of the oscillations [17] . Hence, the effect of GDB nonlinearity is considered in this paper.
In this research work, enhancing the performance of LFC with PID controller is designed as an optimization problem and PSO, BFOA and BFPSO algorithms are suggested for effective tuning of PID controller parameters. In order to converge to the optimal solution, three minimization objective functions are considered in the present paper (1) . The first and second are commonly used conventional objective functions named ISE (J 1 ) and ITSE (J 2 ) respectively (2, 3). These two objective functions focus only on minimization of error in output frequency deviations in area-1 and 2 (∆F 1 and ∆F 2 ) and tie line power deviation (∆P tie ) of the LFC system. Hence, to enhance the control performance of the optimized PID controller, a third novel objective function (J 3 ) is proposed in this paper which includes, minimization of settling time, overshoots, rise time and peak time of ∆F 1 , ∆F 2 and ∆P tie responses in addition to the error minimization (4) .
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where, ∆F 1 is the frequency deviation in area 1, ∆F 2 is the frequency deviation in area-2, ∆P tie is the frequency deviation in area-1 ∆e T is the total output error (5), t sim is the simulation timings, and w 1 , w 2 , w 3 , w 4 and w 5 are the weighting factors and their values are problem dependant. In this paper, the values of weighting factors are chosen as w 1 =10000, w 2 =10, w 3 =0.01, w 4 =10 and w 5 =0.1. Likewise, J is the fitness value of particle, P m is the maximum peak of the output wave form and T s, T r are the settling time and rise time respectively. The nominal system parameters of two area thermal power systems investigated in this paper are same as the parameter quoted in references [17, 18] .
They are: P r1 = P r2 = 1000 MW; f= 60 Hz; T g1 = T g2 = 0.2 s; T t1 = T t2 = 0.3 s; T p1 = T p2 = 20 s; T 12 =0.0731; B 1 = B 2 = 0.425; K p1 = K p2 =120 Hz/pu MW; R 1 = R 2 = 2.4 Hz/pu MW.
Optimization Algorithms for Tuning PID Controller

Particle swarm optimization algorithm
PSO is a population based search algorithm where each individual is referred to as particle and represents a candidate solution. The essential PSO parameters are initialized in this paper are: dimension of problem (p) =6; size of swarm (n)=100; number of iterations (t)=80; acceleration coefficients (c 1 , c 2 )=0.12, 1.2; inertia weight (w) = 0.85; r 1 and r 2 are two n x n diagonal matrices over an interval (0, 1). The procedural steps of PSO for the proposed LFC problem are stated as follows.
Initially, in a six dimensional search space, the control parameters in area-1 (K p1 , K i1 , K d1 ) and area-2 (K p2 , K i2 , K d2 ), are generated randomly within a specified range (6) as set of positional values.
Let the index of n be represented as i, the index of iteration be represented as t and the positional values of particles are represented as P. The fitness of all positional values (7) in a swarm is computed from any one of the objective function (2, 3, 4) described in section 2. The least fitness value and equivalent positional values of each swarm is termed as J local and P local correspondingly. Further, the least fitness value among J local is computed as J global and corresponding positional value is termed as P global . Certain velocity, which progressively gets close to P local and P global is then calculated (8) and the current position can be modified (9) for the next iteration employing this velocity.
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where, the second part in equation (8) which contains the variable P local is known as cognitive component and the third part of same equation which contains the variable P global is known as social component.
Bacterial foraging optimization algorithm
The BFOA, mimics the foraging strategy of E.Coli bacteria in a nutrient search space. It has been widely accepted as a global optimization algorithm of current interest for distributed optimization and control. Normally, the E.Coli bacteria undergo four stages during the foraging strategy. They are Chemotaxis, swarming, reproduction and elimination dispersal respectively [19] .
Initialization:
In initialization, all the essential parameters of the BFOA algorithm are initialized. In this research work, the following BFOA parameters are initialized [12, 15] .
Dimension of problem (p) = 6; Number of bacteria (S) = 20; Number of Chemotaxis (N c )=10; Number of reproduction steps (N re )=4; Probability of eliminationdispersal (P ed )=0.25; Number of elimination-dispersal events (N ed )=2; depth of attractant (d att )= height of repellent (h rep )= 0.01; width of attractant (w att )=0.004; width of repellent (w rep )= 10.
Chemotaxis:
Let, the index of S be represented as i, N c denoted as j, N re indicated by k and N ed represented as l and the iterations are framed with these indexes. Initially, S number of random control parameters for area-1 and area-2 as a set of positional values (P) within a specified range (6) for area-1 and area-2 are generated in a search space. For every iteration, the fitness value (J) of each particle and their positional values (P) are computed (10) .
The excellent solution is then located with the minimum fitness value employing one of the objective function (2, 3, 4) described in section 2. In computational programming it is just done by sorting all the fitness values in descending order and selecting the last one (11). Then, each particle makes a chemotactic movement in random direction as indicated in (12) 
where, C(i) (for i=1, 2, … S) is the size of step taken in random direction φ(j). The value of φ(j) can be calculated with a random vector (13) .
where, ∆ indicates a vector in random direction whose elements are in the range of [-1, 1]. After the chemotactic movement the particles reach a new position P (i, j+1, k, l) in search space. The fitness value for this new position can be evaluated (14) and the best fitness value is again computed and stored as J last (11) .
When, the fitness value J evaluated for the current chemotactic step J(i, j+1, k, l) is less than the previous one J(i, j, k, l) , another step will be taken by every particle in the same direction. Otherwise, the bacterium will tumble in random direction. This consecutive movement lead the particles to move towards the direction of decreasing the fitness function and finally to reach the best fitness value.
Swarming:
Swarming is an interesting grouping behaviour that is often termed as cell to cell signalling of the motile species. In optimization problem this phenomenon is used to help the particles to move towards a global optimal solution. The mathematical representation of this swarming with the combined attractant and repellent parameters are shown in the equations below (15 and 16).
where, d att and w att are the depth and width of attractant respectively, h rep and w rep are the height and width of repellent respectively.
Reproduction:
In reproduction the health of each particle is computed with its fitness value (17) . The least healthy particles can be identified by sorting the fitness value in ascending/ descending order. During reproduction, the least healthy particles, which mean the solution with worst fitness value (Maximum fitness value in minimization problems), are eventually neglected. The other healthier particles are split into two, which are then started exploring the search place from the same location. This maintains the population size as constant.
The elimination-dispersal operation takes place after a certain number of reproduction processes. The probability of elimination-dispersal P ed is already assigned at the stage of initialization. In optimization techniques the solution may be stuck around the initial or local optima positions. Hence, it is required to diversify the particles. In elimination-dispersal event, a particle is chosen according to a present probability P ed and then dispersed/ moved to another position within the environment. This may disturb the optimization process but prevents the local minima trapping. The repetition of all these algorithmic steps will be carried on, until an optimal result is reached.
Bacterial Foraging Particle Swarm Optimization Algorithm (BFPSO)
The reproduction and elimination -dispersal steps in BFOA approach prevents the solution being trapped in local optima and makes the algorithm to produce global optimal solutions. However, during chemotaxis process, the performance of BFOA algorithm depends on random search directions which may delay the convergence of solution. In PSO algorithm, the ability of exchanging social information with personal best and global best solutions (8) seems to be more beneficial compared to BFOA. Nevertheless, in PSO algorithm the solutions may trap in past optimal or local minima depends on the speeds of particles. Hence, the hybrid BFPSO algorithm is designed in this paper, to combine the merits and to overcome the drawbacks of both PSO and BFOA [20] . The procedural steps of BFPSO algorithm is as follows:
Step 1: In addition to the BFOA, the following PSO parameters are also initialized for BFPSO.
Inertia weight (w) = 0.9; Acceleration coefficients (c1 and c2)=0.12 and 1.2, r 1 , r 2 are two n x n diagonal matrices in which the entries in the main diagonal are random numbers uniformly distributed over an interval (0, 1)
Step 2: The initial movement of randomly generated particles can be computed by Chemotaxis action of BFOA approach.
Step 3: For each particle i, at each chemotactic movement j, compute the best fitness value as local best with the index of J local (18) and the corresponding positions with a set of control parameters (K p , K i , K d ) are predicted as local best positions P local (19) .
Step 4: At the end of each chemotactic movement, best fitness among J local is evaluated and stored as J global and the corresponding position of the particle is stored as P global .
Step 5: During the next iteration, the position of each particle will be changed (20) with the velocity equation (8) designed using PSO algorithm [20] .
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Step 6: Substitute (20) in (12) and repeat the algorithmic steps 2-6 over the specified number of chemotactic movements.
Step 7: Extend the algorithm with the significant reproduction operation and elimination-dispersal event as discussed in the BFOA algorithm.
Results and Discussions
In this section, the output transient performances of the LFC test system for Step Load Perturbation (SLP) if 1% in area 1 is examined with BFPSO tuned PID controller employing conventional (J 1 and J 2 ) and proposed (J 3 ) objective functions.
Case 1: Transient performance analysis with conventional objective functions
In this case, the control parameters of PID controller are optimized by employing conventional objective functions such as ISE (J 1 ) and ITSE (J 2 ) respectively (2, 3). A comparison study is done between the proposed BFPSO algorithm and the alternate approaches suggested in this research paper such as PSO, BFOA and also to the earlier documented results of CBPSO [17] algorithm. The Fig.  2(a), Fig. 2(b) and Fig. 2(c) shows the ∆F 1 , ∆F 2 and ∆P tie responses with J 1 objective function and Fig. 3(a) , Fig. 3(b) and Fig. 3(c) shows ∆F 1 , ∆F 2 and ∆P tie responses with J 2 objective function. For detailed description, the essential transient parameters such as steady state error (E ss ), maximum peak (P m ), settling time (T s ), rise time (T r ) and peak time (T p ) are measured from the output responses of LFC test system for PSO, BFOA and BFPSO approaches and the results are tabulated. The transient parameters measured from Fig.  2(a)-2(c) employing J 1 objective function are listed in Table 1 and measured from Fig. 3(a)-3(c) are listed in Table 2 respectively.
The Table 1 clearly reveals that, the main transient parameters such as maximum peak and steady state error of both frequency deviation and tie line power deviation are much reduced by the proposed BFPSO approach. And also the rise time and peak time in ∆F 1 , ∆F 2 and ∆P tie responses are also much reduced by the proposed BFPSO approach.
In the same way, the Table 2 evidently proves that, the maximum peak and peak time of frequency deviation responses are much reduced by the proposed BFPSO compared to PSO and BFOA approaches and all the transient parameters measured in ∆P tie responses are significantly reduced by the proposed BFPSO algorithm compared to PSO, BFOA and CBPSO [17] approaches. Hence, it can be concluded that the transient performances employing both conventional objective functions are much improved with the proposed BFPSO approach compared to all other optimization techniques.
Case 2: Transient performance analysis with proposed objective function (J3)
The effectiveness of the proposed BFPSO approach is already exemplified with J 1 and J 2 objective function in earlier cases. For further enhancement of control performances, the transient analysis of the test system is examined in this case with a proposed novel objective function (J 3 ), which is designed with fundamental time domain transient measuring parameters (4) .
The simulated performances of test system ∆F 1 , ∆F 2 and ∆P tie corresponding to these optimal control parameters are illustrated in Fig. 4(a), Fig. 4(b) and Fig. 4(c) . The transient measurements of these figures are tabulated in Table 3 .
To demonstrate the effectiveness of the proposed objective function J 3 , the designed PSO, BFOA and BFPSO approaches employing J 3 objective function are compared with an objective function 1 of CBPSO approach [17] , which has been proven as a prominent one in that reference.
The Table 3 distinctly proves that, the output frequency responses of the system in both areas (∆F 1 , ∆F 2 ) by the proposed BFPSO tuned PID controller employing J 3 objective function are enormously improved with minimal values of settling time, peak time, rise time and peak time. In addition, the comparison of Table 1, Table 2 and Table 3 in all the three cases evidently approves that, remarkable control performances can be obtained with a BFPSO tuned PID controller with the J 3 objective function.
Convergence Analysis
All the optimization problems are targeted to have better convergence characteristics with a minimum convergence time. The evolutionary tendency of optimization algorithms is investigated with the convergence of output, and is measured through the fitness value of system response over consecutive iterations. Moreover, the convergence can also be visualized through the positional values of particles over the iterations.
The Also, from these figures it is confirmed that the final fitness value of the proposed BFPSO approach with J 3 objective function is minimum compared to other optimization approaches. Likewise, from the positional values of the control parameters (K p1 , K i1 , K d1 , K p2 , K i2 and K d2 ) shown in Fig. 6(a), Fig. 6(b) and Fig. 6(c) , it is well understood that the PSO and BFOA algorithms possess erratic positional values with all J 1 , J 2 and J 3 objective functions and the BFPSO algorithm has consistent convergence characteristics with all objective functions. Especially, the proposed BFPSO with proposed J 3 objective function exhibits preferable better convergence characteristics compared to other optimization methods and other objective functions.
Robustness analysis of LFC system under load variations
The superiority of proposed BFPSO algorithm with proposed J 3 objective function has been proved as an effective tuning methodology in the sections 4.1 and 4.2 discussed so far. Hence, in this section, the robustness of Generally, the frequency deviation and tie line power deviation responses in LFC system changes according to load fluctuations. To analyse these changes, the operating load conditions are changed by ±50% from their nominal values and related control parameters are optimized with the proposed approach as listed in Table 4 . The output performances of LFC system simulated with these tuned parameters are presented in Fig. 7(a)-(c) . For detailed description, the transient measurements corresponding to these figures are also portrayed in Table 5 . It is welldefined from these tables that, for the entire range of load variations, improved output responses of the system with reduced frequency and tie line power deviations, settling time, rise time and peak time can be obtained with the proposed BFPSO with J 3 objective function when compared with CBPSO [17] . The maximum deviations in the system output responses are also much reduced by the proposed control strategy which ensures the robustness and stable control performances against the load variations.
Testing the reliability of the proposed BFPSO tuned PID controller in IEEE 30 bus power system
In this section, the reliability of the proposed hybrid BFPSO tuned PID controller in LFC control loop is examined with the IEEE 30 bus system. The IEEE 30 bus system is shown in Fig. 8 . The IEEE 30 bus system contains six generators and the configurations of each generator are given in earlier research article [21] . In this research article, a comparative LFC study is conducted [21] . Initially, the load flow analysis is carried out in IEEE 30 bus system with Newton-Raphson method. The power generation in generator 1 is given as 161.4 MW [21] . The total real power demand to the generator 1 which is connected bus 1, 2 and 3 was evaluated from the load flow results as 260.928 MW. Hence the increase in power generation can be evaluated as 99.528 MW and this increase in power generation is given as the step change in input to the LFC loop.
The PID gain parameters are then optimized with the hybrid BFPSO, BFOA and PSO algorithms corresponding to the step change in input and their valued are listed in Table 6 . The output transient performance of the LFC system in generator 1 of the IEEE 30 bus system corresponding to this tuned gain parameters of various intelligent algorithms (BFPSO, BFOA and PSO) and a non controller system are depicted in Fig. 9 . The output fundamental transient parameters are measured from this figure and tabulated as shown in Table 6 .
It is very clear from both Fig. 9 and Table 6 that, the frequency error in generator 1 of IEEE 30 bus system is tuned to be zero with the proposed BFPSO controller with less steady state error, peak overshoot, settling time, rise time and peak time compared to BFOA, PSO and a system without any controller. Hence, the reliability of the proposed approach is again verified in the IEEE 30 bus system.
Conclusion
In this research paper, tuning of PID controller in a two area interconnected LFC system with GDB nonlinearity is formulated as an optimization problem and detailed analysis has been made to select a suitable algorithm to search for optimal control parameters are discussed. Hybrid BFPSO algorithm has been suggested for optimal tuning of PID controller in the LFC test system.
Minimization of error in frequency responses and also the tie line power response is the main objective of LFC system. A novel objective function, which includes the essential time domain specifications with a proper weighting factor, is also proposed in this paper to enhance the dynamic performance of the system and the supremacy is proved over conventional objective functions.
Three significant analysis named, transient analysis, convergence analysis and robustness analysis are carried out on the test system with the proposed BFPSO approach employing proposed objective function. The results of transient analysis ensured that better dynamic performances can be obtained with the proposed approach over designed PSO, BFOA approaches and recently documented results of CBPSO. The results of convergence analysis confirmed that the BFPSO with proposed objective function converge very fast and has consistent convergence characteristics over successive iterations. Furthermore, the robustness analysis again assured that, the LFC system optimized by BFPSO tuned PID controller is affected very less for any sort of uncertainty. The reliability of the proposed approach is also verified in one of the generators in IEEE 30 bus system. Hence, it is confirmed from all the analysis performed in this research work that, the BFPSO algorithm with proposed objective function is designated as a suitable one for effective tuning of PID controller in LFC system and it can control the system optimally and robustly.
