Abstract-In this paper, we explore the problems of detecting the number of narrow-band, far-field targets and estimating their corresponding directions of arrivals (DoAs) from single snapshot measurements. We use the principles of sparse signal recovery (SSR) for detection and estimation of multiple targets. In the SSR framework, the DoA estimation problem is grid based and can be posed as the lasso optimization problem. The corresponding DoA detection problem reduces to estimating the optimal regularization parameter (τ ) of the lasso problem for achieving the required probability of correct detection (Pc). We propose finite sample and asymptotic test statistics for detecting the number of sources with the required Pc at moderate to high signal to noise ratios. Once the number of sources are detected, or equivalently the optimalτ is estimated, the corresponding DoAs can be estimated by solving the lasso with regularization parameter set toτ .
I. Introduction
Detection, estimation and tracking of targets are the primary functions of radar based localization systems. A main challenge frequently faced by these systems is the problem of limited measurements due to limited availability of sensors. In such cases, it is essential to exploit the sparsity of the targets in the array manifold (spatial domain) for the purpose of detection and estimation of the sources. In this work, we focus on the problems of detecting the number of narrow-band, far-field targets and estimating their corresponding direction of arrivals (DoAs) from single snapshot measurements.
The signal model used for detection and estimation in single snapshot DoA problem relates the observed measurements as a continuous and non-linear function of the DoA parameters [1] . As the DoA parameters are sparse in the spatial domain, sparse signal recovery (SSR) based techniques can be used for detection and estimation. In the SSR framework, the continuous DoA signal model can be approximated into three classes, namely on-grid, off-grid and grid-less [2] . In the on-grid SSR framework, the signal model for estimation is obtained by the discretization of the continuous array steering manifold over a selected interval of DoAs to construct the array steering matrix over an estimation grid of DoAs. The true DOA targets are then assumed to lie on the estimation grid. A number of estimators have been proposed for DoA estimation. The SSR based estimators essentially use the lasso estimator in its various forms for estimation of the DoAs [3] . However, the lasso regularization parameter (τ ), which controls the number of sources that are estimated is usually chosen empirically. In this paper, we deal only with the on-grid framework to explore the problem of finding the relationship between the lasso regularization parameter (τ ) and the detection performance metrics like the probability of correct detection (P c ), the probability of miss-detection (P m ) and the probability of false alarm (P f ).
For the case of a single source in noise model, the regularization parameter estimate,τ = σ − ln(P f ) for a given probability of false alarm P f and noise variance σ, was obtained in [4] using the generalized likelihood ratio test (GLRT). However, for multiple targets, it is wellknown that the GLRT selects the largest model [5] . Detection algorithms based on cross-validation and information criteria principles like Bayesian information criteria and minimum description length have been proposed in [6] , [7] . However, these algorithms are known to suffer in detection performance for small number of snapshots and are mostly not even applicable for the single snapshot case [8] . Also, the relationship between τ and the probability of correct detection, P c (or P f ) have not been obtained in these algorithms. A number of asymptotic (in M , the number of measurements) results which are the SSR counterparts to the martingale stability theorem (derived for maximum likelihood estimation framework) exist in the literature wherein the optimal regularization parameter (τ ) is derived to minimize the lasso estimation error [9] . However, minimum estimation errors does not necessarily mean that sparsity and support of the estimate is same as the original parameter, which is required to control the P c (or P f ) in the detection framework. In [10] , the co-variance test statistics has been proposed for real measurements to obtain the optimal τ . The authors obtain an asymptotic cumulative distribution function (c.d.f) for the co-variance test statistics, which can then be used to obtain the optimal τ for givenP c , which is an approximation for P c .
In this work, we use the on-grid DoA measurement model. In the moderate to high SNR regime, we propose Test-A, finite sample and asymptotic covariance tests for detection of multiple targets under the orthogonality 978-1-5386-9286-8/19/$31.00 c 2019 IEEE assumption on the model. Further, we also propose Test-D for detection of multiple target for the general on-grid model. We also derive the corresponding c.d.fs of the test statistics. Finally, we compare the performance of all these tests through simulations and discuss their merits.
Beamformers and sub-space based methods like ES-PRIT and MUSIC cannot be used with single snapshot measurements for detecting multiple sources with adequate performance [11] . This is because all these techniques require the prior knowledge of the number of sources, which is unknown. Additionally, the sub-space based methods also require an estimate of measurement co-variance matrix, which requires multiple snapshots.
II. Signal Model
We consider an array of M elements, impinged by an unknown number (S) of sources. The measurements at each element can be expressed as a superposition of S elementary waveforms (a (α i , d) ), each containing unknown
where v(d) is a white Gaussian noise process with zero mean and variance 2σ 2 , s i are the weights andb(d) are the measurements over the spatial variable d = 1, 2, . . . M . The recovery problem now reduces to detecting the number of sources S, estimating their corresponding weights s i and parameters α i , which is non-linear [12] .
In the grid based signal model for detection and estimation, the interval [κ 1 , κ 2 ] is discretized into N bins, each of size r to obtain the estimation grid, ρ 1 , . . . , ρ N . Let x k denote the weight corresponding to the source in k th bin. The discrete model approximation forb(d) is [12] ,
The above equation can be expressed in vector form as,
T . Stacking the measurements, we obtain
where b is the measurement vector,
T is the array steering matrix (with M ≤ N ) and x is the signal of interest which is sparse.
Let α be the vector representing S source locations (actual DoAs) and letρ represent theŜ location estimates of the sources. We define the probability of correct detection (P c ) as the probability that all the sources and their locations are detected correctly, i.e. P c = P{ρ = α}, similarly the probability of miss (P m ) is defined as the probability that one or more sources is not detected, i.e. P m = P{Ŝ < S,ρ i = α i , i = 1, 2, . . . ,Ŝ} and the probability of false alarm, P f = 1 − P c − P m . We define the signal to noise ratio, SNR as E{ Ax
Problem description: Given the measurements (b), the array steering matrix A, SNR and the required probability of correct detection P c . The goal is to propose test statistics to detect the number of sources (Ŝ) and their corresponding locations (ρ i ) on the estimation grid. The proposed tests should achieve the required probability of correct detection P c .
III. Detection of Multiple Targets
In this section, we briefly review the lasso estimator, the lasso path and propose tests for joint detection and estimation of DoAs from single snapshot measurements.
The Lasso Estimator: The lasso estimator for the DoA model in (1) is given by the solution of the following optimization problem.
x(τ ) = arg min
wherex(τ ) is the estimate of x and τ ∈ [0, ∞) is the regularization parameter which controls the sparsity ofx. Applying KKT conditions to (2), the lasso solution can be characterized as follows, Proof. See [3] .
Theorem 1. For a certain value of τ , the solution to (2) is characterized by
We observe that the lasso solution for the special case of orthogonal array steering matrix (A H A = I) reduces to following thresholding estimator,
We now discuss the behavior ofx for variations in τ which is called the lasso path. The lasso path can be obtained using the iterative algorithm described in [3] . Lasso Path: The lasso estimatorx(τ ) is a continuous and piecewise linear function of τ . The points τ k with τ 1 ≥ . . . ≥ τ k . . . ≥ τ r , where the slope of the functionx(τ ) changes are called knots (or singular points) [3] . For all τ ≥ A H b ∞ , the lasso estimatex(τ ) = 0. For decreasing τ , each knot τ k marks the entry or removal of some variable from the current active set (J), which is the index set corresponding to non-zero entries ofx(τ k−1 ). Hence, the active set remains constant in between the knots. For a matrix A satisfying the special positive cone condition (example orthogonal matrices), no variables are removed from the active set as τ decreases and hence there are always M knots in the lasso path.
We observe that the sparsity changes only at the knots. The estimation algorithm of [3] sequentially iterates over the knot points, τ k , k = 1, 2, . . . , r and calculatesx(τ k ). So, we propose tests at the knot points to obtain a stopping condition for the iterative algorithm as the lasso solution varies fromx(τ 1 ) tox(τ S ). Once, the tests detect the number of sourcesŜ or equivalently τ S , the DoAs can then be estimated by solving lasso at τ = τ S .
A. Orthogonal Models
Here we assume that the array steering matrix is orthogonal (A H A = I) and the sources lie on the estimation grid (perfect grid matching). These assumptions make the analysis of the test statistics simpler for evaluating thresholds. Specifically, the components of the lasso estimate,x in (5) are independent. Although, this scenario is not practical as it occurs only for antennas with infinite apertures, the insights obtained here are helpful in proposing tests while working with non-orthogonal (over-sampled) models. We now describe the covariance test as follows.
Covariance Test: The covariance test statistics is defined at the knots of the lasso path. At the k th knot, the covariance test statistics is defined as [10] ,
where J is the active set just before τ k ,x(τ k+1 ) is the solution of the lasso problem using only the active model A J (columns of A belonging to J), with τ = τ k+1 , i.e.
x J (τ k+1 ) = arg min
Intuitively, the covariance test statistics defined in (6) 
where, the M knots of the lasso estimatorx(τ ) are given by [I, τ ] =sort(|A H b|). The function sort(u) sorts the entries of u in the descending order, I is the collection of the corresponding indices of |A H b| and τ is the vector of M knot points. Now, let the number of non zero entries in the actual parameter x be S. We define B as the event that the S sources are added to the estimatex at the first S knot points of the lasso path:
whereT is the support of the original parameter x (columns of A corresponding to non-zero entries of x). Remark-1 : Event B is defined to ensure that S active parameters (S sources) are added to the estimatex in the first S knots, then the test statistics at S + 1 knot and beyond would depend only on the truly inactive variables (noise). The detection tests proposed below are conditioned on event B. Hence, P (B) = 1 is a necessary condition for the detection tests to provide rate control (P c = P c ). However, we show in Lemma 1 that event P (B) → 1, whenever the power of the weakest source is large compared to the noise power or whenever the detection is performed in the moderate to high SNR regime [10, Theorem-1]. Hence, detection at moderate to high SNR is a sufficient condition for P (B) → 1 and the tests to provide rate control for a given P c .
Lemma 1. P (B) → 1 at moderate to high SNRs.

Proof. See Appendix-VI-B
From the above discussions, we conclude that the stopping decision at (S + 1)th knot is necessary for providing rate control in the moderate to high SNR regime. This requires the evaluation of c.d.f of T S+1 conditional on event B, given by
Theorem 2. The c.d.f of T S+1 , conditional on event B is,
dy,
Proof. See Appendix-VI-C Now, with the knowledge of the c.d.f of T S+1 conditional on event B, the problem of finding the number of sources S reduces to the following hypothesis testing problem.
The idea is to evaluate the test statistics at each knot in the increasing order (from τ M to τ 1 ) and compare the value to a threshold, η. The first instance, where T k > η is the stopping point, because conditional on B, the stopping point corresponds to the knot τ S , where all the sources have been added to the lasso estimatex. The threshold, η is obtained from the tail probability of the c.d.f of T S+1 by fixing the required probability of correct detection, P c
We observe that the c.d.f of the covariance test, though an exact (non-asymptotic) distribution, requires numerical integration for evaluating the threshold at each knot, hence making the test complicated. In [10] , the asymptotic c.d.f of T k , k > S, conditional on event B is derived for real measurement model. The extension to complex measurement model is given by the following theorem, 
As τ S+1 is the first knot point corresponding to noise, hence P c can be controlled by accurately detecting A 1 .
The threshold for controlling P c requires the c.d.f of A 1 which is given by,
Proof. A 1 is the maximum of the i.i.d Rayleigh random variables and hence its c.d.f is obtained by (12) .
Similar to other tests, the problem of finding S sources reduces to comparing A k with a threshold (η) at each knot point. The threshold is obtained from the c.d.f (12) by fixing F A1 to the required P c . We summarize the steps for detection and estimation of DoAs with orthogonal measurement model in Algorithm-1. 
Algorithm 1 Algorithm for Detection and Estimation
B. Non Orthogonal Models
We now obtain tests for the case where the estimation grid is over-sampled to N >> M bins to obtain a fat array steering matrix (A) and all the source locations are perfectly matched to the estimation grid. From the discussions on orthogonal models, we observed that test statistics to control P c can be proposed at knot points. Hence, we will first study the knot points of the lasso for a fat matrix A. The first knot point of the lasso occurs
The process of finding the subsequent knots is summarized by the following iterative procedure.
• The active set J = {j 1 , j 2 , . . . , j n } is determined by solving (3) at τ k .
• For each k / ∈ J, solve the following system of equations for a vectorx = [x 1 , . . . ,x n ] and a set Λ j .
If the system is infeasible, we put Λ j = 0.
• The next singular point is given by, τ k+1 = max j Λ j .
We now propose a test at the knot points. The goal of the proposed test is to detect the (S + 1) th knot point (where S is unknown), conditional on event B.
Test-D: At the k th knot, the D test statistics is,
Again, assuming event B is true (i.e., P (B) → 1), we need to make a decision at (S + 1) th knot. Hence, we require the c.d.f of D 1 , given by
where
Proof. See Appendix-VI-A Similar to other tests, the problem of finding S sources reduces to comparing D k with a threshold (η) at each knot point. The threshold is obtained from the c.d.f (14) by fixing F D1 to the required P c .
IV. Numerical Simulations
We now evaluate the performance of the proposed detection tests. The simulation setup consists of a uniform linear array (ULA) with 8 antennas, which is receiving signal from S equal power sources. The total source power is, E{ x 2 2 } = 1. We generate the estimation grid ρ by uniformly sampling the interval [−π/2, π/2] into N = 8 bins for orthogonal models and N = 16 bins for oversampled model. We use the orthogonal model for evaluating the performance of T k and A k and use the oversampled model for evaluating the performance of D k . The array steering matrix, A of size M × N is generated as explained in section II. The sources are then detected by using the detection tests as described in Algorithm-1 for orthogonal models and in steps described in Section-III-B for over-sampled model. The threshold is set to maintain the P c = 0.99 (or P e = P m + P f = 0.01).
In the following, we use Monte-Carlo simulations for L = 100000 noisy realizations to evaluate the performance. our result in Lemma-1. Table-I showsP c obtained by the detection algorithms. The number of sources (S) received are indicated in the caption. From Table-I, we observe that none of the proposed tests achieveP c = P c at low SNRs as P (B) < 1. Specifically, for SNR< 17 dB in two source and SNR< 22 dB in the four source scenarios,P c = P c . Next, we observe that all the finite sample tests (T k (Finite), A k and D k ) give perfect rate control (P c = P c ) at moderate to high SNRs where event B is true. Finally, we observe that the asymptotic covariance test (T k (Asymp)) does not give rate control (i.e.P c < P c ) even at high SNR. From the observations, we can conclude that the proposed tests maintain rate control (P c = P c ) at moderate to high SNRs, where event B is true. We note that the evaluation of threshold (η) for the finite sample covariance test requires numerical integration, which makes it the most complex test, but there is no gain in-terms of rate control compared to Test-A. We also note that although the tests have been performed for P c = 0.99, the rate control for higher P c was also observed and upto 7 sources could be detected for orthogonal models. As explained in Section-I, other schemes for multiple target detection do not offer rate control w.r.t P c . Hence we do not compare our tests with other schemes.
V. Conclusions
In this work, we propose tests for jointly detecting and estimating multiple sources using single snapshot measurements at moderate to high SNR. These tests can also be interpreted as stopping criterion for homotopy based lasso estimators, since they provide a stopping threshold as the lasso estimator travels the lasso path. The proposed algorithms offer control over the probability of correct detection of the sources by choosing the appropriate threshold. Although we have applied the algorithm only for DoA problem, the algorithm can be used for any linear model with Gaussian noise problem. Achieving similar control over probability of correct detection in case of grid mismatch is an interesting problem for future work.
