Abstract. A natural measure for the amount of quantum information that a physical system E holds about another system A = A1, ..., An is given by the min-entropy Hmin(A|E). Specifically, the min-entropy measures the amount of entanglement between E and A, and is the relevant measure when analyzing a wide variety of problems ranging from randomness extraction in quantum cryptography, decoupling used in channel coding, to physical processes such as thermalization or the thermodynamic work cost (or gain) of erasing a quantum system. As such, it is a central question to determine the behaviour of the minentropy after some process M is applied to the system A. Here we introduce a new generic tool relating the resulting min-entropy to the original one, and apply it to several settings of interest, including sampling of subsystems and measuring in a randomly chosen basis. The results on random measurements yield new high-order entropic uncertainty relations with which we prove the optimality of cryptographic schemes in the bounded quantum storage model. This is an abridged version of the paper; the full version containing all proofs and further applications can be found in [13] .
Introduction
A central task in quantum theory is to effectively quantify the amount of information that some system E holds about some classical or quantum data A. For classical data, i.e., A is a string X n = X 1 , . . . , X n , the min-entropy H min (X n |E) forms a particularly relevant measure because it determines the length of a secure key that can be obtained from X n . This is the setting typically considered in quantum key distribution where E is some information that an adversary Eve has gathered during the course of the protocol, and X n is the so-called raw key. More precisely, the maximum number of (almost) random bits 4 that can be obtained from X n that are both uniform and uncorrelated from E obeys ≈ H min (X n |E), if E is classical [15] and quantum [25] . The process by which such randomness is obtained is known as randomness extraction (see [30] for a survey) or privacy amplification. Classically, a (strong) randomness extractor is simply a set of functions F = {f : {0, 1} n → {0, 1} } such that for almost all functions f ∈ F, its output f (X n ) is close to uniform and uncorrelated from the adversary, even if he learns which function was applied. That is, the output is of the form ρ F (X)EF ≈ id/2 n ρ EF . A well known example of such a set F is a set of twouniversal hash functions which are used in quantum cryptography to turn a raw key X n into a secure key f (X n ). The min-entropy also has a very intuitive interpretation as it can be expressed as H min (X n |E) = − log P guess (X n |E) where P guess (X n |E) is the probability that the adversary manages to guess X n maximized over all measurements on E [16] .
What can we say in the case of quantum data A? It turns out that the fully quantum min-entropy H min (A|E) provides us with a similarly useful way to quantify the amount of information that E holds about A. Its first significance is to quantum cryptography where E is again held by an adversary. More specifically, it has been shown that a quantum-to-classical extractor (QC-extractor) can produce exactly ≈ H min (A|E) + log |A| classical bits which are uniform and uncorrelated from E [7] . Instead of applying functions to a classical string, a QC-extractor consists of a set of projective measurements on A giving a classical string as a measurement outcome. Such extractors form a useful tool in two-party quantum cryptography where one might have an estimate of H min (A|E), but not of the min-entropy of any classical string X n produced from A. Thus H min (A|E) is directly related to the amount of cryptographic randomness that can be produced from A.
It turns out that the fully quantum min-entropy also enjoys a very appealing operational interpretation [16] . More precisely,
where F is the fidelity (see below) and Φ
N AĀ
is the normalized maximally entangled state across A andĀ. That is, H min (A|E) measures how close ρ AE can be brought to the maximally entangled state by performing a quantum operation on E. Intuitively, this quantifies how close the adversary E can bring himself to being quantumly maximally correlated with A -exactly analogous to maximizing his classical correlations by trying to guess X n .
Results
Given the significance of the min-entropy in quantum information, it is a natural question to ask how the min-entropy changes if we apply a quantum operation M to A. More precisely, one might ask how H min (M(A)|E) relates to H min (A|E), for some completely positive trace preserving map M. At present, we know that the min-entropy satisfies [27] . Can we make more refined statements?
Of particular interest to us is the case where the quantum system consist of n qudits A n = A 1 , . . . , A n . Our main result is to establish the following very general theorem for maps M with the property that we can diagonalize
of the individual qudits, Φ A nĀn is again the maximally entangled state, and {Φ s } s is a basis for the space A n Ā n consisting of maximally entangled vectors, and λ s ≥ 0 are the corresponding eigenvalues (see Sections 2 and Section 3 for precise definitions and statement of the theorem). In terms of the smooth min-entropy H ε min , which, loosely speaking, is equal to the min-entropy except with error probability ε, our first contribution can be stated as
At first glance, our condition on the maps M may seem rather unintuitive and indeed restrictive. Yet, it turns out that many interesting maps do indeed satisfy these conditions, allowing us to establish the following results.
Entanglement sampling In the study of classical extractors, a goal was to construct families of functions f that are locally computable [31] . That is, if our goal were to extract only a very small number of key bits from a long string X n of length n, one might wonder whether this can be done efficiently in the sense that the functions f depend only on a small number of bits of X n . Classically, a very beautiful method to answer this question is to show that the min-entropy can in fact be sampled [31, 24] . That is, if we choose a subset S of the bits at random, then the min-entropy of the bits X S in that subset S obeys
for some function R. The function R can be understood as a rate function that determines the relation of the original min-entropy rate
Hmin(X n |E) n to the min-entropy rate on a subset S of the bits. In other words, min-entropy sampling says that if X n is hard to guess, then even given the choice of subset S it is tricky for the adversary to guess X S . To see why this yields the desired functions f note that one way to construct a randomness extractor would be to first pick a random subset S, and then apply an arbitrary extractor to the much shorter bit string X S . In the classical literature, this is known as the sample-then-extract approach [31] .
Inspired by the classical results of Vadhan [31] , it is a natural question whether there exists QC-extractors which are efficient in the sense that the measurements M ∈ M only act on a small number of qubits of A n = A 1 , . . . , A n . Or, even more generally, whether there exist decoupling operations which depend on only very few qubits. As before, one way to answer this question in generality is to show that even the fully quantum min-entropy can be sampled.
-Entanglement sampling (Informal) For any quantum state ρ A n E , i.e., H ε min (A S |ES) |S|R(H min (A n |E)/n) for the rate function R plotted in Figure 1 . See Theorem 2 for a precise statement.
It should be noted that even the case of standard min-entropy sampling of a classical string X n , but quantum side information E has proved challenging. The results of [4] imply that sampling of classical strings is possible when the distribution over the strings X n is uniform (i.e., ρ X n E = (1/2 n ) x∈{0,1} n |x x| ρ is bounded, and [18] has shown that sampling of blocks (but not individual bits) is possible. This was later refined in [34] to show that bitwise sampling is also possible (see Figure 1 for a comparison of the rate function). Very roughly, the techniques used in [34] relate the adversary's ability to guess the string X n to his ability to guess the XOR of bits in the string. Clearly, in the case of fully quantum A n such techniques cannot be used as it is indeed unclear what the XOR of qubits even means.
As this is the first result on entanglement sampling, it required entirely novel techniques. More precisely, it inspired the even more general theorem sketched above, from which entanglement sampling follows by choosing an appropriate map M. As a byproduct, using the same techniques, we also obtain a stronger statement of sampling a classical string X n with respect to a quantum system E in the sense that the rate R is improved (see Figure 1 for a comparison). What's more, we are able to show an even more precise statement in terms of the entropy H 2 (A n |E) ρ -without any ε error terms. Classically, this quantity is known as the (conditional) collision entropy. In general, it is very closely related to the min-entropy, and in fact enjoys a very similar operational interpretation. More specifically, it can be expressed in the same form as (1) where the optimization over all quantum operations Λ E→Ā n is replaced by the so-called pretty good recovery map Λ pg E→Ā n which is close to optimal [2] .
Uncertainty relations Another consequence of our main result is a new uncertainty relation with quantum side information for measurements of n qubits A n = A 1 , . . . , A n in randomly chosen BB84 bases. Apart from the foundational consequences, such relations have found applications in quantum cryptography (see e.g., [7] ). Our result establishes the first entropic uncertainty relation with quantum side-information that uses a high-order entropy like the min-entropy and that is nontrivial as soon as the system being measured is not maximally entangled with the observer E. In other words, this shows a quantitative bound on the probability of successfully guessing the measurement outcome that is nontrivial as soon as H min (A n |E) > −n.
5
-High-order entropic uncertainty relation for BB84 bases If X n is obtained by measuring the system A n in a random BB84 basis Θ n , we have
, where the function γ is plotted in Figure 2 . See Theorem 5 and Corollary 6 for precise statements.
We can also prove uncertainty relations for qudit-wise measurements in mutually unbiased bases (see full version [13] ). Again, these results follow from our very general theorem sketched above, this time for a map M that represents randomly chosen measurements.
Applications to the noisy-storage model Our new uncertainty relations have several interesting applications to cryptography. The goal of two-party cryptography is to enable Alice and Bob to solve tasks in cooperation even if they do not trust each other. A classic example of such tasks are bit commitment and oblivious transfer. Unfortunately, it has been shown that even using quantum communication, none of these tasks can be implemented securely without making assumptions [22, 19] . What makes such tasks more difficult than quantum key distribution is that Alice and Bob cannot collaborate to check on any eavesdropper. Instead, each party has to fend for itself.
Nevertheless, because two-party computation is such a central part of modern cryptography, one is willing to make assumptions on how powerful an attacker can be in order to implement them securely. Classically, such assumptions generally take the form of computational assumptions, where we assume that a particular mathematical problem cannot be solved in polynomial time. Here, we consider physical assumptions that can enable us to solve such tasks. In particular, can the sole assumption of a limited storage device lead to security [21] ? This is indeed the case and it was shown that security can be obtained if the attacker's classical storage is limited [21, 9] . Yet, apart from the fact that classical storage is cheap and plentiful, assuming a limited classical storage has one rather crucial caveat: If the honest players need to store n classical bits to execute the protocol in the first place, any classical protocol can be broken if the attacker can store more than roughly n 2 bits [14] . Motivated by this unsatisfactory gap, it was thus suggested to assume that the attacker's quantum storage was bounded [5, 10, 11, 12, 8] , or, more generally, noisy [32, 26, 17] . The central assumption of the noisy-storage model is that during waiting times ∆t introduced in the protocol, the attacker can keep quantum information only in his noisy quantum storage device; otherwise he is all-powerful (see Section 4.4).
The assumption of bounded or noisy quantum storage offers significant advantages in that the proposed protocols do not require any quantum storage at all to be implemented by the honest parties. They are typically based on BB84 [17] or sixstate [7] encodings, and indeed the first implementation of a bit commitment protocol has recently been performed experimentally [23] . So far it was known that there exist protocols that send n qubits encoded in either the BB84 or six-state encoding, and that are secure as long as the adversary can only store strictly less than n/2 or 2n/3 noisefree qubits respectively.
Using our new techniques, we are able to show security of the primitive called weak string erasure [17] (see Section 4.4), which in turn can be supplemented with additional classical or quantum communication to obtain primitives such as bit commitment.
-Application 1: Bounded storage There exists a weak string erasure protocol transmitting n qubits that is secure as long as the adversary can store at most strictly less than n−O(log 2 n) qubits. The protocol does not require any quantum memory to be executed, and merely requires simple quantum operations and measurements. See Theorem 8 for a precise statement.
It should be noted that no such protocol can be secure as soon as the adversary can store n qubits, so our result is essentially optimal. Our result highlights the sharp contrast between the classical and the quantum bounded storage model and answers the main open question in the BQSM. The noisy-storage model offers an advantage over the case of bounded-storage not only for implementations using highdimensional encodings such as the infinite-dimensional states sent in continuous variable experiments, but allows security even for arbitrarily large storage devices as long as the noise is large enough. Essentially, the noisy-storage model captures our intuition that security should be linked to how much information the adversary can store in his quantum memory. The first proofs linked security to the classical capacity [17] , the entanglement cost [6] and finally the quantum capacity [7] . The latter result used a protocol based on six-state encodings and required the fidelity of the device to be exponentially small in the number of qubits communicated during the protocol.
-Application 2: Noisy storage We prove that security in the noisy-storage model is possible basically as soon as the fidelity of the storage device is smaller than desired error parameter, which is best possible (see Section 4.4). Furthermore, we link security of a BB84-based protocol to the quantum capacity of the adversary's storage device for the first time. See Theorem 7 for a precise statement.
Preliminaries 2.1 Basic concepts and notation
In quantum mechanics, a system such as Alice's or Bob's labs are described mathematically by Hilbert spaces, denoted by A, B, C, . . .. Here, we follow the usual convention in quantum cryptography and assume that all Hilbert spaces are finitedimensional. We write |A| for the dimension of A. A system of n qudits is also denoted as A n = A 1 , . . . , A n , where we also use |A| to denote the dimension of one single qudit in A n . The set of linear operators on A is denoted by L(A), and we write Herm(A) and Pos(A) for the set of hermitian and positive semidefinite operators on A respectively. We denote the adjoint of an operator M by M † . A quantum state ρ A is an operator ρ A ∈ S(A), where S(A) = {σ A ∈ Pos(A) | Tr(σ A ) = 1}. We will often make use of operator inequalities: whenever X, Y ∈ Herm(A), we write X Y to mean that Y − X ∈ Pos(A). A quantum operation is given by a completely positive map M : L(A) → L(C). A map M is said to be completely positive if for any system B and X ∈ Pos(A B) we have (M id)(X) 0.
Throughout, we use the shorthand [d] = {0, 1, . . . , d − 1}. We will follow the convention to use H to denote the unitary that takes the computational {|0 , |1 } to the Hadamard basis:
· · · H θn for the unitary defining the basis θ n ∈ {0, 1} n .
Entropies
Next to its operational interpretation given in (1), the conditional min-entropy of a state ρ AB ∈ S(AB) can also be expressed as
where the symbol id A refers to the identity on A. We use the subscript ρ to emphasize the state ρ AB of which we evaluate the min-entropy. The smoothed version is defined by
is the set of states at a distance at most ε from ρ. We use the purified distance as the distance measure [28] . We refer to [27] for a review of the properties of the min-entropy.
It is simpler to state our results in terms of the related collision entropy defined for any ρ AB ∈ Pos(A B) by
We use relations between H min and H 2 proved in the full version [13] , in particular
and
for a classical-quantum state σ XB . Finally, we use the binary entropy function h(x) = −x log x − (1 − x) log(1 − x).
A convenient basis
Throughout, we make use of a very convenient basis of maximally entangled states for the space A Ā whereĀ A. The (unnormalized) maximally entangled state
will play an important role in our analysis. Here, the vectors |a label the standard basis of A. We use |Φ 
where denotes the transpose map in the standard basis and Φ AĀ = |Φ Φ| AĀ . Moreover, if X : A → C is a linear operator from A to C we have
Using (8) and (9) 
In particular for |A| = 2, W 0 , W 1 , W 2 , W 3 are the Pauli operators id, X, Y, Z respectively, and we obtain the well-known Bell basis.
For n > 0, we will denote by A n the system n i=1 A i , where each A i is a copy of A. Furthermore, if S ⊆ {1, . . . , n}, we write A S to denote i∈S A i . In other words, A n consists of n copies of the system A, and A S contains the copies that correspond to indices in S. In such a setting the dimension of the system A is denoted d. We can naturally define for
nĀn . For such strings s, we denote supp(s) = {i ∈ {1, . . . , n} : s i = 0} and |s| = |supp(s)|.
Evolution of H 2 under general maps
In this section, we derive constraints on the evolution of the conditional collision entropy H 2 when the system A n undergoes some transformation described by a completely positive map M. Our results on entanglement sampling and uncertainty relations are obtained by evaluating this bound for particular channels M. A statement for the smooth min-entropy follows directly by applying inequality (5).
The maps M of interest typically have some symmetry. For example, if the map M is invariant under permutations of the n systems A 1 , . . . , A n , then the coefficients λ s only depend on the type of s, i.e., the number of times each symbol in [d 2 ] occurs in s. For example, for the entropy sampling result (Theorem 2), the map M is such that λ s only depends on the weight |s| = |{i ∈ [n] : s i = 0}|.
Proof. Letρ
) for all X. Our first goal is to rewrite H 2 (C|E) σ in terms of the basis {Φ s } s . We obtain from (8)
Now by writing a Kraus representation M(X) = i K i XK † i with operators K i : A → C and using (9), we see that (id C M † )(Φ CC ) = (M A n →C idĀn )(Φ A nĀn ). Thus, we obtain using the definition of ρ A nĀn and the condition on M
We prove the two key constraints on the terms Tr[ ρ A nĀn Φ s ] we will be using. First, we have a global constraint. Note that the set of vectors
forms an orthonormal basis and thus id
The second observation concerns the individual terms Tr[ ρ A nĀn Φ s ]. For any s, 
Applying inequalities (12) and (13) to (11), we obtain the desired result.
Applications
We now derive several interesting consequences of Theorem 1. All of these follow by making an appropriate choice for the map M.
Quantum-quantum min-entropy sampling
We now state our results on entanglement sampling. The theorem below deals with the following scenario: we have n qudits and we choose a subset of them of size k uniformly at random. We have a lower bound on the collision entropy of the whole state conditioned on some quantum side-information E; the theorem then gives a lower bound on the conditional collision entropy of the sample. The rate function obtained is plotted in Figure 1 . The same figure also shows plots of classical-quantum sampling results that are discussed in Section 4.2.
Theorem 2 Let ρ A n E ∈ S(A n E) and 1 k n, let d = |A| be the dimension of a single system, and let h 2 := H2(A n |E)ρ n . Then, we have for n > d
where
where h min := Hmin(A n |E)ρ n . Proof. We now prove (14) by applying Theorem 1 for an appropriately chosen map M. Naturally, M will (up to normalization) select a random subset S and discard all the qubits of the input except the ones in S. More formally, define M A n →A k S (X) = ), and the classical and quantum upper bounds we get from a state that is uniform on strings of a fixed type analyzed in the full version [13] ( , ). As Vadhan's result requires a choice of parameters we chose τ = 0.1, which yields a lower bound on the smooth min-entropy, with smoothing parameter of the order of 10 −6 for a block size of n = 10000.
, where the second register contains a classical description of the set S, and S c denotes the complement of S in [n]. The reason for this normalization will be clear in the following calculation. Our first task is to relate this map to H 2 (A S |ES) ρ . A simple calculation reveals that
Our second task is to show that our choice of M satisfies the conditions of Theorem 1. We have
We now write this operator in terms of
forms an orthonormal basis and thus id
As a result, the coefficients λ s from Theorem 1 are λ s = (
. Observe that λ s only depends on |s| and is a decreasing function of |s|. In order to apply Theorem 1, it is natural to choose the partition S + ∪ S − of the form
n : |s| > 0 } for a value of 0 ∈ {0, . . . , n} to be chosen as a function of h 2 .
Writing equation (10) in our case we obtain,
Now all that remains is to optimize over 0 and to find a simple expression for this quantity. Before choosing 0 , we simplify the expression above. For the second term, we bound
To obtain a simple bound on the first term, we use the following lemma whose proof can be found in the appendix of the full version [13] .
Lemma 3 For any 0 ∈ {0, . . . , n} such that 0
It then follows from equation (16) that
We now determine the value of 0 as a function of h 2 . Observe that using properties of binomial coefficients, we have
We define 0 to be the largest integer that is at most
Observe also that in the case where the maximum is 1/d 2 , the result follows directly as R d (h 2 ) ≤ log d. In the case where (n − 0 − 1)/n > 1/d 2 , we observe that
We now write n− 0−1 n k in terms of the entropy rate h 2 :
By plugging these inequalities into (17), we obtain the desired result.
Classical-quantum min-entropy sampling
Statement Observe that in the case where the system A n is classical, i.e., ρ A n E =
for some distribution p and states ρ E (x n ), Theorem 2 can still be applied but in many cases it gives trivial bounds. In fact, when A n is classical, we have H 2 (A n |E) 0 as well as H 2 (A S |ES) 0. In order to improve on the lower bound of Theorem 2 in the case of a classical system, we can apply Theorem 1 to a more specific map M that measures the systems A S that are sampled. This allows us to obtain a lower bound on the collision entropy H 2 (A S |ES) that is nontrivial for the entire range
Theorem 4 Let ρ A n E be a classical-quantum state, and 1 k n, let d = |A|, and let h 2 := H2(A n |E)ρ n . Then, for any n > d,
High-order uncertainty relations against quantum side-information
Uncertainty relations play a fundamental role in quantum information and in particular in quantum cryptography. Many of the modern security proofs for quantum key distribution are based on an uncertainty relation (see, e.g. [29] ). They are also at the heart of security proofs in the bounded quantum storage model [11, 10, 7] . An uncertainty relation is a statement about a guaranteed uncertainty in the outcome of a measurement in a randomly chosen basis. We refer the reader to [33] 
More precisely, choose a random vector Θ n ∈ {0, 1} n and measure qubit i in the basis specified by the i-th component of Θ n = Θ 1 , . . . , Θ n . Call the outcome X i . An uncertainty relation is a statement about the amount of uncertainty in the random variable X n = X 1 , . . . , X n given the knowledge of the basis choice Θ n . The uncertainty is often measured in terms of the Shannon entropy. However, for the applications we consider here, the measure of uncertainty needs to be stronger, i.e., we should use a higher order entropy like H min or H 2 . Such an uncertainty relation has been established in [10] :
The way this uncertainty relation was used in the context of the bounded storage model was to apply a chain rule to (18) to obtain H ε min (X n |EΘ n ) n/2 − log |E|. There are two reasons for this inequality to be unsatisfactory: it depends on the dimension of E rather than on the correlations between A n and E, and it becomes trivial when H 2 (A n |E) < −n/2 as this implies log |E| > n/2. An uncertainty relation for measurements in the six-state bases that depends on H 2 (A n |E) was established in [7] , but it also becomes trivial when H 2 (A n |E) < −0.586n. It is simple to see that if the system A n is maximally entangled with some system E, then the outcome X n of this measurement can be perfectly predicted by having access to E. In other words, if the conditional entropy H 2 (A n |E) = −n, then X n can be correctly guessed with probability 1. The following theorem provides a converse: if H 2 (A n |E) −(1 − ε)n for ε > 0, then X n cannot be guessed with probability better than 2 −nδ(ε) with δ(ε) > 0 whenever ε > 0.
Theorem 5 Let ρ A n E ∈ S(A n E) where A n is an n-qubit space and define h 2 = H2(A n |E)ρ n . Then we have
n | is the state obtained when system A n is measured in the basis defined in the register Θ n and the function γ (plot in Figure 2 ) is defined by γ( Fig. 2 . Plot of the function γ(h 2 ) ( ) from Theorem 5 giving a lower bound on the uncertainty of the outcome of BB84 measurement as a function of the entropy rate h 2 of the state being measured. For comparison, we also plot the uncertainty rate function proved in [7] for measurements in the six-state bases ( ).
Proof. We apply Theorem 1 with
We then evaluate the state (
, where Φ i are defined Section 2.3. In the notation of Theorem 1, we have for the map M and for s ∈ {0, 1, 3}
As a result, when applying Theorem 1, it is natural to choose the partition S + ∪ S − of the form
n : |s| > 0 } for a value of 0 ∈ {0, . . . , n} to be chosen as a function of h 2 . We obtain for any 0
where δ 0 ≤n−1 = 1 if 0 ≤ n − 1 and 0 if 0 = n. If h 2 1/2, let 0 = n, in which case we obtain a bound of 2
If h 2 < 1/2, then we are going to choose 0 n/2. Define the function g(α) = h(α) + α − 1 and let α 0 1/2 be such that g(α 0 ) = h 2 . We then choose 0 = α 0 n . As a result,
In addition, we have 2
. Using these bounds in (19) , we obtain in this case 2
. Taking the logarithm leads to the desired result.
The following corollary expresses the uncertainty relation described in Theorem 5 in terms of min-entropies, which will be more convenient for the cryptographic applications.
Corollary 6 Using the same notation as in Theorem 5, we have
Security in the noisy-storage model
General noisy storage model We now use our new uncertainty relations to prove that the primitive weak string erasure can be secure as soon as one of the parties has a memory that cannot reliably store n qubits. In weak string erasure, the objective is to generate a string X n such that Alice holds X n and Bob holds a random subset I ⊆ [n] and the bits X I of X n corresponding to the indices in I. Randomly chosen here means that each index i ∈ [n] has probability 1/2 of being in I. The security criterion is that at the end of the protocol, a cheating Bob should have a state satisfying H min (X n |B) λn where B represents Bob's system, and a cheating Alice should not learn anything about I. To summarize all relevant parameters, we speak of an (n, λ)-WSE scheme and refer to [17] for a definition. 6 It is proved in [17] that bit commitment can be implemented using weak string erasure and classical communication.
Protocol. The protocol we use here is the same as the one of [17] . Alice prepares a random string X n ∈ {0, 1} n and encodes each bit X i in either the standard basis Θ i = 0 or the Hadamard basis Θ i = 1, each with probability 1/2. Then Bob measures these qubits in randomly chosen bases Θ i . After the waiting time, Alice reveals both X n and Θ n . The set I is defined by I = {i : Θ i = Θ i }. For a more detailed description of the protocol, we refer the reader to [17] .
To state the result, we first define the notion of channel fidelity introduced by [3] which is perhaps the most widely used quantity to measure how good a channel is at sending quantum information. For a channel N : S(Q) → S(Q ), the channel fidelity F c quantifies how well N preserves entanglement with a reference:
6 Note that the original definition includes a security error ε, which in our case is ε = 0.
where Φ N QA is a normalized maximally entangled state. For example, one way of defining the (one-shot) quantum capacity with free classical forward communication of a channel F B→C is by the maximum of log |Q| over all encodings E : S(Q) → S(B M ) and decodings D :
Here id M refers to a noiseless classical channel.
The following theorem states that as soon as the storage device of Bob cannot send quantum information with reliability better than η, then we can perform two-party computation securely provided η 2 −c(log 2 n+log n log(1/ε)) for some large enough constant c. Previously, this was only known when η < 2 −(2−log 3)n [7] . Before that, security was analyzed in terms of other more specific quantities like the ability of the storage device to transmit classical information [17] , or to simulate noiseless quantum channels [6] . As the ability to transmit quantum information is a stronger requirement, the results we prove here apply to more general settings and give better bounds.
Theorem 7 Let Bob's storage device be given by F : S(H in ) → S(B), and let η ∈ (0, 1). Assume that we have
where the maximum is over all quantum channels E : S (C 2 ) n → S(H in M ) and D : S(B M ) → S((C 2 ) n ). Then, the protocol described above implements a (n, λ)-WSE for λ = 1 2 γ (−1 + log(1/η)/n) − 1 n .
Proof. The proof of correctness of the protocol, and security against dishonest Alice is identical to [17] and does not lead to any error terms. For the security against dishonest Bob, it is convenient to imagine a purification of the protocol, in which Alice prepares n EPR pairs Φ N A n Q , where she sends Q to Bob and later measures her n qubits A n in randomly chosen BB84 bases. Bob's general attack can be modeled as performing some encoding on Q and obtaining some classical output M together with a quantum output that has to be stored in the device described by F. The output of this device is denoted B. We use the uncertainty relation in Equation (20) , with E = BM Θ n on ρ A n BM Θ n . In order to do that, we first derive a lower bound on h min = Hmin(A n |BM Θ n )ρ n . Note that because Θ n is independent of A n BM , we have H min (A n |BM Θ n ) ρ = H min (A n |BM ) ρ . We now use Condition (22) to obtain a lower bound on H min (A n |BM ). In fact, we use an operational interpretation of the conditional min-entropy due to [16] :
where Φ N A nĀn is the normalized maximally entangled state across A nĀn . That is, the min-entropy is directly related to the "amount" of entanglement between A n and BM . The map Λ in (23) can be understood as a decoding attack D aiming to restore entanglement with Alice. By the assumption on the storage device F, we obtain that for any encoding E and decoding D attack of Bob
− (n − log(1/η)) .
Then, using the uncertainty relation (20), we obtain H min (X n |BM Θ n ) ρ ≥ 1 2 (nγ (−1 + log(1/η)/n) − 1), which proves the desired result.
Special case: bounded storage model The next theorem simply states the result in the important special case of the bounded storage model.
Theorem 8 (WSE in the bounded storage model) If Alice hasubits of quantum memory then the protocol described in the previous section implements (n, λ)-WSE with λ = 1 2 γ(−q/n) − 1 n . Previously, in this case, security was only proven when q < 2n 3 [20] with a variant of this protocol that uses a six-state encoding. Using simple estimates for the function γ, the previous theorem shows that q < n − c log 2 n for some large enough c would be sufficient to perform WSE securely. Using the construction of [17] , this leads to a secure bit commitment provided q < n − c log 2 n − c log n log(1/ε) for some large enough constant c and where ε is the failure probability.
