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ABSTRACT
The Storm Time Response of the Inner Magnetosphere During Coronal
Mass Ejection and Corotating Interaction Region Driven Storms
by
Samuel Thomas Wadley Raoul Bingham
University of New Hampshire, May, 2019
Coronal mass ejections (CMEs) and corotating interaction regions (CIRs) are the most common drivers of geomagnetic storms, influencing the dynamics of the inner magnetosphere and
the response of the radiation belts. The main outer radiation belt acceleration mechanisms are
inward radial diffusion and local acceleration by chorus waves, while magnetopause shadowing
and by pitch angle scattering by electromagnetic ion cyclotron (EMIC) waves and other wave
modes are the main true loss mechanisms. The link between these mechanisms and the solar interplanetary structures is the ring current response to these drivers. The different characteristics
of the two solar wind drivers, CMEs and CIRs, will affect the convection electric field and the
nightside plasma sheet environment differently, which will affect the ion and electron ring current
development. This dissertation studies the spatial and temporal development of the storm-time
ring current, the generation of EMIC and chorus waves, and the effect that the chorus waves have
on the re-development of the outer radiation belt for the two types of storm drivers. We have
taken advantage of the wide range of particle and fields observations provided by the Van Allen
Probes mission and conducted four studies which characterize the response of the storm-time inner
magnetosphere within this framework. In these studies, we have determined the development of
the storm-time ring current and the effect of the ion composition, the development of EMIC and
whistler-mode chorus waves, and the outer radiation belt response to the development of chorus
waves and the seed (100s of keV) electrons. We have shown that during geomagnetic storms, the
enhancement of the convection electric field provides access for the low energy (< 60 keV) ions
and electrons to the inner magnetosphere which generate the storm-time ring current via adiabatic
transport from the nightside plasma sheet. Since the transport of the storm-time ring current comes

xviii

from the nightside plasma sheet, differences (due to the different storm drivers) in the conditioning
of the plasma sheet affect the development of the storm-time ring current. Additionally, using a
linear theory proxy to estimate wave growth, we have shown that the enhancement of < 60 keV
ions affect the development of electromagnetic ion cyclotron waves (EMIC) and the < 60 keV
electrons impact the whistler-mode chorus wave growth, both of which impact the outer radiation
belt. We found that the storm-time development of EMIC and chorus wave activity is storm phase
and local time dependent, and it depends on the access and drift history of the < 60 keV ions and
and electrons, respectively. Lastly, we have shown that while chorus wave activity is a feature of
the main phase due to the enhancement of the convection electric field, the timing, intensity, and
depth of enhancement for the seed electron population is crucial for the re-development and enhancement of the outer radiation belt via local acceleration, and that CME-driven storms are more
likely to generate radiation belt enhancements due to their ability to provide such a seed electron
enhancement.
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CHAPTER 1
INTRODUCTION

“In addition to the deficiencies in our observational material, there are also defects
in the experimental and mathematical investigations; but notwithstanding all this, the
results are so satisfactory that I can hardly be mistaken in my belief that we are on the
right road.”
- Kristian Birkeland

1.1

Earth’s Magnetosphere

On average, the Sun emits ∼1.6×106 tons of plasma every second [Carroll and Ostlie (1996)].
This plasma is referred to as the solar wind. If not for the magnetic field of the Earth, the solar
wind would constantly bombard the atmosphere of the Earth. Instead, the magnetic field of the
Earth serves as a buffer, deflecting plasma around the near-Earth region, and creating a protective
bubble encompassing the Earth. This near-Earth region encompassed by the Earth’s magnetic field
is called the magnetosphere.
The magnetosphere contains plasma originating both from the solar wind and the upper atmosphere of the Earth. The magnetosphere is not static. The conditions of the plasma and electric and
magnetic fields inside the magnetosphere are greatly perturbed by the solar wind. The interactions
of these fields and particles are often complex, as the fields dictate motion of the particles and the
fields are also affected by the motion of the particles. The highly dynamic nature and complexity
of the magnetosphere makes predicting its reaction to solar disturbances a challenge.
One of the principal concerns of space weather is studying the varying interactions of the solar
wind and the magnetosphere. Severe space weather events and disturbances to the magnetosphere
can damage sensitive electronics on orbiting satellites, expose humans in space to cancer causing
radiation, and induce strong currents which create surges in the power grid, potentially causing
1

Figure 1.1: Artist’s representation of the deflection of the dynamic solar wind around the magnetosphere. Image credit: ESA (2005).

blackouts. As modern society has become more reliant on satellites for communications, navigation, and national defense it has become more important than ever to understand the physical
processes which occur during solar wind events as a crucial step in developing forecasting and
mitigation response to public safety issues relating to severe space weather events.
In this thesis, I will layout research conducted at the University of New Hampshire which
contributes to the understanding of how the solar wind influences different populations of plasma
in the magnetosphere during one of the primary space weather events: a geomagnetic storm. In
this chapter, Section 1.1 will present a historical perspective for how the field of space plasma
physics came to be and an introduction to the different regions of the magnetosphere, Section
1.2 will describe basic particle motion of charged particles in the magnetosphere, Section 1.3
will describe the physics and importance of electromagnetic waves in plasma, Section 1.4 will
define geomagnetic storms and describe the two primary causes of geomagnetic storms — coronal
mass ejections and co-rotating interaction regions, Section 1.5 will discuss how one particular
population of plasma in the inner magnetosphere, the outer radiation belt, can be affected during
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geomagnetic storms and the importance of understanding processes which affect it, and lastly
Section 1.6 outlines the research questions that will be investigated in this thesis.
1.1.1

Historical Overview

Studies relating to the magnetosphere largely grew out of two different phenomena related to
the impact of the solar wind: 1) the aurora, and 2) temporary changes in the measured geomagnetic
field. Auroral sightings have long been referenced in Eastern and Western literature. The earliest
auroral sighting is believed to have been in 2600 B.C. China, and recorded by Fu Pao [Falck-Ytter
(1985)]. Little was known about the causes of the aurora until the 1700’s. In 1733, Jean Jacques
d’Otous de Mairan published the first textbook on the aurora, which criticized the popular theory
that the aurora was a reflection of polar ice and suggested instead that the aurora was caused by the
mingling of Earth and solar atmosphere and connected to sunspots [de Mairan (1733)].
In 1600, in the treatise De Magnete, William Gilbert showed using small spherical magnet
called the terrella (the little Earth) that he could replicated the same magnetic forces observed on
the surface of the Earth and concluded that the Earth was roughly a spherical magnet whose intensity was proportional to r−3 , where r is the distance from the center of the Earth/terrella [Gilbert
(1660)]. Over a century later, in 1722, George Graham, an instrument builder, noticed substantial,
seemingly random, intermittent disturbances of compass needles, during what is presently referred
to as a geomagnetic storm [Graham (1724)]. A large scientific step and connection between the
two came in the 1740’s, when Anders Celcius and his assistant Olof Hiorter noted the coincidence
between geomagnetic fluctuations and aurorae [Hiorter (1747)]. J. C. Wilcke advanced the connection with his observations in 1770 that the auroral rays extended upward in the along the direction
of the magnetic field [Kivelson and Russell (1995)]. In the 1830’s Carl Gauss and his partner
Wilhelm Weber founded the “Magnetischer Verein” or magnetic club establishing a network of
magnetometers which were used to create a mathematical model of the Earth’s magnetic field as
an expansion of spherical harmonics that was accurate to within 99% [Gauss and Weber (1840)].
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The expansion delineated between two sources, those inside the Earth and external ones in the
atmosphere.
At this point, there was still no link between the Sun and geomagnetic activity. Observations
of sunspots have been traced back until at least the 10th century [e.g. see Clark and Stephenson
(1978), Vaquero and Gallego (2002), and Hayakawa et al. (2015)]. With the invention of the
telescope, Galileo Galilei was able to extensively study sunspots. Sunspot studies were slow as
the period from around 1640–1700 was a historically weak period, called the Maunder minimum
[Kivelson and Russell (1995)]. In 1843, Samuel Heinrich Schwabe made the discovery that sunspot
numbers were periodic, with a period of ∼10 years [Arlt (2011)]. Shortly after, in 1851, Edward
Sabine used data from magnetic observatories in Toronto, Canada, St. Helena, Cape of Good Hope,
South Africa, and Hobarton, Australia to correlate geomagnetic disturbances with the sunspot
cycle [Sabine (1856)]. The big breakthrough which provided evidence of the link between the
Sun and geomagnetic activity came later in the same decade. On September 1, 1859, Richard
Carrington was sketching sunspot groups when he observed a great flare of white light on the
surface of the Sun [Clark (2009)]. At the same moment of the flare, the Kew Observatory in
London made observations of a disturbance of the magnetic field. Around 18 hours later, one of
the largest geomagnetic storms ever recorded produced aurora as far south as Colombia [Clark
(2009)]. The event also produced one the first cases where technological innovation was severely
hampered by space weather, as telegraph systems across Europe and North America failed, and
in some cases electrically shocked the telegraph operators [Kivelson and Russell (1995)]. Balfour
Stewart worked at the Kew Observatory, and in 1861, published his findings of the Carrington
Event, which described the observed auroral and magnetic disturbances, as well as providing the
first observations of pulsations or waves with a periodicity of minutes in Earth’s magnetic field
(now known as ultra-low frequency (ULF) waves) [Stewart (1861)].
The causal mechanism of how the Sun was interacting with the Earth and causing geomagnetic
activity still was not known. In the late 1890’s and early 1900’s Kristian Birkeland made multiple trips to northern Norway collecting data on magnetic perturbations associated with aurora.
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Figure 1.2: Following Kristian Birkeland’s expeditions to northern Norway in 1903, he and Carl
Størmer showed that magnetic field perturbations in auroral events were could be the result of
current structures flowing along magnetic field lines into and away from the polar region. Birkeland
and Størmer showed that by directing an electron beam at a magnetic dipole model of the Earth
(called a terrella) that patterns reminiscent of the aurora were produceable. Images from Birkeland
(1908).

By 1908, Birkeland concluded in his book The Norwegian Aurora Polaris Expedition 1902–1903
that large electric currents flowed along magnetic field lines during aurora, which induced magnetic disturbances [Birkeland (1908)]. Birkeland showed by firing a cathode ray of “corpuscles”
(electrons) incident on a dipole terrella that he could reproduce patterns similar to the auroral pattern. Figure 1.2 shows Birkeland’s sketch of the auroral current flow and comparison of terrella
results with Carl Størmer’s calculations of charged particle motion incident on a dipole field terrella. Birkeland and Størmer showed that electrons from the Sun could give rise to precipitation
towards the Earth’s poles which generated magnetic signatures in the poles that agreed well with
observations. Shortly thereafter, Frederick Lindemann noted that mutual electrostatic repulsion
would destroy such a stream and that the propagating stream would have to be electrically neutral with equal positive and negative charge [Lindemann (1919)]. This led Sidney Chapman and
Vincent Ferarro to address how a neutral beam (plasma) could cause magnetic disturbances. They
showed that if a perfectly conducting neutral plasma cloud approached the dipole magnetic field
of the Earth, that a current would be induced on the front of the solar plasma. The Earth would
effectively see a mirror magnetic dipole moment advancing that would cause a rapid perturbation
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of the magnetic field measured on the Earth at the onset of geomagnetic storms [Chapman and Ferraro (1930)]. Chapman and Ferraro noted that magnetic field of the Earth would exert a force on
the approaching plasma, and that the advancing plasma field would compress the dipolar magnetic
field on the sunward side until it ultimately reaching some equilibrium point. As depicted in Figure
1.3, the side flanks of the plasma would wrap around the Earth forming a cavity, then referred to
as the Chapman-Ferraro cavity.
In Chapman and Ferraro’s model the approaching quasi-neutral plasma cloud was intermittent and
only flowed during geomagnetically active times. A
series of studies on comets during the 1940’s and
1950’s would lead to the understanding that a steady
plasma was constantly being emitted from the Sun,
the solar wind. In 1943, Paul Ahnert was studying the comet Whipple-Fedkelt and noticed that between January 6–10, the tail of the comet dramatically increased in both brightness and length, and by
following the comet for the next couple of months,
Ahnert was able to attribute the tail enhancements
Figure 1.3: Sketch of the creation of the
“Chapman-Ferraro” cavity as a result of a to periods of enhanced geomagnetic activity [Ahnquasi-neutral plasma cloud of solar origin
interacting with the Earth’s magnetic field ert (1943)]. In 1951, Ludwig Biermann commented
from Chapman and Ferraro (1930).
more generally that deflections of a comet’s tail
were always present and due to the interaction between the tail and a gas streaming outward from
the Sun [Biermann (1951)].
In 1958, Eugene Parker provided the theoretical framework for the solar wind. Parker’s model
improved upon a previous attempt by Chapman which used a static solar corona model and provided unphysical results for plasma densities and pressures at large distances from the Sun [Chapman and Zirin (1957)]. Parker’s model instead used a steady, spherically symmetric, isothermal
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expansion of plasma from the corona with a simple continuity equation, momentum equation and
the ideal gas law to show the possibility of constant outflow from the Sun towards interstellar
space [Parker (1958)]. Parker also predicted that the plasma expanding from the Sun would carry
a magnetic field moving radially outward from the rotating Sun as it was ejected. The shape of
his predicted solar wind is referred to as the “Parker Spiral” and his original sketch is shown in
Figure 1.4. The constant solar wind also implied that a version of the cavity feature described by
Chapman and Ferraro during geomagnetic storms would be present at all times. The cavity carved
out by the deflection of the solar wind around Earth’s dipole magnetic field is what we call the
magnetosphere, a term coined by Gold (1959).
This period was also the dawn of the space age
and provided the opportunity for in situ confirmation of the continuous nature, quasi-neutral composition, and entrained magnetic field of the solar
wind, as well as the discovery of many current systems and plasma populations inside the magnetosphere.

Figure 1.4: The Parker Spiral shown as initially predicted by Eugene Parker in 1958.
Parker’s sketch shows the equatorial projec1.1.2 Regions of the Magnetosphere
tion of the magnetic field as the solar wind
The more modern, complete diagram of the as it propagates away from the Sun. Figure
from Parker (1958).
magnetosphere is shown in Figure 1.5. The plasma
inside the magnetosphere is primarily protons and electrons, along with smaller fractions of He+ ,
O+ , and other heavier ions/ions of other charge states. The plasma in the magnetosphere comes
from both the Earth’s ionosphere (ionized upper layer of the atmosphere, ∼80–1000 km above the
Earth’s surface) and the solar wind. The solar wind travels at a supersonic speed, typically around
450 km/sec before it reaches the Earth. As this plasma encounters the Earth’s magnetic field, the
solar wind undergoes an abrupt transition to subsonic speeds. This transition implies the presence
of a shock [Axford (1962); Kellogg (1962)]. This is called the bow shock. The bow shock has an
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Figure 1.5: Diagram of the different regions inside and outside of the Earth’s magnetosphere.
Figure from Mitchell (1990).

hyperboloidal shape, and is typically located around 14 RE (Earth radii, 1 RE = 6371 km) from
the center of the Earth. The subsonic region inside of the shock is called the magnetosheath. The
plasma in the magnetosheath is still tethered to the magnetic field of the solar wind. Solar wind
particles cannot simply ram their way to the surface of the Earth. Instead, there is a boundary separating the geomagnetic field and magnetospheric plasma from the shocked subsonic solar wind.
This boundary is called the magnetopause, and it is typically located around 10 RE from the center
of the Earth. Explorer 10 was the first spacecraft to make measurements across the magnetopause
in 1961. Explorer 12 (equipped with a magnetometer built at the University of New Hampshire)
was also launched that year, and provided quality data of the magnetosheath [Sonnerup and Cahill
(1967); Cahill (1997)]. Shortly afterwards, the first Orbiting Geophysical Observatory (OGO) was
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launched in 1964 providing reliable data for comprehensive studies of the bow shock [Holzer et al.
(1966)]. As one might expect, and the results from the early OGO missions showed, the structure
of the bow shock and magnetopause were heavily dependent on the conditions of solar wind speed,
density, and magnetic field strength and direction. To first order, the magnetopause is located at
a equilibrium point of the pressure balance between the ram pressure of the solar wind and the
magnetic pressure of the Earth’s magnetic field [Axford (1962); Kellogg (1962); Fairfield (1971)].
The dipolar nature of the Earth’s magnetic field is effective at shielding particles from the solar
wind at equatorial latitudes. However, at higher latitudes the magnetic field lines converge towards
the polar regions allowing direct access of the solar wind interplanetary magnetic field (IMF) to
the terrestrial polar regions. This forms a funnel shaped region, known as the polar cusp, over each
pole. Like the magnetopause and bow shock, the location of the cusps is influenced by the solar
wind. The first observations of the cusps came in 1971 via three different satellites: ISIS, OGO-5,
and IMP-5 [Russell et al. (1970); Heikkila and Winningham (1971); Frank (1971)].
The flow and pressure of the solar wind also affects the shape of the magnetosphere as it compresses the sunward side (referred to as the dayside) of Earth’s magnetic field and while stretching
the anti-sunward side (nightside) of the field into a long taillike structure. This stretched region
is called the magnetotail. The magnetotail is dynamic and stretches from ∼7–100s RE . Most of
the volume in the tail is made up of the northern and southern lobes. The lobes have very low
plasma densities (< 0.01 cm−3 ) of cold ions that often are flowing away from the Earth on open
magnetic field lines (field lines that do not connect to both the northern and southern hemispheres
of the Earth). Between the lobes and the magnetosheath is a boundary layer, the plasma mantle.
The plasma mantle is also on open magnetic field lines and consists of a mixture of ionospheric
plasma and magnetosheath plasma that entered through the cusps.
In between the two tail lobes is the much denser plasma sheet. The boundary layer between
the plasma sheet and the lobes is the plasma sheet boundary layer. Unlike the open magnetic field
lines in the lobes, the field lines in the plasma sheet generally have footpoints on either side of the
equator, and close to the Earth the plasma sheet follows the field lines down to the high latitude
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ionosphere. During steady periods, the lobes and the plasma sheet are in equilibrium, making the
total pressure (thermal + magnetic) balanced from one region to the other. While the plasma is
much denser in the plasma sheet (0.1–1 cm−3 ), the magnetic field strength is lower than in the
lobes. The particles in the plasma sheet come from both the ionosphere and the magnetosheath. In
the plasma sheet the ion temperature is typically around seven times that of the electron temperature. The variability and relative fraction of the sources is still not fully understood.

Figure 1.6: Diagram showing the different paths of cusp and auroral outflow from ionosphere to
the inner magnetosphere. Figure adapted from Kivelson and Russell (1995) and Genestreti et al.
(2012).

There are two primary ways in which plasma can get from the ionosphere to the plasma sheet,
which are shown in Figure 1.6. In the polar cusp, the Sun’s ultraviolet light ionizes and energizes
atoms in the upper atmosphere. These ions can then stream out along the cusp’s open magnetic
field lines as beams through the lobes to the tail before being brought Earthward into the plasma
sheet [Lockwood et al. (1985)]. There is also a more direct access to the plasma sheet via the
nightside aurora. Energetic ions can flow along closed field lines from the nightside aurora and
be directly injected to the near-Earth plasma sheet. The ionospheric outflow can contain a significant amount of heavy ions, in particular, O+ . The proportion of O+ content and the total
10

Figure 1.7: Sketch of the motion of the plasma sheet during geomagnetically quiet and active
times, adapted from Vasyliunas (1968).

ionospheric outflow/filling of the plasma sheet increases with geomagnetic activity [Young et al.
(1982); Mouikis et al. (2010)].
The plasma sheet is an important source for much of the hot plasma found in the inner magnetosphere. The location, density, temperature, composition, and flow of particles in the plasma sheet
are influenced by the solar wind and magnetic and electric fields in the near-Earth region. During
geomagnetically active periods, plasma sheet ions and electrons can temporarily have access to the
innermost magnetospheric regions. Figure 1.7 shows the change of the inner edge of the plasma
sheet between geomagnetically quiet and active times.
Particles earthward of the plasma sheet are said to be “trapped,” as these particles drift circularly
around the Earth on closed orbits due to the dipolar nature of the magnetic field in the near-Earth
region. The boundary between closed circular drift path regions and the inner edge of the plasma
sheet is the Alfvén layer. The lowest energy particles in this region make up the plasmasphere.
The plasmasphere is a torus ranging from 2–7 RE of ∼1 eV, high density (>∼100 cm−3 ) plasma
corotating around the Earth. H+ is the main ion species in the plasmasphere, followed by He+ and
O+ . Plasma in the plasmasphere is primarily populated by ionospheric outflow from middle and
low latitude magnetic field lines.
The drift of intermediate energy (1–200 keV) ions and electrons comprises the ring current.
The ring current also ranges from ∼2–7 RE and is primarily composed of H+ during quiet times.
11

However, during active times the ring current can become equal parts O+ and H+ , or O+ dominant.
The plasma sheet is the primary source of the ring current, as the rapid changes in the location of
the Alfvén layer during active times can trap particles that were on open drift paths onto closed
ones. As suggested by its name, the ring current also carries a current with it. This current induces
a magnetic field which is counter to the terrestrial magnetic field. Thus, when the ring current
is enhanced, a change in the magnetic field strength is observed at the surface of the Earth. The
disturbance storm-time, or Dst, index was developed to measure the strength of the ring current
using changes in the hourly northward horizontal component of the magnetic field at four low
latitude observatories [Sugiura (1964)].
The highest energy particles in the inner magnetosphere are trapped ions and electrons comprising the Van Allen radiation belts. The belts
are named after James Van Allen whose GeigerMüller tube instruments onboard Explorer 1 and
Explorer 3 lead to their discovery. Figure 1.8
shows Van Allen’s sketch of the inner and outer

Figure 1.8: Sketch of the high energy particle
belts of electrons from Van Allen (1959). The in- flux comprising the radiation belts by James
Van Allen using data from the Explorer IV and
ner belt lies between 1.1–2.5 RE , while the outer Pioneer III missions. Figure from Van Allen
(1959)
belt is from ∼3–7 RE . Between the two belts is
a narrow slot region. The inner belt is mainly composed of extremely high energy protons (10s
of MeV–∼GeV) and lower (but still quite high) energy electrons (< 900 keV). The inner belt is
stable, with its boundaries and particle levels only changing drastically over periods of years or
during severe geomagnetic activity. The outer belt is comprised of high energy electrons (∼MeV),
and is highly dynamic [Reeves et al. (2003)]. The levels and boundaries of the outer belt can
rapidly change over the periods of hours or days during moderate or low levels of geomagnetic activity. The radiation belts can pose as a danger to satellites as the high energy protons and electrons
are often capable of penetrating spacecraft shielding and damaging components of the spacecraft
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through single event upsets, surface and deep-dielectric charging and long-term dose effects [Baker
(2002); Baker et al. (2018)].
Due to their costly and hazardous effects, understanding the source and loss processes related
to the radiation belts is one of the more pressing issues in modern space plasma physics. Much of
the bulk of the research conducted in this thesis will be devoted to better understanding processes
that can affect the outer radiation belt. Before delving into radiation belt dynamics, the basics of
particle motion in the magnetosphere must be introduced first.

1.2
1.2.1

Single Particle Motion
Motion in Generic Electric and Magnetic Fields

In the magnetosphere plasmas are gases comprised of ionized particles for which there is on
average no net charge, a very low density, and low number of collisions with other particles. With
this in mind, typically one only needs to consider the way in which particles will respond to the
fields in determining particle motion, as the particles themselves do not significantly effect the
external fields. In this section, the motion of charged particles in generic electric and magnetic
fields and in the geometry of the fields in the magnetosphere will be discussed.
~ and magnetic
A particle with charge, q, and velocity, ~v , in the presence of an electric field, E,
~ experiences a Lorentz force, FL , where
field, B,

~ + q~v × B.
~
F~L = q E

(1.1)

Taking the particle’s mass, m, to be fixed, Newton’s law gives the equation of motion for the
particle as:

m

d~v
~ + q~v × B
~ + F~ext ,
= qE
dt

(1.2)

where F~ext are external forces which may be present. Often in the magnetosphere, these external
forces are small enough to be considered negligible.
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Figure 1.9: Gyromotion of charged particles in a uniform magnetic field around a guiding center.
Figure adapted from Treumann and Baumjohann (1997).

~
In the trivial case with no magnetic field and only a fixed electric field, m(d~v /dt) = q E,
the particle is constantly accelerated in the direction of the electric field (or opposite the field for
~
electrons). If there is a constant uniform magnetic field and no electric field m(d~v /dt) = q~v × B.
~ = B0 ẑ), then
Without loss of generality, if the magnetic field is taken to be in the ẑ direction (B

mv̈x = qBvy ,

mv̈y = −qBvx ,

mv̇z = 0.

(1.3)

With substitution, this becomes

v̈x = −Ω2c vx ,

v̈y = −Ω2c vy ,

(1.4)

where Ωc = qB/m and is called the gyrofrequency or cyclotron frequency. Taking the initial
velocity in the ẑ direction to be 0 then the solution to Equation 1.4 is simple 2D gyromotion in the
~
plane perpendicular to B:

x − x0 = rg sin(Ωc t),

y − y0 = rg cos(Ωc t),

(1.5)

where rg = v⊥ /|Ωc | is the gyroradius, cyclotron radius, or Larmor radius, and v⊥ is the speed
~ This is circular motion as shown in 1.9, where
of the particle in the plane perpendicular to B.
positively and negatively charged particles move around the magnetic field in opposite directions
and different gyroradii. Often, charged particle motion can be decomposed into a circular motion
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Figure 1.10: Helicoidal motion of a positively charged particle in uniform magnetic field. Fig
adapted from Treumann and Baumjohann (1997).

around a point and the slower drift speed of this point. This point is referred to as the guiding
center.
Gyromotion can be considered as an electric current, which has an associated magnetic moment:


Ωc
q
µ = IA = πrg2 = q π
T
2π

v⊥
Ωc

2
=

1
2
mv⊥
2

B

,

(1.6)

~ then
where I is current and A is area. If there is an initial velocity in the direction parallel to B,
the motion of the particle remains the same in x̂ and ŷ but with an additional constant field aligned
velocity. Figure 1.10 shows this helical trajectory for an ion. The angle between the particle’s
velocity and the magnetic field is referred to as the pitch angle, α,

−1

α = tan



v⊥
vk


.

(1.7)

The pitch angle is a common measurement used while studying the magnetosphere as it conveys a
particle’s trajectory as it relates to the magnetic field.
The circular motion in a uniform magnetic field does not change the kinetic energy of a particle
as
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m

d( 1 mv 2 )
d~v
~ = 0.
· ~v = 2
= q~v · (~v × B)
dt
dt

(1.8)

Often in the magnetosphere, there is a magnetic field and an electric field perpendicular to the
magnetic field. Figure 1.11 shows the motion of an ion and an electron in the presence uniform
fields with this configuration. The particle motion is a combination of the effects of the electric
field and the magnetic field. The particle’s gyroradius is proportional to the velocity of the particle,
and inversely proportional to the mass of the particle. The electric field accelerates the particle
during one half of the gyromotion, giving it a larger gyroradius during this part. In the other half
of the gyromotion, the electric field is decelerating the particle and giving it a smaller gyroradius.
~ ×B
~ direction. Both the electron and the ion
This results in a net motion of the particle in the E
drift in the same direction, but rotate in opposite directions.

Figure 1.11: Diagram of the E × B drift for electrons and ions. Figure adapted from Treumann
and Baumjohann (1997).

For a simple derivation of the drift velocity of a particle in this arrangement of fields (loosely
following Parks (2004) p. 117–118), one can take advantage of the fact that the particle is continuously turned circularly by the magnetic field and equally accelerated and decelerated by the
electric field over one rotation. Thus, the time-averaged acceleration/change in velocity is zero,
hd~v /dti = 0. Using this averaging and Equation 1.2 there is a balance of average electric and
magnetic forces
 
d~v
~ + hvi × B].
~
= 0 = q[E
m
dt
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(1.9)

~ with the relation above,
Taking the cross product of B

~ ×B
~ =B
~ × (h~v i × B)
~ = h~v iB 2 − B(h~
~ v i · B).
~
E

(1.10)

Since the motion will be in the 2-D plane perpendicular to the magnetic field, the guiding center
drift velocity simplifies to

~vd =

~ ×B
~
E
.
B2

(1.11)

This is typically referred to as the E cross B drift. It is worth noting that the E cross B drift
is independent of charge and mass, so both electrons and ions will have the same drift speed and
direction and if there are no collisions there will be no net current in the plasma. Equation 1.11
can be generalized to describe the drift velocity produced by an arbitrary force perpendicular to
the magnetic field as

~vd =

~
F~ × B
.
qB 2

(1.12)

So far, only a uniform magnetic field has been discussed. However, since the Earth’s magnetic
field is most nearly dipolar the magnetic field strength in the magnetosphere will not be uniform
and there will gradients in the field strength. Figure 1.12 shows the motion of an electron and and
ion in magnetic field with a gradient.
The gyroradius of a particle is inversely proportional to the magnetic field strength, thus a
particle in a gradient magnetic field will have alternatively shorter and larger gyroradii depending
in which part of the orbit it is in. This leads to a constant velocity of the guiding center:

~v∇ =

2
mv⊥
~ × (∇B).
B
2qB 3

(1.13)

Appendix A shows the derivation of particle motion in a gradient magnetic field in greater
detail. It is important to note that the gradient drift is proportional to the perpendicular kinetic
energy of the particle, and the direction of the drift is determined by the sign of the charge of the
particle.
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Figure 1.12: Diagram of the ∇B drift for ions and electrons. Figure adapted from Treumann and
Baumjohann (1997).

Lastly, there is a drift due to the curvature of magnetic field
lines in scenarios like Figure 1.13. Following the description
in Parks (2004), a particle with a velocity component which
is parallel to the magnetic field will experience a centrifugal
~

Rc
force to follow the curve of the field, FR = mvk2 R
2 where Rc
c

is the radius of curvature, which is defined as
Figure 1.13: The bending of magnetic field lines leads to the curvature drift.

~c
~ · ∇)B
~
R
(B
=
.
Rc2
B2

(1.14)

Using Equation 1.12 the drift speed can be expressed as

~vc =

mvk2

~ ×B
~ =
R
2 c

qB 2 Rc

mvk2
qB 4

~ × [(B
~ · ∇)B],
~
B

(1.15)

or in the absence of currents the curvature drift is

~vc =

mvk2
qB 3

~ × (∇B).
~
B

(1.16)

The curvature drift is dependent on kinetic energy parallel to the magnetic field and the direction is determined by sign of the charge of the particle. The gradient and curvature drifts can be
combined as
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~v∇,c =

1.2.2

1
~ × (∇B).
~
(KE⊥ + 2KEk )B
qB 3

(1.17)

Electric and Magnetic Fields in the Magnetosphere

The magnetic field surrounding the Earth is made up of internal and external sources. To first
order, near the surface of the Earth, the magnetic field in the near-Earth Space Environment can be
approximated as a dipole field:
1

3
(1 + 3 sin2 (λ)) 2
BE RE
,
B(r, λ) =
r3
cos6 (λ)

(1.18)

where λ is the magnetic latitude, r is the equatorial distance from the center of the Earth, and
BE is the equatorial magnetic field strength at the Earth’s surface. A parameter that is useful in
ordering flux observations with distance from the Earth is the McIlwain L shell parameter, which is
calculated based on the structure of geomagnetic field [McIlwain (1961)]. In a purely dipole field,
the value of the L shell refers to the distance in RE where the magnetic field line which crosses the
magnetic equator. For example, L = 3 is the magnetic field line which crosses the equator 3 RE
from the center of the Earth. In the dipole field, L is defined as r = L cos2 (λ).
While the dipole representation is fairly accurate in the near-Earth environment, the field becomes distorted by the influence of the solar wind. Figure 1.5 shows how the solar wind compresses
sunward side of the dipolar field, and the anti-sunward side is stretched, altering the dipolar shape
outside of the inner magnetosphere. To account for these differences, semi-empirical models of
the magnetic field are often used. The most commonly used empirical magnetic field models are
“Tsyganenko” field models [Tsyganenko and Sitnov (2005)].
The convection and corotation electric fields are the two large-scale electric fields influencing
particle motion in the inner magnetosphere. The convection electric field is the result of the interaction between solar wind and the Earth’s dipole field. Figure 1.14 shows the process by which the
convection electric field is induced. As suggested by Dungey (1961), if the interplanetary magnetic
field is directed opposite to the dayside magnetic field of the Earth, the process of reconnection will
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Figure 1.14: Diagram of the Dungey Cycle. Dayside reconnect sweeps field lines across the poles
which leads to tailside reconnection followed by an injection. Figure adapted from Baumjohann
and Treumann (1997).

begin. As depicted in Figure 1.14, reconnection moves open field lines across the polar caps at the
speed of the solar wind. Open field lines continue tail-ward until they reach oppositely directed
field lines and again reconnect. The tail reconnection creates a stretched closed field line and an
open field line. The closed field line moves inwards bringing trapped plasma with it. This process
of dayside and tail reconnection followed by an injection are parts of plasma circulation in an open
magnetosphere.
The convection electric field is generated by the sweeping motion of the field lines across the
dayside to the nightside. In an ideal magnetized plasma, Ohm’s law simplifies as

~ + ~v × B),
~
~j = ρ(E

(1.19)

where ρ is the electrical conductivity. If the plasma is collisionless, the conductivity will be so
large that Equation 1.19 can only be satisfied if
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~ + ~v × B
~ = 0.
E

(1.20)

This relationship is referred to as the frozen-in condition. It garners this name because using Faraday’s law
and Stokes’ theorem it can be shown that the magnetic
flux through a contour co-moving with the plasma stays
constant. An illustrated representation of this constancy
is depicted in Figure 1.15. The spatial volume mapped
out by following the field lines through a surface make Figure 1.15: The frozen in condition.
Figure adapted from Kivelson and Rusup what is called a flux tube. Equation 1.20 also indi- sell (1995).
cates that the reconnection process described in the previous paragraph sweeping flux tubes across
the polar caps requires the existence of an electric field. This motion generates a dawn-to-dusk
pointing convection electric field.
As shown in Figure 1.16, combining this electric field
with the Earth’s dipole magnetic field, the result is an Ecross-B drift in the sunward direction for both positively
and negatively charged particles. The convection electric field can be represented as the gradient of a potential
~ conv = −∇Φconv . Considering the electric
function, E
field as a uniform dawn-to-dusk electric field in the equaFigure 1.16: Sketh of the dawn– torial plane, the potential representing the field is
dusk convection electric field and resultant sunward E-cross-B motion. Figure adapted from Lyons and Williams
Φconv = −E0 r sin φ,
(1.21)
(1984).
where φ is measured counterclockwise from the Sun. Of course, the real electric field in the
magnetosphere isn’t quite as simplistic as this analytical expression. Volland (1973); Stern (1975)
proposed a shielding factor γ (Φconv = −E0 r sin φ) to account for the presence of a polarization
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field from the different drifts that electrons and ions have. As Equation 1.20 implies, the convection
field strength is influenced by the solar wind speed and the interplanetary magnetic field.
The rotation of the Earth’s magnetic field also produces a corotation electric field in the nonrotating frame of reference. The shape of the magnetosphere is determined by the solar wind,
which makes the natural reference frame the Sun–Earth line. In this frame of reference, the electric
field produced by the co-rotation of plasma and the magnetic field is

~ co = −(Ω
~ E × ~r) × B,
~
E

(1.22)

~ E is the angular velocity of the Earth’s rotation. Using the dipole field representation for
Where Ω

the magnetic field, the corotation electric field in the equatorial plane can be expressed as
3

~ co = − ΩE BE RE r̂.
E
r2

(1.23)

The potential of the corotation electric field is simply,
Z

3

~ co · d~l = − ΩE BE RE .
Uco = − E
r
C

(1.24)

Figure 1.17 shows the equipotential lines of the corotation elec3
are grouped into one
tric field. Typically, the constants ΩE BE RE

constant a = 92.4 kVRE . Pairing the radially inward corotation electric field with the dipole magnetic field results in another Figure 1.17: Corotation electric field equipotential lines
E-cross-B drift counterclockwise (from a top down perspective) and resultant E-cross-B drift.
Figure adapted from Lyons
around the Earth for both ions and electrons.
and Williams (1984).
Figure 1.18 shows the directions of the respective drifts outlined in this section for electrons
and ions in the magnetosphere. Since the gradient and curvature drifts are in the same direction
and typically of the same order of magnitude, they are often combined as the gradient-curvature
drift. Following Kivelson and Russell (1995) (page 315), the gradient-curvature, convection, and
corotation drifts can be written in terms of a total effective potential:
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Figure 1.18: Diagram of the different components of magnetospheric drifts for ions and electrons
in the inner magnetosphere. Figure adapted from Friedel et al. (2001).

~vD =

~ × ∇Φef f
B
,
B2

(1.25)

where the effective potential is

Φef f = −E0 rγ sin φ +

3
a
µBE RE
− ,
3
qr
r

(1.26)

where µ is the perpendicular kinetic energy over the magnetic field (Equation 1.6).
Particles in the magnetosphere will drift along paths of constant Φef f . The gradient-curvature
drift component of the effective potential is charge dependent, so ions and electrons will have
different contours of constant Φef f . Figure 1.19 shows the constant effective potential maps for
both fixed low and higher energy constant values of µ (µ =100 keV/G and 10 MeV/G) for ions and
electrons under two different convection electric field strengths, E0 = 0.10 mV/m and E0 = 0.46
mV/m. For electrons, all three terms of Φef f are negative, so they will always drift in the same
direction, counterclockwise. However, for ions the convection and co-rotation components are
negative while the gradient-curvature drift is negative and energy dependent. Thus, as shown in
Figure 1.19, for sufficiently low energy ions, they will drift in one direction, counterclockwise,
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Figure 1.19: Diagram of the constant potential drifts of low (two left columns) and higher (two
right columns) energy ions (top line) and electrons (bottom line) in the Inner Magnetosphere.

while for higher energies they will drift in the opposite direction. As suggested in the introduction
to the convection electric field, its strength, E0 , is enhanced during geomagnetically active periods.
As the convection field is enhanced, the Alfvén layer for each fixed µ value changes, and access to
the inner magnetosphere for both ions and electrons is increased. For example, for the 10 MeV/G
ions, under a convection field of 0.10 mV/m access via open field lines (access from the plasma
sheet) is only available outside of L = 5.4. However, with the convection field increased to 0.46
mV/m, the 10 MeV/G ions have access to as low as L = 4. A large component of the work
in thesis will look at observations of the changing of access for ions and electrons to the inner
magnetosphere due to changing solar wind conditions.
1.2.3

Adiabatic Invariants

Because of the geometry of the Earth’s electric and magnetic fields, charged particles undergo
three different types of motion: 1) gyromotion - around the field line, 2) bounce motion - up and
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Figure 1.20: Cartoon of the three adiabatic motions: 1) gyromotion, 2) bounce motion, 3) drift
motion. Figure adapted from Kivelson and Russell (1995).

down along the field line between magnetic mirror points, and 3) azimuthal drift motion around
the Earth. Figure 1.20 depicts an illustration of these motions. For each motion, there is a corresponding adiabatic invariant which is conserved if the field changes are on a longer timescale
than the timescale of the motion. The derivations in this section mostly follow the descriptions in
Parks (2004) pages 135–139 and Roederer (1970a). The general theory of adiabatic invariants in
Hamiltonian mechanics states that that the action integral, J, is conserved under slow changes in a
system in the coordinate, q, and with canonical momentum, p, where J is defined as:
I
J=

pi dqi .

(1.27)

The first adiabatic invariant relates to the gyromotion, so the integration is over a single
gyroperiod and the action integral for this transverse motion is
I
J1 =

~ · d~l.
(~p⊥ + q A)

(1.28)

~ where A is the magnetic field vector potential
where the canonical momentum is m~v⊥ + q A,
~ = ∇ × A),
~ and d~l is a line element along the circular path of the particle. Using Stokes’
(B
theorem, Equation 1.28 can be rewritten as:

25

I
J1 = mv⊥

Z

~ · ~n)da,
(B

dl + q

(1.29)

S

which can be solved as

J1 = mv⊥ 2πrg − qBπrg2 =

2
πm2 v⊥
2πm
=
µ,
qB
q

(1.30)

where µ is the magnetic moment from Equation 1.6. This provides the relation that J1 ∝ µ,
which is the commonly used format of the first adiabatic invariant in plasma physics.
The second adiabatic invariant relates to the bounce motion a charged particle experiences
between two magnetic mirror points. In the Earth’s dipolar magnetic field, if a charged particle
starts at the equator with some velocity parallel to the magnetic field it will move to a higher
magnetic field strength as it follows the magnetic field line towards the pole. If the timescale for
the changes in the magnetic field strength are much longer than the gyroperiod, the first adiabatic
invariant will be conserved in this process. This requires that as the particle moves to higher
magnetic field strength, its perpendicular velocity component must increase to conserve µ.
Assuming there is no electric field parallel to the magnetic field, the total kinetic energy of
the particle will remain constant and as the particle moves to a higher magnetic field, it will lose
velocity in the parallel direction. At some point the particle will reach a critical magnetic field
value where its parallel velocity is zero. This point is called the magnetic mirror point, Bm =
W/µ, where W is the total kinetic energy. The point at which a particle mirrors is dependent
on its equatorial pitch angle. Equatorial pitch angles close to 90◦ mirror close to the equator.
If a particle’s equatorial pitch angle is sufficiently close to 0◦ it will mirror inside the Earth’s
atmosphere. Particles with pitch angles that can reach the atmosphere are said to be in the “loss
cone” as they will not mirror but be lost due to collisions inside the much denser atmosphere.
For the second adiabatic invariant integration is taken over the bounce motion for the associated action integral J2 ,
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I

Z

J2 =

m2

vk ds,

pk ds = 2m

(1.31)

m1

where s is the distance along the field line and points m1 and m2 are the locations of the
particle’s mirror points. Using the conservation of energy, pk can be written in terms of W and µ,
making the integral
Z
√
J2 = 2 2m

m2

p
p
W − µB(s)ds = 2 2mµK

(1.32)

m1

where
m2

Z
K=

p
Bm − B(s)ds,

(1.33)

m1

is the more commonly used form of the second adiabatic invariant (sometimes called longitudinal invariant). K only depends on the mirror point of the particle and the field line that the
particle’s bounce motion is along, it does not depend on the energy of the particle. K is also often
rewritten as I,
Z

m2

s
1−

I=
m1

B(s)
ds,
Bm

(1.34)

which is used in the full definition of the McIlwain L parameter. As shown in McIlwain (1961),
points in space with a constant values of Bm and I form a ring in each hemisphere. Particles
associated with these (Bm , I) remain on the surface described by the magnetic field line connecting
the two rings. McIlwain (1961) and Hilton (1971) determined approximations for an analytical
function F (B, I), which is constant along magnetic field lines, and to define the parameter L for
non-dipole fields as
L3 B
=F
M



where M is the dipole magnetic moment.
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I 3B
M


,

(1.35)

The third adiabatic invariant is associated with the drift motion of a particle around the Earth.
As discussed in Section 1.2.1 if there is a force acting on a charged particle perpendicular to the
magnetic field line, the particle will drift in a direction perpendicular to both the force and the field.
The drifts discussed in Section 1.2.2 cause both ions and electrons to drift azimuthally around the
Earth.
When gyromotion, bounce motion, and drifts are
put together, the particle’s path outlines a 2D surface called a drift shell, which is shown in Figure
1.21. The third adiabatic invariant is the flux Φ of
Figure 1.21: The drift shell - the third adithe magnetic field enclosed by the 2D surface in Fig- abatic invariant drift. Figure from Roederer
ure 1.21. Taking the guiding center to be in the cen- (1970b).
ter of the bounce motion, the bounce center will lie in the equatorial plane, and orbit the Earth with
some drift period, where configurational changes must be much slower than the period of drift.
The action integral for third adiabatic integrates over the trajectory of the bounce center around the
Earth as:
I
J3 =

p~d · d~s,

(1.36)

where pd = mvd + qA is the canonical momentum of the drift, d~s is a line element on the drift
path, and vd is the drift velocity. This can be re-written using Stoke’s theorem as was done in the
derivation of the first adiabatic invariant:
I
J3 =

Z
(B · n̂)da.

mvd ds + q

(1.37)

S

Using an order of magnitude comparison, the second term of J3 is much larger than the first.
To see this, consider a particle with a drift speed just from the gradient curvature drift (Equation
1.17)

vd ∼

mv 2
,
2qBR
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(1.38)

where R is the distance to the bounce center from the center of the Earth. The action integral
J3 can then be written approximately as

J3 ∼ mvd 2πR + 4πR2 Bq.

(1.39)

The ratio of the two terms in the order of magnitude then becomes ∼ (rg /R)2 , which must be
 1. Ignoring the first term of J3 , the third adiabatic invariant can be written as

J3 = qΦ,

(1.40)

where Φ is the magnetic flux through the drift of the particle. Often in discussing particle
motion in the magnetosphere, it is more useful to use the dimensionless quantity L∗ as the third
adiabatic invariant, where

L∗ =

2πM
,
ΦRE

(1.41)

with M being the Earth’s dipole moment. The three adiabatic invariants can be used when
looking at particle phase space density (PSD), particularly for relativistic electrons in the outer
radiation belt. PSD is typically a function of position and velocity vectors, but it can also be
written in terms of the three adiabatic invariants, f (µ, K, L∗ ). As with the traditional phase space
representation of position and velocity from Liouville’s theorem, the PSD in terms of the three
adiabatic invariants also implies that the PSD stays constant along a trajectory in phase space in
the absence of external sources or losses.
As stated earlier, adiabatic invariants require system changes that are slow compared to the
period associated with the invariant. The three adiabatic invariants all have different temporal
timescales, where the relation

ωg  ωb  ωd

(1.42)

shows the ordering of the temporal scales for the associated drifts. Since the drift motion has
the longest period it is the most frequently violated and the gyromotion is the least often violated.
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Changes occurring over comparable spatial scales of the associated drifts will also violate the
respective invariant. For instance, changes over the scale of a gyroradius will violate the first
adiabatic invariant.

1.3

Plasma Waves

Plasma can act as a wave guide and dispersive medium supporting electromagnetic wave propagation. These electromagnetic waves are referred to as plasma waves. As already discussed,
plasma in the magnetosphere ranges wildly in composition, temperature, density, and magnetic
field strength. These differences provide an environment in which a rich variety of different plasma
waves can exist. In this section, several different modes of plasma waves and the interaction between electromagnetic waves in a plasma will be discussed. The following derivation to establish
the dispersion relation follows the derivation in Piel (2010) on pages 133–141 and 156–163.
1.3.1

Waves in Magnetized Plasma

Plasma waves must fulfill both Maxwell’s equations:
~
~ = − ∂B
∇×E
∂t
~ = µ0
∇×B

~
∂E
J~ + 0
∂t

(1.43)
!
(1.44)

~ = 1 (ρ + ρext )
∇·E
0

(1.45)

~ = 0,
∇·B

(1.46)

and the collisionless equation of motion

m

∂~v
~ + ~v × B)
~
= q(E
∂t

(1.47)

where E is the electric field, B is the magnetic field, 0 is the permittivity of free space, µ0 is the
permeability of free space, ρ is the charge density, and J = ne(vion − ve ) is the current density.
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One can make the simplifying assumption that at a particular angular frequency, ω, that the
current density and electric field strength can be linearized as

~
~
J(ω)
= σ(ω)E(ω),

(1.48)

where σ is the conductivity. By taking the curl of Faraday’s law of induction (Equation 1.43) and
using Ampere’s law (Equation 1.44), the wave equation for the electric field is
2~
~
~ + 1 ∂ E = −µ0 ∂ J ,
∇ × (∇ × E)
c2 ∂t2
∂t

(1.49)

where µ0 0 = 1/c2 . Solutions to the wave equation for E, B, and J will take the form of
exp[i(~k · ~r − ωt)]. The wave vector, k, describes the direction of wave propagation and is inversely proportional to the wavelength (k = 2π/λ). The equation of motion (Equation 1.47) for
first order perturbations becomes

~ + ~vα × B),
− iωmα~vα = qα (E

(1.50)

where α denotes different electrons and ion species present in the plasma. In this first order
representation, v is the velocity of the particle oscillations, E is the wave electric field, and B is a
static magnetic field. Without loss of generality, the background magnetic field can be taken to be
~ = (0, 0, B). This gives the following equations of motion
in the ẑ direction, B

vx = i

q
(Ex + vy B),
ωm

vy = i

q
(Ey − vx B).
ωm

(1.51)

The electric field and velocity can also be expressed with rotating vectors as

v ± = vx ± ivy ,

E ± = Ex ± iEy .

(1.52)

Substituting Equation 1.52 in to Equation 1.51 and simplifying gives an alternative equation of
motion
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v± = i

q
(E ± ∓ iv ± B).
ωm

(1.53)

Solving for v ± , and using the gyrofrequency (Ωc = qB/m), the rotating velocity can be written
as

v± = i

q ± 1
E
.
m
ω ∓ Ωc

(1.54)

Transforming back into cartesian coordinates gives the matrix relationship

 

  
ω2
ωΩc
i ω2 −Ω2 0 Ex 
vx 
 ω2 −Ω2c
c
 

  
v  = i q −i ωΩc
 · E  .
ω2
0
 y
 ω2 −Ω2c ω2 −Ω2c
  y
ωm
 

  
vz
0
0
1
Ez

(1.55)

Using Equation 1.48, and the definition of the the current density as the sum of nqv, the conductivity tensor is



2
ωp,α
α ω 2 −Ωc,α

P


 P
~σ (ω) = iω0 
−i α


2
ωp,α
2
ω −Ωc,α

i
Ωc,α
ω

0

P



2
ωp,α
Ωc,α
α ω 2 −Ωc,α ω

0

2
ωp,α
2
ω −Ωc,α

0

P

α

0

P

2
ωp,α
α ω2



,



(1.56)

where ωp denotes the plasma frequency (the plasma frequency is the frequency a particle will
oscillate with if it is slightly displaced in a neutral plasma, ωp2 = nq 2 /m). The plasma can either
be considered as a conductive medium of free charged particles, where the displacement current
density is zero, or as a dielectric medium consisting only of electric dipoles and no free current
density. In the dielectric medium characterization, the dipoles will be polarized and displaced
from their equilibrium positions in an electromagnetic field. This motion can be thought of as a
polarization current. Typically, it is most convenient to consider the plasma as a dielectric medium
with dielectric displacement
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~
~
D(ω)
= 0 (ω)E(ω),

&

~
~
~
∂E
∂E
∂D
= 0
+ J~ = 0 (ω)
,
∂t
∂t
∂t

(1.57)

which provides a relationship between the dielectric function and the electric conductivity.

(ω) = 1 +

i
σω .
ω0

(1.58)

Using equations 1.58 and 1.56 the dielectric tensor can be written as





 S −iD 0 


,
~(ω) = 
iD
S
0




0
0
P

(1.59)

where S, P , and D are the Stix parameters [Stix (1962)] and defined as
1
S = (R + L),
2

1
D = (R − L),
2

P =1−

2
X ωp,α
α

ω2

.

(1.60)

R and L are the right-handed and left-handed transverse wave modes, defined as

R=1−

X
α

2
ωp,α
,
ω(ω + Ωc )

L=1−

X
α

2
ωp,α
,
ω(ω − Ωc )

(1.61)

and P is the compressional wave mode. Using the wave equation (Eq. 1.49), the assumption
that solutions to the wave equation have the form exp[i(~k · ~r − ωt)], and Equations 1.58 & 1.48,
the wave equation reduces to
2
~k × (~k × E)
~ + ω ~ · E
~ = 0,
c2

(1.62)

~ was chosen to be in the ẑ direction, there
which is known as the Helmholtz equation. Since B
is a cylindrical symmetry around the z-axis. Without loss of generality, ~k can be chosen to lie in
the x-z plane making kx = |k| sin ψ, ky = 0, and kz = |k| cos ψ, where ψ is the angle between the
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background field at ~k. Introducing the refractive index η = kv/ω, with a few vector identities and
simplification, the Helmholtz equation becomes



2

2

S − η cos ψ −iD


iD
S − η2


η 2 sin ψ cos ψ
0

  
η sin ψ cos ψ  Ex 
  
 · E  = 0.
0
  y
  
Ez
P − η 2 sin2 ψ
2

(1.63)

Nontrivial solutions occur when the determinant of the left side of Equation 1.63 is 0. The
non-trivial solution takes the form of a quadratic equation for η 2

(S sin2 ψ + P cos2 ψ)η 4 − [RL sin2 ψ + SP (1 + cos2 ψ)]η 2 + RP L = 0.

(1.64)

The solutions of the quadratic equation can be written for η or using the definition of the
refractive index in k as

η2 = −

√
1
(B ± B 2 − 4AC),
2A

k2 = −

√
ω
(B
±
B 2 − 4AC),
2Ac2

(1.65)

where A, B, and C are the coefficients (Aη 4 + Bη 2 + C) from Equation 1.64. This solution
creates a relationship between frequency and wave vector and is called the dispersion relation. The
dispersion relation is typically written in the form ω(~k). The dispersion relation is only analytically
solvable for the parallel wave (ψ = 0◦ ) and electrostatic (ψ = 90◦ ) cases. For arbitrary wave
normal angles the dispersion relation can only be solved numerically. The quadratic solution of
Equation 1.64 gives a ± sign which results in multiple branches of the dispersion relation. Unique
relations between ω and k only exist at specific frequency ranges. As the dispersion relation is a
quadratic for k, the solutions to ω(k) will be symmetric around the ω axis. If k 2 < 0 then the wave
vector is purely imaginary which corresponds to evanescent, non-propagating waves.
The polarization of a transverse electromagnetic wave describes the changes in time of the
orientation of the electric and magnetic field components. By convention, the orientation of the
polarization is based on the oscillations of the electric field. In general, there are two transverse
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components to the electric field spanning a plane perpendicular to k. This is called the polarization
plane. The transverse components can oscillate with an arbitrary phase shift θ, and the electric
field vector usually describes an ellipse in the polarization plane. If the phase shift is 90◦ then the
elliptical polarization is circular. If one of the field components is zero and the total field vector
~
only oscillates in one direction, this is linear polarization. In the geometry chosen in this section (B
in the ẑ direction, and ~k in the x-z plane) the polarization plane will be composed of two vectors,
Ey in the ŷ direction and E⊥ in the x-z plane that is also perpendicular to ~k. The polarization is
defined as the ratio of the electric field components

P =

E⊥
Ex p
1 + tan2 ψ,
=
Ey
Ey

(1.66)

~ and ~k. Obtaining the Ex /Ey
where the second relation comes from ψ being the angle between B
relation from the middle row’s relation in Equation 1.63,

P = −i

S − η2 p
R + L − η2 p
1 + tan2 ψ = −i
1 + tan2 ψ.
D
R−L

(1.67)

The ratio P of the field components in the polarization plane is a complex number. This results
in the total transverse electric field rotating in the polarization plane. By convention, when P is
positive it is defined as being left hand elliptical polarization, and conversely when P is negative
it is right hand polarization. Thus, R and L describe the right and left handed transverse wave
modes.
Figure 1.22 shows the solutions for the dispersion relation from Equations 1.64 in a plasma
composed of 79% H+ , 11% He+ , and 10% O+ by number density. The electron gyrofrequency is
fixed to 5.23 kHz, the ratio of fpe /fce is fixed to 10, and the wave normal angle is set to ψ = 0◦
in the left panel and ψ = 45◦ in the right panel. Transitions from left to right handed polarizations
(crossover frequencies) can be found by setting Stix parameter D = 0, or equivalently setting
R = L. In both panels of Figure 1.22 wave propagation exists between 5 different bands of
frequencies of ω.

35

Figure 1.22: The dispersion relation for plasma composed of 79% H+ , 11% He+ , and 10% O+ ,
with fpe /fce = 10, and fce = 32.861 kHz. The left panel shows field aligned propagation. The
right panel shows oblique propagation. Left hand polarization is shown in red and right hand
polarization is shown in blue.

At frequencies near and above the plasma frequency for the parallel case are the super-luminous
R-upper mode and L-mode waves, with respective right and left handed polarizations. In the ψ =
45◦ case, the allowed wave propagations with frequencies near and above the plasma frequency are
superluminous (phase speed greater than the speed of light) R and L extraordinary mode (X-mode),
superluminous L-O-mode (Ordinary mode), and subluminous Z-mode waves.
Between the electron and proton gyrofrequencies, only right hand polarized waves can propagate. This branch of waves are called whistler mode waves. In the magnetosphere two types of
whistler waves are often observed. Of particular interest to this thesis are whistler mode chorus,
which are found outside of the plasmasphere between 3–10 RE [Meredith et al. (2012)]. Cho-
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rus waves exhibit discrete elements featuring rising or falling tones, and sound like chirping birds
when played through an unmodulated audio converter. Plasmaspheric Hiss waves are also whistler
mode waves which are found in the plasmasphere. Hiss is incoherent and structureless, sounding
like white noise when played through an audio converter. Plasmaspheric hiss is typically in the
frequency range from ∼ 100 Hz to several kHz [Meredith et al. (2018)].
Below each of the proton, helium, and oxygen gyrofrequencies different bands of wave frequencies are allowed propagate. These are referred to as electromagnetic ion cyclotron (EMIC)
waves. EMIC waves are typically observed with frequencies between 0.1–5 Hz in the inner magnetosphere and are left hand polarized for parallel propagation.
Figure 1.23 shows a frequency versus time spectogram of common waves found in the inner
mangetosphere as observed during one orbit by the Van Allen Probe B spacecraft (RBSP-B). The
magenta lines overlaid in the top 3 panels signify 0.1 fce and fce , which can be used to identify
the wave mode (see 5.3). On both the outbound and inbound passes, while RBSP-B is at low L
and inside the plasmasphere, plasmaspheric hiss is observed. Near apogee, as RBSP-B is outside
of the plasmasphere, chorus is observed between 0.1–1 fce . Both chorus and hiss are right hand
polarized, as denoted by the ellipticity being close to 1. Magnetosonic waves are observed on
the inbound pass between 10–100 Hz. Magnetosonic waves are compressional, linear polarized
waves (denoted by the ellipticity ∼0), found between the local H + gyrofrequency and the lower
hybrid frequency, and observed between 2–8 RE [Meredith et al. (2008)]. The bottom panel shows
H+ -band EMIC waves observed on the outbound pass by RBSP-B, as the spacecraft exits the
plasmasphere. Appendix B describes the process which is used to calculate the wave polarization
properties, Sections 4.3 and 5.3 describe how EMIC and chorus waves are identified, respectively.
Kim and Shprits (2017) describes how magnetosonic waves are identified, and Hartley et al. (2018)
describes how hiss waves are identified.
Chorus waves are generated through the electron cyclotron instability, which is driven by
an electron temperature anisotropy. This instability is a way to shed excess particle energy in
the perpendicular direction as pitch angles are altered to a more stable configuration [Cornwall
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Figure 1.23: Observations of chorus, hiss, magnetosonic and H+ EMIC waves observed during one
orbit of the Van Allen Probe B spacecraft. The top 3 panels display the higher frequency chorus,
hiss, magnetosonic waves, and the bottom panel shows H+ EMIC waves between the H+ and He+
gyrofrequencies.
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(1965)]. Ion cyclotron waves are generated in a similar fashion as chorus, through the ion cyclotron instability, thereby relieving anisotropic ion populations unstable perpendicular energy.
Kennel and Petschek (1966) showed that EMIC or chorus wave growth could occur with sufficient
anisotropic electron/ion populations and that the magnitude of wave growth is determined by both
the anisotropy and the fraction of particles that are resonant in the plasma. Kennel and Petschek
(1966) also showed that for weakly growing chorus waves propagating parallel to the magnetic
field under the linear assumptions of the Vlasov equation, the growth rate could be calculated as

= π|Ωc,e | 1 −

γe−

ω
|Ωc,e |

2



1
η (VR ) A (VR ) −
|Ωc,e |/ω − 1
−

−


(1.68)

for electrons, and

γi+



πΩc,i Ωc,i (1 − ω/Ωc,i )2 +
1
+
=
η (VR ) A (VR ) −
2 ω (1 − ω/2Ωc,i )
Ωc,i /ω − 1

(1.69)

for ions, where η ± (VR ) can roughly be taken to be the fraction of resonant electrons/ions to
total electrons/ions, and A± (VR ) is a measure of the electron/ion anisotropy which reduces to
A = T⊥ /Tk − 1 at the resonant particle velocity, VR . Since η is always positive, the stability
is determined by the relationship between A and (Ωc,e/i /ω − 1)−1 (In the regime ω < Ωc,e/i )
and the rate of growth/damping is determined both by A and η. Gary et al. (1976) showed with
computational solutions to the dispersion relation using the Vlasov equation that the ratio of ion
plasma pressure to the background magnetic field pressure

βσ =

nσ KTσ
B 2 /2µ0

(1.70)

(referred to as the plasma beta) also influenced the wave growth. They showed that with all
other things being equal, a weaker magnetic field pressure, compared to ion pressure, increased the
ion cyclotron growth rate. Observations with the Active Magnetospheric Particle Tracer Explorer
- Charge Composition Explorer (AMPTE/CCE) spacecraft found an imposed bounded correlation
between the observed ion temperature anisotropy and the inverse of the ion plasma beta
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T⊥
S
− 1 = α,
Tk
βk

(1.71)

where βk = nKTk /B 2 /2µ0 , andS and α are parameters defining how A and βk are bound by
a fit to the data and simulation using linear Vlasov theory, [Anderson et al. (1991); Anderson and
Fuselier (1993)]. Gary et al. (2005) found that the same type of relationship could be made for
electrons and chorus waves using data from the Cluster mission.
Figure 1.24 shows a simple cartoon indicating where chorus, EMIC, and plasmaspheric hiss
waves are most often found in the inner magnetosphere. Since the drifts of ions and electrons
are different, chorus and EMIC waves are typically found in different regions. Chorus is most
often found on the dawnside and EMIC waves are
typically found on the duskside where the plasmasphere overlaps with ion trajectories. Sections 4 &
5 of this thesis will look at how these parameters
and wave activity in general changes during storm Figure 1.24: Sketch of common chorus, plasmaspheric hiss, and EMIC wave regions in
times. In the next sections the importance and imthe inner magnetosphere. Figure adapted from
plications of waves in the magnetosphere will be Summers and Thorne (1998).
discussed.
1.3.2

Wave-Particle Interactions

Interactions between waves and particles play an important role in shaping the plasma populations of the inner magnetosphere. Depending of the phase of the wave, resonance between plasma
waves and particles in the plasma can transfer energy from either the waves to the particles or from
the particles to the waves. When plasma waves and the motion of some of the particles in the
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plasma are resonant, the particles experience a constant electric field from the waves which can
quickly accelerate the particles.
In cyclotron resonance, the particle gyromotion is resonant with the frequency and polarization of the wave. If the wave and particles move with a different velocity, the wave frequency the
particles observe is doppler shifted. This makes the resonance condition for cyclotron resonance

ω − kk vk =

nΩc
γ

n = 0, ±1, ±2, ...,

(1.72)

where ω is the wave frequency, kk and vk are the wave number and particle velocity in the
direction of the magnetic field, Ωc is the gyrofrequency of the particle, and γ is the relativistic
factor. Figure 1.22 showed that chorus and EMIC waves only propagate at frequencies below
the respective particle’s gyrofrequency. The Doppler shift is what allows for resonance to be
met and particles to observe waves at the gyrofrequency. Figure 1.25 shows an example of the
motion between an electron and a right hand circularly polarized wave and an ion and a left hand
circularly polarized wave. If the resonance condition of Equation 1.72 is met, then the respective
ion/electron will experience an electric field that accelerates the particle. Alternatively, under
anomalous resonance, particles can overtake a wave with an opposite polarization allowing for
resonance to be met. Resonance between MeV electrons and EMIC waves is an example of this
interaction [Thorne and Kennel (1971)].
Cyclotron resonance interactions violate the first adiabatic invariant and there can be a net
exchange of momentum and energy which lead to particle scattering in energy and pitch angle. If
the particle is accelerated, the pitch angle will move closer to 90◦ as it sees an electric field in the
perpendicular direction and increases its perpendicular velocity preferentially. Conversely, if the
particle is decelerated, the pitch angle moves closer to being field aligned as it loses speed in the
perpendicular direction. If the pitch angle is sufficiently reduced, it will fall in to the loss cone and
the particle will be lost in the upper atmosphere during its bounce motion.
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Figure 1.25: Illustration of a gyroresonant interaction between an electron and a right hand polarized wave and an ion and a left hand polarized wave. Adapted from Tsurutani and Gonzalez
(1997).

Additionally, bounce-drift resonance can exist where ultra-low frequency waves interact with
particles undergoing the bounce-drift motion with the same frequency. Bounce drift resonance can
be expressed as

ω − mwave ωd = N ωb ,

(1.73)

where mwave is the azimuthal wave mode number, N is an integer, ωd is the drift frequency
of the particle, and ωb is the bounce frequency of the particle. Since ωb >> ωd , only the N = 0
mode can be achieved [Ozeke and Mann (2008)]. Notably, this interaction occurs on timescales of
the bounce and drift motions and only the second and third adiabatic invariants are violated while
the first invariant can remain intact. Like cyclotron resonance, bounce-drift resonance can be an
important part of the acceleration and loss process for particles in the inner magnetosphere. This
will be discussed further in Section 1.5

1.4

Geomagnetic Storms

As outlined in Section 1.1, periods with significant drops in the magnetic field strength measured
at the surface of the Earth were denoted as geomagnetic storms beginning in the mid-1800s. This
drop in the magnetic field strength observed at Earth is caused by an enhancement of magneto42

spheric plasma in the near Earth space environment. As mentioned previously, the Alfvén layer
is determined for ions and electrons by a combination of the particle’s charge and energy, the
corotation electric field, the Earth’s magnetic field, and convection electric field. An enhanced
convection field gives a greater E × B drift on the nightside and pushes both electrons and ions
deeper into the magnetosphere and decreases the distance from the Alfvén layer to the surface of
the Earth. This leads to more plasma traveling around the Earth (ions above ∼ 5 keV westward,
electrons eastward) and leads to the drop in the magnetic field strength observed at low latitudes
on Earth. Dayside reconnection, which leads to flux tubes passing over the poles from dayside to
nightside, is ultimately what creates the convection field. This reconnection, and the reconnection
rate are dependent on the solar wind and interplanetary magnetic field. When the IMF points south
in the GSM coordinate system (antiparallel to Earth’s dipolar field) and large amounts of flux are
transferred from the dayside, the convection field is enhanced and the magnetosphere is said to be
active. Conversely, when the IMF points north (parallel to the Earth’s magnetic field) the transfer
is greatly reduced, and the magnetosphere is quieter. Additionally, the solar wind velocity plays
an important role in the convection field, as with greater speed, the flux tubes pass over the poles
quicker and a stronger field must be present, see Equation 1.20.
There are two primary solar wind structures which can generated strong enough southward
pointing intrinsic fields and move fast enough to cause geomagnetic storms. These are co-rotating
interaction regions and coronal mass ejections. It should be noted that storm can also be generated
by a combination of CMEs and CIRs, high-speed streams, small transients, or large Alfvén waves.
1.4.1

Co-rotating Interaction Regions

The solar wind is created by the pressure difference between the solar corona and interplanetary
space. This pressure difference drives plasma radially outward. If the corona was spherically
symmetric in density, temperature, and pressure, the equatorial solar wind would look like the
picture in Figure 1.4, where each spiral is tethered to the rotating Sun and the speed at which the
plasma moves outward has angular symmetry. In this simplest case, the spiral streamlines would
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Figure 1.26: Sketch of the magnetic field lines in the corona during a solar minimum and solar
maximum. Adapted from Forsyth (2001).

not intersect. The real corona however is not spherically symmetric. Instead, the solar magnetic
field evolves on both short and long timescales. At the beginning of a solar cycle, the magnetic field
in the corona is roughly dipolar, with a slight tilt. The left panel in Figure 1.26 shows the idealized
solar magnetic field structure at solar minimum. During this time, the polar regions have field
lines which are open and only tethered to the Sun on one end, while equatorial regions have closed
field lines. Regions of open field lines are referred to as coronal holes and the loop-like structures
created by closed magnetic field lines are called helmet streamers. The solar wind emanating from
open field lines is much faster than the solar wind emanating from regions with helmet streamers.
The plasma inside the Sun is not static. As the solar cycle progresses, the buoyant rise of active
regions impacts the solar magnetic field. At solar maximum the solar magnetic field looks more
like the right panel in Figure 1.26.
The shape of the solar wind streamlines in Figure 1.4 are speed dependent. If at the equator
a coronal hole follows a helmet streamer, the faster solar wind from the hole will catch up to the
slower solar from the streamer. Since the slow and fast streams originate from different positions
and at different times from the Sun, their frozen-in magnetic fields are different and the two streams
cannot interpenetrate. This leads to a compression of the solar wind plasma between the faster and
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slower streams, a steadily rising speed between the two, and rarefaction on the trailing edge of the
fast stream. These features are shown in Figure 1.27. The Sun rotates roughly once every 27 days,
and if the flow patterns emanating from the Sun are stable over this period, an observer at a fixed
distance from the Sun will see this fast/slow stream interaction with the same periodicity. These
stream interactions are called co-rotating interaction regions (CIRs). The temporal variability in the
solar-wind structures can be on a shorter timescale than the solar rotation period and the periodic
stream interaction might not be observed. One-off stream interactions without periodicity are
referred to as stream interaction regions (SIRs) and include possibly localized stream interactions.
Figure 1.28 shows the typical solar wind observed by the Wind spacecraft at L1 (Lagrangian
point of a satellite balanced between the forces of
gravity between the Sun and the Earth, located ∼.01
AU from the Earth to the Sun). In stream interactions, the boundary separating the originally fast
stream and the slow stream is referred to as the
Figure 1.27: Cartoon co-rotating interaction
stream interface. The stream interface often features region. Adapted from Pizzo (1978).
an abrupt drop in particle density and a simultaneous rise in proton temperature as the faster stream
is often hotter and more tenuous than the slower stream [Gosling et al. (1978b)]. In Figure 1.28,
the stream interface is denoted by the black vertical line. The Wind data shows that leading up to
the stream interface the magnetic field strength, density, and solar wind speed increase due to the
compression. Following the stream interface, the speed and temperature increase as the satellite
observes plasma originating from the coronal hole, but the density and magnetic field strength fall
off after the compression. The total pressure (combined magnetic pressure and thermal pressures
for all ions/electrons) reveals a pyramidal shape in the observations by a stationary satellite, and
often the peak in total pressure can be used to identify the stream interface [Jian et al. (2006c)].
Zero crossings of the azimuthal flow angle of the solar wind can be used to identify a stream interface [McPherron et al. (2009)]. Statistical studies have shown that over a solar cycle, ∼25% of
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Figure 1.28: Observation of a corotating interaction region. Data from the Wind spacecraft. Vertical line denotes the stream interface.
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SIRs have either a leading forward, or trailing reverse shock at 1 AU, but that further away from
the Sun that number increases to > 80% by Jupiter’s orbit [Jian et al. (2008, 2006c)].
CIRs are important to the magnetosphere as they have high speed solar wind and can posses
a strong magnetic field which can drive dayside reconnection when they reach the magnetic field
of the Earth. The ẑ component of the magnetic field in CIRs is quasi-random in its orientation,
and can often have high degrees of Alfvénic fluctuations. Short periods where the ẑ component
is negative will drive dayside reconnection and enhancements to the convection electric field, as
well as ionospheric outflow from the polar regions to the plasma sheet. Thus, CIRs can generate
geomagnetic storms. CIRs can often last for multiple days, but often are not the strongest storms, as
there is no preferential orientation of the ẑ component of the magnetic field, so it is not guaranteed
to drive steady convection for long periods of time [Gonzalez et al. (1994)]. Typically, around
30–40 CIR events reach L1 each year, and they are most prevalent around solar minimum [Jian
et al. (2008, 2006c)].
1.4.2

Coronal Mass Ejections

As the solar cycle processes, and the magnetic field
lines of the Sun become more twisted and tangled, there
are more closed field line flux ropes (twisted flux tubes).
The expansion of a flux rope can lead to reconnection
below the flux rope. A sketch of this process is shown
in Figure 1.29. This can lead to a violent eruption of the

Figure 1.29: Diagram of reconnecflux rope from the surface of the Sun. The ejected flux tion leading to a coronal mass ejection.
Adapted from Lin and Forbes (2000)
rope is called a coronal mass ejection (CME). Addition- and Holman (2012).
ally, more complicated geometries between separate closed field line regions can also give rise to
reconnection and the release of a CME. CMEs can have a wide range in speeds, varying between
∼200–3000 km/s from the Sun, and on average the mass transported in a CME is of the order
of 1012 kg [Priest (2013)]. In the simplest model of the flux rope, if the rope is cylindrical and
“linear force-free” (∇ × B = αB, where α is constant) the magnetic field inside the rope can
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be represented by Bessel functions [Lundquist (1950); Lepping et al. (1990)]. Importantly, this
means that the magnetic field components will be well ordered inside the flux rope. It is also worth
noting that the flux rope can have footpoints on the Sun [Burlaga et al. (1981)], but that this is not
a requirement [Shodhan et al. (2000)].
Figure 1.30 shows a sketch of what a CME propagating from the Sun looks like and Figure 1.31
shows an example of a coronal mass ejection passing the Wind spacecraft at L1 . A shock can be
present, but is not required in front of the CME. Typically, at 1 AU 65% of CMEs have a leading shock
[Jian et al. (2006b)]. Behind the leading edge of a
CME is the sheath region. As shown in Figure 1.31,
Figure 1.30: Diagram of a CME propagating. Adapted from Zurbuchen and Richardmagnetic field that is faster, hotter, and denser than son (2006).
the sheath region has a strong, erratically oriented

the preceding plasma. Inside the sheath region is the flux rope itself. This region is often referred
to as the magnetic cloud [Burlaga et al. (1981)], or magnetic obstacle. The plasma in the magnetic
cloud has a strong magnetic field with smooth rotations in the component directions of the field.
The velocity in the cloud region is typically steadily decreasing (though the speed is still greater
than ambient solar wind) due to expansion of the cloud. Often the temperature of the protons, and
the plasma beta in the magnetic cloud are much lower than in ambient solar wind. Electrons in
the magnetic cloud often exhibit bidirectional streams along the flux tube (bidirection solar wind
electron strahls, BDEs). Additionally, plasma compositional anomalies and abnormal ion charge
states are often found in magnetic clouds [Jian et al. (2006a)]. CME occurrences are solar cycle
and phase dependent, and correlate with sunspot numbers. For example, in 2001 (near solar maximum), 40 CMEs reached L1 at solar maximum, whereas near solar minimum in 1996, only 5 were
observed [Jian et al. (2006b); Richardson and Cane (2010)].
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Figure 1.31: Observation of a coronal mass ejection. Data from the Wind spacecraft. Blue line
in the proton temperature panel represents the expected temperature for normally expanding solar
wind from Lopez (1987).
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Due to the organized and enhanced magnetic field structure of CMEs, they are strong drivers
of geomagnetic storms. Both the sheath and the magnetic cloud regions of CMEs are capable
of generating enough dayside reconnection to generate storms. Due to the steady rotation of the
components in the magnetic field, the ẑ component can be negative and steadily enhance both the
convection electric field and ionospheric outflow for a long period of time, which is why the largest
storms are often CME-driven instead of CIR-driven [Gonzalez et al. (1994)]. For example, during
solar cycle 23 (1996–2008) ∼80% of intense storms were driven by CMEs [Zhang et al. (2007)].
1.4.3

Storm Indices

Sugiura and Chapman began the process of categorizing the intensity of a storm by measuring
the difference in average daily values of the horizontal magnetic field at 26 mid and low geomagnetic latitude observatories [Gonzalez et al. (1994)]. Sugiura (1964) reorganized low-latitude
ground data to measure the intensity of the ring current, and published hourly values of the change
in the low-latitude horizontal component of the global magnetic field. This formed the disturbance
storm-time index or Dst index. The Dst index is measured in nanoTesla (nT) and is presented after
the removal of the contribution of the Earth’s quiet magnetic field along with the daily variations of
the field from the quietest (lowest average Dst) days of the month. The Dst index is widely used to
numerically identify the intensity or presence of a storm. The Dst index is also used to identify the
phases of storm. Prior to the storm, the Dst index is close to 0 nT. At the onset, a sudden impulse
or sudden storm commencement (SSC), can often be observed, though it is itself not a requirement
during a storm. In a SSC, the leading edge of a solar wind structure (often with a shock) generates
a large Chapman-Ferraro current at the dayside of the magnetosheath, which generates a dayside
current opposite to the ring current, and a sudden increase in the Dst in the positive direction.
SSCs have been found to occur ∼70% of the time during CME storms and ∼20% of the time during CIR storms [Borovsky and Denton (2006)]. The main phase begins when the magnetic field
of the structure reconnects with the dayside magnetic field of the Earth, leading to enhanced convection and a negative signature in Dst. As the structure passes, or the magnetic field orientation
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of the structure changes, the dayside reconnection rate decreases and the convection field returns
to its original state. Unless more storm conditions arise, the Dst index slowly returns towards its
baseline value. This period is referred to as the recovery phase. The Dst index can also be corrected for other current systems to more accurately measure the magnetic field decrease due to the
ring current. Dst∗ is the measured Dst value corrected for magnetopause currents, and is typically
of the form

Dst∗ = Dst − bp1/2 + c,

(1.74)

where b and c are empirically derived constants and p is the solar wind ram pressure [Burton
et al. (1975); O’Brien and McPherron (2000)]. Additionally, an alternative index, SYM-H, is
calculated with 1-minute time resolution following a similar method as Dst, but using different
low/mid latitude ground stations and slightly different methods of baseline subtraction [see Wanliss
and Showalter (2006) and Iyemori et al. (2010)].
Using the Biot-Savart law, the drift and gyromotion of charged particles in the inner magnetosphere, and with some assumptions about the particle pitch angle distribution (either isotropic or
confined to the equatorial plane), Dessler and Parker (1959) derived a simple relationship between
the equatorial depression in the magnetic field, ∆B, to the total kinetic energy of the particles,
Wparticles ,
2 Wparticles
∆B
=−
,
B0
3 Wmag

(1.75)

3
where Wmag = (4π/3µ0 )B02 RE
is the total magnetic energy from the Earth’s dipole magnetic

field beyond the Earth’s surface, and B0 is the magnetic field strength of the dipole field at the
equator. Sckopke (1966) generalized the relation for any pitch angle distribution. Equation 1.75
is often used to parameterize the overall strength of the ring current [e.g. Roeder et al. (1996);
Jorgensen et al. (1997); Greenspan and Hamilton (2000)], and is commonly referred to as the
Dessler-Parker-Sckopke relation.
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The ring current is not the only active current flow during geomagnetically active times, and
additional indices are used to measure the other current systems. The Kp index, introduced by
Bartels et al. (1939) measures the activity of the combination of the auroral electrojet currents, the
ring current, and the field-aligned currents. The Kp Index is measured from the disturbances in
the magnetic field at thirteen mid-latitude geomagnetic observatories (∼40◦ –60◦ ). The Kp index,
or planetary K index, is calculated as the weighted average of K-indices from these observatories. The K scale is logarithmic and converts the maximum fluctuation of the measured horizontal
magnetic field to a scale 0–9 (higher = more active), which is scaled independently for each observatory during 3 hour periods. While the Dst Index is generally thought to primarily capture the
storm time ring current enhancement, the Kp index captures longstanding general geomagnetic
activity, and has been found to be a reasonable proxy for the strength of the convection electric
field [Thomsen (2004)]. The Maynard and Chen and Gussenhoven models of the Volland-Stern
convection electric field are both parameterized by Kp [Volland (1973); Stern (1975); Maynard
and Chen (1975); Gussenhoven et al. (1981, 1983)].
The AE index, along with the AU and AL indices were introduced by Davis and Sugiura
(1966) to quantitatively measure the intensity of the global auroral electrojet activity. The AL and
AU indices are derived from observations of variations in the horizontal magnetic field at twelve
auroral zone, high magnetic latitude observatories (∼65◦ –70◦ ). Like the Dst index, this is done
by subtracting a base value composed of the data from the five quietest days during a month from
the observed data. The superposition of the perturbations measured by the observatories give a
lower and upper bound of field fluctuations. Negative perturbations are generated by westward
flowing current and conversely positive perturbations are generated by eastward flowing current.
The lower bound is the AL index, and the upper bound is the AU index. The AE index is the
difference between these two indices (AE = AU − AL) and can provide a measure of the overall
current strength. The AE, AL, and AU indices can be used as a correlative measure of substorm
activity.
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1.5

Radiation Belt Dynamics

As mentioned previously, the inner radiation belt is stable over months and years while the outer
radiation belt is highly dynamic and can unpredictably vary in density and spatial range in a short
period of time, particularly during and following geomagnetic storms. We know that large storms
produce a larger current enhancement and larger change in Dst, but both big and small storms
can produce large scale depletions and enhancements to the outer radiation belt [Reeves et al.
(2003)]. This is due to the competing enhancement and loss mechanisms which are particularly
active during storm times. In this section, the various loss and source mechanisms for the outer
radiation belt will be outlined.
1.5.1

Loss Mechanisms

The primary mechanisms for the loss of the relativistic electrons comprising the outer radiation
belt are: magnetopause shadowing, precipitation into the atmosphere, outward radial diffusion,
and the Dst effect. In magnetopause shadowing, the closed circular drift of relativistic electrons
is interrupted by the magnetopause and electrons are lost to the magnetosheath. This represents a
true loss to the system. During geomagnetic storms the magnetopause standoff distance (distance
from center of the Earth to the magnetopause) can rapidly decrease. For example, the empirical
Shue et al. (1998) model for the location of the magnetopause is purely a function of solar wind
dynamic ram pressure (Pram = ρv 2 ) and the IMF Bz , both of which can significantly be enhanced
during storm times. This loss mechanism has been shown to significantly and rapidly deplete the
outer radiation belt both in observational data and test particle simulations [Millan and Thorne
(2007); Turner et al. (2013, 2014)].
Particle precipitation of radiation belt electrons into the atmosphere is another example of a true
loss to the system. Particle precipitation is driven by wave-particle interaction between some of
the plasma waves discussed in Section 1.3.2 with radiation belt electrons. Hiss, chorus, and EMIC
waves can all scatter the pitch angle of an electron they are interacting with. This interaction can
make the pitch angle field sufficiently aligned to be in the loss cone. Hiss waves primarily affects
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relativistic electrons at low L shells and are thought to significantly contribute to the generation of
the slot region between the inner and outer radiation belts [Lyons and Thorne (1973)]. As mentioned earlier in Section 1.3 chorus and EMIC waves are generated by the temperature anisotropy
in ring current energy electrons and ions. During storm times, as ring current electron and ion populations are significantly enhanced, chorus and EMIC wave activity are also significantly enhanced
[Meredith et al. (2001, 2012); Saikin et al. (2016)]. Observational data with ground and spacecraft
conjunctions have shown that particle precipitation, particularly from EMIC waves, can play an
important role in altering the outer radiation belt [Usanova et al. (2014)].
The Dst effect is an adiabatic loss process that
does not have true loss on its own. However, it can
lead to magnetopause shadowing. The drift paths
of electrons in the outer belt are dependent on the
strength of the magnetic field. During periods where
Dst is significantly negative, the magnetic field is
weakened. To conserve the third adiabatic invariant Figure 1.32: Diagram of phase space density
smoothing. Adapted from Green and Kivel(magnetic flux through a drift shell) they drift fur- son (2004).
ther away from the Earth to a larger shell. In doing so they also conserve their first adiabatic
invariant, µ, and lose some of their kinetic energy. Thus, to a stationary observer monitoring a
fixed relativistic energy, there would appear to be a dropout of electrons at that energy. If there are
no true losses in the system, when the magnetic field returns to its full strength, the electrons will
adiabatically return to their original state [Kim and Chan (1997)].
Radial diffusion is a process where time varying electric and magnetic fields perturb the radial
position of particles in plasma causing a random walk or diffusive transport motion [Fälthammar
(1965, 1966); Schulz and Lanzerotti (1974)]. The radial diffusion equation can be used to describe
the temporal changes to the phase space density, f (µ, K, L∗ ),
∂f (µ, K, L∗ )
=
∂t



∂D
2D
− ∗
∗
∂L
L
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∂f
∂ 2f
+
D
,
∂L∗
∂L∗2

(1.76)

where the diffusion rate is set by the diffusion coefficient D. The diffusion coefficient is a
function of L∗ and is related to the local wave power [Schulz and Lanzerotti (1974)]. If a local
peak develops (∂ 2 f /∂L∗2 < 0 and ∂f /∂L∗ = 0), Equation 1.76 shows that the PSD at that point
will decrease in time and the peak is smoothed out.
Figure 1.32 shows a schematic for this motion. Radial diffusion can lead to an adiabatic loss in
a region where there is true loss somewhere further out, which creates a peak in PSD. As with the
Dst effect, outward radial diffusion can lead to true loss if electrons diffuse sufficiently to reach
the magnetopause.

1.5.2

Source Mechanisms

The primary source mechanisms for the outer radiation belt are inward radial transport, local acceleration, and shock acceleration. As 1.32 and Equation 1.76 show, radial diffusion is not
limited to outward transport and it can also transport particles inward. If a PSD peak forms at
higher L∗ , radial diffusion will smooth out that peak and bring particles inward. The diffusion
process is typically longer than the gyroperiod. Consequentially, during inward radial diffusion
the perpendicular kinetic energy increases through the conservation of the first adiabatic invariant.
Additionally, ultra-low frequency waves (ULF) can be resonant with the drift frequency and enhance radial diffusion. Simulations and data model comparisons have shown that radial diffusion
can sufficiently energize electrons from the plasmatail to relativistic energies forming the outer radiation belt [Elkington et al. (1999); Elkington (2006)]. This process is enhanced during and after
storm times when electrons from the tail have greater access to the inner magnetosphere and ULF
wave activity is enhanced.
Local acceleration is significantly different than radial transport. The process of local acceleration takes place in the outer belt and the acceleration process violates the first and second adiabatic
invariants.
In local acceleration, lower energy electrons, called “seed” electrons (10s to 100s of keV),
are accelerated by very-low frequency (VLF) chorus waves. The gyro-resonance between seed
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electrons and chorus is capable of rapidly producing large radiation belt enhancements directly
at low L shells (between L=3–6) [Boyd et al. (2018)]. As the wave-particle interaction violates
the first and second adiabatic invariants, the PSD versus L∗ profile shows a local peak developing
where the interaction occurs. Figure 1.33 shows a comparison of PSD versus L∗ profiles during
local acceleration and inward radial diffusion. Since chorus activity is stronger and seed electrons
have greater access to low L during storms times, the requisite conditions for local acceleration are
more likely to be present during storm times than quiet times. Observational and simulation results
have shown that local acceleration can sufficiently generate radiation belt enhancements [Summers
et al. (2002); Green and Kivelson (2004); Shprits et al. (2008b); Reeves et al. (1998); Xiao et al.
(2014)].
Shock pulse acceleration events occur when an interplanetary shock compresses the dayside
magnetopause and both a compressional Bz and azimuthal electric field impulse are launched
within the magnetosphere. The Combined Release and Radiation Effects Satellite (CRRES) made
the first observation of prompt acceleration of radiation belt electrons by a large interplanetary
shock during the March 24, 1991 geomagnetic storm [Blake et al. (1992)]. Shock pulse acceleration events can rapidly accelerate electrons to 10s of MeV and protons up to multi-MeV energies.
Typically, during shock acceleration events, drift echoes of enhanced relativistic particles can be
observed as only a portion of the total radiation belt particles drift synchronously with the quickly
occurring and dissipating impulse. MHD test particle simulations have shown that the electric
field generated by the shock pulse can accelerate electrons up to highly relativistic energies Hudson et al. (2017). Shock acceleration events typically only occur with very large shocks and are
associated with severe geomagnetic storms. The focus of this thesis will primarily be covering
processes that affect the outer radiation belt during more moderate storms and shock acceleration
events are beyond the scope of this thesis.

1.6

Research Outline

The overall objective of this thesis is to understand the how different source and loss processes
affecting radiation belt dynamics change during geomagnetic storms. Specifically, this is looked at
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through the context of comparing CME- and CIR-driven storms. In the remaining chapters I will
describe research conducted at the University of New Hampshire using data from the Van Allen
Probes (RBSP) mission providing new insight to how the inner magnetosphere functions during
storm times.
Chapter 2 introduces the RBSP mission, instrumentation
used, data analysis techniques applied, and a description of
the CME/CIR storms chosen for study. Chapter 3 shows a
statistical study on the development of the ring current during
CME and CIR storms. This study produced MLT/L maps during different storm phases for the ring current for each major
ring current species and is separated by energy range. It looks
at how the differences in convection and plasma sheet conditioning during CME and CIR storms can affect the overall
ring current, and represents the bulk of the work for a paper titled The storm-time ring current response to ICMEs and CIRs
using Van Allen Probe Observations, which has been submitted to the Journal of Geophysical Research: Space Physics.
Chapter 4 shows a statistical stormphased MLT/L maps of
the quantities that drive the ion-cyclotron instability using in Figure 1.33: PSD Diagram of Local Acceleration and Inward Rasitu particle data and and a comparison with observed EMIC dial Diffusion.
Adapted from
waves during CME- and CIR-driven storms. Similarly, Chap- Green and Kivelson (2004).
ter 5 shows a superposed epoch analysis showing the MLT/L development of the electron-cyclotron
instability in source electrons and observed chorus wave power during CME- and CIR-driven
storms, and represents the manuscript submitted to the Journal of Geophysical Research: Space
Physics titled Statistical study of the source electrons and chorus wave activity during Van Allen
Probes era CME and CIR storms. Chapter 6 focuses on the development of conditions for local
acceleration during CME- and CIR-driven storms. It features a statistical study on the development
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of seed electrons and chorus wave power, and the response of outer radiation belt during CMEand CIR-driven storms and was published in the Journal of Geophysical Research: Space Physics
as The outer radiation belt response to the storm time development of seed electrons and chorus
wave activity during CME and CIR storms and is cited as Bingham et al. (2018).
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CHAPTER 2
DATA AND METHODOLOGY

2.1

The Van Allen Probes Mission

The Van Allen Probes mission consists of two identical spacecraft, RBSP-A and RBSP-B. The
RBSP acronym comes from the fact that the spacecraft were previously named the Radiation Belt
Storm Probes. Both spacecraft contain a comprehensive suite of instruments to study the fields,
waves, and particles of the inner magnetosphere. The spacecraft have nearly identical highly elliptical, low-inclination (∼10◦ ) orbits with a perigee of 1.1 Earth radii (RE ), an apogee of 5.8
RE , a period of ∼9 hr, a spin period of ∼11 seconds, and a perigee-apogee line (line of apsides)
precession at a rate of ∼210◦ /yr [Kessel et al., 2013; Mauk et al., 2013]. This orbit was designed
to sample particle populations and waves over radial distances that are relevant to radiation belt
physics. The two spacecraft were launched together on an Atlas V 401 rocket on August 30, 2012.
The spacecraft will begin to de-orbit in 2019 or 2020. Figure 2.1 shows the deployed configuration
of the RBSP observatory. The individual orbits of RBSP-A and RBSP-B are slightly different as

Figure 2.1: Diagram of the Van Allen Probes spacecraft and instrument suites. Image credit:
JHU/APL.
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Suite Name
ECT

RBSPICE
EFW
EMFISIS

Instrument Measurements
HOPE
H+ , He+ , O+ , e− , ∼1 eV–60 keV, 72 E channels, ∆E/E ≈15%
MagEIS
Ion (no composition), e− , ∼20 keV–4.8 MeV, 20 E channels,
∆E/E≈20–40%
REPT
H+ 17–200 MeV, e− 1–20 MeV, 11 E channels, ∆E/E ≈25%
RBSPICE H+ , He+ , O+ , & e− flux, ∼20 keV–1 MeV, ∆E/E≈20–30%
EFW
Spin plane electric field, 0-16 Hz, 32 vectors/second
MAG
Low freqeuncy magnetic fields 0 - 32 Hz, 64 vectors/s
WAVES
3 Search coil magnetometers + EFW, high frequency magnetic
fields, 10 Hz - 400 kHz

Table 2.1: Instrument suites and range of measurement capabilities onboard the Van Allen Probes
spacecraft.

RBSP-A overtakes RBSP-B once every ∼2.5 months. This allows for a separation between the
two probes to ranging from ∼0.1–5 RE .
Each probe carries four identical instrument suites and one instrument from the National Reconnaissance Office. Table 2.1 provides an overview of the instruments and suites onboard the
observatory. Most of the research in this thesis comes from data analysis from these instruments,
and in the following subsections the instruments and their capabilities will be described.
2.1.1

EMFISIS

The Electric and Magnetic Field Instrument Suite and Integrated Science (EMFISIS) instrumentation suite provides comprehensive electric and magnetic field measurements covering the
frequency range from <1 Hz to 400 kHz [Kletzing et al. (2013)]. There are two magnetic field
sensors comprising EMFISIS: a tri-axial fluxgate magnetometer (MAG), and a tri-axial magnetic
search coil magnetometer (MSC). The Waves instrument uses data from both the MSC and electric
field measurements from the Electric Fields and Waves (EFW) suite to measure 3 components of
both the magnetic and electric fields for high frequency waves. As shown in Figure 2.1 the MAG,
MSC, and EFW sensors are mounted on booms extending from the RBSP spacecraft.
The basic configuration of a ring core fluxgate magnetometer is shown in Figure 2.2. Two sets
of windings (one inner, and one outer) are wrapped around a magnetically permeable material. The
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inner winding or “drive winding” cyclically saturates the magnetic core with an AC current (15.625
kHz for MAG). The outer winding or “pick-up” winding produces a voltage that is dependent on
the magnetic flux within the core and proportional to the magnitude, direction, and polarity of
the ambient magnetic field with respect to the orientation of the sensor. Three single-axis sensors
arranged orthogonally are used to create a tri-axial magnetometer. The MAG used in EMFISIS can
detect magnetic fields between -65,536 nT to 65,536 nT with a resolution ranging from .0078 - 2
nT depending on the mode of operation. MAG can detect waves ranging from .001-10 Hz, which
includes the frequency range of EMIC waves in the inner magnetosphere [Kletzing et al. (2013)].
Search coil magnetometers resemble fluxgate
magnetometers, but without the drive current. They
only have the pick-up winding wrapped around a
magnetically permeable material and measure the
changes in magnetic field. The MSC used in EMFISIS contains 10,000 turns of wire wrapped around
40 cm of a mu-metal core. The MSC sensors can
Figure 2.2: Diagram of a generic fluxgate
detect magnetic fluctuations between 10 Hz–12 kHz
magnetometer, similar in principle to the
three comprising the MAG instrument in the [Kletzing et al. (2013)], which includes the freEMFISIS suite. Figure adapted from Senquency range whistler-mode chorus, plasmaspheric
sorland (2010).
hiss, and magnetosonic waves are often observed at in the inner magnetosphere. Additionally,
the use of a single field electric field component measured by EFW allows for the observation of
waves from 10–400 kHz. This frequency range is typically above the frequency of chorus, as electron cyclotron harmonic (ECH) waves are the primary waves found in this range. However, the
electron density can be determined by measurements of the upper hybrid frequency in this range,
2
2
ne = (fuh
− fce
)/89802 with ne in cm−3 and frequencies in Hz [Kurth et al. (2015); Kletzing

et al. (2013)]. Appendix B discusses how the raw measurements from MAG and MSC are used to
determine the presence and attributes of plasma waves.
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2.1.2

HOPE

The Helium, Oxygen, Proton, and Electron (HOPE) mass spectrometer [Funsten et al. (2013)]
is part of the Energetic Particle, Composition, and Thermal Plasma (ECT) suite [Spence et al.
(2013)] designed to measure in situ the low energy ion and electron fluxes for each probe [Funsten
et al. (2013)]. HOPE measures ions and electrons in alternating spins between ∼1eV and 60 keV
in 72 different energy channels, with an energy resolution of ∆E/E ≈ 15%.
Figure 2.3 shows a schematic of the HOPE
mass spectrometer and the trajectory of an ion
through the instrument. The proton enters the “top
hat” electrostatic energy analyzer (ESA) subsystem. An ESA consists of two curved plates with
a constant voltage between the plates. This allows
the ESA to function as an energy per charge filter,
as only charged particles over a certain range of
energies will pass through the ESA without col- Figure 2.3: Diagram of the HOPE electrostatic
analyzer and time-of-flight subsystems. Figliding into the plates. In the simplest set-up, if a ure from Funsten et al. (2013).
charged particle enters the ESA completely parallel to the plates at the opening and moves in a
circular orbit, the outward centrifugal force and the inward Coulomb force will be equal, allowing
for the energy per charge filtering:
V
mv 2 /2
VR
mv 2
=q
⇒
=
,
R
∆R
q
2∆R

(2.1)

where V is the voltage between the plates, R is the radius of the curved plates, and ∆R is the
separation between the plates. In reality, a radial component also exists in the particle motion and
the resulting orbit is more elliptically shaped, but the principle remains the same [See Gosling et al.
(1978a); Ritchie et al. (1959) for more information]. The ESA cycles through different voltages
at an average energy sweep period of ∼750 ms to sample the entire range of ion/electron energies
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detected by HOPE. The ESA subsystem is incapable of directly discriminating between particles
of different masses as it is only directly determines E/q.
To discriminate between ions of different masses
more information is necessary. HOPE uses a timeof-flight (TOF) subsystem to distinguish the mass per
charge (m/q). The main concept of a TOF system is to
measure the time-of-flight of a particle over a fixed dis-

Figure 2.4: Diagram of the 5 HOPE polar
tance, thereby providing a velocity measurement. This pixels. During a complete spin, the each
pixel creates 16 azimuthal sector meameasurement is made by having the incident particle surements. From Funsten et al. (2013).
pass through thin foils. As the particle passes through each foil it knocks electrons off of the foil,
while ideally impeding the original incident particle as little as possible. The secondary electrons
are directed via a small electric field towards a second detector, called the “start” detector, which
records the start time. The incident particle travels a fixed distance before hitting a surface which
triggers secondary electrons that are directed towards a “stop” detector. The change in time it took
the particle to travel a fixed distance provides its velocity. Using the result of the ESA provides
m/q.
Angular measurements are provided by five polar pixels, which are coplanar with the spacecraft
spin axis. Up to 16 azimuthal bins are acquired for each polar pixel over one spin [Funsten et al.
(2013)]. The polar pixels and azimuthal sectors over one spin are shown in Figure 2.4.
2.1.3

MagEIS

The Magnetic Electron Ion Spectrometer (MagEIS) is another part of the RBSP-ECT particle
suite [Blake et al. (2013)]. MagEIS is primarily designed to study medium to high energy electrons, but also offers ion measurements (without composition) in the medium to high energy range.
MagEIS is composed of four separate instruments on each spacecraft. These four instruments are
split by energy range: 1 lower energy unit (∼20–240 keV) called LOW, 2 medium energy units
(∼80–1200 keV) called MED35 and MED75, and 1 high energy unit (∼800–4800 keV) called
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HIGH. LOW, M75, and HIGH offer identical pitch angle resolution and are located 75◦ from the
spin axis. M35 is located 35◦ from the spin axis and is used to provide additional pitch angle coverage in the medium range of energies. Only the high energy unit makes ion measurements, which
range from ∼55 keV to 20 MeV.
Each detector serves as a magnetic electron spectrometer. As the name implies, a strong magnet (550,
1600, and 4800 Gauss for the LOW, MED, and HIGH
detectors respectively) is used to sort out electrons by energy. Figure 2.5 shows a cartoon schematic of a simplified magnetic electron spectrometer. The magnetic field
directs incoming electrons toward a detector dependent
on the energy of the incoming electron, while directing
Figure 2.5: Diagram of a magnetic
electron spectrometer. The constant
magnetic field normal to the plane of
the page sorts electrons by energy towards plate different detectors. Figure
from Blake et al. (2013).

ions away. There is an in-plane angular acceptance of
∼20% for each detector, as the width of the individual
plate detectors allows for electrons over a small range of
initial angles to reach the same plate detector. MagEIS

is also susceptible to both penetrating protons in the inner radiation belt and Bremsstrahlung Xrays which can lead to elevated background counts which dominate over foreground electrons.
Claudepierre et al. (2015) demonstrated the extensive process to remove the background counts to
improve data quality.
The MagEIS HIGH detectors in each spacecraft contain a silicon-detector telescope which can
be used to measure the energy spectra and angular distributions of protons from ∼55–1200 keV.
RBSP-B houses an additional telescope which is capable of measuring protons from 1–20 MeV.
Each telescope is unable to discriminate between different ion species as they only provide an energy measurements. The proton telescope has a ∼50 micron thick semiconductor detector behind
a collimation system featuring a 1500 Gauss electron-sweeping magnet. The electron sweeper prevents electrons below ∼2 MeV from reaching the detector. There are 20 energy channels sampled
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Figure 2.6: Diagram of the Relativistic Electron Proton Telescope (REPT), which uses a stack of
nine solid state detectors to detect high energy electrons and ions. Figure from Baker et al. (2013).

20 times per spacecraft spin for the ∼55–1200 keV energy range. RBSP-B has an additional 2500
micron detector that is used to provide ion measurements between ∼800 keV and 20 MeV.
2.1.4

REPT

The Relativistic Electron-Proton Telescope (REPT) is the highest energy telescope in the
RBSP-ECT suite [Baker et al. (2013)]. REPT measures electrons from ∼1–20 MeV and protons
from ∼17–200 MeV. Figure 2.6 shows a diagram of the REPT instrument, which points perpendicular to the spin axis of the spacecraft. REPT consists of a stack of nine silicon solid state detectors
placed behind a collimator and thick aluminum-tungsten protective casing. A beryllium window
is placed at the back of the collimator to exclude electrons below ∼1 MeV and protons (all ions
are assumed to be protons) below ∼15 MeV. Charged particles with greater energies reach the
solid state detectors where they generate a measurable current in each detector the pass. The pulse
height of the current is used to determine the energy impinging particle. The stack of solid state
detectors are able to fully stop electrons with energies up to 10 MeV, but can detect higher energy
electrons and protons from the pulse height analysis of the energy deposition. A valid event is triggered when one or more detectors observe pulses above a threshold within a coincidence window.
The protective layers of aluminum and tungsten are used to stop brehmsstrahlung X-rays and keep
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side penetrating electrons 1-2 orders of magnitude below the field of view electrons. There are 12
energy bins for electrons with an average ∆E/E ≈ 25% and 8 energy bins for protons with an
average ∆E/E ≈ 30%.
2.1.5

RBSPICE

The Radiation Belt Storm Probes Ion Composition
Experiment (RBSPICE) is a time-of-flight (TOF) versus total energy instrument onboard the Van Allen Probes that can
measure ions in the energy range of ∼20 keV–1 MeV, and
electrons between ∼25 keV–1 MeV [Mitchell et al. (2013)].
As described in Section 2.1.2, TOF instruments measure the
velocity of a particle by measuring the time it takes a particle to travel a fixed distance by measuring the time difference

Figure 2.7: Illustration of the
between secondary electrons generated as the particle passes time-of-flight and SSD configuration used in the RBSPICE meathrough start and stop foils. In addition to the TOF measure- surement system. Figure from
ment, RBSPICE also has a solid state detector placed after Mitchell et al. (2013).
the stop foil which can measure the total energy of the particle. Figure 2.7 shows a schematic
illustration of the RBSPICE TOF system, solid state detector set-up, and the protective collimator/collimator foil - which is used to protect the start/stop foils and solid state detectors from lower
energy plasma and UV light. RBSPICE contains six solid state detectors and six Micro Channel
Plates (MCPs) measuring the TOF providing six angular segments of measurement (160◦ acceptance angle and 26.7◦ look directions) [Mitchell et al. (2013)]. RBSPICE also includes TungstenCopper shielding to protect it from penetrating radiation.
RBSPICE measures ion energy, direction and composition using two different techniques: (1)
Time-of-Flight by Energy (TOFxE) and (2) Time-of-Flight by Pulse Height (TOFxPH). In the
TOFxE technique, the MCPs are used to calculate the velocity and the solid state detector records
the energy allowing one to identify the particle mass. However, lower energy ions don’t always

66

make it to the solid state detector since the likelihood for the ion to remain charged as it passes
through the start/stop foils is proportional to its energy. For example, a 10 keV proton only has a
∼20% chance of remaining charged as it exits either foil, while for a 30 keV proton the probability
is closer to ∼50% [Mitchell et al. (2013)]. For lower energy fluxes only the TOF system is used,
however the pulse height of the MCP pulses provide a coarse indication of the low-energy particle
mass. The TOFxE technique can calculate the flux for H+ and He+ between 40–1000 keV, and O+
between 120–1000 keV. TOFxPH can calculate the flux for H+ between ∼10–50 keV, O+ between
∼40–140 keV. The average ∆E/E for each species ranges between ∼20–30% [Mitchell et al.
(2013)].
There is an overlap in highest ion energies covered by HOPE and the lowest energies of RBSPICE which allows for inter-calibration between the two instruments. In Appendix C steps taken
to properly calibrate the HOPE/RBSPICE ion measurements are discussed. In the next section,
the process of the conversion of raw counts to flux and flux to pressure, density, temperature, and
phase space density will be discussed.
2.1.6

Particle Measurements

Each of the individual particle detectors described in the preceding sections initially only count
the number of particles observed during a known period of time. The counts recorded by a detector
are the integrated number of particles observed during some amount of time, dt, within some
energy range, dE, at some area of detection, A, through an opening angle, Ω. By definition, the
differential flux is the number of particles within an energy range between E and E + dE which
cross the the unit area dA per unit solid angle dΩ per second. The differential flux, J, can thus be
calculated as a function of energy and pitch angle, α, as

J(α, E) =

rate(α, E)
,
GdE
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(2.2)

where G the geometric factor. In an ideal detector, the quantity G = AΩ. The geometric factor
is a measure of the sensitivity of the detector and a measure of the efficiency of the geometry of the
detector. The relationship between the differential particle flux and the distribution function, f , is

f (α, E) =

mJ(E, α)
.
v2

(2.3)

Calculating the distribution function is useful because the density, pressure tensor, and temperature of the plasma can be calculated from the moments of the distribution function. Following
pages 34–37 in Kivelson and Russell (1995), the i-th moment of the distribution function is defined
as
Z
Mi (~x, t) =

f (~v , ~x, t)~v i d3 v,

(2.4)

where ~v i is the dyadic product, a tensor of rank i. The 0-th moment simply integrates over the
distribution function making it the number density,
Z
n=

f (~v )d3 v.

(2.5)

For an isotropic distribution, d3 v = 4πv 2 dv. Thus, the number density from the measured
differential flux is

n=

X 4πJdEi
p
,
2Ei /m
i

(2.6)

where i is each individual energy bin, and J is the spin averaged differential flux. The first
moment, is the bulk flow,
1
~vb =
n

Z

~v f (~v )d3 v.

(2.7)

The pressure tensor can be calculated from the second-order moment. The pressure tensor
is defined as the contribution of the fluctuation of the velocities from the mean flow, and can be
calculated from the distribution function and bulk velocity
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Z
P=m

(~v − ~vb )(~v − ~vb )f (~v )d3 v.

(2.8)

For the case of an isotropic population with negligible bulk velocity, the partial pressure of
each energy bin can be calculated as
√
1
dp = 4πv 2 J 2EmdE.
3
The total pressure is the sum of the partial pressures, P =

(2.9)
P

dp. Typically, the pressure is

broken down into the parallel and perpendicular components with respect to the magnetic field. The
total parallel and perpendicular pressure terms of the pressure tensor from the measured differential
flux can be expressed as

P⊥ = 2π

XX√
E

Pk = 2π

2mEJ(E, α)

α

sin3 (α)
dEdα
2

XX√
2mEJ(E, α) sin(α) cos2 (α)dEdα.
E

(2.10)

(2.11)

α

Using the components of the pressure tensor, the temperature tensor can also be defined as
T = P/nk, where k is the Boltzmann constant.
As mentioned in section 1.5, observations of phase space density as f (µ, K, L∗, t) can reveal
the nature of how plasma is changing (adiabatically via radial diffusion versus non-adiabatically
via local acceleration, Figure 1.33). The differential particle flux j(E, α, ~x, t) can be converted to
PSD as a function of the three adiabatic invariants. The process used for the data in this thesis
follows the previous work of Chen et al. (2005, 2007), Turner and Li (2008); Turner et al. (2012),
and Boyd et al. (2014). This process is done in three steps: (1) convert the differential flux to PSD
for each energy channel at each time step, (2) match the desired K value to the appropriate pitch
angle (K is essentially a function of pitch angle, position, and the magnetic field) and fit the pitch
angle distribution to the necessary pitch angle matching K to then determine the local L∗ for the
appropriate pitch angle, (3) Match each energy bin to a µ value and fit the energy spectrum to get
the necessary µ for the chosen K.
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In this thesis, PSD in this form will be used to observe relativistic electrons, and relativistic
corrections are needed for f and µ. Following Chen et al. (2005), the PSD, f , is calculated for
each energy bin as

−8

f = 3.325 × 10


3 
c
J
,
E + 2m0 c2
M eV · cm

(2.12)

where J has initial units of cm−2 s−1 sr−1 keV−1 , m0 is the rest mass of an electron, and c is
the speed of light in a vacuum. Chen et al. (2005) showed that using the middle energy of a bin
for E overestimated the PSD, and that using E = (Emin Emax )1/2 improved the accuracy of the
calculation. The relativistic correction for the first adiabatic invariant is

µ=

E(E + 2m0 c2 ) sin2 (α)
.
2Bm0 c2

(2.13)

The local magnetic field strength as observed by the EMFISIS MAG instrument is used for B.
The PSD data in this thesis has been calculated blending MagEIS and REPT data and the final
fit over µ or E is done using a uni-variate spline. There is no extrapolation during any step requiring
fitting, so only PSD for K and µ values within the range of observed α and E can be calculated
(i.e. if the µ value desired falls above the highest observed energy channel, no PSD is calculated).

2.2

Storm Event Selection and Classification

For the work in this thesis, 25 CME- and 35 CIR-driven storms between January 2013 and April
2016 were selected. This time range was chosen to match the time frame in which HOPE, RBSPICE, MagEIS, and REPT were fully operational and for which calibration efforts were carried
out (see Appendix C). Solar wind data with one-minute resolution from the NASA OMNI-2 data
set (http://omniweb.gsfc.nasa.gov) were used to classify the driver of the storms studied.
For a storm to be considered for the statistical study, the following criteria were required to be
met: (1) a minimum Dst∗ (solar wind dynamic pressure-corrected Dst) below -49 nT and above
-150 nT (three more intense storms were excluded) is reached, and (2) a single driver (CME or
CIR) was clearly identifiable. Dst∗ , where Dst∗ = Dst − 0.2 [nT/(eV cm−3 )1/2 ] ∗ P 1/2 +20 nT,
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is used for its ability to correct for magnetopause currents and capture the magnetic field decrease
due to the ring current [Burton et al. (1975); Gonzalez et al. (1989)]. For storms with a strong
secondary dip in Dst∗ during the recovery phase, only the interval before the start of the second
dip was used (avoiding strong preconditioning effects). In a similar manner, if during the recovery
phase the arrival of a second driver in the solar wind structure was identified, then only the interval
before the arrival of the second driver was used.
Table 2.2 lists the storms that exhibited clear features of a single CME or CIR driver, along
with the minimum Dst∗ and the universal time (UT) of minimum Dst∗ . CMEs listed in Table
2.2 showed some to all of the typical key features discussed in Section 1.4.2of a strong magnetic field, rotating magnetic field, declining velocity, low β, abnormally low proton temperature
(below the expected temperature for normally expanding solar wind [Lopez (1987)]), and low
electron temperature [Jian et al. (2006a)]. However, CME sheaths and CME magnetic clouds
were not separated. For the CIR storms, the typical signatures discussed in Section 1.4.1 of gradual increases in the speed of the solar wind and temperature, decreases in density at the stream
interface, and a gradual density increase before the arrival of the stream interface [Jian et al.
(2006c)] were present in those listed in Table 2.2. As an aid in our driver identification, the publicly available ICME event list published by Cane and Richardson (Richardson and Cane (2010)
and http://www.srl.caltech.edu/ACE/ASC/DATA/level3/icmetable2.htm) and the NOAA published
weekly Preliminary Report and Forecast of Solar Geophysical Data were used as references. The
list of storms in Table 2.2 are similar to the list of storms identified in Shen et al. (2017); however,
7 storms have been classified differently and several storms only feature in one of the studies due
to different selection criteria.
Figure 2.8 shows the superposed epoch median (black), mean (orange), and 25th/75th percentile (grey) solar wind conditions for the selected CME and CIR storms. Since the objective of
the studies in this thesis is to study the magnetospheric response as a function of storm phase, the
superposed epoch analysis has been time normalized around the main phase of the storm and the
analysis performed is tied to two different times. As shown by Katus et al. (2013), a normalized
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Table 2.2: List of CME- and CIR-driven storms and minimum Dst∗ used in statistical studies
CME
2013-03-17/21:00
2013-06-07/05:00
2013-07-06/18:00
2013-07-15/00:00
2013-10-02/06:00
2013-10-09/00:00
2014-02-19/08:00
2014-04-12/09:00
2014-04-30/09:00
2014-08-27/18:00
2014-09-12/23:00
2015-01-07/10:00
2015-04-10/04:00
2015-07-13/11:00
2015-08-16/07:00
2015-08-26/21:00
2015-09-08/02:00
2015-09-09/12:00
2015-09-20/10:00
2015-10-04/08:00
2015-11-07/06:00
2016-01-01/00:00
2016-01-20/16:00
2016-03-19/10:00
2016-04-08/00:00

Dst∗
-136.51
-71.54
-76.11
-70.61
-109.36
-69.71
-124.34
-85.18
-65.6
-87.05
-86.48
-118.52
-69.68
-61.83
-85.7
-70.88
-93.74
-106.38
-74.14
-49.99
-99.37
-109.42
-111.87
-51.8
-68.66

CIR
2013-01-26/22:00
2013-03-01/10:00
2013-04-24/05:00
2013-05-18/04:00
2013-05-25/06:00
2013-06-01/08:00
2013-08-27/21:00
2013-10-15/03:00
2013-11-07/11:00
2013-11-16/02:00
2013-12-08/08:00
2014-02-27/21:00
2014-05-04/08:00
2014-06-08/07:00
2014-10-14/23:00
2015-01-26/10:00
2015-02-02/06:00
2015-02-18/00:00
2015-03-01/08:00
2015-06-08/08:00
2015-07-05/04:00
2015-07-23/08:00
2015-08-19/06:00
2015-08-23/08:00
2015-09-04/06:00
2015-10-07/09:00
2015-11-03/12:00
2015-12-14/18:00
2016-02-01/02:00
2016-02-03/05:00
2016-02-16/19:00
2016-03-06/21:00
2016-03-15/07:00
2016-04-02/23:00
2016-04-16/21:00
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Dst∗
-49.39
-76.97
-57.1
-57.76
-58.56
-131.31
-58.88
-49.16
-57.37
-55.56
-67.55
-109.93
-53.1
-83.93
-54.88
-53.68
-54.81
-70.04
-56.7
-86.19
-70.25
-65.96
-52.38
-58.12
-49.41
-103.98
-66.54
-70.52
-58.46
-57.91
-70.39
-118.28
-56.16
-59.9
-58.05

timeline for superposed epoch analysis can demonstrate a better reproduction of average storm
time dynamics than a standard running timeline.The first time is the start of the main phase for
each storm, defined as the time when Dst∗ begins to drop. This time, which marks the beginning
of enhanced convection and substorm activity, is set at t = -12 hours in the epoch analysis timeline.
The second time is the end of the main phase, defined as Dst∗ minimum. This time, when convection and substorm activity start to decline, is set at t = 0 hours in the epoch timeline. Thus, the
main phase has been time normalized to 12 hr, or three bins representing the beginning, middle,
and late time periods of the main phase, for each storm. The 12-hr time normalization was chosen
as it is close to the storm main phase average duration for the storms in our list (11.2 and 10.0 hr
for CME- and CIR-driven storms respectively, with a standard deviation of 7.1 and 7.3 hr). The
intervals before and after the main phase are not time normalized.
While the plots in Figure 2.8 are not temporally aligned to the CME shock arrival or the resulting sudden storm commencement, as shown in Shen et al. (2017), the solar wind conditions
and IMF are still distinctly CME-like. Panel a1 shows a quick rise in the IMF B field magnitude
followed by a steady slow decay as the CMEs pass. The IMF Bz component, shown in Panel b1,
sharply drops and is consistently negative for an extended period, as evidenced by every quartile
being well below zero, until it turns towards 0 nT at the end of the main phase. The CME solar
wind velocity, density, dynamic pressure, and thermal temperature, shown in Panels c1, d1, e1,
and f1, respectively, exhibit a mix of signatures of CME storms initiated by both CME sheaths
and CME magnetic clouds. The CIR IMF B field magnitude (Panel a2) shows a gradual rising and
then falling pyramidal shape, a typical CIR characteristic, however with a broader peak and greater
spread than would occur if the IMF of each storm were aligned by the stream interface and not by
the minimum Dst∗ . For the same reason, the average and quartile CIR Bz components, shown
in Panel b2, exhibit a constant negative trend during the main phase. Our choice of geoeffective
CIRs has the effect of smoothing out the average CIR Bz and making it trend more negative than
it would for an average CIR. Bz still shows a more “CIR-like” behavior than the CME case, as the
upper quartile trends much closer to 0 nT, and there is a greater spread between the quartiles from
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Figure 2.8: Superposed epoch analysis of solar wind during CME and CIR storms used in statistical
studies. The median storm response is shown in black, the 25th and 75th percentiles are shown in
grey and the mean value is shown in orange.
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the median/mean, indicating a more disordered IMF Bz than in the CME case. Panel c2 shows a
clear gradual CIR-like increase of the solar wind velocity. The solar wind density shown in Panel
d2 shows a spread pyramidal enhancement and then decay, where the peak of the enhancement
occurs just before the peak in the total IMF B field magnitude in Panel a2, as is typical of CIRs.
The solar wind temperature shown in Panel f2 shows a spread of enhancement followed by steady
decay. If ordered around the stream interface this temperature rise would be sharper and more
ordered, but the gradual decay would remain.
Panels g1 and g2 show the average AE index for CMEs and CIRs respectively. On average, the
CME storms exhibit stronger substorm activity than CIRs during the storm main phase. The AE
index values peak just before the end of the main phase. For CMEs the median peak AE is ∼900
nT, whereas it is ∼700 nT for CIRs. AE starts to fall off in the recovery period, though there is
still greater AE activity in CME storms in the early recovery period compared to the CIR storms.
As substorms can be a key provider of both source and seed electrons, this elevated AE intensity
in CME storms could be important for local acceleration. Panels h1 and h2 show the average
Kp index response. Like AE, Kp peaks for both CMEs and CIRs at the end of the main phase.
The peak Kp values are slightly higher in the average CME storm than the average CIR one (4–6
between the quartiles for CMEs versus 4–5 for CIRs). Since the Kp index can be used as a proxy
of the strength of the convection electric field [Thomsen (2004)], this indicates that the average
convection field during the CME storms is slightly stronger, which can result in greater access for
electrons in the source and seed energy ranges to the inner magnetosphere from the plasma sheet.
Panels i1 and i2 show the average Dst∗ response. The average Dst∗ minimum is lower for CME
storms than CIR ones. This indicates a greater overall ring current pressure enhancement occurring
in the CME storms than in CIR ones, which can be related to not only the higher convection during
the CME storms, but to the different near-Earth nightside plasma sheet composition as well.
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CHAPTER 3
STATISTICAL PROPERTIES OF THE STORM TIME RING CURRENT
DURING ICME AND CIR STORMS

3.1

Overview

The comprehensive instrumentation suite on board the Van Allen Probes and the dataset of CMEand CIR-driven geomagnetic storms observed between January 2013–May 2016 have been used to
survey the development of the storm time ring current by species and energy range across all local
times and between L = 2–6. The average ring current pressure by species, energy, and storm phase
are presented in this chapter.
The content in this chapter is organized as follows: Section 3.2 outlines previous research
and the importance of studying the development of the storm time ring current and Section 3.3
describes the data used in this study. Section 3.4 presents case studies of the MLT/L/storm-phase
dependence of the access of 10s to 100s of keV particles to the inner magnetosphere. Section 3.5
shows a superposed epoch analysis of the ring current pressure development by species and energy
in MLT/L during the different storm phases of CME- and CIR-driven storms. Section 3.6 includes
a discussion on the results of the case studies and statistical results. Section 3.7 closes the chapter
with a summary and conclusion of this study. The content in this chapter contains plots and ideas
presented in the manuscript submitted to the Journal of Geophysical Research: Space Physics titled
The storm-time ring current response to ICMEs and CIRs using Van Allen Probe Observations and
cited as Mouikis et al. (2019), but also contains additional analysis which did not make it in to
publication, and the text presented here is original and separate from that in Mouikis et al. (2019).
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3.2

Background

The ring current is comprised of 10s to 100s of keV particles which play an important role in
plasma dynamics of the Earth’s inner magnetosphere. The prelude to the modern understandings
of the ring current were first postulated by Carl Størmer to explain Kristian Birkeland’s auroral
observations [Birkeland (1908)]. Störmer (1912) showed that the configuration of the Earth’s
dipolar magnetic field created a kind of “magnetic vessel” that could trap charged particles in the
near-Earth area and confine them to a toroidal drift around the planet. This led to the suggestion
that during geomagnetic storms the observed decrease in the horizontal component of the Earth’s
magnetic field at low latitudes was caused by the existence of electrical currents surrounding the
Earth [Schmidt (1917); Chapman (1918)]. Observations from Explorer 26 later showed that in fact
during geomagnetic storms particle injections to the ring current, caused by the strong coupling
between the solar wind and Earth’s magnetosphere, were responsible for the global decrease in the
observed magnetic field [Cahill (1966)]. Dessler and Parker (1959) and Sckopke (1966) derived a
relationship between the energy stored in the ring current and the magnetic field perturbations. The
Dessler-Parker-Sckope (DPS) relation (Equation 1.75) provided an expression for the ring current
density necessary to generate a decrease in the magnetic field.
Large distortions of the magnetic field caused by the ring current can cause rapid dropout of the
outer radiation belt via adiabatic cooling coupled with loss through the magnetopause (e.g., Kim
et al. (2008), Turner et al. (2014), and Section 1.5.1). As shown in Section 1.3, the temperature
anisotropy instability of keV to 100 keV ions and electrons leads to electromagnetic ion cyclotron
(EMIC) and whistler mode chorus wave growth, respectively, [Kennel and Petschek (1966)].
EMIC waves can lead to pitch angle scattering of MeV radiation belt electrons and their subsequent
loss to the upper atmosphere [Usanova et al. (2014); Aseev et al. (2017)], heavy ion heating [Zhang
et al. (2011)], and energetic proton scattering in the ring current [Jordanova et al. (2001)]. Chorus
waves are effective in accelerating lower energy seed electrons (10s–100s of keV) up to relativistic
energies [Reeves et al. (1998); Thorne et al. (2013); Baker et al. (2014); Xiao et al. (2014)]. Ad-
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ditionally, magnetosonic waves are generated by ring distributions [∂f (vk , v⊥ )/∂v⊥ > 0] of ∼10s
of keV protons with velocities above the local Alfvén speed [Horne et al. (2000)]. Magnetosonic
waves have also been shown to accelerate electrons between 10s of keV to a few MeV inside the
outer radiation belt [Horne et al. (2007)]. Thus, knowledge of the ring current populations of ions
and electrons are important for understanding loss, source, and transport of outer radiation belt
electrons.
Large-scale magnetospheric convection is the dominant mechanism which leads to the development of the hot ring current plasma during storm times [see Ebihara and Ejiri (2003) and references therein]. Under large-scale convection, the dusk–dawn directed convection electric field in
the magnetotail is enhanced during times of extended dayside reconnection, which leads to 10s of
keV particles being driven Earthward from the tail (Figure 1.16) [Axford (1969)]. Once the plasma
is closer to the Earth, the gradient-curvature and co-rotation E × B drifts drive energetic ions westward and lower energy ions and electrons eastward (Figure 1.18). Liemohn and Khazanov (2013),
using a kinetic ring current-atmosphere interaction model (RAM, Jordanova et al. (1996)), showed
that the best parameter for quantifying adiabatic energy gain in the storm-time inner magnetosphere is the product of the maximum westward electric field strength with the nightside plasma
sheet density, which would be the case for a convection driven storm-time ring current.
An additional potential factor in ring current enhancement involves the injection of particles
from the tail during substorm reconnection events in the tail [Lui et al. (1987)]. These injections can either provide some of the source population in the near-Earth plasma sheet, which then
convects inwards, or potentially have a more direct impact on the ring current itself. In situ observations have showed that dipolarization fronts triggered by tail reconnection are often associated
with rapid enhancements of energetic particle intensities [Gabrielse et al. (2014); Liu et al. (2016)].
Ukhorskiy et al. (2018) showed using a test particle and high-resolution MHD simulation that ion
trapping in dipolarization fronts could non-adiabatically accelerate localized groups of ions as they
are transported more then 10 RE from the tail to points inside of L = 7, where they could contribute
significantly to the plasma pressure. Gkioulidou et al. (2014) found that small-scale ion injections
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observed between L = 4–6 during the March 17, 2013 storm could significantly contribute to the
hot plasma pressure buildup and total energy gain during the storm. However, Menz et al. (2017)
found that for the same storm, adiabatic convection from L>5.5 to L = 2–4 could account for the
enhanced pressure observed during the storm. Yu et al. (2014) conducted simulations coupling
the BATS-R-US global MHD code (Powell et al. (1999)) with the ring current RAM-SCB model
(Jordanova et al. (1994); Zaharia et al. (2006)) for the same storm, and found that dipolarization
related impulsive plasma sheet injections were important sources of plasma source for the ring current, but that the model produced dipolarizations did not reach geosynchronous orbit. These later
results indicated that while dipolarizations can be an important ring current source, steady magnetospheric convection is the dominant driver of the storm-time ring current enhancement between
L = 3–6.
Under steady magnetospheric convection, access to the inner magnetosphere will depend on
MLT, L-shell, energy, and the strength of the convection electric field strength (see Figure 1.19).
The sum of the convection and corotation electric potentials are referred to as the Volland-Stern
electric potential [Volland (1973); Stern (1975)]. Maynard and Chen (1975) parameterized the
strength of the Volland-Stern convection field with the Kp geomagnetic index and Thomsen (2004)
has shown that the Kp geomagnetic index is a good proxy of magnetospheric convection. Using modeled electric and magnetic fields, access to the inner magnetosphere and the Alvén layer
(open/closed drift path boundary) can be used to predict access from the nightside plasma sheet
to the inner magnetosphere. Korth et al. (1999) showed that LANL/MPA (Bame et al. (1993)) ion
distribution observations in the inner magnetosphere at geosynchronous orbit compared well to
the predicted Alfvén layers using the Maynard and Chen (1975) Kp parameterized Volland-Stern
electric field, and that the highest ion fluxes were those with open drift path access from the plasma
sheet. More recently with Van Allen Probes data, Fernandes et al. (2017) showed that similar Kp
parameterized access maps could be produced for H+ , He+ , O+ , and e− between L∼2–6.
With steady convection, the convection electric field strength will define the access of particles to the inner magnetosphere. However, the composition and spectral characteristics of the
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source population in the plasma sheet will determine the quantity of particles which do ultimately
reach the inner magnetosphere (drift loss processes are important as well). Elfritz et al. (2014)
used observed ion temperatures from the Two Wide-Angle Imaging Neutral-Atom Spectrometers
(TWINS, McComas et al. (2009)) as an outer boundary condition in the Comprehensive Ring Current Model (CRCM, Fok et al. (2014)) and demonstrated a spatial and energy dependence of the
modeled ring current on the temperature in the near-Earth plasma sheet. Additionally, Menz et al.
(2017) found that the difference in the temperature profiles between H+ and O+ at L>5.5 could
explain the difference in L-shell the peak pressure is observed in for H+ and O+ . These results
showed the importance of the generation of the source population in the plasma sheet.
Previous studies have shown that the heavy ion composition of the plasma sheet and the ring
current change during geomagnetically active periods (typically shown as changes to hot ion density ratios n(O+ )/n(H+ ) and n(He+ )/n(H+ )) [Kistler and Mouikis (2016); Young et al. (1982);
Maggiolo and Kistler (2014); Mouikis et al. (2010)]. Since the solar wind has an almost complete
absence of O+ [Bame et al. (1970)], the O+ in the ring current is of ionospheric origin. There
are two different pathways for ionospheric O+ to reach the plasma sheet (Figure 1.6). O+ outflow from the cusp can convect through the lobes and enter the nightside plasma sheet through
tail reconnection [Lockwood et al. (1985); Horwitz and Lockwood (1985); Chappell et al. (1987)],
and outflow from the nightside aurora can provide direct access for ions to the nightside plasma
sheet [Gazey et al. (1996); Sauvaud (2004)]. Kistler et al. (2010) showed using Cluster CIS/CODIF
(Rème et al. (1997)) observations that the cusp source is significantly enhanced during storm times.
Kistler et al. (2016) found that for the June 1, 2013 storm the ring current enhancement observed
by RBSP was due to inward adiabatic convection of the plasma sheet ion population, of which
the O+ enhancement is most likely from the cusp, as auroral outflow could not reach high enough
energies to affect the total energy density.
The role which the solar wind influence on ion outflow, and the role of the solar wind influence
on the plasma sheet and the ring current are not fully understood. The two primary drivers of
geomagnetic storms are coronal mass ejections (CMEs) and corotating interaction regions (CIRs)
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[Gonzalez et al. (1994)], each of which have distinct solar wind characteristics which can affect
the development of the storm-time ring current. Denton et al. (2006) used LANL-MPA observations during 72 CME and 32 CIR storms to show the average density and temperature for ions
and electrons and geosynchronous orbit for storms caused by each driver. They found a hotter
and longer persisting plasma sheet temperature during CIR-driven storms than CME ones, but an
increased density and inferred n(O+ )/n(H+ ) ratio during CME-driven storms. This enhanced O+
plasma sheet density ratio between CME- and CIR-driven storms will affect the storm-time ring
current development under magnetospheric convection. Borovsky and Steinberg (2006) found that
CIR-driven storms are preceded by a greater period of “calm” time before the beginning of a storm
than CME storms, which affects the preconditioning of the plasma sheet. Using TWINS data during 21 CME and 15 CIR-driven storms, Keesee et al. (2014) found storms driven by CMEs had
higher ion temperatures earlier than those driven by CIRs. They also found that higher energy ions
convected to lower L-shells during CME-driven storms, which would be a result of stronger convection during the CME-driven storms. Turner et al. (2009) showed that while CIRs typically have
a weaker Dst response than CMEs, CIRs are more geofficient (greater ratio of energy deposited to
the inner magnetosphere to energy input) and that these efficiency differences were related to the
different solar wind conditions of the two drivers. Cramer et al. (2013) used the Comprehensive
Ring Current Model to estimate the ring current contribution to Dst∗ and found that the model
underestimated the Dst∗ response for strong CIR-driven storms, but performed well for CMEdriven storms (Average ∆Dst∗ /Dst∗ < 0.1). This difference indicated that convection strength
and plasma sheet density were the most important factors in CME-driven storms. They noted that
substorm activity appeared to play a greater role in the CIR-driven storms energization.
It is clear that the characteristic solar wind conditions of CMEs and CIRs can generate different
plasma sheet conditioning, which can affect the development of the ring current. Due to either
instrumentation or orbit limitations, there has been to date no large scale statistical study which
has observed the development the ring current in the heart of the ring current for the entire energy
range of the the ring current and by composition. In this chapter, we will present a study using the
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Van Allen Probes (RBSP) to map the storm-phased epoch of the development of the H+ , He+ , O+ ,
and e− contributions to the ring current in MLT and L and compare its development during CMEand CIR-driven storms.

3.3

Data

The Van Allen Probes mission consists of two spacecraft with nearly identical, highly elliptical,
low-inclination (∼10◦ ) orbits with a perigee of 1.1 RE , and an apogee of 5.8 RE . The spacecraft
have and a period of ∼9 hours, while the perigee-apogee line precesses at a rate of ∼210◦ /year
[Kessel et al. (2013); Mauk et al. (2013)]. As detailed in Section 2, each spacecraft contains a
comprehensive suite of instruments to study the fields, waves, and particles of the inner magnetosphere.
Measurements from the Helium, Oxygen, Proton, and Electron (HOPE) mass spectrometer
[Section 2.1.2,Funsten et al. (2013)], the Radiation Belt Storm Probes Ion Composition Experiment
(RBSPICE) [2.1.5,Mitchell et al. (2013)], and the Magnetic Electron Ion Spectrometer (MagEIS)
[2.1.3,Blake et al. (2013)] are used to calculate the pressure contributions to the ring current for H+ ,
He+ , O+ , and e− following the procedure described in Section 2.1.6. As described in Appendix
C the HOPE ion flux levels require a factor of ∼2 to match RBSPICE ion fluxes and achieve a
balanced calculated pressure between plasma and magnetic pressure. Thus, the HOPE ion fluxes
are multiplied by an overall factor of two when used in this Chapter. Additionally, as shown in
Appendix C RBSPICE is incapable of reliably measuring O+ flux levels between ∼60–120 keV.
For this range of energies we use the fitting method between HOPE and higher energy RBSPICE
measurements as described in Appendix C. Measurements from the Electric and Magnetic Field
Instrument Suite and Integrated Science (EMFISIS) instrumentation suite [Section 2.1.1,Kletzing
et al. (2013)] are used to calculate the total magnetic field strength, which will be used for calculating the current density, J, and the local plasma beta, β = nkT /B 2 /2µ0 .
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Figure 3.1: RBSP Observations of the pressure development during the March 17, 2013 Storm.

83

3.4

RBSP Observations of MLT Dependence of Plasma Sheet Access

Figure 3.1 shows the differential flux and calculated pressure for H+ (panels a, b, and c), O+ (panels
d, e, and f), He+ (panels g, h, and i), and e− (panels j, k, and l) as observed by HOPE, RBSPICE,
and MagEIS on RBSP-B, and the Dst index (panel m) during the March 17, 2013 CME-driven
storm. Since the flux levels for each species are often different, the range of differential flux values
shown changes for each species to depict the flux variability for each species.
Figure 3.2 shows the location of RBSP-B is during one
orbit of the storm. Vertical black lines in Figure 3.1 denote
the onset, beginning of the storm main phase, and beginning
of the recovery phase. During this storm the apogee of RBSP
was near midnight. At the beginning of the storm main phase,
flux levels from 100s of eV to ∼100 keV show enhancements
for each species. Focusing on H+ , both HOPE (black line,
panel c) and RBSPICE (blue line, panel c) pressures show an

Figure 3.2: Orbit of Van Allen
increase during the main phase. However, during the recov- Probe-B during march 17, 2013
geomagnetic storm projected on to
ery phase HOPE pressures steadily decrease while RBSPICE GSM-X, GSM-Y plane.
pressures remain elevated, and well above the prestorm level.
Gkioulidou et al. (2016) showed that higher energy ion fluxes (> 100 keV) either anti-correlate
or have no correlation with |Sym-H| during the main phase, but can have either enhancements
or losses during the recovery phase, like the outer radiation belt, while those at lower energies
(<80 keV) correlate with |Sym-H|. This energy boundary, below which enhancements occur
during the main phase, is most likely due to the energy dependence of particle access to the inner
magnetosphere (e.g. Figure 1.19) which changes during geomagnetic storms. To try and capture
this we have used the (U, B, K) method to determine the cutoff energy between access via open
drift paths from the plasma sheet and closed trapped drift trajectories [Whipple (1978)]. The
(U, B, K) method, assuming a conservation of total energy and the first adiabatic invariant in
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modeled magnetic and convection electric fields, can determine the Alfvén layer at any point in the
inner magnetosphere. A further explanation of how the (U, B, K) method is used is provided in
Appendix E. The overlaid black line on the H+ , O+ , He+ , and e− spectra shows the ion or electron
upper and lower cutoff energies as determined via the (U, B, K) method for a dipole magnetic field
with the Maynard and Chen (1975) Kp parameterized Volland (1973) and Stern (1975) convection
electric field with a shielding factor, γ, of 2. Energies below the upper energy cutoff and above
the lower energy cutoff are predicted to have access via open drift paths from the plasma sheet,
whereas those above the upper cutoff energy are predicted to be in the trapped population.
The largest main phase flux enhancements in Figure 3.1 occur at energies which
are predicted to gain increased access to the
inner magnetosphere due to the enhanced
convection electric field. Figure 3.3 shows
the pressure development for each half orbit
which is attributed to either open or closed
drift access via the (U, B, K) method for
H+ , O+ , He+ , and e− versus L.

For

all species, the largest pressure enhancements occur during the main phase and are
attributed to energies which have access
from the plasma sheet. During the recovery phase, the trapped population for each
species shows an enhancement relative to
Figure 3.3: RBSP Observations of the open and
closed drift path pressure during March 17, 2013
At times, the (U, B, K) predicted cutoff storm, using the (U, B, K) method.

pre storm levels.

energy in Figure 3.1, lies in the middle of bulk plasma populations. For example, this can be seen
during the end of the second inbound orbit and beginning of the third outbound in the H+ spectra
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in Figure 3.1. Korth and Thomsen (2001) observed that the predicted open trajectory region was
too small for higher energy ions (>∼30 keV) during geomagnetically active times. Kistler et al.
(1989) showed using data from AMPTE/CCE averaged plots of the distribution function versus
energy can be used to identify the cross-over energy from the shape of the spectra. They found
the predicted cutoff energy from a Volland-Stern convection electric field to be slightly lower than
observations.

Figure 3.4: Determination of the open/closed cutoff boundary by observation example. Left panel
shows an example H+ (black) and O+ (blue) line spectra between L = 3–3.25. Vertical black line
shows the(U, B, K) predicted cutoff energy, and vertical magenta line shows the chosen cutoff
energy from the spectra. Right shows the overlaid (U, B, K) predicted cutoff energy (black) and
overlaid observed cutoff energy (red) on the HOPE and RBSPICE differential fluxes for H+ & O+ .

Using data averaged every 0.25 L-shells, we used the observed spectra to better determine
the transition energy and calculate the open and closed drift path pressure contributions. Panel a in
Figure 3.4 shows an example of the identification of the cross-over energy between open and closed
drift path access using the shape of the averaged distribution function versus energy between L =
3–3.25 near 2013-03-17/17:00:45 UT. The (U, B, K) predicted cutoff energy is denoted by the
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black vertical line. The observed cutoff energy is determined following the method in Kistler
et al. (1989), where the trapped population is signified by a bump in the distribution function at
higher energies preceded by a precipitous drop-off in flux at lower energies. The observation based
cutoff is denoted by the vertical magenta line. This identification process is repeated throughout
the storm. Panel b in Figure 3.4 shows a comparison of the (U, K, B) calculated (black) and
the observed distribution function determined (magenta) open-closed cutoff energies overlaid on
the observed HOPE and RBPSPICE H+ and O+ differential fluxes. This process has not been
performed for electrons, however, in principle it could be applied to them as well.
Figure 3.5 shows the pressure development for each half orbit which is attributed to either open or closed drift access as determined by observation of the
distribution function. For each ion species,
the main phase pressure enhancement is almost entirely generated by ions with access via open drift paths from the plasma
sheet. However, during the recovery phase
the open drift path pressures drop as ion
access decreases with the weakening convection field. During the recovery phase,
closed drift pressures increase as ions can
be trapped onto circular orbits.
To show the MLT dependence of ring

Figure 3.5: RBSP-B observations of open and closed
current enhancements, Figure 3.6 shows the drift path pressure during the March 17, 2013 Storm.
Determined by distribution function versus energy
pressure development during the April 30, spectra.
2014 CME-driven storm, when RBSP had an apogee near MLT = 10.
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Figure 3.6: RBSP Observations of the open and closed drift path pressure development during the
April 30, 2014 Storm as determined by observations of the distribution function described in the
text.

Figure 3.7 shows the trajectory of RBSP-B for one orbit during the storm. The panels on
the left hand side (a) of Figure 3.6 show the differential flux and pressures for H+ , O+ , He+ ,
and e− as observed by HOPE, RBSPICE, and MagEIS on RBSP-B, and Dst index in the same
format as Figure 3.1. Overlaid in black on the respective differential flux plots are the (U, B, K)
predicted upper and lower cutoff energies. Overlaid on the ion differential flux plots in magenta is
the observational open/closed transition energy as determined by the 0.25 L averaged distribution
functions.
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The panels on the right hand side (b) show the H+ , O+ ,
and He+ pressure attributed to either open or closed drift path
access as determined by observations of the distribution function. Comparing Figure 3.6 to the previous example in Figure
3.4, one can readily see that there is less of an enhancement
in both the (U, K, B) predicted and observed cutoff energies
Figure 3.7: Van Allen Probe-B orfor ions when RBSP is in the pre-noon sector as opposed to bit during April 04, 2014 storm.
the midnight sector. Consequently, compared to the previous storm there is a much lower pressure
enhancement observed from ions with open drift path access. Drift times for > 10s of keV ions to
reach L ∼10 are often in excess of 10 hours [Ferradas (2017)], and thus there is no observation of
a open drift path pressure enhancement in panel b by RBSP-B until the storm is well underway.
However, during the recovery phase, there is a prolonged enhancement observed for pressures
contributed from ions on closed drift paths. This enhancement of the closed drift trajectory ion
pressure can be generated by particles which were on open drift trajectories near dusk or the nightside during the main phase (like those in Figures 3.1 and 3.5), which become trapped during the
drop in the convection electric field strength during the recovery phases.
Energies above ∼80 keV, which are not predicted to have access to the pre-noon sector via open
drift path, have differential flux enhancements by over an order of magnitude in the recovery phase
compared to the prestorm period. For electrons, there is a large enhancement in the (U, K, B)
predicted cutoff energy, as electrons drift eastward and have greater access to the dayside. During
the orbit near minimum Dst, the pressure due to HOPE e− is greater than the HOPE O+ pressure
and within a factor of 2–3 of the HOPE H+ . Thus, in regions in which 10’s of keV ion access
is severely limited, 10’s of keV electrons can be an important contributor to the local pressure
gradient.
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3.5

Storm-phased Epoch Analysis of the Ring Current During CME- and
CIR-Driven Storms

If steady magnetospheric convection is responsible for the ring current development, then ring current pressures will ultimately be controlled by the source populations in the plasma sheet and the
access those particles have to the inner magnetosphere. In this section we will describe the statistical results of a superposed epoch analysis study of the ring current development during CME- and
CIR-driven storms. We will show the development of the H+ , O+ , He+ , and e− pressures across
all local times, between L = 2–6 for a wide range of energies for storms driven by each solar wind
driver during different storm phases. We will also show analysis of the phase space density to
show the adiabatic versus non-adiabatic nature of the development of the ring current and discuss
the importance of the population of the source region.
The storms listed in Table 2.2 and shown in Figure 2.8 have been used to observe the ring
current pressure development during CME- and CIR-driven storms. The criteria used to identify
the storms is described in Section 2.2. The Dst∗ response has been used to divide each storm in
to four separate phases: 1) pre-storm - 9-hour (∼1 RBSP orbit) period prior to the arrival of the
solar wind driver (before identifiable traits of the respective CME or CIR), 2) main-phase - period
from when Dst∗ begins to dip negatively until Dst∗ minimum, 3) early recovery - 8-hour period
immediately following Dst∗ minimum, 4) late-recovery - period from the end of the early recovery
period until Dst∗ returns to 20% of its minimum (i.e. if Dst∗ minimum was -100 nT, when Dst∗
returned to -20 nT). This timeline has been used to separate the dynamics of the plasma during
each phase as well as provide for sufficient observations in each MLT sector. Figure 3.8 shows the
orbit in the GSE X-Y plane of RBSP-A during each storm used for either CME (top panel) or CIR
(bottom panel) driven storms and the total dwell time, summed for both RBSP-A and RBSP-B,
during the four storm phases. Bins for each storm phase are 3 hours wide in MLT by 0.1 L-shells
deep.
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Figure 3.8: RBSP Coverage During CME- and CIR-driven Storms. Plots showing a trace of RBSPA’s orbit in GSE-X and GSE-Y and total dwell time by phase (summed for both probes) during
selected CME-/CIR-driven storms.

3.5.1

The Ion Ring Current During CME- and CIR-Driven Storms

Figures 3.9 and 3.10 show the main contributions to the average pressure observed by RBSP
during CME- and CIR-driven storms respectively. Ion contributions to the ring current are split
by energy range to depict the different responses different energies have during storm times. For
example, panels a–c show the H+ pressure contributions split into three energy ranges: a) >120
keV, b) 60–120 keV, c) 0.1–60 keV. As shown in panel a of Figures 3.9 and 3.10, the pressure of the
highest energy range (>120 keV) is symmetric in MLT during each phase of the storm and located
primarily between L = 3–4 with a strength ∼5 nPa. The average pressure during all storm phases of
CME-driven storms is comparable to that observed during CIR-driven storms in this energy range.
This high energy ring current pressure represents the contribution from the trapped H+ population.
During the main phase, there is a slight drop in the average pressure from the trapped population
across all MLT, which continues in to the early recovery phase. However, during the late recovery
phase, between L = 3–4, the high energy pressure returns to within 10% of the pre-storm level at
nearly all MLT for both CME- and CIR-driven storms.
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Figure 3.9: The average ring current pressure during the prestorm, main, early recovery, and late
recovery phases of CME-driven storms. Panels a–f show the average >120 keV H+ , 60–120 keV
H+ , 0.1–60 keV H+ , 60–120 keV O+ , 0.1–60 keV O+ , 0.1–60 keV He+ pressures, respectively,
during a given MLT/L/storm phase bin. Panel g shows the total ion pressure (including minor
contributions from higher energies not depicted in this figure)
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Figure 3.10: The average ring current pressure during the prestorm, main, early recovery, and late
recovery phases of CIR-driven storms. Panels a–f show the average >120 keV H+ , 60–120 keV
H+ , 0.1–60 keV H+ , 60–120 keV O+ , 0.1–60 keV O+ , 0.1–60 keV He+ pressures, respectively,
during a given MLT/L/storm phase bin. Panel g shows the total ion pressure (including minor
contributions from higher energies not depicted in this figure).
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The H+ pressures from 60–120 keV shown in Panel b of Figures 3.9 and 3.10 have a prestorm distribution from ∼0.5–1 nPa that is mostly symmetric in MLT and located between L =
4–6. During the main phase of both CME- and CIR-driven storms, pressure increases across the
duskside while decreasing on the dawnside. This creates an asymmetric pressure distribution in
MLT. For moderate storms, the open/closed cutoff energy will often be in this range of energies
between L = 4–6 on the duskside. Thus, depending on the strength of the main phase convection
field, some of these energies will keep particles trapped closed drift shells while others will have
open access from the plasma sheet and out through the dayside. Comparing CME- and CIR-driven
storms, CME-driven storms develop a greater main phase duskside pressure enhancement from
60–120 keV H+ , which reaches lower L-shells by ∼0.5 L. During the early recovery phase, as the
convection field decreases in intensity, the open drift path access decreases for these energies of
ions, and the only remaining H+ flux is the trapped population. During the early recovery phase of
both CME- and CIR-driven storms, the 60–120 keV H+ pressure still has some MLT asymmetries.
However during the late recovery phase the 60–120 keV H+ is fully symmetric in MLT, with peak
pressures between 1–2 nPa. The symmetric 60–120 keV H+ pressure reaches lower L-shells, by
∼0.5–1 L, and is stronger during the late recovery phase than the pre-storm pressure. As charge
exchange takes place, this inner L-shell trapped H+ will be more susceptible to losses and the
60–120 keV H+ will transition from the late recovery picture to the pre-storm picture.
The lower energy (0.1–60 keV) H+ pressure contribution is shown in Panel c of Figures 3.9
and 3.10. The H+ pre-storm pressure is fairly symmetric and located at L > 4, though, there is a
slightly lower pressure in the pre-noon (MLT = 9–12) sector prior to CME- and CIR-driven storms.
During the main phase of both CME- and CIR-driven storms, there is a large enhancement of the
low energy H+ pressure down to L =∼3 on the night and dusk sides. The main phase pressure
development is found in regions which have newfound open drift path access from the plasma
sheet to the inner magnetosphere with the enhanced convection field. While the H+ open drift path
access in the 60–120 keV is dependent on the strength of the convection field driving the storm, all
storms show enhancements to the 0.1–60 keV H+ pressure on the duskside during the main phase.
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The average low energy main phase H+ pressure is ∼3–6 nPa between dusk and midnight at L >
3, and the pressure is fairly constant between L = 3–6 (very little pressure gradient) for both CMEand CIR-driven storms. The low energy H+ pressure does penetrate 0.25 L-shells lower during
the main phase of CME-driven storms than CIR-driven storms. During the early recovery period,
this low energy H+ pressure spreads further across the duskside towards the dayside. Between
MLT = 3–15, peak low energy H+ pressures are observed at L > 3 during the early recovery phase
of both CME- and CIR-driven storms. The westward drift times to access these regions will be
longer than those of the duskside. Additionally, during the recovery phase some ions will transition
from open drift paths to closed drift paths, where they will become part of the trapped population.
During the late recovery phase of both CME- and CIR-driven storms, the low energy H+ pressure
weakens across all MLT to ∼1-2 nPa outside of L =∼3.5. The low energy H+ pressure is also
almost fully symmetric in MLT, though with slightly greater pressure (0.5–1 nPa) between MLT =
15–24 during the late recovery phase of both CME- and CIR-driven storms. Like the 60–120 keV
H+ case discussed previously, the low energy H+ is stronger and deeper penetrating in L during
the late recovery phase than the pre-storm phase. Presumably, as loss processes occur the pressure
distribution will progress until it looks like the pre-storm case.
For the heavier ions, there is almost no pressure contribution from the higher energies. Thus,
in this main summary figure they are not shown. For completeness, Figure 3.11 shows the average
pressure contributed by >120 keV O+ and > 60 keV He+ . Panel d of Figures 3.9 and 3.10 shows
the average pressure for O+ between 60–120 keV as estimated by the fitting procedure described in
Appendix C. Prior to either CME- or CIR-driven storms, there is < 0.1 nPa of pressure contributed
by O+ between 60–120 keV at any local time for L-shells between 2–6. During the main phase,
there is an enhancement to the 60–120 keV O+ pressure between MLT = 15–6 and L > ∼3–4 during
CME-driven storms and between MLT = 18–3 and L > 4 during CIR-driven storms. The average
main phase 60–120 keV dusk-nightside O+ pressure enhancement is stronger during CME-driven
storms than CIR-driven storms (∼0.5 nPa compared to ∼0.25). Like the 60–120 keV H+ pressure,
the strongest 60–120 keV O+ pressures are observed during the early recovery phase of CME-
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Figure 3.11: The average high energy heavy ion, He+ and O+ , ring current pressure development during CME- and CIR-driven storms. All high energy heavy ion measurements are from the
RBSPICE instrument.

and CIR-driven storms, and the longitudinal extent of the pressure enhancement increases from
dusk to noon. O+ pressure is greater during the early recovery phase of CME-driven storms over
CIR-driven storms between MLT = 12–6. During the late recovery phase, the average 60–120 keV
O+ pressure forms a ring of pressure across all MLT. The higher energy O+ pressure shown in 3.11
is similar to the 60–120 keV range in formation, but much lower in pressure (peak pressure ∼0.1
nPa). There is virtually no high energy O+ pressure prior to the storm (<∼0.01 nPa), however
the presence of high energy O+ increases during the main phase around the nightside, and quickly
spreads across all MLT in the recovery phases. The high energy O+ pressure enhancement is
greater during CME-driven storms than CIR-driven storms, but not in a manner that would affect
the global ring current. It should also be noted that since RBSPICE does not distinguish between
multiple charge states, it is possible that some of what is counted as high energy O+ is actually O6+
of solar wind origin [Cohen et al. (2017)]. O6+ can follow a similar drift path of lower energy O+
and access the inner magnetosphere since the gradient-curvature drift is µ/q dependent [Mitchell
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et al. (2018)], however, it will not necessarily have the same prevalence or presence in the plasma
sheet due to their different origins [Allen et al. (2017)].
Panel e in Figures 3.9 and 3.10 shows the average 0.1–60 keV O+ pressures. The prestorm
0.1–60 keV O+ pressure is lower than H+ pressure for the same energy range prior to both CMEand CIR-driven storms. Prior to both CME- and CIR-driven storms, the 0.1–60 keV O+ pressure
is < 1 nPa above L = 4, and stronger in the dusk-midnight sector than other local times. Like the
0.1–60 keV H+ , there is a strong enhancement of 0.1–60 keV O+ during the main phase found
between pre-dusk and post-midnight at L > 3, and like the 60–120 keV O+ , the main phase 0.1–60
keV O+ pressure enhancement is stronger during CME-driven storms than CIR-driven storms. On
the nightside, the average low energy O+ pressure is 2–4 times higher during CME-driven storms
than CIR-driven storms. Unlike the relatively gradient free 0.1–60 keV H+ main phase pressure,
the 0.1–60 keV O+ pressure is peaked around L∼4 during both CME- and CIR-driven storms. For
example, during CME-driven storms between MLT = 21–24, the pressure falls from ∼7 nPa at L
= 3.5 to ∼1 nPa at L = 6, and from ∼3 to ∼1 nPa for CIR-driven storms from L = 4 to L = 6 in
the same sector. Similar to 0.1–60 keV H+ , the 0.1–60 keV main phase O+ pressure enhancement
reaches ∼0.5 L-shells deeper during the main phase of CME-driven storms compared to during
CIR-driven storms. Like low energy H+ , low energy O+ spreads to more MLT sectors during
the early recovery phase and creates almost fully symmetric pressure during the recovery phase.
During the recovery phases, the peak in O+ pressure is also smoothed out as the change in pressure
is <∼1 nPa from the peak pressure at L = 4 to L = 6 for both CME- and CIR-driven storms.
The low energy He+ (0.1–60 keV) contribution to the ring current pressure is shown in Figures
3.9 and 3.10. Like low energy O+ , prior to the arrival of a storm, there is almost no He+ pressure
> 0.1 nPa between L = 2–6. During the main phase, both CME- and CIR-driven storms show
0.1–60 keV He+ pressure enhancements that spatially mirror those of 0.1–60 keV H+ in MLT/L.
However, the contribution of 0.1–60 keV He+ to the total pressure is rather minor, as the peak
main phase pressures are < 0.4 nPa. Like low energy H+ , low energy He+ does not show a strong
gradient between L = 3 and L = 6 during any phase of the storm. Low energy He+ transitions to a

97

weak (< 0.2 nPa), but symmetric pressure outside of L = 3.5 during the recovery phases, following
the same pattern observed in 0.1–60 keV H+ and O+ . Higher energy He+ contributions are shown
in Panels b and c of Figure 3.11. Like H+ , prior to the storm arrival the 120–600 keV He+ pressure
is mostly symmetric in MLT. However, the highest energy He+ is very weak (∼0.05 nPa). The
largest enhancement to the high energy He+ occurs during the recovery phases, where the pressure
is symmetric in MLT but only peaks at ∼0.1–0.2 nPa during both CME- and CIR-driven storms.
Like H+ , this high energy He+ seems to represent the trapped population. There are few differences
between the high energy He+ response during CME- and CIR-driven storms. The “in-between”
60–120 keV He+ pressure is virtually non-existent prior to CME or CIR-driven storms, but slightly
enhanced during the main phase. The main phase enhancement is on the duskside and nightside
but is only around ∼0.05 nPa at its peak. During both the early and late recovery phases, this He+
is symmetric in MLT and gradually drops to ∼ 0.02 nPa during both CME- and CIR-driven storms.
The total ion pressure measured during CME- and CIR-driven storms is shown in Panel g of
Figures 3.9 and 3.10 respectively. The total pressure includes the sum of the pressures in Panels
a–f, and contribution from the higher energy ions shown in Figure 3.11. The pre-storm pressure
is ∼4 nPa between L = 3–5 and nearly symmetric in MLT, with some asymmetry between the
dusk and nightside sectors. The main phase pressure enhancement is strongly asymmetric in MLT
during both CME- and CIR-driven storms. The strongest enhancements occur between dusk and
pre-dawn from L = 3–6. The average main phase pressure is ∼5 nPa stronger during CME-driven
storms (duskside pressure ∼15 nPa) than during CIR-driven storms (duskside pressure ∼10 nPa).
As shown in panels a–f of Figures 3.9 and 3.10, this difference primarily comes from the difference
in the observed O+ pressures. The strongest average pressures across all MLT are observed during
the early recovery phase for storms driven by both CMEs and CIRs, as the ring current pressure
enhancement reaches more MLT sectors on the dayside. Again, the primary difference between
the total ring current pressure comes from the difference in low energy O+ pressure during CMEand CIR-driven storms. During the late recovery phase, the total ring current pressure weakens
but forms a more symmetric ring of pressure. Like the earlier storm phases, the average CME ring
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current pressure is a little bit stronger during the late recovery phase than the during the same phase
of CIR-driven storms (∼9 nPa between dusk and midnight and ∼7 nPa between dawn and noon
for CMEs, ∼7 nPa between dusk-midnight and ∼5 nPa between dawn-noon for CIRs).

Figure 3.12: The standard error of CME ring current pressures as determined following the description in the text of Equation 3.1. Panels show the standard error the major pressure contributors: (a)
120–600 keV H+ , (b) 0.1–60 keV H+ , and (c) 0.1–60 keV O+ .

Figures 3.12 and 3.13 show the standard error of the mean for the major contributors to the
ring current pressure for CME- and CIR-driven storms, respectively, using the student’s t-test. The
quantity plotted is
σn
A√ ,
n

(3.1)

where n is the number of samples, σn is the standard deviation in the pressure, and A is the
two sided Student’s t-distribution for v = n − 1 degrees of freedom, which is used to estimate the
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two-sided 80% confidence interval of the true mean. The number of samples is determined by the
number of storms observed by either RBSP-A or RBSP-B in a respective phase/MLT/L bin. Thus,
assuming a student t-distribution, the true mean of the pressure in an MLT/L bin lies within the
√
interval ±Aσn / n with 80% confidence. Panel a in Figures 3.12 and 3.13 show that the relative
standard error is fairly symmetric in MLT and typically < 1 nPa for 120–600 keV H+ during each
storm phase of CME- and CIR-driven storms. Since storms had a minimal effect on the stable
120–600 keV H+ population, the error analysis shows that the response of the 120–600 keV H+ is
quite consistent.

Figure 3.13: The standard error of CIR ring current pressures as determined following the description in the text of Equation 3.1. Panels show the standard error the major pressure contributors: (a)
120–600 keV H+ , (b) 0.1–60 keV H+ , and (c) 0.1–60 keV O+ .

The low energy standard errors are also typically below 1 nPa for most regions where pressure
enhancements are observed. There are however, a few spots where the standard error approaches
2–3 nPa, typically at low L-shells where there is decreased coverage. Notably, the late recovery
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Figure 3.14: The average electron ring current during CME (left) and CIR (right) driven storms.
Top panel depicts the average 0.1–60 keV electron pressure during each pre-described storm phase.
Bottom panel depicts the average > 60 keV electron pressure during the same phases.

period has a low relative error for 0.1–60 keV ions during both CME and CIR storms, showing
that the transition of this populations pressure to a trapped orbit is consistently observed, and that
the lower energy closed drift path ring current pressure does not have a high variance. The larger
standard errors observed during the main and early recovery phases are not large enough to bridge
the gap between the observed average low energy duskside O+ pressure enhancement during CMEdriven storms and during CIR-driven storms. Between MLT = 18–6, the average low energy O+
pressure was found to be 2–4 times higher during CME-driven storms than CIR-driven storms,
while the relative standard error peaks at ∼30% for much of the same region. With this analysis of
the relative standard error, we maintain that the points discussed previously comparing the average
response of the ring current during CME- and CIR-driven storms still hold.
3.5.2

The Electron Ring Current During CME- and CIR-Driven Storms

So far, only the ion contribution to the storm time ring current has been shown. Figure 3.14
shows the average pressure from electrons from 0.1–60 keV and > 60 keV between L = 2–6 during
CME- and CIR-driven storms as observed by HOPE and MagEIS. Prior to the arrival of a storm,
the high energy pressure is symmetric in MLT, but negligible in strength, as it is below 0.05 nPa.
The lower energy electron pressure is larger, particularly between midnight and dawn at L > 5, but
does not significantly contribute to the overall ring current pressure. During the main phase, the low
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energy electron pressure is enhanced between midnight and pre-noon during both CME- and CIRdriven storms. The peak pressure is ∼1 nPa between midnight and dawn. Like the low energy main
phase ion enhancements in Figures 3.9 and 3.10, the low energy main phase electron enhancement
is driven by the enhancement of cross-tail convection electric field. However, since electrons drift
eastward it is located on the dawnside instead of on the duskside, and with a weaker intensity. The
average main phase 0.1–60 keV electron pressure between MLT = 0–12 is slightly stronger (by
∼0.5 nPa) and penetrating to lower L-shells (by ∼0.5 L) during CME-driven storms than CIRdriven storms. Higher energy electrons show a slight enhancement during the main phase, but
primarily demonstrate trapped behavior, while not significantly contributing to the total pressure.
Between noon and dusk, the low energy electron pressure increases from a pre-storm average of
∼0.03 nPa to ∼0.08 nPa during the early and late recovery phases. Low energy electrons progress
further across the dayside during the early and later recovery phases as open drift path access
decreases and electrons are potentially trapped on to closed drift paths. The higher energy electrons
display their strongest enhancement during the recovery phases, however their peak pressures are
still only ∼0.1 nPa.
Plasma β During CME- and CIR-Driven Storms
P
Figure 3.15 shows the total plasma beta, β = ρ nρ kT⊥,ρ /B 2 /2µ0 , where ρ represents each

3.5.3

individual species shown in this chapter (H+ , He+ , O+ , & e− ). β is calculated using the local
particle pressure over the full energy range of each species and magnetic field measurements. Prior
to storm arrival, β is fairly symmetric in MLT, though slightly higher on the nightside and ranging
from ∼0.5 at L = 6 to ∼0.1 at L = 4. During the main phase, as ring current pressure increases and
the global magnetic field decreases, β increases. The peak β values are observed at L∼5–6 on the
nightside, where β = ∼1–3 during CME-driven storms and ∼1–2 during CIR-driven storms. The
biggest differences in β between CME- and CIR-driven storms are found at lower L. The average
main phase β is > 1 between MLT = 18–3 at all L > 4 during CME-driven storms, while the same
is only true for L > 4.5 for CIR-driven storms. As shown in Figures 3.12 and 3.13, this difference
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Figure 3.15: Average plasma β during the four pre-described storm phases of CME (panel a) and
CIR (panel b) driven storms.

primarily comes from a difference in observed O+ pressures from the two different drivers. Like
the total pressure, β becomes more symmetric in MLT during the recovery phases. During the late
recovery phase of CME- and CIR-driven storms, β is double the prestorm value at high L-shells
and around an order of magnitude higher at L = 3. It is worth noting that between MLT = 6–15,
the average β is < 1 for L = 2–6 during storms from either driver, and thus magnetic pressure is
always stronger than the particle pressure in this sector. In Chapters 4 and 5 we will look at EMIC
and chorus wave generation, in part due to the enhancements in local ion or electron plasma β.
It is also worth noting that ULF magnetic mirror fluctuations can be generated due to a pressure
anisotropy instability in high β regions which can modulate ion and electron flux and chorus wave
activity [Hasegawa (1969); Xia et al. (2016); Ahmadi et al. (2018)].
3.5.4

Current Density During CME- and CIR-Driven Storms

Yang et al. (2016) used 3 spacecraft THEMIS magnetic field observations (from P3, P4, and
~ = µ0 J~ for the current density J~ following the method described in Shen et al.
P5) to solve ∇ × B
(2012). Parker (1957) and Akasofu et al. (1963) have shown that from a guiding center approach
the current density perpendicular to the magnetic field can be expressed as
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Figure 3.16: Average current density during the four pre-described storm phases of CME- (panel
a) and CIR- (panel b) driven storms.

"
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(3.2)

where P⊥ and Pk are the pressure tensor components which are perpendicular and parallel to
the magnetic field. As shown in Lui et al. (1987), at the magnetic equator, Equation 3.2 reduces to


1 ∂P⊥ 3(P⊥ − Pk )
J⊥ ' −
+
.
B ∂L
L

(3.3)

Using Van Allen Probes observations ofP⊥ , Pk , and B we can create an estimate of the average
J⊥ . This is done using the total average P⊥ and Pk pressures from all ions and electrons and B
as binned by MLT and L. The total average picture is used, instead of the calculated J⊥ over
each half orbit, because during an individual orbit one or more instruments may be down or have
different coverage than another (e.g. RBSPICE often turns off further away from perigee than
HOPE does) creating artificial jumps in J⊥ . To further smooth out artificial jumps on pressure,
the pressure has been averaged over ∆L = 0.3 instead of the 0.1 used in the preceding Figures.
Figure 3.16 shows the calculated J⊥ during CME- and CIR-driven storms. Positive values denote
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current in the westward direction around the Earth and negative values represent current in the
eastward direction. Prestorm, the current density is symmetric in MLT, with values between ∼±2
nA/m2 . Positive values are primarily above L = 4, and negative values below L = 4. During the
main phase, J⊥ is strongly enhanced on the dusk and night sectors at L > ∼4. The main phase
enhancement is stronger during CME-driven storms than CIR ones, as J⊥ increases to nearly 15
nA/m2 between L = 4–6 during CME storms, while increasing to ∼8–15 nA/m2 over the same
region during CIRs. The current density between dawn–post-noon increases during the recovery
phases of both CME- and CIR-driven storms, following the pressure pattern described in Figures
3.12 and 3.13. The late recovery current density is fairly symmetric at all local times for storms
from both drivers, but significantly enhanced from the prestorm levels (J⊥ > ∼5 nA/m2 for most
L > 4). The average values observed by RBSP are similar in magnitude to those in the Yang et al.
(2016) using THEMIS statistical study and by Lui et al. (1987) using AMPTE data during two
storms in September of 1984 when the apogee of AMPTE was between dusk and midnight.
3.5.5

Adiabatic Development of the Ring Current During CME- and CIR-Driven Storms

We have shown that the largest pressure and current density enhancements develop during the
main phase. We can identify if on average this enhancement is occurring adiabatically by looking at
the distribution function versus µ at different L-shells. Under convection driven adiabatic transport,
plasma which is convected inwards adiabatically will conserve its distribution function for a fixed
magnetic moment, µ. Loss processes and inaccessibility of penetration to lower L-shells due
to the open/closed boundary can result in a drop in the distribution function for fixed µ values.
Figure 3.17 shows the average distribution function versus µ from L = 3–5.5 during the main
phase of CME (left) and CIR (right) driven storms on the nightside between MLT = 21–03. µ is
calculated using EMFISIS observations of the local magnetic field, and the distribution function is
calculated using HOPE and RBSPICE observations (only HOPE is used for O+ ). Like the pressure
calculation, a factor of 2 has been applied to the HOPE ion data to match the ion spectra between
HOPE and RBSPICE. Figure 3.17 shows that the highest distribution function values are observed
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Figure 3.17: The average observed distribution function versus µ during the main phase of CMEand CIR-driven storms when RBSP is on the nightside between MLT = 21–3.

at the highest L-shells for all µ for both O+ and H+ during the main phase of CME- and CIRdriven storms. This shows that on average, there is no local source of the H+ or O+ ring current
for L < 5.5. Additionally, the distribution functions are in good agreement for µ = 2–50 eV/nT for
L > 4. This shows that this population is able to convect inwards from L = 5.5 to 4 adiabatically
with only minor losses during the main phase. Inside of L = 4 for 2–50 eV/nT ions, losses develop
and the observed distribution function is lower than the distribution function at L = 5.5.
At higher energy µ values (>∼50 eV/nT), there is still no local source for the distribution
function at lower L-shells. Only a drop in the distribution function from L = 5.5 is observed at
lower L-shells. At L = 5.5 (black line) one can see that the main phase distribution function has
a steep drop-off at ∼300 eV/nT. This drop-off indicates that lower µ values have open drift path
access to L = 5.5 on the nightside, while those at higher values do not. Moving lower to L-shell,
we see that this H+ open-closed boundary µ value drops as the energies which have access to the
inner magnetosphere drop closer to the Earth. Going down to L = 3–4, we see the bump on tail

106

distribution indicative of the always trapped, symmetric ring current shown in panel a in Figures
3.9 and 3.10

3.6

Discussion

In this chapter, we have presented extensive data from the RBSP mission detailing the ring current development during CME- and CIR-driven storms. This study represents the first of its kind
covering the entire ring current energy range and major ion species (H+ , O+ , He+ , & e− ) in the
heart of the ring current (L = 2–6) across all local times. We have shown that the response of the
ring current is energy and storm phase dependent for both ions and electrons, for both CME and
CIR-driven storms. The energy dependence of the ring current response stems from the energy and
convection field strength dependence of the Alfvén layer. Figures 3.9 and 3.10 show that prior to
the storm, the ring current is symmetric in MLT and dominated by a trapped H+ population with
energies >∼120 keV. High energy He+ , O+ , and e− pressures (Figures 3.11 and 3.14) are also
primarily symmetric in MLT, however they do not meaningfully contribute to the pressure. During
the main phase, the high energy H+ ring current shows no enhancement, and is slightly weakened.
This could be in part due to the Dst effect, whereby with the weakening magnetic field, particles
move further out to conserve the third adiabatic invariant, and in doing so lose energy as they conserve the first adiabatic invariant, µ, and have the potential for true losses due to magnetopause
shadowing. These results match those of Gkioulidou et al. (2016) who found with 9 months of
RBSP data that >100 keV H+ typically showed either no correlation or an anti-correlation with
|Sym-H|. During the late-recovery phase, at radial diffusion time scales, the high energy pressure peak returns to pre-storm levels. Gkioulidou et al. (2016) showed using a superposed epoch
analysis of RBSP observations of the partial pressure of 150 and 220 keV ions during 9 storms
that the partial pressure returned with some enhancement beginning ∼8 hours after the end of the
main phase. Zhao et al. (2015) showed that during the recovery phase of two different storms, the
largest portion of the total ion energy content came from ions with energies above 100 keV. The
high energy ion results from this study show could agreement with these previous results.
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Figures 3.9 and 3.10 show that the lower energy (< 60 keV) ions have their strongest enhancements during main and early recovery phases between the nightside and the duskside, while showing little to no enhancement between dawn and noon. This behavior is consistent with enhanced
convection driven open drift path access from the plasma sheet to the inner magnetosphere. The
main phase pressure enhancement is dominated by H+ and O+ . He+ shows the same behavior but
does not meaningfully contribute to the ring current pressure. Both Gkioulidou et al. (2016) and
Zhao et al. (2015) have previously shown that the main phase is well correlated with enhancements
to 10s of keV ions, though they only looked at storms when RBSP’s apogee was on the duskside or
nightside. Gkioulidou et al. (2016) and Zhao et al. (2015) also showed that the lower energy ring
current contribution decayed during the recovery phases, but were unable to show any MLT dependence as they only focused on dusk and night side events. Our results show that the low energy ion
ring current is actually enhanced between dawn and noon during the recovery phases, potentially
due to the trapping of ions which do not escape out of the dayside magnetopause on to closed drift
paths as the convection field dies down. Our individual case studies of storms, depicted in Figures
3.3, 3.5, and 3.6, showed that either using a simple (U, B, K) model or looking the distribution
function of observed ion fluxes one could explain the dusk/nightside pressure enhancement with
open drift path access from the plasma tail, and the lack of an enhancement in the dawn to noon
sector due to the inaccessibility of ions to this region during the main phase. These results are in
agreement with previous statistical studies of fluxes of different energy ranges of ions and electrons
being ordered by their respective energy and convection field dependent Alfvén layers [Korth et al.
(1999); Fernandes et al. (2017)]. Kozyra et al. (2002) has shown using the ring current-atmosphere
interaction model (RAM) that the main phase pressure enhancement is almost entirely due to open
drift path access of ions from an outer boundary to low L-shells, and that a transition can develop
from an asymmetric main phase ring current to a symmetric ring current in the recovery phase
due to trapping. Ebihara et al. (2002) used 3 years of POLAR data to create a MLT/L picture of
the energy density of 1–200 keV H+ by storm phase, which also showed this transition from an
asymmetric main phase ring current to a symmetric recovery phase ring current.
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We have also shown that the largest difference in the intensity of CME- and CIR-driven storms
comes from the <60 keV O+ pressure contribution. Our average O+ pressure enhancements were
typically 2–4 times (or 2–6 nPa) greater during the main phase of CME-driven storms than during CIR-driven storms. However, the CME and CIR storm main phase H+ pressure differences
were typically within 1–2 nPa of each other, which suggests a similar H+ source population during
storms from each driver. By comparing 78 CME and 32 CIR-driven storms, Denton et al. (2006)
showed that during the main phase the inferred O+ density from LANL/MPA was higher during
the CME-driven storms than the CIRs at geosynchronous orbit, while the inferred H+ density was
fairly comparable at the same epoch time and location. As shown in figure 3.17, both the main
phase H+ and O+ pressure enhancements display evidence of simply being the source population
in the plasma sheet being brought in adiabatically. However, Figures 3.9 and 3.10 displayed distinctly different L-shell dependent features of the pressure enhancement between H+ and O+ . The
O+ pressure has a more defined peak around L = 3.5–4.5, while the H+ pressure has a “flatter”
spread between L = 3.5–6. Menz et al. (2017) showed that differences in the depth of the H+
and O+ pressure can develop due to differences in the hardness of the source spectrum in the two
species. Furthermore, Denton et al. (2006) studied the development of the nightside plasma sheet
at geosynchronous orbit during CME- and CIR-driven storms. They showed that the CME storms
had greater O+ density enhancements, and that the O+ density enhancements peaked earlier during
the main phase and subsequently decreased. This was not observed in H+ , and this time dependence of the O+ source population could also explain the difference in the O+ peak at the inner
edge of the ring current.
Figure 3.18 shows the average distribution spectrum of the source region between MLT = 21–3
at L > 5.5 versus magnetic moment µ during each of the four storm phases of CME (left) and CIR
(right) driven storms. In this figure the O+ distribution function has been shifted down to provide
for a direct comparison with the H+ distribution function. Typically, the O+ distribution function
is steeper than the H+ distribution function. Thus, for O+ there is a larger difference between the
amount of low energy particles that can reach low L-shells than the higher energy particles that
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Figure 3.18: The average observed distribution function versus µ during each storm phase of CMEand CIR-driven storms when RBSP is in the source region, nightside between MLT = 21–3 at L >
5.5. The O+ distribution functions have been shifted down for a more direct comparison.

only reach more moderate L-shells. H+ does not have as much of a difference between the two, and
in turn displays less of a peak in pressure than O+ . It remains an open question as to how the source
spectrum develops differently for O+ compared to H+ and He+ , and what the dominant method of
O+ outflow during storm times (cusp versus auroral) [Kistler et al. (2010, 2016); Brambles et al.
(2013); Lund et al. (2018)]. Future research looking both directly at auroral and cusp outflow and
the development of H+ and O+ in the plasma sheet during both CME- and CIR-driven storms will
be useful in resolving these questions.
It is important to note that ring current models (RAM/CIMI) typically assume the same temperature spectra for H+ and O+ and a Kp dependent n(O+ )/n(H+ ) [Young et al. (1982)]. The
results of this study show that on average the inner plasma sheet often shows a different temperature profile for H+ and O+ , and that n(O+ )/n(H+ ) is most likely not simply Kp dependent. Our
CME-driven storms only have a modestly higher average Kp (by ∼0.5) than the CIR storms, while
the CMEs display a much greater O+ pressure difference. It also should be noted that the result of a
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clear phase dependence of ion and electron pressures in MLT/L will be missed in simple Kp, Dst,
and AE models for the ring current. Additionally, processes directly involving the ring current ions
and electrons like EMIC, chorus, hiss, magnetosonic, and magnetic mirror wave generation will
also be misrepresented with these empirical models. These parameterized empirical models will
instead merge the results of our main phase and recovery phases and potentially lead to inaccurate
representations of portions of the inner magnetosphere for many hours. Improved modeling will
require taking in to consideration the history of the magnetosphere during different storm phases.
Much like the main phase ion ring current development, low energy (< 60 keV) electron show
the same main phase enhancement, though on the dawn and nightside sectors due to the different
drift trajectories. Electrons only provide a minor contribution to the total ring current energy
budget (∼1 nPa). However, this is still a greater contribution than He+ and the development of the
low energy electrons will be important to the generation of chorus waves, which can have a direct
impact on the radiation belts [Horne and Thorne (1998); Breneman et al. (2017)]. In the recovery
phase, like the ion case, low energy electrons in the inner magnetosphere that are yet to escape
through the dayside magnetopause can be trapped onto closed orbits. Higher energy electrons (>
60 keV) are symmetric in MLT during all storm phases, with only a slight enhancement during
the main phase followed by a greater enhancement during the recovery phases. While again,
this enhancement is fairly irrelevant to the ring current pressure gradient, the development of this
population will be important to the development of the seed population of electrons, which can
be locally accelerated by wave-particle interactions with chorus waves [Boyd et al. (2016, 2018);
Tang et al. (2017b)]. Zhao et al. (2016) showed using RBSP observations during two storms when
RBSP was on the nightside that the main phase electron energy content was primarily below ∼50
keV and that the recovery phase electron energy content was primarily above ∼50 keV. Zhao et al.
(2016) also used the Dessler-Parker-Sckopke relation to estimate the average ring current electron
energy density contribution to global magnetic field perturbation by MLT during the main and
recovery phases of 50 moderate storms. They found that the electron contribution to Dst was
around 5–8% during the main phase between MLT = 21–6, and around 2–3% during the recovery
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phase across all MLT. These results are fairly comparable to the percent of electron pressure to
total pressure we observed during the main (∼1 nPa/15 nPa) and recovery phases (∼0.2 nPa/8
nPa). Like the ion case, Fernandes et al. (2017) showed that low energy HOPE electron flux (0.1,
1, and 10 keV) could be fairly well described by changes in the Alfvén layer. Both the statistical
results and the case studies in this chapter provide further evidence that low energy electron access
the inner magnetosphere is controlled by the storm time changes to the convection electric field
and Alfvén layer.

3.7

Summary and Conclusion

In this study, Van Allen Probes observations have been used to conduct a superposed epoch analysis
in MLT and L-shell of the ring current development during different storm phases of CME- and
CIR-driven storms. The storm-time ring current development has been separated by energy range
(0.1–60 keV, 60–120 keV, and >120 keV) and species (H+ , O+ , He+ , and e− ) to show the different
responses each have to storms driven by each driver. With this storm-phased epoch analysis, we
have shown the following:
1. During the main phase most of the ring current pressure is contributed by lower energy (< 60
keV) particles with open drift path access from the plasma sheet to the inner magnetosphere.
This creates a strong asymmetric ion ring current from the nightside towards dusk, and a
weaker electron ring current on the dawnside. These particles can reach L = 3 and have peak
pressures around L = 4.
2. If low energy ions or electrons are not lost to magnetopause, they can become trapped during
the recovery phase as the Alfvén layer changes with decreased convection and they will form
a symmetric ring current.
3. Higher energy ions (> 120 keV) exhibit a nearly symmetric ring current during every storm
phase, and that these ions do not show an enhancement during the main phase.
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4. Between CME- and CIR-driven storms, we find that the difference in the total ring current
pressure observed by storms from the two drivers is generated by strong differences in the
O+ ring current pressure. On average, CME storms show a much stronger main phase, low
energy O+ pressure enhancement than CIR-driven storms, while both storms have much
more comparable H+ , He+ , and e− main phase pressures. O+ also displays a more peaked
pressure versus L-shell profile and a steeper distribution function versus magnetic moment
profile in the source region (MLT = 21–3 and L > 5.5) than H+ and He+ . This demonstrates
that there are both differences and impacts from the differences in the way in which O+ in
the plasma sheet develops during storm times compared to H+ and He+ .
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CHAPTER 4
THE STORM-TIME DEVELOPMENT OF EMIC WAVE GROWTH AND
OCCURRENCE DURING CME- AND CIR-DRIVEN STORMS

4.1

Overview

In Chapter 3, we showed that the development of ion pressure in the inner magnetosphere was
storm-phase, magnetic local time, and energy dependent. We showed that ions between 0.03–60
keV were significantly enhanced during the storm main phase from the nightside towards dusk
due to the main phase enhancement of the cross-tail convection electric field which provides access to the inner magnetosphere via open drift paths from the plasma sheet. We also showed
that this population could be trapped on to closed drift paths during the early and late recovery
phases. One important impact of this population is the generation of electromagnetic ion cyclotron
(EMIC) waves. As described in Section 1.3.2, gyroresonant wave particle interactions between
EMIC waves and ions can lead to heating or scattering. Additionally, under anomalous resonance,
sufficiently relativistic electrons overtaking EMIC waves can undergo pitch angle scattering which
can lead to losses in the radiation belt. In this chapter, we use the Van Allen Probes mission to look
at the development of EMIC wave growth using a linear theory proxy based on 0.1–55 keV ion
observations and observed occurrence rates of EMIC waves during CME- and CIR-driven storms
across all local times between L = 2–6 as a function of storm phase.

4.2

Background

The response of the outer radiation belt to solar interplanetary structures is highly unpredictable.
The volatility of the outer belt is in part due to the many diverse ways in which interplanetary
structures influence radiation belt source and loss mechanisms [Reeves et al. (2003)]. Wave particle interactions are one such mechanism which play a vital role in radiation belt dynamics [Thorne
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(2010)]. In this chapter, we focus on electromagnetic ion cyclotron (EMIC) waves. EMIC waves
are generated by the ion cyclotron instability, which develops from a hot ion temperature anisotropy
(T⊥ > Tk , where ⊥ and k denote directions perpendicular and parallel to the magnetic field, respectively) and drives fluctuations in the magnetic and electric fields with real frequencies, f , and
growth rates, γ, which are below the proton gyrofrequency, ΩH + [Cornwall (1965); Kennel and
Petschek (1966)]. EMIC waves are transverse waves which are typically left-hand polarized and
found in the inner magnetosphere with frequencies between 0.1–5 Hz (Pc1 and Pc2 ULF waves)
[Rauch and Roux (1982)]. The ion cyclotron instability and EMIC wave generation have been
predicted and observed in the solar wind [Gary et al. (1976); Jian et al. (2009)], the Earth’s magnetosheath [Anderson et al. (1991); Gary et al. (1993)], and the Earth’s magnetosphere [Anderson
et al. (1992); Jordanova et al. (2006)].
Through Doppler-shifted gyroresonance, EMIC waves can induce loss of relativistic electrons
to the atmosphere via pitch angle scattering [Thorne and Kennel (1971); Summers and Thorne
(1998)], which can potentially impact the total radiation belt content [Usanova et al. (2014)]. Simulations and observations have shown that Doppler-shifted gyroresonance between ions and EMIC
waves can cause ion heating [Mauk et al. (1981); Gendrin and Roux (1980); Mouikis et al. (2002);
Kitamura et al. (2018)] and scattering causing ion precipitation [Jordanova et al. (2001); Miyoshi
et al. (2008)]. Since EMIC wave generation requires the presence of a hot ion population (10–
100 keV), statistical studies have shown that EMIC wave activity in the inner magnetosphere is
increased with enhanced geomagnetic activity [Kasahara et al. (1992); Halford et al. (2010a); Usanova et al. (2012); Saikin et al. (2016)].
Cornwall (1972) predicted that EMIC wave growth required the presence of a cold total ion
plasma number density (equal to the electron density under the assumption of quasi-neutrality) of
at least ∼3 cm−3 to induce EMIC waves from a temperature anisotropy in 10–20 keV protons in
the inner magnetosphere. They stated that a lower density would be sufficient for EMIC wave
generation from higher energy protons, but that due to the dependence on the presence of a cold
ion density, EMIC waves would be most often observed at the boundary of the plasmasphere. This
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relation is due to the fact that to meet the resonance condition, and feed energy from the ions to the
waves, the ions must have a greater field aligned velocity than the wave velocity. For field aligned
propagation, the wave speed is equal to the Alfvén speed [Cornwall (1972)], which is proportional
to the B/n1/2 , where B is the local magnetic field strength and n is the total density. The density is
dominated by the cold, ∼eV, population. In general, EMIC waves in the inner magnetosphere are
most prevalently observed in the early-afternoon/dusk (MLT =∼13–17) and pre-noon (MLT =∼9–
12) sectors, though EMIC wave activity can exist at all MLT [Anderson et al. (1992); Halford
et al. (2010a); Min et al. (2012); Keika et al. (2013); Meredith et al. (2014); Saikin et al. (2015)].
Usanova et al. (2013) found using 5 years of Cluster data that the occurrence of EMIC waves
increased by a factor of ∼20 when Cluster was in a plasmaspheric plume as opposed to being
outside of one. Plasmaspheric plumes are often found between the afternoon and pre-midnight
MLT sectors and during periods of moderate Kp [Darrouzet et al. (2008)].
The magnetic latitude and location along a magnetic field line also has an affect on EMIC wave
growth. The critical resonant energy is dependent on the Alfvén speed, which is proportional to the
magnetic field strength. Along a field line, magnetic field strength increases away from the equator
and requires a larger resonant energy for wave generation [Kennel and Petschek (1966)]. Since
the number of observed fluxes typically decrease with increased energy, the fraction of resonant
particles decreases away from magnetic minima. Loto’aniu et al. (2005) found that EMIC waves
were most likely only generated between M LAT = ±11◦ by looking at the bi-directionality of
EMIC waves across a wide range (±30◦ ) of M LAT with CRRES observations. However, Allen
et al. (2013) and Allen et al. (2016) showed with Cluster observations that bidirectional (and thus
expected to be locally generated) EMIC waves could exist at significantly higher latitudes (M LAT
=∼33◦ –50◦ ), where local B minima can develop [Shabansky (1971)].
As shown in Chapter 3, dusk and nightside regions in the inner magnetosphere have increased
1–60 keV ion fluxes during storm times due to the enhanced cross-tail convection electric field,
which provides access of plasma sheet ions to lower L-shells. The plasmapause boundary and the
location of plasmaspheric plumes are also highly dynamic during geomagnetic storms [Moldwin
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(2002); Moldwin et al. (2016)]. Most previous in situ statistical studies on EMIC waves during
geomagnetically active periods only group observed events by levels of intensity in terms of Kp,
AE, or Dst [Kasahara et al. (1992); Usanova et al. (2012); Keika et al. (2013); Saikin et al. (2016)].
Halford et al. (2010a) looked at the development of EMIC wave activity as a function of MLT/Lshell and storm-phase using data from the CRRES mission. They showed that the majority of
EMIC waves were observed during the main phase (56%) compared to the recovery phase (35%).
However, the CRRES mission never completed a full precession, and the region between MLT
= 8–14 was never sampled. Additionally, in Halford et al. (2010a) EMIC occurrence rates were
comparable for the first half of the recovery phase to those in the main phase. With the Van Allen
Probes mission, Saikin et al. (2016) and Paulson et al. (2017) showed slightly higher rates of
EMIC wave occurrence during the recovery phase than the main phase, which also agrees with
observations from ground-based studies [Kerttula et al. (2001)].
As shown in Chapter 3, 1–60 keV ion access is storm-phase, MLT, and L-shell dependent.
Additionally, since the eV to tens of keV population in the plasma sheet and inner magnetosphere
can respond differently to CME- and CIR-driven storms, it is possible that the characteristic differences in the two solar wind drivers can affect EMIC wave growth. To our knowledge, no previous
study has compared the generation and occurrence of EMIC waves during CME- and CIR-driven
storms.
In this chapter we look at the development of the 1–60 keV ion population and use a proxy to
infer EMIC wave growth, which is compared to the occurrence of EMIC wave activity. To quantitatively evaluate conditions for the excitation of the EMIC waves during our selected storms, we
test a linear theory based approximation of the EMIC instability with measured local magnetic
field and plasma parameters. This analysis is conducted as a storm-phased superposed epoch analysis in MLT and L-shell. The linear theory proxy for EMIC wave growth is based around marginal
stability arguments made by Manheimer and Boris (1977). They stated that while the microscopic
picture will be one where plasma instabilities grow in the presence of an anisotropy and the associated waves are a way to reduce the anisotropy, if there is a macroscopic force which pushes plasma
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towards an increased anisotropy, the microscopic state will continually reduce the anisotropy so
as to lead to a steady balanced state around some instability threshold. Proposed by Gary et al.
(1976), these thresholds represent an inverse relation between temperature anisotropy (T⊥ > Tk )
and the local plasma beta for a maximum growth rate. Anderson and Fuselier (1993) observationally found that during periods with a proton temperature anisotropy > 1 in the magnetosheath, the
temperature anisotropy was bounded by the inverse of the field aligned proton plasma beta,
T⊥,H +
S
−1= α ,
Tk,H +
βk,H +

(4.1)

where S and α were found to be 0.85 and 0.48 based on best fits, and βk,H + = nH + kTk,H +
/(B 2 /2µ0 ). Gary et al. (1993) showed that this observational result matched the form of thresholds
based on linear Vlasov instability theory for the ion cyclotron anisotropy instability.
Figure 4.1 shows an example simulation from Gary et al. (1994a). The top panel shows the initial starting H+ temperature anisotropy and field aligned plasma beta and the bottom panel shows
the corresponding values at the end of the simulation (ΩH + t = 200). The open symbols denote
anisotropies for beta values that did not meet the growth rate condition, while the closed boxes
represent cases where the initial maximum growth rate satisfied the threshold and were thereby
reduced to the threshold value at the end of the simulation. Gary et al. (1994b) conducted further linear theory based simulations of the temperature anisotropy instability using two separate
H+ populations, one hot (low density, high temperature) and one cold (high density, low temperature), to determine the coefficients of 4.1 as function of nH + and ne for different maximum
growth rates; where nH + is the hot proton density, and ne is the total electron density, which under quasi-neutrality should approximately be equal to the cold ion density. Blum et al. (2009)
used LANL/MPA data at geosynchronous orbit over a 15 year period (1989–2004) to confine the
threshold condition for EMIC wave activity. This was done by following Equation 4.1 to assume
the form of an EMIC instability growth parameter, ΣH + , where

ΣH + =


T⊥,H +
αH +
− 1 βk,H
+,
Tk,H +
118

(4.2)

and αH + = α0 − α1 ln(nH + /ne ) − α2 [ln(nH + /ne )]2 .
The coefficients for α0−2 were determined for different threshold maximum growth rates (γ/ΩH + = 0.001,
0.004, and 0.01). They also assumed a form of the threshold similar to Equation 4.1, where

SH + = s0 + s1 ln(nH + /ne ) + s2 [ln(nH + /ne )]2

(4.3)

and s0−2 are determined by solutions to linear Vlasov
instability theory for the same maximum growth rates. Figure 4.1: Simulation results from
Gary et al. (1994a) of a bi-Maxwellian
Coefficients for S and α based on maximum linear proton distribution around the EMIC
instability threshold. Top panel shows
growth rates of γ/ΩH + = 0.001, 0.004, and 0.01 from
starting H + temperature anisotropy
and plasma beta. Bottom panel shows
Blum et al. (2012) are shown in Table 4.1.
values at ΩH + t = 200.

γ/ΩH +
0.001
0.004
0.01

s0
s1
0.429 0.124
0.535 0.171
0.664 0.249

s2
0.0118
0.0224
0.0438

α0
α1
0.409 0.0145
0.403 0.0215
0.403 0.0289

α2
0.00028
0.00111
0.00229

Table 4.1: Values for constants S and α in Equations 4.2 and 4.3 for maximum growth rates of
γ/ΩH + = 0.001, 0.004, and 0.01.
Blum et al. (2009) used the LANL/MPA ion data from 100 eV to 45 keV to calculate ΣH + (it
should be noted that LANL/MPA does not distinguish ion species, and fluxes were assumed to be
H+ ). To confine a threshold parameter they plotted the observed ΣH + versus nH + /ne . The ideal
threshold parameter should thus be the point in ΣH + -density ratio space which has a sharp drop
off in observations matching a linear theory based solution. They found a threshold based on a
maximum growth rate of 0.001 best matched observations overall, but that the maximum growth

119

Figure 4.2: Evaluation of the EMIC linear theory proxy. Left-most panel shows the threshold
parameter SH + as a function of the ratio of the hot proton density to the cold plasma density for
three different maximum growth rates γ/ΩH + = 0.001, 0.004, and 0.01. The middle panel shows
the evaluation of α parameter over the same range of hot proton density to the cold plasma density
ratios. The right-most panel show the evaluation of the EMIC growth parameter ΣH + versus the
field aligned hot proton plasma beta and hot proton temperature anisotropy for a fixed α = 0.45
from Blum et al. (2009).

of 0.004 also worked well on the dayside. Lastly, they found that ΣH + and SH + could be used as
a plasma-based proxy for EMIC wave growth.
The left and center panels in Figure 4.2 show how the threshold parameter, SH + , and coefficient, αH + , change versus the ratio of the hot proton density to the total plasma density for the
three different maximum growth rates examined by Blum et al. (2009). The magenta, blue, and
black lines represent values corresponding to maximum growth rates of 0.01, 0.004, and 0.001, respectively. The right hand panel shows how the EMIC instability growth parameter, ΣH + changes
as a function of the anisotropy, A = T⊥ /Tk − 1, and field aligned hot proton plasma beta, β αH + .
Since the value of αH + does not change much over the density ratio range, ΣH + shown in the right
hand panel is for a fixed value of αH + = 0.45. Since SH + represents the EMIC instability threshold
and ΣH + represents the EMIC instability growth, observations where ΣH + < SH + indicate that
the anisotropy instability is not great enough to generate EMIC waves. Conversely, with the opposite relation the temperature anisotropy should drop below the threshold value as EMIC waves are
generated, like the sufficiently anisotropic simulation results shown in Figure 4.1.
In this chapter, we will use Van Allen Probes (RBSP) observations to show the development
of the physical plasma parameters which lead to EMIC wave generation as a function of storm
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phase, MLT, and L-shell by evaluating the components of the linear theory proxy described in the
preceding paragraphs during 25 CME- and 35 CIR-driven storms. The observed plasma parameters
and proxy for EMIC activity and growth for two different maximum growth rates, γ/ΩH + = 0.001
and 0.004, will be compared to EMIC occurrence rates observed by RBSP during the same storms.

4.3

Instrumentation and Events

As described in Section 2, the Van Allen Probes mission consists of two spacecraft with nearly
identical, highly elliptical, low-inclination (∼10◦ ) orbits with an apogee of 5.8 RE and a perigee of
1.1 Earth radii (RE ). Both spacecraft have a period of ∼9 hrs, while the apse line precesses at a rate
of ∼210◦ /yr [Kessel et al. (2013); Mauk et al. (2013)]. Each spacecraft contains a comprehensive
suite of instruments to study the fields, waves, and particles of the inner magnetosphere.
Measurements from the Electric and Magnetic Field Instrument Suite and Integrated Science
(EMFISIS) [Kletzing et al. (2013)] fluxgate magnetometer (MAG) are used to determine the presence of EMIC waves, the associated wave properties, and the local field aligned hot proton plasma
beta (see Section 2.1.1 for greater detail on the EMFISIS MAG). EMIC wave observations were
recorded by visual inspection of magnetic field spectrograms between 0.01–32 Hz, following the
criteria described in Paulson et al. (2017) and Paulson (2018). Spectral characteristics of identified waves were characterized following the procedure described in Appendix B and categorized
by ion species according to the wave frequency relative to the local ion gyrofrequency. The total wave power is taken by summing the wave power over the frequency range of the wave. For
a complete EMIC event list observed by the Van Allen Probes between October, 2012 and July,
2016, see Paulson (2018). The plasma density has been inferred by the upper hybrid frequency,
which can be measured by the EMFISIS High-Frequency Receiver (HFR) [Kurth et al. (2015)].
During periods where the upper hybrid frequency is not clearly identifiable, we used the plasma
density inferred via the Neural-network-based Upper hybrid Resonance Determination (NURD)
[Zhelavskaya et al. (2016)]. For time periods with > 5 minute gaps in the EMFISIS-HFR derived
densities, the NURD density is used.
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Measurements from the Helium, Oxygen, Proton, and Electron (HOPE) mass spectrometer
[Funsten et al. (2013)] which measures H+ , He+ , O+ , and electrons from ∼1 eV up to ∼55 keV,
and is part of the Energetic Particle Composition, and Thermal (ECT) suite [Spence et al. (2013),
see Section 2.1.2 for greater detail], are used to observe the physical plasma parameters which
comprise the EMIC linear instability theory threshold relation. Previous EMIC instability linear
theory studies have used the range from 100 eV and 45 keV for the hot proton plasma parameters
[Blum et al. (2009, 2012); MacDonald et al. (2010)]. In this study we use from 100 eV to 55 keV to
utilize a more complete energy range of hot proton observations supplied by the HOPE instrument.
Figure 4.3 shows an example of the development of the plasma parameters which affect the
development of EMIC wave growth and observations of EMIC waves during the October 9, 2013
CME-driven storm as observed by RBSP-B. During this storm RBSP’s apogee was located at
MLT=∼17.5. Panel a shows the omni-directional flux H+ flux observed by HOPE between 0.1–
60 keV, panels b–j show the corresponding linear theory terms derived from the HOPE H+ , and
panel f shows the cold density observations. Panel k shows the total summed wave power during
3 different periods which showed EMIC wave activity. Panels l and m show the Dst (black) and
Dst∗ (blue) and Kp geomagnetic indices, respectively. The top two “popped-out” panels at the
top of the figure, labeled 2 and 3, show the wave power and ellipticity versus frequency and time
during the second and third periods of EMIC wave activity (denoted by the 2 and 3, 1st event is
not shown here to conserve space). The black lines over the HOPE H+ flux denote the upper and
lower open/closed cutoff energy boundaries, as calculated using the (U, B, K) method introduced
by Whipple (1978), and more fully described in Appendix E. The black and magenta lines in panels
i and j represent the linear theory calculation using a maximum growth rate threshold of γ/ΩH + =
0.001 and 0.004, respectively.
During the prestorm orbit, only energies from ∼2–20 keV have access to RBSP-B, and a nose
structure is observed in panel a [Whipple (1978); Ferradas et al. (2016)]. As a result of the low
access and fluxes, low plasma pressure, plasma beta, and hot ion density are observed (panels b, c,
e). The cold plasma density (panel f) is >100 cm−3 during the entire orbit, indicating that RBSP-B
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Figure 4.3: RBSP-B observations of hot ion enhancement and predicted EMIC wave growth and
EMIC observations during the October 08, 2013 CME-driven geomagnetic storm. Panel descriptions in text.
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never leaves the plasmasphere. The resulting nH + /ne is ∼0.003, which places it not far from the
minimum threshold for a maximum γ/ΩH + = 0.001 (see Figure 4.2), but an order of magnitude
from the minimum for a maximum γ/ΩH + = 0.004. As a result, the linear theory growth proxy
(panel h) is right at the threshold value for the maximum growth of 0.001 case (as shown by panel
j). However, the proxy is well below the predicted threshold for the maximum growth of 0.004
case. During this orbit no EMIC waves are observed.
During the next two orbits, during the main and early recovery phases, 3 periods of EMIC
wave activity are observed, denoted by the vertical lines and numbers 1, 2, and 3. With the large
Kp enhancement, the maximum energy for ions with access to the spacecraft increases to over 60
keV during the main phase. With the enhanced access, ion fluxes increase and the H+ pressure,
density, and plasma beta increase by nearly ∼2 orders of magnitude. The density ratio is ∼0.01,
which is close to the threshold minimum for maximum growth rates of 0.001 and 0.004. As a result
of the enhanced plasma pressures, and still present anisotropy, the growth parameter increases to
∼0.2 sporadically throughout the orbit, and ΣH + − SH + is positive near apogee and again on the
inbound pass near the inner edge of the ion penetration. The first period of waves, denoted by
the number 1, are fairly broadband left hand polarized He+ -band EMIC waves between 0.1–0.4
Hz. The second period of waves have 4 bursts of left hand polarized He+ waves between 01:10–
01:35 UT. During the final orbit shown, the convection field is still strong, and ion access is still
available to energies > 60 keV at apogee. However, the hot H+ flux, pressure, plasma beta, and
density have all decreased, possibly due to a decreased source population in the plasma sheet. As
a result, one portion during the initial outbound pass of this orbit has a predicted growth >0.1, and
a sufficient instability growth to be greater than the predicted threshold for both maximum growth
rates of 0.001 and 0.004. During this period when EMIC waves are predicted to be triggered,
we do observe a third period of strong EMIC wave activity, shown as event 3. The waves shown
between 04:40–05:20 UT fall in the He+ -band, though there are two short duration (< 3 minutes)
H+ -band EMIC waves observed at 04:37 and 04:58 UT as well. During the inbound portion of the
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orbit, the threshold is increased and the growth parameter is decreased and no waves are predicted
or observed.

4.4

Superposed Epoch Analysis of Plasma Parameters Leading to EMIC
Wave Growth

The example displayed in Figure 4.3 only shows the development of the source population and
the corresponding development of EMIC waves during one storm and only looking over a small
range of MLT. Using the criteria and methods described in Section 2.2 and following a similar
approach as in Chapter 3, we have constructed a data set of EMIC wave activity and hot ion
observations during CME- and CIR-driven storms between January 2013 and April 2016 to study
their development in L-shell and MLT during different storm phases. Figure 4.4 shows the average
storm time development of the parameters which comprise the relations describing EMIC linear
instability theory wave growth as a function of storm phase during CME- and CIR-driven storms.
Panel a of Figure 4.4 shows the average field aligned hot proton (0.1–55 keV) pressure (Pk,H + =
nH + kTk,H + ) observed by the HOPE instrument during the storm phases. The field aligned pressure development is very close to the average pressure development in Figures 3.9 and 3.10 from
Chapter 3, just slightly lower. The prestorm pressure is weak (<∼1 nPa) and primarily located on
the nightside and dusk at L > 4. The main phase enhancement increases the field aligned pressure
to ∼1 nPa at L=3 and ∼3–5 nPa from L=4–6 between dusk and pre-dawn for both CME- and CIRdriven storms. As discussed in Chapter 3, this low energy H+ pressure enhancement is due to the
enhanced convection field providing greater access for 10s of keV ions to the inner magnetosphere
from the nightside plasma sheet. Between MLT = 6–12, there is no H+ pressure enhancement
during the main phase. During the early recovery phase, the hot H+ pressure between MLT = 6–12
increases from < 0.5 nPa to ∼1–2 nPa. During the late recovery phase, the field aligned hot H+
pressure is nearly symmetric in MLT with a strength of ∼1–2 nPa between L = 4–6. The average H+ pressure penetrates 0.5 L-shells deeper during the CME-driven storms compared to the
CIR ones, though they observe comparable pressures and storm-phase/local time developments.
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Figure 4.4: Development of plasma parameters In linear theory EMIC wave generation during
CME- and CIR-driven storms. Panels a–d show the storm phased development of the hot field
aligned H+ thermal pressure, hot H+ density, hot field aligned H+ temperature, and hot field
aligned H+ plasma beta, respectively. Each is calculated using the HOPE instrument on RBSP
from 100 eV to 55 keV. Panel e shows the total electron density, which is used to estimate the cold
ion density. Panel f shows the ratio of hot H+ density to the electron density. Panel g shows the
hot H+ temperature anisotropy, A = T⊥ /Tk − 1.
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As described in Chapter 3, this is most likely due to the slightly higher convection electric field
strength, evidenced by the higher average Kp [Thomsen (2004)], observed during CME-driven
storms than CIR ones. Mouikis et al., [2019] showed that this MLT, L, and phase dependent < 60
keV ion pressure development is most likely due to the enhanced plasma sheet access during the
main phase, followed by trapping during the recovery phase of ions previously on open drift path
trajectories to closed drift trajectories as the convection electric field strength decays.
Panels b and c of Figure 4.4 show the components of the thermal hot H+ pressure - the average
hot H+ density and hot H+ temperature, respectively. The hot H+ density development is almost
identical to the pressure development in the preceding panel. The prestorm density is <∼1 cm−3
below L = 6 at all local times, and < 0.5 cm−3 below L = 5. With the enhanced hot ion access of
the main phase, the dusk/nightside hot H+ density increases to ∼2–3 cm−3 between L = 3.5–6 for
both CME- and CIR-driven storms. For the CME storms, the hot ion density increases to ∼1 cm−3
down to L = 3, whereas for the CIR storms it increases to ∼1 cm−3 down to L = 3.4. Like with
the pressure, the hot ion density does not have a storm-time enhancement between MLT = 6–12
until the recovery phase begins. During the late recovery phase, the hot H+ density is ∼1 cm−3
between L = 4–6 across all local times during both CME- and CIR-driven storms. During each
storm phase the hot H+ temperature (panel c) does not show as large of a change as the H+ density,
and thus the < 60 keV H+ pressure enhancement is mainly driven by the increased density. On the
nightside, during the main phase the temperature increases from ∼6 keV to ∼9 keV during CMEdriven storms between L = 4–5, and from ∼4 keV to ∼6 keV during CIR-driven storms. The
largest temperature enhancements are observed from MLT = 12–18 during the main phase, and
these enhancements are still less than a factor of two during both CME- and CIR-driven storms.
In general the field aligned temperature enhancements follow the same storm phase dependence
as the pressure and density enhancements, just with a lesser enhancement. This is most likely due
to the increased access and subsequent trapping which introduces more high energy protons to a
region and thereby increases the average temperature.
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Panel d of Figure 4.4 shows the development of the hot field aligned H+ plasma beta. Like the
field aligned proton pressure, the development of βk,H + is similar to the development of the HOPE
proton plasma beta shown in Figure 3.15 in Chapter 3. The nightside prestorm βk,H + ranges from
∼0.2 at L = 6 to ∼0.01 at L = 4.5. During the main phase, with the enhanced hot H+ access the
nightside βk,H + is enhanced to ∼1 near L = 6 and to 0.1 at L = 4 during both CME- and CIR-driven
storms. Like the observation in the preceding panels, the βk,H + becomes almost fully symmetric
during the recovery phases. During the late recovery phase, the average βk,H + ranges from ∼0.3
at L = 6 to 0.01 at L = 3.5.
Panel e depicts the average electron density ne , which is used as a proxy for the total cold ion
density in the linear theory proxy. The average electron density is highest during the prestorm
phase. This is to be expected as the plasmasphere is fully formed and relatively stable during
quiet times. Densities are < 100 cm−3 at L > 5, and > 1000 cm−3 below L = 3. During the main
phase, the plasmasphere begins to erode across the nightside towards dawn and at L > 5 the cold
density drops to ∼10 cm−3 or lower, and ∼100 cm−3 at L = 4. During the early recovery phase
the plasmasphere continues to erode across dawn between MLT = 6–12 as the total density drops
from 100 cm−3 at L = 5 to ∼10 cm−3 at L = 4. During the late recovery phase, the plasmasphere
begins to swell again, and densities between MLT = 18–12 across the nightside begin to return
to prestorm levels. Panel f shows the change in the ratio of the hot H+ density compared to the
total electron density. The threshold for EMIC wave growth from EMIC linear instability theory is
purely a function of this ratio (Equation 4.3). The changes in the ratio reflect the changes observed
in the hot H+ density and total electron density in panels b and e. The main phase ratio increases
to 0.1–0.5 between L = 4–6 across the nightside during the main phase. During the recovery phase
the density ratio becomes almost fully symmetric across all local times from L = 4–6 with a value
of ∼0.1, though the nightside remains slightly more enhanced than other local times. It should
be noted that the ratio is slightly higher at lower L-shells (by ∼0.5) during CME-driven storms
compared to CIR ones following the same behavior observed in the hot H+ density and erosion of
the plasmasphere.
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Panel g shows the average hot H+ temperature anisotropy, A = T ⊥ /Tk − 1. The temperature
anisotropy is highest prior to storm arrival. Prestorm, the temperature anisotropy is greater than
0.8 inside of L = 4, and ∼0.5 from L=4–6. There is very little hot H+ inside of L = 4 and as
the hot H+ to total plasma density ratio is well below 0.001, we do not expect many waves to
be generated at low L-shells prior to the storm. During the main phase, the proton temperature
anisotropy decreases to ∼0.5 at L = 3.5 and to ∼0–0.2 between L = 4–6 on the nightside and near
dusk. Below L = 3, the temperature anisotropy does not change significantly during any storm
phase. The temperature anisotropy is still elevated (∼0.2–0.5) between MLT = 12–18 and close
to prestorm values between MLT = 6–12 (∼0.5–1) during the main phase of both CME- and CIRdriven storms. During the early recovery phase, the temperature anisotropy drops for both of these
regions down to ∼0.2 at L > 4. This is then followed by a slight increase in the total temperature
anisotropy across all local times during the recovery phase. A discussion on the development of
the temperature anisotropy will follow in Section 4.6.

4.5

EMIC Wave Linear Theory Evaluation

We have used Van Allen Probes particle and magnetic field data to show the storm time development of the plasma parameters which are expected to drive EMIC wave generation as a function of
MLT and L-shell. In this section, we evaluate the role of the spatial and temporal evolution of these
parameters in EMIC wave generation using a threshold linear Vlasov theory proxy for EMIC wave
generation. Additionally, we compare the proxy based prediction for wave growth and occurrence
to the observed occurrence rates of EMIC waves during CME- and CIR-driven storms.
Figure 4.5 shows the average development of the linear instability theory proxy for the EMIC
wave growth parameter, ΣH + - panel a, and the EMIC instability threshold parameter, SH + - panels
b and c, introduced in Equations 4.2 and 4.3 and calculated for each storm using the parameters
shown in Figure 4.4. Panels b and c show the average threshold parameter for two different maximum growth rates, γ/ΩH + = 0.001 and 0.004, respectively. Panels d and e show the percent of
observations where the proxy instability growth is greater than the proxy instability threshold for
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Figure 4.5: Evaluation of linear instability theory based predicted EMIC growth and EMIC occurrence during CME- and CIR-driven Storms. Panel a shows the EMIC growth parameter, ΣH + .
Panels b and c show the linear theory based threshold for a maximum growth rate of γ/ΩH + =
0.001 and 0.004, respectively. Panels d and e show the percent of data points were ΣH + > SH + ,
signifying a sufficient EMIC instability as predicted by the linear theory for EMIC wave generation
for max growth rates of 0.001 and 0.004, respectively. Panel f shows the observed occurrence rates
of H+ - or He+ -band EMIC waves.
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the same 0.001 and 0.004 maximum growth rates, respectively. Panel f shows the occurrence rate
of either H+ - or He+ band EMIC waves as determined by the previously described criteria from
the Paulson et al. (2017) and Paulson (2018) EMIC event lists. The two different growth rates are
used to show a comparison of the two different threshold choices since Blum et al. (2009) stated
that the threshold could be local time dependent, though they used the 0.001 growth rate for all
local times in their superposed epoch analysis. As shown in Figure 4.2, while ΣH + also depends
on the coefficient α(nH + /ne ), α does not change much over a wide range of density ratios. Thus,
since the growth proxy parameter ΣH + is nearly indistinguishable for the two different growth
rates 0.001 and 0.004, only the 0.001 case is shown in Figure 4.5.
We find that EMIC wave activity is most prevalent between noon and dusk during the main
and early recovery phases (panel f), and that in this region the linear theory proxy for EMIC wave
generation is most effective (panels d and e). The EMIC wave growth inferred by the proxy (ΣH + ,
panel a) is driven by the increased access of westward drifting hot H+ between L = 3–6 due to the
enhanced convection electric field, which is reflected by the development of the parallel hot H+
plasma beta (βk,H + , Figure 4.4 panel d) and the temperature anisotropy (Figure 4.4 panel g). The
storm development of the hot ion parameters shown here match previous results from Gkioulidou
et al. (2016) and Zhao et al. (2015) and what was shown in Chapter 3 and Mouikis et al., [2019].
The threshold parameters for the two growth rates are shown in panels d and e. Between noon and
dusk the threshold necessary for wave generation is lower than regions near midnight and dawn.
This is due to the cold plasma density (Figure 4.4 panel e), which remains elevated due a lack of
a depletion of the plasmasphere or plumes between noon and dusk, whereas there is a greater cold
density depletion during the main and early recovery phases near midnight and dawn. Thus, storm
time EMIC wave generation appears to be primarily generated by the overlap of hot ions provided
by the enhanced access and regions which do not have a large depletion of cold plasma.
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4.6

Discussion

In this study, we have used two different maximum growth rates, γ/ΩH + = 0.001 and 0.004, for
the linear theory threshold for EMIC wave generation following Blum et al. (2009) and Blum et al.
(2012). From Figure 4.5 we can see that neither maximum growth rate imposed by the linear theory
perfectly re-creates the observed EMIC wave occurrence rates. In general, the linear theory proxy
for EMIC wave generation works better during disturbed times (main and early recovery phases)
than during quieter times (prestorm and late recovery phases). For both CME- and CIR-driven
events the γ/ΩH + = 0.001 maximum growth rate best represents the observed wave activity during
these disturbed times. While we are not able to re-create the EMIC occurrence rates, the data
shown in Figures 4.4 and 4.5 show for the first time the storm-phase progression of the relevant
plasma parameters for EMIC wave generation in heart of the ring current and outer radiation belt.
In comparing the two threshold growth rates (panels b and c), the lower maximum growth rate
does over predict wave occurrence rates near midnight and dawn, particularly during the recovery
phases. Hot H+ are trapped on closed drift path trajectories during the late recovery phase and the
proxy for EMIC wave growth, ΣH + shown in panel a in Figure 4.5, becomes nearly symmetric
across all local times. A result of this trapping is that the linear theory proxy predicts EMIC
instability and wave generation across almost all local times during the late recovery phase of
both CME- and CIR-driven storms. However, observations of EMIC wave occurrences rates do
not quite match the predicted results. For the CME-driven storm case, wave activity is predicted
and observed across all local times in the late recovery phase, though the dawnside observations
are at slightly lower L-shells than predicted and the observed occurrence rates are lower near
midnight than what is predicted. For CIR-driven storms, the proxy predicts EMIC wave generation
between 20–40% of the time between MLT = 9–21 and 5–30% between MLT = 21–9. The observed
occurrence rates are closer to 5–10% over the same MLT ranges. Saikin (2018) found a greater
agreement between EMIC occurrence rates and higher values of ΣH + − SH + and that levels which
were just above 0 did not correlate as well with EMIC wave generation. This could be the case with
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the late recovery phase CIR-driven storms, as the growth rate could be elevated but below what the
actual threshold for wave generation is, and thus making the ion cyclotron instability stable. The
linear theory proxy using the maximum growth rate = 0.004 case under predicts wave occurrence
during most storm phases. These results could suggest that a maximum growth rate between 0.001
and 0.004 could provide a more ideal proxy for EMIC wave occurrence predictions.
The spatial observations of EMIC wave occurrence rates compare well with previous results
in the same L-shell range in the inner magnetosphere [Halford et al. (2010b); Saikin et al. (2016);
Paulson et al. (2017)]. Blum et al. (2009) compiled a superposed epoch analysis of the terms
comprising EMIC linear instability theory wave growth at geosynchronous orbit using LANL/MPA
data. They found that regions where the proxy for wave growth was greater than the proxy for the
threshold were typically between MLT = 11–18. They did observe an enhancement to the growth
parameter between MLT = 6–12 during the storm recovery phase, though they did not observe
much predicted wave generation there due to a corresponding enhanced instability threshold. They
observed a drop in the EMIC growth parameter between MLT = 18–24 during the main phase,
which could be due to field line stretching at geosynchronous orbit putting the spacecraft location
beyond the EMIC source region (for example see a similar discussion in Spasojevic (2014) and
in Section 5.5 pertaining to chorus wave generation at geosynchronous orbit). In our results, the
EMIC growth parameter is enhanced on the nightside during the main phase between L = 3–6 due
to the increased hot H+ density via H+ drifting in from the nightside plasma sheet.
Blum et al. (2012) compared the observations of the linear theory based predicted EMIC wave
occurrence rates using LANL/MPA plasma data to GOES observations of EMIC wave activity
during 52 storm time radiation belt dropout events. They found predicted wave occurrence rates
of ∼20% between MLT = 12–18 during the main and recovery phases and correlation with this
predicted occurrence and the observed occurrence of EMIC waves. Allen et al. (2015) and Allen
et al. (2016) used Cluster to compare the average plasma parameters comprising the linear theory
for EMIC wave generation and EMIC wave occurrence rates as a function of MLT, L, and MLAT.
They found that dayside regions with a linear theory growth parameter greater than the threshold
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proxy spatially agreed with where EMIC wave occurrence rates were highest. Our results agree
with these other statistical studies on the spatial location of the hot H+ density, βk,H + , anisotropy,
and cold plasma density, outside of the aforementioned main-phase nightside difference with Blum
et al. (2009) and Blum et al. (2012) due to the field line stretching at geosynchronous orbit.
During the main phase, the temperature anisotropy decreases across almost all local times
for L > 3. This is most likely due to the new plasma from the plasma sheet, which comes in
during the main phase being more isotropic than the older, previously trapped plasma. As ions
drift for longer periods of time more field aligned particles are lost to charge exchange and a
temperature anisotropy develops for ions as they drift from dusk across the dayside [Denton et al.
(2005)]. Drift shell splitting, where ions with the same initial energy and location but different pitch
angles on the nightside will end up at different locations on the dayside [Roederer (1967)], has also
been shown to cause a temperature anisotropy sufficient for EMIC wave generation [Yahnina and
Yahnin (2014)]. EMIC wave activity itself will reduce the temperature anisotropy as well (example
Figure 4.1). The field aligned hot H+ plasma beta increases throughout the storm. Thus, levels
of anisotropy which were previously stable might be unstable during the main and early recovery
phases. For instance, using the simulation result shown in Figure 4.1 as an example, a prestorm
anisotropy of 0.5 will stable for βk,H + = 0.3. However, if the average main phase anisotropy
stayed at 0.3 and βk,H + increased to 0.6 (while the threshold stayed the same), the H+ population
would be unstable to the ion cyclotron instability and an EMIC wave should be generated to reduce
the instability. In regions where the temperature anisotropy is decreased, and no wave activity is
observed (for example between MLT = 18–3 at L > 4.5 during the main phase of CME-driven
storms) the decreased anisotropy is most likely due to the isotropy of H+ from the plasma sheet. In
general, the temperature anisotropy should primarily decrease during the main and early recovery
phases and the anisotropy should increase as ions drift past dusk to dawn across the dayside. This
matches the observations in the study, as well as what was observed in Blum et al. (2009), Blum
et al. (2012), and Allen et al. (2016).
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A comparison of panels d and f in Figure 4.5 shows that the linear theory proxy for EMIC wave
generation does not predict any waves below L = 3, while there are observations of EMIC wave
events below L = 3. For all local times below L = 3, the average linear theory growth parameter
is below 0.1, while the threshold is typically > 0.5. The temperature anisotropy of the population
is very high, often between 1–2, however there is only a small hot ion population at these low Lshells, and the high magnetic field strength makes the field aligned plasma beta term almost zero
below L = 3. Furthermore, since L-shells below 3 are typically well inside the plasmasphere, the
hot ion to cold plasma density ratio is sufficiently low that the threshold for EMIC wave generation
following the linear theory proxy is quite high. The prevalence of these low L-shell waves was a
new result from the RBSP mission, and further research would be required to determine if these
EMIC events are either locally generated at low L-shells or if they are generated further out and
propagate inward (though EMIC wave propagation should be along the field line). Gamayunov
et al. (2018) used RBSP observations and the local dispersion relation to show that the observed
plasma parameters could sufficiently generate EMIC waves between L = 2.7–3.

4.7

Conclusions

In this study, we have used Van Allen Probes observations to construct a superposed epoch analysis
in MLT, L-shell, and storm phase of the plasma conditions associated with EMIC wave generation
using a Vlasov linear instability theory proxy during CME- and CIR-driven storms between January 2013 and April 2016. A proxy for EMIC wave generation based on two different maximum
growth rate thresholds, γ/ΩH + = 0.001 and 0.004, are evaluated using linear theory. These results
were compared to the observed occurrence rates of EMIC waves during the same storms. From
this data set, we have obtained the following results:
1. The EMIC wave growth parameter, ΣH + , is enhanced during the main phase across the
nightside between pre-dawn and dusk due to the enhanced access of 10s of keV H+ from
the plasma sheet driven by the enhanced convection electric field. From the trapping of hot
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H+ onto closed drift paths during the recovery phases, the wave growth parameter becomes
symmetric in MLT at L > 4.
2. The EMIC threshold proxy, SH + , which is dependent on the ratio of the hot H+ density to the
cold plasma density, is always lowest on the dayside. During the main phase, the threshold
proxy increases at L > 4 due to the main phase erosion of the plasmasphere. Per the linear
theory proxy, this places a requirement for a greater EMIC wave growth parameter for wave
generation on the nightside than the dayside.
3. The lower maximum growth rate threshold, γ/ΩH + = 0.001 compares more favorably to observed EMIC occurrence rates than γ/ΩH + = 0.004. Both the predicted linear theory proxy
for EMIC wave generation and the occurrence rates of EMIC wave observations during the
main and early recovery phases are primarily between noon and post-dusk. These waves are
generated due the enhancement of the hot H+ population and the retention of a cold plasma
population.
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CHAPTER 5
THE DEVELOPMENT OF SOURCE ELECTRONS AND
CORRESPONDING CHORUS WAVE GROWTH AND OBSERVATIONS
DURING CME- AND CIR-DRIVEN STORMS

5.1

Overview

Chapter 3 showed the pressure development of low (< 60 keV) and high (> 60 keV) energy electrons across all local times between L = 2–6 during CME- and CIR-driven storms. Understanding
the development of low energy electrons, often called source electrons, is particularly important
for inner magnetospheric dynamics due to their ability to generate chorus and hiss electromagnetic
waves with can interact with a wide range of particles in the inner magnetosphere. Chorus waves
are generated by anisotropic hot electrons which have increased access to the inner magnetosphere
during geomagnetic storms. In this chapter, data from the same selection of CME- and CIR-driven
storms used in the previous chapters is used to survey the development of source electrons in the
inner magnetosphere across all local times between L = 2–6. A linear theory approximation for
wave growth from source electron is used to estimate the wave growth of the enhanced source
population. The proxy for chorus wave growth based on particle measurements is compared to the
observed average chorus wave power in a storm-phased epoch analysis.
The content in this chapter is organized as follows: Section 5.2 describes previous research
on chorus waves and source electrons and the importance of studying chorus wave generation and
source electron development as a function of local time, L, and storm phase during CME- and
CIR-driven storms. Section 5.3 describes the data used and methods applied to the data used in
this chapter, as well as an example storm event. Section 5.4 shows the primary results of this
statistical study. Section 5.5 contains a discussion of the results found by this study and comments
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on their importance for modeling the inner magnetosphere. Section 5.5 concludes the chapter with
a summary of the key findings and impact of this study. The content in this chapter contains plots
and text that are part of the paper Bingham et al., A Statistical study of the source electrons and
chorus wave activity during Van Allen Probes era CME and CIR storms, which has been submitted
Journal of Geophysical Research: Space Physics [2019], and is referenced henceforth as Bingham
et al. (2019).

5.2

Background

Magnetospheric whistler-mode chorus waves are intense electromagnetic waves, which are observed outside of the plasmasphere in two frequency bands between ∼0.1–0.5 fce (lower band)
and 0.5–0.8 fce (upper band), where fce is the electron gyrofrequency [Tsurutani and Smith (1974);
Koons and Roeder (1990)]. Gyroresonant wave particle interactions involving whistler mode chorus waves play a dual role in both acceleration and loss in radiation belt dynamics. Chorus wave
interactions with sub-relativistic seed electrons (10s to 100s of keV) are a candidate mechanism for
the generation of radiation belt enhancements. Observational and theoretical work has shown that
chorus waves can accelerate seed electrons to relativistic energies on relatively short timescales
[Summers and Thorne (1998); Summers et al. (2002); Bortnik and Thorne (2007); Reeves et al.
(2013); Thorne et al. (2013); Baker et al. (2014); Li et al. (2014); Tu et al. (2014); Xiao et al.
(2014)]. Alternatively, electron pitch angle scattering from chorus waves can cause microburst
precipitation and radiation belt electron loss [Oliven and Gurnett (1968); Blake et al. (1996);
Lorentzen et al. (2001); Thorne et al. (2005); Blum et al. (2015); Breneman et al. (2017). Precipitation loss into the atmosphere can also generate pulsating aurora [Tsuruda et al. (1981); Thorne
et al. (2010); Ni et al. (2011); Nishimura et al. (2011); Manninen et al. (2012); Kasahara et al.
(2018)]. Additionally, there is evidence that chorus waves play a role in the generation of plasmaspheric hiss [Bortnik et al. (2008, 2009); Chen et al. (2012a,b)], which contributes to the formation
of the slot region between the inner and outer radiation belts [Lyons and Thorne (1973); Ripoll
et al. (2016); Ma et al. (2016); Zhao et al. (2019)].
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Chorus waves are generated when the temperature anisotropy of hot electrons (T⊥ > Tk ) from a
few to tens of keV is sufficiently large to trigger a cyclotron instability, eventually leading electron
scattering and isotropization [Kennel (1966); Burton and Holzer (1974)]. Magnetospheric chorus
is typically generated near the geomagnetic equator by hot electrons injected from the plasma sheet
[Anderson and Maeda (1977); LeDocq et al. (1998); Meredith et al. (2001); Santolík (2003); Li
et al. (2013)], and preferentially observed outside the plasmapause on the dawnside extending from
pre-midnight to post-noon in magnetic local time (MLT) [Meredith et al. (2001, 2012); Li et al.
(2009, 2012); Agapitov et al. (2013); Kim et al. (2015)]. During storm times, substorm activity
enhances the hot electron plasma sheet density and the strength of the convection field increases,
which provides electrons greater access from the plasma sheet to the inner magnetosphere [Denton
et al. (2005); Zhao et al. (2015); Allison et al. (2017); Fernandes et al. (2017)]. Charged particles
which drift inward while conserving the first and second adiabatic invariants will increase their
temperature anisotropy, which can result in an increased wave growth rate [Olson and Lee (1983)].
Consequently, chorus waves are observed with greater abundance and intensity during geomagnetically active times [Meredith et al. (2001, 2012); Li et al. (2009); Agapitov et al. (2013); Kim et al.
(2015)].
Coronal mass ejections (CMEs) and co-rotating interaction regions with high speed streams of
solar wind (CIR-HSS, for brevity, henceforth referred to as CIRs) are the primary drivers of geomagnetic storms. Borovsky and Denton (2006) and Denton et al. (2006) showed that differences in
the characteristic conditions of CMEs and CIRs generate differences in plasma sheet density and
plasma sheet temperature of electrons at geosynchronous orbit during storm times. The depth of
penetration of plasma sheet electrons in the inner magnetosphere is primarily determined by the
strength of the convection electric field, while the hot plasma sheet electron density and temperature profiles determine the number of electrons at different energies which access different depths
of the inner magnetosphere during storm times. Li et al. (2012) and Miyoshi et al. (2013) compared the evolution of chorus wave power and source electrons (from a few to 10s of keV) during
CIRs with predominately northward and southward oriented IMF Bz , showing that the solar wind
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differences drove changes in the source electrons and levels of chorus wave activity. Similarly,
changes to the source electrons in the plasma sheet, driven by the characteristic differences between CMEs/CIRs, can affect the development or depth of the source electrons and chorus wave
activity/power in CME- and CIR-driven storms.
To quantitatively understand how chorus is generated, it is necessary to understand the transport and source of electrons that generate chorus waves. Observed chorus wave power depends
not only on local processes but also on the history of source electrons along their entire drift paths.
Measurements of both the observed chorus wave power and the properties of the source electrons
at multiple locations can be used to constrain the storm-phase dependent global transport of the
source electrons and corresponding generation of chorus waves. In this chapter, we use Van Allen
Probe observations to compare the transport and history of source electrons and chorus wave activity during CME- and CIR-driven storms in a storm-phase superposed epoch analysis in MLT and
L.
It is difficult to correctly infer whether chorus waves will be excited, even if all plasma parameters are known. In order to compare source electrons and chorus wave growth, we use an
established inference technique which relies on plasma observations to deduce the threshold of
the temperature anisotropy instability [Gary et al. (2005); MacDonald et al. (2008, 2010)]. This
technique is based on previous theoretical modeling work [Gary and Wang (1996)], and will be
briefly described below.
If particle distributions are approximately bi-Maxwellian, the linear kinetic-dispersion equation for the electron temperature anisotropy instability in an idealized collisionless plasma for a
particular value of the growth rate can be solved to constrain the electron anisotropy at or below a
linear theory threshold condition for the instability. The solution can be expressed in the form
Se
T⊥,e
− 1 = αe
Tk,e
βk,e

(5.1)

with βk,e = 8πne Tk,e /B 2 being the parallel electron plasma beta, and Se and αe being constant
parameters obtained by a least squares fit to the linear theory for a given maximum growth rate
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over a range values of betak,e [Gary and Wang (1996); Gary et al. (2005)]. For magnetospheric
electron populations, a maximum growth rate, γm /|Ωe | of 0.001 has been shown to be suitable to
use and corresponds to constant values of Se = 0.21 and αe = 0.6 [Gary et al. (2005); MacDonald
et al. (2008, 2010)]. MacDonald et al. (2008, 2010) defined

Σe =


T⊥,e
αe
,
− 1 βk,e
Tk,e

(5.2)

to be the whistler growth parameter, which can be deduced using in situ measurements. Larger
values of Σe correspond to more unstable conditions, whereas lower values correspond to lower
instability levels. Thus, observations of Σe provide a proxy of increasing or reducing the likelihood
of stimulating the electron temperature anisotropy instability.
Most statistical studies on observed chorus wave activity primarily have grouped wave power
into ranges of geomagnetic indices (AE/Kp) to differentiate between geomagnetic activity levels
[Meredith et al. (2001, 2012); Li et al. (2009); Agapitov et al. (2013); Kim et al. (2015)]. This
grouping does not fully capture the transport history of electron drifts during storm times as they
combine storm main and recovery phase effects. Furthermore, previous statistical studies of the
whistler growth parameter have only been conducted at geosychronous orbit, which only captures
part of the geospatial range where chorus waves are found [MacDonald et al. (2008, 2010)]. To
our knowledge, the only previous statistical study comparing chorus wave activity during CMEand CIR-driven storms was conducted using ground based magnetometer data at two Antarctic
receiving stations [Spasojevic (2014)]. The Van Allen Probes, launched in August 2012, survey
the inner magnetosphere sufficiently spatially and temporally to provide the observations necessary
to simultaneously study chorus wave activity and inferred chorus wave growth from the source
electron population.
In this paper, we have used Van Allen Probes (RBSP) observations to create a superposed epoch
analysis in MLT and L-shell comparing the measured chorus wave power and plasma properties
(Ae , ne , Te , βk,e , pk,e = ne kTk,e , and Σe ) that are used in the linear theory based instability proxy
during CME- and CIR-driven storms. This work allows us for the first time to statistically study the
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chorus wave activity and the corresponding plasma parameters that are generating chorus growth
in the heart of the radiation belts during CME- and CIR-driven storms.

5.3

Instrumentation and Event Selection

As described in Section 2, the Van Allen Probes mission consists of two spacecraft with nearly
identical, highly elliptical, low-inclination (∼10◦ ) orbits with a perigee of 1.1 Earth radii (RE ), and
an apogee of 5.8 RE . The spacecraft have a period of ∼9 hrs, while the apse line precesses at a rate
of ∼210◦ /yr [Kessel et al. (2013); Mauk et al. (2013)]. Each spacecraft contains a comprehensive
suite of instruments to study the fields, waves, and particles of the inner magnetosphere.
Measurements from the Electric and Magnetic Field Instrument Suite and Integrated Science
(EMFISIS) [Kletzing et al. (2013)] magnetometer are used to calculate chorus wave power and local plasma beta. The EMFISIS waves instrument collects survey measurements of the wave electric
and magnetic fields during half-second collection periods every 6 seconds (see 2.1.1 for more on
the EMFISIS instrument). The survey data set also includes wave parameter summaries which
provide the total wave magnetic fields, total wave electric fields, planarity, ellipticity, polarization
and wave normal angle as determined by singular value decomposition [Santolík et al. (2003)]
over 65 logarithmically spaced frequency intervals between 1 Hz and 12 kHz. These parameters and the plasma density can be used to differentiate chorus waves from other magnetospheric
waves. The plasma density can be inferred from the detection of the upper hybrid frequency by the
EMFISIS High-Frequency Receiver (HFR) [Kurth et al. (2015)]. During periods where the upper
hybrid frequency is not clearly identifiable, we used the plasma density inferred via the Neuralnetwork-based Upper hybrid Resonance Determination (NURD) [Zhelavskaya et al. (2016)]. For
this study, for time periods with > 5 minute gaps in EMFISIS-HFR derived densities, the NURD
density is used. Following a similar method as Li et al. (2016), chorus waves are identified using
the following criteria: (1) RBSP is outside of the plasmasphere, as determined following Li et al.
(2014) and Hartley et al. (2015) when the observed density is lower than the lesser of 30 cm−3 or
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10∗(6.6/L)4 cm−3 , (2) wave frequencies are between 0.05–0.8 fce , where fce is the local electron
gyrofrequency, (3) the planarity > 0.6, and (4) the ellipticity > 0.7.
Electron measurements come from the Helium Oxygen Proton Electron mass spectrometer
(HOPE) [Funsten et al. (2013)], which measures H+ , He+ , O+ , and electrons from ∼1 eV up to
∼55 keV and is part of the Energetic Particle Composition, and Thermal (ECT) suite [Spence et al.
(2013)]. Previous chorus instability linear theory studies have used between 30 eV and 45 keV
as the hot electron energy due to the energy ranges available based on spacecraft instrumentation
[MacDonald et al. (2008, 2010)]. For this study, the HOPE energy range used is over a similar
range from 30 eV to 55 keV. The upper bound is used to get a more complete energy range of hot
electrons.
Figure 5.1 shows an overview of the wave and particle observations by RBSP-A during a portion of the October 14, 2014 CIR-driven storm, when RBSP’s apogee was near MLT = 3.5. Panels
1a–1d show the density (with a flag, black horizontal bars, denoting periods either inside or outside
of the plasmasphere), wave power, ellipticity, and planarity, respectively. Panel 1e shows the total
integrated magnetic wave power identified as chorus, satisfying the previously described criteria.
Panel 1f shows the omni-directional electron flux and Panels 1g–1j show the moments derived
electron pressure in the parallel direction, field aligned electron plasma beta, electron temperature
anisotropy, A = T⊥,e /Tk,e −1, and inferred whistler growth parameter, Σ, from HOPE observations
respectively. Panels 1k–1l show the Dst, Dst∗ , AE, and Kp geomagnetic indices.
The magenta line in Panel 1f shows the open/closed cutoff energy using the (U, B, K) methodology described in Whipple (1978) and Appendix E and which has been applied in Korth et al.
(1999); Korth and Thomsen (2001), and Zhang et al. (2015). The (U, B, K) determined cutoff
energy is calculated using a dipole magnetic field and a Kp dependent parameterization of the
Volland-Stern cross-tail electric field [Maynard and Chen (1975)]. This provides an estimate of
the electron energies at the RBSP spacecraft which have access from the nightside plasma sheet.
However, flux levels at a given energy will depend on losses along the energy dependent drift path
and the population of electrons in the nightside plasma sheet.
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Figure 5.1: Wave and particle observations by RBSP-A during the October 14, 2014 geomagnetic
storm. Panel a shows the density and plasmasphere flag. Panels b–e show the magnetic spectral
density, ellipticity, planarity, and integrated chorus wave power. Overlaid black lines in panels b–d
denote 0.05 and 0.8 fce . Panels f–j show the HOPE electron differential flux, the HOPE hot electron
pressure between 0.03–55 keV, the parallel component of the local hot electron plasma beta, the
HOPE hot electron temperature anisotropy, and the chorus growth parameter. The magenta line in
panel f is the (U, B, K) predicted open/closed cutoff energy. Panels k–m show the geomagnetic
indices Dst and Dst∗ (blue line), AE, and Kp during the storm.
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The first orbit shown is prior to the storm onset. During this orbit RBSP-A never leaves the
plasmasphere and only low flux levels are observed above 1 keV, while in the frequency range
shown in panels b–d only hiss waves are observed. Since the model does not predict the overinflation of the plasmasphere, and losses due to hiss are not considered, there is no agreement
between flux and energy corresponding to the cutoff energy. During the main phase, due to the
enhancement of the cross-tail convection electric field, the open/closed cutoff energy increases and
higher energy electrons have newfound access to low L-shells. For example, during the first main
phase inbound prestorm orbit, electrons with energies with up to ∼40 keV have open drift path to L
= ∼5.3. Consequently, the erosion of the plasmasphere and an influx of higher energy electrons are
observed. The predicted open/closed cutoff energies are close to the observed energies displaying
a change in the gradient of flux versus energy. However, the predicted energies are not exact, given
the simplified model. Later in the recovery periods, as the convection field strength weakens,
particle access decreases. During the second and third orbits shown, when Kp is at its highest,
access is greatest, and the strongest fluxes of source electrons and highest βk,e are observed. Both
the second and third orbits show strong, sustained chorus wave power and large enhancements
to the chorus growth parameter, Σe (Panel j). The enhancement in Σe is due to βk,e increasing
by ∼2 orders of magnitude, from electrons predicted to have on open drift path access, while the
temperature anisotropy is always at or above the prestorm level.
The last orbit shown occurs later in the recovery phase. At this point the electron access has decreased and observed flux levels above 3 keV drop by an order of magnitude. For this orbit, chorus
is observed during the inbound pass from apogee until RBSP-A reaches the plasmapause. The beginning of the observation of chorus at apogee coincides with an enhancement of > 7 keV electron
flux occurring just above the predicted open/closed boundary at ∼5 keV. Figure 5.2 displays the
spectra of the differential flux versus energy for four different time periods between 11:00–11:45
UT, with dashed vertical lines showing the (U, B, K) predicted cutoff energy for each flux shown.
During this period, there is a precipitous drop in the flux just below the predicted open/closed
boundary which suggests that at the location of RBSP-A the electron Alfvén layer for electrons
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is at ∼1–2 keV [Fennell et al. (2014)]. At higher energies, there is a local maximum in the flux
potentially representing a trapped/symmetric electron ring current population, which can develop
during the storm recovery phase [Zhao et al. (2016)]. The same spectral features for the trapped
ion population and recovery phase development of a symmetric ring current are observed for ions
[Kistler et al. (1989), also see Chapter 3].
The example displayed in Figure 5.1 only
shows the development of the source population and the corresponding development of chorus wave activity in one storm and local time.
Using the criteria and methods described previously, we have constructed a data set of chorus
wave power and source electron observations during CME- and CIR-driven storms between January 2013 and April 2016 to study their development in L and MLT during different storm phases.
The list of CME and CIR storms, the methods of driver identification, and the superposed Figure 5.2: 1 min averaged flux observed by
RBSP-A at 11:00, 11:15, 11:30, and 11:45 UT
epoch analysis of the solar wind conditions for
on October 15, 2014. Dashed vertical lines deeach driver are fully laid out in Bingham et al. note the (U, B, K) predicted open/closed.
(2018) and here in Section 2.2. As described in Bingham et al. (2018), the storms chosen were
moderate storms with a minimum Dst∗ [Burton et al. (1975)] between -50 and -150 nT, and a
single identifiable (CME or CIR) driver. 25 CME storms and 35 CIR storms were found to fit the
criteria. Dst∗ is used for its ability to correct for magnetopause currents and capture the magnetic
field decrease due to the ring current [Burton et al. (1975); Gonzalez et al. (1994)]. For storms with
a strong secondary dip in Dst∗ or the arrival of a second driver, only the interval before the start of
the second dip/driver was used to avoid preconditioning effects. In general, the CME storms had a
stronger storm time enhancement of the ring current as shown by the lower average minimum Dst∗

146

(-84 nT versus -67 nT). In the main phase, the average AE was also higher during CME storms
(average peak ∼900 nT) than during CIR storms (∼700 nT), indicating stronger auroral currents
and substorm activity.

5.4

Statistical Results

To resolve the temporal and spatial development of chorus waves and source electrons during storm
times, data from each individual storm have been binned by storm phase, MLT, L shell, and driver.
The different storm phases were defined as: prestorm: 9-hour (∼1 orbit) prior to the arrival of
the storm driver, main phase: period from when Dst∗ begins to significantly dip negative to when
Dst∗ reaches its minimum, early recovery: 8-hour period post minimum Dst∗ , late recovery: post
early recovery until Dst∗ returns to 20% or its minimum (i.e. if the storm minima was -100 nT,
when Dst∗ returned to -20 nT).
Figure 5.3 shows the average chorus wave power observed by EMFISIS (Panel a) and the
average electron pressure in the parallel direction (Panel b), electron density (Panel c), parallel
electron temperature (Panel d), parallel electron plasma beta (Panel e), electron anisotropy (Panel
f), the chorus growth parameter observed by HOPE between 30 eV and 55 keV (Panel g), and
the dwell time (Panel h) during the four phases of CME and CIR storms separated by MLT and
L-shell. In each panel, noon is located to the left of the page, dawn to the top, dusk to the bottom,
and midnight to the left.
Panel a shows that there is only weak chorus wave power during the prestorm periods prior to
CME and CIR storms, and the wave power is spread across all local times between L = ∼4–5 to
6. During the main phase there is a strong enhancement in wave power between the pre-midnight
and post-dawn sectors between L = ∼3–4 to 6 for both CME- and CIR-driven storms. In the
early recovery period, higher chorus wave power spreads across the dayside over a similar L-shell
range, but with lower intensity than the peak power during the main phase. By the late recovery
period the wave activity is almost fully symmetric across all local times between L = 4–6, but with
an intensity over an order of magnitude lower than the dawnside main phase power. Both CME-
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Figure 5.3: Storm-phased epoch analysis of RBSP observations of chorus and source electrons
during CME (left panels) and CIR (right panels) driven storms. Panel a shows the average integrated chorus wave power by EMFISIS as a function of storm phase. Panels b–g show the average
HOPE observed hot electron (0.03–55 keV) pressure in the magnetic field aligned direction, the
hot electron density, parallel hot electron temperature, parallel component of the local hot electron
plasma beta, hot electron temperature anisotropy, and the chorus growth parameter. Panel h shows
the dwell time of both probes in a respective MLT/L bin during each storm phase.
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and CIR-driven storms show this MLT/phase-dependent change in chorus power. Comparing the
wave power between CMEs and CIRs, the average levels of chorus power and MLT/L locations
are similar. During the main and early/recovery phases, CME-driven storms have a slightly greater
average chorus power that reaches lower L-shells (by ∼0.5 L) than CIR storms.
Panel b shows that during the prestorm periods of both CME and CIR storms, the parallel
electron pressure is very low, 0.01–0.1 nPa. During the main phase, the average parallel electron
pressure increases to 0.6–1.0 nPa between the pre-midnight and dawn sectors for both CME- and
CIR-driven storms. Comparing the average pressures between L = 3.5–6 and MLT = 21–9, it is
evident that the average main phase electron pressure enhancement is slightly larger during CME
storms than in CIR storms. In the early recovery phase, the parallel electron pressure spreads
across the dayside, but with lower intensity. In this period, the CME and CIR pressures are more
comparable. In the late recovery period, the pressure is much lower than the main and early
recovery phases but is higher than the prestorm average. The electron pressure is now almost
uniform across all MLT forming a trapped, symmetric electron ring current-like population. There
is not a significant difference between the late recovery period electron pressures during CME- and
CIR-driven storms.
Panels c and d show the components of the thermal hot parallel electron pressure, the average
hot electron density and hot parallel electron temperature, respectively. Comparing the hot electron density to the pressure, one can see that they follow the same temporal and spatial changes.
For both CME- and CIR-driven storms, the hot parallel electron temperature does not show large
changes inside of L = 6 during storm times. The temperature does increase in the nightside to dawn
source regions during the main and early recovery phases, but typically by a factor of less than 2,
which is a much smaller enhancement than the order of magnitude enhancement of the pressure
and density, and thus the thermal hot electron pressure is primarily influenced by the hot electron
density.
Panel e shows that like the hot parallel electron pressure and electron density, the parallel electron plasma beta is low (between 0.001–0.01) during the prestorm period. βk,e is greatly enhanced
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(to ∼0.1) in the main phase between pre-midnight and dawn between L = 4–6 during both CMEand CIR-driven storms. On average, the dusk-to-noon βk,e is slightly stronger during the main
phase of CME storms than CIR storms. This is to be expected as the CME storms showed a greater
pressure enhancement. During the early recovery phase, the plasma beta profile becomes more
symmetric before becoming essentially fully symmetric in the late recovery phase. The plasma
beta enhancement levels steadily decrease during the recovery periods from the main phase peak
but are still above the prestorm values. During the recovery phase, the electron plasma beta levels
are comparable between CME and CIR storms.
Panel f shows that outside of L = 4, the highest temperature anisotropies are observed in the
prestorm periods for both CME and CIR storms. The average temperature anisotropy drops during
the main phase across the nightside between L = 4–6. Comparing panels f and e, the regions that
show a main phase enhancement in plasma beta, exhibit a low anisotropy due to the freshly injected
electrons. During the early recovery period, the levels of anisotropy on the nightside increase and
begin the process of returning to their prestorm levels. Portions of the dayside (particularly between
noon and dusk between L = 5–6) have enhancements in βk,e during the early recovery phase and
concurrently have a drop in the average anisotropy. In the late recovery period, the anisotropy is
close to the prestorm anisotropy level during both CME- and CIR-driven storms. The main phase
anisotropy is somewhat lower during CME storms than CIR storms, but the difference between the
two drivers becomes negligible during the recovery periods.
Panel g shows the average chorus growth parameter, Σe . In the prestorm period, there is very
little predicted chorus growth, mostly Σe <0.01. However, during the main phase the chorus growth
parameter drastically increases to 0.05–0.07 in both CME and CIR storms between pre-midnight
to dawn and L = 4–6. During the main phase of CME-driven storms, the proxy enhancements
are slightly larger and the reach lower L shells than during CIR-driven storms. During the early
recovery period, Σe is enhanced between dawn and pre-dusk, though with a lower intensity (Σe
= 0.01–0.04) than the main-phase and early recovery enhancements between midnight and dawn.
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By the late recovery period, the proxy is almost fully symmetric in MLT with Σe =∼0.02 during
storms driven by both CMEs and CIRs.
Comparing Panels g and a, there is no 1:1 correlation between the two, as enhancements in
chorus wave power reach lower L-shells than predicted by the proxy. However, both the measured chorus power and predicted wave growth proxy show the same phase and MLT dependent
enhancements that follow from main phase source electrons drifting eastward on open drift paths
and being trapped into the symmetric, closed drift path ring current during the recovery phases
[Zhao et al. (2016)].

5.5

Discussion

We have shown using Van Allen Probes data that the intensity of chorus wave power and location in MLT/L is dependent on storm phase during storms driven by both CMEs and CIRs. The
storm-phase progression of chorus wave power mirrors the phase dependent access and transport
of plasma sheet source electrons. Chorus wave power is largest during the main phase and asymmetrically located between MLT = 21–12 and L = 4–6. During the recovery phases the chorus
wave power drops off from the main phase peak and transitions to a symmetric ring of wave power
outside of L = 4. The plasma parameters in the linear theory proxy for whistler instability wave
growth show that the storm-phase dependence of the wave growth follows the enhanced access and
subsequent trapping of source electrons.
Before the storm, hot electrons have limited access to the inner magnetosphere. However, during the main phase as substorm activity increases and the convection electric field is enhanced,
the hot electron density increases in the near-Earth plasma sheet and higher energy electrons have
greater access to the dawnside of the inner magnetosphere via open drift paths from the plasma
sheet. After the main phase ends, the convection electric field and substorm activity subside. Open
drift paths change to closed drift paths for some of these 10s of keV electrons, and a more symmetric, trapped electron ring current can develop. Chorus waves are generated via the instability
created by the temperature anisotropy of these hot electrons, and we present evidence that the spa-
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tial location of chorus wave power follows the changing access and drift history of these source
electrons. Simulation work by Jordanova et al. (2010, 2016) has shown the progression across
the dawnside of the chorus growth rate during different periods of a storm, which follows source
electron propagation. To our knowledge, our results are the first showing the storm-phased progression over MLT and L-shell with direct chorus observations. These results are slightly different
from previous statistical studies which have mainly looked at wave amplitude within different geomagnetic index ranges [Meredith et al. (2001, 2012); Li et al. (2009); Agapitov et al. (2013); Kim
et al. (2015); Wang et al. (2019)]. Combining the main and recovery phase plots of wave power
(Figure 5.3, panel a), would have the effect of creating a statistical map during geomagnetically
active periods. Doing so would smear the phase dependent access and wave activity but would
provide similar MLT/L profiles observed by previous authors during different geomagnetic index
ranges. By splitting up the main phase and recovery phases and only using single dip storms we
show the impact of steady magnetospheric convection followed by trapping during the recovery
period. Greeley et al. (2019) showed using SAMPEX data that recovery phase microbursts, particularly during CME-driven storms, can significantly contribute to global radiation belt electron
loss. Since chorus waves are linked to causing microbursts [Crew et al. (2016); Breneman et al.
(2017)], understanding the source, spatial extent, and power of recovery phase chorus is important
to understanding radiation belt dynamics.
Given that the moderate CME-driven storms were stronger than the CIR-driven storms, one
would expect a greater source electron enhancement, stronger instability growth and greater chorus
wave power during CME storms. However, since chorus can be generated by a wide range of
electron energies, strong storms are not a necessary condition to provide access for tens of eV to
10 keV electrons to the inner magnetosphere. A simple model with a Kp parameterized Maynard
and Chen (1975) Volland-Stern convection electric field and dipole magnetic field shows that a
Kp of 4 is all that is necessary to provide access of 10-keV electrons to L = 4.5 at noon, and
most moderate storms will be able to provide such access. As Figure 5.3 shows, we do observe
a slightly deeper (by ∼0.5 L shells) chorus enhancement and stronger source electron pressure
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and beta enhancement during the main phase during CME-driven storms, which can be explained
by the slightly higher average main phase Kp enhancement observed during CME-driven storms
compared to CIR ones (average peak Kp =∼5 and 4.3 during CMEs and CIRs, respectively).
Spasojevic (2014) showed using Antarctic magnetometer data from 2000–2010 that CME- and
CIR-driven storms had very little difference in chorus occurrence and amplitude with an exception
of the half day after minimum Dst∗ , in which CIR storms had higher occurrence rates and higher
average Kp. The CIR storms in this study do not show a larger recovery phase Kp, so it is not
surprising that while the results here agree with those of Spasojevic (2014) during the main phase,
they do not show the same recovery phase feature. Spasojevic (2014) also showed a storm intensity
dependence on chorus amplitude and occurrence, as larger storms had more, stronger, and longer
lasting chorus activity than moderate storms.
MacDonald et al. (2008, 2010) used LANL/MPA data to conduct storm time superposed epoch
analyses on the development of the chorus instability via the linear theory proxy. Both studies
found a drop in the instability growth at geosynchronous orbit during the main phase. Smith et al.
(2004) showed using a database from 1992–2002 of storm time ELF/VLF ground based wave observations at Halley Bay (quiet time L = 4.3) that there was a depression in the observed wave
power in the chorus band during the storm main phase. This lack of wave power was attributed to
the disruption of ducted propagation paths to the ground instead of a lack of chorus generation in
the source region. However, Spasojevic (2014) compared ground based chorus observations from
two additional Antarctic receiving stations, Palmer Station (L = 2.4) and South Pole Station (L >
9). At Palmer Station the occurrence and amplitude of chorus waves were significantly enhanced
during the main phase, whereas observations at South Pole station showed a strong dropout in
chorus activity and amplitude during the main phase. This was attributed to the changing geomagnetic field configuration with the increased geomagnetic activity of the main phase. Spasojevic
(2014) showed that at Halley Bay, the field lines passing through the ground station on the nightside could be stretched out to distances > 10 RE , which would be beyond the chorus source region
and could explain the dropout in chorus activity observed by Smith et al. (2004) during the main
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phase, and that the same field line stretching at geosynchronous orbit could explain the main phase
chorus proxy dropout observed by MacDonald et al. (2008, 2010). Li et al. (2012) showed using
THEMIS observations between L∗ = 5–9 that 10-MeV/G source electrons were most enhanced
around minimum Dst between L∗ = 5–9, and consequently chorus activity was strongest then as
well. The results of this study show that the measured chorus wave activity and the source electron population along with the corresponding chorus wave growth proxy are most enhanced during
the main phase in the inner magnetosphere between L = 3–6, matching the results from Li et al.
(2012), and Spasojevic (2014), and that while the results here do not directly match those by MacDonald et al. (2008, 2010)], the discrepancies can be explained by field line stretching outside of
the chorus source region observed at geosynchronous orbit.
MacDonald et al. (2008, 2010) and Yue et al. (2016) have previously shown that when an electron distribution correlated with chorus wave activity is observed, it typically has already relaxed to
a more stable state. They hypothesized that the wave excitation process occurs on a faster timescale
than could be captured by the spacecraft instrumentation and therefore most of the time, the observed plasma parameters are below the threshold criterion. However, they pointed out that higher
predicted instability growths are still indicators of greater chorus wave activity. We find similar
values of Σe (between 0.05–0.07) near dawn during the main and early recovery periods of both
CME and CIR storms to those observed by MacDonald et al. (2008, 2010) in the early recovery
period (∼0.05).
Panels e and f in Figure 5.3 show that regions that see an enhancement in βk,e during the
main and early recovery phases also observe a drop in the electron temperature anisotropy. The
temperature anisotropy then increases as βk,e decreases in the late recovery period. The main
phase drop in anisotropy is most likely the combined effect of the isotropy of fresh tail plasma
as well as chorus wave activity relaxing the anisotropy. As βk,e increases with increased electron
access, previous stable/quasi-stable levels of anisotropy are unstable and wave excitation process
will occur, thereby shifting electrons to a more stable state with a lower anisotropy. There are
regions which have a drop in the anisotropy in the main phase, but do not see an enhancement in
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chorus wave activity (for example, see the main phase post-dusk sector during CIR-driven storms
in Figure 5.3, panels a and f). These are likely regions where some newer isotropic electrons have
come in to the inner magnetosphere, which have not had sufficient time to develop an anisotropy.
As evidenced by the lack of an enhancement in the chorus growth proxy, there is not a significant
enough population to generate chorus. During the recovery phases, the source electron population
becomes more anisotropic as it continues on its drift while losing more field aligned particles to
precipitation [Korth et al. (1999)]. Additionally, βk,e decreases during the recovery phase at most
MLT, returning more moderate anisotropy values to a stable/quasi-stable state.

5.6

Conclusions

In this study, Van Allen Probes observations have been used to study the development of chorus
wave activity and source electrons as a function of MLT, L, and storm-phase during moderate
CME- and CIR-driven storms between January 2013 and April 2016. By examining the observed
chorus wave power and electron parameters relating to the growth of waves we have shown the
following:
1. The local time distribution of chorus wave power is a function of storm phase, which reflects
the changing access and trapping of the few keV to tens of keV source electrons.
2. The strongest chorus wave power and predicted wave growth are observed during the storm
main phase between midnight and dawn; in the recovery phase the wave intensity and predicted growth decrease and spread across the dayside forming a more symmetric ring of
chorus wave activity.
3. Storms driven by both CMEs and CIRs exhibit the same general MLT/L-shell/storm-phase
behavior, however, the stronger CME-driven storms show greater and deeper penetrating
source electron enhancements and levels of chorus activity during the main phase compared
to CIR-driven storms.
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4. The injection of new, denser hot electron plasma is the main driver of chorus wave activity,
and the hot βk,e parameter is the primary driver of the inferred proxy for chorus growth, Σe .
Since chorus waves can have a direct impact on the radiation belt dynamics as both a source
and loss mechanism, this study highlights the importance of understanding the development of the
source electrons in the plasma sheet and their access and drift history in the inner magnetosphere.
As Chapter 6 will show, Bingham et al. (2018) showed the importance of the depth of penetration
and the timing of chorus wave generation if local acceleration of 100s of keV seed electrons to
relativistic energies is to occur. They showed that CME-driven storms, which contained an earlier,
deeper and stronger seed electron enhancement, were more likely to overlap with active chorus
waves and showed a greater and more frequent radiation belt enhancement than CIR-driven storms
which featured a weaker and slower developing seed population. Fully understanding the origin
and loss of the source electron population and the principal factors governing its development
remains a necessary step that will need to be taken to accurately model both ring current dynamics
and the outer radiation belt during storm times.
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CHAPTER 6
THE RADIATION BELT RESPONSE TO CHORUS WAVE ACTIVITY
AND SEED ELECTRON DEVELOPMENT DURING CME- OR
CIR-DRIVEN STORMS

6.1

Overview

A superposed epoch analysis of chorus wave activity, seed electron development, and the outer
radiation belt electron response between for 25 CME and 35 CIR storms using Van Allen Probes
observations is presented in this chapter. Electron data from the MagEIS (Section 2.1.3) and the
REPT (Section 2.1.4) instruments are used to monitor the storm-phase development of the seed
and relativistic electrons, and magnetic field measurements from EMFISIS (Section 2.1.1) are
used to identify the chorus wave activity. Our results show a deeper, stronger, and earlier average
seed electron enhancement and a resulting greater average radiation belt electron enhancement in
CME storms compared to the CIR storms despite similar levels and lifetimes of average chorus
wave activity for the two storm drivers. The earlier and deeper seed electron enhancement during
the CME storms, likely driven by greater convection and substorm activity, provides a higher
probability for local acceleration. These results emphasize the importance of the timing and the
level of the seed electron enhancements in radiation belt dynamics.
The content of this chapter is reprinted in parts and re-organized in others from the Journal of
Geophysical Research: Space Physics paper titled The outer radiation belt response to the storm
time development of seed electrons and chorus wave activity during CME and CIR storms, which
is cited in this thesis as Bingham et al. (2018). This chapter is organized as follows: Section
6.2 presents the background of previous work done relating to radiation belt enhancements, local
acceleration, and chorus wave development. Section 6.3 describes the data used in the study.
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Section 6.4 describes the results of this study and is presents the average flux response (Section
6.4.1) and phase space density response (Section 6.4.2). Section 6.5 provides a discussion of the
results of this study. Section 6.6 summarizes the results of this chapter.

6.2

Background

The Earth’s Van Allen outer radiation belt consists of trapped electrons at high energies drifting
around the Earth between ∼3 and ∼7 RE and bouncing along geomagnetic field lines. The outer
radiation belt is among the most dynamic regions in the inner magnetosphere, shown by Reeves
et al. (2003) to vary greatly for different geomagnetic storms. They studied 276 moderate to intense storms and found that during geomagnetic storms, the outer radiation belt electron fluxes
can increase (53%), decrease (19%), or produce small changes (28%). This variability is due to
the competing enhancement and loss mechanisms during storm times that can alter the relativistic
electron fluxes by orders of magnitude. Radiation belt enhancements are predominantly driven by
local acceleration via wave-particle interactions, inward radial diffusion, and direct injection of energized particles, all of which typically operate at different timescales. In contrast, magnetopause
shadowing, pitch-angle scattering via wave-particle interactions, and adiabatic effects or outward
radial diffusion combined with true loss mechanisms are generally responsible for radiation belt
losses [Millan and Thorne (2007); Ebihara and Miyoshi (2011); Turner et al. (2013); Ukhorskiy
and Sitnov (2013)].
The underlying phenomena that drive most radiation belt enhancements are more active during storm times, though they can still be present and result in radiation belt enhancements during
nonstorm times. Inward radial diffusion involves the transport of particles from larger L shells
inward. As the particles move inward, they are accelerated through the conservation of the first
adiabatic invariant, µ. Particle interactions with ultralow frequency (ULF) waves can additionally
enhance this process [Rostoker et al. (1998); Elkington et al. (1999); Elkington (2006); O’Brien
et al. (2001); Mann et al. (2004); Shprits et al. (2008a)]. In local acceleration, very low frequency
chorus waves (≥1 kHz) are effective in accelerating lower energy seed electrons (tens to hundreds
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of keV) up to relativistic energies [Reeves et al. (1998); Thorne et al. (2013); Baker et al. (2014);
Xiao et al. (2014)]. Chorus wave activity in the inner magnetosphere is typically generated outside the plasmasphere as a result of the strong temperature anisotropy in the population of source
electrons (few tens of keV; Kennel and Petschek (1966)). The source population is significantly
enhanced during storm times as increased convection and substorm activity drive source electrons
from the plasma sheet to the inner magnetosphere [Anderson and Maeda (1977); Meredith et al.
(2001, 2012); Omura et al. (2009); Li et al. (2016)]. The electron flux in the seed population is
also largely determined by substorm activity and enhanced convection [Khazanov et al. (2004);
Ganushkina et al. (2013); Kissinger et al. (2014); Allison et al. (2017); Tang et al. (2017b)]. The
process of localized acceleration and the importance of the seed population have been both observed and modeled for several major relativistic electron enhancement events [Baker et al. (1998);
Miyoshi (2003); Shprits et al. (2008b); Thorne et al. (2013); Boyd et al. (2014); Foster et al. (2014);
Li et al. (2014); Tu et al. (2014)]. Jaynes et al. (2015) studied a ∼1.5-month period from August–
September 2014, where they showed that during this interval, radiation belt enhancements only
occurred if enhanced source population, wave activity, and seed population were all present and if
any of those were missing, then the relativistic electron enhancements were not observed. Boyd
et al. (2016) and Tang et al. (2017b) have shown that the seed population is strongly correlated
with the core radiation belt population. Boyd et al. (2016) also showed that the seed population
is subject to a threshold phase space density that is a necessary condition for the enhancement of
MeV electrons.
As outlined in Section 1.4 and mentioned in the preceding chapters, the primary drivers of
geomagnetic storms are coronal mass ejections (CMEs) and co-rotating interaction regions + high
speed streams of solar wind (CIR-HSS, for brevity, referred to as CIRs in the rest of this chapter).
Chapters 3, 4, and 5 and previous studies have shown that the differences in the typical solar wind
and IMF conditions related to these drivers are responsible for the differences observed in the density, temperature, and ion composition of the plasma sheet, the ring current strength, the substorm
activity, and the ULF wave activity [Borovsky and Denton (2006); Borovsky and Steinberg (2006);

159

Denton et al. (2006); Turner et al. (2009); Cramer et al. (2013)]. Chapter 3 and additional modeling
and observational work has shown that the development of the ring current pressure is sensitive to
the differences in particle temperatures and densities in the plasma sheet Elfritz et al. (2014); Menz
et al. (2017). Using NOAA/POES and Akebono satellite data Miyoshi et al. (2013) showed that
in high-speed solar wind events with a southward IMF produced a continuous enhancement of hot
electrons in the plasma sheet, which lead to continuous whistler wave activity coinciding with radiation belt enhancements, while northward IMF stream events produced only small enhancements
in the plasma sheet, intermittent chorus activity, and no net radiation belt enhancement. Therefore,
the conditioning of the plasma sheet and the characteristic differences in the evolution of the IMFBz , solar wind speed, density, and temperature during CME and CIR storms could in turn affect
the efficacy of the development of the constituents necessary for localized acceleration and thus
radiation belt enhancement.
Most statistical studies of the outer radiation belt evolution during geomagnetic storms have
used observations at geosynchronous (GOES) or low altitude polar orbits (SAMPEX and NOAA
POES; Miyoshi and Kataoka (2005); Miyoshi et al. (2013); Kataoka and Miyoshi (2006); Li et al.
(2011); Reeves et al. (2011); Yuan and Zong (2012)). Both NOAA-POES and SAMPEX can
resolve the L dependence of enhancements of the quasi-trapped and precipitating electron populations only. In addition, these low altitude polar orbiting missions are limited in the energy range
of observations such that neither can be used to create the phase space density. Furthermore, they
both cannot directly measure the low latitude chorus waves that drive localized acceleration. Satellites at geosynchronous orbit are limited to a fixed radial distance, r = 6.6 RE , and both Shen
et al. (2017) and Yuan and Zong (2012) showed, using Van Allen Probes and SAMPEX/GOES
data, respectively, that relativistic electron flux levels at geosynchronous distance are not entirely
representative of flux levels at lower L shells. Shen et al. (2017) showed that the average relativistic flux level for CME storms can be substantially higher at inner L∗ , while flux levels closer
to geosynchronous distances are much more comparable or possibly higher during CIR storms.
Yuan and Zong (2012) showed that the total radiation belt content enhancement was larger during
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CME storms than CIR storms, whereas at geosynchronous orbit, the average flux enhancement
was larger during CIR storms than CME storms. The Van Allen Probes provide an opportunity to
extensively study the chorus wave activity, seed electron development, and radiation belt response
in the heart of the radiation belt during CME- and CIR-driven storms.
In this chapter, we study the temporal and spatial development of the chorus wave activity and
the seed population, the constituents for local acceleration, and the radiation belt response as a
function of storm phase and solar wind driver. For this, we use Van Allen Probes observations
to conduct a statistical epoch analysis of the average chorus wave power, as well as the seed and
relativistic electron response between L∗ = 2.5 and 5.5 for CME and CIR storms.

6.3

Data

This study uses data from the Magnetic Electron Ion Spectrometer (MagEIS), measuring electron
flux from 30 keV to 4 MeV, and the Relativistic Electron Proton Telescope (REPT), measuring
electron flux from ∼1–20 MeV on board the Van Allen Probes [Baker et al. (2013); Blake et al.
(2013)]. Both instruments are part of the Radiation Belt Storm Probes-Energetic Particle Composition and Thermal Plasma (RBSP-ECT) instrument suite [Spence et al. (2013)]. Magnetic field
measurements are provided by the Electric and Magnetic Field Instrument Suite and Integrated Science (EMFISIS) magnetometer [Kletzing et al. (2013)] are used to calculate chorus wave power
and electron phase space density (PSD). Since whistler mode chorus is typically observed between
∼0.05 and 0.8 fce , where fce is the local electron gyrofrequency, the measured chorus wave power
is calculated by integrating the omnidirectional wave power in this frequency range [Tsurutani
and Smith (1974); Koons and Roeder (1990)]. Other wave modes may also be included in this
frequency range. However, magnetosonic wave energy is limited to a frequency range below the
lower hybrid resonance and would not be present in this frequency range [Russell et al. (1970)].
Hiss wave energy peaks near the lower hybrid frequency [Li et al. (2015)] and chorus would be
the dominant wave mode during overlapping events [Cornilleau-Wehrlin et al. (1978)]. To distinguish chorus from other wave modes we use similar method to Li et al. (2016), where chorus is
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identified by the following criteria: (1) RBSP is outside of the plasmasphere as determined by the
density (using criteria from Hartley et al. (2018)), (2) wave frequencies between 0.05 and 0.8 fce ,
(3) planarity > 0.6, and (4) ellipticity > 0.7. The electron PSD is calculated following the method
described in Boyd et al. (2014). Pitch angle resolved flux data from MagEIS and REPT, together
with magnetic field data from EMFISIS, are used to calculate the PSD as a function of the three
adiabatic invariants µ, K, and L∗ , where the real-time Tsyganenko and Sitnov (2005) magnetic
field model is used as the global magnetic field. The event list follows those used in the preceding
chapters and described in Section 2.2.

6.4

Seed and Radiation Belt Electron Response to CME and CIR Storms

To study the response of the seed population and the outer radiation belt electrons during CME and
CIR storms, we used Van Allen Probes observations from the storms listed in Table 2.2 to construct
a superposed epoch analysis versus L∗ of the observed electron differential flux and phase space
density (PSD) and the chorus wave power. Each of the CME and CIR storms in our list can exhibit
radiation belt enhancement, loss, or no change [Reeves et al. (2003); Turner et al. (2015)]; That is,
there is no preselection depending on the radiation belt response.
In this study, we consider the ∼100- to ∼460-keV electrons to represent the seed population.
This is in agreement with Boyd et al. (2016) and Murphy et al. (2018) who have used the 150MeV/G electrons as their representative seed population, which typically translates to ∼190 keV
at L∗ = 5.5 and ∼450 keV at L∗ = 4. Similarly, Turner et al. (2015) used the ∼100–500 keV energy
range as their definition of the seed population. Electrons from several keV to tens of keV represent
the source population, as chorus waves are thought to originate from unstable electrons in these
energies [Kennel and Petschek (1966); Tsurutani and Smith (1974); Meredith et al. (2001); Turner
et al. (2015); Li et al. (2016); Simms et al. (2018)]. Turner et al. (2015) found the ∼500–800-keV
energy range to describe the transition range from the seed population to the core radiation belt
population between L∗ = 3 and 6.
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Since the objective of this study is to identify the development of chorus wave activity, the seed
electron population, and the radiation belt response as a function of storm phase, the superposed
epoch analysis performed is tied to two different times. As shown by Pulkkinen et al. (2007),
Ilie et al. (2008), and Katus et al. (2013), a normalized timeline for superposed epoch analysis
can demonstrate a better reproduction of average storm time dynamics than a standard running
timeline. The first time is the start of the main phase for each storm, defined as the time when
Dst∗ begins to drop. This time, which marks the beginning of enhanced convection and substorm
activity, is set at t = -12 hours in the epoch analysis timeline. The second time is the end of the
main phase, defined as Dst∗ minimum. This time, when convection and substorm activity start to
decline, is set at t = 0 hours in the epoch timeline. Thus, the main phase has been time normalized
to 12 hours, or three bins representing the beginning, middle, and late time periods of the main
phase, for each storm. 12 hours was chosen as it was close to the average time for the storm main
phase (11.2 and 10.0 hours, with a standard deviation of 7.1 and 7.3 hours for CME- and CIRdriven storms respectively). The intervals before and after the main phase are not time normalized.
Section 6.4.1 shows the strength and spread of differential flux responses for seed and radiation
belt electrons to establish differences in flux enhancements therein between CME- and CIR-driven
storms. Section 6.4.2 uses the calculated PSD to look for evidence of adiabatic and nonadiabatic acceleration of seed and radiation belt electrons during CME- and CIR-driven storms. Since
changes in PSD can show total sources or losses to the system, section 6.4.2 also shows the observational occurrence rates of enhancements or losses to seed and radiation belt electrons during
CME- and CIR-driven storms.
6.4.1

Electron Differential Flux Response

Figure 6.1 shows the superposed epoch plots of the median electron differential flux versus L∗
for different energies representing the seed and radiation belt populations for the two storm drivers,
as well as the observed chorus wave power for two local time sectors. Data from each storm are
binned by L∗ , ranging from L∗ = 2.5–5.5 with a spatial resolution of 0.25 L∗ shells, and by epoch
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time with a temporal resolution of 4 hr. The time normalized main phase epoch, marked by the two
vertical lines, is divided into three equal bins of 4-hr duration. The specific energy channels shown
for the two populations, seed (panels a–d) and radiation belt (panels e–g), are selected because
they exhibit changes that are representative of the development of the two populations. In these
plots, the color scale range changes for the different energies to depict the flux variability during
the storm phases for each energy channel; however, it is kept the same for each energy channel
for the two storm drivers, to allow for direct comparisons. The panels from top to bottom show
the transition from the seed electrons (panels a–d) to relativistic/ultra-relativistic electrons (panels
e–g), and the average dawn/dusk chorus wave power (panels h and i), where dawn is from MLT
= 21 to 9 and dusk is from MLT = 9 to 21. Measurements for energies from 110 keV to 1 MeV
(panels a–f) are from the MagEIS instrument, and the 4-MeV measurements are from REPT (panel
g). As was described in section 3, epoch time t = 0 is defined at minimum Dst∗ , and the storm
main phase has been time normalized to 12 hr for each storm. The recovery phase is limited to 36
hr after minimum Dst∗ , as we focus on the effects of chorus wave activity - and radiation belt flux
levels are relatively stable from that point on (seed energy flux levels show no further enhancement
after 36 hr of recovery but do begin to show loss). The same figure with an extended recovery
period of 4 days (covering timescales for radial diffusion) is shown in Figure 6.2. The rest of the
figures in this chapter will carry the same bin sizing and time normalization, and for each figure, a
long timescale version is provided with the 4-day extended recovery period.
In Figure 6.1, the seed population shows overall a stronger (higher flux) average response developing for the CME storms (panels a1–d1) compared to the CIR storms (a2–d2) over all energies.
For the CME storms, the increase of the seed flux above prestorm levels occurs during the storm
main phase and earlier in time by ∼4–8 hr compared to the CIR storms, while it penetrates the inner magnetosphere deeper by ∼0.5 L∗ . For the CIR storms, the seed flux exceeds prestorm levels
at, or close to, the beginning of the recovery phase. Overall, for each storm driver, all seed electron
energy channels show flux versus L∗ profiles that are similar in shape and timing, indicating a
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Figure 6.1: Superposed epoch analysis of the median flux and chorus wave power observed by
RBSP during CME and CIR storms. The main phase has been time normalized to 12 hours for
each storm and t = 0 is set to minimum Dst∗ . Vertical black lines indicate start-stop of the main
phase. Panels a–g show the median flux for the energy bins centered around 110 keV, 220 keV,
330 keV, 460 keV, 740 keV, 1 MeV, and 4 MeV. Panels h–i show the average chorus wave power
as measured by the EMFISIS instrument on board RBSP in the dawn (defined as 21–9 MLT) and
dusk (defined as 9–21 MLT) sectors.
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similar formation mechanism in this range of energies. However, the lower energy seed electrons
(∼110 keV) have a shorter enhancement lifetime than the higher energy seed electrons.
The radiation belt electron profiles (panels e1–g1 and e2–g2) are distinctly different from the
seed energy range profiles, exhibiting different timescales. In the radiation belt energies, there is
a greater average overall enhancement of the flux during the CME storms than the CIR storms.
Both CMEs and CIRs show radiation belt losses during the storm main phase. The losses are
more pronounced for higher energies than lower energies (4 MeV compared to 740 keV) and at
higher L∗ . However, in the CIR storms, the losses reach lower L∗ compared to CME storms for all
energies. For the CMEs, the radiation belt flux starts increasing above prestorm levels ∼4 hr post
minimum Dst∗ with a peak flux around L∗ = 4. From this time until ∼20 hr after minimum Dst∗ ,
the flux rises, and it then levels out. In contrast, during the same epoch time that the CME radiation
belt fluxes start recovering, the CIR radiation belt electron energies still show a net loss. For the
CIRs, the 740-keV flux returns first, showing a modest increase ∼4 hr after minimum Dst∗ and a
larger increase ∼20 hr after minimum Dst∗ . The CIR 1-MeV electrons do not return to prestorm
levels until ∼20 hr after minimum Dst∗ , and the CIR 4-MeV electrons never return to the prestorm
levels (even on the 4-day timescale shown in Figure 6.2).
The dawnside chorus wave activity is greatly enhanced during the main phase for both CMEs
(panel h1) and CIRs (panel h2), with similar levels of intensities for both drivers. The CME chorus
wave power peaks at L∗ =∼4–5, while for the CIR storms, the peak power is at higher L∗ . In
the early recovery phase, ∼8 hr after minimum Dst∗ , the dawnside chorus activity decays but is
still more elevated than the prestorm period. In contrast, in the duskside (panels i1 and i2), for
both drivers, chorus wave activity peaks during the early recovery phase, however with a lower
intensity than the dawnside main phase peak intensity. Comparing the seed and radiation belt
electron response during the early recovery phase, we see that the redevelopment of the radiation
belt electrons in the CME storms begins ∼4 hr after minimum Dst∗ , and it coincides with the CME
seed electron fluxes starting to reach their peak levels while the chorus activity is still strong. In
contrast, during this period in the CIR storms, although the chorus wave activity is comparable to
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Figure 6.2: Superposed epoch analysis of the median flux and chorus wave power observed by
RBSP during CME and CIR storms. The main phase has been time normalized to 12 hours for
each storm and t = 0 is set to minimum Dst∗ . Vertical black lines denote the start-stop times of the
main phase. Panels a–g show the median flux for the energy bins center around 110 keV, 220 keV,
330 keV, 460 keV, 740 keV, 1 MeV, and 4 MeV. Panels h–i show the average chorus wave power
as measured by the EMFISIS instrument on board RBSP in the dawn (defined as 21–9 MLT) and
dusk (9–12 MLT) sectors.
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the CME storms, the seed electron flux is lower than in the CME storms, and there is only a slight
radiation belt increase.
Figure 6.2 shows many of the same trends as Figure 6.1, but since CIR storms are known to
generate radiation belt enhancements days after the end of the main phase, and radial diffusion
often takes a longer time to generate an enhancement than local acceleration, it is important to
look at the extended time frame as well. The observed fluxes of seed electrons continue to slowly
decay after the 1.5 days of recovery shown in Figure 6.1 for both CME- and CIR-driven storms.
There is no further enhancement of the seed population in either CME- or CIR-driven storms after
the 1.5 days of recovery shown in Figure 6.1. Loss for the highest energy seed population shown
(460 keV, Panels D1 & D2) do not begin until ∼2 days after minimum Dst∗. However, after 4
days of recovery, the seed flux for still well above prestorm levels between L∗ = 4–5.5 for each
seed energy shown.
During the longer timescale shown in Figure 6.2, the radiation belts are fairly stable between
1.5–4 days after minimum Dst∗ . During CME-driven storms there is a slight loss in the median
flux of the 740-keV and 4-MeV electrons between L∗ = 3.5–5.5 starting ∼2 days post minimum
Dst∗ . However, this loss is less than a factor of 2. In the days after the main phase of CIR-driven
storms, the radiation belt flux is fairly constant for the 740-keV and 1-MeV electrons, however,
there is a slight increase in the 4-MeV electron flux beginning ∼2 days after minimum Dst∗
bewteen L∗ = 3.5–4.5.
To better compare the average seed and radiation belt electron flux development for the two
types of storms and to indicate the corresponding spread of the flux levels of the individual storms,
Figure 6.3 shows the superposed epoch analysis of the median (black line for CMEs and red line
for CIRs) and the 25th/75th percentile flux (indicated by the extent of the gray and pink shaded
regions around the median values) for three different L∗ ranges (3.5–4, 4–4.5, and 4.5–5) and for
the same energies and same main phase time normalization shown in Figure 6.1. As in Figure 6.1,
the flux range plotted changes for the different energies to best depict the flux variability during
the storm phases but is kept the same for each energy channel for the two storm drivers across all
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Figure 6.3: Lines show the median differential flux for different energy electrons observed by
RBSP during CME (black) and CIR (red) storms. Vertical black lines indicate start-stop of the
main phase, which has been normalized to 12 hours. Shaded regions show the flux between the
25th/75th percentiles and the lines denote the median flux levels. Panels a–g show the flux for the
energy bins centered around 110 keV, 220 keV, 330 keV, 460 keV 740 keV, 1 MeV, and 4 MeV for
three different L∗ ranges: 3.5–4, 4–4.5, and 4.5–5 — panel indices 1, 2, 3 respectively.

three different L∗ ranges. Figure 6.4 shows the same figure but with an extended 4-day recovery
period.
Panels a1–d1 in Figure 6.3 show the electron flux development for the seed energies for L∗ =
3.5–4. For each energy from 110 to 460 keV in this L∗ range, the CME storm seed flux (black
lines) starts increasing at the beginning of the main phase. In contrast, for CIR storms (red lines),
the electron flux buildup is delayed, and this delay is longer for the higher energies. During the
main phase, the CME flux levels are higher than the CIR ones, and the spread between median and
quartile values is large for both types of storms, with some overlap between the CME lower quartile
and the CIR upper one. A similar trend is seen in the prestorm phase, with a larger spread of the
quartile values and a much higher overlap between CME and CIR values. Although the disparity
between the CME and CIR prestorm median fluxes might be statistically nonsignificant due to the
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large spread of the quartile values, this could also be a manifestation of the preconditioning of
the magnetosphere for the CIR storms. According to Borovsky and Steinberg (2006), intervals
of extreme geomagnetic calm just prior to recurring CIR-driven storms can result in the loss of
relativistic electrons prior to the arrival of the CIR.
The electron seed flux peaks in the early recovery period for both storm drivers. However,
in the recovery phase, the CME seed flux is higher than the CIR flux for every energy, while the
difference between the flux levels for the two storm drivers is larger for the higher energies. The
difference in the median fluxes is almost a factor of 10 in the 460-keV electrons, and the upper
quartile CIR fluxes are almost a factor of 5 below the median CME fluxes. At L∗ = 4–4.5 (panels
a2–d2), the main phase seed behavior is similar to the lower L∗ range, where the seed flux is larger
in the CME storms than in CIR storms (∼factor of 10 difference between the median CME and CIR
fluxes and greater median CME flux than upper quartile CIR flux at the end of the main phase for
460-keV electrons), and the CME seed flux starts increasing earlier compared to the corresponding
CIR seed flux. However, during the recovery phase, the CIR fluxes are much closer to the CME
fluxes, and there is less spread between median and quartile values. At L∗ = 4.5–5 (panels a3–d3),
the seed electrons still increase earlier in CME storms than in CIR storms, though at their peak in
the recovery phase, the CME and CIR seed fluxes are fairly comparable (within a factor of ∼2) for
almost every seed energy.
Overall, the largest differences between the CME and CIR seed populations are at lower L
shells and at the highest seed energies. While both storm types exhibit comparable seed fluxes at
the higher L∗ , the CME storms are more effective at driving the seed population to lower L shells
where they are energized in the process. However, as evidenced by the greater spread between
the quartiles from the median, there is higher variability between the medians and quartiles for
both CMEs and CIRs at the lower L∗ ranges and higher seed energies. In addition, for each storm
driver, there is larger variability during the storm main phase compared to the recovery phase.
These trends most likely reflect the variability in the individual storm energization efficiency and
convection strength.
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Similarly, panels e–g in Figure 6.3 show the radiation belt electron flux for the three L∗ ranges.
At L∗ = 3.5–4 (panels e1–g1), during the storm main phase, the CIR storms show a modest loss
in the radiation belt electron flux, while the corresponding fluxes for CME storms seem mainly
unaffected at energies below 4 MeV. The 4-MeV electrons exhibit the largest main phase loss in
both CME and CIR storms. During the storm recovery phase and ∼4–8 hr after minimum Dst∗ ,
the CME electron fluxes begin to rise and start to show an enhancement compared to prestorm
levels. The level of this CME enhancement is higher in the lower radiation belt energies than in
the ultrarelativistic 4-MeV bin. About ∼20 hr after minimum Dst∗ , the radiation belt flux levels
plateau. It is notable that, in this L∗ range, throughout the entirety of the recovery period, the CME
median for all three radiation belt energies shown is well above the CIR upper quartile line. The
CIR flux for the radiation belt energies shows some recovery in the recovery period but does not
exceed prestorm levels, and the 4-MeV electron flux is still well below the prestorm level after 36
hr of recovery (both the median and upper quartile).
At higher L∗ (4–4.5), panels e2–g2, the CIR storms show a loss during the main phase for all
energies. Similar to the lower L∗ range, the CMEs only show a main phase loss in the 4-MeV
electrons. Beginning in the early recovery period, the CME storms have fluxes increasing and
exceeding prestorm averages in all energies. In contrast, only the CIR 740-keV electrons (panel
e2) have an overall flux enhancement in the early recovery period. For the CIR 1-MeV electrons
(panel f2), the recovery period shows the flux returning to prestorm levels on average, whereas
for the 4-MeV electrons in CIR storms (panel g2), there is an overall loss by almost an order of
magnitude on average for both the median and upper quartile values. For almost the entirety of the
recovery period, the CME median flux lies above the CIR upper quartile flux for the radiation belt
energies.
Panels e3–g3 show the radiation belt electron flux between L∗ = 4.5–5. During the main phase,
both CMEs and CIRs show a loss of electron flux across all energies shown. In the early recovery
period, the CME radiation belt fluxes begin to show a flux enhancement ∼4–8 hr after minimum
Dst∗ . The enhancement continues to increase until ∼24 hr after minimum Dst∗ . For CIRs, the
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Figure 6.4: Superposed epoch analysis of the median and 25th/75th percentile flux observed by
RBSP during CME (black) and CIR (red) storms between L∗ = 3.5–4, 4–4.5, and 4.5–5. The main
phase has been time normalized to 12 hours for each storm and t = 0 is set to minimum Dst∗ .
Vertical black lines denote the start-stop times of the main phase. Panels a–g show the median flux
for the energy bins center around 110 keV, 220 keV, 330 keV, 460 keV, 740 keV, 1 MeV, and 4
MeV.

740-keV and 1-MeV energy electrons show a net flux enhancement by the end of the recovery
period. The flux begins to increase from its minimum 4 hr after minimum Dst∗ , but they do not
exceed prestorm levels until ∼20 hr after minimum Dst∗ . The 4-MeV electrons in CIR storms
show little growth or recovery after the loss during the main phase.
Overall, for the CME storms, the flux enhancement for each energy shown is the greatest
between L∗ = 3.5–4.5, whereas for CIRs, the greatest flux enhancement is between L∗ = 4.5–5.
Similar to the seed population response, the largest differences between the average radiation belt
electron flux response in CME and CIR storms occur in the higher energies and at lower L∗ .
The long time frame shows much of the same picture as 6.3. There is some slight radiation belt
flux growth from the t = 36 hrs in the CIR-driven storms at L∗ > 4, and little to no growth below
L∗ < 4. The seed population shows some loss at each energy range from t = 36 hr on for both
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CME- and CIR-driven storms. The radiation belt flux does not show the same slight growth that
the CIR storms show for t > 36 hrs, instead they remain stable or show some decay if anything.
However, throughout this entire period, the CME seed and radiation belt flux remains higher at
lower L shells and at higher energies.
Following a similar method used in Turner et al. (2015), we can determine the percentage of
time losses or enhancements are observed. Enhancements are counted as periods where the flux
during CME- or CIR-driven storms in a respective L∗ , time bin is greater than twice the prestorm
average for that L∗ during either CME- or CIR-driven storms. Likewise, losses are periods where
the flux is less than half of the prestorm average. Periods which are between half and double the
prestorm average are considered to be “in-between” events.
Figure 6.5 shows the percent of times either RBSP-A or RBSP-B observed a flux enhancement
(Panels a1–g1 and a2–g2) or loss (Panels h1–n1 and h2–n2) during either CME- or CIR-driven
storms as defined by the criteria in the preceding paragraph. Figure 6.6 shows the same but with the
extended 4-day recovery phase included. Figure 6.5 shows many of the same trends described in
the previous figures. The main phase enhancement occurrence rates are comparable between CMEor CIR-driven storms at 110–220 keV (even higher during CIR storms at 110 keV). However, at
higher seed energies the enhancements occur more frequently during CME-driven storms than CIR
ones, and losses occur more frequently for CIR-driven storms over CME-driven ones. During the
recovery phase, lower seed energies and higher L∗ values observe a greater occurrence during
CIR-driven storms over CME ones. However, during the early recovery period (0–8 hours post
minimum Dst∗ ) at L∗ ≤4.5 flux enhancements are observed more frequently during CME-driven
storms. The largest differences between seed enhancement occurrence rates are at low L∗ values
and higher seed energies, where CME-driven storms show a much greater likelihood of deep high
seed energy enhancements over CIR ones.
This trend continues into the radiation belt electron energies. CME-driven storms begin to
show some occurrences of radiation belt enhancements during the late main phase at 740 keV
and 1 MeV. During the same time period, there are very few observations of enhancements from
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Figure 6.5: Superposed epoch analysis of the percent of points with a net enhancement or loss
compared to the prestorm average observed by RBSP during CME and CIR storms between L∗ =
2.5–5.5.

174

Figure 6.6: Superposed epoch analysis of the percent of points with a net enhancement or loss
compared to the prestorm average observed by RBSP during CME and CIR storms between L∗ =
2.5–5.5.
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CIR-driven storms. In the early recovery phase between L∗ = 3.75–4.5∼70% and ∼50% of observations during CME-driven storms have an enhancement for the 740-keV and 1-MeV electron
populations respectively. Conversely, only ∼40% and ∼10% of observtions during CIR-driven
storms show an enhancement. The CME occurrence rates increase later in the recovery period
around the initial enhancement between at L∗ = 4–4.5. There are far fewer observations of 4-MeV
electron enhancements during CIR-driven storms than CME-driven ones.
For both CME- or CIR-driven storms there are few observations of flux losses for electrons
≤330 keV. During the recovery phase of both CME- or CIR-driven storms, losses at L∗ ≥ 3.5 are
less than 10%. Losses that are present for seed electron energies are mainly during the main phase,
or for CIR-driven storms at low L∗ during the recovery phases. At 1- and 4-MeV energies, we see
similar occurrences of losses during the main phase of storms of both drivers. However, during
the early recovery period, there are far fewer observations of losses during CME-driven storms
compared to CIR ones.
To summarize, Figures 6.1, 6.3, and 6.5 show that, on average, CME storms are producing
greater levels of flux enhancements than CIR storms in both the seed and radiation belt electrons
(particularly at lower L∗ shells and at higher energies), while the chorus activity is at similar levels
and has similar MLT/L distributions for both types of storms. The radiation belt enhancements
in the CME storms begin in the early recovery phase when chorus wave activity is present and a
seed population is well established. During the same period in CIR storms, the seed population is
significantly weaker, and fewer radiation belt enhancements develop.
6.4.2

Electron Phase Space Density Response

To test if the earlier seed enhancement leads to more local acceleration during the CME storms,
we calculate the PSD in adiabatic coordinates (µ, K, L∗, see Section 2.1.6 for greater detail)
for both the seed and radiation belt electrons, to statistically separate adiabatic and nonadiabatic
effects via a superposed epoch analysis of the CME and CIR storms. The radial gradients of PSD
calculated for a fixed first invariant µ and second invariant K, and expressed as a function of
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Figure 6.7: Superposed epoch analysis of phase space density (PSD) a–f and chorus wave power
g–h observed by the Van Allen Probes during CME- or CIR-driven storms. Vertical black lines
indicate start-stop of the main phase with t = 0 at minimum Dst∗ and a time normalization applied
to the main phase of 12 hr. Panels a–f show the median PSD for the constant µ values of 50, 150,
300, 600, 1,000, and 4,000 MeV/G, respectively.
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L∗ and time, can provide information about the acceleration, transport, or losses. For this study,
we focus on particles mirroring relatively close to the magnetic equator with K = 0.115 RE G1/2 ,
which was chosen to allow for coverage in nearly all L∗ within the RBSP orbit (apogee of 5.8 RE ;
Reeves et al. (1998)). PSD profiles tend to be peaked in their source regions [Green and Kivelson
(2004))]. This means that if a PSD versus L∗ profile shows only a positive PSD gradient through
an RBSP orbit, its source region is beyond apogee. Conversely, if the PSD profile develops a
growing peak, as time progresses, within the RBSP orbit, then the source is within the radiation
belt. Previous studies have found ∼200 Mev/G (∼560 keV at L∗ = 4.0) to be the typical transition
point between positive (adiabatic acceleration) and negative (local acceleration) gradient events,
where lower fixed µ values showing steeper positive gradients and greater µ values showing more
clearly defined peaks in PSD [Chen et al. (2005); Kim et al. (2010); Turner and Li (2008); Turner
et al. (2012); Boyd et al. (2014)].
Similar to Figures 6.1 and 6.3 of section 6.4.1, Figures 6.7 and 6.8 show the superposed epoch
plots of the median electron PSD (and quartiles in Figure 6.8) for multiple fixed µ values representing the seed (panels a and b) and radiation belt (panels c–f) electrons. The PSD color scale range
changes for the different µ values, but the scale is fixed for the same µ value for the two storm
drivers. Figure 6.9 shows the superposed epoch plots of the percentage of observations where either an enhancement, loss, or no change in PSD is observed relative to the prestorm average for the
same µ values in Figures 6.7 and 6.8. An enhancement is defined as PSD greater than twice the
prestorm average for the particular L∗ range, a loss is defined as PSD less than half the prestorm
average, and no-change is defined as PSD between 0.5 and 2 times the prestorm average. The
prestorm average is calculated for each energy and L∗ bin during the 24 hr prior to the start of the
main phase.
The same superposed epoch timeline as in Figures 6.1 and 6.3 is used in Figures 6.7, 6.8, and
6.9 (since Figure 6.9 is normalized to the prestorm period of each storm, the prestorm time is
omitted from all panels in Figure 6.9). The specific constant µ values shown are selected because
they demonstrate changes that are characteristic of the development of the seed and radiation belt
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Figure 6.8: Superposed epoch analysis of the median PSD observed by RBSP during CME (black
lines and shading) and CIR (red lines and shading) storms between L∗ = 3.5–4, 4–4.5, and 4.5–5.
The main phase has been time normalized to 12 hours for each storm and t = 0 is set to minimum
Dst∗ . Vertical black lines denote the start-stop times of the main phase. Panels a–f show the median flux for constant µ values of 50 MeV/G, 150 MeV/G, 300 MeV/G, 600 MeV/G, 1000MeV/G,
and 4000 MeV/G.

populations. Figures 6.10, 6.11, and 6.12 show the extended 4-day recovery period for Figures 6.7,
6.8, and 6.9, respectively.
Overall, panels a and b in Figure 6.7 show that the average seed population develops a stronger
and deeper penetrating PSD enhancement in the CME storms compared to the CIR storms. The
50-MeV/G electrons in both CME storms and CIR storms exhibit a PSD versus L∗ profile with a
well-defined positive gradient over the entire L∗ range covered by the RBSP spacecraft throughout
all storm phases. This suggests that the 50-MeV/G electron enhancements and subsequent decay
occur adiabatically. The same is true for the 150-MeV/G seed population, though with a less welldefined but still primarily positive gradient. Boyd et al. (2016) found a threshold PSD of 1×10−4
(c/MeV-cm)3 needed in the 150-MeV/G seed population for subsequent acceleration of the 1000MeV/G core population in their cross-correlation analysis of the seed and core populations. Panels
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Figure 6.9: Superposed epoch analysis of occurrence rates for phase space density enhancement
(> 2×prestorm average), loss (< 0.5×prestorm average), and no change (between 0.5 and 2 ×
prestorm average) as observed by the Van Allen Probes during CME- or CIR-driven storms. Vertical black lines indicate the start-stop times of the main phase. t = 0 at minimum Dst∗ , and a time
normalization of 12 hr has been applied to the main phase.
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b1 and h1 in Figure 6.9 show that at the end of the main phase, the CME-driven storms are almost
twice as likely to have an enhancement of the 150-MeV/G electron population at L∗ = 4.25 as
during the CIR-driven storms (65% to 33%).
During the early recovery period, CME storms are still more likely to feature an enhancement
of the 150-MeV/G electrons than CIR storms below L∗ = 4.5. Panels b1 and b2 of Figure 6.7 show
that the average 150-MeV/G PSD enhancement is stronger, particularly at L∗ < 4.5, during the
main and early recovery phases of CME-driven storms over CIR storms. Figure 6.8 shows that this
trend is not only true of the median values but also for the spread of events as well. Between L∗
= 3.5–4 (Figure 6.8 - Panel b1), the CME median 150-MeV/G PSD reaches this threshold by the
early recovery period. In contrast, for CIRs the median PSD is a factor of ∼10 lower, while even
the upper quartile never reaches this threshold. These figures tell us that the 1×10−4 (c/MeV-cm)3
threshold is met more often, earlier, and at lower L∗ during the CME storms than the CIR storms.
For both CME- or CIR-driven storms, there are few occurrences of losses being observed to the
50- or 150-MeV/G electrons (< 10% of the time above L∗ = 4). For both CME- or CIR-driven
storms, enhancements to the 50-MeV/G electrons are less robust and drop in PSD earlier in the
recovery phase than enhancements to the 150-MeV/G electrons.
Panels c–f in Figure 6.7 show the PSD development for the radiation belt populations. Figure
6.7 shows that for both storm drivers, prior to the storm onset, each radiation belt µ value shows
PSD versus L∗ profiles that are peaked outside of the RBSP orbit, with a positive gradient. During
the storm main phase, both CME- or CIR-driven storms show losses at each radiation belt µ value.
Beginning ∼4–8 hr after minimum Dst∗ , the CME storms (panels c1–f1) demonstrate a redevelopment of the radiation belt electrons with a distinctly different PSD profile from the prestorm
period. From 300 to 1000 MeV/G, the PSD versus L∗ profiles show evidence of a growing peak
forming in the early recovery period inside of the RBSP apogee at L∗ =∼4–4.5 indicating PSD
enhancement due to local acceleration. The PSD peak spreads around L∗ = 4–4.5 during the late
recovery period. There is a difference in the sharpness of the PSD peak growth across the different
µ values as the 1000-MeV/G population has a more clearly defined peak forming than the lower
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Figure 6.10: Superposed epoch analysis of phase space density (PSD) a–f and chorus wave power
g–h observed by the Van Allen Probes during CME- or CIR-driven storms. Vertical black lines
indicate start-stop of the main phase with t = 0 at minimum Dst∗ and a time normalization applied
to the main phase of 12 hr. Panels a–f show the median PSD for the constant µ values of 50, 150,
300, 600, 1,000, and 4,000 MeV/G, respectively.
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µ values. In particular, the 300-MeV/G electrons have the least defined peak, but from ∼8–16 hr
after minimum Dst∗ , an enhancement develops that is the highest between L∗ =∼4 and 4.75 and
that continues to spread in L∗ in the late recovery period.
Further evidence that the early recovery PSD enhancement is due to local acceleration is provided by comparing the CME PSD at L∗ = 4–4.5 (Figure 6.8, Panels c2–f2) to the PSD at higher
L∗ = 4.5–5 (Figure 6.8, Panels c3–g3). The upper quartile PSD (top of grey shaded area) between
L∗ = 4–4.5 at ∼4–8 hours after minimum Dst∗ , clearly exceeds both the prestorm upper quartile
PSD and the upper quartile PSD between L∗ = 4.5–5 for the same epoch time. The highest quartile
radiation belt PSD between L∗ = 4.5–5 does not catch up to the CME PSD between 4–4.5 until
∼16 hours after minimum Dst∗ . This provides further evidence that, at least for the storm events
that contribute to the early recovery upper quartile, these enhancements (and the upper quartile
CME responses are surely enhancements) are not conserving the first adiabatic invariant.
The median ultrarelativistic 4000-MeV/G PSD during CME storms (panel f1) in Figure 6.7
does not show a peak with the same definition that the 300–1,000-MeV/G PSD does. However,
panels f2 and f3 in Figure 6.8 show that from 8–16 hr after the main phase, the upper quartile 4000MeV/G PSD is higher between L∗ = 4–4.5 than between L∗ = 4.5–5. It is possible that the largest
enhancement events are strong enough to locally enhance the 4000-MeV/G electrons but that the
more moderate events are not able to and require further adiabatic processes for enhancement.
In contrast, for the CIR storms, panels d2–f2 of Figure 6.7 show that there is no PSD enhancement for µ values above 300 MeV/G until ∼20 hr after minimum Dst∗ . The 300-MeV/G electrons
in the CIR storms (panel c2) begin developing an enhancement ∼8–12 hr after minimum Dst∗ .
Compared to the CME enhancement of the same µ value (panel c1) and at the same epoch time,
the CIR 300-MeV/G enhancement is lower in magnitude and higher in L∗ . This would imply that
inside of L∗ = 5.5, this enhancement could be forming adiabatically. The higher µ developments
(panels d2–f2 in Figure 6.7), beginning 20 hr after minimum Dst∗ , show signs of a positive gradient inside of L∗ = 5.5. This indicates that the later redevelopment of the radiation belt below L∗ =
5.5 is adiabatically driven. The redevelopment of the radiation belt could be caused by local accel-
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Figure 6.11: Superposed epoch analysis of the median PSD observed by RBSP during CME (black
lines and shading) and CIR (red lines and shading) storms between L∗ = 3.5–4, 4–4.5, and 4.5–5.
The main phase has been time normalized to 12 hours for each storm and t = 0 is set to minimum
Dst∗ . Vertical black lines denote the start-stop times of the main phase. Panels a–f show the median flux for constant µ values of 50 MeV/G, 150 MeV/G, 300 MeV/G, 600 MeV/G, 1000MeV/G,
and 4000 MeV/G.

eration, adiabatic processes, or a combination of the two that occur at or beyond RBSP’s apogee.
It should also be noted that during this late recovery period, the chorus wave activity during CIR
storms has primarily moved to higher L∗ as well (panels g2 and 52 of Figure 6.7).
Overall, panels c1–f1 and i1–l1 in Figure 6.9 show that during the end of the main phase and
the beginning of the recovery phase, CME-driven storms feature radiation belt enhancements in
PSD more often than CIR storms. The observation of radiation belt enhancements during CME
storms begins between L∗ = 4 and 4.5 at lower seed values of µ during the main phase and gradually
reaches higher µ values during the early recovery period. Between 4 and 8 hr after minimum Dst∗ ,
already ∼44% of 600-MeV/G and ∼30% of 1000-MeV/G observations during CME-driven storms
have a PSD enhancement between L∗ = 4 and 4.5. Conversely, < 10% of 600- and 1000-MeV/G
observations during CIR-driven storm feature an enhancement by that time between L∗ = 4 and

184

Figure 6.12: Superposed epoch analysis of occurrence rates for phase space density enhancement
(> 2×prestorm average), loss (< 0.5×prestorm average), and no change (between 0.5 and 2 ×
prestorm average) as observed by the Van Allen Probes during CME- or CIR-driven storms. Vertical black line indicates the end of the main phase. t = 0 at minimum Dst∗ , and a time normalization
of 12 hr has been applied to the main phase.
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4.5. During CME-driven storms, the number of enhancements observed increases during the late
recovery period at around the L∗ of the initial enhancement. By ∼24 hr after the main phase, ∼40–
50% of observations during CME storms show an enhancement in PSD for the 600–4000-MeV/G
between L∗ = 3.5 and 5. For storms driven by CIRs, <∼20% of observations show an enhancement
between 600- and 4,000-MeV/G at the same time. The enhancements that are observed during
CIR-driven storms are typically found at high L∗ . It should be noted that ∼40% of observations
of the 300-MeV/G electrons during the early recovery period of CIR storms between L∗ = 4 and
5 have an enhancement in PSD. This shows some level of radiation belt enhancement occurring
fairly often and early during CIR storms. However, for the same value of µ, this enhancement still
occurs with greater frequency during CME-driven storms (66% around L∗ = 4 at the same epoch
time).
CME- or CIR-driven storms start with similar levels of no-change occurrence rates at the beginning of the main phase. However, by the end of the main phase, there are greater loss occurrence
rates for the 600- and 1000-MeV/G radiation belt µ values at L∗ = ∼4 during CIR-driven storms
(38% and 48% for 600- and 1000-MeV/G, respectively) than CME-driven storms (24% and 27%).
The highest occurrence rates of losses are found at L∗ > ∼4.5 during the end of the main phase and
the early recovery phase for both CME- or CIR-driven storms. During this time frame, losses due
to both magnetopause shadowing and wave-particle interactions that cause pitch angle scattering
will be elevated. After ∼8 hr of recovery, there is little additional loss in radiation belt PSD. During the late recovery periods as CME-driven storms show greater enhancement occurrence rates
between L∗ = 3.5–5, CIR storms show higher occurrence rates of loss or no change.

6.5

Discussion

Enhancements to the outer radiation belt are mainly driven by radial diffusion and the localized
accelera- tion of seed electrons via resonant wave particle interactions with chorus waves. CMEs
and CIRs drive different characteristic responses in the inner magnetosphere and likewise can
influence the efficacy of radiation belt enhancements through either radial diffusion or local ac-
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celeration. Previous work has shown that the Alfvénic fluctuations and subsequent enhanced ULF
activity and radial diffusion, typically associated with CIRs, can lead to greater radiation belt enhancements during CIR storms than CME storms at geosynchronous orbit [Miyoshi and Kataoka
(2005)]. However, Yuan and Zong (2012) showed that CME storms can produce greater total radiation belt content enhancements than CIR storms. If CIR storms are more effective at promoting
ULF activity and radial diffusion, while CMEs produce greater radiation belt content enhancements, then CMEs must be more effective at other enhancement methods. This paper represents
one of the first statistical studies of the spatial and temporal development of the individual constituents for local acceleration and the radiation belt response during CME and CIR storms. The
challenge in achieving local acceleration is getting the constituents (source electrons, chorus wave
activity, and seed electrons) to temporally and spatially overlap for an extended period, and our
results show that, on average, CME storms are more effective at achieving this overlap.
Through a superposed epoch analysis, we have shown in this study that, on average, an overall
stronger seed population develops in CME storms than in CIR storms and this is associated with a
greater average enhancement of the outer radiation belts. Figures in this chapter show that the seed
population develops earlier in CME storms, reaches lower L shells, and is stronger, particularly
at the highest seed energies. The intensity, timing, and location of the development of the seed
population are each important in increasing the likelihood for local acceleration by increasing the
probability for an overlap of chorus wave activity in a seed-rich environment. Figures 6.1 and 6.7
show that the development of the chorus wave power peaks in the main phase on the dawnside,
remains elevated in the early recovery periods as it spreads across the dayside, but dies out in
the late recovery period. The seed population is strongest during the early recovery period before
slowly falling off over longer recovery timescales. It is during this early recovery period, when the
seed population is enhanced and the chorus wave activity is still present, that the largest radiation
belt enhancements begin in the CME storms. Conversely, during the same period, and with similar
levels of chorus wave activity present, CIR storms have a much lower seed population and do not
show a radiation belt enhancement. In addition to showing that a threshold PSD of ×10−4 (c/MeV-
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cm)3 was necessary in the 150-MeV/G seed population for subsequent acceleration of the 1,000MeV/G core population, Boyd et al. (2016) also showed that the 150-MeV/G seed population was
well correlated with the 1000-MeV/G core population and that the depth of penetration of the seed
population determined the inner boundary of the acceleration process. Figures 6.7 and 6.8 show
that CME storms are on average achieving this threshold at lower L∗ , more often, and earlier than
during CIR storms. Because the chorus wave activity decays in the recovery period, achieving
this threshold earlier provides a greater potential for local acceleration. Likewise, reaching this
threshold over greater ranges in L and having a higher total enhancement most likely also provide
a greater opportunity for local acceleration in CME storms over CIR storms.
Often during CIR storms, relativistic electron flux enhancements begin during the high-speed
stream phase, often 2–3 days after the main phase, potentially from the gradual radial diffusion of
relativistic electrons [Dmitriev and Chao (2003)]. For this reason, our supplementary figures show
an extended 4-day recovery period. However, during this extended period, we do not see greatly
increased enhancement occurrence rates of radiation belt electrons. For example, observations of
enhancements to 1,000-MeV/G electrons during CIR-driven storms do not increase much from 1.5
days after minimum Dst∗ (∼40% at L∗ = 5)to 3.5 days after minimum Dst∗ (∼45% at L∗ = 5). The
largest jump we find in the occurrence of radiation belt enhancements during CIR-driven storms
develops 1–2 days after the main phase at high L∗ and shows a PSD versus L∗ profile suggesting
that the enhancement occurs adiabatically inside of L∗ =∼5.5 (see Figures 6.7 or 6.10). However,
we cannot distinguish if these enhancements feature local acceleration outside of the RBSP orbit
[Boyd et al. (2018)] or adiabatic radial diffusion.
The likely source of the higher seed population during CME storms is a combination of convection and substorm activity. Forsyth et al. (2016) showed that up to three quarters of the events that
exhibited enhancements in the total radiation belt electron content (TRBEC) were preceded by a
substorm. In addition, Tang et al. (2017a) showed 800 nT AE to be a possible threshold necessary
for relativistic electron enhancements at L∗ = 4.5 and 5. Panels g1 and g2 in Figure 2.8 show that
the median and mean AE values during the CME storms lie above this threshold, whereas for CIR
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storms, they lie below. However, convection should also play a role in the electron transport to
the inner magnetosphere, as the typical stronger convection observed in CMEs, evidenced by the
stronger Kp and Dst responses (panels h and i in Figure 2.8), can allow for deeper penetration,
easier access, and further excitation of the seed electrons in CME storms.
We have shown that on average CME storms generate radiation belt enhancements at lower
L shells compared to CIR storms. This could also be related to the stronger convection and substorm activity during CME storms, as these processes would drive source/ring current electrons
responsible for chorus waves and seed electrons further into the inner magnetosphere. With local
acceleration, this would create a maximum flux in storms with stronger convection and substorm
activity at lower L. Tverskaya et al. (2003) showed the correlation between Dst minimum and
Lmax of ∼2-MeV radiation belt electrons (L where maximum flux is observed) during storms
using POLAR, HEO, and SAMPEX data. Previous work by Yuan and Zong (2012) with the SAMPEX mission has also shown that the average location in L of the maximum electron flux of the
outer radiation belt was located ∼0.5 L further in during CME storms compared to CIR storms.
Tang et al. (2017b) showed that the peak flux and location of peak flux for seed electrons had a
good correlation with the storm intensity, as measured by SY M − Hmin , and the substorm activity
measured by AE. Likewise, Turner et al. (2015) showed that the L peak of hundreds of keV electrons is well correlated with the storm magnitude. The work from this study shows a similar trend
as the CME storms have a stronger average AE and Kp response, and the corresponding seed and
radiation belt electron enhancements are observed lower in L than in CIR storms.
The chorus wave activity was most intense during the main phase on the dawnside MLT sector
but is still elevated during the early recovery period as it starts to expand to the duskside sector. This
MLT/timing effect of the chorus activity is most likely due to the time it takes for the low energy
source electrons to travel from the nightside plasma sheet around the dawnside to the duskside.
During the main phase, access for inner magnetospheric ring current electrons is primarily on open
drift paths from the plasma sheet across the dawnside and out the dayside. As the recovery phase
begins, the drift paths can change to more closed drift paths trapping ring current electrons that
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can reach dusk or comprise the symmetric ring current. Spasojevic (2014) showed using Antarctic
magnetometer stations that CME- or CIR-driven storms had comparable levels of chorus wave
activity on average but that storms with radiation belt enhancements did show a greater level of
chorus wave activity in the half day after minimum Dst compared to those without enhancements.
This timeline matches ours for when the average storms see their seed enhancement really take off
and potentially provides the proper conditions for local acceleration.
Jaynes et al. (2015) showed that if any of the necessary populations of particles or wave activity
were not present, then there would not be an enhancement of the radiation belts. Figures 6.1 and
6.7 show part of the difficulty in obtaining the wave activity and sufficient seed population. The
source electrons respond to the enhanced convection field of the main phase and ring current energy
electrons begin drifting around the dawnside of the magnetosphere driving chorus wave activity.
However, this wave activity starts to decrease during the recovery phase, as the source population
drifts further around the dayside, due to the loss of access of source electrons from the plasma
sheet as the convection field is reduced. However, the seed electrons appear to be peaking in flux
during the recovery period. Obtaining this overlap of wave activity and enhanced seed population
appears to be highly dependent on the timing of the seed enhancement. Thus, while we observe
similar levels and lifetimes of chorus wave activity in CME and CIR storms, the greater propensity
for an earlier, deeper penetrating, and stronger seed enhancement in CME storms could be enough
to provide a greater opportunity for local acceleration in CME storms, and the PSD profiles of
Figure 6.7 and 6.9 seem to show that we do have evidence of this behavior.

6.6

Summary

In this study, Van Allen Probes observations have been used to study how the parameters necessary
for local acceleration vary with time and how that affects the average response of the radiation
belt electrons during CME- and CIR-driven storms. We performed a statistical superposed epoch
analysis of the electron flux and PSD response for seed and relativistic energies and the chorus
wave power during CME and CIR storms. The superposed epoch analysis has shown the following:
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1. On average, during CME storms, there is a larger seed enhancement that penetrates the inner
magneto- sphere deeper and occurs earlier in an epoch time than in CIR storms.
2. Chorus wave power is comparable spatially, temporally, and in intensity during CME and
CIR storms.
3. The earlier seed enhancement of CME storms provides a greater opportunity for local acceleration by pro- viding more time in which chorus activity overlaps with the necessary
threshold of seed electrons.
4. PSD profiles give evidence that local acceleration occurs at lower L and temporally earlier
during CME storms than CIR ones.
This study builds on previous work showing that the seed population overall and the timing of
chorus wave activity and the seed enhancement play an important role in governing radiation belt
dynamics while also raising important questions for understanding radiation belt enhancements.
In particular, is the greater sub- storm activity and stronger convection observed in CME storms
enough to drive differences seen in the seed enhancement and to what extent must each be present
to achieve the necessary seed population? Fully understanding the origin of the seed population
and the parameters central to its development remains a necessary step that will need to be taken
to accurately model the radiation belts during storm times.
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CHAPTER 7
SUMMARY AND CONCLUSION

This dissertation has focused on the dynamics of the storm-time inner magnetosphere during
CME- and CIR-driven geomagnetic storms. The Van Allen Probes were launched in 2012 to
study the development of the source and loss processes which affect the radiation belts. In this
thesis we have completed four statistical studies on the development of the storm-time ring current
in the inner magnetosphere, which affect the transport, source, and loss mechanisms relating to
the outer radiation belt. The storm-time ring current introduces plasma which can both impact
the enhancement and depletion of the outer radiation belt. The ion ring current population can
generate electromagnetic ion cyclotron (EMIC) waves, which can pitch angle scatter radiation belt
electrons into the loss cone. The ring current electron population can generate whistler mode
chorus waves which through gyroresonance with seed electrons (100s of keV) can accelerate them
to relativistic energies and enhance the outer radiation belt. The source of the storm time ring
current is the nightside plasma sheet, and CMEs and CIRs will affect the convection electric field
and the nightside plasma sheet environment differently, which will affect the development of the
ion and electron ring current. We have conducted the first large scale storm-time statistical study of
the ring current for all major species across multiple energy ranges in the heart of the ring current
across all local times. We built off of these results to model the development of EMIC and whistlermode chorus wave activity, and show how their development is dependent on the enhancement of
the storm-time convection electric field. Lastly, we compiled the first superposed epoch analysis
studying the development of the requisite conditions for local acceleration of the outer radiation
belt by comparing the development of the seed population and chorus wave activity to the radiation
belt response during CME- and CIR-driven storms.
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This final chapter includes a summary of the main findings from each chapter comprising my
doctoral thesis and an overall conclusion on the results obtained.

7.1
7.1.1

Summary
Storm-time ring current

In this study, Van Allen Probes observations have been used to conduct a superposed epoch
analysis in MLT and L-shell of the ring current development during the different storm phases of
CME- and CIR-driven storms. We have shown that during the main phase most of the ring current
pressure is contributed by lower energy (< 60 keV) particles with open drift path access from the
plasma sheet to the inner magnetosphere. This creates a strong asymmetric ion ring current from
the nightside towards dusk, and a weaker electron ring current on the dawnside. These particles
can reach L = 3 and have peak pressures around L = 4. If low energy ions or electrons are not
lost to the magnetopause, they can become trapped during the recovery phase as the Alfvén layer
changes with decreased convection and they will form a symmetric ring current.
Higher energy ions ( > 120 keV) exhibit a nearly symmetric ring current during every storm
phase, and that these ions do not show an enhancement during the main phase.
Between CME- and CIR-driven storms, we find that the difference in the total ring current
pressure observed by storms from the two drivers is generated by strong differences in the O+ ring
current pressure. On average, CME storms show a much stronger main phase, low energy O+
pressure enhancement than CIR-driven storms, while both storms have much more comparable
H+ , He+ , and e− main phase pressures. O+ also displays a more peaked pressure versus L-shell
profile and a steeper distribution function versus magnetic moment profile in the source region
(MLT = 21–3 and L > 5.5) than H+ and He+ . This demonstrates that there are both differences and
impacts from the differences in the way in which O+ in the plasma sheet develops during storm
times compared to H+ and He+ .
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7.1.2

EMIC waves during geomagnetic storms

Building off of the statistical results of the development of the storm-time ring current, we
studied the development of the plasma conditions which can lead to the development of EMIC
waves using a Vlasov linear instability theory proxy for wave growth during the same CME- and
CIR-driven storms. We found that the storm-time enhancement of the < 60 keV H+ flux leads to
enhanced wave growth and predicted EMIC wave occurrence across the duskside during the main
and early recovery phases. We also showed that erosion of the plasmasphere on the nightside inhibits EMIC wave activity, as shown by the enhanced linear theory threshold proxy. Comparing
observed EMIC wave occurrence rates to the predicted occurrence rates using the linear theory
proxy for two different maximum growth rates, we showed that the overall storm-phase and location of EMIC wave activity did follow the development of the plasma parameters which are
predicted to drive EMIC wave activity. However, neither maximum growth rate threshold fully
captured the predicted EMIC occurrence rates which were observed.
7.1.3

Source electron propagation and chorus wave generation during geomagnetic storms

Using Van Allen Probe observations, we have shown that chorus wave activity exhibits a strong
storm-phase, local time, and L-shell dependence. Comparing with the linear theory proxy for
the chorus wave growth, we showed that chorus wave activity follows the changing access and
drift history of low energy (< 60 keV) electrons. The strongest chorus wave and source electron
enhancements were observed on the dawnside during the storm main phase when 10s of keV
electrons have access to the inner magnetosphere on open-drift trajectories from the plasma sheet.
During the recovery phase, the chorus wave activity had lower intensities but was found across
all local times, which mirrored the development of a weak, trapped source electron population.
Both CME- and CIR-driven storms exhibit the same general MLT/L-shell/storm-phase behavior,
however, the stronger CME-driven storms show greater and deeper penetrating source electron
enhancements and levels of chorus activity during the main phase.
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7.1.4

The outer radiation belt response to seed electron and chorus wave development

In the final chapter of this thesis, we looked at the development of the important plasma populations and wave activity responsible for local acceleration of the outer radiation belt electrons
during CME- and CIR-driven storms. We found that CME-driven storms had stronger and deeper
penetrating seed electron enhancements, which occurred earlier in a superposed epoch timeline
than the seed enhancements during CIR-driven storms. This earlier, deeper, stronger seed enhancement provides a greater opportunity for local acceleration during CME-driven storms than
CIR-driven storms, by providing more time in which chorus activity overlaps with the necessary
threshold of seed electrons. Observations of the radiation belt in differential flux and phase space
density (PSD) show that the radiation belt is enhanced more often during CME-driven storms than
CIR-driven storms. The radiation belt enhancements observed during CME-driven storms primarily begin during the early recovery phase when the requisite conditions for local acceleration are
present. Analysis of the PSD versus L∗ profiles for fixed µ values showed that the radiation belt
enhancement observed during CME-driven storms displayed a growing peak in PSD, indicative of
local acceleration. During CIR-driven storms, enhancements to the radiation belt primarily developed later in the recovery phase at higher L∗ , indicating that they were on average adiabatic inside
of L = 5.5.

7.2

Conclusions

The Van Allen Probes mission offered a truly unique opportunity to study the storm-time development of particles between a few eV to multiple MeV for every major species and waves from mHz
to 100s of kHz in inner magnetosphere across all local times and in the heart of the radiation belts.
We believe we have seized that opportunity by producing a comprehensive study which is able to
characterize the development of some of the most important plasma populations which can affect
the outer radiation belt during geomagnetic storms.
We were able to show that the development of the storm-time ring current depression of the
Dst index is driven by the enhancement of the storm-time convection electric field. Building
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off these results, we showed that the enhancement of the convection electric field drives EMIC and
chorus wave activity during the storm main phase, due to the enhanced access of < 60 keV ions and
electrons to inner magnetosphere. The decay of the convection electric field during the recovery
phase leads to particle trapping onto closed drift trajectories, which impacts the location of EMIC
and chorus wave activity. That this low energy response and wave generation is characteristic for
geomagnetic storms. The generation of EMIC waves will have an impact on radiation belt losses,
and we have shown that when the chorus waves are combined with an enhanced seed population
that radiation belt enhancement occurs. Thus, the entire sequence of storm-time events is triggered
by the storm-time convection electric field, and differences in the conditioning of the near-Earth
plasma sheet will directly impact the development of the storm-time ring current, EMIC and chorus
wave activity, and the response of the outer radiation belt. We were able to show that during CMEdriven storms there was slightly stronger convection, which pushed ring current enhancements and
wave activity lower in L-shell than during CIR-driven storms. Additionally, CME-driven storms
had greater enhancements of O+ and the seed electron population, potentially due to increased
substorm activity. The difference in O+ drove a greater ring current enhancement while the greater
seed enhancement aided in the enhancement of the outer radiation belt.
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APPENDIX A
DRIFT-DERIVATIONS

Presented here is the derivation of the gradient drift of charged particles which roughly follows
the derivation in Parks (2004) pg 121–127. The gradient drift is solved for the case with a static
but non-uniform magnetic field which has a gradient perpendicular to the direction of the field. As
shown in Figure 1.12, in this case the particle will have alternatively a shorter gyroradius in the
part of the orbit with a stronger magnetic field and larger gyroradius during the part of the orbit
with the weaker magnetic field giving it a net drift perpendicular to both the field and the gradient.
If we look at this as a guiding center plus gyromotion problem, we can take a Taylor expansion the
magnetic field about the guiding center (~r = ~rg.c. + ~rgyro ):

~ r) = B(
~ rg.c.
~ rg.c. ) + ...
B(~
~ ) + (~rgyro · ∇)B(~

(A.1)

For the simplest case, where there is no velocity parallel to the local magnetic field we can
write the equation of motion is

m

d~v
~ ∼
~ rg.c. ) + (~rgyro · ∇)B(~
~ rg.c. )].
= q~v × B
= q~v × [B(~
dt

(A.2)

If the gyroradius is much smaller than the scale length, L, of the magnetic field, then
~ rg.c ) ∼ rgyro B  B.
(~r · ∇)B(~
L

(A.3)

We can start solving the equation of motion with perturbations. Taking ~v = d~r/dt = ~vg.c. +
~vgyro , the approximation above, and assuming |vg.c. |  |vgyro |, the lowest order terms of our
equation of motion are
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m

~vgyro
~
= q~vgyro × B.
dt

(A.4)

If we take the magnetic field to just be in the ẑ direction, we have already shown in Section 1.2
that this has the expected gyromotion solution:

~rgyro =

vgyro
(sin(ωt), cos(ωt), 0)
ω

(A.5)

~vgyro = vgyro (cos(ωt), − sin(ωt), 0).
The next highest order terms comprising the guiding center equation of motion for the are

m

d~vg.c.
~ rg.c. ) + q~vgyro × (~rgyro · ∇)B(~
~ rg.c. ).
= q~vg.c. × B(~
dt

(A.6)

~ = B(y)ẑ which simplifies the right hand term of
To simplify our expression, we can take B
the right hand side of Equation A.6 leaves as

~ rg.c. ) = ~vgyro × rgyro,y ∂B ẑ
~vgyro × (~rgyro · ∇)B(~
∂y
∂B
∂B
= vgyro,y rgyro,y
x̂ − vgyro,x rgyro,y
ŷ
∂y
∂y
2
2
vgyro
vgyro
∂B
∂B
=
sin(t) cos(t)
x̂ −
cos(t)2
ŷ
ω
∂y
ω
∂y

(A.7)

To solve this in the equation of motion, we can average over the time of an gyroperiod. Over
this time there will be no change in the guiding center velocity (dh~vg.c. i/dt = 0) and the equation
of motion is simplified to

~ rg.c. ) −
0 = qh~vg.c. i × B(~
~ then
If we cross the previous equation with B,
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2
qvgyro
∂B
ŷ.
2ω ∂y

(A.8)

2
vgyro
∂B
B ŷ
2ω ∂y
: 0 v2


~B
~ + gyro ∂B B ŷ.
i·
⇒ h~vg.c. iB 2 − 
(h~
vg.c.
B)

2ω ∂y

~ × h~vg.c. i × B(~
~ rg.c. ) +
0=B

(A.9)

This allows us to solve for the drift velocity of the guiding center as
2
2
−vgyro
mvgyro
∂B
~ × ∇B.
h~vg.c. i =
x̂ =
B
2Bω ∂y
2qB 3
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(A.10)

APPENDIX B
WAVE ANALYSIS

Using the magnetic field measurements from the MAG and WAVES instruments in the EMFISIS suite described in Section 2.1.1 plasma waves between ∼.001 Hz–14 kHz can be identified. As
Section 1.3 showed, different waves have different polarizations, and using wave polarization analysis the wave-normal angle, ellipticity (degree of left/right circular or linear polarization), planarity
(distinguishability of a plane wave above random noise) can be determined in situ. There are different ways in which these calculations can be done [Anderson et al. (1996); Santolík et al. (2003)],
but most follow the general steps laid out by Rankin and Kurtz (1970) and Means (1972). In this
section, a general overview of how wave polarization calculations are made will be described.
Measurements made by EMFISIS WAVES and MAG are in a spinning (û, v̂, ŵ)-coordinate
system in which ~u and ~v are perpendicular to the spin-axis and w
~ is in the spin axis. These
measurements can be rotated to a field aligned coordinate system. The two field perpendicular coordinates could be placed arbitrarily, but for convenience and convention they are typically aligned
quasi-radially outward from the center of the Earth and quasi-azimuthally. If ~r is the vector of the
~ is the vector of the magnetic field vector measured
spacecraft from the center of the Earth, and B
by EMFISIS, then field aligned (n̂, p̂, q̂)-coordinate system is typically defined as:

~ B|
~ & p̂ = −n̂ × ~r/|~r| & q̂ = n̂ × p̂,
n̂ = B/|

(B.1)

where n̂ is field aligned, p̂ is quasi-westward at the Equator, and q̂ is quasi-radial. A fast
Fourier transform (FFT) is then applied to magnetic field data to solve for polarization parameters
for discrete frequencies below the Nyquist frequency. For the higher frequency WAVES data, this
is done onboard the spacecraft using the Waves FFT Engine to save bandwidth and the resulting
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spectral matrices are telemetered down every 6 seconds. For the lower resolution MAG data this
is done manually. A sliding Hanning window function can be used to suppress computational
artifacts when choosing the timing window of the FFT. In the (n̂, p̂, q̂)-coordinate system, the
matrix of wave perturbations (δB) can be expressed as a matrix S’ whose components are S’ij =
δBi δB∗J .


∗
 δBp δBp

δBp δBq∗

δBp δBn∗







∗
∗
S =
 δBq δBp δBq δBq δBq δBn ∗


∗
∗
∗
δBn δBp δBn δBp δBn δBn
0

(B.2)

To determine the polarization parameters, the two-dimensional plane of the wave has to be
found, since it does not necessarily coincide with any of the three orthogonal (n̂, p̂, q̂) directions.
The goal is to find the transformation of the two-dimensional wave covariance matrix S in the wave
normal coordinate system to the three-dimensional measurement coordinate system. As shown by
Fowler et al. (1967), the covariance matrix can be expressed as



iab 0
 a



2
S=
−iab b 0


0
0 0
2

(B.3)

where a and b are the wave amplitudes in the polarization plane. The wave normal coordinate
system is defined as

â = k̂ × B̂

& b̂ = k̂ × â & k̂ = ~k/|~k|,

(B.4)

where ~k is the wave vector. The trick is to find the proper transformation R that gives S’ =
RSR−1 . Means (1972) showed that using the imaginary part of S’ and S, and the similar transformation =(S’) = R=(S)R−1 , can be used to find the wave normal angles. Taking
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A D G 



R=
B E H 


C F I

(B.5)

gives the complex portion of S’ as B.2 with the diagonal hallowed out and,




0
AE − BD F A − CD



,
=(S’) = 
BD
−
AE
0
F
B
−
CE




CD − F A CE − F B
0

(B.6)

which can be expressed in terms of the Eulerian angles φ, θ, ψ from the 2D polarization plane.
This provides the relation



0
cos(θ)
− sin(θ) cos(ψ)



,
=(S’) = 
−
cos(θ)
0
sin(θ)
sin(ψ)




sin(θ) cos(ψ) − sin(θ) sin(ψ)
0

(B.7)

which can relate the components of =(S’) in terms of the wave normal vector k̂ in the (n̂, p̂, q̂)coordinate system, where

kp =

S’qn
ab

& kq =

S’pn
ab

& kn =

S’pq
,
ab

2

2

(B.8)

and

2

0
0
0
a2 b2 = =(Sxy
) + =(Sxz
) + =(Syz
)

(B.9)

Thus, â, b̂, and k̂ above can be determined and S can be constructed from S = R−1 S’R/ab
where R is determined by the wave normal vectors. The resulting matrix is
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δBa δBa

δBa δBk∗

δBa δBb∗







 Saa Sab Sak 
 


 

∗
∗
S=
 δBb δBa δBb δBb δBb δBk ∗ =  Sba Sbb Sbk  ,
 


∗
∗
∗
Ska Skb Skk
δBk δBa δBk δBb δBk δBk

(B.10)

where the top-left 2 × 2 sub-matrix is the relevant polarization submatrix, SP Following Means
(1972), the ellipticity is defined as
"

1
 = tan
2

2=(Jab )
p
(Saa + Sbb )2 − 4|SP |

!#
,

(B.11)

where |SP | denotes the determinate of the polarization submatrix. The degree of polarization
is defined as
s
R=

1−

4|SP |
.
Saa + Sbb

(B.12)

Sab Sba
.
Saa Sbb

(B.13)

Lastly, the coherency is defined as
r
C=

This method is used for the analysis of EMIC waves which will be shown in Chapter 4. The
Chorus wave properties shown in Chapters 5 & 6 follow the Santolík et al. (2003) singular value
decomposition technique which is done on board the RBSP spacecraft and has greater error minimization than the Means (1972) version but follows many of the same principles [Kletzing et al.
(2013)].
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APPENDIX C
HOPE-RBSPICE CALIBRATION

Section 3 of this thesis features a comparison of the development of the ring current pressure
for different ion species across a wide energy range (1–600 keV). This requires a comparison of
pressures calculated by both HOPE and RBSPICE. To accurately compare measurements between
HOPE and RBSPICE they must be properly cross-calibrated. As described in Sections 2.1.2 &
2.1.5 there is a range of energies which are sampled by both HOPE and RBSPICE allowing for
direct comparison of the two instruments.

Figure C.1: RBSP-A example comparison of HOPE and RBPSICE H+ linespectra. The top panels
show that before, during and after the 2015-03-17 storm the H+ flux measured by HOPE is low
relative to the RBSPICE TOFxE measurements. The bottom panels show that a factor of 2 applied
to the HOPE flux values creates a better cross instrument agreement.

The first step in the calibration process was to compare the line spectra of flux vs energy
measured by HOPE and RBSPICE TOFxE products during different periods of the RBSP mission.
Figure C.1 shows an example comparison of the H+ flux vs energy measurements recorded by
233

HOPE and RBSPICE on RBSP-A during different 1-minute periods during the 2015-03-17 storm.
The top panels show the line spectra do not properly align. There is a gap between the high energy
flux measured by HOPE and the low energy flux measured by RBSPICE, and a factor is needed
align the two spectra. The bottom panels show that a factor of 2 improves the agreement between
HOPE and RBSPICE.
Comparisons of the HOPE and RBSPICE
linespectra between 2013–2016 continually
showed that a factor of 2–3 needed to be applied to the HOPE H+ flux for it to match the
RBSPICE H+ flux. These were done as individual case studies. The next step in calibration was to compare the ratio of the H+ flux observed by the two instruments in the crossover
energy channel. This was done by comparing the differential energy flux observed by the
+
highest energy bin in HOPE (centered at 51.7 Figure C.2: Comparison of ∼50 keV H differential energy flux measured by HOPE and RBkeV) and the second lowest RBSPICE TOF SPICE between 9–15 hours of MLT, at L > 4,
and during periods with Kp < 3. The blue line
(centered at 54.7 keV) during the first procesdenotes a 1 : 1 ratio between the two, and the red
sion of RBSP. The differential energy flux was line denotes a factor of 2 difference.

used instead of differential flux to best account for the fact that the energy bins were not centered
on the same energy or with the same energy width. The RBSPICE and HOPE H+ flux were binned
by MLT, L, and geomagnetic activity (Kp). An example of this is shown in Figure C.2, where the
RBSPICE and HOPE H+ flux is compared in the dayside sector between MLT = 9–15, at L>4 and
during periods with Kp<3. The flux values were found to be 1.5–2.5 times higher measured by
RBSPICE than by HOPE. Similar results were found in each MLT, L, and Kp range.
Additionally, Menz, Kistler, and Mouikis performed a cross-calibration analysis of HOPE and
the CODIF instrument on the Cluster mission, which measures ion composition in a similar energy
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Figure C.3: Comparison of H+ and O+ flux as measured by RBSP HOPE and Cluster/CODIF
when the spacecraft are in conjunction in MLT and L. Figure from “Ion Cross-Calibration of Van
Allen Probes HOPE, MAGEIS and RBSPICE and Cluster/CODIF.”
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range to that of HOPE. They conducted six separate case studies when RBSP and Cluster were in
conjunction in MLT and L and observed that for both H+ and O+ the flux observed by HOPE was
a constant factor of 3 lower than the H+ and O+ flux measured by CODIF. HOPE data was recalibrated after their initial study, but a factor of ∼2 remained between HOPE and Cluster/CODIF for
both H+ and O+ [Menz et al. (2017)]. Figure C.3 shows an example of their initial findings with
a factor of 3 difference between HOPE and CODIF. Table C.1 lists the six case studies used for
HOPE and the CODIF calibration
Probe
Date
B
2013-11-10/06:30
A
2013-12-05/04:10
B
2013-12-07/10:20

Probe
Dates
B
2013-12-05/04:00
B
2013-12-07/09:30
A
2013-12-16/11:00

Table C.1: List of dates used for calibrations between RBSP and Cluster.

The combination of the HOPE/RBSPICE and and HOPE/CODIF calibration efforts showed
that the HOPE measurements were low compared to RBSPICE for H+ and CODIF for H+ and
O+ . Thus, either the CODIF and RBSPICE measurements needed to be reduced or the HOPE
measurements needed to be increased. To determine which way the factor went a physically based
measurement providing a “true value” is necessary. For low energies, this can be done using density measurements as the density can be measured by both the particle detectors and, as mentioned
in Section 2.1.1, the density can be determined by plasma wave measurements of the upper hybrid frequency (though this is typically very difficult to do as there is often a very low energy
range which cannot be accurately measured by particle detectors). Higher energies (>∼1 keV)
contribute very little to the total density, making it less useful for calibration of the 1–100 keV
range. However, the 1–100 keV energy range dominates the pressure, and it is possible to use the
“pressure balance test” [Kistler et al. (2013)]. When the spacecraft transitions between different
regions in the magnetosphere, if there are not large scale dynamic changes to the magnetosphere,
the total pressure should be continuous as the spacecraft transitions from one region to another.
When RBSP is closer to apogee it can transition from the plasma sheet, where particle pressure is
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strong, to the lobes, where magnetic pressure is dominant. To obtain a smooth transition of total
pressure, there must be a proper total particle pressure calculated. This provides the opportunity to
test which way the factor between HOPE and RBSPICE should go.
Figure C.4 shows one such example of the pressure balance from by RBSP-A on December 9,
2014. The top panels show the differential flux energy spectra for RBSPICE TOFxE H+ , HOPE
H+ , RBSPICE TOFxE O+ , RBSPICE TOFxPH O+ , HOPE O+ , and HOPE e− , respectively. The
second panel from the bottom shows the magnetic pressure (black) and each detector’s calculated
(but uncalibrated) particle pressures. Since there is an overlap in energy range between HOPE and
RBSPICE, the pressures from HOPE are used over its entire energy range. RBSPICE pressure
calculations only include energies above of the HOPE energy range (>55 keV). The bottom panel
shows the total pressure with different factors applied to the HOPE ion pressures. The bottom
line in the bottom panel shows only the magnetic pressure. Above that is the magnetic pressure +
total particle pressures with a factor of 1 (effectively no factor) applied to the HOPE ion pressures.
Above that line, factors of 1.5, 2, 2.5, and so on are applied and the pressure is shifted up for better
visibility. RBSP shows two transitions into regions of higher magnetic pressure beginning around
19:27 and 19:58 UT. The second line from the bottom line, with no correction to the HOPE ion
pressure, shows discontinuities featuring higher total pressure during the dropout than on either
side. This shows that with no factors applied particle pressure missing, and thus a factor should be
applied to increase the HOPE fluxes and the plasma pressure before and after the dropout, instead
of decreasing the RBSPICE fluxes. In this example, a factor of 2–2.5 applied to the HOPE ion flux
best smoothes out the discontinuities.
Probe
B
B
A
A
A

Date
2013-07-06/13:40
2014-08-05/12:15
2014-12-08/17:05
2014-12-12/19:20
2015-03-17/11:35

Probe
B
B
A
A

Date
2013-08-15/01:00
2014-12-02/18:45
2014-12-09/19:20
2014-12-25/22:50

Table C.2: List of Dates For Pressure Balance Test
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Figure C.4: Example of calibration via the pressure balance test on December 9, 2014. The top 6
panels show the differential flux of the observed particle data. The second panel from the bottom
contains the magnetic field pressure and individual particle pressure components. The bottom
panel shows the magnetic field pressure in black, followed by the total pressure with different
factors applied the HOPE ion data. The lines have been shifted up for visibility.
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Table C.2 shows the full list dates where the pressure balance test was applied. For each date,
a factor of 1.5–3 was needed to be applied to the HOPE ion pressures to create a continuous
non-discontinuous total pressure as RBSP went in and back out of the lobes. These examples
are omitted from this section to conserve space, but the figures from these dates are presented in
Appendix D. From the results of this section it should be clear that the HOPE ion flux levels are
too low. In Sections 3 and 4, which use ion pressure calculations from HOPE, an overall factor of
2 is applied.
As mentioned in Section 2.1.5, RBSPICE can only accurately measure O+ using the TOF and
solid state detector system (TOFxE) above 120 keV. At lower energies, the pulse height of the
TOF system is required (TOFxPH). The pulse height system is less accurate than the solid state
system. Through analysis of the linespectra of O+ it was determined that the RBSPICE pulse
height O+ data was not suitable for use in multiple event statistical studies. Examples of the issue
with TOFxPH O+ data are shown in Figure C.5.

Figure C.5: Different examples of calibration issues with the RBSPICE TOFxPH O+ data. RBSPICE TOFxPH O+ data often differs in spectral shape and flux from HOPE and RBSPICE TOFxE
O+ measurements, without a consistent factor difference between observations.

The HOPE ion data could be calibrated because it was off in flux by a constant factor from the
RBSPICE and Cluster/CODIF observations and typically displayed the same spectral shape as the
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Figure C.6: Example of the O+ Power Fit Between HOPE and RBSPICE TOFxE.

other instruments. Unfortunately, the RBSPICE O+ flux is erratically above and below HOPE O+
flux at different periods and the spectral shape of the pulse height data often does not match the
HOPE O+ or RBSPICE TOFxE O+ spectral shapes. This means that there is no factor that can be
applied to the pulse height data to have it properly match the other O+ measurements.
As shown by Figure C.5, this was not just a background issue, as the RBSPICE TOFxPH
O+ flux values can be well below the HOPE and RBSPICE TOFxE O+ measurements. To get
an approximation for the ring current pressure contribution from O+ between the 60–120 keV in
Section 3, a power fit is applied to the HOPE and RBSPICE TOFxE distribution functions. Figure
C.6 shows an example of this fit during different phases of one storm. Figure C.6 also shows the
percentage of pressure contributed by the 60–120 keV O+ out of the total ion pressure. The peak
pressure contributed by this range of O+ is 10%, but is often lower than 5%. This fit obviously
cannot capture complexities in O+ spectra, such as bump on tail distributions. However, the fit
can still serve as an estimate of the O+ pressure between 60–120 keV, and provides more reliable
results than the RBSPICE TOFxPH O+ data itself.
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APPENDIX D
MORE EXAMPLES OF THE PRESSURE BALANCE TEST

Presented here are extra examples of the pressure balance test from Table C.2 in Section C.
For each example shown here, the top 6 panels show the differential flux of the observed particle
data. The second panel from the bottom contains the magnetic field pressure and individual particle
pressure components. The bottom panel shows the magnetic field pressure in black, followed by
the total pressure with different factors applied the HOPE ion data. The lines have been shifted up
for visibility. Figure D.6 differs slightly from the rest of the figures in this section. It is presented
here from Mouikis et al., [2019] and shows the necessity of a pressure adjustment to the HOPE
pressure in order to balance the particle and magnetic pressure during a magnetic mirror mode
ULF wave event observed on July 6, 2013 by RBSP-B and reported by Xia et al. (2016).
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Figure D.1: Example of calibration via the pressure balance test on July 06, 2013 during a compressional magnetic mirror ULF wave event.
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Figure D.2: Example of calibration via the pressure balance test on August 15, 2013.
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Figure D.3: Example of calibration via the pressure balance test on August 05, 2014.
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Figure D.4: Example of calibration via the pressure balance test on December 02, 2014.

245

104
103

105

105
104
103
105

+

(eV)

SPICE O SPICE O

xPH (eV)

104
103
105
105

104
103
105

(eV)

10000
1000
100

104
103
1098
10
107
1065
10

(eV)

10000
1000
100
10
100.0

Pressure

B
Total
Hp H+
Hp O+
xPH O+
Sp H+
Sp O+
Hp e-

10.0
1.0
0.1
100
80
60
Thu Sep 22 16:35:31 2016

Total Pressure (nPa)

1/cm2-s-sr-(keV/e)

(eV)

105

106

+

HOPE e- HOPE O+
Indvidual

Van Allen Probes-A

10000
1000
100

(eV)

HOPE H+

SPICE H+

106

40
20

0
hhmm
1600
2014 Dec 08

1630

1700

1730

Figure D.5: Example of calibration via the pressure balance test on December 8, 2014.
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Figure D.6: Example of calibration via the pressure balance test on December 12, 2014.

247

104
103

105

105
104
103
105

+

(eV)

SPICE O SPICE O

xPH (eV)

104
103
105
105

104
103
105

(eV)

10000
1000
100

104
103
1098
10
107
1065
10

(eV)

10000
1000
100
10
100.0

Pressure

B
Total
Hp H+
Hp O+
xPH O+
Sp H+
Sp O+
Hp e-

10.0
1.0
0.1
100
80
60
Thu Sep 22 16:36:51 2016

Total Pressure (nPa)

1/cm2-s-sr-(keV/e)

(eV)

105

106

+

HOPE e- HOPE O+
Indvidual

Van Allen Probes-A

10000
1000
100

(eV)

HOPE H+

SPICE H+

106

40
20

0
hhmm
2230
2014 Dec 25

2300

2330

Figure D.7: Example of calibration via the pressure balance test on December 25, 2014.
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Figure D.8: Example of calibration via the pressure balance test on March 17, 2015.
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APPENDIX E
DETERMINING PLASMA SHEET ACCESS TO THE INNER
MAGNETOSPHERE - THE (U, B, K) METHOD

This Appendix includes a description of the (U, B, K) coordinate transformation introduced
by Whipple (1978) with a Hamiltonian conservation approach to solve for a model dependent
separatrix for different points in the inner magnetosphere. This approach is used in Chapters 3 and
5 to solve for the cutoff energy between those on open and closed (inside the Alfvén layer) drift
trajectories as a function of MLT and L depending on the position of the Van Allen Probes (RBSP)
spacecraft and the levels geomagnetic activity. As described in Section 1.2.2, ions and electrons in
the inner magnetosphere have trajectories that come from the result of three different drifts (Figure
1.18): an E × B drift due to the cross-tail convection electric field and the global magnetic field,
an E × B drift due to the corotation electric and the global magnetic field, and a gradient-curvature
drift due to the gradient in the dipolar geomagnetic field and curvature of the field lines. The total
drift velocity can be described at any point in the inner magnetosphere in terms of an effective
potential:

~vD =

~ × ∇Φef f
B
,
B2

(E.1)

where the effective potential is

Φef f = −E0 rγ sin φ +

3
µB0 RE
a
− ,
3
qr
r

(E.2)

where E0 is the cross-tail convection field strength, r is the distance from center of the Earth,
φ is the angle measured counterclockwise from the sun, µ is the first adiabatic invariant (µ =
KE⊥ /B), B is the magnetic field strength, q is charge of the particle, and a = 92.4 kVRE .
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Equations E.1 and E.2 are reprinted here from Equations E.1 and E.2 for convenience. Using
a Volland (1973); Stern (1975) convection electric field and dipole magnetic field motion in the
inner magnetosphere can be solved analytically when the drift motion is adiabatic (Example Figure
1.19). The complex drift trajectories from E.2 can also be solved easily using the Whipple (1978)
(U, B, K) coordinate transformation with a Hamiltonian energy conservation approach. If total
energy is conserved

Wtot = qU + KE.

(E.3)

Using the magnetic mirror relation (Bm = W/µ), this can be arranged as Wtot = qU +
µBm (K), where Bm (K) is the field strength at the magnetic mirror and K is the second adiabatic
invariant (Equation 1.33). With conservation of total energy
dW
= 0,
dt

(E.4)

which can be arranged as
d(µBm ) d(qU )
+
=0
dt
dt

⇒

d(µBm ) + d(qU ) = 0,

(E.5)

which provides the following relation
µ
∂U
=− .
∂Bm
q

(E.6)

Thus, while seemingly simple, Equation E.6 states that in a (U, B, K) coordinate system, all
energy and adiabatic conserving motion will be straight lines with a constant −µ/q slope. Using a
Volland (1973); Stern (1975) electric field (U = -a/r-E0 rγ sin φ) and a dipole magnetic field allow
for any point in (r, φ, α) to be transformed into the (U, B, K) space. However, the mapping is
double valued with the same (U, B, K) values representing points on opposite sides of the dawndusk meridian.
For simplicity, K is taken to be zero at all times, and all particles are considered to be equatorially mirroring hereafter. Considering that the Van Allen Probes orbit is close to the equator
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and that it is rare to observe a ratio of parallel to perpendicular temperature that is greater than
one (typically Tk /T⊥ < 1), we can say that pitch angles close to 90◦ are favored and that a K = 0
simplification will still provide reasonable results.
3
Using a dipole magnetic field, B(r) = BE RE
/r3 and r = RE (BE /B)1/3 in the equatorial

plane. Plugging those in to the Volland (1973); Stern (1975) convection electric field produces a
potential

U=

γ
−E0 RE



B0
B

γ/3

a
sin(φ) −
RE



B
B0

1/3
,

(E.7)

which has a maximum and a minimum along the dawn (φ=-π/2) and dusk (φ=π/2) terminators.
Figure E.1 shows a diagram of three different particle drifts in both the (U, B, K = 0) the Coordinate System (left) and standard(x, y, z = 0) coordinates. The left panel in the (U, B) coordinates
is also illustrative of the routine used to find the energy which has an Alfvén layer some initial
starting point, which we use to calculate the open/closed cutoff energy depending on the location
of the RBSP spacecraft. The star in both panels represents the equatorial point at MLT=21 L=5.5
in both coordinate systems.
In this example a Maynard and Chen (1975) Volland-Stern electric field electric field is used
with a Kp = 3. Trajectories in (U, B) space are straight lines with slope = µ/q, and trajectories
which intersect both the dawn and dusk potentials will be on closed drift paths, as shown by the
red line in both panels. Trajectories in (U, B) space which only intersect with one extrema will
have open drift path trajectories in the inner magnetosphere as shown by the blue line in both
panels.
The Alvén layer is calculated by finding the initial µ value which provides a trajectory which
connects a line from the starting point to a tangent line of the dawn potential for ions (or the dusk
potential for electrons). This is done numerically by starting with an initial energy and sampling
to find convergence of the tangent line within some dE threshold. The example shown in Figure
E.1 is for ions (any ion of charge state +1), but the same method is used to find the electron Alfvén
layer as well, just with lines with lines with a positive slope in (U, B) space. This method can
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Figure E.1: Illustration of three drifts in the (U, B, K = 0) Coordinate System (left) and standard
(x, y, z = 0) coordinates. All drift paths are for Kp = 3 and γ = 2 in a Maynard and Chen (1975)
Volland-Stern electric field starting at MLT=21 and L = 5.5, denoted by the red star. Black lines
show the trajectory of an ion along the Alfvén layer, which has KE = 33.1 keV at the starting
point. Red lines show the trajectory of an ion with a closed drift path, which starts with a KE
= 43.1 keV at the starting point. Blue line shows the trajectory of a ion, which starts with KE =
16.5 keV at the starting point and has open drift path access both from the plasma sheet and to the
dayside.

also be used to calculate “banana orbits,” where the ion trajectory in (U, B) space intersects the
dusk minimum twice due to the fact that at higher B values than what are shown in Figure E.1
the potential decreases creating a well which ions can be trapped in, a lower cutoff energy which
connects a line tangentially to some point on the local maximum hump of the dusk potential. For
the work in this thesis banana orbits have not been looked at. Since ions will move to points of
lower potential, ion trajectories in (U, B) space which connect from a higher dawn potential to a
lower dusk potential will move westward, while those that have a higher dusk potential than dawn
will move eastward.
Chapters 3 and 5 show examples of the (U, B, K) method of determining the open/closed cutoff
energy and comparisons with results from the RBSP mission. Since the motion is assumed to
follow a Hamiltonian conservation of energy, it is worth noting that when this is violated, or the
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first or second adiabatic invariants are not conserved, the theoretical cutoff energy will not match
observational results.
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