In this article explicit formulas for the recurrence equation p n+1 (x) = (A n x + B n ) p n (x) ? C n p n?1 (x) and the derivative rules (x) p 0 n (x) = n p n+1 (x) + n p n (x) + n p n?1 (x) and (x) p 0 n (x) = (~ n x +~ n ) p n (x) +~ n p n?1 (x) respectively which are valid for the orthogonal polynomial solutions p n (x) of the di erential equation (x) y 00 (x) + (x) y 0 (x) + n y(x) = 0 of hypergeometric type are developed that depend only on the coe cients (x) and (x) which themselves are polynomials w.r.t. x of degrees not larger than 2 and 1, respectively.
Partial solutions of this problem had been previously published by Tricomi, and recently by Y añez, Dehesa and Nikiforov. Our formulas yield an algorithm with which it can be decided whether a given holonomic recurrence equation (i.e. one with polynomial coe cients) generates a family of classical orthogonal polynomials, and returns the corresponding data (density function, interval) including the standardization data in the a rmative case. In a similar way, explicit formulas for the coe cients of the recurrence equation and the di erence rule (x) rp n (x) = n p n+1 (x) + n p n (x) + n p n?1 (x) of the classical orthogonal polynomials of a discrete variable are given that depend only on the coe cients (x) and (x) of their di erence equation (x) ry(x) + (x) y(x) + n y(x) = 0 :
Here y(x) = y(x + 1) ? y(x) and ry(x) = y(x) ? y(x ? 1) denote the forward and backward di erence operators, respectively. In particular this solves the corresponding inverse problem to nd the classical discrete orthogonal polynomial solutions of a given holonomic recurrence equation.
Polynomials of the Hypergeometric Type
A long-standing problem in the theory of special functions whose solution can be very helpful in applied mathematics as well as in many quantum-mechanical problems of physics 18] , is the determination of the di erentiation formulas of the hypergeometric-type orthogonal polynomials p n (x) only from the coe cients of the di erential equation (x) y 00 (x) + (x) y 0 (x) + n y(x) = 0 (1) which is satis ed by these polynomials y(x) = p n (x) = k n x n + : : : (n 2 N 0 := f0; 1; 2; : : :g; k n 6 = 0) : (2) The coe cients (x), (x) and n turn out to be themselves polynomials w.r.t. x of degrees not larger than 2, 1 and 0, respectively. This problem was partially solved by Tricomi ( 21] , Chapter IV) in the sense that he was able to calculate the coe cients~ n ,~ n and~ n of the derivative rule (x) p 0 n (x) = (~ n x +~ n ) p n (x) +~ n p n?1 (x) : (3) However, his formula for~ n was not only in terms of the coe cients of (1) and k n , but furthermore the second highest coe cients of p n (x) were involved, and to evaluate~ n , he needed to know also the coe cients of the recurrence equation p n+1 (x) = (A n x + B n ) p n (x) ? C n p n?1 (x) (4) another structural property of orthogonal polynomial systems.
Since the polynomials p n (x) given by (2) are completely determined by the di erential equation and their leading coe cients k n (n 2 N 0 ), it is desirable to obtain the recurrence equation (4) and the derivative rule (3) from these informations alone. Recently, Y añez, Dehesa and Nikiforov 23] presented such formulas which, however, are additionally in terms of the constant D n , given by a representation of the type p n (x) = D n (x) Z C n (s) (s) (s ? x) n+1 ds (5) for p n (x), (x) being solution of the equation ( ) 0 = , and C being a contour satisfying certain boundary conditions. Their development is more general in the sense that they did not assume that n is an integer. On the other hand, the assumption that n is an integer implies that the contour C is closed, the integral representation (5) being equivalent to the Rodrigues representation p n (x) = E n (x) d n dx n (x) (x) n (6) where D n = n! 2 i E n ; (7) and the solutions are classical orthogonal polynomials with density (x). In this article, we represent the coe cients of both (3) and (4) in terms of (x); (x) and the term ratio k n+1 =k n alone, hence giving a complete solution of the proposed problem.
It is clear that our formulas should depend additionally on the leading coe cients k n , since such a standardization can be prescribed arbitrarily. If one takes the monic standardization, i.e. k n 1, then the formulas in fact depend only on the coe cients of the di erential equation.
For the classical orthogonal polynomials our formulas are stronger than Y añez', Dehesa's and Nikiforov's result since k n is intrinsic part of p n (x), whereas the constants D n ; E n are not. Moreover, we will give D n and E n in terms of the coe cients of the di erential equation, too.
Algebraically two identities (di erential equation and recurrence equation, e.g.) are needed to deduce the third one (derivative rule, e.g.), see 8] , whereas here (kind of magic) we would like to deduce two from one. That this is possible is due to the analytic knowledge that orthogonal polynomial solutions of the di erential equation (1) satisfy some structural properties, namely, the recurrence equation and derivative rule take special forms.
We make the general assumption that our polynomials p n (x) are orthogonal w.r.t. a measure , i.e. (8) where I denotes an appropriate integration path, for example a real interval.
Major tools in our development are the following well-known structural properties of such families of orthogonal polynomials.
Lemma 1 Any system of polynomials fp n (x) j n 2 N 0 g, p n being of exact degree n, orthogonal with respect to a measure , satis es a three-term recurrence equation of the form (4) p n+1 (x) = (A n x + B n ) p n (x) ? C n p n?1 (x) (n 2 N 0 ; p ?1 (x) 0) ; A n ; B n and C n not depending on x.
Proof: This property is well-known (see e.g. 21], Chapter IV). To prove it, one substitutes (2), equates the coe cients of x n+1 , and gets immediately that A n = k n+1 k n : (9) With this choice, we study the di erence p n+1 (x) ? A n x p n (x). Since this is a polynomial of degree not larger than n, it can be decomposed as
We choose m n ? 2 and multiply by p m (x). Integrating with respect to yields
where on the right hand side (8) was applied. Both left hand integrals vanish since p m (x) is orthogonal to p n+1 (x) and since xp m (x) as a polynomial of degree not larger than n ? 1 is orthogonal to p n (x), implying d m = 0. This gives the result. 2
The second important structural property for our considerations is given by Lemma 2 Any system of polynomials fp n (x) j n 2 N 0 g, p n being of exact degree n, that are solutions of the di erential equations (1) and furthermore orthogonal with respect to a measure (x) = (x) dx having weight function (x) 0, satis es a derivative rule of the form (3) (x) p 0 n (x) = (~ n x +~ n ) p n (x) +~ n p n?1 (x) (n 2 N := f1; 2; 3; : : :g) ; n ;~ n and~ n not depending on x. Proof: Substituting (2) and equating the coe cients of x n+1 , one gets immediately that n = a n : (10) In 13], x 5 it is shown by an elementary argument that under the given conditions the solutions p n (x) of the di erential equations (1) are orthogonal with respect to the weight function
given by Pearson's di erential equation d dx (x) (x) = (x) (x) for a suitable constant C, in a suitable interval I (depending on the zeros of (x)). Hence multiplying (1) by (x), the di erential equation takes the selfadjoint form d dx (x) (x) y 0 (x) + n (x) y(x) = 0 :
Using this identity, Tricomi showed that ( 21] , IV (4.10)) Z I (x) (x) p 0 n (x) f(x) dx = 0 (12) for any polynomial f(x) of degree n ? 2. If (10) holds, then the degree of (x) p 0 n (x) ?~ n x is n. Hence one can write (x) p 0 n (x) ?~ n x = n X j=0 e j p n (x) :
As above, from (12) one can deduce that e j = 0 for 0 j n ? 2 (see 21], Chapter IV). 2 An immediate consequence is the following Corollary 1 Any system of polynomials fp n (x) j n 2 N 0 g, p n being of exact degree n, that are solutions of the di erential equation (1) and furthermore orthogonal with respect to a measure (x) = (x) dx having weight function (x) 0, satis es a derivative rule of the form (x) p 0 n (x) = n p n+1 (x) + n p n (x) + n p n?1 (x) (n 2 N) ; (13) n ; n and n not depending on x.
Proof: Substituting (2) in (13) , and equating the coe cients of x n+1 , one gets immediately that n = a n k n k n+1 : (14) Substituting (4) in (3) one gets moreover (x) p 0 n (x) = (~ n x +~ n ) p n (x) +~ n p n?1 (x) = ~ n A n p n+1 (x) ? B n p n (x) + C n p n?1 (x) +~ n p n (x) +~ n p n?1 (x) ;
hence (13) is valid with n =~ n A n ; n =~ n ?~ n B n A n ; n =~ n +~ n C n A n : 2
Classical Orthogonal Polynomials of an Interval
In this section we give the proposed explicit recurrence equation and derivative rule formulas.
Assume a family of di erential equations (1) is given for n 2 N 0 , with continuous functions (x); (x), and constants n , and we search for polynomial solutions (2) of degree n. Then since p 1 (x) is linear, one deduces that (x) must be an at most linear polynomial, and since p 2 (x) is quadratic, one deduces that (x) must be an at most quadratic polynomial 3]. Hence we may assume that (x) := ax 2 + bx + c ; (x) := dx + e : (15) Equating coe cients of the highest powers x n in (1) for generic p n (x), given by (2), one deduces that moreover an(n ? 1) + dn + n = 0 or n = ?(an(n ? 1) + dn) : (16) Hence only if the di erential equation takes the special form (ax 2 + bx + c) y 00 (x) + (dx + e) y 0 (x) ? (an(n ? 1) + dn) y(x) = 0 ; (17) it can have polynomial solutions.
Moreover we can assume that n 6 = 0 for n 2 N, hence a(n ? 1) + d 6 = 0 for n 2 N since otherwise no orthogonal polynomial solutions can exist. This is discussed in detail in 13]. In particular, d 6 = 0.
In the following theorem, we give explicit representations of the corresponding recurrence equation and derivative rule in terms of the given a; b; c; d; e and the term ratio k n+1 =k n .
Theorem 1 Let p n (x) = k n x n + : : : (n 2 N 0 ) be a family of polynomial solutions of the system of di erential equations (17) that are orthogonal with respect to a weight function (x). Then the derivative rule (13) (x) p 0 n (x) = n p n+1 (x) + n p n (x) + n p n?1 (x)
is valid with n = a n k n k n+1 n = n (a (n ? 1) + d) (b d ? 2 a e) (2 a (n ? 1) + d) (2 a n + d) (18) n = n (a(n?1) + d)(a(n?2) + d)(n (an + d) (4 (20) and C n = ? k n+1 k n n a(n ? 1) + d ; (21) n being given by (19) .
Proof: The values of A n and n were already obtained in Lemma 1 and Corollary 1.
By Lemma 1 the polynomials satisfy a recurrence equation of type (4):
Next, we di erentiate (22) twice and get
and p 00 n+1 (x) = 2A n p 0 n (x) + (A n x + B n ) p 00 n (x) ? C n p 00 n?1 (x) :
We multiply the last equation by (x) (x) p 00 n+1 (x) = 2A n (x) p 0 n (x) + (A n x + B n ) (x) p 00 n (x) ? C n (x) p 00 n?1 (x) and use the di erential equation to replace the second derivatives by those of lower order
After substituting (23) on the left hand side, and subtracting (Ax + B) p 0 n ? C n p 0 n?1 , we arrive at
Next, on the right hand side, we replace (A n x + B n ) p n (x) by p n+1 (x) + C n p n?1 (x) according to (22) , and get
? (x) A n p n (x) ? n+1 p n+1 (x) = 2A n (x) p 0 n (x) ? n p n+1 (x) + ( n?1 ? n ) C n p n?1 (x) ;
or rewritten
Now we substitute the representation of Corollary 1 (x) p 0 n (x) = n p n+1 (x) + n p n (x) + n p n?1 (x) to deduce ( n ? n+1 )?2 A n n p n+1 (x) = A n (2 n + (x)) p n (x)+ 2 A n n +( n?1 ? n ) C n p n?1 (x) after subtracting 2 A n n p n+1 (x). Replacing p n+1 (x) according to (22) , we arrive at the identity A n (2 n + (x)) + (2 A n n ? ( n ? n+1 ))(A n x + B n ) p n (x) = ? (( n ? n+1 ) ? 2 A n n ) C n + 2 A n n + ( n?1 ? n ) C n p n?1 (x) :
Since p n (x) is a polynomial of exact degree n, this relation can only be valid if the coe cients of both p n (x) and p n?1 (x) vanish, since otherwise the polynomial on the left hand side has degree n whereas the polynomial on the right hand side has degree n ? 1, a contradiction.
The coe cients must vanish as polynomials in x, and equating coe cients we are led to the three equations A n ( n+1 ? n + d + 2 n A n ) = 0 : A n e + 2 A n B n n + 2 A n n ? B n n + B n n+1 = 0 and 2 A n C n n ? 2 A n n ? C n n?1 + C n n+1 = 0 :
Whereas the rst of these equation does not contain any news but restates a relationship between A n , n and n , the second and third of these equations (using (9), (14) and (16)) can be rewritten as B n = (e + 2 n ) d k n+1 k n (24) and as (21) . Hence B n and C n are known as soon as n and n are.
We nally need two more equations to nd n and n . To deduce one of these equations, and to nd n , and hence B n , we substitute p n (x) = k n x n + k 0 n x n?1 + k 00 n x n?2 + : : :
in the three equations considered, namely the di erential equation, the recurrence equation and the derivative rule. As we already saw, equating the coe cients of the highest powers of x yields (16), (9) and (14). If we equate the coe cients of the next highest powers of x, we get three more equations, involving two more variables though, namely k 0 n and k 0 n+1 . These are the equations b n k n ? e n k n ? b n 
whereas from (27){(28) one can eliminate k 0 n+1 . This gives a second equation between B n and n which together with (24) and (29) yields (18) and (20) . To deduce n , we equate the coe cients of the next highest powers in the di erential equation, recurrence equation and derivative rule, introducing two more auxiliary variables k 00 n and k 00 n+1 which can be eliminated. This procedure generates one more equation between C n and n nally deducing (19) .
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Note that the results given in Theorem 1 can also be deduced completely automatically by elimination methods based on Gr obner basis calculations. With the computer algebra systems
Maple and REDUCE we were successful doing so. For the purpose of nding A n ; B n ; C n , we substitute (25) in the di erential equations for p n (x) and for p n+1 (x), and in the recurrence equation. Equating the three highest coe cients in any of these three equations yields nine nonlinear equations in the nine unknowns A n ; B n ; C n ; n ; n+1 ; k 0 n ; k 0 n+1 ; k 00 n ; k 00 n+1 :
By a Gr obner basis computation (invoked by the solve command of the utilized computer algebra system) it turns out that there is a unique solution, given by Theorem 1, see also Corollary 4 and (33) . Note that therefore the formulas for A n ; B n , and C n of Theorem 1 are valid without the hypothesis of a weight function (x).
Similarly, to nd n ; n ; n ; we substitute (25) in the di erential equations for p n (x) and for p n+1 (x), and in the derivative rule. Equating the three highest coe cients in any of these three equations yields nine nonlinear equations in the nine unknowns n ; n ; n ; n ; n+1 ; k 0 n ; k 0 n+1 ; k 00 n ; k 00 n+1 ;
and a Gr obner basis computation generates the unique solution, given by Theorem 1. Note that we were not able to separate the two problems in a similar way based on hand calculations. Our theorem has immediate consequences.
Corollary 2 Let p n (x) = k n x n + : : : (n 2 N 0 ) be a family of polynomial solutions of the system of di erential equations (17) that are orthogonal with respect to a weight function (x). Then the derivative rule (3)
is valid with~
n , n and C n being given by Theorem 1.
Proof: Substituting (4) in (13) yields (3) with n = n A n ;~ n = n B n + n ;~ n = n ? n C n :
This yields the result. In the case of the orthonormal standardization given by h n 1 it is not in general true that k n is a hypergeometric term. On the other hand, if k n is a hypergeometric term, h n inherits this property.
Corollary 3 Let p n (x) = k n x n +: : : (n 2 N 0 ) be a family of orthogonal polynomial solutions of the system of di erential equations (17) . Then the relation
is valid.
Proof: Tricomi ( 21] , IV (2.2), see also 1], (22.1.5)) proved that C n = A n A n?1 h n h n?1 :
An application of Theorem 1 yields (32). We furthermore obtain the term ratio of the numbers D n of an integral representation of type (5) considered in 23]. Note that in the orthogonal polynomial case the contour C is closed, and hence by Cauchy's integral formula representation (5) is equivalent to a Rodrigues representation (6) with D n = n! 2 i E n : We get for E n and D n , respectively Corollary 5 Let p n (x) = k n x n +: : : (n 2 N 0 ) be a family of orthogonal polynomial solutions of the system of di erential equations (17) . Then p n (x) have a Rodrigues representation (6) and an integral representation (5) with closed contour C surrounding s = x, and one has for E n and D n the relations
Proof: In ( 23] , (13)) it was shown that 1
An application of (9) leads to the term ratio for D n . The term ratio for E n follows then from (1) can be classi ed according to the zeros of (x), leading to the normal forms of Table 1 given by (11) yields a weight function in the interval given by the zeros of (x), i.e. the corresponding integrals converge and (x) 0 for some C. n (x), the Jacobi polynomials. This shows that the only orthogonal polynomial solutions are linear transforms of the Hermite, Laguerre, and Jacobi polynomials, hence using a mathematical dictionary one can always deduce the recurrence equation and derivative rules. Note, however, that this approach (in general) requires the work with radicals, namely the zeros of the quadratic polynomial (x), whereas our approach is completely rational: Given k n+1 =k n 2 Q(n), the recurrence equation and derivative rules are given rationally in Theorem 1. Note that the formulas of Theorem 1 are also valid for the Bessel polynomials ( 18] Table 1 :1 with the trivial solution p n (x) = x n . In both cases we have the recurrence equation p n+1 (x) = x p n (x), and in the rst case we receive the derivative rule x 2 p 0 n (x) = n p n+1 (x). Note that there is another derivative rule x p 0 n (x) = n p n (x) which cannot be discovered by Theorem 1. In the next section we will use the fact that these equations are given explicitly to solve an inverse problem.
The Inverse Characterization Problem
Assume you have a polynomial system given by a di erential equation (1) . Then by the classi cation of Table 1 it is easy to identify the system. On the other hand, given an arbitrary holonomic three-term recurrence equation q n (x) P n+2 (x) + r n (x) P n+1 (x) + s n (x) P n (x) = 0 (q n (x); r n (x); s n (x) 2 Q n; x]) ; (34) it is less obvious to nd out whether there is a polynomial system P n (x) = k n x n + : : : (n 2 N 0 ; k n 6 = 0) satisfying (34), being a linear transform of one of the classical systems (Hermite, Laguerre, Jacobi, Bessel), and to identify the system in the a rmative case. In this section we present an algorithm for this purpose. Note that Koornwinder and Swarttouw have also considered this question and propose a solution based on the careful ad hoc analysis of the input polynomials q n ; r n ; and s n . Their Maple implementation works for a part of the so-called Askey-Wilson scheme ( 2] , see also 12]).
Let us start with a recurrence equation of type (34). We assume that neither q n?1 (x) nor s n (x) has a nonnegative integer zero since otherwise this recurrence equation cannot be used to determine P n (x) iteratively from P 0 (x) (with P ?1 (x) 0) for all n 1 or is worthless in the backward direction. De ne N := ( 0; if neither q n?1 (x) nor s n (x) have a nonnegative integer zero maxfn 2 N 0 j n is a zero of either q n?1 (x) or s n (x)g + 1; otherwise :
Then we consider p n (x) := P n+N (x) instead of P n (x), see x 4 for an example with N > 0. In this situation we rewrite (34) by substituting n by n + N and replacing P n (x) by p n?N (x). For simplicity we rename q n (x); r n (x) and s n (x), and assume in the sequel that the recurrence equation q n (x) p n+2 (x) + r n (x) p n+1 (x) + s n (x) p n (x) = 0 (q n (x); r n (x); s n (x) 2 Q n; x]) (35) is valid, but now neither q n?1 (x) nor s n (x) have nonnegative integer zeros. We search for solutions p n (x) = k n x n + : : : (n 2 N 0 ; k n 6 = 0)
which reads in terms of the original family P n (n = N; N + 1; : : :) P n+N (x) = k n x n + : : : (n 2 N 0 ) : Next, we divide (35) by q n (x), and replace n by n ? 1. This brings (35) into the form p n+1 (x) = t n (x) p n (x) + u n (x) p n?1 (x) (t n (x); u n (x) 2 Q(n; x)) :
For p n (x) being a linear transform of a classical orthogonal system, there is a recurrence equation (4) p n+1 (x) = (A n x + B n ) p n (x) ? C n p n?1 (x) (A n ; B n ; C n 2 Q(n); A n 6 = 0) ;
therefore (37) and (38) must agree. We would like to conclude that t n (x) = A n x + B n , and u n (x) = ?C n which follows if we can show that p n (x)=p n?1 (x) 6 2 Q(n; x). To prove this assertion, we assume that p n (x) p n?1 (x) 2 Q(n; x) : Hence there are P(n; x) 2 Q n] x] and Q(n; x) 2 Q n] x] with gcd x (P (n; x); Q(n; x)) = 1 such that the relation Q(n; x) p n (x) = P(n; x) p n?1 (x) (39) holds. It is a classical result for orthogonal polynomials that gcd x (p n (x); p n?1 (x)) = 1 since their zeros separate each other (see e.g. 21], IV.6). Hence from (39) we conclude that P(n; x) = S n p n (x) and Q(n; x) = S n p n?1 (x) :
Since by assumption P(n; x) 2 Q n] x] should be a polynomial of xed degree with respect to x, and since p n (x) has degree n, this gives an obvious contradiction.
Therefore we can conclude that t n (x) = A n x + B n , and u n (x) = ?C n . Hence if (37) does not have this form, i.e., if either t n (x) is not linear in x or u n (x) is not a constant with respect to x, we see that p n (x) cannot be a linear transform of a classical orthogonal polynomial system.
In the positive case, we can assume the form (38).
Since we propose solutions (36), equating the coe cients of x n+1 in (38) we get k n+1 k n = A n = v n w n (v n ; w n 2 Q n]) :
Hence the given A n = v n =w n 2 Q(n) generates the term ratio k n+1 =k n , and in particular k n turns out to be a hypergeometric term which is uniquely determined by (40) up to a normalization constant k 0 = p 0 (x). Since the zeros of w n correspond to the zeros of q n?1 (x), k n is de ned by (40) for all n 2 N from k 0 .
In the next step we can eliminate the dependency of k n by generating a recurrence equation for the corresponding monic polynomialsp n (x) = p n (x)=k n . Forp n (x) we get by ( 
and these are independent of k n by construction. Now we would like to deduce a; b; c; d and e from (41){(42). Note that as soon as we have found these ve values, we can apply a linear transform (according to the zeros of (x)) to bring the di erential equation in one of the forms of Table 1 which nally gives us the desired information. We can assume thatB n andC n are in lowest terms. If the degree of either the numerator or the denominator ofB n is larger than 2, then by (41) p n (x) is not a classical system. Similarly, if the degree of either the numerator or the denominator ofC n is larger than 4, by (42) the same conclusion follows. Otherwise we can multiply (41) and (42) by their common denominators, and bring them therefore in polynomial form. Both resulting equations must be polynomial identitites in the variable n, hence all of their coe cients must vanish. This gives a nonlinear system of equations for the unknowns a; b; c; d and e. Any solution of this system with not both a and d
being zero yields a di erential equation (17), and hence given such a solution one can decide whether the corresponding solutions p n (x) are generated by a density (11) . Therefore our question can be resolved in this case.
If the nonlinear system does not have such a solution, we deduce that no such values a; b; c; d and e exist, hence no such di erential equation is satis ed by p n (x), implying that the system is not a linear transformation of a classical orthogonal polynomial system. Hence the whole question boils down to decide whether the given nonlinear system has nontrivial solutions, and to nd these solutions in the a rmative case. As a matter of fact, with Gr obner bases methods, this question can be decided algorithmically 15]{ 17]. Such an algorithm is implemented, e.g., in the computer algebra system REDUCE 16] , and Maple's solve command can also solve such a system. Note that the solution of the nonlinear system is not necessarily unique. For example, the Chebyshev polynomials of the rst and second kind T n (x) and U n (x) satisfy the same recurrence equation, but a di erent di erential equation. We will consider this example in more detail later.
If we apply this algorithm to the recurrence equation p n+2 (x)?x p n+1 (x) of the power p n (x) = x n , it generates the complete solution set, given by The following statement summarizes the above considerations.
Algorithm 1 This algorithm decides whether a given holonomic three-term recurrence equation has classical orthogonal polynomial solutions, and returns their data if applicable. The algorithm is applicable to all entries of Table 1 independently of the orthogonality of the system under consideration.
1. Input: a holonomic three-term recurrence equation q n (x) p n+2 (x) + r n (x) p n+1 (x) + s n (x) p n (x) = 0 (q n (x); r n (x); s n (x) 2 Q n; x]) :
2. Shift: Shift by maxfn 2 N 0 jn is zero of either q n?1 (x) or s n (x)g + 1 if necessary. 3. Rewriting: Rewrite the recurrence equation in the form p n+1 (x) = t n (x)p n (x) + u n (x) p n?1 (x) (t n (x); u n (x) 2 Q(n; x)) :
If either t n (x) is not a polynomial of degree one in x or u n (x) is not constant with respect to x, then return "no classical orthogonal polynomial solution exists"; exit.
4. Standardization: Given now A n ; B n and C n by p n+1 (x) = (A n x + B n ) p n (x) ? C n p n?1 (x) (A n ; B n ; C n 2 Q(n); A n 6 = 0) ; de ne k n+1 k n := A n = v n w n (v n ; w n 2 Q n])
according to (40). and bring them in lowest terms. If the degree of either the numerator or the denominator ofB n is larger than 2, or if the degree of either the numerator or the denominator ofC n is larger than 4, return "no classical orthogonal polynomial solution exists"; exit.
6. Polynomial Identities: Set Table 1 , together with the information about the standardization given by (40). This information includes the density
given by (11) , and the interval by the zeros of (x).
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We would like to give the following comments on the above algorithm: 1. The use of Gr obner bases is not always necessary. The following observation yields an ad hoc method to solve the nonlinear system. Observe that the coe cients of the powers of n of the polynomial identity concerningB n of step 5 of the algorithm can be written using the variables Furthermore the coe cients of the powers of n of the polynomial identity concerningC n of step 5 of the algorithm essentially are products of exactly four terms out of a; b; c; d; e.
Any of these can be written as a product of two of the variables fd 1 (44) This is the set of variables (43) plus the two variables d 8 ; d 9 . All these equations are of second order in the nine variables (44). Obviously the resulting system can be solved by rst nding the solution space corresponding to the linear subsystem, which then can be substituted in the second order subsystem. The resulting second order system can be solved by ad hoc elimination (and possibly rational factorization).
If one has found the variables given by (44), then it is easy to calculate a; b; c; d and e, or one realizes that no such solution exists. 2. Note moreover that, although Gr obner bases techniques apply only rational arithmetic, hence give rational solutions only, the technique described shows that solutions are also detected if they involve radicals. 3. If the input recurrence equation has further parameters, in step 6 of the algorithm one should solve for all variables including these additional ones, see Example 2.
Example 1 As a rst example, we consider the recurrence equation (n + 2) P n+2 (x) ? x (n + 1) P n+1 (x) + n P n (x) = 0 :
Since s 0 (x) 0, we see that the shift p n (x) := P n+1 (x) is necessary. For p n (x), we have the recurrence equation (n + 3) p n+2 (x) ? x (n + 2) p n+1 (x) + (n + 1) p n (x) = 0 :
In the rst steps this recurrence equation is brought into the form p n+1 (x) = n + 1 n + 2 x p n (x) ? n n + 2 p n?1 (x) ; hence A n = k n+1 k n = n + 1 n + 2 = v n w n ;
and therefore k n = 1 n + 1 k 0 : Moreover, for monicp n (x) = p n (x)=k n we get p n+1 (x) = xp n (x) +p n?1 (x) ; henceB n = 0 andC n = 1. In step 5 of the algorithm, the polynomial identity concerningB n then reads as 
In terms of a; b; c; d and e this yields nothing new, but it shows the compatibility of (52) The corresponding orthogonal polynomials are multiples of translated Chebyshev polynomials of the rst kind p n (x) = k n C n (x) = p 0 n + 1 C n (x) = 2 p 0 n + 1 T n (x=2) (n 0) (56) (see e.g. 1], Table 22 .2, and (22.5.11); C n (x) are monic, but C 0 = 2, see also The corresponding orthogonal polynomials are multiples of translated Chebyshev polynomials of the second kind p n (x) = k n S n (x) = p 0 n + 1 S n (x) = p 0 n + 1 U n (x=2) (n 0) (60) (see e.g. 1], Table 22 .2, and (22.5.13); S n (x) are monic, see also Table 22 .8), hence P n (x) = p n?1 (x) = P 1 n U n?1 (x=2) (n 1) :
We see that the recurrence equation (45) n (x) are the Legendre polynomials, and P k n (x) are called the associated Legendre functions. Our goal will be to identify these functions. In our deduction, we partially follow 6], see also the rst author's review 9]. For the given purpose, we write If we are able to prove that this recurrence equation is valid for our unknown functions B k n (x), then, by an a posteriori argument, we have deduced (65), since we have luckily found the \square root" recurrence equation (66) of (67).
Next we show how it can be discovered independently that B k n (x) satisfy (67). We can rewrite (64) as z n w k where CT z;w G k n (z; w) denotes the constant term of the double Laurent series G k n (z; w). To obtain a recurrence equation for F k n (x), we try to nd polynomials p 0 ; p 1 ; p 2 ; p 3 in the variables n; k, and x, and polynomials G 1 , and G 2 , both of degree 2 in both z and w, such that
Substituting G 1 and G 2 generically, and dividing by G k n , a polynomial identity is derived, and by equating coe cients w.r.t. z and w, we get a linear system, again. Solving this system results in the identity ?( n + 3 ) ( k + n + 2 ) ( 2 + n ? k ) G k n (z; w) (1 + k + n) a n + (?1 + k ? n) a n+1 = 0 which is valid for the factor (n + k)!=(n ? k)!, one can nally show (e.g., with rec*rec again) that B k n (x) satisfy the recurrence equation (67) 
and therefore
This nishes the proposed identi cation of P k n (x).
Classical Orthogonal Polynomials of a Discrete Variable
In this section, we give similar results for classical orthogonal polynomials of a discrete variable, see Chapter 2 of 19]. These are given by a di erence equation denote the forward and backward di erence operators, respectively. The classical discrete orthogonal polynomials are the polynomial solutions of the di erence equation (69). These polynomials can be classi ed similarly as in the continuous case according to the functions (x) and (x); up to linear transformations the classical discrete orthogonal polynomials are classi ed acccording to Table 2 (see 19] , Chapter 2, and x 6). We added the other possible solutions to those given in ( 19] , Chapter 2). In particular, case (2a) corresponds to the non-orthogonal solution x n in Table 1 
given by the Pearson type di erence equation ( 19] , Equation (2.1.17)) (x) (x) = (x) (x) :
As in the continuous case, by Lemma 1 (the measure is discrete now) they satisfy a recurrence equation (4) p n+1 (x) = (A n x + B n ) p n (x) ? C n p n?1 (x) :
Multiplying (69) 
for some E n independent of x, and the orthogonality relations read as ( 19] , ( To deduce formulas similar to those in Theorem 1, we substitute (25) p n (x) = k n x n + k 0 n x n?1 + k 00 n x n?2 + : : : in the di erence equations for p n (x) and for p n+1 (x), in the recurrence equation and in the di erence rule. Equating the three highest coe cients in any of these four equations yields twelve nonlinear equations in the twelve unknowns A n ; B n ; C n ; n ; n ; n ; n ; n+1 ; k 0 n ; k 0 n+1 ; k 00 n ; k 00 n+1 :
In particular the highest coe cient of the di erence equation yields n = ?(an(n ? 1) + dn) again. We can assume that n 6 = 0 for n 2 N, hence a(n ?1)+d 6 = 0 for n 2 N since otherwise no orthogonal polynomial solutions can exist; in particular, d 6 = 0.
By a Gr obner basis calculation (invoked by the solve command of Maple or REDUCE) it turns out that there is a unique solution of the above nonlinear system, given by Theorem 2 Let p n (x) = k n x n + : : : (n 2 N 0 ) be a family of polynomial solutions of the system of di erence equations (69) that are orthogonal with respect to a discrete weight function (x). Then the di erence rule (72) (x) rp n (x) = n p n+1 (x) + n p n (x) + n p n?1 (x) is valid with n = a n k n k n+1 n = ? n (a(n ? 1) + d) ( Note that with an immense e ort one can deduce Theorem 2 also by hand calculations, using a similar technique as in our proof of Theorem 1.
Theorem 2 is also valid for case (1) of Table 2 , see x 6; the recurrence equation part is also valid in case (2a) of Table 2 , and generates the recurrence equation p n+2 (x)?(x?n?1) p n+1 (x) = 0 for the falling factorial p n (x) = x n . As a byproduct of Theorem 2, we get for the ratio k 0 n+1 =k 0 As in the continuous case, the Rodrigues constant E n , given by (73), can be determined.
Corollary 7 Let p n (x) = k n x n +: : : (n 2 N 0 ) be a family of orthogonal polynomial solutions of the system of di erence equations (69) corresponding to a discrete weight function (x). Then p n (x) have a Rodrigues representation (73), E n being a hypergeometric term, satifying Algorithm 2 This algorithm decides whether a given holonomic three-term recurrence equation has classical discrete orthogonal polynomial solutions, and returns their data if applicable.
2. Shift: Shift by maxfn 2 N 0 jn is zero of either q n?1 (x) or s n (x)g + 1 if necessary.
3. Rewriting: Rewrite the recurrence equation in the form p n+1 (x) = t n (x)p n (x) + u n (x) p n?1 (x) (t n (x); u n (x) 2 Q(n; x)) :
If either t n (x) is not a polynomial of degree one in x or u n (x) is not constant with respect to x, return "no classical discrete orthogonal polynomial solution exists"; exit.
4. Linear Transformation: Rewrite the recurrence equation by the linear transformation x 7 ! x?g f with (yet) unknowns f and g. 5. Standardization: Given now A n ; B n and C n by p n+1 (x) = (A n x + B n ) p n (x) ? C n p n?1 (x) (A n ; B n ; C n 2 Q(n); A n 6 = 0) ;
de ne k n+1 k n := A n = v n w n (v n ; w n 2 Q n])
according to (74). and bring them in lowest terms. If the degree of either the numerator or the denominator ofB n is larger than 2, if the degree of the numerator ofC n is larger than 6, or if the degree of the denominator ofC n is larger than 4, then return "no classical discrete orthogonal polynomial solution exists"; exit. Proof: The proof is an obvious modi cation of Algorithm 1. The only di erence is that we have to take a possible linear transformation fx + g into consideration since the di erence equation (69) is not invariant under those transformations. This leads to step 3 of the algorithm.
2 Note that an application of Algorithm 2 to the recurrence equation p n+2 (x) ? (x ? n ? 1) p n+1 (x) = 0 which is valid for the falling factorial p n (x) = x n , generates the di erence equation x rp n (x) ? x p n (x) + np n (x) = 0 of An application of Algorithm 2 shows that this recurrence equation corresponds to the two di erent di erence equations x (?x + 1 ? + N) rp n (x) + (?2 x + N + N) p n (x) ) + n (n ? 3) p n (x) = 0 and (x + ) (?x + 1 + N) rp n (x) ? ( 2 x ? N + 2 + N) p n (x) + n (n ? 3) p n (x) = 0 : 6 A New Polynomial System
In this section, we would like to present a new polynomial system satisfying the di erence equation (69), but not coming from a discrete weight function, see Table 2 n (x) = 0 with respect to x which also can be obtained combining (80) and (81).
Note that the given polynomial system completes the classi cation of the polynomial solutions of (69) given in ( 19] , Chapter 2), resulting in Table 2 . Since the given system satis es a di erence rule which is compatible with Theorem 2, Algorithm 2 can also recognize these solutions.
Coe cient Recurrence Equation
By equating the coe cients of the powers of x in their di erential equation (17) In this section, we discuss the same question in the discrete case. Since the operators and r behave nicely with falling factorials only, the solution is a little more di cult in this setting.
Throughout this section we assume an expansion (82), i.e., we use the renamings k n = a Note that from (84) and (85) one can deduce the discrete equivalents of (29) and (33).
As an example, we apply these formulas to the falling factorials p n (x) = x n which are solutions of the di erence equation (Table 2: 
