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Introduction
Our empirical analysis reveals highly asymmetric distributions of yields on bonds at the short end of the maturity spectrum when the the zero bound is relevant. In more typical economic environments where policy rates are well away from their zero bound, the most likely value (mode) of a policy rate is quantitatively similar to its mean value. However, when the zero bound is (nearly) binding, there can be large differences between the means and modes of bond yields. A notable consequence of this option-like effect of a zero bound is that investors may expect short rates to rise even though the most likely realization of a policy rate is that it will stay at or near its zero bound. This finding has important practical implications for drawing inferences about the likely paths of policy rates from futures markets.
These features of the JGB yield distributions are reflected in equally interesting patterns of the model-implied market prices of risk and bond portfolio Sharpe ratios.
3 Relative to standard affine models, N DT SM -implied excess returns are generally less variable and are closer to zero during periods when the short rate was near its zero bound. That is, ignoring the zero bound when fitting DT SM s leads to over estimates of the volatilities of risk premiums. Furthermore, the implied Sharpe ratios provide a clear differentiation between the fits of the N DT SM s during our sample period, with the N DT SM with a shadow rate that follows a QG model providing the best fit to excess returns.
The remainder of this paper is organized as follows. In Section 2 we highlight several notable features of the JGB data that are connected to the presence of the zero bound. Section 3 analyzes the zero-boundary behavior implied by several two-factor N DT SM s from the affine, QG, and the Black shadow-rate families of models. There we argue that N DT SM s that achieve a zero short rate by setting all of its risk factors to zero (e.g., multifactor-CIRstyle models) have the major limitation that a zero short rate implies zero variation for yields on bonds of all maturities. To circumvent this problem, we focus on N DT SM s in which the condition of a zero short rate is not sufficient to determine all the pricing factors. This is a natural feature of Black-style models. We proceed to construct special cases of the affine and QG families of models that also have this property.
In Section 4, we present empirical results for the general two-factor non-negative affine model, QG model, and the versions of Black's model with Gaussian and quadratic-Gaussian shadow rates. The QG and the two Black models perform quite well in capturing the behavior of Japanese yields (in terms of the cross-sectional fit, volatility, and residual tests). The properties of Sharpe ratios and risk premiums are taken up in Section 5.
Historical Properties of JGB Yields
Prior to exploring the properties of N DT SM s we highlight several characteristics of JGB yields during the 1990s and 2000s that present potential challenges for term structure modeling. as the six-month yield were essentially stuck at zero during much of the period from 2001 to 2005. While it has been widely recognized that many tractable DT SM s allow short rates to become negative (e.g., Gaussian models), this feature becomes increasingly problematic for many valuation purposes as the short rate hovers near zero. Equally notable are that, while the short-term rate remained near zero, the longer term yields evidenced considerable variability around much larger average values. 5 We subsequently explore in depth the the economic underpinnings of high and variable long-term bond yields during a prolonged period of a near-zero policy rate.
The zero bound also constrains the behaviors of volatilities and bond risk premia. Figures 2(a,b) display two proxies for the instantaneous yield volatility σ t,τ : the rolling standard deviation of daily yield changes over a 60 trading-day window, and the EGARCH(1,1) volatility (based on weekly yields). As the short-term rate declines, the volatilities of bond yields also decline (at least for short maturities). In particular, when the nominal short rate was near zero in [2001] [2002] [2003] [2004] [2005] , the six-month and two-year yield volatilities were also very low.
Figure 2(c) shows the level of interest rates l t , constructed as the average of six-month, one-, two-, four-, seven-and ten-year yields. There is a visible positive relationship between l t and yield volatilities (Figure 2(a,b) ), at least for short-and intermediate-term bonds.
6 The simple correlations betweenσ t,τ (our rolling standard deviation volatility proxy) and l t across maturities (6mth, 1yr, 2yr, 4yr, 7yr, 10yr) are (0.725, 0.737, 0.717, 0.560, 0.339, 0.107) . For maturities of two years and less, the correlations exceed 0.7. The excess return R t,τ,∆ = (τ y t,τ − (τ − ∆)y t+∆,τ −∆ )/∆ − y t,∆ , the predictable component of which is the bond risk premium, is displayed in Figure 2 (d) for the two-year bond and a 6-month holding period (τ = 2yr, ∆ = 6mth). This excess return also becomes very small as the short rate declines to zero, indicating a positive relationship between risk premiums and the level of interest rates. This is consistent with the documented link between the levels and volatilities of yields. On the other hand, the relationship between the excess return on the long-term bond and the level of yields is much weaker, as can be seen from Figure 2 (e).
The mutually positive relationship between risk premia, volatilities, and levels suggests that volatility and level should have forecast power for excess bond returns. The R 2 in the projections of R t,τ ontoσ t,τ for maturities τ = (1yr, 2yr, 4yr, 7yr, 10yr) are (0.30, 0.25, 0.14, 0.02, 0.004). Similarly, high R 2 s are obtained from projections of excess bond returns onto l t .
This positive relationship between bond risk premiums and volatility/level is much less evident during periods when short rates are far from their zero bound. For example, Duffee (2002) examined a similar regression, but found that yield volatility did not have much predictive power for excess bond returns.
7 Similarly, the US data from the 1990s and 2000s do not show a strong positive relationship between excess returns and the level of yields.
Summarizing: (i) the short-term nominal rate was at the zero bound for extended periods of time; and (ii) even when the short rate was essentially stuck near the zero bound, the longer term interest rates showed substantial fluctuation around relatively high values. Thirdly, essentially as an implication of a zero bound, yield volatilities, bond risk premia, and the level of interest rates were positively related, for short and intermediate maturities.
N DT SM s: Theory
Let P τ (x t ) denote the price of a nominal zero-coupon bond that matures in τ periods, r(x t ) the instantaneous short rate, and x t the set of risk factors driving bond yields. Then, absent arbitrage opportunities,
where the superscript Q denotes the risk-neutral measure. The bond prices can be also expressed in terms of the data-generating measure P using the pricing kernel M :
where
B P is a standard Brownian motion, and λ(x t ) is the n-vector of market prices of risk. We will focus on an n-dimensional state process x t that follows the diffusion processes
7 Researchers continue to debate how much of the interest rate volatility information is contained in the yield curve. See, e.g., Collin-Dufresne and Goldstein (2002) , Jacobs and Karoui (2009), and Joslin (2007) .
under Q and P with drifts linked by the market prices of risk λ(x t ):
The yield on a zero-coupon bond of maturity τ is y τ (x t ) = − log(P τ (x t ))/τ . Also, the instantaneous expected excess return ℘ t,τ and yield volatilities σ t,τ are given by:
In this paper, we focus on three classes of N DT SM s: affine models, quadratic-Gaussian models, and Black-type shadow-rate models. We turn next to the specification of these models, paying special attention to the features of these models linked to the behavior of yields near the zero boundary.
Affine Models
Perhaps the best known multifactor affine N DT SM is the CIR model constructed with n independent factors, each of which follows a square-root process:
i = 1, . . . , n. Implicit in this formulation are the market prices of risk λ it = λ i √ x it that affect the rates of mean reversion of the square-root processes (κ
, but not their long-run means. The states are non-negative by construction, and hence so are the model-implied bond yields.
The Japanese experience is particularly challenging for the multifactor CIR model: since the x it 's are non-negative numbers, in order to have r t = 0, it must be that x it = 0, for all i. This means that as long as the short rate remains at 0, the yields on bonds of all maturities are also constants. This is inconsistent with the high levels and volatilities of long-term yields in Japan (feature (ii)) during periods of near-zero short rates. Any multifactor N DT SM with the short rate r t constructed as the sum of independent non-negative factors would similarly fail to match the Japanese data.
One means of overcoming this limitation of the classic CIR model is to introduce correlation among the factors. For instance, suppose in the case of two factors that bond yields are determined by:
Though r t is a function of x 2t alone, the bond yields y t,τ (τ > 0) are functions of both x 1t and x 2t since x 1t affects the dynamics of x 2t . Therefore, yields on long-term bonds will fluctuate even when r t is fixed at zero. This example is nested in the general A 2 (2) model of Dai and Singleton (2000) . We specify the non-negative version of the general model as
For this process to be well defined the drift term must remain positive when x 1t or x 2t are close to zero, and this is ensured by the admissibility constraints [
We have normalized the model (to achieve identification) by fixing the scales of the Brownian motions, while allowing for free non-negative weights γ 1 and γ 2 on x 1t and x 2t in (14). Additionally, the general A 2 (2) model allows for a constant term in (14) that determines the lower bound of the short rate. Since the relevant bound for Japan is clearly zero, we omit the constant.
To derive the P distribution of x t for this affine N DT SM , we adopt the following "extended affine" specification of the market prices of risk:
under which the P and Q parameters are related as Cheridito, Filipovic, and Kimmel (2007) show that a sufficient condition for this N DT SM to be arbitrage-free is that x 1t and x 2t are strictly positive under both measures. Under P this is guaranteed by the Feller conditions
and there is a similar non-attainment condition under Q.
Since it is not a priori clear whether the data is consistent with the Feller condition, we also consider the more restrictive specification
that is consistent with no arbitrage whether or not (18) is satisfied. Though (19) is a special case of (16), the fact that no-arbitrage is preserved without imposing the Feller conditions means that (19) introduces flexibility by allowing for a larger admissible range for the parameters K P and θ P .
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With either specification (16) or (19) of the market price of risk, zero-coupon bond yields are affine in x 1t and x 2t :
where a τ , b 1,τ , and b 2,τ are given as the solutions to ordinary differential equations (Duffie and Kan (1996) , Dai and Singleton (2000) ). The conditional volatility of r t in the general A 2 (2) model is given by
From this, it can be seen that r t = 0 implies that σ t = 0. Similarly, using (8) and (20), the volatility of y t,τ is
In general, r t = 0 does not necessarily imply x 1t = x 2t = 0. Therefore, σ t,τ can be nonzero for τ > 0 even when σ t is zero. But as τ → 0, σ t,τ → σ t and, consequently, when r t is close to zero, the yield volatilities for short-maturity bonds are also expected to be very small. The risk premium ℘ t,τ for the A 2 (2) model with market price of risk (16) is
If x 1t = x 2t = 0, we have ℘ t,τ = −τ (b 1,τ λ 1 + b 2,τ λ 2 ) = 0, whereas the yield volatility σ t,τ is 0. Thus, there is non-zero excess return in a locally risk-free situation. This is a violation of no-arbitrage as discussed by Cox, Ingersoll, and Ross (1985) and Stanton (1997) . Cheridito, Filipovic, and Kimmel (2007) avoid this problem by prohibiting x 1t and x 2t from attaining zero through the Feller condition (18). Alternatively, for the market price of risk (19),
Since ℘ t,τ = 0 if x 1t = x 2t = 0, this model remains arbitrage free even if x 1t and x 2t reach zero. So the Feller condition is not a requirement for arbitrage-free pricing.
9 This specification was used by Dai and Singleton (2000) and Duffee (2002) in their analysis of US Treasury data over sample periods when short rates were far from the zero bound. When the zero boundary is attainable (i.e., when the Feller condition is violated), there is the additional issue of what happens when r t reaches zero. It can be absorbed at zero, remain at the boundary for a random duration, etc. In such cases, bond yields are no longer affine.
Quadratic-Gaussian Models
Ahn, Dittmar, and Gallant (2002) and Leippold and Wu (2007) , among others, have explored the fit of quadratic-Gaussian (QG) models for US data.
10 The general n-factor, non-negative QG model (with zero lower bound) is
where Φ is a symmetric positive-semidefinite n × n matrix, K Q and Λ b are n × n matrices, and θ Q and λ a are n-vectors. Yields on zero-coupon bonds take the quadratic form
where a, b, C are given by the solution of a system of Riccati equations.
The non-negativity of r t is implied by the assumption that Φ in (25) is positive-semidefinite. To be explicit, for the 2-factor case, Φ has the triangular decomposition
with D ii being non-negative. Thus, (25) can be expressed equivalently as
wherex t ≡ A x t . This expression is non-negative so long as D 11 , D 22 ≥ 0. Now if D 11 and D 22 are strictly positive, r t = 0 implies thatx 1t =x 2t = 0. Thus strict positivity of the D ii would likely be problematic for capturing feature (ii) of Section 2 (substantial fluctuation in long maturity yields while the short rate remains near zero). However, if one of the diagonal elements of D is zero, say D 22 = 0, we have a situation similar to the affine example in (12)-(13). In this case, r t is a function ofx 1t alone, while yields on longer maturity bonds are functions ofx 1t andx 2t . Therefore, even if r t remains at or near zero, the longer-term yields will in general fluctuate thereby opening up the possibility that this model can match the Japanese data.
11
The condition that D 22 = 0 is equivalent to the minimum eigenvalue of Φ being zero. Most empirical studies of QG models have assumed that Φ is a positive-definite matrix, 10 Leippold and Wu (2007) study the joint behavior of exchanges rates and bond yields using a QG model for Japan and the US. Their data end in 1999 and hence they exclude the extended period of near-zero rates in the 2000s. Their QG model seems to fit better for Japan than the US because of the changes in volatility associated with declining interest rates.
11 Additionally, even if r t does not have a linear term (i.e., r t = x 2 t ), the longer maturity yields depend on a linear term:
2t ≈ 0, the values of x 1t and x 1t can nevertheless differ substantially and lead to differences in yields through the term b τ x t .
implying that min(eig(Φ)) > 0.
12 However, in the light of the preceding observations, we relax the assumption of positive-definiteness to positive-semidefiniteness.
The instantaneous volatility σ t of the short rate for the QG model is
so when r t = 0, we have σ t = 0. The yield volatility and risk premium are
The case of σ t,τ = 0 corresponds to b τ + 2C τ x t =0. Whence ℘ t,τ is also zero, ensuring that there are no arbitrage opportunities. Near the zero bound, both the yield volatilities and bond risk premia will be small for small τ 's. If r t = 0, then Φx t = 0 2×1 .
13 Since the factor loadings b τ and C τ implied by (25) -(27) satisfy b τ → 0 2×1 and C τ → Φ as τ → 0, it follows that, at least for small τ , r t ≈ 0 implies that b τ + 2C τ x t ≈ 0.
Shadow-Rate Models
Black (1995)'s shadow-rate model ensures non-negative interest rates by introducing an option-like condition for the short rate:
where s(x t ) is the shadow-rate process with r t = s t if s t > 0 and r t = 0 if s t ≤ 0. An extended stay of r t at the zero bound is induced by having s t remain in the negative region. By construction, knowing that r t = 0 does not uniquely determine x t . Black (1995) did not specify a specific process for s t . Gorovoi and Linetsky (2004) provide analytical solutions for bond prices in the one-factor cases where s t follows a Gaussian or square-root process. However, their solutions do not appear to generalize to multifactor cases. Perhaps for this reason, there has been little work on multifactor versions of shadow-rate models. One exception is Ichiue and Ueno (2007) who consider a two-factor Gaussian process for x t in their exploration of the long-term target rate r t of the Bank of Japan that is implicit in the yield curve.
In this paper, we consider a two-factor variant of Black's model that allows for time-varying volatility of the shadow rate s t . To this end, we specify s(x t ) as a general quadratic function of a Gaussian x t :
where ρ is a constant, Φ is a symmetric 2 × 2 matrix, K Q and Λ b are 2 × 2 matrices, and θ Q , λ a , and γ are 2-dimensional vectors. Further, we assume that the market price of risk is
which implies that x t follows an analogous Gaussian process under P with
Unlike in the QG expression (25) for the short rate r t , s(x t ) need not be bounded below. Consequently, it is not necessary to constrain ρ or γ, or to restrict Φ to be positive definite. This specification nests the two-factor model of Ichiue and Ueno (2007) , as the latter is obtained by setting Φ = 0 n×n and imposing several additional restrictions.
Numerical solutions for bond prices in this N DT SM are obtained as the finite-difference solutions to the partial differential equation (PDE):
with boundary condition P (τ = 0, x) = 1. The details are relegated to Appendix A. In shadow-rate models, the instantaneous volatility of the short-rate process is determined by the s t process when r t > 0 (since r t = s(x t ) as long as r t > 0). Consider, for example, the one-factor version of Black's model in which r t = max[0, s t ], λ t =λ, and
In this model, σ t (= (dr t ) 2 /dt) is given by σ t = σ for s t > 0, and σ t = 0 for s t < 0. Therefore, there is a discontinuity in volatility at s t = 0. Simple expressions for the instantaneous yield volatilities σ t,τ and expected excess returns ℘ t,τ are not available for Black-type models. However the numerical solution of the PDE gives an approximate value of ∂y t,τ /∂x t , which can be used to compute the yield volatilities and risk premia from (7) and (8).
To illustrate the risk/return trade-off in Black-type models, consider the one-factor N DT SM (39). In this model,
σλ. Therefore, both σ t,τ and ℘ t,τ are proportional to ∂y τ (s)/∂s. Figure 3 (a) displays the bond yields for maturities τ = (3mth, 1yr, 5yr) as functions of s t at the values κ P = 0.2, θ P = 0.02, σ = 0.025, and λ = −0.08. Although r t = 0 for all s t ≤ 0, y t,τ varies with s t . Figure 3 (b) displays ∂y τ (s t )/∂s t as a function of s t for τ = (3mth, 1yr, 5yr) using the same set of parameters as in Figure 3 (a). Note that ∂y τ (s t )/∂s t = 0 at s t = 0. Thus, when r t is close to 0, σ t,τ and ℘ t,τ might not be close to 0 even for short maturities τ . However, as s t → −∞, ∂y τ (s t )/∂s t approaches zero at rates inversely related to τ . Most of the variation in ∂y τ (s t )/∂s t occurs when s t is in the neighborhood of 0: when s t 0 or s t 0, ∂y τ (s t )/∂s t is almost constant and there is little variation in σ t,τ and ℘ t,τ . In particular, if the short rate is sufficiently above the zero bound, the model would behave like the standard one-factor Vasicek model. For the more general shadow-rate process (35), we can similarly expect that ∂y τ (x t )/∂x t = 0 when s(x t ) = 0, while ∂y τ (x t )/∂x t → 0 as s(x t ) → −∞. Notably, even with constant market price of risk and shadow-rate volatility σ, the expected excess returns and volatilities of the yields y t,τ vary over time. This is in contrast to the Vasicek model (with constant market price of risk). Of course, in an N DT SM with timevarying shadow-rate volatility and market price of risk (as in (35) and (37)), even richer behaviors of volatilities and risk premia may arise.
That N DT SM s can potentially match key features of Japanese data when the short rate is near its zero bound does not mean that they can simultaneously match these features and all of the moments implicit in the model-implied likelihood functions of the data. The next section undertakes a more formal analysis of goodness-of-fit.
N DT SM s: Empirical Evidence
We estimate the following five specifications of two-factor N DT SM s: (14)- (15) with completely affine market price of risk (19) (model CA 2 2).
The Feller condition is not imposed.
• A 2 (2) model (14)- (15) with extended affine market price of risk (16) 
5, are imposed to rule out arbitrage opportunities.
• Maximally flexible QG model (25)-(27) (model QG2), with the normalizations K P 21 = 0, Σ 11 = Σ 22 = 0.1, Σ 12 = Σ 21 = 0. To enforce the positive-semidefiniteness of the matrix Φ, we treat A 21 , D 11 , and D 22 in (29) as the free parameters.
• Shadow-rate model with Gaussian s t (model B-AG2): Φ is set to 0 2×2 in (35), and the normalizations K
• Maximally flexible shadow-rate model with QG s t (model B-QG2): s t is parameterized as in (35) with the normalizations K P 12 = 0, γ 1 = γ 2 = 0, Σ 11 = Σ 22 = 0.1, Σ 12 = Σ 21 = 0. Φ is unconstrained, and s(x t ) includes a constant term ρ.
We focus on two-factor models because they have the potential, relative to one-factors models, to match the features of the Japanese data documented in Section 2. Additionally, particularly in the case of shadow rate models, we seek computationally tractable extensions of the extant literature that match key features of our data.
Data, Estimation Method and Parameter Estimates
We focus on weekly data on JGB yields from January, 1995 through March, 2008 (sampled Fridays). Our choice of starting date was influenced by evidence of a possible structural break in the data (Miyao (2000) ), concerns about poor liquidity during earlier periods, and our focus on periods of low interest rates. The maturities included are six months and one-, two-, four-, seven-, and ten-years.
14 Discussions with Bank of Japan economists and market participants confirmed that the JGB market had reasonable liquidity out to ten-years to maturity during our sample period.
Observed yields y o t,τ i are assumed to equal their model-implied counterparts y t,τ i plus mutually and serially independent measurement errors e t,τ i :
Details on the finite-difference methods used to solve for the nonlinear functions y τ (x t ) that arise in the shadow-rate models are given in Appendix A. The unknown parameters ψ 0 are estimated using the extended Kalman-filter-based quasi-maximum likelihood (QM L) function, as it accommodates all of the N DT SM s examined.
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Estimates and their asymptotic standard errors are displayed in Table 1 . Notice, first of all, that in both models EA 2 2 and CA 2 2 the loadings on the first state variable x 1t (γ 1 ) are 0. Furthermore, the off-diagonal elements of K P are significant. Together these estimates imply that the condition r t = 0, which requires that x 2t = 0 in these models, does not constrain the value of x 1t . Accordingly, these models can potentially replicate the variation in long-term bond yields that is prominent in the data, even when short-rates hover near zero.
The counterpart to this non-invertibility result for model QG2 is that one of the diagonal elements of the matrix D in the factorization Φ = ADA (see (29)) is zero. In fact, for this 14 Our data is from the same dataset used by Ueno, Baba, and Sakurai (2006) , extended into 2008. 15 Here we presume that prolonged periods of near-zero short-term rates were typical draws from the N DT SM . An alternative view would be that during 2002-5 market participants kept expecting interest rates to rise while being "surprised" by no change over and over again. Conversations with Bank of Japan economists confirm that our presumption is reasonable. The level of yields during 2002 is discussed in more depth in Section 4.3. Previous studies that have used the Kalman filter or its extended version to study N DT SM s include De Jong (2000) , Li and Zhao (2006) , and Ichiue and Ueno (2007 
Thus, in attempting to describe the episodes of low JGB yields within an affine N DT SM , the data appear to call for a model that does not enforce the the Feller condition. This is reflected in the finding that model CA 2 2 has a higher likelihood value than model EA 2 2 (39.758 versus 38.704). These results raise a cautionary point regarding the flexibility of the extended affine specification of λ t (Cheridito, Filipovic, and Kimmel (2007) ). Though seemingly more flexible than the completely affine specification in model CA 2 2, in low interest rate environments the latter specification of λ t might offer the greater flexibility by not requiring the Feller condition to ensure no arbitrage. To understand why the Feller condition is violated/binding in model EA 2 2, note that when r t is near zero (so x 2t is near zero, since r t = γ 2 x 2t ), the drift µ rt of r t is approximately [
The extended stay of r t near zero during 2001-05 implies that µ rt ≈ 0. Since K P 21 ≤ 0 and x 1 ≥ 0, we need [K P θ P ] 2 ≈ 0 and x 1t ≈ 0 during this period. Thus, the likelihood search pushes [K P θ P ] 2 toward 0. In the case of model EA 2 2, how small [K P θ P ] 2 can become is constrained by the Feller condition. As a consequence, the EA 2 2 model will have the feature that x 2t has a persistent forecast error near the zero boundary:
h according to the estimated EA 2 2 model, but the realized ∆x 2,t+h are close to 0 for much of 2001-05. Table 2 displays the estimates of the standard deviations of the pricing errors, δ τ . The affine models do not fit the observed yields as well as the QG and shadow-rate models. For example, δ 10yr exceeds 20 basis points for models CA 2 2 and EA 2 2, while its values for models QG2, 16 The estimate of [K P θ P ] 2 = 10 −6 is also a boundary solution. Since admissibility requires that [K P θ P ] 2 > 0, the lower bound has been set to a very small number (10 −6 ). Figure 4: The model-implied (solid lines) and observed yields (dotted lines) for maturities one-, four-, and ten-years implied by the models CA 2 2 and B-AG2.
Cross-Sectional Fit
B-AG2, and B-QG2 are about 10 basis points. Interestingly, model CA 2 2 has a smaller fitting error than model EA 2 2. Further, both models EA 2 2 and CA 2 2 give substantial improvements in fit over the CIR model (the A 2 (2) model with independent factors) in (9), which gives δ 10yr ≈ 75 basis points. Figure 4 (a) displays the observed and fitted yields for maturities of one-, four-, and ten-years for model CA 2 2 model. This model had particular difficulty matching the observed ten-year yield when interest rates were very low in 2001-03. This is a consequence of the issue discussed in Section 4.1: during this period, there is very little drift in r t ; to match this feature, x 1t has to be small, but this restricts the model's freedom to capture the variation in long-term yields. This trade-off between matching the dynamics of r t and matching the cross-section of yields is also present in model EA 2 2. Model B-AG2 (Figure 4(b) ) provides a much better fit, as do models QG2 and B-QG2.
The Level of Yields During 2002
From the vantage point of 2002, if investors correctly anticipated that the short rate would stay at zero for many years, why was the yield curve upward-sloping and why were yield levels so high (y t,10y reached 1.68% and y t,2y reached 0.14%)? One potential explanation is the presence of term premia. Ignoring a Jensen's inequality effect, 17 More subtly, asymmetries in the Q distribution of yields can drive a wedge between the most likely and expected values of future short-term rates. In the reminder of this section we explore this second phenomenon, deferring the risk premium issues until Section 5.
When monetary policy pushes short-term rates to their zero lower bound, it induces large asymmetries in the distributions of bond yields, particularly for short-to intermediate-term maturities. This in turn implies that the mode of a yield distribution can be quantitatively very different from its mean value, unlike what we typically see when r t is well above zero. As a consequence, the most likely value of y t,τ under Q can be essentially zero, even though E
To illustrate this effect, we examine the mean and mode of the risk-neutral distribution of the short rate on February 1, 2002 implied by our estimated models QG2 and B-AG2. These two models lead to particularly simple expressions for f Q (r t+τ |F t ): In the case of model QG2 (with D 22 = 0), the conditional distribution of the short rate takes the form
whereμ t andσ t depend on the horizon τ and the state vector x t , as discussed in detail in Appendix B. In the case of model B-AG2,
whereμ t andσ are again quantities that depend on τ and x t , H(s) is the Heaviside step function, and δ(x) is the Dirac delta function, which can be thought of as the pdf of an infinitely sharp normal distribution (i.e., δ(x) = lim →0 (1/ √ 2π 2 ) exp(−x 2 /(2 2 ))). From Figure 5(a,b) it is seen that the two-year ahead Q-density for model QG2 has a single peak at r = 0 (hence the mode is zero); in model B-AG2 it has a local maximum at a nonzero r and a delta-function peak at r = 0 (hence the concept of mode is ambiguous).
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Figure 5(c,d) display the means and modes of these distributions as functions of horizon τ . The modes are near zero out to two years, consistent with a Q belief that r t will remain near zero for an extended period. In contrast, the Q-means slope upwards. Indeed, the averages of the E Q t [r t+s ] out to two years are eleven basis points for model QG2 and thirteen basis points for model B-AG2, which roughly match the observed y o t,2y = 0.14% on this day. 17 The term premiums in yields are the differences
Note that the second term is the yield implied by the expectations hypothesis.
18 In this second case, even if we take the mode as the local maximum (if it exists) for definiteness, the mode is still less than the mean. The option-like effect of a zero boundary in N DT SM s drives a wedge between the mean and mode of a yield distribution. Thus, when policy makers interpret the short ends of the forward and futures curves as the market's views about a target short rate (Piazzesi and Swanson (2008) ), they may not be identifying the most likely path of r t in low interest rate environments. Importantly, a standard Gaussian DT SM would miss this wedge entirely.
Model-Implied Yield Volatilities
The conditional instantaneous yield volatilities σ t,τ are latent processes that can be inferred from our parametric models or approximated semi-nonparametrically through filtering. We use the fitted volatilities from an EGARCH(1, 1) model (Nelson (1991) ) as a reference volatility for comparing the magnitudes of the model-implied volatilities across N DT SM s. The EGARCH process is not an optimal filter for any of our stochastic volatility models; rather, we view this measure as a reasonable benchmark for assessing the plausibility of the levels of volatility implied by the disparate families of N DT SM s we are investigating.
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Figures 6 and 7 display instantaneous yield volatilities for the one-and seven-year bonds.
All of the non-affine models produce similar yield volatilities that track the historical benchmarks quite closely. Model CA 2 2 implies σ t,τ that are systematically too large, with the gap between σ t,7y and the EGARCH volatility being particularly large. This poor fit is likely a consequence of the tight link between volatility and risk premia induced by the specification (19) of λ t (Duffee (2002) ). To match the periods of high risk premiums, the likelihood function chooses parameters that generate high volatility. This is achieved in part with a negative K Q 11 (an explosive first factor; see Table 1) .
20 Allowing for an essentially affine λ t gives model EA 2 2 more flexibility in matching volatility, though the required Feller condition induces a downward bias in the fitted volatilities. The shadow-rate model B-AG2, in spite of having a homoskedastic shadow rate process, produces a substantial amount of variation in σ t,1y and σ t,7y . These volatilities would be nearly constant if the short rate was sufficiently far from the zero bound. So it is the near-binding zero bound during our sample that is inducing their variation.
A more direct assessment of the similarity between the sample and model-implied volatilities is obtained by projecting the EGARCH volatilities onto the model-implied volatilities (Table 3) .
21 Consistent with the graphical patterns, for model CA 2 2 the slope coefficients tend to be substantially smaller than one, while they are larger than one (for maturities out to two years) for model EA 2 2. On the other hand, the slope coefficients for models QG2, B-AG2, and B-QG2 are much closer to one at least out to the four-year maturity.
However, even for the relatively well-performing models QG2, B-AG2, and B-QG2, the correlations between our benchmark and the model-implied volatilities are low at the ten-year maturity. Similarly low correlations for long-term yields were found by Collin-Dufresne, Goldstein, and Jones (2009) and Jacobs and Karoui (2009) 
in their analysis of US Treasury
21 Both the dependent and independent variables are "fitted variables" in these regressions, so we focus on the relative magnitudes of the slope coefficients and the R 2 s. Table 3 : R 2 statistics and slope coefficients from regressions of the EGARCH(1,1) volatility proxy onto a constant and the model-implied volatility. yields prior to the recent period of low short-term rates. These patterns may be symptomatic of misspecification of the volatility process in that a second, very slowly mean reverting component may be needed to match the yield volatilities for long-term bonds.
Residual Tests
As an additional diagnostic we examine the model-implied residuals
whereŷ t+h,τ = y τ (x t+h ) is the model-implied yield at time t + h, and h is 1 week (our sampling interval). 22 These standardized residuals should satisfy the moment equations
The moments (48) address the fit of the drift term, and the moments (49) are useful for assessing the fit to the volatility dynamics.
To evaluate these moments up to L = 4 we construct a joint test of the null hypothesis that the moment conditions (46), (47), (48), and (49) hold. Two sets of χ 2 statistics are presented in Table 4 for models CA 2 2, EA 2 2, and QG2: the first treats the underlying parameters as known (ignores the first-stage M L estimation of the models), which the second formally Table 4 : χ 2 statistics for the null hypothesis that the ten moment conditions (46), (47), (48), and (49), with L = 4, are satisfied for each bon maturity τ = (6mth, 1yr, 2yr, 4yr, 7yr, 10yr ). For each model, the first row of statistics are based on known ψ 0 , and the second adjusts for M L estimation ψ 0 .
accounts for the pre-estimation the model parameters ψ 0 entering the moment conditions (see Appendix C for details). Both sets of statistics are largely in agreement on the relative fits of the N DT SM s. Model CA 2 2 is strongly rejected by the data. Staying within the affine family and adopting the essentially affine market prices of risk (model EA 2 2) improves the overall fit, but not substantially. The χ 2 statistics are an order of magnitude smaller for the models QG2, B-AG2, and B-QG2. Model QG2 fits the longer end of the yield curve better than the other two, while model B-QG2 has the best fit by this criterion out to two years.
Asymptotic t-statistics for the individual moments conditions shed light on the sources of the large χ 2 statistics for the affine models (Table 5) . For model CA 2 2 all of the statistics for the individual moment conditions are large, and this is particularly true for the moments (46), (47), and (49). These findings are consistent with the poor fit of this model to volatility (Section 4.4). Underlying the evidence against model EA 2 2 are the moment conditions (46) and (48) at all maturities, though the evidence against (49) is also strong particularly at the shorter maturities. The violation of (46) is connected to the binding Feller condition.
From the individual moment conditions for models QG2, it is seen that there is too much first-order persistence in the standardized z t at most maturities. The same is true of the squared residuals (z 2 t − 1) at short maturities, and this appears to be the reason for the relative out-performance of models B-AG2 and B-QG2 at these maturities. Evidently the latter two models better replicate the volatility dynamics for short-maturity yields on JGBs. The reverse is true for longer maturities: model QG2 tends to provide a better match to the volatility dynamics than models B-AG2 and B-QG2.
Shadow Rates
Figure 8 displays the model-implied shadow rates for models B-AG2 and B-QG2. They are much larger (magnitudes are smaller) than those reported in the literature. For example, Gorovoi and Linetsky (2004) report a value of -5% from a calibration to JGB yields on (46), (47), (48), and (49), with L = 4. These statistics reflect pre-estimation of the model parameters ψ 0 and are distributed asymptotically as standard normal. (2006) obtain a shadow rate that is even lower than -15% during 2002. According to Black (1995) , the (nominal) shadow rate is the sum of the inflation rate and the real shadow rate. The inflation rate can be negative (deflation), but it hard to rationalize a value for inflation rate that would generate a -15% shadow rate. The much larger (closer to zero) shadow rate we obtain may help in allaying concerns about the plausibility of shadow-rate models. The problem with prior implementations appears to be specific to their one-factor structure, and not to a general inability of these models to match the distributions of yields in low interest rate environments. Also notable is our finding that the quadratic-Gaussian shadow rate model (B-QG2) generates a shallower shadow rate than the Gaussian shadow rate model (B-AG2). This is consistent with the fact that model QG2 can be viewed as a trivial special case of a shadow-rate model, one in which the shadow rate never falls below zero.
23 Since model QG2 fits the data quite well, model B-QG2 (which nests model QG2) also fits well with a relatively shallow negative shadow rate.
As we saw from Table 5 , neither model QG2 nor the set of shadow-rate models (B-QG2, B-AG2) dominates the other. The flexibility for the shadow rate to go negative (relative to the lower bound of zero implicit in model QG2) seems to help in fitting the volatilities of short-maturity yields. However this improved fit is traded off against a relatively poorer fit to long-maturity JBG yields.
Risk Premiums and Sharpe Ratios in JGB Markets
Looking beyond goodness-of-fit, we are ultimately interested in whether N DT SM s match the historical distributions of JGB yields while also giving rise to economically plausible risk premiums and Sharpe ratios on bond investments. To help place our fitted expected Figure 9: Expected excess returns over a six-month holding period on bonds with initial maturity of two years, implied by models AG2, QG2, B-AG2, and B-QG2.
excess returns in perspective, we compare them to those from an essentially affine, two-factor Gaussian model (an A 0 (2) model, AG2). Model AG2 is widely used for the analysis of risk premiums (Duffee (2002) , Dai and Singleton (2002) ) so it serves as a natural benchmark. Figure 9 displays the model-implied expected excess returns over six-month holding periods for bonds with initial maturities of two years, during the sub-period of near-zero short rates. The returns in model AG2 show much more variation (large and sharp swings) than in the N DT SM s. Moreover, returns in model AG2 were negative and reached roughly minus sixty basis points during much of 2002 -03. In contrast, the returns in models QG2, B-QG2, and B-AG2 remained near zero or positive, with the exception of a brief period in 2003 for model B-AG2. The large negative excess returns in model AG2 are notably inconsistent with the pattern of realized excess returns displayed in Figure 2(d) .
Figures 10 and 11 display the model-implied expected excess returns for our entire sample period. The results for model B-QG2 track those from models QG2 and B-AG2 during several subperiods. However, there are sizable differences around the times of the Asian crisis, the burst of the dot-com bubble in the US, the 2002-03 period described above, and the period from 2006 onwards.
The last subperiod is every bit as striking as the period 2001-05 of near zero rates. Short-term rates started to rise during 2006 (Figure 1) . Initially, longer term rates also rose, but by mid-2006 they turned flat and for some maturities declined slightly. off in early 2006 and volatilities started to decline, excess returns in all of the models except for model B-QG2 also declined. Though realized excess returns exhibited some downward dips during 2006 -08, they were generally rising during this subperiod (Figure 2(d) ). The upward drift in expected returns from model B-QG2 better captures this pattern. In fact, when we project realized excess returns onto the model-implied expected excess returns from models (QG2, B-AG2, B-QG2), over our entire sample period, we obtain R 2 's of (0.35, 0.38, 0.63) and root-mean-squared fitting errors of (0.010, 0.009, 0.008), confirming the impressions from the figures. From (7) it is seen that there are two potential sources of differences in expected excess returns across models:
24 the yield sensitivities ∂y 2y (x t )/∂x t and the market prices of risk λ(x t ). Inspection of these components (not shown) reveals that it is differences in the model-implied market prices of risks that largely explain the different fits across models.
Turning to the holding period returns on ten-year bonds (Figure 11 ), the implied expected excess returns for models AG2, QG2, and B-AG2 roughly track each other. Furthermore, they show substantial fluctuation and, during mid-2003, they all reach −2%. In sharp contrast, the expected excess returns for model B-QG2 hover around zero (mostly positive but occasionally slightly negative) from 2001 through the middle of 2005. They also differ from the returns implied by the other models in the early and late parts of our sample period. What binds the results across models for short-maturity bonds is the effect of the level of rates on excess returns, particularly given the low level of short rates in Japan. However for long-maturity bonds this effect is much weaker. Projections of the realized onto the model-implied expected excess returns from models (QG2, B-AG2, B-QG2) for the ten-year bonds give R 2 's of (0.09, 0.16, 0.28) and root-mean-squared errors of (0.080, 0.073, 0.069). Again, model B-QG2 out-performs the other models.
The risk premiums for ten-year bonds are largely positive during 2002 for models B-AG2 and QG2 (Figure 11 ), though the magnitudes were smaller than in mid-1990s. Interestingly, model B-QG2 implies close-to-zero risk premiums during 2002. As mentioned in Section 4.3, a high level of yields during the extended period of zero interest rates might be partly due to positive term premiums. Our findings are consistent with this explanation, if bond bond risk premiums are associated with positive term premiums.
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At first glance, this finding might seem at odds with the following logic. In a zero rate environment, a rising interest rate is probably good news (an improving economy), but bond prices fall when yields rise. Since bonds do badly in good times, shouldn't they have a negative risk premium? We have shown only the risk premium for the next six months; expected future excess returns might show different patterns than in Figure 11 . At least in 24 This expression is for instantaneous expected excess returns. For the longer holding periods that we are examining, differences under P in the persistence of and correlations among the risk factors will also contribute to differences in expected excess returns.
25 On average, term premiums in yields are positively correlated with bond risk premiums, but the relationship between them is not simple. Cochrane and Piazzesi (2008) show in discrete-time that the term premium for an n-period bond is related to bond risk premiums as y n,t − (1/n)E
], where rx n t+1 is the expected excess return on holding the n-period bond from time t to t + 1 (log holding period return).
"normal" interest rate environments, long-and short-dated risk premiums do show different patterns, and also differ in their pro-and counter-cyclical patterns (Joslin, Priebsch, and Singleton (2011) ). Additionally, term premiums in long-term yields are difficult to estimate reliably because they involve long-horizon expectations of the short rate (Kim and Orphanides (2010) ). We defer a more systematic analysis of term premiums to future research with a richer macro-finance term structure model. Also, taken together, the patterns in two-year and ten-year bond risk premiums reveal that there is not a single common factor driving term premiums on bonds of all maturities, contrary to the conclusion reached by Cochrane and Piazzesi (2005) . This is evident in the qualitative differences between the risk premiums of the two-and ten-year bonds (especially for model B-QG2), and between the realized excess returns displayed in Figures 2 (d,e) . Our analysis suggests that the distinct time paths of premiums across the maturity spectrum arise in part because of the effect of the zero bound on yield distributions. These effects are in addition to the effects of macroeconomic forces on the factor structure of risk premiums documented in Duffee (2010) and Joslin, Priebsch, and Singleton (2011) .
Lastly, we examine the instantaneous scaled Sharpe ratios (CSRs), ℘ t,τ /(τ σ t,τ ), constructed from the instantaneous risk premium ℘ t,τ and volatility σ t,τ as defined in (7) and (8). They provide an easily interpretable check on the economic plausibility of the risk premiums required to match the distributions of yields within the N DT SM s examined. Figures 12a and 12b display the scaled Sharpe ratios for the two-and ten-year bonds, respectively. The results for model AG2 are included as benchmarks: Duffee (2010) finds that (at least outside of a zero interest rate environment in the US) low-dimensional Gaussian DT SM s imply plausible CSRs. If we approximate dt by one day (say 1/252), then for most of our sample (and, in particular, for most of the period 2002-5) the CSRs for the two-year bond were below 0.1, a reassuring finding. Thus, compensation for bearing interest rate risk during periods when r t was near its zero bound was relatively low. Moreover, both of the shadow-rate models produce Sharpe ratios that are more stable than those from model AG2. Model B-QG2 stands out as having the temporally most stable CSR, which we find intriguing in the light of our earlier result that this model also has the best fit to excess returns on these bonds.
Concluding Remarks
Our empirical findings suggest that two-factor affine, QG, and shadow-rate models all capture some of the key features of the JGB data during recent periods of near-zero short-term rates. In particular, all models capture the variation in bond yields, especially at low maturities, and produce bond risk premia that are very small when the level of interest rates is low. Yet, overall, the affine models CA 2 2 and EA 2 2 do not fit the distributions of yields as well as the QG and shadow-rate models. Model EA 2 2 has limitations connected to its binding Feller condition, while model CA 2 2 suffers from the tight link between the volatilities of the risk factors and bond risk premia implied by its market price of risk specification.
Among the non-affine N DT SM s, model B-AG2 captures the variation in yield volatilities almost as well as models QG2 and B-QG2. This suggests that much of the time-varying volatility of yields arises as a consequence of the near-binding zero bound on short rates. For, within model B-AG2, the shadow rate itself is not a source of time-varying volatility.
Overall, particularly when we consider the fit to realized excess returns (and, implicitly then, to risk premiums), the shadow-rate models out-perform the other models, with model B-QG2 providing the best fits at both the short and long ends of the yield curve. This improved fit is accomplished with economically plausible risk premiums, implied Sharpe ratios on bond portfolio positions, and range over which the fitted shadow rate varies.
A Numerical solution of the PDE for models B-AG2
and B-QG2
This appendix describes the finite-difference method for computing the bond prices in models B-AG2 and B-QG2. The bond prices in these models are given by the solution of the the partial differential equation (38) . This equation is a parabolic equation, which can be put in the form ∂P ∂τ = 2 i,j=1
where a ij (x), b i (x), and c(x) have obvious definitions. (Note that according to (38), a ij are constants. If Σ is a diagonal matrix (as in our chosen normalization), then a 12 = a 21 = 0, but we present below a finite-difference method that is also valid for non-zero a 12 .) Since x 1 and x 2 are unbounded in models B-QG2 and B-AG2, in order to put the problem on the grid, we introduce lower and upper bounds for x 1 and
together with boundary conditions
The boundary condition for the time dimension is P = 0 at τ = 0.
The space of (x 1 , x 2 , τ ) is discretized as
2 )/N 2 , and δ τ = τ max /N τ (τ max is the maximum bond maturity considered, that is, ten years).
To discretize expression (50), we use the splitting method, which has nice stability properties.
26 Specifically, we write
is the "intermediate step" value. The operator ∆ 1 is defined as
, and so on. It is straightforward to show that these equations are tri-diagonal linear equations. Note that the boundary conditions (51) correspond to the discrete equation
26 See, for example, Duffy (2006) ).
Once P is obtained at the grid points, P for other values of x 1 , x 2 can be obtained via interpolation.
To implement the finite difference method, we have to choose
w[1, 1] , with w = 5.0 for model B-QG2 and w = 0.2 for model B-AG2. Increasing N 1 and N 2 decreases the discretization error, though it also increases the computational burden; this is not a trivial concern, as the estimation involves the evaluation of P for many different values of the model parameters. Monte Carlo evaluations of the risk-neutral expectation (1) indicate that the performance of the finite difference method is quite satisfactory.
B Mean and mode of the short rate distribution in the quadratic-Gaussian and Black-Gaussian models
In this appendix, we derive the risk-neutral probability density functions (pdf) of the short rate f Q (r t+τ |x t ) for the QG2 and B-AG2 models, and discuss their properties. For the QG2 model, we focus on the special case in which one of eigenvalues of the Φ matrix is zero, as indicated by theoretical arguments as well as empirical evidence (D 22 = 0 in Table 1 ). Thus, we have
with the x t process following (26). Since the Q-distribution ofx 1,t+τ given x t is normal with mean A (e −K Q τ +(I−e −K Q τ )θ Q ) and variance matrix A τ 0 e −K Q s ΣΣ e −K Q s ds A, the distribution of r t+τ given x t is that of the square of a normal random variable (a noncentral chi-square distribution). Thus, the pdf of this distribution is f (r t+τ |x t ) = 1
where, suppressing dependence on τ and x t ,μ t andσ are given bȳ
The mean of the distribution is simplyμ 2 t +σ 2 . As regards the mode, we can see two qualitatively different behaviors, depending on the ratioσ/μ: the pdf can have a single peak at r = 0 (unimodal), or have a nonzero local maximum and a peak at r = 0 (non-unimodal).
The local maximum, if it exists, is a solution of the equation df (r t+τ |x t )/dr = 0. Taking the derivative of (55) and setting it to zero gives 1 + (σ/μ) 2 z 2 = z tanh(z), z ≡ (μ t /σ 2 ) √ r.
When z < 1, the right hand side of (58) is always less than 1 while the left hand size is always greater than 1. Therefore, if a solution exists, it has to be larger than 1. In this case, we can approximate tanh(z) as tanh(z) ∼ 1 and (58) can be approximated as a quadratic equation with solutions
Numerical evaluation of (59) reveals that a nonzero local maximum exists only ifσ/μ t < c, where c = 0.5. Ifσ/μ t > c, there is no local maximum or minimum, and the pdf f (r) has a single peak at r = 0, as illustrated in Figure 13a . Thus the mode of the distribution is r = 0. In the caseσ/μ t < c, besides the local maximum at r ≈μ 2 t
2
( 1 − 4(σ/μ t ) 2 + 1 − 2(σ/μ t ) 2 ),
there is a peak (singularity) at r = 0, as can be seen in Figure 13b . Thus, the mode of the distribution is not clearly defined. If, for definiteness, we take the local maximum (60) as the mode, this value is smaller than the mean of the distribution (μ 2 +σ 2 ). In summary, the mode of the distribution is always smaller than the mean of the distribution. This reflects the strongly asymmetric (positively skewed) nature of the distribution.
The pdfs for the Black-type models take the form (Kim (2008)) f (r t+τ |x t ) = w(x t )δ(s t+τ ) + H(s t+τ )f s (s t+τ |x t ),
where H(s) is the Heaviside step function (H(s) = 1 for s ≥ 0, and H(s) = 0 for s < 0), δ(s t+τ ) is the Dirac delta function, f s (s) is the pdf of the shadow rate, and w (the probability weight of the delta function) is given by w(x t ) = 0 −∞ f s (s t+τ |x t )ds. In the case of the B-AG2 model, the shadow rate s t is an affine function of Gaussian factors; recall that s t = ρ + γ x t and Q-process for x t is given in (36). Therefore, the conditional distribution of the shadow rate τ -periods later is normal:
The qualitative properties of this distribution depend on the sign ofμ. Ifμ t < 0, the pdf has a single peak (delta function singularity) at r = 0. Ifμ t > 0, it has a local maximum at r t =μ t , besides the delta function peak at r = 0. This is illustrated in Figures 13c,d . Thus, whenμ t > 0, the mode of the distribution is not clearly defined (analogous to theσ/μ > 0.5 case for the QG2 mode).
The conditional mean of r t+τ is 
where N (x) is the standard normal cdf, i.e., N (x) = (1/ √ 2π)
x −∞ e −z 2 /2 dz. Even if we take the local maximum (μ ifμ > 0) as the "mode", it is always smaller than the mean (65). Again, this reflects the asymmetry of the short rate distribution near the zero bound.
C Derivations of χ 2
Statistics for Section 4.5
Let t (ψ) denote the logarithm of the conditional density of the data associated with the Kalman (or extended Kalman) filtering and the Gaussian likelihood function (quasi-M L with filtering), ψ 0 denote the population value of the model parameters, and ψ T denote the M L estimator of ψ 0 for sample size T . Collect the cross-products and powers of the z's comprising (46), (47), (48), and (49) into the vector h t (ψ). Using a standard mean-value expansion, under regularity,
27 We use the notation " a =" to capture asymptotic equivalence for the purpose of deriving asymptotic distributions.
Similarly, expanding the first-order conditions to the log-likelihood problem gives:
Solving (67) ν t (ψ 0 ) , where (68)
By construction the function h t (ψ 0 ) and the score of the likelihood function
are meanindependent of past information. Therefore, ν t (ψ 0 ) is a Martingale difference sequence. It follows that 1
where "⇒" denotes convergence in distribution. Under standard regularity conditions, a consistent estimator E T [ν t (ψ T )ν t (ψ T ) ] for E [ν t (ψ 0 )ν t (ψ 0 ) ] is constructed by replacing ψ 0 by ψ T and by replacing the population means in (69) by their sample counterparts. Combining these observations,
is distributed asymptotically as a χ 2 distribution with degrees of freedom equal to the dimension of h t . We use these results for the case of one-dimensional h t to derive the asymptotic distribution of the standard "t-statistic."
