Abstract. We characterize the computational complexity of simple dependent bimodal logics. We define an operator ⊕ ⊆ between logics that almost behaves as the standard joint operator ⊕ except that the inclusion axiom [2]p ⇒ [1]p is added. Many multimodal logics from the literature are of this form or contain such fragments. For the standard modal logics K,T ,B,S4 and S5 we study the complexity of the satisfiability problem of the joint in the sense of ⊕ ⊆ . We mainly establish the PSPACE upper bounds by designing tableaux-based algorithms in which a particular attention is given to the formalization of termination and to the design of a uniform framework. Reductions into the packed guarded fragment with only two variables introduced by M. Marx are also used. E. Spaan proved that K ⊕ ⊆ S5 is EXPTIME-hard. We show that for L1, L2 ∈ {K, T, B} × {S4, S5}, L1 ⊕ ⊆ L2 is also EXPTIME-hard.
Introduction
Combining logics The combination of modal logics has deserved in the past years a lot of attention (see e.g. [12, 15, 21, 16, 2, 24] ) and this is an exciting area. Indeed, not only there are many ways to combine logics (fusion, product, . . . ) but also many properties of the combined logics deserve to be studied (completeness, compactness, finite model property, interpolation, decidability, complexity, . . . ) . In this paper, we are mainly concerned with computational complexity issues and as a side-effect with the design of tableaux-based decision procedures. The simplest way to combine two logics is to take their fusion, that is to obtain a bimodal logic which has no axioms that use both of the operators. For two normal modal logics L 1 and L 2 , we write L 1 ⊕L 2 to denote the smallest bimodal logic with two independent modal operators, say [1] and [2] . The complexity of such logics has been analyzed in [19] and from [22, 18] , we know that for instance the logics K ⊕ K, S5 ⊕ S5, S4 ⊕ S5 and K ⊕ S5 have PSPACE-complete satisfiability problems.
Other combinators for modal logics are relevant (see e.g. [15, 16] ). We write
It is not very difficult to design new operators since each recursive set of bimodal formulae potentially induces a way to combine two logics. The fusion operator ⊕ is simply associated to the empty set of formulae. In the paper, we investigate the complexity of bimodal logics obtained from monomodal logics by application of ⊕ ⊆ . To be more precise, we adopt a semantics-oriented definition since we define an operator ⊕ ⊆ on classes of monomodal frames. The logics of the form L 1 ⊕ ⊆ L 2 are said to be simple dependent bimodal logics. For instance, adding a universal modal operator to certain monomodal logics corresponds exactly to operating with ⊕ ⊆ . Unlike ⊕, ⊕ ⊆ does not preserve decidability since by [30] , a Horn modal logic whose satisfiability is in NP, is shown to be undecidable when extended with the universal modal operator. Complexity neither transfers. Indeed, K ⊕ ⊆ S5 has an EXPTIME-hard satisfiability problem [30] although K-satisfiability is PSPACE-complete and S5-satisfiability is NP-complete [22] . In this paper, we analyze the complexity of the logics [20, 26, 35] for proof-theoretical analyses) that are known to be close to tableau-based procedures. We invite the reader to consult [8] for understanding how the semantical analysis in [22] can be given a proof-theoretical interpretation. Furthermore, the (semantical) analysis developed in the paper can be plug into a labelled tableaux calculus for the logics. Actually, such a calculus is not difficult to define for such logics following for instance [1] .
One may wonder why the operator ⊕ ⊆ deserves some interest. After all, any bimodal formula generates an operator on logics. Actually, many logics can be explained in terms of ⊕ ⊆ . Below are few examples:
-the propositional linear temporal logic PLTL with future F and next X:
PLTL-satisfiability is PSPACE-complete whereas the fragment with F only [resp. with X only] is in NP [29] ;
-the logic S4+5 is shown to have a satisfiability problem equal to the satisfiability problem for S5 -information logics derived from information systems (see e.g.
[34]).
Our contribution. The technical contribution of the paper is to characterize the computational complexity of the satisfiability problem for the logics
[27] for a thourough introduction to complexity theory). The choice of the logics is a bit arbitrary since many other standard modal logics would deserve such an analysis (the standard modal logics D, K4, G, S4.3, S4.3.1 to quote a few of them). However, we felt that with the present sample, we could reasonably show the peculiarity of ⊕ ⊆ and how the Ladner-like algorithms are precious to establish PSPACE upper bounds. Moreover, many proofs can be adapted to other logics not explicitly studied here. By way of example, D ⊕ ⊆ K4 can be shown to be EXPTIME-complete.
In Table 1 , we summarize the results. In the table, each problem in a given class
