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Classification models and kernel methods
Consider a labeled data set D = {x n , t n } N n=1 , where x is a P dimensional input vector while t is the corresponding target variable. In fMRI x contains (part of) a brain scan volume. The target t may be class labels (classification) or continuous real values (regression) and typically encodes behavior. In terms of predictive modeling we limit our discussion to classification models, bearing in mind that the following theory is readily applied to regression models. We consider for simplicity a binary classification setup with only two classes, hence t ∈ {−1, 1}, all expression may be generalized to multiple classes (Zurada et al., 1994) .
In a linear classifier the objective is to estimate model parameters θ = {w, b}, such that the discriminant function
generalizes well to future data. Objects are classified according to the sign of y in Eq. (1). A more flexible classifier can be implemented by a nonlinear projection of the observations x n into a larger space F (often referred to as a feature space) (Shawe-Taylor and Cristianini, 2004) . Let φ : X → F be a mapping from the input space X to F. Kernel-based algorithms seek to find a linear decision boundary of the same form as in Eq.
(1) in feature space
If the weight vector w can be expressed as a linear combination of the training points w = N n=1 α n φ(x n ) we can use the kernel trick to express the discriminant function as
with the model now parametrized by the smaller set of parameters θ = {α, b} (Lautrup et al., 1994) . The kernel is a function that returns the inner Note that w in the linear case is simply a weighted average of the training examples w = N n=1 α n x n . Examples of other and more flexible kernels are the polynomial kernel k(x i , x j ) = (x i x j + q) 2 and the RBF kernel
, where q is a kernel parameter. Such kernels allow for implementation of a nonlinear decision boundary in the input space.
However this is at the expense of model interpretation, since a weight cannot be assigned to each input feature in the same way as with the linear kernel.
Probabilistic Sensitivity Maps
In the context of discriminative models in neuroimaging we are interested in the importance of the different input features, i.e., voxels to the classifier.
Sensitivity analysis or the sensitivity map is a simple measurement of this importance. For early definitions, see Zurada et al. (1994 Zurada et al. ( , 1997 , and for recent applications of the sensitivity map in functional neuroimaging Strother et al., 2002) and in skin cancer detection by Raman spectroscopy (Sigurdsson et al., 2004) .
We aim for a visualization of the relative importance of the input data for a given function f (x) in a stochastic environment with a distribution over the inputs given by the probability density function p(x). This can be accomplished by the sensitivity map which is defined as the expected value of the squared derivatives of the function with respect to its arguments,
where s j denotes the sensitivity measure at the j'th voxel, thus the set {s j , j = 1, ..., P } is a volume. Since we aim at the global sensitivity over the input space we square the derivative to avoid cancelation of positive and negative terms, as some input regions may have positive sensitivity while others have negative sensitivity. Different choices for the function f (x) exist.
The simplest choice of the visualization function f (x) in Eq. (4) is the discriminant function y(x) in Eq. (2), hence the sensitivity map becomes
Due to the potential complexity of performing the integral we resort to the empirical estimate
where k x is a (N ×1) vector that holds the elements k
, where x n is the n'th training example. Thus, the sensitivity map requires the derivative of the kernel function. In the following we consider the sensitivity maps for kernel models with linear, polynomial and RBF kernels.
I -Sensitivity map for the linear kernel
First we note that k x holds the elements k(x n , x) = x n x, where n is the index of a specific training example. The derivative in Eq. (6) is then calculated as
where x n,j is the j'th voxel in training example n. Hence the sensitivity map for a linear kernel model is equal to the square of the conventional input space weight map given byw j = n α n x n,j .
II -Sensitivity map for the polynomial kernel
For the polynomial kernel k x holds the elements k(x n , x) = x n x − q 2 .
The derivative is calculated as
where x j again is the j'th feature in x.
III -Sensitivity map for the RBF kernel
For the RBF kernel k x holds the elements k(
Since the functional form of the discriminant function y(x) is identical for all classification models we consider here, there is no difference in how sensitivity maps are generated for the different classifiers. Hence the algorithm used is the same. The maps will of course in general differ since different classifiers provide different estimates of model parameters according to model assumptions. In Appendix A we provide code for calculation of the sensitivity map for a classifier with an RBF kernel.
