Abstract-In this paper, we apply the weight of evidence reformulation of AdaBoosted naive Bayes scoring due to Ridgeway et al. [38] to the problem of diagnosing insurance claim fraud. The method effectively combines the advantages of boosting and the explanatory power of the weight of evidence scoring framework. We present the results of an experimental evaluation with an emphasis on discriminatory power, ranking ability, and calibration of probability estimates. The data to which we apply the method consists of closed personal injury protection (PIP) automobile insurance claims from accidents that occurred in Massachusetts during 1993 and were previously investigated for suspicion of fraud by domain experts. The data mimic the most commonly occurring data configuration-that is, claim records consisting of information pertaining to several binary fraud indicators. The findings of the study reveal the method to be a valuable contribution to the design of intelligible, accountable, and efficient fraud detection support.
INTRODUCTION
T HE Coalition Against Insurance Fraud [10] estimates that insurance fraud costs Americans at least $80 billion a year. The Comité Européen des Assurances [11] , [12] estimates that the cost of fraud cannot be less than approximately 2 percent of the total annual premium income (all classes combined) for the European insurance industry. The Canadian Coalition Against Insurance Fraud [9] estimates that CAN$1.3 billion worth of general insurance claims paid in Canada every year are fraudulent. Published work in the insurance literature tends to confirm these orders of magnitude, at least using a wide definition of what constitutes a fraudulent claim [14] . Producing exact figures, however, remains difficult as fraud by its very nature is a covert operation and not well understood. There is no doubt, however, that insurance fraud has evolved into a prevalent and costly problem [46] .
The most effective way to fight fraud is, of course, to prevent abuse of the system. Insurers have been improving their applicant screening facilities, providing special training for front-office and claims handling personnel, establishing special investigation units, intensifying communication and cooperation within the industry and between the industry and prosecution and police authorities to fight insurance fraud, sponsoring state-or country-level fraud bureaus, and committing to a policy of bringing hard criminals before the courts. Nonetheless, fraudsters are renowned for their agility and creativity when it comes to finding new ways of exploiting the inertia of complex systems, especially when there are significant amounts of money involved. It is imperative that the fraudulent activity is identified at the earliest possible moment and that cheaters are swiftly tracked down.
In this paper, we focus on the detection of suspicious personal injury protection (PIP) (no-fault) automobile insurance claims [14] . The operational problem in detecting, and ultimately deterring, fraudulent claims is the identification of the characteristics of such claims that distinguish them from valid claims. Most insurance companies use lists of fraud indicators, representing a summary of the detection expertise, as a standard aid to claims adjusters for assessing suspicion of fraud at claim time. These lists form the basis for systematic, consistent, and swift identification of suspicious claims. Operationally, claims adjustment units identify those claims needing attention by noting the presence or absence of red flags in the inflow of information during the life of a claim. The assessment of the suspicion of fraud, however, is still often done on an informal, judgmental basis and often depends heavily on individual claims personnel to notice abnormalities in paper documents. More systematic electronic collection and organization of, and company-wide access to, coherent insurance data have stimulated data-driven initiatives aimed at analyzing and modeling the formal relations between fraud indicator combinations and claim suspiciousness to upgrade fraud detection with (semi)automatic, intelligible, accountable tools [14] , [46] , [47] .
The main goal of this paper is to explain and evaluate a coherent framework for compiling and interpreting evidence and knowledge for detecting suspicious insurance claims. The paper focuses on a particular case study involving PIP insurance claims. The case, however, easily generalizes to other application domains and should be of general interest. The diagnosis tool takes the form of the probabilistically interpretable weight of evidence reformulation of AdaBoosted naive Bayes scoring due to Ridgeway et al. [38] . This is a generic framework for object scoring that rests on an elegant reformulation of the boosted naive Bayes classifier. It is designed to combine the advantages of boosting and the flexibility and representational attractiveness of the probabilistic weight of evidence scoring framework. This insightful screening device allows for computing the relative importance (weight) for individual components of suspicion and displaying the aggregation of evidence pro and contra fraud as a balance of evidence [41] which is governed by a simple additivity principle.
We present the results of a successful empirical evaluation using closed PIP automobile insurance claims data from accidents that occurred in Massachusetts during 1993 and were previously investigated for suspicion of fraud by domain experts. The data that were used in the empirical study mimic the most commonly occurring data configuration for the domain at hand-that is, claim records consisting of information pertaining to several binary fraud indicators. Our evaluation of the predictive performance takes into account multiple measures of classifier quality pertaining to discriminatory power, ranking ability, and calibration of probability estimates. The latter is an important feature that has often been overshadowed by the presentation of simple misclassification rates.
The article is organized as follows: Section 2 covers the algorithmic details and the performance evaluation criteria. Section 3 briefly highlights the characteristics of the Massachusetts PIP automobile insurance claims data set used for this case study. Section 4 presents the results of the experimental assessment of the diagnosis framework. Section 5 concludes.
METHOD

Naive Bayes
The naive or simple Bayes classifier is well-known and widely used. It is the simplest form of Bayesian network classifier [20] , [33] . It builds on the conditional independence of inputs given the class label. For input data x ¼ x 1 ; . . . ; x n ð Þ T 2 IR n and target labels t this simplifying structural assumption yields the following model:
For discrete input data, the class conditional densities on the right-hand side of (1) are specified as conditional probability tables based on frequency counts from the training data. Since probability estimates based on training data frequencies may be unreliable in sparsely populated regions of the input space, an additional smoothing operation can be applied. Here, smoothing is based on imposing a uniform Dirichlet prior on the estimated tabular conditional probabilities for individual inputs given the class [20] . The posterior class membership probability estimates needed for classification are obtained using Bayes' theorem.
The naive Bayes classifier coincides with the Bayes optimal classifier only in the case that all the predictors are in fact independent given the class. Arguably, for many domains, this can be a rather restrictive assumption. Still, naive Bayes has a long history of empirical studies reporting often surprisingly good performance, even for cases where the independence assumption underlying naive Bayes is clearly unrealistic [15] , [20] , [24] , [26] , [29] . One of the main reasons that we focused in this work on the (smoothed) naive Bayes classifier for the claim fraud study at hand was that it previously did an excellent job in keeping up with-and in some cases even outperforming-more complex classifier models in a recently reported PIP automobile insurance claim fraud classification benchmarking study using Massachusetts data [47] . Among the more complex algorithm types were C4.5 decision trees [36] , Bayesian learning multilayer perceptrons (MLP) [30] , least squares support vector machines [42] , and tree-augmented naive Bayes [20] . The results of the benchmarking study led many of the consulted domain experts to express their preference for the simple and efficient naive Bayes solution. This also happened to fit the desiderata of an insightful, evidence-based analysis and decision framework.
Boosting Naive Bayes
The AdaBoost algorithm was proposed by Freund and Shapire [18] . It is currently one of the most popular forms of multiple model or ensemble-based classification methods [1] , [32] . Boosting belongs to the class of adaptive resample and combine (ARC) algorithms [7] , [8] . The mechanics of boosting rest on the construction of a sequence of classifiers, where each classifier is trained on a resampled 1 (or reweighted) training set where those training data instances that were poorly predicted in the previous runs receive a higher weight in the next run. At termination-that is, after a fixed number of iterations-the constructed classifiers are then combined by weighted or simple voting schemes. The idea underlying the sequential perturbation of the training data is that the base learner-specifically, naive Bayes-gets to focus incrementally on those regions of the data that are harder to learn. The ground-breaking work of Freund and Shapire [18] , [19] has since stimulated research on boosting and other forms of model combination. For a variety of base learners (e.g., several weak 2 learners) boosting has been widely reported to systematically reduce misclassification error, bias, and/or variance (see, for example, [1] , [32] , [39] , [48] ). We note that Elkan's application of boosted naive Bayes [17] won first prize out of 45 entries in the data mining competition at the 1997 International Conference on Knowledge Discovery and Data Mining. Ridgeway et al. [38] and O'Kane et al. [31] also reported encouraging results from boosting naive Bayes.
AdaBoost [18] , using the probabilistic predictions of the base classifier, works as follows: For a training set
The number of data instances in the resampled training set each time equals the original number of training instances.
2. A weak learner is defined as an algorithm yielding accuracy just slightly better than chance in the probably approximately correct (PAC) model [28] . This is interpreted as a minimum requirement for boosting [16] . and target labels t i 2 0; 1 f g, let the initial instance weights be w 1;i ¼ 1 N . Then, proceed as follows for run k going from 1 to K:
4. Normalize w kþ1;i by requiring that P N i¼1 w kþ1;i ¼ 1. The following final model combination hypothesis is then proposed for scoring new objects [18] :
where
Boosting naive Bayes involves replacing H k x ð Þ by the run k (smoothed) naive Bayes estimate of the posterior probability p t ¼ 1 j x ð Þ . Instance weights of less than 10 À8 are automatically set to 10 À8 before they are used in the normalization to avoid numerical underflow problems. For the same reason, we systematically add a small constant value-specifically, 0:5 N À Á -to both the numerator and the denominator of k [1] . Following Zheng et al. [53] and Webb [48] , whenever E k ¼ 0, we reinitialize the instance weights to continue boosting and set k ¼ 10 À10 . For the reinitialization of the weights, we employ Webb's [48] scheme. The instance weights are set conforming to random values from the continuous Poisson distribution and calculated according to the following formula:
where randomða; . . . ; bÞ returns a random integer between a and b inclusive.
Weights of Evidence
Formulating the log-odds in favor of class t ¼ 1 under the naive Bayes independence assumption, given discrete-valued inputs x m , m ¼ 1; . . . ; n with values a m;j , j ¼ 1; . . . ; n m yields:
ð Þ p x m ¼a m;j jt¼0 ð Þ and Á; Á ð Þ has value 1 if both arguments match, 0 otherwise. The ! m;j (or estimates! ! m;j ) are called weights of evidence [22] , [23] , [41] .
They allow for a straightforward and intuitive interpreta- [6] , [17] . Moreover, Elkan [17] showed boosted naive Bayes to be representationally equivalent to a feed-forward MLP with a single hidden layer consisting of one hidden neuron with a logistic activation function per naive Bayes classifier in the boosting sequence, and with a single-neuron logistic output layer. Boosted naive Bayes learning can thus be regarded as an alternative to traditional feed-forward MLP training algorithms (see, for example, [6] ), but with the advantage that the boosted naive Bayes classifier can be learned very efficiently [17] .
To restore the elegance and intuition that are characteristic of the weight of evidence formulation of simple Bayes, but that are destroyed by the need to combine a sequence of base models, Ridgeway et al. [38] propose a weight of evidence formulation for the case of AdaBoosted naive Bayes, using a Taylor series approximation to the logistic function up to the linear term. Plugging the boosted model in (2) into the log-odds in favor of class t ¼ 1 then gives:
Evaluation Criteria
We use the following complementary evaluation criteria.
Percentage Correctly Classified
The percentage correctly classified (PCC) on (test) data, an estimate of a classifier's probability of a correct response, is the proportion of data instances that are correctly classified. PCC is the most widely used measure of classifier discriminatory power (range ½0; 1; 1 being optimal) [25] , [35] , [47] .
Receiver Operating Characteristic Curve
A receiver operating characteristic (ROC) curve is a twodimensional visualization of the false alarm rate (horizontal axis) versus the true alarm rate (vertical axis) for various values of the classification threshold imposed on the value range of a scoring rule or continuous-output (two-class) classifier. It illustrates the decision-making behavior of the scoring rule in terms of False Positives False Positives þ True Negatives ;
True Positives True Positives þ False Negatives pairs for alternative operating conditions-specifically, summarized in the classification threshold [43] , [44] . The ROC essentially allows us to evaluate and visualize the quality of the rankings produced by the scoring rule. Informally, the closer the ROC is to the point (0,1) (upper left), the better the scoring rule in general terms-that is, taking into account the whole range of operating conditions. A specific operating condition coincides with a point on the ROC. For known operating conditions, scoring rules can be compared by contrasting the appropriate points on their ROCs [25] , [27] , [34] , [47] .
Area under the ROC
The area under the ROC (AUROC) is a single-figure summary measure associated with ROC performance assessment (range ½0; 1; 1 being optimal). It is only appropriate as a performance measure in the case of unknown or vague operating conditions and when more general comparison or evaluation of scoring rules over a range of operating conditions is in order. The AUROC provides a simple figure of merit for the expected performance of a scoring rule across a wide range of operating conditions. It is equivalent to the nonparametric Wilcoxon-Mann-Whitney statistic, which estimates the probability that a randomly chosen positive data instance is correctly ranked higher than a randomly selected negative data instance [25] , [27] . The AUROC is based solely on the relative ranking of data instances according to the continuous output of the scoring rule. This implies that the AUROC does not allow us to assess whether posterior class membership probability estimates are wellcalibrated [25] , [27] , [34] , [47] .
Logarithmic Score
The cross-entropy CE À Á is defined as follows on (test) data
and target labels t i 2 0; 1 f g:
However, since we do not have access to the true posterior class membership probabilities and only the class labels are known, p t ¼ j j x i ð Þis replaced in (7) by j; t i ð Þ, as defined above. This operation yields the logarithmic score L À Á (range ½0; þ1; 0 being optimal) [6] . It takes into account the estimated posterior class membership probabilities and can thus be used as a measure for assessing the quality of the assigned probability estimates. The L measure is sensitive to small values of the posterior class membership probability estimates, an effect that can be dampened by setting a lower limit to posterior class membership probability estimates [45] .
Brier Inaccuracy
The Brier score BS À Á (Brier imprecision) [25] 
This score coincides with the mean-squared error, or MSE, of the probability estimates. Again, since we do not have access to the true posterior class membership probabilities and only the class labels are known, p t ¼ j j x i ð Þis replaced in (8) by j; t i ð Þ, as defined above. This operation yields the Brier inaccuracy B À Á (range ½0; 2; 0 being optimal) [25] . The B measure takes into account both discriminatory power and the calibration of the assigned probability estimates [25] , [40] .
Calibration Plot
Á T 2 IR n and target labels t i 2 0; 1 f g, the calibration plot depicts the agreement between the predicted posterior probabilities (horizontal axis) and the observed proportions in the data (vertical axis) [13] . The golden standard is the diagonal from the point (0,0) (bottom left) to the point (1,1) (upper right). Informally, the closer the plotted calibration is to the diagonal, the more reliable-that is, well-calibrated-are the produced posterior class membership probability estimates. The plot is obtained by partitioning the space spanned by x according to a grouping of the produced posterior class t ¼ 1 membership probability estimates into G bins [25] . For each bin, we then plot the mean of the predicted posterior class t ¼ 1 membership probabilities for the data instances within the bin versus the actual proportion of data instances in the bin having t ¼ 1. The latter serves as an estimate of the mean of the true posterior class t ¼ 1 membership probabilities for the data instances within the bin. Calibration can then be measured by the grouped Brier imprecision BS c À Á [25] as follows:
where g is the number of data instances in bin g,p g;j p g;j is the actual proportion of data instances within bin g having class t ¼ j, andp g;j p g;j is the mean of the predicted posterior class t ¼ j membership probabilities for the data instances within bin g.
DATA DESCRIPTION
This particular case study is based on a data set of 1,400 PIP automobile insurance claims from accidents that occurred in Massachusetts during 1993 and for which information was collected by the Automobile Insurers Bureau (AIB) of Massachusetts [49] , [50] , [51] . The data set consists of closed claim files that were fully investigated and judged by experts. For all the claims, the AIB carefully tracked 48 binary indicator inputs (also known as red flags) that are supposed to make sense to claims adjusters and fraud investigators. 4 The indicators pertain to characteristics of the accident (12 inputs), claimant (5 inputs), insured driver (6 inputs), injury (11 inputs), treatment (7 inputs), and lost wages (7 inputs).
Each claim file was thereupon reviewed by a senior claims manager on the basis of all available information. This closed claims reviewing was summarized using a 10-point-scale expert assessment of suspicion of fraud, with 0 being the lowest and 10 the highest fraud suspicion score. In automobile insurance, a fraudulent claim is defined operationally for the Massachusetts study as a claim for an injury in an accident that did not happen or an injury unrelated to a real accident. Each threshold imposed on the 10-point scale then defines a specific (company) view or policy toward the investigation of claim fraud. Usually, 4+ target encoding-that is, if suspicion score < 4, then pass, else no pass-is the operational domain based on expert choice [47] . For this scenario, about 28 percent of the 1,400 claims are assigned to the no pass category.
DISCUSSION
Here, we present the results of an experimental comparison of the scoring algorithms discussed in Section 2 using the data described in Section 3. For evaluation purposes, we use a split-sample setup, where Table 1 presents the mean test set performance (standard deviation) for (smoothed) naive Bayes (NB), AdaBoosted naive Bayes (AB), and AdaBoosted weights of evidence (ABWOE). For comparison, we also report performance for Majority scoring, where each object is assigned a constant score equal to the base rate of positive data instances in the training set. The best mean per column is underlined.
ABWOE outperforms the rest for all performance measures. Most significant are the improvements for L, B, and BS c . The mean test set ROCs and calibration plots are given in Figs. 1 and 2 , respectively. Each plot is provided with a subplot (bottom right) showing the standard deviation around the mean. For the calibration plots, we also depict the distribution of data instances, totaling 100 Â 466-that is, the number of randomizations Â the size of the test set-for the bins (bin width=0.1) imposed on the predicted probability range for NB, AB, and ABWOE. The calibration plots show the improved calibration of the estimated probabilities for ABWOE vis-à-vis NB and AB. From the ROCs, it can be observed that all algorithms tend to rank the test data instances well. However, as can be observed from the calibration plots (and subplots), NB and AB (even more so) show a tendency to produce posterior class membership probabilities that are too extreme-that is, too close to either 0 or 1. 6 As noted by Ridgeway et al. [37] , ABWOE, which relies on a Taylor series approximation to the logistic function up to the linear term [38] , seems to have a shrinking effect on the weight of evidence estimation, similar to the logistic regression shrinkage proposed by Spiegelhalter and Knill-Jones [41] , countering the classifier's overconfidence and yielding better calibrated probability estimates.
The claims manager now has an insightful balance of evidence of the claim at his disposal for reporting purposes [41] . An example is given in Table 2 . This evidence sheet is governed by a simple additivity principle. The total weight of evidence for a claim is determined by collecting the information on the fraud indicators and summing their respective learned weights. The logistic function is used to map the total balance of evidence into a posterior fraud class membership probability estimate for the claim. Notice how boosting has set the initial score to (-43) , which corresponds to a prior of positive data instances of 39 percent, whereas the actual data prior amounted to 28 percent (see Section 3). This clearly illustrates that boosting placed emphasis on learning the training instances defined as suspicious in consecutive steps of the algorithm. Note that the actual decision making may be (iteratively) tuned to optimize for company-specific operating conditions and policy.
AdaBoosted weight of evidence scoring specifically benefits from all of the advantages for decision-theoretic analysis and decision making under uncertainty that are associated with insightful scoring models that yield valid probabilistic interpretations [4] , [5] , [21] . The model, for example, enables the direct application of minimum expected cost classification, that should, at least theoretically, benefit from the availability of well-calibrated probability estimates. The Bayesian framework offers a unifying, systematic, and well-developed theoretical framework for intelligible knowledge discovery and maintenance in general. Spiegelhalter and Knill-Jones [41] (including discussion) is an excellent previous presentation of the merits of the weight of evidence model. Moreover, the structure and properties of the evidence model can be visualized in a very practical manner along the lines of Becker et al.'s interactive Evidence Visualizer [2] . It offers domain experts a powerful and easily accessible knowledge discovery tool with explorative data mining facilities for answering some of the main operational questions (for example, What are the strong indicators of evidence pro or contra fraud?), for doing sensitivity analysis, and for running what-if scenarios.
CONCLUSION
In this article, the weight of evidence reformulation of AdaBoosted naive Bayes scoring due to Ridgeway et al. [38] , designed to combine the advantages of boosting and the flexibility and representational attractiveness of the probabilistic weight of evidence scoring framework, was explained and effectively applied for the diagnosis of PIP automobile insurance claim fraud. Specifically, the scoring device was evaluated on closed PIP automobile insurance 6. This has been observed before for naive Bayes (see, for example, [3] , [15] , [52] ).
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