Abstract-This paper examines the behaviour of a single loop relay feedback system (RFS) which is driven by an external signal. It is well known that such a RFS exhibits a variety of oscillation patterns including forced and subharmonic oscillations (SO). This paper focuses on the conditions for SO. It will be shown that for an external signal with a fixed amplitude, it is possible for SO with different orders to occur simply by changing the frequency of the external signal. Similarly, for an external signal with a fixed frequency, it is possible for SO with different orders to occur when the amplitude of the external signal is varied. The conditions under which these different scenarios will occur are explored. An analysis of these conditions identifies the frequency ranges where certain orders of SO are possible for a given amplitude of the external signal. The effects of the initial conditions on the SO are illustrated and discussed. Simulation studies are presented to illustrate the results.
I. INTRODUCTION
Relay feedback as a control technique has received great attention since 1887 when Hawkins discovered that a temperature control system has a tendency to oscillate under discontinuous control. Continued attention on relay feedback was due to its widespread use in mechanical and electromechanical applications. Since then, the study of the relay feedback system (RFS) has been spurred on by the modern developments in supervisory switched systems and variable structure controllers. The latest application of the relay feedback in the area of modern control is the use of its limit cycling properties in controller tuning and identification [1] - [3] .
The application of the RFS in a wide range of settings has prompted extensive studies on its behaviour. Due to the switching nature of the relay, the RFS is essentially nonlinear as the output of the relay is discontinuous at its switching instants. The complex dynamics exhibited by the relay resulted in various interesting phenomena such as the existence of fast switches, sliding motion and limit cycling. The existence of fast switches and sliding motion has been extensively studied in [4] , [1] and [5] while the global stability of limit cycles in the RFS was proven in [6] . In that paper, the quadratic stability of associated Poincare maps was checked by solving linear matrix inequalities using computational tools. While all these studies were going on, little attention was given to externally forced RFS even though the phenomenon of forced oscillations (FO) have been known since the days of the Huygens' clock. More recently, with the extension of the auto-tuning techniques to multivariable systems, a better understanding of FO was given in [7] . This paper is an extension of the results in [7] , with the focus being on another common behaviour, namely that of subharmonic oscillations (SO). When the external signal, f (t), of frequency ω f induces oscillations of frequency ω f in the RFS, then FO is said to have taken place. When an f (t) of frequency νω f induces oscillations of frequency ω f , then SO of order ν is said to have taken place. As the ideal relay is symmetrical about the origin, only odd subharmonics are possible. Compared to FO, SO behaviours are even more rarely explored in much of the current RFS literature.
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There are many methods used to predict the existence of oscillations in relay feedback systems. The most common approach, the describing function approach is an approximate method used to predict the existence of oscillations. Other methods by Tsypkin [2] and Atherton [8] attempted to identify the amplitude of the external forcing signal required for FO and SO. The studies in [2] , [8] and [7] on the minimum amplitude of f (t) required for FO and SO did not reveal the full extent of the problem on the existence of SO. The prediction of SO is more difficult than FO because they cannot be observed for all f (t) of arbitrary frequencies. Furthermore, under different conditions, the order of SO also changes. This problem is illustrated in Fig. 2 where the order of SO changes from ν = 7 to ν = 9 when θ changes from 3.7726 rad to 0 rad with all other conditions unchanged. The problem of predicting which order of SO is possible is further complicated when the initial value of the state vector, z 0 , the amplitude, R, and frequency, ω f of f (t) are considered. This paper examines the conditions for SO in the RFS of Fig. 1 . Specifically, the conditions under which different orders of SO can occur are explored. The analysis naturally leads to an interesting variety of possibilities, including the range of frequencies of f (t) where certain orders of SO are possible.
The paper is organised as follows. The problem formulation is presented in Section II and the necessary and sufficient conditions for periodic switching and their analysis are shown in Section III. Section IV analyses the existence of the SO orders, ν, and presents the simulation results. Conclusions are given in Section V.
II. PROBLEM FORMULATION
Consider the RFS with an external forcing signal, f (t), as shown in Fig. 1 . The linear system, G(s), is assumed to have a state space description given bẏ
where h > 0, u, c ∈ R are the input and output, respectively, z ∈ R m×1 is the state vector, L > 0 is the time delay between u and c, A ∈ R m×m is Hurwitz and assumed to be non-singular, B ∈ R m×1 and C ∈ R 1×m . In the frequency domain,
and satisfies lim s→∞ G(s) = 0.
In the externally forced RFS,
where f (t) = R sin(ω f t + θ) is the external forcing signal. The problem we address is that of subharmonic oscillations. From our previous work in [7] , it was shown that FO can always occur (particularly for delayed system) when the amplitude of f (t) is sufficiently large. However, this is not true in the case of SO. The occurrence of SO of specific order is very much dependent on the initial conditions, the amplitude, R, the frequency, ω f , and phase, θ of the external signal. This phenomenon is further complicated by the existence of SO of different orders, simply by varying any one of the factors above. The search for SO is also elusive because SO does not necessarily occur for arbitrary f (t). Thus the prediction of the frequency ranges of f (t) where SO is possible becomes useful and important. Our analysis starts with the necessary and sufficient conditions required for periodic oscillations to occur. Specifically, we determine the minimum amplitude, R, of f (t) where SO of a certain order can occur in the RFS with different G(s). Secondly, we derive a procedure that predicts the frequency ranges of f (t) for which SO of certain orders can take place. It will also be shown how the order of the SO is affected by initial conditions in the system, including the initial state vector of G(s) and the phase offset, θ of f (t). A variety of interesting behaviours will be shown as a result of the analysis.
III. NECESSARY AND SUFFICIENT CONDITIONS FOR PERIODIC SWITCHING When symmetric unimodal limit cycles of any frequency ω occur, the relay switches at exactly two instants per period. For steady state analysis, it is common practice to re-define the time scale. Unless otherwise stated, t denotes the time taken with respect to any positive switching edge of the relay output during periodic switching. Necessary conditions [8] can therefore be derived as follows. At the switching instants, t = 0 and t = π/ω − , the output, y(t), of the RFS and the input, x(t) of the relay satisfies
where t = 0 corresponds to the positive switching edge of the relay at steady state. Conditions (4) and (5) examine the input signal to the relay at only the switch points corresponding to every half period of the oscillation frequency, thereby ensuring the correct switching for steady state periodic oscillations to take place. Since these conditions do not examine the relay input signals in between every switching instant, they are not sufficient to guarantee switchings at only these points. It is possible that additional switchings may take place in between any half period, thereby destroying the periodicity of the relay outputs. In order to prevent these additional switchings, two extra conditions are required as follows :
If conditions (4)- (6) are satisfied at ω = ω f where ω f is the frequency of f (t), then FO occurs. If ω = ω f /ν, ν odd integer, then SO of order ν is said to have taken place. In the RFS of Fig. 1 , if SO of order ν occurs, then the relay switches once every half period, corresponding to νT f /2. Hence, within any half period, the state response of G(s), of the form in (1), should be written separately -one segment, z 1 (t), corresponding to a response to a negative value of the relay output and the other segment, z 2 (t), corresponding to the positive relay output. This is because, t = 0 corresponds to a positive relay switch and therefore, for G(s) with a delay L, the response between t = 0 and t = L is due to a negative relay output while the response between t = L and t = νT f /2 is due to the positive relay output. Thus, when periodic switching of frequency ω f /ν takes place, the state response of the plant is given by
where z(0) is the value of the state vector at the positive switching edge of the relay output. z(0) as derived in [9] is given by :
Since in the RFS of Fig. 1 ,
The necessary and sufficient conditions for SO are presented in Proposition 1.
Proposition 1:
The RFS in Fig. 1 has a symmetric unimodal periodic solution with a half period of νT f /2 where ν ≥ 3 and odd if and only if the following conditions are satisfied
where 0 < L < νT f/2 and z(0) is as defined in (7).
Analysis of (10)-(12)
From (10), by substituting t = νT f 2 in (9), we get
and we require the minimum R to satisfy
Substituting (14) into (11),
Note that at t = m T f 2 for m ∈ N + and m < ν, both sides of (16) are identically zero. Thus, (16) is only valid for all t ∈ (0, L), excluding t = m T f 2 for m ∈ N + and m < ν. From (16), it follows that the condition on R satisfies Similarly, substituting (14) into (12), we obtain
where t ∈ (L,
Given ν and ω f , the set of R that satisfies (15), (17) and (18) can now be determined. Denote this set as R ≥ R ν,min (ω f ) where R ν,min (.) is the minimum R that satisfies (15), (17) and (18) for t defined in t ∈ (0, νT f 2 ), excluding t = mT f /2. We now examine conditions (11) and (12) at t = mT f /2 where m ∈ N + and m < ν.
Substituting t = mT f /2 and (19) into (11), we have
Substituting t = mT f /2 and (19) into (12),
Observe that (20) and (21) are independent of R but dependent on νT f . On the other hand, R is constrained by (15), (17) and (18) which is also dependent on νT f . Let ω 1 < ω f < ω 2 be the range of frequencies which satisfies (20) and (21) while the minimum value of R which satisfies (15), (17) and (18) is denoted by R ν,min (ω f ). Then the above analysis implies that for a given f (t) with an amplitude R and frequency ω f 0 , if
where ω 1 ≤ ω f 0 ≤ ω 2 , then SO of order ν should be observable in the RFS. R 1,min denotes the minimum R for SO of order ν = 1 to occur. This is equivalent to forced oscillation taking place at the frequency of f (t). When the initial state vector is set to be z(0) defined in (7) and the initial phase offset, θ is set as defined in (14), SO can be easily obtained as the conditions are set for periodic switching. The following example illustrates the analysis for a first order delayed (FOPDT) plant. Example 1: Consider a FOPDT plant with A = B = C = L = 1 and zero initial conditions. Values of R ν,min are plotted against T f /2 in Fig. 3 where ω f = 2π/T f corresponds to the frequency of f (t). In this example, the values of R ν,min are found to be equal to |Cz(0)| as in (15) and they also satisfy (17) and (18). The R 1,min values for forced oscillation are derived from [7] . If T f /2 of the external forcing signal falls within the bounds indicated in Fig. 3 for each ν and R 1,min > R ≥ R ν,min , the conditions for the existence of SO of order ν are satisfied and SO will be observed. For example, SO with ν = 3 will occur for the range 0.418 < T f /2 < 0.643 if R 1,min > R ≥ R 3,min . Fig. 4 shows SO of ν = 3 when T f /2 = 0.6 and R 1,min = 0.545 > R = 0.2289 > R 3,min = 0.2288.
Observe also that for a particular R in Fig. 3 , SO of different νs should theoretically be obtained by varying the frequency of f (t). Fig. 5 shows a plot of the relay switching time intervals against t i for a fixed R = 0.145 where t i denotes the relay switching time. The frequency of f (t) was varied in the simulation to obtain the different orders of SO. As can be seen, SO of orders, ν = 3, 5, 7, 9 were observed at different frequencies while R was fixed at 0.145. In the next section, the existence of SO with different orders for different plants is analysed and simulation results are presented.
IV. ANALYSIS AND SIMULATION RESULTS
The inequalities in (20) and (21) will now be analysed to extract valuable information on the range of frequencies, ω f of f (t), where various orders of SO can occur. The analysis is presented for different classes of plants.
A. SO analysis for first order non-delayed plants
For this class of plants, self oscillations do not occur in the RFS of Fig. 1 . However, FO can still take place for a sufficiently large R. Using the analysis in Section III, it can be shown that SO cannot occur (despite the existence of FO) due to a violation of (21) at t = kT f where k ∈ N + . This is shown as follows :
Since (22) violates (21) for all ν, no SO can take place for this class of plants.
B. SO analysis for first order plants with delay
For FOPDT plants, self oscillation is possible due to the effect of the delay. For a sufficiently large R, they also exhibit FO. For FOPDT plants, it can be shown that SO of order ν ≥ 2n + 3 cannot occur for frequencies satisfying
where n ∈ N. At t = (n + 1)T f , substituting ν ≥ 2n + 3 into (9), 
which clearly violates (21). Hence SO of order, ν ≥ 2n + 3 cannot exist. An important result to note is that for low external frequencies satisfying n = 0 in (23), only FO is possible and no SO of any order can occur for this class of plants. (20) and (21), the bounds of T f /2 for each ν can be calculated. These are plotted in Fig. 6 along with the possible νs obtained from simulations. Note that for a given L, T f /2 can also be parameterized in terms of n according to (23). The figure shows that SO of order ν ≥ 2n +3 cannot occur. For example, for n = 2, only ν = 5 is possible while ν ≥ 7 is not. From Fig. 6 , it can also be observed that 0 < L < νT f /2 and at each T f /2, only a single order of SO exists. This is equivalent to the result where for each and every order of SO, their frequencies do not overlap. This can be shown as follows. For n ≥ 1, at t = T f /2 and t = nT f , SO exists if
(25) and (26) leads to
Let T f /2 = h 1 satisfy (27). If 2n > ν + 1, then T f /2 = h 1 will never satisfy (28). For FOPDT plants, ν < 2n + 3 thus 2n > ν − 3. So (27) and (28) can be satisfied for a common range of frequencies where (25) and (26) the corresponding lower and upper bounds of frequencies where SO of a certain ν can exist. In example 1, at n = 1 and ν = 3, T f /2 > 0.418 satisfies (25) and T f /2 < 0.643 satisfies (26). Hence, ν = 3 occurs for 0.418 < T f /2 < 0.643.
Next we will show that the range of frequencies, ω f for adjacent orders, ν = 2j − 1 and ν = 2j + 1 will not overlap where j ∈ N + and j > 1. Recall that for FOPDT plants, only SO with ν < 2n + 3 will exist. Thus, if n = j, only ν = 2j − 1 and 2j + 1 can exist. Rearranging the terms in (27) and (28), (27) :
Substituting ν = 2j − 1 into (29) will give the lower bound on the range of ω f where SO of order ν = 2j − 1 exist.
Substituting ν = 2j +1 and n = j in (30) will give the upper bound on the range of ω f where SO of order ν = 2j + 1 exist.
If T f /2 = h 2 satisfies (31), it will never satisfy (32). So the lower bound on the ω f for ν = 2j − 1 will not overlap with the upper bound for ν = 2j + 1. So the range of frequencies for ν = 2j − 1 and ν = 2j + 1 where j ∈ N + , will not overlap and for each T f /2, only a single order of SO can exist. This is confirmed in Fig. 6 .
C. SO analysis for higher order plants
FO behaviours of the higher order plants generally follow that of the first order plants. However, the self oscillation behaviours vary and the SO behaviours differ greatly from the first order plants. For the higher order plants with delay, (21) can be satisfied for some ω f by substituting n = 0, ν = 3 into (24). Therefore, ν ≥ 2n + 3 can exist unlike SO conditions for FOPDT plants. plotted in Fig. 7 . It can be observed that for some T f /2 corresponding to n ≥ 0, SO of order ν ≥ 2n + 3 cannot be excluded. For example, for n = 1, SO of orders ν = 3, 5, 7 do exist.
Recall from Section IV-A, that for first order non-delayed plants, no SOs of any order can occur. This is in contrast to higher non-delayed plants as shown in the following example.
Example 4: Consider a fourth order non-delayed plant, G(s) = −s+0.2 s 4 +2s 3 +1.31s 2 +0.34s+0.03 . Fig. 8 shows the ranges of frequencies for ν = 3, 5, 7, 9 where a single order of ν was observed for a given T f /2. Fig. 9 shows the plot of the calculated bounds against the simulated bounds for ν = 3, 5, 7. These bounds overlap for ν = 3, 5, 7 indicating that multiple orders of SO are possible at these frequencies and the actual order that occurs depend on the magnitude of R. Fig. 10 is a plot of the relay switching time intervals when the RFS was driven by a f (t) with varying amplitude R and fixed frequency corresponding to T f /2 = 0.12. The amplitude R of f (t) was varied in the simulation to obtain the different orders of SO. R was varied as shown in Table  I while T f was fixed at 0.12. Initially, R = 0.12 and FO with ν = 1 was observed. After a period of time, R was set to R = 0.0871 and ν = 9 was observed even though the frequency of f (t) remained unchanged. By changing R further, SO with ν = 11, 13, 15, 17 was observed to be possible. Next, the effect of the initial conditions on the order of SO observed will be shown. bounds are not accurate when compared to the simulated bounds. By further varying the initial state vector and θ, it was possible to obtain simulated bounds of T f /2 which are closer to that predicted from our analysis. This is shown in Fig. 13 for the same G(s) in this example. The two bounds are now almost identical. The effect of varying the initial state vector is best illustrated in Fig. 14 which shows a plot of the state z 3 against z 4 . R is fixed at 0.26931 and the initial state vector, z 0 is varied from [0;0;0;0] to [1;1;0;0.5]. It can be seen that the trajectories of z(t) tend towards two different limit cycles of orders, ν = 3 and ν = 5.
V. CONCLUSION
In this paper, the frequency ranges where SO of a certain order ν can exist, have been predicted. It was seen in the analysis that SO will not exist in first order non-delayed plants. Single order of SO for a fixed ω f will occur for first order plants with delay and SO of order, ν ≥ 2n + 3 will not exist. Single or multiple orders of SO for a fixed ω f are possible for higher order plants. It was found that the existence of SO in RFS is dependent on several parameters, the amplitude R of the external forcing signal, the initial state vector z 0 , the initial phase offset θ of the external signal and the external forcing frequency, ω f . A variation in any of these parameters can lead to a different SO behaviour. Due to the complex behaviours involved, the prediction on the ranges of frequencies where SO can exist is highly desirable. It would be extremely tedious and inconvenient if the possibility of SO existence has to be checked by searching through all initial conditions. The predicted ranges of frequencies for the existence of SO of a certain order ν have been verified to be good for first order delayed plants and higher order delayed and non-delayed plants.
