Abstract. Inspired by the Douglas lemma, we investigate the solvability of the operator equation AX = C in the framework of Hilbert C * -modules. Utilizing partial isometries, we present its general solution when A is a semi-regular operator. For such an operator A, we show that the equation AX = C has a positive solution if and only if the range inclusion R(C) ⊆ R(A) holds and CC * ≤ t CA * for some t > 0. In addition, we deal with the solvability of the operator equation
Introduction
The equation AX = C and systems of equations including it have been intensely studied for matrices [10, 17] , bounded linear operators on Hilbert spaces [2, 4, 12] , and operators on Hilbert C * -modules [14, 19] . For any operator A between linear spaces, the range and the null space of A are denoted by R(A) and N (A), respectively. In 1966, R. G. Douglas proved an equivalence of factorization, range inclusion, and majorization, known as the Douglas lemma (Douglas majorization theorem) in the literature. It reads as follows. (i) R(C) ⊆ R(A);
(ii) The equation AX = C has a solution X ∈ B(H); (iii) CC * ≤ k 2 AA * for some k ≥ 0.
Moreover, if (i), (ii), and (iii) are valid, then there exists a unique operator C (known as the Douglas Solution in the literature) so that
(a) X 2 = inf{µ|CC * ≤ µAA * };
(b) N (C) = N (X); (c) R(X) ⊆ R(A * ).
There are several applications of the Douglas lemma in investigation of operator equations. For instance, Nakamoto [15] studied the solability of XAX = B by employing the Douglas lemma 1.1. In 2008, Arias, Corach, and Gonzalez [2] introduced the notion of reduced solution which is a generalization of the concept of Douglas solution. More precisely, let A ∈ B(H, K) and C ∈ B(G, K) be such that R(C) ⊆ R(A) and let M be a closed subspace of H such that N (A) ⊕ M = H. Then there exists a unique solution X M of the equation AX M = C such that R(X M ) ⊆ M. The operator X M is called the reduced solution of the equation AX = C for the subspace M in the framework of Hilbert spaces. They parametrized these solutions by employing generalized inverses.
Inner product C * -modules are generalizations of inner product spaces by allowing inner products to take values in some C * -algebras instead of the field of complex numbers. More precisely, an inner-product module over a C * -algebra A is a right A-module equipped with an A-valued inner product ·, · : H × H → A. If H is complete with respect to the induced norm defined by x = x, x 1 2 (x ∈ H ), then H is called a Hilbert A-module.
Throughout the rest of this paper, A denotes a C * -algebra and E , H , K , and L denote Hilbert A-modules. Let L(H , K ) be the set of operators A : H → K for which there is an operator A * : K → H such that Ax, y = x, A * y for any
x ∈ H and y ∈ K . It is known that any element A ∈ L(H , K ) must be bounded and A-linear. In general, a bounded operator between Hilbert C * -modules may be not adjointable. We call L(H , K ) the set of all Hermitian (adjointable) operators from H to K . In the case when
Lemma 4.1]), and we then write A ≥ 0. For Hermitian operators A, B ∈ L(H ), we say B ≥ A if B − A ≥ 0. Let L(H ) sa and L(H ) + denote the set of Hermitian elements and positive elements in L(H ), respectively. A closed submodule M of H is said to be orthogonally complemented if H = M ⊕ M ⊥ , where M ⊥ = x ∈ H : x, y = 0 for any y ∈ M . In this case, the projection from H onto M is denoted by P M . If A ∈ L(H, K) does not have closed range, then neither N (A) nor R(A) needs to be orthogonally complemented. In addition, if A ∈ L(H, K) and R(A * ) is not orthogonally complemented, then it may happen that N (A) ⊥ = R(A * ); see [11, 13] . The above facts show that the theory Hilbert C * -modules are much different and more complicated than that of Hilbert spaces.
There are several extensions of the Douglas lemma in various settings [3, 8, 9, 16] . A generalization of the Douglas lemma to the Hilbert C * -module case was given as follows in which we do not need to assume that R(A * ) is orthogonally complemented.
Theorem [6, Corollary 2.5] Let A be a C * -algebra, E, H and K be Hilbert A-
Then the following statements are equivalent:
. As an example, let H be a separable infinite dimensional Hilbert space, let A = F = G = B(H) and let E be the algebra K(H) of all compact operators. Suppose that S = diag(1, 1/2, 1/3, . . .) is the diagonal operator with respect to some orthonormal basis and define A : E → F by A(T ) := ST for T ∈ A, and set
We, however, have the following interesting result. 
is solvable whenever R(C) ⊆ R(A).
It is remarkable that for Hilbert space operators as well as adjointable operators on Hilbert C * -modules, most literatures on the solvability of equation (1.1) are only focused on the regular case [4, 19] , that is, the ranges of A and the other associated operators are assumed to be closed. Very little has been done in the case when the associated operators are non-regular, which is the concern of this paper.
In view of the equivalence of Lemma 1.2 (i) and (ii), the term of the semiregularity for adjointable operators is introduced in this paper (see Definition 2.1). Such a semi-regularity condition is somehow natural in dealing with the solvability of equation (1.1), since it is always true for Hilbert space operators and if it fails to be satisfied, then equation (1.1) may be unsolvable. Furthermore, it is noted that for an adjointable operator A, A is semi-regular if and only if A has the polar decomposition A = U|A| [20, Proposition 15.3.7] . So instead of the Moore-Penrose inverse in the regular case, one might use the partial isometry in the semi-regular case. By utilizing partial isometries, we present the general solution of equation (1.1) when A is a semi-regular operator. For such an operator A, the Hermitian solutions and the positive solutions of equation (1.1) have been completely characterized in Section 2 of this paper; see Theorem 2.8 and Corollary 2.14. As a result, certain mistakes in [7, Section 1] are corrected for adjointable operators on Hilbert C * -modules, and some generalizations of [12, Section 3] are obtained from the Hilbert space case to the Hilbert C * -module case.
The shorted operators initiated in [1] for Hermitian positive semi-definite matrices and generalized in [9] for Hilbert space operators, are closely related to the operator equation (A + B)
, where A and B are two positive operators. Such an operator equation is always solvable when the underlying spaces are Hilbert spaces. To show that the same is not true for adjointable operators on Hilbert C * -modules, we focus on the special case that both A and B are projections. In the last section of this paper, we provide a tricky counterexample to show that there exist a C * -algebra A, a Hilbert A-module H and two projections P and Q on H such that the operator equation
has no solution. Moreover, given projections P, Q ∈ L(H ), we show that for any ε ∈ (0, 1), there exists a projection Q ′ ∈ L(H ) such that Q − Q ′ < ε and the
Solutions of the operator equation AX = C
We begin with the definition of the semi-regularity as follows:
and R(A * ) are orthogonally complemented in K and H , respectively. 
) has a solution if and only if R(C) ⊆ R(A).
In such case, the general solution of (1.1) has the form
Therefore, any X of the form (2.2) is a solution of equation (1.
1).
On the other hand, given any solution X of equation (1.1), we have
† C is the reduced solution of (1.1), so the general solution of (1.1) has the form (2.2) with D and U * A U A being replaced by A † C and
To study the Hermitian solutions of (1.1), we need the following lemmas.
Proof. Let x ∈ E be arbitrary. Since Bx ∈ R(C), there exists a sequence {x n } in E such that Cx n → Bx. Then ACx n → ABx, which means ABx ∈ R(AC), and thus R(AB) ⊆ R(AC) and furthermore R(AB) ⊆ R(AC). Similarly, we have R(AC) ⊆ R(AB). 
which leads to DP x, y = DP x, P y and P D * x, y = D * P x, P y , for any x, y ∈ H . (2.5)
is also Hermitian (positive). "⇐=": For any u, v ∈ K ,
which implies that DP x, P y = D * P x, P y , for all x, y ∈ H .
The equation above together with (2.5) yields DP = (DP ) * .
(ii) "⇐=": For any u ∈ K ,
which gives, by (2.5), that DP x, x = DP x, P x ≥ 0, for any x ∈ H .
(iii) By Lemma 2.6, we have
Given any x ∈ R(DP ), there exists a sequence {x n } in H such that DP x n → x = P x (since D = P D). Then CP x n = ADP x n → Ax = CA * u = AC * u for some u ∈ K (see (2.6)).
Hence, from (2.3), we have x − C * u ∈ N (A) = N (U A ). Therefore, P x = P C * u. It follows that
since P D * = DP by item (i) of this lemma (as CA * is Hermitian). This completes the proof that R(DP ) = R(DP ). Now, we consider the Hermitian solutions of equation (1.1).
has a solution if and only if
R(C) ⊆ R(A) and CA * is Hermitian. (2.8)
In such case, the general solution of (2.7) has the form
where D ∈ L(H ) is the reduced solution of (1.1) with L = H therein, U A ∈ L(H , K ) is the partial isometry satisfying (2.1), and Y ∈ L(H ) sa is arbitrary.
Proof. Suppose that X 0 ∈ L(H ) sa is a solution of (2.7). Then by Theorem 2.4 we have R(C) ⊆ R(A) and
which leads by X * 0 = X 0 to
Moreover, from (2.4) we have
This together with (2.11) yields Z 0 = Z * 0 , where
In view of (2.4), (2.11), and (2.12), we have
Substituting the above into (2.10) yields
A U A since both X 0 and Z 0 are Hermitian. Furthermore, it is clear from (2.12) that
which indicates by (2.13) that X 0 has the form (2.9).
Conversely, assume that (2.8) is fulfilled. Then by Lemma 2.7 (i) DU * A U A is Hermitian, and it is easy to verify that any X of the form (2.9) is a solution of system (2.7).
Remark 2.9. Let A, C ∈ L(H , K ) be such that A is regular and (2.8) is satisfied. Unlike the assertion given in [7, Theorem 1.2], the reduced solution A † C of (1.1) may fail to be Hermitian. An interpretation can be given by using block matrices as follows: Evidently, the operators A, A † and C can be partitioned in the following way:
, where A 11 is invertible,
Conditions of AA † C = C and CA * = (CA * ) * can then be rephrased as
which gives the partitioned form of A † C as Then AX = C and X = Y * Y ≥ 0, whereas
To study the positive solutions of equation (1.1), we need the follwoing lemma. 
Our technical result on the positive solutions of (1.1) is as follows:
where .15) is fulfilled, then the general solution of (2.14) has the form (2.9) with Y ∈ L(H ) + therein such that
Proof. For simplicity, we put P = U * A U A and thus
Suppose that X ∈ L(H ) + is a solution of system (2.14). Then (2.8) is fulfilled and X has form (2.9). Therefore, by (2.4), DP = P XP ≥ 0 and thus CA * ≥ 0 by Lemma 2.7 (ii).
A direct application of Lemma 2.11 to the operator X n above yields 0 ≤ T n ≤ (I − P )X(I − P ) for all n ∈ N.
Conversely, suppose that (2.15) is fulfilled. Then by Lemma 2.7 (ii) DP is positive. For each n ∈ N, let
Then Z n is positive by Lemma 2.11, since it has the partitioned form
and
Then X is positive and AX = C. Finally, suppose that (2.15) is satisfied. Given any X ∈ L(H ) sa of form (2.9), it is clear that X ≥ 0 if and only if X + 1 n P ≥ 0 for any n ∈ N. Based on such an observation and the direct application of Lemma 2.11, the asserted form of the general solution of (2.14) follows. Remark 2.13. In the preceding theorem, there is no regularity or semi-regularity assumption on DU * A U A . It is interesting to determine conditions under which the number λ defined by (2.15) is finite. With the notations and the conditions of Theorem 2.12 (except for λ < +∞), for each n ∈ N let
Note that from the assumption and Lemma 2.7 we conclude that DU *
where
Based on the observation above, an application of Theorem 2.12 is as follows: Proof. Suppose that X ∈ L(H ) + is such that AX = C. Then R(C) ⊆ R(A) and
Therefore, (2.23) is satisfied for any t ≥ X . Conversely, suppose that (2.23) is satisfied. Let P , H 1 , S n and V n be defined by (2.18), (2.19) , and (2.20), respectively. Then DP is positive by Lemma 2.7 (ii), and from the latter condition in (2.23) we have
for any x ∈ K . Thus DD * P u, u = DD * P u, P u ≤ t DP u, P u = t DP u, u , whence DD * P ≤ tDP . Accordingly,
The conclusion then follows from (2.21) and Theorem 2.12.
Remark 2.15. Let S n be defined by (2.19) , where P = U * A U A and DP is positive. Obviously, a sufficient condition for λ < +∞ can be derived from (2.22) as
(2.24)
In this case, for any x ∈ H 1 we have
which clearly leads to
Therefore, DP | H 1 and furthermore DP is regular, since DP = P DP .
Our next result on the positive solutions of (1.1) is as follows: In such case, the general solution of (2.14) has the form
where U A ∈ L(H , K ) is the partial isometry satisfying (2.1), Z ∈ L(H ) + is arbitrary, and
Proof. Let P and H 1 be defined by (2.18) . Suppose that X ∈ L(H ) + is a solution of system (2.14). Then (2.25) is satisfied by Theorem 2.12; DP is positive and regular by Lemma 2.7 (ii) and (iii); and by Theorem 2.8 there exists Y ∈ L(H ) sa such that X has form (2.9), which leads to
In view of (2.28) and the regularity together with the positivity of DP , we get from Lemma 2.11 that
Formula (2.26) for X then follows from (2.9), (2.27), and (2.29), since it is obvious that (I − P )Z(I − P ) = Z. The discussion above indicates that when (2.25) is satisfied, any X ∈ L(H ) + is a solution of system (2.14) if and only if it has the form (2.26).
Remark 2.17. Let A, C ∈ L(H , K ) be such that A is semi-regular, R(C) ⊆ R(A) and DU * A U A is regular. Then from the proof of Theorem 2.16 we can conclude that system (2.14) has a solution if and only if DU * A U A is positive. In such case, the general solution of (2.14) also has form (2.26).
It is noticeable that CA * may be non-regular even if DU * A U A is positive and regular. For example, let A be semi-regular and meanwhile be non-regular, and put C = A. where
hence (P (t) + Q(t)) −1/2 = 1 s t γ(t) −β(t) −β(t) α(t) , for all t ∈ (0, 1].
Suppose on the contrary that X ∈ A is a solution of P A = (P A + Q A ) 1/2 X. Write X = X(t) = x 11 (t) x 12 (t) x 21 (t) x 22 (t) , Proof. It is known that the C * -algebra A defined by (3.2) is the universal unital C * -algebra generated by two projections [18] . By the universality of A, given two projections P and Q in L(H ), we get a * -homomorphism ψ : A → L(H ) such that ψ(P A ) = P and ψ(Q A ) = Q. 
