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résumé et mots clés
Cet article présente une nouvelle approche en segmentation d'images sonar haute résolution, basée sur une modélisatio n
markovienne hiérarchique multimodèle . Le caractère hiérarchique du modèle s'exprime dans la décomposition multirésolutio n
des données, tandis que l'aspect multimodèle intervient dans l'expression du modèle markovien a priori. La démarche
proposée présente l'interêt d'être non supervisée : les paramètres des modèles du bruit sont estimés au sens du maximum de
vraisemblance. Ils sont réestimés à chaque niveau de résolution de la pyramide des observations . Quant aux paramètres du
modèle a priori, ils font l'objet d'un calibrage par la méthode des boîtes qualitatives . L'algorithme de relaxation retenu es t
l'ICM (Iterated Conditional Modes) . L'approche multirésolution sur les données permet de s'affranchir en partie du bruit d e
speckle, très présent sur les images sonar, et permet une bonne initialisation de l'algorithme de relaxation . La convergenc e
vers une configuration énergétique proche du minimum global est alors possible . Cette démarche a été validée avec succè s
sur de nombreuses images sonar, dont les plus représentatives sont présentées ici .
Segmentation markovienne, multirésolution, boîtes qualitatives, bruit de speckle, loi de Weibull
abstract and key words
This paper presents a new approach to high resolution sonar image segmentation : we develop a hierarchical multimodel Markovia n
modelization . On one hand, the hierarchical approach relies on multiresolution decomposition of the observed data ; on the other
hand, multimodel aspects appear in the expression of the Markovian a priori model . The proposed Markovian hierarchica l
multimodel algorithm is unsupervised : noise parameters are estimated at each resolution level according to Maximum Likelihoo d
methods, while the Markovian a priori parameters are calibrated using the qualitative box method . The minimization is performed
using the Iterated Conditional Modes algorithm . The multiresolution approach on the data allows to eliminate a large part of th e
speckle noise at coarser resolution levels, providing a good initialization at the finer levels . Fast convergence toward a configuratio n
of the label field near the global minimum is thus possible . This method has been successfully validated on a number of sonar
pictures : the most representative results are reported in this paper .
Markovian segmentation, multiresolution, qualitative box, speckle noise, Weibull law.
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introduction
Les systèmes sonar haute résolution constituent un moyen effi-
cace pour détecter et classifier les nombreux objets se trouvant
sur le fond marin en zones cotières . Depuis quelques années, la
résolution de ces sonars augmentant parallèlement à leurs portées ,
la quantité d'information à traiter a considérablement crû, moti-
vant la recherche de méthodes non supervisées visant à détecte r
et classifier, entre autre, les objets manufacturés posés sur l e
fond . Cet article présente donc des résultats intéressants sur l a
détection d'objets, à partir d'images fournies par un sonar haut e
résolution', grâce à une modélisation markovienne hiérarchiqu e
multimodèle . Nous présenterons dans un premier temps le cadre
applicatif associé au traitement des images sonar haute résolution
ainsi que les particularités associées à l'analyse de telles images .
Nous achèverons cette première partie par un état de l'art des ap-
proches markoviennes existantes permettant la segmentation o u
la restauration d'images . La seconde partie de ce document pré -
sente les techniques utilisées pour la modélisation du bruit et l' es-
timation des paramètres associés ; en particulier nous détaillerons
les propriétés des estimateurs retenus . Dans une troisième partie ,
nous définirons le modèle markovien retenu pour la segmenta-
tion à travers l'expression de l'attache aux données et du modèl e
a priori. En particulier, nous présenterons la méthode des boîte s
qualitatives que nous avons utilisée pour l'estimation automatiqu e
des paramètres du modèle markovien . La quatrième section pré-
sente l'approche markovienne hiérarchique multimodèle retenue ,
tandis qu'une dernière partie valide cette approche sur des image s
sonar synthétiques et réelles .
Ì . traitement d'images
sonar haute résolution
1 .1 . cadre applicatif
Le sonar haute fréquence apporte une réponse efficace au x
problèmes liés à la détection de petits objets reposant sur le s
fonds marins 2 . Après l'émission d'une onde sonore, la détectio n
se fonde sur l'apparition d'un signal réfléchi par l'objet ou d'une
interférence générée par la présence de cet objet . Encore faut-i l
que les dimensions et la position de l'objet soient compatible s
avec les capacités de détection du sonar. Nous abordons là le s
questions qui se posent lors de la conception d'un système sona r
et qui conduisent à l'élaboration de sonars spécialisés dans de s
tâches bien définies :
. le sonar détecteur qui décèle la présence d'un objet ;
e le sonar classificateur qui permet l'analyse d'un objet mais ave c
une portée de détection plus faible ;
1. Images fournies par le Groupe d'Etudes Sous-Marines de l'Atlantique, Brest ,
France .
2. Les auteurs remercient la DGA (Direction Générale de l'Armement) pour l e
soutien financier partiel apporté à cette étude .
. la caméra acoustique qui conduit à la reconnaissance de l'obje t
à très courte portée .
Les principales différences entre ces sonars se caractérisent en ter-
mes de fréquences d'émission et de réception (donc de taille d'an -
tennes), de mode de visualisation du milieu (vision sectorielle ,
panoramique ou encore latérale) et d'architecture de système .
Les images ainsi acquises par ces différents sonars, permetten t
de satisfaire les objectifs initialement fixés . Les capteurs utilisés
dans une antenne sonar mesurant des variations de pression, i l
est d'usage d'étudier le module de l'amplitude complexe du si-
gnal délivré [10] et non l'intensité du signal comme en imageri e
radar [27] . Le principe de formation d'une image est basé sur le
découpage d'une région du fond marin en surfaces élémentaire s
(cellules de résolution) . Une voie est formée dans une directio n
donnée (exploration spatiale de la zone à examiner) . Puis, un
échantillonnage temporel du signal réverbéré par le fond mari n
permet d'obtenir l'amplitude de ce signal en fonction de la dis -
tance . En formant électroniquement un grand nombre de voies ,
l'ensemble de la zone est exploré secteur par secteur . Une so-
lution pour explorer toute une zone consiste à ne former qu'u n
petit nombre de voies très directives et à déplacer le sonar selo n
une direction perpendiculaire à l'axe d'émission. C'est la solutio n
retenue pour le sonar à balayage latéral remorqué (cf . figure la )
dont sont issues les images présentées dans cet article .
La mosaïque d'images présentée (cf. figure 2) permet de mesurer
la qualité des images délivrées par un sonar à balayage latéral .
Ces images représentent différents objets posés sur le fond mari n
(épave, pipe line, pneu, cylindre, . . .) . Le signal reçu par les cap-
teurs de l'antenne est essentiellement constitué par le phénomèn e
de réverbération de fond qui correspond à la réflexion par le sol de
l'onde émise . La texture du fond joue un rôle prépondérant et se
caractérise par un index de réverbération . Cet index exprime une
valeur moyenne de la réverbération mais ne prend pas en compt e
la composition fine (les aspérités dont les dimensions sont pe-
tites au regard de la longueur d'onde du signal incident) de cett e
texture . Or, ce sont ces aspérités, cette rugosité du fond, qui en -
traînent des fluctuations importantes du signal autour de la valeu r
moyenne d'une zone de fond. De nombreuses études [9, 11, 16 ,
32, 40, 51, 53] ont été conduites afin de déterminer les différente s
textures de fonds marins . Le critère de classement généralemen t
retenu consiste à comparer la taille moyenne des grains constitu-
ant un échantillon prélevé sur le fond . Cette connaissance plus fine
des constituants d'une zone permet une approche statistique de l a
réverbération mesurée par un capteur ; c'est l'étude du phénomèn e
de speckle ou de chatoiement.
1 .2. particularités des images
acoustiques des fonds marins
L'observation de petits détails ou de contours présents dans le s
images est rendue difficile par leur aspect granulaire [1] . Cette
mauvaise qualité d'image est inhérente au système sonar et plu s
généralement à tout système d'émission-réception cohérente . Le
bruit de speckle apparaît lorsqu'une onde électromagnétique o u
acoustique illumine une surface constituée d'un grand nombr e
de diffuseurs dont les dimensions sont petites devant la longueur
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Figure L – Principe d'acquisition d'images sonar haute résolution. a) Exploration d'une zone du fond marin à l'aide d'un sonar à balayage latéral
remorqué. C'est le déplacement du sonar qui assure le balayage de la zone par juxtaposition d'un petit nombre de voies très directives . If) Principe de
la classification sur ombre . La présence d'un objet â l'intérieur de la cellule de résolution entraine la formation d'une ombre acoustique dont l'analys e
permettra de détecter puis de classifier l'objet .
Figure 2
. – Mosaïque d'images d'un si Ir à balayage latéral . Les différents fonds marins présentés comportent des objets manufacturés vers (roue ,
épave, pipe-line, cylindre . . .) reposant sur le fond.
d'onde incidente . Chaque diffuseur se comporte alors comme une
	
cellule de résolution . La modélisation du bruit de speckle dans l e
source émettant une onde, de même longueur d'onde, mais dont
	
cas des images sonar requiert la connaissance de la distributio n
l'amplitude, la phase et la direction sont aléatoires . L'antenne de
	
des ondes réfléchies [10, 22, 33] par le fond marin à l'intérieur
réception perçoit un signal qui est le résultat de l'interférence
	
d'une cellule de résolution [15, 25, 44] et la prise en compte du
de toutes les ondes réfléchies par les diffuseurs présents dans la
	
principe de formation des images sonar [8] .
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Examinons maintenant les hypothèses que nous sommes amené s
à exprimer et qui portent sur le nombre, la répartition et le s
dimensions des diffuseurs situés à l'intérieur de la cellule d e
résolution : 1) A l'intérieur d'une cellule de résolution, le fon d
marin est constitué d'un grand nombre de diffuseurs indépendant s
et spatialement répartis de façon aléatoire ; 2) A l'échelle de la
cellule de résolution, si le fond marin est constitué de zone s
homogènes, alors les conditions de réflectivité des ondes son t
uniformes ; 3) La distance entre les diffuseurs d'une cellule d e
résolution et le sonar (quelques dizaines de mètres) est trè s
supérieure à la longueur de l'onde rétrodiffusée (les longueur s
d ' ondes varient entre 2 .10 -3 et 2 .10 -2 m). Compte tenu de s
fréquences utilisées, des dimensions de la cellule de résolutio n
(de quelques c m 2 à quelques dizaines de c m 2 ) et de la rugosité des
différentes zones de fond marin [16, 29, 44], ces hypothèses sont
vérifiées dans de nombreux cas d'utilisation du sonar . L'amplitude
du signal reçu par le capteur suit alors une loi de Rayleigh R
définie par
_y2
a 2 eXp 2a2
Le paramètre a caractérisant une loi de Rayleigh, les moment s
d'ordre 1 et 2 de cette loi s'expriment en fonction de ce paramètre :
mn, = E{y} = a
	
et a~ = a2 (42x) car E{y 2 } = 2a 2 (2)
Le lien entre la texture du fond marin, les caractéristiques tech -
niques du sonar et la distribution des niveaux de gris des pixel s
correspondants se modélise donc par une loi de Rayleigh et tradui t
le bruit de speckle visible sur les images acoustiques .
1 .3. détection et classification d'objets
Le contexte applicatif visé concerne la détection d'objets posé s
sur le fond marin et leur classification . La qualité d'un écho ne
conduit que très rarement à une classification ; aussi est née l'idée
d'utiliser la forme de l'ombre produite par un objet posé sur l e
fond et « éclairé » par une onde acoustique . Par rapport au sonar,
la zone située derrière l'objet, n'est pas insonifiée en raison de l a
présence de cet objet qui intercepte l'onde lors de sa propagation .
Cette ombre caractérise donc une absence de réverbération de
fond pendant le temps mis par l'onde pour parcourir cette zone .
Le signal reçu en provenance de cette zone est constitué du brui t
de réverbération de volume, également d'un peu de signal ramené
par les lobes secondaires, en particulier sur les bords de la zon e
d'ombre, et de bruit électronique en provenance de la chaîne d e
traitement . Si on trace l'évolution du signal reçu en fonction du
temps pour une voie donnée (cf. figure lb), on observe en pratiqu e
des images telles que celles présentées en figure 2 .
En observant la forme des ombres produites par un objet manu -
facturé (cylindre, pneu, épave, . . .), nous constatons que celle-ci
est plutôt régulière et qu'elle peut être décrite avec des attribut s
géométriques simples (parallélogramme, quadrilatère convexe ,
polygone dont certains côtés peuvent être approchés par des arc s
de cercle ou d'ellipse) . Les contours de ces ombres sont eux aussi
plutôt réguliers et lisses (segments de droites ou arcs de cercle) .
Cette régularité est à opposer à la forme des ombres produite s
par des rochers de taille similaire . Ces ombres possèdent de s
formes extrêmement variables, totalement aléatoires et qui n'on t
en général, aucune caractéristique géométrique simple . Les con-
tours de ces ombres sont très chahutés et irréguliers . Ces propriété s
sont utilisées pour classifier les objets posés sur le fond . Nous
avons donc choisi d'améliorer la qualité des ombres détectée s
grâce à une approche markovienne.
1 .4. approche markovienne
De nombreuses études comparatives ont été menées afin de déter-
miner une méthode ou un groupe de méthodes permettant d e
réduire les effets du bruit de speckle, en particulier dans le do-
maine de l'imagerie radar [27][52] . Par ailleurs, la segmenta-
tion des images sonar s'effectuait jusqu'alors principalement à
l'aide d'opérateurs de morphologie mathématique [4] dont l'in-
convénient majeur était de travailler sur une image binarisée ,
après un éventuel filtrage du bruit de speckle . Dans un contexte
de segmentation d'image [14][3][26] ou de restauration d'image s
[13][12], les études menées sur la modélisation markovienne nou s
sont apparues intéressantes pour diverses raisons : contrairemen t
aux méthodes de type filtrage, les méthodes markoviennes per -
mettent la conservation d'un lien formel de type probabiliste avec
les données observées, tout au long du processus d'analyse de
l'image ; par ailleurs les champs markoviens permettent d'intro-
duire des contraintes génériques qui traduisent les propriétés lo-
cales et globales des images modélisées . Les propriétés qui nou s
intéressent plus particulièrement ici concernent les caractéris-
tiques géométriques des contours d'ombre, qui constituent un e
information potentiellement classifiante . C'est une approche de
type markovien que nous avons développé et que nous allon s
désormais décrire.
2. modélisation du bruit
et estimatio n
des paramètres
La modélisation du bruit de speckle par une loi de Rayleigh
précédemment justifiée est classique et correspond à de nom-
breuses situations en imagerie acoustique . Néanmoins, ce modèle
n'est pas toujours réaliste expérimentalement lorsque l'on ob -
serve :
. une diminution sensible du nombre de diffuseurs par cellul e
de résolution (la rugosité du fond n'étant plus petite devant l a
longueur d'onde, le fond peut être modélisé par un petit nombre
de facettes réfléchissantes) ;
. l'apparition de phénomènes d'interférences liés à la présence
d'une couche de sédiments dont la taille des grains est importante
par rapport à la longueur d'onde, à l'interaction de particules e n
suspension dans le volume d'eau en particulier dans les zone s
(1 )pour tout y > 0
234
	
Traitement du Signal 1998 – Volume 15 - n°3
Segmentation markovienne hiérarchique multimodèl e
peu profondes soumises à des mouvements importants de masse s
d'eau (marées, embouchures de fleuves, . . . ) .
ou lorsque la dimension des rugosités du fond devient du mêm e
ordre de grandeur que les dimensions de la cellule de résolution (e n
particulier dans le cas du sonar à ouverture synthétique) ou encor e
lorsque le sonar est exploité dans des eaux très peu profondes [32] .
Nous proposons l'utilisation d'une modélisation plus générale ,
basée sur la loi de Weibull Wb (a, ß) [8] dont l'expression est :
Wb(y,a,ß)=
a
( a Y
1eXp
{ —(a)0} dy>>0 (3 )
où a et ß sont respectivement des paramètres d'échelle et de forme ,
définis strictement positifs .
Largement employée pour modéliser le speckle présent sur le s
images SAR [20], la modélisation par loi de Weibull offre un e
grande souplesse . Ainsi pour certaines valeurs de paramètres d e
la loi de Weibull, nous retrouvons la loi exponentielle (ß = 1) ou
la loi de Rayleigh . La loi de Rayleigh est en effet un cas particulie r
(R(a) = Wb (/a, 2)) de la loi de Weibull pour /3 = 2 (cf. figure 3) .
Il reste maintenant à identifier le type de distibution du bruit su r
images réelles, et à estimer les paramètres correspondants .
lois de Weibul l
Figure 3 . - Lois de Weibull pour différentes valeurs du facteur de forme.
2.1 . identification des lois de probabilité
Le choix d'une distribution optimale parmi les différentes distri-
butions paramétriques pour modéliser la distribution des niveaux
de gris sur l'image s'effectue selon le résultat d'un test d'ajuste-
ment . Parmi les nombreux tests existants, nous avons retenu le s
tests de Kolmogorov-Smirnov et du x 2 [37] . Ces deux critères per-
mettent l'identification des distributions correspondant au fon d
réverbéré et à l'ombre .
Soit une variable aléatoire Z à valeur dans {zo, • • . , z r } .Un nombre
n d'échantillons de Z sont observés . Parmi ceux-ci, Ic i correspon -
dent à la valeur zi (i = 0, . . ., r) : ko + • • • + kr = n. Z suit un e
loi modélisable en une loi théorique de formule analytique con -
nue . Ceci signifie que la loi présumée de Z, ou voisine de celle
de Z, devrait donner a priori nPo réalisations ayant valeur zo (o ù
Po = Pz (zo) en théorie), . . ., nPr réalisations ayant valeur zr (o ù
Pr = Pz(z,.) en théorie) ; pour n suffisamment grand. On peu t
chercher à définir l'écart existant entre la loi théorique et la lo i
empirique observée sur l'image . Pour ce faire, nous avons reten u
deux tests :
. Le test de Kolmogorov : Il s'agit d'un test non paramétrique
d'ajustement à une distribution entièrement spécifiée ([45] pp . 26 3
et 336) . Avec les notations précédemment définies, poson s
r
1C= L l k
i=o
s'ajuste le mieux à l'histogramme, nous retenons celle qui min-
imise la « distance » de Kolmogorov /C.
e Le test du x2 : Le test du x 2 mesure l'écart aléatoire entre les
effectifs réalisés et les effectifs espérés . Si la loi observée (ou em
-
pirique) est bien représentée par la loi théorique, on doit s' attendr e
à ce que les écarts (ki nPi ) 2 soient d'autant plus grands que nPi
est faible . Aussi, on considèrera plutôt (ki - nP2)2 qui, pour u n
nPi
écart donné, décroît quand nPi croît. La somme :
S =
	
(k2
-	
nP2)2
est calculée pour mettre en évidence
nPi
i=o
la « distance » entre la distribution observée et la distribution
théorique . C'est le critère du x2 . Ce test sera plus exigeant que
le test de Kolmogorov sur les échantillons faiblement représenté s
([45] pp . 335) .
2.2. estimateurs
Les images sonar présentent un offset en amplitude tel que tou s
les pixels de l'image ont une amplitude supérieure à une valeur
min . La loi de Weibull W étant définie à partir de la valeur nulle ,
nous sommes amenés à travailler sur une loi décalée de la forme
/3 [(y	 mín ) 0- 1
Wy (min, ß, a) = -
a
	
a
avec y> mm, ci> Oetß >0.
En supposant la classification des pixels connue, il est possible
d'estimer au sens du maximum de vraisemblance les paramètre s
des deux distributions de probabilité modélisant respectivemen t
les luminances dans chacune des régions (zone d'ombre (étiquette
e 2 ) et zone de fond réverbéré (étiquette e 1 )) .
Soit Y = {yi, i = 1 . . .N} le champ des observations dont une réali
-
sation y est disponible pour effectuer l'estimation des paramètre s
(i .e, y = ( y 1i . . .y N ) est l'ensemble des luminances y i E IR ob-
servées pour les N pixels i appartenant à une région e; , j e {1, 21) .
On suppose les N variables aléatoires indépendantes et iden-
tiquement distribuées suivant une loi de Weibull de paramètre s
4)y = (min, a, /3) inconnus . Pour une réalisation donnée Y, l a
vraisemblance associée à (Dy est donnée par :
— min) 0 -1 exp (— ( yi — min)ß
/ J`
	
aQ
0.5
	
1
	
1 .5
	
2
	
2.5
	
3
	
3.5
axe des x
r( 4> y)
	
PY/<Dy(y/'I'y) (5 )
nPil . Pour choisir la distribution paramétrique qu i
exp
L
(y — min)1
J
I (4)
f lN
N
[LaQ J ~ [
(
i= l
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Le logarithme de l'expression précédente nous donne la fonctio n
de log-vraisemblance :
1n G((I)y) = ln [PY/,I,y(y/Oy)]
		
( 6)
N
= Nlnß +(ß—1)
N
1 E
āß
i= 1
avec y > min et a > O . Pour déterminer minMv, âMV et ßMv
(valeurs qui maximisent la fonction de vraisemblance), on résou d
simultanément les 3 équations suivantes :
z
I(ap) = —E óa2p ln PY/a,o (y/a°) =
ā
	
(12)
La borne inférieure de Cramer-Rao est donc donnée par l'expres-
sion suivante : VARmin [oí ~ = ā . On calcule la variance de
l'estimateur et on vérifie aisément que la variance trouvée est
bien la borne inférieure de Cramer-Rao : l'estimateur est efficac e
et consistant.
2.2.3. estimateur de ß
ln(yi — min) — NO In a
i= 1
ain)a
ólnG( ,13,) _ BlnG((In y ) _ ólnG(l:n y ) — 0
amin
	
óa
	
8ß
L'expression (9) se simplifie un peu et ßMv peut se mettre sou s
(7)
	
la forme F()MV) = ßMV :
2.2 . 1 . estimateur de min
L'estimée minM v exprimée par l'équation précédente, peut êtr e
approchée itérativement et est en fait très légèrement inférieure
à yrnin (intensité minimum de l'échantillon y) . Pour cette raiso n
et pour permettre aux pixels de niveau de gris y.,nin d'avoir une
probabilité non nulle d'apparition, nous prendrons l'estimateu r
suivant :
minMv = ymin — 1
2.2.2. estimateur de a
Posons ÿi = (y, — m Mv)
. âMV et ßMV sont alors solutions du
système d'équations suivant :
n \ âZ I
	
(9 )
= 1
soi t
On démontre facilement que l'estimateur âMV est non biaisé ,
convergent et efficace . En effet
N
E[â1 =E NEe =NEE[e]=a° (11 )
i=1
	
i=1
L'estimateur est donc non biaisé . Par ailleurs, le calcul de la born e
inférieure de Cramer-Rao permet de montrer que cet estimateur es t
consistant et efficace . Par définition nous avons VARmin [al tf
1
a
	 avec I(a0 ) représentant l'information de Fisher que l'on
I( P )
calcule aisément :
N
ßMV =
v lny i)
Cette équation ne peut se résoudre que numériquement par ap-
proximations successives et on ne peut obtenir une forme ex-
plicite de l'estimateur de ßMV• Il est donc difficile de vérifier
qu'il possède de bonnes propriétés asymptotiques . Néanmoins,
si un estimateur non biaisé et efficace de ßMV existe, alors i l
est donné par l'estimation du Maximum de Vraisemblance e t
donc est solution de l'équation (13), l'inverse n'étant pas vrai.
Par ailleurs cette méthode ne sera valable que pour un gran d
nombre d'échantillons à cause de ses propriétés asymptotique s
s'il n'existe pas de statistiques exhaustives ([45] pp.302) . On ne
pourra donc juger de l'efficacité de cet estimateur qu'expérimen -
talement . L'équation (13) peut se résoudre par la méthode des
suites récurentes dont nous rappelons ici le principe . Soit la suite
récurente
	
ß2 = F(ß1), . . ., ßn = F(ßn_1) . Si cette suite con-
verge vers une limite 1, cette limite est alors solution de l'équatio n
l = F(l) . Inversement sil = F(l) possède une solution unique
(c'est notre cas puisque ßMv est la racine unique de l'équation
F(/MV) = ßMv), alors cette solution est aussi la valeur de con-
vergence de la suite récurente /ßn = F(,ßn _ 1 ) . La valeur initial e
ßo peut être effectuée par ajustement graphique ([45] pp . 332)
pour accélérer la convergence . /3MV est donc donné par la rela-
tion suivante : ßMv = lima_,, ßn ; avec On défini par la relation
de récurence ßn = F(ßn _ 1 ) et F définie par :
N
N E y2
_	 i=1	 	 (14)
i= 1
F(x)
	
TT
	
AT
	
TT
En pratique, cette convergence est très rapide et expérimentale -
ment correcte . En résumé, les estimateurs MV de la loi de Weibul l
( 8 )
N +
ß
N
lnyi = Nlnâ +
et = N
âMV = (10)
i=1 (13 )
N NN
N L
i=1 i=1i=1
i= 1
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Figure 4 . — Mosaïque d'images segmentées au sens du maximum de vraisemblance, avec une modélisation du bruit par lois de Weibull .
sont les suivants :
Quant aux estimateurs de la loi normale N(µ, a-z ), ils sont clas-
siques :
2 .3. détection d'ombres par le critère
du maximum de vraisemblance
sentés sur la figure 4 . Les pixels des images sont pré-étiqueté s
« ombre » ou « fond réverbéré » par la méthode des K-moyenne s
[46] [34] . Les résultats obtenus illustrent bien la difficulté associé e
à une détection précise des zones de fond réverbéré et des zone s
d'ombre . Une méthode de segmentation basée sur le critère d u
maximum de vraisemblance n'offre pas une solution suffisam-
ment régularisée : les images segmentées sont clairsemées de
pixels malencontreusement classés « ombre » tandis que les con-
tours d'ombre portée des objets sont chahutés . En ce sens la classi-
fication sur ombre est alors difficile voire impossible . Nous avon s
donc adopté une modélisation markovienne qui permettra de régu -
lariser la solution en introduisant explicitement une informatio n
a priori sur la solution recherchée, comme le montrera la sectio n
suivante .
3. modélisation
markovienne
minmv
ßMV
ßMV 1 oM V
~i
	
J
avec ßn =
	
F(x) défini par la relation (14) et ßo = O .
( 1 7)
N1
NaMV
i= 1
n—>cc
En associant les techniques d'estimation bayésienne et le forma-
lisme markovien, il devient possible de proposer une approch e
markovienne de la segmentation . Elle consiste à estimer une imag e
d'étiquettes connaissant l'image des luminances observées . Cette
estimation s'effectue en intégrant deux notions distinctes au sei n
d'une distribution de probabilités :
Les résultats obtenus sur la mosaïque d'images (cf . figure 2) à
	
. la modélisation des effets des systèmes d'acquisition et d e
l'aide d'un seuillage par maximum de vraisemblance sont pré-
	
formation des images qui permet ainsi de relier les observations
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aux étiquettes . C'est le terme d'attache aux données explicitemen t
décrit dans la modélisation ;
• les informations a priori portant par exemple sur la forme de s
objets qui conduisent à une régularisation des zones segmentées .
Elles constituent le terme contextuel, explicitement décrit dans l a
modélisation.
3.1 . modélisation markovienne
Soient :
. X un champ de variables aléatoires (les étiquettes) définies su r
l'ensemble des sites Set à valeurs d'états dans A etq = {e l , e 2 } ( e l
et e 2 désignent les étiquettes correspondant au fond et à l'ombre) .
x = {xsls e S} représente une configuration de X caractérisé e
par la distribution Px (x) ;
• Qetg = A t g l'ensemble des configurations du champ des éti-
quettes ;
• Y un champ de variables aléatoires (les observations définie s
sur l'ensemble des sites S et à valeurs d'états dans Aobs .
y = {y s ls e S} représente une configuration de Y caractérisée
par la distribution Py (y) ;
. Slobs = A bs est l'ensemble des configurations du champ de s
observations .
Dans le cadre de l'estimation bayésienne, il s'agit de modélise r
conjointement les étiquettes et les observations à l'aide d'u n
champ aléatoire couplé (X, Y) défini par la distribution jointe
Pxy (x, y) qu'il faut expliciter. La règle de Bayes indique que
PxY(x, y) = PYIx(y lx) x Px(x )
	
( 20 )
La probabilité Pl, lx (ylx) traduit la vraisemblance des observa-
tions conditionnellement aux étiquettes, définie par la connais-
sance des lois de probabilité du bruit précédemment définies ,
alors que Px (x) permet l'introduction de connaissances a prior i
sur les étiquettes . Par hypothèse, les champs étant markoviens ,
la distribution jointe Pxy(x,y) est une distribution de Gibb s
d'énergie U(x, y) [14, 17] :
PxY(x, y) = exp { —U(x, y)}
	
(21)
où l'énergie se décompose en la somme de deux termes :
U(x, y) = U~ (x, y) + U2 (x) avec
• Ul (x, y) issu de la vraisemblance des observations, constitue
le terme d'attache aux données qui caractérise l'adéquation de s
étiquettes aux observations ;
• U2 (x) issu de l'apriori markovien, constitue le terme contextue l
qui introduit un effet régularisant sur le champ des étiquettes .
Le critère qui est le plus fréquemment retenu pour réalise r
l'estimation du champ des étiquettes connaissant l'image est celu i
du MAP (i.e ., Maximum A Posteriori) . La recherche du champ
des étiquettes optimal xopt selon ce critère se traduit donc par l a
minimisation de la fonction U(x, y) .
3.2. l'attache aux données
La modélisation des processus d'acquisition, de formation e t
d'enregistrement d'une image (i.e ., le modèle de dégradation)
traduit la relation entre le champ des étiquettes X, le champ de s
observations Y et le bruit . Si à une étiquette Xs correspond une
unique observation Ys , et que celle-ci est indépendante des autre s
Yt,t#s sachant 'Cs, alors en posant 'Ils(xs,ys) = —InP(yslxs), l a
vraisemblance des observations s'écrit :
PYIx(ylx) = exp {—
	
Ts(xs, ys) }
se s
= exp{—Ul (x,y)}
	
(22 )
et le terme d'attache aux données est donc U1 (x, y) =
ilf s (xs , ys) . Dans notre cas, l'expression de la fonction
SE S
‘If(xs, ys) est :
(23 )
suivant que l'on choisisse une loi de Weibull décalée (dont la lo i
de Rayleigh est un cas particulier) ou une loi normale . Nous avon s
donc :
Ts (xs, y,) = — ln s — (ßxs — 1) ln( Ys 	 —
s
min xs )
a xs
	
ax
+ ( ys — minxs)a5s si (ys — minx s ) > 0 ,
axs
et Ts(xs, ys) = +oo sinon ;
ou Ts(xsn ys) _ ( y s	
2~µxs	 ) 2 + ln(V27rQx s )
( 24 )
Le type de loi retenue est fixé par le critère de Kolmogorov
ou du x 2 sur la pré-segmentation obtenue par l'algorithme des
K-moyennes [34] . L'estimation des paramètres s'effectue alors
grâce aux estimateurs précédemment définis .
3.3. le terme contextuel
Les contraintes ou les informations a priori que l'on possèd e
sur la solution attendue, vont s'exprimer par l'intermédiaire d e
termes d'interactions locales . Soit un système de voisinage v sur
S et l'ensemble C des cliques correspondantes . Si X est suppos é
markovien par rapport à v, alor s
U2 (x) = E V8 (xc)
	
(25 )
cE c
où V8 (x) est un potentiel d'interaction dépendant uniquement d e
xe = {x s , s e c} . Nous avons dans un premier temps reten u
un modèle a priori du type Ising [47] (voisinage v de la 4-
connexité) afin d'assurer une bonne régularisation à la fois des
zones homogènes correspondant à la rétrodiffusion des fond s
marins et des zones d'ombre perturbées par la présence du bruit
de speckle :
{ ~s(xs, ys) = — ln(W,s (m2nxs, /3xs, axs)) slxs = e l
xFs(x s>ys) =— ln (Nys(µxs, Q xs ))
	
si xs = e 2
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L. Dans le cas des cliques singletons : Vs E S, Vs (xs) = as
e Dans le cas des cliques binaires :
~ — ß<s,t> si xs = x t ou ß > 0V {s, t} E C, V<s, t> (xs, xt)
=
	
0
	
sinon
avec ca, paramètre pouvant dépendre de la valeur d'état de x s et
ß<s,t> paramètre spécifique à chaque type de cliques binaire s
(noté 02o,021,022,ß23 pour les cliques respectivement horizon-
tales, verticales, diagonales à 45° et -45°) . Classiquement, le s
paramètres as permettent de caractériser chaque classe de régions ,
tandis que les ß<s,t> autorisent le contrôle de la taille et de la
direction des regroupements de pixels . Dans notre application
nous avons choisi a s = 0. Or, après une série de segmentation s
menées sur des images de synthèse, il est apparu que ce modèle
ne nous permettait pas de satisfaire simultanément les exigence s
suivantes : 1) régularisation des zones homogènes (fond marin o u
ombre) ; 2) précision dans la segmentation des zones d'ombres de
faible largeur ; 3) valorisation de formes géométriques simples ;
4) obtention de zones frontières régulières . Ces exigences sont
contradictoires car elles imposent que les paramètres pondérateur s
des cliques binaires soient à la fois des grandeurs comparable s
(pour assurer une régularisation isotrope) et de valeurs nettemen t
différentes (afin de favoriser la segmentation dans une directio n
privilégiée) . Nous avons donc choisi d'enrichir ce modèle en lu i
adjoignant une fonction de potentiel calculée sur les cliques qua-
ternaires (voisinage de la 8-connexité), avec lesquelles nous allon s
pouvoir privilégier certaines configurations géométriques particu -
lières . La clique singleton est notée 10 tandis que les configu-
rations possibles des cliques binaires associées au voisinage v
sont notées de 20 à 27 . Modulo la symétrie par rapport aux éti-
quettes {el, e 2 }, huit configurations quaternaires sont possible s
(40 à 47) cf figure 5 . L'ensemble des cliques ternaires (égalemen t
engendrées dans le système de 8-voisinage) n'a pas été reten u
car la variété des formes géométriques décrites par ces clique s
n'est pas très importante ; toutes les cliques ternaires peuvent
s'écrire comme une combinaison de configurations de clique s
quaternaires . Les cliques quaternaires permettent en outre une
discrimination géométrique plus significative ; la prise en compte
de ces cliques augmente le nombre de paramètres à estimer et al -
longe sensiblement les temps de calcul des différents algorithme s
d'optimisation sans améliorer de façon pertinente le modèle . On
notera C2 l'ensemble des cliques binaires, tandis que C4 dési-
gnera l'ensemble des cliques quaternaires . La fonction de po-
tentiel Vc(x) associée à une clique quaternaire c e C4 , permettr a
de «favoriser», «défavoriser» ou bien de «rester neutre» vis -
à-vis de ces configurations . Cela s ' effectue à travers le choix des
paramètres ß4j (avec j = 0, . . . , 7), associés par la fonction de
potentiel Vc aux huit configurations possibles de x c
Vc ( x) _ —ß4 j
si les étiquettes de x, correspondent à la configuration de typ e
"4j" (cf. figure 5) .
Le modèle retenu présente l'avantage de rendre compte aussi bie n
des formes détaillées et «chahutées» des ombres de rochers qu e
de celles, beaucoup plus géométriques, des objets manufacturés .
Cette «fidélité» de la segmentation est fondamentale car ell e
conditionne le taux de bonne classification de la suite de la chaîne
21
	
22
	
23
	
2 4
_ I
4o
	
41
	
42
	
43
	
44
	
45
	
6
	
7
NOTA : ï
	
and
	
are two labels of different kin d
Figure 5. — Configurations possibles des cliques unaire, binaires et quater-
naires cij E C pour un système de 8 voisinage, â une symétrie près sur les
valeurs des étiquettes.
de traitement, où l'allure du contour de l'ombre est un des critère s
discriminants . Le nombre de configurations de cliques retenue s
(douze au total) permet de conserver des temps d'estimation de s
paramètres raisonnables .
Le terme U2(x) d'énergie contextuelle s'écrit donc :
où C2i (i = 0, . . .3) désigne l'ensemble des cliques binaire s
horizontales, verticales, diagonales à 45° et diagonales à -45° et 6
le symbole de Kronecker. Ce terme d'énergie est donc caractéris é
par douze paramètres (02i avec i variant de 0 à 3 et ß4j avec j
variant de 0 à 7) 3 qu'il faut déterminer. Le modèle markovien qu e
nous avons développé pour la segmentation des images sonar [18 ,
49], s'exprime donc par l'intermédiaire de la fonction d'énergi e
suivante :
U ( x , y) =
	
T s(xs, ys) + ~ . Vc ( xc ) + ~ . Vc(xc)
	
(27 )
,Es
	
cEC2
	
cEC4
Les paramètres ßij décrivant l'a priori du modèle markovien
doivent désormais être estimés : c'est l'objet du paragraphe
suivant.
3.4. calibrage par boîtes qualitatives
Cette méthode [2] consiste à définir un certain nombre de cou-
ples de configurations locales et particulières d'étiquettes puis ,
à partir de quelques situations représentatives, à imposer de s
probabilités minimales ou maximales de transition d'une con -
figuration à l'autre. Grâce au formalisme markovien, ces proba-
bilités de transition s'expriment facilement en terme de variation s
d'énergie dont les inconnues sont les paramètres ßij . L'ensem-
ble des situations représentatives conduit à la construction d'u n
système d'inéquations dont la résolution permet de déterminer un
intervalle borné de valeurs pour chaque paramètre . La difficult é
de cette technique réside dans le choix des situations qui doiven t
être suffisamment contraignantes pour obtenir des intervalles de
3 . Pour alléger la notation, nous emploierons par la suite le terme
	
pour désigner
l'ensemble de ces douze paramètres .
lo
J
20 25
	
26
	
2 7
U2 ( x ) = ~ . Vc(xc) + ~ . V~(xc )
cEC 2
	
cEC4
3
	
7
/.32 6(xs,
xt) — E E N4j (26 )
i —o <s,t>EC2 i=0
	
cEC4 :
° de type "4j"
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valeurs bornés, mais pas trop pour ne pas aboutir à un systèm e
impossible .
Soient xixs=e1 et x1x s = e2 deux configurations identiques du champ
d'étiquettes x sauf au site s où elles prennent respectivement
les valeurs xs = et et x s = e2 . Lorsque l'on s'intéresse à
la probabilité d'occurrence de l'étiquette x s = et au site s
conditionnellement au champ x ; on peut, en vertu du formalism e
markovien, se restreindre au voisinage v s et donc à la probabilit é
P(x s = e t lx E vs , y) = p . Si nous souhaitons imposer l'étiquette
x s = e t avec une probabilité supérieure à p alors, la probabilité d e
transition de la configuration xi xs=e1 à x1xs=e2, exprimée en terme
d'énergie, s'écrit sous la forme suivante :
U(xlx s
=e l , y) — U(xlx s =e 2 , y ) < log
Ainsi en fixant des couples de configurations locales et de s
valeurs pour les probabilités de transition, nous aboutissons à
un système d'inéquations dont les inconnues sont les paramètre s
[3,j . Nous allons ainsi traduire trois exemples de situations locale s
d'étiquettes que nous souhaitons favoriser .
. Nous voulons éviter la détection de points isolés . Si les hui t
voisins du site s sont étiquetés « ombre », nous voulons attribuer
l'étiquette « ombre » au site s avec une probabilité p = 0 .9, même
si la valeur du pixel observé y s privilégie plutôt une étiquette
«fond». C'est-à-dire que la configuration (1) de la figure 6 es t
plus probable que la configuration (2) . L'équation 28 s'écrit donc :
; — 04o + iYs(xs = e 2, ys ) )
ß4k + il/ s (xs = el, ys)) Ç ~ ( 29 )
1
= e l, ys)--rl
(30)
Le terme Ws(x s = e 2 , ys ) — Ws(xs = e,, ys ) est une constante par-
faitement déterminée en fonction de la valeur ys de l'observation
au site s .
Figure 6. — Trois couples de configurations particulières d'étiquettes utilisé s
pour la méthode des boites qualitatives (1, 2)(3, 4)(5, 6) .
. Nous voulons lisser les contours . En présence de cinq voisin s
de la classe « ombre » et lorsque la valeur de l'observation ys
privilégie plutôt une étiquette « ombre »nous voulons que le sit e
s soit effectivement étiqueté « ombre » (configuration (3) de l a
figure 6) et non pas « fond » (configuration (4) de la figure 6),
avec une probabilité p = 0 .9 . Après simplification, l'équation 28
s'écrit donc :
-21322 — ß42 — ß44+ß45+ß47 Ts(x s = el ) ys) — ‘P s( x s = e2,ys)+y
(31 )
avec y = log(- - 1) .
P
o Pour limiter les effets d'un lissage trop important des con -
tours, nous voulons que la situation (5) de la figure 6 soit plus
probable que la situation (6) avec une probabilité de p = 0 . 9
lorsque la valeur de l'observation ys privilégie plutôt une étiquett e
«ombre » . D'où :
4
2ß20 + 2ß40 + 2947 —
k=l
— W s(xs = e2,ys)+ ri ( 32 )
avec y = log(- - 1) .
D'autres équations permettant le calibrage des paramètres son t
obtenues [48] grâce aux relations entre les segments de droite s
définissant le quadrilataire formé par l'ombre portée d'u n
objet cylindrique. Ces équations, jointes aux trois équation s
déjà décrites, forment un système dont l'ensemble des so-
lutions est situé dans un convexe de IR '2 . Pour résoudre ce
système, nous avons utilisé le logiciel de programmation linéaire
«SIMPLEX» [48] qui minimise une contrainte linéaire sur le s
paramètres (ici la somme des paramètres) . Il peut arriver que le s
contraintes que nous avons imposées sous la forme des inéqua-
tions soient trop contraignantes, rendant le système impossible à
résoudre. Dans ce cas, nous choisissons de ne considérer qu'u n
modèle isotrope portant sur des cliques binaires . L'estimation de
l'unique valeur des coefficients pondérateurs ß2j se fait en résol-
vant, par l'intermédiaire du logiciel « SIMPLEX », un système
réduit aux deux premières inéquations pour lequel tous les ß4 k
sont nuls .
4. approche markovienne
hiérarchique
multimodèle
Sur la base des premiers modèles markoviens spatiaux [21], di-
verses approches ont été proposées depuis une dizaine d'année s
pour augmenter les performances et les potentialités : approche s
multigrilles, multiéchelles, multirésolutions, hiérarchiques . . . Une
classification des principales approches a été tentée dans [24][23 ]
afin de clarifier ce que chacune d'elle recouvre . On peut globale-
ment considérer les quatre approches suivantes :
config . 1 confíg . 3 config . 5
config . 2 config . 4 config . 6
(28 )
3
-2É
4
k= l
où7=log(-- 1) . D ' où :
3
	
4
(32j +204o—
`J.
j=o
	
k=1
> lĪ/s(x s = e2,ys) —T s(xs
< Ws(xs = el, y s )
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. Approche multirésolution [6, 13, 35, 36, 49] : elle correspon d
à la discrétisation spatiale des observations à différents niveaux
de résolution et aboutit généralement à une représentation pyra-
midale des données observées . Les techniques utilisées associen t
opération de décimation spatiale et filtrage (quad-arbre, pyramid e
gaussienne, transformée en ondelettes . . .) . L'intérêt de cette ap-
proche est d'obtenir une représentation plus ou moins grossièr e
des observations permettant de sélectionner la finesse de l'infor-
mation recherchée en fonction de l'échelle .
. Approche multiéchelle ou multigrille [7, 39, 38] : cette ap-
proche consiste à résoudre une séquence de problèmes d'optimi-
sation globale sous contrainte, sur les configurations visitées . A
chaque échelle, une fonction d'énergie se déduit du modèle initial
et peut s'interpréter comme la fonction d'énergie associée à un
modèle markovien grossier. Cette approche aboutit à une struc-
ture pyramidale de primitives (champ des étiquettes) couplé à un
seul niveau d'observation .
. Approche hiérarchique [42, 3, 50] : elle définit de manière
la plus générale, un modèle global ou un ensemble de modèle s
interdépendants .
. Approche multimodèle, où différents modèles markoviens son t
définis sur des graphes quelconques, associés à des topologie s
pouvant être différentes d'un niveau hiérarchique à l'autre, e t
mettant en jeu des fonctions potentielles a priori quelconque s
[48][43][28] . On peut évidemment panacher l'approche multirés-
olution et multimodèle [48] .
Nous proposons ici d'associer au modèle markovien, une repré-
sentation multirésolution des données, par le biais d'une décom-
position pyramidale des images sonar. Par ailleurs, le modèle
markovien retenu sera différencié selon l'échelle de représenta-
tion des données ; d'où le nom d'approche markovienne hiérar-
chique multimodèle retenu .
reconstruite à la résolution immédiatement inférieure . Ce pro-
cessus de décomposition, filtrage et reconstruction, est réitér é
jusqu'au niveau de résolution désiré . Une pyramide des ob-
servations est ainsi générée, paramétrée par l'indice d'échelle
1, l E [0, . . . , L], appelé résolution . Pour tous les niveaux de
résolution i > 1, nous choisissons de munir les grilles réduite s
Sl correspondantes d'un système de 4-voisinage (v`) et des en-
sembles de cliques binaires CZ associés . En revanche, à la plein e
résolution, nous adoptons l'ensemble C2 U C4 des cliques binaires
et quaternaires associé au système de 8-voisinage précédemment
défini . Chaque modèle markovien est donc caractérisé par un jeu
de paramètres 0 1 = (0[, 02) qui dépend du niveau de résolution :
. A chaque niveau, la nature et les paramètres 01 des termes d'at -
tache aux données sont estimés à partir de l'image de résolution l
correspondante . Le terme d'énergie représentatif de l'attache aux
données au niveau l s'écrira, par convention, UU (x r y 1 )
e Pour chaque niveau de résolution grossière, nous adoptons un
modèle apriori isotrope et ne portant que sur des cliques binaires
(modèle paramétré par Bz = {ßzß = 0 . . .3 } ) . Le terme d'énergie ,
représentatif du modèle a priori au niveau 1 > 1 s'écrira, par
convention Uz B2 (x i ) .
. A pleine résolution l = 0, le modèle a priori intègre
des informations sur la forme des ombres par le biais de s
cliques binaires et de configurations particulières d'étiquette s
sur les cliques quaternaires (modèle paramétré par B° _
{,Qo2,i=0 . . .3„4 ,i =0 . . .7}) .
Chaque fonction d'énergie s'exprime de la façon suivante :
Vl E {1, . . . L} :
0, 1 (xt yt )
l l ~
T s 61 ( x s, ys) +
	
V~,e2 ( xi )
EC2
Uz >el ( xi , y' ) + Uz,a2 ( xl )
	
(33 )
se s
4.1 . approche hiérarchique multimodèle
Pour l = 0 :
UB o ( x , y) = ,07( x0 , y s ) + E Vc,B° (~)
cEC 2 UC4sES
(34)
L'analyse multirésolution des images améliore le RSB [48] dan s
le cas d'images synthétiques (cf paragraphe 5 .1), ce qui facilite
l'opération de segmentation, mais entraîne un lissage des con-
tours des ombres : la certitude de l'existence d'une ombre de
taille significative croît tandis que la précision sur la position de
ses contours décroît avec le niveau de résolution . Ainsi, aux réso-
lutions grossières, nous ne chercherons pas à modéliser finemen t
les formes des ombres et les zones de transition « ombre-fond »
par le biais de configurations d'étiquettes sur des cliques quater-
naires .
Pour la construction de la pyramide des observations, nous avon s
retenu l'algorithme de décomposition multirésolution par on-
delettes proposé par S . Mallat [31, 30] . Cet algorithme con-
siste à projeter l'image sur une base d'ondelettes orthogonales .
Nous obtenons alors une série de coefficients d'ondelette s
d"<< approximation » (ou de tendance) qui contient la majeure
partie de l'information issue de l'image (ce sont les basse s
fréquences de l'image) et une série de coefficients d'ondelettes de
détail »(ou de fluctuation) qui représentent les hautes fréquence s
de l'image, i.e., les petits détails qui enrichissent l'image . A l'aide
des coefficients d'approximation, une image basse-fréquence est
où, pour chaque niveau de résolution 1, 4' 1,091 (xs, ys) modélise le
terme d'attache aux données, paramétré par les coefficients 01 e t
V i B, (x ti ) représente les fonctions de potentiel liées à l'a priori et
pondérées par les paramètres o2 .
Les paramètres d'attache aux données 01 sont quant à eux iden-
tifiés grâce à la méthode présentée en section 2 .1 : une premièr e
segmentation par l'algorithme des K-moyennes (cf. section 2 .3 )
permet une estimation des paramètres grâce aux estimateurs
retenus (cf. section 2 .2) au niveau l = L. Pour les niveaux de
résolution l < L, le champ d'étiquettes obtenu au niveau 1+ 1 sert
à estimer les paramètres d'attache aux données BI .
4.2. algorithme de relaxation
Il importe avant tout de bien segmenter les zones homogènes
et de faire disparaitre les points isolés mal étiquetés . Un sim-
ple modèle markovien isotrope suffit pour répondre à ce besoin
et assurer in fine une bonne initialisation pour une relaxation à
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Tableau I . — Algorithme Multimodèle reposant sur une stratégie «descendante» et effectuant à chaque niveau de résolution, une optimisation par ICM .
L'algorithme de relaxation ICM a pour paramètre r z qui désigne le critère d'arrêt de l'algorithme retenu au niveau 1 . Le critère retenu en pratique es t
indépendant de l et représente le pourcentage d'étiquettes variant entre deux itérations de l'algorithme ICM (r = 0 .1%) ; où une itération désigne l e
balayage de tous les pixels de l'image y 1 .
A Algorithme MULTIMODELE (L, xó , y, Ua, , -r', [l = 0, 1, . . ., L] )
nombre de niveaux de résolutio n
configuration initiale du champ des étiquette s
au niveau le plus grossier L
image à pleine résolutio n
fonction d'énergie paramétrée par O l au niveau l
jeu de paramètres définissant l e
modèle markovien au niveau de résolution l
critère d'arrêt au niveau de résolution l
l
	
l+ 1
q construire yi à partir de yti- '
Fin tant que
.1L+ 1
. Tant que l > 0 faire :
q lt-l- 1
q si l = L alors x ti E- xó, sinon xi t- Duplication(x i+ ' )
q estimer 0 [ à partir de y i et x ti
q
	
x l ICM( r1,y1,U©,,,r )
Fin tant que
Fin Algorithme MULTIMODELE A
L+ 1
r,
y
Ua ~
T a
.l<- 0
. Tant que l < L faire :
pleine résolution . Par contre, cette dernière relaxation sera guidé e
par un autre modèle markovien enrichi d'informations a priori
portant sur la nature de la forme des ombres, grâce aux clique s
quaternaires . C'est ainsi que nous obtenons une segmentatio n
markovienne hiérarchique (multirésolution sur les données) mul -
timodèle (cliques binaires puis quaternaires) utilisant aux diffé-
rents niveaux de résolution sur les observations, une algorithme de
relaxation ICM (Iterated Conditional Modes [5]) : cf . Tableau 1 .
L'introduction de L -I- 1 jeux O z de paramètres caractérise l a
fonction d'énergie Ua 1 (x i y 1 ) modélisant les interactions à chaqu e
niveau de résolution, entre les observations et les étiquettes .
La chaîne de traitement multimodèle, qui s'articule autour d e
l'algorithme, permet de propager par l'application d'une stratégi e
« descendante », une modélisation beaucoup plus précise des loi s
d'attache aux données, réestimées à chaque niveau de résolutio n
1, ainsi qu'une initialisation pour la phase de relaxation à plein e
résolution qui est de meilleure qualité, comme le présente le
paragraphe suivant .
résultats comparatifs
Cette partie présente les résultats obtenus sur des images de
synthèse et sur les images sonar réelles . L'utilisation d'images de
synthèse (cf. figures 7 et 8) permet de quantifier l'erreur commise
Histogramme
	
Seuillage par MV.
Zone «ombre» Zone « fond » RSB
Loi AI Loi N
µo = 117
	
0-o = 26
.ttio
N i = 132
	
Qi = 29 -14dB
Figure 7 . — Image de synthèse représentant un carré sur un fond homogène,
chaque zone étant bruitée par une loi normale.
Image original e
densité de probabilité
niveaux de gris
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Histogramme
	
Seuillage par MV.
Zone «ombre» Zone « fond » RSBLoin Loi n
mino = io = 30
	
cao = 25 mim = i i = 51
	
cY l = 30 -10dt3
Figure 8 . — Image de synthèse représentant une mire sur un fond homogène ,
chaque zone étant bruitée par une loi de Rayleigh décalée .
vis-à-vis d'une référence connue (image de synthèse binaire non
bruitée), alors que sur images réelles (cf . Figure 11) on ne dispos e
pas de « vérité terrain» mais seulement d'une «vérité expert» .
5 .1 . images de synthèse
Afin de mesurer de façon pertinente la qualité des résultat s
des différentes segmentations, nous avons été amenés à génére r
des images de synthèse dont nous maîtrisons parfaitement le s
différents paramètres, et pour lesquelles nous disposons d'un e
vérité terrain » . Les tests portent sur deux séries d'images
binaires de taille 256 par 256 pixels et dont les motifs sont :
e un carré simulant l'ombre (étiquette e 2) ;
e une « mire »(i. en un empilement de rectangles de taille décrois
-
sante) simulant également l'ombre .
Pour chaque image simulée, nous présentons l'image originale ,
l'image bruitée, l'histogramme et le résultat d'un seuillage selo n
le critère du maximum de vraisemblance (cf. figures 7 et 8) .
Ces images sont accompagnées d'un tableau résumant toutes
les caractéristiques des lois du bruit. Chaque zone de l'imag e
a été bruitée soit par une loi de Rayleigh décalée, soit par une loi
normale . Pour quantifier la difficulté des images simulées, nou s
utilisons le terme de rapport signal-sur-bruit (RSB) généralement
défini par [48] :
RSB en dB =101og
5®2. segmentation d'images de synthèse
Dans le cas de l'image du carré bruitée par deux lois normales
(cf . figure 7), l'algorithme multimodèle fournit une image seg-
mentée (cf . figure 9) qui offre une très forte probabilité de détec -
tion (Pd, = 99.74%) et une très faible probabilité de fausse alarme
(Pf,) . La probabilité de détection Pilet, désigne le nombre de sites
convenablement classés «ombre» sur le nombre total de site s
ombre » . La probabilité de fausse alarme Pf° désigne le nombre
de sites improprement classés « ombre » . Par rapport aux chaîne s
de traitement «multirésolution-monomodèle » [18] ou multigrill e
[191, l'amélioration est sensible en ternie de diminution du nombre
de fausses alarmes . Au niveau le plus grossier (L = 2), la valeu r
de seuil proposée par l'algorithme des K-moyennes n'a pas per -
mis une initialisation de bonne qualité . Néanmoins, le premie r
modèle markovien isotrope (ß2z = ß di, ß t7 = 0 Vj) est suffisam-
ment régularisant pour propager aux niveaux de résolution plu s
fins un champ initial d'étiquettes de très bonne qualité . A plein e
résolution, le modèle markovien adopté permet une régularisatio n
des contours de meilleure qualité que celle obtenue par un modèl e
isotrope . Les paramètres du bruit sont généralement mieux es-
timés dans la zone de fond réverbéré car le nombre d'échantillon s
de réalisation de la loi est supérieur au nombre d'échantillon s
correspondant aux zones d'ombre . L'image d'une mire bruitée
par deux lois de Rayleigh (cf. figure 8) permet de mesurer l a
robustesse de l'algorithme de segmentation (cf . figure 10) vis -
à-vis de fines zones d'ombre . Ces résultats sont à comparer à
ceux obtenus par seuillage au sens du maximum de vraisemblance
(cf . figures 7 et 8) .
Ces résultats obtenus sur images de synthèse où les vérités
«terrain» sont connues, ont permis de montrer la robustesse d e
la méthode . Le paragraphe suivant présente les résultats obtenu s
sur images réelles, où seule l'analyse d'un expert est disponible .
5 .3. segmentation d'images sonar
haute résolution
Les résultats obtenus avec la chaîne de traitement multimodèl e
(cf . figure 11) sont particulièrement convaincants dans le cas de s
images réelles : quelle que soit la taille de l'ombre portée, l a
segmentation permet de retrouver cette ombre et élimine la ma-
jeure partie des étiquettes «ombre» isolées . Les résultats obtenu s
sont visuellement extrêmement proches du résultat escompté . Le s
contours de l'ombre des objets manufacturés (pipe-line, cylindres ,
futs, épaves, pneus, chariot) sont parfaitement détectés . La forme
de l'ombre qui est grossièrement estimée à la résolution L = 3 ,
devient plus précise au fur et à mesure que la résolution devien t
plus fine. Le premier modèle markovien isotrope fournit au cour s
des phases de relaxation des niveaux de résolution grossiers, un e
très bonne allure générale des ombres . A pleine résolution, l e
Image originale
(35 )
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Figure 9 . — Valeurs estimées des paramètres pour la segmentation de l'image du carré bruitée par deux lois normales (RSB -14 dB) en fonction du nivea u
de résolution . Ici l'analyse multirésolution des données s'effectue sur 3 niveaux . La colonne de gauche représente l'image aux différents niveaux de résolution ;
la colonne centrale représente le champ d'étiquettes initial utilisé pour initialiser l'algorithme ICM ; la colonne de droite représente le champ d'étiquettes final
après relaxation. Les deux tableaux désignent les paramètres estimés du modèle markovien . Enfin, le dernier tableau donne quelques éléments de comparaisons
entre différentes approches markoviennes . La probabilité de détection n et désigne le nombre de sites convenablement classés «ombre» sur le nombre total de
sites «ombre» . La probabilité de fausse alarme P10 désigne le nombre de sites improprement classés «ombre» . Cinq approches sont ici comparées : l'approch e
classique monorésolution-monomodèle utilisant un algorithme de recuit simulé, l'approche monorésolution-monomodèle utilisant un algorithme de relaxatio n
sous-optimal 1CM, l'approche multirésolution-monomodèle, l'approche multigrille et l'approche hiérarchique que nous proposons, baptisée multirésolution-
multimodèle.
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Figure 10. — Valeurs estimées des paramètres pour la segmentation de l'image de la mire bruitée par deux lois de Rayleigh (RSB = -10 dB) en fonction du niveau
de résolution. La difficulté réside ici dans la finesse de l'ombre portée associée à cet objet conique qui constitue la mire . Les temps de calcul présentés ici ont été
obtenus sur station IBM43p-120MHz et sont fournis pour donner un ordre de grandeur du temps nécessaire pour les différentes approches . On constate par
exemple que le temps de calcul associé à l'approche proposée (multirésolution- multimodèle) est du même ordre de grandeur que les autres approches, hormis
celle utilisant un recuit simulé, et que le résultat obtenu est très fidèle en terme de Pde},.
Traitement du Signal 1998 — Volume 15 - n°3
	
245
Segmentation markovienne hiérarchique multimodèl e
~► _ '
	
'
	
y .v
1'--r"-
-
	
~•
.
	
r~ '
.
:}t
'
~' .
	
.
	
r
	
't*
~•y"*
•
	
~-
	
, • ~
	
1
~yx ~
~
4
"
`
- ~
	
.
-~~..
-
	
re' `t
	
-
	
,
	
L
+
	
•ÿ•
,
.
-
	
'
	
~I
r~ ' • 9 .
r . .
- •
Ife
Figure 11 . – Résultats obtenus sur la mosaïque d'images, par l'algorithme de segmentation markovien multirésolution-multiéchelle . On observe de bons
résultats : le champ des étiquettes est régularisé tant par l'utilisation de cliques quaternaires à pleine résolution, que par la ré-estimation des paramètres
du bruit. La distribution retenue à pleine résolution est en règle générale une loi de Weibull, tant pour les zones d'ombre que pour les zones de fon d
réverbéré . Expérimentalement le choix du critère (x2 ou Kolmogorov) fournit des décisions similaires.
modèle markovien enrichi d'informations portant sur la forme
géométrique de l'ombre que l'on souhaite privilégier (introduc-
tion des cliques quaternaires), conduit à un résultat très affiné .
L' intérêt d'utiliser des configurations particulières d'étiquettes su r
des cliques quaternaires apparaît de façon nette sur les contours
obliques des ombres qui sont lissés et plus réguliers que ceu x
obtenus avec un modèle isotrope .
L'enrichissement progressif de la carte des étiquettes au fur et à
mesure que la résolution devient plus fine permet de converger
vers une carte énergétique des étiquettes proche du minimu m
global, alors que l'algorithme de relaxation est déterministe . Le
paramètre d'attache aux données est estimé au niveau l grâce a u
champ d'étiquettes obtenu au niveau l — 1 . Au niveau L = 3 ,
le champ des étiquettes initial est obtenu par l'algorithme de s
K-moyennes .
Nous avons choisi de détailler les résultats obtenus pour quatre
images .
Ces différents résultats montrent donc l'intérêt de l'approch e
multirésolution sur les observations, couplée à une modélisa-
tion markovienne multimodèle, évoluant en fonction de la résolu -
tion . Cette approche, baptisée segmentation markovienne hiérar-
chique multimodèle permet de rechercher dans des images sona r
sévèrement bruitées, l'ombre portée d'un objet géométrique .
6. conclusion
En conclusion, l'originalité de la chaîne de segmentation pré-
sentée dans cet article repose sur la coopération de deux modèle s
markoviens associés à une analyse multirésolution des observa-
tions . Un premier modèle markovien isotrope, défini pour u n
système de 4-voisinage, assure la régularisation des zones ho-
mogènes des images de résolutions grossières . Avant chaqu e
phase de relaxation par un algorithme ICM, les paramètres d e
ce modèle sont estimés à partir de l'image multirésolution d u
niveau considéré, permettant ainsi une meilleure adaptation d u
modèle aux données . Enfin, à pleine résolution, nous utilisons un
deuxième modèle markovien enrichi par la prise en compte de
notions de forme géométrique . Initialisé par la projection de l'es-
timation du niveau précédent, la relaxation fournit alors une image
segmentée d'excellente qualité . Le terme d'attache aux donnée s
est modélisé par une distribution de Gauss ou de Weibull, cett e
dernière offrant un cadre plus général que la loi de Rayleigh, don t
la justification théorique fut précisée . Le type de loi est déterminé
au sens du critère de Kolmogorov ou du x 2 ; tandis que l'esti-
mation des paramètres s'effectue au sens du critère de maximu m
de vraisemblance . La chaîne de segmentation est non supervisée ,
l'estimation des paramètres du modèle a priori s'effectue par la
technique des boîtes qualitatives . Des résultats intéressants et nou-
veaux ont été obtenus et présentés sur des images de synthèse e t
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Figure 12 . — Valeurs estimées des paramètres pour la segmentation de l'image ci-dessus en fonction du niveau de résolution . La segmentation de cet objet
cylindrique s'effectue convenablement depuis les plus faibles résolutions . Les cliques quaternaires interviennent effectivement à la résolution la plus fine .
Aucune fausse alarme n'est observée sur les zones de sable avoisinantes . Le choix du type de loi modélisant le bruit de speckle est effectué au sens de la
distance de Kolmogorov.
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enfin sur des images de sonar haute résolution, permettant ains i
de valider la démarche.
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