Abstract-Stability is perhaps the most desired feature in the systems that we design. It is important for us to be able to predict the response of a Multi-Agent System (MAS) to various environmental conditions prior to its actual deployment. The Chli-DeWilde agent stability measure views a MAS as a discrete time Markov chain with a potentially unknown transition probabilities. A MAS is considered to be stable when its state, a stochastic process, has converged to an equilibrium distribution. We investigate an extension of their agent stability definition to include MASs with evolutionary dynamics, focusing on evolving agent populations. Additionally, using our extended agent stability measure, we construct an entropy-based definition for the degree of instability. An example system, the Digital Ecosystem, is considered in detail to investigate the stability of an evolving agent population through simulations. The results are consistent with the original Chli-DeWilde measure.
processes, and views a MAS as a discrete time Markov chain with potentially unknown transition probabilities. Such a system is considered stable when its state has converged to an equilibrium distribution. Stability can be understood intuitively as the property of a system that exhibits bounded behaviour. It is important for us to be able to predict the response of a MAS to various environmental conditions prior to its actual deployment [1] . The Chli-DeWilde definition of stability for MASs is based on the stationary distribution of a stochastic system, which we will introduce and extend to include evolutionary dynamics.
I. AGENT STABILITY
A system is composed of n agents, and each agent i is in a state ξ i (t) at time t, where i = 1, 2, ..., n. The states of the agents are random variables. The state vector for the MAS is a vector of random variables ξ(t). The time is discrete, t = 1, 2, . . .. The interactions among the agents are noisy, and are given by the probability distributions P i (x i |y) = Pr(ξ i (t + 1) = x i |ξ(t) = y), 1, . . . , n, (1) where x i is a value for the state of agent i, and y is a value for the state vector of the MAS. The probabilities implement a Markov process [14] . The noise can be caused by mutations. If there is a single mutation rate r for all agents, this rate can be related [15] to a temperature T .
The agents are individually subject to a selection pressure from the environment of the system, and the selection pressure and evolutionary dynamics are applied equally to all agents. This means that the probability distributions P i are statistically independent, and P (x|y) = Π n i=1 Pr(ξ i (t + 1) = x i |ξ(t) = y).
If the occupation probability of state x at time t is denoted by p x (t), then p x (t) = y P (x|y)p y (t − 1).
This equation is used to calculate the evolution of the state occupation probabilities from t = 0. Equation (2) is our version of a transition matrix Q ij that can be used in Markov models of evolutionary computing theory, and is the probability of moving from one state to another. Equation (3) is a discrete time equation, referred to as the Hardy-Weinberg model in population genetics (and the Nix-Vose model in genetic algorithms theory).
The MAS is self-stabilising if the limit distribution of the occupation probabilities exists and is non-uniform, i.e.
exists for all states x, and there exist states x and y such that
In words this means that some configurations of the system are more likely to occur than others after a long time, if the likelihood of occurrence does not change any more. A system where the likelihood of occurrence of the states does arXiv:0712.4101v1 [cs.NE] 26 Dec 2007 not change anymore is stable. This is the definition of stability developed in [13] . Equation (4) is the probabilistic equivalent to the existence of an attractor in a MAS with deterministic interactions.
II. EXTENSION TO EVOLUTIONARY DYNAMICS
The Chli-DeWilde definition of agent stability we introduced, based on modelling the agents as Markov processes, will now be extended to include MASs with evolutionary dynamics. The number of agents in the Chli-DeWilde formalism is fixed. To model a system with a varying number of agents, we introduce a new state d for each agent. If the agent is in this state, ξ i (t) = d, it is dead. When a new agent has to be created, one of the dead agents gets assigned a state that is different from d. Dead agents do not affect the state of the other agents. If agent i has a low fitness, then that agent is likely to die,
is high for all y. If the agent has high fitness, then an agent is likely to assume the same state of a successful agent (a successful agent duplicates), or a crossover might occur, changing the state of the successful agent and one other agent. The state of an agent can be a bitstring of variable length, padded with zeros to provide a fixed length. The state of the agent is simply the binary number represented by the string. We chose to use a bitstring representation as it is a general purpose representation of data used in computing. Stable systems with uniform limit probability distributions over a subspace of the state space are called fair in [16] . In a MAS where changing tasks (user requests) over time have to be fulfilled, it is non-trivial to determine a fixed selection pressure for an evolving population, so it is not guaranteed for there to be a limit distribution. A stable system is selfstabilising if there is a limit probability and it is not uniform. However, the convergence of fixed-length binary strings is a basic theorem of population genetics known as Geiringers Theorem. A degree d ins of instability can be defined, based on equation (5), as the entropy of the probability distribution at infinity,
where N is the number of possible states. Taking log to the base N proportions the number of limit states against the total number of states that the system can occupy. The requirement of equation (5) in the definition of equations (4-5) is weak. Fairness is rarer in MASs than stability, so the degree of instability is vital in differentiating how much stability there is from one MAS to the next.
We can consider the macrostates of the state space, as visualised in the state representation shown in Figure 1 . The state of an evolving agent population is the state of its collection of agents at a specific time t, with a macrostate M being a set of states. The evolving agent population changes from one state to another as the time increases. Therefore a macrostate, M , is a cluster of states with a specific property, here possessing the same current maximum fitness individual. Within each cluster is a maximal state composed entirely of copies of the current maximum fitness individual, and which is unlikely to be reached because of noise (mutation) in the system. Intuitively, a state with multiple copies of the current maximum fitness individual is easier to reach than a state with a single copy, because there are more such states in the macrostate M . The selection pressure and evolutionary process acting upon the population, drives it towards the maximal state, but reaching this complete consistency is highly unlikely because of the noise in the system (mutation).
A possible path through the state space of an evolving population is shown in Figure 1 . The maximal state contains at least one copy of the optimal solution, which is of maximum fitness F max . The maximal state where all the individuals are copies of the optimal solution, is the equilibrium state that the system is forever falling towards, propelled by the selection pressure, without ever likely reaching it because of mutation. This optimal macrostate is almost certain to be reached in probability (if there is only one optimal solution and the system does not get trapped at local optima), i.e., the probability of being in the state at infinite time is p x (∞) = 1 as defined in equation (3). Rudolph [17] has shown that the optimal population (maximal state) is an absorbing state of the Markov process, and that an evolutionary algorithm is almost guaranteed to converge to it, but possibly taking a infinite length of time.
III. APPLICATION TO DIGITAL ECOSYSTEMS
A variety of concepts have been described by the term Digital Ecosystem. The most frequent references to Digital Ecosystems arise in Artificial life research. They are created primarily to investigate aspects of biological and other complex systems [18] , [19] , [20] , [21] , [22] , instead of providing a service for human users. Others refer to the existing networking infrastructure of the internet [23] , [24] . A Digital Ecosystem service is offered by several companies, which involve assisting customers to use e-business solutions already available [25] , [26] , [27] .
We view a Digital Ecosystem [6] , [5] , [28] to be the digital counterpart of a natural ecosystem [2] , being a software infrastructure for supporting a large number of software services. A two-level optimisation scheme inspired by natural ecosystems, in which a decentralised peer-to-peer network forms an underlying tier of distributed services. These services then feed a second optimisation level based on an evolutionary algorithm that operates locally on single habitats (peers), aiming to find solutions that satisfy locally relevant constraints. The local search is sped up through this twofold process, providing better local optima as the distributed optimisation provides prior sampling of the search space by making use of computations already performed in other peers with similar constraints [4] , [29] , [30] . The services consist of an executable component and a descriptive semantic component. This is analogous to the way in which an agent is capable of both execution and having an ontological description. If the services are modelled as software agents, then the Digital Ecosystem can be considered a MAS which uses distributed evolutionary computing to combine suitable agents in order to meet user requests for applications.
The users of our Digital Ecosystem create queries to the system by creating a request, specifying a semantic description of the agents or services they require. This description will define the metrics for evaluating the fitness for a composition of agents as a distance function between the request and the agents' descriptions. A successfully used agent, or composition of agents, can then migrate from one peer (habitat) to another, becoming hosted at habitats where it is useful in satisfying user requests.
The connectivity between habitats, in biological ecosystems, is defined by the geography. The Digital Ecosystem does not have a default geographical topology to define the connectivity of the nodes. Instead, a re-configurable network topology is used, which is dynamically adapted on the basis of observed migration paths of the individuals within the habitat network of the Digital Ecosystem. Similarly to Hebbian learning, the habitats which do not exchange individuals will become less strongly connected, and the habitats which exchange individuals more often obtain stronger connections. This leads to a network topology that is discovered over time, resulting in a network that resembles the connectivity of the businesses within the user base, typically a small-world network for Small and Medium sized Enterprises (SMEs) [31] , [32] , [33] . Such a network has many strongly connected clusters called sub-networks (quasi complete graphs) and a few connections between these clusters. Graphs with this topology have a very high clustering coefficient and small characteristic path lengths [34] , [35] , as shown in Figure 2 .
An evolving population is instantiated in response to a user request, using an evolutionary optimisation technique to generate the optimal combination of available agents that fulfil the user request. The population is seeded from the agents available at the habitat in which the evolving population is instantiated. This allows the evolutionary optimisation to be bootstrapped by previous solutions stored. The evolving population of agents will then search the available agent combination space through evolution to find the optimal solution(s) to a user request. The fitness of individual agent-sets within a population is determined by a selection pressure applied as a fitness function instantiated from the user request, and works Digital Ecosystem: optimisation architecture in which agents travel along the peer-to-peer connections that have the topology of a smallworld network; in every node local optimisation is performed through an evolutionary algorithm, where the search space is determined by the agents present at the node.
primarily by comparing the semantic descriptions of the agents with the semantic description in the user request. An agent's semantic description acts as a guarantee of its functionality, and is the inheritable component from one generation to the next in the evolutionary optimisation. Mutations can occur by switching agents in and out of the agent-set structure. Recombination (Crossover) can occur by combining elements of two agent-sets into a new agent-set. The optimal solution (agentset) found can then be migrated through the interconnected habitats, recombining with other agents to meet more user requests in other evolving populations, helping to fulfil other user requests.
Distributed evolutionary computing utilises parallel processing to solve a particular request (problem) [36] . Examples include the relatively natural Island Model [37] , in which a distance is set between the sub-populations on each island, together with a probability of migration between one island and another. This approach has been used effectively to determine investment strategies [38] . The Digital Ecosystem uses a similar approach, but to solve several similar requests simultaneously. In our Digital Ecosystem different requests are evaluated on separate islands within a habitat, with an island being an evolving population of composite agents. So, adaptation is accelerated by sharing solutions with other islands evolving solutions to similar requests (problems).
IV. SIMULATION AND RESULTS
We simulated a single evolving population of our Digital Ecosystem, modelling the services as agents [39] . A population of agents [A 1 , A 1 , A 2 , ...] was seeded from a gene pool of fifteen agents, with the optimal combination of agents to a user request R being evolved by an artificial selection pressure. An individual of the population (a combination of agents) essentially consisted of a set of attributes a 1 , a 2 , .... The artificial selection pressure was generated by a fitness function from the user request R. A user request R essentially consisting of a set of requirement r 1 , r 2 , .... This was the fitness function for evaluating an individual A relative to a user request R, f itness(A, R) = 1 1 + r∈R |r − a| (8) where a is the member of A such that the difference to the requirement r is minimised. Equation 8 was used to assign fitness values to each individual of the current generation of the population, directly affecting their ability to replicate into the next generation.
The type of selection used was non-elitist, as the best individual from one generation was not guaranteed to survive into the next generation. It had a high probability of surviving into the next generation, but it was not guaranteed as it might have been mutated. The weakest (low fitness) 10% of the population were deleted, and the strongest (high fitness) 10% of the population were allowed to replicate multiple times. So, the middle 80% of the population was neither replicated or deleted, equivalent to being allowed to reproduce once before dying. 10% of the population was then randomly chosen to be subjected to crossover. Finally, point mutations were applied to an another randomly chosen 10% of the population. The point mutations were randomly located, consisting of insertions (a site is inserted into a sequence), replacements (a site is replaced in a sequence), and deletions (a site is deleted from the sequence).
A. Evolutionary Dynamics
The graph in Figure 3 shows both the maximum and average fitness increasing over the generations, and as expected the average fitness remains below the maximum fitness because of variation in the population.
A visualisation for the state of the evolving agent population at the thousandth generation is shown in Figure 4 , in which the identical individuals where grouped for clarity. The lack of total uniformity in Figure 4 indicates that the system is not at the maximal state of the optimal macrostate F max , explained by mutation within the evolutionary process. As expected the system reached the optimal macrostate F max , but never reached the maximal state where all individuals are identical and have maximum fitness F max . Fig. 4 . Visualisation of Evolving Population at the 1000 th Generation: As expected the system reached the optimal macrostate Fmax, but never reached the maximal state where all individuals are identical and have maximum fitness Fmax, explained by the mutation within the evolutionary process.
These results strongly support the presence of evolutionary dynamics within our simulated evolving agent population. The presence of evolutionary dynamics is there by design, so that the population optimises (evolves). So, clearly the evolutionary process is working satisfactorily to investigate our extended agent stability measure.
B. Stability
Our evolving agent population (MAS with evolutionary dynamics) is stable, as defined by equation (5), if the distribution of the limit probabilities exists and is non-uniform. In the simplest case, an evolving agent population with one global optimal solution, a system is stable if it has at least two macrostates with different limit occupation probabilities. We shall consider the macrostates F max and F half . Where the states of F max macrostate possess at least one individual of maximum fitness,
and the states of F half possess at least one individual with a fitness equal to half of the maximum fitness,
thereby fulfilling the requirement of equation (5). The suboptimal macrostate F half is predicted to be seen earlier in the evolutionary process as it has a lower fitness F half , and then to disappear as higher fitness states are reached. The system will take longer to reach the optimal macrostate F max , but once it does it is unlikely to leave it (depending on the strength of the mutation rate), and even if it does it will likely return quickly. The convergence at t = ∞ of an evolving population of binary strings is formalised mathematically in equation (4) . A specific value of t = 1000 was chosen to represent t = ∞ experimentally, because the simulation has often been observed to reach the optimal macrostate F max within 500 generations. Therefore, the probability of the system being in the macrostate F max at the thousandth generation is expected to be one, p Fmax (1000) = 1. Furthermore, the probability of the system being in the sub-optimal macrostate F half at the thousandth generation is expected to be zero, p Fmax (1000) = 0. The simulation was run ten thousand times for statistical significance of the probabilities to be calculated. Figure 5 shows a graph of the probability, as defined by equation (3), of the macrostate F max and the macrostate F half The simulated system was in the optimal macrostate Fmax only after generation 178 and always after generation 482. The simulated system was in the sub-optimal macrostate F half only between generations 37 and 113, with a maximum probability of only 0.053 at generation 61.
at each generation. The behaviour of the simulated system was as expected, being in the optimal macrostate F max only after generation 178 and in the optimal macrostate F max always after generation 482. The simulated system was also observed being in the sub-optimal macrostate F half only between generations 37 and 113, with a maximum probability of only 0.053 at generation 61, because the macrostate could be skipped depending on the state transitions caused by mutation and therefore visited infrequently.
C. Degree of Instability
Given that our simulated evolving agent population is stable as defined by equation (5), we can determine the degree of instability as defined by equation (7) . The degree of instability d ins for the simulated evolving agent population, calculated from the limit probabilities, is
where t = 1000 is an effective estimate for t = ∞ as explained previously. The result was as expected because the F max macrostate at the thousandth generation was one, p Fmax (1000) = 1, and so the probability of being in the other macrostates at the thousandth generation was zero. The system therefore shows no instability, as there is no entropy in the occupied macrostates at infinite time.
D. Stability Analysis of Mutation and Crossover Rates
We then investigated the stability of an evolving agent population when varying key parameters within the simulation, a stability analysis when varying the mutation and crossover rates. It is a well known issue [12] , [40] to find the optimal mutation rate for evolutionary optimisation problems, a variable mutation rate that starts high and that decreases over the generations [41] stability analysis has not previously been considered. So, we varied both the mutation and crossover rates from 0% to 100% in 10% increments, and calculated the degree of instability d ins according to equation (7) . These values were normalised and graphed against the mutation and crossover rates in Figure  6 . Figure 6 shows that the size of the crossover rate had little effect on the degree of instability, d ins , of our simulated evolving agent population. However, the size of the mutation rate did significantly affect the degree of instability. With the mutation rate under or equal to 60%, the evolving agent population showed no instability, with d ins values equal to zero as the system was always in the same macrostate at infinite time. This appeared to be independent of the crossover rate. With the mutation rate above 60% the instability (d ins values) increased significantly, with the system being in one of a number of different macrostates at infinite time. With a mutation rate of 70% the system was still very stable, having low d ins values averaging to 0.12, but once the mutation rate was 80% or greater the system became quite unstable, shown by high d ins values nearing 0.5.
As one would have expected, an extremely high mutation rate has a destabilising effect on the stability of on evolving population. The crossover rate had only a minimal affect, because the process of crossover in this context introduced only a low level of variation. It should also be noted that the stability of the system is different to its performance. Although showing maximum stability with mutation rates below and including 60%, it only reached the maximum fitness macrostate F max when the mutation rate was at 10% or above, whereas at 0% it was stable at a sub-optimal macrostate.
V. CONCLUSION
The experimental results indicate that under simulation conditions the Chli-DeWilde stability definition has been extended to include Multi-Agent Systems (MASs) with evolutionary dy-namics, and that our degree of instability is potentially useful for measuring how much stability there is and performing a stability analysis of MASs. These findings also support the proposition that Chil-DeWilde stability can be widely applied to different types (classes) of MASs, including our Digital Ecosystem.
Our extension of the Chli-DeWilde definition of stability was developed to provide a greater understanding of MASs with evolutionary dynamics, specifically evolving agent populations similar to those found in our Digital Ecosystem model. The definition of stability is based on the limit probability of the system when modelled as a Markov process, and the degree of instability (entropy of the limit probabilities) provides a macroscopic variable to characterise and help better understand these MASs with evolutionary dynamics. Overall, an insight has been achieved into stability of evolving agent populations, and how it can be quantified, which is a first step in being able to control such systems.
