The note focuses on the issue of iterative learning control for a kind of non-affine nonlinear switched systems with state time delay and external noise. According to the structural properties of the systems, a proportional-type scheme is considered. Then, the effect of both constant time delay and external noise on the tracking performance is explored by employing contraction mapping principle and Bellman-Gronwall inequality. Results reveal that time delay has insignificant influence on learning performance if it is less than dwell time, and the output follows into a permissible neighbourhood of the desired trajectory on the whole operation time interval if noise fluctuates within finite boundary. The system switching will reduce the convergence speed of the ILC algorithm, but will not change the convergence in iterative domain. Finally, simulation is given to illustrate the feasibility of the theoretical analysis.
I. INTRODUCTION
Recently, switched systems which consist of a certain number of subsystems and switching signals attract considerable attention on both theoretical analysis and practical applications [1] , [2] . Among them, the issue of the trajectory tracking control is especially prominent, for its extensive engineering background [3] - [5] . However, there still remains a lot of shortcoming to be fully broken through, although some achievements have been made in recent years [3] - [5] . The reasons may be as follows. The complex structure and uncertain dynamic behaviours in practice result in many technical challenges which limit its rapid development. Also, lack of related mathematical tools to model and analyse it, which is a bottleneck in studying the trajectory tracking control of the switched systems. On the other hand, most of the published works mainly focus on the tracking performance on infinite time axis, which is challenging to be implemented in the tracking control problems over finite time interval.
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As one of efficient trajectory tracking methodologies, iterative learning control (ILC) tries to improve transient response performance for systems that operate repetitively over finite time interval [6] - [8] . It exploits the tracking errors generated in the previous trials/iterations to construct the current control signal [9] . Trial by trial, the tracking performance of the controlled systems is gradually ameliorated [10] , [11] . Because less system knowledge is required for both algorithm designing and convergence insurance, ILC has attracted a great deal of attention and devotion since its first invention several decades ago [12] , [13] . Now, it has been one of the most promising control strategies in trajectory tracking fields such as robot [14] , chemical batch process [15] , traffic control [16] , network control [17] , and so forth.
So, it is reasonable to employ the ILC strategies to achieve the goals of trajectory tracking of switched systems which operate repetitively over certain time intervals. Up to now, related studies have been carried out, and fruitful results have been achieved [18] - [22] . Reviewing these published works, we find that most of the systems are linear, a few are affine nonlinear, none is nonaffine nonlinear. But in engineering practice there exist all kinds of non-affine nonlinear systems VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ with uncertainty and noise. For instance, uncertain switched nonlinear systems [23] , uncertain switched singular systems [24] , stochastic nonlinear switched systems with unmodeled dynamics [25] as well as some other systems are common when related controllers are put into practice. However, corresponding application analysis of ILC strategies for this kind of switched systems is lacked. As we know, the dynamic processes of non-affine nonlinear switched systems are more complex than that of linear or affine nonlinear counterparts. And, there are more uncertain factors and parameters hard to be excavated. These increase the challenges to design proper ILC schemes and to analyse their learning performances. Another difficulty may lie in lack of appropriate mathematical tools to explore the convergence conditions of the ILC laws for such systems. Nevertheless, according to their control mechanism, common ILC strategies are suitable for non-affine nonlinear switched systems, but it is necessary to make a breakthrough for theoretical analysis at present, which encourages us to develop the study on ILC for such systems in the paper.
In other aspects, time delay and uncertain noise are two kinds of unfavorable factors when a controller is put into practice. They are inevitable and adverse to the learning performance of control systems. Time delay may occur in the process of state response and control signal transmission because of channel defect or transmission fault. It is one of inherent disadvantages for a practical control system. Also, noise is external uncertainty that is independent of system information and interferes with the tracking performance. Now that time delay and external noise are unavoidable, it is both necessary and meaningful to analyse their influence when designing ILC strategies for switched systems. This also motivates the research subject in this paper.
For a kind of non-affine nonlinear time-continuous systems with direct-feed control terms, the paper addresses a proportional-type (P-type) ILC scheme and attempts to explore the influence of both time delay and external noise on the learning performance. Then, theoretical analysis is conducted and a sufficient condition for convergence of the proposed control law is derived with the help of Bellman-Gronwall inequality. The main works of this note include: (1) The application scope of ILC strategies in the field of switched systems is expanded from linear systems and affine nonlinear systems to nonaffine nonlinear counterparts. (2) Inherent influence of state delay is explored by strict mathematical reasoning and external interference of noise is analysed. (3) The effect of the system switching on learning performance is discussed.
The remainder of this paper is organized as follows: The problem statement and preliminaries are presented in section II, main results are reasoned in section III, the numerical simulations are illustrated in section IV and the last section summarizes the paper.
II. PROBLEM STATEMENTS AND PRELIMINARIES
Ponder over a class of multi-input multi-output nonlinear (MIMO) switched systems:
Here, k represents iteration number, = [0, T ] stands for operation time duration, t ∈ denotes time variable, and τ is constant time delay. x k (t), u k (t) and y k (t) refer to state, input and output variables, respectively. f σ (t) (·, ·) and g σ (t) (·) are vector-valued functions, A σ (t) is a constant matrix with proper dimension. ω σ (t),k (t) and ξ σ (t),k (t) are external noise which satisfy the following assumption condition A2. Subscript σ (t) is arbitrary switching rule which is defined as:
Without loss of generality, the arbitrary switching rule is reformulated as follows.
where t 1 , t 2 , · · · , t q−1 are switching time instants satisfying 0 = t 0 < t 1 < · · · < t q−1 < t q = T . Specified by the switching rules (2), systems (1) is represented as
Given a desired trajectory y d (t)(t ∈ ), the control objective is to design a proper control algorithm for system (3) so that the output trajectory asymptotically tracks y d (t)(t ∈ ) or follows it into a permissible neighbourhood as iteration goes on.
We are interested in considering a P-type ILC scheme
where i stands for learning gains and e k (t)(t ∈ ) denotes tracking error calculated online as e k (t) = y d (t) − y k (t).
For the principal theoretical analysis, several assumptions are listed as follows:
A1: For any vectors
hold. A2: External noise is stochastic and bounded. That is to
A3:
The dwell time of each subsystem is longer than the delay time, that is,
Remark 1: In the following analysis, f i (·, ·) and g i (·) are unknown nonlinear vector-valued functions except that they satisfy Lipschitz conditions listed in A1. Actually, Lipschitz parameters F i , F i,d ,G i and L i in A1 may be time-dependent in engineering practice. But this does not affect the application of the control law (4), as long as these parameters are bounded. So, the proposed control strategy has a wide application background.
Remark 2: It is seen from A4 that only the subsystem which is assigned to run over the first-time subinterval is required to be initialized at each iteration. For other subsystems, their initial states are transmitted from the pre-subsystems. So, state deviation will be produced when the switch transfers from one subsystem to another, which will result in adverse effect on the learning. However, it can be concluded from the following theorem 2 that the deviation will attenuate as iteration goes on if the assumption A4 is satisfied.
The following two lemmas are required for the theoretical analysis below.
Lemma 1: (Bellman-Gronwall Inequality [26] ) Let f (t), h(t) and g(t) be positive continuous functions over the time interval [a, T ]. If there exists a constant scalar η ≥ 0 such that the inequality
holds, then Lemma 2 [27] : Suppose that there exist two non-negative real sequences {a k } and {ε k } satisfying the following inequality
especially when ε = 0, lim k→∞ a k = 0 holds.
III. MAIN RESULTS
Theorem1: Assume that the ILC law (4) is imposed on the nonlinear switched system (3) which is specified by (2) and satisfies A1-A4. The output follows the desired trajectory y d (t) into one of its neighborhood as k → +∞, provided that the proper learning gains i and the direct-feed coefficient matrices A i satisfy
Proof:
By defining h k+1 (·) = h k+1 (·) − h k (·), we derive recursive relationship of the tracking error as
substituting updating law (4) into (6), we obtain
taking norm on both sides of (6) and taking A1, A2 into consideration, we have
When imposed a control signal u k (t) at the k-th trial over
a routine computation gives rise to
taking norm on both sides of (10), combining A1, A2 and substituting the updating law (4) into (10), we find
where
What follows proves the conclusion step by step.
Step 1: t ∈ 1 If denotes t 0 = 0, (11) becomes
Next, we estimate the integral t 0
x k+1 (s − τ ) ds. For the case when 0 < t < τ , we have (13) and, when τ < t < t 1 , we get
A4 gives that
Thus, by combining (13), (14) and (15), we have
Using estimations of t 0
x k+1 (s − τ ) ds in (16) and taking A4 into account, we have
Lemma 1 and (17) result in
Combining (18) and (8) with i = 1, we yield
Multiplying both sides of (19) by e −λt with a sufficiently large λ and taking supremum, we have sup t∈[0,t 1 )
By A2, we get
When the parameter λ is taken as λ
is a fully small positive number, which ensures that ρ 1 (t) < 1 holds.
Therefore, Lemma 2 gives
which reveals that y k+1 (t) tracks into a neighborhood of y d (t) as k → +∞ over the subinterval 1 .
Step 2: t ∈ 2 Under the circumstances, (11) becomes
If t ∈ [t 1 , t 1 + τ ), then t 1 − τ < 0, t − τ < t 1 . Thus, by considering A4, we have
For the case when t ∈ [t 1 + τ, t 2 ), it is derived that
x k+1 (s) ds. (24) By integrating (23) and (24), we have
On the other hand, the proof process on [0, t 1 ) gives that x k+1 (t 1 ) is finite. Assume that x k+1 (t 1 ) ≤ χ k,1 , where χ k,1 is a bounded positive quantity. The inequality
is obviously satisfied. Combining inequalities (22) , (25) and (26), we conclude that x k+1 (t) is bounded as follows
Further, by Lemma 1, we derive that
Substituting (28) into (8) with i = 2 yields e k+1 (t) ≤ I − 2 A 2 · e k (t)
multiplying both sides of (29) by e −λt with λ F 2,1 + F 2,d and taking supremum, we have
Large enough parameter λ (i.e. λ F 2 + F 2,d ) gives that
is fully positively small. Therefore, ρ 2 < 1 is established.
According to the proof process over 1 , we conclude that lim k→+∞ χ k,1 = χ 1 is a small positive number. Let
where ε 2 = σ 2,1 (1 + t 1 )χ 1 + 2σ 2,2 ω 2,0 + ξ 2,0 , by taking limitation on both sides of (30) and taking Lemma 2 into account, we get
This means that y k+1 (t) tracks into a neighborhood of y d (t) as k → +∞ over 2 .
Step 3: t ∈ i with i = 3, 4, · · · q Likewise,
is proved by choosing λ as λ F i + F i,d with i = 3, 4, · · · q. Here, This means that the output y k+1 (t) tracks y d (t) into a neighborhood over [t i−1 , t i )(i = 3, 4, · · · q) as k → +∞.
Therefore, the output of system (3) controlled by controller (4) follows into a neighborhood of the given desired trajectory y d (t) on the whole time interval [0, T ] as iteration number trends to infinite.
This completes the proof. Remark 3: As a special case, the convergence of the proposed control law (4) is presented as following theorem 2 when external noise is absent.
Theorem 2: Assume that the ILC law (4) is applied to the nonlinear switched system (3) which is specified by (2) and satisfies assumptions A1, A3 and A4, then y k+1 (t) can track y d (t) over t ∈ [0, T ] as k → +∞, provided that external noise is absent and the learning gains i is proper as well as the matrices A i satisfy (5) .
The proof process is similar to that of Theorem 1, the major change is omitting noise-related quantities ω i,0 and ξ i,0 with i =1,2, · · · , q in (19) and (30). Also, the absence of noise leads to that χ i = 0 with i = 1, 2, · · · , q. Thus (21) and (31) become lim k→∞ e k+1 (t) = 0, which means that the control algorithm (4) is convergent although state time delay is unavoidable.
Remark 4: The above analysis is developed for a kind of non-affine nonlinear switched systems with direct-feed control terms. Since this kind of systems widely exist in engineering practice [23, 28] , it is necessary to study their ILC problems. Actually, the above analysis process reveals that the convergence condition of the p-type ILC law (4) is independent of both the structure and the knowledge of the state equations. The only consideration is that the functions f i (·, ·) satisfy the Lipschitz conditions in A1 when the control law is put into practice. So, the obtained results in this paper are especially suitable for many linear or nonlinear switched systems with direct-feed terms. For switched systems without direct-feed, similar results can be brought forth by using the ILC schemes such as D-type, PD-type, etc.
Remark 5: From inequalities (17)- (20) and (27) -(28), it can be seen that the switch among different subsystems is unfavorable for the convergence rate of the proposed ILC law, for it increases the risk of systems oscillation. But it can't change the convergence of the ILC algorithm in the infinite iteration axis.
IV. NUMERICAL SIMULATIONS
Consider a nonlinear MIMO switched system consisting of two subsystems with time delay and external noise as follows: 
Here, time interval is chosen as = [0, 1], the time sampling step is set as t = 0.02 sec which gives 51 time instants (denoted as t j (j = 0, 1, · · · 50)) Assume that τ < 0.01 sec and the learning gain matrices are chosen as
which induces that the convergence conditions in Theorem 1 are I − 1 A 1 = 0.5592 < 1 and I − 2 A 2 = 0.6692 < 1. The initial states are specified as x 1,k (t) = 0, x 2,k (t) = 0, when t ≤ 0, and the initial control signals are set as u 1,k (0) = 0, u 2,k (0) = 0. The desired trajectories are chosen as
A. CONVERGENCE RESULTS
We first consider that external noise is hypothetically absent to illustrate the convergence of the control algorithm (4) . Without loss of generality, the switching rule is arbitrarily chosen as FIGURE 1. The tracking error ( e 1,k (·) and e 2,k (·) ) behaviors of the 1 st subsystem and the 2 nd subsystem are showed in FIGURE 2 and FIGURE 3 , respectively, where
It is illustrated that the tracking errors of two subsystems controlled by the control law (4) converge to zero as k → ∞.
The tracking performances of two subsystems at the 5 th and the 25 th trials are displayed in FIGURE 4 and FIGURE 5 , respectively, where the dashed curves are desired trajectories, the dotted ones and solid ones stand for the outputs at the 5 th and 25 th trials. It is seen that the outputs of two subsystems asymptotically track the desired trajectory y d (t) on the time interval as the iteration number enlarges.
In order to verify the effect of switch on convergence speed, double switching signals are arbitrarily chosen and are shown in FIGURE 6, where switching rule 1 has more switching instants than that of switching rule 2. Specified by two switching signals, the tracking errors of two subsystems are showed in FIGURE 7 and FIGURE 8 , respectively. Results reveal that the more frequently the system switches, the slower the convergence speed of the algorithm is. But the tracking errors of two subsystems ultimately converge to zero as iteration numbers enlarge. This conveys that system switching just slows down the convergence speed without changing convergence of the ILC algorithm in iteration domain. 
B. ROBUSTNESS AGAINST EXTERNAL NOISE
In the case, we suppose that the external noise is simultaneously generated by function
where η i,k denotes one-dimensional stochastic variables. In order to verify the effectiveness of the control strategy (4), we arbitrarily choose another switching signal shown in FIG-URE 9. The error behaviours of two subsystems are shown in FIGURE 10 and FIGURE 11 , respectively. Obviously, the tracking errors generated by the scheme (4) have been bounded within a small limit before the 10 th iteration.
The tracking performance of two subsystems interfered by noise and driven by scheme (4) are exhibited in FIGURE  12 and FIGURE 13 , where the dashed curves stand for desired trajectories and the solid ones are outputs at the 25 th trial. Clearly, the outputs follow the desired trajectories into neighbourhoods with acceptable boundaries.
V. CONCLUSION
The paper considers the issues of a P-type ILC scheme for a kind of non-affine nonlinear switched systems with time delay and external noise. By employing the contraction mapping principle and Bellman-Gronwall inequality, we analyze the effect of state time delay and external noise on tracking performance. Both theoretical analysis and simulations show that the state time delay has trivial impact on steady-state characteristics in the long run if the time delay is less than the dwell time, and that the system outputs follow into permissible neighbourhoods of the corresponding desired trajectories on the whole learning time interval if the noise fluctuates within permissible boundaries. Also, the system switch can only slow down the convergence speed of ILC algorithm (4), but can't change its convergence. DONG LI received the B.S. degree in computational mathematics and the M.S. degree in applied mathematics from Xi'an Jiaotong University, Xi'an, Shaanxi, China, in 2013 and 2018, respectively.
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