Abstract. This paper investigates the scientific value of retrieving H 18 2 O and HDO columns in addition to H 16 2 O columns from high-resolution ground-based near-infrared spectra. We present a set of refined H 16 2 O, H 18 2 O, and HDO spectral windows. The retrieved H 16 2 O, H 18 2 O, and HDO columns are used for an a posteriori calculation of columnar δD and δ 18 O. We estimate the uncertainties for the socalculated columnar δD and δ 18 O values. These estimations include uncertainties due to the measurement noise, errors in the a priori data, and uncertainties in spectroscopic parameters. Time series of δ 18 O obtained from ground-based FTIR (Fourier transform infrared) spectra are presented for the first time.
For our study we use a full physics isotopic general circulation model (ECHAM5-wiso). We show that the full physics simulation of HDO O, and HDO columnar retrievals. Furthermore, we have to note that the retrievals use reanalysis humidity profiles as a priori input and the results are thus not independent of the reanalysis data.
Introduction
Monitoring of isotopic content of water vapour provides valuable information about the water cycle. Heavier water isotopologues, HDO and H 18 2 O, condense more actively and evaporate less actively than the main isotopologue H 16 2 O, due to differences in the saturation vapour pressure of these three molecules. As a result of this "equilibrium" effect, each cycle of evaporation and condensation generally results in depletion of air of H 18 2 O and HDO with increasing depletion as the water vapour mixing ratio, and thus the air mass temperature, decreases. This depletion process affects both H 18 2 O and HDO with subtle differences, explained by an additional kinetic effect which produces variance in the diffusivity of water molecules in the air. More specifically, the equilibrium effect is 8-10 times larger than the kinetic effect for HDO, while it is of the same order of magnitude for H 18 2 O.
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This results in a significant difference in processes occurring too far from equilibrium for both isotopologues. In the atmosphere, this is the case for evaporation of large drops below the cloud base and for the formation of ice crystals in a supersaturated environment. When occurring in a given air mass, these processes leave an imprint in the relative change of H 18 2 O with respect to HDO in the remaining water vapour. In turn, the isotopic composition of water vapour (either H 18 2 O or HDO) can be used for understanding the atmospheric water cycle, while co-isotopic measurements (H 18 2 O and HDO) can shed light on kinetic processes associated with these evaporation and condensation processes (Jouzel et al., 1987; Hoffmann et al., 1998; Noone and Simmonds, 2002; Yoshimura et al., 2008; Risi et al., 2010a, b; Werner et al., 2011) .
Usually, concentration ratios of different isotopologues are expressed in terms of delta values:
where (n x / n a ) sample is a measured ratio of the less abundant isotopologue to the most abundant, and (n x / n a ) standard is a standard ratio. (Craig, 1961) . A commonly used approach for extracting information from δ 18 O and δD coisotopic measurements is through the deuterium excess, which is defined by Dansgaard (1964) as d = δD − 8 · δ 18 O. Thanks to the recent development of methods, which allow for a retrieval of information on the distribution of water isotopologues in the atmosphere, there is a growing interest in using isotopic data to investigate atmospheric processes that control tropospheric humidity and stratosphere-troposphere water vapour exchange (Rinsland et al., 1991; Moyer et al., 1996; Coffey et al., 2006; Payne et al., 2007; Nassar et al., 2007) .
Due to the difficulty of retrieving information about δ 18 O in atmospheric water vapour, such studies are largely based on deuterium data. Satellite data from different instruments offer complementary information. While ACE (Atmospheric Chemistry Experiment) and MIPAS (Michelson Interferometer for Passive Atmospheric Sounding) give access to δD from the stratosphere to the upper troposphere (Nassar et al., 2007; Risi et al., 2012a, b) , TES (Tropospheric Emission Spectrometer) enables the retrieval of some information on the vertical distribution of δD (Worden et al., 2006 (Worden et al., , 2007 , IASI (Infrared Atmospheric Sounding Interferometer) retrieves δD in the mid troposphere, between 1 and 5 km Pommier et al., 2014) , and SCIAMACHY (SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY; Frankenberg et al., 2009) and GOSAT (Greenhouse Gases Observing Satellite; Boesch et al., 2013; Frankenberg et al., 2013) provide δD data integrated over the entire atmospheric column.
The ATMOS (Atmospheric Trace Molecule Spectroscopy) Fourier transform infrared (IR) spectrometer, installed on the Space Shuttle, was the first instrument used to retrieve in formation about stratospheric abundances of H 18  2 O, HDO,  H 16 2 O, and their ratios (Rinsland et al., 1991; Kuang et al., 2003; Coffey et al., 2006) . Actively developing satellite remote sounding techniques made it possible to obtain spatial and temporal distributions of δD in the troposphere by a posteriori δD calculations from retrieved H 16 2 O and HDO concentrations Zakharov et al., 2004; Herbin et al., 2007 Herbin et al., , 2009 Frankenberg et al., 2009 Frankenberg et al., , 2013 Boesch et al., 2013) , and by applying an optimal estimation strategy to retrieve δD, which produces results not affected by different vertical sensitivities to H 16 2 O and HDO (Worden et al., 2006 (Worden et al., , 2007 . The first attempts to obtain tropospheric δ 18 O from space were made by Herbin et al. (2007) using IMG/ADEOS (Interferometric Monitor for Greenhouse Gases/Advanced Earth Observing Satellite) spectra in the thermal IR region. However, satellite measurements cannot provide sufficient accuracy and precision to get temporal variations of δ 18 O in the atmosphere. Remote sensing of δD from ground-based FTIR (Fourier transform infrared) instruments was pioneered by Schneider et al. (2006 Schneider et al. ( , 2010 Schneider et al. ( , 2012 in the thermal infrared, and is now under development in the near-infrared (Gribanov et al., 2011; Skorik et al., 2014) . Routine monitoring of atmospheric δ 18 O is limited to in situ measurements of water vapour isotopic composition at the surface and analysis of precipitation samples (Rozanski et al., 1992; Kerstel et al., 1999; Lee et al., 2005; Steen-Larsen et al., 2013) .
Ground-based FTIR remote sounding of atmospheric constituents is now actively used to validate of satellite data and long-term local measurements of the atmospheric composition. The high spectral resolution of such instruments clearly resolves absorption lines of atmospheric species with a good signal to noise ratio suitable for monitoring atmospheric composition. The Total Carbon Column Observing Network (TCCON) (Wunch et al., 2010 (Wunch et al., , 2011 and the Network for the Detection of Atmospheric Composition Change (NDACC) (Hannigan et al., 2009 ) use FTIR observations for accurate and precise retrievals of CO 2 , CH 4 , H 2 O, O 3 , HF, HCl, and other trace-gas concentrations in the atmosphere. Retrieving atmospheric methane, carbon dioxide and water vapour abundances from ground-based high-resolution FTIR measurements is a routine procedure that can be done with a precision of up to 0.25 % (Wunch et al., 2011) . The TC-CON community also produces standard products of HDO and H 16 2 O columnar values, which are often used for a posteriori δD calculations. Though such δD calculations can be affected by the different vertical sensitivities of H 16 2 O and HDO retrievals, these data were used for intercomparison with LMDZ (Laboratoire de Météorologie Dynamique)-iso general circulation model (GCM) simulations (Risi et al., 2012a, b) and GOSAT satellite retrievals (Boesch et al., 2013;  N. V. Rokotyan et al.: A posteriori calculation of δ 18 O and δD 2569 Frankenberg et al., 2013) . Within the MUSICA (MUltiplatform remote Sensing of Isotopologues for investigating the Cycle of Atmospheric water) project, measurements from 10 NDACC stations were used for the optimally estimated retrieval of δD vertical distribution in the troposphere (Schneider et al., 2012) . MUSICA δD products are well characterized by the detailed documentation of the uncertainties of ratio products. These studies show that a growing network of ground-based FTIR sites can play an important role in future monitoring of the isotopic content of water vapour in the atmosphere. However, a posteriori calculated ratio products are still not well documented.
In this article we focus on a posteriori calculations of δD and δ 18 O using ground-based near-infrared columnar retrievals of H 16 2 O, HDO and H 18 2 O. As for SCIAMACHY and GOSAT, this technique gives access to integrated column data, and is thus mainly sensitive to the lower troposphere since about 90 % of the atmospheric water is below 500 hPa. Such lower tropospheric data are interesting for understanding GCM biases in simulating the water cycle by models, which are equipped with water isotopologues. Using the isotopic version of the LMD model, Risi et al. (2013) have investigated the role of continental recycling, while Gryazin et al. (2014) have suggested that the difficulty of this model in simulating the water cycle over western Siberia may be due to a problem in the large-scale advection or to insufficient surface evaporation. Also interesting is the fact that the δD of the total water column is highly correlated with δD near surface values as shown by Gribanov et al. (2014) for a site in western Siberia. In turn, such recent studies point both to the usefulness of total column integrated δD, which could be easily extended to the study of seasonal and intraseasonal variations when sufficiently long time series will be available, and to the possibility of comparing and possibly combining such data with in situ δD measurements in ground level water vapour at sites like Kourovka where both FTIR and PICARRO measurements are performed. Getting reliable δ 18 O data would further increase the interest of retrieving total column integrated water isotopologues using FTIR. If sufficient accuracy of the retrieved values of both isotopologues can be achieved, one could, for example, get information about the oceanic origin of an air mass, as its water vapour deuterium excess is influenced by the conditions (humidity, temperature) prevailing in the evaporative source regions (Merlivat and Jouzel, 1979) .
Spectral window selection
Though there are known H 16 2 O and HDO spectral windows in the near-infrared region, which are used by the TCCON community, we decided to look for additional ones that may improve the precision of δD calculations. To our knowledge on H 18 2 O, there are no reported windows in the near-infrared region that can be used for an isotopic retrieval.
To select spectral windows we have simulated atmospheric transmittance spectra in a wide spectral range from 4000 to 11 000 cm −1 by the FIRE-ARMS (Fine Infra-Red Explorer for Atmospheric Remote MeasurementS) software package (Gribanov et al., , 2001 ) using a midlatitude summer standard model for the atmospheric state (Anderson et al., 1986) . These simulations were then analysed to identify a number of spectral windows that contain clear signatures of H 16 2 O, H 18 2 O and HDO with a little interference from absorption lines linked to other gases.
We have used the GGG (version 2012) software suite (Wunch et al., 2011 ) to retrieve columnar concentrations of H 16 2 O, H 18 2 O and HDO from the selected spectral windows from spectra recorded at the Bremen TCCON site during the period 2010-2012. We then analysed retrieval results from measurements taken under different conditions: various humidity levels, wide atmospheric temperature range (summer and winter measurements), and different solar zenith angles. At first, the refinement of the windows was done empirically depending on fitting residuals. At the end, only spectral windows with a correlation between retrieved columnar concentrations of at least 0.9 were preserved. The refined HDO and H 16 2 O spectral windows were then combined with those used in the TCCON community. Usage of additional windows in our retrievals allowed us to improve the accuracy of the a posteriori calculated δD values by 25 % (comparing to the model). Thus, the standard deviation of the difference between monthly-averaged values of a posteriori calculated δD and ECHAM5-wiso δD improved from 24 to 18 ‰. The full set of the refined H 16 2 O, H 18 2 O and HDO windows is presented in Fig. 1 (see Table 1 for summarized information). Figure 2 shows the column averaging kernels for H 16 2 O, H 18 2 O and HDO.
Instrumental and retrieval setup
Since we investigate the feasibility of a retrieval of relative isotopic ratios of water vapour isotopologues from groundbased FTIR measurements in the near-infrared region, which are collected widely by the TCCON network, we employed a standard TCCON approach for this task. IR spectral measurements of the cloudless atmosphere registered at the Institute of Environmental Physics ( (Kalnay et al., 1996) . HDO a priori profiles are calculated from H 16 2 O a priori profiles using the following relationship implemented in the GGG suite: (h)) ranges between 0.91 and 0.98 and describes H 18 2 O vertical depletion. Although this approach is based on a limited number of simulations, it is certainly better than assuming a constant vertical profile of the isotopic relative concentration. According to the model, Eq. (3) describes the δ 18 O vertical profile with a standard deviation of 4 ‰ in the lower troposphere (vs. 9 ‰ when using a constant vertical profile). Examples of the constructed δ 18 O and δD a priori profiles are shown in Fig. 3 .
Equations (2) and (3) show that a lot of δD and δ 18 O variations are already introduced by the a priori (see Fig. 4 ), and the retrieval of HDO and H 18 2 O can introduce complementary information to a posteriori calculated δD and δ 18 O only if a precision of at least 35 and 4 ‰ can be achieved, respectively.
The retrieval demonstrates a low sensitivity to the shape of a priori profiles of the delta values. We have compared retrieval results obtained using constant δ 18 O and δD a priori profiles of 0 ‰ with the results obtained using a priori profiles constructed as described above. The standard deviation between the results is about 0.5 ‰ for δ 18 O and 3.8 ‰ for δD (Fig. 5) .
The influence of the shape of the H 16 2 O a priori profile is much more significant. Using a single H 16 2 O a priori profile for all retrievals instead of NCEP reanalysis data results in the average scatter of 8 and 6 ‰ for δD and δ 18 O, respectively. A priori profiles of other atmospheric species were taken from the standard GGG atmospheric model (Wunch et al., 2010) .
As mentioned above, the retrieval employs model results from atmospheric simulations using ECHAM5-wiso , which is the isotope-enhanced version of the atmospheric general circulation model ECHAM5 (Roeckner et al., 2003 Hagemann et al., 2006) . The model considers both stable water isotopologues H 18 2 O and HDO which have been explicitly implemented into its hydrological cycle , analogous to the isotope modelling approach used in the previous model releases, ECHAM3 (Hoffmann et al., 1998) a corresponding isotopic counterpart is implemented in the model code. Isotopologues and "normal" water are described identically in the GCM as long as no phase transitions are concerned. Additional fractionation processes of equilibrium and non-equilibrium conditions are defined for the water isotope variables whenever a phase change of the "normal" water occurs in ECHAM5. ECHAM5-wiso has been validated with observations of isotope concentrations in precipitation and water vapour (Langebroeck et al., 2011; Werner et al., 2011; Gribanov et al., 2014) . On a global and European scale, annual and seasonal ECHAM5-wiso simulation results are in good agreement with available observations from the Global Network of Isotopes in Precipitation, GNIP (IAEA-WMO, 2006). The simulated near-surface isotopic composition of atmospheric water vapour is also in fairly good agreement with recent monthly observations from five different GNIP stations and with a continuous isotope record at Kourovka Observatory, western Siberia. Model values and measurements agree well with differences in the range of ±10 ‰. A comparison of ECHAM5-wiso results with total column averages of HDO determined by the SCIAMACHY instrument on board the environmental satellite Envisat (Frankenberg et al., 2009) shows the same latitudinal gradients, but with an offset of between 20 and 50 ‰ of unknown origin.
In this study, the horizontal model resolution is T63 in spectral space (about 1.9 • × 1.9 • ), and model results for Bremen are evaluated at the nearest grid point. Vertical resolution is 31 levels on hybrid sigma-pressure coordinates. The model is forced with prescribed values of present-day insolation and greenhouse gas concentrations (IPCC, 2000) , as well as with sea-surface temperatures and sea-ice concentrations according to ERA-40 (ECMWF 40 years ReAnalysis) and ERA-Interim reanalysis data (Uppala et al., 2005; Dee et al., 2011; Berrisford et al., 2009) . Every 6 hours the dynamic-thermodynamic state of the model atmosphere is constrained to observations by implicit nudging (e.g. Krishamurti et al., 1991; implemented by Rast, 2008) ; i.e. modelled fields of surface pressure, temperature, divergence and vorticity are relaxed to ERA-40 and ERAInterim reanalysis fields (Uppala et al., 2005; Dee et al., 2011; Berrisford et al., 2009 ; data have been obtained from the ECMWF data server, 2013). This approach ensures that the large-scale atmospheric flow is also correctly represented at the subseasonal timescale. The hydrological cycle in our ECHAM5 setup is fully prognostic and not nudged to reanalysis data. Our simulation starts on 1 September 1957 using an internal model time step of 12 min. Here, we evaluate dailyaveraged model results through the period 2010-2012.
In general, the model captures observed temperature and humidity trends in Bremen. Averaged over the years 2010-2012, the difference between modelled and observed daily surface temperatures is less than about −1 • C. Averaged over the particular days with FTIR measurements, ECHAM5-wiso simulates surface temperatures, which are about 3 • C colder than the observations. Comparing simulated vertical temperature profiles with the NCEP a priori profiles used for isotope retrieval, we find that, averaged over the days with measurements, column-averaged temperatures according to ECHAM5-wiso are about 0.8 • C colder than the a priori values. A similar comparison for specific humidity indicates that the total column water vapour simulated by ECHAM5-wiso is about 2 mm (or 26 %) higher than the a priori values according to NCEP. However, this moist bias tends to disappear in the retrieval when isotopic ratios are considered.
For comparison with FTIR, vertical profiles of H 16 2 O, H 18 2 O and HDO from the model were smoothed by the averaging kernels from the retrieval to take into account different vertical sensitivity (according to Gribanov et al., 2014; Wunch et al., 2010 ) (see Fig. 2 ), vertically integrated to get total column values, and then isotopic ratios were calculated. To achieve a better precision, the column averaging kernels were calculated for each measurement and spectral window. The kernels from different spectral windows were then averaged with the same averaging weights as the retrieval results. Figure 6 illustrates the effect of applying column averaging kernels to the original model results. It shifts the original δD and δ 18 O to more positive values by approximately 14 and 1.5 ‰ on average, respectively. It also changes the slopes from 1.0 to about 1.08 for δD and 1.07 for δ 18 O. The correlation between smoothed and non-smoothed ECHAM5-wiso simulations is 0.86 and 0.94 for δD and δ 18 O, respectively. The positive shifts can be explained by the different vertical sensitivity of H 16 2 O, HDO and H 18 2 O (see Fig. 2 ). The change of the slopes is probably connected with different solar zenith angles of the summer and winter measurements.
Uncertainty estimations

Measurement noise
The FTIR instrument, which is used here, has a signal-tonoise ratio (SNR) of about 200 and 900 in the selected HDO and H 18 2 O windows, respectively. We have estimated how the measurement noise affects the precision of a posteriori calculated δD and δ 18 O. For such an estimation we have simulated atmospheric transmittances using the FIRE-ARMS software in the selected spectral windows with the constant vertical profiles of −15 ‰ for δ 18 O and −200 ‰ for δD, which are in a range of natural atmospheric abundances of H 18 2 O and HDO. A normally distributed noise of different magnitudes representing different noise levels was added to the simulated spectra to imitate real measurements. Then the retrieval of δ 18 O and δD was performed with only one fitting parameter: the scaling factor of the a priori profile of the isotopologue. For a priori profiles of the retrieval we used the profiles used in the simulation, which were perturbed by a random factor uniformly distributed in the range of 0.5-1.5. This procedure was repeated 100 times for each noise level. The estimation shows that the measurement noise introduces an error of about 1 ‰ for δD and 3 ‰ for δ 18 O (see Fig. 7 ).
A priori data
The influence of the uncertainty of the vertical temperature profile has also been analysed. A perturbation of 1 % (2-3 K depending on the altitude) in the temperature profile leads to approximately 3 and 10 ‰ deviation in the δ 18 O and δD values, respectively.
Another important source of errors in the retrieval is the uncertainty of the a priori H 16 2 O profile. A comparison of the local meteorological measurements in Bremen with the NCEP reanalysis data interpolated to the same level shows an 
Spectroscopy
Along with the measurement noise and uncertainty in a priori data, which represent random error of the retrieval, there are other error sources that introduce systematic impacts on the retrieved values. The retrieval procedure relies on spectroscopic data while uncertainties in water vapour spectroscopy remain an important problem (Rothman et al., 2013) . The uncertainty in line intensities, half widths and coefficients of temperature dependence of air-broadened half width introduces both systematic shifts and temperature-dependent slopes to the retrieval results.
According to the indices of uncertainty in HITRAN (High Resolution Transmission) 2008 (Rothman et al., 2009) , the uncertainty in the intensity of water vapour spectral lines ranges from 5 to 10 %, while uncertainty in air-broadening coefficients typically ranges between 2 and 5 %. The uncertainty in the coefficient of temperature dependence of airbroadened half width ranges between 10 and 20 %. This error can lead to tangible under-or overestimation of the concentration of species of interest from measurements taken in the winter season when atmospheric temperatures are much colder than the HITRAN reference temperature.
To see how spectroscopic uncertainties affect the a posteriori calculated δD and δ 18 O values, we perturbed spectroscopic parameters of HDO and H 18 2 O by a ± value obtained from HITRAN's indices of uncertainty (see Fig. 8 TDep +15%
f(x) = a*x + b a = 1.08 b = 6.43 Figure 8 . Change in δD and δ 18 O due to a change of the spectroscopic line intensities by ±5 % (left panels), due to a change of air-broadened half widths (ABHW) by ±2 % (middle panels) and due to a change of the coefficients of temperature dependence of air-broadened half width by ±15 % (right panels).
for both cases. This can lead to errors of up to 12 and 2 ‰ in the results for δD and δ 18 O, respectively. A change of ±2 % in the coefficient of air-broadened half width shifts the results by approximately ±17 and ±14 % for δD and δ 18 O, respectively. A slope between the results changes by ∓0.01 for δD and by ∓0.04 for δ 18 O. This can lead to an error in the results: of up to 1.5 ‰ for δD and up to 1 ‰ for δ 18 O.
A change of ±15 % in the coefficient of temperature dependence introduces a significant temperature-dependent slope to the results (±0.08 for δD, ±0.17 for δ 18 O), which can change δD values by up to 20 ‰ and δ 18 O values by up to 4 ‰.
Taking into account that in the calculation of delta values two isotopologues participate, and that the uncertainty range of the water vapour spectroscopic parameters is relatively high, spectroscopic uncertainties can introduce a significant slope to the results. Table 2 summarizes the information from all the uncertainty estimations.
Line list
In the present study, we use a modified GGG line list (Wunch et al., 2010) , which is based on HITRAN 2008 (Rothman et al., 2009 ), Toth (2005 and Jenouvrier et al. (2007) line lists, with all H 2 O lines substituted by the UCL08 (University College London database) water line list (Shillings et al., 2011) . UCL08 is a compilation of experimental data (Jenouvrier et al., 2007; Mikhailenko et al., 2007 Mikhailenko et al., , 2008 Coudert et al., 2008; Tolchenov and Tennyson, 2008) , HITRAN2008 and additional theoretical lines (Barber et al., 2006 to r 2 = 0.82. However, the agreement between δD values does not change.
As expected, a posteriori calculated columnar values of δ 18 O and δD are shifted in comparison to the model. The most likely reason for the shifts is spectroscopic uncertainties (see Sect 4.3). We have calculated and corrected the offsets of 58 and −23 ‰ between retrieved and modelled δ 18 O and δD correspondingly.
HITRAN2012 (Rothman et al., 2013) , which became available recently, declares more accurate spectroscopic line intensities and half widths. Retrieval results obtained with this new version of HITRAN database have smaller systematic shifts from the model (+7 and −8 ‰ for δ 18 O and δD, respectively) than those obtained with our GGG+UCL08 line list. Conversely, the correlation is smaller and the slope between retrieved and simulated isotopic ratios is further from the expected. These results indicate that improvements in the spectroscopic line parameters have a mixed impact on the isotopic retrievals and therefore need further investigation.
Intercomparison with TCCON and
MUSICA/NDACC Figure 9 shows scatter plots (left panels) of daily-averaged δD obtained from publicly available TCCON (a posteriori calculated, varying a priori) and MUSICA/NDACC (optimally estimated, single a priori) retrievals vs. δD obtained by using the refined set of spectral windows. The results are in a good agreement with the correlation coefficients r = 0.96 and r = 0.94 respectively. Since a lot of δD variations are introduced by the a priori (see Sect. 2), the panels on the right in Fig. 9 show the same scatter plots with subtracted a priori δD values used for a posteriori calculations of δD and δ 18 O.
Retrieval results and comparison with simulations
About 6000 spectra recorded from January 2010 to May 2012 at the Bremen TCCON site were processed in order to retrieve columnar values of H 16 2 O, H 18 2 O and HDO. Each spectral window of the species of interest (see Table 1 ) was processed independently, and the results were filtered and averaged with respect to uncertainty based on spectral residuals. Since the GGG suite uses NCEP/NCAR reanalysis data for vertical profiles of atmospheric temperatures interpolated to local noon for a whole day of measurements, we have used spectra recorded in a time range of local noon time ±3 h only. We removed the days with measurements that cover less than 2 h from the comparison. An offset correction was applied to the retrieval results in order to remove the shifts due to spectroscopic uncertainties (as described in Sect. 4.4).
While the retrieval results from individual measurements are noisy, values averaged during one month of measurements show seasonal variability of δD and δ 18 O of about 200 and 25 ‰, respectively. As expected, both δD and δ 18 O generally follow the atmospheric temperature. The correlation coefficient between δD, δ 18 O and temperature at the surface are 0.88 and 0.89, respectively, while the correlation coefficient between columnar δD and δ 18 O is 0.86 (Fig. 10) . Figure 11 shows time series of the a posteriori calculated "monthly" values of δD and δ 18 O together with the output of the ECHAM5-wiso general circulation model . The simulations and the values obtained from the FTIR measurements are correlated with r 2 = 0.91 (0.87 without applying column averaging kernels to the model results) for δD and r 2 = 0.81 (0.78) for δ 18 O and scatter with an absolute standard deviation of 17.9 (18.2) and 5.3 ‰ (5.2 ‰), respectively.
The panels on the left in Fig. 12 show scatter plots of the ECHAM5-wiso simulations vs. the δD and the δ 18 O values calculated from the retrieved H 16 2 O profile by Eqs. (2) and (3). ECHAM5-wiso δD and δ 18 O correlate to the calculated δD and δ 18 O with r 2 = 0.8 and r 2 = 0.76, respectively. The fact that a posteriori calculated δD and δ 18 O improves the agreement with the model shows that the near-infrared retrievals of HDO and H 18 2 O can introduce additional information to the δD and δ 18 O values.
The panels on the right in Fig. 12 show scatter plots of the ECHAM5-wiso simulations vs. FTIR results. We define "summer" (red) and "winter" (blue) points in relation to the surface temperatures above 15 • C and below 15 • C, respectively. The "summer" slope is 1.21 and 1.41 for δD and δ 18 O respectively, while "winter" slope values are 1.26 and 2.0. 
Atmos
Conclusions
We have analysed the feasibility of a posteriori calculations of column-averaged atmospheric δ 18 O and δD from ground-based high-resolution FTIR measurements in the near-infrared region. The error estimations show that the measurement noise and uncertainties in a priori data can introduce a random error of about 12 and 18 ‰ to δD and δ 18 O values, respectively. While the random error of the calculated δ 18 O is higher than the required precision of 4 ‰, the averaged data still add complementary information.
Uncertainties in the spectroscopic parameters of HDO and H 18 2 O can introduce a systematic shift of about 77 and 65 ‰ to the δD and δ 18 O, respectively. A change of the slopes shifts the results by 34 and 7 ‰ maximum. It should be noted that these estimations were done by only perturbing the spectroscopic parameters of HDO Isotopic ratios obtained from "summer" spectra show a good agreement with the ECHAM5-wiso general circulation model. The agreement with the results from the "winter" season is worse (probably because of the lower spectral signal due to much lower water vapour atmospheric concentration). Recent studies also report that the Voigt line-shape model does not describe the shape of the water vapour absorption line perfectly (Boone et al., 2007; , and usage of the speeddependent Voigt model may improve the results (what is now difficult due to the absence of speed-dependent Voigt spectroscopic data).
At this moment the precision of the method is not sufficient to obtain appropriate data of deuterium excess and further development of the simultaneous remote atmospheric measurements of δ 18 O and δD is particularly important for a better understanding of the climate processes and the atmospheric water cycle.
