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ABSTRACT
We outline the current status of the differential expansion (DE) of colored knot polynomials i.e. of their Z–F decomposition
into representation– and knot–dependent parts. Its existence is a theorem for HOMFLY-PT polynomials in symmetric and anti-
symmetric representations, but everything beyond is still hypothetical – and quite difficult to explore and interpret. However, DE
remains one of the main sources of knowledge and calculational means in modern knot theory. We concentrate on the following
subjects: applicability of DE to non-trivial knots, its modifications for knots with non-vanishing defects and DE for non-rectangular
representations. An essential novelty is the analysis of a more-naive Z–FTw decomposition with the twist-knot F -factors and non-
standard Z-factors and a discovery of still another triangular and universal transformation V , which converts Z to the standard
Z-factors V −1Z = Z and allows to calculate F as F = V FTw.
1 Introduction
Knot polynomials are gauge invariant observables in 3d topological Chern-Simons (CS) theory [1], and thus
they lie on the way from the well studied conformal blocks in 2d [2, 3] to the still-mysterious confinement-
controlling Wilson loops in 4d QCD [4]. This is enough to explain their central role in today’s mathematical
physics. By definition the normalized HOMFLY-PT polynomial [5, 6]
HKR (q, A) :=
1
dR(N)
〈
TrRP exp
(∮
K
A
)〉
CS(N,k)
(1)
is a function of the contour (knot) K, the rank of the gauge group SUN , its representation (Young diagram)
R, of quantum dimension dR(N) and the CS coupling constant k. This average is a polynomial in peculiar
variables q = exp
(
2pii
N+k
)
and A = qN . Differential expansion is a further statement (conjecture) [7–9] that
there is a separation of K and R variables:
HKR (q, A)
?
= 1 +
∑
Q∈MR
ZQR (q, A) · F
K
Q (q, A) (2)
Moreover, the knot-independent Z-factors are actually made from products of quantum numbers (combinatorial
factors) and “differentials” [10] Dn := {Aqn} = [N + n] · {q}, with {x} := x − x−1 and quantum numbers
[n] := {q
n}
{q} . This statement is a representation-theory theorem for (anti)symmetric R [11] – provided one trusts
the equivalence of the definition (1) and Reshetikhin-Turaev R-matrix formalism [12] in its modified form [13],
adjusted for the needs of the knot calculus for non-trivial representation R (“R-colored” polynomials). However,
the simple arguments of [11] are not sufficient for more complicated R, with more than a single line or row – and
it is still disputable whether decomposition like (2) exists in the general case (thus the question mark over the
equality). In the present letter we briefly summarize some of the existing evidence in favour of this conjecture.
We cover the following topics.
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The first topic is the choice of the summation domain MR in (2). In the case of (anti)symmetric represen-
tations R it consists of all the Young sub-diagrams of R, what looks very nice. The question is what happens
for arbitrary R. Best understood for now is the case of twist knots, where naively M twistR = R ⊗ R¯, i.e. is a
combination of composite representations. The strange-looking conjecture of [14] is that supposed universality
of (2) implies that MR is just the same for all other(!) knots. In fact, this is a little less strange than seems,
because for all rectangular representations R the product R ⊗ R¯ consists only of diagonal composites, and is
actually equivalent for the set of sub-diagrams. In this letter we provide an illustration and present coefficients
F of a three-bridge knot. However, this is no longer true for non-rectangular R, and the choice of MR in this
case is still an open problem.
The second topic is a computation of coefficients F from (2) for particular knots. It is known [18] that
even for (anti)symmetric representations coefficients F obtain poles in the case of knots with non-vanishing
defects. Also, we do not know HOMFLY-PT polynomials for sums of non-diagonal composite representations,
which enter the “moduli space” MR in the case of non-rectangular representations R. It makes the search for
F very challenging. In this letter we apply a very powerful approach — the use of “families” of knots to find F .
Together with the U -matrix approach they allowed us to express coefficients F via coefficients of twist knots
FTw and the new universal triangular matrix V .
The third topic is the shape of Z-factors. We seem to know Z-factors for (anti)symmetric [11], rectangular
representations [15] and representations corresponding to the Young diagram [r, 1] [16]. In this letter we provide
some preliminary evidence on how Z-factors for more general family of representations look like. We show how
to investigate DE for R = [r1, r2] and present the first members of the decomposition.
We strongly believe, that further efforts should be applied for the study of differential expansion (2), and
we hope that, despite being tedious, it will attract attention that it deserves.
2 The basics of DE
2.1 Symmetric representations
For symmetric representations R the summation domain M[r] consists only of symmetric representations [i]
with i ≤ R, and, remarkably, in this case the product [r]⊗ [r] consists only of diagonal composites ([i], [i]), thus
the two realizations of the set M[r] are equivalent:
M[r] = [r]⊗ [r] = ⊕
r
i=0([i], [i])
∼= ⊕ri=0[i] (3)
and
HK[r] = 1 +
r∑
i=1
Z
[i]
[r] · F
K
[i] (4)
with the following coefficients:
Z
[i]
[r](q, A) :=
i−1∏
j=0
[r − j]
[j + 1]
{Aqr+j}{Aqj−1} and FK[i](q, A) =
GK[i](q, A)∏i−1
j=1{Aq
j−1}
. (5)
For symmetric representations R = [r] there is exactly one new coefficient FK[r] for every new r, thus for every
knot they can be recursively extracted from expression for symmetric HOMFLY-PT HK[r] polynomials.
DE (4) is a direct corollary of representation theory, namely the equivalence of antisymmetric representations:
HK[1k](q, A = q
N ) = HK[1N−k](q, A = q
N ), (6)
i.e. for the group SUN . Relation to symmetric representations is provided by the symmetry
HR(A, q
−1) = HR∨(A, q), (7)
where R∨ denotes transposed Young diagram R. Simultaneous inversion of both A and q changes the knot to
its mirror. To (7) one should add triviality of all symmetric characters for the case of SU(1), i.e. for A = q:
HK[r](q, A = q) = 1 =⇒ H
K
[r] − 1 ∼ {A/q} =⇒ H
K
[1r] − 1 ∼ {Aq}. (8)
Since we deal with the normalized HOMFLY-PT, antisymmetric ones do not need to be unities at A = q,
because they include division by dimension, which vanishes for A = q and R 6= [r].
To make the story complete, we repeat and extend here the argument of [11].
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• For R = [1] we have HK
[1]
(q, A = q) = 1 =⇒ HK
[1]
(q, A) − 1
..
. {A/q}. Since in this case the diagram is symmetric, eq.(7)
implies invariance under the q inversion, and in fact
HK[1](q,A) = 1 + {Aq}{A/q} · FK[1](q,A) (9)
with some Laurent polynomial FK
[1]
(q, A) = FK
[1]
(q−1, A).
• The idea of differential expansion [7] comes from the basic property of “special” polynomials, which are HOMFLY-PT,
evaluated at at q = 1:
HKR(q = 1, A) =
(
HK[1](q = 1, A)
)|R|
=
(
1 + {A}2 · FK[1](q = 1, A)
)|R|
=
|R|∑
I=0
|R|!
I!(|R| − I)! · F
I
K · {A}2I (10)
which is just a binomial expansion of degree |R| in even powers of {A}. DE is the question, of what is the “quantization”
of this property for q 6= 1. For brevity we substituted FK(A) := FK[1](q = 1, A)
• Next, for R = [2] and R = [2]∨ = [1, 1] we have two interesting relations, for N = 2 and N = 3:
HK[1,1](q,A = q
2) = 1 =⇒ HK[1,1](q, A)− 1
..
. {Aq}{A/q2}
HK[1,1](q,A = q
3) = HK[1](q, A = q
3) = 1 + FK[1](q, A = q
3){q4}{q2} =⇒ HK[1,1](q,A)− 1− FK[1](q,A = q3){q4}{q2}
... {A/q3}
Together they imply that
HK[1,1](q, A) = 1 + G˜
K
[1,1](q, A){Aq}{A/q2} = 1 + [2]FK[1](q, A){Aq}{A/q2}+GK[1,1](q,A){Aq}{A/q2}{A/q3} (11)
for some Laurent polynomial GK
[1,1]
(q, A). By transposition symmetry
HK[2](q,A) = 1 + [2]F
K
[1](q, A){Aq2}{A/q}+GK[2](q, A){Aq3}{Aq2}{A/q} (12)
with GK
[2]
(q,A) = GK
[1,1]
(q−1, A)
• In the same way, one can get:
HK[r] −HK[r′] ∼ {Aqr+r
′}{A/q} =⇒ HK[r](q, A) = 1 + [r]FK[1](q, A){Aqr}{A/q} +
r∑
i=2
GK[i](q, A) · {A/q} ·
i−1∏
j=0
[r − j]
[j + 1]
{Aqr+j} (13)
for the set of Laurent polynomials GK
[i]
(q, A) = GK
[1i]
(q−1, A). To prove this one should use identities like [r]Dr − [r′]Dr′ =
[r − r′]Dr+r′ . Note that GK[i](q = 1, A) should vanish with i ≥ 2, according to (10), because the power of differentials is
i+ 1 < 2i, actually, it follows that GK
[i]
(q, A = qN ) ∼ {q}i−1 as q approaches 1.
2.2 Defect of the differential expansion [18]
According to the above definition (5), the coefficients F[i] of the differential expansion are not Laurent
polynomials — only G[i] need to be such, which was shown with the use of representation-theory arguments.
However, there is a set of knots for which F[i] are Laurent polynomials. This set is characterized by vanishing
of the peculiar quantum number — defect: δK = 0. Such polynomials have q-independent coefficient F[1](A),
and therefore their fundamental Alexander polynomials are just
AlK
(0)
[1] = 1 + const
K · {q}2 (14)
i.e. Laurent polynomials of degree 1 in q±2 (the constant coefficient depends on K). It turns out that for any
concrete knot K the power of its Alexander polynomial deg
(
AlK[1]
)
= 1+ δK defines the divisibility of G[i] by a
somewhat mysterious rule [18]:
GK[i](q, A) = F
K
[i](q, A) ·
entier
(
i−1
1+δK
)∏
j=1
{Aqj−1} (15)
For defect δK = −1 Alexander polynomial is unity, i.e. FK
−1
[1] = 0, but all other F[i] are just polynomials, as for
defect 0.
Defect-zero knots are relatively rare, the most important series consist of twist and double-braid knots, the
first example beyond these series is pretzel 946.
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2.3 Rectangular representations
Clearly, the knowledge of symmetric HK[r] for a given knot is sufficient to get all the F
K
[r], by recursively using
(4) with known Z
[r]
[i] . The case of rectangular representations R = [r
s] is more difficult. The summation domain
M[rs] consists of all Young sub-diagrams λ ∈ [r
s], which do not need to be rectangular:
M[rs] = [r
s]⊗ [rs] =
∑
λ∈[rs]
(λ, λ) and H[rs] =
∑
λ∈[rs]
Zλ[rs] · Fλ. (16)
Also the representation theory arguments are no longer sufficient to justify the DE, still the argument with the
special polynomials persists.
This time we have the relations
HK[rs] −HK[rs′ ]
.
.. {A/qs+s′} and HK[rs] −HK[r′s]
.
.. {Aqr+r′}. (17)
For example, this means that
HK[2,2] − 1
... {Aq2}{A/q2}, HK[2,2] −HK[2]
... {A/q3} and HK[2,2] −HK[1,1]
... {Aq3}. (18)
Substituting HK
[2]
= 1 + [2]FK
[1]
{Aq2}{A/q}+ FK
[2]
{Aq3}{Aq2}{A}{A/q} we get
HK[2,2] = 1 + [2]
2FK[1]{Aq2}{A/q2}+ [3]FK[2]{Aq3}{Aq2}{A/q}{A/q2}+ [3]FK[1,1]{Aq2}{Aq}{A/q2}{A/q3}+
+F˜K[2,2]{Aq3}{Aq2}{A/q2}{A/q3}, (19)
since [2]{A/q2}− {A/q} = {A/q3} and [3]{A/q2}−{A} = [2]{A/q3}. However, this is not enough to justify the further separation
F˜K[2,2] = [2]
2FK[2,1] · {Aq}{A/q} + FK[2,2] · {Aq2}{Aq}{A/q}{A/q2} (20)
in the second line.
A direct generalization of (19) is
HK[rs] = 1 + [r][s]F
K
[1]{Aqr}{A/qs}+
[r][r− 1][s][s+ 1]
[2]2
FK[2]{Aqr+1}{Aqr}{A/qs−1}{A/qs} +
+
[r][r+ 1][s][s− 1]
[2]2
FK[1,1]{Aqr}{Aqr−1}{A/qs}{A/qs+1}+ O
(
{Aqr+1}{Aqr}{A/qs}{A/qs+1}
)
(21)
and for r, s > 2 we actually have more conditions to further structure the remaining part in the second line, still this reasoning by
itself is insufficient to justify the full-fledged DE.
Z-factors for all representations λ ∈ [rs] have a very simple form [15]:
Zλ[rs] = dλ∨(r)dλ(s)
∏
∈λ
{
Aqa
′

−l′

+r
}{
Aqa
′

−l′

−s
}
(22)
where dQ(m) is a quantum dimension of representation Q at the point A = q
m, i.e. the Schur polynomials
at the topological locus χQ{p∗k = [mk]/[k]}. As in the symmetric case, the coefficients F
K
λ are expected to be
Laurent polynomials in q and A only for defects δK = 0 and −1. These coefficients are explicitly found for
all twist and double-braid knots in [17] and [19], but the statement remains true beyond these families. For
example, for a three-bridge knot 946:
F
[946]
[1]
= A−4 · (1 + A2), F [946]
[2]
= q−8A−8 ·
(
1 +A2q2 + A2q4 + A4q8
)
,
F
[946]
[3]
= q−24A−12
(
1 +A2q4
)(
1 + A2q6 +A2q8 −A4q10 + A4q14 + A4q16
)
.
See [20] and [21] for generalization of these formulas to all symmetric representations. The fact that they exist
for non-symmetric representations too is more important for our purposes, e.g.
F
[946]
[2,1] =
1
A12
{
[10]
[5][2]
(
A6 + [3]A4
)
+
[6]
[2]
A2 + 1 + [3]2{q}4A4
}
,
F
[946]
[2,2] =
1
A16
{
[20][2]
[10][4]
A8 +
[10][2]
[5]
A6 +
[4][3]
[2]
A4 + [2]2A2 + 1
}
. (23)
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2.4 Non-rectangular representations
Since we know F[2,1], we can also hope to describe non-rectangular R = [2, 1]. However, in this case the
multiplicities occur, the Z-factors are no longer given by (22) and the spaceMR consists not only of sub-diagrams
of R. In the simplest example of R = [2, 1] the Z-factors are
Z
[1]
[2,1] = D1D−1 + (q
2 + q−2)D2D−2, Z
[2]
[2,1] =
[3]
[2]
D3D2D0D−2, Z
[2,1]
[2,1] = D3D2D1D−1D−2D−3 (24)
and there is one new ZX2[2,1] = −[3]
2{q}4D2D−2 with associated F -function
F 946X2 =
1
A8
{
[6]2
[2]2
−
[14]
[7][2]
A2 − {q}2A4
}
. (25)
The ambiguity in beyond-symmetric DE manifests itself in the possibility of simultaneous shift
δF[2,2] = −ρ · [2]
2[3]2{q}4, δF[2,1] = ρ · [3]
2{q}4D2D−2, δFX2 = ρ ·D3D2D1D−1D−2D−3 (26)
with arbitrary common Laurent polynomial ρ(q, A). It actually involves also the shifts of higher FX with
X > [2, 2], which can easily get singular if ρ is chosen inappropriately. We, however, did not look at these
restrictions and therefore our particular guess (23, 25) can turn out to be wrong when we learn more: our choice
is just to “minimize” the expressions for F . Truly important is the fact that at least some polynomial choice
for F 946 does exist.
Polynomial formulas for F 946 provide the first new evidence in this letter: that DE remains true
beyond symmetric representations — and not only for twist and double braid families.
3 Other defects: diminished Z-factors or non-polynomial F
We now attempt to move beyond defect zero, as we already know this implies the diminishing of Z-factors,
or, as we prefer to formulate it, an appearance of certain poles in the F -factors. The problem is that beyond
symmetric representations we do not know when these poles appear and what they are. In this letter we consider
only defect δK = 1 and only representations R = [2, 1] and R = [2, 2], but even in this case the problem turns
out to be rather complicated. Consideration of DE for mutant knots with defect two you can find in [22].
3.1 Familya
A powerful method [8, 23] to deal with knot polynomials is to consider particular knots as members of an
“evolution family”, depending on additional parameters. For an illustration, we take a simple 2-bridge family
(“familya”) of defect-one knots, described by the arborescent formula
H
familya(k)
R = dR
〈
S¯T¯ 2S¯T¯ 2S¯T¯ 2S¯T¯ 2kS¯
〉
∅∅
(27)
It includes the following members of the Rolfsen table:
k . . . −3 −2 −1 0 1 2 3 . . .
familya(k) 104 84 62 31 51 73 94
(28)
Advantage of the evolution is that we know how the answer depends on k through explicitly known eigenvalues
λQ
H
familya(k)
R (q, A) =
∑
Q∈R⊗R¯
α
familya(k)
Q (q, A) · λ
2k
Q (29)
and coefficients α
familya(k)
Q (q, A) can be found from a few HR for “small” knots in the family. Moreover, this
can be done directly for the DE coefficients F
familya(k)
Q . The only problem is that the number of needed “small”
knots increases with R. Just two eigenvalues contribute into F[1], λ∅ = 1 and λ[1] = −A, thus the knowledge of
just the two polynomials, say H31[1] and H
51
[1], is enough — and one gets
F
familya(k)
[1] = −A
2
(
1 + (q2 + q−2) ·A2 ·
1−A2k
1−A2
)
. (30)
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For F[2] we need three polynomials, and get
F
familya(k)
[2]
= q2A4 +
(1 + q−2)A6
(
A2(1 + q6)− (q2 + q6)
)
A2 − 1 ·
A2k − 1
A2 − 1 +
(q12 + q8 + q6 + 1)A8
q4A2 − 1 ·
(
q4kA4k − 1
q2A2 − 1 − (1 + q
−2) · A
2k − 1
A2 − 1
)
.
Singularity at q4A2−1 in the last term is actually canceled by the bracket in the numerator, because at A = q−2
we have q4A4 = A2. However the middle term has one uncanceled D0 in denominator — because the defect of
the knots is non-vanishing.
In full accordance with (19) we further observe that the difference
H
familya(k)
[2,2] −
(
1 + [2]2F
familya(k)
[1] D2D−2 + [3]F
familya(k)
[2] D3D2D−1D−2 + [3]F
familya(k)
[1,1] D2D1D−2D−3
)
(31)
is divisible by D3D2D−2D−3. Note that the difference and the ratio are Laurent polynomials — despite F[2]
and F[1,1] are not: they contain a factor D
−1
0 because defect is greater than zero. Still the two poles cancel for
a very general reason.
When defect exceeds zero, F[2] =
G[2]
D0
and F[1,1] =
G[1,1]
D0
are no longer polynomials, they acquire D0 in denominator. Still the
contribution (21) to H[rs] in rectangular representations [r
s],
[r][r− 1][s][s+ 1]
[2]2
DrDr+1D−sD1−s
D0
G[2] +
[r][r+ 1][s][s− 1]
[2]2
DrDr−1D−sD−s−1
D0
G[1,1] (32)
is always a polynomial(!). Residue at the poles at A = ±1 are actually independent of r and s and equal to
(G[2] +G[1,1])
∣∣
A=±1
= 0 (33)
This condition means that G[2] changes sign under the inversion of q −→ q−1 at the points A = ±1, while G[1,1] is obtained from
G[2] by inversion of q. One more way to formulate this is in terms of DE of Alexander polynomial in representation R = [2].
Further, the contribution of the size-three diagrams to the same H[rs] is
[r][r− 1][r − 2][s][s+ 1][s+ 2]
[2]2[3]2
DrDr+1Dr+2D−sD1−sD2−s
D1D0
·G[3] +
+
[r + 1][r][r− 1][s+ 1][s][s− 1]
[3]2
Dr+1DrDr−1D−s+1D−sD−s−1
D1D−1
·G[2,1] +
+
[r][r + 1][r + 2][s][s− 1][s− 2]
[2]2[3]2
DrDr−1Dr−2D−sD−s−1D−s−2
D0D−1
·G[1,1,1]. (34)
Residues at A = ±1 are vanishing, because of the property:
(G[3] −G[1,1,1])
∣∣
A=±1
= 0. (35)
Residues at A = ±q−1 vanish because of relation between G[2,1] and G[3]:
([2]G[2,1] +G[3])
∣∣
A=±q−1 = 0. (36)
Residue at A = ±q then vanishes automatically because G[1,1,1](A, q) = G[3](A, q−1) while G[2,1](A, q−1) = G[2,1](A, q).
Coming back to G˜
familya(k)
[2,2] , it now depends on six eigenvalues, but coefficients should still be split between
the two F -functions, F[2,1] ⊕ F[2,2]. Eigenvalue A
8k contributes only to F[2,2], but this fact is not sufficient to
decide how to split everything else. Moreover the sum is proportional to D3D2D−2D−3 only, but we do not
know if the D1D−1 provides poles in both F[2,1] and F[2,2] and/or, if there can be an extra pole D2D−2 in F[2,2].
Surprisingly or not, this problem is hard enough to be solved by the guess-and-check method and requires a
more systematic approach. Very recently such a tool was found, and we deliberately selected our familya to
make it applicable. Example of a single family allows to fix the ambiguities, and we will get a conjecture,
applicable to all defect-one knots (the same strategy will then work for other representations and defects).
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3.2 The U-matrix approach
The interesting option is to treat (27) by the same pentad method [14], which was successfully applied to
twist knots. For this purpose we insert the auxiliary U -matrix, which is already explicitly known for many R:1
H
familya(k)
R = dR
〈
S¯T¯ 2S¯T¯ 2S¯T¯ 2S¯T¯ 2k+2S¯
〉
∅∅
=
∑
X
dR
〈
∅
∣∣∣S¯T¯ 2S¯T¯ 2S¯T¯ 2S¯T¯−2S¯U ∣∣∣X〉︸ ︷︷ ︸
Z
X familya
R
〈
X
∣∣∣U−1S¯T¯ 2k+2S¯∣∣∣∅〉︸ ︷︷ ︸
F
twist(k)
X
(37)
Now dependence on the evolution parameter k is fully contained in the coefficients F
twist(k)
X , which are literally
the same as for the twist knots, but the factors Z
X familya
R are new and different from the standard Z-factors
ZXR = dR
〈
∅
∣∣∣S¯T¯ 2S¯T¯−2S¯U ∣∣∣X〉 (38)
of the differential expansion. For example,
Z
∅ familya
[1] =
Z∅[1]︷︸︸︷
1 − A2
Z
[1]
[1]︷ ︸︸ ︷
D1D−1, Z
[1] familya
[1] =
[4]
[2]
A2
Z
[1]
[1]︷ ︸︸ ︷
D1D−1, (39)
Z∅ familya
[2]
=
Z∅
[2]︷︸︸︷
1 − A2
Z
[1]
[2]︷ ︸︸ ︷
[2]D2D−1 + q
2A4
Z
[2]
[2]︷ ︸︸ ︷
D3D2D0D−1,
Z [1] familya
[2]
=
[4]
[2]
A2
Z
[1]
[2]︷ ︸︸ ︷
[2]D2D−1 −− [2]A
3
D0
(
[4]
[2]
q3 − [6]
[3]
A2q2
) Z[2][2]︷ ︸︸ ︷
D3D2D0D−1,
Z [2] familya
[2]
= A4q2
(
[9]
[3]
+ q2
) Z[2][2]︷ ︸︸ ︷
D3D2D0D−1
and so on. For the R = [2, 2] case
Z∅ familya
[2,2]
= 1− A2Z[1]
[2,2]
+ q2A4Z
[2]
[2,2]
+
A4
q2
Z
[1,1]
[2,2]
−A6Z[2,1]
[2,2]
+ A8Z
[2,2]
[2,2]
,
Z [1] familya
[2,2]
=
[4]
[2]
A2Z
[1]
[2,2]
− [2]A
3
D0
(
[4]
[2]
q3 − [6]
[3]
A2q2
)
Z
[2]
[2,2]
− [2]A
3
D0
(
[4]
[2]
1
q3
− [6]
[3]
A2
q2
)
Z
[1,1]
[2,2]
+
+
[3]A4
D1D−1
( [8]
[4]
A4 − [6]
2
[3]2
A2 + 2
[4]
[2]
− 2
)
Z
[2,1]
[2,2]
− [8][2]
2
[4]
· A8Z[2,2]
[2,2]
,
Z [2] familya
[2,2]
= A4q2
(
[9]
[3]
+ q2
)
Z
[2]
[2,2]
+
(
[3]A6
[2]q7
({q}[8][6]
[4][3]
q10A2 − q14 − 2q8 − 1
)
−A9q7 {q}[8][3]
[4][2]D1
)
Z
[2,1]
[2,2]
+ [3]
(
[12]
[4]
+ q2
)
· A8Z[2,2]
[2,2]
,
Z [1,1] familya
[2,2]
=
A4
q2
(
[9]
[3]
+
1
q2
)
Z
[1,1]
[2,2]
+
(
− [3]q
7A6
[2]
({q}[8][6]
[4][3]
A2
q10
+
1
q14
+
2
q8
+ 1
)
+
A9
q7
{q}[8][3]
[4][2]D−1
)
Z
[2,1]
[2,2]
+ [3]
(
[12]
[4]
+
1
q2
)
· A8Z[2,2]
[2,2]
,
Z [2,1] familya
[2,2]
=
(
A2[3]{q}2 + [10][8][6]
[5][4][3]
)
· A6Z [2,1]
[2,2]
− [10][8][6][2]
2
[5][4][3]
· A8Z[2,2]
[2,2]
,
Z [2,2] familya
[2,2]
= A8 ·
(
[11] +
[20]
[4]
)
Z
[2,2]
[2,2]
.
Formulas above demonstrate that for our “familya” we get an upper-triangular transformation matrix V
familya ,
which is universal in the sense that its entries are independent of representation R:
Z
X familya
R =
∑
Y⊂R
V
X familya
Y · Z
Y
R . (40)
1 We remind that U -matrix is constructed by the following chain of steps [14], which involve only the information about twist
knots. One begins with explicitly known B, expressed through skew Schur functions (and through skew Macdonald polynomials, if
one deals with hyperpolynomials). Then one constructs its eigenfunction matrix E and properly normalize it. From E one can build
the Racah matrix S¯, it is bilinear in E. Finally U = ES¯−1. Matrices B and E are lower-triangular and universal, i.e. independent
of representation R. S¯ and U do not possess these properties and need to be calculated for every R. However, S¯ is unitary and
symmetric, and the second inclusive Racah matrix S (unitary, but no longer symmetric) is its diagonalizing matrix, i.e. is a solution
of still another linear algebra problem. Thus the entire pentad {B, E, U, S¯, S} can be obtained by linear algebra operations from
Schur functions, at least for all rectangular R. For non-rectangular R the starting formula for B is not fully available yet. Such
calculations for R = [2, 1] are made in the section 4.2.
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The segment of V , relevant for R = [2, 2], is
V =


1 −A2 q2A4 A2
q2
−A6 A8
0
[4]
[2]
A2
[2]A3
D0
(
[4]
[2]
q3 − [6]
[3]
A2q2
)
[2]A3
D0
(
[4]
[2]
1
q3
− [6]
[3]
A2
q2
)
[3]A4
D1D−1
(
[8]
[4]
A4 − [6]
2
[3]2
A2 + 2
[4]
[2]
− 2
)
− [8][2]
2
[4]
· A8
0 0 A4q2
(
[9]
[3]
+ q2
)
0
[3]A6
[2]q7
( {q}[8][6]
[4][3]
q10A2 − q14 − 2q8 − 1
)
− A9q7 {q}[8][3]
[4][2]D1
[3]
(
[12]
[4]
+ q2
)
· A8
0 0 0 A
4
q2
(
[9]
[3]
+ 1
q2
)
− [3]q
7A6
[2]
( {q}[8][6]
[4][3]
A2
q10
+ 1
q14
+ 2
q8
+ 1
)
+ A
9
q7
{q}[8][3]
[4][2]D−1
[3]
(
[12]
[4]
+ 1
q2
)
· A8
0 0 0 0
(
A2[3]{q}2 + [10][8][6]
[5][4][3]
)
A6 − [10][8][6][2]
2
[5][4][3]
· A8
0 0 0 0 0
(
[11] +
[20]
[4]
)
· A8


.
This triangular transformation is immediately converted into a formula for F :
H
familya(k)
R =
∑
X⊂R
Z
X familya
R · F
twistk
X =
∑
X⊂R
ZXR · F
familya(k)
X . (41)
Universality of the matrix V implies universality of the differential expansion — the fact that its coefficients
FX are independent of R.
We obtained this new triangular property in the example of “familya”, but it can be true in a much wider
context – perhaps, even beyond the two-bridge arborescent knots. And this can be the simplest way to
justify the existence of the universal differential expansion.
According to (41) the properties F
twist−1
X = 1, F
twist0
X = δX,∅, F
twist1
X = Λ
trefoil
X of the twist functions
F twistkX =
〈
X |Bk+1U |∅
〉
=
∑
Y
〈
X |Bk+1|Y
〉
imply that∑
X⊂R
Z
X familya
R = H
familya(k=−1)
R = H
62
R ,
Z
∅ familya
R = H
familya(k=0)
R = H
trefoil
R ,∑
X⊂R
Z
X familya
R · Λ
trefoil
X = H
familya(k=1)
R = H
51
R . (42)
Actually, the choice of matrix V is ambiguous: we can shift the content between the last and penultimate
columns, associated with representations [2, 1] and [2, 2]. Our choice was the maximal simplicity and absence
of poles in the last column, i.e. we assume the F[2,1] can have D1D−1 poles, but F[2,2] is just a polynomial.
Such assumptions appear to provide reasonably nice elements of V . Moreover, a simple calculation shows
that FX2 has a pole [3]{q}2 (or that the ZX2 for defect one is reduced to [3]{q}2D2D−2). This is what we
postulate/conjecture as the modification of DE for defect one, and this is the second new result of this
letter. It is intimately related to an unexpected new triangular structure — the matrix V . In our example it
was related to the peculiarity of “familya”, but one can now look for it far beyond. This triangular structure
is the third new result.
4 Non-rectangular R = [r1, r2], the first two levels
The current situation with non-rectangular representations is reviewed in [14], where numerous references
are given for development of the story, with a long history of insights and errors. In this section we make a new
attempt to find the generalization of (22) for the Z-factors to non-rectangular R and describe a new puzzle,
which needs to be resolved.
4.1 The case of R = [r, 1]
Today we seem to know the structure of DE for all R = [r, 1], and in the above text we demonstrated that
it works for generic knots, even with defects.2 For R = [r, 1] the summation domain MR consists of a set of the
composite representations
M[r,1] = [r, 1]⊗ [r, 1] = id+
r−1∑
i=1
(
2([i], [i]) + ([i, 1], [i+ 1]) + ([i+ 1], [i, 1])
)
+ ([r], [r]) +
r∑
i=1
([i, 1], [i, 1]) (43)
2 Everywhere in the present letter this means not a proof or even generic explanation, but just a demonstration of how
“impossible” things still happen to be true in particular examples.
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Of main interest is the first big sum, which contains symmetric composites ([i], [i]) twice (with multiplicity
two) and involves also non-diagonal composites, which are pairwise equal and will be denoted by Xi+1 :=
([i, 1], [i+ 1]) + ([i+ 1], [i, 1]) for brevity. For differential expansion this means that
HK[r,1] = 1 +
r−1∑
i=1
((
Z
[i]′
[r,1] + Z
[i]′′
[r,1]
)
· FK[i] + Z
Xi+1
[r,1] · FXi+1
)
+ Z
[r]
[r,1] · F
K
[r] +
r∑
i=1
Z
[i,1]
[r,1] · F
K
[i,1] (44)
In [14] a nice interpretation of the Z-factors was given in terms of the pentad matrix U . We provide further
details in the next subsection 4.2. However, in subsection 4.3 we will see that actual separation Z ′ + Z ′′
into factorized items turns out to be different. This change does not affect the DE (44) itself, but makes its
explanation questionable again. We will see the problem by straightforward attempt to work out the Z-factors
for a bigger set of representations R = [r1, r2].
4.2 U-matrix approach for R = [2, 1] in detail
As shown in [14], the 10 × 10 matrices in the case of R = [2, 1] have a block form, and the 2 × 2 block
can be basically ignored in consideration of Racah matrices (it is trivially restored). Moreover, in twist knot
calculus the matrices can be even reduced to 6× 6 or at least 7× 7 (if one wants to have all the Z-factors nicely
factorized). However, in this letter we do not go so far in reductions, and consider the truly interesting 8 × 8
matrices. The universal triangular pair is:
B[2,1] =


1
0 A2
−A2 0 A2
−A2 0 0 A2
A4
q2
A4
q3D0
√
D2
D−2
− A4
[2]q3
− [3]A4
[2]q3
A4
q4
q2A4 − q3A4
D0
√
D−2
D2
− q3A4
[2]
− [3]q3A4
[2]
0 q4A4
−A6 − [3]A5{q}
D0
√
D2D−2
[3]A6
[2]2
[3]2A6
[2]2
− [3]A6
q[2]
− [3]qA6
[2]
A6
−A6 − [3]A5{q}
D0
√
D2D−2
+ A
6
{q}
√
D2D−2
[3]A6
[2]2
− A5D0
[2]2{q}2
[3]2A6
[2]2
+ A
5D0
[2]2{q}2
− [3]A6
q[2]
+ q
2A5D0
[2]{q}
− [3]qA6
[2]
− A5D0
q2[2]{q}
0 A4


and
E[2,1]
d[2,1]
=


1
0
{q}
A
√
2D1D−1
A
D0
0 − {q}
AD0
√
D1D−1
A
D0
[2]2{q}2(A+A−1)
[3]A
√
2D0
∏2
i=−2 Di
{q}
[3]AD0
√
D1D−1
− [2]
2{q}
[3]AD0
√
D1D−1
A2
qD0D−1 −
{q}
q
√
2D0
∏2
i=−2 Di
0 −
[2]{q}
√
D1D−1
q
∏1
i=−2 Di
q3[2]{q}2
√
D1D−3
A2
∏1
i=−3 Di
qA2
D1D0
q{q}√
2D0
∏2
i=−2 Di
0 −
q[2]{q}
√
D1D−1∏2
i=−1 Di
0
[2]{q}2
√
D3D−1
q3A2
∏3
i=−1 Di
A3
D1D0D−1 0 0 −
[3]{q}A
√
D1D−1∏2
i=−2 Di
q4[3]{q}2
√
D1D−3
A
∏2
i=−3 Di
[3]{q}2
√
D3D−1
q4A
∏3
i=−2 Di
−
[3]{q}3
√
D3D−3
A3
∏3
i=−3 Di
A3
D1D0D−1 −
A2+1
[3]
√
2D0
∏2
i=−2 Di
− A
[3]{q}D0
√
D1D−1
−
[4]{q}A
√
D1D−1
[2]
∏2
i=−2 Di
+ −
q4
√
D1D−3
[2]A
∏1
i=−2 Di
−
√
D3D−1
[2]q4A
∏2
i=−1 Di
0 2
[2]A
√
2D0
∏2
i=−2 Di
+ A
[3]{q}D0
√
D1D−1


,
where d[2,1] =
D1D0D−1
[3]{q}3 .
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E[2,1] is the eigenvector matrix of B[2,1]
B[2,1]E[2,1] = E[2,1]T¯
2
[2,1] ⇐⇒ E
−1
[2,1]B[2,1]E[2,1] = T¯
2
[2,1]. (45)
The next two matrices S¯[2,1] and U[2,1] are no longer universal. Moreover, they depend on the choice of the
Z-factors (48) and the normalization of E[2,1] −→ E[2,1] · diag(K[2,1]):
S¯[2,1] = T¯
2
[2,1]E
transp
[2,1] · diag
(
ZQ[2,1]
Λ′Q
)
· E[2,1]T¯
2
[2,1] (46)
U[2,1] = E[2,1]S¯
−1
[2,1] (47)
The choice in [14] was directly related to (24)
Z∅[2,1] = 1, Z
[1]
[2,1] = [3], Z
[1]′
[2,1] =
[3]
[2]2
D20, Z
[1]′′
[2,1] =
[3]2
[2]2
D2D−2, Z
[1,1]
[2,1] =
[3]
[2]
D2D0D−2D−3,
Z
[2]
[2,1] =
[3]
[2]
D3D2D0D−2, Z
[2,1]
[2,1] = D3D2D1D−1D−2D−3, Z
[X2]
[2,1] = −[3]
2{q}4D2D−2 (48)
and
Λ′∅ = 1, Λ
′
[1] = −A
2, Λ′[1,1] = q
−2A4, Λ′[2] = q
2A4, Λ′[2,1] = Λ
′
[X2] = −A
6. (49)
Seven Z-factors contributing to DE of representation R = [2, 1] are then reproduced as
ZX[2,1] = d[2,1] ·
〈
∅
∣∣∣S¯[2,1]T¯ 2[2,1]S¯[2,1]T¯−2[2,1]S¯[2,1]U−1[2,1]∣∣∣X〉 . (50)
Note that Z
[1]
[2,1] does not contribute to the DE of [2, 1], because the corresponding matrix element of U[2,1]
equels to zero: U[1],∅ = 0, while the others matrix elements, corresponding to representation [1] are unities:
U[1]′,∅ = U[1]′′,∅ = 1. Together Z
[1]′
[2,1] and Z
[1]′′
[2,1] reproduse (56). This fact looks non-trivial and we emphasize
that among the elements (48) used for the calculation of S¯[2,1] (46) element Z
[1]
[2,1] does not vanish.
The S¯[2,1] matrix, calculated from (46), coincides with the 8× 8 block of the one, found from direct Racah
calculus in [24] and later used in development of arborescent calculus and its extensions in [25–27]:
d[2,1]S¯[2,1] =


1 0
√
D1D−1
{q}
√
D1D−1
{q}
√
D1D
2
0D−3
[2]{q}2
√
D3D
2
0D−1
[2]{q}2
D1D−1
√
D3D−3
[3]{q}3
√
2D2D1D−1D−2
[2]{q}2
.
.
. − 2D1D−1
[3]{q}2 0 −
(A2+1)D1D−1
[3]{q}A
√
2
D2D−2 −
D1D−1
[3][2]{q}3
√
2D2D−1D−3
D−2
D1D−1
[3][2]{q}3
√
2D3D1D−2
D2
0 − (A
2+1)D1D−1
[3][2]{q}2A
.
.
. −D1D−1
[3]{q}2
[4]D1D−1
[3][2]{q}2
D2D1
√
D−1D−3
[3][2]{q}3
D−1D−2
√
D1D3
[3][2]{q}3 0 −
D1D−1
√
2D2D−2
[3][2]{q}3
.
.
.
D1D−1P1
[3]{q}2D2D−2
D1
√
D−1D−3P2
[3][2]{q}3D2D−2
D−1
√
D3D1P3
[3][2]{q}3D2D−2
−
D1D−1
√
D3D1D−1D−3
{q}2D2D−2
D1D−1P4
[3][2]{q}3
√
2
D2D−2
.
.
. − D1D0P5
[3][2]2{q}2D2D−2
[3]D20
√
D3D1D−1D−3
[2]2{q}2D2D−2
D1D−1
√
D3D1
{q}D2D−2
− D1
[2]2{q}2
√
2D2D−1D−3
D−2
.
.
. − D0D−1P6
[3][2]2{q}2D2D−2
D1D−1
√
D−1D−3
{q}D2D−2
− D−1
[2]2{q}2
√
2D3D1D−2
D2
.
.
. −D1D−1
D2D−2
0
.
.
.
2D1D−1
[2]2{q}2


,
where matrix S[2,1] is symmetric and the other half is easily restored. We also used the following notations to
shorten the expression:
P1 = 2A
2 + 2
A2
− [6][3][2] + 5, P2 = A
3 − 1
A3
− [3]2{q}2D0 −A
2q6+1
q4
+ q
6+2
q2A
, P3 = P2|q→q−1 ,
P4 = A
2 + 1
A2
− [8][2] + 2, P5 = qA
2 + 1
qA2
+ 3[2]− [8], P6 = P5|q→q−1 .
(51)
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The U[2,1] is also complicated:
U[2,1] = (52)


1 0
√
D1D−1
{q}
√
D1D−1
{q}
D0
√
D1D−3
[2]{q}2
D0
√
D3D−1
[2]{q}2
D1D−1
√
D3D−3
[3]{q}3
√
2D2D1D−1D−2
[2]{q}2
0 −
√
2D1D−1
[3]{q}A 0 −
Q2,4
[3]
√
D1D−1
D2D−2 −
D−1
√
D2D1D−3
[3][2]{q}2A
√
D−2
D1
√
D3D−1D−2
[3][2]{q}2A√D2 0 −
Q2,4
√
D1D−1√
2[3][2]{q}
1 0
Q3,3
√
D1D−1
[3]{q}D0
Q3,4
√
D1D−1
[3][2]{q}D0
Q3,5
√
D1D−3
[3][2]{q}2D0
Q3,6
√
D3D−1
[3][2]{q}2D0
AD1D−1
√
D3D−3
[3]{q}3D0
Q3,3
√
2D2D1D−1D−2
[3][2]{q}2D0
1 0
√
D1D−1
{q}
Q4,4
√
D1D−1
[3]{q}D2D−2
Q4,5D0
√
D1D−3
[3][2]{q}2D2D−2
Q4,6D0
√
D3D−1
[3][2]{q}2D2D−2
Q4,7D1D−1
√
D3D−3
[3]{q}3D2D−2
Q4,8
[3]2[2]{q}2
√
D1D−1
2D2D−2
1
q
√
2D2D1D−1
[3]{q}AD0
√
D−2
Q5,3
√
D1D−1
[3]{q}D0
Q5,4
√
D1D−1
[3]{q}D2D0D−2
Q5,5
√
D1
[3][2]{q}2D2D−2
√
D−3
Q5,6D0
√
D3D−1
[2]{q}2D2D−2
Q5,7D1D−1
√
D3
[3]{q}3D2D0D−2
√
D−3
Q5,8
[3][2]{q}2D0
√
D1D−1
2D2D−2
1 −
√
2D1D−1D−2
[3]q{q}AD0
√
D2
Q6,3
√
D1D−1
[3]{q}D0
Q6,4
√
D1D−1
[3]{q}D2D0D−2
Q6,5D0
√
D1D−3
[2]{q}2D2D−2
Q6,6
√
D−1
[3][2]{q}2D2D−2
√
D3
−
Q6,7D1D−1
√
D−3
[3]{q}3D2D0D−2
√
D3
Q6,8
[3][2]{q}2D0
√
D1D−1
2D2D−2
1
√
2D1D−1
D2D
2
0D−2
A
√
D1D−1
{q}D0
Q7,4
√
D1D−1
{q}D2D0D−2
Q7,5
√
D1
[2]{q}2D2D−2
√
D−3
−
Q7,6
√
D−1
[2]{q}2D2D−2
√
D3
Q7,7
[3]{q}3D2D0D−2
√
D3D−3
Q7,8
[2]{q}2D0
√
2D1D−1
D2D−2
1
Q8,2
[3]{q}2
√
2D1D−1
D2D
2
0
D−2
Q8,3
√
D1D−1
[3]{q}3D0
Q8,4
√
D1D−1
[3]{q}D2D0D−2
Q8,5
√
D1D−3
[3][2]{q}2D2D−2
Q8,6
√
D3D−1
[3][2]{q}2D2D−2
Q8,7D1D−1
√
D3D−3
[3]{q}3D2D0D−2
Q8,8
[3]2[2]{q}4D0
√
D1D−1
2D2D−2


,
where
Q2,4 = 1 + A
−2,
Q3,3 = [3]A + A
−1,
Q3,4 = [3][2]A− [4]A−1,
Q3,5 = [3]AD0 − A−1D2,
Q3,6 = [3]AD0 − A−1D−2,
Q4,4 = [3]A
2 + 1 − [8][3][4]−1 + [4][2]−1A−2,
Q4,5 = [3]A
2 + 1 − [3]q4 − [2]q−5 + q−2A−2,
Q4,6 = [3]A
2 + 1 − [3]q−4 − [2]q5 + q2A−2,
Q4,7 = A
2 − [2][4]−1[6]−1[12],
Q4,8 = 2[3]
2A2 − 5[8][4]−1 − 2[2]q−7(1 + q6 + q10 + q14)−
2q−6(1 − q10 + q12) + ([4][2] + 2)A−2,
Q5,3 = [3]A− q−2A−1,
Q5,4 = [3]A
3 − q−6(1 + q2 + 2q4 − q6 + q10 + q12)D0−
(1 + 2q2 − q4)A − A−3,
Q5,5 = [3]q
−3A4 − q−9A(q14 + q12 + q10 + q8 − q6+
q4 + q2 + 1)D0 − q3A2 + q−7(q16 − 2q10 + q8 − 1)−
[6]([2][3]qA2)−1,
Q5,6 = q
−4(A2q4 − q8 + q6 − 1),
Q5,7 = q
−3A4 + q−7(A2(−q10 − q8 + q6 − 1) + q14 − q12+
q8 − q2 + 1),
Q5,8 = 2[3]A
3 + q−6(A−1(2q8 − q6 + q4 + 2)−
A(2q12 + 2q8 − q6 + 3q4 + 2q2 + 2)),
Q6,3 = [3]A− q2A−1,
Q6,4 = [3]A
3 − q−6(A(q12 + q10 + 2q8 + 2q4 + 1)−
A−1(q12 + q10 + 2q8 − q6 + q2 + 1)),
Q6,5 = A
2 − q−4(q8 − q2 + 1),
Q6,6 = [3]q
3A4 − [6]q([3][2]A2)−1 − q−5A2(q14 + q12+
q10 − q8 + q6 + q4 + 2q2 + 1) + q−9(q18 + q14−
q12 + q10 + 2q8 − q6 + q4 + 1),
Q6,7 = −q−7(A4q10 − (A2 − 1)q14 + A2q8 − (A2 − 1)q6−
A2q4 − q12 − q2 + 1),
Q6,8 = 2[3]A
3 − (q6A)−1(A2(2q12 + 2q10 + 3q8 − q6 + 2q4 + 2)
−q4(2q8 + q4 − q2 + 2)),
Q7,4 = A
3 − [6][4]A([3][2]2)−1 + [12][2]([6][4]A)−1,
Q7,5 = q
−3A4 − q−7A2(q10 + q8 − q6 + q4 − q2 + 1)+
q−7(q14 − q12 + q10 − q8 + 2q6 − q4 − q2 + 1),
Q7,6 = −q3A4 + q−3A2(q10 − q8 + q6 − q4 + q2 + 1)−
q−7(q14 − q12 − q10 + 2q8 − q6 + q4 − q2 + 1),
Q7,7 = A
7 − [10][5]−1[2]A5 + [12][2]−1A3 − q−12A(q24 − q22+
q20 − q18 + 4q16 − 3q14 + 2q12 − 3q10 + 4q8 − q6 + q4−
q2 + 1) + [14][10]([7][5][2]2A)−1,
Q7,8 = A
3 − [10]([5][2])−1A,
Q8,2 = −A−2 + [10]([5][2])−1,
Q8,3 = −A−1[10]([5][2])−1A,
Q8,4 = [3]A
3 − [6][4][2]−2A + [10][2]([5]A)−1 − A−3,
Q8,5 = [3]A
3 − q−6A(q12 + q8 − q6 + 2q4 + 1) + (q6A)−1,
Q8,6 = [3]A
3 − q−6A(q12 + 2q8 − q6 + q4 + 1) + q6A−1,
Q8,7 = A
3 − [10]([5][2])−1A,
Q8,8 = q
−10A−1(A4(2q12 + q8 − 2q6 + q4 + 2)q4−
2A2(q20 − q18 + 2q16 − 3q14 + 4q12 − 2q10 + 4q8 − 3q6+
2q4 − q2 + 1) + (2q12 + q8 − 2q6 + q4 + 2)q4).
We remind that both S¯[2,1] and U[2,1] are not universal like KNTZ matrix B[2,1] and its eigenvector matrix
E[2,1], i.e. they need to be calculated again for a new representationR. Still, one can hope one day to get a general
expression for these matrices, comparable in “simplicity” to the hypergeometric formulas for (anti)symmetric
representations R.
4.3 Problems with generalization to R = [r1, r2]
We now proceed to generic two-line representations, and describe the new problems, which arise in this case.
The usual way to find Z-factors is to use HOMFLY-PT polynomials of torus knots, which can be calculated
for any representation from the Rosso-Jones formula [28], and then apply it to the particular case of the trefoil
K = 31, where all F
31
Q = Λ
trefoil
Q := (−A
2)|Q|q2κQ are explicitly known (the situation would be even simpler for
K = 41 with all F
41
Q = 1, but there is no a priori explicit answer for its colored polynomials, because its simplest
representation is a three-strand braid (some polynomials can be found [29] and [30]). Then, knowing the l.h.s.
of (2) and having just a combination of Z-factors on the r.h.s., we can try to find them from factorization
condition. We will now illustrate the first steps of this strategy.
The analogue of (43) for the generic two-column R is more involved, it is partly presented in [14], but we
actually checked it for a much larger variety of representations. Now we keep just the first terms:
M[r1,r2] = [r, 1]⊗ [r, 1] = id+ 2([1], [1]) + 3([2], [2]) + ([1, 1], [1, 1]) + . . . (53)
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what implies DE in the form
HK[r1,r2] = 1 +
(
Z
[1]′
[r1,r2]
+ Z
[1]′′
[r1,r2]
)
· FK[1] +
(
Z
[2]
[r1,r2]
+ Z
[2]′
[r1,r2]
+ Z
[2]′′
[r1,r2]
)
· FK[2] + Z
[1,1]
[r1,r2]
· FK[1,1] + . . . (54)
with F -functions defined from the study of (anti)symmetric representations. In fact, multiplicity 3 drops down
to 2 for r2 = 1 and r2 = r1 − 1 and both multiplicities disappear in rectangular cases r2 = 0 and r2 = r1.
This means that one of the three Z [2] factors should be proportional to r2 − 1, while another – to r1 − r2 − 1.
Likewise one of the Z [1] factors should be proportional to r2, another to r2 − r1. We expect ZQ for all diagonal
composites to be products of 2|Q| differentials, i.e. to be of the order {q}2|Q| when A = qk with any k. Z-factors
for non-diagonal composites contain extra factors of {q}4 and are not expected to contribute up to the order
{q}6.
Explicit calculation for trefoil and, in fact, for arbitrary torus knot (since we expect this to be true for all
knots, not obligatory torus) gives:
HK[r1,r2] − 1
FK[1] · {q}
2
∣∣∣∣∣
A=qk
= (r1 − r2)(k + r1 − r2)(k − 1) + 2r2(k + r1)(k − 2) +O({q}). (55)
The splitting in two terms is consistent (or, perhaps, disctated) with vanishing conditions at r2 = 0 and r2 = r1.
We can now get rid of k and quantize this relation to get
Z
[1]′
[r1,r2]
+ Z
[1]′′
[r1,r2]
= [r1 − r2]Dr1−r2D−1 +
[r2][2(r1 − r2 + 1)]
[r1 − r2 + 1]
Dr1D−2 +O({q}
4) (56)
Note that after quantization the accuracy should increase to O({q}4). If we restrict ourselves to the particular
case of r2 = 1, then we loose vanishing conditions, and there is another option for splitting of the same quantity:
[r − 1]Dr−1D−1 +
[2r]
[r]
DrD−2 =
[r + 1]
[2][r]
(
[r − 1]Dr−2D0 + [r + 1]DrD−2
)
(57)
The second one was deduced from the pentad study in [14], but now we can suspect that correct is rather
the first one – though it does not admit a straightforward U -matrix formulation (the freedom to play with is
diagonal rescaling E → E ·diag(K) however allows to adjust E to match the modified Z-factors, which was done
for representation R = [2, 1] in the section 4.2). Note that even in (56) the right quantization rule 2 −→ [2r][r] at
its l.h.s. is dictated by equality with the r.h.s. of (57).
Now we can proceed to the next order, keeping in mind that the difference depends on the choice of
quantization in (56). Two representations [2] and [1, 1] contribute to the next order, and one can deduce
the expression for Z
[1,1]
[r1,r2]
, it consists of only one term:
Z
[1,1]
[r1,r2]
=
[r1 + 1][r2]
[2]
Dr1Dr2−1D−2D−3. (58)
Splitting the rest between three terms, corresponding to representation [2], turns out to be a challenging
problem which requires further investigation.
5 Conclusion
This letter describes the present situation and the newest achievements in the subject of Differential Expan-
sion of colored knot polynomials, which is a quantum deformation of binomial expansion for special polynomials
at q = 1, where
HKR (q = 1, A) =
(
HK[1](q = 1, A)
)|R|
=
(
1 + FK[1](q = 1, A) · {A}
2
)|R|
. (59)
There is no a priori reason for such a deformation to q 6= 1 to exist beyond single-line or single-row R, i.e.
beyond (anti)symmetric coloring — nothing to say about exact expression. Still, spectacular theory is already
developed for twist knots. We provided important evidence that those results can be extended to arbitrary
knots. Namely, the expansion remains just the same (structurally) for defect zero knots, and we explained how
to look for modifications in the case of knots with non-trivial defects: first study an example of two-bridge family
by just the same method, which was developed for twist knots, observe a spectacular new triangle structure and
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then employ it for extension beyond two bridges. Finally we discussed the non-trivial Z-factors from exhaustive
knowledge of trefoil, which is not only a twist knot, but a torus knot and thus has all colored knot polynomials
immediately available. Still extraction of DE structure for polynomials of trefoil is a highly non-trivial task,
but it can be resolved in steps, and we make a new important step on this line.
One can now consider in the same way various knots with different defects, various knot families and, most
importantly, more complicated representations than the simplest rectangular [2, 2] and non-rectangular [2, 1]
in this letter. Only full self-consistent picture with all representations R involved will provide the conclusive
evidence for DE and justify the choices, which one needs to make in particularly restricted cases. Still, this
letter illustrates once again that new steps can be made and keep DE revived even when problems and doubts
are mounting. Once again doubts are resolved and the road is open towards new challenges.
Acknowledgements
This work was partly supported by the Russian Science Foundation (Grant No.16-12-10344).
References
[1] S.-S. Chern, J. Simons, Ann.Math. 99 (1974) 48-69
[2] A. Belavin, A. Polyakov and A. Zamolodchikov, Nucl. Phys. B241 (1984) 333-380
A. Zamolodchikov, Al. Zamolodchikov, Conformal field theory and critical phenomena in 2d systems, 2009
Vl.Dotsenko and V.Fateev, Nucl.Phys. B240 (1984) 312-348
A.Gerasimov, A.Marshakov, A.Morozov, M.Olshanetsky, S.Shatashvili, Int.J.Mod.Phys. A5 (1990) 2495
L. Alvarez-Gaume, Helvetica Physica Acta 64 (1991) 361
P. Di Francesco, P. Mathieu and D. Senechal, Conformal Field Theory, Springer, 1996
A.Mironov, S.Mironov, A.Morozov, An.Morozov, Theor.Math.Phys. 165 (2010) 1662-1698, arXiv:0908.2064
[3] L. Alday, D. Gaiotto and Y. Tachikawa, Lett. Math. Phys. 91 (2010) 167197, arXiv:0906.3219
N. Wyllard, JHEP 0911 (2009) 002, arXiv:0907.2189
A. Mironov and A. Morozov, Nucl. Phys. B825 (2009) 137, arXiv:0908.2569
[4] A.M.Polyakov, Nucl.Phys.B, 1977, v. 120, p. 429
[5] J.W.Alexander, Trans.Amer.Math.Soc. 30 (2) (1928) 275-306
J.H.Conway, Algebraic Properties, In: John Leech (ed.), Computational Problems in Abstract Algebra,
Proc.Conf.Oxford, 1967, Pergamon Press, Oxford-New York, 329-358, 1970
V.F.R.Jones, Invent.Math. 72 (1983) 1; Bull.AMS 12 (1985) 103; Ann.Math. 126 (1987) 335
L.Kauffman,Topology 26 (1987) 395
P.Freyd, D.Yetter, J.Hoste, W.B.R.Lickorish, K.Millet, A.Ocneanu, Bull. AMS. 12 (1985) 239
J.H.Przytycki and K.P.Traczyk, Kobe J. Math. 4 (1987) 115-139
A.Morozov and A.Smirnov, Lett.Math.Phys. 104 (2014) 585-612, arXiv:1307.2576
A.Morozov, Theor.Math.Phys. 187 (2016) 447-454, arXiv:1509.04928
[6] E. Witten, Comm.Math.Phys. 121 (1989) 351-399
[7] H. Itoyama, A. Mironov, A. Morozov and An. Morozov, JHEP 2012 (2012) 131, arXiv:1203.5978
[8] A. Mironov, A. Morozov and An. Morozov, AIP Conf. Proc. 1562 (2013) 123, arXiv:1306.3197; Mod. Phys.
Lett. A 29 (2014) 1450183, arXiv:1408.3076
[9] S.Arthamonov, A.Mironov, A.Morozov, Theor.Math.Phys. 179 (2014) 509-542, arXiv:1306.5682
[10] N.M.Dunfield, S.Gukov and J.Rasmussen, math/0505662
[11] C. Bai, J. Jiang, J. Liang, A. Mironov, A. Morozov, An. Morozov, A. Sleptsov, Phys.Lett. B778 (2018)
197-206, arXiv:1709.09228
[12] N.Yu.Reshetikhin and V.G.Turaev, Comm. Math. Phys. 127 (1990) 1-26
E.Guadagnini, M.Martellini and M.Mintchev, Clausthal 1989, Procs.307-317; Phys.Lett. B235 (1990) 275
V. G. Turaev and O. Y. Viro, Topology 31, 865 (1992)
A.Morozov and A.Smirnov, Nucl.Phys. B835 (2010) 284-313, arXiv:1001.2003
A.Smirnov, Proc. of International School of Subnuclar Phys. Erice, Italy, 2009, arXiv:hep-th/0910.5011
13
[13] A.Mironov, A.Morozov, An.Morozov, in Memorial Volume for Max Kreuzer, arXiv:1112.5754; JHEP 03
(2012) 034, arXiv:1112.2654
A.Anokhina, A.Mironov, A.Morozov, An.Morozov, Adv.HighEn.Phys. 2013 (2013) 931830,
arXiv:1304.1486
S.Nawata, P.Ramadevi and Vivek Kumar Singh, arXiv:1504.00364
A. Mironov, A. Morozov, An. Morozov, P. Ramadevi, Vivek Kumar Singh, A. Sleptsov, JHEP 1507 (2015)
109, arXiv:1504.00371; arXiv:1601.04199
A. Mironov, A. Morozov, Nucl.Phys. B899 (2015) 395-413, arXiv:1506.00339
[14] A.Morozov, arXiv:2001.10254
[15] Ya.Kononov, A.Morozov, Mod.Phys.Lett. A Vol. 31, No. 38 (2016) 1650223, arXiv:1610.04778
[16] A.Morozov, Phys.Lett. B793 (2019) 464-468, arXiv:1903.00259
[17] A.Morozov, Nucl.Phys. B911 (2016) 582-605, arXiv:1605.09728; JHEP 1609 (2016) 135, arXiv:1606.06015;
MPLA 33 No. 12 (2018) 1850062, arXiv:1612.00422; Phys.Lett. B 766 (2017) 291-300, arXiv:1701.00359;
Phys.Lett. B778 (2018) 426-434, arXiv:1711.09277; Mod.Phys.Lett. A 33 (2018) 1850020, arXiv:1712.03647;
Phys.Lett. B 793 (2019) 116-125, arXiv:1902.04140; Eur. Phys. J. Plus 135 (2020) 196, arXiv:1906.09971
[18] Ya.Kononov, A.Morozov, JETP Letters 101 (2015) 831-834 (Pis’ma v ZhETF 101 (2015) 931-934),
arXiv:1504.07146
[19] M.Kameyama, S.Nawata, R.Tao, H.D.Zhang, arXiv:1902.02275
[20] A. Mironov, A. Morozov, A. Sleptsov, JHEP 07 (2015) 069, arXiv:1412.8432
[21] Ya.Kononov et al., to appear
[22] L. Bishler, Saswati Dhara, T. Grigoryev, A. Mironov, A. Morozov, An. Morozov, P. Ramadevi, Vivek
Kumar Singh A. Sleptsov, Pis’ma v ZhETF, 111, N9 (2020), arXiv:2004.06598
[23] M.Aganagic, Sh.Shakirov, arXiv:1105.5117; arXiv:1202.2489; arXiv:1210.2733
P.Dunin-Barkowski, A.Mironov, A.Morozov, A.Sleptsov, A.Smirnov, JHEP 03 (2013) 021, arXiv:1106.4305
I. Cherednik, arXiv:1111.6195
[24] J.Gu and H.Jockers, Commun.Math.Phys. 338 (2015) 393-456, arXiv:1407.5643
[25] A.Mironov, A.Morozov, An.Morozov, P.Ramadevi, V.K.Singh, JHEP 1507 (2015) 109, arXiv:1504.00371
S. Nawata, P. Ramadevi, V. K. Singh, arXiv:1504.00364
A. Mironov and A. Morozov, Phys.Lett. B755 (2016) 47-57, arXiv:1511.09077
A. Mironov, A. Morozov, An. Morozov, P. Ramadevi, V.K. Singh and A. Sleptsov, J.Phys. A: Math.Theor.
50 (2017) 085201, arXiv:1601.04199
[26] S.Nawata, P.Ramadevi and Zodinmawia, JHEP 1211 (2012) 157, arXiv:1209.1409; arXiv:1302.5143; JHEP
1401 (2014) 126, arXiv:1310.2240
[27] A. Mironov, A. Morozov, An. Morozov, P. Ramadevi, Vivek Kumar Singh, A. Sleptsov, J. Phys. A: Math.
Theor. 50 (2017) 085201, arXiv:1601.04199
[28] M.Rosso and V.F.R.Jones, J. Knot Theory Ramifications, 2 (1993) 97-112
X.-S.Lin and H.Zheng, Trans. Amer. Math. Soc. 362 (2010) 1-18 math/0601267
S.Stevan, Annales Henri Poincare´ 11 (2010) 1201-1224, arXiv:1003.2861
[29] A. Mironov, A. Morozov, An. Morozov, A. Sleptsov, JHEP 2016 (2016) 134, arXiv:1605.02313;
JETP Lett. 104 (2016) 56-61, Pisma Zh.Eksp.Teor.Fiz. 104 (2016) 52-57 arXiv:1605.03098
[30] http://knotebook.org/
14
