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Resumen
El tracking visual de objetos posee un gran interés en
multitud de aplicaciones como la robótica o la videovigi-
lancia. No obstante, mientras que estos campos demandan
sistemas capaces de seguir múltiples objetos en tiempo real,
gran parte de la investigación en visión por computador se
centra en el tracking de un único elemento. Como respuesta
a esta necesidad, en este artı́culo se presenta la arquitectu-
ra de un sistema capaz de aplicar eficientemente técnicas de
tracking individual a múltiples objetos en tiempo real. Para
esto, se propone la extracción global de las caracterı́sticas
del fotograma mediante una red neuronal convolucional,
seguida de un recorte de las distintas áreas de búsqueda de
los objetos. La operación de similaridad entre las citadas
áreas de búsqueda y la referencia de los objetos a seguir
se puede llevar a cabo tanto con una correlación cruza-
da como mediante una subred de propuestas de regiones.
El sistema propuesto ha sido evaluado en distintos conjun-
tos de datos, reportando tasas de precisión y robustez muy
competitivas a la par que alcanza velocidades superiores a
las de cualquier otro tracker de múltiples objetos basado en
aprendizaje profundo.
1. Introducción
El tracking visual de objetos es una disciplina cientı́fi-
ca perteneciente al campo de la visión por computador que
ha recibido una creciente atención durante los últimos años.
Su objetivo consiste en mantener la identidad de un obje-
to a lo largo de los fotogramas de un vı́deo, por lo que se
emplea en multitud de dispositivos de videovigilancia [53],
vehı́culos autónomos [32] y muchos otros sistemas de análi-
sis de vı́deo [66, 36]. No obstante, pese a que recientemente
se han realizado numerosos avances, siguen existiendo di-
ficultades a la hora de lidiar con factores como las oclusio-
nes o las deformaciones, resultando en soluciones aún más
complejas cuando son varios los objetos a seguir de forma
simultánea [59]. Actualmente, para el seguimiento de múlti-
ples objetos simultáneos en vı́deos se están utilizando dos
aproximaciones muy distintas: el tracking mediante detec-
ción y la instanciación de múltiples trackers individuales
basados en métricas de similaridad.
El tracking mediante detección consiste en ejecutar un
detector en cada fotograma del vı́deo que localice los obje-
tos en escena, para después asociar dichas detecciones defi-
niendo trayectorias y asignarles identificadores. Esto se ha-
ce posible gracias a los numerosos avances en detección vi-
sual de objetos [13, 46, 15, 37], los cuales han permitido
la creación de detectores visuales más precisos y veloces.
Este proceso de tracking se puede realizar tanto en lı́nea
(online) —empleando los fotogramas previos y el actual,
sin la necesidad de consultar imágenes relativas a instantes
futuros [58]—, como en diferido (offline) —procesando la
totalidad del vı́deo como un solo lote y obteniendo resulta-
dos sólo cuando ha sido analizado al completo—, cada uno
con sus ventajas e inconvenientes. Sin embargo, dado que
el tracking mediante asociación de detecciones tiende a ser
lento y requiere que el detector sea previamente entrenado
con las categorı́as a seguir —no se permite el seguimiento
de elementos arbitrarios—, se suelen utilizar otras aproxi-
maciones para el tracking de objetos individuales.
Los trackers visuales individuales se basan en el esta-
blecimiento del modelo de aspecto de un objeto arbitraria-
mente definido, para su comparación con cada uno de los
fotogramas del vı́deo. Este modelo puede ser generado a
partir del propio vı́deo, utilizando sus mismos fotogramas
como ejemplos [52], o bien de forma general, empleando
grandes bases de datos de vı́deos etiquetadas [5]. Indepen-
dientemente de si la similaridad ha sido definida de forma
offline, online o un hı́brido de ambas, dos alternativas han
sido las que han dominado el estado del arte en tracking in-
dividual: las basadas en filtros de correlación discriminantes
(DCF) y las que emplean técnicas de aprendizaje profundo.
Por lo general, los trackers visuales individuales destacan
por su precisión y velocidad en el seguimiento de objetos
arbitrarios. No obstante, sus arquitecturas no permiten el
tracking de múltiples elementos, por lo que debe instanciar-
se un tracker independiente por cada objeto seguido, provo-
cando un decremento exponencial de la velocidad del siste-
ma.
Para resolver estos problemas y habilitar el tracking vi-
sual de múltiples objetos arbitrarios simultáneos en tiempo
real, se propone el algoritmo SiamMT. SiamMT es un sis-
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tema de tracking visual totalmente convolucional y siamés,
con una extracción de caracterı́sticas global en todo el fo-
tograma. La mayor parte de los trackers individuales basa-
dos en el aprendizaje de métricas de similaridad llevan a
cabo el recorte y reescalado de un área de búsqueda sobre
el fotograma para localizar el objeto [5, 54, 34, 67, 33, 56].
Esta área de búsqueda de tamaño constante atraviesa una
red neuronal convolucional para extracción de caracterı́sti-
cas, comúnmente conocida como backbone. Tras esto, di-
chas caracterı́sticas se emplean en una capa posterior para
la obtención de la posición y dimensiones del objeto. La
desventaja de esta aproximación radica en que, en un esce-
nario con múltiples objetos, se deberá realizar este proce-
so por cada elemento a seguir, lo cual resulta inviable, ya
que la extracción de caracterı́sticas es la etapa más costosa
computacionalmente. De esta forma, aprovechando el he-
cho de que las áreas de búsqueda de los distintos objetos
normalmente se intersecan, este artı́culo aborda la novedo-
sa aproximación de efectuar una extracción global de las
caracterı́sticas de todo el fotograma, para realizar un poste-
rior recorte y reescalado de las mismas.
Ası́, SiamMT se basa en las técnicas de tracking visual
individual y las modifica para conseguir un seguimiento
preciso y en tiempo real de múltiples objetos. Las contribu-
ciones de este artı́culo se pueden resumir en los siguientes
puntos:
1. Se propone SiamMT, una red convolucional siamesa
que permite hacer el tracking de múltiples objetos en
tiempo real y de forma escalable.
2. Para el recorte y reescalado de caracterı́sticas obteni-
das a través de un backbone totalmente convolucio-
nal, se define una novedosa formulación basada en
RoiAlign [20].
3. Se alcanzan velocidades de inferencia superiores a las
de cualquier otro tracker de múltiples objetos basado
en aprendizaje profundo.
4. El sistema ha sido probado en distintos benchmarks,
demostrando una robustez y precisión equiparable a las
de otros trackers individuales.
2. Trabajo relacionado
La contribución principal de este artı́culo radica en la
aplicación de técnicas de tracking individual a múltiples ob-
jetos de forma eficiente y escalable. Es por esta razón que
resulta conveniente realizar un breve análisis previo sobre
estas materias.
2.1. Tracking de múltiples objetos
Como se ha mencionado anteriormente, la aproximación
por excelencia para el tracking de múltiples objetos consiste
en la asociación de detecciones [31]. Estos métodos, que
por lo general carecen de velocidad debido a los tiempos de
ejecución de los detectores y no permiten el seguimiento de
objetos arbitrarios, se dividen en sistemas de tracking offline
y sistemas de tracking online.
Tracking mediante detección offline. Los trackers me-
diante detección offline destacan por su precisión y toleran-
cia ante errores del detector, siendo la velocidad de procesa-
do la mayor de sus desventajas. Dentro de esta categorı́a, los
métodos más populares a dı́a de hoy son los basados en re-
des de flujos [44, 3], los basados en modelos probabilı́sticos
en grafos [61, 1, 41] y aquellos que particionan un grafo
mediante programación binaria de enteros u optimización
de cliques mı́nimos [29, 65]. También es posible destacar
las aproximaciones basadas en discriminación de la aparien-
cia [62, 26], que aprovechan el aspecto del objeto para llevar
a cabo las asociaciones, y los algoritmos clásicos de asocia-
ción conjunta de datos probabilı́sticos (JPDA) [48, 14]. En
general, este tipo de métodos se suelen aplicar sobre vı́deos
almacenados en bases de datos con el fin de extraer informa-
ción adicional, o sobre secuencias capturadas y procesadas
a intervalos regulares.
Tracking mediante detección online. Por otra parte, los
trackers mediante detección online permiten el procesado
de vı́deo en streaming empleando técnicas de naturaleza
más local. Esto les permite alcanzar velocidades de proce-
samiento cercanas al tiempo real, pero a costa de disminuir
su precisión. Dentro de esta categorı́a, es posible encontrar
sistemas que hacen uso de particionamiento de grafos [49],
ası́ como de discriminación de la apariencia [42, 8] o de
múltiples hipótesis [64]. Además, recientes aproximaciones
basadas en aprendizaje profundo están demostrando poten-
tes capacidades de asociación de detecciones, con robustez
frente a oclusiones totales prolongadas y reidentificación de
los objetivos [40, 63, 57]. Este tipo de trackers resultan pro-
metedores para su uso en multitud de aplicaciones, pero aún
requieren solventar el problema de la velocidad del detector
para permitir su uso en sistemas en tiempo real.
2.2. Tracking de objetos individuales
Los trackers visuales individuales definen el modelo de
aspecto del objeto arbitrario a seguir, cuya localización y
dimensiones son proporcionadas para el primer fotograma
de la secuencia. Tras esto, dicho modelo es comparado, fo-
tograma a fotograma, con la región de búsqueda en la que
se espera encontrar el objeto, para ası́ actualizar sus coorde-
nadas y tamaño. Esto permite que los trackers individuales
sean muy precisos y rápidos. Las alternativas predominan-
tes para realizar este tracking individual se encuentran ba-
sadas en filtros de correlación discriminantes (DCF) o en
técnicas de aprendizaje profundo.
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Tracking individual mediante filtros de correlación dis-
criminantes. Los trackers basados en DCF predicen la
posición del objeto entrenando un filtro que distingue entre
el elemento de interés y el fondo de la escena. Sus prime-
ras versiones se centraban en una única caracterı́stica y un
solo filtro por objeto seguido [6]. No obstante, se fueron lle-
vando a cabo mejoras en la precisión con la incorporación
de caracterı́sticas multidimensionales [11] tales como his-
togramas de gradientes orientados (HOG) [9] y color, im-
plementando estimadores de escala [10] y otras extensiones
como kernels no lineales [22] o componentes de memoria a
largo plazo (long-term) [38].
Tracking individual mediante aprendizaje profundo.
Por otro lado, los trackers basados en deep learning em-
plean redes neuronales convolucionales (CNNs) profundas,
siendo dos las aproximaciones dominantes: el aprendizaje
de métricas de similaridad y el aprendizaje especı́fico del
dominio.
Mediante el aprendizaje de métricas de similaridad, se
busca entrenar un operador que indique la posición del ob-
jeto en un área de búsqueda del fotograma a partir de su
aspecto inicial. Una de las primeras arquitecturas basadas
en este concepto es SiamFC [5], que utiliza una red siamesa
convolucional para la extracción de las caracterı́sticas de las
imágenes, seguida de un operador de correlación cruzada
para su combinación. El principal atractivo de este concep-
to radica en que permite el seguimiento a altas velocidades
de objetos individuales de cualquier clase. Es por esto por
lo que han ido apareciendo diversas mejoras sobre la arqui-
tectura original, posibilitando la actualización en lı́nea del
modelo [54, 16], empleando técnicas de propuestas de re-
giones para permitir la regresión del marco delimitador del
objeto [34], incluyendo un sistema de supresión de los dis-
tractores [67] o incluso incorporando información de seg-
mentación [56].
Relativo al tracking mediante aprendizaje especı́fico del
dominio, es posible destacar MDNet [43], el cual propone
una red unificada con distintas etapas finales adaptadas para
cada vı́deo de entrenamiento. En el momento de la inferen-
cia, todas las capas especı́ficas del dominio se suprimen,
construyéndose una única capa que se ajusta online durante
el tracking para adaptarla al nuevo vı́deo.
Cabe subrayar que los avances en la robustez y la exac-
titud de los sistemas de tracking se han ido llevando a ca-
bo a expensas de decrementar su velocidad, partiendo de
172 fps en [9] hasta 2 fps para MFT [2], el ganador del reto
Short-Term Visual Object Tracking (VOT) 2018 [27]. Este
aumento en el coste computacional presenta serias limita-
ciones a la hora de usar los trackers más avanzados del esta-
do del arte en aplicaciones que requieren de procesamiento
en tiempo real. Además, el problema se agrava cuando en-
tre los objetivos se encuentra el de seguir múltiples objetos
simultáneamente.
3. Arquitectura de la red
Para el diseño de la arquitectura de la red, se ha tomado
como punto de partida el tracker SiamFC [5], el cual utili-
za métricas de similaridad aprendidas mediante aprendizaje
profundo para el seguimiento de objetos individuales a un
elevado número de fotogramas por segundo. Para permitir
el tracking de múltiples objetos, la arquitectura de dicha red
ha sido modificada, incluyendo un módulo de recorte y re-
escalado de las caracterı́sticas globales del fotograma. Por
último, para ofrecer una solución con una mayor velocidad
por objeto, se ha sustituido la operación de fusión de carac-
terı́sticas por la red de propuesta de regiones (RPN) presen-
tada en [34].
3.1. Arquitectura de red de SiamFC
La arquitectura de red de SiamFC se encuentra descrita
en la Figura 1(a). Esta obtiene la posición actual del obje-
to mediante la comparación de una imagen de ejemplo del
mismo con el fotograma actual. Es por esto que la primera
acción necesaria para el tracking consiste en la creación de
dicha imagen ejemplar mediante un operador de recorte y
reescalado >. Esta imagen es extraı́da del primer fotograma
en el que se puede reconocer el objeto, y consiste en el área
delimitadora que contiene al elemento más un margen de
contexto, todo ello escalado a un área de 127×127 pı́xeles.
Una vez obtenida la imagen ejemplar, es posible reali-
zar el tracking del objeto fotograma a fotograma, el cual se
efectúa sobre un área de búsqueda centrada en la última po-
sición conocida del mismo. La extracción de esta área se
lleva a cabo de forma muy similar a la obtención de la ima-
gen ejemplar en el primer fotograma, solo que abarcando
una zona mayor y siendo escalada a 255×255 pı́xeles. De
este modo, esta imagen reescalada siempre posee la misma
proporción con respecto al tamaño del objeto.
Ası́, partiendo de la imagen ejemplar y del área de
búsqueda, se realiza la extracción de sus caracterı́sticas me-
diante ϕ, una red siamesa y totalmente convolucional —sin
padding— basada en AlexNet [28]. Los 256 canales de ca-
racterı́sticas obtenidos como resultado son comparados me-
diante un operador de correlación cruzada ?, generando un
mapa de valores de tamaño 17×17 que indica la probabili-
dad de que el objeto se encuentre en cada sección del área
de búsqueda. El hecho de que no se incluya padding en nin-
guna de las convoluciones es de especial relevancia ya que,
si se rellenaran los bordes de los tensores con ceros para
que el centro del kernel alcanzara las esquinas, se estarı́a
perdiendo la invarianza estricta frente a traslaciones propia
de estas operaciones [33].
Para mejorar la interpretación del mapa de valores, se
realiza un sobremuestreo bicúbico del mismo a 272×272
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(a) Arquitectura de red de SiamFC.
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(b) Arquitectura de red de SiamMT.
Figura 1: Arquitecturas de red de (a) SiamFC y (b) SiamMT durante la fase de inferencia. SiamMT extrae las caracterı́sticas del fotograma
al completo mediante un backbone ϕ, lo que le permite aprovechar las computaciones de los objetos cercanos entre sı́. Tras esto, se recortan
y reescalan las caracterı́sticas de las distintas áreas de búsqueda mediante el operador >Ψ, el cual se basa en RoiAlign [20]. Por último,
estas caracterı́sticas se combinan con las de sus respectivos ejemplares mediante una correlación cruzada por pares ?Ψ, obteniendo unos
mapas de valores que indican las nuevas posiciones de los N objetos. En ambos casos, el alto y el ancho del fotograma de entrada no se
encuentran prefijados.
alejadas del centro. De esta forma, seleccionando el ele-
mento de mayor valor de la matriz y trasladando sus coor-
denadas al fotograma original, es posible obtener la nueva
posición del objeto seguido. Con la finalidad de permitir la
detección de los cambios de tamaño del objeto, este proceso
se lleva a cabo utilizando un área de búsqueda a 3 escalas
diferentes.
3.2. Modificación de la arquitectura de SiamFC a
múltiples objetos
La arquitectura de red de SiamFC fue modificada para su
adaptación a múltiples objetos, tal y como se recoge en la
Figura 1(b). A continuación, se destacan los cambios más
relevantes.
Extracción global de caracterı́sticas. La primera modi-
ficación consiste en la supresión del módulo > de recorte y
reescalado de imagen. De esta forma, en SiamMT, el pri-
mer paso en el proceso de inferencia consiste en la extrac-
ción de todas las caracterı́sticas del fotograma mediante el
backbone ϕ basado en AlexNet [28]. Este cambio, si bien
da lugar a que el coste computacional general sea mayor
para un solo objeto —puesto que los fotogramas acostum-
bran a ser mayores de 255 px2—, permite la reutilización
de caracterı́sticas cuando son varios los elementos a seguir.
Dicha reutilización resulta crucial para la escalabilidad del
sistema, ya que el cálculo de caracterı́sticas es la operación
más costosa de toda la arquitectura y su realización por ob-
jeto resulta inviable.
Recorte y reescalado de caracterı́sticas. Tras la extrac-
ción de caracterı́sticas global, se hace necesario preparar los
distintos tensores para su comparación mediante el opera-
dor de similaridad. En una primera aproximación, podrı́a
parecer suficiente la correlación directa de las caracterı́sti-
cas de todo el fotograma con las de cada ejemplar. Sin
embargo, esto no resulta factible en un entorno en el que
los objetos a seguir sufren cambios de escala. La razón se
debe a que los principales trackers mediante similaridad
[5, 54, 16, 34, 67, 56] poseen una tolerancia relativamen-
te baja frente a las discrepancias entre el tamaño del ob-
jeto en la imagen de ejemplo y en el área de búsqueda —
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soportando una diferencia máxima de hasta un 15% [56]—.
Es por esto por lo que se debe ir adaptando la región repre-
sentada en el área de búsqueda con cada paso de inferencia,
incrementándola o decrementándola para que el tamaño del
objeto sea siempre constante.
Para permitir una correcta gestión de la escala de los ob-
jetos, la aproximación tomada en este artı́culo consiste en
el recorte y reescalado de las caracterı́sticas del fotograma
que representan el área de búsqueda de cada elemento. Es-
tas operaciones, si bien resultan inmediatas sobre imágenes,
poseen una complejidad especial al ser efectuadas sobre ca-
racterı́sticas. La primera propuesta para llevar a cabo esta
tarea surge con RoiPool [15], que hace el recorte de una re-
gión de coordenadas discretas mediante la asignación de un
voxel por cada celda —el mayor valor de todos los abar-
cados en la celda, por ejemplo—. Como sucesora, buscan-
do una mayor precisión, surge RoiAlign [20], que evita las
cuantificaciones y calcula los valores de cada celda median-
te la agregación —máximo o media— de 4 vóxeles interpo-
lados bilinealmente [25] tomados como muestra. Siguiendo
esta lı́nea, la operación >Ψ, implementada en SiamMT pa-
ra el recorte y reescalado de caracterı́sticas, es una variación
de RoiAlign con una única muestra por celda. Esto permite
mantener la velocidad de inferencia a la vez que se obtienen
valores más precisos y representativos que con RoiPool, ya
que el objetivo final es reconstruir la información que se
obtendrı́a de la extracción directa de caracterı́sticas de cada
región reescalada.
Cálculo de coordenadas en caracterı́sticas. Para el co-
rrecto cálculo de la región de interés, es necesario aplicar
una modificación adicional a la operación de recorte de ca-
racterı́sticas >Ψ. En RoiPool y RoiAlign, la transformación
entre las coordenadas en la imagen y las coordenadas en
caracterı́sticas se realiza mediante una simple multiplica-
ción de las coordenadas en pı́xeles por la escala espacial del
backbone —calculada como el cociente entre las dimensio-
nes del tensor de salida y el de entrada de la red—. Esto, si
bien funciona cuando los extractores de caracterı́sticas son
arquitecturas como VGG, ResNet o ResNeXt [51, 21, 60],
resulta erróneo si la red utilizada carece de padding, como
es el caso de la AlexNet en [5]. Ası́, es necesario emplear
una transformación adicional, y realizar el cálculo de la es-
cala espacial considerando el tamaño efectivo del tensor de
entrada.
Denominamos tamaño efectivo de un tensor T a las di-
mensiones que tendrı́a el tensor de entrada T ′ que, tras
atravesar el backbone ϕ haciendo uso de padding tipo SA-
ME [12] en todas sus operaciones, produce una salida τ ′ de
las mismas dimensiones que el tensor T al atravesar dicha
red ϕ sin el uso de padding. Sabiendo que el padding p de
tipo SAME se calcula siguiendo la lógica mostrada a con-
tinuación, para una operación de stride s con un kernel k
sobre una entrada de tamaño n:
p =
{
max(k − s, 0), si (n mod s) = 0
max(k − (n mod s), 0), si (n mod s) 6= 0
(1)
es posible demostrar que todo tensor T de tamaño N tendrá
un tamaño efectivo deN−K+S, siendoK y S los tamaños
globales de filtro y stride del backbone ϕ, respectivamente.
De este modo, dadas unas coordenadas de entrada en pı́xe-
les xi, sus respectivas coordenadas en caracterı́sticas xf se
calcularán como se muestra a continuación:
xf = (xi − b(K − S)/2c) ·
(N −K)/S + 1
N −K + S
(2)
Esta naturaleza en la transformación de coordenadas per-
mite descubrir dos fenómenos que, de lo contrario, pasarı́an
desapercibidos:
En la arquitectura SiamFC, el tamaño del objeto repre-
sentado en las caracterı́sticas ejemplares es superior al
tamaño del tensor que las contiene (Figura 2(a)). Esto
significa que, a la hora de realizar las comparaciones,
la red únicamente tiene en cuenta una región central
del elemento. Si bien los vóxeles de los extremos han
tenido acceso a información contextual de las seccio-
nes restantes del objeto, su peso podrı́a no ser suficien-
te.
En la arquitectura SiamMT, no se puede hacer el re-
corte de las regiones en caracterı́sticas utilizando como
referencia los tamaños de las mismas en el fotograma
(Figura 2(b)). Esto se debe a que el cociente del ta-
maño de los tensores destino del reescalado es distinto
al de SiamFC, lo que harı́a que en SiamMT el área
de búsqueda y el ejemplar tuvieran distintos factores
de escala. Como se comentó anteriormente, este tipo
de discrepancias en el tamaño de los objetos compara-
dos resultarı́an altamente perjudiciales para el correcto
desempeño de la red.
De este modo, la solución propuesta en SiamMT para
resolver estos dos fenómenos consiste en el cálculo de las
regiones sobre las caracterı́sticas, no sobre el fotograma, y
sin utilizar ningún margen para el ejemplar, pues sus vóxe-
les ya contienen información contextual. Ası́, tal y como se
puede ver en la Figura 2(c), al final del proceso se obtienen
2 objetos del mismo tamaño y sin pérdida de información.
Operador de similaridad. Por último, resulta de especial
interés la reformulación de la operación de fusión de carac-
terı́sticas utilizada al final de la arquitectura. Esto se debe a
que, tal y como se encuentra definida en la mayor parte de
los frameworks de deep learning, una operación de correla-
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(b) Evolución del tamaño del objeto en una versión de SiamMT
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(c) Evolución del tamaño del objeto en SiamMT, que calcula las
regiones sobre las caracterı́sticas del fotograma con un contexto
c = 0.
Figura 2: Comparativa de la evolución del tamaño de un objeto de
33 × 33 pı́xeles para distintas arquitecturas. El objeto y sus ca-
racterı́sticas se representan en color gris, mientras que las regiones
comprendidas dentro de la imagen ejemplar y del área de búsqueda
se representan en verde y rojo, respectivamente.
tensores de entrada. Si se desea llevar a cabo la compara-
ción de varios kernels y tensores 2 a 2, como es el caso en
SiamMT, habrı́a que replicar dicha operación a lo largo del
tamaño de batch, lo cual resulta ineficiente computacional-
mente, como se puede ver en la Figura 9(a). Como solución,
aprovechando las cualidades de las arquitecturas GPGPU,
se propone el uso de la correlación cruzada por pares ?Ψ,
descrita en el Algoritmo 1.
La operación de similaridad presentada toma como en-
tradas las caracterı́sticas deN ejemplares y las de sus áreas
de búsqueda. Cabe destacar que el tensor de ejemplares de-
berá contar con una dimensión adicional oE . Esta dimensión
normalmente tendrá un tamaño 1, pero podrá ser extendida
para la obtención de varios canales de salida, lo cual resulta
Algoritmo 1: Correlación cruzada por pares.
Entrada: Un tensor A con las caracterı́sticas de N
áreas de búsqueda, de dimensiones
[N , hA, wA, cA], y un tensor E con las
caracterı́sticas de N ejemplares para
obtener oE canales de salida, de
dimensiones [N , hE , wE , cE , oE ].
Salida: Un tensor S, de dimensiones
[N , hA − hE + 1, wA − wE + 1, oE ], con el
valor de la correlación cruzada entre los
tensores de entrada para cada objeto, usando
el contenido de E como kernel.
1 Algoritmo XCorrPorPares(A, E)
2 I ← permuta(A, [1, 2, 0, 3])
3 I ← dimensiona(I, [1, hA, wA,N · cA])
4 K ← permuta(E , [1, 2, 0, 3, 4])
5 K ← dimensiona(K, [hE , wE , cE · N , oE ])
6 P ← XCorrEnProfundidad(I, K)
7 S ← dimensiona(P ,
8 [hA−hE +1, wA−wE +1,N , cE , oE ])
9 S ← permuta(S, [2, 0, 1, 3, 4])
10 S ← sumaDimension(S, 3)
11 devolver S
muy útil cuando se trabaja con anchors [47].
La correlación cruzada por pares se hace posible gracias
a las propiedades de la correlación cruzada bidimensional
en profundidad [17]. Esta toma como entradas un tensor
tetradimensional I y un conjunto de filtros bidimensiona-
les K, y aplica oE filtros bidimensionales distintos a cada
uno de los canales de entrada de cada batch de I. Orga-
nizando de forma apropiada las caracterı́sticas de entrada
A y E —mediante permuta, que reordena las dimensio-
nes de los tensores, y mediante dimensiona, que modifi-
ca su forma manteniendo sus valores—, es posible obtener
unos tensores I y K de dimensiones [1, hA, wA,N · cA] y
[hE , wE , cE · N , oE ], respectivamente. Estos, tras atravesar
la operación de correlación cruzada bidimensional en pro-
fundidad (XCorrEnProfundidad), generarán una sali-
da P con un único batch y N · cE · oE canales, que con-
tendrán el valor de la correlación cruzada por pares sin agre-
gar. Finalmente, tras reorganizar la forma y dimensiones
de P , este es sumado a lo largo de su tercera dimensión
(sumaDimension), lo que se corresponderı́a con la agre-
gación de los cE canales de cada filtro en una correlación
tradicional.
Esta nueva operación, matemáticamente equivalente a
aplicar ? por pares, tiene un gran impacto en la velocidad
de la arquitectura, permitiendo su escalabilidad a varias de-
cenas de objetos. Si se deseara utilizar padding en la corre-
lación, el redimensionado del tensor de salida deberı́a ser
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ligeramente modificado.
3.3. Detección de la escala mediante RPN
Puesto que se encuentra basado en la arquitectura de
SiamFC, SiamMT hereda su metodologı́a de detección del
cambio de escala. Esta consiste en el uso de varias áreas
de búsqueda por objeto, cada una de ellas representando al
elemento con un tamaño ligeramente diferente. Ası́, tras la
fusión de caracterı́sticas, el mapa de valores con las proba-
bilidades más altas indicará la escala en la que se encuentra
mejor representado el estado actual de cada objeto.
Dado que se emplean 3 áreas con escalas distintas, todas
las operaciones a realizar por cada elemento se verán tripli-
cadas, lo cual supone un coste computacional elevado. Para
evitar esto, se propone una variante de SiamMT que susti-
tuye la operación de correlación cruzada final por la red de
propuesta de regiones (RPN) presentada en [34]. Con es-
ta arquitectura, se hace innecesaria la creación de múltiples
áreas de búsqueda por objeto, pues un regresor se encargará
de detectar las variaciones de escala de cada uno de los mis-
mos.
El funcionamiento de una red RPN se basa en el uso de
una serie de plantillas denominadas anchors. Estas son un
conjunto de rectángulos de diferentes escalas y relaciones
de aspecto que se deslizan a través del área de búsqueda.
De esta manera, el objetivo de la red consiste en predecir la
probabilidad de que cada anchor contenga o no al objeto y
redefinir su tamaño y localización de forma acorde.
Tal y como se puede ver en la Figura 3, la subred RPN
utilizada cuenta con 2 ramas: una para la clasificación entre
fondo y objeto, y otra para la regresión del cuadro delimita-
dor (bounding box). El primer paso a llevar a cabo en cada
rama consiste en la aplicación de filtros de convolución ∗
sobre las caracterı́sticas extraı́das. Siendo k el número de
anchors considerados por la RPN, se ajusta el número de
canales de los ejemplares a 256 · 2k para la clasificación y a
256·4k para la regresión, mientras que el número de canales
de las áreas de búsqueda no se varı́a.
Tras esto, se aplica una operación de correlación cruzada
para la fusión de las caracterı́sticas de cada rama que, en el
caso de SiamMT, se implementa mediante el Algoritmo 1.
De este modo, se genera un tensor de 2k canales al final de
la rama de clasificación —con 2 elementos por anchor para
codificar la probabilidad de objeto y fondo— y un tensor de
4k canales al final de la rama de regresión —con 4 elemen-
tos por anchor para codificar la posición y tamaño—.
En el extremo de la red, mediante el análisis de los ten-
sores resultantes, se hace posible calcular el nuevo cuadro
delimitador de cada objeto seguido. Para esto, primeramen-
te se aplica una función softmax sobre los valores de la cla-
sificación, obteniendo las probabilidades de aparición del
objeto para cada posición y anchor. Seguidamente, los va-
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Figura 3: Estructura de la capa RPN. Se compone de dos ramas
que toman como entradas las caracterı́sticas deN ejemplares y de
sus respectivas áreas de búsqueda. Al final de la rama de clasifica-
ción, se obtienen 2k valores por cada elemento y posición posible
en el área de búsqueda, los cuales codifican la probabilidad para
objeto y fondo. Al final de la rama de regresión, son 4k los valo-
res reportados por cada localización y objeto, los cuales ajustan la
posición y tamaño del anchor.
generando las distintas propuestas de la RPN.
Si consideramos el conjunto de los anchors como
ANC = {(xian, yian, wian, hian)i∈[0,w·h·k)} y los valo-
res de regresión obtenidos para un objeto como REG =
{(dxireg, dyireg, dwireg, dhireg)i∈[0,w·h·k)}, para cada po-
sición y combinación de escala y ratio i, se obtendrá el cua-



















Tras hacer esto y penalizar los grandes desplazamientos
y los cambios de escala y forma, se aplica supresión de los
no máximos (non-maximum suppression) sobre los cuadros
delimitadores con la mayor probabilidad de objeto, obte-
niendo ası́ la nueva posición y tamaño de cada elemento.
3.4. Entrenamiento del sistema
La extracción global de caracterı́sticas de un fotograma
es un proceso costoso. Es por esto que el entrenamiento del
sistema parte de la versión de la arquitectura para tracking
individual. Ası́, durante el entrenamiento, se realiza primero
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el recorte de las imágenes sobre el fotograma para la poste-
rior extracción de sus caracterı́sticas, seguido de su fusión
mediante correlación cruzada o RPN. Esto permite no sólo
agilizar el proceso de entrenamiento, sino mermar los requi-
sitos computacionales y de almacenamiento, pues se podrá
realizar una curación previa de los vı́deos y guardar única-
mente las imágenes ejemplares y de área de búsqueda ya
recortadas y escaladas. En función de la operación de simi-
laridad utilizada, se empleará una función de coste distinta.
Correlación cruzada. Tal y como se describe en [5], la
función de coste se calcula como la entropı́a cruzada sig-
moide entre la predicción para un objeto lg y el mapa de
valores esperado gt, denominado groundtruth:
loss = max(lg, 0)− lg · gt+ log(1 + e−|lg|) (4)
Este groundtruth es una matriz bidimensional con los ejem-
plos positivos en un área de radio R en torno al centro c
del tensor. Teniendo en cuenta el stride k de la red, el va-




+1, si k ‖u− c‖ ≤ R
−1, si k ‖u− c‖ > R
(5)
Puesto que la red es totalmente convolucional, no existe
el riesgo de que se vea sesgada hacia el centro del área de
búsqueda.
RPN. El cálculo del error cuando se emplea la RPN como
operador de similaridad es el descrito en [34]. Para la rama
de clasificación, se emplea una función de coste muy similar
a la utilizada con la fusión mediante correlación cruzada. En
este caso, el groundtruth es una matriz tridimensional cuyas
clases positivas se corresponden con los anchors cuya inter-
sección sobre la unión (IoU) con el objeto es superior a un
umbral thhi, fijado a 0,6. Las clases negativas serán aque-
llas con un IoU inferior a thlo, establecido en 0,3, y el resto
de elementos no aportarán valor al coste. La comparación
entre groundtruth y predicciones se realizará tal y como se
ha descrito previamente en la Ecuación 4.
El error en la rama de regresión es el mismo que se utili-
za en [47]. Ası́, siendo Ax, Ay , Aw, Ah el punto central
y forma de los anchors, y Gx, Gy , Gw, Gh la localiza-
ción y dimensiones del cuadro delimitador groundtruth, los
parámetros considerados como correctos se calcularán co-
















Una vez realizado esto, el error en cada componente se
podrá computar como la diferencia x entre los parámetros
del groundtruth y los valores de predicción, modelado por




0,5σ2x2, si |x| < 1σ2




Finalmente, el error total se calcula como la suma del
error de clasificación y el error de regresión multiplicado
por un parámetro λ de balanceo, que acostumbra a ser 1,2.
Fine-tuning de los pesos para inferencia múltiple. Una
vez entrenada la red base, se extraen sus pesos aprendidos
y se inyectan en SiamMT, siendo ya posible el tracking de
múltiples objetos. Sin embargo, puede realizarse un proce-
so final de ajuste fino —comúnmente conocido como fine-
tuning— para adaptar las últimas capas de la red a la ope-
ración de recorte y reescalado de caracterı́sticas, empleando
las mismas funciones de coste anteriormente descritas. Para
esto, hay que tener en cuenta una consideración adicional,
y es que las caracterı́sticas representadas dentro del área de
búsqueda deberán tener un tamaño con un componente alea-
torio. Esto se debe a que, durante el entrenamiento de la ar-
quitectura individual, las imágenes previamente recortadas
de áreas de búsqueda y ejemplares pasan por un proceso de
data augmentation. Este, entre otras transformaciones, las
reescala ligeramente, logrando que la red gane tolerancia
frente a estos fenómenos. No obstante, durante el entrena-
miento de la red final, estas transformaciones se aplican so-
bre el fotograma al completo, haciendo que la operación de
similaridad siempre reciba las caracterı́sticas de un área de
búsqueda perfectamente recortada y reescalada. Ası́, de no
aplicar una variación aleatoria al proceso de recorte en ca-
racterı́sticas, la red aprenderı́a que el objeto a buscar posee
un cuadro delimitador con un área constante, cuando duran-
te el tracking esto no es ası́.
4. Experimentos
En esta sección se evalúan las caracterı́sticas de SiamMT
bajo distintos escenarios. Los experimentos fueron reali-
zados en un sistema con un Intel Xeon E52609, 16 GB
de memoria RAM DDR3 y una NVIDIA Quadro P6000.
El framework de aprendizaje automático escogido fue
TensorFlow.
4.1. Detalles de implementación
Extractor de caracterı́sticas. La arquitectura concreta
del backbone utilizado se encuentra recogida en la Ta-
bla 1. Este incorpora una función de activación no li-
neal ReLU [18] tras cada convolución —a excepción de
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Capa Kernel Filtros Stride Canales
input ×3
conv1 11× 11 96 2 ×96
pool1 3× 3 2 ×96
conv2 5× 5 256 1 ×256
pool2 3× 3 2 ×256
conv3 3× 3 384 1 ×384
conv4 3× 3 384 1 ×384
conv5 3× 3 256 1 ×256
Tabla 1: Estructura de capas del extractor de caracterı́sticas. Su
configuración es similar a la fase convolucional descrita en [28],
solo que eliminando los grupos y el padding.
la última—, y batch normalization [24] durante el entre-
namiento tras cada capa. Resulta de especial importancia
recalcar que no se introduce padding en la red, pues esto
darı́a lugar a que dejara de ser totalmente convolucional [5].
La elección del backbone es un aspecto determinante en
el rendimiento de la red. Ası́, si bien otras arquitecturas del
estado del arte como ResNet [21] o MobileNet [23] permi-
tirı́an obtener resultados más precisos, supondrı́an una ve-
locidad de inferencia mucho inferior, equiparable a la de un
detector. Esta es la razón por la que se ha escogido un ex-
tractor de caracterı́sticas inspirado en AlexNet [28], puesto
que ofrece el backbone basado en aprendizaje profundo con
el menor coste computacional de los propuestos hasta la fe-
cha [7].
Tamaño del ejemplar y del área de búsqueda. Si se de-
nota el tamaño del cuadro delimitador de un objeto como
(w, h), la imagen ejemplar del mismo se corresponderá con
la región de tamañoA×A centrada en su localización. Con-
siderando un factor de contexto c, este tamaño se define tal
y como se muestra a continuación:
(w + c(w + p))× (h+ c(w + p)) = A2 (8)
Tras llevar a cabo el recorte de la región del ejemplar,
esta es reescalada al tamaño del tensor destino. En los ca-
sos en los que el recorte y reescalado se efectúan sobre una
imagen, c se fija a 0,5 y el reescalado se hace a 127 × 127
pı́xeles. No obstante, cuando los cálculos se hacen directa-
mente sobre caracterı́sticas, un c de 0 con un tensor destino
de 6 × 6 unidades son los valores de los hiperparámetros
que ofrecen los mejores resultados.
De forma muy similar, el tamaño del área de búsqueda
se calcula como el cociente entre su tensor destino y el ten-
sor destino para el ejemplar, multiplicado por la región de
recorte del ejemplar. En los casos en los que el recorte se ha-
ce sobre una imagen, el tensor destino tiene un tamaño de
255 × 255, mientras que con recortes sobre caracterı́sticas,
se escoge un tensor de 22× 22 unidades.
Proceso de entrenamiento. Para el entrenamiento del
sistema, se ha empleado la base de datos de vı́deos facilitada
por el ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) [50], la cual contiene cerca de 5.000 secuencias,
con un total de más de un millón de fotogramas etiqueta-
dos. Si bien esta parece una gran cifra, resulta una cantidad
de imágenes moderada si se compara con otros datasets.
Es por esto que el siguiente paso en la evolución del siste-
ma consistirá en incorporar al entrenamiento las bases de
datos Youtube-BB [45], ImageNet Detection [50] y COCO
Detection [35], multiplicando por 8 el número de ejemplos
actual. Durante el entrenamiento, se emplea Descenso de
Gradiente Estocástico (SGD) con momento para la minimi-
zación de la función de error, a lo largo de 50 épocas con
50.000 ejemplos cada una. En el caso de la operación de si-
milaridad mediante correlación cruzada, se utilizan batches
de tamaño 8, partiendo de una tasa de aprendizaje de 10−2
que es disminuida exponencialmente hasta 10−5. Para la fu-
sión de caracterı́sticas mediante RPN, se utilizan batches de
tamaño 16, con una tasa de aprendizaje disminuida expo-
nencialmente desde 10−2 hasta 10−6. En ambos casos, se
parte de un backbone preentrenado para el etiquetado de
ImageNet, lo cual facilita el aprendizaje del modelo.
Proceso de inferencia. La fase de inferencia busca ser lo
más minimalista posible, para ası́ alcanzar altas velocidades
en el tracking. Para lograr esto, las caracterı́sticas de cada
ejemplar se extraen al comienzo del proceso y se reutilizan a
lo largo del mismo. De este modo, se reduce en gran manera
la cantidad de operaciones a realizar, además de que esta
aproximación permite formular el tracker como un one-shot
detector. Adicionalmente, se ha podido comprobar que la
actualización del ejemplar con métodos simples no supone
una mejora sustancial en la calidad del tracking.
Cuando se emplea la correlación cruzada como método
de fusión de caracterı́sticas, se realiza la búsqueda del obje-
to a lo largo de 3 escalas, con una diferencia de un 3,75%
entre sı́. En el caso de la RPN, se utilizan anchors con ra-
tios de [0,33; 0,5; 1; 2; 3] a una única escala, pues el tamaño
del objeto no cambiará sustancialmente de un fotograma al
siguiente. En ambos casos, se emplea un factor de amor-
tiguamiento del 35% para suavizar las actualizaciones de
tamaño.
4.2. Evaluación de la calidad de tracking
El tracking por detección se encuentra fuertemente arrai-
gado en el ámbito del seguimiento de múltiples objetos.
Tanto es ası́ que todos los benchmarks de esta ı́ndole ofre-
cen un conjunto de detecciones como base, siendo el re-
to la correcta asociación de las mismas [4, 30, 39]. Puesto
que SiamMT no hace uso de información de detección pa-
ra su funcionamiento, su evaluación se ha realizado sobre
benchmarks de tracking individual. Concretamente, se han
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considerado OTB-2015 y VOT-2018 [59, 27].
Ası́, se ha comparado la eficacia de SiamMT utili-
zando correlación cruzada (SiamMT-FC) y la capa RPN
(SiamMT-RPN) frente a las redes SiamFC y SiamRPN [5,
34]. La razón detrás de esta elección se debe a que estas
constituyen las arquitecturas base sobre las que se funda-
menta SiamMT, y suponen un buen punto de referencia con
el que comprobar las implicaciones de la extracción global
de caracterı́sticas y su reescalado. Para asegurar una com-
paración justa, todas las redes han sido entrenadas sobre el
conjunto de datos ImageNet Video [50].
OTB-2015. El benchmark estandarizado OTB [59] se
compone de 100 vı́deos distintos de situaciones cotidianas,
y proporciona un marco idóneo en el que evaluar la robustez
de un tracker. Principalmente, esto se debe a que no reini-
cializa el sistema en caso de pérdida del objeto, simulando
fielmente un entorno real de seguimiento no supervisado.
Por lo tanto, al penalizar tan duramente las distracciones,
resulta ideal para el análisis de un sistema de tracking de
múltiples objetos.
Para el cálculo de la calidad de un modelo, OTB consi-
dera la proporción media de aciertos por fotograma en dife-
rentes umbrales: un tracker resulta exitoso en un fotograma
concreto si la intersección sobre la unión (IoU) entre la pre-
dicción y el groundtruth se encuentra sobre un determinado
umbral. Los trackers son comparados en función del área
bajo la curva del porcentaje de aciertos para diferentes va-
lores de este umbral.
Los resultados obtenidos para el OPE (one pass evalua-
tion) se encuentran recogidos en la Figura 4. Tal y como se
puede ver, SiamFC lidera la gráfica con un área bajo la cur-
va (AUC) de 59,70 puntos, seguida de cerca por SiamRPN,
con 54,15. Por debajo de estas y con una diferencia rela-
tiva similar, se encuentran SiamMT-FC y SiamMT-RPN
con un AUC de 44,56 y 40,44 puntos, respectivamente. Co-
mo referencia, el tracker mejor valorado del OTB-2015 fue
Struck [19], con un área bajo la curva de 46,15 puntos.
Si bien SiamMT no es tan precisa como las redes origi-
nales, esta diferencia es pequeña, encontrándose dentro de
lo aceptable en aplicaciones de tracking múltiple. Ası́, pese
a que el ajuste del cuadro delimitador no sea el óptimo, su
robustez frente a distractores y velocidad por objeto la ha-
cen una solución muy apta para su aplicación en entornos
reales.
VOT-2018. El benchmark VOT-2018 [27] es uno de los
conjuntos de datos más recientes para la evaluación de
trackers individuales, incluyendo 60 secuencias distintas
en las que se representan variadas situaciones. Dentro del
benchmark, los trackers son automáticamente reinicializa-
dos a cinco fotogramas en el futuro cada vez que existe un
fallo, es decir, cada vez que la intersección sobre la unión
Figura 4: Gráfico OTB-15 de los resultados de acierto para OPE
(one pass evaluation).
(IoU) entre la predicción y el groundtruth es cero. A la hora
de presentar los resultados, se tienen en cuenta la precisión
(accuracy) y la robustez (robustness), las cuales son calcu-
ladas como la IoU media y el inverso de la razón de fallos,
respectivamente. En el VOT, también se valora la superposi-
ción esperada promedio (average expected overlap), la cual
considera la precisión y el número de fallos para obtener la
IoU media del tracker sin reinicializaciones.
Los resultados obtenidos de precisión-robustez son los
mostrados en la Figura 5. Tal y como se puede ver, SiamFC
tiene la mayor robustez, mientras que SiamRPN ofrece una
excelente precisión, gracias a su regresión del cuadro deli-
mitador. Asimismo, se puede apreciar que, si bien la arqui-
tectura SiamMT presenta mayores dificultades a la hora de
ajustar la bounding box, posee una alta robustez, muy supe-
rior a la de SiamRPN.
La pérdida en precisión de SiamMT se debe principal-
mente a la extracción global de caracterı́sticas, que da lu-
gar a que los detalles más pequeños de la imagen se desva-
nezcan debido al stride global de 8 de la red. Esto podrı́a
solventarse parcialmente mediante el establecimiento de un
tamaño mı́nimo de fotograma. Por otra parte, la excelente
robustez de la solución demuestra la efectividad de la ope-
ración de recorte y reescalado de caractarı́sticas, la cual ge-
nera una información equiparable a la obtenida a partir de
una imagen previamente reescalada.
Por último, se puede ver cómo SiamMT-RPN ha obte-
nido una mayor robustez y menor precisión que SiamMT-
FC. Esto viene dado por la función de coste compuesta de
SiamMT-RPN, que le permite asignar distintos pesos a la
regresión y a la clasificación. En este caso, puesto que la ro-
bustez frente a distractores es una de las caracterı́sticas más
esenciales en tracking múltiple, se ha decrementado el valor
de λ, haciendo que aumente la importancia de la clasifica-
ción a cambio de una pequeña pérdida en la regresión.
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Figura 5: Gráfico VOT-18 de los resultados de precisión
(accuracy) y robustez (robustness).
4.3. Evaluación de la velocidad de tracking
En el tracking de objetos, la velocidad de inferencia es
un aspecto clave, pues es lo que determina si un sistema es
viable para su aplicación en entornos reales o no. El objetivo
principal de SiamMT es habilitar el seguimiento de un gran
número de objetos de forma escalable a altas velocidades,
algo que hasta ahora no ha sido logrado a través del tracking
múltiple mediante detección ni utilizando múltiples instan-
cias de trackers individuales. Es por esto que el análisis de
los tiempos de computación de las distintas operaciones de
la arquitectura de red constituye un ejercicio de gran rele-
vancia.
La evaluación de la velocidad de SiamMT se ha propues-
to de forma que se encuentren representados los escenarios
más tı́picos en el tracking de múltiples objetos. Ası́, se han
diseñado dos conjuntos de pruebas distintos: el benchmark
MT-Low, compuesto de vı́deos de baja resolución con un ta-
maño de 489 × 360 pı́xeles, y el benchmark MT-FHD, con
vı́deos FHD de 1920× 1080 pı́xeles.
Para demostrar la escalabilidad de la solución propues-
ta, se compararán las arquitecturas de SiamMT con fusión
de caracterı́sticas mediante correlación cruzada (SiamMT-
FC) y mediante RPN (SiamMT-RPN) frente a una versión
modificada del algoritmo SiamFC (SiamTF [55]). Este al-
goritmo permite el tracking de múltiples objetos a través de
la ampliación del tamaño de batch, sin la reutilización de
cómputos, por lo que se podrı́a clasificar como un tracker
individual especialmente optimizado para su múltiple ins-
tanciación. No se ha incluido ninguna variante de SiamRPN
en la comparación, debido a que esta no se encuentra di-
señada para el tracking de múltiples objetos.
Adicionalmente, cabe destacar que SiamMT permite la
extracción parcial de las caracterı́sticas del fotograma, con-
templando únicamente la región mı́nima en la que se en-
cuentran los objetos seguidos. Esto ofrece grandes ganan-
cias en velocidad cuando los elementos a seguir se encuen-
tran cercanos entre sı́, haciendo que con un único objeto en
escena se alcancen velocidades superiores a los 40 fps en
vı́deos FHD. No obstante, si bien esta técnica supone una
importante ventaja competitiva, introduce ruido en las me-
diciones de tiempos al depender de las posiciones relativas
de los objetos. Es por esta razón que se ha optado por no uti-
lizarla en los benchmarks de tiempos, para ası́ generar unos
resultados más estables y fieles, que dejen al descubierto las
verdaderas capacidades de escalabilidad de la red.
Benchmark MT-Low. La comparativa de resultados para
el benchmark MT-Low se encuentra recogida en la Figu-
ra 6. Tal y como se puede ver, para un único objeto a seguir,
SiamMT-RPN y SiamTF ofrecen velocidades superiores a
los 60 fps, con esta última dominando el gráfico, alcanzando
los 72 fotogramas por segundo. Esto se debe a que, al tratar-
se de imágenes de baja resolución, la extracción global de
caracterı́sticas no difiere mucho de la inferencia utilizando
áreas de búsqueda. En el caso de SiamMT-FC, su velocidad
de inferencia para un objeto es algo menor, debido a que de-
be efectuar el recorte y reescalado de 3 áreas de búsqueda
sobre las caracterı́sticas del fotograma.
Conforme se van agregando objetos, la velocidad de
tracking de SiamTF se reduce exponencialmente, pasando
a algo menos de 25 fps para 5 elementos. Entretanto, la es-
calabilidad de la arquitectura de SiamMT se pone de mani-
fiesto, permitiendo que SiamMT-RPN siga operando cerca
de los 60 fps, mientras que SiamMT-FC únicamente reduce
su velocidad hasta 39 fotogramas por segundo al alcanzar
los 5 objetos.
A partir de este punto, SiamTF persiste en su decremen-
to en velocidad, reportando 4 fps para 30 objetos, hasta su
colapso antes de llegar a los 40 elementos. Este colapso se
debe a la incapacidad del hardware utilizado de extraer si-
multáneamente las caracterı́sticas de 120 áreas de búsqueda.
No obstante, SiamMT-RPN y SiamMT-FC sı́ hacen posible
el seguimiento de estas cantidades de objetos, permitiendo
el tracking de 40 elementos a 25 y 17 fotogramas por se-
gundo, respectivamente.
Ası́, SiamMT-FC es capaz de seguir en tiempo real
(25 fps) hasta 19 elementos, mientras que SiamMT-RPN
incrementa esta cifra hasta los 40. La diferencia en velo-
cidad entre estos dos trackers se ve disminuida paulatina-
mente conforme se aumenta el número de objetos, pero con
SiamMT-RPN siempre por encima. Al final del benchmark,
con 100 objetos a seguir, SiamMT-RPN y SiamMT-FC ob-
tienen una velocidad de 13 y 9,2 fotogramas por segundo,
respectivamente.
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Figura 6: Velocidad de inferencia para el benchmark MT-Low.
Benchmark MT-FHD. La comparativa de resultados pa-
ra el benchmark MT-FHD se encuentra recogida en la Figu-
ra 7. De forma similar a como ocurrı́a en el benchmark MT-
Low, SiamTF decae su velocidad exponencialmente, obte-
niendo los mejores resultados cuando el número de elemen-
tos a seguir es bajo. En este caso, permite una velocidad de
inferencia en tiempo real para hasta 3 objetos. Poco después
de este punto, al sobrepasar los 10 elementos simultáneos,
los fotogramas por segundo de SiamTF caen por debajo
de los de SiamMT, hasta su colapso antes de alcanzar los
40 objetos. Como se puede ver al comparar las Figuras 6
y 7, SiamTF obtiene unos tiempos de inferencia menores
cuando procesa vı́deos FHD, pese a que no realiza extrac-
ción global de caracterı́sticas. Esto se debe al coste temporal
en la transferencia de los fotogramas desde memoria RAM
hasta memoria de GPU, el cual se ve incrementado cuando
las imágenes a mover cuentan con una resolución mayor.
En lo relativo a SiamMT-RPN y SiamMT-FC, estas po-
seen una velocidad de inferencia similar entre sı́, pero con
SiamMT-RPN por encima en todo momento. Dado que de-
ben extraer las caracterı́sticas de la totalidad del fotograma,
presentan un notorio coste computacional general, resultan-
do en 15,5 y 14,4 fps para un único objeto, respectivamente.
No obstante, si se aplicara un recorte de la región mı́nima en
la que se encuentran los elementos, como se describió ante-
riormente, estas velocidades se verı́an incrementadas enor-
memente hasta los 40 fotogramas por segundo.
Puesto que la extracción global de caracterı́sticas del fo-
tograma es el proceso más costoso de la arquitectura de
SiamMT, su velocidad en vı́deos FHD no se ve afectada
prácticamente al añadir nuevos objetos. Ası́, SiamMT-RPN
y SiamMT-FC permiten seguir 60 objetos a 10,1 y 8,4 fps,
respectivamente, y alcanzan el final del benchmark (100 ob-
jetos) manteniéndose a 7,8 y 6,7 fotogramas por segundo.
Análisis del coste por operación. La Figura 8 recoge una
comparativa del coste de las distintas capas de SiamTF y
SiamMT-FC para el benchmark MT-FHD en función del
número de objetos seguidos. Tal y como se puede ver, la
mayor parte de las capas de SiamTF presentan un tiempo
de ejecución variable en función de N , al contrario que las
Figura 7: Velocidad de inferencia para el benchmark MT-FHD.
de SiamMT-FC:
Carga de los tensores en GPU (Setup). En ambas
redes se lleva a cabo la misma carga de datos, con la di-
ferencia de que SiamMT-FC la implementa de un mo-
do más eficiente.
Recorte y reescalado de las áreas de búsqueda
(CropResize). Puesto que SiamMT-FC tiene que
hacer un recorte y reescalado sobre caracterı́sticas, con
una lógica adicional y más canales involucrados que en
el caso de >, el coste de >Ψ es más sensible frente al
número de objetos seguidos.
Backbone (AN). SiamTF y SiamMT-FC utilizan el
mismo backbone ϕ basado en AlexNet. No obstante,
mientras que SiamTF debe ejecutarlo para extraer las
caracterı́sticas de 3N áreas de búsqueda, SiamMT-FC
lo emplea una única vez para todo el fotograma, lo cual
resulta más rápido cuando N es elevado.
Operación de similaridad (XCorr). Como se men-
ciona en la Sección 3.2, SiamMT-FC utiliza una ope-
ración de similaridad especialmente diseñada para la
comparación a pares entre tensores (?Ψ), lo que ha-
ce que tenga un coste casi constante, muy distinto del
ofrecido en SiamTF con ?. Esto se debe a que ? re-
quiere de una operación adicional por objeto seguido,
mientras que ?Ψ hace la totalidad de la comparación
dentro de la misma correlación cruzada en profundi-
dad, como se puede ver en la comparativa de la Figu-
ra 9.
Sobremuestreo de los mapas de valores
(ScoreUpsample). El sobremuestreo de los
mapas de valores en SiamMT-FC se lleva a cabo en
GPU, mientras que SiamTF lo realiza en CPU, lo cual
resulta menos paralelizable.
Selección de los nuevos cuadros delimitadores
(ChooseBox). De forma muy similar a como ocurre
con XCorr, SiamMT-FC implementa cálculos tenso-
riales en paralelo, mientras que SiamTF lo hace de for-
ma secuencial.
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(a) Tiempo por capa de SiamTF en función del número de objetos.
(b) Tiempo por capa de SiamMT-FC en función del número de
objetos.
Figura 8: Comparación de los tiempos medios por capa en el
benchmark MT-FHD para (a) SiamTF y para (b) SiamMT-FC, en
función del número de objetos seguidos. En SiamTF, el coste de la
mayor parte de las capas aumenta a medida que crece el número
de objetos. Mientras, en SiamMT-FC, pocas son las capas cuyo
tiempo depende deN , siendo la operación de recorte y reescalado
>Ψ la única que acaba superando el umbral de los 15ms.
(a) Correlación cruzada replicada para 3 objetos.
(b) Correlación cruzada por pares para 3 objetos.
Figura 9: Desglose de operaciones para la fusión de caracterı́sti-
cas mediante (a) correlaciones replicadas y mediante (b) correla-
ción cruzada por pares. Las correlaciones replicadas ? introducen
cálculos adicionales al incrementarse el número de objetos segui-
dos. No obstante, el número de operaciones empleadas por la co-
rrelación cruzada por pares ?Ψ se mantiene constante.
5. Conclusiones
En este artı́culo se ha propuesto un sistema completo de
tracking visual de múltiples objetos, denominado SiamMT.
Este aplica técnicas de seguimiento individual a múltiples
objetos de forma eficiente y escalable, algo que no habı́a
sido desarrollado hasta la fecha. Como habilitadores, se in-
troducen el concepto de extracción global de caracterı́sticas
y dos nuevas operaciones: >Ψ, capaz de recortar y reescalar
caracterı́sticas independientemente del backbone utilizado,
y ?Ψ, que efectúa una correlación cruzada por pares de for-
ma eficiente en GPU.
El sistema puede emplear tanto una correlación cruzada
como una subred RPN para la fusión de caracterı́sticas, los
cuales han sido probados en distintos benchmarks, demos-
trando una excelente robustez a la vez que son capaces de
seguir varias decenas de objetos en tiempo real. Asimismo,
la calidad de seguimiento del tracker puede ser incrementa-
da con la inclusión de nuevas bases de datos de ejemplos en
sus conjuntos de entrenamiento.
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