Linear and nonlinear components analysis of data from a monostatic laser polarimeter is developed and applied to the task of remote, nonimaging discrimination among different textures on paint and polymer coupons independent of their spatial orientations. Both principal-components analysis and nonlinear components analysis are applied to multidimensional laser data in measured Mueller matrices, with discrimination via cluster segmentation in derived linear and nonlinear constant channels. Textures on the discriminated coupons are generated by heating and illustrated in optical micrographs.
Introduction
This paper presents techniques in nonimaging laser remote sensing (LRS) that distinguish among electromagnetic-wave scattering characteristics of materials. When associated with appropriate scattering models these techniques can be applied to fundamental scattering research. They can also be applied, as in this paper, to the semiempirical problem of discrimination. Specifically, our objective is to discriminate among different known materials and textures, without knowledge of their spatial orientations, using data provided by a single-pixel monostatic laser polarimeter.
Laser polarimetry involves measuring the polarization state of scattered laser radiation in order to assess how a scattering object alters the polarization state of incident laser radiation [1, 2] . Nonimaging monostatic laser polarimetry has been used in a number of scenarios to probe characteristics of both surfaces [3] [4] [5] and intervening media [6 -8] . Polarimetry tends to provide information about material texture, such as surface roughness and anisotropy, which is complementary to the information provided by spectroscopic techniques, which probe chemical composition, although scattered polarization is also dependent on composition. The techniques demonstrated in this paper make no distinction among polarization effects associated with texture and those associated with composition, but utilize the complete polarization data set to derive a robust and unique polarization signature of the object.
In many LRS scenarios, the transmitter and receiver are collocated (the monostatic configuration), but the orientation or pose of the object being sensed is uncontrolled or unknown. Robust discrimination techniques must then be independent of the incident or probe angle. Statistically, the probe angles are considered to occur as a probability distribution, which for this paper is assumed to be uniform over the range of the measured data. That is, all poses or probe angles are assumed to be equally likely. This assumption can be replaced with different pose distributions that may arise in different applications.
The full Mueller matrix is measured when the polarization state of the probe laser beam is controlled, providing multidimensional or multichannel data. Relations among data outputs from different channels (i.e., Mueller elements) allow their combinations or functions to satisfy invariance constraints. In components analysis the data are considered to be mixtures of underlying sources that may provide characteristic information [9] . In our case the term polarization-components analysis is adopted.
The Mueller matrix is typically sparse, and components analysis can be used to reduce the dimensionality of the data. The most common form of components analysis is principal-components analysis (PCA), which ranks orthogonal linear combinations of the data channels in order of variance [10] . As illustrated schematically in Fig. 1 , PCA transforms N-dimensional data into N new channels ranked in order of variance. Channels below some variance threshold are discarded as noise, which amounts to data compression. The remaining principal-components (PC) channels provide the minimum error in data reconstruction with the chosen level of discarded variance. However, all of the remaining PC channels are not necessarily useful for a particular task (e.g., discrimination). Some utility criteria, including for instance an invariance constraint, can be imposed on the data outputs of the remaining PC channels, transforming the PC channels into new channels ranked in order of utility. Invariance constraints can produce nonlinear channels. Invariant discrimination basically requires constant channels, which may be linear or nonlinear channels constructed from the original N-dimensional data. The output of a constant channel due to the object(s) associated with that channel is invariant over the set of possible observations. The 4 ϫ 4 real-valued Mueller matrix M is characteristic of the scattering object. It represents the linear transformation of the Stokes parameters of the probe beam to the Stokes parameters of the scattered radiation as
with the explicit angle dependences corresponding to the monostatic data and algorithms presented in this paper (see Fig. 3 ). The monostatic Mueller matrix depends on the azimuth angle only when the scattering process is anisotropic. Some familiarity with the symmetry of the Mueller matrix, as determined by the scattering process and the measurement configuration, will facilitate interpretation of the presented data. Reciprocal scattering processes are represented by symmetric Mueller matrices with only ten independent elements, and reciprocal processes with a scattering plane of symmetry parallel to the measurement reference plane are represented by Mueller matrices with only six independent elements in block-diagonal form [11] . The data used for this paper are essentially of this form, although data of higher dimensionality is expected in many applications. A data channel is considered to be a Mueller element or a function of Mueller elements, m ij or g͑M͒. As implied in Fig. 1 , PC channels are denoted by p͑M͒ and invariant or constant channels are denoted by c͑M͒.
Cluster analysis in N-dimensional space is widely used on multivariate or multidimensional remotesensing data [12, 13] , particularly hyperspectral data. Clustering of monostatic laser-polarimeter data has been demonstrated experimentally [14] , and Jones, et al. recently applied such data clustering strategies based on nonlinear support vector machines [15] . In the previous work analytically most similar to this paper, Tyo considered the distribution of simulated polarization data in multidimensional space and derived optimum linear-combination channels using PCA [10] . The discrimination algorithms presented here are similarly adaptive in that they utilize a priori polarization data due to the constituents of the scene [10, 16] . For this paper polarization data is measured over observation variables (e.g., ) over which the algorithms are invariant by design, as described by way of example in Section 2. In this aspect the presented algorithms are related to recent analyses of invariant polarization imaging [17] . Section 3 describes the laser polarimeter that provides the input data, Section 4 reviews the mathematics of polarization components analysis to this point, and Section 5 presents results of polarization-component algorithms using cluster segmentation for angle-invariant discrimination among different textures on paint and polymer coupons based on changes in scattering microstructures due to heating. Micrographs of test coupons are provided to aid interpretation of the results.
Invariant Discrimination
The discrimination problem comprises two primary steps. In the training step, data due to scattering objects are simulated or measured over controlled observation variables, and data-reduction procedures based on the criteria discussed in reference to Fig. 1 are applied. The training step derives the channels characteristic of the algorithm. In the monitoring or testing step, data outputs from the derived channels are applied to detect and discriminate target objects in uncontrolled observations. Discrimination algorithms must be invariant over uncontrolled or unknown test variables. The algorithms described in this paper assume that both the probe angle and the relative orientations or poses among the objects are unknown in testing, although the mathematics are general enough to apply to other variables. The results presented later likewise demonstrate angleinvariant discrimination.
If the algorithm is trained to channels that produce (approximately) invariant outputs over unknown test variables, then plotting test data in those channels provides a graphical means to detect and discriminate target objects independent of those variables. Cluster segmentation as demonstrated in Section 5 is a resulting graphical algorithm. As a simple example of invariant discrimination, consider the monostatic laser-polarimeter data shown in Fig. 2(a) . The horizontal axis is the probe angle . The polarimeter and dataprocessing steps that generate the data of Fig. 2 are described in Section 3, and the object samples are identified in Section 5. According to the data in Fig. 2(a) , Sample 1 (data marker OE) partially depolarizes incident linearly polarized laser light almost uniformly over the measured angular range ͓Ϫ50°-50°͔. In other words, the diagonal elements m 11 and m 22 of the Mueller matrix due to sample 1 are nonzero and nearly invariant over the probe angle. Obviously, sample 1 could be detected, in any spatial orientation, by just measuring m 11 or m 22 . Next suppose that sample 1 needs to be detected in the presence of (i.e., discriminated from) sample 2 (data marker ϫ), the normalized Mueller matrix of which is also shown in Fig. 2(a) , regardless of either sample's orientation. Measurement of m 11 or m 22 alone would obviously yield some false-positive detections, when the laser probe was incident around Ϯ10°on sample 2, but the linear-combination channel c 1 ϭ m 33 Ϫ ͑m 22 Ϫ m 11 ͒͞2 could be used to discriminate between the two samples, regardless of their orientations, since the output of this channel is different and nearly angle-invariant for the two samples, as is seen in Fig This example demonstrates a basic training procedure for invariant discrimination based on deriving channels with constant outputs over the set of possible observations. The box labeled "Invariance Transformation" in Fig. 1 contains such a procedure. In this example, since the constant channels are linear, they are derived by PCA as described in Section 4. As will be seen in the results presented in Section 5, data projections often lie on nonlinear manifolds embedded in the space formed by the PC channels, in which case nonlinear components analysis is required to derive nonlinear constant channels, i.e., constant channels that are nonlinear functions of the Mueller elements. In Section 5 the distance from a nonlinear curve fit to data projections is used to form nonlinear constant channels for texturized paints.
Laser Polarimeter
The laser polarimeter providing the data used in this paper is depicted schematically in Fig. 3 [18] . The polarimeter operates with a rotating quartz retarder and a fixed calcite polarizer in both the polarizationstate generator (PSG) and polarization-state analyzer (PSA) and a cw helium-neon laser source of wavelength ϭ 632.8 nm. Background on this type of polarimeter is widely available [2, 19] . The probe is a collimated TEM 00 beam 10 mm in diameter, and the PIN Si photodetector is 42Љ from the sample plane with an active area of 1 cm 2 , although the detector area is typically limited by an aperture. As indicated in Fig. 3 , the polarimeter is fixed in a quasimonostatic configuration with a 4°angle between the transmitter and receiver axes, and data are typically acquired over the elevation angle () range ͓Ϫ60°-60°͔. The sample azimuth angle , which is out of the plane of Fig. 3 , is also controllable, although it is fixed at 0°for the data presented here.
Polarization data are acquired by probing the sample with four polarization states, generated by the PSG and described by input Stokes parameters S in in Eq. (1), and analyzing the scattered radiation due to each probe state, described by output Stokes parameters S out ͑͒ in Eq. (1), with four states of the PSA. The Mueller matrix is recovered from measured intensities using a standard matrix-inversion method [19] . Each measured Mueller matrix is optionally normalized by the intensity, m 00 ͑͒, conforming with LRS practice intended to reduce the effects of laserpower fluctuations, variable propagation losses, etc. Data normalization also allows for consistent quantitative assessment of clustering results like those presented in Section 5 in terms of cluster separation in normalized units.
Cluster separation must ultimately be compared with the effects of measurement noise. An idea of the noise level of our polarimeter data is afforded by the measured Mueller matrix due to reflection from a calibration mirror, which is ideally diagonal with m 00 ϭ m 11 ϭ 1 and m 22 ϭ m 33 ϭ Ϫ1. Averaged over 40 matrices our polarimeter calibrates to 
i.e., the measurement noise is less than 1%. With adequately low measurement noise, speckle becomes the dominant source of noise in the training data. All of the samples considered in this paper generate fully developed speckle patterns, the general polarization properties of which have been described and measured statistically [20, 21] . Each element of the Mueller matrix describing the speckle pattern is considered as a random process, realizations of which are generated by scanning either the probe spot (i.e., translating the sample in the xy plane in Fig. 3) or the probe angle in increments ␦. With the instrument dimensions noted above, angle scans in increments ␦ ϭ 0.05°provide clearly independent speckle patterns on the detector. Typically 20 speckle realizations are acquired at each probe angle , limiting angular resolution to 1°in angle scans. Spot scans provide higher resolution when necessary, but require a sufficiently large, uniform area on the sample.
The data used in this paper are all averages over a large number of speckle realizations (ca. 20) , such that Eq. (1) is formally approximated as ͗S out ͑͒͘ ϭ ͗M͑͒͘ S in , with ͗ ͘ denoting the ensemble average, and the training data are formally approximated as ͗m ij ͑͒͘. When the training data consist exclusively of speckle averages, as in this paper, the angle brackets are made implicit. Speckle noise in the training data is due to the deviation of partial speckle averages from the true averages ͗m ij ͑͒͘. Partial averages can be formed in postprocessing using any number of speckle realizations, which allows existing data to be applied to investigations of algorithm performance with noisy data. For instance, averages over a small number of speckle realizations, as might be expected in a field application, can be used as simulated test data against algorithms trained with averages over a larger number of realizations from the same ensemble. Such a study is a subject for future investigations.
Components Analysis

A. Principal-Components Analysis
PCA is widely used in many fields of statistics [22] . It is a heuristic transformation technique that creates a collection of linear-combination channels from the outputs of an N-dimensional sensor. The channels are uncorrelated by construction and ranked in order of variance. PCA decorrelates the channels and compresses their outputs as a preconditioning procedure, which boosts the performance of subsequent processes like the invariance transformation of the current algorithm. For our application compression is important because the Mueller matrix is typically sparse but in various symmetries depending on the scattering process and the object pose, which are considered unknown. Detailed expositions of PCA are widely available [23] . In this section and Appendix A we provide a brief review of the technique and highlight aspects that may be peculiar to our application and algorithm.
In the training procedure depicted in Fig. 1 
in the source set are arrayed to form the data observation matrix each column of which corresponds to a Muellermatrix element and each row of which corresponds to an observation. As in all PCA applications the PC channels are the eigenvectors of the data covariance matrix
where ‫ލ‬ is the vector resulting from summing down the columns of ‫;ލ‬ ‫ލ‬ ͞SL can be considered the mean Mueller matrix of the data set. As is demonstrated in Appendix A, the PCA transformation amounts to a rotation of the observation vectors into observation vectors
where the columns of U p are the orthonormal eigenvectors of C M and are termed the PC channels p j , j ϭ 1, . . . , 16. The variance associated with the jth
where ͓m 00 m 01 · · · m 32 m 33 ͔ is the measured Mueller matrix.
Data projected onto PC channels using Eq. (7) form clusters, as illustrated in Figs. 4 and 5. Intuitively, for discrimination purposes, the cluster due to each sample s should be as localized as possible, which is the objective of deriving constant channels as discussed in Section 2. Ultimately it is useful to define distance channels D s as constant channels c s in which sample data projects as tightly as possible around c s ϭ 0. Distance channels derived by linear and nonlinear components analysis are demonstrated in the results of Section 5.
Arraying the observation vectors due to different samples to form the data matrix ‫ލ‬ in Eq. (4) affects the PCA results. For instance, while arrayed data is required to derive constant channels like c 1 and c 2 in Figs. 2 and 4 , PC channels useful for discrimination among a small number of samples tend to change and even disappear as more samples are added to the source set. While the effects of the format of ‫ލ‬ on training results remain to be quantified, it appears that PCA procedures with large source sets will optimally employ pairwise or hierarchical channel derivations to preserve important channels.
B. Nonlinear Components Analysis
Polarization data from samples in certain material classes do not yield constant channels when processed by PCA alone. It is however evident in certain cluster diagrams that PC observation vectors p s ͑ l ͒ tend to reside on nonlinear manifolds embedded in their 16-dimensional space. In this case constant channels can be realized as nonlinear functions of the PC channels. The PC projections illustrated in Fig. 5 , for example, clearly imply nonlinear functions of the indicated PC channels. In such cases the invariance transformation that produces constant channels c s (cf. Fig. 1 ) is a form of nonlinear components analysis. Existing methods of nonlinear components analysis include nonlinear PCA, independent components analysis (ICA) [24, 25] , support vector machines (SVM) [26] , and locally linear embedding (LLE) [27] . The extents to which these and other methods are applicable to polarization components analysis for invariant discrimination is a subject for future investigations. Here we apply nonlinear components analysis based on nonlinear curve fitting, and define constant channels as distances D s from fits or function estimates. This method is described generally in this section and applied to laser-polarimeter data due to texturized paints in Subsection 5.B.2.
The first step of the nonlinear invariance transformation is to fit PC projections (i.e., vector components of p s ͑ l ͒) for each sample with nonlinear function estimates. In general the fitting is limited to an n-dimensional subspace, with N Ϫ n the number of unused PC channels. At this stage PC channels are discarded as noise (cf. Fig. 1 ) or possibly as channels with significant variance but overlapping output data due to different samples. Therefore the channels in which the data are fit do not necessarily line up with the PC channels p j , which are indexed in order of decreasing variance. To avoid confusion the channels in which the data are fit are denoted by q j . The down selection from p j to q j is the first subroutine of the Invariance Transformation of Fig. 1 . The projections of the observation vectors onto the fitting channels are denoted q s ͑ l ͒. For algorithm training the angle l ϭ is known, and the function estimates q s ͑͒ are parameterized in terms of x ϭ sin , || Յ ͞2. The curve-fitting algorithm then determines, for each sample s in the source set, the estimates
Typically n ϭ 3, as with the data shown in Fig. 5 . q j s ͑x͒ is the estimate of the data due to sample s projected onto the channel q j , which generally corresponds to a PC channel. The f j s ͑x͒ are determined by a nonlinear curve-fitting routine.
With an arbitrary test vector q ϭ ͓q 1 q 2 · · · q n ͔, the distance channel D s is then defined as
As test data vector q is a fixed n-dimensional vector with each component defined analogously to Eq. (7), D s is the minimum distance from q to the ndimensional nonlinear curve estimate defined by (8) and (9).
Results
A. Material Coupons
Sample polymer coupons are acrylonitrile butadiene styrene (ABS). Various textures are created on them by heating with different fluences delivered by a high-energy laser. Optical micrographs are attached to the cluster diagrams below to qualitatively demonstrate the generated textures. For paints, both flat green (on fiberglass) and gloss white (on aluminum) are used, with the latter texturized by heating. It is clear from the micrographs that some of the generated textures are associated with oxidation, so the chemical properties may also change with the texture.
B. Cluster Segmentation
Linear Constant Channels
The data in Fig. 2(b) can be used to demonstrate invariant discrimination via cluster segmentation. Since the probe angle is ultimately unknown, the data projections cannot be plotted as in Fig. 2 . Data are rather plotted in scatterplots or cluster diagrams against the derived channels, as in Fig. 4 . In Fig. 4(a) burnt polymer (sample 1 in Fig. 2 ) and virgin polymer (sample 2 in Fig. 2 ) coupons are discriminated in the constant channel c 1 ϭ m 33 Ϫ ͑m 22 Ϫ m 11 ͒͞2. All observations of these samples within the probe-angle range ͓Ϫ50°Ϫ50°͔ fall within the respective segments indicated by the dashed lines. Figure 4(b) illustrates the addition of a third sample, a coupon of flat green paint. Procedures conceptually similar to that discussed in Section 2 with reference to Fig. 2 derive the channel c 1 when comparing the green paint with the virgin polymer and the channel c 2 ϭ m 11 Ϫ m 22 Ϫ m 33 when comparing the green paint with the burnt polymer. PCA derives both c 1 and c 2 using arrayed observation vectors from the three samples, as discussed in Section 4, even though c 2 is not a constant channel of the virgin polymer.
Segmentation can be mathematically expressed in terms of distances from clusters. Figure 4(b) illustrates the distance channel D that corresponds to the burnt polymer, defined mathematically as
where c 1 , c 2 are projections onto the constant channels [calculated using Eq. (7)] and ͑b 1 , b 2 ͒ is the center of the cluster. Figure 5 illustrates clustering of data due to a set of texturized white-gloss paint coupons as projected onto three PC channels. The dashed line indicates where data around the specular peak due to the glossy control sample are expected to project. The data in Fig. 5 differ from those in Fig. 4 in two notable aspects.
Nonlinear Constant Channels
1. While segmentation of the data in Fig. 4 is achieved in pure depolarization channels, i.e., c 1 ͑M͒ and c 2 ͑M͒ in Fig. 4 are functions of diagonal elements only, segmentation of the data in Fig. 5 involves offdiagonal elements, specifically the diattenuation elements m 01 Ϸ m 10 . This indicates fundamental differences among the electromagnetic-wave scattering characteristics of the associated samples, discussions of which are reserved for future papers.
2. While constant channels for the samples pictured in Fig. 4 are PC channels, i.e., linear combinations of Mueller-matrix elements, constant channels for the samples pictured in Fig. 5 , if they can be formed, clearly must be nonlinear functions of the indicated PC channels. The procedure in nonlinear components analysis described generally in Subsection 4.B. is next applied to the data projections in Fig. 5 .
The data projections were first divided into those due to positive and those due to negative probe angles. The data is known to be approximately symmetric around ϭ 0. The data due to positive probe angles was used as training data to derive constant channels, while the data due to negative probe angles was used as simulated test data as described in Subsection 5.C.
Using the Matlab (7.3.0) Curve Fitting Toolbox (1.1.6) the training data were fit in the three channels indicated in Fig. 5 ͑j ϭ 1, 2, 3͒ with the rational polynomial
The importance of the data was weighted in the minimum mean-squared-error (MMSE) fitting algorithm by the factor w ϭ cos 2 , which was necessary to capture the behavior of the data near ϭ 0 (upper left in Fig. 6(b) . The symmetry in Fig. 6(b) reflects that data projections due to positive probe angles were used to solve Eq. (11) over both positive and negative probe angles.
The last step is to calculate the data projections onto the constant channels defined by Eq. (9). Data due to both positive and negative probe angles as projected onto the nonlinear constant channels D 1 , D 2 , and D 4 generated by Eq. (9) are plotted in Fig. 7 . The data due to the control sample in Fig. 7 are clustered in the foreground (around D 1 ϭ 0) and wellsegregated in this subspace. The data due to textures 1 and 3 are clustered around D 2 ϭ 0 and D 4 ϭ 0, respectively, and segregated from each other and the control data. The viewpoint in Fig. 7 reveals separation between the clusters due to textures 1 and 2 along the D 2 axis; however, less obvious is the separation of these two clusters in the channel D 1 , along which axis the majority of the cluster due to texture 2 lies behind the majority of the cluster due to texture 1.
C. Simulated Testing
Test experimentation using truly "blind" test data must be reserved for future demonstrations, but since in the derivation of the nonlinear constant channels D 1 , D 2 , D 3 , and D 4 for the texturized white-gloss paints the training data at negative probe angles was not used, it can be used here as simulated test data. After all, the distinction between training data and testing data is only a matter of perspective-training data sets are assigned the sample and probe-angle indices as m s ͑ l ͒ in Eq. (3), while testing data is in general any Mueller matrix m, with no association with any sample or probe angle. So training-data vectors that are not used for channel derivations can be blindly selected and used without knowledge of s and l ͑x ϭ sin l ͒ as testing data. The data are known to be approximately symmetric about ϭ 0, but differences between data due to positive and negative angles occur due to speckle noise, slight sample anisotropies, or other noise or error. Once algorithm results using simulated test data are plotted the indices s and l are reintroduced to confirm the results.
For the test we try to determine the indices s and l from the outputs of the constant channels D 1 ͑x͒. The minimization was performed using a sequential quadratic programming algorithm provided in the Matlab Optimization Toolbox (version 3). In Fig. 8 the angle found by the minimization routine is compared with the actual angle l ϭ . Finally in Fig. 9 the sample variable s found by the minimization routine is compared with the actual sample number s. Note from Fig. 9 that s ϭ s for all simulated test data due to sample s ϭ 1 (control) and sample s ϭ 4 (texture 3 in Fig. 5 ). For simulated test data due to samples 2 and 3 (textures 1 and 2 in Fig. 5 ) there is no confusion, but s does deviate from s. This might be expected from the projected data shown in Figs. 5 and 7, as data due to samples 2 and 3 (textures 1 and 2) are closely separated. 
Conclusions
This paper introduces techniques based on components analysis for the efficient processing and application of polarization data. The developed algorithms are robust due to their invariance relative to selected observation variables. The algorithms presented here are invariant over a single observation variable, the object pose or probe angle, but are general enough to apply over multiple observation variables using appropriate implementations. For instance, preliminary work with anisotropic samples has identified polarization channels invariant with respect to both the elevation and azimuth angles [28] . The developed techniques are applicable to diverse multichannel sensors as well as diverse observation variables. Within the field of polarimetry, the algorithms are obviously applicable to data from imaging polarimeters if each pixel is considered as a distinct sensor. Likewise, data from passive or Stokes polarimeters can be used, although the small number of measured channels ͑N ϭ 3 or 4͒ may make it difficult to satisfy invariance constraints. Optical polarimetry has generally seen great maturation of measurement technology, but relatively few sophisticated algorithms to enable efficient processing and robust application of the data. The algorithms presented in this paper have the potential to become standardized in this sense and help fulfill the promise of polarimetry for discrimination, inspection, diagnostics, clutter rejection, and related applications in laser remote sensing (LRS) in particular.
There are also applications of the developed techniques in fields other than polarimetry and LRS. For instance, for optical facial or pattern recognition the pixels on an irradiance sensor can serve as the measured channels, with relations among the pixel values utilized to satisfy constraints such as orientation and͞or expression invariance. In principle, the techniques developed here are applicable to the outputs of any multichannel sensor from which training data are available over variables relative to which the algorithm needs to be invariant. The channel outputs must be related (e.g., correlated) in order to satisfy invariance constraints. The training data can be measured, as in this paper, simulated via a model, or generated by a combination of measurement and simulation.
The prevailing remote-sensing application of the presented algorithms is as a monitor, that is, a sensor tuned to a particular target in an arbitrary scene [28] . Training data due to the target (but not necessarily due to other objects in the scene) are assumed to be available. If it is necessary to develop channels without a priori training data, there are several possibilities. The most likely scheme would utilize predetermined channels corresponding to different sample classes of interest, trained with data due to representatives of the different classes. For example, channel 1 could correspond to paint, channel 2 to bare metal, channel 3 to plastic, etc. The channel values can be distances of data from the corresponding sample clusters. All paints will not have the same value in channel 1, but data from most paints will be closer to the cluster of channel 1 than to the cluster of any other channel. In a blind test the sensor rapidly tunes through the channels. If the smallest value (below a threshold value) occurs in channel 1, the sensor discriminates paint; if in channel 2, it discriminates bare metal, etc. There is no need to collect training data from the actual samples, only to know a priori the possible or likely sample classes and have predetermined channels for those classes. Another possibility is to train channels with modeled rather than measured data. This is particularly likely in applications to monitor change, e.g., weathering, where training data due to the pristine material is available and a model can predict the evolution of the polarization signature, and thus the channel values, as the change progresses.
oratory through contract FA9451-04-C-0353 with Advanced Optical Technologies, Inc.
