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AVANT - PROPOS 
Pam les plus difflciles a resoudre, err mformatique, sont 
les problemes de fichiers volumineux» Cela peut 6tre mamfeste par 
le Iorrg temps de recherche effectuSe sur les Bases 'de donnees, car 
il faut acceder aux mformations en un temps minimal, pour cette 
raison les informaticiens et les chercheurs sont de plus en plus 
mteresses a reduire le wolume de stockage des mformations sans y 
apporter aucune reduction de pertinence. -
Partni les meilleures solutions adoptees a cet egard est la 
creation de ce qu'on appelle les fichiers mverses (7) par lesquels 
on peut avoir une recherche assez efficace par rapport aux pertinen— 
ce et temps d1acces, Nous travaillons dans ce sens pour reduire 
1'espace nScessaire a stocker ces fichiers car, en fait, pour stoc-
ker les fichiers mverses on a besom de double 1' espace de stock-
age reserve normalement a un fichier original (12)• 
C'est en etudiant ICI les concepts des fichiers mverses, 
leurs consequence en memoire ou sur le support de stockage que 
nous est apparu le moyen de definir des methodes de compactage des 
flchiers inverses afin de faciliter la recherche des mformations 
dans les Bases de donnees d'une maniere qui rend cette recherche 
plus rapide» 
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INTRODUCTION 
NOTION DU FICHIER 
- Dsfimtion du fichier. 
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INTROOUCTIOM' 
BfOTION OU FICHIER 
I. DEFINITIOB OU FICHIER 
1*1 — Le fichier 
Le fichier est defini comme un ensemble d'enregistrements 
ayant pour caracteristique des ' valeurs distinctes afin de prevoir que 
pour une caracteristique donnee, il puisse n'y avoir aucune valeur 
presente dans 1' enregistremerrt, on peut lmaginer une valeur blanche(lO). 
I#2 - Notion du ficHier s II existe deux types des fichiers 
|i 
pour naus. II y a le fichier arborescent comme la relatiorr qufil 
existe entre 1'etudiant dans un universite et les matieres qu'xl 
etudies dans cette universite, ,cette relation est bien lllustricau 
suivant : 
Umversite de Universite de 
Grenoble II Claude Bernard I 
1. 1 Cours de Plathematique Cours d'in— 
formatique 
Et il y a le fichier inverse qui nous concerne, C* est un fichier 
organise de fagon precis pour traiter les lnformations contenues dans 
ce fichier. II a son origine dans le fichier de base d' oCi il a evolue 
par un systeme special. II est compose d'un repertoire des termes xndex 
qui ont pour but de decrire le contenu des documents dans le systeme 
lwformatise. II y a une correspondance entre chaque terme index et les 
enregistrements qui sont composef d'une liste d'adresses de ces enre— 
gistrements mdexespar ces termes sur le support de stockage. General-
ement, on utilise le numero de document comme un pointeur lorsque cettes 
listes ont des longueurs variables, l 
Le fichier original s'est presente comme dans le schema suivant: 
1^ A*j [10 B] |j3 C] 
C 2 _A_ ® ] [e .] 
[:?] 
Tandis que le fichier mverse correspondant est le suivant: 
* 1 
B 7 8 Q 10 - - -t#l 
En general , un fichier inverse est utilise normalement 
avec le fichier onginal, il fournie des mformations utiles pour 
accelerer la recherche, le fichier lrrverse est compose des listes 
mversees, c» a» de les listes de tous les enregistrements ayant des 
termes mdex determmes. 
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PARTIE A 
ETUDE SUR LE ROLE DE 
FICHIER IIMVERSE ET SON STQCKAGE 
- Le role du fichier mverse 
— Le stockage du fichier lnverse 
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PARTIE A 
ETUDE SUR LE ROLE OE FICHIER INVERSE ET SON STOCKAGE 
A.1 — Le role du fichier lnversB 
Le role'da fichier inverse est etudie ici a 1'egard de 
traitement de 1'information qui est defini selon Knuth (10) comme 
1'apiration qui a pour but de fournir des informatians evx utilisat-
eurs d*un systeme d'mterrogation qui permet d'utiliser les termes 
index accompagnes par les operateurs booleens— ETt OU, SAUF - pour 
cortstruire les questions* Pour reponder a ces questions le systeme 
compare Ia liste des termes mdex avec les termes dans les questions 
pasees, et quand il trouve une correspondance entre les deux - c.a.d. 
entre la liste des termes index et les termes darts les questions 
posees - le systeme va extraire la liste concerrree et la memoriser, 
quand Ie systeme fimt de cet operation -c.a.d. apres avoir trouve 
la liste correspondante aux termes index - on va eventuellement et 
a I1aide des programmes specifiques avoir la liste des numeros de 
documents qui repondent aux questions posees par 1'utilisateur.Cet 
operatiorv narmalement ne prend guere quelques milli-seconds, mais 
au fur et a mesure de nombre de termes lrrdex utilises dans les 
questions, cela peut prendre du temps. 
En tout cas, le pertmence joue un role lmportant ICI 
specialement quand on veut reduire le volume de donnees, on aussi 
essayer de creer un systeme de gestion de flchiers specialement 
destine a reduire le temps d'acces aux mformations (14). 
En ce qui concerne la reporrse offert par le systeme, 
il n'existe malheureusement pas des cas ldeal - c.a.d. il y a toujours 
urr compromis a propos de temps d*acces et de volume de stockage -ce 
qu^orr verra plus tard, on peut constater que 1'utilisation de fichiers 
inverses n'est pas toujours convenable, tout ga depend de la caracter-
lstique des donnees a traiter et de temps d'acces prevus par 11utilis-
ateur du systeme et aussi de la pertinence exigee du systeme. 
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En bref, il y a des criteres qui affectuent la performance 
d1 orgarrisation de flchiers qui sont: 
- Le cotit total de stockage 
- Le temps moyen d'acces 
- Pour une Base de donnees speciflque 
• Les caracteistiques d*lnterrogation 
• Speciflcations du support utilise. 
Ces cnteres selon Cardenas (5) sont a noter en evaluant la perfor-
marrce d1 organisatxon de fichiers, ll constate plus qu'en utilisant 
le fichier mverse orr augmente la reponse aux questions des utilis-
ateurs mais le desavantage principal est que le stockage est volum-
lrreux (4) et le coCit de maintenance et mise a jour sont relativenent 
hauts. 
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A.2 — Le stockaqe do fichier lnverse 
Le fichier lnverse est stocke sur le support de manisre qu'on 
peut le consujter dfune fagon efficace et pour cela on distingue deux 
types de methodes de stockage (12)» 
- La forme des listes des^numRrna^jHp^jHn^MmBo^B 
•ans cette forme on va considerer le fichier mverse comme des 
listes des numeros de documents, supposons que nous avons N termes 
mdex et L est le nombre total des documents dans toutes les listes, 
comme dans le schema suivant : 
N 
: -
i i 
l i 
numero de documents 
termes mdex pomteur 
On note que ce schima est plus facile h appliquer et a utiliser 
specialement quand le fichier n«est pas de taille tres volumineuse, 
I 
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A.2.2 - La forme de vecteur booleen 
On la nomme aussi la forme de vecteur binaire, cette forme 
est plus utilisee darrs le cas o£i le fichier est tres grand et afin de 
riduire 1'espace de stockage sur le support pour les listes des numeros 
de documents qui sont representees comme un vecteur binaire selon King 
(^)f qui donne un vecteur binaire zeros pour chaque terme mdex 0C1 la 
longueur de ce vecteur egal au nombre de documents. Si un document enti* 
dans le systeme les zeros sont remplaces par les uns - c,a,d. le remp-
lacement aura lieue dans les positions corrHspondantSau numero de 
dacument dans tout les vecteurs binaires de termes lndex qui sont en 
possessiorr de ce document entre dans le systeme- on peut ici citer un 
example comme le suivarrt : 
Termes index Numero de document 
A, B <1 
C, D, E 2 
B, D, F, G 3 
Orr a les termes lndex A, ff, C, D, E, F, G qui ont les vecteurs bina— 
xres suivants ( avant d'entrer dans le systeme ) : 
A  0 0 0  . . . .  0  
0  0 0 0  . . . .  0  
C  0 0 0  . . . .  0  
0  0 0 0  . . . .  0  
E  000 . . . .  0 
F  000 . . . .  0 
G  000 . . . .  0 
Orr aura les vecteurs binaxres apres entres darrs le systeme comme 
suivant : 
Termes mdex vecteur 
100 • • • • 0 
101 • • • • 0 
010 • • • • 0 
011 • • • • 0 
010 • • • • 0 
001 • • • • 0 
001 • • • • 0 
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Err etudiarrt la table au—dessus on peut remarquer que le vect— 
eur birraire a certains avarrtages par rapport a la liste de nuraero de 
documents car ICI tout les enregistrements onrt une longueur fixe 
parce que le vecteur est egal au nombre de documents, on n'a plus 
besoirr des pointeurs - orr peut les remplaces par le calcul d'adresse, 
ICI orr a le chance de rajouter des nouveaux documerats dans urr espace 
a Ia firr du vecteur binaire et on, peut avoir la facilite d*un seul 
acces aux enregistrements dans le cas 0C1 ll n'y a pas de limite sur 
le volume de stockage sur le support. 
Nous voyons que nous avons profite du fait que les operateurs 
logiques peuverrt se faire par une mstruction machirre car les ordinat-
eurs de nos jours a le propriete de marripuler les chaines binaires 
efficacement, 
Tout ga rrous aide a compacter les donnees car selorr King (9) 
la distribution d^utilisatiorr des termes mdex a une fonction logarit-
hmique, ce qui implique que plus le nombre de termes est grand plus la 
frequence d'utilisation d'un terme mdex est faible - c.a.d. ll existe 
beaucoup d'octets dans les enregistrements qui sont les bits zeros-. 
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PARTIE 8 
METH0DE5 DE COHPACTAGE 
DE FICHIERS IWVERSES 
—Introductiorr. 
—Les differentes methodes de 
compactage de fichiers mverses. 
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PARTIE B 
WETHODES DE COMPACTAGE DE FICHIERS INVERSES 
e.1 - IntroductiotT 
II y a des differerrtes methodes pour compacter les fich— 
lers inverses par rapport a ses representatiorrs, comme nous avons deja 
citer les deux formes de stockage de fichiers mverses dans partie A, 
nous presentons ICI les deux formes : 
• 1 — La forme des listes des rrumeros de documents 
On peut reduire le volume des termes mdex par 
le remplacement des mdex matieres(termes mdex) par certain code 
abrege qui exige moins d1espace de stockage. 
8.1 »2 — La forme de vecteur birtaire 
II existe ICI des methodes de compactage de la 
chaine de bits—zeros en trouvant le codage optimal pour ces bits—zeros, 
cette pnncipe est plus efficace pour economiser sur le volume de 
stockage sur le support. 
— Les differentes methodes de compactaqe de fichiers mverses 
8e2#1 - La methode de Bradley (3) 
Cette methode est developpee en trouvant un code optimal 
Pour compacter les donnees par "run-length-code", le mot "run" designe 
une chaine des bits-zeros qui sont termines par un bit-un, la longueur 
de "run" est le nombre bits-zero,"length " signifie la longueur. 
La performance de ce code est ensuite comparee avec la 
compression theorique qui est basee sur 1'lnformation contenue dans 
la repartition de probabilite du "run-length", "run-length-encoding" 
est employe a fin de reduire le nombre de bits dans les donnees binai-
res redondants comme les lmages digitales des d^ssins d mgenieur OCJ 
uneimage est represente par un rayon de deux dimensions en des elements 
d image noirs et blancs. Tout au long d'une certaine direction de rayon^ 
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ll apparalt des chaines ou "run" des elements d'image voisins des mfimes 
valeurs noirs ou blancs, puisque 1'appantion de "run" noir et blanc 
toujours s'alterne dans un lmage, dans le processus d1 "encoding", ll 
est seulement necessaire de coder la longueur d'un "run" et non la 
valeur de ses elemenits d'image, alors nous pouvons arbitrairement 
considerer le "run" typique comme un nombre de zeros suivi par un< bit-
un pour marquer Ie fin de "run". 
Supposons que P est le nombre d'elements d'image dans le 
rayorr, N est le nombre de "run" dans la direction horizentale. disons 
que la longueur de chaque de N "run" peut 8tre code avec un nombre 
moyen de bits = , dans ce cas, la rgaucticr in30-iol = peut 6tre 
designee comme un facteur de compression: 
P / N(LmQy) = le facteur de compression (*) 
alors, pour avoir un facteur de compression haut, la longueur moyenne 
de chaque "run" code L dolt 6tre au minimum. moy 
Si la probabilite P de "run" de longueur 1 est enregistree 
d1apres un dessin typique, on espere que le meilleur et le plus efficact 
code a obtenir est du premier—ordre : 
M =  ^^09» P-
Disons que "run-length" s ont lieue mdependement, H diminue la limite 
*"moy *ous ^es systemes de "code" base sur untcertaine distribution 
de p , un "length-code" variabl de Huffman peut construire oCi L = H. i moy 9 
en tout cas, ce n'est pas une solution pratique de probleme de code, 
lorsque 1'efficacite de tels "length-codes" variabls est tres sensible 
pour la probabilite P^ a priori. La compression realisee sur des differ-
entes lmages avec des differentes distributions de p peut 6tre tres 
pauvre, 
Nous voulons maintenant examiner un autre "length-code" 
variabl qui maintient son efficacite sur une dlstribution de probabilite, 
cette flexibilite peut affecter fortement par la difference entre L moy 
et H pour ce code et pour une distnbution typique de probabilites de 
"run-length" oCi le code contient 2n entrees de longueur fixe de n» Les 
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entrees sont de deux types : 
1 • Les entrees se presentent comme zeros avec terminaison 
de un. 
2» Les entrees se presentent comme des chaines de zeros 
consecutives. 
Un "run" de longueueur arbitraire peut se presenter par 
plusj.eures entrees de code de type 2 et une seule entree de type 1. 
Urr code typique de cette forme est illustre a la table suivante: 
code mdex code d'entree code de mot 
type 1 1 1 000 
2 01 001 
3 001 010 
4 0001 011 
5 00001 100 
type 2 6 1 5 zeros 101 
7 10 zeros 110 
8 
1 
15 zeros 111 
( K = le nombre d'entrees terminees par 1 ), 
Dans cette example la Iongueur de chaque code de mot est n=3, alors 
pour representer une longueur de 30, requiert 9 bits de code correspon. 
dant a 15 zeros, 10 zeros, et finalement 4 zeros plus le un de termin-
aison ( code de mots 8,7,et 5 ). 
Nous remarquons que K est aussi le nombre de zeros repr-
esente par le premier entree de type 2, en fait les entrees de type 2 
representent des longueurs de K,2K,3K donnant la valeur de 
K et n (Ia longueur de code de mot), on peut evaluer la longueur 
maximum de code par m |de ces entrees comme 
Rm = K+(2ll-K)("-1 )K 
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Darrs cette example : 
est 15 zeros + 00001 = 35» 
La longueur moyenne de code Lm(j est determinee par peser la lon9ueur 
de chaque code ( n,2n,3n, ..)m0^avec la probabilite que cette longueur 
est necessaire pour coder un "run". 
Lmoy (pT'k) = "ZiPi + 2n2Z Pl+ 3nZl ft (***) 
1=1 - i =R+1 i=Ra.+1 
oCi n est la longueur de chaque code de mot, R est le plus long "runi" ' m 
qui est represente par m de ces codes de mot (**), et est la probab-
llite d'un "run" de longueur l. Si LmQy (n,k) est minimum par rapport a 
n et k, la definition optimale pour un code de cette variete sera 
deternine. 
U'n dessin d1 lngameur typique est digitalise comme 
3000 X 4000 poiurts donnant 12 X 106 elements de dessin et 115513 "run" 
dans une direction honzentale, Le facteur de compression est 13,20 
(*)• La valeur de H1 est 5,91 bits donnant une compression maximum de 
17,58 pour comparer, supposons qu'un "length-code" fix de log23000*12 
bits etaient employe pour coder chaque longueur sans regarder sa probab» 
llite on a par (*) que le facteur de compression est cette fois = 8,65 
ces resultats sont lllustres a la table suivante : 
( La table lllustre une comparaisoni de deux schemas de code avec la 
performance theorique optimale de tous les codes ) : 
facteur de compression L mov 
Theorique 17,58 5,91 
k = 48, n = 6 code 13,20 7,87 
12 bits, code de longueur fixe 8,65 12,00 
Bien que la performance optimale de code n'atteint pas le but theonque, 
nous savons que cette performance maintient sa valeur pour le "run-lenath" Rm-vl 
avec la mdme distribution de probabilite autant que ) p reste le 
i=R +1 m 
mdme au (•+**), L restera constant. Lorsque k = 48 et n = 6 on a 4 moy 
valeurs de R^ ^  3000 (**). 
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Tout ce que nous avons besoin est le fait que la probabilite cumulative 
(non pas les valeurs lndjividuelles de P^) reste presque la m6me entre les 
5 segments de distnbution definae par les 4 valeurs de R , ce cntere m 
est facilement obtenucar les fac-similes du m6me type, comme les dessins 
d'ingenieur et les matenelles ecrites par la machine a ecrire, ont une 
distnbution de m6me forme generale. 
Tellement nous avons urre methode pour definir les parametres 
de code de longueur variable basee sur une distribution empinque des 
longueurs de "run", il est certam que la performance de ce code ne sera 
pas derangeepar des petits changements dans la frequence des longueurs 
de "run". 
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8,2.2 - La methode de Kina (9) 
Par sa methode King a suggere que le vecteur bi*w 
aire est un alternative par rapport au stockage de pointeurs de docum— 
ents dans un fichier lrrverse, le fichier de vecteur binaire peut four— 
mr, en economisarrt 11 espace de stockage, de temps d'acces minimal et 
moins d*effort de programmation. 
II a commerrce par definir les termes suivants 
Sous-vecteurs est une chaine d'octets dans le vecteur binaire, 
Sous—vecteur zero s est un sous—vecteur dorrt chaque octet contierrt 8 
bits-zeros , 
Sous-vecteur non-zero s est un sous-vecteur dont chaque octet corrtient 
au moins un bit-uru 
( Ici on a 1'octet qui contient 8 bits c.a.d. on ne peut pas stocker 
plus de 255 entiers,de 0 jusqu'a 255. 
L'etapes suivantes sont envisagees par King dans 
sa methode de COmpactage s 
1 - Le vecteur binaire est partage entre des 
series des sous—vecteurs zeros et non—zeros, lls peuvent avoir une 
longueur maximale de 255 octets. Les sous-vecteurs de zero qui sont pl— 
6 in 6 us longs que 255 octets, le 256 octet sera considerer comme non-zero 
octet de tels fagon qu'on peut diviser le sous—vecteur zero qui est 
long. 
2 - Chaque sous-vecteur non-zero est prefixe par 
deux octets. Le premier contient le nombre d'octet-zero precedent le 
sous-vecteur non-zero de vecteur non compact. Le deuxieme octet 
contient le rrombre d1 octets dans le sous—vecteur non-zero. 
3 - Le vecteur compact donc comprend seulement 
les sous—vecteurs non—zeros avec leurs preflxes• 
4 — Le vecteur compact sera termine par un champs 
de deux octets de zero binaire» 
On peut donner un example en considerant le 
vecteur bmaire suivant s 
01100000 / 10000000 / sept octets zero / 00000001 / 10000000 / .... 
les "slashes" indiquent la division du vecteur en octets,ce vecteur re-
mplace la liste de numeros 2, 3, 9, 80 et 81 dans un fichier mverse 
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standard CT£I chaque numero de document prend 3 octets de stockage, 15 
actets sera necessaire pour stocker ces numeros, le vecteur compact 
qui en resulte est le suivant $ 
00000000/0000001o/oi100000/10000000/00000111/00000010/00000001/10000000/. . .  
On considere chaque octet dans un vecteur fitre numerote sequentiell-
ement a partir d'octet un a gauche , dans le vecteur non compact 
1'octet un et deux forment un sous—vecteur non—zero, par consequence, 
les premier quatre octets dans le vecteur compact peuvent 6tre consider— 
is comme suivant : 
Octet un. Zero binaire mdiquant qu'il n'y a pas d'octet 
zerm qui precedent ce sous—vecteur . 
Octet deux. deux bmaire signifie que le sous-vecteur irron-zero 
suivant a la longueur de 2 octets. 
Octets trois, quatre. Octet un et deux du vecteur original. 
Octets trois a neuf du vecteur original sont un sous—vecteur zero, et 
octets dix et onze sont le deuxieme sous—vecteur norr— zero. Donc les 4 
deuxieme octets du vecteur compact sont mterpretes comme suivant : 
Octet cinq. sept binaire mdique qu'un sous-vecteur zero de 
sept octets a ete compacte* 
Octet six. deux binaire mdique que le deux octets suivants 
sont un sous-vecteur non-zero. 
Octet sept, huit. Octets dix et onze du vecteur original 
Donc le vecteur binaire est redui de onze octets a huit et le space 
necessaire pour enregistrer les numeros de documents dans le fichier 
mverse standard reste comme 15 octets 
Pour examiner plus les differences entre les 
deux fichiers on a utilise 1'ordinateur de IBm 360/67 et les programmes 
ecrites en PL/1 sur une Base de donnees 0C1 6.121 documents sont 
lrndexes par 1 .484 termes mdex, le nombre total de numeros des docu— 
meirrts etait 94.542 donnant urr moyen' d'indexatiorr de 15f termes par 
documerrt, la taille des errregistrements physiques du fichier de 
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la liste etait 331 octets, le fichier avait besoin de 702,713 octets. 
Pour le fichier de vecteur binaire non compact, la taille d*enregist-
remerrts' physique etait 1.286 octets pour stocker urt rrombre maximum de 
10.216 documerrts et quand 1'algorithme de compactage etait applique 
avec unre Iongueur d'errregistrement physique de 130 octets, 1'espace 
de stockage pour le fichier de vecteur binaire etait reduit a 281.450 
octets ou 41 % de 1'espace necessaire pour le fichier imverse de la 
Iiste» 
Des serj.es de 40 recherches de complexite variantes 
etaient dingees avec les deux fichiers, le fonction de "time" de PL/1 
a donne la possibilite d'avoir des statistxques de temps, King a 
trouve pour 22 questionrs que le temps de recherche du fichier de 
vecteur binaire etait plus rapide dorrt une est un facteur de 35, et 
pour 18 questiorns oCi le temps d1 acces pour la recherche du fichier 
standard etait au plus 6,17 fois plus rapide. II a aussi note que le 
temps total de recherche au cas du fichier de vecteur binaire etait de 
0,79 secondes a 9,72 secorvdes et au cas du fichier standard ll etait 
de 0,15 secondes a 202,98 secondes c.a.d. le fichier de vecteur binaxre 
est plus effxcace pour*0n-lxroe* recherch de type xnteractxf et generale-
ment plus rapxde, Kxng a aussi remarque que le temps de recherche au 
cas du fxchier de vecteur bxnaxre a une relatxon avec le nombre des ter-
mes xndex dans le questxon, maxs au cas du fxchxer xnverse standard, le 
temps de recherche a une relatxon avec le nombre total des numeros de 
documertts dans Ies termes xndex trouves dans la questxon. 
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P (la probabilite de bit zero) 
techmque 0,05 0,05 0,75 0,90 0,95 0,99 
Run—length coding 0,53 0,87 1,15 1 ,98 2,90 11 ,24 
Golomb 0,35 0,62 1,07 1 ,88 3,36 12,25 
WH1 0,94 0,94 0,94 1,34 1 ,93 5,38 
UH1PI 0,94 0,94 0,94 1,69 2,69 9,80 
UIH2 1 ,68 0,87 0,88 1 ,47 2,63 9,52 
Thiel et Heaps 0,94 0,94 0,94 1 ,24 2,04 7,37 
King 0,94 0,94 0,93 1,01 1 ,52 5,13 
D*apres cette table ; on remarque que le gain de 
UH2 est superieur a urr lorsque la valeur de P est petit. Les deux 
premiers codages (c.a.d. celles de "run-lerrgth-codirrg" et de Golomb) 
donnent des bons resultats quand la valeur de P est grand, Ces pro-
prietes sont combine'es dans UJH1P1 et UH2 qui rrous sembleert Stre bon 
pour toutes valeurs de P ( la probabilite de bit zero ) . 
Nous pouvoms aussi constate que la valeur de gain 
augmente ao cas d'avoir des valeurs hautes de P en presque toute 
les techrriques preserrtees . 
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i 
5*2*3 LBS autres methodes 
« 
II y a des autres methodes pour compacter les 
fichiers mverses, parmi eux orr trouve les methodes suivantes : 
- le codage de Schuegraf ou ce qu1 ort appelle 
"rurh-lBngth-coding"* 
- ls codage de Uedekind et HSrder ou ce qu1 orr 
appells en un mot (WH1). 
- le modiflcatiorr de codage de WH1 c.a.d. WH1PI, 
- le codage de UJedskind et HSrder en deux—mot 
(WH2) . 
- le codage de Thiel et Heaps . < 
Les techniquBS mantionnees au-dessus sont basees 
sur urr modele stochastiqua de n i etats (cas) differents * 
C'<tait explique en utilisatiorr'ds chaine de flarkov pour creer le 
VBctsur binraire ; on compare les gains qui resulte de compacter 
danrs chaqua tschrrique entrs eux, le gain est exprime comme : 
vecteur binaire non compact 
VBctsur binaire compact 
s 
On peut constater que les gains sont une forrction de la probabilite 
da bit zero . Ils existent aussi des comparaisons en considerant 
Ia longueur optimala de bits necessaire pour exprimer le code, donc 
aitr peut montrar Iss gains en sup^posant qus n = 1 et la longueur du 
code est egal a k bits . 
Oanrs la table suivant on voit cette comparaison : 
C0NCLU5I0N 
Dans les systemes d'Kiterrogation, les techniques differen— 
tes que nous avons deja presentees ICI, jouent un role tres lmport-
ant par rapport au temps d'acces aux enregistrements pour la rech-
erche mteractive et retrospective specialement dans le cas 0C1 l'on 
mterroge une grande Base de donnees, la rapidite de repomse depend 
fortemerrt sur le volume de stockage de donnees car quarrd orr a les 
moyerrs pour reduire ce volume, on aura certairrement la possibilite 
de dimmuer le temps de recherche qui compt beaucoup specialement 
quand OFP mterroge une grande Base de dortnees de Ftos jours • 
Les fichiers mverses ne sont pas toujours corrven<l14<S que 
les autres types de fichiers comme par example le fichier d1arbre 
de double-chaine ou le fichier de "multiliste" . On considere aussi 
le degre de complexite de la question posee au systeme d'mterrogation 
seloni Cardenas (5), ainsi ll y a une methodologie, un modele et un 
systeme programme pour evaluer a priori les coQts totals de stockage de 
dajrrnees et aussi le temps moyen d'acces de plusieures organisations 
des flchiers par rapport a une Base de donnees speciflque, ll faut aussj 
prendre compte des caracteristiques des questions et speciflcations 
de dispositif . quand on considere tout ga on peut choisir le structu-
re de son fichier par rapport aussi a ce qu1on veut de son systeme 
d'interrogation • 
Les flchiers mverses possedent une mconvenance que le 
nombre des numeros des documents correspondant aux termes mdex n1est 
pas toujours le mfime et la solution dans ce cas—la n1est pas facilem— 
ent disponible, car en appliquant la methode de "fragmentation equifr-
equente" (13) qui sigmfie que les termes mdex soient 6tre decoupes 
em plusieurs elements pour avoir une combinaison de ces elements 
entre eux au lieue d'utiliser les termes mdex , on ne peut jamais 
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dtre certain de ce que' le resultat de sa recherche va lui donner, tout 
* " 
ga deperrd sur ce qu'orr a deja citer a rrotre conclusion. 
Notre etude des methodes de compactage des fichiers 
lnverse etait plus ou moins concentree sur les techniques de 
Bradley (3) et de Kirtg (9),car Bradley a dans son traitement explique 
et err grande profondeur 1'idee et 1'application de sorr compactage, 
autrement dit il a donne une application assez nche pour illustrer 
son lnterpretatiom de son application de dissin d'irrgenieur, ll en a 
transforme en poits digitals, ceci nous aide dans 1*application de 
sa methode de compactage avec une grande rigueur, eliminarrt, de ce fait 
tout nsque de malapplication» 
Quant a la methode de Kirrg (9) , nous la trouvons tres mt-
eressarrte err ce qui concerne son elaboration sur son traitement du 
compactage de fichier lrrverse qui sventuellement rrous permet de 
comparer les criteres de la performance de sorr compactage en econo— 
misarrt d'espace de stockage et par consequence sur la rapidite de 
recherche realisee . 
Enfirt , nous regrettons de ne pas 6tre toujours tres 
recanis en ce qui concerne les references utilisees a cause de diffic— 
ultes de trouver les references souhaitees qui n'etaient pas dispon-
ibles au temps de recherche sur ce memoire . 
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