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Abstract
The evolution of random wave ﬁelds on the free surface is a complex process which is not completely understood nowadays. For
the sake of simplicity in this study we will restrict our attention to the 2D physical problems only (i.e. 1D wave propagation). How-
ever, the full Euler equations are solved numerically in order to predict the wave ﬁeld dynamics. We will consider the most studied
deep water case along with several ﬁnite depths (from deep to shallow waters) to make a comparison. For each depth we will per-
form a series of Monte–Carlo runs of random initial conditions in order to deduce some statistical properties of an average sea state.
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1. Introduction
The robust prediction of the wave climate is one of the major scientiﬁc and problems nowadays in the oceanog-
raphy and water wave theory1. On the oceanic scales the statistical description of wave ﬁelds is preferred2,3,4. The
main reasons include, for example, the lack of data to initialize a deterministic model, the need of much higher reso-
lutions (at least a few grid points per wavelengths which becomes practically impossible on large scales), long time
simulations to produce a forecast, etc.
The goal of the present study is much more modest. First of all, for the sake of simplicity we will consider the 2D
physical problem (1D wave propagation). We will assume that the dynamics is described by the free surface Euler
equations5 without any dissipative eﬀects (ideal hydrodynamics) and in the absence of forcing (free decay turbulence).
Since the model is deterministic, we will perform numerous Monte–Carlo simulations6 of random initial conditions
sharing the same statistical characteristics. In this way we hope to be able to draw some statistical conclusions on
the behaviour of random wave ﬁelds7. The main goal of this study is to investigate the eﬀect of water depth on the
statistics of the wave ﬁeld at the free surface. We do not necessarily restrict our attention to narrow banded spectra
which appear more often for the mathematical convenience in more theoretical investigations8. The computational
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framework employed here can be used, in principle, for any physically sound initial wave spectra. While most
of previous works focussed on the water of inﬁnite depth9,8,10,11,12, A. Toffoli et al.13 investigated the statistical
properties of random directional wave ﬁelds in the ﬁnite depth case using the HOS method14. Wave focussing on
water of ﬁnite depth was studied in15. The transition through the critical regime of vanishing nonlinearity in envelope
type equations (when kh ≈ 1.363) is analyzed in16. For the sake of comparison we consider in this study both cases
(ﬁnite and inﬁnite depths). The quantities of interest that we consider in this study and follow their evolution are
the kurtosis, skewness, BFI index and several others17,18. The energy transfer in the ﬁnite depth case was studied
theoretically earlier by Herterich & Hasselmann19.
The present study is organized as follows. In the following Section 2 we present the mathematical model along
with a brief description of statistical and numerical tools employed in this study. The numerical results are presented
in Section 3. Finally, the main conclusions and perspectives of this study are outlined in Section 4.
2. Mathematical model
Consider a two-dimentional (2D) cartesian coordinate system (x, y) with vertical coordinate y pointing upwards.
The physical domain is assumed to be bounded below by a horizontal bottom y = −h and above by the free surface
y = η(x, t). The ﬂow is irrotational and inviscid. The ﬂuid density is set to be unitary without loss of generality.
The computational domain [−, ] × [−h, η(x, t)] is assumed to be periodic in the horizontal direction x in view
of application of pseudo-spectral methods. The free surface elevation η(x, t) and the velocity potential φ(x, y, t) are
governed by the following system of incompressible and irrotational Euler equations5:
ηt = −φxηx + φy,
φt = −
1
2
(
φx
2 + φy
2
)
− gη,
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
at y = η(x, t)
∇2φ = 0, for −h < y < η(x, t)
where g is the gravity acceleration. On the ﬂat bottom the velocity potential satisﬁes the usual impermeability condi-
tion:
φy = 0, at y = −h.
We note that in the deep water case the depth h→ +∞ and the last condition is replaced by the following one:
lim
y→−∞
|∇φ| = 0.
In order to solve this system numerically we employ a pseudo-spectral method similar to one introduced by Dy-
achenko et al.20 (in the inﬁnite depth case), which is based on the conformal transformation that maps the time-
dependent ﬂow domain into a half-space21. Later this approach was generalized for the water of ﬁnite depth and even
for variable bathymetries22. We do not report here the equations resulting from the conformal mapping (these can
be found, e.g., in Choi & Camassa23 or Li et al.24. For the time integration we employ the 5 th order Runge–Kutta
scheme proposed by Dormand & Prince25.
2.1. Initial spectrum construction
All simulations performed in the present study are initialized with a Gaussian sea state. Namely, the Fourier
coeﬃcients of the free surface elevation η(x, 0) and φ(x, 0) are initialized as12:
ηˆk =
√
2P0(k)dke
ikεk , φˆk = −ickηˆk,
where εk are independent, uniformly distributed in the interval [0, 2π] random phases. We express the potential φk in
terms of the free surface displacement ηk using the phase velocity ck = ωk/k according to the linear water wave theory
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(ωk =
√
gk in deep water and ωk =
√
gk tanh(kh) in ﬁnite depth). The function P0(k) is the energy power spectrum
chosen in this study to be in the form of a Gaussian:
P0(k) =
P0√
2πσ2
0
exp
[
−1
2
(k − k0
σ0
)2]
,
where k0 (peak wavenumber) and σ0 (spectral width) are some constant positive parameters andP0 is chosen to obtain
the prescribed wave amplitude a0.
2.2. Statistical characteristics
There are two statistical quantities of particular interest which characterize the wave spectrum26,18,27,7:
• Kurtosis excess κ := μ4
μ2
2
− 3, which measures the heaviness of the spectrum tail.
• Skewness ς := μ3
μ
3/2
2
, which measures the asymmetry of the spectrum with respect to the mean.
These quantities are deﬁned in terms of the free surface elevation moments μn := 〈ηn〉. We note that κ = ς = 0 for the
Gaussian (normal) distribution.
Another important parameter characterizing the spectrum of the surface elevation is the Benjamin–Feir index,
BFI(t). Following Janssen17, we deﬁne this parameter as
BFI =
√
2s
kw
σw
,
with spectral width and characteristic wavenumber respectively given by
σw =
∫ +∞
0
(k − kw)2P dk
/ ∫ +∞
0
P dk, kw =
∫ +∞
0
kP dk
/ ∫ +∞
0
P dk,
and the averaged wave steepness s := kw ηrms, where
ηrms ≡ μ1/22 =
〈
4
∫ +∞
0
P dk
〉1/2
.
The above deﬁnition holds for general spectral shapes, therefore it is suitable for time-evolving spectra. It can be
easily checked that initially (at t = 0) one has:
kw ≡ k0 and σw ≡ σ0.
3. Numerical results
In this Section we will perform Monte–Carlo simulations of free surface Euler equations in water of inﬁnite (h =
+∞) and ﬁnite (h = 2, 1, 1/2) depths. The initial condition is generated from the Gaussian power spectrum with
random phases. Then, for every initial condition (M Monte–Carlo runs in total) and for every depth (4 cases) we
simulate the evolution of this wave system using the method of dynamic conformal mappings28 until the ﬁnal time T .
The values of all physical and numerical parameters employed in simulations are reported in Tab. 1. These values of
parameters produce sea states with the average steepness s ≈ 0.05 and BFI ≈ 0.2. These characteristics can evolve
with time and we will discuss it below.
0 The depth h = 1/2 will correspond approximatively to the shallow water case since the peak wave number k0 = 1 and, thus, kh = 1/2.
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Table 1. Physical and numerical parameters used for Monte–Carlo simulation of a random wave ﬁeld evolution under the full free surface Euler
dynamics.
Gravity acceleration: g [m s−2] 1.0
Water depth: h [m] +∞, 2.0, 1.0, 0.5
Characteristic wavenumber: k0 [m
−1] 1.0
Spectral width parameter: σ0 [m
−1] 0.29
Computational domain half-length:  [m] 100
Final simulation time: T [s] 100.0
Initial condition amplitude: a0 [m] 0.12
Number of Fourier modes: N 8192
Time step: Δt [s] 0.01
Number of Monte–Carlo runs: M 1000
On Fig. 1(a) we plot the excess probability distribution of the (normalized) free surface elevation at the ﬁnal
simulation time T . The black dotted line (- - -) represents the classical Gaussian distribution. One can see that there is
a clear deviation from the Gaussianity which is very well pronounced in the shallow water case kh = 1/2. We constate
also that all other averaged probability distributions corresponding to kh = +∞, 2 and 1 are almost superposed to the
graphical resolution. On Fig. 1(b) we show 30 random realizations of the kurtosis excess κ(t) during the simulations
for four diﬀerent depths under consideration. In particular, one can notice important deviations from zero for certain
trajectories. The ensemble average of the kurtosis excess is represented on Fig. 2. In deep waters this statistical
quantity averages approximatively to zero. On the other hand, in shallow water the kurtosis excess κ(t) shows very
important transient deviations and apparently the asymptotic value is above zero. The possibility of large deviations
from zero is translated by important variance (red area around the mean). Similar results for the skewness are shown
on Fig. 3. Again, in shallow waters the skewness remains positive, which indicates that the values above the average
are more probable.
The averaged Benjamin–Feir index BFI(t) is represented on Fig. 4. We remind that all initial conditions share the
same statistical characteristics. Nevertheless, in shallow water the stationary averaged BFI index is 50% lower than
in the deep water case. There is an ongoing eﬀort to ﬁnd a connection between the BFI value and kurtosis18. That
is why we produced a scatter plot of these quantities for diﬀerent values of water depths (see Fig. 5). The scattering
is quite important. However, one can see that when the depth is reduced, the whole cloud of points move in certain
direction which shows that some dependence between these quantities exist in some very average sense. At the level
of a single realization large deviations are possible.
4. Conclusions and perspectives
In this study we presented preliminary results on the eﬀect of the water depth on the statistical characteristics of the
quasi-deterministic wave ﬁeld. Namely, we showed that statistical properties may vary signiﬁcantly when the depth
is decreased from deep to rather shallow waters. Even in deep waters our numerical results show an interesting result
that the ensemble average of the kurtosis is equal to (statistical) zero even if the variance is rather important, showing
that large deviations are to be expected with high probability. On the other hand, in shallow waters the variance of
kurtosis is signiﬁcantly lower, but the mean value can make important transient excursions. The skewness remains
positive in average, which indicates that the values above the average are more probable as expected. We note also
that the asymptotic value of skewness is higher in the shallow water case (k0d = 1/2).
Concerning the perspectives for the nearest future, we would like ﬁrst of all to perform more simulations with
various values of the BFI index (here we reported only results for BFI ≈ 0.2). On the other hand, larger domains (and
thus bigger number of waves) and longer simulation times (to allow for the development of wave train instabilities)
are also needed to decrease the statistical error of reported results.
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Fig. 1. (a) Ensemble avergaged excess probability of the free surface elevation at the ﬁnal simulation time T . (b) Sample realizations of the kurtosis
excess κ(t) for various depths.
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Fig. 2. (a) Mean value of the kurtosis excess κ(t) along with local variance (red area) and 95% conﬁdence interval (grey area). (b) Ensemble average
of the kurtosis excess 〈κ〉(t) for various depths depicted on the same plot.
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Fig. 3. (a) Mean value of the skewness ς(t) along with local variance (red area) and 95% conﬁdence interval (grey area). (b) Ensemble average of
the skewness 〈ς〉(t) for various depths depicted on the same plot.
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Fig. 4. (a) Mean value of the Benjamin–Feir index BFI(t) along with local variance (red area) and 95% conﬁdence interval (grey area). (b) Ensemble
average of the BFI index 〈BFI〉(t) for various depths depicted on the same plot.
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Fig. 5. Time-averaged values of the kurtosis excess 〈κ〉 as the function of the average BFI index 〈BFI〉 (in time also) for various depths.
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