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Abstract
The climate in Mexico and Central America is influenced by the Pacific and the Atlantic oceanic basins and atmospheric 
conditions over continental North and South America. These factors and important ocean–atmosphere coupled processes 
make the region’s climate a great challenge for global and regional climate modeling. We explore the benefits that coupled 
regional climate models may introduce in the representation of the regional climate with a set of coupled and uncoupled 
simulations forced by reanalysis and global model data. Uncoupled simulations tend to stay close to the large-scale pat-
terns of the driving fields, particularly over the ocean, while over land they are modified by the regional atmospheric model 
physics and the improved orography representation. The regional coupled model adds to the reanalysis forcing the air–sea 
interaction, which is also better resolved than in the global model. Simulated fields are modified over the ocean, improving 
the representation of the key regional structures such as the Intertropical Convergence Zone and the Caribbean Low Level 
Jet. Higher resolution leads to improvements over land and in regions of intense air–sea interaction, e.g., off the coast of 
California. The coupled downscaling improves the representation of the Mid Summer Drought and the meridional rainfall 
distribution in southernmost Central America. Over the regions of humid climate, the coupling corrects the wet bias of 
the uncoupled runs and alleviates the dry bias of the driving model, yielding a rainfall seasonal cycle similar to that in the 
reanalysis-driven experiments.
Keywords Regional coupled model · Central America and Mexico climate · Impact of coupling · Added value
1 Introduction
The Mesoamerican region (here understood as Mexico and 
Central America) is characterized by very complex orogra-
phy and heterogeneous land use, with extended land masses 
both to the north and to the south. Its climate is influenced 
on its western and eastern boundaries by intense air–sea 
Electronic supplementary material The online version of this 
article (https ://doi.org/10.1007/s0038 2-018-4381-2) contains 
supplementary material, which is available to authorized users.
 * William Cabos 
 william.cabos@uah.es
1 Department of Physics, University of Alcalá, 
Alcalá de Henares, Madrid, Spain
2 Alfred Wegener Institute for Polar and Marine Research, 
Bremerhaven, Germany
3 Shirshov Institute of Oceanology, Russian Academy 
of Science, Moscow, Russia
4 Department of Atmospheric, Oceanic and Planetary Physics 
(School of Physics) and Center for Geophysical Research, 
University of Costa Rica, San Jose, Costa Rica
5 School of Earth and Atmospheric Sciences, Georgia Institute 
of Technology, Atlanta, GA, USA
6 MARUM-Center for Marine Environmental Sciences, 
Bremen, Germany
7 Centro de Ciencias de la Atmósfera, Universidad Nacional 
Autónoma de México, Mexico, Mexico
8 Climate Service Center, Helmholtz Zentrum Geesthacht, 
Hamburg, Germany
9 North Caucasus Federal University, Pyatigorsk, Russia
10 Institute of Meteorology and Climate Research, Karlsruhe 
Institute of Technology, Karlsruhe, Germany
4306 W. Cabos et al.
1 3
interaction from the Pacific Ocean, the Gulf of Mexico and 
the Caribbean Sea. The regional weather and climate, largely 
driven by the effect of the vast surrounding water bodies, 
results from the junction of various processes at different 
time and spatial scales. Rainfall is featured by a contrast-
ing Pacific-Caribbean distribution characterized by the Mid 
Summer Drought (MSD, Magaña et al. 1999) on the Pacific 
slope. The Inter-Tropical Convergence Zone (ITCZ), deep 
convection, low level moisture transport, cyclone activity 
and mid-latitude air intrusions are pointed as key drivers 
for regional rainfall (Amador et al. 2016). Interannual vari-
ability is mainly modulated by ENSO, which is known to be 
linked with drought-prone conditions as demonstrated by 
the analysis of observational data (Sánchez-Murillo et al. 
2017). Meanwhile, the regional impact of other low fre-
quency modes such as PDO (Pacific Decadal Oscillation) 
and AMO (Atlantic Multidecadal Oscillation) is related with 
the modulation of dry and wet extremes depending on the 
phasing of the signals. This behavior has been detected from 
paleorecords for northern Mesoamerica (Park et al. 2017) 
in agreement with findings of the PDO and AMO modu-
lating rainfall over Mexico and Central America (Méndez 
and Magaña 2010) and the PDO–ENSO relationship over 
Mexico (Fuentes-Franco et al. 2017; Pavia et al. 2006). The 
region is highly vulnerable to climatic fluctuations (Bárcena 
et al. 2010; Ahmed et al. 2009) and a well known climate 
change “hot spot” (Giorgi 2006). In fact, the latter work 
identified this region as the most responsive tropical region 
to climate change. This area is well known for its extreme 
weather, including major droughts (Stahle et  al. 2011), 
impact of hurricanes (Amador et al. 2010) and increasing 
temperature trends (Aguilar et al. 2005).
To date, different dynamic downscaling modeling frame-
works have been applied to the analysis of the climate in the 
Mesoamerican domain for Central America. For example, 
Rivera and Amador (2009) showed a general overestimation 
of rainfall with the MM5 model using ECHAM4.5 boundary 
conditions and 90 and 30 km resolutions, and suggested fur-
ther studies to evaluate the sensitivity to boundary layer and 
radiation schemes. Using PRECIS RCM, Karmalkar et al. 
(2011) analyzed two sets of experiments with 25 km grid 
resolution, and found a reasonable representation of the key 
regional climate features for recent climate conditions, while 
future projections suggested a drying pattern in most of Cen-
tral America. Diro et al. (2012) used RegCM4 to conduct 
an analysis over the Central America CORDEX domain at 
a 50 km grid resolution to evaluate the sensitivity of rain-
fall to land and sea surface schemes. Their results conclude 
the simulations capture fairly well the rainfall distribution. 
However, their study identified an underestimation and mis-
placement in the location of the CLLJ. Moreover, systematic 
biases were found at sub-diurnal scales, with little differ-
ences across the land schemes. The sensitivity to resolution, 
convection schemes, and surface flux parameterizations in 
the CORDEX Central America domain was investigated by 
Fuentes-Franco et al. (2016). Using the Reg-CM4 model, 
they showed the relevance of resolving coastal topography 
for a better simulation of tropical cyclone activity in the 
region.
Considering the well known Pacific-Caribbean precipita-
tion seesaw, a general drying trend for the region requires 
a more thorough analysis. Most modeling studies highlight 
that despite the general climate features been captured, the 
representation of the Mid Summer Drought (MSD, Magaña 
et al. 1999), the Caribbean Low Level Jet (CLLJ) structure 
and intensity as well as its related moisture transport (Durán-
Quesada et al. 2017), cold surges (Schultz et al. 1998) and 
tropical cyclones dynamics (Knutson et al. 2010) need to 
be improved. A common but important caveat is that most 
modeling studies performed in this region do not include 
ocean–atmosphere feedbacks at the regional scale. Typically, 
the regional atmospheric models are forced at their lower 
boundaries by prescribed sea surface temperature (SST), so 
that simulations cannot account for thermally ocean-driven 
intraseasonal interactions. Meanwhile, other studies based 
on GCMs projections, highlight the need for higher resolu-
tion and a better representation of ocean interaction pro-
cesses (Nakaegawa et al. 2014). Recently, Sitz et al. (2017) 
have shown the usefulness of coupled regional models for 
a good representation of precipitation and SST in differ-
ent CORDEX domains, among them the Central American 
domain.
In general terms, most of the added value of regional 
models over land areas in comparison to global coupled 
models (GCM) simulations can be traced back to a better 
representation of the orography (e. g. Di Luca et al. 2015; 
Xu et al. 2018; Teichmann et al. 2013). However, coupled 
regional models show a clear improvement with respect 
to both uncoupled atmospheric simulation and the driving 
global model in regions of intense air–sea interactions or of 
large-scale feedback (e.g., Cabos et al. 2017). In the last few 
years, a number of regional coupled atmosphere–ocean mod-
els have been used to explore a wide range of inter-annual 
and intra-seasonal processes in present climate simulations 
over different regions of the world (e.g. Zou et al. 2016; 
Ratman et al. 2009; Sein et al. 2014; Cabos et al. 2017), 
including the Mesoamerica region (Li et al. 2014).
Another critical factor to improve the representation of the 
climate of the region in Regional Climate Models (RCM) sim-
ulations is the extension of the domain (Sein et al. 2014). For 
this reason, in our model domain the northern boundaries of 
the Central American domain defined in the framework of the 
Coordinated Regional Downscaling Experiment (CORDEX) 
project have been shifted away from the Mexican territory 
(similar to Fuentes-Franco et al. 2014). The domain targets 
to simulate adequately some of the key large-scale circulation 
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features that affect regional climate. In particular, the extension 
of the CORDEX Central American domain allows for a better 
representation of the ITCZ movements (Schneider et al. 2014), 
the CLLJ dynamics (Amador 2008), the seasonal changes of 
the WHWP (Western Hemisphere Warm Pool, Wang and 
Enfield 2001), and the entrance of cold fronts as well as the 
large-scale circulation interactions that account for the regional 
rainfall climatology (see e.g., Englehart and Douglas 2001). 
Because of the difficulty in representing well all these pro-
cesses, it is important to explore how higher horizontal resolu-
tion and ocean–atmosphere coupling may improve the repre-
sentation of the climate in the region.
Here we perform a set of both ocean–atmosphere coupled 
and atmosphere-only simulations. The model systems consid-
ered are the atmosphere-only RCM REMO and the regionally 
coupled ocean–atmosphere model ROM (REMO-OASIS-
MPIOM), which consists of a regional atmosphere coupled 
to a global ocean. The simulations are forced by 32 years of 
the ERA-Interim reanalysis and a 55-year integration of pre-
sent-time climate with the Max-Planck Institute (MPI) Earth 
System Model (ESM), MPI-ESM. The atmospheric domain 
is common for ROM and REMO and extends the Central 
American CORDEX domain to include all the Mexican ter-
ritory and is run in two different horizontal resolutions (~ 25 
and ~ 50 km).
The objectives of this study can be summarized as follows:
1. Examine the added value that high-resolution REMO 
and ROM bring with respect to the driving global model 
in the area of study.
2. Examine the role of air–sea coupling processes in sim-
ulating the present climate by comparing coupled and 
uncoupled runs.
3. Asses the skills of both ROM and REMO in reproducing 
the observed regional climate over our extended COR-
DEX Central American domain.
The remainder of the paper is organized as follows. In 
Sect. 2 we present the system design along with the data and 
methods used for the model validation. In Sect. 3 we show 
results from the climatology that the model system is able 
to capture, examining the impact that higher resolution and 
ocean–atmospheric coupling have on this ability. Finally, in 
Sect. 4 we discuss the improvements and limitations of cou-
pled and non-coupled simulations and how this may impact 
the simulations of future climate change scenarios.
2  Datasets and methodology
2.1  The modeling frameworks
In this study, we use the coupled system ROM (see Sein 
et al. 2015) and its atmospheric component, the regional 
climate model REMO (Jacob et al. 2001). REMO is a 
hydrostatic, three-dimensional regional climate atmos-
pheric model that uses the physical package of the global 
circulation model ECHAM4 (Roeckner et al. 1996). In the 
vertical, variations of the prognostic variables are repre-
sented by a hybrid vertical coordinate system. In ROM, 
REMO is coupled to the global ocean model, MPIOM, that 
includes sea-ice and marine biogeochemistry modules (cf. 
Marsland et al. 2003). In addition, ROM includes a global 
hydrological discharge model (HD) that computes river 
runoff at 0.5° horizontal grid resolution and is coupled 
to the atmospheric and ocean components. The coupling 
between the atmosphere and the ocean is done through the 
OASIS coupler (Valcke et al. 2013), which we configured 
with a coupling period of 3-h model time. This coupling 
frequency is necessary to resolve well the diurnal cycle. 
In this work we switch off the marine biogeochemistry 
module and refine the computational grid of MPIOM to 
increase the horizontal resolution up to 10 km in the Gulf 
of Mexico and the Tropical North East Atlantic region 
(Fig. 1a). The refinement is achieved by placing the coor-
dinate grid poles over North America and North West 
Africa. In the vertical the MPIOM model uses a z-type 
coordinate that in our configuration is discretized on 40 
levels.
In REMO standalone, both surface and boundary condi-
tions are taken from ERA-Interim or MPI-ESM data. In 
ROM, the surface fluxes (i.e., heat, momentum and fresh-
water fluxes) forcing the oceanic component outside the 
domain of the atmospheric model are taken from 6-h rea-
nalysis or GCM data. The atmospheric component of ROM 
is forced laterally by 6-h fields taken from the same global 
dataset used for the oceanic component. The extent of the 
atmospheric domain is akin to the domains used in Cen-
tral America CORDEX simulations, but extended north-
ward so that the Mexican territory is located away from 
the domain boundaries (Diro et al. 2012; Fuentes-Franco 
et al. 2014). The use of a global ocean model prevents the 
complications associated with prescribing lateral bound-
ary conditions in regional ocean models. Specifically, we 
avoid inconsistencies in spatial and temporal resolutions 
between the regional model solution and the lateral driving 
fields. Furthermore, a global ocean model allows coastal 
trapped waves originated outside the coupled domain to 
influence the barotropic sea level variability and the bot-
tom pressure in the coupled domain (Sein et al. 2015).
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2.2  Experiment design
In this work we compare observational datasets, a fully 
coupled earth system model simulation (MPI-ESM), and 
downscaled simulations with the regionally coupled model, 
ROM, and its standalone atmospheric component, REMO. 
We use ERA-interim and MPI-ESM as boundary condition 
to perform two sets of experiments with ROM and REMO. 
In a first set of experiments, lateral atmospheric boundary 
conditions are taken from ERA-Interim (Dee et al. 2011) 
for both the coupled and stand-alone simulations, while sur-
face boundary condition are generated by MPIOM in the 
coupled ROM simulations or taken from ERA-Interim in 
the standalone REMO simulations. These simulations cover 
the period 1980–2012. The second set of experiments, cov-
ering the period 1950–2005, is similar to the first set but 
uses CMIP5 MPI-ESM twentieth century simulations as 
boundary conditions. For the first (second) set of experi-
ments, the spin-up of the coupled model, which is forced by 
ERA-Interim (MPI-ESM), is performed by running three 
consecutive times the period 1980–2012 (1950–2005), with 
each consecutive iteration starting from the final state of the 
previous run. Then, the final state of the third integration is 
used as initial condition for the final simulation.
In both sets of experiments, the atmospheric model uses 
a rotated grid with uniform horizontal resolution of about 
50 km. However, to explore the impact of the horizontal 
resolution, we repeated the simulations of the first set using 
the same domain but with a horizontal grid of about 25 km. 
A summary of the experiments and naming convention is 
shown in Table 1.
2.3  Observational datasets
We use monthly mean values for the period 1980–2012 from 
two reanalysis datasets and various observational datasets, 
including time series of in-situ and satellite data. Sea level 
pressure (SLP), 2-m temperature (T2M), and both wind 
components at 925 hPa are taken from the commonly used 
ERA-Interim reanalysis (Dee et al. 2011), which provides 
fields at about 80 km resolution for the period 1979–2017. 
The sea surface height (SSH) and temperature (SST) are 
taken from the partially coupled Climate Forecast System 
Reanalysis (CFSR; Saha et al. 2010), which provides fields 
on a regular grid of about 100 km for the period 1979–2017. 
We choose the CFSR reanalysis because it is the closest 
dataset available to a coupled global reanalysis of the 
Fig. 1  a The regional atmospheric domain (boundary marked in red) 
where coupling is computed and ocean/ice model grid (grid lines 
in black). b Orography of the Mesoamerican region (shading) and 
regions (rectangular boxes) used for the definition of the different 
indices and geographical points mentioned in the text. c Koppen–Gei-
ger climate regions analyzed in this study (see Table 2 for details)
Table 1  summarizes and labels each experiment analyzed in this 
study, according to horizontal resolution, boundary condition and 
whether it is coupled or not
Boundary conditions 
period
Coupling Atmospheric 
Horiz. Res 
(km).
Exp. name.
MPI-ESM (1950–2005) Coupled 50 ROM50M
Uncoupled 50 REMO50M
ERA-Interim (1980–
2012)
Coupled 50 ROM50I
25 ROM25I
Uncoupled 50 REMO50I
25 REMO25I
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atmosphere and the ocean. This coupled reanalysis provides 
fields that are physically more consistent than other atmos-
phere or ocean only datasets. In addition to the SST and 
SSH of CFSR, we use two more observational products: (1) 
the optimum interpolation SST (OISSTv2; Reynolds et al. 
2002) analysis which is available for the period 1982–2014, 
and (2), the AVISO Altimetry SSH that is available for the 
period 1992–2010 and retrieved from https ://podaa c.jpl.
nasa.gov/datas et/AVISO _L4_DYN_TOPO_1DEG_1MO).
The simulated precipitation rate (P) is compared against 
the 12-month climatology of the TRMM 3B43 precipitation 
dataset (Huffman et al. 2007) and the Global Precipitation 
Climatology Project (GPCP) precipitation dataset (Kumme-
row et al. 2000). For both TRMM 3B43 and GPCP, the cli-
matology is obtained as long-term mean of monthly values 
from January 1998 to December 2014. The TRMM 3B43 
product combines ground rain-gauge measurements with 
microwave remote sensing to adjust infrared observations 
of geostationary satellites to build a 0.25° × 0.25° grid-
ded dataset. The GPCP combines in-situ observations over 
land with satellite precipitation data to build a 2.5° × 2.5° 
global gridded datasets. The 925 hPa monthly wind clima-
tology from IGRA radiosonde data located at Hato airport, 
Curaçao, is used to evaluate the CLLJ. To analyze the model 
skill to simulate T2M and P in region with a coherent sea-
sonal cycle, we consider the Köppen–Geiger climate clas-
sification scheme (Kottek et al. 2006; Rubel et al. 2016), 
which aggregates the climate information in zones of simi-
lar T and P regimes. The climate type for each grid point 
within the Mesoamerican domain has been derived from the 
high-resolution 1986–2010 classification available at http://
koepp en-geige r.vu-wien.ac.at/prese nt.htm. It is based on the 
Climatic Research Unit (CRU) and the GPCC datasets. The 
features defining each Köppen–Geiger climate type can be 
found in Table 1 of Kottek et al. (2006). The climate types 
appearing in our study are listed in Table 2.
3  Results
3.1  The atmospheric circulation climatology
The large-scale circulation is dominated by the North Atlan-
tic Subtropical High (NASH). The NASH pattern has a 
strong seasonality that is characterized by a high-pressure 
system in the eastern Atlantic, which weakens during win-
ter (Fig. 2a) and strengthens during summer (Fig. 2b). The 
wintertime westward extension of the NASH (Fig. 2a) into 
North America has an important tropical connection, which 
is consistent with the sharp decrease of the Great Plains low-
level jet (Weaver and Nigam 2008). This NASH behavior 
has been related with a thermal land forcing (Muñoz et al. 
2008; Cook and Vizy 2010), and often occurs in conjunction 
with the intensification of the CLLJ in summertime. On the 
Pacific, the North Pacific High is stronger during summer. 
At higher latitudes, the Aleutian low deepens during win-
ter (Fig. 2a), fostering the intrusion of cold air and extra-
tropical systems. The latter is of extreme importance as the 
associated frontal systems which provide a suitable environ-
ment for rainfall during the dry season over Central America 
(winter).
The regional atmospheric circulation is also strongly 
affected by the temperature seasonal cycle. Winter SSTs 
over the subtropics depict a pronounced meridional gra-
dient (Fig. 2g), which weakens in summer (Fig. 2h). The 
transition of the region of maximum SST from the Pacific 
(Fig. 2g) to the Caribbean and the Gulf of Mexico (Fig. 2h) 
clearly depicts the annual cycle of the WHWP. This transi-
tion occurs in association with the northernmost position 
of the ITCZ and brings the (summer) rainy season over 
the area (Fig. 2f). This migration of the ITCZ is connected 
with land processes that drive moisture from the Gulf of 
Mexico inland, contributing to the development of the so-
called North America Monsoon. Furthermore, the rainfall 
intensification shows a marked contrast between the Pacific 
and Caribbean basins, remarking the horizontal gradient fea-
tured by the MSD. In contrast, rainfall is drastically reduced 
during winter, with the exception of the southern Central 
America and its Atlantic windward coast (Fig. 2e).
3.2  Model biases
We evaluate the climate of the extended CORDEX Central 
American domain as simulated with the global MPI-ESM 
and the regional climate model experiments. As ROM and 
REMO share the physics and domain, differences in the 
simulations driven by the same global model can be pri-
marily attributed to the modified underlying SSTs due to 
the inclusion of the local air–sea coupling. With this aim, 
ERA-Interim and other observational datasets are used as 
a reference.
Table 2  C–G climate types used for the regionalization of the Mesoa-
merican region
Code Climate type
Af Equatorial, fully humid
Am Equatorial, monsoonal
As Equatorial, summer dry
Aw Equatorial, winter dry
BSh Hot arid steppe
BSk Cold arid steppe
BWh Hot desert
Csa Warm temperate, summer dry, hot summer
Cwb Warm temperate, winter dry, warm summer
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3.2.1  Sea level pressure
Figure 3 shows the SLP biases with respect to ERA-Interim 
for winter (Fig. 3a–d, i–k) and summer (Fig. 3e–h, l–n), for 
the global MPI-ESM, the regionally coupled ROM and the 
atmosphere-only REMO, respectively. Since the regional 
setups have a higher horizontal resolution (25 and 50 km), 
their data have been interpolated to the ERA-Interim reso-
lution (~ 80 km), in order to prevent small-scale features 
from being spuriously interpreted as biases. The MPI-ESM 
Fig. 2  Observed seasonal mean 
values of sea level pressure 
(SLP), 2-m air temperature 
(T2M), precipitation (PRECIP), 
and sea surface temperature 
(SST) used for validation. SLP 
and T2M from ERA-Interim 
for the period 1983–2012 for 
December–February (DJF) (a, 
c), and for June–August (JJA) 
(b, d). PRECIP from TRMM 
3B43 for the period 1989–2014 
for DJF (e), and JJA (f). SST 
from Reynolds OISST V2 for 
the period 1983–2012 for DJF 
(g), and JJA (h)
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(Fig. 3a, e) shows a positive (negative) bias in winter (sum-
mer) over Mexico, the Caribbean and the Central America 
region, which is particularly pronounced over the mountain-
ous regions of western US. Over the ocean, the positive bias 
in the Aleutian low in winter is noteworthy (cf. Fig. 3a), as 
well as the negative bias off Baja California (Fig. 3e). The 
latter is related to the atmospheric component of MPI-ESM 
(ECHAM), since it appears also in atmosphere-only simula-
tions (see discussion of Figs. 4, 6).
The sign of the large-scale bias pattern remains the very 
similar for both seasons and all the regional simulations. 
The coupled ROM simulations forced by ERA-Interim show 
the smallest SLP bias (Fig. 3d, h). While the biases over the 
ocean depend strongly on the coupling, their spatial pattern 
over land is rather sensitive to resolution and other details 
of the atmospheric component, and their magnitude is influ-
enced by the global driving data. For the MPI-ESM forced 
simulations, the effect of the coupling is an overall increase 
in SLP over the ocean, modifying the circulation pattern of 
the driving model (Fig. 3b, f). The positive SLP bias over 
the eastern Pacific and the Caribbean is consistent with the 
strengthening of the NASH and colder SSTs (Fig. 6c, d), 
e.g. in line with Wang et al. (2008). Over land, an improved 
orography representation leads to a weaker SLP over the 
Sierra Madre, Rocky Mountains and Sierra Nevada, and 
stronger SLP over the lower regions of the Great Basin and 
east of the Rocky Mountains. This effect is clearer in the 
ERA-Interim-driven runs, especially in ROM25I (Fig. 3d, 
h). In this case, the surface pressure of the forcing can be 
considered as “perfect” and the biases over land seem to be 
associated to differences in orography (cf. also Sein et al. 
2014). Therefore, the differences between ROM and ERA-
Interim in this are can be primarily be attributed to the better 
representation of orography.
For uncoupled REMO simulations, the SLP biases over 
land have a spatial pattern similar to those of the coupled 
ROM, albeit with overall more negative values (Fig. 3i–n). 
The stronger negative biases are found in summer along 
the Mexican highlands (markedly in REMO50M), thus 
amplifying the MPI-ESM bias (Fig. 3l). The imposed SST 
introduces its own biases over the ocean, especially in 
summer (cp. Fig. 3i, m). For example, the MPI-ESM SST 
bias off California becomes stronger in REMO and seems 
to reinforce the bias over the Sierra Madre range. On the 
other hand, the ERA-Interim forced simulations (run with 
observed Hadley SST) do not show this bias. However, the 
differences between the driving model and the regional 
model are quite similar in spatial structure for both forc-
ings. The negative SLP bias is mitigated in ROM25I with 
respect to ROM50I, and the coupling also seems helpful 
Fig. 3  Seasonal biases of SLP with respect to ERA-Interim for DJF (a–d, i–k) and JJA (e–h, l–n) for MPI-ESM (a, e), the coupled simulations: 
ROM50M (b, f), ROM50I (c, g), and ROM25I (d, h), and the uncoupled simulations: REMO50M (i, l), REMO50I (j, m) and REMO25I (k, n)
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for the summer negative SLP bias over Mesoamerica, (cp. 
Fig. 3m, n with Fig. 3g, h), where ROM exhibits a better 
performance. Despite the land surface features (orography) 
being responsible for most of the detected bias, it is clear 
that including the air–sea coupling improves the representa-
tion of regional large-scale patterns.
3.2.2  Surface air temperature
A warm bias can be found over land for MPI-ESM (Fig. 4a, 
e), in both seasons, with values is below 2 °C in most of the 
region. This is clear over the central and coastal plains, the 
Yucatan peninsula, and most of the regions considered for 
South America. In winter, the biases are larger over south-
ern Baja California and the Great Plains, while in summer 
they are stronger over South America and in northern Baja 
California. Conversely, the negative bias for both seasons are 
mainly found over northwestern Mexico and southwestern 
USA mountain ranges, particularly along the Sierra Nevada 
and the southern Rocky Mountains, and can probably be 
attributed to the different representation of the orography. 
Here, the dominance of low height stations in the assimilated 
data might play a role (cf. Karmalkar et al. 2011). Over the 
ocean, the strongest biases in winter can be found north of 
Cape Hatteras, and mainly arise from a late separation of the 
Gulf Stream. In summer, the largest biases off the coasts of 
California and Baja California are related to a poor represen-
tation of the California eastern boundary current.
When comparing the simulated MPI-ESM T2M over land 
areas (Fig. 4a, e) with the RCMs, both REMO (Fig. 4i, l) and 
ROM (Fig. 4b, f) are generally colder over western North 
America and Mesoamerica. Over the ocean, the coupling 
has a cooling effect on T2M, reducing the positive bias that 
MPI-ESM exhibits along the coasts of Baja California and 
the Gulf Stream. Still, cold T2M biases develop over the 
Caribbean Sea and western North Atlantic over a colder 
SST, and in the Tropical Pacific due to a displaced ITCZ. 
It is noteworthy that REMO reproduces closely the driving 
model biases over the ocean. Generally, the ERA-Interim 
forced simulations show the smallest T2M bias (Fig. 4c, d, 
g, h, j, k, m, n), and higher resolution adds little to the large-
scale bias pattern. Unlike MPI-ESM, the downscaled T2M 
over land is generally warmer than the driving reanalysis, 
with the exception of the mountainous regions in western 
North America and Mexico, which is more noticeable in 
ROM50I and ROM25I (Fig. 4c, d, g, h). A warm bias is 
found over Central America in summer in both REMO50I 
and the coupled runs, with stronger magnitude in the latter. 
Over the ocean, the spatial bias pattern resembles the MPI-
ESM forced runs, with more positive values. This bias has 
Fig. 4  Like Fig. 3 but for T2M
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been linked to the misrepresentation of key processes in the 
gulf currents (Jungclaus et al. 2006; Kwon et al. 2010).
3.2.3  Precipitation
The simulated rainfall over the Mesoamerica region is 
compared with GPCP and TRMM observational precipi-
tation data. Figure 2e, f show the spatial distribution of the 
average DJF and JJA daily mean rainfall. In DJF, the ITCZ 
is in its southernmost position and dry conditions prevail 
over most of Mesoamerica. These conditions are not spa-
tially uniform, as southern Central America and its Carib-
bean coast present wetter conditions. In summer, the ITCZ 
reaches its northernmost position and rainfall along the 
eastern Pacific coast is enhanced by the ITCZ (Karnaus-
kas and Busalacchi 2009). The North America Monsoon 
leads to strong precipitation in southwestern United States 
and northwestern Mexico (Gochis et al. 2006). MPI-ESM 
shows biases that reflect a poleward shift of a weakened 
ITCZ, such as intense rain in the eastern Pacific and north-
eastern México (Fig. 5a, e). Moreover, MPI-ESM overes-
timates the precipitation in the Caribbean, and simulates 
an unrealistic rainfall distribution between land and ocean 
(Stevens et al. 2013) resulting in dry biases over Central 
America and eastern Mexico. Thus, the precipitation bias 
pattern is stronger in the wet season (JJA), than in the dry 
season (DJF).
The REMO and ROM (Fig. 5b, f, i, l) improves substan-
tially the precipitation bias of MPI-ESM except in sum-
mer over Central America, where the dry bias is similar 
and even slightly reinforced by ROM (Fig. 5f). Moreo-
ver, ROM simulations provide a better description of the 
meridional rainfall distribution in southernmost Central 
America despite the a drier ITCZ (Fig. 5b, f), as they can 
represent the Central American Dry Corridor (CADC, 
Hidalgo et al. 2017). Over the ocean, both regional mod-
els improve the ITCZ representation. Still, REMO (ROM) 
shows a stronger ITCZ and a wet (dry) bias in the Pacific 
coast of Central America. In general, both MPI-ESM and 
REMO simulations show the largest wet bias in summer 
(Fig. 5e, l–n), while for ROM a general improvement of 
the precipitation bias is found. This is particularly evi-
dent in summer (Fig. 5f, h). Nevertheless, this reduction 
of the precipitation leads to a dry bias in some regions. 
Concluding, the ocean–atmospheric coupling improves 
the representation of the ITCZ as it permits the air–sea 
interactions important to properly represent the energy and 
moisture transfers. These results are consistent with Kang 
et al. (2008).
Fig. 5  Seasonal biases of PRECIP with respect to GPCP for DJF (a–d, i–k) and JJA (e–h, l–n) for MPI-ESM (a, e), the coupled simulations: 
ROM50M (b, f), ROM50I (c, g), and ROM25I (d, h), and the uncoupled simulations: REMO50M (i, l), REMO50I (j, m) and REMO25I (k, n)
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3.2.4  Sea surface temperature
Figure 6 shows the SST biases of MPI-ESM and RCM simu-
lations with respect to the Reynolds OISSTV2 climatology 
(Fig. 2g, h). In both summer and winter, MPI-ESM exhibits 
a warm bias off the California Gulf, but with larger values 
in summer. Moderate warm biases are also present in the 
coastal regions of the Gulf of Mexico, while cold biases 
are found in the eastern part of the Gulf of Mexico and in 
the East Pacific Warm Pool region during winter. All the 
RCM simulations show colder biases over the open oceans 
and the Gulf Stream region, while the warm biases off the 
Californian Coast are alleviated. This effect is stronger in 
ROM50M. The cold bias in the Caribbean, Gulf of Mexico, 
and Gulf Stream is stronger in ROM50M than in ROM50I. 
This bias might be associated with stronger trade winds 
in ROM, leading to enhanced evaporation, mixing and 
Ekman pumping beneath cyclonic wind shear (de Szoeke 
and Xie 2008). Over the Atlantic Warm pool, the bias could 
be partially related to radiative flux errors (Lin 2007; Liu 
et al. 2012). ROM25I has the lowest bias, showing that 
the coupling and the higher resolution lead to more reli-
able SSTs, which may have a relevant role as the coupling 
enhances the representation of the SST distribution, hence 
improving the simulation of the WHWP.
Following Li and Misra (2014), we select four sub-
domains for the temporal analysis of oceanic variability: 
Gulf of Mexico (GM), Caribbean Sea (CS), Western Atlantic 
(WA) and Eastern tropical Pacific (EP; cf. Fig. 1b). In the 
simulations forced by ERA-Interim, we expect the model 
SSTs to be at least partially in phase with the observa-
tions, given that the large-scale climate signal propagates 
in the modeled region in two ways: (1) through the surface 
fluxes that force the ocean outside the region of coupling, 
and (2), through the lateral boundary conditions that force 
the regional atmospheric model. However, since part of the 
SSTs variability is locally-generated and thus independent 
from the large-scale signal, we do not expect a perfect match 
between modeled and observed SSTs. Moreover, we also 
consider the Niño3 region, which is outside of the coupled 
domain and thus do not include any ocean–atmosphere cou-
pling. Figure 7 shows the time series of the area-averaged 
Fig. 6  SST bias for DJF (left 
column) and JJA (right column) 
with respect OISST.V2 for 
MPI-ESM (a, b) and the cou-
pled simulations, ROM50M (c, 
d), ROM50I (e, f) and ROM25I 
(g, h)
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SST anomaly over Niño3, GM, CS, WA, and EP from obser-
vations and ROM runs. The simulated variability over the 
Niño3 region is in good agreement with the observations. 
In fact, the correlation between the time series of OISSTV2 
and both ROM simulations is as high as 0.9, though the 
simulated standard deviation is higher than observed. This 
suggests that ROM is able to better represent the oceanic 
influence from outside of the coupling region. The ocean 
alone forced experiments show slightly different results, 
suggesting that the coupling region is able to influence the 
ocean also outside of this region. Generally, the magnitude 
of this remote influence depends on the domain location and 
size (e.g., Sein et al. 2014). In the EP box, the SST standard 
deviation (0.98 °C for observations and 0.88 °C for both 
ROM50I and ROM25I) is higher than over the Niño3 and 
the other selected regions (Fig. 8b). However, the tempo-
ral correlation with OISSTV2 is still very high (0.78 for 
ROM50I and 0.79 for ROM25I). For the other boxes, the 
agreement is lower. In particular, the SST standard devia-
tion WA box (Fig. 7e) is 0.36 °C for observations and 0.40 
and 0.42 °C for ROM50I and ROM25I simulations, and the 
correlation is 0.45 and 0.36, respectively.
It is noteworthy that the correlation for the EP box 
(Fig. 7b) is higher than estimated by Li et al. (2014). In 
this case, the box is close to the coupling domain boundary, 
and the small difference in the correlation can be due to the 
effects on ocean circulations introduced in ROARS by the 
oceanic boundary conditions scheme. The other boxes are 
located farther from the boundaries, and the smaller correla-
tions could reflect the stronger internal variability. The mag-
nitude of SST standard deviation is similar to the observed 
values, reflecting a correct simulation of the climate sta-
tistics. It is also interesting to note that in this case higher 
resolution does not bring a significant SST improvement in 
the selected regions.
3.2.5  Sea surface height
The standard deviation of the SSH from AVISO, MPI-ESM, 
and ROM is shown in Fig. 8. Since SSH variability strongly 
depends on resolution (c.f. Sein et al. 2017), we would 
expect that MPI-ESM and CFSR would be unable to capture 
the SSH variability as featured in AVISO (compare Fig. 8c, 
e to Fig. 8a), as both datasets have a relatively coarse resolu-
tion. Note that SSH data was not assimilated in the CFSR 
(Xue et al. 2014). In contrast, ROM is able to capture the 
main features of the spatial distribution of the SSH variance 
over these regions (Fig. 8b, d, f). Still, the ocean resolution 
is not eddy resolving in ROM, and the model fails to show 
the high SSH variance related to the characteristic gyres of 
the Gulf of Mexico circulation. Furthermore, ROM overes-
timates the variability in the Gulf Stream region, probably 
due to the instabilities generated by the erroneous east–west 
Fig. 7  Monthly SST anomaly (°C) over a Niño3, b Eastern Pacific, c 
Caribbean Sea, d Gulf of Mexico, and e Western Atlantic (see Fig. 1c 
for region definitions). OISSTV2 in black, ROM50I simulation in 
green, and ROM25I in blue
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SST gradient across the Gulf Stream (see Fig. 6). This short-
coming must be taken into consideration when analyzing 
e.g. the easterly flow associated with eddies propagation and 
its influence on marine ecosystems, since they are highly 
dependent on the gyres, which are not very well resolved 
by the model.
3.3  Temperature and precipitation in the Köppen–
Geiger areas
For a more detailed study of the seasonal cycle in the Mes-
oamerica region, we use the Köppen–Geiger climate types 
regionalization proposed by Rubel et al. (2017). From the 
18 climate types present in Mexico and Central America, 
we choose only 9 (see Fig. 1c; Table 2) since the areas of 
the remaining are small and not well represented in the 
models or/and the observations. It must be noted that the 
Köppen–Geiger procedure considers exclusively the sea-
sonal temperature and precipitation regimes, regardless 
of the physical agents shaping them at each location. This 
can result in areas of a common type that are actually gov-
erned by different processes. We believe this drawback to 
be partly reduced, on the one hand, due to the limited extent 
of our domain. On the other hand, we also consider that 
the widespread use of the Köppen–Geiger classification in 
many climate-related fields makes it interesting to examine 
the ability of our simulations in reproducing its features, 
implicitly including its spatial distribution.
Figure 9 shows the seasonal cycle of T2M averaged over 
the selected regions for all simulations, ERA-Interim and 
CFSR reanalyses, and the CRU observational dataset. This 
last dataset is used in Fig. 10 as reference to construct the 
Taylor Diagrams for the time series presented in Fig. 9. In 
the equatorial climate regions (i.e., Af, Am, As and Aw), the 
weak annual cycle is well reproduced by most models but 
with generally higher variance. MPI-ESM deviates from the 
observed annual cycle and produces a second T2M maxi-
mum in summer. This bi-modal distribution is transferred 
to the ROM50M and REMO50M simulations, resulting in 
the artificial summer maximum stronger in the latter. These 
three runs tend to display lower (however still large) corre-
lations in the corresponding Taylor diagrams (Fig. 10a–d), 
with ROM50M improving the MPI-ESM correlation for all 
regions with equatorial climate except Af. The pronounced 
annual cycle of temperature in the arid (BSh, BSk, and 
BWh) climates appears to be well captured in amplitude 
and timing in all runs, which is reflected in the good perfor-
mance in the Taylor diagrams (Fig. 10e–g). The peak tem-
peratures seem to be slightly delayed (by about 1 month) in 
MPI-ESM but well simulated by ROM50M and REMO50M. 
In the warm temperate regions (Csa and Cwb), the mod-
els tend to display a somewhat stronger seasonal cycle than 
the one represented by CRU, resulting in higher variances 
Fig. 8  SSH variability, meas-
ured by its standard deviation 
for observations, AVISO, a 
global coupled reanalysis, 
CFSR, the driving model, MPI-
ESM, and the coupled regional 
models, ROM50M, ROM50I, 
ROM25l
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in the Taylor diagrams (Fig. 10h, i). For these regions, all 
regional models show a better variance and correlation than 
MPI-ESM. For the Csa climate, T2M falls comparatively 
quickly, in all runs but MPI-ESM, from the early summer 
maximum to early autumn, as opposed to the higher persis-
tence in CRU. It must be noted that CFSR and ERAI share 
the same behavior of the models. In Cwb, MPI-ESM again 
shows too high temperatures in late summer, departing from 
Fig. 9  Seasonal cycle of the 2  m atmospheric temperature in nine 
representative climate types for the Central America and Mexico 
area. The precipitation is averaged over the corresponding regions 
represented in Fig. 1c for all the REMO and ROM simulations, MPI-
ESM and the ERA-Interim and CFSR reanalysis
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the observed annual cycle. With much lower mean tempera-
ture and a bit less noticeably, ROM50M and REMO50M 
reproduce this feature.
In Fig. 11 we compare the seasonal cycle of precipita-
tion in the selected Köppen–Geiger areas, for the MPI-ESM, 
REMO, ROM simulations and for the ERA-Interim and 
CFSR reanalyses, against three observational datasets: CRU, 
CHIRPS, GPCP, and TRMM. We use these four different 
datasets for validation because it is known that the scarcity 
of stations and some uncertainties in the satellite algorithms 
used for precipitation estimates generate some differences in 
the resulting gridded precipitation. Figure 12 displays Taylor 
diagrams for the seasonal cycle in each region relative to the 
seasonal cycle featured by the CRU precipitation data. As 
could be expected, the seasonal cycle of total precipitation 
shows a high spread in most of the selected climate type 
regions. In Af, Am, and Aw equatorial climate regions, the 
precipitation presents a pattern typical of the MSD, with two 
maxima in June and September. In these regions MPI-ESM 
and ROM show less precipitation than both the observations 
and all the reanalysis while the simulated REMO precipita-
tion tends to be stronger, leading to pronounced deviations 
Fig. 10  Taylor diagram of the seasonal cycle of the 2 m temperature in nine representative climate types for the Central America and Mexico 
area. The variance of the seasonal cycle in each region is represented against the correlation with CRU data
4319Dynamical downscaling of historical climate over CORDEX Central America domain with a regionally…
1 3
from the CRU reference in the Taylor diagrams of Fig. 12. 
The three REMO experiments exhibit a higher variance in 
the Aw-type Taylor diagram (Fig. 12d), reflecting the wet 
bias in summer along the Pacific slope of Central America 
(Fig. 5l–n). This wet bias is also seen in the Af-type dia-
gram (Fig. 12a), and only for REMO50M in the As-type 
(Fig. 12c), as its extension is smaller in the ERA-Interim 
driven simulations and does not affect the As-type area. It 
is noteworthy that CFSR also tends to show a stronger than 
observed precipitation, not only for the A types, but for the 
others as well, while the other reanalysis generally stays 
closer to observations. The coupled simulations, in agree-
ment with the results in Fig. 5b–h, suffer from a dry bias in 
the A-type areas, except for the As-type, noticeable in the 
seasonal cycles of Fig. 11a, b, d and in the smaller variances 
in the corresponding Taylor diagrams (Fig. 12a, b, d). As 
the precipitation in regions depends heavily on the humid-
ity transport from the Caribbean, the lower precipitation in 
Fig. 11  Seasonal cycle of the precipitation in nine representative cli-
mate types for the Central America and Mexico area. The precipita-
tion is averaged over the corresponding regions represented in Fig. 1c 
for all the REMO and ROM simulations, MPI-ESM, the CFSR rea-
nalysis and the CRU, TRMM, GPCP and CHIRPS observed datasets
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the coupled simulations can be explained by the suppressed 
evaporation caused by the colder SST in the Caribbean Sea. 
The smaller precipitation rates in the arid B-type areas lead 
to less spread in the seasonal cycles of Fig. 11e–g, though 
the Taylor diagrams reveal some deficiencies in the simula-
tions. For the BSh type, the REMO50M experiment shows 
a much higher variance, due to the summer wet bias over 
eastern Mexico (Fig. 5l). The poorest performance in terms 
of correlation and variance is exhibited by the coupled simu-
lations for the BWh type. This is attributable to the wet bias 
along the mainland coast of the Gulf of California which 
affects these runs and, more severely, also the REMO50M 
and the MPI-ESM experiments (Fig. 5a–d, i). For the warm 
temperate C types, the dry bias in summer over southern 
Mexico results in lower variance in the Taylor diagram of 
the Cwb type (Fig. 12i), correcting the excess in the uncou-
pled runs. The correlation is high, though, particularly for 
ROM25I, hinting at a correct timing in the seasonal march 
of precipitations in these mountainous regions. The reverse 
occurs for the Cwb type seasonal cycle, whose amplitude is 
well captured by the ROM experiments, despite a low cor-
relation in the Taylor diagram of Fig. 12h. Overall, ROM 
Fig. 12  Taylor diagram of the seasonal cycle of the precipitation in nine representative climate types for the Central America and Mexico area. 
The variance of the seasonal cycle in each region is represented against the correlation with CRU data
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offers a good representation of the seasonal cycle in pre-
cipitation over the most extended A types, generally cor-
recting the wet bias of the uncoupled runs and improving 
the MPI-ESM precipitation. In the wetter Af and Am areas, 
ROM50M partially mitigates the dry bias of MPI-ESM in 
the second half of the year, with a performance similar to 
that of the ERA-driven experiments (Fig. 11a, b). It also 
amends the early onset of the wet season in the As-type 
displayed by MPI-ESM in Fig. 11c, once more leading to a 
behavior comparable to ROM50I.
3.4  Relevant regional climatic features
3.4.1  Mid summer drought
The MSD over Mexico and Central America (Magaña 
et al. 1999) is characterized by a bimodal distribution in 
the annual cycle of precipitation over southern Mexico and 
Central America with maximum values during June and 
September–October and a relative minimum during July 
and August.
The MSD has been related with fluctuations in the inten-
sity and location of the eastern Pacific ITCZ (Magaña et al. 
1999), and with the July maximum of the CLLJ (Amador 
2008). The increase in the magnitude of the convective forc-
ing causes the intensification of the trade winds over the 
Caribbean during July and August, which reinforces the 
transport of moisture from the Caribbean. This intensifica-
tion in the moisture transport combines with the orographic 
forcing of the mountains over most of Central America to 
produce the maximum precipitation along the Caribbean 
coast, which contrasts with minimum precipitation along 
the Pacific coast of Central America (Durán-Quesada et al. 
2017). On the Pacific side, changes in the divergent (con-
vergent) low-level winds over the “warm pool” off the west 
coast of southern Mexico and Central America determines 
the evolution of the MSD (Small et al. 2007).
Figure 13 shows the representation of the MSD pattern as 
the difference in mean precipitation between July and August 
(JA) minus June and September (JS) for GPCP, TRMM and 
the different coupled and uncoupled simulations. Thus, posi-
tive values occur in regions where July and August dominate 
the wet season and negative values where precipitation is 
reduced during these months. Although the patterns of the 
MSD in both observations agree in the large-scale, TRMM 
(Fig. 13b) shows a wetter signal over the Eastern Central 
America, the ITCZ region, and the North-western Mexican 
coast, the latter being linked to an enhanced monsoon over 
the western Sierra Madre mountain range. In contrast, the 
TRMM is dryer than GPCP over the Gulf of Mexico. In the 
higher resolution of TRMM, it is clearly seen a south–north 
wet–dry dipole that is related to fluctuations in the position 
of the eastern Pacific ITCZ, which is much weaker in GPCP.
The MPI-ESM reproduces well the spatial distribution 
of the large-scale MSD pattern and is quite similar to GPCP 
(compare Fig. 13a and Fig. 13c), although the magnitude 
is stronger, especially in the region located southwest of 
Baja California Peninsula where there are large latitudinal 
Fig. 13  Representation of the 
Mid-Summer Drought (July 
and August mean minus June 
and September mean) in a 
GPCP, b TRMM, c MPI-ESM, 
the uncoupled simulations, d 
REMO50M, e REMO50I, f 
REMO25I, and the coupled 
simulations, g ROM50M, h 
ROM50I, i ROM25I
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displacements of the ITCZ. The MPI-ESM fails to simu-
late the wet–dry precipitation pattern between eastern and 
western Central America and the northward extension of 
the MSD pattern in Northeastern Mexico. Also, because 
of its low resolution, the MPI-ESM is unable to simulate 
the finer scale MSD structures that can be seen in TRMM 
(Fig. 13b). In contrast, the higher resolution of all coupled 
and uncoupled regional simulations is able to resolve most 
of these features, especially over land in the coastal regions 
(Fig. 13d–i). Moreover, the regionally coupled simulations 
represent better the east–west contrast in the precipitation 
regimes of Mexico, which is characterized by a bimodal 
distribution along the west coast and a single peak distribu-
tion along the east coast. In Fig. 13 this difference results in 
wet and dry contrast between the eastern and western part 
of Mexico.
It is noteworthy that this east–west contrast has an oppo-
site sign in the southern Central America region, and that 
this feature is missing in the global simulation (i.e., MPI-
ESM) and strongly underestimated by the REMO model 
forced by simulated SST (Fig. 13d). These results show the 
importance of the higher resolution but also of the appropri-
ate representation of the SST, which is obtained by either 
prescribing the field (i.e., REMO50I and REMO25I) or cou-
pling the atmosphere to an active ocean (i.e., ROM50M). 
Moreover, the importance of the coupling is shown by the 
smaller ROM biases over the ITCZ latitudinal displacement 
region and the coastal regions of Northwestern Mexico. 
Concluding, the results of Fig. 13 point to the importance 
of the coupling (especially over the ocean) and higher 
resolution (especially over mountainous regions) for accu-
rately simulate the MSD.
Figure 14 shows the annual cycle of precipitation over 
two domains. One is located in the East Pacific Warm Pool 
(WP), which covers the region 105W–95W and 10N–15N 
and represents the region with the warmest water in the east-
ern Pacific Ocean and is located directly adjacent to south-
ern Mexico and Central America (see SST climatology in 
Fig. 2g, h). The other domain extends from 94W–87W and 
14N–22N and covers southeastern Mexico (SEM), includ-
ing land and waters from the Gulf of Mexico, Caribbean 
Sea and eastern Pacific Ocean (see Fig. 1b). In the WP 
region, ROM25I reproduces the amplitude and phase of 
the observed annual cycle of precipitation. This agreement 
decreases when lower spatial resolution is used (ROM50I), 
and it is even weaker when ROM is forced by MPI-ESM 
(ROM50M). In this last case, ROM50M clearly underesti-
mates the amplitude of the seasonal cycle of precipitation.
The uncoupled simulations and the global model, how-
ever, provide a large overestimation of the amplitude of the 
seasonal cycle of precipitation, illustrating the key role of 
both spatial resolution and coupling for an accurate simu-
lation of the evolution of precipitation in the WP region. 
In the SEM region, however, the geographical location is 
more complex and the global model and the coupled simu-
lations reproduce very well the phase of the seasonal cycle 
of precipitation but underestimate its amplitude, while the 
stand-alone simulations reproduce very well the phase and 
the amplitude. This seems to be related to the cooling bias of 
the coupled simulations in the Caribbean Sea and deserves 
Fig. 14  Seasonal cycle of aver-
age precipitation in the WP and 
SEM regions shown in Fig. 1c
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a more detailed analysis to isolate the air–ocean–land pro-
cesses influencing the amount of precipitation in the SEM 
region.
3.4.2  Caribbean Low Level Jet
The CLLJ (Amador 2008) is characterized by strong easterly 
zonal winds in the Caribbean region that varies semi-annu-
ally, with two maxima in the summer and winter and two 
minima in the fall and spring. During summer, the strength-
ening of the CLLJ is associated to a maximum of sea level 
pressure (SLP), a relative minimum of rainfall (the mid-
summer drought), and a minimum of tropical cyclogenesis 
in July in the Caribbean Sea (Wang 2007). The CLLJ acts as 
moisture conveyor from the tropical Atlantic into the Carib-
bean Sea, Gulf of Mexico, and the continental US, hence, 
influencing rainfall both locally in the Caribbean and Central 
America, and remotely in the US (see e.g., Durán-Quesada 
et al. 2017).
Figure15 shows the winter and summer climatology of 
925 hPa winds from ERA-Interim, MPI-ESM and our simu-
lations. During winter, the region with MPI-ESM winds in 
excess of 10 m/s along the northern coast of Colombia and 
Venezuela features a CLLJ that extends too far east when 
compared with the reanalysis. In the west, the MPI-ESM 
fails to simulate the zonal wind extension to the Costa Rican 
Dome (CRD; see e.g., Fiedler 2002), which is located over 
the Pacific Ocean in the region off of Costa Rica, which 
results from the wind funneling through the Papagayo Gap 
during the CLLJ winter maximum. In this case, this bias in 
the spatial representation of the zonal wind arises from a 
resolution issue, as the simulation even at its highest reso-
lution is not able to resolve the Papagayo Gap. Hence, the 
winter intrusion of the CLLJ is not resolved. Both the east 
and west bias in the location of the CLLJ are improved by 
Fig. 15  Representation of the Caribbean Low Level Jet during the 
extreme seasons, DJF and JJA. Upper panel shows results for the win-
ter season (DJF): a ERA-Interim, b MPI-ESM; simulations forced 
by MPIESM: c coupled (ROM50M) and d uncoupled (REMO50M) 
and simulations forced by ERAInterim: e coupled with 50 km reso-
lution (REMO50I), f uncoupled with 50 km resolution (REMO50I); 
coupled with 25 km resolution (ROM25I), and uncoupled with 25 km 
resolution (REMO25I). Lower panels (i–p) show the results for the 
Summer season (JJA)
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REMO and ROM that show a more realistic representation 
of the 925 hPa wind. This improvement seems to be largely 
independent from the driving field and more linked with the 
incorporation of the air–sea coupling.
During the boreal summer (Fig. 15i–p), the MPI-ESM 
simulates a weaker CLLJ when compared with the reanaly-
sis. This bias is reproduced by REMO50M, while ROM50M 
shows a more realistic CLLJ pointing to the importance of 
the SST gradients in this season. Moreover, REMO50I, 
which is forced by the ERA-Interim SST, simulates a 
stronger CLLJ, although weaker than ROM50I, pointing to 
the relevance of the SST gradients and ocean–atmosphere 
feedbacks rather than only the large-scale pressure forcing. 
A comparison of Fig. 15e, f and Fig. 15g, h for winter and 
Fig. 15m, n and Fig. 15o, p for summer shows that for both 
seasons, the impact of atmospheric resolution is higher in 
boreal winter, which presents a stronger CLLJ core. Hence, 
surface forcing is more relevant for the depiction of the 
CLLJ compared to the summer peak, supporting previous 
considerations on forcing of the CLLJ maximum during 
winter and summer (Durán-Quesada et al. 2017).
Outside of the CLLJ region, the winter and summer cli-
matologies of easterly winds over the Caribbean Sea and the 
northern tropical Atlantic simulated by MPIESM, ROM, and 
REMO are comparable to ERA-Interim, while they tend to 
be stronger in the eastern Pacific in winter. Considering the 
ITCZ position and intensity to be linked with the CLLJ (as 
suggested by Hidalgo et al. 2015), it is expected that defi-
ciencies in the simulation of the ITCZ appear along with the 
misrepresentation of the CLLJ.
An index of the CLLJ intensity is computed for the mod-
els, the ERA-Interim and CFSR reanalysis. Following the 
definition by Wang (2007), the absolute value of the zonal 
wind in the region is averaged between 80W–70W and 
12.5N–17.5N (see Fig. 16a). Figure 16b shows the perfor-
mance of models and Reanalysis against the corresponding 
925 hPa monthly wind climatology from IGRA radiosonde 
data over Plesman Field (Hato airport, Curaçao, located at 
68.97W and 12.2N). The CLLJ is consistently stronger in 
CFSR than in ERA-Interim, probably due to both the resolu-
tion (~ 38 km for CFSR and ~ 80 km for ERA-Interim) and 
the interactive coupling between the ocean and the atmos-
phere. MPI-ESM simulates reasonably well the strength of 
the CLLJ in winter and spring, remaining close to CFSR 
while in summer and autumn it becomes weaker than in both 
reanalyses. The behavior of the regional models depends 
strongly on the coupling: the CLLJ in coupled simulations 
is consistently stronger, independently of the resolution and 
shows little differences between them while the CLLJ in 
REMO is weaker and shows large different magnitudes, 
especially in the second half of the year. In winter and 
spring, the CLLJ in both coupled and uncoupled simulations 
show values closer (and stronger) to CFSR and ERA-Interim 
respectively. While in summer and autumn the CLLJ in 
coupled simulations remain close to CFSR, the uncoupled 
simulations show a strong weakening with much more dis-
persion in the values. This could point to the importance of 
ocean–atmosphere interaction in the region: while the CLLJ 
remain very close in the coupled models independently of 
the driving model, the ERA-Interim uncoupled simulation 
show a stronger CLLJ than the simulation forced by MPI-
ESM. The atmospheric grid resolution also seems to influ-
ence the CLLJ strength: in the 25 km simulations the CLLJ 
is stronger than in those with 50 km resolution.
It is seen that the depiction of CLLJ over Plesman field in 
the CFSR and ROM is reasonable (Fig. 12b). The seasonal 
peaks in February and June are well represented in the Rea-
nalysis and the simulations forced by ERA-Interim while 
MPI-ESM and the REMO50M fail to capture the June peak. 
These results could point to an interplay between the local 
sea–atmosphere feedbacks and the large-scale processes as 
variations of the North Atlantic Subtropical High (NASH) 
and SST in the Pacific and Atlantic. In particular, the REMO 
simulations show that a correct simulation of the NASH is 
important, as the biases in the large-scale MPI-ESM fields 
Fig. 16  a The representation of the Caribbean Low Level Jet (CLLJ) 
in the driving MPI-ESM, ERA Interim, the coupled CFSR, ROM and 
REMO. The CLLJ index is calculated as the average of the 925 hPa 
zonal wind in the 80W–70W, 12.5N–17.5N box. b Validation of the 
925 hPa zonal wind against the IGRA radio sonde data at Hato air-
port
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leads to a stronger than observed weakening of the CLLJ 
winds in the second half of the year. Meanwhile, the winds 
in the MPI-ESM forced ROM simulations are stronger than 
those of the driving model, and the seasonal cycle is similar 
to the ERA-Interim forced simulations. In conclusion, the 
performance of uncoupled and coupled simulations strongly 
depend on the observational dataset used as reference. While 
the uncoupled simulations compare with ERA-Interim bet-
ter than with CFSR, the opposite is true for the coupled 
simulations.
4  Summary and discussion
We investigated the role of driving boundary conditions, 
horizontal resolution, and ocean–atmosphere coupling in 
coupled (ROM) and uncoupled (REMO) regional simu-
lations of the present-time climate of the Mesoamerican 
region. The role of the boundary conditions is investigated 
by forcing REMO and ROM with the global model MPI-
ESM and the reanalysis ERA-Interim.
Compared with observations, the MPI-ESM SLP field 
over the Pacific Ocean is characterized by a weak Aleutian 
Low in winter and a weak North Pacific High in summer. 
The uncoupled simulation forced by MPI-ESM repro-
duces the same large-scale pattern of the driving field (see 
Fig. 3e–g) including the bias over the Pacific Ocean. Over 
land, the better representation of the orography over the 
mountain ranges of North America leads to a different SLP 
pattern compared to the MPI-ESM. Over the Atlantic Ocean, 
REMO presents a tendency to simulate a weaker NASH. 
In ROM, the coupling causes generally colder SSTs, which 
leads to an overall SLP increase over the ocean, modifying 
the circulation pattern of the driving model both over the 
eastern Pacific and the Caribbean. Moreover, it changes the 
SLP over land, especially in summer, probably due to the 
advection of colder air from the ocean. This effect of the 
coupling can be observed both in the ERA-Interim and MPI-
ESM driven simulations, suggesting that it is caused by the 
incorporation of the ocean–atmosphere interactions in ROM. 
Regarding the effect of higher resolution on the simulated 
SLP, results provide evidence that a better-resolved Mesoa-
merican relief improves the simulated SLP over land during 
the more convectively active summer season. As might be 
expected, the improvement over ocean is much smaller.
Regarding T2M, both REMO and ROM are generally 
cooler than MPI-ESM, especially over western North Amer-
ica and Mesoamerica. Over the ocean, REMO reproduces 
the biases of the driving model, while the coupling cools 
the surface air temperature, reducing the positive bias that 
MPI-ESM exhibits along the coasts of Baja California and 
the Gulf Stream, although T2M cold biases develop in the 
Caribbean Sea and western North Atlantic over a colder SST, 
and in the Tropical Pacific due to a displaced ITCZ, especially 
in JJA. Generally, the ERA-Interim forced simulations show 
the smallest T2M biases, both for ROM and REMO and the 
higher resolution seems to add little to the large-scale patterns 
of surface temperature biases. Contrary to the simulations 
driven by MPI-ESM, the downscaled surface temperature over 
land is generally warmer than the driving reanalysis, except 
over the mountainous regions in western North America and 
Mexico, which display cooler T2M, much more noticeably 
in ROM50I and ROM25I. A warm bias is seen over Central 
America in summer in both REMO50I and the coupled runs, 
stronger in the latter. Over the ocean, the spatial pattern of the 
biases resembles these of the MPI-ESM forced runs, albeit 
with more positive values. We would like to note that part of 
the cold biases are likely due to the effect of the difference in 
orography between the model and the reanalysis. The probable 
dominance of low height stations in the assimilated data might 
also contribute to it, in line with findings in previous RCM 
studies (Karmalkar et al. 2011).
The regionalization of the land surface with the help of 
the Köppen–Geiger climate types allows us to study with 
more detail the simulated seasonal cycle of temperature 
and precipitation over land. The relative performance of the 
models is different across the nine climate types selected for 
this study, especially for precipitation, as it is influenced by 
orography. The models’ biases influence the representation 
of the seasonal cycle in precipitation in each region, and the 
coupled simulations tend to revert the wet bias of REMO 
over the most common A-type climates in the domain.
For the region of study, the scarcity of data for assimi-
lation makes the climate simulated by the global model 
(both reanalysis and ESM) very dependent on model details 
and the advantages of both higher resolution and coupling 
emerge. Moreover, the computed climate variables show 
substantial differences among them and with independent 
observational datasets. This fact plays a very important role 
for the simulation of the regional climate, especially over 
land. REMO tends to reproduce the large-scale features of 
the driving model, albeit showing differences over land, 
as illustrated by our analysis in the climate type regions. 
Over the ocean REMO is forced by the global model SST 
and the simulated fields are close to the global ones. On 
the other side, ROM adds to the ERA-Interim forcing the 
air–sea interaction which is also better resolved than the 
global model.
5  Conclusions
In this study we have analysed the possible benefits of using 
coupled regional climate models in the representation of the 
regional climate for the Mesoamerican region. The main 
conclusions are as follows:
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• Air–sea coupling changes the simulated fields over the 
ocean, especially precipitation. On the other hand, higher 
resolution leads to improvements mainly over land, par-
ticularly over steep orography. However, several large-
scale variables still depend primarily on the driving 
fields.
• Both higher resolution and coupling lead to an added 
value compared to the global data, both with ERA-
Interim and MPI-ESM forcing. Still, REMO and ROM 
clearly show different skills in simulating the present 
time climate. Over the ocean, REMO simulated fields 
are closer to the global ones, as it is forced by the global 
model SST. On the other side, ROM adds to the ERA-
Interim forcing the air–sea interaction, which is also bet-
ter resolved than the global model.
• The coupling brings a significant improvement in the rep-
resentation of the Intertropical Convergence Zone and 
the Caribbean Low Level Jet. The CLLJ is consistently 
stronger in ROM, regardless of the resolution while it is 
weaker in REMO and shows large spread in magnitude, 
especially in the second half of the year.
• When forced by ERA-Interim, both REMO and ROM 
show good skill reproducing the climate of Mexico, Cen-
tral America and the surrounding water masses of the 
Eastern tropical Pacific and the Caribbean Sea. Overall, 
ROM improves the representation of the Mid-Summer 
Drought, the CADC, and, generally, the seasonal cycle 
in surface temperature and precipitation, correcting the 
wet bias of the uncoupled runs over the most extended 
regions of humid climate and improving the distribution 
of rainfall in southern Central America.
• Driven by MPI-ESM, ROM reduces the dry bias of the 
global model over the wetter areas in the domain, leading 
to a seasonal cycle in precipitation comparable to that 
reproduced by the ERA-Interim-forced experiments.
Future work will focus on a better understanding of the 
physical processes associated leading to a better representa-
tion of the regional distribution of rainfall in the coupled 
simulations, mainly for the WHWP, the linkages between 
the CLLJ and the ITCZ, as well as the relevance of surface 
fluxes. Moreover, possible changes on the regional climate 
for the Mesoamerican region will be evaluated using climate 
change projections according to the RCP 8.5 scenario for 
the XXI-century.
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