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Chapter 1
Introduction
“The producing of cold is a thing very worthy the inquisition, both for the
use and the disclosure of causes. For heat and cold are Nature’s two hands
whereby see chiefly worketh, and heat we have in readiness in respect of the
fire, but for cold we must stay till it commeth, or seek it in deep caves or
high mountains. And when all is done, we cannot obtain it in any great
degree, for furnaces of fire are far hotter than a summer’s sun, but vaults
or hills are not much colder than a winter’s frost.”
Francis Bacon, Sylva Sylvarum (1627)
1.1 Absolute zero
The concept of absolute zero, the lowest temperature theoretically possible, has in-
trigued scientists ever since it was ﬁrst introduced some 300 years ago. In 1703, the
French physicist Guillaume Amontons inferred from his work on air thermometers that
there must be a ﬁnite minimal temperature at which the pressure of air, regardless of
the volume, vanishes. This “degree of cold”, he wrote, must be far greater than the
“very cold” of freezing water, about −240 degrees on the modern Celsius scale (see
Fig. 1.1) [1]. Amontons’ result was, however, far from generally accepted. By the start
of the 19th century, estimates for a possible zero of temperature ranged from −260 to
−6000 ◦C depending on which substance was used in the experiments [2]. The matter
was ﬁnally resolved in 1848 when William Thomson, a.k.a. Lord Kelvin, proposed a
new temperature scale in which “a unit of heat descending from a body A at tem-
perature T to a body B at temperature (T − 1) gives out the same mechanical eﬀect
[work], whatever be the number T .” This scale, Kelvin argued, is independent of the
properties of any particular kind of matter, and is therefore absolute [3]. Kelvin placed
the zero of temperature at the point where no further heat could be transferred, a value
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Figure 1.1: Scale of Amontons’ air thermometer (“Nouveau Thermometre”), in which the
temperature is indicated by the height at which a column of mercury is sustained by air.
Amontons argued that the “extreme cold” of his thermometer would be that temperature at
which the pressure of air reduces to zero. On the scale he used, the boiling point of water
was marked at 73 and the melting point of ice at 51.5, placing the zero at about −240 ◦C.
The figure is taken from Ref. [1].
he calculated to be −273 ◦C. In 1954, the Kelvin scale obtained its modern deﬁnition
with absolute zero ﬁxed at −273.15 ◦C or 0 K [4].
The 19th century also marked the beginning of the experimental quest for absolute
zero. Throughout Europe, scientists began developing new methods to cool matter
to lower and lower temperatures, ultimately resulting in the liquefaction of all known
gases. In 1823, Michael Faraday liqueﬁed chlorine at 239 K by cooling chlorine gas
under high pressure [5]. Oxygen required 90 K, as demonstrated independently by
Raoul Pictet [6] and Louis-Paul Cailletet [7] in 1877. Nitrogen turned liquid at 77 K
[8]. In 1898, the Scottish physicist James Dewar succeeded at liquefying hydrogen at a
temperature of 20 K [9]. The last remaining gas, helium, with a boiling point of 4 K,
was liqueﬁed in 1908 by Dutch physicist Heike Kamerlingh Onnes [10], a result that
would win him the 1913 Nobel Prize in Physics.
The liquefaction of helium proved a true milestone in low-temperature physics. Not
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only did it allow Kamerlingh Onnes to discover the phenomenon of superconductivity
[11], it also led to the discovery of superﬂuidity three decades later. In 1937, Pyotr
Kapitsa, John Allen, and Don Misener found that liquid helium, when cooled to 2.2
K, forms a superﬂuid state that is characterized by zero viscosity and inﬁnite thermal
conductivity [12, 13]. The theoretical explanation for this new state of matter was
quickly given by Fritz London, who, in 1938, made the connection between superﬂuidity
and the theory of Bose-Einstein condensates (BECs) [14].
Bose-Einstein condensation, a phenomenon predicted by Satyendra Nath Bose and
Albert Einstein in 1925 [15, 16], refers to a certain type of phase transition in systems
composed of integer-spin particles. It occurs when an ensemble of identical bosons,
conﬁned in an external trapping potential, is cooled to cryogenic temperatures such
that the thermal de Broglie wavelength of the particles is much larger than the aver-
age interparticle spacing. In this so-called quantum-degenerate regime, a signiﬁcant
fraction of the particles spontaneously ‘condenses’ into the ground state of the trap,
collectively forming a macroscopic BEC wave function (see Fig. 1.2). It is this eﬀect
that is responsible for the frictionless ﬂow of helium: superﬂuid helium is partially
Bose-Einstein condensed. The formation of a ‘pure’ BEC, however, requires a dilute
gas rather than a liquid, and it was not until 1995 that the ﬁrst gaseous BEC was
realized experimentally. Carl Wieman and Eric Cornell succeeded at producing a BEC
in a vapour of magnetically trapped rubidium atoms, cooled down to a temperature of
170 nK (Fig. 1.2) [17]. Four months later, Wolfgang Ketterle reported the creation of
a BEC of ultracold sodium atoms [18]. In 2001, just six years after their experimental
success, Cornell, Wieman, and Ketterle shared the Nobel Prize in Physics.
Figure 1.2: BEC formation in a gas of Rb atoms [17]. The three images show (left) the ve-
locity distribution just before the onset of Bose-Einstein condensation, (center) just after the
appearance of the condensate, and (right) after further evaporation to leave behind a nearly
pure BEC. The figure is taken from the NIST image gallery (http://bec.nist.gov/gallery.html).
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The pioneering work in BEC formation prompted a major revolution in physics.
Ultracold atoms opened up the possibility to systematically control and manipulate
interparticle interactions, allowing novel studies of quantum many-body eﬀects [19]. A
key milestone was reached in 2003, when Deborah Jin [20] and Rudolph Grimm [21]
independently reported the creation of a new state of matter known as a fermionic
condensate, the half-integer-spin equivalent of a BEC. It is now well established that
BECs and ultracold fermionic gases are ideal model systems for the study of complex
condensed-matter phenomena such as superconductivity [22], Anderson localization
[23], and the superﬂuid-Mott-insulator transition [24]. Moreover, ultracold gases have
provided the ﬁrst experimental evidence for so-called Eﬁmov states [25], elusive few-
body quantum states that were ﬁrst predicted in 1970. Finally, the production and
trapping of ultracold atoms has found important applications in high-precision spec-
troscopy [26], quantum metrology [27, 28], and quantum information processing [29].
At present, there is great interest in the production of ultracold molecules. In
particular heteronuclear polar molecules, which possess a permanent electric dipole
moment, are expected to lead to novel quantum phenomena. The eﬀect of long-range,
tunable, anisotropic electric dipole interactions – still mostly unexplored in ultracold
gases – may prove very useful in quantum simulations of condensed-matter systems
and in quantum computers [30, 31, 32]. Furthermore, the relatively complex internal
structure of molecules can facilitate high-precision measurements of, e.g., the electric
dipole moment of the electron and the possible time variation of fundamental con-
stants [33, 34, 35]. Another major application of cold molecules lies in the ﬁeld of
chemistry. At temperatures near or below 1 K, molecular collision processes can be
strongly inﬂuenced by weak electromagnetic perturbations, allowing external ﬁeld con-
trol of chemical reactions [36]. Such cold chemistry may also address fundamental
questions in quantum reaction dynamics [37]. To conclude, cold molecular gases oﬀer a
realm of possibilities in science, and it is one of today’s greatest challenges to produce
them at suﬃciently high densities and suﬃciently low temperatures.
1.2 “The producing of cold”
The cooling of atomic and molecular gases to near-absolute zero generally proceeds in
two stages: ﬁrst-stage cooling brings the system in the “cold” (T < 1 K) or “ultracold”
(T < 1 mK) regime, while second-stage cooling provides full quantum degeneracy. One
of the most successful ﬁrst-stage-cooling methods is Doppler laser cooling, a technique
in which atoms are slowed down through their interaction with laser light. The method
is usually combined with a magnetic trapping ﬁeld to conﬁne the particles in space,
resulting in a so-called magneto-optical trap. The basic idea is to reduce an atom’s
kinetic energy by exposing it to small but repetitive photon-momentum kicks. At the
same time, the magnetic ﬁeld drives the particles to the center of the trap, resulting
in an increase of phase-space density. This cooling method, ﬁrst demonstrated in 1987
[38], proved to be crucial in the experimental realization of the ﬁrst Bose-Einstein
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condensates, and it was celebrated with the 1997 Nobel Prize in Physics.
While laser cooling is very successful for certain types of atoms, in particular for
alkali metals, it is – with the exception of SrF [39] – highly ineﬃcient for molecules.
Laser cooling requires a system with a relatively simple level structure and a (nearly)
closed absorption-emission cycle. This makes it unsuitable for species with many rovi-
brational degrees of freedom. Among the various alternative ﬁrst-stage approaches to
produce cold molecular samples we may distinguish two general classes: direct- and
indirect-cooling methods. Indirect methods employ a two-step mechanism to assem-
ble cold molecules from atoms that are already close to quantum degeneracy. The
ﬁrst step involves the pairing of two ultracold atoms into a weakly-bound molecular
state, either by means of a laser (photoassociation) [40] or a magnetic ﬁeld (magneto-
or Feshbach association) [41]. Next, the weakly bound molecules are transferred to
the rovibrational ground state using a series of laser pulses [42, 43]. These methods,
which can achieve temperatures as low as 300 nK, have already led to the ﬁrst experi-
mental demonstration of electric dipolar interactions in ultracold molecular gases [36]
and quantum control of cold chemical reactions [44, 45]. The applicability of indirect-
cooling techniques is, however, limited to diatomic molecules whose constituent atoms
can be eﬃciently laser-cooled into the ultracold regime. Hence, in practice, photo- and
magneto-association are applicable only to (closed-shell) bi-alkali species.
0 200 400 600 800 1000
-0.05
0
0.05
0.1
Magnetic field (G)
Superconducting
Magnet Coils
Helium
Buffer Gas
10 cm15 -3
Hot Molecules
1000 K
Cold Walls
< 1 K
Cold Trapped
Molecules
E
n
e
rg
y
 (
c
m
)
-1
M = +1S
M = 0S
M = -1S
trap loss
Figure 1.3: Left: principle of buffer-gas cooling. Paramagnetic molecules are cooled through
collisions with a cryogenic helium buffer gas and trapped in an external magnetic field. The
minimum of the field is at the center of the trap. Right: Zeeman diagram for the triplet
ground state of NH. Magnetically trappable triplet-spin molecules are in the low-field-seeking
MS = 1 state, with MS denoting the space-fixed spin projection quantum number. States
with MS = 0 or −1 cannot be confined in the trap.
Direct-cooling methods, on the other hand, employ fairly general schemes to cool
pre-existing molecules from high to low temperatures, making them suitable for a di-
verse class of molecules. Such methods may be used for, e.g., high-precision measure-
ments in Π-state molecules [46] or cold controlled chemistry of polyatomic species [37],
allowing the full range of cold-molecule applications to be explored. Perhaps the most
general method is buﬀer-gas cooling in a magnetic trap, a technique in which paramag-
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netic species are cooled through thermalizing collisions with a cryogenic helium buﬀer
gas (see Fig. 1.3) [47]. Application of this method, followed by second-stage cooling (see
below), has already enabled BEC formation in a gas of metastable helium – the ﬁrst
BEC of a non-laser-cooled atomic species [48]. Other direct-cooling techniques include
Zeeman [49] and Stark [50] deceleration, in which inhomogeneous magnetic and electric
ﬁelds are used to slow down molecules, kinematic cooling [51], which relies on collisions
between crossed molecular beams, and velocity ﬁltering [52]. These methods may be
combined with, e.g., a magnetic or electrostatic trap to obtain spatial conﬁnement.
The above-mentioned ﬁrst-stage-cooling methods are, however, insuﬃcient to reach
full quantum degeneracy. BEC formation of trapped molecules can, in principle, be
accomplished by a second-stage cooling mechanism known as evaporative cooling, a
method that relies on the elastic scattering of particles [53]. Evaporative cooling pro-
ceeds by slowly reducing the trap depth, allowing the most energetic particles to leave
the sample. Subsequent rethermalization, which is achieved through elastic collisions,
yields a new thermal distribution that is characterized by a slightly lower temperature.
When repeated many times, this process signiﬁcantly increases the density of ultracold
species, ultimately leading to full quantum degeneracy. An alternative second-stage-
cooling approach is sympathetic cooling, a technique in which particles are cooled
through elastic (thermalizing) collisions with another quantum-degenerate gas. The
success of both of these methods is, however, critically dependent on the ratio be-
tween elastic and non-elastic collision rates. Since inelastic and reactive collisions can
lead to trap loss and heating of the gas (Fig. 1.3), the total non-elastic cross section
should be much smaller than the elastic one, typically by two orders of magnitude
[54]. While both procedures have proven successful for atomic gases, they are yet to
be demonstrated experimentally for (polar) molecules.
1.3 The NH + NH system
One of the most attractive candidates for cold-molecule experiments is the imidogen
radical (NH), a polar, paramagnetic, and chemically reactive species. NH has two
stable isotopologues, fermionic 14NH and bosonic 15NH, both of which are of interest
for fundamental studies in the quantum-degenerate regime. Furthermore, chemical
reactions between cold NH molecules can yield as many as 8 diﬀerent reaction products
(see Fig. 1.4), making it a versatile system for (ultra)cold chemistry applications.
Up to the present, two ﬁrst-stage-cooling methods have been employed to produce
cold NH radicals. Ground-state NH(X 3Σ−) has been cooled and trapped in a magnetic
ﬁeld by means of buﬀer-gas cooling (see Fig. 1.3), producing a temperature of about
0.5 K [57, 58, 59, 60]. It was recently demonstrated that buﬀer-gas-cooled NH can also
be co-trapped with atomic nitrogen, opening up the possibility to sympathetically cool
NH with ultracold N atoms [61]. Moreover, metastable NH(a 1∆), which exhibits a
linear Stark shift, has been successfully Stark-decelerated and conﬁned in an electro-
static trap [62]. The decelerated molecules may also be converted to the ground state
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Figure 1.4: Energy diagram of isomers and transition structures of NHNH. Purple lines cor-
respond to singlet spin states and orange lines to triplet states. The configurations NH(3Σ−)
+ NH(3Σ−), NH2(
2A′′) + N(4S), and HN2(
2A′) + H(2S) exist in multiple spin states. En-
ergies are given in kcal/mol relative to the energy of trans-N2H2 (1 kcal/mol ≈ 350 cm−1 ≈
503 K). Data are taken from Refs. [55] and [56].
by optical excitation of the A 3Π ← a 1∆ transition followed by spontaneous emission
(see Fig. 1.5) [63]. A recent experiment showed that the NH(X 3Σ−) radicals thus
produced can be trapped in a magnetic ﬁeld at a temperature of a few millikelvin
[64]. This deceleration-pumping scheme also allows reloading of the magnetic trap,
providing a means to increase phase-space density.
Full quantum-degeneracy of NH may be achieved either by sympathetic cooling
with a quantum-degenerate atomic gas (e.g. with N [61, 65], Li [66], or Mg [67]) or
by evaporative cooling. The latter is considered the most attractive route toward
experimental BEC formation, as it involves the cooling of only one species rather than
two. Nevertheless, it remains to be seen whether the collisional properties of NH +
NH are favorable for eﬃcient evaporative cooling. This question may be addressed
by high-level quantum calculations. Theoretical knowledge of the NH + NH collision
dynamics is, however, not only necessary to assess the feasibility of evaporative cooling,
but also to describe the many-body physics of a BEC or fermionic condensate composed
of NH radicals. Furthermore, a rigorous theoretical study of the NH–NH system may
serve as an important benchmark for other magnetically trapped dipolar molecules,
the dynamics of which are still largely unexplored.
The aim of this work is to describe and analyze the NH + NH collision dynamics
by means of state-of-the-art quantum-theoretical methods. We consider elastic, inelas-
tic, and reactive collisions both in the presence and absence of a magnetic ﬁeld, and
focus speciﬁcally on the prospects for evaporative cooling. The various spin-changing
processes that lead to inelastic trap loss are also examined in detail. In particular the
11
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Figure 1.5: Stark deceleration scheme for NH. The NH(a 1∆) molecules are created by
photodissociation of HN3 seeded in Kr. The molecular beam passes through a skimmer,
hexapole, and Stark decelerator. The decelerated molecules are subsequently loaded into
an electrostatic trap. The probing and pumping to the X3Σ− ground state occurs through
584 nm laser light. The figure is adapted from Ref. [62].
role of intermolecular magnetic dipole-dipole interaction, one of the most important
trap-loss mechanisms for paramagnetic species, is extensively studied. Moreover, we
provide insight into the chemical reaction dynamics of NH and explore the possibilities
for external ﬁeld control of cold chemical reactions.
As an introduction to the following chapters, we now brieﬂy discuss the possible
collision events that can occur in a gas of cold NH radicals. NH(X 3Σ−) has two
unpaired electrons in nonbonding π orbitals, giving it a net electronic spin of SNH = 1
and a space-ﬁxed spin projection of MSNH = 1, 0, or −1. In a magnetic trapping
environment, with the minimum of the ﬁeld in the center of the trap, each triplet
molecule is polarized in the low-ﬁeld-seeking spin-up state, |SNH = 1,MSNH = 1〉 (see
Fig. 1.3). A collision complex of two such molecules is in the quintet |S = 2,MS = 2〉
state, with S denoting the total electronic spin and MS the spin projection onto the
magnetic-ﬁeld axis. If the collision proceeds elastically, the monomers exchange only
translational energy, leaving the internal quantum states unaﬀected. That is, both
molecules remain trapped. Inelastic collisions, on the other hand, which are governed
by weak spin-dependent couplings, can change either the MS quantum number of the
quintet state or the total spin S to produce triplet (S = 1) or singlet (S = 0) complexes.
Both MS- and S-changing collisions lead to trap loss, as the spin-projection quantum
number of at least one of the molecules (MSNH) is changed. Furthermore, the triplet
and singlet potentials are chemically reactive, and S-changing collisions may therefore
also yield new chemical species (see Figs. 1.4 and 1.6). All of the above-mentioned
processes can, in principle, occur at arbitrarily low collision energies.
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1.4 Theoretical methods
The calculation of elastic, inelastic, and reactive NH + NH cross sections requires
the solution of the time-independent Schro¨dinger equation for both the electronic and
nuclear degrees of freedom. A common approach is to invoke the Born-Oppenheimer
(BO) approximation, which assumes that the nuclei are frozen on the time scale of the
electronic motion. Solving the complete Schro¨dinger equation within the BO framework
thus proceeds in two steps: ﬁrst, the electronic part is solved for ﬁxed positions of
the nuclei, yielding a set of eigenenergies as a function of the nuclear coordinates.
These energies, referred to as potential energy surfaces, represent a multi-dimensional
“energy landscape” on which the system evolves (see Fig. 1.6). Next, the nuclear
Schro¨dinger equation is solved using the potential energy surface(s) as input. The
latter step provides all possible information on the collision dynamics. In general, the
BO approximation is accurate when nonadiabatic couplings between diﬀerent electronic
states are small. This holds, e.g., for potentials that are well separated in energy. In
the case of NH + NH, the three interaction potentials become degenerate at long range,
but they all correspond to diﬀerent spin states. Hence, the nonadiabatic couplings are
zero and the approximation remains valid.
1.4.1 Electronic structure theory
In this section, we give a brief overview of the diﬀerent electronic structure methods
available for the calculation of potential energy surfaces. Virtually all state-of-the-art ab
initio methods are based on Hartree-Fock (HF) theory, a mean-ﬁeld approach in which
the electronic wave function is described by a single Slater determinant (see e.g. Ref.
[68]). The HF approximation assumes that each electron experiences an average poten-
tial from all other electrons, neglecting the electron correlation arising from pairwise
Coulombic repulsion. The molecular orbitals produced in a HF calculation are written
as linear combinations of atomic orbitals, the expansion coeﬃcients of which are opti-
mized in a variational self-consistent-ﬁeld procedure. The corresponding HF energy is,
by deﬁnition, the lowest possible electronic energy for a single-Slater-determinant wave
function. An important aspect of HF theory is that it is rigorously size-consistent, i.e.,
for two non-interacting subsystems A and B, the calculated energy of the supersystem
A · · ·B is equal to the sum of the energies of the individual subsystems. This property
is of particular importance in supermolecular calculations of long-range interactions.
Among the diﬀerent implementations of HF theory we may distinguish three types: re-
stricted (RHF), unrestricted (UHF), and restricted open-shell HF (ROHF). Restricted
methods require the wave function to be an eigenfunction of the total spin and spin-
projection operators, while the unrestricted version imposes no such constraints [68].
The UHF wave function may thus contain a mixture of diﬀerent electronic-spin states.
In order to account for electron correlation, it is necessary to go beyond the single-
determinant HF approximation. We start by discussing two widely used single-reference
correlation methods that take the HF wave function as the reference state. In the
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Figure 1.6: Cuts through the quintet (dark blue), triplet (cyan), and singlet (magenta)
potential energy surfaces of NH(X 3Σ−) – NH(X 3Σ−). The molecules are treated at rigid
rotors, and the geometries are defined in terms of the four Jacobi coordinates R, θA, θB , and
φ. The coordinate R is the length of the vector R that connects the two centers of mass, θA
and θB are the polar angles of the monomer axes relative to R, and φ is the dihedral angle
between the planes through the monomer axes and R. The cuts shown here correspond
to planar geometries with φ = 180◦ and θ = θA = θB. Note that the quintet potential is
completely repulsive at small R, while the triplet and singlet states are chemically reactive.
single-reference Conﬁguration Interaction (CI) method [68], the total wave function is
written as a linear combination of Slater determinants, each of which corresponds to a
diﬀerent orbital occupation. The CI coeﬃcients are obtained in a variational manner.
If all possible Slater determinants are included in the wave function, i.e. if all electrons
can be excited to all unoccupied spin-orbitals, we arrive at the full CI result. This is
the exact solution to the non-relativistic electronic Schro¨dinger equation for a given
orbital basis. The full CI method is, however, extremely expensive in terms of compu-
tational costs, and is therefore only practical for few-electron systems and small basis
sets. A more feasible approach is to use truncated CI, a technique in which a limited
number of electrons (typically one or two) can be excited from occupied to unoccupied
orbitals. The main disadvantage of truncated CI is that it suﬀers from a fundamental
lack of size consistency, making it unreliable at large interparticle separations. This
is particularly problematic for studies of cold and ultracold collisions, in which the
long-range potential plays an important role.
An alternative – and generally more attractive – single-reference method is Coupled
Cluster (CC) theory. The CC model is based on an exponential ansatz for the wave
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function,
|CC〉 = exp(Tˆ )|HF〉, (1.1)
where |CC〉 and |HF〉 denote the CC and HF wave functions, respectively, and Tˆ is
the so-called cluster operator. The latter consists of a sum of electron-excitation oper-
ators that can be truncated at any given excitation level. Note that such a truncated
operator still generates all possible Slater determinants (of the correct space and spin
symmetries) due to its exponential parametrization [cf. exp(Aˆ) =
∑∞
n=0 Aˆ
n/n!] [68].
The exponential form of Eq. (1.1) yields, in principle, a fully size-consistent solution,
regardless of the level of truncation. In the case that Tˆ is untruncated, we recover the
full CI limit.
By far the most popular version of CC theory is CC with single and double exci-
tations and a perturbative treatment of triples [CCSD(T)]. This technique represents
a satisfactory compromise between the relatively cheap CCSD method, in which the
cluster operator is truncated at the doubles level, and the expensive but accurate
CCSDT method, which includes up to triple excitations in Tˆ [68]. Although the im-
plementation of CCSD(T) is well established for closed-shell systems, a generalization
to open-shell species has proven a rather challenging task. Current state-of-the-art
open-shell CCSD(T) methods use a ROHF wave function as the reference state, and
employ either a spin-unrestricted CCSD(T) [UCCSD(T)] or (partially) spin-adapted
CCSD(T) [RCCSD(T)] scheme to account for electron correlation [69, 70, 71]. Such
open-shell models may suﬀer, however, from a small lack of size consistency, a problem
that still requires further study [71]. This issue will also be addressed in the next
chapter. Finally, we note that the above-mentioned CC methods apply only to high-
spin open-shell systems for which the reference state can be written as a single Slater
determinant. A generally accepted CC treatment for low-spin open-shell systems has
not been established yet.
Systems that are dominated by more than one electronic conﬁguration, e.g. the
singlet and triplet spin states of NH–NH, require multi-reference correlation methods.
In such cases, the reference wave function is obtained from a Multi-Reference Self-
Consistent-Field (MCSCF) calculation, an approach that generalizes HF theory to
multi-conﬁguration systems [72, 73, 68]. The most common version of MCSCF theory
is the Complete Active Space SCF (CASSCF) method, which takes the HF molecular
orbitals as starting orbitals and divides these into three subspaces: inactive, active,
and virtual orbitals. The inactive orbitals are permanently doubly occupied, and the
remaining electrons occupy the active space. Virtual orbitals are left unoccupied. The
CASSCF method generates a linear combination of Slater determinants by allowing
electron excitations within the active space. In order to obtain the wave function
with the lowest possible energy, the coeﬃcients of the determinants and the molec-
ular orbitals are variationally optimized. In the extreme case that the active space
extends over the entire orbital manifold, the CASSCF method yields the full CI result.
In practice, however, a CASSCF calculation is usually performed only to produce a
qualitatively correct wave function with proper multi-conﬁguration character.
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Subsequent correlation corrections can be obtained using either Multi-Reference
Conﬁguration Interaction (MRCI) [74, 75, 68] or Multi-Reference nth order Perturba-
tion Theory (CASPTn) [76, 68]. The MRCI treatment uses the Slater determinants
and orbitals of the CASSCF method, but also allows excitations from active to virtual
orbitals. The practical limitations of MRCI are, however, similar to those of the single-
reference case: full CI is generally too expensive, while truncated MRCI suﬀers from
a lack of size consistency. An alternative multi-reference approach is CASPTn, which
gives an nth order perturbation estimate of the exact energy using the CASSCF state
as the zero-order wave function. This method is reliable up to 3th or 4th order, but typ-
ically diverges as higher-order terms are included [68]. Although the CASPTn method
is not exactly size-consistent, it approaches full size-consistency when the CASSCF
reference state is dominated by a single Slater determinant [68]. Speciﬁcally, in the
case that a system dissociates into two high-spin open-shell fragments, CASPTn cal-
culations can be made rigorously size-consistent.
In Chapter 2 of this thesis, we will describe the calculation of accurate four-
dimensional potential energy surfaces for NH + NH at the RCCSD(T) and CASPTn
levels of theory. Particular attention is drawn to the long-range interactions, making
the potentials suitable for calculations in the ultralow temperature regime.
1.4.2 Scattering theory
Once the potential energy surfaces are known for all relevant geometries, we can proceed
to solve the Schro¨dinger equation for the nuclear coordinates. In this section, we
ﬁrst discuss elastic and inelastic molecular scattering on a single potential. Reactive
collisions and multiple surfaces will be brieﬂy addressed at the end of this section,
and more explicitly in Chapter 6. Throughout this thesis, we will restrict ourselves to
binary collisions and leave three-body processes out of consideration.
Multichannel quantum scattering theory
Consider the scattering of two molecular species, A and B, described by the Hamilto-
nian
Hˆ = − ~
2
2µR
∂2
∂R2
R +
lˆ2
2µR2
+ V (R, τA, τB) + HˆA(τA) + HˆB(τB). (1.2)
Here, R ≡ RRˆ represents the intermolecular vector between the centers of mass of A
and B, τA and τB collectively label all relevant molecular coordinates, µ is the reduced
mass of the complex, lˆ2 is the angular momentum operator associated with rotation of
R, V is the intermolecular potential energy surface, and HˆA and HˆB are the Hamilto-
nians for the isolated molecules. The latter terms may contain, e.g., rotational, vibra-
tional, and spin-dependent contributions. We now seek to ﬁnd numerical solutions to
the time-independent Schro¨dinger equation by means of coupled-channels theory. This
theory represents the most rigorous treatment of time-independent quantum scattering
dynamics, and provides, in principle, numerically exact results.
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In the coupled-channels formalism [77, 78], the scattering Hamiltonian is written
as the sum of the radial kinetic energy operator and the remainder (∆Hˆ),
Hˆ = − ~
2
2µR
∂2
∂R2
R +∆Hˆ,
∆Hˆ =
lˆ2
2µR2
+ V (R, τA, τB) + HˆA(τA) + HˆB(τB), (1.3)
and the Schro¨dinger equation is written as
~
2
2µR
∂2
∂R2
Rψ = (∆Hˆ −E)ψ, (1.4)
with E denoting the total energy. Each solution ψn = ψn(R, τA, τB) is expanded as
ψn(R, τA, τB) =
1
R
∑
n′
φn′(Rˆ, τA, τB)Fn′n(R),
≡ 1
R
∑
n′
|n′〉Fn′n(R), (1.5)
where the functions φn′(Rˆ, τA, τB) ≡ |n′〉 are so-called channel basis functions. These
provide a basis for the eigenfunctions of the operators lˆ2, lˆz, HˆA, and HˆB. Such eigen-
functions, each labeled by a unique set of quantum numbers, will be referred to as
scattering channels. The expansion coeﬃcients Fn′n(R) appearing in Eq. (1.5) consti-
tute a matrix F (R), the columns of which deﬁne the independent solutions ψn. These
may be transformed into the ﬁnal wave functions by applying scattering boundary con-
ditions, as shown below. Substituting Eq. (1.5) into the Schro¨dinger equation of Eq.
(1.4), multiplying from the left with the channel basis functions and integrating over
all angular and molecular coordinates (Rˆ, τA, and τB) yields
F ′′(R) = W (R)F (R), (1.6)
where the primes denote diﬀerentiation with respect to R. The elements of the so-called
coupling matrix W (R) are given by
Wn′n(R) =
2µ
~2
〈n′|∆Hˆ − E|n〉. (1.7)
The second-order diﬀerential equations of Eq. (1.6) are known as the close-coupling or
coupled-channels equations. These can be solved, subject to the appropriate boundary
conditions, by a range of numerical techniques, e.g. by log-derivative or renormalized
Numerov propagation [79]. We will discuss the former method below, and describe the
renormalized Numerov technique in Chapter 6.
17
1 Introduction
Log-derivative propagation
In order to solve Eq. (1.6), the radial coordinate is ﬁrst discretized into a grid of points
Ri (i = 0, . . . , m). The functions F (R) may subsequently be propagated from R0
to Rm to yield the complete set of solutions. Such an approach, however, can lead
to numerical instabilities when one or more channels are classically inaccessible [80].
These issues can be avoided by employing a so-called embedding-type propagation
method [81], an example of which is the log-derivative scheme. In this technique,
the propagation is performed using the log-derivative matrix Y (R), which relates the
expansion coeﬃcients to their ﬁrst derivatives [79, 82],
F ′(R) = Y (R)F (R). (1.8)
We start by considering the boundary conditions near the origin. A common strategy
is to ﬁrst diagonalize the coupling matrix W in the point R = R0 to obtain a local
channel eigenbasis,
W (R0)U(R0) = U(R0)Λ(R0), (1.9)
where Λ(R0) is a diagonal matrix of eigenvalues, and the columns of U(R0) represent
the corresponding eigenvectors. Negative eigenvalues are associated with locally open
(energetically accessible) channels, with squared wave vectors (k
(0)
q )2 = −Λqq > 0, and
positive eigenvalues correspond to locally closed channels [(k
(0)
q )2 = −Λqq < 0]. In the
present discussion, we consider only non-reactive collisions on a repulsive short-range
potential and assume that all channels are closed at small R. For reactive scattering
boundary conditions, we refer to Sec. 6.2 and Refs. [78, 83]. Once the coupling matrix
at R = R0 is diagonalized, we can transform the matrix F (R) to the local channel
eigenfunction basis,
F˜ (R) = U †(R0)F (R), (1.10)
with the dagger representing the Hermitian conjugate, and we may write, for R ≈ R0,
F˜ ′′(R) = U †(R0)W (R)U(R0)F˜ (R) ≈ Λ(R0)F˜ (R), (1.11)
where we have assumed that the coupling matrix is constant near R = R0. The F˜ (R)
matrix in Eq. (1.11) can be written in diagonal form, with each diagonal element corre-
sponding to a diﬀerent local channel eigenfunction. This results in a set of uncoupled,
one-dimensional second-order diﬀerential equations. We now impose boundary condi-
tions on the matrix F˜ (R) by requiring that all functions vanish exponentially at small
R,
F˜pq(R) ∼ δpqek
(0)
q R, (1.12)
with k
(0)
q =
√|Λqq|. The log-derivative matrix in the local channel eigenfunction basis
is also diagonal at R = R0,
Y˜pq(R0) = [U
†Y (R0)U ]pq = δpqk
(0)
q , (1.13)
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and the boundary conditions for the Y matrix in the original basis are
Y (R0) = U(R0)Y˜ (R0)U
†(R0). (1.14)
In order to propagate the log-derivative matrix from R0 to Rm, we deﬁne an
embedding-type propagator on each interval [Ri, Ri+1] [84],
(
F ′i
F ′i+1
)
=
(
Y (i)1 Y (i)2
Y (i)3 Y (i)4
)(−Fi
Fi+1
)
, (1.15)
with Fi ≡ F (Ri). One of the simplest ways to ﬁnd the propagator is by ﬁrst diagonal-
izing the W matrix in the middle of the interval and assuming it to be constant. The
propagator for these one-dimensional problems is known analytically, and the result
can be transformed back to the original basis. The log-derivative matrix in the point
R = Ri, deﬁned by
F ′i = Y (Ri)Fi, (1.16)
may subsequently be propagated to R = Ri+1 using the relation
Y (Ri+1) = Y (i)4 −Y (i)3
[
Y (Ri) + Y (i)1
]−1
Y (i)2 . (1.17)
This procedure is repeated until the ﬁnal point R = Rm is reached.
S-matrix boundary conditions
If Rm is so large that the interaction potential V (Rm) can be neglected, we may apply
asymptotic boundary conditions to obtain the ﬁnal wave functions. We ﬁrst consider
the asymptotic solutions of the Schro¨dinger equation long before the collision. In that
case, the exact solutions are written as a product of molecular eigenstates and a plane
wave,
ΨqA,qB ∼ |qA, qB〉eikqR (1.18)
= |qA, qB〉2π
R
∞∑
l=0
l∑
ml=−l
R
[
h
(1)
l (kqR) + h
(2)
l (kqR)
]
×ilYl,ml(Rˆ)Y ∗l,ml(kˆq), (1.19)
where |qA, qB〉 ≡ |qA〉|qB〉 are the eigenfunctions of HˆA and HˆB, with eigenvalues ǫ(q)A
and ǫ
(q)
B , kq is the corresponding wave vector, kq ≡ kqkˆq, with k2q = 2µ(E−ǫ(q)A −ǫ(q)B )/~2,
h
(1)
l and h
(2)
l are spherical Hankel functions of the ﬁrst and second kind, respectively,
Yl,ml is a spherical harmonic, and the superscript * denotes complex conjugation. Note
that Yl,ml(Rˆ) is an eigenfunction of both lˆ
2 and lˆz, with eigenvalues ~
2l(l+1) and ~ml,
respectively. The product |qAqB〉Yl,ml(Rˆ) ≡ |q〉 thus represents a unique scattering
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channel. The radial functions Rh
(1)
l (kqR) and Rh
(2)
l (kqR), which are associated with
a radial ﬂux of +~/µkq and −~/µkq, respectively, describe the outgoing and incoming
ﬂux for each channel |q〉.
Let us now evaluate the wave functions long after the collision. It can be shown
that, for any initial quantum state |qAqB〉, the asymptotic scattering solutions must
satisfy [77, 78, 85]
ΨqA,qB ∼
2π
R
∑
l,ml
∑
q′
A
,q′
B
∑
l′,m′
l
|q′Aq′B〉R
[
h
(2)
l′ (kq′R)δq′A,qAδq′B,qBδl′,lδm′l,ml
+h
(1)
l′ (kq′R)Sq′A,q′B,l′,m′l;qA,qB,l,ml
]
ilYl′,m′
l
(Rˆ)Y ∗l,ml(kˆq), (1.20)
with
∑
q′
A
,q′
B
,l′,m′
l
|Sq′
A
,q′
B
,l′,m′
l
;qA,qB,l,ml|2 = 1, and for each scattering channel |q〉 with
angular momentum quantum numbers l = lq and ml = mlq we have
Ψq ∼ 1
R
∑
q′
|q′〉R
[
h
(2)
l′q
(kq′R)δq′,q + h
(1)
l′q
(kq′R)Sq′,q
]
. (1.21)
The so-called S-matrix elements Sq′
A
,q′
B
,l′,m′
l
;qA,qB,l,ml = Sq′,q represent the transition
amplitudes for going from one channel to another. If the S-matrix is known for suﬃ-
ciently many initial and ﬁnal channels, all possible observables of the collision process,
e.g. state-to-state cross sections and rate constants, can be readily determined. Total
ﬂux conservation requires that the S-matrix be unitary. In the special case that the
potential is zero for all R, the S-matrix becomes a unit matrix and Eq. (1.20) reduces
to Eq. (1.19).
In order to extract the S-matrix from the log-derivative matrix at R = Rm, we ﬁrst
require a transformation to the exact asymptotic channel eigenbasis. The matrix that
contains the simultaneous eigenvectors of lˆ2, lˆz, HˆA, and HˆB in the original channel
basis [Eq. (1.5)] will be denoted asU(Rm). AtR = Rm, the matrix F (R) is transformed
to the asymptotic eigenbasis as
F˜ (R) = U †(Rm)F (R), (1.22)
with each row and column of F˜ (R) corresponding to a diﬀerent scattering channel |q〉.
We now apply asymptotic boundary conditions by expressing Eq. (1.21) as
Ψq ∼ 1
R
∑
q′
|q′〉F˜q′q(R), (1.23)
with
F˜ (R) = I˜(R) + O˜(R)S. (1.24)
Here, I˜(R) is a diagonal matrix containing ﬂux-normalized incoming waves for each
channel |q〉,
I˜pq(R) =
√
µkq
~
Rh
(2)
lq
(kqR)δpq, (1.25)
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and O˜(R) contains the ﬂux-normalized outgoing waves,
O˜pq(R) =
√
µkq
~
Rh
(1)
lq
(kqR)δpq. (1.26)
Note that O˜pq(R) = I˜
∗
pq(R). Substitution of Eqs. (1.22) and (1.24) into (1.8) yields
S = −[Y (Rm)O(Rm)−O′(Rm)]−1[Y (Rm)I(Rm)− I ′(Rm)], (1.27)
with I(R) = U(Rm)I˜(R) and O(R) = U(Rm)O˜(R). Equation (1.27) thus relates the
scattering matrix S to the log-derivative matrix Y (Rm) in the original channel basis.
Cross sections
Once the S-matrix is known, we can proceed to calculate the state-to-state collision
cross sections σqAqB→q′Aq′B . The diﬀerential cross sections for a given incident direction
kˆq and an asymptotic outgoing direction Rˆ are calculated as [86]
dσqAqB→q′Aq′B(kˆq)
dRˆ
=
1
k2q
∣∣fqAqB→q′Aq′B ∣∣2 , (1.28)
where fqAqB→q′Aq′B is the so-called scattering amplitude for the qAqB → q′Aq′B transition,
fqAqB→q′Aq′B = 2π
∑
l,ml
∑
l′,m′
l
il−l
′
Yl′,m′
l
(Rˆ)Y ∗l,ml(kˆq)Tq′A,q′B,l′,m′l;qA,qB,l,ml, (1.29)
and the T -matrix elements are deﬁned as Tq′
A
,q′
B
,l′,m′
l
;qA,qB,l,ml = δq′A,qAδq′B,qBδl′,lδm′l,ml −
Sq′
A
,q′
B
,l′,m′
l
;qA,qB,l,ml. The integral state-to-state cross sections can be obtained by in-
tegrating Eq. (1.28) over all directions of the outgoing ﬂux and by averaging over all
incoming directions,
σqAqB→q′Aq′B =
1
4π
∫
dkˆq
∫
dσqAqB→q′Aq′B(kˆq)
dRˆ
dRˆ
=
π
k2q
∑
l,ml
∑
l′,m′
l
|Tq′
A
,q′
B
,l′,m′
l
;qA,qB,l,ml|2. (1.30)
When the colliding molecules A and B are identical, the integral cross sections should
be multiplied by a factor of (1+ δqA,qB) [87]. Throughout this thesis, we will apply Eq.
(1.30) to the case of two identical NH molecules to extract the scattering cross sections
as a function of collision energy and magnetic ﬁeld strength.
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Practical considerations
The S-matrix and cross sections obtained from a quantum coupled-channels calculation
are in principle exact, provided that the radial grid and the channel basis set are suﬃ-
ciently large to ensure convergence. However, the computational cost of a multichannel
calculation scales with the third power of the number of channels, making it infeasible
for systems with many degrees of freedom. Also collision complexes with relatively
deep potential wells, for which many rotational or rovibrational states are needed, or
open-shell molecules, with various possible spin states, pose a major computational
challenge. A common approach to overcome this problem is to employ a channel ba-
sis in which the Hamiltonian is block-diagonal, thereby reducing the full-dimensional
coupled-channels equations to a set of lower-dimensional ones. For instance, in the
absence of an external ﬁeld, the total angular momentum of a system (J ) is rigor-
ously conserved, allowing the scattering calculations to be performed for each J -value
separately [77]. Such calculations will be presented in Chapter 3. When an external
magnetic ﬁeld is present, as in the case of magnetically trapped NH molecules, only
the projection of J onto the magnetic-ﬁeld axis (M) is conserved. Hence, we may
solve the coupled-channels equations for each value ofM (see Chapters 4 and 5). The
problem can be further simpliﬁed by exploiting, e.g., parity conservation and identical-
particle symmetry. Despite these considerations, however, a fully converged inelastic
scattering calculation is still virtually impossible for open-shell systems such as NH
+ NH. Nevertheless, as will be discussed in Chapters 3 and 4, even an incompletely
converged basis set can provide useful information on the collision dynamics.
For the study of reactive collisions, the scattering problem becomes even more
challenging. In general, a complete quantum mechanical description of a polyatomic
reaction requires one or more (3N − 6)-dimensional potential energy surfaces to enter
the Schro¨dinger equation, with N denoting the total number of atoms. The coupled-
channels equations must subsequently be solved for all rotational, vibrational, and spin
degrees of freedom for both the reactants and products. A particularly diﬃcult task
lies in the choice of the coordinate system: the Jacobi coordinates that best describe
the reactant arrangement are diﬀerent from those of the product arrangement(s). Al-
though several methods have been developed to address this problem (see e.g. Ref.
[88]), an accurate, full-dimensional quantum treatment of cold NH + NH reactions is
still infeasible. An alternative, more practical approach is to use a single-arrangement
description of the reaction process, thereby treating the reaction as an inelastic scat-
tering problem with reactive scattering boundary conditions. That is, rather than
assuming a vanishing wave function as R → 0 [cf. Eq. (1.12)], a part of the ﬂux may
also disappear at small R into reactive channels. Although the corresponding cross
sections cannot be resolved for the product states, they provide a reasonable estimate
for the total reactive cross sections of a given reactant state. In Chapter 6 of this thesis,
we will present such a single-arrangement method for cold NH + NH reactions, both
in the absence and presence of an external magnetic ﬁeld. Concluding remarks on the
NH + NH collision dynamics are also given at the end of Chapter 6.
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Chapter 2
Potential energy surfaces
In this chapter, we present four-dimensional ab initio potential energy surfaces for the
three diﬀerent spin states of the NH(X 3Σ−) – NH(X 3Σ−) complex. The surface for the
quintet state is obtained at the RCCSD(T)/aug-cc-pVTZ level of theory and the energy
diﬀerences with the singlet and triplet states are calculated at the CASPTn/aug-cc-
pVTZ (n = 2, 3) level of theory. The ab initio potentials are ﬁtted to coupled spherical
harmonics in the angular coordinates, and the long range is further expanded as a
power series in 1/R. The RCCSD(T) potential is corrected for a size-consistency error
of about 0.5 × 10−6 Eh prior to ﬁtting. The long-range coeﬃcients obtained from the
ﬁt are found to be in good agreement with ﬁrst and second-order perturbation theory
calculations.
2.1 Introduction
As mentioned in the previous chapter, NH is one of the most attractive candidates for
(ultra)cold-molecule experiments. A quantum-degenerate gas of magnetically trapped
NH molecules may be realized by means of evaporative cooling, a process that relies
on strong elastic NH + NH collisions. A recent theoretical study by Kajita [89], in
which only the electric dipole-induced dipole and magnetic dipole-dipole interactions
were considered, showed that evaporative cooling of NH is likely to be feasible. A
more rigorous quantum calculation of elastic and inelastic cross sections, however, re-
quires knowledge of the full NH–NH interaction potentials for all three spin states (see
Sec. 1.4). In particular the long-range potential, which governs the dynamics at (ul-
tra)low temperatures, should be described very accurately. For NH–NH the dominant
long-range term is the electrostatic dipole-dipole interaction, which scales with the
intermolecular distance R as R−3. If, however, the molecules are freely rotating, all
multipole-multipole terms average out to zero and the isotropic (R−6) dispersion and
induction interactions become important.
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Dhont et al. [90] have recently constructed four-dimensional ab initio potential en-
ergy surfaces for NH–NH which, in principle, contain all relevant long range contribu-
tions. They employed the partially spin-restricted coupled-cluster method with single
and double excitations and a perturbative treatment of triples [RCCSD(T)] [69, 91] to
obtain the surface for the NH–NH quintet state. We found, however, that this surface
exhibits erroneous behaviour in the long range due to a lack of size consistency in
the open-shell RCCSD(T) method. In the present work, we report more accurate ab
initio calculations that are corrected for this undesirable feature, and which allow an
analytical ﬁt of the long-range potential. The ﬁt of the short-range potentials is also
improved.
This chapter is organized as follows. In Section 2.2.1, we ﬁrst address the RCCSD(T)
size-consistency problem and present new RCCSD(T) calculations for the long range
of the NH–NH potential. Long-range perturbation theory calculations are discussed
in Section 2.2.2, and new CASPTn (n = 2, 3) calculations for the short range of the
singlet and triplet potentials are presented in Section 2.2.3. The ﬁt of the diﬀerent
potentials is described in Section 2.3, followed by a discussion of the results in Section
2.4. Finally, concluding remarks are given in Section 2.5.
2.2 Electronic structure calculations
2.2.1 RCCSD(T) potential energy surface
The coupled-cluster (CC) approach is one of the most accurate ab initio methods
available for calculating potential energy surfaces. This method requires a single Slater
determinant function as the reference state, which in the case of NH–NH implies that
only the high-spin quintet state is suitable for coupled-cluster calculations. At large
intermolecular distances, however, the energy splittings between the three diﬀerent spin
states become negligible and the long-range CC potential also applies to the singlet
and triplet states. In this section, we will show that the previously reported NH–NH
RCCSD(T) potential [90] contains a size-consistency error that becomes apparent at
large R. We also present new ab initio calculations that are corrected for this defect.
The coordinates used to describe the NH–NH potential energy surfaces are the four
intermolecular Jacobi coordinates (R, θA, θB, φ). The coordinate R is the length of
the intermolecular vector R that connects the centers of mass of monomers A and B,
θA and θB are the polar angles of the NH monomer axes relative to R, and φ is the
dihedral angle between the planes through R and the monomer axes (see Fig. 2.1).
All interaction potentials are computed using the supermolecule approach with the
counterpoise correction method of Boys and Bernardi [92].
Size consistency
It is well established that coupled-cluster theory for closed-shell systems is rigorously
size-consistent. For open-shell species, however, where the problem of nonzero spin
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Figure 2.1: Jacobi coordinates used to describe the NH(X 3Σ−) – NH(X 3Σ−) complex. The
vector R connects the centers of mass of the monomers, θA and θB are the polar angles of
the NH monomer axes relative to R, and φ is the dihedral angle between the planes through
the monomer axes and R. The figure is taken from Ref. [90].
arises, this issue is not straightforward. It was demonstrated in 2006 by Heckert et
al. [71] that several spin-adapted CCSD schemes applied to the triplet F(2P ) – F(2P )
system exhibit size-consistency errors on the order of 10−7 – 10−8 hartree (Eh). The
reason for this is still unclear, but it has been suggested that the problem lies in the
truncation of the cluster operator [71]. Although the errors are very small, the eﬀect
becomes apparent when considering interactions at low temperatures, where the total
energy of the system may be of a similar order of magnitude (10−7 Eh ≈ 0.03 K).
Hence, a lack of size consistency imposes a signiﬁcant limitation on the accuracy of
calculations in the (ultra)cold regime.
When evaluating the NH(3Σ−) – NH(3Σ−) quintet potential of Ref. [90] in more
detail, we indeed found that the interaction energy does not tend to zero at large
intermolecular distances. At R = 30 000 a0, the size-consistency error is −4.8823×10−6
Eh calculated at the RCCSD level of theory with the augmented correlation-consistent
polarized valence triple-zeta (aug-cc-pVTZ) basis set [93], and +0.5129 × 10−6 Eh at
the RCCSD(T)/aug-cc-pVTZ level of theory. It should be noted that these errors are
independent of the relative orientation of the monomers, i.e., the lack of size consistency
aﬀects only the isotropic part of the potential. The results for other basis sets are given
in Table 2.1. It can be seen that the error is largest at the RCCSD level and increases
with the size of the basis set. The inclusion of triple excitations reduces the error by
approximately one order of magnitude and, for most basis sets, also changes its sign.
Although the problem has not been solved yet, we found that the RCCSD(T)
quintet potential can be easily corrected for the lack of size consistency by simply
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Table 2.1: Size-consistency errors (∆E) for the NH–NH system at the RCCSD and
RCCSD(T) levels of theory. The basis sets correspond to the (aug)-cc-pVnZ (n = double,
triple, quadruple, quintuple) sets of Dunning [93]. The errors are calculated as the difference
between the energy of the separate monomers and the energy of the supersystem NH· · ·NH
at an intermolecular distance of 30 000 a0. All values are in 10
−6 Eh.
Basis set ∆E RCCSD ∆E RCCSD(T)
cc-pVDZ −3.15067 −0.50946
cc-pVTZ −4.25041 −0.01069
cc-pVQZ −4.70853 0.36976
cc-pV5Z −4.92130 0.62672
aug-cc-pVDZ −4.04159 0.01944
aug-cc-pVTZ −4.88230 0.51290
aug-cc-pVQZ −5.01375 0.68981
aug-cc-pV5Z −5.03493 0.75827
subtracting the error, calculated at 30 000 a0, from all ab initio points. We compared
these corrected energies with the results obtained from a spin-unrestricted CCSD(T)
[UCCSD(T)] calculation, of which the energies do converge to zero at long range [i.e.
UCCSD(T) is size-consistent]. At R = 30.0 a0, the root-mean-square (RMS) diﬀerence
between the UCCSD(T) and corrected RCCSD(T) data was calculated to be 9.1×10−9
Eh (0.08% of the mean absolute value of the potential) for a grid of 126 ab initio
points. Without the size-consistency correction this diﬀerence would be 5.1×10−7 Eh
(4.4%). Thus, the error subtraction at the RCCSD(T) level leads to signiﬁcantly
better agreement with the size-consistent UCCSD(T) method. Similar results were
obtained at an intermolecular distance of 15.0 a0, where the RMS diﬀerence between
the corrected RCCSD(T) and UCCSD(T) data is 7.0×10−8 Eh (0.07% of the mean
absolute energy), as opposed to 5.4×10−7 Eh (0.54%) without the correction. At even
smaller distances, the size-consistency error becomes increasingly negligible compared
to the total interaction energy, and hence the correction will leave the short-range
potential essentially unaﬀected. Based on these ﬁndings, we conclude that subtracting
the error from all RCCSD(T) points does not signiﬁcantly alter the accuracy of the
potential, but it does give the desired asymptotic behaviour at long range.
Long-range RCCSD(T) calculations
Although the size-consistency correction already constitutes an important reﬁnement
to the RCCSD(T) potential of Ref. [90], we chose to improve the long range even
further by performing new ab initio calculations. This is motivated by our aim to study
collisions in the limit of zero temperature, for which it is desirable to have the long
range in analytical form. In order to perform an accurate analytical ﬁt, however, we
found that the long-range ab initio energies should be converged to less than 10−10 Eh,
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while the data presented in Ref. [90] have been converged to only 10−8 Eh. We therefore
recalculated the points at large R with much tighter convergence thresholds, as low as
10−13 Eh, to ensure that the ﬁt will not be aﬀected by numerical noise. The radial grid
consisted of 8 points, approximately logarithmically spaced at 8.3, 10.0, 12.0, 14.4, 17.3,
20.8, 25.0, and 30.0 a0. For the angular grid, we chose an 11-point Gauss-Legendre
quadrature grid in (θA, θB) and an 11-point Gauss-Chebyshev grid in φ. These are
known to be the most accurate quadratures on their respective domains [94]. Due to
the symmetry of the complex, only points with θA + θB ≤ π and 0 ≤ φ ≤ π were
required in the calculations [90]. The monomers were treated as rigid rotors, with the
NH bond length ﬁxed to the experimental equilibrium value of 1.0362 A˚ [95]. The
RCCSD(T) energies were computed using the aug-cc-pVTZ basis set, with additional
bond functions located at the midpoint of the intermolecular vector R (exponents
s, p: 0.9, 0.3, and 0.1; d, f : 0.6 and 0.2; g: 0.3). All calculations were performed
with the MOLPRO package [96]. As explained above, the size-consistency error of
0.51290×10−6 Eh was subtracted from all RCCSD(T) points to ensure that the long
range converges to zero.
2.2.2 Perturbation theory calculations
As an additional test for the accuracy of the RCCSD(T) long-range potential, we
computed the long-range coeﬃcients directly from ﬁrst and second-order perturbation
theory with the multipole expansion of the interaction operator (see e.g. Ref. [97]).
The ﬁrst-order (electrostatic) coeﬃcients are expressed in terms of the permanent NH
multipole moments, while the second-order (induction and dispersion) coeﬃcients de-
pend also on the static and dynamic polarizabilities of NH. The permanent multipole
moments were obtained from ﬁnite ﬁeld calculations at the RCCSD(T)/aug-cc-pVTZ
level of theory and from density functional theory (DFT), yielding two diﬀerent sets
of ﬁrst-order coeﬃcients. All DFT calculations were performed with the PBE0 den-
sity functional [98] and the aug-cc-pVQZ basis set. The Kohn-Sham orbitals were
obtained from a spin-restricted calculation using the DALTON program [99]. The
Fermi-Amaldi asymptotic correction [100] was employed to improve the description of
the NH densities. The ionization potentials used for this correction were taken from
Ref. [101]. For the static and dynamic NH polarizabilities, we performed spin-restricted
time-dependent coupled Kohn-Sham (CKS) calculations [101]. Previous studies have
shown that CKS methods yield accurate van der Waals coeﬃcients, comparable to the
accuracies obtained with the best ab initio methods, for systems such as He2, Ne2,
H2O dimer [102], and the open-shell O2 dimer [103]. The static polarizabilities and dy-
namic polarizabilities at imaginary frequencies were obtained with a modiﬁed version
of the SAPT2008 package [104], extended to treat open-shell fragments. Finally, the
second-order long-range coeﬃcients were computed from the DFT multipole moments
and response functions using the POLCOR program [105].
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2.2.3 CASPTn calculations
As mentioned before, the RCCSD(T) quintet potential can also be used to describe
the singlet and triplet NH–NH states at long range. In the short range, however, these
lower-spin states must be treated with a diﬀerent ab initio method. Dhont et al. [90]
employed the Complete Active Space with nth-order Perturbation Theory (CASPTn)
method (n = 2, 3) to calculate the energy diﬀerences between the quintet state and the
S = 0 and 1 states, and added those to the RCCSD(T) quintet surface to obtain the
singlet and triplet potentials:
V Sn = V
S
CASPTn − V S=2CASPTn + V S=2RCCSD(T ). (2.1)
When ﬁtting the CASPTn energy splittings, which decay exponentially as a function
of R, we found that the convergence thresholds used in Ref. [90] were not suﬃciently
stringent to reach the same accuracy as in the long range. Hence, we recalculated the
CASPTn energies for all three spin states with much tighter convergence criteria. The
active space consisted of the four orbitals that are singly occupied in the quintet state.
The g4 operator [106] was used to obtain size-consistent results, and a level shift of 0.4
was applied to enforce convergence. The interaction energies were computed for R =
4.0, 4.5, 5.0, 5.5, 6.0, 6.5, 7.0, 7.5, 8.0, 8.5, 9.0, 10.0, 12.0, and 14.4 a0, with the energy
threshold set to 10−13 Eh for the points at 8.0 – 14.4 a0, 10
−12 Eh at 7.0 and 7.5 a0,
10−11 Eh at 6.0 and 6.5 a0, 10
−10 Eh at 5.0 and 5.5 a0, 10
−9 Eh at 4.5 a0, and 10
−8 Eh at
4.0 a0. For the angular grid we used the same points as for the long-range RCCSD(T)
calculations, i.e. an 11-point Gauss-Legendre quadrature in (θA, θB) and an 11-point
Gauss-Chebyshev grid in φ. The CASPTn calculations were performed with MOLPRO
[96] using the aug-cc-pVTZ basis set supplemented with bond functions. It should be
noted that three points at 4.0 a0 failed to converge due to the strongly repulsive nature
of the potential at small R.
2.3 Analytical representation
All three interaction potentials can be represented as follows:
V (R, θA, θB, φ) =
∑
LA,LB,L
υLA,LB ,L(R)ALA,LB,L(θA, θB, φ) (2.2)
=
∑
LA,LB,M
υLA,LB,M(R)ALA,LB ,M(θA, θB, φ). (2.3)
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The angular functions are deﬁned as
ALA,LB,L(θA, θB, φ)
=
min(LA,LB)∑
M=−min(LA,LB)
(
LA LB L
M −M 0
)
CLA,M(θA, φA)CLB,−M(θB , φB),
=
min(LA,LB)∑
M=0
(−1)M
(
LA LB L
M −M 0
)
ALA,LB,M(θA, θB, φ), (2.4)
where it is assumed that LA+LB+L is even due to the inversion symmetry of the total
system [107]. The functions CL,M(θ, φ) are Racah-normalized spherical harmonics of
degree L and order M , and φ = φA−φB is the diﬀerence between the azimuthal angles
of monomers A and B. The factor in brackets denotes a Wigner three-j symbol. The
‘primitive’ angular functions ALA,LB,M(θA, θB, φ) are given by
ALA,LB,M(θA, θB, φ) = PLA,M(cos θA)PLB,M(cos θB) cosMφ, (2.5)
where PL,M(cos θ) are Schmidt semi-normalized associated Legendre functions deﬁned
in Eqs. (9) and (10) of Ref. [90]. The R-dependent expansion coeﬃcients are related
to each other as [90]
υLA,LB,L(R) = (2L+1)
min(LA,LB)∑
M=0
(−1)M(2−δM0)
(
LA LB L
M −M 0
)
υLA,LB ,M(R). (2.6)
In the present work, we use an analytical expression for the υLA,LB,L(R) coeﬃcients
at long range, as outlined in the following Section. The short-range parts of the diﬀerent
interaction potentials are obtained by interpolating the υLA,LB,L(R) coeﬃcients in R,
as described in Sections 2.3.2 and 2.3.3. The short-range and long-range expansions
are matched using an R-dependent switching function, the details of which are given
in Section 2.3.2.
2.3.1 Long-range potential
For the analytical long-range interaction, we use Eq. (2.2) and further expand the
υLA,LB,L(R) coeﬃcients in a power series in 1/R:
υLA,LB,L(R) =
∑
n
−CLA,LB,L,n
Rn
. (2.7)
Our choice of an 11-point Gauss-Legendre quadrature in (θA, θB) and an 11-point
Gauss-Chebyshev quadrature in φ ensures that the angular ALA,LB ,L functions, when
evaluated on the quadrature grid with the appropriate weights, are mutually orthog-
onal for all values of LA and LB up to 10 inclusive. Thus, we can perform the ana-
lytical ﬁt in R [Eq. (2.7)] for each (LA, LB, L) term separately. The values of n follow
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from a consideration of the possible ﬁrst-order (electrostatic) and second-order (in-
duction/dispersion) contributions (see e.g. Ref. [107] for details). For the electrostatic
terms, we have LA + LB = L and n = LA + LB + 1, with LA ≥ 1 and LB ≥ 1. The
minimum value of 1 comes from the fact that the lowest nonvanishing permanent mul-
tipole moment of NH is the dipole. In the case of induction and dispersion interactions,
LA and LB correspond to the order of two coupled multipole moments on monomers A
and B, respectively. That is, LA = |lA− l′A|, . . . , lA+ l′A and LB = |lB− l′B |, . . . , lB+ l′B ,
where lA, l
′
A, lB, and l
′
B denote the orders of the uncoupled monomer multipole mo-
ments. LA and LB are in turn coupled to all possible L values, and for each (LA,LB,L)
term we have n = lA+ l
′
A+ lB + l
′
B +2. Finally, since each monomer is a linear Σ state
molecule, it can be shown that lA + l
′
A + LA and lB + l
′
B + LB must be even [107].
The CLA,LB,L,n ﬁt coeﬃcients of Eq. (2.7) were calculated as follows. For each set of
(LA, LB, L) values, we ﬁrst computed the lowest possible values of n in both ﬁrst and
second order. Since our long-range ab initio calculations were performed on a grid of
eight R points, we could include a maximum of eight R−n functions in the ﬁt. We then
ﬁtted the size-consistency corrected RCCSD(T) data to the expansion of Eq. (2.2), and
subsequently ﬁtted each υLA,LB,L expansion coeﬃcient in terms of R
−n functions [Eq.
(2.7)]. Note that the ﬁt of Eq. (2.2) is mathematically equivalent to evaluating the
overlap integral between the angular functions and V (R, θA, θB, φ) by Gauss-Legendre
quadrature. The ﬁt was done using a linear least-squares procedure in which the ab
initio points were weighted with the appropriate quadrature weights and a factor of
R3. The R-dependent factor is chosen because the leading dipole-dipole interaction
decays as R−3.
In principle, our long-range expansion is valid for all terms up to LA = LB = 10,
with eight possible values of n for each (LA, LB, L) term. However, the inclusion of
high powers of 1/R may lead to unphysical results even for the low-n coeﬃcients,
which are considered the most important. Thus, we must carefully choose which
R−nALA,LB ,L(θA, θB, φ) functions to include in the ﬁt. After extensive testing, we found
that the best analytical ﬁt is obtained for n ≤ 14. This result is based on a thorough
examination of both the stability of the ﬁt, i.e. how much the CLA,LB ,L,n coeﬃcients
vary when adding more R−n functions, and the RMS error in the data points. The
ﬁnal ﬁt gave a RMS error of 4.6×10−8 Eh (0.03%) for a total of 10648 ab initio points.
The RMS diﬀerence between the analytical potential and the size-consistency corrected
long-range points of Ref. [90], which served as test points, was 4.8×10−7 Eh (0.24%).
Note that the latter error is, in part, due to the weaker convergence thresholds used in
the calculations of Ref. [90].
2.3.2 Short-range S = 2 potential
For the short range of the quintet surface, we used the size-consistency corrected
RCCSD(T) data of Dhont et al. [90], calculated at R values from 4.0 to 16.0 a0. The
angular grid consisted of 11 points in θA and θB, ranging from 0
◦ to 180◦ in steps of
20◦ with an additional point at 90◦. The grid in φ ranged from 0◦ to 180◦ in steps
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of 22.5◦. The short-range potential was ﬁrst expanded in terms of ALA,LB,M(θA, θB, φ)
functions [Eq. (2.3)] and then transformed to Eq. (2.2). Instead of using the two-step
spline-based approach described in Ref. [90], we employed a weighted least squares
ﬁtting procedure to determine the υLA,LB,M(R) coeﬃcients for each R. In order to
perform the ﬁt, we ﬁrst calculated optimal quadrature weights for the grid points in
(θA, θB), the details of which are given in the Appendix. We then attempted to ﬁt the
RCCSD(T) points by an expansion in terms of ALA,LB ,M(θA, θB, φ) functions, weight-
ing each point with the appropriate quadrature weights. High-energy points (> 0.1
Eh), which are not of practical importance in bound-state and scattering calculations,
were excluded from the ﬁt. It was found, however, that the least squares problem of
Eq. (2.3) is ill-conditioned for max(LA, LB) ≥ 9 due to both the choice of grid points
(the angle φ is undeﬁned if θA or θB equals 0
◦ or 180◦) and the omission of points at
high energies. We therefore employed a modiﬁed ﬁtting scheme to regularize the least
squares problem such that all functions up to LA = LB = 10 and M = 8 could be
included. This was done by means of a Tikhonov regularization method [108] in which
the term
∑
LA,LB ,M
|α(L2A + L2B)υLA,LB ,M(R)|2 was added to the residual. The factor
of α(L2A + L
2
B), with α = 2 × 10−4, ensures that strong oscillations (associated with
large LA and LB) are damped out in the ﬁt. The resulting υLA,LB ,M(R) ﬁt coeﬃcients
were then transformed to υLA,LB,L(R) coeﬃcients using Eq. (2.6). Overall, this ﬁtting
procedure gave a RMS error of 9.8×10−6 Eh (0.21%) based on 21275 ab initio points.
The υLA,LB,L(R) expansion coeﬃcients were interpolated in R using the reproducing
kernel Hilbert space (RKHS) method with the reproducing kernel for distancelike vari-
ables [109, 110]. The RKHS parameter m, which determines the power with which the
interpolated function decays between the grid points, was set to the leading power in
1/R for each (LA, LB, L) term. For instance, the υ112(R) coeﬃcient containing the elec-
trostatic dipole-dipole interaction was interpolated with m = 3, the isotropic υ000(R)
term was interpolated with m = 6, and so on. In all cases, the RKHS smoothness
parameter was set to 2.
Finally, we matched the short-range and long-range expansions of the RCCSD(T)
quintet potential using an R-dependent switching function f(R) that changes smoothly
from 0 to 1 on the interval a < R < b:
f(R) =


0 if R ≤ a
1 if R ≥ b
1
2
+ 1
4
sin πx
2
(
3− sin2 πx
2
)
otherwise,
(2.8)
with x = (R−b)+(R−a)
b−a
. The function is such that the ﬁrst three derivatives at R = a
and R = b are zero. We used Eq. (2.8) to switch the potential between a = 8 and
b = 12 a0. The total S = 2 potential energy surface may now be expressed as follows:
V (R, θA, θB, φ) = [1− f(R)]Vsr(R, θA, θB, φ) + f(R)Vlr(R, θA, θB, φ), (2.9)
where Vsr refers to the short-range expansion of Eq. (2.2) and Vlr to the long-range
expansion of Eqs. (2.2) and (2.7).
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2.3.3 Short-range S = 0, 1 potentials
As already mentioned in Section 2.2, the singlet and triplet potentials were obtained
from the quintet RCCSD(T) potential by adding the energy diﬀerences at the CASPT2
or CASPT3 level of theory. We ﬁtted these exchange splittings (V SCASPTn − V S=2CASPTn)
directly in terms of ALA,LB,L(θA, θB, φ) functions, weighting each point with the cor-
responding Gauss-Legendre and Gauss-Chebyshev quadrature weights. In all cases,
the ﬁt error was largest at 4.0 a0 and rapidly decreased as a function of R. For in-
stance, the RMS errors for the singlet-quintet CASPT2 and CASPT3 splittings were
1.3×10−3 Eh (4.6%) and 1.2×10−3 Eh (4.7%) at 4.0 a0, 1.1×10−5 Eh (0.10%) and
7.8×10−6 Eh (0.09%) at the neighboring grid point of 4.5 a0, and 2.3×10−8 Eh (0.007%)
and 1.9×10−8 Eh (0.007%) near the van der Waals minimum at 6.5 a0. For the triplet-
quintet CASPT2 and CASPT3 exchange splittings, the RMS errors were 6.9×10−4 Eh
(3.2%) and 7.9×10−3 Eh (4.4%) at 4.0 a0, 4.3×10−6 Eh (0.06%) and 5.1×10−6 Eh
(0.08%) at 4.5 a0, and 2.1×10−8 Eh (0.01%) and 6.0×10−8 Eh (0.03%) at 6.5 a0. All
errors were calculated from 1331 ab initio points per R value, with the exception of
R = 4.0 a0, where three points failed to converge.
The υLA,LB,L(R) coeﬃcients were interpolated in R using the RKHS method. For all
(LA, LB, L) terms we set the RKHS parameter m to 14 and the smoothness parameter
to 2. The value of m = 14 ensures that all coeﬃcients decay as R−15 beyond the
outermost grid point, thus decaying faster than any of the long-range terms included
in the ﬁt of Eq. (2.7). In addition, we found that the interpolation with m = 14 gives
the smallest RMS error in the ab initio points of Ref. [90]. The expanded CASPTn
splittings were added to the RCCSD(T) potential of Eq. (2.9) to obtain the ﬁnal singlet
and triplet potential energy surfaces.
2.4 Results and discussion
The main features of the singlet, triplet, and quintet potentials have already been
described in Ref. [90], and therefore we only brieﬂy mention them here. Our S = 2
potential is characterized by a van der Waals minimum at Re = 6.61 a0 with a well
depth of De = −675 cm−1. It should be noted that Dhont et al. [90] reported a slightly
diﬀerent Re value of 6.60 a0. The minimum corresponds to a linear geometry (θA =
θB = φ = 0
◦) in which the two NH dipoles are aligned. Z˙uchowski et al. [101] have
recently shown that De changes to −693 cm−1 if the aug-cc-pVQZ basis is used and the
RCCSD(T) calculations are performed without the frozen-core approximation. They
also demonstrated from symmetry-adapted perturbation theory (SAPT) calculations
that the main contributions to De are the electrostatic (−899 cm−1) and dispersion
(−432 cm−1) interactions. The total SAPT exchange-repulsion energy at the minimum
was found to be 874 cm−1 [101].
The V S=02 (V
S=0
3 ) and V
S=1
2 (V
S=1
3 ) surfaces also exhibit a van der Waals minimum
at θA = θB = φ = 0
◦, located at Re = 6.50 (6.51) and 6.54 (6.55) a0, respectively.
These distances are 0.01 – 0.02 a0 diﬀerent from the Re values reported by Dhont et
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al. [90]. Furthermore, the singlet and triplet dimers may form the chemically stable
N2H2 molecule, which is reﬂected in the strongly attractive nature of these potentials
at short intermolecular separations. The most favorable geometries for the S = 0 and
1 states at short distances are found near θA = θB = 90
◦.
2.4.1 Long-range potential
Before discussing the analytical ﬁt results, we ﬁrst address the size-consistency problem
occurring at the RCCSD and RCCSD(T) levels of theory. Figure 2.2 shows the isotropic
part of the quintet potential, υ000(R), between R = 15 and 30 a0. The lack of size
consistency is most apparent at the RCCSD level, giving rise to an error of −1.07 cm−1
at long range. The inclusion of triple excitations reduces the problem signiﬁcantly,
but in fact overcompensates for the RCCSD error by +0.11 cm−1. The uncorrected
isotropic RCCSD and RCCSD(T) potentials cross at R ≈ 11 a0. After subtracting
the size-consistency errors from all ab initio points, both the RCCSD and RCCSD(T)
potentials smoothly converge to zero at long range. It can also be seen that these
corrected data are in very good agreement with the corresponding spin-unrestricted
CC results at R = 15 and 30 a0.
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Figure 2.2: Isotropic part of the quintet potential calculated at the CCSD and CCSD(T)
levels of theory. The data labeled “RCCSD” and “RCCSD(T)” correspond to the uncorrected
spin-restricted data, “RCCSD-∆E” and “RCCSD(T)-∆E” to the size-consistency corrected
data, and “UCCSD” and “UCCSD(T)” to the spin-unrestricted results.
The main ﬁt results for the (size-consistency corrected) RCCSD(T) long-range po-
tential are presented in Table 2.2. A total number of 588 CLA,LB,L,n coeﬃcients was
included in the long-range ﬁt (LA, LB ≤ 10 and n ≤ 14), but here we list only the
most important terms. Table 2.2 also shows the results obtained from ﬁrst and second-
order perturbation theory (PT). It can be seen that the ﬁtted electrostatic terms agree
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very well with the PT coeﬃcients, in particular with the data calculated at the PT–
RCCSD(T) level of theory. For the induction and dispersion terms we ﬁnd some sig-
niﬁcant discrepancies, but the most important second-order ﬁt coeﬃcients (those with
n = 6) show satisfactory agreement with PT–DFT. It should be noted that, for the
ﬁtted coeﬃcients, no distinction can be made between induction and dispersion con-
tributions. For the isotropic C0,0,0,6 term, the PT-DFT calculations give a dispersion
coeﬃcient of 39.86 a.u. and an induction term of 6.99 a.u.
Table 2.2: Most important long-range coefficients obtained from the fit and from perturba-
tion theory, and their contributions at 30 a0. The order of importance is based on the value
of n, and for each n only the four largest terms are given. Terms labeled with an asterisk are
first-order (electrostatic) interactions. All values are in atomic units. Numbers in parentheses
denote powers of 10.
LA LB L n C
fit
LA,LB,L,n
C
PT−RCCSD(T )
LA,LB,L,n
CPT−DFTLA,LB ,L,n VLA,LB ,L,n(30 a0)
1 1 2 3* 1.9697(+0) 1.9715(+0) 2.0127(+0) 3.8551(-05)
1 2 3 4* −2.8394(+0) −2.8597(+0) −3.0642(+0) 1.2127(-06)
1 3 4 5* 1.6637(+1) 1.6761(+1) 1.7103(+1) 1.7654(-07)
2 2 4 5* −5.6953(+0) −5.4312(+0) −6.1080(+0) 5.5389(-08)
0 0 0 6 4.7270(+1) 4.6852(+1) 2.2986(-07)
1 4 5 6* −5.4131(+1) −5.5049(+1) −5.7422(+1) 1.5274(-08)
0 2 2 6 1.2657(+1) 1.5681(+1) 1.2309(-08)
2 3 5 6* 3.6904(+1) 3.9347(+1) 4.2140(+1) 9.1458(-09)
0 1 1 7 −1.8433(+2) −8.2153(+1) 9.9596(-09)
1 2 3 7 −3.4979(+2) 1.5651(+1) 5.5331(-09)
0 3 3 7 −1.0784(+2) −7.9522(+1) 2.4971(-09)
3 3 6 7* 3.1701(+2) 3.3946(+2) 3.4622(+2) 2.0359(-09)
0 0 0 8 9.2546(+2) 1.1077(+3) 5.0003(-09)
0 2 2 8 3.9371(+3) 1.4208(+3) 4.2544(-09)
1 1 2 8 4.5792(+3) −1.0618(+2) 3.6882(-09)
2 2 4 8 −4.4826(+3) 6.2384(+2) 1.6146(-09)
0 1 1 9 3.0500(+4) −3.1644(+3) 1.8310(-09)
1 2 3 9 9.9936(+4) 2.2929(+3) 1.7565(-09)
1 2 1 9 −2.3093(+4) −6.1280(+2) 6.2000(-10)
0 3 3 9 9.0400(+3) −5.6295(+3) 2.3259(-10)
As an indication of the relative importance of the diﬀerent CLA,LB,L,n coeﬃcients,
we explicitly give their contributions to the potential at R = 30 a0 (see Table 2.2).
These contributions, VLA,LB,L,n(R), were calculated as follows:
VLA,LB,L,n(R) = NLA,LB,L
|CfitLA,LB,L,n|
Rn
, (2.10)
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where NLA,LB,L = [4π/(2LA + 1)(2LB + 1)(2L + 1)]
1/2 is the norm of the angular
ALA,LB,L(θA, θB, φ) functions. It is clear that the n = 3 dipole-dipole interaction dom-
inates the potential by at least one order of magnitude, followed by the electrostatic
dipole-quadrupole term. The main second order term is the isotropic n = 6 interaction,
which, at 30 a0, is still larger than the electrostatic n = 5 terms. The fact that the
ﬁtted C1,1,2,3 and C0,0,0,6 coeﬃcients give the largest contributions in ﬁrst and second
order, respectively, indicates that the ﬁt is not only numerical, but also physically
meaningful. Thus, we may safely extrapolate the potential from 30 a0 to larger R
values.
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Figure 2.3: R-dependent quintet potential for two selected orientations (θA, θB, φ). The solid
lines correspond to the total fitted potential, the dashed lines to the long-range potential,
and the dotted lines to the long-range dipole-dipole interaction.
Figure 2.3 shows the R-dependence of the ﬁtted RCCSD(T) potential for two spe-
ciﬁc orientations (θA, θB, φ). For the linear geometry, with θA = θB = φ = 0
◦, the
leading dipole-dipole interaction is maximally attractive, while for θA = θB = φ = 90
◦
the dipole-dipole term is zero. It can be seen that the C1,1,2,3 coeﬃcient dominates the
long-range potential beyond R ≈ 12 a0. Figure 2.3 also compares the total long-range
expansion with the ab initio data, illustrating the region of validity of Eq. (2.7). It
should be noted that, on the scale of the ﬁgure, the short-range expansion of Eq. (2.2)
is indistinguishable from the total ﬁtted potential of Eq. (2.9), and thus the short-range
expansion is not explicitly shown. The long-range ﬁt is very accurate for intermolec-
ular distances larger than 8 a0, which suggests that short-range (exchange and charge
penetration) eﬀects are only signiﬁcant for R ≤ 8 a0. This also justiﬁes our choice of
switching the potential from the short-range to the long-range expansion between 8
and 12 a0.
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Figure 2.4: Cuts of the quintet potential (in cm−1) for R = 4.0 a0 and φ = 0
◦. The left
panel shows the fit obtained in this work and the right panel shows the results of Ref. [90].
−4000
0
0
4000
40
00
40
0080
00
80
00
8000
12000
120
00
12000
2000
0
30000
This work, CASPT2
θA (degrees)
θ B
 
(de
gre
es
)
0 30 60 90 120 150 180
0
30
60
90
120
150
180
0
0
400
0
4000
80
00
80
00
8000
12
00
0
12000
2000
0
30000
This work, CASPT3
θA (degrees)
θ B
 
(de
gre
es
)
0 30 60 90 120 150 180
0
30
60
90
120
150
180
−4000
0
0
4000
40
00
40
0080
00
80
00
800012000
120
00
12000
200003000040000
Dhont et al., CASPT2
θA (degrees)
θ B
 
(de
gre
es
)
0 30 60 90 120 150 180
0
30
60
90
120
150
180
0
0
400
0
4000
80
00
80
00
800012000
12
00
0
12000
200003000040000
Dhont et al., CASPT3
θA (degrees)
θ B
 
(de
gre
es
)
0 30 60 90 120 150 180
0
30
60
90
120
150
180
Figure 2.5: Cuts of the triplet potential (in cm−1) for R = 4.0 a0 and φ = 0
◦, calculated
using Eq. (2.1). The upper panels correspond to the present work and the lower panels to
the work of Dhont et al. [90].
2.4.2 Short-range potentials
Although the S = 0, 1, and 2 potentials obtained in this work are very similar to
those reported by Dhont et al. [90], there are some notable diﬀerences at very short
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intermolecular distances. The diﬀerences are most pronounced at R = 4.0 a0, where
the potentials exhibit the highest anisotropy. Figure 2.4 compares the two ﬁt results
for the quintet state as a function of θA and θB, with R = 4.0 a0 and φ = 0
◦. Note that
both surfaces were obtained from the same set of ab initio data. The ﬁt of Ref. [90]
shows more oscillatory behaviour than our present result, in particular near (θA, θB)
= (180◦, 150◦) and (30◦, 0◦). Furthermore, the potential of Dhont et al. has a local
maximum around (150◦, 30◦) that is clearly unphysical in nature. Similar patterns are
found for the triplet and singlet states, as can be seen in Figs. 2.5 and 2.6. The S = 0
and 1 potentials of Ref. [90] exhibit more pronounced oscillations and local maxima,
indicating more unphysical behaviour. We therefore conclude that, in addition to the
more accurate long-range potential, the ﬁt of the short-range NH–NH potentials is also
improved in the present work.
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Figure 2.6: Cuts of the singlet potential (in cm−1) for R = 4.0 a0 and φ = 0
◦, calculated
using Eq. (2.1). The upper panels correspond to the present work and the lower panels to
the work of Dhont et al. [90].
37
2 Potential energy surfaces
2.5 Conclusions
We have constructed four-dimensional potential energy surfaces for the singlet, triplet,
and quintet states of NH(3Σ−) – NH(3Σ−) based on high-level ab initio calculations.
All potentials were ﬁtted in terms of coupled spherical harmonics in the angular co-
ordinates, and the long range was further expanded as a power series in 1/R. Prior
to ﬁtting, the ab initio data were corrected for a size-consistency error of 0.5 × 10−6
Eh occurring at the RCCSD(T) level of theory. The ﬁtted long-range coeﬃcients were
found to be in good agreement with the results obtained from ﬁrst and second-order
perturbation theory.
Appendix
In this Appendix, we describe how we optimized the quadrature weights wi for the
integration of Legendre polynomials Pl(x) on a given grid of mutually distinct points
xi (i = 1, . . . , n): ∫ 1
−1
Pl(x)dx = 2δl,0 ≈
n∑
i=1
wiPl(xi). (2.11)
We deﬁne the optimization as a minimization of the sum of square residuals |r|:
|r| = |Aw − b|, (2.12)
where A is an (lmax + 1)× n matrix with elements Ali = Pl(xi) (l = 0, . . . , lmax), w is
a vector of length n containing the quadrature weights wi, and b is a vector of length
lmax+1 with elements bl = 2δl,0. In the case of an n-point Gauss-Legendre quadrature,
xi and wi are chosen in such a way that the integration is exact, i.e., |r| = 0, for all
polynomials up to degree lmax = 2n− 1. For arbitrary, mutually distinct points xi, we
may calculate the weights as w = A−1b, since A is regular for lmax = n− 1 (see p. 145
of Ref. [94]). This results in a quadrature that is exact up to (at least) degree n − 1.
Instead of using a quadrature that is exact for lmax = n− 1 and most likely unsuitable
for higher degree polynomials, we choose a compromise quadrature that is reasonable
for lmax > n− 1 at the expense of not being exact for lower degree polynomials. This
may be achieved by linear least squares minimization of |r|. However, we prefer to use
a quadrature that is exact for constant functions (l = 0), which requires a minimization
of |r| with the constraint that ∑ni=1wi = 2. For this purpose we take
w = w0 +w⊥, (2.13)
with (w0)i = 2/n for all i = 1, . . . , n and
∑n
i=1(w⊥)i = 0. This may be rewritten as
wT0 w⊥ = 0, with w
T
0 denoting the transpose of w0. We can now expand w⊥ in an
orthogonal basis {qi, i = 2, . . . , n} of vectors qi that are perpendicular to w0:
w⊥ =
n∑
i=2
qici = Q˜c. (2.14)
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We observe that the ﬁrst row of the matrix A is proportional to w0, and thus the
vectors qi can be generated by Gram-Schmidt QR-factorization of A
T :
AT = QR. (2.15)
Here, Q is an n× n orthonormal matrix and R is an n × (lmax + 1) upper triangular
matrix. The columns i = 2, . . . , n of Q form the matrix Q˜ of Eq. (2.14). In order
to ﬁnd the expansion coeﬃcients c, we now remove the ﬁrst row of A and the ﬁrst
element of b, yielding the (lmax × n) matrix A˜ and the null vector b˜ of length lmax,
respectively, and deﬁne the residual r˜ = A˜w. Substitution of Eq. (2.13) gives
|r˜| = |A˜w0 + A˜Q˜c|, (2.16)
which can be minimized in a standard least squares procedure to obtain the expansion
coeﬃcients c. Finally, substitution of Eq. (2.14) into (2.13) gives the total optimal
quadrature weights. In the present work, we have employed this method to generate
optimal weights for the short-range quintet potential with n = 11 and lmax = 16.
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Chapter 3
Scattering in field-free space
This chapter focuses on the calculation of elastic and inelastic spin-changing cross sec-
tions for cold and ultracold NH(X 3Σ−) + NH(X 3Σ−) collisions. The cross sections are
obtained from full quantum scattering calculations on the ab initio quintet potential
energy surface described in Chapter 2. Although we consider only collisions in zero
ﬁeld, we focus on the cross sections relevant for magnetic trapping experiments. It is
shown that evaporative cooling of both fermionic 14NH and bosonic 15NH is likely to
be successful for hyperﬁne states that allow s-wave collisions. The calculated cross sec-
tions are very sensitive to the details of the interaction potential, due to the presence of
(quasi-)bound state resonances. The remaining inaccuracy of the ab initio potential en-
ergy surface therefore gives rise to an uncertainty in the numerical cross-section values.
However, based on a sampling of the uncertainty range of the ab initio calculations,
we conclude that the exact potential is likely to be such that the elastic-to-inelastic
cross-section ratio is suﬃciently large to achieve eﬃcient evaporative cooling. This
likelihood is only weakly dependent on the size of the channel basis set used in the
scattering calculations.
3.1 Introduction
Knowledge of the elastic and inelastic collision dynamics is crucial to determine the
feasibility of evaporative cooling. For NH–NH, we may use the interaction poten-
tials of the previous chapter to calculate the relevant cross sections. As outlined in
Sec. 1.4, a rigorous calculation of such scattering processes requires a full quantum
coupled-channels method. In the case of NH–NH, however, the strong anisotropy of
the interaction potentials and the open-shell nature of the monomers gives rise to a very
large number of channels, making the calculation extremely challenging. In a recent
study by Tscherbul et al. [87] on the iso-electronic O2(X
3Σ−g ) – O2(X
3Σ−g ) system,
close-coupling calculations were performed that included up to 2526 channels, yielding
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cross sections converged to within 10%. These calculations were carried out in a fully
decoupled channel basis to study collisions in the presence of an external magnetic
ﬁeld. It was noted, however, that the true O2–O2 interaction potential is likely to be
more anisotropic than the potential used in their work, thus implying that even more
channels would be needed. Other quantum scattering studies on O2–O2 include those
by Avdeenkov and Bohn [111] and Pe´rez-Rı´os et al. [112]. In the work of Avdeenkov
and Bohn, ﬁeld-free collisions were studied using a total angular momentum represen-
tation, thereby reducing the total number of channels to 836. The rotational basis-set
size used in these calculations was, however, smaller than that used in Ref. [87]. Pe´rez-
Rı´os et al. also employed a total angular momentum basis, but the O2 monomers were
treated as closed-shell molecules. This allowed them to reduce the number of channels
to 300.
To our knowledge, only one theoretical study has been reported for the NH–NH
system. Kajita [89] employed the Born approximation, distorted-wave Born approx-
imation, and a classical path method to calculate elastic and inelastic cross sections
at energies ranging from 1 µK to 10 K, and found that evaporative cooling of NH is
likely to be feasible. It must be noted, however, that only the electric dipole-dipole
and magnetic dipole-dipole interactions were considered in these calculations.
The aim of the present work is to obtain cold and ultracold NH + NH collision
cross sections from rigorous quantum scattering calculations on an accurate ab initio
quintet potential energy surface. We include intramolecular spin-spin, spin-rotation,
and intermolecular magnetic dipole-dipole coupling in the dynamics. In addition, we
seek to address the issue of dealing with very large basis sets in order to converge the
scattering results, a problem that is general for open-shell systems with relatively deep
potential energy wells. For this purpose, we have employed a total angular momentum
representation to perform the scattering calculations, assuming zero ﬁeld. Collisions
in a magnetic ﬁeld are discussed in the next chapter. It will be shown that, within
the uncertainty limits of the interaction potential, even an unconverged basis set can
provide meaningful results.
This chapter is organized as follows. In Sec. 3.2, we discuss the scattering Hamil-
tonian and channel basis-set functions, followed by the details of the cross-section
calculations. Results are presented in Sec. 3.3.1. In Secs. 3.3.2 and 3.3.3, we provide a
comprehensive discussion on the accuracy of our calculated cross sections. Concluding
remarks are given in Sec. 3.4.
3.2 Theory
3.2.1 Hamiltonian and channel basis functions
We consider the case of two colliding NH(3Σ−) molecules in the absence of an external
ﬁeld and treat the monomers as rigid rotors. We use a space-ﬁxed coordinate frame
to describe the collision complex (see Fig. 2.1). The relevant Jacobi coordinates are
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the intermolecular vector R that connects the centers of mass of molecules A and B,
and the polar angles ωi = (θi, φi) of the two monomers (i = A,B). We will neglect
hyperﬁne coupling and assume that both monomers are in their nuclear-spin stretched
states |I,MI = I〉, with I = IN + IH denoting the maximum total nuclear spin and
MI its laboratory-frame projection. For fermionic
14NH the maximum nuclear spin is
I = 3/2 and for bosonic 15NH we have I = 1.
The scattering Hamiltonian for NH–NH can be written as
Hˆ = − ~
2
2µR
∂2
∂R2
R +
Lˆ2
2µR2
+
∑
S,MS
|S,MS〉VS(R, ωA, ωB)〈S,MS|
+Vmagn.dip(R, SˆA, SˆB) + HˆA + HˆB, (3.1)
where µ is the reduced mass of the complex, R is the length of the vector R, Lˆ2
is the angular momentum operator associated with rotation of R, VS(R, ωA, ωB) is
the potential energy surface for total spin S, MS is the space-ﬁxed projection of S,
Vmagn.dip(R, SˆA, SˆB) is the intermolecular magnetic dipole interaction between the two
triplet spins, and HˆA and HˆB are the Hamiltonians of the individual monomers. The
magnetic dipole term is given by
Vmagn.dip(R, SˆA, SˆB) = −
√
6g2Sµ
2
B
α2
R3
∑
q
(−1)qC2,−q(Ω)[SˆA ⊗ SˆB](2)q , (3.2)
where gS ≈ 2.0023 is the electron g-factor, µB is the Bohr magneton, α is the ﬁne-
structure constant, C2,−q is a Racah-normalized spherical harmonic, Ω = (Θ,Φ) de-
scribes the orientation of R in the space-ﬁxed frame, and the factor in square brackets
represents the tensorial product of the monomer spin operators SˆA and SˆB. The
monomer operators Hˆi each contain rotation, spin-rotation, and intramolecular spin-
spin terms,
Hˆi = B0Nˆ
2
i + γNˆi · Sˆi +
2
3
√
6λSS
∑
q
(−1)qC2,−q(ωi)[Sˆi ⊗ Sˆi](2)q , (3.3)
with Nˆi denoting the rotational angular momentum operator of monomer i. For
brevity, we will denote the intramolecular spin-spin operator as Vˆ
(i)
SS . The numerical val-
ues for the rotational, spin-rotation, and spin-spin constants are B0 = 16.343275 cm
−1,
γ = −0.05486 cm−1, and λSS = 0.91989 cm−1 for 14NH [113], and, by scaling with
the isotope mass (see e.g. p. 239 of Ref. [114]), we obtain B0 = 16.270340 cm
−1,
γ = −0.05460 cm−1, and λSS = 0.91989 cm−1 for 15NH.
For the interaction potential VS(R, ωA, ωB) we take the S = 2 ab initio surface
described in Chapter 2. This spin state corresponds to the case where both molecules
are in their magnetically trapped (spin-stretched) states. Although the potential is
based on the Jacobi coordinates for 14NH – 14NH, we use the same surface for the
15NH – 15NH isotope. This approximation is very reasonable since the center of mass
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of 15NH is shifted by only 0.008 a0 with respect to that of
14NH. We have veriﬁed
that, at the equilibrium distance of the complex, this would give a maximum error of
2.2% in the 15NH – 15NH potential, which falls within the uncertainty range of the ab
initio data. Following Ref. [115], we expand the quintet potential in terms of spherical
harmonics YL,M of degree L and order M ,
V (R, ωA, ωB) =
∑
LA,LB ,LAB
υLA,LB ,LAB(R)ALA,LB ,LAB(Ω, ωA, ωB), (3.4)
ALA,LB,LAB(Ω, ωA, ωB) =
∑
MA,MB,MAB
〈LAMALBMB|LABMAB〉
× YLA,MA(ωA)YLB ,MB(ωB)Y ∗LAB,MAB(Ω), (3.5)
where 〈LAMALBMB|LABMAB〉 is a Clebsch-Gordan coeﬃcient and the superscript *
denotes complex conjugation. The subscript S = 2 has been omitted for brevity.
It should be noted that the angular functions of Eq. (3.5) diﬀer by a factor of ζ =
(−1)LA−LB(4π)−3/2(2LAB + 1)[(2LA + 1)(2LB + 1)]1/2 from the functions used in Eq.
(2.2), i.e., the υLA,LB ,LAB(R) expansion coeﬃcients of the previous chapter must be
divided by ζ to obtain the potential in the form of Eq. (3.4).
In the absence of an external ﬁeld, both the total angular momentum J and its
space-ﬁxed projection M are rigorously conserved. We therefore expand the wave
function in a total angular momentum basis,
ΨJ ,M(R,Ω, ωA, ωB, σA, σB) =
1
R
∑
NA,NB ,N,SA,SB,S,J,L
χJ ,MNA,NB,N,SA,SB ,S,J,L(R)
× ψJ ,MNA,NB,N,SA,SB,S,J,L(Ω, ωA, ωB, σA, σB), (3.6)
where σA and σB refer to the electronic spin coordinates of molecules A and B, respec-
tively. Here NA and NB denote the rotational quantum numbers of the two monomers,
N is the coupled rotational quantum number of the complex, SA and SB are the
monomer spin quantum numbers, which are coupled into total spin S, J is the angular
momentum quantum number arising from the coupling of N and S, and L denotes the
partial-wave angular momentum. The coupled angular momentum basis functions are
deﬁned as
ψJ ,MNA,NB ,N,SA,SB,S,J,L(Ω, ωA, ωB, σA, σB) =∑
MJ ,ML
∑
MN ,MS
∑
MSA ,MSB
∑
MNA ,MNB
YNA,MNA (ωA)YNB,MNB (ωB)YL,ML(Ω)
×τSA,MSA(σA)τSB ,MSB (σB)〈NAMNANBMNB |NMN 〉〈SAMSASBMSB |SMS〉
×〈NMNSMS|JMJ〉〈JMJLML|JM〉, (3.7)
where τSA,MSA and τSB ,MSB are spinor wave functions. Here the quantum numbersMNi ,
MSi , MN , MS, MJ , and ML denote the projections of Ni, Si, N , S, J , and L onto the
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magnetic-ﬁeld axis. We will restrict the basis such that NA and NB range from 0 to
Nmax and L from 0 to Lmax. Note that the scattering calculations in this basis may
also be performed for a single dimer spin state S. As detailed in Section 3.3.2, we will
exploit this feature to investigate the validity of describing all three dimer spin states
by the S = 2 potential energy surface.
Since target and projectile are identical, we can symmetrize the wave function with
respect to the permutation operator PˆAB. This yields the following normalized basis
functions,
φη,J ,MNA,NB,N,SA,SB,S,J,L =
1
[2(1 + δNANBδSASB)]
1/2
[
ψJ ,MNA,NB,N,SA,SB,S,J,L
+ η(−1)L+NA+NB−N+SA+SB−SψJ ,MNB ,NA,N,SB,SA,S,J,L
]
. (3.8)
Here η = +1 corresponds to composite bosons and η = −1 to composite fermions,
assuming that the molecules are in their nuclear-spin stretched states. To obtain
a linearly independent basis, the index pair (NA, NB) must be restricted such that
NA ≥ NB [115]. Finally, the basis functions of Eq. (3.8) are also eigenfunctions of the
inversion operator, with eigenvalues ǫ = (−1)NA+NB+L. Thus, the Hamiltonian in the
symmetry-adapted basis set consists of four blocks, each block labeled by η and the
parity ǫ. It must be noted, however, that the wave function of Eq. (3.8) vanishes for
(η = +1, ǫ = −1) and (η = −1, ǫ = +1) if the molecules are in the magnetically
trapped ground state with NA = NB = N = 0 and S = 2. We therefore only need to
consider the parity case ǫ = +1 for η = +1 and ǫ = −1 for η = −1.
The matrix elements of the scattering Hamiltonian in the symmetry-adapted basis
[Eq. (3.8)] can be readily obtained from the matrix elements in the ‘primitive’ basis
ψJ ,MNA,NB,N,SA,SB,S,J,L. For the angular functions of the potential we have
〈ψJ ,MNA,NB,N,SA,SB,S,J,L|ALA,LB,LAB |ψJ ,MN ′A,N ′B,N ′,SA,SB,S′,J ′,L′〉 =
δSS′
(
1
4π
)3/2
(−1)NA+NB+N+S+LAB+2J ′+J
× [LAB]
√
[LA][LB][NA][N ′A][NB][N
′
B][N ][N
′][L][L′][J ][J ′]
×
(
NA LA N
′
A
0 0 0
)(
NB LB N
′
B
0 0 0
)(
L LAB L
′
0 0 0
)
×
{
J J ′ LAB
L′ L J
}{
N ′ N LAB
J J ′ S
}

NA N
′
A LA
NB N
′
B LB
N N ′ LAB

 , (3.9)
with the factors in large round brackets denoting Wigner 3j symbols, the factors in
curly brackets denoting 6j and 9j symbols, and [Q] = (2Q + 1). The intermolecular
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magnetic dipole term is given by
〈ψJ ,MNA,NB,N,SA,SB ,S,J,L|Vmagn.dip|ψ
J ,M
N ′
A
,N ′
B
,N ′,SA,SB ,S′,J ′,L′
〉 =
− δNAN ′AδNBN ′BδNN ′
√
30g2Sµ
2
B
α2
R3
(−1)N+S′+J+J ′+J
×
√
SA(SA + 1)SB(SB + 1)[SA][SB][S][S ′][J ][J ′][L][L′]
×
(
L 2 L′
0 0 0
){
J J ′ 2
L′ L J
}{
J ′ J 2
S S ′ N
}

SA SA 1
SB SB 1
S S ′ 2

 . (3.10)
The rotation operators for the two monomers (i = A,B) are completely diagonal in
the angular basis,
〈ψJ ,MNA,NB ,N,SA,SB,S,J,L|B0Nˆ2i |ψJ ,MN ′A,N ′B,N ′,SA,SB,S′,J ′,L′〉 =
δNAN ′AδNBN ′BδNN ′δSS′δJJ ′δLL′B0Ni(Ni + 1). (3.11)
For the spin-rotation coupling terms we ﬁnd
〈ψJ ,MNA,NB ,N,SA,SB,S,J,L|γNˆA · SˆA|ψJ ,MN ′A,N ′B ,N ′,SA,SB,S′,J ′,L′〉 =
δNAN ′AδNBN ′BδJJ ′δLL′γ(−1)NA+NB+SA+SB+S+S
′+J
×
√
NA(NA + 1)SA(SA + 1)[NA][SA][N ][N ′][S][S ′]
×
{
NA NA 1
N N ′ NB
}{
SA SA 1
S S ′ SB
}{
N N ′ 1
S ′ S J
}
, (3.12)
〈ψJ ,MNA,NB,N,SA,SB ,S,J,L|γNˆB · SˆB|ψJ ,MN ′A,N ′B,N ′,SA,SB,S′,J ′,L′〉 =
δNAN ′AδNBN ′BδJJ ′δLL′γ(−1)NA+NB+N+N
′+SA+SB+J
×
√
NB(NB + 1)SB(SB + 1)[NB][SB][N ][N ′][S][S ′]
×
{
N ′ N 1
NB NB NA
}{
S ′ S 1
SB SB SA
}{
N N ′ 1
S ′ S J
}
, (3.13)
and, ﬁnally, for the intramolecular spin-spin operators Vˆ
(i)
SS we have
〈ψJ ,MNA,NB ,N,SA,SB,S,J,L|Vˆ
(A)
SS |ψJ ,MN ′
A
,N ′
B
,N ′,SA,SB ,S′,J ′,L′
〉 =
δNBN ′BδJJ ′δLL′
2
3
√
30λSS(−1)NB+SA+SB+S+S′+JSA(SA + 1)[SA]
×
√
[NA][N
′
A][N ][N
′][S][S ′]
(
NA 2 N
′
A
0 0 0
){
N ′A NA 2
N N ′ NB
}
×
{
SA SA 1
1 2 SA
}{
SA SA 2
S S ′ SB
}{
N N ′ 2
S ′ S J
}
, (3.14)
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〈ψJ ,MNA,NB,N,SA,SB,S,J,L|Vˆ
(B)
SS |ψJ ,MN ′
A
,N ′
B
,N ′,SA,SB,S′,J ′,L′
〉 =
δNAN ′AδJJ ′δLL′
2
3
√
30λSS(−1)NA+NB+N ′B+N+N ′+SA+SB+JSB(SB + 1)[SB]
×
√
[NB][N ′B][N ][N
′][S][S ′]
(
NB 2 N
′
B
0 0 0
){
N ′ N 2
NB N
′
B NA
}
×
{
SB SB 1
1 2 SB
}{
S ′ S 2
SB SB SA
}{
N N ′ 2
S ′ S J
}
. (3.15)
3.2.2 S-matrices and cross sections
The close-coupling equations are solved for each J and each symmetry type (η, ǫ) using
the hybrid log-derivative method of Alexander and Manolopoulos [80]. This algorithm
uses a ﬁxed-step-size log-derivative propagator in the short range and a variable-step-
size Airy propagator in the long range. The solutions are then matched to asymptotic
boundary conditions to obtain the scattering S-matrices. Since we consider only the
ﬁeld-free case, the results are independent of the total angular momentum projection
M.
Although we assume zero magnetic ﬁeld in our calculations, we are ultimately inter-
ested in the elastic and inelastic spin-changing cross sections for magnetically trapped
NH. It is therefore necessary to transform the S-matrices to a channel product eigen-
basis of the form |(N¯A, SA)JA,MJA〉|(N¯B, SB)JB,MJB〉|L,ML〉, where Ji and MJi arise
from the angular momentum coupling of N¯i and Si. Here we have used the notation N¯i
instead of Ni, because Ni is strictly not a good quantum number. This is due to the in-
tramolecular spin-spin coupling, which mixes states with Ni and Ni ± 2. However, the
mixing is quite weak and N¯i corresponds almost exactly to Ni. A symmetry-adapted
version of the channel eigenbasis is given by
φη
N¯A,SA,JA,MJA ,N¯B ,SB,JB,MJB ,L,ML
=
1
[2(1 + δN¯AN¯BδSASBδJAJBδMJAMJB )]
1/2
× [|(N¯A, SA)JA,MJA〉|(N¯B, SB)JB,MJB〉|L,ML〉
×+η(−1)L|(N¯B, SB)JB,MJB〉|(N¯A, SA)JA,MJA〉|L,ML〉
]
. (3.16)
It should be noted that the total angular momentum J is not a good quantum number
here, but its laboratory-frame projection M =MJA +MJB +ML is conserved.
The basis transformation from Eq. (3.8) to Eq. (3.16) cannot be performed an-
alytically, because Ni, N , and S are only approximately good quantum numbers.
We have therefore developed a numerical scheme in which the channel eigenfunc-
tions of Eq. (3.16) are obtained as the simultaneous eigenvectors of the operators
{Lˆ2, HˆA+ HˆB, JˆzA + JˆzB , Jˆ2zA + Jˆ2zB}. Note that these operators all commute with each
other and with PˆAB. The numerical procedure works as follows. We start by diagonal-
izing the ﬁrst operator, e.g. the matrix representation of the Lˆ2 operator, constructed
in the basis of Eq. (3.8). In each degenerate subspace of Lˆ2, we set up the matrix of the
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next operator and diagonalize it. This process is repeated for the remaining operators
until all eigenvectors are unique. We note that the operator Jˆ2zA+Jˆ
2
zB
is only required to
distinguish between states with coincidental degeneracies in MJA +MJB , e.g. the states
|φη0,1,1,0,0,1,1,0,0,0〉 with MJA =MJB = 0 and |φη0,1,1,1,0,1,1,−1,0,0〉 with MJA = 1,MJB = −1.
Any remaining degeneracies arising from HˆA + HˆB may be lifted by diagonalizing the
operator Hˆ2A + Hˆ
2
B, but such degeneracies occur only for higher energies. In the cold
and ultracold regime, these higher-energy channels are closed and the eigenvalues of
Lˆ2, HˆA + HˆB, JˆzA + JˆzB , and Jˆ
2
zA
+ Jˆ2zB are suﬃcient to identify all relevant quantum
numbers. It must be noted that, since JˆzA and JˆzB do not separately commute with
PˆAB, the matrices of JˆzA + JˆzB and Jˆ
2
zA
+ Jˆ2zB are not trivially constructed in the basis
of Eq. (3.8). We obtained these matrices by ﬁrst evaluating the Jˆzi and Jˆ
2
zi
operators
in a fully decoupled basis of the form |NA,MNA, SA,MSA, NB,MNB , SB,MSB , L,ML〉.
Both Jˆzi and Jˆ
2
zi
are diagonal in this basis, with diagonal elements MJi = MNi +MSi
and M2Ji, respectively. We subsequently performed an analytical transformation to the
coupled basis of Eq. (3.7) using the appropriate Clebsch-Gordan coeﬃcients. Finally,
we used a rectangular transformation matrix for JˆzA + JˆzB and Jˆ
2
zA
+ Jˆ2zB to account
for the symmetry adaptation, i.e. to transform the matrices to the basis of Eq. (3.8).
The evaporative cooling rate for cold magnetically trapped NH molecules, with
quantum numbers N¯A = N¯B = 0, JA = JB = 1, and MJA =MJB = 1, is determined by
the ratio between elastic and MJ -changing cross sections. The cross-section expression
for indistinguishable molecules at total energy E is [87]
σηγAγB→γ′Aγ′B
(E) =
π(1 + δγAγB)
k2γAγB
∑
L,ML
∑
L′,M ′
L
∣∣∣T ηγAγBLML;γ′Aγ′BL′M ′L(E)
∣∣∣2 , (3.17)
where we have introduced the shorthand notation γAγB to label the symmetrized
monomer states, i.e. φη
N¯A,SA,JA,MJA ,N¯B,SB,JB,MJB ,L,ML
≡ |γAγB〉|LML〉, and kγAγB is the
length of the wavevector for the initial collision channel |γAγB〉. The T -matrix elements
are deﬁned in terms of the transformed S-matrix elements as T ηγAγBLML;γ′Aγ′BL′M ′L
=
δγAγ′AδγBγ′BδLL′δMLM ′L − S
η
γAγBLML;γ
′
A
γ′
B
L′M ′
L
. Finally, we note that the summations over
ML and M
′
L in Eq. (3.17) may also be understood as a sum over all possibleM values,
since M =MJA +MJB +ML =M ′JA +M ′JB +M ′L.
3.2.3 Computational details
The scattering calculations were performed using a modiﬁed version of the MOLSCAT
package [116, 117] in which the coupled basis set of Eq. (3.6) was implemented. The
radial grid ranged from 4.5 to 500 a0, with the Airy propagation starting at 15 a0.
The step size for the log-derivative propagator was 0.02 a0. The basis set included all
functions up to NA = NB = 5 and L = 6. The expansion of the quintet potential was
truncated at LA = LB = 6. As mentioned in Section 3.2.1, the chemically reactive
singlet and triplet interaction potentials were excluded from the calculations, and were
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replaced by the non-reactive S = 2 surface. Thus, we assumed that all three spin states
are described by the same potential energy surface. In order to study the role of the
S = 0 and 1 states under this assumption, we also performed scattering calculations
for the quintet state only.
At each collision energy, the scattering S-matrices were accumulated for all relevant
J values and subsequently transformed to the channel eigenbasis of Eq. (3.16) for all
possible M values. The basis transformation was carried out in Matlab [118]. The
total elastic and inelastic cross sections were then obtained using Eq. (3.17).
3.3 Results and discussion
Before we discuss the calculated cross sections and the prospects for evaporative cool-
ing, let us ﬁrst deﬁne the critical elastic-to-inelastic collision ratio needed for eﬃcient
second-stage cooling. A Monte Carlo study on cesium atoms indicated that the ratio
between elastic and inelastic collision rates should be greater than 150 [54]. Although
evaporative cooling of NH might also work with a lower ratio, we will assume that 150
is also the minimum required value for NH + NH collisions.
3.3.1 Cross sections
The elastic and MJ -changing cross sections for magnetically trapped
14NH and 15NH
are shown in Fig. 3.1. At low collision energies, the cross sections are dominated by
incoming s-waves for bosonic 15NH and by p-waves for fermionic 14NH. The observed
energy dependence is consistent with Wigner’s threshold law for isoergic processes
[119, 120]:
σ ∝ EL+L′, (3.18)
where L and L′ denote the partial waves in the incoming and outgoing channels, re-
spectively. For elastic 15NH + 15NH collisions, we have L = L′ = 0 and the cross
section is constant as a function of E. For inelastic collisions, the change in MJA or
MJB must be accompanied by a change in the ML quantum number, which follows
from the conservation of M. Since the parity (−1)NA+NB+L is also rigorously con-
served, it is easily veriﬁed [see Eq. (3.8)] that the dominant inelastic cross section for
15NH (L = 0) corresponds to the L′ = 2 outgoing channel, and consequently behaves
as E2. For fermionic 14NH + 14NH collisions, both the elastic and inelastic channels
are dominated by L = L′ = 1 [see Eq. (3.8)], yielding the observed E2 behaviour. We
also point out that, in the presence of a magnetic ﬁeld, all inelastic transitions would
be exothermic and the corresponding cross section would behave as EL−1/2 [119]. This
leads to a diﬀerent elastic-to-inelastic collision ratio than in the ﬁeld-free case. It will
be shown in the next chapter that the ratio for 15NH + 15NH collisions is still very
favorable when the magnetic ﬁeld is explicitly included.
We ﬁnd that 15NH is more suitable for evaporative cooling than 14NH, in agreement
with the ﬁndings of Kajita [89]. More speciﬁcally, we see in Fig. 3.1 that the elastic-
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Figure 3.1: Elastic and inelastic MJ -changing cross sections for
14NH + 14NH and 15NH +
15NH collisions, assuming that all molecules are in their magnetically trappable and nuclear-
spin stretched state.
to-inelastic ratio for 15NH + 15NH far exceeds the critical value of 150 for all energies
below E ≈ 10−2 K, while for 14NH + 14NH the ratio is orders of magnitude smaller
and is close to unity at collision energies below 10−4 K. This result is essentially a
consequence of the Pauli principle, which forbids s-wave scattering for 14NH + 14NH.
We emphasize that our calculations were performed under the assumption that both
molecules are in their nuclear-spin stretched states, giving rise to a symmetric nuclear-
spin wave function. This leads to the restriction that η = +1 (ǫ = +1) for 15NH
and η = −1 (ǫ = −1) for 14NH. If, however, the two monomers were in different
nuclear-spin states, the corresponding wave function may also be antisymmetric under
exchange and both values of η would be allowed. In that case, the total cross section
is given by a weighted sum over the cross sections σ+1 and σ−1,
σγAγB→γ′Aγ′B (E) = W
+σ+1γAγB→γ′Aγ′B
(E) +W−σ−1γAγB→γ′Aγ′B
(E), (3.19)
withW+ andW− denoting the relative spin-statistical weights. The weights areW+ =
5/12 and W− = 7/12 for fermionic 14NH and 3/4 and 1/4 for bosonic 15NH. Figure
3.2 shows the results for 14NH – 14NH, assuming a mixture of diﬀerent nuclear-spin
states (neglecting the mixing of MS due to hyperﬁne coupling). The inclusion of even-
L partial waves (η = +1) strongly enhances the eﬃciency of evaporative cooling for
14NH, in particular due to the s-wave elastic contribution. For 15NH – 15NH, the
addition of odd-L partial wave contributions (η = −1) will probably lead to a slightly
lower elastic-to-inelastic ratio. This is because the odd-L elastic cross section, which
vanishes as E2, is almost negligible compared to the s-wave elastic cross section in the
ultracold limit. The odd-L inelastic contribution, on the other hand, exhibits the same
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threshold behaviour as the even-L inelastic cross section, and could easily increase the
total inelastic loss by a factor of ∼ 2. Hence we conclude that, in order to achieve
eﬃcient evaporative cooling, bosonic 15NH should be prepared in a single nuclear-spin
state, while for 14NH the molecules should be in a mixture of hyperﬁne states.
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Figure 3.2: Elastic and inelasticMJ -changing cross sections for magnetically trapped
14NH,
assuming a statistical mixture of nuclear-spin states.
Aside from symmetry arguments, the diﬀerence between 15NH – 15NH and 14NH –
14NH is relatively small. The rotational and spin-rotation constants diﬀer by only 0.45%
and the reduced masses of the collision complex are 6.6% diﬀerent. Since 15NH is more
advantageous for evaporative cooling, we will only consider collisions between 15NH
molecules in the remainder of this work. Again it will be assumed that the monomers
are in identical hyperﬁne states, so that only the η = +1 (ǫ = +1) symmetry case
needs to be examined.
State-to-state cross sections for magnetically trapped 15NH (MJA = 1,MJB = 1)
are shown in Fig. 3.3. We ﬁnd that transitions to the states with |MJA = 1,MJB = 0〉,
|MJA = 1,MJB = −1〉, and |MJA = 0,MJB = 0〉 are dominant in the ultracold regime.
It can also be seen that these cross sections follow an E2 dependence below ∼ 10−4 K.
The inelastic cross sections for |MJA = 0,MJB = −1〉 and |MJA = −1,MJB = −1〉
exhibit E4 behaviour at low collision energies. These results are consistent with the
threshold laws of Krems and Dalgarno for collisional reorientation of angular momen-
tum in the absence of an external ﬁeld [120]. Although these laws were derived for
collisions of paramagnetic species with structureless targets, they also apply to 15NH
+ 15NH collisions:
σJ,MJ→J,MJ±∆MJ ∝ E∆MJ (3.20)
if ∆MJ is even and
σJ,MJ→J,MJ±∆MJ ∝ E∆MJ+1 (3.21)
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Figure 3.3: State-to-state inelastic cross sections for magnetically trapped 15NH as a func-
tion of collision energy. The final states are labeled by |MJA ,MJB〉.
if ∆MJ is odd. Here ∆MJ is deﬁned as the change in MJA + MJB . It also follows
from Eq. (3.20) that the elastic cross section (∆MJ = 0) is constant at low energies,
in agreement with Eq. (3.18).
3.3.2 Contributions from singlet and triplet states
Throughout this work, we have assumed that all three spin states of the NH–NH
complex are described by a single non-reactive potential energy surface, namely the
S = 2 surface. The S = 2 state corresponds to the case where both monomers are
magnetically trapped, and is therefore the most relevant spin state in our present study.
It is, however, not a priori clear how the S = 0 and 1 states can inﬂuence the trap loss
probability, and how well they can be described by the quintet surface.
We must ﬁrst point out that, even at inﬁnite separation, S is strictly not a good
quantum number due to the intramolecular spin-spin coupling. However, the coupling
between diﬀerent spin states is relatively weak and we may therefore treat S as nearly
exact. Speciﬁcally, for a collision complex of two rotational ground state molecules in
their nuclear-spin stretched states, the initial state with MJA = MJB = 1 corresponds
almost exclusively (99.98%) to the quintet state.
In order to investigate the contributions from the S = 0 and 1 states, we have
performed scattering calculations with all singlet and triplet functions removed from
the basis set. The results are shown in Fig. 3.4 as a function of energy. The cross
sections for the full basis set, i.e. with all three spin states included, are also plotted
for comparison. It can be seen that exclusion of the S = 0 and 1 states has a rather
small eﬀect on the cross section, suggesting that most of the trap loss takes place within
the quintet state. Thus, the singlet and triplet states play a minor role in the collision
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dynamics when described by the non-reactive S = 2 potential.
If the S = 0 and 1 states were described by their true, reactive surfaces, any
transition to the singlet or triplet state would be expected to lead to chemical reaction
and consequent trap loss. In that case, however, the potentials are no longer degenerate
at short range and the probability for hopping from the quintet surface to another
state is most probably decreased due to the energy gap law. That is, inclusion of the
reactive S = 0 and 1 surfaces will probably not lead to a larger inelastic cross section
for nuclear-spin stretched states, and our assumption of including only the non-reactive
S = 2 surface is very reasonable. In this respect, we may also view the MJ -changing
cross sections presented in Fig. 3.4 as approximate upper bounds. Nevertheless, it
must be noted that the relatively deep wells in the reactive potentials will give rise
to a large number of bound states, which in turn may cause strong resonances in the
cross sections. In order to verify these assumptions, we will perform reactive quantum
scattering calculations for NH + NH with all three interaction potentials included
(Chapter 6).
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Figure 3.4: Elastic and inelastic MJ -changing cross sections for magnetically trapped
15NH
obtained from scattering calculations with only the quintet state included in the basis. The
cross sections calculated with all three spin states included (“all S”) are shown for comparison.
3.3.3 Sensitivity to potential and basis-set size
In this section we address two interrelated topics, namely the sensitivity to the potential
and the dependence on the angular basis-set size. It is well established that low-energy
scattering depends strongly on the presence of bound and quasi-bound states near
the dissociation threshold. Such states can give rise to scattering resonances that may
enhance the collision cross section by several orders of magnitude. The energies of these
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(quasi-)bound states are highly sensitive to the details of the potential energy surface,
and hence they are very diﬃcult to predict from ﬁrst principles. Even a state-of-the
art ab initio potential cannot reliably predict whether a particular near-dissociation
state lies above or below the threshold. This is particularly true for systems with
multiple degrees of freedom and deep potential wells, for which the density of states
is relatively high. Thus, in order to assess the accuracy of the cross sections, we must
carefully take into account the eﬀect of uncertainties in the potential. In a related
manner, we also consider the eﬀect of using diﬀerent channel basis-set sizes in the
scattering calculations. The size of the angular basis set can inﬂuence the energies of
the (quasi-)bound states, which in turn can lead to a diﬀerent resonance structure.
It will be demonstrated, however, that the use of a reduced basis set leads only to a
shift in the resonance positions, and does not signiﬁcantly alter the general resonance
pattern.
We ﬁrst consider the sensitivity of the calculated cross sections to the potential
energy surface. Our potential has been obtained from state-of-the-art ab initio cal-
culations, and we estimate that it diﬀers from the exact potential by at most a few
percent. For practical reasons, we have studied the potential dependence indirectly by
performing scattering calculations as a function of the reduced mass µ. Since scaling
the reduced mass by a factor of λ (µscaled = λµ) is almost equivalent to scaling the
entire interaction potential by λ [65], this provides a stringent test for the sensitivity to
the potential. The true potential does not necessarily diﬀer from our ab initio surface
by only a constant factor, but scaling by λ (0.9 ≤ λ ≤ 1.1) amply samples the range
of possibilities within which the exact potential is expected to lie.
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Figure 3.5: Elastic and inelastic MJ -changing cross sections for magnetically trapped
15NH
as a function of the scaling parameter λ, calculated at collision energies of 10−6 K, 10−4 K,
and 10−3 K. The elastic cross sections for 10−4 K are the same as for 10−6 K.
Figure 3.5 shows the cross sections as a function of λ at collision energies of 10−6 K,
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10−4 K, and 10−3 K. It can be seen that both the elastic and inelastic cross sections
change by several orders of magnitude as a function of λ, but they vary about a certain
background value. For instance, the elastic cross sections ﬂuctuate around ∼ 10−12 cm2
for all three collision energies. The background values for the inelastic cross sections
increase with E2 in the ultracold regime, consistent with the results of Fig. 3.1 and the
threshold laws discussed in Sec. 3.3.1. The deviations from the background values are
due to scattering resonances, which arise from NH–NH states that change from bound
to quasi-bound at the |MJA = 1,MJB = 1〉 threshold. Such resonance features are to be
expected as a function of λ, since a scaling of the potential, or in fact any modiﬁcation of
the potential energy surface, will cause a shift in the bound-state energies. For 10−6 K,
10−4 K, and 10−3 K, the resonances are located around the same values of λ, and
hence the λ-dependent resonance structure would not be averaged out in a thermal
(Maxwell-Boltzmann) distribution at temperatures below 1 mK. That is, thermally
averaged rate constants are likely to show a similar sensitivity to the potential as the
calculated cross sections.
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Figure 3.6: Elastic-to-inelastic cross-section ratios for magnetically trapped 15NH as a func-
tion of the scaling parameter λ, calculated at collision energies of 10−6 K, 10−4 K, and 10−3 K.
The horizontal black line indicates the critical value of 150 that is required for efficient evap-
orative cooling.
Let us now consider the elastic-to-inelastic cross-section ratios as a function of λ.
These are shown in Fig. 3.6 for E = 10−6 K, 10−4 K, and 10−3 K. For clarity, we
have also indicated the critical ratio of 150 that is required for eﬃcient evaporative
cooling. As can be seen, the calculated ratios exceed 150 for almost all values of λ and
all energies considered, except when λ is close to resonance. This demonstrates that
evaporative cooling of NH is feasible at energies below 1 mK for most of the λ-values
considered. Although we cannot predict which value of λ corresponds most closely to
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the exact potential, we do expect that the sampled range of λ is indicative of the range
within which the exact potential lies, and hence we conclude that the probability for
successful evaporative cooling is relatively large. That is, the true potential is very
likely to be such that the elastic-to-inelastic ratio exceeds 150.
The λ-scaling approach is also used to investigate the inﬂuence of the angular basis-
set size on the scattering results. First we point out that the strong anisotropy of the
potential and the large reduced mass of NH–NH require relatively high values of the
basis-set parameters Nmax and Lmax. In addition, the triplet spins on the monomers
increase the channel basis-set size by a factor of 9, making it highly challenging to
achieve full basis-set convergence. Figure 3.7 shows the cross sections as a function of
λ for diﬀerent values of Nmax and Lmax at a collision energy of 10
−6 K. The maximum
number of channels in these calculations ranged from 937 for Nmax = 4 and Lmax = 6
(J = 4) up to 2382 for Nmax = 6 and Lmax = 6 (J = 5). It can be seen that the cross
sections all vary by several orders of magnitude as a function of λ, and for a given value
of λ the four basis sets can yield very diﬀerent numerical results. However, the diﬀerent
cross sections vary about the same background values and the resonant features have
similar widths for all four basis sets. Thus, a change in Nmax or Lmax may cause a
shift in the positions of the resonances, but the overall pattern is virtually unaﬀected.
The estimated probability for successful evaporative cooling, i.e. the probability that
the exact potential is such that the elastic-to-inelastic cross-section ratio exceeds 150,
is therefore similar for all four basis sets. This can also be understood by considering
that a change in the basis set only shifts the bound-state energy levels, similar to the
eﬀect of scaling the potential.
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Figure 3.7: Elastic and inelastic MJ -changing cross sections for magnetically trapped
15NH
as a function of λ, calculated for different basis sets at a collision energy of 10−6 K. Solid
lines correspond to elastic cross sections and dashed lines to inelastic cross sections. Different
colors represent different basis sets.
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The results of Fig. 3.7 demonstrate that the cross sections are almost, but not
fully converged with respect to Nmax and Lmax. Using a larger basis set is infeasible
at present given the available computer power. Moreover, taking into account the
uncertainty in the potential, even a fully converged basis set would not give really
reliable numerical values due to the presence of (quasi-)bound state resonances. Since
the exact form of the potential, and thus the precise locations of the resonances, are still
unknown, the calculated cross sections are subject to an inherent degree of uncertainty
that cannot be reduced by the use of a fully converged basis set. In this sense, full
basis-set convergence will not necessarily yield a more accurate prediction of the true
cross sections. On the other hand, the probability for successful evaporative cooling can
be reliably predicted using an incompletely converged basis set, and hence we conclude
that, even if full basis-set convergence could be achieved, this would not signiﬁcantly
alter our main qualitative results. We emphasize, however, that it is crucial to test
the sensitivity to the potential in order to assess the accuracy of the calculated cross
sections. As a ﬁnal point, we note that the uncertainty limits of the potential could,
in principle, be greatly reduced by measuring the cross sections experimentally.
3.4 Conclusions
We have carried out elastic and inelastic quantum scattering calculations on a state-of-
the-art ab initio potential to study ﬁeld-free NH + NH collisions at low and ultralow
temperatures. The results indicate that, when the molecules are prepared in their
nuclear-spin stretched states, bosonic 15NH is more suitable for evaporative cooling
than fermionic 14NH. This is a direct consequence of the Pauli principle, which forbids s-
wave scattering for two identical fermions. The 14NH isotope might also be successfully
cooled, however, when the monomers are in a mixture of diﬀerent nuclear spin states.
We have assumed that all three spin states of the NH–NH complex are described
by the non-reactive quintet surface. This approximation is shown to be reasonable,
although a full reactive scattering calculation would be required to investigate the
precise role of the chemically active singlet and triplet states.
The collision cross sections are sensitive to the details of the interaction potential,
because of the presence of quasi-bound states that cause scattering resonances. Since
the exact potential is unknown, this gives rise to a degree of uncertainty in the nu-
merical cross sections. However, a sampling of the range of possibilities indicates that
the exact potential is likely to be such that the elastic-to-inelastic cross-section ratio is
favorable for evaporative cooling. This result is only weakly dependent on the size of
the channel basis set. In particular, the eﬀect of using a reduced basis set is very sim-
ilar to a scaling of the potential within its uncertainty. Thus, even without obtaining
full basis-set convergence, we can provide valuable insight into the feasibility of evap-
orative cooling. This also oﬀers hope for the theoretical treatment of other open-shell
bimolecular systems for which full convergence is diﬃcult to achieve.
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Chapter 4
Scattering in magnetic fields
This chapter is dedicated to NH + NH collisions in an external magnetic ﬁeld. We
present elastic and spin-changing inelastic scattering cross sections for magnetically
trapped NH, calculated as a function of energy and magnetic ﬁeld strength. We specif-
ically investigate the inﬂuence of the intramolecular spin-spin, spin-rotation, and inter-
molecular magnetic dipole coupling on the collision dynamics. It is shown that 15NH
is a suitable candidate for evaporative cooling experiments. The dominant trap-loss
mechanism in the ultracold regime originates from the intermolecular dipolar coupling
term. At higher energies and ﬁelds, intramolecular spin-spin coupling becomes increas-
ingly important. Our qualitative results and conclusions are fairly independent of the
exact form of the potential and of the size of the channel basis set.
4.1 Introduction
As shown in Chapter 3, and also in earlier work by Kajita [89], the NH radical is a very
promising candidate for molecular evaporative cooling, particularly the bosonic 15NH
isotopologue. Fermionic 14NH may also be cooled into the µK regime by applying
an electric ﬁeld [89] or by preparing the molecules in diﬀerent hyperﬁne states (see
Chapter 3). It must be noted, however, that the results of Kajita were obtained from
approximate analytical methods in which only the electric dipole-dipole and magnetic
dipole-dipole interactions were included. The work described in Chapter 3 involved
rigorous quantum scattering calculations on a full four-dimensional potential energy
surface, but focused only on NH + NH collisions in zero ﬁeld.
In this chapter, we consider collisions between 15NH molecules in the presence of an
external magnetic ﬁeld. We present full quantum scattering calculations on an accurate
ab initio quintet potential to investigate the collision dynamics at low and ultralow
temperatures. Intramolecular spin-spin coupling, spin-rotation, and intermolecular
magnetic dipolar coupling are explicitly included in the calculations. We will identify
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the dominant trap-loss mechanisms and provide a detailed discussion of the dynamics.
4.2 Calculations
4.2.1 Theory
We consider elastic and inelastic collisions between two identical NH(X 3Σ−) molecules
in the presence of a magnetic ﬁeld. Since bosonic 15NH is more suitable for evaporative
cooling that fermionic 14NH, we will focus only on the 15NH isotopologue. We treat the
colliding molecules as rigid rotors. The coordinate system is deﬁned in a space-ﬁxed
frame, with R ≡ (R,Ω) and Ω = (Φ,Θ) denoting the intermolecular vector between
the centers of mass of the molecules. The coordinates ωA = (θA, φA) and ωB = (θB, φB)
are the polar angles of monomers A and B, respectively (see Fig. 2.1). We neglect
hyperﬁne structure and assume that both molecules are in their nuclear-spin stretched
states |I,MI = I〉, with I = IN+ IH = 1 denoting the maximum total nuclear spin and
MI its laboratory-frame projection. The scattering Hamiltonian is then given by
Hˆ = − ~
2
2µR
∂2
∂R2
R +
Lˆ2
2µR2
+
∑
S,MS
|S,MS〉VS(R, ωA, ωB)〈S,MS|
+Vmagn.dip(R, SˆA, SˆB) + HˆA + HˆB, (4.1)
where µ is the reduced mass of the complex, Lˆ2 is the angular momentum operator
associated with end-over-end rotation of the vector R, VS(R, ωA, ωB) is the potential
energy surface for total spin S, MS is the projection of S onto the magnetic-ﬁeld axis,
Vmagn.dip(R, SˆA, SˆB) is the intermolecular magnetic dipole interaction, and HˆA and HˆB
are the Hamiltonians of the two monomers. The intermolecular magnetic dipole term
is given by
Vmagn.dip(R, SˆA, SˆB) = −
√
6g2Sµ
2
B
α2
R3
∑
q
(−1)qC2,−q(Ω)[SˆA ⊗ SˆB](2)q (4.2)
where gS ≈ 2.0023 is the electron g-factor, µB is the Bohr magneton, α is the ﬁne-
structure constant, and the factor in square brackets is the tensor product of the
monomer spin operators SˆA and SˆB. The monomer operators Hˆi (i = A,B) each
contain a rotation, spin-rotation, intramolecular spin-spin, and Zeeman term,
Hˆi = B0Nˆ
2
i + γNˆi · Sˆi +
2
3
√
6λSS
∑
q
(−1)qC2,−q(ωi)[Sˆi ⊗ Sˆi](2)q + gSµBB · Sˆi, (4.3)
where Nˆi is the operator for the rotational angular momentum of monomer i and B
is the magnetic ﬁeld vector. For brevity, the intramolecular term will be denoted as
Vˆ
(i)
SS . The numerical values for the rotational, spin-rotation, and spin-spin constants of
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15NH can be obtained from those of 14NH [113] using isotope scaling (see e.g. p. 239 of
Ref. [114]): B0 = 16.270 340 cm
−1, γ = −0.054 60 cm−1, and λSS = 0.919 89 cm−1.
In analogy to Chapter 3, we will assume that all three spin states of the complex
are described by the non-reactive quintet surface, i.e. VS(R, ωA, ωB) ≡ V2(R, ωA, ωB).
It will be shown in Chapter 6 that this assumption is reasonable for non-reactive NH
+ NH scattering. The data for the S = 2 surface are taken from Chapter 2. The
potential is expanded in coupled spherical harmonics YL,M [115],
V (R, ωA, ωB) =
∑
LA,LB ,LAB
υLA,LB ,LAB(R)ALA,LB ,LAB(Ω, ωA, ωB), (4.4)
ALA,LB,LAB(Ω, ωA, ωB) =
∑
MA,MB,MAB
〈LAMALBMB|LABMAB〉
× YLA,MA(ωA)YLB ,MB(ωB)Y ∗LAB,MAB(Ω), (4.5)
where 〈LAMALBMB|LABMAB〉 is a Clebsch-Gordan coeﬃcient and the superscript *
denotes complex conjugation. The subscript S = 2 has been omitted for brevity.
As noted previously, the υLA,LB,LAB(R) expansion coeﬃcients of Chapter 2 must be
divided by a factor of (−1)LA−LB(4π)−3/2(2LAB + 1)[(2LA + 1)(2LB + 1)]1/2 to obtain
the potential in the form of Eq. (4.4).
We expand the wave function in a space-ﬁxed uncoupled basis introduced in Ref.
[86]. The angular functions are written as products of the eigenfunctions of Nˆ2i , Nˆiz ,
Sˆ2i , Sˆiz , Lˆ
2, and Lˆz,
|NAMNA〉|SAMSA〉|NBMNB 〉|SBMSB〉|LML〉 ≡ |γAγB〉|LML〉, (4.6)
with NA and NB ranging from 0 to Nmax and L = 0, . . . , Lmax. The matrix elements of
the scattering Hamiltonian [Eq. (4.1)] in the basis of Eq. (4.6) have all been given by
Krems and Dalgarno [86], but we list them here for the sake of clarity. For the angular
functions of the potential [Eq. (4.5)] we ﬁnd
〈γAγBLML|ALA,LB,LAB |γ′Aγ′BL′M ′L〉 =
δMSAM
′
SA
δMSBM
′
SB
(
1
4π
)3/2
[LAB]
√
[LA][LB][NA][N ′A][NB][N
′
B][L][L
′]
×
∑
MA,MB,MAB
(−1)MNA+MNB+ML−LA+LB
(
NA LA N
′
A
−MNA MA M ′NA
)
×
(
NB LB N
′
B
−MNB MB M ′NB
)(
L LAB L
′
−ML MAB M ′L
)(
LA LB LAB
MA MB MAB
)
×
(
NA LA N
′
A
0 0 0
)(
NB LB N
′
B
0 0 0
)(
L LAB L
′
0 0 0
)
, (4.7)
with the factors in large parentheses denoting Wigner 3j symbols and [Q] = (2Q+ 1).
We point out that our angular functions diﬀer by a factor of (−1)LA−LB(4π)3/2(2LAB+
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1)−1/2 from the functions used in Ref. [86]. The intermolecular magnetic dipole-dipole
term gives (see also Eq. (A2) of Ref. [121])
〈γAγBLML|Vmagn.dip|γ′Aγ′BL′M ′L〉 =
−δNAN ′AδNBN ′BδNMAN ′MAδNMBMN′B
√
30
α2
R3
(−1)SA+SB−MSA−MSB+ML
×
√
SA(SA + 1)SB(SB + 1)[SA][SB][L][L′]
(
L 2 L′
0 0 0
)
,
×
∑
mA,mB
(
L 2 L′
−ML −(mA +mB) M ′L
)(
1 1 2
mA mB −(mA +mB)
)
×
(
SA 1 SA
−MSA mA M ′SA
)(
SB 1 SB
−MSB mB M ′SB
)
. (4.8)
Note that the sums over mA and mB collapse for any individual matrix element due
to the selection rules imposed by the last two 3j symbols. The rotational and Zeeman
terms are completely diagonal in the decoupled basis,
〈γAγBLML|B0Nˆ2i |γ′Aγ′BL′M ′L〉 = δγAγ′AδγBγ′BδLL′δMLM ′LB0Ni(Ni + 1), (4.9)
〈γAγBLML|gSµBB · Sˆi|γ′Aγ′BL′M ′L〉 = δγAγ′AδγBγ′BδLL′δMLM ′LgSµBBzMSi , (4.10)
with Bz representing the z-component of the magnetic ﬁeld. For monomer A, the
matrix elements of the intramolecular spin-rotation operator are given by
〈γAγBLML|γNˆA · SˆA|γ′Aγ′BL′M ′L〉 =
δNAN ′AδNBN ′BδMNBM
′
NB
δMSBM
′
SB
δLL′δMLM ′Lγ
×
{
δMNAM
′
NA
δMSAM
′
SA
MNAMSA
+
1
2
δMNAM
′
NA
+1δMSAM
′
SA
−1
√
[NA(NA + 1)−M ′NA(M ′NA + 1)]
×
√
[SA(SA + 1)−M ′SA(M ′SA − 1)]
+
1
2
δMNAM
′
NA
−1δMSAM
′
SA
+1
√
[NA(NA + 1)−M ′NA(M ′NA − 1)]
×
√
[SA(SA + 1)−M ′SA(M ′SA + 1)]
}
, (4.11)
and for the intramolecular spin-spin term Vˆ
(A)i
SS we obtain
〈γAγBLML|Vˆ (A)iSS |γ′Aγ′BL′M ′L〉 =
δNBN ′BδMNBM
′
NB
δMSBM
′
SB
δLL′δMLM ′L
2
3
λSS(−1)MNA+SA−MSA
×
√
[NA][N ′A][SA]SA(2SA − 1)(SA + 1)(SA + 3)
(
NA 2 N
′
A
0 0 0
)
×
∑
mA
(−1)mA
(
NA 2 N
′
A
−MNA −mA M ′NA
)(
SA 2 SA
−MSA mA M ′SA
)
, (4.12)
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where again the sum over mA collapses for given values of MNA,M
′
NA
,MSA, and M
′
SA
.
The matrix elements of the intramolecular operators for monomer B can be found by
interchanging the A and B indices in Eqs. (4.11) and (4.12).
Since the monomers are identical, we can exploit the permutation symmetry of
the system to minimize the computational cost. Following Ref. [87], we employ a
normalized, symmetrized basis of the form
|φηγAγBLML〉 =
1
[2(1 + δγAγB)]
1/2
[|γAγB〉|LML〉+ η(−1)L|γBγA〉|LML〉], (4.13)
with η = ±1 deﬁning the symmetry of the wave function with respect to molecular
interchange. It is suﬃcient to restrict the basis to a well-ordered set of molecular states,
i.e. γA ≥ γB. Finally, we note that the parity, ǫ = (−1)NA+NB+L, and the total angular
momentum projection quantum number, M = MNA +MSA +MNB +MSB +ML, are
also conserved during collision. Thus, the scattering calculations may be performed
for a single value of M, η, and ǫ. Here we consider only collisions between bosonic
15NH molecules in their spin-stretched and rotational ground state (NA = NB = 0),
for which we have η = +1 and ǫ = +1. Note that the ﬁrst excited rotational state has
an energy of ≈ 32 cm−1 (46 K), and is therefore inaccessible at the energies considered
in this work.
We solve the coupled equations using the hybrid log-derivative method of Alexan-
der and Manolopoulos [80], which uses a ﬁxed-step-size log-derivative propagator in
the short range and a variable-step-size Airy propagator at long range. Matching to
asymptotic boundary conditions yields the scattering S-matrices, from which the cross
sections can be readily obtained. We note that, due to the intramolecular spin-rotation
and spin-spin couplings, the basis functions of Eq. (4.13) are not exact eigenfunctions
of the asymptotic Hamiltonian HˆA+ HˆB, while the S-matrices must be constructed in
terms of these eigenfunctions. As detailed in Refs. [86] and [87], an additional basis
transformation of the log-derivative matrix is therefore required before matching to
the asymptotic boundary conditions. We will denote the symmetrized channel eigen-
functions as |φηγ¯Aγ¯BLML〉, with |γ¯Aγ¯B〉 ≡ |(N¯A, SA)JA,MJA〉|(N¯B, SB)JB,MJB〉 deﬁning
the molecular eigenstates. Here N¯i is used instead of Ni, because Ni is strictly not
an exact quantum number due to the intramolecular spin-spin coupling. However, the
intramolecular coupling is relatively weak and Ni,MNi, and MSi may be treated as
approximately good quantum numbers. Speciﬁcally, for the 15NH rotational ground
state, the magnetically trapped |Ji = 1,MJi = 1〉 component contains 99.992% of
|Ni = 0,MNi = 0, Si = 1,MSi = 1〉 for all ﬁelds considered in this work.
The cross sections at total energy E are calculated using the expression [87]
σηγ¯Aγ¯B→γ¯′Aγ¯′B
(E) =
π(1 + δγ¯Aγ¯B)
k2γ¯Aγ¯B
∑
L,ML
∑
L′,M ′
L
∣∣∣T ηγ¯Aγ¯BLML;γ¯′Aγ¯′BL′M ′L(E)
∣∣∣2 , (4.14)
where kγ¯Aγ¯B is the wavenumber for the incident channel, k
2
γ¯Aγ¯B
= 2µ(E− ǫγ¯A− ǫγ¯B )/~2,
ǫγ¯A + ǫγ¯B is the corresponding channel energy, and the T -matrix elements are deﬁned
as T ηγ¯Aγ¯BLML;γ¯′Aγ¯′BL′M ′L
= δγ¯Aγ¯′Aδγ¯B γ¯′BδLL′δMLM ′L − S
η
γ¯Aγ¯BLML;γ¯
′
A
γ¯′
B
L′M ′
L
.
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4.2.2 Computational details
We performed the scattering calculations for diﬀerent magnetic ﬁeld strengths using
the MOLSCAT package [116, 117], extended to handle the basis set of Eq. (4.13). The
log-derivative propagation was carried out on a radial grid ranging from 4.5 to 15 a0 in
steps of 0.02 a0. The Airy propagation ranged from 15 to 50 000 a0. We included basis
functions up to Nmax = 2 and Lmax = 6, yielding a maximum number of 1038 channels
for a single calculation (M = 0). The expansion of the quintet potential energy surface
was truncated at LA = LB = 6. As mentioned in Section 4.2.1, the chemically reactive
singlet and triplet potentials were not included in the calculations.
4.3 Results and discussion
4.3.1 Adiabatic potential energy curves
Before discussing the cross sections, we ﬁrst consider the adiabatic potential curves.
These are obtained by diagonalizing the interaction matrix at ﬁxed R over a grid of
R-values and subsequently connecting the corresponding eigenvalues. Asymptotically,
these adiabatic curves correlate to the molecular eigenstates γ¯A and γ¯B. Figure 4.1
shows the long range of the lowest adiabats for M = 2 and Lmax = 4 at a magnetic
ﬁeld of 0.1 G. We present only the curves with exchange symmetry η = +1 and parity
ǫ = +1, for which s-wave scattering in the incident spin-stretched channel is allowed.
The asymptotic energy splittings between the diﬀerent molecular states originate from
the Zeeman term gSµBB(MSA +MSB). For M = 2 and Lmax = 4, the magnetically
trapped state with |MJA = MJB = 1〉 has partial-wave contributions of L = 0, 2, and
4, as can be seen in Fig. 4.1. The adiabats correlating with |MJA = 1,MJB = 0〉,
|MJA = 1,MJB = −1〉, and |MJA = 0,MJB = 0〉 have L = 2 and 4 centrifugal barriers,
and the adiabats for |MJA = 0,MJB = −1〉 and |MJA = −1,MJB = −1〉 contain only
the L = 4 partial wave. For the |MJA = 1,MJB = −1〉 and |MJA = 0,MJB = 0〉
states, which have identical Zeeman shifts, the degeneracy is further lifted by the
intramolecular spin-spin coupling.
It can be seen that several curve crossings occur in the region between R ≈ 1500
and 4500 a0. If we neglect the small energy shifts due to the intramolecular coupling,
the crossing points Rc are simply given by
gSµBB∆MS =
~
2 [Lf (Lf + 1)− Li(Li + 1)]
2µR2c
, (4.15)
where Li and Lf denote the values of L for the adiabats correlating to the incoming
and outgoing channels, respectively, and ∆MS = M
(i)
SA
+M
(i)
SB
−M (f)SA −M
(f)
SB
. The corre-
sponding energies at which the crossings occur are given by Ec = ~
2Li(Li+1)/(2µR
2
c),
deﬁned relative to the threshold of the incident channel. We ﬁnd that several of these
crossings are narrowly avoided due to the presence of the intermolecular magnetic
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Figure 4.1: Lowest adiabatic potential curves for 15NH – 15NH, calculated for Lmax = 4
andM = 2 at a magnetic field of 0.1 G. The adiabats are plotted as a function of R in units
of the Bohr radius a0. The molecular eigenstates are labeled by |MJA ,MJB 〉 and refer to the
well-ordered states |(NA = 0)JA = 1,MJA〉|(NB = 0)JB = 1,MJB 〉.
dipole interaction. Inspection of Eq. (4.8) shows that e.g. the s-wave incident channel
with |MSA = 1,MSB = 1, L = 0〉 is directly coupled with |MSA = 1,MSB = 0, L = 2〉
and |MSA = 0,MSB = 0, L = 2〉 via the magnetic dipole term, giving rise to the cor-
responding avoided crossings. We note, however, that Vmagn.dip contains a second-rank
tensor in Ω and can therefore directly couple channels only if |Li − Lf | ≤ 2. The spin
operators SˆA and SˆB contained in Vmagn.dip are ﬁrst-rank tensors and, consequently,
MSA and MSB may each diﬀer at most by 1. Thus, not all crossings are avoided. To
take proper account of these avoided crossings and account correctly for the magnetic
dipole coupling in the ultracold regime, it is essential that the radial grid used in the
calculations extends beyond the outermost Rc value. The inﬂuence of the avoided
crossings on the collision cross sections will be discussed in detail in the following
section.
4.3.2 Cross sections
Figure 4.2 shows the total elastic and MJ -changing inelastic cross sections for two
magnetically trapped 15NH molecules (MJA = MJB = 1) as a function of collision
energy. The cross sections as a function of magnetic ﬁeld are given in Fig. 4.3. We
ﬁnd that the elastic cross sections are signiﬁcantly larger than the inelastic ones over a
wide range of energies and magnetic ﬁelds, suggesting that evaporative cooling of 15NH
is likely to be successful. It can also be seen that, in the ultracold regime, the total
inelastic cross section decreases dramatically if the magnetic ﬁeld strength is reduced.
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Figure 4.2: Elastic and inelastic MJ -changing cross sections for magnetically trapped
15NH
as a function of collision energy for various magnetic fields. The elastic cross sections are the
same for all three magnetic field strengths.
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Figure 4.3: Elastic and inelastic MJ -changing cross sections for magnetically trapped
15NH
as a function of magnetic field for various collision energies.
Thus, once the cooling process has started in the millikelvin regime at relatively high
magnetic ﬁeld, and continues towards lower energies as the magnetic trap depth is
decreased, the ratio between elastic and MJ -changing cross sections will remain very
favorable for evaporative cooling to take place.
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Figure 4.4: Inelastic MJ -changing cross sections for M = 2 as a function of collision
energy at 1 G and 100 G. The different curves correspond to calculations with either the
intermolecular magnetic dipolar coupling (“Vmagn.dip”), the intramolecular spin-spin coupling
(“Vintra−SS”), or the intramolecular spin-rotation coupling (“Vintra−NS”) included in Hˆ.
In order to identify the main trap-loss mechanism, we have also performed scattering
calculations where two of the three spin-dependent coupling terms are set to zero.
The results for M = 2 are shown in Figs. 4.4 and 4.5. We have veriﬁed that the
M = 2 cross sections, in which s-wave collisions in the incident channel are allowed,
are dominant at the energies and ﬁelds considered in this work. It can be seen that
the intermolecular spin-spin interaction (Vmagn.dip) gives the largest contribution to the
inelastic cross section over a broad range of energies and ﬁeld strengths, most notably
in the ultracold regime. This is also the case for cold and ultracold N + NH collisions
[61, 65]. At higher collision energies and ﬁelds, however, the intramolecular coupling
terms become increasingly important. In particular the intramolecular spin-spin term
causes signiﬁcant trap loss above E ≈ 10−2 K and B ≈ 100 G. Spin-rotation coupling,
which vanishes for pure NA = NB = 0 states, has only a very small eﬀect on the
total cross section. This is consistent with previous work on the He–NH(3Σ−) system
[57, 86, 122].
The importance of the intermolecular magnetic dipole interaction is most easily
understood by considering the adiabatic potential curves. As discussed in Section 4.3.1,
the avoided crossings between the s-wave incoming channel |MJA = 1,MJB = 1, L = 0〉
and the |MSA = 1,MSB = 0, L = 2〉 and |MSA = 0,MSB = 0, L = 2〉 outgoing channels
all occur at very long range for small to moderate ﬁeld strengths. Consequently, the
spin-ﬂip induced by Vmagn.dip can take place without having to overcome the d-wave
barrier in the outgoing channels, and hence this process dominates the inelastic cross
section in the ultracold regime. We also emphasize that, if the avoided-crossing points
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Figure 4.5: Inelastic MJ -changing cross sections for M = 2 as a function of magnetic
field at 10−6 K and 10−3 K. The different curves are obtained from scattering calculations
with either the intermolecular magnetic dipolar coupling (“Vmagn.dip”), the intramolecular
spin-spin coupling (“Vintra−SS”), or the intramolecular spin-rotation coupling (“Vintra−NS”)
switched on.
Rc fall outside the scattering propagation region, i.e. if the radial grid is chosen too
small, the inelastic cross sections are similar to the case where the intermolecular
magnetic dipole term is switched oﬀ completely. This conﬁrms that the spin-ﬂip due
to Vmagn.dip indeed takes place at long range, or more speciﬁcally, at R ≈ Rc.
Kajita [89] has shown that, in the Born approximation, the inelastic cross section
σi→f for
15NH (Li = 0, Lf = 2) caused by the magnetic dipole interaction should be
proportional to B1/2 and E−1/2 if the kinetic energy release is relatively large (ki ≪ kf).
This is consistent with our results obtained from full quantum scattering calculations
in the ultracold regime. As the collision energy increases, however, the assumption of
ki ≪ kf breaks down and the cross sections deviate from the B1/2 behaviour. We ﬁnd
numerically that this is the case for energies above ∼ 10−6 K at nearly all the ﬁeld
strengths considered in this work (see Fig. 4.3). In the next chapter, we will give a
general analytical expression for the inelastic cross section due to Vmagn.dip based on
the (distorted-wave) Born approximation, and show that the numerical and analytical
results are in excellent agreement over a wide range of energies and ﬁelds.
At collision energies above about 10 mK or high magnetic ﬁelds, there is suﬃcient
energy to overcome the d-wave centrifugal barrier in the outgoing channels and, as a
consequence, short-range eﬀects become important. In particular the intramolecular
spin-spin coupling term, which requires strong anisotropy of the potential in order to
induce Zeeman relaxation [86, 57], enhances the inelastic cross section signiﬁcantly
at energies above ∼ 10 mK. For the intramolecular contributions, we ﬁnd that the
inelastic cross section behaves as B5/2 at moderate ﬁeld strengths and ﬂattens oﬀ to
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a constant value at very small B. Its kinetic energy dependence is proportional to
E−1/2 in the ultracold regime and, for small magnetic ﬁelds, also shows a region of
E2 behaviour. This result is consistent with the work of Volpi and Bohn, who applied
the distorted-wave Born approximation to calculate inelastic spin-changing collisions
induced at short range [123]:
σi→f ∝ ELi−1/2 (E + gSµBB∆MS)Lf+1/2 . (4.16)
Thus, for an s-wave incoming channel (Li = 0) and d-wave outgoing channel (Lf = 2),
there is a region of E2 dependence when the Zeeman shift for the outgoing channel
is small compared to the collision energy. At very small ﬁelds, the magnetic-ﬁeld
dependence is negligible and the cross section becomes constant as a function of B.
We also point out that, in contrast to the intermolecular spin-spin coupling term,
the intramolecular spin-spin interaction contains second-rank tensors in SˆA and SˆB
and therefore directly couples channels where MSA and MSB each diﬀer by 0, 1, or
2. Thus, transitions from MSi = 1 to MSi = −1 also become allowed in ﬁrst or-
der. This is illustrated in Fig. 4.6, where the state-to-state inelastic cross sections
for M = 2 are plotted as a function of energy. In the ultracold region, which is
dominated by Vmagn.dip, only the |MSA = 1,MSB = 1〉 → |MSA = 1,MSB = 0〉 and
|MSA = 1,MSB = 1〉 → |MSA = 0,MSB = 0〉 transitions contribute to the inelastic cross
section. At higher energies, where the intramolecular spin-spin term plays a signiﬁcant
role, transitions from |MSA = 1,MSB = 1, L = 0〉 to the |MSA = 1,MSA = −1, L = 2〉,
|MSA = 0,MSA = −1, L = 4〉, and |MSA = −1,MSA = −1, L = 4〉 channels become in-
creasingly important. Note that the latter two have g-wave barriers in the exit channel,
and hence they are strongly suppressed in the low-energy regime.
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Figure 4.6: State-to-state inelastic cross sections (M = 2) for magnetically trapped 15NH
as a function of energy at 1 G. The final states are labeled by |MJA ,MJB 〉.
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In summary, we have established that the dominant trap-loss mechanism for NH
in the ultracold regime is the intermolecular spin-spin coupling term, which induces
Zeeman relaxation at long range. When the kinetic energy in the outgoing channel be-
comes large, the spin-change is also caused by the interplay of the potential anisotropy
and the intramolecular spin-spin interaction, which acts at short range.
4.3.3 Dependence on potential and basis-set size
As a ﬁnal part of our discussion, we consider the sensitivity to the potential and
the dependence on the size of the channel basis set. Previous theoretical work on
ﬁeld-free collisions (Chapter 3) has shown that the NH + NH cross sections at low
collision energies are very sensitive to the details of the potential energy surface, which
is due to the presence of quasi-bound state resonances. Since the exact form of the
interaction potential, and thus the precise locations of the quasi-bound states, are still
unknown, the calculated cross sections are subject to an inherent degree of uncertainty.
The work of the previous chapter showed, however, that the qualitative results and
conclusions are reasonably independent of the details of the potential. Furthermore,
it was demonstrated that the eﬀect of using an unconverged channel basis set is very
similar to a scaling of the potential within its uncertainty. That is, full basis-set
convergence is not strictly required in order to obtain qualitatively meaningful results.
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Figure 4.7: Elastic and inelastic MJ -changing cross sections (M = 2) for magnetically
trapped 15NH as a function of the scaling factor λ, calculated at a collision energy of 10−6 K
and a magnetic field strength of 1 G.
Our present work is based on a similar approach. Following Ref. [65] and the
work described in Chapter 3, we have studied the potential dependence indirectly by
evaluating the sensitivity to the reduced mass. The reduced mass was scaled by a factor
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of λ (0.9 ≤ λ ≤ 1.1), which is essentially equivalent to a scaling of the entire potential
by λ [65]. Figure 4.7 shows the M = 2 cross sections for diﬀerent scaling factors at a
collision energy of 10−6 K and a ﬁeld strength of 1 G. We ﬁnd that the cross sections
exhibit resonance structures at certain λ values, indicating a high sensitivity to the
potential. However, the ratio between elastic and inelastic cross sections is much less
sensitive to the reduced mass, and the prospects for evaporative cooling remain very
positive over almost the entire range of λ. The contributions from the diﬀerent spin-
changing mechanisms, as described in the previous section, are also very similar for
diﬀerent reduced masses. Our qualitative results and conclusions are thus reasonably
independent of the precise form of the potential.
We use the same scaling method to investigate the dependence on basis-set size.
Figure 4.8 shows the M = 2 cross sections as a function of λ for diﬀerent values of
Nmax and Lmax at E = 10
−6 K and B = 1 G. The total number of channels in these
calculations ranged from 901 forNmax = 2, Lmax = 6 up to 2621 forNmax = 3, Lmax = 6.
It can be seen that the positions of the resonances shift when the basis size is increased,
but the general pattern remains essentially the same. This is consistent with other work
on NH (see Refs. [65, 66] and Chapter 3). We thus conclude that, within the uncertainty
limits of λ, our qualitative results are not very sensitive to the size of the angular basis
set.
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Figure 4.8: Elastic and inelastic MJ -changing cross sections (M = 2) as a function of
the scaling factor λ, calculated for different basis sets at a collision energy of 10−6 K and a
magnetic field strength of 1 G.
Figure 4.8 also demonstrates that the cross sections are not yet converged with re-
spect to Nmax and Lmax. In fact, ﬁeld-free NH–NH calculations suggest that the basis
set should extend to at least Nmax = 6 and Lmax = 7 to achieve full convergence (Chap-
ter 3), which would amount to a maximum of 25 598 channels forM = 0 in the present
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decoupled basis set. Such calculations are highly infeasible with the currently available
computer power. However, taking into account the uncertainty in the potential and
the pronounced resonance structure, even a fully converged basis set would not give
really reliable numerical values. Nonetheless, it must be emphasized that unconverged
basis sets can give qualitatively reliable results. As already discussed in (Chapter 3)
and Ref. [66], full basis-set convergence is therefore not strictly necessary within the
uncertainty limits of the potential.
4.4 Conclusions
We have carried out full quantum scattering calculations to study cold and ultracold
15NH – 15NH collisions in magnetic ﬁelds. The elastic and spin-changing cross sections
for magnetically trapped NH are found to be very favorable for eﬃcient evaporative
cooling. We have identiﬁed the intermolecular spin-spin coupling term as the main
trap-loss mechanism at low energies and small magnetic ﬁelds, while the intramolecular
spin-spin term becomes increasingly important at higher energies and ﬁelds. The eﬀect
of spin-rotation coupling is almost negligible.
Finally, we have demonstrated that the numerical values of the cross sections are
very sensitive to the details of the potential, but the qualitative results and conclusions
are almost independent of the exact form of the surface. The size of the angular
basis set, which is almost impossible to converge for systems such as NH–NH, does
not signiﬁcantly alter the results within the uncertainty limits of the potential. This
inherent uncertainty in the calculated cross sections, however, clearly highlights the
need for reliable experimental data.
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Chapter 5
Magnetic dipole-dipole coupling
The aim of this chapter is to provide a detailed analysis of the role of the magnetic
dipole-dipole interaction in cold and ultracold collisions. We focus on collisions between
magnetically trapped NH molecules, but the theory is general for any two paramagnetic
species for which the electronic spin and its space-ﬁxed projection are (approximately)
good quantum numbers. It is shown that dipolar spin relaxation is directly associated
with magnetic-dipole induced avoided crossings that occur between diﬀerent adiabatic
potential curves. For a given collision energy and magnetic ﬁeld strength, the cross-
section contributions from diﬀerent scattering channels depend strongly on whether
or not the corresponding avoided crossings are energetically accessible. We ﬁnd that
the crossings become lower in energy as the magnetic ﬁeld decreases, so that higher
partial-wave scattering becomes important below a certain magnetic ﬁeld strength.
In addition, we derive analytical cross-section expressions for dipolar spin relaxation
based on the Born approximation and distorted-wave Born approximation. The validity
regions of these analytical expressions are determined by comparison with the NH +
NH cross sections obtained from full coupled-channels calculations. We ﬁnd that the
Born approximation is accurate over a wide range of energies and ﬁeld strengths, but
breaks down at high energies and high magnetic ﬁelds. The analytical distorted-wave
Born approximation gives more accurate results in the case of s-wave scattering, but
shows some signiﬁcant discrepancies for the higher partial-wave channels. We thus
conclude that the Born approximation gives generally more meaningful results than
the distorted-wave Born approximation at the collision energies and ﬁelds considered
in this work.
5.1 Introduction
As described earlier, successful evaporative cooling of atoms or molecules to (near)
quantum degeneracy requires a relatively large elastic cross section. Inelastic colli-
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sions, in which the internal quantum state of at least one of the collision partners is
changed, can induce heating of the gas and trap loss. A detailed understanding of
the interparticle interactions that govern these inelastic processes is thus crucial for
assessing the feasibility of second-stage cooling. One of the most important inelastic
loss mechanisms for trapped paramagnetic species is dipolar spin relaxation, which
arises from the magnetic dipole-dipole interaction between the magnetic moments of
the particles. For many spin-polarized atomic gases such as hydrogen [53], lithium
[124], nitrogen [125], and chromium [126], but also for atom–molecule and molecule–
molecule systems such as Li + NH [66], N + NH [61, 65], and NH + NH (see Chapters
3 and 4), the interparticle dipolar spin-spin interaction is indeed the dominant source
of trap loss.
In this chapter, we provide a comprehensive study on the role of the magnetic
dipolar interaction in cold and ultracold collisions. Speciﬁcally, we consider collisions
between magnetically trapped bosonic 15NH(X 3Σ−) molecules, but the theory should
be general for any (ultra)cold paramagnetic species. We assume that the molecules
are in their vibrational and rotational ground states, as is the case experimentally
[58]. For NH + NH, there are three spin-changing mechanisms that can induce trap
loss: the intramolecular spin-spin and spin-rotation couplings, and the intermolecu-
lar magnetic dipolar coupling term [86]. The previous chapter has shown that the
intermolecular magnetic dipole interaction is the main spin-relaxation mechanism for
NH–NH at low collision energies and small to moderate magnetic ﬁeld strengths. It
was also demonstrated that the dipolar spin-spin coupling term induces certain avoided
crossings between diﬀerent adiabatic potential curves, which in turn give rise to spin-
changing transitions. That is, the spin-ﬂip due to the intermolecular magnetic dipolar
interaction can be qualitatively understood in terms of the avoided curve crossings. In
the present work, we discuss the inﬂuence of these crossings on the cross section in much
greater detail. We also provide analytical expressions for the dipolar spin-relaxation
cross section based on the Born approximation (BA) and distorted-wave Born approx-
imation (DWBA). We compare the analytical results with the cross sections obtained
from rigorous close-coupling calculations, and show that the results are in excellent
agreement over a wide range of collision energies and magnetic ﬁeld strengths.
This chapter is organized as follows. In Sec. 5.2.1, we brieﬂy describe the details of
the coupled-channels calculations. The derivations of the BA and DWBA cross sections
are given in Secs. 5.2.2 and 5.2.3, respectively, and the results are discussed in Sec. 5.3.
The numerical results are presented in Sec. 5.3.1, with a particular emphasis on the
role of the avoided curve crossings, and the validity of the analytical BA and DWBA
cross sections is detailed in Sec. 5.3.2. Finally, concluding remarks are given in Sec.
5.4.
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5.2 Theory
Throughout this work, we will focus on collisions between two bosonic 15NH(X 3Σ−)
molecules in their magnetically trappable, low-ﬁeld seeking states |SA = 1,MSA = 1〉
|SB = 1,MSB = 1〉. Here Si (i = A,B) denotes the total electronic spin of the
monomers and MSi is the spin projection onto the magnetic ﬁeld axis. A collision
complex of two such molecules is in the high-spin quintet |S = 2,MS = 2〉 state, with
S denoting the total spin and MS its space-ﬁxed projection. Collisions that change
either the MS quantum number of the quintet state or the total spin S to yield singlet
(S = 0) or triplet (S = 1) complexes will lead to immediate trap loss.
5.2.1 Coupled-channels calculations
In order to obtain numerical values for the collision cross sections of NH + NH, we have
performed rigorous coupled-channels calculations as a function of energy and magnetic
ﬁeld. The details of these calculations are given in Chapter 4 and we provide only a
brief description here. The NH–NH scattering Hamiltonian is written as
Hˆ = − ~
2
2µR
∂2
∂R2
R +
Lˆ2
2µR2
+ V (R, ωA, ωB) + Vmagn.dip(R, SˆA, SˆB) + HˆA + HˆB, (5.1)
where µ is the reduced mass of the complex, R is the intermolecular vector that
connects the centers of mass of the monomers, R = |R|, Lˆ2 is the angular momentum
operator associated with rotation ofR, V (R, ωA, ωB) is the potential energy surface for
the quintet (S = 2) state of NH–NH, ωA and ωB describe the orientation of monomers A
and B, Vmagn.dip(R, SˆA, SˆB) is the intermolecular magnetic dipolar interaction between
the two spins, and HˆA and HˆB are the Hamiltonians of the individual monomers. The
magnetic dipole-dipole term is given by
Vmagn.dip(R, SˆA, SˆB) = −
√
6g2Sµ
2
B
α2
R3
∑
q
(−1)qC2,−q(ΩR)[SˆA ⊗ SˆB](2)q , (5.2)
where gS ≈ 2.0023 is the electron g-factor, µB is the Bohr magneton, α is the ﬁne-
structure constant, C2,−q is a Racah-normalized spherical harmonic, ΩR = (ΘR,ΦR)
describes the orientation of R, and the factor in square brackets is the tensor product
of the monomer spin operators SˆA and SˆB. The monomer operators Hˆi correspond to
the asymptotic molecular states and account for the monomer rotation, intramolecular
spin-spin coupling, spin-rotation coupling, and Zeeman interaction. Hyperﬁne coupling
is neglected.
The scattering calculations were carried out in a symmetry-adapted basis set that
accounts for the identical-particle symmetry of the system,
|φη,ǫγAγBLML〉 =
1
[2(1 + δγAγB)]
1/2
[|γAγB〉+ η(−1)L|γBγA〉]|LML〉. (5.3)
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Here η deﬁnes the symmetry of the wave function with respect to molecular interchange,
which is +1 for the bosonic 15NH – 15NH complex, ǫ = (−1)NA+NB+L is the parity
symmetry, which must be +1 for identical bosons in the same quantum state, and
|γA, γB〉 denotes the molecular rotation and spin functions in the space-ﬁxed frame
[86],
|γAγB〉 ≡ |NAMNA〉|SAMSA〉|NBMNB〉|SBMSB〉. (5.4)
The basis set was truncated at NA = NB = 2 and L = 6. Although this basis set is not
fully converged, we have veriﬁed that the calculated cross sections are very similar to
those obtained with NA = NB = 3 in the region where the intermolecular dipole-dipole
coupling is dominant, i.e. at ultralow energies and small to moderate ﬁeld strengths.
Increasing the rotational basis set does yield a larger cross-section contribution from the
intramolecular spin-spin coupling, but this term becomes important only at energies
above ∼1 mK and ﬁelds above ∼100 G. For a more general discussion on the issue of
basis-set convergence, the reader is referred to Secs. 3.3.3 and 4.3.3.
Let us now consider the identical-particle symmetry of the complex. Even though
hyperﬁne coupling is neglected, the symmetry of the nuclear-spin wave function should
be taken into account when evaluating the exchange symmetry of the total wave
function. We have assumed that both monomers are in their nuclear-spin stretched
states (I = MI = 1), so that the nuclear-spin function is symmetric under exchange.
Thus, we have η = +1 and ǫ = +1. We also point out that, due to parity conser-
vation, collisions between rotational ground-state molecules can only occur for even
values of L. Furthermore, the conservation of the total angular momentum projec-
tion M = MNA +MNB +MSA +MSB +ML requires that any change in MSA or MSB
must be accompanied by a change in ML. It therefore follows that, in the ultracold
regime, the s-wave spin-inelastic collision channel for magnetically trapped, rotational
ground-state NH is dominated by the L = 2 outgoing partial wave.
We performed the scattering calculations for each value of M and accumulated
the resulting scattering S-matrices to extract the cross sections. The calculations
were carried out using a modiﬁed version of the MOLSCAT package [116, 117]. The
propagation was performed using the hybrid log-derivative method of Alexander and
Manolopoulos [80]. Prior to matching to asymptotic boundary conditions, an additional
transformation was required to obtain the exact channel eigenfunctions [86]. This is
because the intramolecular spin-spin coupling mixes states with Ni and Ni ± 2, which
makes Ni, MNi , and MSi only approximately good quantum numbers. The exact
molecular eigenstates will be denoted as
|γ¯Aγ¯B〉 ≡ |(N¯A, SA)JA,MJA〉|(N¯B, SB)JB,MJB〉. (5.5)
We emphasize that the intramolecular coupling is relatively weak and Ni, MNi , and
MSi may be treated as almost exact. Speciﬁcally, for the rotational ground state of
15NH, the magnetically trapped component with Ji = MJi = 1 contains 99.992% of
|Ni = 0,MNi = 0, Si = 1,MSi = 1〉.
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5.2.2 Born approximation
In this section, we derive an analytical expression for the inelastic spin-changing cross
section due to Vmagn.dip based on the ﬁrst-order Born approximation. This approxima-
tion assumes that the interaction between projectile and target is so weak that the ini-
tial and ﬁnal states can be described by undistorted plane waves. We note that the BA
has been previously used in the study of cold collisions in e.g. Refs. [127, 128, 89, 129].
The aim of the present work is to give a cross-section expression in closed form, and
we therefore outline the complete derivation for the sake of clarity. The derived ex-
pression is general for any two paramagnetic species for which the electronic spin and
its space-ﬁxed projection are (approximately) good quantum numbers, e.g. for Hund’s
case (b) molecules and S-state atoms, but we will apply it only to the case of NH(3Σ−)
+ NH(3Σ−).
We start with the exact expression for the diﬀerential cross section (see e.g. Eq.
XIX.19 of Ref. [130]),
dσa→b(Ωa)
dΩb
=
2π
~va
∣∣〈kb, γ¯(b)A , γ¯(b)B ∣∣Vint∣∣k(+)a , γ¯(a)A , γ¯(a)B 〉∣∣2ρb(E), (5.6)
where a and b label the initial and ﬁnal states, respectively, Ωa = (θka , φka) and Ωb =
(θkb , φkb) describe the directions of the incoming and outgoing collision ﬂuxes, k
(+)
a
is the exact incident wave function with wavenumber ka, kb is a plane wave with
wavenumber kb, γ¯
(i)
A and γ¯
(i)
B denote the internal quantum numbers of the monomers
for the initial and ﬁnal states (i = a, b), Vint is the interaction between the scattering
particles, for which we take Vint = Vmagn.dip, va = ~ka/µ is the velocity of the incident
beam, and ρb(E) = µkb/[~
2(2π)3] is the density of ﬁnal states at energy E = 1
2
µv2a. The
ﬁrst-order Born approximation amounts to approximating the incident wave function
as a plane wave, i.e. |k(+)a 〉 ≈ |ka〉. The plane waves are normalized to unit density and
are mutually orthogonal,
|k〉 = eik·R, (5.7)
〈k|k′〉 = (2π)3δ(k − k′). (5.8)
Here δ(k − k′) represents the three-dimensional Dirac delta function.
In the case of NH + NH, the asymptotic states γ¯
(i)
A and γ¯
(i)
B should be described
as in Eq. (5.5). However, since we focus on collisions between rotational ground-state
molecules, we may treat MSA and MSB as almost exact quantum numbers. Further-
more, taking into account that Vmagn.dip acts only on the vector R and the electron-spin
coordinates, we can omit the molecular rotational quantum numbers and write∣∣γ¯(i)A 〉 ≈ ∣∣SAM (i)SA〉,∣∣γ¯(i)B 〉 ≈ ∣∣SBM (i)SB〉. (5.9)
The energies of the initial and ﬁnal molecular states are now determined only by
their Zeeman shifts. If we deﬁne the Zeeman levels relative to the initial state, the
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wavenumbers are ka =
√
2µE/~ and kb =
√
2µ(E + gSµB∆MSB)/~, where ∆MS is
the total spin-change, ∆MS = M
(a)
SA
+M
(a)
SB
−M (b)SA −M
(b)
SB
, the term gSµB∆MSB is
the corresponding change in Zeeman energy, and B is the magnetic ﬁeld strength. In
the remainder of this chapter, we will use B exclusively to indicate the magnetic ﬁeld
strength, while the subscript B is used to label the quantum numbers of monomer B.
The plane waves can be expanded in terms of partial waves as
eik·R = 4π
∞∑
L=0
L∑
M=−L
iLjL(kR)YL,M(ΘR,ΦR)Y
∗
L,M(θk, φk), (5.10)
where jL(kR) is a spherical Bessel function of the ﬁrst kind, the YL,M functions are
spherical harmonics, and the superscript * denotes complex conjugation. If we now
substitute Eq. (5.2) for the particle interaction and use Eq. (5.9) to describe the molec-
ular asymptotic states, we obtain
〈
kb, γ¯
(b)
A , γ¯
(b)
B
∣∣Vmagn.dip∣∣ka, γ¯(a)A , γ¯(a)B 〉 = −4π√6g2Sµ2Bα2∑
La
∑
Lb
iLa−Lb
×
∑
Mb
YLb,Mb(Ωb)
∑
Ma
Y ∗La,Ma(Ωa)
∑
q
(−1)q
∫
R
jLb(kbR)
1
R3
jLa(kaR)R
2dR
×
∫
ΩR
Y ∗Lb,Mb(ΩR)C2,−q(ΩR)YLa,Ma(ΩR)dΩR
×〈SAM (b)SA , SBM (b)SB ∣∣[SˆA ⊗ SˆB](2)q ∣∣SAM (a)SA , SBM (a)SB 〉, (5.11)
where the last factor represents an integral over the spin coordinates. The integral over
R can be performed analytically and gives, for ka ≤ kb (see also Ref. [128]),
∫
jLb(kbR)
1
R
jLa(kaR)dR =
π
8
(
ka
kb
)La
× Γ
(
La+Lb
2
)
Γ
(
Lb−La+3
2
)
Γ
(
La +
3
2
)
× 2F1
(
La − Lb − 1
2
,
La + Lb
2
, La +
3
2
,
k2a
k2b
)
, (5.12)
where Γ is the Gamma function and 2F1 is Gauss’ hypergeometric function. The
integral over ΩR gives∫
ΩR
Y ∗Lb,Mb(ΩR)C2,−q(ΩR)YLa,Ma(ΩR)dΩR =
√
(2La + 1)(2Lb + 1)(−1)Mb
(
Lb 2 La
0 0 0
)(
Lb 2 La
−Mb −q Ma
)
, (5.13)
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with the terms in large round brackets denoting Wigner 3j symbols. The last 3j symbol
readily implies that q =Ma −Mb. Finally, for the spin-dependent term we ﬁnd〈
SAM
(b)
SA
, SBM
(b)
SB
∣∣[SˆA ⊗ SˆB](2)q ∣∣SAM (a)SA , SBM (a)SB 〉 =√
5(−1)q+SA+SB−M
(b)
SA
−M
(b)
SB [SA(SA + 1)(2SA + 1)SB(SB + 1)(2SB + 1)]
1/2
×
∑
mA,mB
(
1 1 2
mA mB −q
)(
SA 1 SA
−M (b)SA mA M
(a)
SA
)(
SB 1 SB
−M (b)SB mB M
(a)
SB
)
(5.14)
Note that the sums over mA and mB collapse for given values of M
(i)
SA
and M
(i)
SB
, since
the last two 3j symbols require that mA = M
(b)
SA
− M (a)SA and mB = M
(b)
SB
− M (a)SB .
Furthermore, we have mA +mB = q so that Mb −Ma =M (a)SA +M
(a)
SB
−M (b)SA −M
(b)
SB
=
∆MS . The sums over Ma, Mb and q in Eq. (5.11) therefore reduce to a single sum for
any individual matrix element. The diﬀerential cross section is now readily calculated
by substituting Eqs. (5.11) – (5.14) into Eq. (5.6).
The integral cross section is obtained by integrating dσa→b/dΩb over all orientations
of the outgoing wave and averaging over all directions of the incoming collision ﬂux,
σa→b(E) =
1
4π
∫
Ωa
dΩa
∫
Ωb
dσa→b(Ωa)
dΩb
dΩb. (5.15)
Using the orthogonality relation
∫
Y ∗L,M(Ω)YL′,M ′(Ω)dΩ = δL,L′δM,M ′, we ﬁnd the fol-
lowing expression for the BA cross section for |SAM (a)SA , SBM
(a)
SB
〉 → |SAM (b)SA , SBM
(b)
SB
〉
transitions induced by Vmagn.dip:
σBAa→b(E) =
15π3
2~4
µ2g4Sµ
4
Bα
4
∑
La
∑
Lb
(2La + 1)(2Lb + 1)
(
ka
kb
)2La−1
×SA(SA + 1)(2SA + 1)SB(SB + 1)(2SB + 1)
×
[
Γ
(
La+Lb
2
)
Γ
(
Lb−La+3
2
)
Γ
(
La +
3
2
)
]2
×
[
2F1
(
La − Lb − 1
2
,
La + Lb
2
, La +
3
2
,
k2a
k2b
)]2
×
∑
Ma
(
Lb 2 La
−(Ma +∆MS) ∆MS Ma
)2
×
[(
Lb 2 La
0 0 0
)(
1 1 2
∆MSA ∆MSB ∆MS
)]2
×
[(
SA 1 SA
−M (b)SA ∆MSA M
(a)
SA
)(
SB 1 SB
−M (b)SB ∆MSB M
(a)
SB
)]2
, (5.16)
with ∆MSA =M
(b)
SA
−M (a)SA and ∆MSB = M
(b)
SB
−M (a)SB . The cross section for a speciﬁc
incoming partial wave La and a certain outgoing wave Lb is obtained by simply omitting
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the sums over La and Lb. We also point out that in the limit of ka ≪ kb, which
holds for ultracold exothermic collisions, the hypergeometric function 2F1 becomes 1
(see e.g. Eq. 15.1.1 of Ref. [131]) and the energy dependence of the cross section is
σa→b ∼ k2La−1a ∼ ELa−1/2. The cross-section behaviour as a function of B is then,
for B ≫ E/(gSµB∆MS), σa→b ∼ k1−2Lab ∼ B1/2−La . Note that this B-dependence is
diﬀerent from the threshold law derived by Volpi and Bohn [123]. They considered
the case of spin-changing transitions induced inside the centrifugal barrier of the exit
channel, and found that the cross section behaves as σa→b ∼ BLb+1/2. In our case,
however, the spin-ﬂip takes place at long range, outside the centrifugal barrier, and
hence we ﬁnd a diﬀerent result. The long-range mechanism for dipolar spin relaxation
will be addressed in detail in Sec. 5.3.1.
Equation (5.16) is valid for any paramagnetic species that can be represented as
in Eq. (5.9). We note that, in the case of identical particles, the cross section must
be multiplied by a factor of 2 if both monomers are in the same initial state, i.e. if
M
(a)
SA
= M
(a)
SB
(see e.g. Appendix B of Ref. [87]). This also applies to collisions between
two magnetically trapped NH molecules, for which M
(a)
SA
=M
(a)
SB
= 1.
5.2.3 Analytical distorted-wave Born approximation
As will be shown in Sec. 5.3, the ﬁrst-order BA is very accurate at low collision energies,
but starts to deviate from the coupled-channels result at high energies and strong
magnetic ﬁelds. One of the causes for this discrepancy is the phase shift in the incoming
scattering channel. In order to quantify this eﬀect, we have developed an analytical
distorted-wave Born approximation in which the phase shift in the incident plane wave
is explicitly included.
Our starting point for the analytical DWBA is again Eq. (5.6), but now we approx-
imate the incoming wave function |k(+)a 〉 as an elastically distorted wave |k′a〉,
|k′a〉 = 4π
∑
La
∑
Ma
iLa
1
2
[
h
(2)
La
(kaR) + S
(Ma)
aa h
(1)
La
(kaR)
]
YLa,Ma(ΘR,ΦR)Y
∗
La,Ma(θka , φka),
(5.17)
where h
(1)
La
and h
(2)
La
are spherical Hankel functions of the ﬁrst and second kind, respec-
tively, and S
(Ma)
aa is the elastic S-matrix element that contains the phase shift for the
incident scattering channel |SAM (a)SA , SBM
(a)
SB
, La,Ma〉. The S(Ma)aa matrix elements for
NH–NH are taken from the full coupled-channels calculations described in Sec. 5.2.1.
The Hankel functions are deﬁned in terms of regular and irregular spherical Bessel
functions as
h
(1)
L (z) = jL(z) + iyL(z),
h
(2)
L (z) = jL(z)− iyL(z), (5.18)
where yL(z) is a spherical Bessel function of the second kind. We note that the wave
function of Eq. (5.17) is unphysically divergent at the origin for nonzero phase shifts
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(S
(Ma)
aa 6= 1), but matches the (exact) coupled-channels wave function at suﬃciently
large R. Hence, the approximation of |k(+)a 〉 ≈ |k′a〉 constitutes an improvement over
the ﬁrst-order BA if the coupling occurs at long range.
The radial part of Eq. (5.17) may also be written in terms of the transmission
matrix element T
(Ma)
aa = 1− S(Ma)aa ,
1
2
[
h
(2)
La
(kaR) + Saah
(1)
La
(kaR)
]
=
1
2
[
h
(2)
La
(kaR) + h
(1)
La
(kaR)− T (Ma)aa h(1)La (kaR)
]
= jLa(kaR)−
1
2
T (Ma)aa h
(1)
La
(kaR). (5.19)
Substitution of Eqs. (5.17) and (5.19) into (5.11) for the matrix element over Vmagn.dip
gives a radial integral of the form
∫
jLb(kbR)
1
R
jLa(kaR)dR−
1
2
T (Ma)aa
∫
jLb(kbR)
1
R
h
(1)
La
(kaR)dR. (5.20)
Note that the ﬁrst integral is identical to that of Eq. (5.12). Using Eq. (5.18), we may
write the second integral of Eq. (5.20) as
∫
jLb(kbR)
1
R
h
(1)
La
(kaR)dR =∫
jLb(kbR)
1
R
jLa(kaR)dR + i
∫
jLb(kbR)
1
R
yLa(kaR)dR. (5.21)
Again we observe that the ﬁrst integral on the right-hand side is given by Eq. (5.12).
The second integral on the right-hand side is convergent only for Lb > La+1 and gives,
for ka < kb and integer La and Lb,
∫
jLb(kbR)
1
R
yLa(kaR)dR =
−1
8
(
kb
ka
)La+1
×Γ
(
La +
1
2
)
Γ
(
Lb−La−1
2
)
Γ
(
La+Lb+4
2
)
×2F1
(−La − Lb − 2
2
,
Lb − La − 1
2
,
1
2
− La, k
2
a
k2b
)
. (5.22)
We can now replace the radial integral in Eq. (5.11) by the expression of Eq. (5.20)
to obtain the matrix element over Vmagn.dip in our distorted-wave Born approximation.
Substitution into Eq. (5.6) gives the diﬀerential DWBA cross section, and Eq. (5.15)
subsequently yields the integral cross section. The ﬁnal expression for the DWBA
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spin-inelastic cross section due to Vmagn.dip is
σDWBAa→b (E) =
15π
2~4
µ2g4Sµ
4
Bα
4
∑
La
∑
Lb
(2La + 1)(2Lb + 1)
kb
ka
×SA(SA + 1)(2SA + 1)SB(SB + 1)(2SB + 1)
×
∑
Ma
∣∣∣∣∣
(
1− 1
2
T (Ma)aa
)
π
(
ka
kb
)La Γ (La+Lb
2
)
Γ
(
Lb−La+3
2
)
Γ
(
La +
3
2
)
×2F1
(
La − Lb − 1
2
,
La + Lb
2
, La +
3
2
,
k2a
k2b
)
+ i
1
2
T (Ma)aa
(
kb
ka
)La+1
× Γ
(
La +
1
2
)
Γ
(
Lb−La−1
2
)
Γ
(
La+Lb+4
2
) 2F1
(−La − Lb − 2
2
,
Lb − La − 1
2
,
1
2
− La, k
2
a
k2b
)∣∣∣∣∣
2
×
(
Lb 2 La
−(Ma +∆MS) ∆MS Ma
)2
×
[(
Lb 2 La
0 0 0
)(
1 1 2
∆MSA ∆MSB ∆MS
)]2
×
[(
SA 1 SA
−M (b)SA ∆MSA M
(a)
SA
)(
SB 1 SB
−M (b)SB ∆MSB M
(a)
SB
)]2
. (5.23)
The BA result of Eq. (5.16) is recovered in the limit of T
(Ma)
aa → 0. We emphasize
that, in contrast to the BA, the sums over La and Lb in our DWBA expression should
be restricted such that Lb > La + 1 [see Eq. (5.22)]. We also note again that, for
indistinguishable particles such as NH + NH, the cross section must be multiplied by
2 if the monomers are in the same initial state.
5.3 Results and discussion
5.3.1 Numerical results
We ﬁrst discuss the numerical results for NH–NH obtained from the close-coupling
calculations. The work of Chapter 4 has shown that the intermolecular magnetic
dipole interaction is the dominant trap-loss mechanism for NH–NH at low collision
energies and small magnetic ﬁelds, while at higher energies and ﬁelds the intramolecular
couplings become increasingly important. Here we will address only the intermolecular
coupling term and provide a careful analysis of its contribution to the total inelastic
cross section.
As explained in Chapter 4, the contribution from Vmagn.dip is most easily understood
by considering the adiabatic potential curves. We will repeat part of this discussion
here for the sake of clarity. Asymptotically, the adiabatic curves correspond to the
molecular eigenstates γ¯A and γ¯B, and at ﬁnite R each curve also contains a centrifugal
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barrier (see Fig. 4.1). Thus, at long range, the adiabats can be labeled by |γ¯A, γ¯B〉 and
L, and therefore also correlate to scattering channels. It has already been noted in
Chapter 4 and Ref. [66] that several adiabatic curves are narrowly avoided due to the
intermolecular magnetic dipole interaction, and that the spin-ﬂip induced by Vmagn.dip
takes place at the corresponding crossing. If we neglect the weak intramolecular spin-
spin and spin-rotation couplings so that Eq. (5.9) holds, we can deﬁne the avoided-
crossing points Rc as
gSµBB∆MS =
~
2 [Lb(Lb + 1)− La(La + 1)]
2µR2c
, (5.24)
where La and Lb denote the values of L for the adiabats correlating to the incoming
and outgoing channels, respectively. The energies at which the crossings occur are
given by
Ec =
~
2La(La + 1)
2µR2c
, (5.25)
deﬁned relative to the threshold of the incident channel. We must point out that, since
Vmagn.dip contains a second-rank tensor in ΩR and ﬁrst-rank tensors in the monomer
spin coordinates, the avoided crossings occur only if La and Lb diﬀer at most by 2 and
M
(a)
Si
and M
(b)
Si
(i = A,B) each diﬀer at most by 1. Thus, not all crossings are avoided.
It can be deduced from Eq. (5.24) that, for small to moderate ﬁeld strengths, the
crossing points Rc are located at very long range. Therefore, the spin-change due to
Vmagn.dip can occur without having to overcome the centrifugal barrier in the outgoing
channel. More speciﬁcally, the |MSA = MSB = 1, La = 0〉 incident channel of NH–NH
can couple with the |MSA = 1,MSB = 0, Lb = 2〉 and |MSA = MSB = 0, Lb = 2〉
outgoing channels even at zero collision energy. Hence, at low energies and relatively
low magnetic ﬁelds, the intermolecular magnetic dipolar interaction is the main source
of trap loss for NH–NH.
It also follows from Eqs. (5.24) and (5.25) that the curve crossings for higher partial
waves, e.g. for the |MSA = MSB = 1, La = 2〉 → |MSA = MSB = 0, Lb = 4〉 transition,
become lower in energy as the magnetic ﬁeld decreases. This implies that, at a ﬁxed
collision energy, the La = 2 → Lb = 4 channel transitions open up below a certain
B-value. We will denote this critical magnetic ﬁeld strength as Bc. Figures 5.1 and 5.2
show the state-to-state inelastic NH–NH cross sections for diﬀerent La → Lb channel
transitions as a function of B at collision energies of 10−6 K and 10−3 K, respectively.
The Bc values for the La = 2 → Lb = 4 and La = 4 → Lb = 6 crossings are also
indicated. For the |MSA = MSB = 1〉 → |MSA =MSB = 0〉 transitions, with ∆MS = 2,
the numerical values are Bc = 8.67 × 10−3 G at 10−6 K and Bc = 4.09 × 10−3 G at
10−3 K for La = 2 → Lb = 4, and Bc = 8.67 G at 10−6 K and Bc = 4.09 G at 10−3 K
for La = 4→ Lb = 6. The critical ﬁeld strengths for the |MSA = MSB = 1〉 → |MSA =
1,MSB = 0〉 + |MSA = 0,MSB = 1〉 transitions, with ∆MS = 1, are twice as large as
those for ∆MS = 2. It can be seen that the inelastic cross sections for La = 2→ Lb = 4
and La = 4→ Lb = 6 indeed decrease as B exceeds the corresponding Bc value. This
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Figure 5.1: State-to-state collision cross sections for the |MSA = 1,MSB = 1〉 → |MSA =
0,MSB = 0〉 and |MSA = 1,MSB = 1〉 → |MSA = 1,MSB = 0〉 + |MSA = 0,MSB =
1〉 transitions of NH + NH, obtained from coupled-channels calculations as a function of
magnetic field at E = 10−6 K. The (blue) lines marked with squares correspond to La = 0→
Lb = 2 transitions, the (red) lines marked with triangles correspond to La = 2 → Lb = 4,
and the (green) lines marked with circles correspond to La = 4→ Lb = 6. The vertical lines
indicate the Bc values below which the crossings for La = 2→ Lb = 4 and La = 4→ Lb = 6
are energetically accessible.
B-dependence is remarkable, considering that higher partial waves typically contribute
only if the exothermicity in the outgoing channel is large. Due to the long-range nature
of the magnetic dipole interaction, however, a decrease in exothermicity will shift the
crossings points Rc to a larger distance and consequently lead to more scattering of
higher partial waves.
The inﬂuence of the kinetic energy on the inelastic cross section can also be under-
stood in terms of the adiabatic curve crossings. For a given magnetic ﬁeld strength,
the avoided crossings for La = 2→ Lb = 4 and La = 4→ Lb = 6 are accessible only if
the collision energy exceeds the Ec value of Eq. (5.25). It follows from Eqs. (5.24) and
(5.25) that, if Ec increases, the critical ﬁeld strength Bc increases as well, and higher
partial waves can contribute over an increasingly wide range of ﬁelds. This is also
reﬂected in Figs. 5.1 and 5.2. In the ultracold regime, at a collision energy of 10−6 K
(Fig. 5.1), the Bc values for La = 2 → Lb = 4 and La = 4 → Lb = 6 are relatively
small and the s-wave incident channel (La = 0 → Lb = 2) is strongly dominant at all
ﬁeld strengths above B ≈ 10−2 G. At 10−3 K, however, the Bc values for the higher
partial-wave channels are much larger, and we ﬁnd that the La = 2 and 4 incoming
channels play a signiﬁcant role at all magnetic ﬁeld strengths below B ≈ 10 G. A more
detailed discussion on the energy dependence of the spin-inelastic cross section, based
on the Born approximation, will be given in the next section.
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Figure 5.2: State-to-state collision cross sections for the |MSA = 1,MSB = 1〉 → |MSA =
0,MSB = 0〉 and |MSA = 1,MSB = 1〉 → |MSA = 1,MSB = 0〉 + |MSA = 0,MSB =
1〉 transitions of NH + NH, obtained from coupled-channels calculations as a function of
magnetic field at E = 10−3 K. The (blue) lines marked with squares correspond to La = 0→
Lb = 2 transitions, the (red) lines marked with triangles correspond to La = 2 → Lb = 4,
and the (green) lines marked with circles correspond to La = 4→ Lb = 6. The vertical lines
indicate the Bc values below which the crossings for La = 2→ Lb = 4 and La = 4→ Lb = 6
are energetically accessible.
5.3.2 Comparison with BA and DWBA
Before comparing our numerical results with the analytical BA and DWBA expressions,
we must ﬁrst point out that Eqs. (5.16) and (5.23) apply only to collisions in which
MSA and MSB each change at most by 1 and L changes at most by 2. Furthermore,
the integral of Eq. (5.22) is deﬁned only if Lb > La + 1, and the DWBA cross section
of Eq. (5.23) is therefore valid only for La → La + 2 transitions. Figure 5.3 shows the
|M (a)SA = 1,M
(a)
SB
= 1, La〉 → |M (b)SA ,M
(b)
SB
, La + 2〉 cross sections as a function of B at
a collision energy of 10−6 K. The cross sections are summed over all ﬁnal states with
|M (b)SA −M
(a)
SA
| ≤ 1 and |M (b)SB −M
(a)
SB
| ≤ 1. Figure 5.4 shows the results as a function of
collision energy at a magnetic ﬁeld strength of 1 G. It can be seen that the BA results
are in very good agreement with the cross sections obtained from full coupled-channels
calculations, in particular at low magnetic ﬁelds and low collision energies. At high
ﬁelds and energies, the numerical cross sections exhibit several resonance features that
arise mainly from the intramolecular spin-spin coupling term. Note that this coupling
term is not included in the (DW)BA. Previous work has shown that the intramolecular
spin-spin coupling becomes increasingly important as the kinetic energy in the outgoing
channel increases, and, for B > 102 G and E > 10−2 K, causes almost the same amount
of spin relaxation as the intermolecular magnetic dipolar interaction (see Figs. 4.4 and
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4.5). Hence, the BA result of Eq. (5.16) deviates from the coupled-channels result at
high energies and ﬁeld strengths.
10−2 100 102 104
10−24
10−20
10−16
10−12
B (gauss)
σ
in
el
as
tic
 
(cm
2 )
L
a
=0 → Lb=2
L
a
=2 → Lb=4
L
a
=4 → Lb=6
 
 
Numerical
BA
DWBA
Figure 5.3: Total spin-inelastic collision cross sections for the |MSA = 1,MSB = 1〉 →
|MSA = 0,MSB = 0〉 and |MSA = 1,MSB = 1〉 → |MSA = 1,MSB = 0〉+ |MSA = 0,MSB = 1〉
transitions of NH + NH, calculated as a function of magnetic field at 10−6 K. Different colors
correspond to different La → Lb channel transitions.
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Figure 5.4: Total spin-inelastic collision cross sections for the |MSA = 1,MSB = 1〉 →
|MSA = 0,MSB = 0〉 and |MSA = 1,MSB = 1〉 → |MSA = 1,MSB = 0〉+ |MSA = 0,MSB = 1〉
transitions of NH + NH, calculated as a function of collision energy at a magnetic field
strength of 1 G. Different colors correspond to different La → Lb channel transitions.
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It can also be seen in Figs. 5.3 and 5.4 that the analytical distorted-wave BA
cross section, which contains an extra term due to the phase shift in the incoming
channel, is in slightly better agreement with the numerical La = 0 → Lb = 2 cross
section than the BA result. In particular, Fig. 5.3 shows that the BA cross section
for La = 0 → Lb = 2 starts to deviate from the coupled-channels calculations around
B ≈ 1 G, while the DWBA is accurate up to B ≈ 100 G. Thus, in the region between
1 and 100 G, the inelastic La = 0→ Lb = 2 cross section can be completely attributed
to the intermolecular magnetic dipole interaction and to the phase shift in the incident
channel. For the higher partial-wave channels, however, the analytical DWBA cross
section deviates signiﬁcantly from the coupled-channels result at high ﬁelds and low
energies. This is due to the (kb/ka)
La+1 term in the expression for σDWBAa→b [Eq. (5.23)],
which tends to inﬁnity if ka ≪ kb. Even for very small phase shifts, this term will
dominate the DWBA inelastic cross section for La > 0 if the collision energy is small
and the exothermicity is large. More speciﬁcally, we estimate from Eq. (5.23) that
the DWBA cross section diverges if (ka/kb)
2La+1 ≈ T (Ma)aa , and hence the eﬀect is
most pronounced for large La. We point out that the origin of the (kb/ka)
La+1 term
lies in the irregular spherical Bessel function yLa(kaR) [Eq. (5.22)], which enters the
asymptotic wave function if the phase shift is nonzero. At short range, the yLa function
tends to inﬁnity and ultimately leads to the unphysical behaviour observed in Figs. 5.3
and 5.4. A possible remedy for this problem is to evaluate the integral of Eq. (5.22)
only for R-values larger than a certain cutoﬀ radius. However, such an approach
requires careful numerical analysis and falls out of the scope of the present study.
Nevertheless, based on the results shown in Figs. 5.3 and 5.4, we conclude that the BA
gives more meaningful results than the analytical DWBA at most of the energies and
ﬁelds considered in this work. As a ﬁnal point, we note that the numerical phase shifts
for the higher partial-wave channels are orders of magnitude smaller than the s-wave
scattering phase shift, and our DWBA results would not be substantially improved by
including a phase shift in the outgoing channel.
As derived in Sec. 5.2.2, the threshold behaviour of the BA spin-inelastic cross
section in the limit of ka ≪ kb is given by σa→b ∼ B1/2−La and σa→b ∼ ELa−1/2.
Indeed, we ﬁnd that the La = 0 → Lb = 2, La = 2 → Lb = 4, and La = 4 → Lb = 6
inelastic cross sections at 10−6 K behave as B1/2, B−3/2, and B−7/2, respectively, for
ﬁeld strengths above B ≈ 5 × 10−2 G (see Fig. 5.3). Similarly, the cross sections at
B = 1 G follow an E−1/2, E3/2, and E7/2 dependence, respectively, at collision energies
below E ≈ 10−4 K (see Fig. 5.4). The validity regions of these threshold laws can
also be explained in terms of the Vmagn.dip-induced avoided crossings discussed in Sec.
5.3.1. The critical magnetic ﬁeld strengths below which the La = 2 → Lb = 4 and
La = 4→ Lb = 6 crossings are energetically accessible are on the order of Bc ≈ 10−2 G
for a collision energy of 10−6 K (see Fig. 5.1). If the magnetic ﬁeld strength exceeds Bc,
the crossings for the higher partial-wave channels are inaccessible and the corresponding
scattering process can proceed only by (non-classical) tunneling through the centrifugal
barrier. Hence we ﬁnd the quantum-mechanical threshold behaviour at ﬁelds above
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B ≈ 10−2 G. For ﬁeld strengths below Bc, the approximation of ka ≪ kb breaks down
and the B-dependence follows from the explicit evaluation of Eq. (5.16). That is,
the B-dependent threshold behaviour for B < Bc is given by (ka/kb)
2La−1 multiplied
by the hypergeometric function. If the magnetic ﬁeld is so small that ka ≈ kb, the
ﬁeld dependence becomes negligible and the cross section ﬂattens oﬀ to a constant
value. In order to explain the energy dependence, we apply Eqs. (5.24) and (5.25) to
determine the lowest possible Ec values at which the avoided curve crossings can occur.
At a magnetic ﬁeld of 1 G, the corresponding values are Ec = 5.8 × 10−5 K for the
La = 2 → Lb = 4 transition and Ec = 1.2 × 10−4 K for La = 4 → Lb = 6. Since the
crossings for the higher partial-wave channels are inaccessible if E < Ec, we recover
the quantum-mechanical threshold law at collision energies below E ≈ 10−4 K.
The results presented so far apply only to collisions whereMSA andMSB decrease at
most by 1 and L increases by 2. The total spin-inelastic cross section, however, contains
contributions from all (symmetry-allowed) outgoing partial waves and all ﬁnal states,
i.e. also the states with M
(b)
SA
= −1 and M (b)SB = −1. Let us now compare the BA and
DWBA results with the numerical total spin-inelastic cross sections for magnetically
trapped NH (M
(a)
SA
= M
(a)
SB
= 1), summed over all possible incoming partial waves and
all outgoing channels. The total BA cross section is obtained by performing the sums
over La and Lb in Eq. (5.16) for all possible (even) partial waves. To calculate the
total DWBA cross section, we perform the sums over La and Lb in Eq. (5.23) for all
possible (even) La values and Lb = La + 2. Since the numerical scattering calculations
were carried out for Lmax = 6, we also took this maximum value for La and Lb in the
(DW)BA expressions.
The total inelastic cross sections are presented in Figs. 5.5 and 5.6. It can be seen
that the BA is generally in much better agreement with the coupled-channels result
than the DWBA, except for a small region near 10 G at 10−3 K (Fig. 5.5) and near
10−3 K at 100 G (Fig. 5.6), where ka ≈ kb. As noted previously, the deviation of
the DWBA at high B and low E is due to the (kb/ka)
La+1 term in Eq. (5.23), which
causes unphysical behaviour if kb ≫ ka. At low magnetic ﬁelds and relatively high
energies, in particular at E = 10−3 K (see Fig. 5.5), we ﬁnd that the DWBA cross
section also deviates from the numerical result. In this region, the spin relaxation
arises mainly from the La = 2→ Lb = 2 transition, and, to a smaller extent, also from
the La = 0 → Lb = 2 and La = 2 → Lb = 0 transitions. Since the total DWBA cross
section is restricted such that Lb = La + 2, the most dominant inelastic transitions at
low B are thus not included in the DWBA. Similarly, the total DWBA cross section as
a function of energy (Fig. 5.6) shows a clear discrepancy with the numerical result at
B = 0.01 G for nearly all energies considered, and at B = 1 G for E > 10−3 K. This
is also due primarily to the missing La = 2→ Lb = 2 channel transition.
It can also be seen that the total BA cross section, which does include all possible
La → Lb transitions, agrees over a much wider range of E and B, but deviates from the
coupled-channels result at high ﬁelds and high collision energies. As already discussed
in the ﬁrst paragraph of this section, the deviation partly arises from the intramolecular
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Figure 5.5: Total spin-inelastic collision cross sections for two magnetically trapped NH
molecules, calculated as a function of magnetic field. Different colors correspond to different
collision energies.
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Figure 5.6: Total spin-inelastic collision cross sections for two magnetically trapped NH
molecules, calculated as a function of collision energy. Different colors correspond to different
magnetic field strengths.
spin-spin coupling term, which contributes signiﬁcantly to the numerical cross section
as the kinetic energy in the outgoing channel becomes large. Moreover, the BA only
includes contributions from ﬁnal states with MSA = 0, 1 and MSB = 0, 1, while the
total numerical cross section also contains terms with MSA = −1 and MSB = −1.
The results of Chapter 4 have shown that, as the intramolecular spin-spin coupling
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term becomes increasingly important, the state-to-state cross sections for M
(b)
SA
= −1
and/or M
(b)
SB
= −1 increase as well (see Fig. 4.6). Although the dominant mechanism
for M
(a)
Si
= 1 → M (b)Si = −1 transitions is likely to be the intramolecular spin-spin
term, which can decrease MSi by 2 directly in ﬁrst order, the intermolecular magnetic
dipolar coupling term may also induce such spin-changing collisions in second order.
This eﬀect is included only in the full coupled-channels calculation, and hence this may
represent another source of discrepancy between the BA and the numerical result.
5.4 Conclusions
We have presented a detailed theoretical study on the role of the intermolecular mag-
netic dipole-dipole interaction in cold and ultracold collisions of magnetically trapped
NH(X 3Σ−) molecules. The inelastic cross sections for Zeeman relaxation have been
obtained from rigorous coupled-channels calculations and from analytical results based
on the (distorted-wave) Born approximation. The derived expressions for the analyt-
ical cross sections are valid for any two paramagnetic species for which the electronic
spin and its space-ﬁxed projection are (approximately) good quantum numbers, but
we have applied them only to the NH + NH system.
We have found that the scattering of diﬀerent partial waves, induced by the mag-
netic dipolar coupling, is most easily understood by considering the adiabatic potential
curves. The intermolecular dipolar coupling term induces avoided crossings between
certain adiabats at long range, which in turn may lead to Zeeman relaxation. The
cross-section behaviour as a function of energy and magnetic ﬁeld is, to a large extent,
determined by whether or not these avoided crossings are energetically accessible. Re-
markably, the avoided crossings for higher partial waves become lower in energy as the
magnetic ﬁeld strength decreases, implying that the corresponding channels open up
below a certain critical ﬁeld strength. Indeed, it was found that the scattering of higher
partial waves becomes increasingly important as the exothermicity decreases.
The validity regions of the analytical BA and DWBA have been determined by
comparison with numerical close-coupling calculations. We have found that the BA is
accurate over a wide range of collision energies and ﬁelds, but starts to deviate from
the numerical cross sections at energies above ≈ 10−2 K and ﬁelds above ≈ 102 G.
This is mainly due to the eﬀect of the intramolecular spin-spin coupling term, which is
neglected in the BA but contributes signiﬁcantly to the numerical cross section as the
kinetic energy in the outgoing channel becomes large. The analytical distorted-wave
Born approximation, which accounts for a phase shift in the incident channel and thus
represents a correction to the BA, gives more accurate results than the BA in the case
of s-wave scattering. For higher partial-wave scattering, however, and in particular
at high magnetic ﬁelds and low energies, the DWBA cross section shows unphysical
behaviour and diverges to inﬁnity. Furthermore, the derived DWBA expression is valid
only for collisions where the partial-wave angular momentum is increased by 2, while the
total numerical cross section contains contributions from all possible outgoing partial
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waves. More speciﬁcally, at ﬁelds below ≈ 1 G and energies near 10−3 K, the dominant
contribution to the inelastic cross section is the La = 2 → Lb = 2 channel transition,
which is not included in the DWBA. Hence we conclude that the BA, which contains
all possible partial-wave contributions and does not show any unphysical behaviour, is
generally in much better agreement with the coupled-channels result than the DWBA.
Although we have focused only on NH(3Σ−) + NH(3Σ−) collisions in this study, the
theory and main conclusions should be general for any two (ultra)cold paramagnetic
species.
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Chapter 6
Quantum reactive scattering
This ﬁnal chapter deals with the quantum reaction dynamics of magnetically trapped
NH. We present a novel coupled-channels reactive scattering method in which only
the reactant arrangement is explicitly taken into account. It is assumed that, once a
reactive complex is formed at a suﬃciently short intermolecular distance, the reaction
proceeds irreversibly. We have applied our method to cold and ultracold NH + NH col-
lisions, both in a ﬁeld-free environment and in a magnetic ﬁeld. It is found that most of
the reactive collisions are governed by the intramolecular spin-spin coupling, and that
the dynamics is non-universal. The reactive cross sections are virtually independent of
magnetic ﬁeld strength for ﬁelds below 100 G, consistent with the Wigner threshold
law for exoergic processes. As a consequence, the reactivity can also be accurately
predicted by ﬁeld-free calculations. This result implies, however, that magnetic ﬁeld
control of NH + NH chemical reactions will be rather diﬃcult. Furthermore, we ﬁnd
that reactive scattering processes can compete strongly with elastic collisions, making
evaporative cooling of magnetically trapped NH more challenging than previously ex-
pected. Nevertheless, based on a sampling of the uncertainty range of the interaction
potentials, we conclude that both cold controlled chemistry and evaporative cooling of
NH remain feasible.
6.1 Introduction
The ability to produce and trap atomic and molecular species at sub-kelvin tempera-
tures oﬀers numerous exciting possibilities in the ﬁeld of chemistry. Recent experiments
have demonstrated that cold chemical reactions can be eﬃciently manipulated by ap-
plying an external electromagnetic ﬁeld, either by tuning the electric dipole-dipole
interaction in a polar molecular gas [36], by controlling the stereodynamics through
a conﬁning trapping potential [45], or by tuning the reaction from endo- to exoergic
[132]. For an ultracold gas composed of a single species, the reactivity may also be
93
6 Quantum reactive scattering
controlled by changing the internal quantum state of one of the collision partners,
thereby exploiting the quantum statistics of identical particles [44]. Furthermore, the
pronounced quantum behaviour of ultracold matter may lead to novel phenomena such
as ”superchemistry”, a process in which an atomic and molecular Bose-Einstein con-
densate are coherently coupled to stimulate the formation of molecules [133].
Up to the present, experimental studies on ultracold chemical reactions have fo-
cused only on (bi-)alkali-metal systems with a rather limited chemistry. Moreover,
most of the ultracold reactive processes observed so far exhibit universal behaviour,
i.e., the dynamics are completely governed by long-range interactions and the reaction
proceeds with unit probability once the reactants are suﬃciently close to each other
[134]. Cold reactive collisions in the non-universal regime, as well as cold reactions in-
volving non-alkali or paramagnetic molecules, are still largely unexplored. Knowledge
of the degree of universality is useful to understand and interpret the (generally com-
plex) full-dimensional reaction dynamics in terms of simple few-parameter models. In
particular, one may separate the scattering problem into a short-range and long-range
component, and capture the complicated physics at short range in a single ‘universal-
ity’ parameter. Such an approach can also prove useful for molecular systems for which
coupled-channels calculations are intractable.
In this work, we consider the chemistry of (ultra)cold NH(X 3Σ−) radicals both in
the presence and absence of a magnetic ﬁeld. Reactive NH + NH collisions can yield
as many as 8 diﬀerent product arrangements (see Fig. 1.4), making it a versatile sys-
tem for (ultra)cold chemistry experiments. Furthermore, chemical reactions between
two magnetically trapped NH molecules can proceed only if the NH–NH collision com-
plex – initially in the non-reactive quintet state – undergoes a spin-change to either
the singlet or triplet dimer state. Thus, the NH + NH reaction dynamics may be
non-universal. In order to study the reactivity of cold NH radicals, we have employed
a single-arrangement quantum reactive scattering method in which only the reactant
conﬁguration is explicitly taken into account. The cross sections are obtained from
rigorous coupled-channels calculations, but they are not resolved for the diﬀerent re-
action product states. It will be shown that the total reaction probability is indeed
non-universal and is strongly dependent on the details of the (short-range) interaction
potentials. This constitutes one of the ﬁrst examples of a non-universal chemistry in
the cold and ultracold regime.
This chapter is organized as follows. In Sec. 6.2, we ﬁrst outline the basic idea of
our quantum reactive scattering method and subsequently present a general derivation
of the propagation algorithm (Sec. 6.2.1). Reactive scattering boundary conditions and
the construction of the S-matrix are discussed in Sec. 6.2.2, followed by a summary
of the computational details of the NH + NH cross section calculations (Sec. 6.2.3).
Results and conclusions are given in Secs. 6.3 and 6.4, respectively. We end Sec. 6.4
with some general concluding remarks regarding this thesis.
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6.2 Theory
Throughout this chapter, we focus on collisions between two magnetically trapped
15NH(X 3Σ−) molecules and treat the monomers as rigid rotors. The coordinate system
consists of the intermolecular vector R, with length R, the polar angles θA and θB of
the monomers, and the dihedral angle φ (see Fig. 2.1). Figure 6.1 shows a plot of
the minima of the three NH–NH potentials as a function of R, obtained by scanning
over the angles θA, θB, and φ for each value of R. It can be seen that the singlet
and triplet potentials are strongly attractive at small intermolecular distances, which
is due to their chemically reactive nature (see also Figs. 1.4 and 1.6). The minima of
the singlet and triplet surfaces correspond to the covalently bound N2H2 conﬁguration,
with θA = θB ≈ 90◦.
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Figure 6.1: Minimum of the quintet (S = 2), triplet (S = 1), and singlet (S = 0) NH–NH
potential energy surfaces as a function of R, obtained by scanning over the angles θA, θB,
and φ for each value of R. The van der Waals minimum at R = 6.6 a0 corresponds to a linear
geometry, with θA = θB = 0
◦, while the deep minima of the singlet and triplet states (R < 6
a0) correspond to θA = θB ≈ 90◦. The figure is adapted from Ref. [90].
In view of the deep potential energy wells for the singlet and triplet states, we may
assume that, once a singlet or triplet NH–NH complex is formed, the system readily
undergoes chemical rearrangement. For instance, NH + NH may react into the chemi-
cally stable N2H2 molecule (provided that a third body can dissipate the excess kinetic
energy) or into a binary product conﬁguration such as N2 + H2 (see Fig. 1.4). In order
to calculate the total reaction probability, we consider only the NH + NH reactant
arrangement and assume a “point of no return” on the reactive singlet and triplet po-
tential energy surfaces. That is, at a certain value of the radial coordinate, R0, we allow
ﬂux to disappear into reactive channels. Note that collisions occurring on the quintet
potential are non-reactive. Our method diﬀers from the well-established log-derivative
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approach (see also Sec. 1.4.2) as follows. In the case of single-arrangement reactive
scattering, the log-derivative propagator is initialized by applying complex boundary
conditions in the short range [78, 83], resulting in a non-unitary S-matrix. The devia-
tion from unitarity is used to calculate the reactive scattering cross section for a given
incoming channel. Here, we ﬁrst calculate a complete set of (real-valued) regular and
irregular solutions of the coupled-channels equations, and impose the desired boundary
conditions after the propagation. Thus, once the propagation routine is completed, we
may enforce all possible boundary conditions to construct all possible scattering wave
functions for a given Hamiltonian. We have exploited this feature to test two types
of reactive boundary conditions. In all cases, the S-matrix is manifestly unitary. Al-
though not implemented, our method also allows for parallelization of the scattering
code. This may be achieved by solving the coupled-channels equations for diﬀerent
intervals and matching the solutions afterwards. Our propagation algorithm, which
is based on the renormalized Numerov method, is outlined in the following section.
Section 6.2.2 describes how appropriate boundary conditions can be applied to extract
the reactive scattering S-matrix.
6.2.1 Propagation
We start by deﬁning an equidistant radial grid of points Ri, i = 0, . . . , n, with a grid
spacing of ∆. We consider a channel basis of dimension N and assume that all matrix
elements of the coupling matrix W (Ri) are known for a given total energy E [see
Eq. (1.7)]. Our aim is to ﬁnd two linearly independent solutions per channel for the
coupled-channels equations, U ′′(R) = W (R)U(R), by numerical propagation from R0
to Rn (see Fig. 6.2). The two sets of solutions, referred to as regular and irregular
solutions, will be denoted as F (n)(R) and G(n)(R), respectively. The superscript (n)
refers to the interval [R0, Rn]. The functions are deﬁned by the following boundary
conditions:
F
(n)
0 = 0, F
(n)
n = 1, (6.1)
G
(n)
0 = 1, G
(n)
n = 0, (6.2)
where we have written F
(n)
i ≡ F (n)(Ri) and G(n)i ≡ G(n)(Ri). The symbols 0 and 1
represent the null and identity matrix, respectively. To initialize the propagation, we
write for n = 1
F
(1)
0 = 0, F
(1)
1 = 1, (6.3)
G
(1)
0 = 1, G
(1)
1 = 0. (6.4)
We will now outline the algorithm to propagate the solutions to larger R. In order to
apply the scattering boundary conditions, we will only require the function values in
points R0, R1, Rn−1, and Rn. For the sake of completeness, however, we will derive the
general expressions for an arbitrary point Ri.
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Figure 6.2: Example of two regular and irregular solutions on the intervals [R0, Rm] (blue
lines) and [R0, Rm+1] (red lines).
Renormalized Numerov propagation [79] for n ≥ 2 relies on the three-point recur-
rence formula
−Ci−1Ui−1 + (12 1− 10Ci)Ui −Ci+1Ui+1 = 0, (6.5)
where Ci = 1 − ∆212Wi and Wi ≡ W (Ri). We ﬁrst consider the regular solutions
U(R) = F (n)(R), for which the Numerov algorithm is relatively straightforward. If we
express F
(n)
i in terms of F
(n)
i+1,
F
(n)
i = Qi+1F
(n)
i+1, (6.6)
we may derive a recurrence relation for the coeﬃcient matrices Q by inserting Eq. (6.6)
into Eq. (6.5). This yields
Qi+1 = [12 1− 10Ci −Ci−1Qi]−1Ci+1, (6.7)
which, subject to the boundary condition F
(n)
0 = Q1 = 0, provides the Q-matrices
for all values of i. This is the well known renormalized Numerov scheme for standard
inelastic scattering [79]. We note that the Q-matrices are independent of the length of
the grid, and hence the superscript (n) has been omitted in our notation for Qi. Once
the Q-matrices are known over a certain interval [R0, Rm], with Rm ≤ Rn, the values
for F
(m)
i readily follow from Eq. (6.6) and the requirement that F
(m)
m = 1:
F
(m)
i = Qi+1Qi+2 . . .Qm−1QmF
(m)
m
=
m∏
k=i+1
Qk. (6.8)
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When propagating from Rm to Rm+1 (with F
(m+1)
m+1 = 1), the function values can thus
be updated through
F
(m+1)
i = F
(m)
i Qm+1. (6.9)
As a special case, we note that F
(n)
n−1 is identical to Qn by virtue of Eq. (6.6).
The irregular solutions G(n)(R) are equivalent to the regular functions obtained by
propagating in the reversed direction, i.e. from Rn to R0. It will be demonstrated,
however, that the irregular solutions can also be obtained during the propagation
from R0 to Rn. That is, a single propagation run is suﬃcient to obtain the two sets
of solutions. In order to calculate G(n)(R), we ﬁrst recognize that, for any interval
[R0, Rm], the functions F
(m)(R) and G(m)(R) are linearly independent. Hence, we may
write
G
(m+1)
i = G
(m)
i X
(m)
G + F
(m)
i X
(m)
F . (6.10)
By using the boundary conditions of Eqs. (6.1) and (6.2) and taking i = 0, we ﬁnd
that X
(m)
G = 1, while i = m gives X
(m)
F = G
(m+1)
m . Thus, we have
G
(m+1)
i = G
(m)
i + F
(m)
i G
(m+1)
m . (6.11)
For i = m+ 1, we obtain after some manipulation
G(m+1)m = −Qm+1G(m)m+1, (6.12)
where we have used that F
(m)
m ≡ 1 = Qm+1F (m)m+1. The factor G(m)m+1 can be found by
evaluating Eq. (6.5) for U = G(m) and using the boundary condition that G
(m)
m = 0.
This gives
G
(m)
m+1 = −C−1m+1Cm−1G(m)m−1. (6.13)
Substitution of Eq. (6.13) into Eq. (6.12) yields
G(m+1)m = Qm+1C
−1
m+1Cm−1G
(m)
m−1, (6.14)
which completes our set of equations. The propagation from point Rm to Rm+1 may
now proceed as follows. First, the matrix Qm+1 is computed from Eq. (6.7), followed
by an update of the regular functions F (m+1)(R) [Eq. (6.9)]. The irregular solutions
can be updated using Eq. (6.11),
G
(m+1)
i = G
(m)
i + F
(m)
i Qm+1C
−1
m+1Cm−1G
(m)
m−1. (6.15)
This procedure is repeated until the ﬁnal grid point Rn is reached.
In order to speed up the calculation, the propagation may also be performed with
a variable step size. This is particularly useful for scattering calculations at very
low collision energies, for which the de Broglie wavelength can become very large. A
relatively simple variable-step-size approach is to double the step size whenever the
smallest local de Broglie wavelength increases by a factor of two, thus ensuring that
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the number of grid points per minimum wavelength is approximately constant. The
algorithm needed for such propagation requires a small modiﬁcation of the ﬁxed-step-
size routine described above. We will outline this modiﬁed procedure using the notation
shown in Fig. 6.3. The points labeled with a prime refer to the doubly-spaced grid, with
increments of ∆′ = 2∆, while labels without a prime correspond to the singly-spaced
grid.
m′ − 2 m′ − 1 m′ m′ + 1 m′ + 2
m− 2 m− 1 m m+ 1 m+ 2
Figure 6.3: Radial grids used for renormalized Numerov propagation. Points labeled by m
correspond to an equidistant grid with spacing ∆, and points labeled by m′ correspond to a
doubly-spaced grid with spacing ∆′ = 2∆.
We consider the case where the step size changes from ∆ to ∆′ at the point Rm =
Rm′ . It is assumed that all Q-matrices and function values are known over the complete
interval [R0, Rm]. The Q-matrix can be propagated from Rm′ to Rm′+1 using the
relation
Qm′+1 = [(12 1− 10Cm′)−Cm′−1Qm′]−1Cm′+1, (6.16)
with Cm′ = 1 − (∆
′)2
12
Wm′ and Qm′ = Qm−1Qm. Thus, the propagation to Rm′+1
evolves as if the grid has a constant spacing of ∆′. The regular functions are now
given by
F
(m′+1)
i = F
(m′)
i Qm′+1, (6.17)
with F
(m′)
i = F
(m)
i . For the irregular solutions we obtain [see also Eq. (6.11)]
G
(m′+1)
i = G
(m′)
i + F
(m′)
i G
(m′+1)
m′ , (6.18)
with G
(m′)
i = G
(m)
i . The matrix G
(m′+1)
m′ can be calculated in analogy to Eq. (6.14),
G
(m′+1)
m′ = Qm′+1C
−1
m′+1Cm′−1G
(m′)
m′−1. (6.19)
The only remaining task is to ﬁnd an expression for G
(m′)
m′−1. This function corresponds
exactly to G
(m)
m−2 on the singly-spaced grid, and hence we may write
G
(m′)
m′−1 = G
(m−1)
m−2 + F
(m−1)
m−2 G
(m)
m−1, (6.20)
with F
(m−1)
m−2 = Qm−1. Since all of these terms are known from previous propagation
steps, we can readily evaluate G(m
′+1)(R) from Eq. (6.18). This completes the full
propagation from Rm′ to Rm′+1.
In order to propagate from Rm′+1 to Rm′+2, we return to the standard ﬁxed-step-
size algorithm and employ a step size of ∆′. The process of step-size-doubling may be
repeated as long as the number of points per de Broglie wavelength remains suﬃciently
large.
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6.2.2 Boundary conditions and S-matrix
Once the F (n)(R) and G(n)(R) functions are known in the points R0, R1, Rn−1, and
Rn, we may extract the scattering S-matrix by enforcing reactive scattering boundary
conditions. Let us ﬁrst consider the general scattering case depicted in Fig. 6.4. We
allow ﬂux to enter and exit in both the asymptotic NH + NH channels and the reactive
NHNH channels, requiring only that the total ﬂux is conserved. We distinguish two sets
of ﬁnal solutions,
←−
Ψ(R) and
−→
Ψ(R), with the overhead arrows indicating the direction
of the incident ﬂux. The matrices with ﬂux-normalized incoming and outgoing waves
are denoted as Ii and Oi, respectively, with Ii ≡ I(Ri) and Oi ≡ O(Ri). Note that
the directions of “incoming” and “outgoing” waves are diﬀerent for R0 and Rn. We
will be interested only in the solutions
←−
Ψ(R), with unit incoming ﬂux at R = Rn, but
we include
−→
Ψ(R) for the sake of completeness.
←−
Ψ0 = O0
←−
S 0
−→
Ψ0 = I0 +O0
−→
S 0
out
in
out
R0 Rn
←−
Ψ(R) = F (n)(R)
←−
DF +G
(n)(R)
←−
DG
−→
Ψ(R) = F (n)(R)
−→
DF +G
(n)(R)
−→
DG
←−
Ψn = In +On
←−
S n
−→
Ψn = On
−→
S n
in
out
out
Figure 6.4: Schematic view of the reactive scattering wave functions obtained through
renormalized Numerov propagation. The overhead arrows for the different wave functions
indicate the direction of the incoming flux. See text for details.
The wave functions can be written as linear combinations of F (n)(R) and G(n)(R),
←−
Ψ(R) = F (n)(R)
←−
DF +G
(n)(R)
←−
DG, (6.21)−→
Ψ(R) = F (n)(R)
−→
DF +G
(n)(R)
−→
DG, (6.22)
with the D-matrices representing R-independent coeﬃcients. We now require that←−
Ψ(R) and
−→
Ψ(R) obey the boundary conditions illustrated in Fig. 6.4. More speciﬁcally,
for a given incident-ﬂux direction, we deﬁne two (N×N) S-matrices, S0 and Sn, which
contain the probability amplitudes for transitions to reactive and non-reactive channels,
respectively. These S-matrices are such that the total ﬂux is rigorously conserved. In
matrix notation, we obtain(←−
Ψn
−→
Ψn←−
Ψ0
−→
Ψ0
)
=
(
F
(n)
n G
(n)
n
F
(n)
0 G
(n)
0
)(←−
DF
−→
DF←−
DG
−→
DG
)
=
(
In 0
0 I0
)
+
(
On 0
0 O0
)(←−
S n
−→
S n←−
S 0
−→
S 0
)
, (6.23)
where we have deﬁnedΨi ≡ Ψ(Ri). Note that the dimension of the matrices is 2N×2N .
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A similar expression may be written for the functions in points R1 and Rn−1:(←−
Ψn−1
−→
Ψn−1←−
Ψ1
−→
Ψ1
)
=
(
F
(n)
n−1 G
(n)
n−1
F
(n)
1 G
(n)
1
)(←−
DF
−→
DF←−
DG
−→
DG
)
=
(
In−1 0
0 I1
)
+
(
On−1 0
0 O1
)(←−
S n
−→
S n←−
S 0
−→
S 0
)
. (6.24)
The (2N × 2N) matrix containing the Sn and S0 blocks will be referred to as the full
S-matrix S. It can be shown that this matrix is unitary provided that the Ii and Oi
functions have the same ﬂux normalization. By combining Eqs. (6.23) and (6.24), and
using the deﬁnitions of Eqs. (6.1) and (6.2) for F
(n)
i and G
(n)
i , we may write(←−
S n
−→
S n←−
S 0
−→
S 0
)
= −
[(
F
(n)
n−1 G
(n)
n−1
F
(n)
1 G
(n)
1
)(
On 0
0 O0
)
−
(
On−1 0
0 O1
)]−1
×
[(
F
(n)
n−1 G
(n)
n−1
F
(n)
1 G
(n)
1
)(
In 0
0 I0
)
−
(
In−1 0
0 I1
)]
. (6.25)
Let us now consider the S-matrix blocks that correspond to NH + NH collisions, i.e.
with unit incident ﬂux in the asymptotic channels. Employing the general expression
for the inverse of a block matrix,(
a b
c d
)−1
=
(
(a− bd−1c)−1 −(a− bd−1c)−1bd−1
−d−1c(a− bd−1c)−1 d−1 + d−1c(a− bd−1c)−1bd−1
)
, (6.26)
we obtain for the non-reactive scattering block
←−
S n,
←−
S n = −
[
(F
(n)
n−1On −On−1)−G(n)n−1O0(G(n)1 O0 −O1)−1F (n)1 On
]−1
×
[
(F
(n)
n−1In − In−1)−G(n)n−1O0(G(n)1 O0 −O1)−1F (n)1 In
]
, (6.27)
and for the reactive block
←−
S 0 we ﬁnd←−
S 0 = −(G(n)1 O0 −O1)−1F (n)1 (In +On
←−
S n). (6.28)
Note that this equation is expressed in terms of
←−
S n. In order to evaluate Eqs. (6.27)
and (6.28), we also require explicit forms for the diﬀerent incoming and outgoing waves.
Asymptotically open channels, with channel energy ǫ
(n)
p < E and wavenumber k
(n)
p , are
ﬂux-normalized to [see also Eqs. (1.23) – (1.26)]
Ii = U˜nI˜i,
(I˜i)p,q =
√
µk
(n)
p
~
Rih
(2)
lp
(k(n)p Ri)δp,q, (6.29)
Oi = U˜nO˜i,
(O˜i)p,q =
√
µk
(n)
p
~
Rih
(1)
lp
(k(n)p Ri)δp,q, (6.30)
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with U˜n representing the orthogonal matrix of asymptotic channel eigenfunctions, µ
is the reduced mass, and h
(1)
lp
and h
(2)
lp
are spherical Hankel functions of the ﬁrst and
second kind, respectively, for partial wave lp. We match the asymptotically closed
channels, with ǫ
(n)
p > E, to functions with zero ﬂux,
(O˜i)p,q = Riklp(k
(n)
p Ri)δp,q, (6.31)
with klp denoting the modiﬁed spherical Bessel function of the second kind. Incom-
ing waves for closed channels are not considered here. We note that by discarding
the incident ﬂux in asymptotically closed channels, the
←−
S n and
←−
S 0 matrices become
rectangular rather than square. The columns of the full S-matrix remain orthonormal,
however, and hence the relation S†S = 1 is preserved.
In the short range, we take the adiabatic eigenvalues ǫ
(0)
p at R = R0 as local channel
energies and assume that these vary linearly with R [135]. The slope αp of the adiabats
between R0 and R1 is used to distinguish between open and closed reactive channels.
We assume that adiabats with αp > 0 will become energetically accessible at some
small R (R ≤ R0), and hence we deﬁne the corresponding channels as “open”. For
these channels, the ﬂux-normalized outgoing waves are given by
Oi = U˜0O˜i,
(O˜i)p,q =
√
µπ
x
{
Ai([Ri − R0]x+ [ǫ(0)p −E]x/αp)
+j Bi([Ri − R0]x+ [ǫ(0)p − E]x/αp)
}
δp,q, (6.32)
where U˜0 represents the matrix of adiabatic eigenfunctions at the point R = R0, x =
(2µαp/~
2)1/3, Ai and Bi are Airy functions [131], and j =
√−1. Channels with αp < 0
are considered locally closed, since the corresponding adiabats will eventually become
repulsive at R ≤ R0. These channels are matched with real-valued, exponentially
decaying functions,
(O˜i)p,q = Ai([Ri − R0]x+ [ǫ(0)p − E]x/αp)δp,q, (6.33)
where x is the real cube root of 2µαp/~
2, i.e. x = sgn(αp)(2µ|αp|/~2)1/3. Incoming
waves at small R are not considered in our calculations. Thus, once the reaction
proceeds, the products cannot be converted back into a reactant conﬁguration.
Instead of assuming that the adiabats vary linearly with R in the short range,
we may also assume that they are constant when R ≈ R0. In that case, we should
match with functions of the form (µ/~k
(0
p )−1/2 exp(−jk(0p Ri) rather than Airy functions.
Locally closed channels, now deﬁned by (k
(0)
q )2 < 0, can be matched as ∼ exp(|k(0)q |Ri).
We have veriﬁed that both conventions give approximately the same results, with
diﬀerences on the order of 1 percent. The results presented here are obtained using the
Airy function convention.
By using Eqs. (6.29) to (6.31) for points i = n and i = n− 1, and Eqs. (6.32) and
(6.33) for i = 0 and i = 1, we may evaluate Eqs. (6.27) and (6.28) to obtain the relevant
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S-matrices. The elastic and inelastic cross sections can be calculated in the usual way
[see e.g. Eq. (1.30)] using the transmission T -matrix
←−
T n = 1−←−S n. In order to extract
the total reactive cross sections, we must ﬁrst point out that the reactive channels at
R0 lack a well-deﬁned partial-wave quantum number l and corresponding space-ﬁxed
projection ml. Hence, for a given initial state |qA, qB〉, we calculate the reactive cross
section as
σreactiveqA,qB =
π
k2q
∑
l,ml
∑
qAB
∣∣∣∣(←−T 0)
qAB;qA,qB,l,ml
∣∣∣∣
2
, (6.34)
where k2q denotes the squared wavenumber for the incident channel, qAB labels the
reactive channels, and the T -matrix is deﬁned by
←−
T 0 = 0−←−S 0. As in the non-reactive
case, the cross sections must be multiplied by a factor of 2 if the molecules are identical
particles in the same initial states.
6.2.3 Computational details
We have performed reactive scattering calculations for 15NH(X 3Σ−) + 15NH(X 3Σ−)
both in the presence and absence of an external magnetic ﬁeld. The ﬁeld-free cal-
culations were carried out using a total angular momentum (J ) representation, as
described in Chapter 3. The scattering calculations in a magnetic ﬁeld were performed
for ﬁxed values of the space-ﬁxed total angular momentum projectionM (see Chapter
4). The Hamiltonian and channel basis set for the ﬁeld-free calculations are given by
Eqs. (3.1) – (3.3) and (3.8), respectively, and for scattering in a magnetic ﬁeld we used
Eqs. (4.1) – (4.3) and (4.13). The Hamiltonian contained the potential energy surfaces
for all three spin states of the NH–NH complex (S = 0, 1, and 2). We have found
that the quintet (S = 2) interaction energies calculated at the CASPT2 level of theory
are in slightly better agreement with the RCCSD(T) results than the CASPT3 data,
and hence we have used the CASPT2 data for the singlet (S = 0) and triplet (S = 1)
potentials [see Eq. (2.1)]. The asymptotic monomer eigenfunctions were obtained by
separately diagonalizing the monomer Hamiltonians HˆA and HˆB. The collision cross
sections for two magnetically trapped NH molecules were calculated using Eq. (3.17)
(see Secs. 3.2 and 4.2 for more details). All calculations were carried out in Matlab
[118].
The channel basis sets were truncated at a certain value of the monomer rotational
angular momentum, Nmax, and at a certain maximum of the partial-wave angular mo-
mentum, lmax (denoted as Lmax in Chapters 3 and 4). The ﬁeld-free calculations were
performed for Nmax = 6 and lmax = 6, and for the calculations in a magnetic ﬁeld
we used Nmax = 2 and lmax = 6. We considered only channel functions with even
permutation symmetry and even parity. As outlined on p. 45 and 63, this symmetry
type allows for s-wave (l = 0) collisions between identical bosonic molecules in the
same initial quantum state. The angular expansions of the potentials [Eq. (3.4)] were
truncated at LA = LB = 8. The radial propagation was carried out using the renor-
malized Numerov algorithm described above. The minimum number of grid points
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per smallest de Broglie wavelength was set to 10, and the propagation step size was
doubled whenever the smallest wavelength increased by a factor of 2. The radial grid
ranged from R0 = 4.5 to Rn = 500 a0 for the ﬁeld-free calculations, and from R0 = 4.5
to Rn = 1500 a0 for scattering in a magnetic ﬁeld. The cross sections were calculated
for collision energies ranging from 10−6 to 1 K, and for magnetic ﬁeld strengths ranging
from 10−1 to 104 G.
As a ﬁnal point, we note that the Bi functions appearing in Eq. (6.32) tend to
inﬁnity if αp → 0. For numerical reasons, we have set an upper bound of 1010 on these
function values. We have veriﬁed that this has a negligible eﬀect on the cross sections.
6.3 Results and discussion
6.3.1 Energy dependence
We begin by discussing the collision cross sections for magnetically trapped 15NH in the
presence of an external ﬁeld. Figure 6.5 shows the elastic, spin-inelastic, and reactive
cross sections as a function of the collision energy E for a total angular momentum
projection ofM = 2 and a magnetic ﬁeld of B = 1 G. Note thatM = 2 corresponds to
s-wave collisions in the entrance channel, i.e. the channel with monomer spin-projection
quantum numbers MSA = MSB = 1. We ﬁnd that the elastic cross section at small
E becomes constant as a function of energy, consistent with Wigner’s threshold law
for elastic s-wave scattering [see Eq. (3.18)]. Both the inelastic and reactive cross
sections exhibit E−1/2 threshold behaviour, as expected from the El−1/2 law for exoergic
processes with l = 0 [119]. In order to compare our results with the non-reactive case,
we have also plotted the cross sections obtained from scattering calculations on the
non-reactive quintet potential. We have veriﬁed that, when including only the S = 2
surface, our renormalized Numerov reactive scattering code gives the same results as
the modiﬁed MOLSCAT code [116, 117] used in previous chapters. As can be seen in
Fig. 6.5, the inclusion of chemically reactive (S = 0 and 1) potentials has an almost
negligible eﬀect on the elastic and spin-inelastic cross sections. This conﬁrms our
expectations described in Chapter 3 (see p. 53). We thus conclude that most of the
non-reactive, inelastic trap loss occurs on the quintet surface, and that collisions on
the S = 0 and 1 potentials are almost 100% reactive.
Figure 6.5 also indicates that reactive collisions can compete quite strongly with
elastic ones, and hence we must reconsider the prospects for molecular evaporative
cooling. The fact that (for B = 1 G) the elastic-to-reactive cross section ratio is
much smaller than the elastic-to-inelastic ratio suggests that evaporative cooling of
magnetically trapped NH might be more diﬃcult than previously expected. We will
return to this topic later, when discussing the eﬀect of uncertainties in the potentials.
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Figure 6.5: Cross sections for magnetically trapped 15NH + 15NH as a function of collision
energy, calculated forM = 2 at a magnetic field strength of 1 G. The solid lines were obtained
by including all three NH + NH potential energy surfaces in the scattering calculations, while
the dotted lines were obtained using only the non-reactive quintet potential.
6.3.2 Magnetic-field dependence
In Fig. 6.6, we present the collision cross sections for M = 2 as a function of mag-
netic ﬁeld, calculated at a collision energy of 10−6 K. We have already established in
Chapters 4 and 5 that the intermolecular magnetic dipolar term is the dominant source
of inelastic trap loss at ultralow energies. Indeed, when discarding the intermolecu-
lar magnetic dipole-dipole coupling (Vmagn.dip) in our reactive scattering calculations,
the spin-inelastic cross section decreases by several orders of magnitude. As discussed
on p. 80, the threshold behaviour of the inelastic cross section is σ ∼ B1/2−lin when
the magnetic dipole-dipole coupling is switched on, and σ ∼ B1/2+lout otherwise. The
quantum numbers lin and lout represent the partial waves for the incoming and outgoing
channels, respectively. The B1/2+lout result holds when the intramolecular couplings
are dominant.
Let us now consider the reactive cross sections as a function of magnetic ﬁeld. We
have found that the intermolecular spin-spin term induces virtually no reactivity, while
the intramolecular spin-spin coupling (Vintra−SS) has a very large eﬀect on the reactive
cross section. As can be seen in Fig. 6.6, the reactive cross sections become much
smaller when the intramolecular coupling is switched oﬀ. This can also be understood
by considering that the intermolecular spin-spin interaction is long-ranged, while a
chemical reaction can only proceed when the reactants approach each other to a very
short distance. Hence, the intramolecular spin-spin coupling, which acts through the
potential anisotropy at short range [86, 57], plays the most important role in the reac-
tion process. The reactive cross sections reveal, however, diﬀerent threshold behaviour
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Figure 6.6: Cross sections for magnetically trapped 15NH + 15NH as a function of magnetic
field, calculated for M = 2 at a collision energy of 10−6 K. The spin-inelastic cross sections
obtained with the intermolecular magnetic dipole term switched off, and the reactive cross
sections obtained with the intramolecular spin-spin coupling switched off, are also plotted.
than the inelastic cross sections due to Vintra−SS. Since the reaction can proceed with-
out having to overcome any centrifugal barrier in the outgoing channel, the reactive
cross section behaves as B0 rather than B1/2+lout . This B0 result is essentially a conse-
quence of the Elin−1/2 Wigner law for exothermic collisions. If the scattering process is
strongly exothermic, as is the case for the NH + NH reactions considered in this work,
the threshold behaviour is determined only by the centrifugal barrier in the entrance
channel. That is, the energy of the outgoing (reactive) channel has no eﬀect on the
collision cross section.
If the exoergodicity of reaction is still suﬃciently large at B = 0, we may expect the
B0 threshold regime to extend down to zero ﬁeld. Figure 6.7 compares the scattering
results for diﬀerent magnetic ﬁeld strengths, including B = 0, as a function of collision
energy. All calculations were performed with the same channel basis set (Nmax = 2,
lmax = 6, M = 2). We ﬁnd that the reactive cross sections obtained from ﬁeld-free
calculations are in excellent agreement with the results for B = 0.1, 1, and 100 G,
and deviate only at a relatively high ﬁeld of B = 1000 G. Thus, the B0 regime holds
from B = 0 to B ≈ 100 G for virtually all collision energies considered. It can
also be seen that the inelastic cross sections are diﬀerent for all B values, and they
also show diﬀerent threshold behaviour as a function of energy. When the magnetic
ﬁeld is decreased from B 6= 0 to B = 0, the spin-changing collisions become isoergic
rather than exoergic, and the threshold behaviour changes from Elin−1/2 to Elin+lout
[Eq. (3.18)]. A more detailed analysis on these inelastic threshold regimes is given in
Secs. 3.3, 4.3, and 5.3.
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Figure 6.7: Cross sections for magnetically trapped 15NH + 15NH as a function of collision
energy, calculated for M = 2 at various magnetic field strengths. The elastic cross sections
are the same for all magnetic fields considered, and the reactive cross sections are the same
for B = 0, 0.1, 1, and 100 G. The results of the universal quantum-defect model [Eqs. (6.35)
and (6.36)] are also shown for comparison.
6.3.3 Scattering in the universal limit
We now turn to the topic of universality. In order to establish whether the ultra-
cold chemistry of NH + NH is universal, we compare our scattering results with
the single-channel quantum-defect model of Idziaszek and Julienne [134]. This model
parametrizes the collision dynamics in terms of two dimensionless parameters, s and
y, which represent a reduced scattering length and short-range reaction probability,
respectively. In the universal limit, y is unity and all scattering ﬂux that reaches the
short range disappears into (exoergic) reactive channels. The role of the long-range po-
tential is to determine how much of the entrance-channel wave is transmitted to short
range to experience such reactive “loss” dynamics. For a single isotropic potential, the
universal elastic and reactive cross sections for s-wave collisions are given by [134]
σelastic(k) = 4ga¯
2, (6.35)
σreactive(k) = 2g
a¯
k
, (6.36)
where k is the wavenumber for the entrance channel. The symmetry factor g takes the
value of 1 except when both particles are identical species in identical internal states,
in which case g = 2. The parameter a¯ denotes the mean scattering length; it is related
to the van der Waals radius R6 =
1
2
(2µC6/~
2)1/4 as a¯ = 4πR6/Γ(1/4)
2, with Γ being
the Gamma function (see also Ref. [136]).
For the isotropic C6 coeﬃcient of NH + NH, we take the ﬁtted electronic second-
order (dispersion/induction) coeﬃcient calculated in Chapter 2, Celec6 = 47.27 a.u.,
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plus a term arising from the mixing of rotational states due to the electric dipole-
dipole interaction (Cdip−dip6 ). The latter contribution can be understood as follows.
The dipole-dipole interaction, which decays asymptotically as R−3, averages out to
zero when one of the molecules is freely rotating, but it gives a nonzero contribution
in second-order perturbation theory. More speciﬁcally, the dipolar interaction mixes a
rotational state N with N±1, leading to an eﬀective R−6 isotropic interaction. For two
linear molecules that are initially in their rotational ground states, Ni = 0 (i = 1, 2),
the corresponding long-range coeﬃcient is Cdip−dip6 =
1
3
µ21µ
2
2/(B1 + B2). Here, µ1
and µ2 are the permanent electric dipole moments of molecule 1 and 2, respectively,
and B1 and B2 are the molecular rotational constants. For
15NH + 15NH, we have
µ1 = µ2 = 1.52 D and B1 = B2 = 16.27034 cm
−1, so that Cdip−dip6 = 291.18 a.u.
Note that this term is about six times larger than the electronic contribution. With
a total C6 coeﬃcient of C
elec
6 + C
dip−dip
6 = 338.45 a.u., we thus obtain, for the mean
scattering length, a¯ = 26.80 a0. The universal elastic and reactive cross sections for
two magnetically trapped 15NH molecules follow directly from Eqs. (6.35) and (6.36).
Figure 6.7 compares the results of the universal quantum-defect model with those
of the numerical coupled-channels calculations. In the s-wave regime (E < 10−3 K),
the universal elastic cross sections diﬀer by a factor of ∼ 6 from the numerical values,
while the universal reactive cross sections are about 4 times larger than the (ﬁeld-
free) numerical data. These diﬀerences suggest that the NH + NH reaction dynamics
is non-universal, and that a signiﬁcant fraction of the incident ﬂux is reﬂected by
the repulsive wall of the quintet potential. It should be noted, however, that the
quantum-defect results apply to single-channel scattering on a single isotropic potential,
while the numerical data have been obtained from multi-channel calculations on three
coupled anisotropic potential energy surfaces. Nevertheless, the collision dynamics in
the ultracold regime is s-wave dominated, and the isotropic C6 term gives the largest
contribution to the eﬀective long-range potential. Thus, the quantum-defect model
should provide a reasonable estimate of the universal NH + NH reaction probability.
6.3.4 Sensitivity to potentials and basis-set size
A more direct way to establish the degree of universality is to test the eﬀect of small
modiﬁcations in the (short-range) potentials. If the scattering is universal, the cross
sections are completely determined by the long-range features of the interaction po-
tentials. For instance, a scaling of the C6 coeﬃcient by a factor of λ (or, equivalently,
a scaling of the reduced mass by λ) should change the universal elastic cross section
by λ1/2 [Eq. (6.36)]. Figure 6.8 shows the universal quantum-defect results as a func-
tion of the scaling parameter λ (0.9 ≤ λ ≤ 1.1) for a collision energy of 10−6 K.
The corresponding numerical elastic, inelastic, and reactive cross sections, obtained by
reduced-mass scaling, are also shown for M = 2 and B = 1 and 100 G. It is evident
that the numerical results are highly sensitive to the details of the potentials, and that
the universal model is inaccurate for all values of λ. In fact, the resonance features in
the numerical cross sections are signatures of non-universal behaviour [137] and high-
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light the importance of short-range physics in the dynamics. We thus conclude that
the scattering properties of magnetically trapped NH cannot be captured in a universal
model.
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Figure 6.8: Cross sections for magnetically trapped 15NH + 15NH (M = 2) as a function
of the scaling factor λ, calculated for two magnetic field strengths (B = 1 and 100 G) at a
collision energy of 10−6 K. The results of the universal quantum-defect model [Eqs. (6.35)
and (6.36)] are also shown.
As discussed extensively in Chapters 3 and 4, the λ-scaling approach also provides
a means to sample the eﬀects of uncertainties in the interaction potentials. Since the
exact NH–NH potential energy surfaces (and thus the ‘exact’ λ value) are unknown,
the calculated numerical cross sections are subject to an inherent degree of uncertainty.
This also carries implications for the prospects for molecular evaporative cooling. More
speciﬁcally, one should evaluate the elastic-to-reactive cross section ratio for all relevant
λ values to obtain a realistic estimate of the cooling eﬃciency. In the case of λ = 1, we
ﬁnd that reactive NH + NH collisions are more probable than elastic ones (cf. Figs. 6.6
and 6.7), while for λ ≈ 0.95 and λ ≈ 1.03 the elastic cross sections are about one order
of magnitude larger than the reactive ones. These results suggest that evaporative
cooling of magnetically trapped NH is still feasible, but the probability of success is
signiﬁcantly smaller than estimated earlier from non-reactive scattering calculations.
It can also be seen in Fig. 6.8 that the inelastic cross sections change rather dra-
matically from B = 1 to 100 G, while the reactive cross sections show only a weak
dependence on magnetic ﬁeld. Nevertheless, for certain values of λ, the reactivity can
increase by almost one order of magnitude as the magnetic ﬁeld strength is changed.
Thus, it may be possible to control the NH + NH reaction rate by means of an external
ﬁeld. For most λ values, however, the reactive cross sections show B0 behaviour and
magnetic ﬁeld control will not be possible. We note that the ﬁnal product-state distri-
bution might be more sensitive to the magnetic ﬁeld strength than the total reaction
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Figure 6.9: Collision cross sections for magnetically trappable 15NH in the absence of a
magnetic field, calculated for J = 2 and E = 10−6 K as a function of the scaling factor λ.
Different symbols correspond to different rotational basis sets.
probability, but our scattering method does not allow the calculation of product-state-
resolved reaction cross sections.
As a ﬁnal point, we consider the convergence of the channel basis set. The reactive
scattering results discussed so far have been obtained with Nmax = 2, while a fully con-
verged calculation requires as least Nmax = 6 (see Sec. 3.3.3). It is infeasible at present
to use such a large basis set in the decoupled channel representation [Eq. (4.13)] for
scattering in a magnetic ﬁeld. For ﬁeld-free calculations, however, in which a total an-
gular momentum representation is used, it might be possible to obtain full convergence.
In Fig. 6.9, we present the results for J = 2 as a function of λ at a collision energy of
10−6 K. We have veriﬁed that, for Nmax = 2, this J value gives the largest contribution
to the reactive cross sections. Calculations for other J values (Nmax > 2) are currently
ongoing. It can be seen that the elastic and inelastic cross sections for J = 2 are
virtually independent of λ, while the reactive cross sections exhibit a rich resonance
structure. This can also be understood by considering that reactive collisions are gov-
erned mainly by the intramolecular spin-spin coupling, which relies on the mixing of
diﬀerent rotational states. Increasing the rotational basis set may thus have a relatively
strong eﬀect on the reactivity. We also ﬁnd that the cross sections for J = 2 are nearly
converged for Nmax = 6, suggesting that a fully converged scattering calculation for
NH(X 3Σ−) + NH(X 3Σ−) is feasible. Finally, we note that the reactive cross sections
for diﬀerent basis sets all vary around approximately the same background value, and
the number of resonances is fairly constant. This is consistent with our ﬁndings of the
previous chapters. Since we expect to ﬁnd a similar convergence pattern for reactive
scattering in a magnetic ﬁeld, we argue that the prospects for magnetically controlled
NH + NH chemistry can be reasonably assessed based on our Nmax = 2 data. That
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is, external ﬁeld control of NH + NH reactions might be possible, but the eﬃciency of
the process will probably be fairly low.
6.4 Concluding remarks
In this chapter, we have presented a novel single-arrangement quantum reactive scatter-
ing method based on the renormalized Numerov propagation technique. An important
feature of the method is that it provides a complete set of linearly independent so-
lutions of the coupled-channels equations. Thus, once the propagation is completed,
we can impose any desired scattering boundary conditions to obtain the scattering
S-matrix. We have applied our algorithm to the case of cold and ultracold NH(X 3Σ−)
+ NH(X 3Σ−) reactive scattering, both in the presence and absence of an external
magnetic ﬁeld. We have found that most of the non-reactive collisions for magnetically
trapped NH take place on the quintet potential energy surface, while collisions on the
singlet and triplet interaction potentials are almost fully reactive. Chemical reactivity
is induced mainly by the intramolecular spin-spin coupling, which acts through the
anisotropy of the diﬀerent potentials. Our results also show that the reactive cross
section generally behaves as B0 for ﬁelds below B ≈ 100 G, and that the dynamics is
far from universal. The fact that the reaction rate is only weakly dependent on ﬁeld
strength makes external ﬁeld control of cold NH + NH reactions rather diﬃcult. Taking
into account the uncertainty in the potentials, however, we argue that cold controlled
chemistry of NH radicals may still be possible. Furthermore, we have re-evaluated the
prospects for evaporative cooling of magnetically trapped NH. Our results indicate that
reactive scattering processes can compete strongly with elastic NH + NH collisions,
making evaporative cooling more diﬃcult than previously anticipated. Nevertheless,
based on a sampling of the uncertainty range of the interaction potentials, we conclude
that eﬃcient evaporative cooling of NH might remain feasible. Finally, we note that
the reactive scattering results discussed so far have been performed with an incom-
pletely converged channel basis set. Although we expect our qualitative ﬁndings to
be fairly independent of the size of the basis, we are currently undertaking scattering
calculations for larger basis sets to obtain a more reliable assessment of the prospects
for cold controlled NH + NH chemistry and evaporative cooling.
With this chapter, we conclude our study of the NH + NH collision dynamics in
the (ultra)cold regime. The four-dimensional ab initio potentials for the NH(X 3Σ−)
+ NH(X 3Σ−) system have been used in non-reactive and reactive quantum scattering
calculations, both in a ﬁeld-free environment and in the presence of a magnetic ﬁeld.
We have identiﬁed and analyzed the main mechanisms that govern the various NH +
NH collision processes, and have provided a general analytical model for spin-inelastic
collisions due to the intermolecular magnetic dipolar interaction. Our results show
that NH is a potentially suitable candidate for molecular evaporative cooling, but
the probability of success is limited by the presence of chemically reactive channels.
Furthermore, it was found that the reactivity can be controlled by means of an applied
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magnetic ﬁeld, although the eﬃciency is expected to be rather low. A more detailed
study of the chemical reaction dynamics will require full six-dimensional potential
energy surfaces for the diﬀerent spin states of the NH–NH complex. In particular, such
potentials could allow for the calculation of product-state distributions of cold NH +
NH reactions. A six-dimensional quantum treatment of the NH + NH system on the
coupled singlet, triplet, and quintet potential energy surfaces is, however, infeasible at
present, both in terms of methodology and computational costs.
Throughout this thesis, we have also addressed two more general points concern-
ing quantum scattering calculations, namely the eﬀect of inaccuracies in the ab initio
potentials and the size of the channel basis set. At low and ultralow collision energies,
the calculated cross sections are highly sensitive to the details of the potential energy
surfaces, which is due to the presence of (quasi-)bound-state resonances. Since the
exact potentials are generally unknown, the predicted cross sections for a given energy
and magnetic ﬁeld are subject to an inherent degree of uncertainty. Thus, in order to
give a reliable picture of the scattering behaviour at (ultra)low energies, we must take
into account the inaccuracies of the interaction potentials. As a consequence, we can
only predict the likelihood that evaporative cooling and magnetically controlled chem-
istry experiments will succeed, rather than providing an exact number for the collision
cross sections. In view of this uncertainty, one may also reconsider the need to use a
fully converged channel basis set in the scattering calculations. We have found that
our qualitative results and conclusions are fairly independent of the size of the basis
set, and that even an incompletely converged basis can provide a reliable estimate of,
e.g., the probability for successful evaporative cooling. These ﬁndings are particularly
useful for open-shell systems such as NH + NH, for which full basis set convergence is
extremely diﬃcult to achieve.
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Summary
The theory of quantum mechanics states that atoms and molecules can behave both
as particles and as waves. This wave-particle duality is usually observed only at very
small length scales, on the order of a millionth of a millimeter, but certain quantum-
mechanical eﬀects also become apparent at the macroscopic level. Examples of the
latter include superﬂuidity and superconductivity, phenomena whereby the viscosity of
a ﬂuid and the electrical resistance of a metal drop to zero, respectively. Another exotic
quantum eﬀect is Bose-Einstein condensation – the creation of a giant single matter-
wave composed of many identical particles. Such macroscopic quantum phases typically
only manifest themselves at extremely low temperatures. Superﬂuidity is associated
with temperatures of a few degrees above absolute zero (0 K = −273.15 ◦C), while
the formation of a Bose-Einstein condensate requires temperatures of even less than
a microkelvin (0.000001 K). This makes Bose-Einstein condensates the coldest objects
in the entire known universe.
When cooled to sub-kelvin temperatures, atoms and molecules also become very
sensitive to (weak) electromagnetic radiation. This opens up the possibility to control
and manipulate the behaviour of matter by means of external ﬁelds. For instance, one
may tune the eﬀective interparticle interaction, the dimensionality, and the amount of
disorder in a system. Ultracold gases can therefore be used as “quantum simulators”
of materials that are diﬃcult to model theoretically. Other potential applications of
ultracold systems include ultrahigh-precision atomic clocks and quantum information
processing devices. Furthermore, at temperatures close to absolute zero, one may gain
full control over chemical reactions – one of the holy grails in chemistry.
It is now well established that atoms can be eﬃciently cooled into the ultracold,
sub-microkelvin regime by means of evaporative cooling. This process is essentially
the same as that by which a cup of coﬀee cools down: the hottest particles evaporate
into the air, leaving behind a slightly colder sample. In the case of cold and ultracold
quantum gases, the role of the coﬀee cup is played by an external trapping potential, e.g.
an electric or magnetic ﬁeld. For molecular systems, which are expected to ﬁnd even
more applications than ultracold atoms, evaporative cooling is yet to be demonstrated
experimentally. The success of this technique is critically dependent on the rate of
thermalizing (elastic) collisions between the molecules in the trap. Non-elastic collisions
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will cause heating of the gas and trap loss, and are therefore unfavorable for the cooling
process. In order to assess the feasibility of molecular evaporative cooling, theoretical
knowledge of the cold and ultracold collision dynamics is required. Such information
is also needed to evaluate the prospects for cold controlled chemistry and to describe
the quantum many-body physics of, e.g., a molecular Bose-Einstein condensate.
In this thesis, we focus on the imidogen radical (NH), one of the most attractive
candidates for cold-molecule experiments. NH has already been cooled and trapped in
a magnetic ﬁeld at a temperature of 0.5 K, and is expected to exhibit a rich chemistry
even at ultralow temperatures. Our aim is to provide detailed theoretical insight into
the collisional properties of NH + NH and to explore the possibilities for molecular
evaporative cooling and magnetic ﬁeld control of cold NH + NH reactions.
The quantum-mechanical concept of spin plays a crucial role in the cold and ultra-
cold NH + NH dynamics. Spin is a magnetic property that is classically interpreted as
the rotation of a particle around its own axis. The spin direction determines whether
a molecule is attracted to or repelled from a magnet. Consequently, cold NH radicals
can only be trapped if their spins are oriented in the right direction. This makes evap-
orative cooling of magnetically trapped NH a rather delicate task: the molecules must
undergo many thermalizing collisions whilst maintaining their original spin orientation.
Inelastic NH + NH collisions will change the spin state of at least one of the molecules,
allowing particles to escape from the trap and hampering the cooling process. The
same spin-state-changing processes can, however, also initiate a chemical reaction.
In order to study the above-mentioned NH + NH collision processes, we ﬁrst require
accurate potential energy surfaces. These can be thought of as “energy landscapes”
on which the colliding molecules approach each other. Chapter 2 of this thesis is con-
cerned with the calculation of the relevant potential energy surfaces for NH–NH, and
the remaining chapters address the NH + NH collision dynamics on these potentials.
All of the dynamics calculations have been performed using state-of-the-art quantum-
mechanical scattering methods. The results of this work indicate that evaporative
cooling of magnetically trapped NH is feasible, and that most of the thermalization is
achieved through “head-on” elastic collisions. The main source of inelastic trap loss is
a spin-dependent interaction that acts at long range, i.e., when the colliding molecules
are still very far apart. More precisely, a magnetically trapped NH radical can change
another molecule’s spin direction from a distance of a thousand times the particle size.
This long-ranged collision process has been further investigated using an analytical
scattering model, the results of which are in good agreement with numerical calcula-
tions. Our model is not only applicable to cold and ultracold NH radicals, but to any
magnetically trapped species. Moreover, we have explored the cold chemical reaction
dynamics of NH + NH by means of a novel quantum reactive scattering algorithm.
We ﬁnd that the spin-state-changing processes responsible for chemical reaction arise
from an interaction that mainly acts at short range. Thus, reactive collisions between
magnetically trapped NH molecules can occur only if the reactants approach each other
to a very small distance. Such (ultra)cold reactions can proceed quite rapidly, how-
ever, which limits the eﬃciency of the thermalization process. The reaction probability
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is found to be only weakly dependent on the magnetic ﬁeld strength, implying that
external ﬁeld control of cold NH + NH reactions will be rather diﬃcult.
A more technical aspect of our work concerns the accuracy of the calculations.
We ﬁnd that the NH + NH collision cross sections – a measure for the probability
of speciﬁc processes that may happen during the collision – are highly sensitive to
the details of the potential energy surfaces. This is due to the presence of scattering
resonances. Hence, in order to provide a realistic view of the dynamics, we must take
into account the eﬀects of (small) uncertainties in the NH–NH surfaces. By doing so,
we can estimate the likelihood that e.g. molecular evaporative cooling will succeed,
rather than providing an exact number for the collision cross sections. Closely related
to this is the issue of basis set convergence. The numerical dynamics calculations have
been performed in a scattering basis set whose size should be suﬃciently large to ensure
convergence of the cross sections. However, the qualitative results and conclusions of
this thesis, which hold within the uncertainty limits of the potentials, are reasonably
independent of basis set size. This implies that even an incompletely converged basis
can provide meaningful insight into the dynamics. The latter ﬁnding is particularly
relevant for molecular systems such as NH + NH, for which full basis set convergence
is diﬃcult to achieve.
The work described in this thesis constitutes one of the ﬁrst quantum scattering
studies on ultracold, magnetically trapped molecules. The results presented here may
stimulate other theoretical eﬀorts in the ﬁeld of ultracold matter and encourage the
development of novel experimental studies in the sub-(micro)kelvin regime.
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De quantummechanica is een natuurkundige theorie die stelt dat atomen en moleculen
zich als deeltjes en als golven kunnen gedragen. Dit deeltjes-golf karakter wordt nor-
maal gesproken pas zichtbaar op moleculair niveau, bij afstanden van minder dan een
miljoenste millimeter, maar sommige quantummechanische eﬀecten manifesteren zich
ook op macroscopische schaal. Voorbeelden hiervan zijn supervloeibaarheid en su-
pergeleiding, fenomenen waarbij de viscositeit van een vloeistof en de elektrische weer-
stand van een metaal compleet verdwijnen. Hierdoor kan een vloeistof of een elektrische
stroom in principe eeuwig blijven doorstromen. Een ander exotisch quantumeﬀect is
Bose-Einstein condensatie, een proces waarbij vele identieke deeltjes samen e´e´n gi-
gantische materie-golf vormen. Dergelijke macroscopische quantumverschijnselen doen
zich meestal pas voor bij extreem lage temperaturen. Supervloeibaarheid treedt op bij
temperaturen van een paar graden boven het absolute nulpunt (0 K = −273.15 ◦C), en
voor Bose-Einstein condensatie moet de temperatuur zelfs lager dan een microkelvin
(0.000001 K) zijn. Dit maakt Bose-Einstein condensaten, voor zover bekend, de koud-
ste objecten in het gehele universum.
Bij temperaturen rond het absolute nulpunt zijn atomen en moleculen ook bijzon-
der gevoelig voor (zwakke) elektromagnetische straling. Hierdoor wordt het mogelijk
om het gedrag van deeltjes te controleren en te manipuleren met behulp van externe
velden. Zo kan bijvoorbeeld de eﬀectieve twee-deeltjes interactie, de periodiciteit, en de
hoeveelheid wanorde in een systeem nauwkeurig worden getuned. Ultrakoude gassen
worden daarom ook wel beschouwd als ideale “quantum-simulatoren”: processen die
theoretisch moeilijk te modelleren zijn kunnen met ultrakoude deeltjes exact worden
nagebootst en bestudeerd. Andere mogelijke toepassingen van ultrakoude gassen zijn
ultra-nauwkeurige atoomklokken en quantumcomputers. Daarnaast kan men bij sub-
(micro)kelvin temperaturen ultieme controle krijgen over chemische reacties – een van
de heilige gralen van de chemie.
Om atomen af te koelen naar temperaturen van minder dan een microkelvin wordt
vrijwel altijd gebruik gemaakt van verdamping. Dit koelproces heeft veel weg van de
manier waarop een kopje koﬃe afkoelt: de warmste deeltjes verdampen in de lucht,
waardoor er een koudere vloeistof achterblijft. In het geval van ultrakoude quantum-
gassen wordt de rol van het koﬃekopje vervuld door een externe elektromagnetische
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val, bijvoorbeeld een elektrisch of magnetisch veld. Voor moleculaire gassen, die nog
veel meer potentie¨le toepassingen hebben dan ultrakoude atomen, is afkoeling tot sub-
microkelvin temperaturen nog niet gerealiseerd. Of de verdampingsmethode hiervoor
geschikt is hangt af van het botsingsgedrag van de moleculen. Eﬃcie¨nte koeling is
namelijk alleen mogelijk als de deeltjes in de val voldoende elastische (thermaliserende)
botsingen ondergaan. Niet-elastische botsingen daarentegen zorgen voor opwarming
van het gas en verlies van moleculen. Om meer grip te krijgen op het koelproces is het
dus belangrijk om de botsingsdynamica van moleculaire gassen in kaart te brengen.
Dergelijke kennis is ook nodig om bijvoorbeeld het gedrag van een moleculair Bose-
Einstein condensaat te begrijpen, en om de mogelijkheden voor extern gecontroleerde
(ultra)koude chemie te onderzoeken.
Dit proefschrift is gewijd aan NH, een moleculair radicaal dat inmiddels kan worden
afgekoeld en opgesloten in een magnetische val bij een temperatuur van 0.5 K. Van alle
moleculen die momenteel in aanmerking komen voor de verdampingsmethode is het een
van de weinige systemen die ook tot interessante koude chemie kunnen leiden. Het doel
van dit onderzoek is om theoretisch inzicht te verschaﬀen in het botsingsgedrag van
(ultra)koude NH moleculen, en om vast te stellen of NH verder afgekoeld kan worden
via moleculaire verdamping. Daarnaast willen we onderzoeken in hoeverre koude NH
+ NH reacties gecontroleerd kunnen worden met behulp van een magneetveld.
Het quantummechanische begrip “spin” speelt een belangrijke rol in de NH + NH
botsingsdynamica. Spin is een magnetisch verschijnsel dat klassiek ge¨ınterpreteerd
wordt als de draaiing van een deeltje om zijn eigen as. De richting van de spin bepaalt
of een molecuul aangetrokken of juist afgestoten wordt door een magneet. Om koude
NH radicalen op te kunnen sluiten in een magnetische val is het dus noodzakelijk dat
de moleculaire spins in de juiste richting wijzen. Dit maakt het verdampingsproces ook
vrij gecompliceerd: de gevangen moleculen moeten veel elastische botsingen ondergaan
om thermisch evenwicht te bereiken zonder dat daarbij hun spin-orie¨ntatie verandert.
Door inelastische NH + NH botsingen kunnen de moleculen echter in een andere spin-
toestand terechtkomen en de val verlaten. Dergelijke spin-afhankelijke botsingen, die
het koelproces bemoeilijken, kunnen ook tot chemische reacties leiden.
Een theoretische beschrijving van elastische, inelastische en reactieve botsingspro-
cessen vereist allereerst nauwkeurige potentiaaloppervlakken. Deze kunnen worden
beschouwd als “energielandschappen” waarop de moleculen zich voortbewegen tijdens
de botsing. In hoofdstuk 2 van dit proefschrift worden de relevante potentiaalopper-
vlakken voor NH–NH besproken, en in de overige hoofdstukken beschouwen we de NH
+ NH botsingsdynamica op deze potentialen. Alle berekeningen zijn uitgevoerd met
state-of-the-art quantummechanische technieken. Uit de resultaten blijkt dat het in
principe mogelijk is om NH verder af te koelen door middel van verdamping, en dat
thermisch evenwicht het snelst wordt bereikt als de moleculen elkaar vol raken. De
meeste inelastische processen worden veroorzaakt door een spin-afhankelijke interac-
tie die vooral op grote afstand werkt, d.w.z. als de botsingspartners ver van elkaar
verwijderd zijn. Hierdoor kan een magnetisch gevangen NH radicaal de spintoestand
van een ander molecuul veranderen op een afstand die duizend keer zo groot is als de
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afmeting van een individueel molecuul. Dit mechanisme is verder onderzocht met een
analytisch botsingsmodel waarvan de resultaten in goede overeenstemming zijn met
numerieke berekeningen. Het model geldt niet alleen voor NH + NH, maar ook voor
andere magnetisch gevangen deeltjes. Verder is de reactiedynamica van koude NH radi-
calen bestudeerd met behulp van een nieuw quantum-gebaseerd algoritme. Het blijkt
dat chemische NH + NH reacties voornamelijk worden ge¨ınduceerd door een spin-
afhankelijke interactie die op korte afstand actief is. Dit betekent dat de reactanten
elkaar eerst dicht moeten naderen om te kunnen reageren. Dergelijke chemische reac-
ties kunnen het thermalisatieproces echter wel bemoeilijken. Verder is gevonden dat
de reactiviteit van NH niet sterk afhangt van het magneetveld, wat de mogelijkheden
voor extern gecontroleerde chemie beperkt.
Een meer technisch aspect van dit onderzoek betreft de nauwkeurigheid van de
berekende resultaten. De NH + NH botsingsdoorsnedes – een maat voor de waarschijn-
lijkheid dat bepaalde processen optreden tijdens de botsing – blijken extreem gevoelig
te zijn voor kleine verschillen in de potentiaaloppervlakken. Dit komt door de aan-
wezigheid van botsingsresonanties. Om een realistisch beeld te krijgen van de dynamica
is het dus nodig om de (kleine) onzekerheid in de NH–NH potentialen in beschouwing
te nemen. Het gevolg hiervan is dat we de exacte uitkomst van een experiment niet
precies kunnen voorspellen, maar alleen de kans op een bepaald resultaat. Een gerela-
teerd onderwerp betreft de convergentie van de “kanaalbasis” die gebruikt is voor de
dynamicaberekeningen. De dimensie van deze basis moet in principe groot genoeg zijn
om tot nauwkeurige (geconvergeerde) botsingsdoorsnedes te komen. Het blijkt echter
dat de kwalitatieve resultaten en conclusies, die gelden binnen de onzekerheidsmarge
van de potentialen, vrijwel onafhankelijk zijn van de grootte van de basis. Dit im-
pliceert dat ook een niet-volledig geconvergeerde basis gebruikt kan worden om meer
inzicht te krijgen in de dynamica. Dit resultaat is met name relevant voor moleculaire
systemen zoals NH + NH, waarvoor volledige convergentie moeilijk te realiseren is.
Het werk beschreven in dit proefschrift is een van de eerste quantummechanische
onderzoeken naar het botsingsgedrag van ultrakoude, magnetisch gevangen moleculen.
De verkregen resultaten kunnen helpen bij de analyse van andere theoretische studies
en bij de ontwikkeling van nieuwe experimenten in het sub-(micro)kelvin regime.
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