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Abstract
We study in detail two families of q-Fibonacci polynomials and q-Lucas poly-
nomials, which are defined by non-conventional three-term recurrences. They
were recently introduced by Cigler and have been then employed by Cigler and
Zeng to construct novel q-extensions of classical Hermite polynomials. We show
that both of these q-polynomial families exhibit simple transformation properties
with respect to the classical Fourier integral transform.
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1 Introduction
The Askey scheme of hypergeometric orthogonal polynomials and their q-analogues
[16] accumulates current knowledge about a large number of these special functions.
Depending on a number of parameters, associated with each polynomial family, they
occupy different levels within the Askey hierarchy: for instance, the Hermite polyno-
mials Hn(x) are on the ground level, the Laguerre and Charlier polynomials L
(α)
n (x)
and Cn(x; a) are one level higher, and so on. All polynomial families in this scheme
are characterized by a “canonical” set of properties: they are solutions of differential
or difference equations of the second order, they can be generated by three-term re-
currence relations, they are orthogonal with respect to weight functions with finite or
infinite supports, they obey Rodrigues-type formulas, and so on. Of course, many other
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polynomial families of interest arise both in pure and applied mathematics, which do
not belong to the Askey q-scheme only because they lack some of the above mentioned
characteristics properties. So this paper is aimed at exploring in detail two particu-
lar q-polynomial families of this type, namely, q-Fibonacci and q-Lucas polynomials,
which are defined by non-conventional three-term recurrences. They were introduced in
[6]– [8] and have been studied in detail in [9]. The Fibonacci and Lucas sequences and
polynomials have many physical applications; for example they appear in the study of
diatomic chains [18], in dynamical systems and chaos theory [22], in Ising models [13],
etc.
Our main result is to show that both of these q-polynomials exhibit simple trans-
formation properties with respect to the classical Fourier integral transform.
Throughout this exposition we employ standard notations of the theory of special
functions (see, for example, [14]– [16]). In sections 2 and 3 we present some basic
background facts about Fibonacci and Lucas polynomials and their q-extensions, re-
spectively, which are then used in section 4 in order to find explicit forms of Fourier
integral transforms for the q-Fibonacci and q-Lucas polynomials. Section 5 contains
the conclusions and a brief discussion of some further research directions of interest.
Finally, Appendix concludes this work with the derivation of two transformation for-
mulas for hypergeometric 2F1-polynomials, associated with the Chebyshev polynomials
Tn(x) and Un(x).
2 Fibonacci and Lucas polynomials
In this Section we review the basic well known facts about the Fibonacci and Lucas
polynomials.
2.1 The Fibonacci polynomials
Fn(x, s) are defined by the three-term recurrence relation
Fn+1(x, s) = xFn(x, s) + s Fn−1(x, s) , n ≥ 1 , (2.1)
with initial values F0(x, s) = 0 and F1(x, s) = 1 [6, 7]. They are also given by the
explicit sum formula
Fn+1(x, s) =
⌊n/2 ⌋∑
k=0
(
n− k
k
)
s k xn− 2k
= xn 2F1
(
− n
2
,
1− n
2
;−n
∣∣∣− 4s/x2 ) , n ≥ 0 , (2.2)
where
(
n
k
)
= n!/k!(n−k)! is a binomial coefficient and ⌊x⌋ denotes the greatest integer
in x. The Fibonacci polynomials Fn(x, s) have the following generating function
fF (x, s; t) :=
∞∑
n=0
Fn(x, s) t
n =
t
1− x t− s t 2 , | t | < 1 , (2.3)
easily derived through the three-term recurrence relation (2.1).
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The Fibonacci polynomials Fn(x, s) are normalized so that Fn(x, 1) = fn(x) (where
fn(x) are the Fibonacci polynomials introduced by Catalan ( see [17], formula (37.1) on
p.443) and for the particular values of x = s = 1 the recursion (2.1) generates a classical
sequence of the Fibonacci numbers {Fn}∞n=1 ≡ {1, 1, 2, 3, 5, 8, 13, ...} and the relation
(2.3) reduces to the well-known generating function fF (1, 1; t) for the Fibonacci numbers
{Fn}, which ”have been a source of delight to professional and amateur mathematicians
for seven centuries” [5] (see also [11, 21, 24]).
We call attention to the fact that the Fibonacci polynomials (2.2) (of degree n in x
and of ⌊n/2 ⌋ in s) can also be represented as
Fn+1(x, s) =
(
2
√
s
)n
p (F )n
(
x
2
√
s
)
,
p (F )n (x) := x
n
2F1
(
− n
2
,
1− n
2
;−n
∣∣∣− 1/x2 ) , (2.4)
so that the fundamental properties of Fn(x, s) are basically defined by the monic poly-
nomials p
(F )
n (x).1 Moreover, it turns out that the polynomials p
(F )
n (x) are essentially
the Chebyshev polynomials of the second kind Un(z) in an imaginary argument z ∈ C
(see p.449 in [17]). Indeed, recall that the Chebyshev polynomials Un(z) have an explicit
representation (see formula (23) on p.185 in [12])
Un(z) =
⌊n/2 ⌋∑
k=0
(−1)k
(
n− k
k
)
(2z)n− 2k . (2.5)
Therefore from (2.2), (2.4) and (2.5) one readily deduces that
Fn+1(x, s) =
(
− i√s
)n
Un
(
i x/2
√
s
)
(2.6)
and, consequently, p
(F )
n (x) = (−i/2)n Un
(
i x
)
. Observe that from the three-term recur-
rence relation
2z Un(z) = Un+1(z) + Un−1(z) (2.7)
for the Chebyshev polynomials of the second kind Un(z) it follows at once that
p
(F )
n+1(x) = x p
(F )
n (x) +
1
4
p
(F )
n−1(x) , n ≥ 1 , (2.8)
with initial values p
(F )
0 (x) = 1 and p
(F )
1 (x) = x. The coefficients in the three-term
recurrence relations (2.8) are An = 1 and Cn = −1/4; so that they do not satisfy the
conditions An Cn+1 > 0 of Favard’s characterization theorem (see, for example, (7.1.5)
on p.175 in [14]). This means that there is not a unique positive orthogonality measure
for the polynomials p
(F )
n (x).
Let us remark that:
1We recall that an arbitrary polynomial pn(x) =
∑n
k=0 cn, k x
k of degree n can be written in the
monic form p
(M)
n (x) = c−1n, n pn(x) = x
n + c−1n, n
∑n−1
k=0 cn, k x
k just by changing its normalization.
3
1. Since the Chebyshev polynomials of the second kind Un(z) can be expressed in
terms of the hypergeometric 2F1 polynomials as (see, for example, (9.8.36) in [16])
Un(z) = (n + 1) 2F1
(
− n , n+ 2 ; 3/2
∣∣∣1− z
2
)
, (2.9)
then (2.6) is consistent with the second line in (2.2) only if a transformation
formula
(n+1) 2F1
(
−n , n+2 ; 3/2
∣∣∣1− z
2
)
= (2z)n 2F1
(
−n
2
,
1− n
2
;−n
∣∣∣1/z 2 ) (2.10)
is valid. A direct proof of (2.10) is given in the Appendix.
2. Since the Chebyshev polynomials of the second kind Un(x) are known to satisfy
the second order differential equation (see (9.8.44) in [16])
[
(1− x2) d
2
dx 2
− 3 x d
dx
+ n(n+ 2)
]
Un(x) = 0 , (2.11)
one readily deduces that
[(
1 + x2
) d 2
dx 2
+ 3 x
d
dx
]
p (F )n (x) = n(n+ 2) p
(F )
n (x) . (2.12)
3. The generating function for the Chebyshev polynomials of the second kind Un(x)
is known to be of the form (see (9.8.56) in [16])
∞∑
n=0
tn Un(x) =
1
1− 2 x t+ t 2 , | t | < 1 , (2.13)
so that combining (2.6) with (2.13) we get (2.3).
2.2 The Lucas polynomials
Ln(x, s) for n ≥ 3 (L0(x, s) = 1) are defined by the same three-term recurrence relation
as in (2.1), but with initial values L1(x, s) = x and L2(x, s) = x
2 + 2s [9]. They have
the explicit sum formula
Ln(x, s) =
⌊n/2 ⌋∑
k=0
n
n− k
(
n− k
k
)
s k xn− 2k
= xn 2F1
(
− n
2
,
1− n
2
; 1− n ;−4s
x2
)
, n ≥ 0 . (2.14)
The Lucas polynomials Ln(x, s) have a generating function of the form
fL(x, s; t) :=
∞∑
n=0
Ln(x, s) t
n =
1 + s t 2
1− x t− s t 2 , | t | < 1 . (2.15)
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To derive (2.15), multiply both sides of the three-term recurrence relation for Ln(x, s)
by the factor tn+1 and sum all three terms with respect to the index n from n = 2 to
infinity by taking into account initial values of L0(x, s), L1(x, s) and L2(x, s).
The Lucas polynomials Ln(x, s) are normalized in such a way that Ln(x, 1) = ln(x)
(where ln(x) are the Lucas polynomials studied by Bicknell, see p.459 in [17]) and for
the particular values of x = s = 1 the sequence {Ln(1, 1)}∞n=1 reproduces Lucas numbers
{Ln} ≡ {1, 3, 4, 7, 11, 18, ...} and the relation (2.15) reduces to the generating function
fL(1, 1; t) for these numbers {Ln} (see [24] for applications of Lucas numbers and [21]
for some generalizations of Lucas polynomials).
We call attention to the fact that the Lucas polynomials (2.14) (of degree n in x
and of degree ⌊n/2 ⌋ in s) can also be represented as
Ln(x, s) = s
n/2 p (L)n
(
x√
s
)
,
p (L)n (x) := x
n
2F1
(
− n
2
,
1− n
2
; 1− n
∣∣∣∣∣− 4x2
)
, (2.16)
so that the fundamental properties of Ln(x, s) are basically defined by the monic poly-
nomials p
(L)
n (x). Moreover, it turns out that the polynomials p
(L)
n (x) are in fact the
Chebyshev polynomials of the first kind Tn(z) in an imaginary argument z. Indeed,
recall that the Chebyshev polynomials Tn(z) have an explicit representation (see (23)
on p.185 in [12])
Tn(z) =
n
2
⌊n/2 ⌋∑
k=0
(−1)k (n− k − 1)!
k! (n− 2k)! (2z)
n− 2k
≡ 2n−1 z n 2F1
(
− n
2
,
1− n
2
; 1− n
∣∣∣ 1/z2 ) , n ≥ 1 . (2.17)
Therefore from (2.14), (2.16) and (2.17) it follows that
L0(x, s) = 1 , Ln(x, s) = 2
(
− i√s
)n
Tn
(
i x
2
√
s
)
, n ≥ 1 , (2.18)
and, consequently, p
(L)
0 (x) = 1 , p
(L)
n (x) = 2(−i)n Tn
(
i x/2
)
, n ≥ 1. Observe that from
(2.16), (2.18) and the three-term recurrence relation (2.7) for the Chebyshev polyno-
mials of the first kind Tn(z) it follows at once that
p
(L)
n+1(x) = x p
(L)
n (x) + p
(L)
n−1(x) , n ≥ 1 , (2.19)
with initial values p
(L)
0 (x) = 1 and p
(L)
1 (x) = x. The coefficients in the three-term
recurrence relations (2.20) are An = −Cn = 1; so that they do not satisfy the conditions
An Cn+1 > 0 of Favard’s characterization theorem (see, for example, (7.1.5) on p.175 in
[14]).
It is to be stressed that there are at least three direct consequences of the connec-
tion (2.18) between the Lucas polynomials Ln(x, s) and the Chebyshev polynomials
Tn
(
i x/2
√
s
)
of the first kind.
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1. Since the Chebyshev polynomials of the first kind Tn(z) can be written in terms
of the hypergeometric 2F1 polynomials as (see, for example, (9.8.35) in [16])
Tn(z) = 2F1
(
− n , n ; 1/2
∣∣∣1− z
2
)
, (2.20)
then (2.18) is consistent with the second line in (2.14) only if a transformation
formula
2F1
(
− n , n ; 1/2
∣∣∣1− z
2
)
= 2n−1 z n 2F1
(
− n
2
,
1− n
2
; 1− n
∣∣∣ 1/z2 ) , n ≥ 1 ,
(2.21)
is valid. A proof of this identity is given in Appendix.
2. Since the Chebyshev polynomials of the first kind Tn(x) are known to satisfy the
second order differential equation (see (9.8.43) in [16])
[
(1− x2) d
2
dx 2
− x d
dx
+ n2
]
Tn(x) = 0 , (2.22)
from the relation p
(L)
n (x) = 2(−i)n Tn
(
i x/2
)
it follows at once that
[(
4 + x2
) d 2
dx 2
+ x
d
dx
]
p (L)n (x) = n
2 p (L)n (x) . (2.23)
3. The generating function for the Chebyshev polynomials of the first kind Tn(x) is
known to be of the form (see (9.8.50) in [16])
∞∑
n=0
tn Tn(x) =
1− x t
1− 2 x t+ t 2 , | t | < 1 , (2.24)
so that if one combines (2.18) with (2.25), this leads to (2.15).
3 q-Fibonacci and q-Lucas polynomials
In this Section we review mainly tfacts about the q-Fibonacci and q-Lucas polynomials.
3.1 q-Fibonacci polynomials.
Cigler defined in [6, 7] a novel q-analogue of Fibonacci polynomials Fn(x, s), which
satisfy the rather non-standard three-term recursion
Fn+1(x, s| q) =
[
x+ (q − 1)sDq
]
Fn(x, s| q) + s Fn−1(x, s| q) , n ≥ 1 , (3.1)
where the initial values are F0(x, s| q) = 0 and F1(x, s| q) = 1, and the Hahn q-difference
operator Dq is defined as
Dq f(x) := f(x)− f(qx)
(1− q)x . (3.2)
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The q-Fibonacci polynomials Fn(x, s| q) are explicitly given in the form
Fn+1(x, s| q) =
⌊n/2 ⌋∑
k=0
qk(k+1)/2
[
n− k
k
]
q
s k xn− 2 k, (3.3)
= xn4φ1
(
q−n/2, q(1−n)/2,− q−n/2,− q(1−n)/2 ; q−n
∣∣∣∣∣ q ;−q
ns
x2
)
, n ≥ 0 , (3.4)
where
[
n
k
]
q
stands for the q-binomial coefficient,
[
n
k
]
q
:=
(q; q)n
(q; q)k(q; q)n−k
, (3.5)
and (z; q)n is the q-shifted factorial, that is, (z; q)0 = 1, (z; q)n =
∏n−1
k=0(1 − zqk) for
n ≥ 1 .
A q-extension of the generating function fF (x, s; t), associated with the q-Fibonacci
polynomials Fn(x, s| q), has the form (cf. (2.3))
fF (x, s; t| q) :=
∞∑
n=0
Fn(x, s| q) tn = t
1− x t 1φ1
(
q ; qxt
∣∣∣ q ;− qst2)
= t 2φ1
(
− qst
x
, q ; 0
∣∣∣ q ; xt) , | t | < 1 . (3.6)
The q-Fibonacci polynomials Fn(x, s| q) are defined in such a way that in the limit as
q → 1 they reduce to the polynomials Fn(x, s),
Fn(x, s| 1) ≡ lim
q→1
Fn(x, s| q) = Fn(x, s) , (3.7)
and the generating function (3.6) for Fn(x, s| q) coincides therefore in this limit with
(2.3), associated with the polynomials Fn(x, s). The appearance in (3.6) of the two
equivalent expressions in terms of the either 1φ1 , or 2φ1 basic hypergeometric functions
is fully consistent with the limit case of Heine’s transformation formula (see [16], formula
(1.13.13) on p.20)
2φ1
(
a , b ; 0
∣∣∣ q ; z) = (bz; q)∞
(z; q)∞
1φ1
(
b ; bz
∣∣∣ q ; az), (3.8)
where a = − qst/x, b = q and z = xt (which means that the quotient (bz; q)∞/(z; q)∞
simply reduces in this case to the factor 1/(1− z) = 1/(1− xt) ) .
3.2 q-Lucas polynomials.
A q-extension of the Lucas polynomials Ln(x, s) was introduced by Cigler in [7, 8] as
Ln(x, s | q) = Ln
(
x+ (q − 1)sDq , s
)
· 1 , (3.9)
where the Hahn q-difference operator Dq is defined in (3.2). From (3.9) and the three-
term recurrence relation for Ln(x, s) it then follows that the so introduced q-Lucas
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polynomials satisfy a non-standard three-term recurrence relation of the form of (3.1) for
Ln(x, s | q) for n ≥ 2 . The initial values in this case are L0(x, s| q) = 1, L1(x, s | q) = x
and L2(x, s | q) = x2 + (1 + q)s. The q-Lucas polynomials Ln(x, s | q) have an explicit
sum formula
(cf. (2.14) and (3.3))
Ln(x, s | q) =
⌊n/2 ⌋∑
k=0
qk(k−1)/2
[n]q
[n− k]q
[
n− k
k
]
q
s k xn− 2 k (3.10)
= xn4φ1
(
q−n/2, q(1−n)/2,− q−n/2,− q(1−n)/2 ; q1−n
∣∣∣∣∣ q ;−q
ns
x2
)
, (3.11)
where [n]q := (1− qn)/(1− q).
A q-extension of the generating function fL(x, s; t), associated with the q-Lucas
polynomials Ln(x, s | q), has the form (cf. (2.15))
fL(x, s; t| q) :=
∞∑
n=0
Ln(x, s | q) tn = 1 + st
2
1− x t 1φ1
(
q ; qxt
∣∣∣ q ;− qst2)
= (1 + st2) 2φ1
(
− qst
x
, q ; 0
∣∣∣ q ; xt) , | t | < 1 . (3.12)
In the limit as q → 1 the q-Lucas polynomials Ln(x, s | q) reduce to the polynomials
Ln(x, s), given in (2.14), and the generating function (3.12) for Ln(x, s | q) coincides
in this limit with (2.15). The appearance of the two equivalent expressions in (3.12)
in terms of the either 1φ1 , or 2φ1 basic hypergeometric functions is, as before, fully
consistent with a limit case of Heine’s transformation formula (3.8).
Since the polynomials Fn(x, s) and Ln(x, s) satisfy the same recurrence relation (2.1)
but with different initial conditions, they are known to be interconnected by the relation
Ln(x, s) = Fn+1(x, s)+ s Fn−1(x, s) (cf. the classical relation 2Tn(x) = Un(x)−Un−2(x)
for the Chebyshev polynomials). Similarly, a q-extension of this relation,
Ln(x, s| q) = Fn+1(x, s| q) + s Fn−1(x, s| q) , (3.13)
interconnects two q-polynomial families Fn(x, s| q) and Ln(x, s| q). The relation (3.13) is
readily verified by using the explicit forms (3.4) and (3.11) of the polynomials Fn(x, s| q)
and Ln(x, s| q) and an identity[
n− k
k
]
q
=
1− qn−k
1− qk
[
n− k − 1
k − 1
]
q
for the q-binomial coefficient (3.5).
4 Fourier transforms of Fn(x, s| q) and Ln(x, s| q)
In this section we derive explicit formulas of the classical Fourier integral transform for
the q-Fibonacci and q-Lucas polynomials Fn(x, s| q) and Ln(x, s| q).
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4.1 q-Fibonacci
Let us consider the Fn(x, s| q) polynomials. To that end let us first define how this
q-polynomial family changes under the transformation q → 1/q. If one rewrites the
defining sum formulas (3.3) for Fn(x, s| q) as
Fn+1(x, s| q) =
⌊n/2 ⌋∑
k=0
c
(F )
n, k(q) s
k xn− 2 k , (4.1)
then the coefficients in (4.1) are
c
(F )
n, k(q) := q
k(k+1)/2
[
n− k
k
]
q
. (4.2)
From definition of the q-binomial coefficient
[
n
k
]
q
in (3.5) it is not hard to derive an
inversion formula [
n
k
]
1/q
= qk(k−n)
[
n
k
]
q
(4.3)
with respect to the change q → 1/q. Consequently, from (4.2) and (4.3) it follows at
once that
c
(F )
n, k
(
q−1
)
= qk(k−n−1) c
(F )
n, k(q) . (4.4)
This means that (cf. (3.4))
Fn+1
(
x, s
∣∣∣ q−1) ≡ ⌊n/2 ⌋∑
k=0
c
(F )
n, k(q
−1) s k xn− 2 k =
⌊n/2 ⌋∑
k=0
qk(k−n−1) c
(F )
n, k(q) s
k xn− 2 k
= xn4φ3
(
q−n/2, q(1−n)/2,− q−n/2,− q(1−n)/2 ; q−n , 0 , 0
∣∣∣∣∣ q ;− sq x 2
)
. (4.5)
Take into account the well-known Fourier transform∫
R
e ixy−x
2/2 dx =
√
2pi e− y
2/2
for the Gauss exponential function e− x
2/2 and computing the Fourier integral transform
of the exponential function exp [ i(n− 2k) κ x− x2/2 ], we get∫
R
e ixy+i (n− 2k)κx− x
2/2 dx =
√
2pi e− [ y+(n− 2k)κ ]
2/2
=
√
2pi q n
2/4 q k(k−n) e− (n− 2k)κ y− y
2/2 , (4.6)
where q = e− 2κ
2
.
We are now in a position to formulate and prove the following theorem.
Theorem 4.1. The classical Fourier integral transform of the q-Fibonacci polynomials
Fn+1(a e
iκ x, s| q) times the Gauss exponential function e− x2/2 has the form:∫
R
Fn+1
(
a e iκx, s
∣∣∣ q) e ix y− x2/2 dx = √2pi q n2/4 Fn+1(a e−κ y, qs∣∣∣ q−1) e− y2/2 , (4.7)
where a is an arbitrary constant factor.
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Proof. Using (3.3), the Fourier integral transform (4.6) and the interrelation (4.4) be-
tween the coefficients c
(F )
n, k(q) and c
(F )
n, k(q
−1), we get∫
R
Fn+1
(
a e iκx, s
∣∣∣ q) e ix y−x2/2 dx
=
⌊n/2 ⌋∑
k=0
c
(F )
n, k(q) s
k an− 2 k
∫
R
e ix y+i (n− 2k)κ x−x
2/2 dx
=
√
2pi q n
2/4 e− y
2/2
⌊n/2 ⌋∑
k=0
qk(k−n) c
(F )
n, k(q) s
k
(
a e−κ y
)n− 2 k
=
√
2pi q n
2/4 e− y
2/2
⌊n/2 ⌋∑
k=0
c
(F )
n, k(q
−1) (q s) k
(
a e−κ y
)n− 2 k
=
√
2pi q n
2/4 Fn+1
(
a e−κ y, qs
∣∣∣ q−1) e− y2/2 .
4.2 q-Lucas
We turn now to determine an explicit form of classical Fourier integral transform for
the q-Lucas polynomials Ln(x, s | q). If one rewrites the defining sum formula (3.10) for
Ln(x, s | q) as
Ln(x, s | q) =
⌊n/2 ⌋∑
k=0
c
(L)
n, k(q) s
k xn− 2 k , (4.8)
then the coefficients in (4.8) are
c
(L)
n, k(q) := q
k(k−1)/2 [n]q
[n− k]q
[
n− k
k
]
q
. (4.9)
From the starting definition of the symbol [n]q in (3.10) it is not hard to show that
[n]1/q = q
1−n [n]q . (4.10)
Consequently, from (4.3) and (4.10) it follows at once that
c
(L)
n, k
(
q−1
)
= qk(k−n) c
(L)
n, k(q) . (4.11)
This means that (cf. (3.10, 3.11))
Ln
(
x, s
∣∣∣ q−1) ≡ ⌊n/2 ⌋∑
k=0
c
(L)
n, k(q
−1) s k xn− 2 k =
⌊n/2 ⌋∑
k=0
qk(k−n) c
(L)
n, k(q) s
k xn− 2 k
= xn4φ3
(
q−n/2, q(1−n)/2,− q−n/2,− q(1−n)/2 ; q1−n , 0 , 0
∣∣∣∣∣ q ;−q sx 2
)
. (4.12)
The next step is to take into account the Fourier integral transform (4.6) in order to
prove the following theorem.
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Theorem 4.2. The Fourier integral transform of the q-Lucas polynomials Ln(b e
i κx, s | q)
times the Gauss exponential function e− x
2/2 has the form:∫
R
Ln
(
b e iκ x, s
∣∣∣ q) e ix y−x2/2 dx = √2pi q n2/4 Ln(b e−κ y, s ∣∣∣ q−1) e− y2/2 , (4.13)
where b is an arbitrary constant factor.
Proof. Starting from (3.10) for the q-Lucas polynomials, using the Fourier integral
transform (4.6) and employing the interrelation (4.11) between the coefficients c
(L)
n, k(q)
and c
(L)
n, k(q
−1), we get
∫
R
Ln
(
b e iκx, s
∣∣∣ q) e i x y− x2/2 dx
=
⌊n/2 ⌋∑
k=0
c
(L)
n, k(q) s
k bn− 2 k
∫
R
e ix y+i (n− 2k)κx−x
2/2 dx
=
√
2pi q n
2/4 e− y
2/2
⌊n/2 ⌋∑
k=0
qk(k−n) c
(L)
n, k(q) s
k
(
b e−κ y
)n− 2 k
=
√
2pi q n
2/4 e− y
2/2
⌊n/2 ⌋∑
k=0
c
(L)
n, k(q
−1) s k
(
b e−κ y
)n− 2 k
=
√
2pi q n
2/4 Ln
(
b e−κ y, s
∣∣∣ q−1) e− y2/2 .
5 Concluding remarks and outlook
We have studied in detail the transformation properties with respect to Fourier trans-
form of the q-Fibonacci and q-Lucas polynomials, which are governed by the non-
conventional three-term recurrences (3.1). In particular, we have proved that these
families of q-polynomials exhibit a simple transformation behavior (4.7) and (4.13)
under the classical Fourier integral transform.
Let us emphasize that one actually may use the Mehta–Dahlquist–Matveev tech-
niques (see [20, 10, 19, 3, 4]) in order to show that the Fourier integral transformation
formulas (4.7) and (4.13) in fact entail a similar behavior of the q-Fibonacci and q-Lucas
polynomials under the discrete (finite) Fourier transform as well.
It is worthwhile to mention here that there are other possibilities (than Cigler’s
Fn(x, s| q) and Ln(x, s| q)) for constructing q-extensions of Fibonacci and Lucas poly-
nomials of interest. For instance, two monic q-polynomial families
r(F )n (x| q) = xn 2φ1
(
q−n, q1−n; q− 2n
∣∣∣∣∣ q 2 ;− 1qx2
)
, (5.1)
r(L)n (x| q) = xn 2φ1
(
q−n, q1−n; q 2(1−n)
∣∣∣∣∣ q2 ;− qx2
)
, (5.2)
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represent very natural extensions of the Fibonacci and Lucas polynomials p
(F )
n (x) and
p
(L)
n (x), defined in (2.4) and (2.16) respectively. Contrary to Fn(x, s| q) and Ln(x, s| q),
these q-polynomial families do satisfy standard three-term recurrence relations of the
form
rn+1(x| q) = x rn(x| q) + q
n−1
(1 + qn)(1 + qn+1)
rn−1(x| q) , (5.3)
where by rn we mean either r
(F )
n or r
(L)
n . Moreover, the q-polynomials r
(F )
n (x| q) and
r
(L)
n (x| q) are associated with the monic q-polynomial families
s(U)n (x| q) = i−n r(F )n (i x| q) , s(T )n (x| q) = i−n r(L)n (i x| q) , (5.4)
which do satisfy the conditions of Favard’s characterization theorem; thus they can
be viewed as natural q-extensions of the Chebyshev polynomials Un(x) and Tn(x). It
should be noted that the polynomials s
(U)
n (x| q) and s(T )n (x| q), explicitly given by
s(U)n (x| q) = xn 2φ1
(
q−n, q1−n; q− 2n
∣∣∣∣∣ q 2 ; 1qx2
)
, (5.5)
s(T )n (x| q) = xn 2φ1
(
q−n, q1−n; q 2(1−n)
∣∣∣∣∣ q2 ; qx2
)
, (5.6)
are of interest on their own.
It is well known that the Chebyshev polynomials Un(x) and Tn(x) are the spe-
cial cases of the Jacobi polynomials P
(α,β)
n (x) with the parameters α = β = 1/2 and
α = β = −1/2 respectively. Therefore it seems natural to expect that the continuous
q-Jacobi polynomials P
(α,β)
n (x| q) (which evidently represent q-extensions of the Jacobi
polynomials P
(α,β)
n (x)) with the particular values the parameters α = β = 1/2 and
α = β = −1/2, could provide appropriate q-extensions of the Chebyshev polynomials
Un(x) and Tn(x) respectively. Under closer examination however, it turns out that the
continuous q-Jacobi polynomials P
(1/2,1/2)
n (x| q) and P (−1/2,−1/2)n (x| q) are only constant
(but q-dependent) multiples of the Chebyshev polynomials Un(x) and Tn(x). In other
words, the continuous q-Jacobi polynomials P
(1/2,1/2)
n (x| q) and P (−1/2,−1/2)n (x| q) differ
from the Chebyshev polynomials Un(x) and Tn(x) only for the choice of the normaliza-
tion constants; therefore the former two polynomial families are just trivial q-extensions
of the latter ones.2
The polynomials s
(U)
n (x| q) and s(T )n (x| q) can be thus viewed as non-trivial compact
q-extensions of the Chebyshev polynomials Un(x) and Tn(x), which do not match with
the continuous q-Jacobi polynomials P
(1/2,1/2)
n (x| q) and P (−1/2,−1/2)n (x| q). Observe that
both of them can be expressed in terms of the little q-Jacobi polynomials pn(x; a, b| q)
as
s
(U)
2n (x| q) = (−1)n qn(n−1)
(q; q2)n
(q2(n+1); q2)n
pn
(
x2; q−1, q
∣∣∣ q2) ,
2This curious “q-degeneracy” of the continuous q-Jacobi polynomials P
(α,β)
n (x| q) for the values of
the parameters α = β = 1/2 and α = β = −1/2 was first noticed by R.Askey and J.A.Wilson in their
seminal work [2]. We are grateful to Tom Koornwinder for reminding us of this fact.
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s
(U)
2n+1(x| q) = (−1)n qn(n−1)
(q3; q2)n
(q2(n+2); q2)n
x pn
(
x2; q, q
∣∣∣ q2) , (5.7)
and
s
(T )
2n (x| q) = (−1)n qn(n−1)
(q; q2)n
(q2n; q2)n
pn
(
x2; q−1, q−1
∣∣∣ q2) ,
s
(T )
2n+1(x| q) = (−1)n qn(n−1)
(q3; q2)n
(q2(n+1); q2)n
x pn
(
x2; q, q−1
∣∣∣ q2) , (5.8)
where pn(x; a, b | q) := 2φ1(q−n, ab qn+1; aq | q ; qx) (see, for example, (14.12.1), p.482 in
[16]). It is of considerable interest to examine the properties of the polynomials s
(U)
n (x| q)
and s
(T )
n (x| q) in more detail, including their transformation properties with respect to
the Fourier integral transform. This project is beyond the subject of this paper and
will be dealt with elsewhere.
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Appendices
A Proof of (2.10)
In order to give a direct proof of the transformation formula (2.10) we start by the
defining relation for the hypergeometric 2F1-polynomial on the left side of (2.10) and
rewrite it
2F1
(
− n , n+ 2 ; 3/2
∣∣∣1− z
2
)
:=
n∑
k=0
(−n)k(n + 2)k
(3/2)k
(1− z)k
2k k!
=
n∑
k=0
(
n
k
)
(−1)k (n+ 2)k
2k (3/2)k
k∑
l=0
(
k
l
)
(−z)l, (A.1)
by employing the relation (−n)k = (−1)k n!/(n − k)!. The next step is to reverse the
order of summation in (A.1) with respect to the indices k and l, which leads to the
relation
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2F1
(
− n , n+ 2 ; 3/2
∣∣∣1− z
2
)
=
Γ(3/2)
n+ 1
n∑
l=0
Γ(2n+ 2− l)
Γ(n− l + 3/2)
(z/2)n− l
l! (n− l)!
l∑
k=0
(−l)k (2n+ 2− l)k
(n− l + 3/2)k
1
2l l!
. (A.2)
The sum over index k in (A.2) represents the hypergeometric polynomial
2F1
(
− l , 2n+ 2− l ; n− l + 3/2
∣∣∣x)
for a special value of the variable x = 1/2, which can be evaluated by Gauss’s second
summation theorem (see, for example, (1.7.1.9) on p.32 in [23])
2F1
(
2a , 2b ; a + b+ 1/2
∣∣∣ 1/2) = Γ
(
1/2
)
Γ
(
a+ b+ 1/2
)
Γ
(
a+ 1/2
)
Γ
(
b+ 1/2
) ,
a+ b+ 1/2 6= −m, m ≥ 0 , (A.3)
with a = − l/2 and b = n + 1 − l/2 (so that a + b + 1/2 = n − l + 3/2 ≥ 3/2 for all
0 ≤ l ≤ n). The sum over index k in (A.2) thus reduces to
2F1
(
− l , 2n+ 2− l ; n− l + 3/2
∣∣∣ 1/2) = Γ
(
1/2
)
Γ
(
n− l + 3/2
)
Γ
(
(2n− l + 3)/2
)
Γ
(
(1− l)/2
) . (A.4)
Since the gamma function Γ(z) has poles at the points z = −n, n ≥ 0, the right-hand
side of (6.5) vanishes for all odd values of the index l due to the presence of the factor
Γ
(
(1−l)/2
)
in its denominator. This means that only terms with even l’s give non-zero
contribution into the sum over l in (A.2), that is,
2F1
(
− n , n+ 2 ; 3/2
∣∣∣1− z
2
)
=
pi
2(n+ 1)
⌊n/2 ⌋∑
m=0
Γ(2n+ 2− 2m)
Γ(n−m+ 3/2)Γ(1/2−m)
(z/2)n−2m
(n− 2m)! (2m)!
=
√
pi
(n+ 1)
⌊n/2 ⌋∑
m=0
Γ(n+ 1−m)
Γ
(
n+1
2
−m
)
Γ
(
n
2
+ 1−m
) (−1)m zn−2m
m!
, (A.5)
where at the last step we employed duplication formula
Γ(2z) =
2 2z−1√
pi
Γ(z) Γ(z + 1/2) (A.6)
for the gamma function Γ(z) and the relation Γ(m + 1/2) Γ(1/2 − m) = pi/ cosmpi =
(−1)m pi. Finally, it remains only to use the identity Γ(z+1−n) = (−1)n Γ(z+1)/ (−z)n
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and again the duplication formula (A.6) in order to show that
2F1
(
− n , n+ 2 ; 3/2
∣∣∣1− z
2
)
=
√
pi
n+ 1
Γ(n+ 1)
Γ
(
n+1
2
)
Γ
(
n
2
+ 1
) ⌊n/2 ⌋∑
m=0
(
− n
2
)
m
(
1−n
2
)
m
(−n)m
zn−2m
m!
=
2n
n+ 1
⌊n/2 ⌋∑
m=0
(
− n
2
)
m
(
1−n
2
)
m
(−n)m
zn−2m
m!
=
(2z)n
n+ 1
2F1
(
− n
2
,
1− n
2
; −n
∣∣∣ z− 2 ) . (A.7)
This completes the proof of transformation formula (2.10).
B Proof of (2.21)
We prove here the transformation formula (2.21) which was stated in section 2. One
starts with the defining relation for the hypergeometric 2F1 polynomial on the left side
of (2.21) and evaluates first (for n ≥ 1) that
2F1
(
− n , n ; 1/2
∣∣∣1− z
2
)
:=
n∑
k=0
(−n)k (n)k
(1/2)k
(1− z)k
2k k!
=
n∑
k=0
(
n
k
)
(−1)k (n)k
2k (1/2)k
k∑
l=0
(
k
l
)
(−z)l, (B.1)
by employing the relation (−n)k = (−1)k n!/(n − k)!. The next step is to reverse the
order of summation in (B.1) with respect to the indices k and l, which leads to the
relation
2F1
(
− n , n ; 1/2
∣∣∣1− z
2
)
= nΓ(1/2)
n∑
l=0
Γ(2n− l)
Γ(n− l + 1/2)
(z/2)n− l
l! (n− l)!
l∑
k=0
(−l)k (2n− l)k
(n− l + 1/2)k
1
2k k!
. (B.2)
The sum over index k in (B.2) represents the hypergeometric polynomial
2F1
(
− l , 2n− l ; n− l + 1/2
∣∣∣x)
for a special value of the variable x = 1/2, which can be evaluated by Gauss’s second
summation theorem (see, for example, (1.7.1.9) on p.32 in [23])
2F1
(
2a , 2b ; a + b+ 1/2
∣∣∣ 1/2) = Γ
(
1/2
)
Γ
(
a+ b+ 1/2
)
Γ
(
a+ 1/2
)
Γ
(
b+ 1/2
) ,
a+ b+ 1/2 6= −m, m ≥ 0 , (B.3)
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with parameters a = − l/2 and b = n− l/2 (so that a+ b+1/2 = n− l+1/2 ≥ 1/2 for
all 0 ≤ l ≤ n). The sum over index k in (B.2) thus reduces to
2F1
(
− l , 2n− l ; n− l + 1/2
∣∣∣ 1/2) = Γ
(
1/2
)
Γ
(
n− l + 1/2
)
Γ
(
(2n− l + 1)/2
)
Γ
(
(1− l)/2
) . (B.4)
Since the gamma function Γ(z) has poles at the points z = −n, n ≥ 0, the right-hand
side of (B.4) vanishes for all odd values of the index l due to the presence of the factor
Γ
(
(1−l)/2
)
in its denominator. This means that only terms with even l’s give non-zero
contribution into the sum over l in (B.2), that is,
2F1
(
− n , n ; 1/2
∣∣∣1− z
2
)
= npi
⌊n/2 ⌋∑
m=0
Γ(2n− 2m)
Γ(n−m+ 1/2) Γ(1/2−m)
(z/2)n− 2m
(n− 2m)! (2m)!
=
n
2
√
pi
⌊n/2 ⌋∑
m=0
Γ(n−m)
Γ
(
n+1
2
−m
)
Γ
(
n
2
+ 1−m
) (−1)m z n− 2m
m!
, (B.5)
where at the last step we employed duplication formula (A.6) for the gamma function
Γ(z) and the relation Γ(m+1/2) Γ(1/2−m) = pi/ cosmpi = (−1)m pi. Finally, it remains
only to use the identity Γ(z+1−n) = (−1)n Γ(z+1)/ (−z)n and again the duplication
formula (A.6) in order to show that
2F1
(
− n , n ; 1/2
∣∣∣∣∣1− z2
)
=
√
pi
2
Γ(n + 1)
Γ
(
n+1
2
)
Γ
(
n
2
+ 1
) ⌊n/2 ⌋∑
m=0
(
− n
2
)
m
(
1−n
2
)
m
(1− n)m
z n− 2m
m!
= 2n−1
⌊n/2 ⌋∑
m=0
(
− n
2
)
m
(
1−n
2
)
m
(1− n)m
z n− 2m
m!
= 2n−1 zn 2F1
(
− n
2
,
1− n
2
; 1− n
∣∣∣ 1/z 2 ) . (B.6)
This completes the proof of the transformation formula (2.21).
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