Separating the scales in a compressible interstellar medium by Hollins, J. F. et al.
MNRAS 000, 1–15 (2018) Preprint 5 September 2018 Compiled using MNRAS LATEX style file v3.0
Separating the scales in a compressible interstellar medium
J. F. Hollins1?, G. R. Sarson1, A. Shukurov1, A. Fletcher1 and F. A. Gent2
1School of Mathematics, Statistics and Physics, Newcastle University, Newcastle upon Tyne, NE1 7RU, UK
2ReSoLVE Centre of Excellence, Department of Computer Science, Aalto University, PO Box 15400, FI-00076, Aalto, Finland
5 September 2018
ABSTRACT
We apply Gaussian smoothing to obtain mean density, velocity, magnetic and energy
density fields in simulations of the interstellar medium based on three-dimensional
magnetohydrodynamic equations in a shearing box 1× 1× 2 kpc in size. Unlike alter-
native averaging procedures, such as horizontal averaging, Gaussian smoothing retains
the three-dimensional structure of the mean fields. Although Gaussian smoothing does
not obey the Reynolds rules of averaging, physically meaningful central statistical mo-
ments are defined as suggested by Germano (1992). We discuss methods to identify
an optimal smoothing scale ` and the effects of this choice on the results. From spec-
tral analysis of the magnetic, density and velocity fields, we find a suitable smoothing
length for all three fields, of ` ≈ 75 pc. We discuss the properties of third-order sta-
tistical moments in fluctuations of kinetic energy density in compressible flows and
suggest their physical interpretation. The mean magnetic field, amplified by a mean-
field dynamo, significantly alters the distribution of kinetic energy in space and be-
tween scales, reducing the magnitude of kinetic energy at intermediate scales. This
intermediate-scale kinetic energy is a useful diagnostic of the importance of SN-driven
outflows.
Key words: MHD – turbulence – methods: statistical – ISM: kinematics and dy-
namics – ISM: magnetic fields – galaxies: ISM
1 INTRODUCTION
The injection of thermal and kinetic energy by stellar winds
and supernova (SN) explosions drives transonic turbulence
in the interstellar medium (ISM) and produces an inhomoge-
neous, multiphase system (Elmegreen & Scalo 2004; Scalo &
Elmegreen 2004; Mac Low & Klessen 2004). The outer scale
of turbulent motions in the ISM consistently suggested by
observations, theory and simulations is of order 10–100 pc,
and the turbulent scales extend to a fraction of a parsec
(Armstrong et al. 1995).
Understanding the properties and nature of a turbu-
lent flow requires the separation of mean and fluctuating
quantities. Such a separation is well understood for statisti-
cally homogeneous random flows where a number of averag-
ing procedures are available. Volume or area averaging are
most important in astronomy, while numerical simulations
provide a further opportunity to average over time. Under
favourable conditions (defined by ergodic theorems and hy-
potheses), the resulting averages are equivalent to the sta-
tistical ensemble averages employed in theory (e.g., Monin
? E-mail: j.hollins@ncl.ac.uk (JFH), g.r.sarson@ncl.ac.uk (GRS),
anvar.shukurov@ncl.ac.uk (AS), andrew.fletcher@ncl.ac.uk (AF),
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& Yaglom 2007a; Panchev 1971; Tennekes & Lumley 1972).
The ensemble averages are rarely accessible in applications,
as their calculation requires the availability of a large num-
ber of statistically independent realizations of the random
processes.
Space and time averaging procedures are consistent
with ensemble averaging provided they satisfy the Reynolds
rules of averaging, such as 〈f + g〉 = 〈f〉 + 〈g〉, 〈〈f〉g〉 =
〈f〉〈g〉 and 〈〈f〉〉 = 〈f〉, where f and g are random func-
tions and angular brackets denote averaging (e.g., Sect. 3.1
in Monin & Yaglom 2007a). Volume and time averaging only
satisfy the latter Reynolds rule in an approximate manner
when the scales of variations of the mean quantities and
the fluctuations differ significantly (the requirement of scale
separation between the averaged quantities and the fluctu-
ations) and the averaging scale is large in comparison with
the scale of the fluctuations and small in comparison with
that of the mean quantities. In practice, the mean quantities
need to be homogeneous or time-independent for the ensem-
ble and volume (or time) averages to be consistent with each
other.
The outer scale of the interstellar turbulence is com-
parable to the scale height of the gas density distribution
in spiral galaxies (about 0.1 kpc and 0.5 kpc for the cold
and warm diffuse H i, respectively). Therefore, the interstel-
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lar turbulent flow cannot be considered statistically homo-
geneous apart from along the horizontal directions. How-
ever, numerical simulations of the supernova-driven, multi-
phase ISM have relatively small horizontal domains of order
1 kpc × 1 kpc or less (e.g., Korpi et al. 1999; Joung & Mac
Low 2006; de Avillez & Breitschwerdt 2007, 2012b,a; Gres-
sel et al. 2008; Federrath et al. 2010; Hill et al. 2012; Gent
et al. 2013a,b; Gressel et al. 2013; Bendre et al. 2015; Walch
et al. 2015; Girichidis et al. 2016a,b). Meanwhile, the ISM
has a wide range of density and velocity structures (e.g.,
those related to gas clouds, galactic outflows and spiral pat-
terns) that cover continuously the range of scales from 1 pc
to 10 kpc. Therefore, scale separation between the random
and large-scale ISM flows is questionable at best. This poses
difficulties for the interpretation of numerical simulations.
Similar difficulties arise in the interpretation of observations,
but numerical simulations have exposed the problems espe-
cially clearly.
The division of the Navier–Stokes and magnetohydro-
dynamic (MHD) equations into evolution equations for the
mean flow and the fluctuations has been explored for both
ensemble averaging and filtering of the fluctuations (also
known as coarse-graining); i.e., volume averaging via con-
volution with a compact kernel. The Reynolds rules of av-
eraging are not satisfied for this procedure but this is not
an obstacle to developing a mathematically sound formal-
ism that leads to evolution equations for averaged quanti-
ties and their moments (Germano 1992). The most widely
known application of this technique is to subgrid models for
large eddy simulations of turbulent flows Meneveau (2012).
Eyink (2018) and Aluie (2017) provide details and a review
of this approach to hydrodynamic and MHD turbulence (see
also Eyink 1995, 2015). An important advantage of the fil-
tering approach is that, together with ensemble averaging,
it does not require scale separation between the mean fields
and their fluctuations (e.g., Aluie 2017).
The separation of the mean and fluctuating quantities
in a random flow is of crucial significance in the theory of
mean-field turbulent dynamos, and the problem of averaging
has been exposed in this area earlier than in other applica-
tions. The mean-field dynamo theory is based on ensemble
averaging but numerical simulations rely on various volume
and time averaging procedures. For example, the separation
of the magnetic field into mean and fluctuating components
often involves averaging over the whole computational vol-
ume or, in systems stratified along the z-direction due to
gravity, averaging in the (x, y)-planes (horizontal averaging;
see Brandenburg & Subramanian 2005). The resulting mean
magnetic field is either perfectly uniform or only dependent
on z. However, these constraints on the form of the mean
magnetic field are artificial and unphysical. An inhomoge-
neous system, such as the ISM, is expected to produce a
spatially complex mean field, which is ignored in the simple
volume of horizontal averaging techniques described above.
A further complication with horizontal averaging is the re-
quirement that 〈Bz〉 vanishes when periodic boundary con-
ditions are used in x and y; otherwise the solenoidality of the
mean magnetic field cannot be guaranteed (e.g., Gent et al.
2013b). Furthermore, the kinematic mean-field dynamo ac-
tion, with homogeneous transport coefficients α and β, in in-
finite space produces an inhomogeneous mean magnetic field
that varies at all wave-numbers below α/β, with the dom-
inant mode having the wave-number α/(2β) (e.g., Sokoloff
et al. 1983). The spatial structure of any mean field is con-
trolled by the physical properties of the system rather than by
the size of the computational domain. The only advantage of
horizontal averaging is that it obeys the Reynolds rules, but
this is often achieved at the expense of physical validity. An-
other option, consistent with the Reynolds rules, is to use
azimuthal averaging to obtain an axially symmetric mean
magnetic field in global simulations of dynamo action in a
rotating spherical object (see Simard et al. 2016, for a re-
view). This approach is easier to justify but still it excludes
physically admissible azimuthal variations of the mean field.
We discuss an alternative approach to averaging based
on Gaussian smoothing as suggested by Germano (1992),
and employ it to obtain the mean fields in simulations of
the multi-phase, supernova-driven ISM. Averaging with a
Gaussian (or another) kernel is inherent in astronomical ob-
servations, where such smoothing is applied either during
data reduction or stems from the finite width of a telescope
beam. This approach has been applied by Gent et al. (2013b)
to the simulated magnetic field; here we extend it to the ve-
locity and density fields and, importantly, energy densities,
which represent higher-order statistical moments. In partic-
ular, kinetic energy density in a compressible flow represents
a third-order statistical moment and requires special atten-
tion.
A summary of the ISM simulations is presented in Sec-
tion 2, and Section 3 introduces averaging based on Gaus-
sian smoothing. Various approaches to the selection of the
smoothing length are discussed in Section 4. Section 5 anal-
yses the behaviour of magnetic and kinetic energy densities.
Section 6 details the effects of the amplified mean field on
the magnetic and kinetic energies.
2 SIMULATIONS OF THE MULTIPHASE ISM
We use our earlier simulations of the ISM, described in de-
tail by Gent et al. (2013b,a). The simulations involve solv-
ing the full, compressible, non-ideal MHD equations with
parameters generally typical of the Solar neighbourhood in
a three-dimensional Cartesian, shearing box with radial (x)
and azimuthal (y) extents of Lx = Ly = 1.024 kpc and verti-
cal (z) extent Lz = 1.086 kpc on either side of the mid-plane
at z = 0. Our numerical resolution is ∆ =∆x = ∆y = ∆z =
4 pc, using 256 grid points in x and y and 544 in z. Gent
et al. (2013b) demonstrate that this resolution is sufficient to
reproduce the known solutions for expanding SN remnants
in the Sedov–Taylor and momentum-conserving phases. De-
tails of the numerical implementation and its comparison
with some other similar simulations can be found in Ap-
pendix A.
The mass conservation, Navier–Stokes, heat and induc-
tion equations are solved for mass density ρ, velocity u,
specific entropy s, and magnetic vector potential A (such
that B = ∇ × A). The Navier–Stokes equation includes a
fixed vertical gravity force with contributions from the stel-
lar disk and dark halo. The initial state is an approximate
hydrostatic equilibrium. The Galactic differential rotation
is modelled by a background shear flow U = (0,−qΩx, 0),
where q is the shear parameter and Ω is the Galactic angular
velocity. Here we use q = 1, as in a flat rotation curve, and
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Ω = 50 km s−1 kpc−1, twice that of the Solar neighbourhood
in order to enhance the mean-field dynamo action and thus
reduce the computational time.
The velocity u is the perturbation velocity in the rotat-
ing frame, that remains after the subtraction of the back-
ground shear flow from the total velocity. However, it still
contains a large-scale vertical component due to an outflow
driven by the SN activity.
Both Type II and Type I supernova explosions (SNe)
are included in the simulations. These differ only in their
vertical distribution and frequency. The frequencies used
correspond to those in the Solar neighbourhood. We in-
troduce Type II SNe at a mean rate per surface area of
νII = 25 kpc
−2 Myr−1. Type I SNe have a mean rate per
surface area of νI = 4 kpc
−2 Myr−1. The SN sites are dis-
tributed randomly in the horizontal planes. Their verti-
cal positions have Gaussian distributions with scale heights
hII = 0.09 kpc and hI = 0.325 kpc for SN II and SN I, respec-
tively.
No spatial clustering of the SNe is included since the
size of superbubbles produced by SNe clustering are com-
parable to the horizontal size of the computational domain.
Simulations in a domain of significantly larger size are re-
quired to capture the effects of the SN clustering. de Avillez
& Breitschwerdt (2007) include SN clustering in their simu-
lations and obtain the correlation scale of the random flows
of 75 pc, comparable to those obtained from the correlation
analysis of this model (see Hollins et al. 2017). Each SN is
initialised as an injection of 0.5× 1051 erg of thermal energy
and a variable amount of kinetic energy that depends on the
local gas density and has the mean value 0.4× 1051 erg.
We include optically thin radiative cooling with a
parametrised cooling function. For T < 105 K, we adopt a
power-law fit to the ‘standard equilibrium’ pressure–density
curve of Wolfire et al. (1995), as given in Sa´nchez-Salcedo
et al. (2002). For T > 105 K, we use the cooling function
of Sarazin & White (1987). Photoelectric heating is also in-
cluded as in Wolfire et al. (1995); it decreases with |z| on a
length scale comparable to the gas scale height near the Sun.
The system exhibits distinct hot, warm and cold gas phases
identifiable as peaks in the joint probability distribution of
the gas density and temperature.
Shock-capturing kinetic, thermal and magnetic diffusiv-
ities (in addition to background diffusivities) are included
to resolve shock discontinuities and maintain numerical sta-
bility in the Navier–Stokes, heat and induction equations.
Periodic boundary conditions are used in y, and sheared-
periodic boundary conditions in x. Open boundary condi-
tions, permitting outflow and inflow, are used at the verti-
cal boundaries at z = ±Lz. Gent et al. (2013a,b) provide
further details on the boundary conditions used and on the
other implementations briefly described above.
Starting with a weak azimuthal magnetic field at the
mid-plane, the system is susceptible to the dynamo insta-
bility. Dynamo action can be identified with exponential
growth of magnetic field saturating after about 1.4 Gyr at
a level of 2.5µG, comparable to observational estimates for
the solar neighbourhood (Gent et al. 2013b). The magnetic
field has energy at a scale comparable to the size of the com-
putational domain, suggesting a mean-field dynamo action
(Gent et al. 2013a).
We analyse snapshots in the range 0.8 ≤ t ≤ 1.725 Gyr.
Regarding the magnetic field and dynamo action, three dis-
tinct periods can be identified. For 0.8 ≤ t < 1.1 Gyr, the
magnetic energy is low compared to the thermal and ki-
netic energies and the mean-field dynamo is in its kinematic
stage. The dynamo adjusts itself to a non-linear stage at
1.1 ≤ t < 1.45 Gyr as the magnetic energy reaches approxi-
mate equipartition with kinetic energy of the random flow.
Finally, at 1.45 ≤ t ≤ 1.725 Gyr, the mean-field dynamo sat-
urates and the magnetic energy slightly exceeds the kinetic
energy (see Gent et al. 2013a). Since the evolution of the
magnetic field is expected to significantly affect the struc-
ture of the gas density and velocity, each period is consid-
ered independently. The results are illustrated in the figures
shown below using the snapshot at t = 1.6 Gyr.
3 MEAN FIELDS AND FLUCTUATIONS IN A
COMPRESSIBLE RANDOM FLOW
Averaging procedures can be used to represent a physical
variable f as a superposition of a mean 〈f〉 and fluctuating
f ′ parts, f = 〈f〉 + f ′. Ensemble averaging is used in most
theoretical contexts. Ensemble-averaged quantities do not
need to be independent of any spatial or temporal variable.
However, volume and time averaging are often the only op-
tions available in simulations and observations. For example,
the average over a volume V ,
〈f〉V = 1
V
∫
V
f(x′) d3x′ , (1)
satisfies the Reynolds rules of averaging, including
〈f〈g〉V 〉V = 〈f〉V 〈g〉V , 〈〈f〉V 〉V = 〈f〉V , (2)
leading to
〈f ′〉V = 0 , 〈〈f〉V g′〉V = 0 , (3)
for the random variables f and g. This allows evolutionary
equations for the central moments 〈f ′g′〉V , 〈f ′g′h′〉V (with
another random variable h), etc., to be derived by averaging
the governing equations using relations such as (e.g., Monin
& Yaglom 2007a),
〈u′iu′j〉V = 〈uiuj〉V − 〈ui〉V 〈uj〉V ,
〈u′iu′ju′k〉V = 〈uiujuk〉V − 〈ui〉V 〈u′ju′k〉V − 〈uj〉V 〈u′ku′i〉V
− 〈uk〉V 〈u′iu′j〉V − 〈ui〉V 〈uj〉V 〈uk〉V , (4)
in the case of the velocity field u.
In numerical simulations, V is often the whole compu-
tational domain, or some significant part of it, or a (thin)
slice parallel to one of the coordinate planes, as in averages
over a horizontal plane (x, y). Another widespread averag-
ing procedure is azimuthal averaging, appropriate when the
mean quantities are axially symmetric. Such averages are
restricted to be partially or fully independent of position, in
all three directions in the case of volume averages, in two di-
mensions for horizontal averages and in the azimuth for axial
averages. As we discuss in Section 1, these constraints may
be — and often are — unreasonably restrictive. Moreover,
any observational data obtained with a finite resolution rep-
resent a convolution of the quantity observed with the tele-
scope beam and are free to vary with position. It is therefore
MNRAS 000, 1–15 (2018)
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desirable to apply to numerical results an averaging proce-
dure, compatible with the observational proceduress, in a
manner that does not impose unjustifiable constraints on
the averaged quantities. his is the goal of this paper.
3.1 The filtering approach to averaging
A local mean part of a random field f(x), denoted 〈f〉`, is
obtained by spatial smoothing (filtering) of its fluctuations
at scales l < `, with a certain smoothing length `, using a
smoothing kernel G`:
〈f(x)〉` =
∫
V
f(x′)G`(x− x′) d3x′ , (5)
where integration extends over the whole volume where f(x)
is defined. The filtering kernel is normalized,∫
V
G`(x− x′) d3x′ = 1 ,
and assumed to be symmetric,∫
V
xG`(x) d
3x = 0 . (6)
To ensure that fluctuations in kinetic energy density are pos-
itive definite, the kernel must be positive for all x (Aluie
2017, and references therein). The fluctuation field is ob-
tained as
f ′(x) = f(x)− 〈f(x)〉` , (7)
(with the link between the prime and the scale ` being un-
derstood). This procedure retains the spatial structure of
both the mean field and the fluctuations. We discuss below
physically motivated choices for the smoothing length `.
Thus defined, the averaging procedure does not satisfy
the Reynolds rules outlined in equations (2) and (3). In par-
ticular, the mean of the fluctuations does not vanish, re-
peated averaging affects the mean field 〈f(x〉`, and the mean
and fluctuating fields are not uncorrelated:
〈f ′〉` 6= 0 , 〈〈f〉`〉` 6= 〈f〉` , 〈〈f〉`f ′〉` 6= 0 . (8)
As a consequence, the standard relations between statisti-
cal moments of total fields and their fluctuations, shown in
equation (4), are no longer valid.
To address these complications, Germano (1992) intro-
duced generalised statistical moments µ(f, g) µ(f, g, h) . . . ,
of random fields f(x), g(x) and h(x) to ensure that the
mathematical soundness and simplicity of the averaged gov-
erning equations is regained for both the mean fields and
their statistical moments. In fact, relations between the sta-
tistical moments are quite similar to the standard ones of
equation (4). For example, the generalised statistical mo-
ments of the velocity field u(x) are defined as
µ(ui, uj) = 〈uiuj〉` − 〈ui〉`〈uj〉` ,
µ(ui, uj , uk) = 〈uiujuk〉` − 〈ui〉`µ(uj , uk)− 〈uj〉`µ(uk, ui)
− 〈uk〉`µ(ui, uj)− 〈ui〉`〈uj〉`〈uk〉` . (9)
Statistical moments of the fluctuations are obtained from
the moments of the total fields and their averages as, for
example,
〈u′iu′j〉` = 〈(ui − 〈ui〉`)(uj − 〈uj〉`)〉`
= 〈uiuj − 〈ui〉`uj − ui〈uj〉` + 〈ui〉`〈uj〉`〉`
= 〈uiuj − 〈ui〉`u′j − u′i〈uj〉` − 〈ui〉`〈uj〉`〉`
= 〈uiuj〉` − 〈〈ui〉`u′j〉` − 〈u′i〈uj〉`〉` − 〈〈ui〉`〈uj〉`〉` .
(10)
As in equation (8), we have 〈〈ui〉`u′j〉` 6= 0 and 〈u′i〈uj〉`〉` 6=
0. In addition, 〈〈ui〉`〈uj〉`〉` 6= 〈ui〉`〈uj〉` since 〈〈ui〉`〉` 6=
〈ui〉`. As a consequence, 〈u′iu′j〉` 6= 〈uiuj〉` − 〈ui〉`〈uj〉` =
µ(ui, uj). Replacing statistical moments of the fluctuations
such as 〈u′iu′j〉` wherever they appear with generalised cen-
tral moments such as µ(ui, uj), leads to governing equations
for the fluctuations in a mathematically simple form prac-
tically identical to that obtained under ensemble averaging
(see Aluie 2017, for the case of MHD equations). The alge-
braic structure of the closure is the same, regardless of the
choice of the filter G. Such a property is called the averaging
invariance of the turbulent equations (see Germano 1992).
In application to the ISM simulations described in Sec-
tion 2, we consider the decomposition of the physical fields
into mean and fluctuating components with the mean fields
obtained via filtering with a Gaussian kernel,
G`(x) = (2pi`
2)−3/2 exp
[−x2/(2`2)] , (11)
where ` is the smoothing length. We perform this analysis
for magnetic field B, gas density ρ and velocity u. All aver-
ages are denoted with the subscript ` and fluctuations with
the prime, with the exception of magnetic field fluctuations
denoted b:
B = B` + b , B` = 〈B〉` , b = B −B` ,
ρ = ρ` + ρ
′ , ρ` = 〈ρ〉` , ρ′ = ρ− ρ` ,
u = u` + u
′ , u` = 〈u〉` , u′ = u− u` . (12)
4 THE SMOOTHING SCALE AND FOURIER
SPECTRA
The challenge in applying the filtering approach in our con-
text is to determine an appropriate smoothing length ` or
its admissible range. We note that the mean and fluctuat-
ing parts of different variables, e.g., B, ρ and u, can have
different spatial properties and, hence, different smoothing
lengths may be required to separate the fluctuations in dif-
ferent variables. For example, Hollins et al. (2017) find that
the correlation lengths of the three variables are different in
the simulations discussed here. Unlike applications to sub-
grid turbulence models, where ` is identified with the spatial
resolution of a simulation, the choice of ` in the present con-
text is motivated by physical considerations. Following Gent
et al. (2013a), we select ` using the spectral structure of each
variable as discussed below.
Scale separation between the mean and fluctuation
fields is required neither by theory based on ensemble av-
erages nor by the filtering technique. Nevertheless, it is nat-
ural to expect some difference in scales between the two.
For example, the scale of the mean field in a turbulent dy-
namo is controlled by deviations of the random flow from
mirror symmetry and mean velocity shear, whereas turbu-
lent scales depend on the nature of the driving forces. Given
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Table 1. Notation for the total (T), mean (M) and fluctuating (F) fields and their respective Fourier spectra.
Spectrum Energy density Energy
T M F T M F T M F T M F
Magnetic field B B` b SB(k) SB` (k) Sb(k) 〈eB〉` eB` eb EB EB` Eb
Gas density ρ ρ` ρ
′ Sρ(k) Sρ` (k) Sρ′ (k) — — — — — —
Gas velocity u u` u
′ Su(k) Su` (k) Su′ (k) 〈ek〉` es est, et Ek Es Est, Et
the fundamental difference between the two groups of phys-
ical effects, it is unlikely that the two parts of magnetic field
have similar scales. Since deviations from mirror symmetry
are usually weak, the scale of the mean field is expected
to be correspondingly large and to exceed the turbulent
scale. Arguments of this kind are used to justify the two-
scale approach in mean-field magnetohydrodynamics (Mof-
fatt 1978; Krause & Ra¨dler 1980; Zeldovich et al. 1983).
However, numerical simulations of dynamo systems (includ-
ing those discussed here) are performed in domains that are
only moderately larger than the integral scale of the simu-
lated random flow (Brandenburg & Subramanian 2005, and
references therein) which precludes any strong scale sepa-
ration between the simulated mean and fluctuating fields.
Nevertheless, evidence for such separation is usually sought,
in the form of a pronounced minimum in the Fourier spec-
tra at a scale exceeding the presumed integral scale of the
fluctuations (often, the scale at which the random flow is
driven by an explicit force) and the domain size. In applica-
tion to the magnetic field, Gent et al. (2013a) demonstrate
that the situation can be more subtle and, despite a pro-
nounced difference of the two scales (by a factor of two), the
Fourier spectrum of the total magnetic field may not have a
noticeable minimum between them.
The Fourier spectrum of the total magnetic field B is
given by
SB(k) = k
2〈|B̂(k)|2〉k , (13)
where B̂(k) =
∫
V
B(x) exp(−2piik · x) d3x is the Fourier
transform of B and 〈· · · 〉k denotes the average value within
a spherical shell of thickness δk with radius k = |k|. The
power spectra for the mean and random fields, SB`(k) and
Sb(k), are similarly defined in terms of B̂`(k) and b̂(k), the
Fourier transforms of B` and b:
SB`(k) = k
2〈|B̂`(k)|2〉k , Sb(k) = k2〈|b̂(k)|2〉k . (14)
We also consider the integral scale of each field (Sect. 12.1
in Monin & Yaglom 2007b),
L =
pi
2
∫ pi/∆
2pi/D
k−1S(k) dk∫ pi/∆
2pi/D
S(k) dk
, (15)
calculated using the appropriate power spectrum S(k),
where ∆ is the grid spacing and D the size of the com-
putational domain. Since both the mean field and the fluc-
tuations are inhomogeneous, equation (15) can be used to
derive the characteristic scales of both the mean and fluctu-
ating fields: e.g. LB` for the mean magnetic field, such that
L2B` ' |B`|/|∇2B`|.
As discussed in Sections 4.1, 4.2 and 4.3, none of the
Fourier spectra of B, ρ and u, have a local minimum.
Nonetheless, each variable has distinct, well separated length
scales for the mean and fluctuating fields. The optimal
smoothing scale ` for each variable is obtained in Section 4.1
from the requirements that: (i) the major maxima in the
Fourier spectra of the mean field and fluctuations in each
variable occur on different sides, along the wave-number
axis, of the wave-number where they intersect; and (ii) that
the ratio of the integral scales of the mean fields and the
fluctuations is (approximately) maximized.
The spectra and lengths scales for ρ, u and their respec-
tive mean and fluctuations are defined in a similar manner
and denoted Sρ(k), Sρ`(k), Sρ′(k), Su(k), Su`(k) and Su′(k),
with the corresponding length scales Lρ, Lρ` , Lρ′ , Lu, Lu`
and Lu′ . The notation is summarized in Table 1.
The power spectrum SB(k) is equivalent, up to a con-
stant factor of 1/(8pi), to the magnetic energy spectrum
M(k) = SB(k)/(8pi), and the total magnetic energy can be
obtained as an integral over the relevant wave-number range,
EB =
∫
k
M(k) dk. However, unlike the case of incompress-
ible flows, the power spectrum of the velocity field cannot
be directly equated to the kinetic energy density because of
the contribution from the gas density fluctuations.
Calculation of energy densities due to the mean fields
and fluctuations should be done with care. To illustrate
the general approach, consider magnetic energy. Although
total magnetic energies can be obtained via wavenum-
ber integrals of the power spectra, these do not always,
within the filtering approach, correspond to the energies
of the mean and fluctuating parts, or the sum of the lat-
ter energies. The total magnetic energy EB satisfies EB =
1/(8pi)
∫
k
SB(k) dk =
∫
V
eB dV , where eB = B
2/(8pi) and
dV = d3x. And the wavenumber integral of the mean field,
EB` = 1/(8pi)
∫
SB`(k) dk does equal the volume integral
of the relevant energy density, EB` =
∫
V
eB` dV , where
eB` = B
2
` /(8pi). But the corresponding quantities for the
fluctuating field, Eb = 1/(8pi)
∫
Sb(k) dk, and Eb =
∫
V
eb dV ,
are not equal: Eb 6= Eb. As defined, Eb = 1/(8pi)
∫
V
b2 dV ;
but as explained in more detail in Section 5, eb must be
defined in terms of the generalised second moments with
i = j (from equation (9)): eb = µ(Bi, Bj)/(8pi), so that
eb 6= b2/(8pi). Furthermore, the energies defined above do
not sum: EB 6= EB` + Eb.
In the filtering approach, the energy densities sum as re-
quired from equation (9), with the definitions above: 〈eB〉` =
eB` + eb. We introduce a distinct notation for the volume
integrals of these energy densities — EB =
∫
V
〈eB〉` dV ,
EB` =
∫
V
eB` dV , Eb =
∫
V
eb dV — so that we can also write
EB = EB` + Eb. These energy densities and their volume in-
tegrals are summarised in Table 1, and discussed further in
Section 5. But note that, while EB` = EB` , EB 6= EB , and
Eb 6= Eb.
We analyse the Fourier spectra of the basic physical
variables in Sections 4.1–4.3 to identify appropriate smooth-
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Figure 1. Fourier spectra of the total magnetic field SB(k) (solid, blue), its mean part SB` (k) (dash-dotted, green) and the fluctuations
Sb(k) (dashed, red) for ` = 50 pc at t = 1.6 Gyr for various values of the smoothing length `: (a) ` = 50 pc, (b) ` = 20 pc and
(c) ` = 140 pc. The vertical dotted lines indicate (from left to right) the wave-numbers corresponding to the scale of the mean field LB` ,
its fluctuations Lb, the smoothing length ` and the resolution of the simulations ∆. (d): Ratio of the integral scales Lb and LB` as a
function of the smoothing length ` in the three periods of magnetic field evolution, kinematic 0.8 ≤ t < 1.1 Gyr (solid, blue), transitional
1.1 ≤ t < 1.45 Gyr (dash-dotted, green) and non-linear 1.45 ≤ t ≤ 1.725 Gyr (dashed, red).
ing lengths `, which can be different for different variables,
and then use the filtering approach to derive and discuss the
corresponding energy densities in Section 5.
4.1 Magnetic field
Figs. 1b and 1c show the power spectra of the total mag-
netic field and its mean and fluctuating parts obtained us-
ing ` = 20 pc and ` = 140 pc, respectively. When ` =
20 pc, the integral scales of the mean field and the fluc-
tuations are LB` = 0.49 kpc and Lb = 0.17 kpc, but the
scale λ = 0.09 kpc where the two power spectra intersect,
SB`(λ) = Sb(λ), is smaller than the integral scale of the
fluctuations, λ < Lb. This is physically inconsistent. When
` = 140 pc, the opposite and equally unsatisfactory situation
follows with LB` = 0.92 kpc < λ = 1.09 kpc, Lb = 0.39 kpc.
A more satisfactory picture emerges when ` = 50 pc
shown in Fig. 1a, resulting in LB` = 0.65 kpc, Lb = 0.27 kpc
and λ = 0.3 kpc, so that Lb < λ < LB` . Thus, ` = 50 pc can
be adopted as an appropriate smoothing length for the mag-
netic field: then the mean field dominates at scales around
LB` whereas the fluctuations contribute most of the power
at scales around Lb.
The ratio of LB` and lb as a function of ` is shown in
Fig. 1d for the three periods of the magnetic field evolution.
When magnetic field is still weak, there is a pronounced
maximum at ` = 65 pc which becomes less prominent as
the magnetic field growth saturates. Thus, the requirement
that Lb < λ < LB` is compatible with the maximum scale
separation between the mean field and the fluctuations. The
ratio reaches an asymptotic value in the range 0.3–0.4 at
` ≈ 90 pc.
4.2 Gas density
Using the same arguments as for magnetic field, we conclude
that ` = 50 pc is a suitable smoothing length for the density
distribution, as also shown in Fig. 2. Indeed, when ` = 50 pc,
we obtain Lρ` = 0.62 kpc and Lρ′ = 0.27 kpc, with λ =
0.31 kpc. In contrast, Lρ` = 0.47 kpc and Lρ′ = 0.17 kpc >
λ = 0.11 kpc for ` = 20 pc, and Lρ` = 0.91 kpc < λ =
0.95 kpc and Lρ′ = 0.37 kpc for ` = 140 pc.
The ratio of Lρ` and Lρ′ as a function of ` is shown in
Fig. 2d. Its maximum is reached at values of ` increasing
from 65 pc to 75 pc as the magnetic field saturates, suggest-
ing a suitable smoothing length of approximately 70 pc.
4.3 Gas velocity
Figs. 3a–d illustrate similar arguments for the velocity field
u (we recall that u represents deviations from the over-
all shearing flow and contains a systematic vertical out-
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Figure 2. As for Fig. 1 but for the gas density ρ (in g cm−3) with (a) ` = 50 pc, (b) ` = 20 pc and (c) ` = 140 pc.
flow velocity). When ` = 50 pc, Lu` = 0.66 kpc and Lu′ =
0.27 kpc, with λ = 0.3 kpc. Conversely, Lu` = 0.50 kpc,
Lu′ = 0.16 kpc and λ = 0.12 kpc < Lu′ for ` = 20 pc, whilst
for ` = 140 pc we have Lu` = 0.92 kpc, Lu′ = 0.39 kpc and
λ = 1.12 kpc > Lu` . However, the ratio of length scales in
Fig. 3d does not have any pronounced maxima, as it in-
creases monotonically with ` for t < 1.45 Gyr, and has a
very broad maximum at ` = 90–100 pc for t > 1.45 Gyr.
It is clear from each of Figs. 1, 2 and 3, that the spectral
properties of each of these fields are distinct. In addition, the
properties of each field vary in time. The simulation times
considered here, 0.8 ≤ t ≤ 1.725 Gyr, are all much greater
than SN-driven hydrodynamics reaches a statistical steady
state, which occurs at about 400 Myr. Thus, we are confident
that any changes in time result from the evolution of the
mean-field dynamo, which evolves over a time-scale of order
Gyr.
It would therefore seem most appropriate to select dif-
ferent smoothing lengths to obtain the fluctuations, depend-
ing on both the variable considered and the simulation time.
However, complications would then arise with the interpre-
tation of results obtained from such choices. The sensitivity
of the results to any change in smoothing length would have
to be considered. Theories based on a filtering approach to
the MHD equations requires a consistent filter as the aver-
aging operator. Hence, applying different smoothing lengths
for each variable would introduce new difficulties when try-
ing to interpret the mean fields and moments of the fluctu-
ating fields as solutions of the filtered equations. In addition,
complications could arise when selecting a smoothing scale
for moments computed from multiple basic variables, such as
the kinetic energy ρu2. A time dependent smoothing length
could be used, interpreted as a change in the grid scale of
such a simulation.
We shall attempt to identify an appropriate value of `
that can be used as a smoothing length for all three variables
throughout the times considered. We adopt ` = 75 pc as the
smoothing length for magnetic field, gas density and gas
velocity, since for magnetic field and gas density the local
maxima in the ratios of the mean and fluctuating length
scales occur close to 75 pc. For the gas velocity, the value of
this ratio at 75 pc is above 90% of the asymptotic value in
each period, whilst the value at 75 pc in the saturated period
is very similar to the value at the broad local maximum.
5 ENERGY DENSITIES
Magnetic and kinetic energy densities have to be derived
using the generalized central moments, as discussed in Sec-
tion 3.1. The required moments are derived in Appendix B.
Since the mean and fluctuating fields are sensitive to the
choice of smoothing length, the resultant energies will also
depend on `. The maximum admissible value of ` is half the
horizontal extent of the simulation domain. We derive the
energy densities obtained with various smoothing lengths in
the range 0 < ` < 0.5 kpc and discuss the results in this
section. As previously, we consider the three periods of the
mean-field dynamo independently and present results aver-
aged over the snapshots within each period.
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Figure 3. As for Fig. 1 but for the gas velocity (in km s−1) with (a) ` = 50 pc, (b) ` = 20 pc and (c) ` = 140 pc.
5.1 Magnetic energy
The total magnetic energy density is given by
eB = |B|2/(8pi) ,
with the energy density of the fluctuating magnetic field
obtained as
eb =
1
8pi
∫
V
|B(x′)−B`(x)|2 G`(x− x′) d3x′ . (16)
This ensures the energies of the mean and fluctuating mag-
netic fields sum to the energy of the (filtered) total magnetic
energy, i.e.
〈eB〉` = eB` + eb ,
where eB` = |B`|2/(8pi) is the energy density of the mean
magnetic field. We note that eb 6= |b|2/(8pi), but it can be
shown, by expanding B(x′) in a Taylor series around x, that
eb = |b|2/(8pi)+O(`2/L2B`). Thus, the difference between the
volume and filtering averages decreases as `/LB` → 0. This
fact, also true for any other variable, suggests one consid-
eration for the choice of ` might be to maximise the ratio
for LB`/`. In practice, however, this would simply lead to
`→ 0; i.e. all the signal in the mean field, and effectively no
decomposition.
The larger is `, the smaller part of the total field is
deemed to be a mean field, and 〈eB`〉V monotonically de-
creases with ` whilst eb monotonically increases, as shown
in Fig. 4a. The rate of variation of 〈eb〉V /〈〈eB〉`〉V with
`, shown in Fig. 4b — and also of 〈eB〉V /〈〈eB〉`〉V , not
shown — becomes relatively small when ` > 50 pc. This con-
firms that the appropriate choice for the smoothing length
is ` > 50 pc. (The difference between Fig. 4a and fig. 2a of
Gent et al. (2013b) is caused by a downsampling to a grid
∆x = 8 pc used in the Fourier transform for that calculation
in Gent et al. (2013b).)
The mean magnetic energy grows with time due to dy-
namo action, and the value of ` for which the two energies
are equal to each other increases. At late times, the mean
magnetic field is energetically dominant over the fluctuating
magnetic field for all `.
5.2 Kinetic Energy
In a compressible flow, the mean kinetic energy density is
represented by a third-order moment involving the density
and velocity fields. Under ensemble (or volume) averaging,
the mean kinetic energy density is conveniently — and phys-
ically meaningfully — represented (see Section 6.4 in Monin
& Yaglom 2007a) as
〈ek〉 = 12 〈ρuiui〉
= 1
2
〈ρ〉〈ui〉〈ui〉+ 〈ui〉〈ρ′u′i〉+ 12 〈ρu′iu′i〉
≡ es + est + et , (17)
where es is the energy density of the mean flow, et is the
energy density of the fluctuations and est represents the
transport of momentum 〈ρ′u′i〉 by the mean flow (summa-
tion over repeated indices is understood here and below). An
equivalent decomposition is appropriate under the filtering
MNRAS 000, 1–15 (2018)
Separating scales in a compressible ISM 9
0 100 200 300 400 500
ℓ [pc]
0.0
0.2
0.4
0.6
0.8
1.0
1.2
〈 e X〉
V
[B
2
]
(a) eBℓ , 0. 8≤ t≤ 1. 075
eBℓ , 1. 1≤ t≤ 1. 425
eb, 1. 1≤ t≤ 1. 425
eBℓ , 1. 45≤ t≤ 1. 725
0 50 100 150
ℓ [pc]
0.00
0.01
0.02
0.03
∂〈 e b〉
V
/∂
ℓ
[B
2
/p
c]
(b)
Figure 4. a) Volume averages of the mean magnetic energy density 〈eB` 〉V at times 0.8 ≤ t < 1.1 Gyr (green, dash-dotted), 1.1 ≤ t <
1.45 Gyr (black, solid) and t ≥ 1.45 Gyr (red, dotted); also the fluctuating magnetic energy density 〈eb〉V at 1.1 ≤ t < 1.45 Gyr (blue,
dashed), as functions of the smoothing length `. These are normalised by the volume average of the smoothed magnetic energy density,
〈〈eB〉`〉V , with the volume averaging over the region |z| < 0.5. b) Derivatives of 〈eb〉V , normalised by 〈〈eB〉`〉V , with respect to ` at
0.8 ≤ t < 1.1 Gyr (green,dash- dotted), 1.1 ≤ t < 1.45 Gyr (blue, dashed) and t ≥ 1.45 Gyr (red, dotted).
approach as well:
〈ek〉` = 12 〈ρuiui〉` = es + est + et ,
es =
1
2
〈ρ〉`〈ui〉`〈ui〉` ,
est = 〈ui〉`µ(ρ, ui) ,
et = 〈ek〉` − es − est
= 1
2
〈ρ〉`µ(ui, ui) + 12µ(ρ, ui, ui) ,
(18)
where the moments involved are derived in Appendix B in
explicit integral forms:
est =
∫
V
u(x′)G`(x− x′) d3x′
×
∫
V
∆ρ`(x,x
′)∆u`(x,x
′)G`(x− x′) d3x′ ,
et =
1
2
∫
V
ρ(x′)G`(x− x′) d3x′
×
∫
V
|∆u`(x,x′)|2G`(x− x′) d3x′
+ 1
2
∫
V
∆ρ`(x,x
′)|∆u`(x,x′)|2G`(x− x′) d3x′ , (19)
where ∆ρ`(x,x
′) = ρ(x′)−ρ`(x) and ∆u`(x,x′) = u(x′)−
u`(x).
Fig. 5 shows how various parts of the kinetic energy den-
sity depend on the smoothing length `. The behaviour of the
volume averages of these contributions to the kinetic ener-
gies is much less straightforward than for magnetic energy,
except for t > 1.45 Gyr where similar monotonic dependence
on ` is observed. Additionally for both 0.8 ≤ t < 1.1 Gyr
and 1.1 ≤ t < 1.45 Gyr, we observe that the fluctuating
kinetic energy est + et is equal to zero within errors for
50 ≤ ` ≤ 100 pc. This results from cancellation between
〈est〉V and 〈et〉V , with 〈est〉V significantly negative, as con-
firmed by Fig. 7. The quantity est = 〈ui〉`µ(ρ, ui) is domi-
nated by the contribution of the z-component of the velocity
field (i = 3) since 〈uz〉` is much larger than the x- and y-
components because of a systematic gas outflow from the
mid-plane.
The supernovae contain large values of 〈uz〉` and the
gas involved in the outflow is hotter and less dense than
on average, leading to large negative values of −〈ρ〉`〈uz〉`
for z > 0 and, hence, of 〈uz〉` µ(ρ, uz) = 〈uz〉` (〈ρuz〉` −
〈ρ〉`〈uz〉`) (the dominant component of est).
For z < 0 kpc, the mean vertical velocity in the super-
novae 〈uz〉` is large and negative, resulting in large, positive
values for µ(ρ, uz) = 〈ρuz〉` − 〈ρ〉`〈uz〉`. Thus, the opposite
signs of 〈uz〉` and µ(ρ, uz) result in large, negative values
of est for negative z. These large, negative values for est ap-
pear to dominate the kinetic energy statistics during earlier
snapshots. This is discussed in more detail below.
The variation with ` of the fluctuating kinetic energy
produces a more complicated pattern than for fluctuating
magnetic energy, see Fig. 5. The values of ` for which the
variation is weak are ` > 300 pc. Such a smoothing length
is much larger than any estimate of the correlation scale of
the random motions, and the optimal smoothing lengths of
both ρ or u. As a result, the criterion that the variation
of the fluctuating kinetic energy must be weak is not an
appropriate method for choosing suitable smoothing lengths
for either ρ or u.
6 INFLUENCE OF THE MEAN-FIELD
DYNAMO
Figs. 4 and 5 both suggest that the structure of magnetic
and kinetic energies vary with the state of the mean-field
dynamo. We first examine the vertical structure of both en-
ergies, comparing the three time ranges discussed previously,
to demonstrate the changes in structure caused by the dy-
namo.
At early times, when the fluctuating magnetic field
dominates the mean field, the magnetic field is strongest
at |z| = 0.3 kpc where the kinetic energy is maximal, see
Figs. 6a and 7a.
As the mean field dynamo saturates, the mean mag-
netic field dominates compared to the fluctuating field. The
vertical profile of the smoothed total magnetic energy cor-
responds to the mean magnetic energy. The peaks of the
vertical profiles remain at |z| = 0.3 kpc, see Figs. 6b,c.
The increasing mean magnetic field significantly al-
ters the vertical profile of the kinetic energy, as shown in
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Figure 5. (a) As for Fig. 4a but for the volume average of the mean kinetic energy density 〈es〉V at 0.8 ≤ t < 1.1 Gyr (green, dash-
dotted), 1.1 ≤ t < 1.45 Gyr (black, solid) and t ≥ 1.45 Gyr (red, dotted); with the volume average of the fluctuating kinetic energy
density 〈est + et〉V at 1.1 ≤ t < 1.45 Gyr (blue, dashed). These are normalised by the volume average of the smoothed kinetic energy
〈〈ek〉`〉V . (b) As for Fig. 4b but for the derivative of 〈est + et〉V , with respect to ` (normalised by 〈〈ek〉`〉V ); at 0.8 ≤ t < 1.1 Gyr (green,
dash-dotted), 1.1 ≤ t < 1.45 Gyr (blue, dashed) and t ≥ 1.45 Gyr (red, dotted).
Figs. 7b,c. All the components in the division of kinetic en-
ergy are concentrated towards the midplane and the maxi-
mum value of 〈ek〉` decreases.
Strong mean magnetic fields generated via dynamo ac-
tion in the same ISM simulations have been shown to sup-
press outflows of hot gas (see Evirgen et al. 2017), which are
associated with high values of kinetic energy. This would
lead to a vertical profile of kinetic energy with the charac-
teristics present in Fig. 7c.
The most dramatic change is the effect on the ‘inter-
mediate scale’ component of the kinetic energy, est. As the
magnetic field strength increases, the horizontal average of
est decreases significantly, becoming almost equal to zero ex-
cept near to the mid-plane. As a result, the kinetic energy is
approximately split between the mean and small-scale ener-
gies es and et.
As this change appears to be the most significant, we
focus on horizontal planes from the snapshots t = 0.8 Gyr
and t = 1.6 Gyr at which the vertical profiles of est shown
in Fig. 7 show the most profound differences.
In the kinematic stage of the mean-field dynamo, there
are regions in which est is significantly non-zero, whilst 〈ek〉`
is uniform by comparison (see Fig. 8). The mean and tur-
bulent kinetic energies, es and et respectively, also exhibit
highly non-zero behaviour in the same regions as est, al-
though these are not demonstrated here. The contribution
from the z–component of est, 〈uz〉` µ(ρ, uz), comprises a
large fraction of the total quantity (about 80%) and so the
vertical behaviour is dominant for est at this stage. The
values for which est is highest strongly coincide with re-
gions of large positive 〈uz〉`, which are the regions of hot
gas outflows. Thus, at the kinematic stage of the mean-field
dynamo, est is strongly correlated with the outflows of hot
gas. In this model, the mean magnetic field is absent from
the regions of hot gas, as demonstrated by Evirgen et al.
(2017). Thus, the mean magnetic field also avoids regions in
which est is strongly non-zero.
The action of the amplified mean magnetic field on the
kinetic energies is demonstrated in Fig. 9. The values of est
are reduced significantly and est appears more uniform. By
contrast, 〈ek〉` is now more significant and the non-uniform
structure of 〈ek〉` is much more clear. The vertical contri-
bution to est is also dramatically reduced and is no longer
the dominant contribution. The mean vertical velocity is re-
duced both in maximal value and in the size of regions in
which 〈uz〉` is highly non-zero, indicative of the reduction
of hot gas outflows. Thus, the partial suppression of the hot
gas outflows by the mean magnetic field has both signifi-
cantly reduced the value of est and resulted in behaviour
of the overall kinetic energy becoming independent of the
behaviour of est.
7 DISCUSSION
We have applied Gaussian smoothing to obtain mean fields
for magnetic field, density and velocity. The optimal smooth-
ing lengths were obtained by spectral analysis of each field
independently. We find ` = 75 pc is an appropriate smooth-
ing length to use for each of these fields.
The differing spectral behaviour of the magnetic, den-
sity and velocity fields is unsurprising, since their structures
are controlled by different physical processes, even though
they do not evolve independently,. The structure of the fluc-
tuating fields, obtained using Gaussian smoothing with a
filtering length of 50 pc, are distinct, as shown in Hollins
et al. (2017).
We examine the mean and fluctuating magnetic and
kinetic energies, using the idea of the generalised central
moments from Germano (1992) for our definitions of the
fluctuating energies. We examine the dependencies of the
energies on ` and the magnetic dynamo.
Amplification of the mean magnetic field by dynamo
action has a significant impact on the subdivisions of the
magnetic and kinetic energies. As the dynamo saturates, the
energy of the mean field dominates compared to the fluctuat-
ing field. Throughout the run, the magnetic field is strongest
at |z| = 300 pc.
Increasing mean magnetic field results in the location of
the maximum of the vertical profile of kinetic energy shifting
from |z| = 300 pc to the mid-plane. The intermediate scale
kinetic energy est is closely correlated with outflows, which
are partly suppressed by the growing mean magnetic field.
This results in a dramatic reduction in est at late times in the
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Figure 6. Vertical profiles of the horizontal averages of the
smoothed total magnetic energy, 〈〈eB〉`〉xy (blue, solid), mean
magnetic energy, 〈eB` 〉xy (green, dashed), and fluctuating mag-
netic energy, 〈eb〉xy (red, dash-dotted); at times a) 0.8 ≤ t <
1.1 Gyr, b) 1.1 ≤ t < 1.45 Gyr and c) t ≥ 1.45 Gyr. The smooth-
ing length applied for each snapshot is ` = 75 pc.
simulation, when the kinetic energy is largely split between
the large-scale kinetic energy, es, and the small-scale kinetic
energy et.
In the simulations considered here, the intermediate ki-
netic energy density est is therefore a useful diagnostic for
the presence of outflows; it clearly isolates an energy trans-
fer of interest, allowing insight into some important physical
processes within the system. It will therefore be of great
interest to consider similar decompositions of the energy
densities in other contexts, where similar insights may be
possible.
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Figure 7. As for Fig. 6 but for the smoothed total kinetic energy
density 〈〈ek〉`〉xy (blue, solid), mean kinetic energy density 〈es〉xy
(green, dashed), ‘intermediate scale’ kinetic energy density 〈est〉xy
(cyan, dash-dot-dotted), fluctuating kinetic energy density 〈et〉xy
(red, dot-dashed), and the sum, 〈est + et〉xy (purple, dotted); at
times a) 0.8 ≤ t < 1.1 Gyr, b) 1.1 ≤ t < 1.45 Gyr and c) t ≥
1.45 Gyr. As for Fig. 6, the smoothing length applied is ` = 75 pc.
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APPENDIX A: PARAMETERS OF THE
NUMERICAL MODEL
The model discussed here aims to reproduce the statistical
properties of the random ISM. With the integral scale of
random fluctuations in various physical variables of order
50 pc (Hollins et al. 2017), the computational domain that
we use contains about 400 correlation cells in each horizontal
slice, providing sufficient statistics to obtain useful results.
Other simulations of comparable physical content (e.g., Hill
et al. 2012; Bendre et al. 2015) have computational boxes of
a similar horizontal size of 0.8–1 kpc. The next largest phys-
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Figure 9. As for Fig. 8 but in the plane z = 30 pc, at time t = 1.6 Gyr.
ically distinct objects are superbubbles, of order 0.5–1 kpc
in size, and OB associations and spiral arms whose scale
is of order 1–3 kpc; modelling these phenomena would re-
quire significantly larger computational domains (and the
next generation of computational models) although some of
their features can be captured with existing models (e.g.,
Shukurov et al. 2004; de Avillez & Breitschwerdt 2007).
The vertical size of the domain is largely controlled by
its horizontal size. A vertical extent of about 1 kpc is in-
sufficient to capture fountain flows and model the temper-
ature distribution in the halo, which would require heights
of greater than 5 kpc (see Hill et al. 2012). However, our
simulations are able to fulfil our purpose of capturing the
physics of the ISM near the midplane, excluding fountain
flows, without any artefacts from the periodic boundary con-
ditions. As argued by Gent et al. (2013b), periodic boundary
conditions in the horizontal planes affect the outflow speed
significantly at altitudes exceeding the horizontal extent of
the region. Furthermore, the diameter of supernova shells
increases to 0.4–0.6 kpc at |z| ' 1 kpc. Therefore, results ob-
tained at |z| & 1 kpc in a computational box of 1 × 1 kpc2
horizontally may be questionable. Results from recent sim-
ulations performed in computational boxes taller than 1 kpc
are mostly reported only within a few kiloparsecs from the
midplane (e.g., Hill et al. 2012). The domain used in our
simulations includes two scale heights of the warm neutral
gas.
With the range of |z| limited to 1 kpc in our simula-
tions, we have made special effort to ensure that the bound-
ary conditions at the top and bottom of the domain do not
introduce any apparent artefacts into numerical solutions,
such as a boundary layer with a strong gradient in any of
the physical variables (Appendix C of Gent et al. 2013b).
The limited vertical extent of the box is the main limitation
of our model, but it can only be sensibly increased together
with its horizontal size.
The mass loss rate through the top and bottom bound-
aries is about 10−3 M yr−1, so 106 M is lost in 1 Gyr, as
compared to the total gas mass of 107 M in the computa-
tional domain. This mass loss would correspond to a realistic
value of the total mass loss rate of 1 M yr−1 for a galactic
disk of radius 15 kpc, assuming the Galaxy is in a steady
state. Our open boundary conditions allow for inflow as well
as outflow (albeit in a rather ad hoc way), which mitigates
mass loss through the boundaries. The mass loss, despite
being only modest, was compensated by a continuous mass
replenishment (in proportion to the local gas density, for
minimal impact on the dynamics) to maintain an approxi-
mately constant gas mass throughout the simulations.
The numerical resolution of 4 pc that we use has been
carefully selected to reproduce accurately the known expan-
sion laws and approximate internal structure of an isolated
supernova remnant, subject to radiative cooling processes,
until its expansion slows down to match the ambient speed
of sound (Appendix B of Gent et al. 2013b). Thus, we are
confident that our simulations model reliably the associated
energy injection into the diffuse ISM. Indeed, the intensity
of random flows, of order 10 km s−1 in the warm gas and
higher in the hot phase, is in full agreement with both ob-
servations and simulations at a higher resolution. This is
also true of the scales of the random flows, fractional vol-
umes of the ISM phases and other aspects of the modelled
ISM. We have adjusted thermal conductivity so as to en-
sure that any structures produced by thermal instability are
fully resolved at the 4 pc resolution. Comparable simulations
of de Avillez & Breitschwerdt (2007, 2012b) have an adap-
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tive mesh with the finest separation of 1.25 pc, whereas Hill
et al. (2012) have a resolution of 2 pc, both representing an
arguably modest improvement. We were unable to identify
any differences in the relevant results of these simulations
that might be a consequence of the difference in numerical
resolution.
Self-gravity is ignored in our simulations since we do
not attempt to model the very cold molecular gas which is
the component significantly affected by self-gravity. Simula-
tions with higher resolution would be required to model the
higher densities and the associated more intense thermal and
gravitational instabilities.
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APPENDIX B: INTEGRAL FORMS OF THE CENTRAL MOMENTS OF THE SECOND AND THIRD
ORDER
The central second-order statistical moment representing the energy density of magnetic field fluctuations eb under smoothing
at a scale ` with a kernel G`(x− x′), with
∫
V
G`(x− x′) dx′ = 1 and X` ≡ 〈X〉` =
∫
V
X(x′)G`(x− x′) d3x′ for a scalar or
vectorial quantity X, is given by
8pieb = 8pi (〈eB〉` − eB`) = µ(bi, bi) = 〈B ·B〉` − 〈B〉` · 〈B〉` =
∫
V
B2(x′)G`(x− x′) d3x′ −B2` (x)
=
∫
V
|B(x′)−B`(x)|2G`(x− x′) d3x′ + 2
∫
V
B(x′) ·B`(x)G`(x− x′) d3x′ − 2B2`
=
∫
V
|B(x′)−B`(x)|2G`(x− x′) d3x′ . (B1)
In a compressible flow, fluctuations in kinetic energy density involve second-order statistical moments evaluated as follows:
µ(ρ,u) = 〈ρu〉` − ρ`u` =
∫
V
ρ(x′)u(x′)G`(x− x′) d3x′ − ρ`(x)u`(x)
=
∫
V
[
ρ(x′)u(x′)− ρ`(x)u`(x)
]
G`(x− x′) d3x′
=
∫
V
{[
ρ(x′)− ρ`(x)
] [
u(x′)− u`(x)
]
+ ρ(x′)u`(x) + ρ`(x)u(x
′)− 2ρ`(x)u`(x)
}
G`(x− x′) d3x′
=
∫
V
[
ρ(x′)− ρ`(x)
] [
u(x′)− u`(x)
]
G`(x− x′) d3x′ + u`(x)ρ`(x) + ρ`(x)u`(x)− 2ρ`(x)u`(x)
=
∫
V
[
ρ(x′)− ρ`(x)
] [
u(x′)− u`(x)
]
G`(x− x′) d3x′ . (B2)
Similarly to equation (B1),
µ(ui, ui) =
∫
V
|u(x′)− u`(x)|2G`(x− x′) d3x′ . (B3)
The third-order moment that appears in the kinetic energy density follows as (summation over repeated indices is understood)
µ(ρ, ui, ui) = 〈ρuiui〉` − 2〈ui〉`µ(ρ, ui)− 〈ρ〉`µ(ui, ui)− 〈ρ〉`〈ui〉`〈ui〉`
= 〈ρuiui〉` − 2〈ui〉` (〈ρui〉` − 〈ρ〉`〈ui〉`)− 〈ρ〉` (〈uiui〉` − 〈ui〉`〈ui〉`)− 〈ρ〉`〈ui〉`〈ui〉`
= 〈ρuiui〉` − 2〈ui〉`〈ρui〉` − 〈ρ〉`〈uiui〉` + 2〈ρ〉`〈ui〉`〈ui〉`
=
∫
V
[
ρ(x′)u2(x′)− 2u`(x) · ρ(x′)u(x′)− ρ`(x)u2(x′) + 2ρ`(x)u2`(x)
]
G`(x− x′) d3x′
=
∫
V
[
ρ(x′)− ρ`(x)
] ∣∣u(x′)− u`(x)∣∣2 G`(x− x′) d3x′ − u2`(x)∫
V
ρ(x′)G`(x− x′) d3x′
− 2ρ`(x)u`(x) ·
∫
V
u(x′)G`(x− x′) d3x′ + 3ρ`(x)u2`(x)
=
∫
V
[
ρ(x′)− ρ`(x)
] ∣∣u(x′)− u`(x)∣∣2 G`(x− x′) d3x′ . (B4)
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