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1 Numerical scheme to calculate the steady probability distribution for Stein’s
model
The infinitesimal generator reads
Af(x) = −αxf ′(x) + λ(f(x+ a)− f(x)).





(A∗p(x))f(x)dx with the condition p(x) = 0, for all x ≤ 0. It follows that
A∗p(x) = αxp′(x) + αp(x) + λ(p(x− a)− p(x)).
The steady probability distribution is the solution of the following differential equation with delays
A∗p(x) = 0.
with p(x) = 0, for all x ≤ 0.
In order to solve this equation numerically on [0,∞[ we reduce the problem to an equivalent one defined on
the bounded set [0, 1] and use the method of finite differences to approximate derivatives.
First, we use the substitution





that transforms the domain of the problem from [0,∞[ to the interval [0, 1[ and the equation to solve
becomes










for all z ∈]0, 1[.
Thus, we use an equidistant discretisation of [0, 1] (zi = ip, p = 1/n, n ∈ N∗).
We get the following system











for all 0 ≤ i ≤ n-1. We let Xi = g(ip) and get the following linear system
[−αi(1− ip) + a− λ]Xi + αi(1− ip)Xi+1 + λXj = 0,




2 The numerical method to estimate stationary distributions
The stationary distributions of various pure jump and piece-wise deterministic processes were estimated by
a Monte Carlo method. We consider a fixed time horizon TMAX. First, a trajectory is simulated using
the PDP algorithm (see main text). Then, the initial part of the trajectory between 0 and TMIN is
discarded. The choice of the equilibration time TMIN should be larger than the slowest relaxation time of
the process. We also assume ergodicity. This hypothesis guarantees uniqueness of the steady probability
distribution and also allows us to estimate the steady probability distribution by using the part of the
trajectory between [TMIN, TMAX].
The truncated trajectory of a pure jump process is a series of times (jump instants)
t0 = TMIN < t2 < . . . < tN = TMAX and a corresponding series of states x0, . . . , xN . Considering that
the process is constant between ti and ti+1, the steady probability density function can be estimated as a
histogram of the values xi with weights ti+1 − ti.
For piece-wise deterministic processes, the assumption that the process is constant between two successive
jump instants is no longer satisfied. In this case, the interval between two jump instants is sampled by the
deterministic solver. Considering that the time step δt = ti+1 − ti is small enough, a linear approximation
is suitable for the histogram, corresponding to the trapezium rule: xi should be replaced by (xi + xi+1)/2.
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Sometimes, we choose to resample the deterministic pieces of the trajectories, using uniform discretisation
and spline interpolation.
3 Justification of averaging results
In order to obtain averaged hybrid approximations from the master equation we generally need two
parameters. A large parameter V (representing volume) is used to rescale large molecule numbers as in
Kramers-Moyal or Ω expansions. A small parameter ε (representing ratio of fast to slow timescales) is used
to separate fast dynamics within cycles and slow dynamics between cycles. In the most general case,
Kramers-Moyal and averaging can be performed in one step starting with the master equation and
developing with respect to 1/V and ε. This is a singular perturbation problem because the dynamics at
ε > 0, 1/V > 0 is not an uniform approximation of the dynamics at ε = 0, 1/V = 0. Arbitrarily large
differences between the two dynamics occur if we wait long enough. For instance, weakly coupled cycles
have a different long time dynamics and reach a different steady state than totally uncoupled cycles.
We can consider the following cases:
Case 1 : Fast discrete cycles producing continuous species. There are fast super-reactions of the type 1
that act on discrete species γDi 6= 0 for some i ∈ S1. In this case there is only one small parameter
η = 1/V .
Case 2 : Fast discrete cycles. In this case there are some fast transitions between discrete species. The
small parameter is ε.
Case 3 : A combination of the above two cases. There are two small parameters, η and ε.
We discuss only the first two cases.
Case 1 The conditions defining the Case 1 mean that some rapid cycles change in the same time discrete
and continuous variables. The discrete species change within a finite set of values, and remain in small
numbers. The continuous species can be produced continuously, in large numbers. This case is similar to
the QSSA SPA-Ω expansion in [1]. Our discrete species are the quasi-stationary species in [1]. The
difference is that here we consider rapid cycling (implying production and consumption) of discrete species,
while in [1] only rapid consumption is considered (meaning that γDi < 0 for i ∈ S1. To simplify, we
consider that all reactions in RDC are of this type (RDC = S1 and γDi 6= 0 for all reactions in RDC).
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Let xc = ηXc be the concentrations of the continuous species. Let X2D be the discrete species that are
affected by super-reactions of the type 1 and X1D the remaining discrete species.





D, xc, t) =
∑
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We develop p as a power series in η:
p(X1D, X
2








D, xc, t) + . . .
This series will provide the large time solution of the master equation. Using a Taylor expansion of (1) we























D, xc) = 0
This means that at X1D, xc, t fixed, p0 is the steady-state distribution of the process defined by the fast
reactions RDC . Now, we consider that this process is ergodic, meaning that starting from any state we can
reach any other state in finite time. The reaction mechanism RDC should be made of one or several









where ρ(X2D) is the unique steady state distribution of the fast process and ψ(X
1
D, xc, t) is the














































































By using (2) and by summing (3) with respect to all possible values of X2D we obtain:
∂ψ
∂t






































Eq.(4) shows that the zeroth order approximation is an averaged PDP.
Case 2 We do not need to distinguish here between discrete and continuous species. The reader could
imagine the situation when there are only discrete species. We consider that there are fast reactions R2
and slow reactions R1. We consider that Vi = ε−1vi for i ∈ R2. Like for Case 2 we consider two types of
species. X2D are the species that are affected by fast reactions and X
1
D the remaining species.






















































With the same assumption on the ergodicity of the process defined by fast reactions, we have






D, t). In the zero-th approximation, ρ(X
2
D) is the steady state distribution


























D) are averaged rates.
When the mechanism R2 is made of a single cycle A21 → A22 → ...A2m → A21, the steady state distribution





i , which is a slow variable. Consider total separation of the reaction constants of the cycle
and that last step is limiting. Then, mass is concentrated with probability 1−
∑
i 6=m klim/ki close to one to
the beginning of the limiting step and with small probabilities klim/ki at the beginning of step i 6= m. The
average of X2j with respect to the steady distribution ρ is X̄
2
j = Nklim/kj . Then the average rate of the
reaction A2j → B of reaction constant k where B is exterior to the cycle is V̄j = kX̄2j = Nkklim/kj .
4 Justification of the singular switching results
Consider the following PDP with singular switching. The flow function is:






















We shall obtain the limit process by two methods. The first method employs a scaling argument, and the
second method employs the expansion of the hybrid Fokker-Planck equation.
The state of the system is (x,XD, X ′D) where x are continuous species, XD are discrete species, and X
′
D
are discrete species substrates of of rapid reactions of the type S3 that are responsible for the breakage. To
simplify the calculations we consider that variables X ′D take only two values X
′
D ∈ {0, 1}. If X ′D = 1
species x are rapidly produced by reactions S3, and if X ′D = 0 production stops. Once in the state
X ′D = 1, the system rapidly switches back to X
′




Scaling argument Let us consider the process in a state (XD, X ′D = 0, x). With intensity Vi(XD) it jumps
to the state (XD + γDi , X
′
D = 1, x), where it stays only for a very short time. In this state, the continuous






χ1(XD + γDi , xε), xε(0) = x
during the short random time τε that satisfies
P [τε > t] = exp[−
1
ε
vj(XD + γDi )t] (7)




D = 0 by a reaction j ∈ R
−
D .
Let Φ(s;x,XD) be the solution of the equation
dΦ
ds
= χ1(Φ, XD), Φ(0) = x
Passing to short timescales s = t/ε, we can easily show that the variation of the continuous variable
starting from x and during the time τε is:
∆xε = xε(τε)− x = Φ(s̃;x,XD + γDi )− x
where the random time s̃ satisfies
P [s̃ > s] = exp[−vj(XD + γDi )s]
Keeping the random variable ∆xε as jump (breakage) of the continuous variable and noticing from (7) that
τε → 0 (almost surely), we obtain the following generator of the limit hybrid process:














[f(XD + γDi + γ
D
j ,Φ(s;x,XD + γ
D
i ))− f(XD, x)]ρij(s)ds
(8)




From the generator we can obtain the hybrid Fokker-Planck equation (using the adjoint of the generator).
In the adjoint, we should replace trajectories starting from x to trajectories arriving in x, thus changing s
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into −s and renormalizing the density to take into account the phase space volume transformation. Thus,
the hybrid Fokker-Planck equation reads:
∂p
∂t


















Vi(XD − γDi − γDj )
∫ ∞
0
p(XD − γDi − γDj , φ(−s;x,XD − γDj ), t)ρ′j(s)ds−





where ρ′j(s) = vj(XD − γDj ) exp[−
∫ s
0
(λ−(XD − γDj ) +∇x.χ1(XD − γDj , φ(−s′;x,XD − γDj )))ds′].
Fokker-Planck equation argument To simplify formulae, we consider with no loss of generality that
RD = R−D ∪R
+
D.
The hybrid Fokker-Planck equation for the singular switching process reads:
∂p
∂t






p(XD − γDi , 0, x, t)Vi(XD − γDi )−
− 1
ε
λ−(XD)p(XD, 1, x, t)
∂p
∂t





p(XD − γDj , 1, x, t)vj(XD − γDj , 1)−










Consider that p(XD, X ′D, x, t) = p0(XD, X
′
D, x, t) + εp1(XD, X
′
D, x, t) + . . .
Then we Taylor expand the Fokker-Planck equations (10) and we obtain:
At order ε−1
p0(XD, 1, x, t) = 0
At order ε0
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−∇x[p1(XD, 1, x, t)χ1(XD, x)] +
∑
i∈R+D
p0(XD − γDi , 0, x, t)Vi(XD − γDi )− λ−(XD)p1(XD, 1, x, t) = 0
∂p0
∂t
(XD, 0, x, t) = −∇x[p0(XD, 0, x, t)χ0(x)] +
∑
j∈R−D
p1(XD − γDj , 1, x, t)vj(XD − γDj , 1)−
− λ+(XD)p0(XD, 0, x, t)
(11)
From the first of the Eqs.11 we obtain
dp1(∗, 1,Φ(−s;x, ∗∗), t)
ds




p0(∗ − γDi , 0,Φ(−s;x, ∗∗), t)Vi(∗ − γDi )
(12)
The linear differential equation (12) has the solution:











By replacing (13) in the second of the Eqs.11 we obtain again Eq.(9).
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