Leave-one-out cross-validation is a popular and readily implemented heuristic for bandwidth selection in nonparametric smoothing problems. In this note we elucidate the role of leave-one-out selection criteria by discussing a criterion introduced by Sarda (1993) for bandwidth selection for kernel distribution function estimators (KDFEs). We show that for this problem, use of the leave-one-out KDFE in the selection procedure is asymptotically equivalent to leaving none out. This contrasts with kernel density estimation, where use of the leave-one-out density estimator in the selection procedure is critical.
Introduction
Leave-one-out cross-validation is a popular and readily implemented heuristic for bandwidth selection in nonparametric smoothing problems. In this note we elucidate the role of leaveone-out selection criteria by discussing a criterion introduced by Sarda (1993) for bandwidth selection for kernel distribution function estimators (KDFEs). We show that for this problem, use of the leave-one-out KDFE in the selection procedure is asymptotically equivalent to leaving none out.
Unfortunately, simulations show that neither method works in practice, even for samples of size as large as 1000. In fact, we show that for any fixed bandwidth, the expected value of the derivative of the leave-none-out criterion is asymptotically positive. This result and our simulations suggest that the criteria are increasing and that for sufficiently large samples (e.g., n = 100), the smallest available bandwidth will always be selected, thus contradicting Sarda's optimality result for this selector.
Sarda's selection criterion evaluates the KDFE as a function of the bandwidth, by evaluating against another estimator of the distribution function, the empirical distribution function (EDF). Similarly, Muller, Stadtmiiller, and Schmitt (1987) suggested selecting the bandwidth of a kernel estimator of the derivative of a nonparametric regression function by evaluating against a divided difference estimator of the derivative which does not depend on the bandwidth. Leave-some-out estimation arises in this context because the covariance between the kernel estimator and the proxy for the target function introduces a term depending on the bandwidth which is of the same order of magnitude as the risk of the kernel estimator. In the context of regression derivatives the covariance can be eliminated by using disjoint sets to evaluate the kernel derivative estimator and the the divided difference which is the proxy for the derivative function and the same proves true in the current problem. The EDF used in Sarda's criterion uses all the data. Leaving some out of the KDFE does not provide the appropriate correction to the selection criterion, because the remaining terms are still correlated with the EDF. Using disjoint subsets of the data to estimate the KDFE and EDF does eliminate the covariance term. However, adequate estimation of the proxy function, the EDF, requires a substantial fraction of the data, so that the selected bandwidth needs a sample size adjustment. The computational burden is also high.
As an alternative to the use of a bandwidth selection criterion for KDFE, we introduce a plug-in estimator of the asymptotically optimal bandwidth. This estimator is similar to plug-in estimators for bandwidth selection in density estimation ( Jones, Marron and Park, 1991; Park and Marron, 1991; Sheather and Jones, 1991) . We show that the estimator is consistent and performs well in simulations.
We describe the KDFE and the estimators of average squared error in the next section. We show the asymptotic equivalence of the leave-one-out and leave-none-out criteria and show that the expected value of the derivative of the leave-none-out criterion is asymptotically positive.
We also show how the problems of bandwidth selection for density and distribution function estimation differ. In Section 3, we introduce the plug-in estimator of the optimal bandwidth. Section 4 contains simulation results that show that the methods which minimize leave-n-out estimators of risk, n = 0, 1, are not useful in practice, while the plug-in method does well. An appendix contains the proofs.
The leave-none-out procedure
Let X 1 , ... , Xn be identically and independently distributed from distribution function F. The kernel distribution function estimator ·h was introduced by Nadaraya (1964) and is defined by where K is the distribution function of a positive kernel k, (i.e. K(x) = I~oo k(t) dt) and his the bandwidth.
Two measures of quality of the kernel estimator are the Integrated Squared Error and the
Mean Integrated Squared Error

ISE(h)
where W is a nonnegative weight function. A discrete approximation to MISE is the Average Squared Error
This random variable cannot be computed since F is unknown. But F can be replaced by the EDF Fn leading to what we call a leave-none-out estimator of ASE(h), Sarda (1993) considered such an estimator, but argued that "the resulting score function will produce a very small bandwidth." Instead he introduced a "so-called cross-validation criterion" where Fh;-i is the kernel estimator computed by leaving out X;. In either case, the bandwidth minimizing the criterion is selected.
We now show that the criteria CV(h) and LNO(h) are asymptotically equivalent, under conditions (A.1)-(A.5) of Sarda (1993): W is bounded and supported on a compact set. 
and C > 0. So the asymptotically optimal bandwidth is (2.7)
Note that this is a second order correction since the leading term is V1n-1 which is the same for all h, even h = 0 which corresponds to the EDF. Hence, let d(Fh, F) be either
MISE(h), ASE(h) or ISE(h) and let
We have the following theorem. 
since the two estimators are based on independent observations and F,~c ( x) is unbiased for F( x ). The first term of (2.8) is the risk of Fh based on r observations while the second term does not depend on h, and therefore does not play a role in the process of choosing the bandwidth.
We do not pursue this idea further for a number of reasons. First, it is not sufficient that the expectation of the risk estimator be the right one to guarantee the convergence of the bandwidth of the minimizing estimate to the optimal bandwidth. For instance, while the cross-product has an expectation of 0, it is a random variable which, in some problems (e.g., Altman and Leger, 1994) , may be just as large as the interesting term, (Fh(x)-F(x)) 2 W(x), and therefore interferes in the bandwidth selection process. Second, this risk estimator is estimating the risk of Fh based on r < n observations. This is not a problem if r is close to n. But in that case, Fn is based on very few observations and will be highly variable. On the other hand, if r ~ n -r, the variance of the two estimators will be balanced, but the selected bandwidth will be that for a sample of size r. In density estimation, the mean integrated squared error is
MISE(h)=E j(Jh(x)-f(x)) 2 dx
No proxy for f is readily available. Instead the MISE is broken down as
Noting that the last term is not a function of the bandwidth, estimators of the first two terms are introduced. The first term can be estimated by I fh ( x )2 dx. For the second term, Stone (1984) noted that
E j fh(x)f(x) dx
where X andY are independent random variables distributed according to the density f. Now
, where A;-i is the leave-one-out kernel density estimator of f. Using heuristics borrowed from a prediction context, Rudemo (1982) and Bowman (1984) 
and the second term does not depend on h. while the dependence of the first term on h is weak. Therefore, leaving out an observation in Ph does not improve the criterion.
Plug-in Estimate of the Optimal Bandwidth hopt
An alternative approach to selecting a bandwidth, is to use an estimator of the asymptotically optimal bandwidth. To estimate the asymptotically optimal bandwidth hopt of equation (2.7), we must first estimate V2 and B3. As suggested by Hall and Marron (1987) , we use the following kernel estimator of V2:
where kv is a kernel, av is its bandwidth, K is the kernel used in computing the KDFE and A1(K) is defined in (2.2). Using assumption (A.5) and Theorem 3.3(b) of Hall and Marron (1987) , v2 is consistent when O!v satisfies nav -t 00 and n 1 1 4 av -t 0.
To estimate D3 (F), we introduce the following kernel estimator:
where kb is the derivative of a kernel kb and ab is the associated bandwidth. 
Note that the condition kb(O) = 0 is not necessary but simplifies computations as terms in
The asymptoticaJly optimal choice of bandwidth is immediate. 
Simulations
A smaJl simulation study was run to assess the smaJl sample behavior of the three bandwidth selectors: the minimizers of CV(h) and LNO(h) , and the plug-in estimator hopt of (3.2). The quadratic kernel defined by k(x) = ~(1-x 2 ) for -1 ~ x ~ 1 was used to compute the KDFE. Skewed Bimodal Distribution #8 
of CV(h), LNO(h), and ASE(h).
The plug-in estimator requires two kernels to estimate V2 and B3 . Following Remark 4, in both cases we use the quadratic kernel with a = n-· 3 as a pilot bandwidth.
Remark 5
Note that for the mixtures of normals, the combinations of distribution and weight function do not satisfy condition (A.5). We are not convinced that condition (A.5) is necessary. Sarda's Theorem was proven using a development inspired by Hardie and Marron (1985) .
They needed a similar condition because their kernel regression estimator had a kernel density estimator in its denominator. Sarda's estimator does not have such a random denominator.
Moreover, if condition (A.5) is necessary, then the weight function must be 0 in the neighbor-hood of a mode, a very strict limitation on the usefulness of the results.
We present the results for the exponential distribution as they are representative of the other cases. Figure 1 shows boxplots of the selected bandwidths by the four criteria, for each of the three sample sizes. Note that the bandwidth minimizing AS E is not available in practice since it requires knowing the true distribution function. The horizontal full line is the bandwidth minimizing the expected AS E whereas the broken line is hopt which minimizes the asymptotic MISE. For samples of size 10, the bandwidths selected by CV and LNO are always smaller than the bandwidth minimizing the expected AS E and are smaller than the first quartile of the (random) bandwidth minimizing ASE. On the other hand, the plug-in bandwidth does very well. For samples of size 100 and 1000, CV and LN 0 do terribly: in the 500 simulated samples, they always picked the smallest available bandwidth, h = .04. For samples of size 100, the plug-in estimator continues to do well.
A weakness of plug-in estimators is that they estimate the asymptotically optimal bandwidth, which may not be close to the optimal bandwidth for a fixed sample size. Nevertheless, there is no doubt that the plug-in estimator is doing much better than the other two methods.
Next, we empirically try to validate Sarda's Theorem about the optimality of the CV selected distribution estimator. From Remark 1, if CV is optimal, so is LNO. Let hAsE minimize ASE(h) over the grid of 100 bandwidths and let h be the selected bandwidth of a given method. We compute observations. These empirical statistics do not seem to confirm the asymptotic result of Sarda.
Finally, in Figure 2 we look at the expected value of the CV, LN 0, and AS E criteria over the 500 simulations for each fixed bandwidth h. As suggested by Theorem 3, the expected value of CV(h) and LNO(h) are increasing functions of h. When the sample size is small, the variation about the expected value is such that the selected bandwidth is not necessarily the smallest available bandwidth. But as n increases, the variation diminishes and the smallest bandwidth is almost always selected. On the other hand, there is a clearly visible minimum of the expected AS E. Note that the ratio of the expected AS E for h close to 0 over the smallest expected AS E is not very large. This is consistent with the numbers obtained in Table 2 .
The simulation results clearly show that neither CV(h) nor LNO(h) are sufficiently good for bandwidth selection in the range of sample sizes observed in practice. They also shed considerable doubts on the optimality result of Sarda (1993) for the minimizer of CV. Finally, the plug-in estimator introduced in the previous section does well.
Discussion
Leave-one-out cross-validation for choosing among competing estimators was first suggested by Stone (1974) as an estimator of average prediction risk. Later Clark (1975) and Wahba and Wold (1975) applied it to selecting the smoothing parameter for smoothing splines. Leaving an observation out of the estimator to predict that observation mimics the prediction problem. If estimation risk rather than prediction risk is of interest, prediction based estimates of risk can still be used if the L 2 loss is used since the prediction risk is the estimation risk plus a constant independent of the smoothing parameter.
The suggestion of using a similar criterion in density estimation is due to Bowman (1984) and Rudemo (1982) . However, although Bowman introduced a heuristic linking least squares cross-validation for density estimation to a prediction problem, prediction risk is not well defined for density estimation. Leaving one out in that problem is actually a bias reduction technique for the estimation risk estimator. Leave-one-out bias reduction techniques require some care in application. As we have shown here, results do not readily generalize from problem to problem.
In kernel density estimation, use of the leave-none-out estimator in the selection criterion introduces extra terms depending on the bandwidth and of the same order of magnitude as the squared error risk; these are removed by use of a leave-one-out estimator. In KDFE, use of the leave-none-out estimator in the selection criterion also introduces terms depending on the bandwidth which are the same order of magnitude as the squared error risk; however, use of the leave-one-out KDFE does not remove these terms. Instead, the kernel estimator and the proxy for the unknown function must be based on disjoint subsets of independent observations, as was done by Muller, Stadtmuller, and Schmitt (1987) for the nonparametric regression derivative problem.
Another interesting case where the leave-some-out estimators were used explicitly for bias reduction is in the estimator of integrated squared density derivatives:
proposed by Hall and Marron (1987) . They noted that
where "*" denotes convolution. They argue that the terms for which i = j do not involve the data and can be thought of as bias terms, and so they propose an estimator which explicitly excludes those terms. However, Sheather and Jones (1991) showed that the excluded terms can actually be used to improve the estimator by cancelling other bias terms.
Cross-validation and leave-some-out estimators are useful tools in the statistician's toolkit, but care needs to be taken in application. Whether the motivation for their use is prediction risk estimation or bias reduction, it is necessary to check both analytically and by simulation whether the behavior of the selection criterion is similar to that of the risk function one wishes to minimize. Some of the known problems with the selection criteria in various contexts include excessive variability, bias of the same order as the risk function, and mean zero stochastic terms of same order in probability as the loss function.
Plug-in methods appear to have first been suggested by Woodroofe (1970) but technical difficulties were not overcome until recently. Recent results in both kernel regression (Gasser, Kneip, and Kohler, 1991) and density estimation ( Jones, Marron and Park, 1991; Park and Marron, 1991; Sheather and Jones, 1991) show that plug-in approaches can come close to the optimal relative rate of convergence for estimating the asymptotically optimal bandwidth.
Preliminary results presented in this note demonstrate that plug-in bandwidths perform well for kernel distribution function estimation as well, although no rate results are currently available.
One problem to be overcome, however, is that although plug-in bandwidths are good estimators of the asymptotically optimal bandwidth, the optimal bandwidth at small sample sizes may be somewhat larger.
Appendix
Proof of Theorem 1: After using algebra similar to the proof of Lemma 2 of Sarda {1993),
we have
where, as in Sarda,
From the same proof,
Also, using inequality (3.2) of Sarda, assumption (A.2), and for a < 1/2, we have
since W is bounded from (A.1)· and JAil ~ 2/(n-1). Now, Smirnov's law of the iterated logarithm (Shorack and Wellner, 1986, p. 504) 
+l ( where
E(CV(h))
The result then follows by substitution.
Proof of Theorem 3:
The derivative of LNO(h) with respect to his
where J( ·)is the indicator function.
We must now take the expectation of this expression. Consider first the case where i, j and k are all different.
by a Taylor series expansion off where 
Finally, when i = k, the random variable is 0. Thus, > 0, provided that n is sufficiently large and that nh 2 -+ oo.
Proof of Theorem 4 and Remark 3:
Note that after a change of variables
After a second order Taylor series expansion off '( u-sab) and f '( u-tab) , we obtain the first bias term. The other bias term comes from A first order Taylor series expansion of f '(t-sab) gives the second bias term.
The variance is given by
Var(ih(F))
This is very tedious to compute, but the leading term is when i, j, k and i' are all different, and {j, k} = {j', k'}. We have
After a Taylor series expansion and since there are 0( n 4 ) such terms, we obtain the leading term of the variance. Note from (6.8) that E [ n}c.~ kb ( X 1 ;;bx 2 ) kb ( x 1 ;;bx 3 ) W(X1 )] = 0( n-3 ), so that the product of the expectations in the covariance term are small compared to the expectation of the product in (6.10).
The remaining covariance terms are 0( n-1 ), 0( n-3 ab" 6 ), 0( n-3 ab" 5 ), 0( n-2 ab" 3 ), and O(n-4 ab" 7 ). To balance squared bias and variance, we must balance O(a6) and O(n-2 ab" 5 ),
leading to ab = 0( n-2 1 9 ) and an expected squared error of 0( n-8 1 9 ).
Note that if C(kb) = I I I kb( u)kb( v)kb( w )kb( v+w-u) so that these covariance terms are 0( n-2 ab" 3 ). In this case the leading variance term is 0( n-1 )
provided that nat -+ 0. 
