This paper presents a majorized alternating direction method of multipliers (ADMM) with indefinite proximal terms for solving linearly constrained 2-block convex composite optimization problems with each block in the objective being the sum of a non-smooth convex function and a smooth convex function, i.e., min x∈X , y∈Y {p(
Introduction
We consider the following 2-block convex composite optimization problem min x∈X , y∈Y p(x) + f (x) + q(y) + g(y) | A * x + B * y = c ,
where X , Y and Z are three real finite dimensional Euclidean spaces each equipped with an inner product ·, · and its induced norm · ; p : X → (−∞ L σ (x, y; z k ),
where τ ∈ (0, 2) guarantees the convergence. Due to the non-separability of the quadratic penalty term in L σ , it is generally a challenging task to solve the joint minimization problem (2) exactly or approximately with a high accuracy (which may not be necessary at the early stage of the ALM).
To overcome this difficulty, one may consider the following popular 2-block alternating direction method of multipliers (ADMM) to solve (1):
z k+1 := z k + τ σ(A * x k+1 + B * y k+1 − c),
where τ ∈ (0, (1 + √ 5)/2). The convergence of the 2-block ADMM has long been established under various conditions and the classical literature includes [16, 13, 15, 11, 12, 7, 6] . For a recent survey, see [8] .
By noting the facts that the subproblems in (3) may still be difficult to solve and that in many applications f or g is a convex quadratic function, Fazel et al. [10] advocated the use of the following semi-proximal ADMM scheme           
T , z k+1 := z k + τ σ(A * x k+1 + B * y k+1 − c), (4) where τ ∈ (0, (1 + √ 5)/2), and S 0 and T 0 are two self-adjoint and positive semidefinite (not necessarily positive definite) linear operators. We refer the readers to [10] as well as [5] for a brief history on the development of the semi-proximal ADMM scheme (4) .
The successful applications of the 2-block ADMM in solving various problems to acceptable levels of moderate accuracy have inevitably inspired many researchers' interest in extending the scheme to the general m-block (m ≥ 3) case. However, it has been shown very recently by Chen et al. [1] via simple counterexamples that the direct extension of the ADMM to the simplest 3-block case can be divergent even if the step-length τ is chosen to be as small as 10 −8 . This seems to suggest that one has to give up the direct extension of m-block (m ≥ 3) ADMM unless if one is willing to take a sufficiently small step-length τ as was shown by Hong and Luo in [19] or to take a small penalty parameter σ if at least m − 2 blocks in the objective are strongly convex [17, 2, 22, 23, 20] . On the other hand, despite the potential divergence, the directly extended m-block ADMM with τ ≥ 1 and an appropriate choice of σ often works very well in practice.
Recently, there is exciting progress in designing convergent and efficient ADMM type methods for solving multi-block linear and convex quadratic semidefinite programming problems [29, 21] . The convergence proof of the methods presented in [29] and [21] is via establishing their equivalence to particular cases of the general 2-block semi-proximal ADMM considered in [10] . It is this important fact that inspires us to extend the 2-block semi-proximal ADMM in [10] to a majorized ADMM with indefinite proximal terms (which we name it as Majorized iPADMM) in this paper. Our new algorithm has two important aspects. Firstly, we introduce a majorization technique to deal with the case where f and g in (1) may not be quadratic or linear functions. The purpose of the majorization is to make the corresponding subproblems in (4) more amenable to efficient computations. We note that a similar majorization technique has also been used by Wang and Banerjee [31] under the more general setting of Bregman distance functions. The drawback of the Bregman distance function based ADMM discussed in [31] is that the parameter τ should be small for the global convergence. For example, if we choose the Euclidean distance as the Bregman divergence, then the corresponding parameter τ should be smaller than 1. By focusing on the Euclidean divergence instead of the more general Bregman divergence, we allow τ to stay in the larger interval (0, (1 + √ 5)/2). Secondly and more importantly, we allow the added proximal terms to be indefinite for better practical performance. The introduction of the indefinite proximal terms instead of the commonly used positive semidefinite or positive definite terms is motivated by numerical evidences showing that the former can outperform the latter in the majorized penalty approach for solving rank constrained matrix optimization problems in [14] and in solving linear semidefinite programming problems with a large number of inequality constraints in [29] .
Here, we conduct a rigorous study of the conditions under which indefinite proximal terms are allowed within the 2-block ADMM while also establishing the convergence of the algorithm. We have thus provided the necessary theoretical support for the numerical observation just mentioned in establishing the convergence of the indefinite-proximal 2-block ADMM. Interestingly, Deng and Yin [5] mentioned that the matrix T in the ADMM scheme (4) may be indefinite if τ ∈ (0, 1) though no further developments are given. As far as we are aware of, this is the first paper proving that indefinite proximal terms can be employed within the ADMM framework with convergence guarantee while not making restrictive assumptions on the step-length parameter τ or the penalty parameter σ.
Besides establishing the convergence of our proposed majorized indefinite-proximal ADMM, we also establish its worst-case O(1/k) ergodic iteration-complexity. The study of the ergodic iterationcomplexity of the classical ADMM is inspired by Nemirovski [26] , who proposed a prox-method with O(1/k) iteration-complexity for variational inequalities. Monteiro and Svaiter [25] analyzed the iteration-complexity of a hybrid proximal extragradient (HPE) method. They also considered the ergodic iteration-complexity of block-decomposition algorithms and the ADMM in [24] . He and Yuan [18] provided a simple and different proof for the O(1/k) ergodic iteration-complexity for a special semi-proximal ADMM scheme (where the x-part uses a semi-proximal term while the y-part does not). Tao and Yuan [30] proved the O(1/k) ergodic iteration-complexity of the ADMM with a logarithmic-quadratic proximal regularization even for τ ∈ (0, (1 + √ 5)/2). Wang and Banerjee [31] generalized the ADMM to Bregman function based ADMM, which allows the choice of different Bregman divergences and still has the O(1/k) iteration-complexity.
The remaining parts of this paper are organized as follows. In Section 2, we summarize some useful results for further analysis. Then, we present our majorized indefinite-proximal ADMM in Section 3, followed by some basic properties on the generated sequence. The convergence analysis including the global convergence and the worst-case ergodic iteration-complexity is provided in Section 4. In Section 5, we provide some illustrative examples to show the potential numerical efficiency that one can gain from the new scheme when using an indefinite-proximal term versus the standard choice of a positive semidefinite proximal term.
Notation.
• The effective domain of a function f : X → (−∞, +∞] is defined as dom(f ) := {x ∈ X | f (x) < +∞}.
• The set of all relative interior points of a convex set C is denoted by ri(C).
• For convenience, we use x 2 S to denote x, Sx even if S is only a self-adjoint linear operator which may be indefinite.
Preliminaries
In this section, we first introduce some notation to be used in our analysis and then summarize some useful preliminaries known in the literature.
Throughout this paper, we assume that the following assumption holds.
Assumption 2.1. Both f (·) and g(·) are smooth convex functions with Lipschitz continuous gradients.
Under Assumption 2.1, we know that there exist two self-adjoint and positive semidefinite linear operators Σ f and Σ g such that for any x, x ′ ∈ X and any y, y ′ ∈ Y,
moreover, there exist self-adjoint and positive semidefinite linear operators Σ f Σ f and Σ g Σ g such that for any x, x ′ ∈ X and any y, y ′ ∈ Y,
g(y) ≤ĝ(y; y
The two functionsf andĝ are called the majorized convex functions of f and g, respectively. For any given y ∈ Y, let ∂ 2 g(y) be Clarke's generalized Jacobian of ∇g(·) at y, i.e.,
where "conv" denotes the convex hull. Then for any given y ∈ Y, W ∈ ∂ 2 g(y) is a self-adjoint and positive semidefinite linear operator satisfying
For further discussions, we need the the following constraint qualification.
Assumption 2.2. There exists (x 0 , y 0 ) ∈ ri(dom(p) × dom(q)) P , where 
where ∂p(·) and ∂q(·) are the subdifferential mappings of p and q, respectively. Moreover, anȳ z ∈ Z satisfying (11) is an optimal solution to the dual of problem (1) . By the assumption that p and q are convex functions, (11) is equivalent to finding a vector (x,ȳ,z) ∈ X × Y × Z such that for any (x, y) ∈ X × Y, we have
or equivalently
which are obtained by using the assumption that f and g are smooth convex functions. It is easy to see that (12) can be rewritten as the following variational inequality problem: find a vectorw := (x,ȳ,z) ∈ W := X × Y × Z such that
with
We denote by VI(W, F, θ) the variational inequality problem (14)- (15); and by W * the solution set of VI(W, F, θ), which is nonempty under Assumption 2.2 and the fact that the solution set of problem (1) is assumed to be nonempty. Note that the mapping F (·) in (15) 
Similarly as [27, Definition 1], we give the following definition for an ε-approximation solution of the variational inequality problem.
Based on this definition, the worst-case O(1/k) ergodic iteration-complexity of our proposed algorithm will be established in the sense that we can find aw ∈ W such that
The following lemma, motivated by [4, Lemma 1.2], is convenient for establishing a worst-case o(1/k) result on the consecutive iterates distance.
A majorized ADMM with indefinite proximal terms
Let z ∈ Z be the Lagrange multiplier associated with the linear equality constraint in (1) and let the Lagrangian function of (1) be
defined on X ×Y ×Z. Similarly, for given (x ′ , y ′ ) ∈ X ×Y, σ ∈ (0, +∞) and any (x, y, z) ∈ X ×Y ×Z, define the majorized augmented Lagrangian function as follows:
where the two majorized convex functionsf andĝ are defined by (7) and (8), respectively. Our promised majorized ADMM with indefinite proximal terms for solving problem (1) can then be described as in the following.
Majorized iPADMM: A majorized ADMM with indefinite proximal terms for solving problem (1). Let σ ∈ (0, +∞) and τ ∈ (0, +∞) be given parameters. Let S and T be given self-adjoint, possibly indefinite, linear operators defined on X and Y, respectively such that
Choose (x 0 , y 0 , z 0 ) ∈ dom(p) × dom(q) × Z. Set k = 0 and denote
Step
Step 2. If a termination criterion is not met, denote
Set k := k + 1 and go to Step 1.
Remark 3.1. In the above Majorized iPADMM for solving problem (1), the presence of the two self-adjoint operators S and T first helps to guarantee the existence of solutions for the subproblems in (19) . Secondly, they play an important role in ensuring the boundedness of the two generated sequences {x k+1 } and {y k+1 }. Thirdly, as demonstrated in [21] , the introduction of S and T is the key for dealing with additionally an arbitrary number of convex quadratic and linear functions. Hence, these two proximal terms are preferred although the choices of S and T are very much problem dependent. The general principle is that both S and T should be chosen such that x k+1 and y k+1 take larger step-lengths while they are still relatively easy to compute. From a numerical point of view, it is therefore advantageous to pick an indefinite S or T whenever possible. The issue on how to choose S and T will be discussed in the later sections.
For notational convenience, for given α ∈ (0, 1] and τ ∈ (0, +∞), denote
for (x, y, z) ∈ X × Y × Z, k = 0, 1, . . ., define
and
We also recall the following elementary identities which will be used later. 
(b) For any vectors u, v in the same Euclidean vector space X and any self-adjoint linear operator G : X → X , we have the identity:
To prove the global convergence for the Majorized iPADMM, we first present some useful lemmas.
Lemma 3.2. Suppose that Assumption 2.1 holds. Let {z k+1 } be generated by (19) and let {z k+1 } be defined by (23) . Then for any z ∈ Z we have for k ≥ 0 that
Proof. From (19) and (23), we get
It follows from (27) that
By using the first equation in (28), we obtain
Now, by taking
and applying the identity (24) to the first term of the right-hand side of (29), we obtain
By using the second equation in (28), we have
which, together with (30), proves the assertion (26).
Lemma 3.3. Suppose that Assumption 2.1 holds. Assume that
Let {(x k , y k , z k )} be generated by the Majorized iPADMM and for each k, let ξ k and r k be defined as in (22) and (23), respectively. Then for any k ≥ 1, we have
Proof. Note that
First, we shall estimate the term 2σ B * (y k − y k+1 ), r k+1 in (32). From the first-order optimality condition of (19) and the notation ofz k+1 defined in (23), we have 
Thus, there exists a self-adjoint and positive semidefinite linear operator
From (33) and the maximal monotonicity of ∂q(·), it follows that
which, together with (34), gives rise to
By using the first elementary identity in (25) and W k 0 , we have
From (10), we know that
Then, by using the elementary inequality u+v 2 G ≤ 2 u 2 G +2 v 2 G for any self-adjoint and positive semidefinite linear operator G, we get
Substituting the above inequalities into (35), we obtain
Thus, by letting µ k+1 := (1 − τ )σ B * (y k − y k+1 ), r k , and using σr k+1 = (1 − τ )σr k +z k+1 −z k (see (19) and (23)) and (36), we have
Since τ ∈ (0, +∞), from the definition of µ k+1 , we obtain
which, together with (32), (37) and the notation of ξ k , shows that (31) holds. This completes the proof.
Now we are ready to present an inequality from which an upper bound for θ(ũ k+1 ) − θ(u) + w k+1 −w, F (w) (i.e., p(x k+1 )+q(y k+1 ) − p(x)+q(y) + x k+1 −x, ∇f (x)+Az + y k+1 −y, ∇g(y)+ Bz + z k+1 − z, −(A * x + B * y − c) ) withũ k+1 = (x k+1 , y k+1 ) andw k+1 = (x k+1 , y k+1 ,z k+1 ) can be found for all w = (x, y, z) ∈ W. This inequality is also crucial for analyzing the iteration-complexity for the sequence generated by the Majorized iPADMM. Proposition 3.1. Suppose that Assumption 2.1 holds. Let {(x k , y k , z k )} be generated by the Majorized iPADMM. For each k and (x, y, z) ∈ X × Y × Z, let φ k (x, y, z), ξ k+1 , s k+1 , t k+1 , r k and z k+1 be defined as in (21) , (22) and (23) . Then the following results hold:
(a) For any k ≥ 0 and (x, y, z) ∈ X × Y × Z, we have
(b) Assume it holds that 1 2 Σ g + T 0.
Then for any α ∈ (0, 1], k ≥ 1 and (x, y, z) ∈ X × Y × Z, we have
Proof. By setting x = x k+1 and x ′ = x k in (7), we have
Combining the above two inequalities, we obtain
From the first-order optimality condition of (19), for any x ∈ X , we have
Substituting (40) into (41), we get
Using the similar derivation as to get (42), we have for any y ∈ Y,
Note thatz k+1 = z k + σr k+1 , where r k+1 = A * x k+1 + B * y k+1 − c. Then we have
Adding up (42) and (43), and using the above equation, we have for any (x, y) ∈ X × Y,
Now setting x = x k+1 , x ′ = x in (5), and y = y k+1 , y ′ = y in (6), we get
Adding up (44), (45) and (46), and using the elementary inequality
for any self-adjoint and positive semidefinite linear operator G, we have
By simple manipulations, we have
and applying the identity (24) to the right-hand side of (49), we obtain
Substituting this into (48) and using the definition ofz k+1 , we have
Applying (26) in Lemma 3.2 to (50), we get
Using the second elementary identity in (25) , we obtain that
Substituting this and (51) into (47), and using the definitions ofz k+1 and r k+1 , we have
Now we can get (38) from (52) immediately by using the notation in (21) and (22) . So Part (a) is proved.
To prove Part (b), assume that
Using the definition of r k and the Cauchy-Schwarz inequality, we get
By using the definition of s k+1 , r k+1 = (τ σ) −1 (z k+1 − z k ) and the above formula, for any α ∈ (0, 1], we get
By using the definition of s k+1 and (31) in Lemma 3.3, for any α ∈ (0, 1], we have
Adding up (53) and (54), we obtain for any α ∈ (0, 1] that
Using the notation in (21) and (22), we know from (52) and (55) that (39) holds. The proof is completed.
Remark 3.2.
Suppose that B is vacuous, q ≡ 0 and g ≡ 0. Then for any τ ∈ (0, +∞) and k ≥ 0, we have y k+1 = y 0 =ȳ. By observing that the terms concerning y in (52) cancel out, we can easily start from (52) to get
Similarly as for (53), for any α ∈ (0, 1], we have
to both sides of the above inequality, we get
Substituting this into (56), we obtain
Convergence analysis
In this section we analyze the convergence for the Majorized iPADMM for solving problem (1). We first prove its global convergence and then establish its worst-case consecutive iterates distance and ergodic iteration-complexity.
The global convergence
Now we are ready to establish the convergence results for the Majorized iPADMM for solving (1). (20) . Let {(x k , y k , z k )} be generated by the Majorized iPADMM. For each k and (x, y, z) ∈ X × Y × Z, let φ k (x, y, z), ξ k+1 , s k+1 , t k+1 , r k andz k+1 be defined as in (21) , (22) and (23) .
where (x,ȳ,z) ∈ W * . Then the following results hold:
(a) For any η ∈ (0, 1/2) and k ≥ 0, we have
Σg +ησBB * , (59) where
In addition, assume that for some η ∈ (0, 1/2),
and the following condition holds:
Then the sequence {(x k , y k )} converges to an optimal solution of problem (1) and {z k } converges to an optimal solution of the dual of problem (1) .
Then, for any α ∈ (0, 1] and k ≥ 1, we have
In addition, assume that τ ∈ (0, (1 + √ 5)/2) and for some α ∈ (τ /min(1 + τ, 1 + τ −1 ), 1],
Then, the sequence {(x k , y k )} converges to an optimal solution of problem (1) and {z k } converges to an optimal solution of the dual of problem (1).
Proof. Note that A * x + B * ȳ − c = 0. Then we have
Σg+T +σBB * .
Recall that for any (x,ȳ,z) ∈ W * , we have
In the following, we will consider Part (a) and Part (b) separately.
Proof of Part (a).
Setting (x, y, z) = (x,ȳ,z) ∈ W * in (38) and using the relation (67), we get
Using the definition of r k and the Cauchy-Schwarz inequality, for a given β > 0 defined by (60), we get
By using the definition of s k+1 , r k+1 = (τ σ) −1 (z k+1 − z k ) and the above formula, we obtain
Recall that
By simple manipulations, we get
Σg+ησBB * .
Substituting this and (69) into (68), we get (59). Now assume that (61) and (62) hold. For any given η ∈ (0, 1/2), using the definitions of φ k+1 , r k+1 and β, A * x + B * ȳ = c and the Cauchy-Schwarz inequality, we get
Set
Σg+ησBB * and
Σg+T +ησBB * .
From (62) and z k+1 = z k + τ σr k+1 , we get ∞ k=0 ζ k < +∞. Since for some η ∈ (0, 1/2)
it follows from (70) and (59) that
Thus the sequence {φ k+1 + βσ r k+1 2 } is bounded. From (70), we see that the three sequences { z k+1 −z }, { x k+1 −x Σ f +S+ησAA * } and { y k+1 −ȳ Σg +T +ησBB * } are all bounded. Since Σ f + S + ησAA * ≻ 0 and Σ g + T + ησBB * ≻ 0, the sequence {(x k , y k , z k )} is also bounded. Using (59), we get for any k ≥ 0,
and hence
Again, since Σ f + S + ησAA * ≻ 0 and Σ g + T + ησBB * ≻ 0, from the definition of υ k , we get
lim k→∞ x k+1 − x k = 0 and lim
Recall that the sequence {(x k , y k , z k )} is bounded. There is a subsequence {(x k i , y k i , z k i )} which converges to a cluster point, say (x ∞ , y ∞ , z ∞ ). We next show that (x ∞ , y ∞ ) is an optimal solution to problem (1) and z ∞ is a corresponding Lagrange multiplier. Taking limits on both sides of (42) and (43) along the subsequence {(x k i , y k i , z k i )}, using (72) and (73), we obtain that
i.e., (x ∞ , y ∞ , z ∞ ) satisfies (13) . Hence (x ∞ , y ∞ ) is an optimal solution to problem (1) and z ∞ is a corresponding Lagrange multiplier.
To complete the proof of Part (a), we show that (x ∞ , y ∞ , z ∞ ) is actually the unique limit of
Note that
Therefore, we get lim
Then from (70), we obtain
Σg +T +ησBB * = 0.
Since Σ f + S + ησAA * ≻ 0 and Σ g + T + ησBB * ≻ 0, we also have that lim k→∞ x k = x ∞ and lim k→∞ y k = y ∞ . Therefore, we have shown that the whole sequence {(x k , y k , z k )} converges to (x ∞ , y ∞ , z ∞ ) for any τ ∈ (0, +∞).
Proof of Part (b)
. By using (67), we can get (64) from (39) immediately. Assume that τ ∈ (0, (1 + √ 5)/2) and α ∈ (τ /min(1 + τ, 1 + τ −1 ), 1]. Then, we have
we have
Note that H f 0 and M g ≻ 0. Then we obtain that φ k+1 ≥ 0, t k+1 ≥ 0, ξ k+1 ≥ 0. From (27) and (64), we see immediately that the sequence {φ k+1 + ξ k+1 } is bounded, lim k→∞ t k+1 = 0 and lim
which, together with (22) and (65), imply that
Thus, from (76) and (77) we obtain that
By the definition of φ k+1 , we see that the three sequences { z k+1 −z }, { x k+1 −x Σ f +S } and { y k+1 −ȳ Σg +T +σBB * } are all bounded. Since Σ g + T + σBB * ≻ 0, the sequence { y k+1 } is bounded. Note that A * x + B * ȳ = c. Furthermore, by using
we also know that the sequence { A * (x k+1 −x) } is bounded, and so is the sequence { x k+1 − x Σ f +S+σAA * }. This shows that the sequence { x k+1 } is also bounded since Σ f + S + σAA *
Since the sequence {(x k , y k , z k )} is bounded, there is a subsequence {(x k i , y k i , z k i )} which converges to a cluster point, say (x ∞ , y ∞ , z ∞ ). We next show that (x ∞ , y ∞ ) is an optimal solution to problem (1) and z ∞ is a corresponding Lagrange multiplier.
Taking limits on both sides of (42) and (43) along the subsequence {(x k i , y k i , z k i )}, using (75), (76) and (78), we obtain that
i.e., (x ∞ , y ∞ , z ∞ ) satisfies (13) . Thus (x ∞ , y ∞ ) is an optimal solution to problem (1) and z ∞ is a corresponding Lagrange multiplier.
To complete the proof of Part (b), we show that (x ∞ , y ∞ , z ∞ ) is actually the unique limit of {(x k , y k , z k )}. As in the proof of (74) in Part (a), we can apply the inequality (64) with (x,ȳ,z) = (x ∞ , y ∞ , z ∞ ) to show that
Using that fact that Σ f + S + σAA * and Σ g + T + σBB * are both positive definite, we have lim k→∞ x k = x ∞ and lim k→∞ y k = y ∞ . Therefore, we have shown that the whole sequence
The proof is completed. 
and these conditions for the case that τ = 1.618 can be replaced by, for some α ∈ [0.99998, 1], 
In addition, assume that τ ∈ (0, 2) and for some α ∈ (τ /2, 1],
Then, the sequence {x k } converges to an optimal solution of problem (1) and {z k } converges to an optimal solution of the dual of problem (1).
Next, we derive a worst-case o(1/k) result on the consecutive iterates distance for the proposed algorithm. 
For each i, let
Then we have
Proof. For each k, let φ k be defined by (58). Since τ ∈ (0, (1+
we have a i ≥ 0 and
It follows from (64) and the definitions of t i+1 and r i+1 that for any i ≥ 1 we have
For any k ≥ 1, summing the above inequality over i = 1, . . . , k, we obtain
From the above inequality, we have
The proof is completed.
A worst-case O(1/k) ergodic iteration-complexity
In Section 4.1, we provided a global convergence analysis for the Majorized iPADMM together with a result measuring the weighted distance for consecutive iterates. In this section, we shall establish a worst-case ergodic iteration-complexity for the sequence {(x i , y i , z i )} generated by the Majorized iPADMM. Recall thatz i+1 is defined by (23) . Let
Lemma 4.1. Suppose that Assumption 2.1 holds. Assume that τ ∈ (0, (1 + √ 5)/2) and for some α ∈ (τ /min(1 + τ, 1 + τ −1 ), 1],
Then, for any k ≥ 1 and (x, y, z) ∈ X × Y × Z, we have p( x k ) + q( y k ) − p(x) + q(y) + x k − x, ∇f (x) + Az + y k − y, ∇g(y) + Bz + z k − z, −(A * x + B * y − c) ≤ φ 1 (x, y, z) + (1 − α) + α max(1 − τ, 1 − τ −1 ) σ r 1 2 + αξ 1 2k .
Proof. By the assumptions that τ ∈ (0, (1 + √ 5)/2), α ∈ (τ /min(1 + τ, 1 + τ −1 ), 1], Σ f + S 0, H f 0, Since ( x k , y k , z k ) is a convex combination of (x 2 , y 2 ,z 2 ), . . . , (x k+1 , y k+1 ,z k+1 ), for any (x, y, z) ∈ X × Y × Z, we obtain that
p(x i+1 ) + q(y i+1 ) − p(x) + q(y) + x k − x, ∇f (x) + Az + y k − y, ∇g(y) + Bz By using the convexity of p(·) and q(·), we obtain
p(x i+1 ) + q(y i+1 ) .
Numerical experiments
We consider the following problem to illustrate the benefit which can be brought about by using an indefinite proximal term instead of the standard requirement of a positive semidefinite proximal term in applying semi-proximal ADMM to solve the problem: 
The KKT conditions for the above primal and dual pair are given as follows: We apply the Majorized iPADMM to the problem (85) by using the parameters τ = 1.618 and τ = 1, and the proximal terms are chosen to be
where λ := 1.01λ max (AA * + 1 2σ Q). With the above choices of the proximal terms and noting that Σ f = Q = Σ f and Σ g = 0 = Σ g , we have that Σ f + S + σAA * = σλI, Σ g + T + σBB * = σI. Therefore the convergence of the iPADMM (we have omitted the word "Majorized" since there is no majorization on f or g in this case) is ensured even though S is an indefinite matrix. In our numerical experiments, for a given pair of (n, m), we generate the data for (85) randomly as follows:
Q1= sprandn(floor(0.1*n),n,0.1); Q = Q1'*Q1; H = sprandn(m,n,0.2); xx = randn(n,1); c = H*xx + max(randn(m,1),0); b = Q*xx; 
