INTRODUCTION: THE NEED FOR THE EFFECTIVE HAMILTONIAN APPROACH IN MOLECULAR DYNAMICS
The theory of e ective Hamiltonians was developed within nuclear physics in the sixties by Bloch 1] and Des Cloizeaux 2] as a method for determining the e ective interactions between nucleons. Subsequently it was developed and largely used in quantum chemistry 3, 4] to overcome some limitations of both ab-initio and semi-empirical methods 5, 6 ] A more recent application of the theory is in molecular dynamics, where the basic processes studied are full collisions, in which energy transfers and structural modi cations appear between molecular bound states and molecular continua 7] , and half-collisions, in which one participating continuum is a photon continuum and the other one is an ionization or dissociation continuum 9] . Most of the recent theoretical treatments of collisions discretize the molecular continua by adding absorbing spatial boundaries and by working with a bounded range of radial coordinates in conjunction with nite basis sets of square integrable functions. Wave packet propagation methods have often been used to integrate these systems using discrete These features prompt the use of projection techniques or effective Hamiltonian methods to describe the evolution of the vectors which dominate the dynamical processes. The vectors belong to a subspace of relatively small dimension, which is usually called the active space (A.S) The literature o ers various formulations for selecting these active spaces and for projecting the quantum dynamics into them. Probably the best known approaches are arti cial intelligence techniques 16, 17, 18] for subspace selection and the recursive residue generation method 19] , in which transition amplitudes are computed from a recursive calculation which uses the Lanczos algorithm to give the residues and poles of several Green's functions.
In this volume we will describe both stationary and timedependent adaptations of the Bloch wave operator theory 33], paying particular attention to the connections with the (t,t') theory 21].
STATIONARY AND TIME-DEPENDENT AS-PECTS OF THE BLOCH HAMILTONIAN THEORY
To aid clarity the theoretical development of this section and the applications presented in the next sections are limited to the eld of molecular photodissociation phenomena.
discretization of space and time
Within the framework of the dipole approximation and using the length gauge, the Hamiltonian of a molecule subjected to a laser pulse is :
H o depends on q, which denotes the bound vibration-rotation coordinate of the isolated fragments, and on the interfragment distance r. It includes the internal energy of the fragments and the kinetic energy of the relative translation. The matter-eld coupling involves the dipole moment and the electric eld amplitude E. Usually it is given as the product of a time-dependent shape function and a real cosine function with a peak frequency !.
Other gauges can be used to express the eld-matter interaction 22] but it is not our aim here to analyze their respective merits or defects. The nite representation of the Hamiltonian used in the wave packet propagation algorithm and in the present matrix wave operator theory requires a discretization of the molecular continua. However, the nite basis set of (L 2 ) square integrable functions involved in this discretization introduces arti cial periodicities.
This drawback has drastic implications for photodissociation calculations since it is not then possible to reproduce the asymptotic behaviour of the resonance states which are generated by the eld-matter interaction and which are the major contributor to the dissociation process. These defects can be removed by using similarity transformations on the dissociative radial coordinates in the 
A variational procedure with respect to the parameters included in V opt results in complex plane trajectories which have stationary points close to the exact resonance eigenvalues
In the following it will assumed that the Hamiltonian has been modi ed by a similarity transformation or by the addition of an optical potential so as to reproduce correctly the dissociation dynamics using a D.V.R.
Nevertheless, for brevity it will still be denoted by the symbol H(q; r). 
By using the matrix multiplication properties of partitioned matrices, represented by the projection operator properties P o P o = P o ; P o Q o = O, we obtain the result : 
The theory of Bloch in its initial version is thus a purely stationary state method;
however, it can also be derived as a limiting case of the time-dependent wave operator theory. Let us assume that the operator H is generated from the unperturbed operator H o by adiabatically introducing the perturbation V (
it can then be proved that the time derivate @X=@t tends to zero at any time 33] , so that eq. (14) takes the form
This equation is the basic equation of Bloch's wave operator theory, although it is presented in the literature in a di erent but equivalent form
Equation (17) has the advantage over eq. (18) (19) where E denotes the diagonal eigenvalue matrix. The eigenvectors j o i i of H eff (eq. 19) are the projections into the model space of the corresponding exact 
The iteration, initiated with H L=0 , is stopped when X L is negligible. A more simple iteration, which is less e cient from the point of view of the convergence 
The Quasiadiabatic evolution of the instantaneous eigenvectors
The principal aim of the wave operator theory is to reduce the dimension of the vector spaces directly participating in the dynamics by introducing the concept of an e ective Hamiltonian and deriving corresponding projected equations of motion. Altough the time-dependent version is devoted to time-dependent processes and the stationary version to general eigenproblems, the two versions of this theory are not independent. As we have indicated previously, the Bloch wave operator is the adiabatic limit of the time-dependent one, and promising relationships between the time-dependent and time-independent formulations can be derived from this feature.
In a more pragmatic fashion the two theories can be used together in stationary problems to overcome convergence di culties within itera- 
If the switching time T tends to in nity and if simultaneously the time derivative @F=@t tends to zero at any time, the propagated wave operator becomes identical to the stationary one. When a nite switching time T is used, the corresponding wave operator, which exhibits some deviations from the purely stationary case, can still be used as a trial operator in the stationary iterative procedure. The time propagation can be accomplished using eq. (14) together with second order di erencing to approximate the time derivative and to preserve time reversal symmetry.
with :
The central question concerning this double procedure is: what is the advantage of using the non-linear equation (14) and deriving the quasi-adiabatic solution in place of using the linear Schr odinger equation directly? The main advantage is the small magnitude of the time derivative in eq. (26) . Indeed, the wave function in the adiabatic limit, T ! 1, is a product of two terms.
?iE i (t ; )= hdt ; ) (27) where j i (t)i is an instantaneous eigenvector, the components of which are slowly varying time functions, and the second factor is a purely phase term involving the integral of the instantaneous eigenvalues. It is this second factor which produces the largest contribution to the time derivative @ =@t present in the Schr odinger equation. If one now considers the one-dimensional space S o spanned by the vector (j ii j i (?1)i) and forms the corresponding nondegenerate wave operator, one obtains:
In this last expression the quickly varying phase term appearing in eq. (27) 
with h 1 = 1:, h 2 = 1:05 and 0 0:6. The lower part of the spectrum is presented in Fig.2 . A large part of this spectrum has been reproduced successfully with the quasiadiabatic procedure. For this, the coupling para- 
The most prominent feature is the close resemblance between the pair of equations (32) and (33) and the equations (17) and (18) 
where 0 and n refer to the Fourier basis functions.
The evolution equation (37) can be further simpli ed when describing most photodissociation experiments, since the photodissociation processes, while apparently complicated, can often be described using a small target space formed by only a few quasi-vectors. Several applications which illustrate this feature will be represented in the next three sections. We must now choose how to de ne the active space which is expected to reproduce correctly the dynamic features of the relaxation process and also how to project the dynamics into this active space.
Choosing a model space for a static eigenvalue problem is usually not too di cult, but the situation is quite di erent in the present case. The model space is not a xed space into which the reduced quantum information is projected, but rather an evolving active space within which the dynamics is con ned; this makes its de nition more intricate. However, our previous demonstration that stationary and time-dependent processes can be closely related through the time-dependent wave operator concept and the (t; t ; ) theory enables us to adopt a systematic selection procedure for an active space ? E 2 ( n;n ; +1 + n;n ; ?1 )hJ; m j cos j J ; ; mi (43) where B is the rotation constant, E the amplitude of the electric eld and the angle between the rotator dipolar moment axis and the xed orientation of the eld. The case of the HF rotator (with B h = 21cm ?1 ; = 1:91 Debye) in a monochromatic eld of intensity 1TW, with h! = 1500cm ?1 , has been analyzed using a basis of 220 states consisting of the direct product of the rotational basis (j J; m = 0i; 0 J 19) with the 11 Fourier states (?5 n 5). The intensity of the eld in this case is large enough to produce non perturbative e ects and so to provide a severe test for the wave operator subspace selection procedure. The quantity which is of experimental interest is the rotational transition probability averaged over the initial time t o . Equations (37) 
The wave operator formulation applied here plays a double role in the projection of the Schr odinger equation into reduced subspaces of xed size. First it selects the active space which is best adapted to describe the exact relaxation process. Second, it constructs the target space and the corresponding e ective
Hamiltonian which are correlated to this active space (a more coarse grained approximation would consist of using the primary e ective Hamiltonian simply projected into the active space). This assumption allows us to identify the resonance states by using the same pair of indices (v; l). which are used for the free states. The interest of this expression is that it is dependent on the pulse shape only via the successive time intervals t n . Thus, the investigation of various pulse shapes does not require us to repeat the full dynamical integration if some data has been stored during the construction of the target spaces; namely for each discretized value of the eld:
1. the eigenvalues of the Floquet states spanning the target spaces;
2. the overlap matrices of Floquet eigenvectors for consecutive target spaces. should be noted that the widths of these spectra are in perfect agreement with the theoretical predictions of ref. 42 ], thus indicating a mechanism for the twophoton peaks which involves a three-photon absorption, followed by an emission of one photon which occurs during the dissociation process itself. In g.8 the maximum of the laser intensity is I max = 0:62 10 13 W=cm 2 and the wavelength = 113:7nm induces a direct one-photon transition to the continuum. This gure reveals that by using a double gaussian pulse, it is possible to give an oscillating structure to the kinetic spectrum and thus to make some values of the velocities of separation of the fragments disappear from the spectrum. the time-dependent and the time-independent formalisms; for example, it might be possible to study the quasiadiabatic evolution of the time-dependent wave operator as a rst step in the construction of a reasonable trial stationary wave operator which can then be further re ned in an iterative procedure.
