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Abstract
Quantum mechanics traditionally places the observer ‘outside’ of the
system being studied and employs the Born interpretation. In this and
related papers the observer is placed ‘inside’ the system. To accomplish
this, special rules are required to engage and interpret the Schro¨dinger
solutions in individual measurements. The rules in this paper (called the
nRules) do not include the Born rule that connects probability with square
modulus.
It is required that the rules allow all conscious observers to exist contin-
uously inside the system without empirical ambiguity – reflecting our own
unambiguous and continuous experience in the universe. This requirement
is satisfied by the nRules. They allow both objective and observer mea-
surements, so state reduction can occur with or without an observer being
present.
Introduction
The method of this paper differs from that of traditional quantum mechanics
in that it sees the observer in an ontological rather than an epistemological
context. Traditional or standard quantum theory (i.e., Copenhagen) places
the observer outside of the system where operators and/or operations are used
to obtain information about the system. This is the epistemological model
shown in fig. 1. The observer cannot here make continuous contact with the
system – only instantaneous contact.
The large OP in fig. 1 might be a mathematical ‘operator’ or a corresponding
physical ‘operation’. The observer makes a measurement by choosing a formal
operator that is associated with a chosen laboratory operation. As a result,
the observer is forever outside of the observed system – making operational
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The systemObserver
The OP
Figure 1: Epistemological Model (Copenhagen)
choices. The observer is forced to act apart from the system as one who poses
theoretical and experimental questions to the system. This model is both useful
and epistemologically sound.
However, the special rules developed in this paper apply to the system by
itself, independent of the possibility that an observer may be inside, and dis-
regarding everything on the outside. This is the ontological model shown in
fig. 2.
The system
May or may not include observer
Figure 2: Ontological Model (requires special rules)
A measurement occurring inside this system is not represented by a formal
operator. Rather, it is represented by a measuring device that is itself part of
the system. If the sub-system being measured is S and a detector is D, then a
measurement interaction is given by the entanglement Φ = SD. If an observer
joins the system in order to look at the detector, then the system becomes
Φ = SDB, where B is the brain state of the observer. Contact between the
observer and the observed is continuous in this case.
The ontological model is able to place the observer inside the universe of
things and give a full account of his conscious experience there. It is a more
realistic view of the relationship between the observer and the rest of the uni-
verse, inasmuch as a conscious observer is always ‘in principle’ includable in a
wider system. The ontological model is a departure from the traditional the-
ory and has three defining characteristics: (1) It includes observations given
by Φ = SDB, (2) it allows conscious observations to be continuous, and (3) it
rejects the Born rule. In place of the Born rule, special rules like the nRules of
this paper allow physics to unambiguously predict the continuous experience of
all observers in the system, including the primary observer.
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Quantum mechanical measurement is sometimes said to refer to ensembles
of observations but not to individual observations. In this paper we propose a
set of four special rules that apply to individual measurements in the ontologi-
cal model. They are called nRules (1-4), and do not include the long-standing
Born interpretation of quantum mechanics. Instead, probability is introduced
(only) through the notion of probability current. These rules can describe a
quantum mechanical state reduction (i.e., stochastic reduction or collapse) that
is associated with either an ‘observer’ type measurement, or an ‘objective’ type
measurement. The former occurs only in the presence of an observer, whereas
the latter takes place independent of an observer. The nRules are demonstrated
below in several different physical situations. I claim that they are a consistent
and complete set of rules that can give an ontological description of any indi-
vidual measurement or interaction in quantum mechanics.
These rules are not themselves a formal theory of measurement. I make no
attempt to understand why they work, but strive only to insure that they do
work. Presumably, a formal theory can one day be found to explain these rules
in the same way that atomic theory now explains the empirically discovered
rules of atomic spectra, or in the way that current theories of measurement
aspire to merge with standard quantum mechanics, or to make the neurological
connection with conscious observation.
Another Rule-Set
Other papers [1, 2, 3] propose another set of rules called the oRules (1-4). These
are similar to the nRules except that the basis states of reduction are confined to
observer brain states – reflecting the views of Wigner and von Neumann. Like
the nRules, they introduce probability through the notion of ‘probability cur-
rent’ rather than through square modulus, and they address the state reduction
of conscious individuals in an ontological context – so they give us an alternative
quantum friendly ontology. In ref. 3 they are called simply the rules (1-4).
Purpose of Rule-Sets
It is possible to have an empirical science using the epistemological model with-
out explicitly talking about consciousness. This is because it is assumed that
the outside observer is conscious, so there is no need to make a theoretical point
of it.
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However, in the ontological model, everything that exists is in principle
includable in the system. So if quantum mechanics is to be an empirical science,
the system must provide for the existence of conscious brains that can make
empirical observations. This means that the theory must be told when and
how conscious brain states appear so that an empirical science is possible. This
cannot be done within the constrains of standard quantum mechanics.
I emphasize again that these rule-sets are not alternative theories that seek to
replace the statistical formalism of von Neumann. Each applies to individuals,
and is like an empirical formula that requires a wider theoretical framework
in order to be understood – a framework that is presently unknown. I do not
finally choose one of the rule-sets or propose an explanatory theory. I am only
concerned here with the ways in which state reduction might work in each case.
The Interaction: Particle and Detector
Before introducing an observer into this ontological model, consider an inter-
acting particle and detector system by itself. These two objects are assumed to
be initially independent and given by the equation
Φ(t) = exp(−iHt)ψi ⊗ di (1)
where ψi is the initial particle state and di is the initial detector state. The
particle is then allowed to pass over the detector, where the two interact with
a cross section that may or may not result in a capture. After the interaction
begins at a time t0, the state is an entanglement in which the particle variables
and the detector variables are not separable.
However, we let Φ(t ≥ t0) be in a representation whose components can be
grouped so that the first term includes the detector d0 in its ground state prior
to capture, and the second, third, and fourth terms describe the detector in
various states of capture given by dw, dm, and dd.
Φ(t ≥ t0) = ψ(t)d0 + dw(t)→ dm(t)→ dd(t) (2)
where dw(t) represents the entire detector immediately after a capture when
only the window side of the detector is affected, and dd(t) represents the entire
detector when the result of a capture has worked its way through to the display
side of the detector. The middle state dm(t) represents the entire detector during
stages in between when the effects of the capture have found their way into the
interior of the detector but not as far as the display.
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There is a clear discontinuity or “quantum jump” between the two com-
ponents d0 and dw at the detector’s window interface. This discontinuity is
represented by a “plus” sign and can only be bridged by a stochastic leap. The
remaining evolution from dw(t) to dd(t) is connected by “arrows” and is con-
tinuous and classical. It is a single component that develops in time and may
sometimes be represented by d1(t) = dw(t)→ dm(t)→ dd(t), so
Φ(t ≥ t0) = ψ(t)d0 + d1(t) (3)
The capture state d1(t) in eq. 3 is equal to zero at t0 and increases with time
1,2.
The state ψ(t) is a free particle as a function of time, including all the incoming
and scattered components. It does no harm and it is convenient to let ψ(t) carry
the total time dependence of the first component, and to let d0 be normalized
throughout3.
The first component in eq. 3 is a superposition of all possible scattered waves
of ψ(t) in product with all possible recoil states of the ground state detector, so
d0 is a spread of detector states including all the recoil possibilities together with
their correlated environments. The second component is also a superposition
of this kind. It includes all of the recoil components of the detector that have
captured the particle.
Add an Observer
Assume that an observer is looking at the detector in eq. 1 from the beginning.
Φ(t) = exp(−iHt)ψi ⊗DiBi
where Bi is the observer’s initial brain state that is entangled with the detector
Di. This brain is understood to include only higher order brain parts – that
is, the physiology of the brain that is directly associated with consciousness
1Each component in Eq. 3 has an attached environmental term E0 and E1 that is not
shown. These are orthogonal to one another, insuring local decoherence. But even though
Eq. 3 may be decoherent locally, we will assume that the macroscopic states d0 and d1 are
fully coherent when E0 and E1 are included. So Eq. 3 and others like it in this paper are
understood to be coherent when universally considered. We will call them “superpositions”,
reflecting their global rather than their local properties.
2Superpositions of macroscopic states have been found at low temperatures [4]. The com-
ponents of these states are locally coherent for a measurable period of time.
3Equation 3 can be written with coefficients c0(t) and c1(t) giving Φ(t ≥ t0) = c0(t)ψ(t)d0+
c1(t)d1, where the states ψ(t), d0, and d1 are normalized throughout. We let c0(t)ψ(t) in this
expression be equal to ψ(t) in eq. 3, and let c1(t)d1 be equal to d1(t) in eq. 3.
5
after all image processing is complete. All lower order physiology leading to
Bi is assumed to be part of the detector. The detector is now represented by a
capitalD, indicating that it includes the bare detector by itself plus the low-level
physiology of the observer.
Following the interaction between the particle and the detector, we have
Φ(t ≥ t0) = ψ(t)D0B0 +Dw(t)B0 → Dm(t)B0 → Dd(t)B1 (4)
or Φ(t ≥ t0) = ψ(t)D0B0 +D1(t)B1
where B0 is the observer’s brain when the detector is observed to be in its
ground state D0, and B1 is the brain when the detector is observed (at the
display end) to be in its capture state D1. Since the detector now includes the
low-level physiology of the observer’s brain, the display end of the detector Dd
is the interface between lower level and upper level physiology. As before, a
discontinuous quantum jump is represented by a plus sign, and the continuous
evolution of a single component is represented by an arrow.
If the interaction is long lived compared to the time it takes for the signal
to travel through the detector in eq. 4, then the superposition in that equation
might exist for a long time before a capture causes a state reduction. This means
that there can be two active brain states of this observer in superposition, where
one sees the detector in its ground state and the other simultaneously sees the
detector in its capture state. Equation 4 therefore invites a paradoxical inter-
pretation like that associated with Schro¨dinger’s cat. This ambiguity cannot be
allowed. The nRules of this paper must not only provide for a stochastic trigger
that gives rise to a state reduction, and describe that reduction, they must also
insure than an empirical ambiguity of this kind will not occur.
The nRules
The first rule establishes the existence of a stochastic trigger. This is a property
of the system that has nothing to do with the kind of interaction taking place
or its representation. Apart from making a choice, the trigger by itself has no
effect on anything. It initiates a state reduction only when it is combined with
nRules 2 and 3.
nRule (1): For any subsystem of n complete components in a system having
a total square modulus equal to s, the probability per unit time of a stochastic
choice of one of those components at time t is given by (ΣnJn)/s, where the net
probability current Jn going into the n
th component at that time is positive.
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[note: A complete component is a solution of Schro¨dinger’s equation that in-
cludes all of the (symmetrized) objects in the universe. It is made up of complete
states of those objects including all their state variables. If ψ(x1, x2) is a two
particle system with inseparable variables x1 and x2, then ψ is considered to
be a single object. All such objects are included in a complete component. A
component that is a sum of less than the full range of a variable (such as a
partial Fourier expansion) is not complete.]
The second rule specifies the conditions under which ready states appear in
solutions of Schro¨dinger’s equation. These are understood to be the basis states
of a state reduction.
nRule (2): If an irreversible interaction produces complete components that are
discontinuous with the initial component, then all of the new states that appear
in these components will be ready states.
[note: Continuous means continuous in all variables. Although solutions to
Schro¨dinger’s equation change continuously in time, they can be discontinuous
in other variables – e.g., the separation between the nth and the (n+1)th orbit
of an atom with no orbits in between. A discontinuity can also exist between
macroscopic states that are locally decoherent. For instance, the displaced de-
tector states d0 (ground state) and d1 (capture state) appearing in eq. 3 are
discontinuous with respect to detector variables. There is no state d1/2 in be-
tween. Like atomic orbits, these detector states are a ‘quantum jump’ apart.]
[note: The initial component is the first complete component that appears in a
given solution of Schro¨dinger’s equation. A solution is defined by a specific set
of boundary conditions. So eqs. 1 and 3 are both included in the single solution
that contains the discontinuity between d0 and d1, where eq. 1 (together with
its complete environment) is the initial state. However, boundary conditions
change with the collapse of the wave function. The single component that
survives a collapse will be complete, and will be the initial component of the
new solution.]
The collapse of a wave function and the change of a ready state to a realized
state is provided for by nRule (3). If a complete state is not ‘ready’ it will
be called ‘realized’. We therefore introduce dual state categories where ready
states are the basis states of a collapse. They are on stand-by, ready to be
stochastically chosen and converted by nRule (3) to realized states. In this
paper, ready states are underlined and realized states are not.
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nRule (3): If a component is stochastically chosen during an interaction, then
all of the ready states that result from that interaction (using nRule 2) and that
are unique to that component will become realized, and all other components in
tthe superposition will be immediately reduced to zero.
[note: The claim of an immediate (i.e., discontinuous) reduction is the simplest
possible way to describe the collapse of the state function. A collapse is brought
about by an instantaneous change in the boundary conditions of the Schro¨dinger
equation, rather than by the introduction of a new ‘continuous’ mechanism of
some kind. A continuous modification can be added later (with a modification
of nRule 3) if that is seen to be necessary4.]
[note: This collapse does not generally preserve normalization. That does not
alter probability in subsequent reductions because of the way probability per
unit time is defined in nuRule (1) – that is, divided by the total square modulus.]
Only positive current going into a ready component (i.e., a component con-
taining ready states) is physically meaningful because it represents positive
probability. A negative current (coming out of a ready component) is not phys-
ically meaningful and is not allowed by nRule (4). Without this restriction,
probability current might flow in-and-out of one ready component and into an-
other. The same probability current would then be ‘used’ and ‘reused’, and this
would generally distort the total probability of a process. To prevent this we
say
nRule (4): A ready component cannot transmit probability current.
If an interaction does not produce complete components that are discontin-
uous with the initial component, then the Hamiltonian will develop the state
in the usual way, independent of these rules. If the stochastic trigger selects a
component that does not contain ready states, then there will be no nuRule (3)
state reduction.
4The new boundary comes from a stochastic hit on one of the available eigenvalues, which
is the new boundary. The stochastic trigger is intrinsically discontinuous and imposes that
discontinuity on the developing wave function.
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An Example
A free neutron decay is written Φ = n + epν, where the second component is
zero at t = 0 and increases in time as probability current flows into it. This
component contains three entangled particles making a whole object, where all
three are ‘ready’ states as indicated by the underline (see nRule 2). Each com-
ponent of Φ is multiplied by a term representing the environment (not shown).
Each is complete for this reason and also because the variables of each particle
take on all of the values that are allowed by the boundary conditions. Follow-
ing nRule (3) there will be a stochastic hit on epν, reducing the system to the
realized correlated states epν.
Specific values of, say, the electron’s momentum are not stochastically chosen
by this reduction, because all possible values are included in epν. For detail
of this kind, a detector must be added that measures the magnitude of the
electron’s momentum in a specific direction away from the chosen decay site.
That will require another stochastic hit on the component that includes that
detector. A detector interaction and reduction of this kind is discussed in the
next section.
Apply Rules to Detector Interaction
To see how the nRules carry out a reduction that involves an observed detector,
we apply them to the first row of eq. 4. This only affects the first two components
Φ(t ≥ t0) = ψ(t)D0B0 +Dw(t)B0 (5)
where the second component Dw(t)B0 contains a ready state (underlined) by
virtue of nRule (2). Components Dm and Dd, do not appear this equation
because nRule (4) will not allow Dw to pass current to them. Since the second
brain state B0 in eq. 5 is the same as the first, there is only one brain state
in the superposition. A cat-like ambiguity is thereby avoided. Equation 5 now
replaces eq. 4.
Equation 5 is the state of the system before there is a stochastic hit that
produces a state reduction. The observer is here consciously aware of the detec-
tor in its ground state D0. If there is a capture, then there will be a stochastic
hit on the second component of eq. 5 at a time tsc. This will reduce the first
component to zero according to nRule (3), and convert the ready state in the
second component to a realized state.
Φ(t = tsc > t0) = Dw(t)B0
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The observer is still conscious of the detector’s ground state in this equation
because the capture has only affected the window end of the detector. But after
tsc, a continuous evolution will produce
Φ(t ≥ tsc > t0) = Dw(t)B0 → Dm(t)B0 → Dd(t)B1 (6)
Since this equation represents a single component that evolves in time as shown,
there is no time at which both B0 and B1 appear simultaneously. There is
therefore no cat-like ambiguity in eq. 6.
Standard quantum mechanics (without these rules) gives us eq. 4 by the
same logic that it gives us Schro¨dinger’s cat and Everett’s many worlds. Equa-
tion 4 (top or bottom row) is a single equation that simultaneously presents two
different conscious brain states, resulting in an unacceptable ambiguity. How-
ever with these nRules in effect, the Schro¨dinger solution is properly grounded
in observation, allowing the rules to correctly and unambiguously predict the
experience of the observer. This is accomplished by replacing ‘one’ equation in
eq. 4 with ‘two’ equations in eqs. 5 and 6. Equation 5 describes the state of the
system before capture, and eq. 6 describes the state of the system after capture.
Before and after are two different solutions to Schro¨dinger’s equation, specified
by different boundary conditions. Remember, we said that the stochastic trig-
ger selects the (new) boundary that applies to the reduced state. So it is the
stochastic event that separates the two solutions - defining before and after.
If there is no stochastic hit on the second component in eq. 5, then it will
become a phantom component. A component is a phantom when there is no
longer any probability current flowing into it (in this case because the interaction
is complete), and when there can be no current flowing out of it because it
includes ready states that comply with nRule (4). The phantom properties of
a component extends to the complete component. A phantom component can
be dropped out of the equation without consequence. Doing so only changes
the definition of the system. It is the same kind of redefinition that occurs
in standard practice when one chooses to renormalize a system at some new
starting time. Keeping a phantom is like keeping the initial system. Because of
nRule (3), kept phantoms are reduced to zero whenever another component is
stochastically chosen.
With no stochastic hit in eq. 5, the new system (dropping the phantom
DwB0) is just the first component of that equation. This corresponds to the
observer continuing to see the ground state detector D0, as he should in this
case.
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A Terminal Observation
An observer who is inside a system must be able to confirm the validity of the
Born rule that is normally applied from the outside. To show this, suppose our
observer is not aware of the detector during the interaction with the particle,
but he looks at the detector after a time tf when the primary interaction is
complete. During the interaction we have
Φ(tf > t ≥ t0) = [ψ(t)d0 + dw(t)]⊗X (7)
where X is the unknown state of the observer prior to the physiological inter-
action5.
Assume there has not been a capture. Then after the interaction is complete
and before the observer looks at the detector we have
Φ(t ≥ tf > t0) = [ψ(t)d0 + dw(tf )]⊗X
where there is no longer a probability current flow inside the bracket. The
second component in the bracket is therefore a phantom. There is no current
flowing into it, and none can flow out of it because of nRule (4). So the equation
is essentially6.
Φ(t ≥ tf > t0) = ψ(t)d0 ⊗X
When the observer finally observes the detector at tob he will get
Φ(t ≥ tob > tf > t0) = ψ(t)d0 ⊗X → ψ(t)D0B0
where the physiological process (represented by the arrow) carries ⊗X into B0
and d0 into D0 by a continuous classical progression leading from independence
to entanglement. This corresponds to the observer coming on board to witness
the detector in its ground state as he should when is no capture. The probability
of this happening is equal to the square modulus of ψ(t)d0 ⊗X in eq. 7.
If the particle is captured during the primary interaction, there will be a
stochastic hit on the second component inside the bracket of eq. 7 at some time
tsc < tf . This results in a capture given by
Φ(tf > t = tsc > t0) = dw(t)⊗X
5The “decision” of the observer to look at the detector is assumed to be deterministically
internal in the ontological model. In this respect, the ontological model is like classical physics.
6Again, deciding to drop dw(tf ) amounts to redefining the system from a new starting
time.
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after which
Φ(tf > t ≥ tsc > t0) = [dw(t)→ dm(t)→ dd(t)]⊗X = d1(t)⊗X
as a result of the classical progression inside the detector. When the observer
does become aware of the detector at tob > tf we finally get
Φ(t ≥ tob > tf > tsc > t0) = d1 ⊗X → D1B1
So the observer comes on board to witness the detector in its capture state with
a probability equal to the square modulus of dw(tf ) ⊗X in eq. 7. The nRules
therefore confirm the Born rule, in this case as a theorem.
An Intermediate Case
In eq. 5 the observer is assumed to interact with the detector from the beginning.
Suppose that the incoming particle results from a long half-life decay, and that
the observer’s physiological involvement only begins in the middle of the primary
interaction. Before that time we will have
Φ(t ≥ t0) = [ψ(t)d0 + dw(t)]⊗X
where again X is the unknown brain state of the observer prior to the physio-
logical interaction. Primary probability current here flows between the detector
components inside the bracket.
Let the observer look at the detector at some time tlook giving
Φ = ψ(tlook)d0 ⊗X → ψ(tlook + pi)D0B0 (8)
+ dw(tlook)]⊗X → Dw(tlook + pi)B0
where pi is the time for the observer to come on board. The first row of this
equation is a single component that evolves continuously and classically as rep-
resented by the arrow. That evolution carries ⊗X into B0 and d0 into D0 by
a process that leads from independence to entanglement. The primary inter-
action is still active during this time, and this gives rise to a vertical current
going from the first to the second row in eq. 8. The second row is therefore
a continuum of components that are created parallel to the first row at each
moment of time. So at time tlook + pi, vertical current flows only into the final
component Dw(tlook + pi)B0 in the second row of eq. 8. Components prior to
the last one no longer have current flowing into them from above, and since
there is no horizontal current among these ready states, they become phantom
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components as soon as they are created. Therefore, when the observation is
complete at the time tob = tlook + pi, we can write eq. 8 as
Φ(t ≥ tob > t0) = ψ(t)D0B0 +Dw(t)B0 (9)
where Dw(t)B0 is zero at tob and increases in time. The system has been
redefined to eliminate all those phantoms. This equation is identical with eq. 5;
so from this moment on, it is as though the observer has been on board from
the beginning.
If there is a subsequent capture at a time tsc, this will become like eq. 6.
Φ(t ≥ tsc > tob > t0) = Dw(t)B0 → Dm(t)B0 → Dd(t)B1 (10)
If there is a stochastic hit between tlook and tob, then the corresponding
ready state in the second row of eq. 8 will be chosen and made a realized state.
It will then proceed classically and continuously to DdB1 as in eq. 10.
A Second Observer
If a second observer is standing by while the first observer interacts with the
detector during the primary interaction, the state of the system will be
Φ(t ≥ t0) = [ψ(t)D0B0 +Dw(t)B0]⊗X
where X is an unknown state of the second observer prior to his interacting with
the system. The detector D here includes the low-level physiology of the first
observer. A further expansion of the detector will include the second observer’s
low-level physiology when he comes on board. When a product of brain states
appears in the form BB or B ⊗X , the first term will refer to the first observer
and the second to the second observer.
The result of the second observer looking at the detector will be the same
as that found for the first observer in the previous section, except now the first
observer will be present in each case. In particular, the equations similar to
eqs. 8, 9, and 10 are now
Φ = ψ(tlook)D0B0 ⊗X → ψ(tob)D0B0B0
+ Dw(tlook)B0 ⊗X → Dw(tob)B0B0
Φ(t ≥ tob > t0) = ψ(t)D0B0B0 +Dw(t)B0B0
Φ(t ≥ tsc > tob > t0) = Dw(t)B0B0 → Dm(t)B0B0 → Dd(t)B1B1
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These will all yield the same result for the new observer as they did for the old
observer. In no case will the nRules produce a result like B1B2 or B2B1.
In previous sections we have seen how the nRules go about including ob-
servers inside a system in an ontological model. These rules describe when and
how the observer becomes conscious of measuring instruments, and replicate
common empirical experience in these situations. The nRules are also success-
fully applied in another paper [5] where two versions of the Schro¨dinger cat ex-
periment are examined. In the first version a conscious cat is made unconscious
by a stochastically initiated process; and in the second version an unconscious
cat is made conscious by a stochastically initiated process.
In the following sections we turn attention to another problem – the re-
quirement that macroscopic states must appear in their normal sequence. This
sequencing chore represents a major application of nRule (4) that is best illus-
trated in the case of a macroscopic counter.
A Counter
If a beta counter that is exposed to a radioactive source is turned on at time t0,
its state function will be given by
Φ(t ≥ t0) = C0(t) + C1(t)
where C0 is a counter that reads zero counts, C1 reads one count, and C2 (not
shown) reads two counts, etc. The second component C1(t) is zero at t0 and
increases in time. The underline indicates that it is a ready state as required by
nRule (2). C2 and higher states do not appear in this equation because nRule (4)
forbids current to leave C1(t). Ignore the time required for the capture effects
to go from the window to the display end of the counter.
Therefore, the 0th and the 1st components are the only ones that are initially
involved, where the current flow is J01 from the 0
th to the 1st component. The
resulting distribution at some time t before tsc is shown in fig. 3, where tsc is
the time of a stochastic hit on the second component.
This means that the 1st component will be chosen because all of the cur-
rent from the (say, normalized) 0th component will pore into the 1st component
making
∫
J01dt = 1.0. Following the stochastic hit on the 1
st component, there
will be a collapse to that component because of nRule (3). The first two dial
readings will therefore be sequential, going from 0 to 1 without skipping a step
such as going directly from 0 to 2. It is nRule (4) that enforces the no-skip
14
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behavior of macroscopic objects, for without it any component in the super-
position might be chosen. It is empirically mandated that macroscopic states
should always follow in sequence without skipping a step.
With the stochastic choice of the 1st component at tsc, the process will begin
again as shown in fig. 4. This also leads with certainty to a stochastic choice of
the 2nd component. That certainty is accomplished by the wording of nRule (1)
which requires that the probability per unit time is given by the current flow J12
divided by the total square modulus at that moment. The total integral
∫
J12dt
is less than 1.0 in fig. 4 because of the reduction that occurred in fig. 3; but
it is restored to 1.0 when divided by the total square modulus. It is therefore
certain that the 2nd component will be chosen.
Ready1 2
ReadyJ12
Realized
30
Figure 4
And finally, with the choice of the 2nd component, the process will resume
again with current J23 going from the 2
nd to the 3rd component. This leads
with certainty to a stochastic choice of the 3rd component.
If an observer watches the counter from the beginning he will be able to see
it go sequentially from C0 to C1, to C2, etc., for he is himself a continuous part
of the system. He does not ‘peek’ intermittently like an epistemological observer
who is not part of the system – relating to it only through the Born rule. Al-
though the empirical experience of the ontological observer is different from the
epistemological observer, there is no contradiction between the two possibilities.
The ontological observer gets ‘continuous’ information about the behavior of the
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counter, whereas the epistemological observer sees only discontinuous parts of
the (same) picture.
The Parallel Case
Now imagine parallel states in which a quantum process may go either clockwise
or counterclockwise as shown in Fig. 5. Each component includes a macroscopic
piece of laboratory apparatus A, where the Hamiltonian provides for a discon-
tinuous clockwise interaction going from the 0th to the rth state, and another
one going from there to the final state f ; as well as a comparable counter-
clockwise interaction from the 0th to the lth state and from there to the final
state f . The Hamiltonian does not provide a direct route from the 0th to the
final state, so the system will choose stochastically between a clockwise and a
counterclockwise route.
A f
ArAl
Realized
Ready Ready
Ready
A0
Figure 5
With nRule (4) in place, probability current cannot initially flow from either
of the intermediate states to the final state, for that would carry a ready state
into another state. The dashed lines in fig. 5 indicate the forbidden transitions.
But once the state Al (or Ar) has been stochastically chosen, it will become
a realized state Al (or Ar) and a subsequent transition to Af can occur that
realizes Af .
The effect of nRule (4) is therefore to force this macroscopic system into a
classical sequence that goes either clockwise or counterclockwise. Without it,
the system might make a second order transition (through one of the interme-
diate states) to the final state, without the intermediate state being realized.
The observer would then see the initial state followed by the final state, without
knowing (in principle) which pathway was followed. This is familiar behavior of
standard quantum mechanical microscopic systems, but it should not be found
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in macroscopic systems. In Heisenberg’s famous example formalized by Feyn-
man, a microscopic particle observed at point a and later at point b will travel
over a quantum mechanical superposition of all possible paths in between. With-
out nRule (4), macroscopic objects facing discontinuous parallel choices would
do the same thing. The fourth nRule therefore forces the parallel system into
one or the other classical path, so it is not a quantum mechanical superposition
of both paths.
A Continuous Variable
In the above examples nRule (4) guarantees that sequential discontinuous steps
in a superposition are not passed over. If the variable itself is classical and con-
tinuous, then continuous observation is possible without the necessity of stochas-
tic jumps. In that case we do not need nRule (4) or any of the nRules (1-4), for
they do not prevent or in any way qualify the motion.
However, a classical variable may require a quantum mechanical jump-start.
For instance, the mechanical device that is used to seal the fate of Schro¨dinger’s
cat (e.g., a falling hammer) begins its motion with a stochastic hit. That is,
the decision to begin the motion (or not) is left to a β-decay. In this case
nRule (4) forces the motion to begin at the beginning, insuring that no value
of the classical variable is passed over; so the hammer will fall from its initial
angle with the horizontal. Without nRule (4), the hammer might begin its fall
at some other angle because probability current will flow into angles other than
the initial one. With nRule (4) in place, no angle will be passed over.
Microscopic Systems
The discussion so far has been limited to experiments or procedures whose
outcome is commonly known. Our claim has been that the nRules are chosen
to work without regard to a theory as to ‘why’ they work. Therefore, with the
exception of our example of a free neutron decay, our attention has always gone
to macroscopic situations in which the results are directly available to conscious
experience. However, if the nRules are correct we should also want know how
they apply to microscopic systems, even though the predicted results in these
cases are more speculative. In this section we will consider the implications of
the nRules in two microscopic cases. The important question to ask in each
case is: Under what circumstances will these rules result in a state reduction of
a microscopic system?
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Case 1 – spin states
No state reduction will result from changing the representation. In partic-
ular, replacing the spin state +z with the sum of states +x and −x will not
result in either one of the x-states becoming a ready state.
This will be true for a spin +z particle even if the common environment E
includes a magnetic field that is continuously applied in (say) the x-direction.
So long as the magnetic field is the same for both +x and −x, the result will
be the same – i.e., neither one will become a ready state.
If any part of the environment interacts differently with +x than it does
with −x, decoherence will occur over time. In that case we will have continu-
ously changing environments Ep(t) and En(t), such that
Φ(τ > t ≥ t0) =
1√
2
(+z)Ep(t) +
1√
2
(−z)En(t) (11)
where Ep(0) = En(0) = E, and Ep(τ) = E+, E
n(τ) = E−. States E+ and E−
are the final environments of (+x) and (−x) respectively, and the time τ will
be either the time at which decoherence is complete, or the time at which the
components have become decoherent to some other desired extent. It may be
that the environments E+ and E− are similar to E and to each other (i.e., same
temperature and pressure, same particles, same radiation field, etc.), but time
will change E+ and E− so they can no longer be identical with E or with each
other. Of course, it might also be that E+ and E− are not even similar to E.
Taking the first and last term in eq. 11 we write
Φ(τ > t ≥ t0) =
1
2
[(+z) + (−z)]E → 1
2
[(+z)E+ + (−z)E−] (12)
t = t0 t = τ
where the arrow indicates a continuous transition. The second square bracket
now differs from the first in that it is partially or fully decoherent. But since
E goes continuously into E+ or E−, nRule (2) says that no ‘ready’ states will
result. Therefore, there can be no state reduction in this case. According to the
nRules, decoherence does not lead to a collapse of the wave to either +x or −x
because decoherence is not discontinuous.
If the magnetic field is non-homogeneous there will be a physical separation
of the +x and −x states, but that will not change the above analysis or its
conclusion. Assuming that this field is continuously (i.e., classically) applied,
there will be no state reduction. The separation of the + and - states only
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means that E+ and E− are more likely to be different, and that decoherence
will probably come closer to completion. Ready states will appear only when
the +x and −x components are picked up by different detectors at different
locations, resulting in a detector related discontinuity. According to nRule (3),
a state reduction can only occur if and when that happens.
There are many other ‘quantum’ processes that are continuous and therefore
not subject to stochastic reduction, such as scattering, interference, diffraction,
and tunneling.
Case 2 – atomic emission
Imagine that a single atom decays from its first excited state A1 to its ground
state plus a photon γA0. There is a discontinuity between the two states, for
the system does not go continuously through atomic orbits between A1 and A0.
The photon is either released or it isn’t. Therefore,
Φ(t ≥ t0) = A1(t) + γA
0
(t)
where the decay is said to begin at t0. The second component is zero at t0 and
increases in time. As the first component A1 goes to zero all of the current will
flow into the second component, insuring that there will be a stochastic hit on
γA
0
(t) at some time tsc. When that happens we will have
Φ(t ≥ tsc > t0) = γ(t)A0(tsc) (13)
where γ(t) is a photon pulse that leaves the atom at time tsc. The role of
nRule (4) in this equation is to block the release of the photon until the atom has
been stochastically chosen. That is not the way of standard quantum mechanics,
where the photon field includes radiation from all possible moments of release
prior to tsc.
This means that the moments of decay and photon emission are stochasti-
cally chosen. If an atom somewhere in the universe releases a photon, the time
of its release is made definite by the nRules, whether or not the photon is ever
detected or observed. The same would be true of any kind of microscopic decay.
We do not normally think of the collapse of a quantum mechanical wave as
taking place at the atomic level, but there is certainly no evidence against it.
The nRules also guarantee that the collapse in eq. 13 will go no further;
that is, it cannot choose the photon’s direction of emission. Such a choice
would involve a stochastic selection from a continuum of eigenstates representing
specific angular directions. One of these eigenstates cannot alone be a complete
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component because it doesn’t range over all angles, so it cannot be a ‘ready’
component according to nRule (2). It cannot be a basis state of reduction. The
choice of direction requires a separate collapse that includes the identification
of the affected detector at a specific location away from the emitting atom.
The problem is then similar to the one previously considered except that the
emitting atom must be in the picture. That’s because the atomic recoil must
be correlated (non-locally) with the detector of choice in order to insure the
conservation of momentum.
Our conclusion following the nRules is that any discontinuous and irre-
versible process (microscopic or macroscopic) is subject to a stochastic hit and
consequent state reduction. The widely held belief that a state reduction does
not occur at the atomic level goes back to the Copenhagen belief that a collapse
must be macroscopic, requiring the presence of classically sized instruments.
Copenhagen supports the notion that there is a fundamental difference between
the classical world and the quantum world, but that is not the view of this pa-
per. The nRules endorse the idea that there are continuous and discontinuous
process at all levels – the macroscopic and the microscopic. Continuous pro-
cesses are guided by the Schro¨dinger equation and make no use of the nRules.
Discontinuous ‘quantum jumps’ at all levels are bridged by stochastic hits that
are governed by the nRules.
Decoherence
Suppose that two states A and B that are initially in coherent Rabi oscillation
and are exposed to a phase disrupting environment. This may be expressed by
adopting eq. 12 to give
Φ(τ > t ≥ t0) = (A+B)E → AEA +BEB (14)
t = t0 t = τ
The transition that carries A into B and B into A is reversible. Therefore,
neither one is a ready state according to nRule (2). The partial decoherent
state (AEA +BEB) evolves continuously in this equation from the initial state
(A+B)E, so no ready states are created, and there are no possible state re-
ductions. Because the phase relationship between A and B is continuously
destroyed due to decoherence, the oscillations will diminish during this decay,
approaching zero as t goes to τ .
Evidence for diminishing oscillations of this kind is found in low temperature
experiments [6, 7] where oscillations undergo decoherent decay without any sign
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of interruption due to stochastic state reduction. Because probability current
flows continuously back and forth between the two components, one might ex-
pect to see a state reduction within a single cycle. But that doesn’t happen for
the reasons stated above.
Equation 12 can also be applied to the case of an ammonia molecule. In
a rarified atmosphere the molecule will most likely be found in its symmetric
coherent form 1√
2
(A + B), where A has the nitrogen atom on one side of the
hydrogen plane, and B has the nitrogen atom placed symmetrically on the other
side. This is the lowest energy state available to the molecule. Collisions with
other molecules in the environment will tend to destroy this coherence, causing
the ammonia molecule to become decoherent to some extent. This decoherence
can be reversed by decreasing the pressure. Since an ammonia molecule wants to
fall into its lowest energy level, it will tend to return to the symmetric (coherent)
state when outside pressure is reduced. In general, equilibrium can be found
between a given environment and some degree of decoherence.
The ammonia molecule cannot initially assume the coherent form 1√
2
(A+B)
if the environmental collisions are too frequent – i.e., if the pressure exceeds
about 0.5 atm. at room temperature [8]. At low pressures the molecule is a
stable coherent system, and at high pressures it is a stable decoherent system. It
seems to change from a microscopic object to a macroscopic object as a function
of its environment. This furter supports the idea that the micro/macroscopic
distinction is not fundamental.
Equation 12 is not general enough to accommodate the main example of
this paper, which is a detector that may or may not capture a particle. To
deal with this case we replace the coefficients 1√
2
in eq. 12 with time dependent
coefficientsm(t) and n(t), wherem(t0) = 1, n(t0) = 0, and wherem(t) decreases
in time keeping m(t)2 + n(t)2 = 1. These coefficients describe the progress of
the primary interaction, giving
Φ(τ > t ≥ t0) = [m(t)A+ n(t)B]E → m(t)AEA(t) + n(t)BEB(t)
t = t0 t = τ
where the transition from A to B is now discontinuous and irreversible. This
can be written
Φ(t = t0) = AE (intial component) m(t0) = 1 (15)
Φ(τ ≥ t ≥ t0) = AE → [m(t)AEm(t) + n(t)BEn(t)] 1 ≥ m(t) ≥ 0
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State B in this equation is a ‘ready’ state as required by nRule (2); and because
primary current flows from A to B inside the square bracket, B is a candidate
for state reduction according to nRule (3).
Equation 15 applied to our example in eq. 3 with m(t)A = ψ(t)d0 and
n(t)B = dw(t) says that initially coherent states ψ(t)d0 and dw rapidly become
decoherent. Because of the macroscopic nature of the detector, decoherence at
time τ may be assumed to be complete, and the decay time from t0 to τ ex-
tremely short lived. The time for any newly created pair of macroscopic objects
to approach full decoherence is so brief that it is not measurable in practice.
Still, we see that decoherence does not happen immediately when a new macro-
scopic state is stochastically created. Decoherence is not instantaneous.
Grounding the Schro¨dinger Solutions
Traditional quantum mechanics is not completely grounded in observation inas-
much as it does not include an observer. The epistemological approach of Copen-
hagen does not give the observer a role that is sufficient for him to realize the
full empirical potential of the theory; and as a result, this model encourages
bizarre speculations such as the many-world interpretation of Everett or the
cat paradox of Schro¨dinger. However, when rules are written that allow a con-
scious observer to be given an ontologically complete role in the system, these
empirical distortions disappear. It is only because of the incompleteness of the
epistemological model by itself that these fanciful excursions seem plausible7.
Limitation of the Born Rule
Using the Born rule in standard theory, the observer can only record an observa-
tion at a given instant of time, and he must do so consistently over an ensemble
of observations. Therefore, he cannot himself become part of the system for any
finite period of time. When discussing the Zeno effect it is said that continuous
observation can be simulated by rapidly increasing the number of instantaneous
observations; but of course, that is not really continuous.
On the other hand, the observer in an ontological model can only be con-
tinuously involved with the observed system. Once he is on board and fully
7Physical theory should be made to accommodate the phenomena, not the other way
around. Everett proceeds the other way around when he creates imaginary phenomenon to
accommodate standard quantum mechanics. If the nRules (or oRules) were adopted in place
of the Born rule, such flights of fantasy would not be possible.
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conscious of a system, the observer can certainly try to remove himself “imme-
diately”. However, that effort is not likely to result in a truly instantaneous
conscious observation. So the epistemological observer claims to make instan-
taneous observations but cannot make continuous ones; and the ontological
observer makes continuous observations but cannot (practically) make instan-
taneous ones. Evidently the Born rule would require the ontological observer
to do something that cannot be realistically done. Epistemologically we can
ignore this difficulty, but a consistent ontology should not match a continuous
physical process with continuous observation by using a discontinuous rule of
correspondence. Therefore, an ontological model should not make fundamental
use of the Born interpretation that places unrealistic demands on an observer.
Status of the Rules
No attempt has been made to relate conscious brain states to particular neu-
rological configurations. The nRules are an empirically discovered set of macro
relationships that exist on another level than microphysiology, and there is no
need to connect these two domains. These rules preside over physiological detail
in the same way that thermodynamics presides over molecular detail. It is desir-
able to eventually connect these domains as thermodynamics is now connected
to molecular motion; and hopefully, this is what a covering theory will do. But
for the present we are left to investigate the rules by themselves without the
benefit of a wider theoretical understanding of state reduction or of conscious
systems. There are two rule-sets of this kind giving us two different quantum
friendly ontologies - the nRules of this paper and the oRules of refs. 1-3.
The question is, which of these two rule-sets is correct (or most correct)?
Without the availability of a wider theoretical structure or a discriminating
observation, there is no way to tell. Reduction theories that are currently being
considered may accommodate a conscious observer, but none are fully accepted.
So the search goes on for an extension of quantum mechanics that is sufficiently
comprehensive to cover the collapse associated with an individual measurement.
I expect that any such theory will support one of the ontological rule-sets, so
these rules might server as a guide for the construction of a wider theory.
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