An asymptotic theory is developed for nonlinear regression with integrated processes. The models allow for nonlinear effects from unit root time series and therefore deal with the case of parametric nonlinear cointegration. The theory covers integrable and asymptotically homogeneous functions. Sufficient conditions for weak consistency are given and a limit distribution theory is provided. The rates of convergence depend on the properties of the nonlinear regression function, and are shown to be as slow as n 1r 4 for integrable functions, and to be generally polynomial in n 1r 2 for homogeneous functions. For regressions with integrable functions, the limiting distribution theory is mixed normal with mixing variates that depend on the sojourn time of the limiting Brownian motion of the integrated process.
INTRODUCTION AND HEURISTIC IDEAS
THE ASYMPTOTIC THEORY OF NONLINEAR REGRESSION plays a central role in econometrics, underlying models as diverse as simultaneous equations systems and discrete choice. In the context of time series applications, a longstanding restriction on the range of potential applications has been the availability of suitable strong laws or central limit theorems, effectively restricting attention to Ž models with stationary or weakly dependent data. While it is well known e.g., Ž .. Wu 1981 that consistent estimation does not rely on assumptions of stationarity or weak dependence, the development of a limit distribution theory has been hamstrung by such restrictions for a very long time.
Two examples in econometrics where these restrictions are important are GMM estimation and nonlinear cointegration. GMM limit theory was originally Ž Ž . . developed for ergodic and strictly stationary time series Hansen 1982 for which all measurable functions are stationary and ergodic, so that applications Ž . of strong laws and central limit theory CLT are straightforward. Although some attempts have been made to extend the theory to models with determinis-Ž Ž . Ž . . tically trending data e.g., Wooldridge 1994 , Andrews and McDermott 1995 , traditional CLT approaches have still been used and no significant progress has 1 The authors thank a co-editor and three referees for helpful comments on earlier versions of the paper and Yoosoon Chang for many helpful discussions on the subject matter of the paper. The research reported here was begun in 1994 and the first version of the paper was completed in January 1998. Park thanks the Department of Economics at Rice University, where he is an Adjunct Professor, for its continuing hospitality, and the Cowles Foundation for support during several visits over the period 1994᎐1998. Park acknowledges research support from the Korea Research Foundation. Phillips thanks the NSF for support under Grant No. SBR 94-22922 and SBR 97-30295. The paper was typed by the authors in SW2.5. been made. Nonlinear cointegrating models also seem important in a range of Ž Ž . . applications e.g., Granger 1995 and models with nonlinear attractor sets have been popular in economics for many years. Yet, the statistical analysis of such models with trending data has been effectively restricted to models that are Ž Ž . linear in variables and nonlinear in parameters Phillips 1991 ; Saikonnen Ž .. 1995 . In fact, in such models not only is a limit theory undeveloped, but rates of convergence are also generally unknown and this inhibits the use of the traditional machinery of asymptotic analysis. Saikonnen put it this way in the Ž . conclusion of his recent paper 1995 :
Ž . '' . . . the limiting distribution of a consistent nonlinear ML estimator may not be obtained in the conventional way unless something is known about the order of consistency.'' Indeed, traditional methods limit our understanding somewhat further than this statement indicates, because they do not provide a basis even for the asymptotic analysis of sample moments of nonlinear functions of nonstationary data, quantities that are fundamental to our understanding of the simplest of regressions.
The purpose of the present paper is to introduce new machinery for the asymptotic analysis of nonlinear nonstationary systems. The mechanism for the asymptotic analysis of linear systems of integrated time series that was intro-Ž . Ž . duced in , 1987 and Phillips and Durlauf 1986 relied on weak convergence in function spaces, the use of the continuous mapping theorem, and weak convergence of martingales to stochastic integrals. These methods have been in popular use ever since and play a major role in nonstationary time series analysis. However, they are unequal to the task of analyzing even simple nonlinear functionals, as the following example makes clear.
Let x be a standard Gaussian random walk with zero initialization, and t Ž . 
Ž . 0 W r
However, while this approach looks convincing, it fails to deliver a useful result because the limit is undefined. Indeed, the behavior of the integral is dominated Ž . by the local behavior of the Brownian motion W r in the vicinity of the origin Ž Ž . . Ž . and it is well known e.g., Shorack and Wellner 1986 How then do we analyze the limit behavior of this apparently simple function? Our new approach is conceptually very easy. The key notion is to transport the sample function into a spatial function that relies on the good behavior of the function itself. In essence, we replace the sample sum by a spatial sum and treat it as a location problem in which we use the average time spent by the process in Ž . Ž w x . the vicinity of spatial point s, i.e., 1r2␦ = time x g s y ␦ , s q ␦ ; t s 1, . . . , n . Ž . Noting that x is of stochastic order O n we set ␦ s n for some small w nиx p ) 0. The heuristic development that follows outlines the essential ideas. These are made rigorous in the rest of the paper.
We start by writing Ä 4 where here and elsewhere in the paper we denote the indicator function by 1 и .
Ž . The essential simplification that is involved in the transition to the form 2 is that it converts a nonlinear function of x into a formulation that involves x t t linearly, inside the indicator function, so that it can be readily standardized by ' n .
Ž . Ž . Now, as n ª ϱ, we note that max x ª ϱ, min x ª yϱ, so that for t F n t tF n t large n and small ␦ we have the spatial approximation 
From these heuristics we get the approximate expression
which is given in terms of the product of a spatial integral and a functional of the limiting Brownian motion process. Note that the resulting formula is free of the sample size, so that the order of the magnitude of the sample function is Ž . now properly determined, as distinct from 1 .
Ž . The final step in these heuristics is to simplify 3 . Noting that was arbitrary, Ž . we can let ª 0 in 3 . In fact, the final expression has a natural limit as ª 0 that measures the spatial density of Brownian motion over the time interval w x 0, 1 . Specifically, the limit
is well defined and is known as the local time of standard Brownian motion at Ž Ž . . the origin cf. equation 15 below . It is analogous to a probability density, but is a random process rather than a deterministic function. Local time is a very useful process associated with Brownian motion and it will be used extensively in the development of our theory, so more exposition and discussion of its properties is provided in Section 2 of the paper. For the moment, we are content Ž .
Ž . to note that using 3 and 4 , our heuristics lead us to the following asymptotic behavior as n ª ϱ:
Clearly, this limit expression is very different from the usual limit formulae for sample moments of linear functionals of integrated processes, yet it is simple Ž . and neat. Obviously, the heuristic argument that leads to 5 could have been used to obtain the limit behavior of the sample mean of an arbitrary integrable function f, specifically
a formula that we will derive rigorously in an extended form in Theorem 3.2 of Section 3.
Ž . In addition to studying the limit behavior of sample means like 6 , a theory of regression also requires that we be able to analyze sample covariances between nonstationary and stationary random elements. In the simple case of linear regression, this amounts to studying the sample covariance between an inte-Ž . grated process and a stationary process. It was shown in Phillips 1987 and Ž . Phillips and Durlauf 1986 that this can be accomplished by directly establishing weak convergence of the sample moment to a stochastic integral. Unfortunately, the sample covariance of a nonlinear nonstationary random process and a stationary process is as resistant to analysis by these methods as the sample mean function considered above. To illustrate, consider the sample covariance Ž . be treated in the same spatial manner as 6 above, leading to the following limit: contributions from x in the neighborhood of the origin are important in the t Ž Ž . . limit as is apparent from 8 , the conditional variance limit . Independence is then a consequence of the fact that u is orthogonal to x for all t, including of t t n Ž . course, those t that most matter in the sum Ý f x u . This heuristic ts1 t t argument reveals the major role that nonlinearity can play in influencing the asymptotics of nonstationary series. It also reveals the importance of the requirement that the innovation, u , be a martingale difference.
t With these heuristics behind us, the plan of the rest of the paper is as follows. Section 2 outlines the model we will be using, the assumptions needed, and gives some preliminary discussion of Brownian local time and some of its properties that we utilize in our development. Section 3 provides an asymptotic theory for certain families of nonlinear functions. This section builds on some earlier work Ž .
2 by the authors in Park and Phillips 1999 ᎏhereafter, P ᎏand makes rigorous the heuristic ideas described above. Consistency in nonlinear regression is proved in Section 4 and the limit distribution theory is developed in Section 5. Section 6 concludes. A technical Appendix is provided and is divided into two parts. Some useful technical lemmas are given in Section 7 and proofs of the theorems in the paper are given in Section 8. Ž . A final word in this introduction about notation. For a vector xs x or a i Ž .
< < matrix A s a , the modulus и is taken element by element. Therefore, i j < < Ž< <. < < Ž< <. 5 5 x s x and A s a . The maximum of the moduli is denoted by и , i.e., supremum of a function. For a function f, which can be vector-or matrix-5 5 valued, и signifies the supremum norm over a subset K of its domain, so that Assumption 2.1 is satisfied for a wide variety of data generating processes. Ž . Condition a is the usual assumption routinely imposed to analyze linear models with integrated time series, as in our earlier work, Park and Phillips Ž . 1988 . It is known to hold for mildly heterogeneous time series, as well as stationary processes. The martingale difference assumption for the regression Ž . errors in b is standard in much stationary time series regression and it is used for our development of nonstationary regression theory here, although it is not essential in some cases. As is now well known, serial correlation in the errors and cross correlation between the errors and regressors is allowed in linear cointegrating regression theory. The correlations do not affect, for instance, the consistency of the least squares estimator, but generally do affect the limit distribution theory. Since our model includes the linear cointegrating regression as a special case, it is therefore reasonable to expect that some of our Ž . subsequent results apply without condition b , perhaps with some modification. It will be pointed out when this is the case. Moreover, as the heuristic discussion Ž . of the examples in the introduction clarify, condition b does play an important Ž . role in the limit distribution theory. Under condition c , x becomes predetert mined. The condition can simply be met by choosing the natural filtration of
for F F . Note that conditions b and c together imply, in particular, In the paper, we establish the weak consistency and derive the asymptotiĉ Ž . distribution of the NLS estimator defined in 11 . For our purposes, it n Ž . Ž 0 0 . therefore causes no loss in generality to assume U , V s U , V , instead of Stronger assumptions on the data generating process for x will often be t required to fully develop the asymptotics for the nonlinear regressions. We now introduce the following assumption.
Ž . Ž . Ž . ASSUMPTION 2.2: Let a , b , and c be gi¨en as in Assumption 2.1. We let:
, with 1 / 0 and Ý k -ϱ, and assume The asymptotic theory for nonlinear functions of integrated time series heavily relies on the local time of Brownian motion, or more generally that of a continuous semimartingale. The background needed is discussed in P 2 and Ž . Phillips and Park 1998 and a full discussion is contained in Revuz and Yor Ž . 1994 , to which the reader is referred. In brief, for a continuous semimartingale w x M with quadratic variation process M , the local time of M is defined to be a Ž . two parameter stochastic process L t, s , which satisfies the following impor-
The local time, as a function of its spatial parameter s, has the interpretation Ž . as an occupation density. In formula 14 , the occupation time is defined with w x respect to the measure d M , which may be regarded as the natural time-scale Ž . The formula 14 , of course, applies to Brownian motion as a special case. For Ž . Brownian motion, the result in 14 is known to hold for any locally integrable Ž . transformation T. See, for instance, Chung and Williams 1990, Corollary 7.4 . It also holds for other diffusion processes such as the Ornstein-Uhlenbeck process, which has been used for the asymptotic analyses of models with near-integrated Ž . processes as in Phillips 1987 . For the development of our subsequent theory, we will frequently refer to the local time L of the Brownian motion V. For V notational simplicity, we will in fact use a scaled local time L of V defined by
where 2 is the variance of V. It is often much more convenient to present our Ž . results in terms of L, instead of L . If we apply the formula 14 to V, then we All our subsequent results are presented in terms of the Brownian motions U and V introduced in Assumption 2.1, the covariance of which will be denoted by . The variances of U and V are, as already specified, written as 2 and 2 , u¨Ž . respectively. The scaled local time L of V defined in 16 will also be used without further reference. Finally, some of our theoretical results involve another vector Brownian motion W. The process W is independent of V, and therefore of L, and has variance 2 I. Of course, we may, and do, assume that Ž . W is defined in the common probability space ⍀, F F, P containing the processes U and V. These conventions will be used throughout the paper.
s dss T s L t, s ds
H H Ḧ V 0 yϱ yϱ w x 2 Ž . since d V s dr.
ASYMPTOTICS FOR LINEAR FUNCTIONS OF INTEGRATED PROCESSES

Regular Functions
We now present some preliminary results for nonlinear transformations of integrated time series, which are used in our subsequent development of the asymptotic theory of nonlinear regression. These are related to some earlier concepts introduced in P 2 . We start with the concept of a regular transformation. DEFINITION 3.1: A transformation T on R is said to be regular if and only if Ž . a it is continuous in a neighborhood of infinity, and Ž . b for any compact subset K of R given, there exist for each ) 0 continuous Ž . Ž . Ž . < < functions T , T , and ␦ ) 0 such that T x F T y F T x for all xy y -␦ Ž . Ž . on K, and such that H T y T x dxª 0 as ª 0.
K
The regularity conditions in Definition 3.1 are somewhat stronger than those in P 2 . However, they are satisfied by most functions used in practical nonlinear time series analyses. The class of regular transformations is closed under the usual operations of addition, subtraction, and multiplication, as we show in Lemma A1. Continuous functions are, of course, regular. This can easily be seen Ž . Ž . Ž . by setting, for any continuous function T on R, T x s T x y and T x s Ž . T x q with the usual ␦ for the y ␦ formulation of uniform continuity, and these functions apply for any compact subset of R. It is also quite clear that any continuous function on a compact support is regular. All piecewise continuous functions are therefore regular, due to Lemma A1 in the Appendix. Naturally, we call a vector-or matrix-valued function regular when each of its components is regular.
Logarithmic functions and reciprocals are not regular. Therefore, our subsequent theory for regular functions is not directly applicable to these functions. Ž . Ž . Ž . Ä< < 4 However, for such functions T, say , we may consider T x s T x 1 x ) q Ž . Ä< < 4 T 1 x F for some small ) 0 instead of T itself. Note that T and T are identical over any finite set of nonzero points, if we take ) 0 to be smaller than the minimum of their moduli. Therefore, if x is driven by an error process t whose distribution is of the continuous type, then T and T are practically Ž .
Ž . indistinguishable in finite samples. In this case, we have T x s T x for all t t t s 1, . . . , n if ) 0 is sufficiently small. Of course, we can make this approach more rigorous by letting be n-dependent, say , such that ª 0, and n n considering the asymptotics of T s T . This is done in P 2 . We assume throughn n out the paper that these conventions are made for logarithmic functions and reciprocal functions. Extending the theory in P 2 , we now consider families of functions indexed by some parameter, rather than individual functions. This extension is needed for the analysis of nonlinear regressions. In the subsequent development of our theory, we are mainly concerned with a family F : R = ⌸ ª R m of functions from R to R m with index set ⌸ . Below we introduce a regular family of functions, which is fundamental to our analysis. We have already defined the terminology regular in Definition 3.1 for individual functions, and here it is extended to a family of functions. The asymptotics for these families then follow. In particular, y1 n ' Ž . we present limiting results for the sample functions n Ý F x r n , and
Introduction, these will be referred to subsequently as sample mean and sample co¨ariance asymptotics for F. DEFINITION 3.2: We say that F is regular on ⌸ if Ž . Ž . a F и, is regular for all g ⌸ , and Ž .
Ž . b for all xg R, F x, и is equicontinuous in a neighborhood of x.
Ž .
Ž . Conditions a and b in Definition 3.2 will be called regularity conditions.
Ž . Lemma A2 shows that regularity condition a is sufficient to guarantee that Ž . both sample mean and sample covariance asymptotics for F и, are well Ž . Ž . defined for each g ⌸ . Equicontinuity of F x, и in regularity condition b ensures, as shown in Lemma A3 in the Appendix, the existence of a neighbor-Ž . Ž . hood N of any given g ⌸ for which sup F и, and inf
are regular. This is required for uniform convergence in sample mean asymptotics. The condition is, of course, automatically satisfied if ⌸ is a singleton set.
as n ª ϱ.
For regular F, Theorem 3.1 shows that sample mean asymptotics involve a random mean functional of F, specifically the time average of a nonlinear function of the Brownian motion V. The sample covariance asymptotics involve a stochastic integral of F, which will generally have a nonzero mean except for the special case where s 0, i.e., U and V are independent. This stochastic uï ntegral also has a non-Gaussian distribution, although in the special case where s 0 it will be a variance mixture of Gaussian distributions. For a family of u¨Ž . homogeneous functions like polynomials , we may also easily apply Theorem 3.1 to get asymptotics for moments of unnormalized functions of integrated time series. If specialized to the linear or quadratic functions and to a singleton parameter set ⌸ , the results in Theorem 3.1 are already well known. Comparable results in this case have been obtained earlier by several authors under conditions weaker than Assumption 2.1. The reader is referred to Phillips and Ž . Ž . Solo 1992 and Hansen 1992 , and the references cited there.
Function Classes and Asymptotics for Unnormalized Integrated Time Series
The limit behavior of sample moments of functions of unnormalized integrated time series critically depends on the type of function involved, as shown 2 2
Ž . in P . P consider three classes of functionsᎏintegrable functions I , asymptot-Ž . Ž . ically homogeneous functions H , and explosive functions E . The first class includes all integrable transformations. The second class comprises functions Ž that behave asymptotically like homogeneous functions including homogeneous . functions as a special case . This class also includes transformations such as Ž . Ž . We call the conditions in Definition 3.3 I-regularity conditions. Condition a Ž . requires that F x, и be continuous on ⌸ for all x g R, as in standard nonlinear Ž . regression theory. The condition holds, for instance, if sup Ѩ F и, rѨ is g ⌸ < Ž .< bounded and integrable, and implies that sup F и, is bounded and g ⌸ integrable, if ⌸ is compact. When ⌸ consists only of a single point , the Ž . boundedness and integrability of F и, is sufficient for the condition to hold.
Ž . Condition b requires that all functions in the family should be sufficiently smooth piecewise on their common support, which is independent of . The condition allows for functions that are progressively less smooth as the underlying process has higher moments.
Both in sample mean and sample covariance asymptotics, the convergence rates for functions of integrated time series are an order of magnitude slower than they are for stationary time series. Roughly speaking, this reduction in convergence rate occurs because observations from an integrated time series ' diverge in probabilityᎏat a rate of n for the sample of size n. Any observation, unless it is realized in a neighborhood of the origin, therefore loses its impact asymptotically if it is transformed by a function which vanishes at infinity as is the case with an integrable function. The asymptotics for I-regular F involve the local time L of the limit Brownian motion V. Note that both the sample mean and sample covariance asymptotics depend upon L only through its value at the spatial parameter zero. Therefore, only the time that V spends in the neighborhood of the origin matters for the asymptotics of I-regular functions. The sample covariance asymptotics yield a limit distribution that is a normal mixture with a mixing variate given by L. Note that W is independent of V, and therefore of L.
Ž . 3.2 b . Asymptotically Homogeneous Functions
For our asymptotic analysis, the class of locally bounded transformations on R will play an important role and we denote this class by T T . Any regular Ž . tions that are exponentially bounded, i.e., transformations T such that T x s Ž c < x < . < < O e as x ª ϱ for some c g R . Also introduced are the class T T of q B bounded transformations on R, and its subclass T T 0 including all transformations B that are bounded and vanish at infinity, i.e., transformations T such that Ž . < < T x ª 0 as x ª ϱ. As shown in Lemma A3 in the Appendix, these are the classes of transformations on R for which sample mean and sample covariance asymptotics can effectively be bounded. Clearly, 
B
With the notion introduced in Definition 3.4, we may now be precise about the family of asymptotically homogeneous functions that we will consider. DEFINITION 3.5: Let
where is nonsingular. We say that F is H-regular on ⌸ if:
Ž . a H is regular on ⌸ , and
We call the asymptotic order and H the limit homogeneous function of F. If does not depend upon , then F is said to be H -regular. The conditions in Definition 3.5 will be referred to as H-regularity conditions in our subsequent discussions. Roughly speaking, the class of H-regular functions consists of functions that are asymptotically equivalent to some regular homogeneous functions, which we call their limit homogeneous functions. Con-Ž . dition b allows us to establish this asymptotic equivalence. The limit homoge-Ž . neous function H introduced in a is defined uniquely due to the negligibility Ž . condition for the residual term in b . The regularity requirement for the limit Ž . homogeneous function H in the condition a is necessary to ensure that H has well defined asymptotics. THEOREM 3.3: Let Assumption 2.1 hold, and let F be specified as in Definition 3.5. If F is H-regular on a compact set ⌸ , then as n ª ϱ
The limit theory for H-regular functions of unnormalized integrated time series are essentially identical to those of regular transformations with normal-ized time series, as given in Theorem 3.1. This is because
and the residual is negligible in the limit. Notice that we may write the limit for ϱ Ž . Ž . sample mean asymptotics as H H s, L 1, s ds using the occupation times yϱ formula. This expression is analogous in form to that of the sample mean limit of I-regular functions. For I-regular functions, only the local time at the origin matters. Here, the local time at all values of the spatial parameter influences the limit theory for the H-regular functions. Sample covariance asymptotics also differ between I-and H-regular functions. As noted earlier, sample covariances for I-regular functions have mixed normal limits. However, for H-regular functions, the limit is given in terms of a stochastic integral and is generally non-Gaussian.
Just as for regular families of functions, I-and H-regular families of functions are closed under the operations of addition, subtraction, and multiplication. It is obvious that they are closed under addition and subtraction. That they are closed under multiplication is proved in Lemma A6 in the Appendix. It is also Ž . straightforward to show that all the regularity I-and H-regularity conditions Ž . are preserved, if we compose a regular I-and H-regular family with certain Ž . < < types of functions. For instance, if F is regular I-and H-regular , then so is F . This property will be used in some of our proofs. In subsequent discussion, we sometimes use the term regularity to mean any of I-and H-regularity as well as regularity in the narrow sense. This should cause no confusion.
CONSISTENCYT
his section establishes the consistency of the NLS estimator defined in n Ž . 11 . The conditions for consistency are easy to verify and, in particular, do not require differentiability of the regression function. They are satisfied for most of the commonly used nonlinear regression functions, and in these cases consistency of the NLS is readily established. However, there are some regression functions that are not covered by the conditions we impose for the consistency results in this section. They will be considered in the next section, where we derive the asymptotic distributions of the NLS estimator under stronger assumptions including differentiability of the regression function.
To prove consistency, we show one of the n 0 n n 0 Ž . following two conditions labelled and numbered CN for reference . 
Roughly speaking, the result in Theorem 4.1 holds for all integrable functions that are bounded and piecewise smooth over their supports. We only require a mild identifying assumption for the consistency result to go through. It holds for many density type regression functions, as well as all linear-in-parameter regres-Ž . Ž . sion functions of the type f x, s a x with nonzero I-regular a. Theorem Ž . 4.1 is also applicable for nonlinear regression with regression function f x, s e y x 2 with ⌰ ; R , as long as p) 8. cally different. The NLS estimator is consistent for the former, but for the latter Ž . it is inconsistent, as noted earlier by Malinvaud 1970 . The reason is simple. In the deterministic decay model, the signal from the regressor is asymptotically negligible because e y t tends monotonically to zero, so in the limit there is no information in the mean function about . On the other hand, in the stochastic ' Ž . trend case, while it is true that the stochastic order of x is O t , the process t p is recurrent rather than monotonic and x 2 keeps returning to the vicinity of the t origin. In consequence, the regressor continues to carry information about the parameter as t ª ϱ. 
Condition a ensures that there is sufficient variability in the regression function asymptotically to generate a signal stronger than the noise. Condition Ž . b is simply an identification condition for the regression with H -regular 0 regression functions. Unfortunately, this condition fails to hold for some commonly used H -regular regression functions. These can have a limit homoge-0 Ž . neous function h x , say, that is independent of , so that the true limit homogeneous function is not identified. However, we can usually achieve identification by properly reformulating the regression function in this case. Indeed, we may simply consider a regression with the transformed regression Ž . Ž . Ž . function f# x, s f x, y h x to avoid the lack of identification. Clearly, the Ž . regression 10 can then be rewritten as 
The reformulated regression function f#, however, is no longer H -regular. 
LIMIT DISTRIBUTIONS
This section of the paper derives the asymptotic distribution of the NLŜ Ž . estimator defined in 11 . As in standard nonlinear regression theory, we n require conditions on the regression function that ensure it is sufficiently smooth as a function of the unknown parameter . Assuming differentiability of the regression function also allows us to establish the consistency of the NLS in models where the results in the previous section are not applicable. For such models, the results in this section will give consistency as well as the asymptotic distribution of the NLS estimator. Define
to be all vectors, arranged by the lexicographic ordering of their indices. It is sometimes more convenient to define the second derivatives of f in matrix form 2¨ä s in F s Ѩ frѨ Ѩ Ј. Clearly, we may obtain f from F by stacking its rows intȯ a column vector. In what follows, we denote by h the limit homogeneous ѧḟ unction of H-regular f. Moreover, the asymptotic orders of f, f, and f of ѧ ѧ˙Ḧ -regular functions will be written as , , and . Whenever f, f, and f arėï ntroduced, we assume that they exist.N ow let Q and Q be the first and second derivatives of Q with respect to n n ṅ¨2 defined in the usual way, i.e., Q s Ѩ Q rѨ and Q s Ѩ Q rѨ Ѩ Ј. We have
ignoring a constant, which is unimportant. As in standard nonlinear regression, the asymptotic distribution of in our model can be obtained from the first n 138ȯ rder Taylor expansion of Q , which is written as
. where lies in the line segment connecting and . We have Q s 0 if n n 0 n n Ž . is an interior solution to the minimization problem 11 . nL et f be one of the regular functions introduced in Section 3. For an appropriately chosen normalizing sequence , it follows immediately from the n y1˙Ž
. Ž . sample covariance asymptotics in Section 3 that Q ª Q for some
Ž . then Q ª Q for some random matrix Q , due to Lemma n n 0 n p 0 0 A6 and sample mean asymptotics in Section 3. Therefore, under suitable
Ž . a.s., we may expect from 17 that
as n ª ϱ. Ž For easy reference, we list a set of sufficient conditions labelled and num-. Ž . bered AD for reference that lead to 18 , using the notation introduced above.
y1˙Ž
.
Ž . AD1: Q ª Q as n ª ϱ.
0Ž
. AD5: Q s 0 with probability approaching to one as n ª ϱ.
The asymptotic distribution conditions AD1᎐AD6 are standard in nonlinear Ž . Ž . regression analysis. Given AD1᎐AD6, 18 follows immediately from 17 .
It is generally simple to check AD1᎐AD4 for a given nonlinear regression. For all types of regular regression functions, AD1᎐AD3 directly follow from the results in Section 3, if we properly choose the normalizing sequence . Moren over, given AD2, AD4 can readily be deduced under an identifying assumptioṅ to avoid asymptotic multicollinearity in f. For regressions with I-or H -regular 0f and f, it is also not difficult to show that AD5 and AD6 hold if we presume thê consistency of , as established in Theorems 4.1 and 4.2. Clearly, AD5 is an n immediate consequence of the assumption that is an interior point of ⌰. Then we ha¨e
The conditions in Theorem 5.1 hold for a wide range of integrable regression functions that are used in practical applications. They are satisfied, for instance, Ž . sion functions, the NLS estimator converges at the rate of n , and has a mixed Gaussian limiting distribution. The asymptotic theory is not likely to provide a good approximation in small samples for regressions with I-regular regression functions, due to the slower than usual rate of convergence. However, this matter needs to be investigated in simulations.
As one may well expect from our earlier results, the asymptotic behavior of the NLS estimator can be quite different for regressions with other types of regression functions. For regressions with H -regular regression functions, the 0 ' ' Ž . convergence rate is given by n n . It therefore converges faster than thė ' ' Ž . standard n rate, when n diverges, as is usually the case. The limitinġ distribution theory, however, is not Gaussian, except for the special case where s 0. We have the following result in this case. .
as n ª ϱ. 
as n ª ϱ.˙Ž . REMARKS: For the regression function f with H-regular f specified as in a , Ž . Ž . Ž . the identification condition is given by c . The conditions in a and c are Ž . usually easy to check. The conditions in b , however, are awkward and cumbersome. We may replace them with a stronger, yet easier to verify, condition as discussed below. It is straightforward to see that f is H-regular with asymptotic order and limit homogeneous function h given respectively by Ž .
Moreover, we have tor can therefore be used for consistent estimation of the error variance in a wide class of nonlinear regressions. In consequence, hypotheses about can be tested using standard procedures like the Wald, Lagrange multiplier, and likelihood ratio tests. The statistical limit theories for these tests are straightforward given the results in this section. For regressions with I-regular regression functions, test statistics of the usual form all have limiting chi-square distributions, respectively, under the assumptions of Theorem 5.1. However, for regressions with H-regular regression functions, they are generally dependent upon a nuisance parameter generated by . These become chi-square under the uä ssumptions of Theorems 5.2 and 5.3, only when s 0.
u6
. CONCLUSION This paper develops some new technology that makes possible the analysis of nonlinear regressions with unit root nonstationary time series. The techniques rely on the spatial properties of Brownian motion and these are used to assist in representing the limiting forms of sample moments and sample covariance functions of integrated time series. Under fairly general conditions and for an extensive family of nonlinear regression functions, the paper proves the consistency of nonlinear regressions, finds rates of convergence, and obtains forms for 4 ' Ž . the limit distributions. The convergence rates can be both slower n and ' Ž . faster powers of n than that of traditional nonlinear regression, depending on whether the signal is attenuated or strengthened by the presence of integrated regressors. When the regression function involves exponentials, it is shown that the convergence rates are path dependent. For the regressions with integrable regression functions, the limit distributions of the nonlinear regression estimators are mixed normal as long as the equation errors are martingale differences. In such cases, nonlinear inference procedures apply in the usual manner, so that although the estimators may have non-Gaussian limit distributions, inference is unaffected.
Some remarks on the limitations of this present work are in order. Broadly stated, our purpose has been to initiate nonlinear econometric analysis for stochastically nonstationary time series and provide new tools that are equal to the task of providing an asymptotic theory. We have not attempted a complete theory that encompasses all, or even most, of the interesting cases that can be expected to arise in applied work. As we have seen, one of the distinguishing characteristics of this new field is that the spatial features of a time series can play a significant role in the asymptotics. In some cases, even the rate of convergence of a nonlinear estimator can be influenced by the sample path of the regressors, making a significant departure from traditional nonlinear asymptotic theory. The models we have studied cover the case of parametric nonlinear cointegration and should prove useful in some empirical studies of nonlinear cointegrating links between economic time series where martingale difference errors can be expected, as in formulations arising from rational expectations models. A general treatment that applies to practical cases in which short run dynamics are unspecified is still to be provided. Moreover, a combination of the Ž . ideas presented here and those in our other paper, Phillips and Park 1998 , is needed to form the basis of a nonparametric analysis of cointegration. The results of this paper are also limited to nonlinear regressions with a single integrated regressor. The theory for general regressions with multiple regressors can be expected to differ, often in substantial ways, from the theory presented here. Indeed, such differences are to be anticipated, because the asymptotics for integrated time series are naturally approximated by functionals of Brownian motion, and functionals of vector Brownian motion can behave quite differently Ž from those of scalar Brownian motion. For instance, it is well known e.g., Revuz Ž . . d and Yor 1994, Ch. V that while vector Brownian motion is recurrent in R for d F 2, it is transient when d G 3, so that the spatial behavior of multivariate Brownian motion involves major changes as the dimension rises above the univariate case. In a certain sense, the commonly cited curse of dimensionality is worse in the nonstationary case because the number of visits to a spatial location are more drastically reduced as the dimension increases than they are in a stationary environment. Nevertheless, some statistical theory for nonlinear regressions with more than one integrated regressor is possible, especially in econometric models that involve a single index, and this theory is currently under development by the authors. Readers are referred to Park and Phillips Ž . 2000 for some work along these lines with binary choice models. Economics, Seoul National Uni¨ersity, Seoul 151-742, Korea; jpark@plaza.snu.ac.kr; http:rr econ.snu.ac.krr facultyr jparkr index-e.html and Cowles Foundation for Research in Economics, Yale Uni¨ersity, Box 208281, New Ha¨en, CT 06520-8281, U.S.A.; Uni¨ersity of Auckland and Uni¨ersity of York; peterphillips@yale.edu; http:rr korora.econ.yale.edu Manuscript recei¨ed July, 1998; final re¨ision recei¨ed No¨ember, 1999 .
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Ž . APPENDIX A: TECHNICAL RESULTS FOR I 1 FUNCTIONALS
Useful Lemmas
We give several lemmas that will be used repeatedly in the proofs of the main theorems and corollaries. The proofs of these lemmas are given in the next section. Ž . Ž . order smaller than z on ⌽. Also, let Assumption 2.1 hold, and write Z s Z x r n , n , and
for short. Then we ha¨e n z Ý Z ª 0 and n n t s 1 n t a. s. Ž . and T do. To show that they also satisfy regularity condition b , let K ; R be compact, and for 2 Ž . each ) 0, let T , T , and ␦ ) 0 be given accordingly by regularity condition b for T , i s 1, 2.
For each of T s T q T and T y T , we set
Ž . and ␦ s min ␦ , ␦ . It is obvious that T and T are continuous, T x F T y F T x for all 1 2 < < Ž . Ž . x y y -␦ on K, and H T y T x dxª 0, as ª 0, as required for the regularity of T s T " T . for all large n including n s ϱ, and therefore,
Ž . which, as we noted earlier, can be made arbitrarily small by taking c large. We now have 26 , which Ž . along with 25 , completes the proof.
Q.E.D.
Ž . Ž . PROOF OF LEMMA A3: For part a , let g ⌸ and a compact set K ; R be given. Since F и, 
Ž . for large n. Part c is also immediate since 2 2 n n
which is finite, due to that 
It therefore follows by dominated convergence that
which completes the proof.
Q.E.D.
Ž . Ž . immediately from Lemma A2 that regularity condition a holds for F, since it is the product of two Ž . regular functions F and F . To show that F satisfies regularity condition b , we fix x and 1 2 0 Ž 0 0 . s , arbitrarily, and let ) 0 be given. Due to the regularity of F , there exists ␦ ) 0 such
-for all xy x -␦ and y -␦. We therefore have
for all x y x -␦ and y -␦. This establishes regularity condition b for F. for all g N . Therefore, if we let s , , then it follows for all g N s N = N that 
Ž . which proves that I-regularity condition b also holds for F.
Ž . For part c , let
for i s 1, 2, and define
Ž . As shown in part a , H is regular, and the H-regularity condition a is satisfied. Moreover, if we write 
so it suffices to show that
can be made arbitrarily small a.s. uniformly in g N , which we now set out to do. 0 Using Cauchy᎐Schwarz we have
Ž . However, it follows from Lemma A6 a and Theorem 3.1 that
< Ž .< as ␦ ª 0, due to the continuity of F x, и . Since sup F и, is locally integrable as shown in g ⌸
Ž .
Lemma A3 b , we may invoke dominated convergence to get Ž . for any ) 0 given. We may now easily deduce 27 from the results in 28 and 30 . The proof for Ž . part a is therefore complete.
Ž . Ž . We now prove part b . As in the proof of part a , we fix an arbitrary g ⌸ . Due to the 0 compactness of ⌸ , it suffices to show that there exists a neighborhood N of for which Ž . is continuous a.s., due to the occupation time formula. The continuity of 34 , however, is an immediate consequence of dominated convergence, and follows immediately from the a.s. integrabil-< Ž .< Ž . < Ž .< ity of sup F и, L 1, и . Note that sup F и, is locally bounded, as shown in Lemma
Ž . A3 b , and hence locally integrable, and L 1, и has compact support a.s. We may also easily deduce Ž . Ž . part b from dominated convergence, due to the continuity of F x, и for all xg R, and the < Ž .< integrability of sup F и, . 
Q.E.D.
Ž .
Ž . from Lemma A8 a that m is continuous a.s. Also, due to condition b , m ) 0 a.s. 
