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recorder, a speech movement recognizer [5], and a speech
playback device [6, 7]. SSIs require that speech movements be
recorded in real-time, and then rapidly mapped on to the
intended units of speech including phonemes, words, or
sentences. A variety of techniques have been used to record
speech movements including ultrasound [8, 9], surface
electromyography [10, 11], and electromagnetic articulograph
(EMA) [12, 13]. The current project used EMA, which
registers the 3D motion of sensors adhered to the tongue and
lips. To date, most of the research on the recognition
component has focused on developing speaker-dependent
(within-speaker) approaches, where training data and testing
data are from the same speaker. Speaker-dependent
approaches have been used to mitigate the negative effects of
inter-talker variation on the recognition of speech movements.
This variation has multiple sources including gender, dialect,
individual vocal tract anatomy, and different co-articulation
patterns [14, 15] - all of which challenge attempts to develop
accurate speaker-independent recognition models.
To minimize such inter-talker effects, researchers have
normalized the articulatory movements of vowels [16, 17, 18,
21], consonants [19, 21], and pseudo-words [20] by aligning
the tongue position to a reference (e.g., palate [16, 17], or a
general tongue shape [19]). One promising approach is
Procrustes matching, a bidimensional regression technique
[22] that has been used to minimize the effect of translational,
scaling, and rotational differences of articulatory data across
speakers [20, 21].
This study examined the potential benefits of Procrustesbased normalization on speaker-independent silent speech
recognition. Tongue and lip movements were recorded from
multiple speakers while producing short functional sentences
(e.g., How are you doing?). The time-varying positions of the
tongue and lips were classified into sentences using a support
vector machine. Speaker-independent classification models
(using leave-one-subject-out cross validation) were used to
compare the recognition accuracy of non-normalized and
normalized speech movement data.

Abstract
Silent speech interfaces (SSIs), which recognize speech from
articulatory information (i.e., without using audio
information), have the potential to enable persons with
laryngectomy or a neurological disease to produce synthesized
speech with a natural sounding voice using their tongue and
lips. Current approaches to SSIs have largely relied on
speaker-dependent recognition models to minimize the
negative effects of talker variation on recognition accuracy.
Speaker-independent approaches are needed to reduce the
large amount of training data required from each user; only
limited articulatory samples are often available for persons
with moderate to severe speech impairments, due to the
logistic difficulty of data collection. This paper reported an
across-speaker articulatory normalization approach based on
Procrustes matching, a bidimensional regression technique for
removing translational, scaling, and rotational effects of spatial
data. A dataset of short functional sentences was collected
from seven English talkers. A support vector machine was
then trained to classify sentences based on normalized tongue
and lip movements. Speaker-independent classification
accuracy (tested using leave-one-subject-out cross validation)
improved significantly, from 68.63% to 95.90%, following
normalization. These results support the feasibility of a
speaker-independent SSI using Procrustes matching as the
basis for articulatory normalization across speakers.
Index Terms: silent speech recognition, speech kinematics,
Procrustes analysis, support vector machine

1. Introduction
The options for augmenting oral communication in persons
with moderate to severe speech and voice disorders are
currently very limited [1]. Persons with neurological speech
disorders eventually abandon oral communication to rely on
assistive devices that are much slower than normal speech.
Although persons incapable of talking due to a laryngectomy
(complete removal of the larynx) currently have several
options to restore speech (i.e., esophageal speech, tracheoesophageal speech, and electrolarynx), these approaches
frequently produce abnormal sounding voice with a pitch that
is abnormally low and limited in range [2].
In the future, silent speech interfaces (SSIs) may overcome
these limitations by allowing people to generate natural
sounding speech from the movements of their tongue and lips
[3, 4]. SSIs have three basic components: a speech movement
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2. Method
2.1. Design of our silent speech interface
Figure 1 illustrates the three-component design of the SSI: (a)
real-time articulatory data acquisition, (b) online silent speech
recognition (converting articulation information to text), and
(c) text-to-speech synthesis for speech output. The first
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Figure 1. Conceptual design of the speaker-independent silent speech interface, where an across-speaker articulatory
normalization component is embedded in data preprocessing stage.
component tracks articulatory motion in real-time using EMA.
The second component recognizes a set of phrases from
articulatory data (i.e., without using audio data). The third
component generates synthesized sounds for the recognized
phrases. For details of the SSI design, please refer [23, 24].
This study was to determine if across-speaker articulaory
normalization, based on Procrustes-matching, is effective for
enhancing the speaker-independent recognition accuracy. If
effective, the normalization will be embedded into the online
recognition component of the future SSI development.

Each shape is a 40 × 2 (y and z coordinates) array. A prior
study has shown 40 data points are sufficient to capture the
motion patterns in short phrases [27]. A step-by-step of
Procrustes matching between two shapes includes (1) aligning
the centroids of the two shapes, (2) scaling the shapes to a unit
size, and (3) rotating one shape to match the other [25, 26].
Let S a set of landmarks as shown below.

S

(1)

{( yi , zi )}, i 1...n

where (yi, zi) represents the i’th data point (spatial
coordinates) of a sensor, and n is the total number of data
points (n = 40 in Figure 2). The Procrustes matching can be
described using parameters {(cy, cz), ( y, z), }. S is
transformed to:

2.2. Across-speaker articulatory normalization using
Procrustes matching
2.2.1. Procrustes matching

yi

Procrustes matching (or Procrustes analysis, Procrustes
transformation [22]), is a robust bi-dimensional shape analysis.
In Procrustes analysis, a shape is represented by a set of
ordered landmarks on the surface of an object. Procrustes
distance is calculated as the summed Euclidean distances
between the corresponding landmarks of two shapes after the
locational, rotational, and scaling effects are removed from the
two shapes [25, 26].
Figure 2 shows an example of articulatory shape
corresponding to “how are you doing?”. The shape contains
40 landmarks that are discretized from the continuous motion
paths of four sensors attached on tongue and lips, named as TT
(Tongue Tip), TB (Tongue Body), UL (Upper Lip), and LL
(Lower Lip). Section 3 will give details of the sensor setup.

zi

cos
sin

sin
cos

y

yi

cy

z

zi

cz

(2)

where (cy, cz) are the translation factors; Scaling factor is
done for each dimension separately, which is the square root
of the sum of the squares of all data points along the
dimension; is the angle to rotate [22].

2.2.2. Across-speaker articulatory normalization
In addition to the removal of translational, scaling, and
rotational effects in typical Procrustes matching [20, 21], our
normalization approach transformed each participant’s
articulatory shape into an “normalized shape”, which had a
centroid at the origin (0, 0), a unit size, and aligned to the
vertical line formed by the average positions (centroids) of the
upper and lower lips.
The normalization procedure was done in three steps. First,
all articulatory data (e.g., a shape in Figure 2) of each speaker
were translated to the centroid of that shape (average position
of all data points in the shape). This step removed the
locational effects between speakers (see Figure 3 left panel).
Second, the articulatory data from each speaker were scaled to
unit size. This step reduced the effect of difference in vocal
tract and tongue sizes of talkers. Third, shapes of speakers
were rotated to make sure the sagittal plane was oriented such
that the centroid of lower and upper lip movements defined the
vertical axis. This step reduced the variation of rotational
effects due to the facial anatomy difference between speakers.
Thus, in Equation 2, (cy, cz) are the centroid of shape S;
Scaling factor ( y, z) is the square root of the sum of all data
points along each dimension of S; is angle of the S to the
reference shape in which upper lip and lower lip form a
vertical line (right panel in Figure 3).

Figure 2. Example of a shape (sampled motion path of
four articulators) for producing "How are you doing?"
Each curve is down-sampled to 40 points (indicated by
red circles). In this coordinate system, y is vertical and
z is anterior-posterior.
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Figure 3. Centroids of each articulator (TT, TB, UL, and LL) of the seven talkers producing a short phrase “how are you
doing?” Left panel is translated data (centroids of the whole shapes are at zero point); Right panel is translated, scaled
(to unit size), and rotated (UL and LL are in a vertical line) data.
Figure 3 illustrates the normalization approach using the
centroids of the motion paths of each sensor of all speakers. In
the left panel, the shapes composed by the discretized motion
paths of four sensors (i.e., TT, TB, UL, and LL) were
translated (moved to the zero point). In the right panel, the
shapes were translated, scaled (to unit size), and rotated to an
angle such that upper lip and lower lip form a vertical line.

were reported. Each speaker participated in one session in
which he/she repeated a sequence of twelve short functional
phrases. The phrases were selected from [27]. The participants
were asked to pronounce the list of phrases and repeated the
list multiple times at their habitual speaking rate and loudness.

3.2. Tongue motion tracking device
The electromagnetic articulograph (EMA) AG500 (Carstens
Medizinelektronik GmbH, Bovenden, Germany) was used to
collect the 3-D movement time-series data of the head, tongue,
and lips for all participants. EMA records tongue movements
by establishing a calibrated electromagnetic field in a cube that
induces electric current into tiny sensor coils that are attached
to the surface of the articulators. A similar data collection
procedure has been used in [25, 27, 31]. The spatial precision
of motion tracking using EMA (AG500) is approximately 0.5
mm [32]. The sampling rate for recording is 200 Hz [32].

2.3. Evaluation: Classification using SVM
Support vector machines (SVMs) are widely used soft margin
classifiers that find separating hyperplanes with maximal
margins between classes in a high dimensional space [28]. A
radial basis function (RBF) was used as the kernel function in
(Equation
3). A kernel function is used for describing the distance
between two data points (i.e., u and v in Equation 3).

K RBF (u , v)

exp(1

|| u v ||)

(3)

3.3. Procedure

LIBSVM [29], a widely used implementation of SVM, was
used in this experiment. SVMs have been successfully used in
silent speech recognition by classifying phonemes [4, 30],
words [23, 24], and phrases [27] from articulatory movement
data. In this experiment, a SVM was used to classify the
phrases collected from multiple speakers under three different
configurations:
speaker-dependent,
speaker-independent
without normalization, and speaker-independent with
normalization. After the normalization, y and z coordinates of
each individual sensor were concatenated as a onedimensional vector that was fed into the SVM [27]. Crossvalidation was used in all three configurations. Leave-onesample-out cross validation was used in the speaker-dependent
setting. Leave-one-subject-out cross validation was used in the
speaker-independent settings, where all samples from one
speaker was used for testing and the rest data from other
speakers were used for training in each execution. The
classification accuracies were used to evaluate the
effectiveness of the across-speaker normalization approach.

Participants were seated with their head within a calibrated
magnetic field. Seven sensors were attached to the surface of
each articulator using dental glue (PeriAcryl 90, GluStitch) or
tape. Before the beginning of actually data recording, a threeminute training session helped the participants to adapt to the
wired sensors. Previous studies have shown these sensors do
not significantly affect their speech output [33].

3. Data collection
3.1. Participants and stimuli
Seven English talkers participated in the data collection. No
history of speech, language, hearing, or cognitive problems

Figure 4. Positions of sensors. Sensor labels are
described in text.
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Figure 4 shows the positions of the seven sensors attached
to a participant’s head, tongue, and lips. HC (Head Center)
was on the bridge of the glasses; HL (Head Left) and HR
(Head Right) were on the left and right outside edge of each
lens, respectively. The movements of HC, HL, and HR were
used to calculate the movements of other articulators
independent of the head. TT (Tongue Tip), TB (Tongue Body
Back) were attached at the midline of the tongue [34, 35]. TT
was about approximately 10 mm from the actual tongue tip.
TB was as far back as possible and about 30 to 40mm from the
tongue apex [25]. Lip sensors were attached to the vermilion
borders of the upper (UL) and lower (LL) lips at midline. The
data of TT, TB, UL, and LL were used for analysis, which was
found optimal for this application [36].

Figure 5: Average phrase classification accuracy of
different configurations. Standard deviations are in
parenthesis.

3.4. Data preprocessing
The raw sensor position data were preprocessed prior to
analysis. First, the head translations and rotations were
subtracted from the tongue and lip locations to derive headindependent measurements of the analysis variables. The
orientation of the derived 3-D Cartesian coordinate system is
displayed in Figure 4, in which x is left-right, y is vertical, z is
front-back. Second, a low pass filter (i.e., 20 Hz) [25, 31] was
applied for removing noise.
Only y and z coordinates (Figure 4) of the tongue and lip
sensors were used for analysis because the movement along
the x axis is not significant in normal speech production [25,
35]. The center of the magnetic field is the origin (zero point)
of the EMA coordinate system.
Samples affected by mispronunciations or sensor defects
were rare, but were excluded from the experiment. In all,
2,076 samples (12 phrases × 7 speakers × 24.7 samples per
phrase per speaker) were obtained and used in this study.

clinical applications. However, our articulatory normalization
approach is not dependent on a particular data acquisition
device and can be easily applied to any portable devices when
they are ready in the future.
Other implications. This articulatory normalization
approach, although only applied to improving speech
movement recognition in this study, may have implications for
other related applications. For example, the normalization may
be useful for scientific studies of tongue kinematics during
speech [25], recognition of speech with articulatory data for
healthy [37] and disordered populations [38], EMA-based
speech therapy [39], and tongue motion as visual feedback for
secondary language pronunciation learning [40]).
Limitations. Although the experimental results were
encouraging, the data set used in the experiment contained
only a small number of unique phrases. Further studies with a
larger vocabulary (including phonemes and words) from a
larger number of subjects with different genders and dialects
are necessary to explore the limits of the current approach.

4. Results & Discussion
Classification accuracy. Figure 5 gives the classification
accuracies of the three configurations: speaker-dependent,
speaker-independent without normalization, and speakerindependent with normalization. Paired t-test was used to test
the significance of the differences in the accuracies between
the approaches. The recognition accuracy for the speakerdependent approach (94.31%) was significantly higher (p <
0.01) than for the speaker-independent, unnormalized
approach (68.63%). These findings provided evidence of the
large variation in the speech movements across speakers. The
recognition accuracy for the speaker-independent with
normalization approach (95.90%) was also significantly higher
(p < 0.01) than for the speaker-independent without
normalization approach. These results suggest that our
Procrustes matching-based approach was effective for acrossspeaker articulatory normalization.
Adaptability for online speaker-independent recognition.
Although the experiment was conducted offline (data were
collected before the analysis), the normalization approach can
be easily integrated into online speaker-independent silent
speech recognition (Figure 1), because this approach involves
only three preprocessing steps: translation (move the data
sample to zero point), scaling (to unit size), and rotation (so
that upper lip and lower lip centroids can form a vertical line).
The approach is also advantageous for other online
applications because it does not require pre-recorded training
data. Of course, EMA system is currently too cumbersome for

5. Conclusions & Future Work
This paper investigated the across-speaker articulatory
normalization based on Procrustes matching for speakerindependent silent speech recognition. Seven native English
speakers participated in this study, in which short phrases were
produced. Experimental results showed the effectiveness of
the normalization approach for improving the accuracy of
speaker-independent silent speech recognition.
Future work includes articulatory normalization for each
individual articulator [20], testing the normalization approach
when used in a real-time silent speech interface [13], and
evaluating the efficacy of the approach for subjects with
speech impairment (e.g., after laryngectomy).
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