Abstract. We construct topological bases in spaces of Whitney functions on Cantor sets, which were introduced by the first author. By means of suitable individual extensions of basis elements, we construct a linear continuous extension operator, when it exists for the corresponding space. In general, elements of the basis are restrictions of polynomials to certain subsets. In the case of small sets, we can present strict polynomial bases as well.
Introduction
This article is supplementary to [5] , where the extension problem is discussed for equilibrium Cantor sets K(γ) introduced in [4] . The set K(γ) is defined by means of a sequence of parameters γ = (γ s ) ∞ s=0 and can be considered as a generalization of the classical quadratic Julia set, but as opposed to Julia sets, it is more flexible with respect to its features.
Following [10] (see also [1] and [2] ), we say that a compact set K ⊂ R d has the extension property (EP) if, for the space E(K) of Whitney jets on K, there exists a linear continuous extension operator W : E(K) → C ∞ (R d ). In [5] , we present a characterization of EP for K(γ) and, by means of local Newton interpolations, construct an operator W , when it exists. This approach goes back to [8] (see also [9] ), so we can say that W is a local version of the Paw lucki-Pleśniak operator. Here, we construct topological bases in the spaces E(K(γ)). The construction follows [3] . Besides, for K(γ) with EP, we present an extension operator W by individual extensions of basis elements.
The article is organized as follows. Section 2 contains definitions and some auxiliary results about the sets K(γ). In Sections 3 and 4, we show that the method from [3] can be adapted to our case as well. In Section 5, by means of extension of basis elements, we construct an extension operator W for the spaces E(K(γ)), provided K(γ) has EP. In the case when the space has a Faber basis, the operator W coincides with the operator presented in [5] .
For a finite set A ⊂ R, let #(A) be the cardinality of A. Given x ∈ R, by d k (x, A) we denote distances from x to the points of A arranged in nondecreasing order, so d k (x, A) = |x − a m k | . Also, a is the greatest integer less than or equal to a, and |A| is the diameter of A.
Uniform distribution of points
As in [5] , we consider γ = (γ s ) ∞ s=1 with 0 < γ s ≤ 1/32 and ∞ s=1 γ s < ∞. Let r 0 = 1, let P 2 (x) = x(x − 1), and let r s = γ s r 2 s−1 , P 2 s+1 = P 2 s (P 2 s + r s ) where s ∈ N. Then E s := {x ∈ R : P 2 s+1 (x) ≤ 0} = 2 s j=1 I j,s , where the sth level basic intervals I j,s are disjoint. Since E s+1 ⊂ E s , we have a Cantor-type set K(γ) := ∞ s=0 E s . For the length j,s of the interval I j,s , by Lemma 6 in [4] , we have Each I j,s contains two adjacent basic subintervals I 2j−1,s+1 and I 2j,s+1 . Let h j,s = j,s − 2j−1,s+1 − 2j,s+1 be the distance between them. As in [4] , Lemma 4, h j,s ≥ 7/8 · j,s > 7/8 · δ s (2.3)
for all s and 1 ≤ j ≤ 2 s and 2j−1,s+1 + 2j,s+1 < 4 j,s .
(2.4)
We decompose the zeros of P 2 s into s groups: X 0 = {x 1 , x 2 } = {0, 1}, X 1 = {x 3 , x 4 } = { 1,1 , 1 − 2,1 }, . . . , X k = { 1,k , 1,k−1 − 2,k , . . . , 1 − 2 k ,k } for k ≤ s − 1, so X k contains all zeros of P 2 k+1 that are not zeros of P 2 k . If Y s = s k=0 X k , then P 2 s (x) = x k ∈Y s−1 (x − x k ). Clearly, #(X s ) = 2 s for s ∈ N and #(Y s ) = 2 s+1 for s ∈ Z + . The elements of X s are called sth-type points.
We put all points (x k ) ∞ k=1 from ∞ k=0 X k in order by means of the rule of increase of type. The order of (x k ) 4 k=1 is given above. To put the points from X 2 in order, we increasingly arrange the points from Y 1 , so Y 1 = {x 1 , x 3 , x 4 , x 2 }. After this we increase the index of each point by 4. This gives the ordering X 2 = {x 5 , x 7 , x 8 , x 6 }. Similarly, indices of increasingly arranged points from
m,k , where the sign and m are uniquely defined by j. A useful feature of this order is that for each N , the points Z := (x k ) N k=1 are distributed uniformly on K(γ) in the following sense. Suppose that 2 n ≤ N < 2 n+1 . Then the binary representation
Here, #(Z i ) = 2 i for i ∈ N := {w, . . . , m, n}, and each basic interval of ith level contains just one point from Z i . Also, for each s and i, j ≤ 2 s ,
In what follows, we will associate with a number N not only the sets Z and N , but also the product i∈N r i , where r i is defined in (2.2). We combine together all the δ k 's that constitute this product and arrange them in nondecreasing order: . For each N ≥ 1 and k ≥ 0, the corresponding degrees are given by the formula
From here it follows that, for N + 1 = 2 m (2p + 1), the values s k (N ) and s k (N + 1) coincide for all k except k = m, where s m (N +1) = s m (N )+1. We choose similarly the set Z = (x k,j,s ) N k=1 on any I j,s . If 2 n ≤ N < 2 n+1 , then Z includes 2 n zeros of P 2 s+n on I j,s and N −2 n points of the type s+n.
Lemma 2.1. In the above notation,
Proof. For brevity, let us consider the interval I j,s = [0, 1], since the proof for the general case is the same. Thus, we drop the subscripts j and s. For x ∈ K(γ), we have |f N (x)| = N k=1 |x−x k | = i∈N x k ∈Z i |x−x k |. For each i ∈ N , we consider the chain of basic intervals containing x:
Since the points from Z i are uniformly distributed, the interval I j 0 ,i contains just one point from Z i , as well as
The bound (2.7) is sharp with respect to the product
2 n r n , by (2.3). As for x k ∈Zm |x N +1 − x k |, we observe that the point x N +1 must be in some interval I j,m+1 which is free of points from A := Z m ∪ · · · ∪ Z w . Indeed, the set {x N +1 } ∪ A contains at most 2 m+1 points that are uniformly distributed, so each I j,m+1 contains at most one point from this set. Thus, x N +1 and its closest point from Z m are located in distinct intervals of the (m + 1)th level. Arguing as above, we see that
In a similar fashion,
The lengths of basic intervals of the same level may be rather different (we can say only that j,s < C 0 i,s , by (2.1)). For this reason, as k increases and x, y belong to different parts of K(γ), the values d k (x, Z) and d k (y, Z) may increase in quite different fashions. Nevertheless, the product N k=1 ρ k is defined by N only, so it does not depend on the choice of x.
In the following technical lemmas, we use the decomposition (2.5). Let 2 n ≤ N < 2 n+1 and a basic interval I = I j,s be given.
k=1 are chosen on I by the rule of increase of type. Write
Proof. As above, for brevity, we take s = 0, j = 1. Letx ∈ K(γ) realize the distance above. Also, let x p ∈ Z p ⊂ Z be such that d 1 (x, Z) = |x − x p |. Of course, x p may coincide withx. Clearly,
As in Lemma 2.1, for fixed q with 1 ≤ q ≤ i we consider 2 q−1 points x k from the set I jq,i−q \I j q−1 ,i−q+1 . For each of them we have |x − x k | ≤ |x −x| + jq,i−q ≤ (C 0 + 1)δ i−q . A similar estimation is valid for x k ∈ I j 0 ,i . Combining these gives
p can be handled in much the same way:
It is sufficient to show that
The case N + 1 = 2 n+1 follows immediately by the argument of Lemma 2.1.
Here, z is an endpoint of I j 0 ,n . Suppose that z ∈ Z n and that another endpoint of I j 0 ,n is z p ∈ Z p ⊂Z. We estimate separately x k ∈Zq |z − x k | for each q from the binary decomposition of N + 1. For q = n we have, as in Lemma 2.1,
, which may contain at most one point from the set Z q ∪· · ·∪Z p ∪· · ·∪Z v . Hence, the point x k ∈ Z q which is closest to z belongs to the adjacent interval of the (q + 1)th level and d 1 (z, Z q ) ≥ h j n−q ,q . Continuing in this fashion, by (2.3), we get the desired bound for given q.
We now handle the case q = p. Here,
To deal with indices q < p, let us take the nearest to z point z p 1 from the set
we estimate in much the same way as in the case q = p.
We continue in this way and combine all bounds up to p k = v together:
as is easy to check. This yields (2.9). The cases z ∈ Z p ⊂Z and w > 0 are very similar.
In the next lemma we consider the same N andZ as above, but we now arrange the points in increasing order. Thus,Z = (z k )
m − 1 with m < n and 1 ≤ j ≤ N + 1 − q, let J = {z j , . . . , z j+q } consist of 2 m consecutive points fromZ. Given j, we consider all possible chains of strict inclusions of segments of natural numbers:
where
Every chain generates the product
For fixed J, let Π(J) denote the minimum of such products for all possible chains.
Proof. We take I = [0, 1], as the corresponding change of indices gives the proof in the general case. Fix J ⊂Z.
Clearly, #(Z \ J) = N − q and each z ∈Z \ J appears as an endpoint of some J k . Let w k be the endpoint of J k in its first appearance. This gives an enumeration ofZ \ J. We aim to findz ∈ J and a permutation (w i k )
The points fromZ are distributed uniformly on I. Hence, for each basic interval of the (n − m + 1)th level, we have
We observe that J may be located on v consecutive intervals of this level with (1) Let J ⊂ I 1 := I j,n−m+1 for some j. Here, J =Z ∩ I 1 and any point z ∈ J may serve asz, since distances d k for 1 ≤ k ≤ 2 m are implemented on certain points of the set
(2) Let J ⊂ I 1 ∪ I 2 . Suppose first that these intervals are adjacent, that is, I 1 = I 2j−1,n−m+1 and I 2 = I 2j,n−m+1 . Let p := #(J ∩ I 1 ); that is, z j , . . . , z j+p−1 belong to I 1 , whereas z j+p , . . . , z j+q ∈ I 2 . Suppose, for definiteness, that p ≤ 2 m−1 ; that is, at least a half of J is in the right interval. The right endpoint of I 2 belongs to Y n−1 , so it is z j+r for some r with r ≥ q. Thus, #(Z ∩ I 2 ) = r − p + 1, where r − q of these points are fromZ \ J. We takez = z j+p , the left endpoint of I 2 . Then d k = z j+p+k−1 −z for 1 ≤ k ≤ r − p + 1, since the lengths of basic intervals are smaller than the gaps between them. In particular, d r−p+1 = z j+r −z = |I 2 |. The next distances will be realized on the points from
, as z j+k−1 >z and z j+r−k+1 ≥ z j . Note that the next values of d k (for r + 2 ≤ k ≤ N + 1) will be implemented on certain points of the set w i k ∈Z \ J. As in the first case,
The same reasoning applies to the case of nonadjacent intervals. Let I 1 = I 2j−2,n−m+1 and I 2 = I 2j−1,n−m+1 ⊂ I j,n−m . Then we takez as the endpoint of an interval containing at least half of J, let it be again I 2 . Here, p points from I 1 ∩ J realize some d M +1 , . . . , d M +p and we put into correspondence to them the first p points from I j,n−m \ J. All other d k 's are realized on some
Here, I 2 is completely filled with points of J. One of the endpoints of I 2 belongs to Y n−m−1 . We take this point asz, which, analogously to the previous cases, satisfies the desired condition.
be chosen in I j,s by the rule of increase of type. Suppose that x, y ∈ I i,s+n−q ⊂ I j,s for some q < n (in general, x, y / ∈ K(γ)). Then
Proof. For brevity, let
. Fix q < n, any I i,n−q , and x, y in this interval. Recall that I i,n−q may contain from 2 q to 2 q+1 points of Z. The distances d k (y, Z) and d k (x, Z) for 1 ≤ k ≤ m are realized on points from Z ∩ I i,n−q , so we can consider |y − x p |/|x − x p | for x p ∈ Z \ I i,n−q only. Let 
, which does not exceed exp(2 q ).
As in [5] , we use
. By Theorem 5.3 in [5] , K(γ) has the extension property if and only if B n+s / n+s k=s B k → 0 as n → ∞ uniformly with respect to s. This condition can be written as
Here we will use a stronger one
which will provide continuity of the extension operator constructed by interpolation of functions on the whole set. When constructing a Faber basis in the space E(K(γ)), we also use the clause
These conditions have "geometric" forms in terms of (δ k ). For example, (2.13) is
Let us illustrate the difference between conditions (2.12)-(2.14) for the case of a monotone sequence (B k ) ∞ k=1 . Since only γ s ≤ 1/32 are allowed here, we have B k ≥ log 32 · k2 −k−1 . On the other hand, the values of B k may be as large as we wish for small sets K(γ). Condition (2.12) is valid if B k , B k B < ∞, or B k ∞, but slowly, with subexponential growth (i.e., k −1 log B k → 0), by Theorem 7.1 in [5] . In turn, we have (2.13) for B k B > 0, B k B < ∞, or B k ∞ of subexponential growth, whereas (2.14) is satisfied with B k B > 0 and any B k . Thus, the sequence of constants B k satisfies all three conditions.
Faber bases in the space E(K(γ))
We equip the Whitney space E(K(γ)) with the norms
for any f ∈ E(K). Here, |f | q = inf |F | q, [0, 1] , where the infimum is taken over all possible extensions of f to F ∈ C ∞ [0, 1] (see [5] for more details; for more insight into the theory of Whitney spaces, see [12] and [6] ).
Here we adjust the construction from [3] , where the case of symmetric Cantor sets was considered. Let e 0 ≡ 1 and e N (x) =
. By standard properties of divided differences, the system (e N , ξ N ) ∞ N =0 is biorthogonal and the functionals (ξ N ) ∞ N =0 are total on E(K(γ)); that is, whenever ξ N (f ) = 0 for all N , then f = 0. We show that (e N ) ∞ N =0 is a topological basis in the space E(K(γ)) provided the set K(γ) is sufficiently small. Thus, for small sets K(γ), the space E(K(γ)) possesses a strict polynomial basis. Recall that a polynomial topological basis (P n ) ∞ n=0 in a functional space is called a Faber (or strict polynomial ) basis if deg P n = n for all n. Due to a classical result of Faber, the space C[a, b] does not have such a basis. 
and the qth derivative of e N at x is the sum of 
Here, for each k, we take the smallest m = m(k) with d k (x, Z) ≤ jm,i−m < C 0 δ i−m . By the remark after Lemma 2.1, δ i−m ≤ ρ k . The last inequality may be strict if we take x in a part of the set with a high density of points x k , for example, near the origin. To deal with e N p , let us fix i ≤ p and x = y in K(γ). For brevity, let R := (R p x e N ) (i) (y). We consider two cases: (a) x, y belong to the same interval or (b) two different intervals of the level n − u.
In the first case, let x, y ∈ I j,n−u . By the Lagrange form for the Taylor remainder, we have |R| · |x − y| i−p ≤ |e
N (x)| for some θ ∈ I j,n−u . Let m := #(I j,n−u ∩Z). Since the points from Z are distributed uniformly on K(γ), we have p ≤ m ≤ 2p. Hence, |e
, as all distances here do not exceed 1. By Lemma 2.4 and the argument in the proof of (3.2), |e
ρ k , since the last product dominates the products of ρ k involved in the estimation of both terms.
In the second case, let y / ∈ I j,n−u , so |x − y| ≥ h j 1 ,n−u−1 , where x ∈ I j,n−u ⊂ I j 1 ,n−u−1 . By (2.3), |x − y| > 7/8 · δ n−u−1 . Now,
By (3.2), |e
Recall that I j,n−u contains at least p points from Z. Therefore, ρ k+1 · · · ρ p ≤ δ p−k n−u−1 and |e
Combining these yields |R| · |x − y|
The result follows from a comparison of the estimates in both cases.
We proceed to estimate
k=1 arranged in increasing order. Here, N generates the product
, whereas for N + 1 we have
with s k (N ) = s k (N + 1) for all k except one value, which is not larger than n + 1. Therefore,
Lemma 3.2. For each N and q = 2 m − 1 < N , we have
Proof. As in (17) from [5] ,
where Π(J 0 ) = min 1≤j≤N +1−q Π(J) for Π(J) defined in Lemma 2.3, so it is enough to estimate from below N +1 k=q+2 d k (z,Z) uniformly for z ∈Z. Arguing as in the proof of (2.8), we see that for each x ∈ K(γ)
k=q+2ρ k , due to the correspondence between d k (x,Z) andρ k for 1 ≤ k ≤ N + 1. Removing q + 1 smallest terms from both parts of (3. is a Schauder basis in the space E(K(γ)).
Proof. By the Dynin-Mityagin criterion (see [7, Theorem 9] ), it is enough to show that for each p there is r such that the sequence ( e N p · |ξ N | −r ) ∞ N =0 is bounded. Here, | · | −r is the dual norm: for ξ ∈ E (K(γ)), let |ξ| −r = sup{|ξ(f )|, f r ≤ 1}.
We consider only p of the form p = 2 u . In order to apply Lemma 2.3, we have to take q of the type q = 2 k − 1. For this reason, given arbitrary u, let q = 2 v+1 − 1, where v = v(u) will be specified later. Then r = r(q) is defined by (3.1) .
Fix N with 2 n ≤ N < 2 n+1 . We take N so large that Lemmas 3.1 and 3.2 can be applied. Then
, and
whereC does not depend on N . We can decrease the upper index of the product above as all ρ k 's do not exceed 1. The product 2 v k=2p+1 ρ k takes its maximal value in the case of minimal density of points of Z, when each basic interval of the level n − u contains p points from Z. At worst, ρ 1 , . . . , ρ p do not exceed δ n−u , whereas ρ p+1 , . . . , ρ 2p = δ n−u−1 , ρ 2p+1 , . . . , ρ 4p = δ n−u−2 , and so on. On the other hand, values N close to 2 n+1 will give maximal density of Z on K(γ) with ρ 1 , . . . , ρ p ≤ δ n−u+1 , ρ p+1 , . . . , ρ 2p = δ n−u , and so on. Thus,
We claim that the right-hand side of (3.5) is bounded for a suitable v. It suffices to prove that N log(3C 0 ) + p log N ≤ 2 n (B n−u−2 + · · · + B n−v ). Since N < 2 n+1 , it is reduced to 2 log(3C 0 ) + (n + 1)2 −n p log 2 ≤ B n−u−2 + · · · + B n−v , which is valid for large n if we take v = m + u + 2, where m is chosen in (2.14) for Q = 2 log(3C 0 ) + 1.
Remarks.
1. Under the stronger assumption (2.13), the set K(γ) has, in addition, the extension property. The second part of the proof of Theorem 5.3 from [5] (for j = 1, s = 0) actually shows that the sequence ( ẽ N p · |ξ N | −r ) ∞ N =0 is bounded. Here,ẽ N is a suitable extension of e N . Since for each extensioñ f of f ∈ E(K(γ)) we have f p ≤ 3|f | p (by means of the Lagrange form for the Taylor remainder), this proof implies also that (e N ) ∞ N =0 is a basis provided (2.13). 2. We conjecture that using analytic properties of P 2 s , one can replace C N 0 in Lemma 3.1 with N Q for some Q.
It would be interesting to analyze whether one can replace the exponential growth of the constant in (3.4) by a polynomial growth.
Local polynomial bases
In general, the system (e N , ξ N ) ∞ N =0 is not a basis. Following [3] , we use local interpolations to construct bases for any considered case. Suppose we are given a nondecreasing sequence of natural numbers (n s ) N = 0, 1, . . . , N 
Thus, we interpolate a function f on the interval I j,s up to degree N s , whereupon we continue this process on subintervals, preserving the previous nodes of interpolation. All x k,j,s 's are taken from the sequence (x k ) Increasing N by 1 means an inclusion of one more point into the interpolation set, so, if η N,j,s (f ) = 0 for all functionals, then f (x k ) = 0 for all k. Since the set under consideration is perfect, the functionals η are total on E(K(γ)). Provided a suitable choice of the sequence (n s ) ∞ 0 , the system (e, η) has the basis property. As in [5] , let n 0 = n 1 = 2 and n s = log 2 log 1 δs for s ≥ 2. Then n s ≤ n s+1 and
In the next lemma, we consider any s, I j,s ⊂ I i,s−1 and N, k, as in ( Since 2 n ≤ N < 2 n+1 , the set Z contains all points of the (n + s − 1)th level on I j,s and at least one point of the (n + s)th level is not included in the set. Therefore, ρ 1,s = δ n+s , ρ 2,s = δ n+s−1 and ρ 3,s ∈ {δ n+s−1 , δ n+s−2 } depending on N . As in Section 2, we have Proof. Since in the proofs of Lemmas 3.1 and 3.2 we use only (2.1), (2.3) , and the properties of uniformly distributed points, the same reasoning applies to the local case. For 2 n ≤ N < 2 n+1 with N > 2p we have
where the values ρ m,s belong to the set {δ n+s , . . . , δ s } and correspond to the points Z = (x m,j,s ) N m=1 ⊂ I j,s . In the proof, we use the notation C for any constant that does not depend on N , s, and j.
As in Lemma 3.
m,s for N > q + 1 with q of the form 2 m − 1. In order to estimate the subtrahend in (4.1), we use (8) from [3] :
since for each θ ∈ I j,s we have |e Here we can use a rough bound ρ m,s ≤ δ s that implies e N,j,s p |η N,j,s | −r ≤ C exp (p + 1) log N s + N s log C 2 + (q − 2p) log δ s , which is bounded, by (4.2), if we take q > 2p + log C 2 and r that corresponds to this q in the sense of the bound (3.1).
Remark. The argument of the theorem can be applied as well to any sequence (n s ) ∞ s=0 with n s ↑ ∞ (nonstrictly) and 2 ns ≤ log 1 δs
. This gives a variety of bases in the space E(K(γ)). The question about quasiequivalence of these bases (see [3, p. 359] ) is open.
Extension operators for E(K(γ))
Suppose that the space E(K) has a topological basis (e n ) ∞ n=1 and that W is a continuous linear extension operator for this space. Then, clearly, W (f ) can be given by means of individual extensions W (e n ). Conversely, if K has EP, then proper extensions of basis elements will define an extension operator. This method goes back to [7] (see also [11] for the case of compact sets with nonempty interior). Here we construct the desired operator following this approach.
Theorem 5.1. Suppose that K(γ) has the extension property. Then an extension operator can be defined by means of proper individual extensions of basis vectors.
Proof. As is shown in [5] , the condition (2.12) is a characterization of EP for K(γ), so we suppose that (2.12) is valid. We aim to show that the operator
is bounded, provided there is an appropriate choice of extensions for basis elements given in Theorem 4.2. As in [5] , given s, j, and N with 2 n ≤ N < 2 n+1 , we take a
s+n , where c p , u ≡ 1 on I j,s ∩ K(γ), and u(x) = 0 if the distance from x to the set I j,s ∩ K(γ) is larger than δ s+n . Now we consider e N,j,s as a polynomial on the whole line and defineẽ N,j,s as e N,j,s · u.
It suffices to show that for each p ∈ N there exists r such that for each f ∈ E(K(γ)) and x ∈ R, we have the bound
where A p depends only on p. Given p, let us take M = log C 2 + p + 3 (with C 2 = 5C 2 0 ) and m that corresponds to M in the sense of (2.12). Next, we take q = 2 m+2 − 1 and the corresponding r from (3.1). By Lemma 5.2 in [5] , |ẽ
As above, C stands for any constant that does not depend on s, j, and N . As in Lemma 3.1, we
, where the ρ k,s 's are defined after (4.2) . By the proof of Theorem 4.2,
Because of the choice of parameters, the functionẽ N,j,s vanishes on all intervals I i,s for i = j. Hence, for each fixed x, we get at most one nonzero term in the sum with respect to j in (5. The condition (2.14) means that the set K(γ) is so small that the space E(K(γ)) possesses a Faber basis. On the other hand, (2.14) is compatible with (2.12), which characterizes EP. We consider now the case when both conditions are valid, that is, (2.13) is satisfied. Thus we deal with an extension operator W gl which corresponds to global interpolations of functions, that is, with the operator W from the previous theorem for s = 0, j = 1. On the other hand, W gl is equal to the accumulation part of the operator (11) from [5] . Therefore, W gl coincides with the Paw lucki-Pleśniak operator, provided (x k ) N k=1 is the Fekete set. Following the proof of Theorem 5.1, we take u(x) = u(x, δ n , K(γ)),ẽ N = e N · u and
Clearly, the sum Proof. We use the representation (5.2). Here, (L N − L N −1 )(f, x) · u(x, δ n ) = A N,1,0 (f, x) in the notation of [5] . For each p, we want to find r with |A (p) N,1,0 (f, x)| ≤ N −2 f r . Given p, we take q = 2 m+1 − 1, where m will be defined later, and r = r(q) will be given by (3.1).
By (18) in [5] , |A which is valid for large n if we define m by (2.13) for M = pA and Q = 2 log(2C 1 ) + 1, as N < 2 n+1 .
