For a large class of linear neutral-type systems the problem of assigning eigenvalues and eigenvectors is investigated, i.e. finding the system that has the given spectrum and, in some sense, allmost all eigenvectors. The solution of this problem enables vector moment problems to be considered using the construction of a neutral-type system. The exact controllability property of the system obtained gives the solution of the vector moment problem.
1. Introduction. One of the central problems in control theory is that of spectral assignment. This question has been well investigated for linear finite dimensional systems, see for example [27] . It is important to emphasize that the assignment of eigenvalues is not sufficient in several cases. Sometimes, the assignment of eigenvectors or of the geometric eigenstructure is needed (see for example [11, 23, 26] ). This is possible by state or output feedback using the possibility of multivariable control.
For infinite dimensional systems (delay systems, partial derivative equations) the problem is much more complicated. However, for some particular classes of infinite dimensional systems, it is possible to assign a part or whole spectrum, see for example [4, 15, 22, 25] . The main motivation is the stabilizability by feedback. However, the assignment is always related to some controllability conditions. For example, the main result in [25] for the spectrum shifting is based on the exact controllability condition.
Our purpose is to investigate this kind of problem for a large class of linear delay systems of neutral-type , which may be considered in an infinite dimensional framework.
The general properties of systems of neutral-type have been widely investigated, see for example the classic works [2, 6, 9] and references therein.
Our subject of study is the system given by the equation
where z(t) ∈ R n and A −1 , A 2 , A 3 are n × n matrices. The elements of matrices A 2 (·) and A 3 (·) take values in L 2 (−1, 0). The neutral-type term A −1ż (t − 1) consists of a simple delay, while the others include multiple discrete and distributed delays. As shown in [3, 18, 19] , this system can be rewritten in the operator form (1.2)ẋ(t) = Ax(t),
where z t (θ) = z(t + θ) and the operator A : D(A) → M 2 = C n × L 2 ([−1, 0], C n ), with the domain
is given by the formula
, and is the infinitesimal generator of a C 0 -semigroup [3] . This operator is noted A instead of A if A 2 (θ) = A 3 (θ) ≡ 0. The operator A is defined in the same domain D(A).
It is well known that the spectral properties of this system are described by the characteristic matrix ∆(λ) given by
The eigenvalues are roots of the equation det ∆(λ) = 0. The eigenvectors of the system (more precisely of the functional operator model (1.2) of the system) are expressed through the kernels of the matrix ∆(λ i ), where λ i are eigenvalues.
It is noteworthy that the eigenvalues and the eigenvectors of the operator A are quadratically close to those of the operator A and the latter ones are expressed through the eigenvalues and eigenvectors of the matrix A −1 . In this sense, we can say that the behavior of such systems can be described mainly by the algebraic and geometric properties of the spectrum of the matrix A −1 , (cf. [18, 19] ).
In parallel with the system (1.1), we consider the controlled system or the corresponding operator model
where Bu = (Bu, 0) T . For this controlled system, the problem of spectrum assignment has been investigated mainly in order to stabilize it by state feedback u(t) = Fx(t), where F is a linear operator defined in M 2 . Depending on the assumption about the operator F (bounded, A-bounded, with domain D(A), or not), and depending on the type of stabilizability needed (strong, exponential, asymptotic, regular), many important results have been obtained by several authors (see [14, 12, 7, 17] and the discussion in [20] ). In particular, when B = I, the identity in C n , and A −1 has a simple spectrum {µ 1 , . . . , µ n }, from the results in [20, 21, 17] , it is possible to assign arbitrarily the spectrum of A in the neighborhood of ln µ m , where ln is the complex logarithm multifunction, by a regular feedback (the neutral term A −1 is not modified). This consists, in fact, of the construction of matrices A 2 (·), A 3 (·) to obtain the spectrum needed.
In this paper, we investigate an inverse problem:
What conditions must a sequence of complex numbers {λ} and a sequence of vectors {v} satisfy in order to be a sequence of roots of the characteristic equation det ∆(λ) = 0 and a sequence of degenerating vectors of the characteristic matrix ∆(λ) of equation (1.1), respectively, for some choice of matrices A −1 , A 2 (θ), A 3 (θ)?
The first part of the paper is devoted to this problem and is organized as follows.
We show that the assignment of eigenvectors and eigenvalues is equivalent to the existence of a linear operator P 0 , bounded from D(A) (with the graph norm) to C n , defined by
, has the spectral properties needed (eigenvalues and eigenvectors). Then, we consider the matrix F (λ) = I + P 0 R( A, λ)B 0 . We show that the eigenvalues λ 0 of A are the zeros of det F (λ) and the kernel of ∆(λ 0 ) is the kernel of F (λ 0 ).
After that, using the Riesz basis property of eigenvectors of A, we give a detailed analysis and solution of the inverse spectral problem. The main result may be summarized by the following theorem.
Theorem 1.1. Let µ 1 , . . . , µ n be distinct non-zero complex scalars and z 1 , . . . , z n a linear independent set in C n . For
we consider an arbitrary set of distinct complex numbers {λ m k }∪{λ 0 j } j=1,...,n such that
< ∞, m = 1, . . . , n and an arbitrary set of vectors {w m k }∪{w 0 j } satisfying k w m k − z m 2 < ∞, m = 1, . . . , n. Then, there are matrices A −1 , A 2 (θ), A 3 (θ) such that:
i) The scalars {λ m k , λ 0 j } are simple roots of the equation det ∆(λ) = 0; ii) w m * k ∆(λ m k ) = 0, m = 1, . . . , n; k ∈ Z and w 0 * j ∆(λ 0 j ) = 0, j = 1. . . . , n; except perhaps for a finite number of vectors w m k . For this last case, there are vectors w m k arbitrarily close to the vectors w m : w m * k ∆(λ m k ) = 0. This theorem was announced in Comptes Rendus Mathematique [24] .
As an application of this spectral assignment problem, we consider a vector moment problem via the solution of the exact controllability property for a corresponding neutral-type system (1.4) by an approach developed in [16] . This is the main purpose of the second part of the paper, namely Section 6.
A classic trigonometric moment problem is a set of equations
where γ i ∈ C, the sequence {c i } is given and the function v ∈ L 2 (0, T ) is unknown. The goal is to give conditions of solvability for all {c i } ∈ 2 and find a minimal interval of this solvability. Several works are devoted to this important problem. The approach is often based on the study of exponential families, which dates back to the works of Paley and Wiener [13] . Several authors have obtained important results in this area (see for example [10, 8, 28] ). In [1] , there are several practical frameworks and useful results for our investigation. Two of the authors of the present paper showed in [16] that the exact nullcontrollability problem of the controlled neutral-type system leads to a vector moment problem. This problem may be formulated in some particular cases as
What is important in this context is the fact that the numbers λ m k are the roots of the equation det ∆(λ) = 0 and the coefficients b j k,m are expressed via the vec-
. Thus, the problem formulated above of spectral (eigenvalues-eigenvectors) assignment defines completely the vector moment corresponding to the problem of exact null-controllability. Roughly speaking, the null-controllability problem can be considered a problem of eigenfrequency extinguishing, where the sequence λ m k means the chosen frequencies and coefficients b j k,m (vectors w m k ) determine the contribution of the particular control inputs to the extinguishing of the frequency λ m k . For those moment problems (1.5) that are related to the exact controllability property of the controlled neutral-type system, the solvability conditions and the minimal interval of solvability (minimal time of exact controllability) are found.
Here we consider a more general problem:
Starting with an abstract moment problem (1.5), and using the result of the first part, give conditions of the existence of a neutral-type system for which the exact controllability condition is equivalent (almost equivalent in some sense) to the vector moment problem.
This enables the solvability condition and the minimal interval to be given in the general case.
An illustrative example is provided.
2. The state operator as a perturbation. The state operator A can be considered a perturbation of the operator A, namely
Let B 0 : C n → M 2 be given by
Then A = A + B 0 P 0 . Denote by X A the set D(A) endowed with the graph norm. Lemma 2.1. The linear bounded operator P 0 browses the set of all linear bounded operators L(X A , C n ) as A 2 (·), A 3 (·) run over the set of n×n matrices with components from L 2 [−1, 0].
Proof. An arbitrary linear operator Q from L(X A , C n ) can be presented as
and denote
Then, with these notations, the operator Q may be written as
Hence formula (2.1) describes all the operators from L(X A , C n ).
3. An equation for eigenvalues and eigenvectors: the spectral equation. Consider the operator A = A + B 0 P 0 and assume that λ 0 is an eigenvalue of A and x 0 is a corresponding eigenvector, i.e.
Let us assume further that λ 0 does not belong to the spectrum of A and denote by R( A, λ 0 ) = ( A − λ 0 I) −1 . With this notation, (3.1) reads as
Let us notice that v 0 = P 0 x 0 = 0, because λ 0 / ∈ σ( A). Then applying operator P 0 to the left-hand side of (3.2) we obtain
This equality means that λ 0 is a point of singularity of the matrix-valued function
and v 0 is a vector degenerating F (λ 0 ) from the right.
In what follows, the left kernel of the matrix F (λ 0 ) plays a significant role. Let us give a characterization of the vectors of this subspace.
Proposition 3.1. Let λ 0 not belong to σ( A). Then, the pair (λ 0 , w 0 ), w 0 ∈ C n , w 0 = 0, satisfies the spectral equation
if and only if λ 0 is a root of the characteristic equation det ∆(λ) = 0, where ∆(λ) is given in (1.3) and w 0 * is a row-vector in the left kernel of ∆(λ 0 ): w 0 * ∆(λ 0 ) = 0. Proof. In order to describe the vector w 0 , let us first find another form for the matrix F (λ). For any v ∈ C n we denote
This gives v = −λy and dϕ(θ) dθ − λϕ(θ) = 0. As y ϕ(·) ∈ D( A), we obtain y = ϕ(0) − A −1 ϕ(−1). Therefore
This formula and (2.
Thus, the equality (3.3) for λ 0 / ∈ σ( A) is equivalent to w 0 * ∆(λ 0 ) = 0. Proposition 3.1 means that the equation w * F (λ) = 0 can be considered an equation whose roots (λ, w) = (λ 0 , w 0 ) describe all eigenvalues and (right) eigenvectors of the characteristic matrix ∆(λ). It is called the spectral equation.
A component-wise representation of the spectral equation.
We need a more detailed expression of the spectral equation (3.3).
Let us recall the spectral properties of operators A and A * obtained in [18, 19] . We will assume that the matrix A −1 has simple non-zero eigenvalues µ 1 , µ 2 , µ 3 , . . . , µ n . In this case the spectrum σ( A) consists of simple eigenvalues which we denote by where y 1 , . . . , y n are eigenvectors of A −1 corresponding to µ 1 , µ 2 , . . . , µ n . The eigenspace corresponding to λ 0 = 0 is n dimensional and its basis is
If some µ m say µ 1 equals 1, then λ 1 0 = λ 0 = 0. In this case, the eigenspace corresponding to 0 is (n + 1)-dimensional and its basis consists of n eigenvectors ϕ 0 j , j = 1, . . . , n, given by (4.2), and one root-vector
All the vectors ϕ m k given by (4.1), except ϕ 0 1 , are still eigenvectors of A and correspond to eigenvalues λ m k . In both cases the family
where λ is the complex conjugate of λ. Here z m are eigenvectors of matrix A * −1 biorthogonal to the eigenvectors y m of A −1 , i.e. such that y i , z j = δ ij . It is easy to see that ψ m k are eigenvectors of the operator A * corresponding to eigenvalues λ m k . In order to obtain a component-wise expression of the spectral equation (3.3), we need to rewrite the matrix F (λ 0 ) in the basis Φ and the vector w * 0 in the basis {z m , m = 1, . . . , n}.
In what follows, we shall use the notation
Let us observe that the expression w * 0 P 0 is a linear bounded functional on the space
The representation of w * 0 in the basis z j is as follows:
Consider now n functionals z * j P 0 ∈ L(X A , C), j = 1, . . . , n. They can be decomposed in the basis Ψ:
Proposition 4.1. The pair (λ 0 , w 0 ) satisfies the spectral equation (3.3) if and only if the following system of n equations is verified:
where, for any fixed couple m, j, the needed n-tuple p j k,m satisfies (4.4).
Proof. Let us first rewrite the expression
where e i is the canonical basis of C n . Then
and in the case µ m = 1, m = 1, . . . , n, we have
Taking into account the form of eigenvectors (4.3) we find that for all m = 1, . . . , n
Thus, we obtain
if all the numbers λ m k = 0. If µ 1 = 1 and λ 1 0 = 0, then in the sum (4.6) the term corresponding to k = 1, m = 1, is replaced by
In what follows, we shall assume p j i = 0, i = 1, . . . , n. This means that from now on we consider perturbations P 0 satisfying the condition
Then we have
From this relation and expression (4.6) we obtain the equality
With these notations, equation (3.3) reads
Thus, the condition for a pair (λ 0 , w 0 ) to satisfy the spectral equation can be rewritten in the form of the following system of n equations:
Conditions for the spectral assignment. Now we discuss the following question:
Let us remember that we assumed earlier that all eigenvalues of matrix A −1 are also simple. Starting then from distinct non-zero eigenvalues µ m , j = 1, . . . , n, we are looking for and operator A with simple eigenvalues only. These eigenvalues can be numbered as {λ m k } ∪ λ 0 j , m, j = 1, . . . , n; k ∈ Z, where (see [19, Theorem 1] ) the sequence {λ m k } satisfies 
with ∆(λ)v = 0. Therefore, the fact that the bases {ϕ} and { ϕ} are quadratically close implies the condition
where ∆(λ m k )v m k = 0, m = 1, . . . , n; k ∈ Z, and y m are eigenvectors of A −1 corresponding to µ m as in (4.1). If we apply the same arguments for the dual system
then we obtain the symmetric condition
where (w m k ) * ∆(λ m k ) = 0, m = 1, . . . , n; k ∈ Z. Our further goal is to show that conditions (5.1) and (5.4) or (5.1) and (5.2) are almost sufficient for couples of sequences {λ} and {w} or {λ} and {v} to be spectral ones for the system (1.1).
5.
1. An operator form for the spectral equation. Let us consider a sequence of pairwise distinct complex numbers λ m0 k0 , m 0 = 1, . . . , n; k 0 ∈ Z, satisfying (5.1). We also assume that the index numbering of {λ} is such that if
be simple eigenvalues of operator A = A+B 0 P 0 , where P 0 is given by (2.1), in which matrix A 3 (θ) satisfies (4.7). Then ∆(λ m0 k0 ) = 0 and let w m0 k0 be a sequence of the left degenerating vectors of ∆(λ m0 k0 ), i.e.
(w m0 k0 ) * ∆(λ m0 k0 ) = 0.
We assume that the sequence w m0 k0 satisfies (5.4) . For all indices m 0 = 1, . . . , n; k 0 ∈ Z, consider decompositions
Then condition (5.4) is equivalent to
Let us now rewrite relations (4.5) for λ 0 = λ m0 k0 and w 0 = w m0 k0 . We consider the space 2 of infinite sequences (columns) indexed as {a k } k∈Z with a scalar product defined by {a k } , {b k } = k a k b k . From the relation (4.4), we obtain that vectors
k∈Z, j, m=1,...,n belong to 2 . One can also easily see that
Then, putting λ 0 = λ m0 k0 and w 0 = w m0 k0 in the equations (4.5), we obtain
We would now like to rewrite relation (5.6) in a vector-matrix abstract form. In order to do that, we introduce a more convenient notation. Denote
By S mm0 = s mm0 k0k k, k0∈Z , m, m 0 = 1, . . . , n, we denote infinite matrices with elements
and by A jm0 , j, m 0 = 1, . . . , n, infinite diagonal matrices
.
With these notations, relations (5.6) can be rewritten as , and multiply both sides of the m-th equality (5.7) (for m 0 = m) by this matrix from the left. This gives the following system of equalities
where we use the fact that diagonal matrices commute: Λ m A jm = A jm Λ m . Finally, we introduce block matrix operators
and present the equations (5.8) in the form
Let us observe that both vectors (p 1 m , . . . , p n m ) T and (α m1 . . . Λ m α mm . . . α mn ) T belong to n 2 = 2 × 2 × . . . × 2 n times (see (4.4),(5.5)). Therefore the system (5.8) is solvable if and only if the vector (α m1 , . . . , Λ m α mm , . . . , α mn ) T belongs to the image of operator D m as an operator from n 2 to n 2 . In the following, we show that, for all sequences {λ} satisfying (5.1) , and for almost all sequences {w} satisfying (5.4), operators D m , m = 1, . . . , n, are bounded and have bounded inverse operators from n 2 to n 2 . This means that the spectral assignment problem is solvable.
Characterization of the spectral assignment.
In what follows, we need a proposition, that characterizes a Riesz basis in L 2 (0, 1).
for some a, b ∈ R. Then the family e λ k t , k ∈ Z forms a Riesz basis in L 2 (0, 1). There are several ways to prove this classic result (see [1] ). It may be obtained, for example, from the Paley-Wiener theorem [13] and Lemma II.4.11 [1] .
Next we prove the following preliminary result. Then
where {ψ k } k∈Z is the bi-orthogonal with respect to the basis {ϕ k } k∈Z . Hence
This means that the infinite matrix R corresponding to R in the basis {ϕ k } is of the form
Let now H = L 2 (0, 1) and { ϕ k } k∈Z be a Riesz basis of the form ϕ k = e λ m k t for some m = 1, . . . , n. Let now {ϕ k } k∈Z be a Riesz basis that is bi-orthogonal to
for some m 0 = 1, . . . , n (the fact that {ψ k } k∈Z is a Riesz basis of L 2 (0, 1) follows from Proposition 5.1). One has
Hence, we have the following alternative:
1. If m 0 = m, then the sequence µ m e −λ m 0 k − 1 k∈Z is bounded and separated from 0, i.e. E mm0 : 2 → 2 is a bounded operator with a bounded inverse. Hence,
Therefore,
k∈Z has a bounded inverse, so Such a choice is unique if we put the following additional condition on the matrix A 3 (θ):
Proof. First, we denote by A −1 the matrix uniquely defined by the relations:
and denote by {y j } j=1,...,n the bi-orthogonal basis with respect to {z j } j=1,...,n in C n .
Then the corresponding operator A, generated by the matrix A −1 , has eigenvalues λ m k , m = 1, . . . , n, k ∈ Z; λ 0 = 0 and possesses a Riesz basis of eigenvectors of { ϕ m k } k∈Z ∪ ϕ 0 j j=1,...,n . In the case when all µ m = 1, m = 1, . . . , n, the corresponding eigenvectors of A are
In the case µ 1 = 1, the vector
is a generalized eigenvector of A corresponding to λ 0 and the other ϕ m k , ϕ 0 j are given by formula (5.11) . Let us show that there is a choice of a bounded operator P 0 : X A → C n (or equivalently a choice of matrices A 2 (θ), A 3 (θ)) such that (5.12) λ m0 k0 ∈ σ( A + B 0 P 0 ), or equivalently det ∆(λ m0 k0 ) = 0, and (5.13) d m0 * k0 ∆(λ m0 k0 ) = 0, m = 1, . . . , n; k ∈ Z.
We represent vectors d m0 k0 in the basis {z j } j=1,...,n , namely
With these notations the condition
and these sums tend to zero as
Therefore, under condition (5.14), the operators D m , m = 1, . . . , n tend to the blockdiagonal operators
which have a bounded inverse due to Lemma 5.2. This means that for a small enough ε > 0, the inequality 
Then for any ε > 0 and m = 1, . . . , n there is a sequence {α k0 mm0 } satisfying
and such that the operator D m has a bounded inverse. Proof. First, for a given {λ m k }, let us choose ε 0 > 0 such that D m will be invertible for
Then, one can find a large enough N such that
Next we consider the sequences {α k0 mm0 } for which
Our goal is to choose the remaining components α k0 mm0 , |k 0 | ≤ N in order to satisfy the requirement of our lemma. Denote rows of matrix D m by ( m0 k0 ) * , m 0 = 1, . . . , n; k 0 ∈ Z and let q m0 k0 be the corresponding components of the vector q = D m p, i.e. q m0 k0 = ( m0 k0 ) * p, p ∈ n 2 , m 0 = 1, . . . , n; k 0 ∈ Z. The space L = 2 × . . . Let P be the orthogonal projector on L 2 . Let us observe that the rows ( m0 k0 ) * for |k 0 | > N do not depend on components α k0 mm0 , |k 0 | ≤ N and that, if we put α k0 mm0 = δ mm0 , |k 0 | ≤ N, m, m 0 = 1, . . . , n, then the operator D m : L → L has a bounded inverse. This means that, for all sequences {α k0 mm0 } satisfying (5.15), we have P D m L = L 2 and the invertibility of D m occurs if and only if (5.16) D m L ⊃ L 1 .
Let L 1 be the subspace p ∈ L : ( m0 k0 ) * p = 0, |k 0 | > N, m 0 = 1, . . . , n of dimension (2N + 1)n. Denote by j k , j = 1, . . . , n; |k| ≤ N a basis of L 1 . With these notations, one can see that (5.16 ) is equivalent to the invertibility of (2N + 1)n × (2N + 1)n matrix M = ( m0 k0 ) * j k , |k 0 | ≤ N, |k| ≤ N, m 0 = 1, . . . , n, j = 1, . . . , n i.e. det M = 0. The components of M are linear functions of α k0 mm0 , |k 0 | ≤ N . Therefore, the determinant det M is a polynomial whose coefficients are also linear functions of these scalars. Besides, det M is not identical to zero because the matrix D m is invertible if we take α k0 mm0 = δ mm0 , i.e. det M = 0. This implies that M is invertible almost everywhere in C 2(N +1)n . This fact completes the proof of Lemma 5.5 because we can choose α k0 mm0 , |k 0 | ≤ N , in such a way that |k0|≤N | α k0 mm0 − α k0 mm0 |< ε and the operator D m will be invertible.
Remark 5.6. From the proof of Lemma 5.5, it is easy to see that the sequence α k0 mm0 may differ from α k0 mm0 only for a finite number of components |k 0 | ≤ N. Due to Lemma 5.5, the formulation of Theorem 5.4 may be generalized in the following way. In addition, let complex numbers λ 0 j , j = 1, . . . , n be different from each other and different from λ m k and let d 0 j , j = 1, . . . , n be linear independent vectors. Then, for any ε > 0, there exists N > 0 and a sequence {d m k } k∈Z, m=1,...,n : Proof. Denote by C a (n × n)matrix uniquely defined by the equalities:
and let us put, for any k ∈ Z, m = 1, . . . , n,
It is easy to see that the sequences { f m k } are also quadratically close to z m :
Therefore, due to Theorem 5.7, for any ε > 0, there are matrices
, a number N > 0 and a sequence of vectors {f m k } k∈Z, m=1,...,n verifying
We have ∆(0) = 0, and the function ∆ 1 (λ) = 1 λ ∆(λ) may be extended to λ = 0 by the formula
Now, let us put
At λ = 0, the function ∆(λ) may be defined as
We can observe that ∆(λ) can be written as
for A 2 (θ) and A 3 (θ) given by
It is now easy to see that, with this choice of matrices, the conditions i) and ii) are satisfied. Indeed,
and then, the numbers {λ m k } and {λ} 0 j are roots of the characteristic equation and
Finally, for all m = 1, . . . , n, we have
This completes the proof. Example 5.9. We consider equations of the form
where A l (θ) = a l ij i,j=1,2 , l = 2, 3. For this case matrix A −1 equals Besides,
Finally, note that a 3 11 (·) → ∞ as N → ∞ or ε → 0. Thus, such a choice of eigenvalues is possible only for a finite number of elements.
6. The moment problem and the controllability. Consider the control neutral-type system given by
where the matrices A −1 , A 2 (·), A 3 (·) are as in (1.1) , B is an n × r-matrix, and u(t) is an r-vector control. In the function space M 2 , this system may be written as
where the operator B : R r → M 2 is defined by Bu = (Bu, 0) T . As in the preceding sections, we consider the case when all eigenvalues of A −1 are simple. Denote these eigenvalues by µ m , m = 1, . . . , n. The operator A, corresponding to the case A 2 (θ) = A 3 (θ) = 0, has simple eigenvalues λ m k = ln |µ m | + i(Arg µ m + 2πk), m = 1, . . . , n, k ∈ Z, with corresponding eigenvectors ϕ m k . The other eigenvalue of A is λ 0 = 0, which corresponds to an n-dimensional subspace generated by the generalized eigenvectors: ϕ 0 1 , . . . , ϕ 0 n . All eigenvectors { ϕ m k } ∪ { ϕ 0 j } constitute a Riesz basis in M 2 . We assume, as in the preceding sections, that A 2 (θ) and A 3 (θ) are chosen in such a way that all eigenvalues of A, λ m k , m = 1, . . . , n, k ∈ Z, are simple. As noted before, they satisfy the condition [18, 19] : 
These bases are also quadratically close [5] :
Finally, let us note that, as shown in [20] , vectors ψ m k , and ψ m k , k = 0, are of the form for some u(·) ∈ L 2 (−1, 0; R r ). Then, the steering condition (6.6) can be substituted by the following system of equalities
. . , r. Then, the right hand side of (6.7) takes the form
Taking into account the fact that {ψ} is a spectral basis of A * , we can rewrite the main steering conditions, corresponding to the basis {ψ m k } as
Equations (6.8) pose a vector moment problem with respect to unknown functions u j (t), j = 1, . . . , r. Using (6.4), we observe that
Thus, this value does not depend on k. Then from (6.5) it follows that the coefficients b j k,m satisfy the condition
In the scalar case r = 1, under the conditions (6.10) b 1 m = b 1 , ψ m = 0, m = 1, . . . , n (controllability of the pair (A −1 , B)) and (6.11) b 1 , ψ m k = 0, m = 1, . . . , n; k ∈ Z (approximate controllability of system (6.2)), the solvability of (6.8) can be studied by application of the methods given in [1] . In the vector case, the problem is more complicated. We showed [16] that the minimal interval of solvability of (6.2) is related to the first controllability index n 1 (A −1 , B) of the systemẋ = A −1 x + Bu (see [27] ).
Our purpose now is to consider the abstract moment problems of the form (6.8) by means of their correspondence to the controllability problems for neutral-type systems (6.1).
We show first that the conditions (6.3) and (6.9), together with some conditions analogous to (6.10) and (6.11), are not only necessary but also almost sufficient for the moment problem (6.8) to be generated by a neutral type system (6.1). Theorem 6.1. Let us consider the moment problem (6.8). Let the following conditions be satisfied: and matrices A −1 , A 2 (·), A 2 (·), B such that the control system (6.1) with these matrices is exactly controllable and the steering conditions for this system will correspond to the moment problem Proof. Let us introduce the n × n and n × r-matrices A −1 and B given by Then it is easy to see that
< ε, k ∈ Z; m = 1, . . . , n; j = 1, . . . , r.
If we assume that ε < M ε 0 , then we obtain from (6.15) that r j=1 b j k,m > 0, k ∈ Z; m = 1, . . . , n; j = 1, . . . , r.
The last relation may be formulated as
which is equivalent to the approximate controllability property of the system (6.1). This condition with the controllability property of the pair (A −1 , B) gives [16] the exact controllability of the system (6.1). Thus, the moment problem (6.12) corresponds to the steering conditions of the constructed exactly controllable system (6.1).
Let us now analyze the solvability of the moment problem (6.8) . Let S T , T > 0 be the linear operator that associates the function u(·) ∈ L 2 ([0, T ]; R r ) with the sequence {s m k }:
Denote by I T the image of the operator S T . First we can observe that the Riesz basis property of exponentials {e λ m k t } (see Proposition 5.1) implies I T ⊂ 2 . Moreover S T is bounded and it is easy to see that
This makes the following definition natural. When a moment problem corresponds to the controllability problem of an exactly controllable neutral-type system of the form (6.1), it is known from [16] that the length of the critical interval of solvability can be calculated by the formula
The integer n 1 (A −1 , B) is the first of a set of controllability indices for the pair (A −1 , B) (see for example [27] ). Our goal is to prove the same relation for the abstract moment problem (6.8) satisfying the assumptions of Theorem 6.1. Lemma 6.3. Let for some T 0 > 0 and ε 0 > 0 the image not increase in the interval ]T 0 , T 0 + ε], i.e. 
Then, for any N ∈ N, we obtain
Hence I T1+N ε ⊂ I T1 ∪ E ε I T1 ∪ · · · ∪ E N ε I T1 ⊂ I T1 , which implies I T1+N ε = I T1 . If N is chosen such that T 1 + N ε ≥ T 2 , then I T2 ⊂ I T1+N ε = I T1 ⊂ I T2 .
This proves our Lemma. Theorem 6.4. Let the moment problem (6.8) satisfy assumptions i) and ii) of Theorem 6.1. Then this problem is completely solvable and the length of the critical interval of solvability is T * = n 1 (A −1 , B) , where A −1 = diag{µ 1 , . . . , µ n }, B = {b j m } j=1,...,r m=1,...,n .
Proof. First we note that, by Theorem 6.1, the moment problem (6.8) almost corresponds (up to the substitution of a finite set {b j k,m } |k|≤N by {b j k,m } |k|≤N ) to the steering conditions for some exactly controllable system (6.1) whose minimal time of controllability is n 1 (A −1 , B) . This means, in particular, that for T > T * = n 1 (A −1 , B) , the images I T are subspaces of finite co-dimension in the space 2 . Our goal is to prove that I T = 2 , for T > T * . Since codimI T < ∞ for T > T * , it is sufficient to show that I T = 2 for some T > 0.
In parallel with the problem (6.8), let us consider the classic (scalar) moment problem (6.17) s m k =
T 0 e λ m k t v(t)dt, k ∈ Z, m = 1, . . . , n, v(·) ∈ L 2 (0, T ).
It is well known [1] that the family of exponential {e λ m k t } forms a Riesz basis in L 2 (0, n) and hence the problem is completely solvable for T ≥ n. We want to show that our problem (6.8) is also solvable for this T .
Let us put u j (t) = α j v(t), j = 1, . . . , r.
For this particular substitution, the relations of our moment problem (6.8) take the form covers the whole space R r . This contradicts the Baire theorem. Moreover, the assumptions ii) of the theorem (see the formulation of Theorem 6.1) imply that the sequence {b j k,m } is bounded and ∪ k,m Π k,m is a closed set. From these considerations, we can conclude that there are two constants c 1 and c 2 such that
This means that problems (6.17) and (6.18) have the same set of solvability. Then the problem (6.18) is solvable for all {s m k } ∈ 2 if T > T * . Since I T includes the set of solvability of (6.18), we obtain that I T = 2 for all T > T * .
Finally, we give the following illustrative example. Example 6.5. Consider two vector moment problems:
T 0 e (i(π+2πk)+ε 1 k )t (11u 1 (t) + u 2 (t))dt, for a certain choice of A 2 (θ), A 3 (θ). Since n 1 (A −1 , B 1 ) = 2 and n 1 (A −1 , B 2 ) = 3, the moment problem (6.19) is solvable for all {s j k } ∈ 2 if T > 2 and the problem (6.20) is solvable if T > 3.
Conclusion.
We give here some conditions for sets of complex numbers {λ} and n-vectors {d} such that they form a spectral set for a neutral-type system. This is a first step in solving vector moment problems using the exact controllability properties of a neutral-type system related to the given moment problem.
