ABSTRACT Different approaches to implement self-heating effects in a compact model are evaluated. The traditional approach using a subcircuit with the addition of an internal node can lead to significant increase in the simulation time. In contrast, by directly solving self-heating equations, the internal node is eliminated in the circuit Jacobian matrix. The resulting simulation time can be shortened in principle up to 60% or more without sacrificing the accuracy. The accuracy and time for self-heating simulations formulated using different approaches are compared in this paper to study their tradeoff. In addition, a generic approach to eliminate the need for internal nodes is proposed and demonstrated using the non-quasi-static effect model.
I. INTRODUCTION
Self-heating is getting more significant with the increased Joule heat density and reduced device volume. It is particularly important for transistors with a small channel volume surrounding by a large volume of insulator with slower thermal conduction such as silicon-oninsulator (SOI) MOSFETs [1] and multi-gate devices [2] . It is anticipated that all device models for the current technology nodes and beyond have to include self-heating effects.
The conventional approach to implement self-heating in many standard models [3] - [6] is to use a sub-circuit to solve the heat equation and track the temperature with an internal node. However, the use of internal node can significantly increase the simulation time in solving the circuit equations. For example, in a N stage ring-oscillator, the number of nodes is only N + 2 without any internal node. When self-heating is implemented with a sub-circuit, one internal node is added to both the NMOSFET and PMOSFET of the inverter chain leading to 3N + 2 nodes in the same ring oscillator circuit. Considering solving the sparse Jacobian matrix is a O(n 1.4 ) [7] process, the required simulation time is almost tripled. A method to speed up self-heating simulations is desirable. One possible way is to use the temperature solution of an earlier time point for calculating current at the present time point. However, it sacrifices the accuracy especially for signals with abrupt changes. By studying the transient simulation algorithm in SPICE, it is possible to incorporate the self-heating equations into the integration algorithm in solving the linear differential equations and eliminate the need for a sub-circuit without sacrificing accuracy. In this work, the accuracy and speed of these approaches to implement self-heating and potentially other circuits that require internal nodes are studied.
II. SOLUTION TO THE TEMPERATURE EQUATION
In compact models with the device temperature rise T, the thermal capacitance C th , the thermal resistance R th and the Joule power P th are related by the differential heat equation [3] - [5] :
It resembles the form of a simple RC circuit equation:
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Eq. (2) can be represented by the circuit diagram as shown in Fig. 1 (a) with one node and three components. By comparing the similarity between Eq. (1) and Eq. (2), a technique was developed to find the solution of equation (1) with an equivalent circuit [8] , [9] as shown in Fig. 1 (b) . The increase in temperatures is incorporated in the calculation of the device current to achieve a self-consistent iterative solution. Nowadays the sub-circuit (SC) method is almost a default self-heating simulation method due to its simplicity but its only drawback is an increase in simulation time.
In order to eliminate the internal node, current and voltage solutions from a previous time (PT) point at t i−1 can be used to calculate the temperature at the present time t i assuming the temperature difference over a short period of time between two time points is very small. That is, the current in the present time point is calculated using
Due to the assumption of small temperature change, this approach may sacrifice accuracy especially for fast varying signal with noticeable difference between solutions at t i−1 and t i . However, it serves as a reference for generic comparisons.
By more carefully examining the sub-circuit, the underlying equation is given by:
where 
where the superscript n or n+1 means the number of successive iterations. The process can be illustrated in the flowchart as shown in Fig. 2 (a) . It is a straightforward method and the only drawback is the increase in simulation time due to the incorporation of equation (4) into the Jacobian matrix resulting in a larger matrix size to solve. When an alternative integration method instead of the backward Euler one is used, e.g., the trapezoidal method, the equation for self-heating still resemble to Eq. (3):
where T' is the time derivative of the temperature rise. The iterative equation solved in SPICE is very similar to Eq. (4) as given below.
The differences are the time used in the integration (h or h/2) and the number of derivatives from previous time points. The coefficient of T n+1 i
, current I i and the constant terms are entered into the circuit matrix for a solution. The process is the same as that present in Fig. 2(a) . If the R th is temperature dependent [10] , an equation similar to Eq. (4) or (6) is obtained with Taylor expansion around T i−1 .
More careful examinations of Eq. (4) or (6) reveal that all the variables are known and except T n+1 i . Therefore, T n+1 i can be solved directly without going through the solution of the Jacobian matrix. In this approach, the flowchart is shown in Fig. 2 (b) . We shall call the method described in Fig. 2 (b) the Direct Evaluation (DE) method. By comparing Fig. 2 (a) and (b), the direct evaluation method is shown to be identical to the sub-circuit method but an entry to the Jacobian matrix is eliminated, resulting in a smaller matrix to be solved. Therefore, we expect the DE method can significantly increase the simulation speed without sacrificing the accuracy.
Self-heating simulations under DC analysis are performed under the same framework of Fig. 2 (b) , with the value at t i 292 VOLUME 6, 2018 and T i−1 removed. For simulations in the frequency domain, NR iterations are not required as the Jacobian matrix is linearized. The corresponding equation in the circuit matrix for the temperature node with the sub-circuit method including both real an imaginary part is given by
where w is the angular frequency and v represents the small signal voltage. The coefficients of nodal voltages, a, are not expanded to avoid lengthy expressions. Similar to equation (4) and (6), the temperature T can be expressed with the nodal voltages thus the algorithm in Fig. 2(b) is also applied to evaluate equation (7) without relying on an internal node. So we apply the DE method as an alternative to implement the sub-circuit in the frequency domain simulations.
III. IMPLEMENTATIONS AND COMPARISONS
To verify and compare the effectiveness of the different approaches to implement the self-heating equations, the DE method and the PT method are implemented into an open source simulator, Ngspice. We use some existing models with self-heating implemented using the SC approach as a reference. The difference between the PT, DE or SC is only the entry to the Jacobian matrix. As indicated by Eq. (4) and (6), different integration methods only differ by the way that they calculate Jacobian matrix entries, such as using different integration time step (such as h or h/2) and number of derivatives at pervious time points. The coefficient calculation is handled by a function call in SPICE. For example, in Ngspice, it is the NIintegrate function. Therefore, the same process can be used to evaluate the temperature with the DE method, regardless of integration methods. For the power dissipation, V n+1 may be used for the current I i based on Taylor expansions, creating non-diagonal matrix entries in the temperature part of Jacobian matrix. To implement the DE method, Eq. (4) or (6) are substituted into the nodal voltage equations for the matrix filling. The temperature is updated at the beginning of n th + 1 iteration for model evaluations as shown in Fig. 2 (b) . For AC simulations, Eq. (7) is used to calculate the temperature change either with an additional Jacobian matrix entry using the SC approach or without the entry in the DE approach. Fig. 3 plots the DC simulations of a single NMOSFET with and without including the self-heating models. The negative differential-resistance of the output characteristics in Fig. 3 (a) is well reproduced by all the SC, PT and DE methods with exactly the same output. This result is expected as the three methods are just different representations of the same equation in the iterative solution process. The conclusion is more obvious when we look at the steady-state temperature change as a function of bias which is shown in Fig. 3 (b) . The exactly same temperature rise is predicted using all three methods.
To study the speed of different methods for self-heating, it is necessary to simulate a complete circuit rather than individual devices. A typical ring oscillator as shown in Fig. 4 (a) is simulated. Fig. 4 (b) shows that both PT and DE can significant reduce the simulation time by more than 60%. As the number of iterations (scaled by 10,000) for all three methods are similar, the reduction of simulation time is achieved from the reduction of the size of the Jacobian matrix from 3N + 2 nodes to N + 2 nodes where N is the number of stage of the ring oscillator. It also agrees with the predicted computation time that grows with increase of the number of nodes with O(n 1.4 ) under modern sparse matrix solving algorithm. The DE method can be used to implement selfheating without any penalty in simulation convergence. As the number of circuit elements in larger scale circuits is around 2 to 4 times of the number of nodes, the DE method can reduce the size of the Jacobian to one third and results in significant reduction in simulation time.
To study the accuracy of the different methods to model the self-heating, we study circuits which are more susceptible to temperature changes, such as analog circuits [9] . A 2-stage amplifier as shown in Fig. 5 (a) is simulated under normal operation and large signal switching at both low and high input pulse rate to examine the time dependent selfheating behavior. Fig. 5 (b) shows the time evolution of the temperature change. The different data point at the same time point illustrated the iterative values and 2-3 iterations are required to achieve convergence. It shows that the sub-circuit VOLUME 6, 2018 293 and the DE approaches give exactly the same temperature change at all iteration point as they represent the different implementation of the same equation. The PT method shows a slightly slower temperature rise as the temperature value is not updated in the iteration process when calculating the transistor currents. Fig. 5 (c) provides a more detail breakdown on the simulation time spent on numerical iteration and solving the Jacobian Matrix. It shows that all methods have comparable number of iterations in response to a switching signal, independent from the amount of heating. However, the matrix solving time is the longest for the sub-circuit method due to the addition of the internal node. Fig. 5 (d) shows that when the time step increases over the thermal time constant (6µs) in the same transient simulations the convergence of the DE method is reserved.
Transient characteristics of the amplifier are shown in Fig. 6 (a) and (b) . When the input frequency is low, i.e., lower than 1/R th C th , all three methods give similar prediction on the output under the influence of self-heating in Fig. 6 (a) . The PT method shows a small deviation from the other two methods indicating some compromise in the accuracy due to the temperature difference as shown in Fig. 5 (b) . When the input frequency is higher, the self-heating effect on the amplifier performance is less significant as shown in Fig. 6 (b) . Again the DE method reproduces the SC method accurately, but the PT method shows its deficiency. Similarly the DE method reproduces the SC method under different integrations like the trapezoidal one.
The simulated frequency response of the amplifier is plotted in Fig. 7 (a) and (b) . Consistent with Fig. 6 , selfheating mainly affects the amplifier characteristics in the The above simulation results verifies that the DE approach can be used to implement self-heating models to replace the sub-circuit method in the same accuracy but with significantly shorter simulation time. Application of the DE approach with Verilog-A [11] requires some changes of the compiler for the circuit matrix operations, e.g., temperature calculations and the right hand side filling. The DE method is more suitable for isolated self-heating, however, has limitations in modeling the thermal coupling [12] between devices.
IV. EXTENSIONS TO DE APPROACH
The DE approach essentially takes out the nodal equations of isolated sub-circuits from the Jacobian matrix and evaluate the node voltage directly with an explicit equation inside the model. This approach is not limited to self-heating model, but other loosely-coupled sub-circuit models as well. For example, DE approach can be used to implement the non-quasi-static (NQS) MOSFET models used in the BSIM models [13] .
The BSIM NQS model is constructed with a state variable Q def to keep track of the deficit (or surplus) charge given by The time dependent expression of Q def at time t i is given by:
As Q def enters the branch current which then affects solution of the nodal voltages V i thus also Q def itself, Eq. (9) is also implicit. The iterative solution can be implemented using the following iterative form:
Different from self-heating, Q def after its direct evaluation will enter the matrix calculation. In this way the DE method embeds the charge iteration solution in the voltage NR process. NQS simulations with DE method slow down the convergences compared with the QS simulations, but maintain similar convergent speed compared with SC method.
For verification, we again use the DE and PT approach to compare with the results from the sub-circuit model on the benchmark circuit as shown in Fig. 8 (a) [13] . By turning on the NQS effect using a sub-circuit, the circuit matrix size increases from n=14 to n=22. Fig. 8 (b) shows that VOLUME 6, 2018 295 the circuit matrix solving time for a transient simulation increases following due to more iterations and longer solving time of each iteration. It shows that both PT and DE can effectively reduce the simulation time. However, due to the very non-linear nature of the circuit, the sub-circuit and DE methods that perform iterative update of the state variable require more iteration to converge and requires longer time than the quasi-static simulation or the PT method. Comparing the DE and sub-circuit approach, the DE on average requires one more iteration to converge, but it is still within the uncertainty margin. Overall, the DE method still provide substantial time saving compared to the sub-circuit method even though it is slower than the PT method due to more iteration needed. Fig. 9 (a) shows the simulation results of the current output. It is observed that all the 3 approaches to implement the NQS effect can capture the NQS behavior compared with the QS simulation. However, more detail comparison with enlarged scale shows that the PT have a small deviation from the sub-circuit approach while the DE approach show an exact match with the sub-circuit approach. It is expected that because they represented the same mathematical equations.
V. CONCLUSION
We have studied different approaches to implement the selfheating model in a MOSFET including the conventional sub-circuit approach, the previous-time point approach and the direction evaluation approach. It shows that there is a tradeoff in speed and accuracy between the PT and subcircuit approach. However, by taking out the loosely-coupled state variable represented by the sub-circuit voltage node from the Jacobian matrix and explicitly evaluating it inside a model, the same results can be achieved but with a much significantly reduced simulation time. The approach can be extended to any loosely-coupled sub-circuit model to speed up simulation time without sacrificing the accuracy.
