Abstract-A block-wise constellation design is presented for optical communication systems with multi-subcarrier modulation (MSM), intensity modulation (IM) and direct detection (DD). The DC-bias traditionally used only for compensating the negative peaks of the transmitter-side signals is treated as an informationcarrying basis in our proposed scheme called MSM-JDCM. Designs are done for both flat-fading and frequency selectivefading scenarios, and following a principle of high dimensional sphere packing. To simplify the problem, we apply the following methods. First, we use bounds on the waveform's maximum and minimum. Second, we use the maximum and minimum constraints on a set of sufficient samples of waveforms. Third, we relax non-convex distance constraints into convex ones by iterative linearizations. With the MSM-JDCM, we minimize electrical power, optical power, and peak power with a common target bit error rate (BER). Analysis shows that the MSM-JDCM offers significant power gains over MSM-Normal and MSM-SPSS. The short-term peak to average power ratio (PAPR) and long-term PAPR constraints are combined with the MSM-JDCM to mitigate the nonlinear distortion caused by high power amplifier and laser diode, which is another novelty of our scheme. To attain lower BER, a binary switching algorithm (BSA) is applied to find the improved constellation labeling.
I. INTRODUCTION
I N recent decades, there has been an increasing level of interests in optical wireless communications, including infrared, visible light, and ultraviolet communications [1] - [4] . Optical wireless communications offer a potential of highspeed transmissions in unregulated bands. Analogous to the multicarrier modulation employed in the RF systems [5] , multiple-subcarrier modulation (MSM) has been proposed for the optical systems [6] - [9] , where a transmitter modulates multiple electrical subcarriers onto the optical carrier through intensity modulation (IM), and a receiver captures the intensity modulated signals by a way of direct detection (DD). This is a non-coherent system and much cheaper to implement than its counterparts known as the all-optical systems [10] .
MSM along with IM/DD is a widely considered scheme for use in scattering environments [11] - [13] . For flat-fading environment, MSM is known to yield a higher spectral efficiency than traditional binary modulation techniques such as on-off keying (OOK) and pulse position modulation (PPM) [14, Chapter 5] . However, to our knowledge, MSM has been used only for flat-fading channels.
Constellation design is important for MSM IM/DD systems [15] - [17] . A good constellation design should be power efficient, including electrical, optical and peak-power efficiencies. A stream-wise scheme termed MSM-Normal is proposed in [15] , and a block-wise one termed MSM-SSPS (subcarrier signal point sequence) is in [16] and [17] . With the MSMNormal, bit sequences are independently modulated onto individual subcarriers using BPSK/QPSK (binary phase shift keying and quadrature phase shift keying). But the sum of the subcarrier waveforms likely contains a large negative peak which needs to be compensated by a DC (direct current) power, which compromises the power efficiency. With the MSM-SSPS, a more general constellation for multiple subcarriers with both I and Q channels is designed, which requires a less DC power for negative peak compensation. However, none of these two schemes treats the DC-bias as part of the information basis. In [18] , a sphere packing problem is formulated for constellation design of a single-carrier system, which treats the DC-bias as an information carrying basis.
In this paper, we will consider the constellation design for the MSM IM/DD system with either flat fading or frequency-selective fading channels. We propose a joint DC and multicarrier constellation design scheme, termed MSM-JDCM. This scheme provides an optimized constellation in a connected region in high dimensional space with the DCbias as an information basis. Convex optimization problems are formulated in Section III and solved by CVX [20] to provide optimized constellations. A good constellation design should not only be power efficient but also robust to the HPA and/or LD's nonlinearities. To deal with these nonlinearities, traditional schemes include selective mapping [21] , partial transmit sequence [22] , clipping [23] , tone reservation [24] , vector precoding [25] , companding transform [26] , and others [27] . In this paper, we show that our constellation design scheme MSM-JDCM, along with short-term PAPR (peak to average power ratio) or long-term PAPR constraints, provides a robustness against the nonlinearities. Near the end of the paper, we also consider a labeling problem (i.e., bits-to-symbols mapping) after a constellation is given. In the literature, the 0090-6778/14$31.00 c 2014 IEEE labeling schemes include the Gray Code mapping [28] , setpartitioning mapping [29] , [30] , maximum squared Euclidean weight mapping [31] , the binary switching algorithm (BSA) [32] . Among them, the BSA is able to accommodate labeling in a high dimensional space, and our simulation results show that the labeling using BSA noticeably reduces the BER (bit error rate) for a fixed SER (symbol error rate). A brief version of this paper is available in [19] .
Throughout the paper, we will use the following conventions. Boldface upper-case letters denote matrices, boldface lower-case letters denote column vectors, and standard lowercase letters denote scalars. (·)
T and (·) −1 denote the transpose and inverse operators. * denotes convolution. E denotes the expectation operator. < · > and || · || denote the Euclidean inner product and Euclidean norm. ⊗ denotes the Kronecker product. R n denotes the n-dimensional real space. The set of all integers is denoted by Z. By e i , we denote a vector with all zeros but the value one at the i-th element. By I, we denote the identity matrix. By O, we denote an all zero matrix. And ∇(·) denotes the gradient operator. Fig. 1 shows the system block diagram of an IM/DD optical wireless network. The received signal y(t) can be written as [2] y
II. MSM IM/DD OPTICAL COMMUNICATION SYSTEMS

A. The Flat-fading Channel Model
where t is continuous time index, s(t) denotes the intensity signal sent by the laser diode (LD), y(t) the received photocurrent by the photodetector (PD), h(t) the channel impulse response, η the electro-optical conversion factor in watts per ampere (W/A), and γ the photodetector responsivity. Signal intensity has to be non-negative, i.e.,
which is the fundamental constraint differentiating IM/DD from many coherent modulated systems and an important basis of the schemes mentioned later in this article. The proposed methods for constellation design and labeling require the channel state information which is typically static and easy to obtain for practical indoor optical wireless communications. We consider flat-fading channel model first. With a constant channel h = 1 assumed for multiple symbol intervals, the model is simplified to
where γη = 1 can be further assumed without loss of generality. In our design, s(t) is chosen from a signal set S = {s 1 (t), s 2 (t), . . . , s Nc (t)}, where each signal in the set is to be designed and N c is the constellation size. The discrete vector channel model can be written as:
where we assume the noise vector n[p] has independent random Gaussian elements with zero mean and variance N 0 /2 per dimension. We refer the readers to [18] for details about the relationship between the discrete and continuous channel models. It should be noted that [p] is to index the "discrete" signal space and (t n ) will be used to index the "discrete" time samples of the continuous signal waveforms.
Power metrics are thus defined: 1. the average electrical power Ψ e (t) = 
The index i is uniformly taking value from set I = {1, 2, . . . , N c } and T s is the symbol interval. The peak electrical power Ψ pe (t) is optimal as long as Ψ po (t) is optimized [18] so that it is omitted here. Other metrics such as the PAPR and dynamic range are analyzed in Section IV.
B. The information basis
Our transmission scheme is illustrated in Fig. 1 . Denote
T as a sequence of orthonormal information basis modulated by c i , the i-th symbol vector. φ 1 (t) is associated with the DC-bias, which is as well used by MSM-Normal and MSM-SSPS, but only for biasing purpose (not an information basis and is dropped by the receiver). The transmitted signal s i (t) by the LD is given by s i (t) = ηφ T (t)c i . If both I and Q channels are used by each subcarrier for MSM-JDCM, we term it MSM-JDCM-IQ, thus M = 2K + 1. If only the I channels are used, we term it MSM-JDCM-I, thus M = K + 1. The information basis is typically chosen as follows.
where
Ts is the frequency of k-th subcarrier. The rectangular window defined in (8) is not a practical signal to use in a real-world IM/DD channel due to its infinite bandwidth requirement, thus in this paper we propose to employ a "timedomain raised cosine (TDRC)" window defined as follows
We will choose a small β in this paper.
C. The waveform distances
The basis waveforms are typically normalized, i.e., the following holds
Straightforwardly, the inner product and Euclidean distance relationships between two waveforms hold as follows
The detection performance at the receiver, especially at high signal-to-noise ratio (SNR), is governed by the minimum distance among all waveform pairs.
D. The bit-to-symbol mapping
For the MSM-JDCM and MSM-SPSS, the bit sequence b i is mapped onto a symbol vector c i jointly, i.e.,
For the MSM-Normal, "subcarrier-wise (SCW)" mapping is employed, which maps bits onto subcarriers individually, i.e.
where I and Q stand for real and imaginary part respectively. (c I,k , c Q,k ) can take values from only (±a, ±a). The summation of all subcarriers pulses is then biased. The designing of the mapping functions is referred to as "constellation labeling" problem.
E. MSM-JDCM vs MSM-SSPS
The advantage of the MSM-JDCM over the MSM-SSPS is threefold: 1. the dimension of information basis of the MSM-JDCM is always higher than the MSM-SSPS by one, which is due to the use of DC-bias as information basis; 2. the MSM-JDCM searches constellation points in a continuous space, while MSM-SSPS restricts the searching space to a "discrete lattice" of size 9
K . Each subcarrier picks symbols from a (8+1)-APSK constellation [17] ; 3. MSM-SPSS has to use both I and Q channels for each subcarrier.
F. The selective-fading channel model
While multiple non-line-of-sight optical links exist, we choose the geometric series model for analysis in the paper, i.e.,
where δ(·) is a dirac-delta function, 0 < β i < 1 and τ i T s are real numbers denoting the gain and delay of the i-th channel tap respectively. γ is a very small value denoting the common path-loss which can be lumped into noise variance, and therefore we only consider the simplified channel
There are other choices for modeling the selective-fading channel, e.g., the exponential decay model, ceiling bounce model, and etc.. Comparisons among different channel models can be found in [36] . With the chosen h(t), we propose to design a set of pre-equalizers before c i comes into the JDCM modulator.
Proposition 1. The pre-equalizers that mitigate the effect of frequency-selective channel (16) are linear, and have the following form:
, for k-th subcarrier
Thus the modulating vectorc i = Pc i , where the symbol vector c i is pre-equalized by the blockdiagonal matrix
The proof can be found in Appendix B.
III. THE OPTIMIZATION PROBLEM
A. The objective functions
The MSM-JDCM is targeted at optimizing the joint symbol
T ∈ R (2K+1)Nc (for the IQ channels case). When the optimization goal is to minimize the average electrical power, the objective function is given by
where i is uniformly distributed over I. While for minimizing the optical average power, the objective function is written as
T is a (2K + 1)N c × 1 column vector with all zeros at except the (i − 1)M + 1's element, and therefore only the DC-bias part of each candidate waveform is averaged. The exact form of optical peak power constraint is hard to get and we aim at the upper bound of it as in the following. For a an arbitrary packet, the optical peak power is
(19) can be straightforwardly derived to upper bound the peak power, and we later show in III-D that this bound can be replaced by a set of point-wise constraints. By introducing the following notations:
with the 2k-th and 2k + 1-th
The optical peak power Ψ po (c) and electrical peak Ψ pe (c) power has a relationship of (20) such that optimizing one automatically guarantees the optimality of the other.
Besides the performance metrics mentioned above, one can choose to use linear combination of a number of objectives, or by running the optimization solver multiple times with more and more severe constraints. In other words, because there are competing performance metrics, there could be a range of different answers depending on which metrics are more important. This is important in practice and one can formulate different problems with combining or modifying the problems we address in this paper.
B. The constraints
With IQ channels, The symbol vector c i ∈ R 2K+1 can take values from a connected region as long as the nonnegative constraint is satisfied as follows.
With derivations in the equation at the bottom of the page, a sufficient but not necessary set of constraints can be used to guarantee the nonnegativeness of the transmitted signals as follows
These are convex constraints in c T . Later we show in III-D that a set of point-wise constraints serves as a replacement of this bound, with very little computational redundancy.
Besides the non-negativeness of signal, constraint has to be put also on the minimum distance among all constellation point pairs.
The following relation holds.
For short, replace l(p, q) with l. d min = 1 is assumed throughout this paper without loss of generality.
The distance constraints are nonconvex in c T and we firstly approximate the exteriors of the ellipses (high order cylinders) h l (c) < 1 with the first order Taylor series at c T (0) , i.e.
This approximation restricts the feasible region into a half space defined by
By running the algorithm with the above approximation once a new point c T (1) is found, which is guaranteed to maintain [33] . Then using Taylor series again at c T (1) , the feasible region is now approximated by a new halfspace H
We call this process as the "iterative Taylor series approximation", which iteratively finds the supporting hyperplane of h l (c T ) < 1 as the feasible region containing a local optimum. With multiple runs at a set of wide spread initial points, we expect to find the global optimum.
For simplicity, we drop the iteration index and write the minimum distance constraint as:
C. The optimization problems
We explicitly write out the formulation with peak power minimization objective:
The optimization is done iteratively, and the initial point c T (0) has to be a feasible point, i.e., satisfying the constraints
When the number of subcarriers is large, the computation of the MSM-JDCM and the MSM-SSPS grow so that regular PCs typically cannot handle the designs. We could turn to super computers with larger memory and higher processing capability, since this is just a "once-off" process.
D. The point-wise constraints
As mentioned, the upper bound of peak power (19) and lower bound of non-negative constraint (17) can be replaced by a set of point-wise constraints respectively. The reason for such replacement is that these bounds are not tight enough and a tighter bound is hard to find. By point-wise constraint, it is meant that all possible waveforms c i (t) defined in [0, T s ] are sampled at a set of discrete points t n and instead of c i (t), c i (t n ) ∀n are constrained, where
where N O denotes the oversampling rate for the subcarrier with highest frequency. It is observed in our simulations that with N O ≥ 4, the MSM-JDCM with point-wise constraints is able to outperform its counterpart with bounds. With flatfading channel, the peak power minimization with point-wise constraints can be written as:
We use MSM-JDCMP as an abbreviation for MSM-JDCM with point-wise constraints to distinguish from MSM-JDCMB, which denotes the MSM-JDCM with upper or lower bounds as constraints. With selective-fading channel, c T is replaced with Pc T in the first two constraints. With point-wise non-negative constraints, the waveforms are guaranteed to take non-negative values at the sample points, while they might take slightly negative values at the points in the middle. We thus propose to add an additional small DC bias term after obtaining waveforms designed with the MSM-JDCMP. Simulation results later on show that with N O ≥ 8, the negative peak of the designed waveforms is much smaller than the primary DC. Therefore, adding a additional DC does not noticeably cause severe performance loss. With more time samples, the complexity increases while a smaller additional DC is necessary for nonnegative waveforms. There is a tradeoff between the amount of the additional DC and the complexity.
IV. HPA NONLINEAR DISTORTION MITIGATION BY MSM-JDCMP
In practice, the system encompasses a HPA as in Fig. 2 , which may cause nonlinear distortion. Next to HPA, nonlinear distortion is caused by saturation of the output power of the LD. In this paper for illustrative purpose, we only consider the combined effect of these two blocked by studying the associated transfer function Γ(·) of the HPA and LD, which can be approximately seen as a linear function for input amplitude smaller than a certain threshold ζ. After the input reaches ζ, Γ(·) becomes a nonlinear function as shown by Fig.  3 . All sequences s i (t) contributes to the nonlinear distortion if it falls out of the region [0, ζ]. In this section, we propose to mitigate the nonlinear distortion by our MSM-JDCMP with minimizing the dynamic range, instantaneous PAPR, and long-term PAPR of all possible waveforms as the objective function. With the nonnegative constraint, it is straightforward to observe that the dynamic range is optimized though peak power limitation, i.e, is formulated by (27) or (29) . Simulation results for the nonlinear distortion reduction with MSM-JDCMP is shown in Section VI. No single objective is always the best. Depending on particular interests and specific HPA transfer functions, one can choose the most appropriate metric among all, which is beyond the scope of this paper. We only formulate the optimization problems with the constraints and give simulation results later.
A. The short-term PAPR minimization
• Short-term PAPR: is the ratio of the peak of an individual waveform over its average power. Each individually waveform is constrained under certain PAPR α i . The short-term PAPR while symbol c i is transmitted is:
Ψ e,i (c T ) is a convex function of c T . We seek to minimize the total electrical power under with the short-term PAPR constraintΨ e,i (c T ) ≤ α i ( 10 log 10 α i in dB ), we formulate the optimization problem as:
Linearization is initially done at the point c T (0) to yield a convex approximation of the nonconvex PAPR constraint. c T (0) is also the starting point of the iterations, which satisfies the nonnegative and minimum distance constraints such that the linearization updates with the iterations.
B. The long-term PAPR minimization
• Long-term PAPR: is the ratio of the peak of all waveforms over their averaged power, which is assumed to be less than α. For our scheme, the long-term PAPR is given by:
With the long-term PAPR constraintΨ e (c T ) ≤ α linearized similarly with the short-term PAPR, the optimization problem can be formulated as:
V. CONSTELLATION LABELING After the optimization problem is solved, we obtain N c = 2 N b constellation points in a 2K + 1 dimensional space with the minimum Euclidean distance d min . The SER is thus governed by d min . Good constellation labeling scheme, i.e., bit-to-symbol mapping c i = f (b i ), serves to reduce the number of bits in error while the SER is fixed. For smaller constellation sizes, brute force method can be applied to find a global optimal, while for larger constellations the complexity of exhaustive search soon becomes prohibitive. For constellations in high dimensional space as we design, there is no well recognized way of labeling. One heuristic algorithm, termed binary switching algorithm (BSA) by [34] was applied by [32] to output Gray or quasi-Gray mappings for two-dimensional constellations. The BSA can also be applied for labeling constellations in high dimensional space and we show that it significantly outperforms the random mapping.
Denote ξ n d as the subset of symbols c i ∈ ξ, whose label b i has value d ∈ {0, 1} in position n, i.e., ξ 
whered is the complement of d, i.e., if d = 0 thend = 1.
The BSA iteratively finds a local optimum for a random initial mapping, and several runs are executed to reach the global optimum (details can be found in [32] and references therein). The BSA is shown to greatly outperform random mapping as will be shown in Section VI.
VI. PERFORMANCE EVALUATION
In this section, we assess the power efficiencies and error performances of the MSM-JDCM, MSM-SSPS, and MSMNormal. Flat-fading channel and rectangular pulse shaping function are assumed through Section VI-A to VI-D and VI-F for illustrative purpose. A practical design example assuming selective-fading channel and TDRC pulse shaping function is considered in Section VI-E. Comparison between MSM and single carrier schemes such as on-off keying (OOK) can be found in [15] and is not included in this paper. 
A. SER and BER
For the MSM-JDCM and MSM-SPSS, we assume that each symbol is transmitted with equal probability. The union bound of SER is derived as [18, Eq.25]
is the minimum Euclidean distance, and N n is the number of neighbor pairs (which is defined in Section VI-F). The corresponding BER is
where λ 1 denotes the average number of bits in error when one symbol is in error (we seek to minimize λ 1 by the BSA in section VI-F).
For the MSM-Normal, we regard that one symbol is in error if any subcarrier is not correctly detected. The SER can then be derived as
where 0 <p 2 < 1 and p 2 < p 1 typically. The approximate equation is valid for medium-to-high SNR case, where the Q-function dominate the SER. The corresponding BER is
where λ 2 is the average number of bits in error when one symbol is in error.
B. The symbol waveforms and power gains
For the MSM-JDCMP, define the constellations optimized for electrical power, optical power, and peak power with size N c and K subcarriers as Θ 
where N c is the constellation size, Z ∈ {E, O, P }, x, y ∈ {0, 1, 2, 3, 4}, k x and k y are the number of subcarriers scheme x and y use respectively. Since the Q-function part dominate the SERs with medium-to-high SNR, we can neglect the multiplicative factor p 1 and p 2 in this case with only negligible over-estimation of the power gains 2 , as in Table I at the bottom of this page. are associated with different colors. We observe that the waveforms associated with the MSM-Normal and MSM-SPSS are less "irregular" while the one with MSM-JDCMP seems more random. Intuitively, the MSM-JDCMP is expected to take better usage of the design space. The Monte-Carlo simulation comparing the symbol error rate performance of the three schemes is shown by Fig. 11 , where the testing symbol sequence is of length 2 × 10 6 .
C. Spectral efficiency and Power efficiency tradeoff
Increasing K for a fixed N b , i.e., sacrificing a portion of the spectrum efficiency, could serve to increase the power efficiency. Θ Fig. 13 shows the waveforms designed to constraint the short-term PAPR to be 3dB with K = 2 and N b = 4 by choosing α i = α ∀i. Fig. 14 shows the waveforms designed to constraint the long-term PAPR to be 3dB. Whether one criterion is better than the others depends on the exact form of the transfer function of HPA and the probabilities of symbol occurrence. If a certain sequence has a nontrivially higher chance of transmission, it is better to force its amplitude into the linear region and in the mean time control the dynamic range of all sequences.
D. Nonlinear distortion mitigation with the MSM-JDCMP
E. Selective-fading channel with TDRC pulse shaper: a design example
We consider a chosen selective-fading channel
And we use the window function as defined in (9) as pulse shaper, with the roll-off factor β = 0.1. When K = 2 and N b = 4, we can obtain the pre-equalizer by using Proposition 1 calculated as follows 
F. The improved labelings
Recall the BER in (37)
where the erroneous number of bits λ needs to be minimized. In the previous sections we only calculated the Q function part, while this assumption is only accurate with medium to high SNRs. The constant multiplicative part should also be taken into account with lower SNR. Two points are treated as neighbors if the following holds
where δ is chosen such that
where SNR stands for the signal-to-noise ratio, E a is the average electrical energy over all waveforms, μ is a large number so that only pairs with distances smaller than 1 + δ are treated as neighbors, i.e., The pairwise error associated with non-neighbor pairs is neglected. μ = 100 is chosen in this section. It can be observed by simulations that further increasing μ does not change the results much. For Θ 0,2 E,16 , the best corresponding constellation labeling is found for each SNR value by BSA. The exhaustive search method, if applied, needs to compare 64! different labeling such that it is too costly to be useful. It can be observed from Fig. 16 that improved labeling offers a marginal BER gain (0.1dB at 10 
VII. CONCLUDING REMARKS
We have proposed a novel and efficient constellation design scheme, termed MSM-JDCM for the optical IM/DD systems. It offers significant power gains over the traditional methods. With the MSM-JDCMP, highly compact sphere packings in higher dimensional space that minimize the electrical/optical/peak powers are found in both flat-fading and selective-fading scenarios. Besides, the MSM-JDCM with PAPR constraints mitigates the system nonlinear distortion. It could potentially be a supplement to many other existing anti-distortion algorithms. In addition, we applied the binary switching algorithm to search for the best labeling. The obtained labeling greatly reduces the BER of the system. 
where m i (t) is an electrical domain waveform before biasing, b i (t) = c i,0 Π( t Ts ) is the DC-bias. For notation simplicity, we replace s i (t) and b i (t) by s(t) and b(t) = c 0 Π( t Ts ). s(t) goes through a frequency selective fading channel defined as in (16) , where max i (τ i )
T s such that Π(
t−τi
Ts ) can be approximated by Π( t Ts ), the receiver-side signal y(t) can be written as
y(t) = γη[m(t) + b(t)] * h(t)
where γη = 1 is assumed thus the above equation holds. Using basis defined in equation (5) 
