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We define and study the new notion of exact k-leaf powers where a graph G = (VG, EG) is
an exact k-leaf power if and only if there exists a tree T = (VT , ET ) — an exact k-leaf root
of G—whose set of leaves equals VG such that uv ∈ EG holds for u, v ∈ VG if and only if the
distance of u and v in T is exactly k. This new notion is closely related to but different from
leaf powers and neighbourhood subtree tolerance graphs.
We prove characterizations of exact 3- and 4-leaf powers which imply that such graphs
can be recognized in linear time and that also the corresponding exact leaf roots can be
found in linear time. Furthermore, we characterize all exact 5-leaf roots of chordless cycles
and derive several properties of exact 5-leaf powers.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We consider finite, simple and undirected graphs G = (VG, EG) with vertex set VG and edge set EG. The distance of two
vertices u, v ∈ VG in a graph G is denoted by dG(u, v) and the set of leaves of a tree T = (VT , ET ) is denoted by LT .
The kind of problem that we study within this paper receives motivation from three sources: graph powers, intersection
graphs and tree representations of similarity relations or evolutionary processes.
Graph powers have been studied for a long time (cf. Section 10.6 of [4]) and whereas it is NP-complete to decide whether
a given graph is a kth power [24] there are efficient algorithms for recognizing powers of trees [17,18,20].
Generalizing the concept of interval graphs [14], i.e. intersection graphs [23] of intervals, and interval tolerance graphs
[11,12], Bibelnieks and Dearing [2] introduced so-called NeST graphs, neighbourhood subtree tolerance graphs, which were
further studied by Hayward et al. [15] (cf. also [13]). For constant tolerances, these graphs reduce [2,15] to so-called NSI
graphs, neighbourhood subtree intersection graphs, which are chordal because they are intersection graphs of subtrees of
a tree [7,10] but which were shown [2,26] to be even strongly chordal [9] (Bibelnieks and Dearing [2] used a result of
Tamir [29]).
As noted by Hayward et al. [15] and Peled [26] (cf. also [13]) a graph G = (VG, EG) is an NSI graph if and only if there is a
tree T = (VT , ET ), a set C = {cu ∈ VT | u ∈ VG} of centers and some k ∈ N such that uv ∈ EG if and only if dT (cu, cv) ≤ k.
On the one hand this last observation shows that NSI graphs are exactly the induced subgraphs of powers of trees. On the
other hand it shows the similarity of this concept with the so-called leaf powerswhich were introduced by Nishimura et al.
[25] making reference to applications in distributed computing [21], computational biology and mathematical psychology
[1]. By definition [25], a graph G = (VG, EG) is a k-leaf power for some k ∈ N, if there is a tree T = (VT , ET ) such that VG = LT
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Fig. 1. T1 is an exact 5-leaf root of G1 and T2 is an exact 6-leaf root of G2 .
and uv ∈ EG if and only if dT (u, v) ≤ k. It is easy to see that a graph is an NSI graph if and only if it is a leaf power, i.e. a k-leaf
power for some k ∈ N. Leaf powers are closely related to the well-known phylogenetic trees which are fundamental for the
hierarchical classification of objects related by similarities. This concept dates back at least to the early 1970s [6] and has
recently received growing attention [16,19,28] especially in view of applications in computational biology.
The k-leaf powers for small values of k up to 4 are quite well understood by now [3,5,8,25,27]; the situation becomes far
more complicated already for k = 5 and several recent publications mention the characterization of k-leaf powers for k ≥ 5
as an open problem. It is interesting to note that also for phylogenetic k-roots [19] k = 5 is the first open case. Furthermore,
also Hayward et al. [15] explicitly mention the characterization of the NSI graphs, i.e. leaf powers, as an open problem.
In order to better understand what exactly makes matters far more difficult going from (k− 1) = 4 to k = 5, one idea is to
consider the configurations created by the additional edges that occur in k-leaf powers but not in (k− 1)-leaf powers. This
was the starting point of the research presented here and leads to the introduction of the new notion of exact k-leaf powers:
We define a graph G = (VG, EG) to be an exact k-leaf power for some k ∈ N if there is a tree T = (VT , ET ) such that VG = LT
and uv ∈ EG if and only if dT (u, v) = k. In this situation the tree T is called an exact k-leaf root of G.
Note that exact leaf powers are not special leaf powers. Fig. 1 shows two examples of exact k-leaf powers and illustrates
that these graphs need not be chordal as leaf powers are.
Whereas we introduced exact k-leaf powers modifying the definition of k-leaf powers, the reader should note that an
equivalent concept could be derived by modifying the definition of NeST graphs which requires the size of the intersection
of the neighbourhood subtrees corresponding to adjacent vertices to be at least as large as some threshold by additionally
requiring this size to be also at most as large as another threshold.
It is easy to see that a graph is an exact 2-leaf power if and only if it is a 2-leaf power if and only if it is the union of disjoint
cliques. Therefore, the first interesting value of k is 3.
The structure of our paper is as follows. After collecting some basic facts about exact k-leaf powers in Section 2, we devote
Sections 3 and 4 to characterizations of exact 3- and 4-leaf powers which imply that such graphs can be recognized in linear
time.
In Section 5 we collect several observations about exact 5-leaf powers. Unfortunately, as for (ordinary) 5-leaf powers, we
were not able to give a complete characterization of this class of graphs. Ourmain result in this section is the characterization
of all exact 5-leaf roots of chordless cycles. In Sections 3 and 4 the chordless cycles turned out to be an important object to
look at while seeking a characterization.
Before we proceed to the new results we recall some standard terminology for graphs G = (VG, EG). The neighbourhood
of a vertex u ∈ VG in G is denoted by NG(u). Two vertices x, y ∈ VG are false twins if NG(x) = NG(y). A clique is a set of
mutually adjacent vertices and a stable set is a set of mutually non-adjacent vertices. The subgraph of G induced by some
vertex subset U ⊆ VG is denoted by G[U]. If F denotes a set of graphs, then a graph G is called F -free if none of its induced
subgraphs is in F .
For l ≥ 1, let Pl, Kl and K1,l−1 denote the (chordless) path, complete graph and star of order l, respectively. For l ≥ 3,
let Cl denote the (chordless) cycle of order l. A graph is chordal if it contains no induced Cl, l ≥ 4, hole-free if it contains no
induced Cl, l ≥ 5, and bipartite if it contains no (induced) cycles of odd length. A chordal bipartite graph is a bipartite graph
containing no induced cycles of length greater than 4.
A vertex subset U ⊆ VG is amodule of G if NG(u) \ U = NG(v) \ U for all u, v ∈ U . A nontrivial module of G consists of at
least two, but not all vertices of G. Substituting a vertex v ∈ VG in a graph G by a graph H results in the graph obtained from
G[VG \ {v}]) ∪ H by adding all edges between vertices in NG(v) and vertices in H .
2. Basic facts
We collect some simple and basic facts about exact k-leaf powers.
Lemma 1. Let k ∈ N, k ≥ 2.
(i) All induced subgraphs of an exact k-leaf power are exact k-leaf powers.
(ii) A graph is an exact k-leaf power if and only if each of its connected components is an exact k-leaf power.
(iii) Substituting vertices by stable sets in an exact k-leaf power results in an exact k-leaf power.
(iv) An exact k-leaf power is an exact (k+ 2)-leaf power and an exact (2k− 2)-leaf power.
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Fig. 2. Some forbidden induced subgraphs for exact 2k-leaf powers.
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Fig. 3. Possible positions for v3 .
Proof. (i) This follows immediately from the simple fact that for every tree T and every set L ⊆ LT there exists an induced
subtree F of T with L = LF .
(ii) The only-if part follows from (i). For the if-part, assume that each connected component Gi of G has an exact k-leaf
root Ti. Take a new vertex v and connect the trees Ti and v arbitrarily by a path of length k. The resulting tree is clearly an
exact k-leaf root of G.
(iii) Substituting a vertex u in an exact k-leaf power G by a stable set corresponds to introducing additional copies of the
leaf u in an exact k-leaf root of G.
(iv) This follows immediately by subdividing every edge incident to a leaf exactly once or every edge not incident to a
leaf exactly once in an exact k-leaf root of the exact k-leaf power. 
Corollary 1. Let G be a connected graph, and let G∗ be the graph obtained from G by collapsing each nontrivial maximal module
S of G which is a stable set to a single vertex s. Then G is an exact k-leaf power if and only if G∗ is an exact k-leaf power.
Proof. Note that in any connected graph, the maximal modules which are stable sets are pairwise disjoint, hence G∗ is
well-defined. Now the statement immediately follows from Lemma 1. 
Lemma 2. Let k, n ∈ N.
(i) Every exact (2k+ 1)-leaf power is bipartite.
(ii) The tree obtained from a star K1,n by subdividing each edge exactly (k− 1) times is the only exact 2k-leaf root of Kn.
(iii) No graph in Fig. 2 is an induced subgraph of an exact 2k-leaf power.
Proof. (i) If VT = X ∪ Y is a bipartition of an exact (2k+ 1)-leaf root T of some exact (2k+ 1)-leaf power G, then every path
in T between vertices belonging to the same color class has even length. Therefore, VG = (LT ∩ X)∪ (LT ∩ Y ) is a bipartition
of G into stable sets LT ∩ X and LT ∩ Y .
(ii) This is trivial.
(iii) This follows easily from (ii) by considering the K3’s in the given graphs. 
In view of Lemma 1(iv), every exact k-leaf power for some odd k ≥ 3 is an exact l-leaf power for all l ≥ 2k − 3. It is an
interesting question which exact k-leaf powers are also exact (k + 1)-leaf powers. Note that, by Lemma 2(i), such graphs
must be bipartite.
3. Exact 3-leaf powers
After dealing with the exact 3-leaf powers of chordless cycles in Lemma 3 we proceed to Theorem 1 which is the main
result of this section.
Lemma 3. (i) Cl for even l ≥ 6 is not an exact 3-leaf power.
(ii) C4 has exactly the two exact 3-leaf roots depicted in Fig. 4.
(iii) Exact 3-leaf powers are chordal bipartite.
(iv) If C : v1v2v3v4v1 is an induced C4 of an exact 3-leaf power G, then either v1 and v3 or v2 and v4 are false twins in G.
Proof. (i) For contradiction, we assume that T is an exact 3-leaf root of the chordless cycle C : v1v2...vlv1 for some even
l ≥ 6. Clearly, v1 and v2 are two leaves at distance 3 in T and there are exactly the two possible positions within T for
v3 ∈ NC (v2) \ NC (v1) denoted by x1 and x2 in the left part of Fig. 3.
If v3 is a position x1, then NC (v1) = NC (v3) which is a contradiction in view of l ≥ 6. Hence v3 is at position x2 and
iterating this argument for v4, v5, . . . we necessarily obtain the structure in the right part of Fig. 3 which easily implies a
contradiction.
(ii) This follows easily using similar arguments as in the proof of (i).
(iii) This follows from (i) and Lemma 2(i).
(iv) This follows from (ii), since every exact 3-leaf root of C4 contains two leaves at distance 2. 
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Fig. 4. All exact 3-leaf roots of C4 .
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Fig. 5. The graphs A and domino.
The false twin operation adds a new vertex y to a graph G which is a false twin of an already existing vertex x in G. The
pendant vertex operation adds a new vertex y being adjacent to only one already existing vertex x in G.
Exact 3-leaf powers can be characterized similarly as 3-leaf powers [3,27] as follows.
Theorem 1. If G is a connected graph, then the following statements are equivalent.
(i) G is an exact 3-leaf power.
(ii) G is an {A, domino}-free chordal bipartite graph (cf. Fig. 5).
(iii) G is obtained from a tree by substituting vertices by stable sets.
(iv) Every induced subgraph of G is a forest or contains false twins.
(v) G is the result of a sequence of pendant vertex operations, starting with a single vertex, followed by a sequence of false twin
operations.
Proof. (i)⇒ (ii) follows from Lemma 3(iii) and (iv).
(ii)⇒ (iii) We prove this implication by induction on the number of false twins.
If G has no false twins, then G must be C4-free, since otherwise G would contain one of the graphs A or domino as an
induced subgraph. Thus, G is a tree, and (iii) follows.
If G has false twins, say x and y, then, by induction, G[VG \{y}] is obtained from a tree T by substituting the vertices v ∈ VT
by stable sets Sv . If u ∈ VT is such that x ∈ Su, then clearly G is obtained from T by substituting the vertices v ∈ VT \ {u} by
the stable sets Sv and substituting the vertex u by the stable set Su ∪ {y}.
(iii)⇒ (i) By Lemma 1(iii), we only need to show that every tree T is an exact 3-leaf power. If F arises from T by attaching
a new leaf to every vertex of T , then F is an exact 3-leaf root of T .
(ii) ⇒ (iv) Let G′ be an induced subgraph of G. If G′ has no induced C4, then it is a forest. If G′ contains an induced
C4 : v1v2v3v4v1 then v1 and v3 or v2 and v4 are false twins, since otherwise G′, hence G, would contain one of the graphs A
or domino.
(iv)⇒ (ii) This follows from the observation that the graphs A, domino, and the cycles Cl, l 6= 4, do not satisfy (iv).
(iii)⇔ (v) This follows from the fact that a graph is a tree if and only if it is the result of a sequence of pendant vertex
operations, starting with a single vertex, and the fact that substituting a vertex by a stable set is equivalent to creating a
sequence of false twins. 
Corollary 2. Exact 3-leaf powers can be recognized in linear time, and an exact 3-leaf root of a given exact 3-leaf power can be
constructed in linear time.
Proof. Consider a connected graph G as input. We first check, in linear time, if G is a bipartite graph. If not, G is not an exact
3-leaf power. Next, if G is a complete bipartite graph with bipartition V (G) = X ∪Y , then G is an exact 3-leaf power, and the
tree obtained from a P4 by substituting the two endvertices of the P4 by the stable sets X , respectively, Y , is an exact 3-leaf
root of G. Otherwise, the complement of G is connected, and the nontrivial maximal modules of G are stable sets, pairwise
disjoint, and can be computed in linear time [22].
Let G∗ be the graph obtained from G by collapsing each nontrivial maximal module M of G to a single vertex vM . By
Lemma 1(i) and (iii), G is an exact 3-leaf power if and only if G∗ is an exact 3-leaf power. Since G∗ is connected, and has no
nontrivial modules, Theorem 1 implies that G∗ is an exact 3-leaf power if and only if G∗ is a tree. So, if G∗ is not a tree, G is
not an exact 3-leaf power. Otherwise, an exact 3-leaf root of G can be obtained, in linear time, from the tree G∗ as described
in the proof of Theorem 1(iii)⇒ (i). 
4. Exact 4-leaf powers
Similarly as in the previous section, the exact 4-leaf powers of chordless cycles and additionally the exact 4-leaf power of
the diamondwhich is the unique graph with four vertices and five edges are the key to proving Theorem 2, the main result
of this section.
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Fig. 7. All exact 4-leaf roots of C4 .
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Fig. 8. The unique exact 4-leaf root of a diamond.
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Fig. 9. Forbidden induced subgraphs for exact 4-leaf powers.
Lemma 4. (i) Cl for l ≥ 5 is not an exact 4-leaf power.
(ii) C4 has exactly the two exact 4-leaf roots depicted in Fig. 7.
(iii) The diamond has a unique exact 4-leaf root depicted in Fig. 8.
(iv) Exact 4-leaf powers are hole-free.
(v) If C : v1v2v3v4v1 is an induced C4 of an exact 4-leaf power G, then either v1 and v3 or v2 and v4 are false twins in G.
(vi) The two nonadjacent vertices of an induced diamond of an exact 4-leaf power G are false twins in G.
Proof. (i) For contradiction, we assume that T is an exact 4-leaf root of the chordless cycle C : v1v2...vlv1 for some
l ≥ 5. Clearly, v1 and v2 are two leaves at distance 4 in T and there are exactly the three possible positions within T for
v3 ∈ NC (v2) \ NC (v1) denoted by x1, x2 and x3 in Fig. 6.
If v3 is at position x1, then NC (v1) = NC (v3)which is a contradiction in view of l ≥ 5. If v3 is at position x2, then v1v3 ∈ EC
which is a contradiction. Hence v3 is at position x3 and iterating this argument for v4, v5, . . .weobtain a similar contradiction
as in the proof of Lemma 3.
Parts (ii) and (iii) are easy and left to the reader and (iv), (v) and (vi) follow immediately from (i), (ii) and (iii). 
A maximal 2-connected induced subgraph of a graph is a block and a block graph is a connected graph in which every
block is a clique. It is well known and easy to see that block graphs are exactly the connected diamond-free chordal graphs.
A vertex whose removal disconnects a graph is a cutvertex.
Theorem 2. If G is a connected graph, then the following statements are equivalent.
(i) G is an exact 4-leaf power.
(ii) G is hole-free, and does not contain any graph in Fig. 9 as an induced subgraph.
(iii) G is obtained from a block graph by substituting vertices by stable sets.
Proof. (i)⇒ (ii) This follows from Lemma 4(iv), (v) and (vi).
(ii)⇒ (iii)We prove this implication by induction on the number of false twins. IfG has no false twins, thenGmust be {C4,
diamond}-free, since otherwise G would contain one of the graphs in Fig. 9 as an induced subgraph. Thus, G is a connected
diamond-free chordal graph. That is, G is a block graph.
If G has false twins, say x and y, then, by induction, G[VG \ {y}] is obtained from a block graph H by substituting vertices
v ∈ VH by stable sets Sv . If u ∈ VH is such that x ∈ Su, then clearly G is obtained from H by substituting the vertices
v ∈ VH \ {u} by the stable sets Sv and substituting the vertex u by the stable set Su ∪ {y}.
(iii)⇒ (i) By Lemma 1(iii), we only need to prove that every block graph G is an exact 4-leaf power.
For every block B of G let TB be the unique (cf. Lemma 2(ii)) exact 4-leaf root of B and let T arise by identifying the
neighbours of leaves corresponding to cutvertices of G. Obviously, T is an exact 4-leaf root of G. 
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Fig. 11. All exact 5-leaf roots of C6 .
Lemma 5. Let G be a connected graph, and let G∗ be the graph obtained from G by collapsing each nontrivial maximal module S
of G which is a stable set to a single vertex s. Then G is an exact 4-leaf power if and only if
(i) each block of G∗ is a complete multipartite graph, and
(ii) if x is a cutvertex of G∗, then {x} is a color class in each block of G∗ containing x.
Proof. Let G be an exact 4-leaf power. By Theorem 2, G is obtained from a block graph H by substituting the vertices v ∈ VH
by a stable set Sv . Without loss of generality wemay assume thatH has no false twins that is,H has no two blocks containing
just one cutvertex which together induce a P3.
Obviously, if v is a cutvertex of H , then S := Sv is a maximal module of G, and therefore s is a cutvertex of G∗. Thus, G∗ is
obtained from H by substituting non-cutvertices v of H by stable sets Sv . From this fact, (i) and (ii) follow immediately.
Now assume that G∗ satisfies (i) and (ii). By Lemma 1(iii), we only need to show that G∗ is an exact 4-leaf power. Note
first that, as G is connected, G∗ is also connected. For each block B of G∗ with the color classes {x1}, . . . , {xk}, Y1, . . . , Yl, where
x1, . . . , xk, k ≥ 0, are the cutvertices of G∗ belonging to B, let TB be the exact 4-leaf root of B depicted in Fig. 10.
Let T be the tree obtained from the trees TB by identifying the corresponding neighbours in TB of the cutvertices in G∗. By
(i) and (ii), it can easily be seen that T is an exact 4-leaf root of G∗. 
Corollary 3. Exact 4-leaf powers can be recognized in linear time, and an exact 4-leaf root of a given exact 4-leaf power can be
constructed in linear time.
Proof. Consider a connected graph G as input. We first compute all maximal modules S of Gwhich are stable sets, and then
construct the graph G∗ from G by collapsing each module S of G to a single vertex s. If one of the conditions (i) or (ii) in
Lemma 5 fails, then G is not an exact 4-leaf power. Otherwise, G is an exact 4-leaf power, and an exact 4-leaf root of G can
be constructed as in the proof of Lemma 5 [22].
Since G∗ can be constructed in linear time, and the conditions (i) and (ii) in Lemma 5 can be checked in linear time, as
well as dividing a graph into blocks can be done in linear time [30], the total running time is linear. 
5. Exact 5-leaf powers
The main result of this section is the characterization of all exact 5-leaf roots of chordless cycles. The key observation is
Lemma 7(i) which implies that exact 5-leaf roots of chordless cycles of length at least 8 are obtained by attaching several
short paths to a given long path which considerably restricts their structure. Nevertheless, Theorem 3 illustrates that there
is still a lot of freedom for these trees.
Lemma 6. (i) All exact 5-leaf roots of C4 arise from two disjoint chordless paths u1u2u3u4u5u6 and v1v2v3v4v5v6 by identifying
the vertices ui and vi for r ≤ i ≤ s for some 2 ≤ r ≤ s ≤ 5.
(ii) C6 has exactly the three exact 5-leaf roots depicted in Fig. 11.
(iii) The domino (cf. the left part of Fig. 12) has the unique exact 5-leaf root T depicted in the right part of Fig. 12.
Proof. (i) Let T = (VT , ET ) be an exact 5-leaf root of the chordless cycle C4 : v1v2v3v4v1. Clearly, v1 and v2 are two leaves of
T at distance 5 and Fig. 13 illustrates the four possible positions for the vertex v3 denoted by x1, x2, x3 and x4.
Now the vertex v4 ∈ NG(v1) ∩ NG(v3) is a leaf at distance 5 in T from the leaves v1 and v3 which implies that it is at
distance 5− i from yi for i = 1, 2, 3, 4 and the desired result follows easily.
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(ii) The straightforward proof of this statement can be done with similar arguments as used before and we leave it to the
reader.
(iii) Since the graph G[{v1, v2, v3, v4}] is an induced cycle of length 4, NG(v1) 6= NG(v3) and NG(v2) 6= NG(v4),
every exact 5-leaf root T of G contains as a subtree F one of the two exact 5-leaf roots T of G[{v1, v2, v3, v4}] in which
dT (v1, v3), dT (v2, v4) ≥ 3.
Fig. 14 illustrates these two possible subtrees together with the possible positions for the vertex v5 ∈ NG(v2) \ NG(v4)
denoted by x and the possible positions for the vertex v6 ∈ NG(v3) \ NG(v1) denoted by y.
Since only the right graph has a pair of leaves denoted by x and y at distance 5 from each other, the desired statement
follows. 
Lemma 7. Let G be a chordless cycle of even length l ≥ 8 and let T = (VT , ET ) be an exact 5-leaf root of G.
(i) For every vertex u ∈ VT at most two components of T [VT \ {u}] contain at least two leaves of T .
(ii) There is no path u1u2...ui−1uivi−1...v2v1 in T with i ∈ {3, 4}, u1, v1 ∈ LT and dT (u2) = · · · = dT (ui−1) = dT (v2) = · · · =
dT (vi−1) = 2.
(iii) If u1u2u3u4v2v1 is a path in T with u1, v1 ∈ LT and dT (u2) = dT (u3) = dT (v2) = 2, then at most one component of
T [VT \ {u4}] contains at least two leaves of T .
(iv) If u1u2...ui−1ui is a path in T with i ∈ {3, 4}, u1 ∈ LT , dT (u2) = dT (ui−1) = 2 and NT (ui) ∩ LT = ∅, then at most one
component of T [VT \ {ui}] contains at least two leaves of T .
(v) If u1u2u3v3v2v1 is a path in T with u1, v1 ∈ LT and dT (u2) = dT (v2) = 2, then at most one component of T [VT \ {u3, v3}]
contains at least two leaves of T .
Proof. (i) For contradiction, we assume that at least three components T1, T2 and T3 of T [VT \{u}] contain at least two leaves
of T . Let Li = VTi ∩ LT for i = 1, 2, 3. Since l ≥ 8, no two leaves of T are at distance 2 in T .
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By the assumption and since G is a cycle, there are at least two vertices in Li for i = 1, 2, 3 whose G-neighbourhood is not
contained within Li. In view of the third exact 5-leaf root of C6 displayed in the right part of Fig. 11, we can assume that not
all of L1, L2 and L3 contain a vertex at distance 2 from u and at the same time a vertex at distance 3 from u. Since every leaf
in Li at distance 4 from u has at most one G-neighbour outside of Li, this implies that there are at least two vertices in Li for
i = 1, 2, 3 that have one G-neighbour in Li as well as one in LT \Li. We call such vertices connecting. It is easy to see that there
can not only exist connecting vertices at distance 4 from u in some Li for i = 1, 2, 3. We refer to the above observations as
property (∗) and consider two cases.
Case 1. L1 does not contain a vertex at distance 3 from u.
By property (∗), L1 contains a connecting vertex u2 at distance 2 from u and a connecting vertex u4 at distance 4 from u.
Since u4 is connecting, T contains a leaf u1 adjacent to u. Since u2 is connecting, there is exactly one vertex v3 in LT \ L1 at
distance 3 from u. Without loss of generality, we assume v3 6∈ L3. Since L1 ∪ L3 does not contain a vertex at distance 3 from
u, property (∗) implies that v3 ∈ L2 and that v3 is connecting. Again, by property (∗), L2 contains a connecting vertex v4 at
distance 4 from u. The vertices u2, u4, u1, v4 and v3 appear in this order on G and the fact that u2, u4, v3 and v4 are connecting
implies the contradiction that G cannot contain leaves from L3.
Case 2. Li contains a vertex at distance 3 from u for i = 1, 2, 3.
Let u3, v3 and w3 denote vertices at distance 3 from u in L1, L2 and L3, respectively. In view of the third exact 5-leaf root of
C6 displayed in the right part of Fig. 11 and by property (∗), we may assume that L1 contains a vertex u2 at distance 2 from
u and that L3 does not contain a vertex at distance 2 from u. This implies that v3 and w3 are the only vertices in LT \ L1 at
distance 3 from u.
Because of u3, v3 and w3, no leaf at distance 2 from u is connecting. By property (∗), this implies that v3 and w3 are
connecting, L2 contains a connecting vertex v4 at distance 4 from u, L3 contains a connecting vertexw4 at distance 4 from u
and T contains a leaf u1 adjacent to u. The vertices u2,w3,w4, u1, v4 and v3 appear in this order on G and the fact that v3, v4,
w3 and w4 are connecting implies the contradiction that G cannot contain two leaves from L1. This completes the proof of
(i).
(ii) For contradiction, we assume the existence of a path as specified in the statement. The degree conditions imply that
NG(u1) = NG(v1)which is a contradiction.
(iii) For contradiction, we assume that u1u2u3u4v2v1 is as specified in the statement and that two components T1 and T2
of T [VT \ {u4}] contain at least two leaves of T . Let Li = VTi ∩ LT for i = 1, 2.
If neither L1 nor L2 contains a vertex at distance 2 from u, then L1 and L2 both contain a vertex at distance 3 from u
which implies the contradiction dG(v1) ≥ 3. Hence, we may assume that L1 contains a vertexw2 at distance 2 from u. Since
dG(u1) = 2 and G is not C4, L2 does not contain a vertex at distance 2 from u or a vertex at distance 3 from u which implies
the contradiction that G cannot contain leaves from L2.
(iv) We prove the statement for i = 4 and leave the proof of the similar case i = 3 to the reader. For contradiction, we
assume that u1u2u3u4 is as specified in the statement and that two components T1 and T2 of T [VT \ {u4}] contain at least two
leaves of T . Let Li = VTi ∩ LT for i = 1, 2.
Clearly, LT contains two vertices v2 and w2 at distance 5 from u1. By the degree conditions and since no two leaves of T
are at distance 2, v2 andw2 are at distance 4 from each other. If v2, w2 6∈ L1, then L1 can contain neither a vertex at distance
2 from u4 nor a vertex at distance 3 from u4 which implies a contradiction. Hence, we may assume v2 ∈ L1 and w2 ∈ L2.
Since NT (u4) ∩ LT = ∅, L1 contains a vertex v3 at distance 3 from u4 and L2 contains a vertexw3 at distance 3 from u4. Now
w3v2u1w2v3 is a subpath of Gwhich easily implies a contradiction because G is chordless.
(v) For contradiction, we assume that u1u2u3v3v2v1 is as specified in the statement and that two components T1 and T2
of T [VT \ {u3, v3}] contain at least two leaves of T . Let Li = VTi ∩ LT for i = 1, 2.
First, we assume that LT contains a vertex x at distance 4 from u1 and at distance 5 from v1. This implies that G contains
the subpath xv1u1. By the assumption, this implies that LT also contains a vertex y at distance 4 from v1 and at distance 5
from u1. Now xv1u1yx is a cycle of length 4 which is a contradiction. Therefore, we can assume that T contains neither x
nor y as specified above. This implies that LT contains a vertex a at distance 5 from u1 and at distance 6 from v1. Similarly,
LT contains a vertex b at distance 6 from u1 and at distance 5 from v1. If a, b 6∈ L1, then L1 can contain neither a vertex at
distance 2 from {u3, v3} nor a vertex at distance 3 from {u3, v3}which implies a contradiction. Hence, we may assume that
a ∈ L1 and b ∈ L2. By the assumption, L2 contains a vertex c at distance 4 from v3 and LT contains a neighbour d of v3. Now
cdau1v1b is a subpath of Gwhich easily implies a contradiction to the assumption and the proof is complete. 
Theorem 3. If G is a chordless cycle of even length l ≥ 8 and T = (VT , ET ) is an exact 5-leaf root of G, then T arises from one copy
F1 of T1 in Fig. 15, some copies F2, . . . , Fj−1 of T2, . . . , T6 in Fig. 15 and one copy Fj of T7 in Fig. 15 by adding the edge between
the vertex denoted b in Fi and the vertex denoted a in Fi+1 for 1 ≤ i ≤ j − 2 and the two edges between the vertex denoted b in
Fj−1 and the two vertices denoted a′ and a′′ in Fj.
Proof. By Lemma 7, the set of vertices u ∈ VT such that at least two components of T [VT \ {u}] contain at least two leaves
of T induces a path x1x2...xν in T and there are always exactly two components of T [VT \ {u}] containing at least two leaves
of T . Furthermore, Lemma 7 implies that T arises by attaching sets of internally disjoint paths to the vertices of a path
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Fig. 15. Parts of exact 5-leaf roots of Cl , l ≥ 8.
x0x1x2...xνxν+1 and the different statements of Lemma 7 imply several restrictions on these sets. Since l ≥ 8, it follows
easily that ν ≥ 1.
We will prove the theorem by induction on l. In view of the very limited structure of T described above the verification
of the statement for l = 8 is straightforward yet tedious andwe leave it to the reader. For the induction step wewill identify
a certain part of the path x1...xν which we will cut out in such a way that we obtain an exact 5-leaf root of a chordless cycle
of length less than l. The induction hypothesis for this smaller cycle together with the structure of the part that we cut out
will imply the desired result.
Let u1 ∈ {x1, . . . , xν} and let v1 andw1 be the two neighbours of u1 in the two components of T [VT \ {u1}] containing at
least two leaves of T . As said before, the component of T [VT \{v1, w1}] containing u1 consists of a setP of internally disjoint
paths that all share the endvertex u1. Since every vertex in G has degree 2, all paths inP have length at most 3. Furthermore,
by Lemma 7, |P | ≤ 2. Since l ≥ 10, this implies that we can assume — possibly by swapping the role of v1 and w1 — that
the component of T [VT \ {u1}] which contains w1 contains at least four leaves of T . We choose u1 such that the maximum
length lmax of a path in P is maximum and consider different cases corresponding to lmax. Clearly, lmax ≥ 1.
Case 1. lmax = 3.
Let u1u2u3u4 be a path in P . By Lemma 7, P contains exactly one further path u1u5 of length 1. Since u4 ∈ LT and
thus dG(u4) = 2, the vertices v1 and w1 are adjacent to leaves v2 and w2, respectively. Clearly, there are vertices v3 ∈
NT (v1) \ (LT ∪ {u1}) andw3 ∈ NT (w1) \ (LT ∪ {u1}).
First, we assume that neither v3 nor w3 is adjacent to a leaf of T . It is easy to see that the component of T [VT \ {w1}]
containing w3 also contains a vertex w5 ∈ LT at distance 2 from w3 and a vertex w6 ∈ LT at distance 3 from w3. If w5 and
w6 are at distance 5 in T , then u5w5w6w2u4v2 is a subpath of G which implies a contradiction to the assumption that the
component of T [VT \ {u1}] which contains w1 contains at least four leaves of T . Therefore, w5 and w6 are at distance 3 in
T . Let w4 denote the neighbour of w5. Now the desired statement follows easily by induction considering the tree T ′ that
arises from T [VT \ {u1, . . . , u5, v1, v2, w1, w2, w3}] by adding the edge v3w4. In fact, going from T to T ′ we cut out of the
cycle G the two subpaths v2u4w2 and u5 and connect the G-neighbour of v2 different from u4 tow5 and the G-neighbour of
u5 different fromw5 tow6. Clearly, this results in a shorter chordless cycle.
Next, we assume that v3 is adjacent to a leaf v4. Now v4w2u4v2 is a subpath of G which easily implies that also w3 is
adjacent to a leafw4. This implies that there are vertices v5 ∈ NT (v3)\(LT∪{v1}),w5 ∈ NT (w3)\(LT∪{w1}), v6 ∈ NT (v5)∩LT
andw6 ∈ NT (w5) ∩ LT . Furthermore, there are vertices v7 ∈ NT (v5) \ (LT ∪ {v3}) andw7 ∈ NT (w5) \ (LT ∪ {w3})which are
not adjacent to leaves. This implies the existence of a vertexw8 ∈ NT (w7) \ (LT ∪ {w5}). Now the desired statement follows
easily by induction considering the tree T ′ that arises from T [VT \ {u1, . . . , u5, v1, . . . , v6, w1, . . . , w7}] by adding the edge
v7w8. This completes the proof for Case 1.
Case 2. lmax = 2.
Let u1u2u3 be a path in P . Clearly, there are paths u1v1v2v3 and u1w1w2w3 in T with v3, w3 ∈ LT .
First, we assume that there are vertices v4 ∈ NT (v1) ∩ LT and w4 ∈ NT (w1) ∩ LT . This implies the existence of vertices
u4 ∈ NT (u1)∩ LT , v5 ∈ NT (v2)\ {v1},w5 ∈ NT (w2)\ {w1}, v6 ∈ NT (v5)∩ LT andw6 ∈ NT (w5)∩ LT . Furthermore, this implies
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Fig. 16. Forbidden induced subgraphs for exact 5-leaf powers.
the existence of vertices v7 ∈ NT (v5)\{v2},w7 ∈ NT (w5)\{w2}, v8 ∈ NT (v7)∩LT ,w8 ∈ NT (w7)∩LT , v9 ∈ NT (v7)\(LT ∪{v5})
andw9 ∈ NT (w7) \ (LT ∪ {w5}). Clearly, neither v9 norw9 are adjacent to leaves. Letw10 ∈ NT (w9) \ (LT ∪ {w7}).
Now the desired statement follows easily by induction considering the tree T ′ that arises from T [VT \ {u1, . . . ,
u4, v1, . . . , v9, w1, . . . , w9}] by adding the edge v9w10.
Next, we assume that w1 is not adjacent to leaves. This implies the existence of vertices w4 ∈ NT (w2) \ {w1}, w5 ∈
NT (w4) ∩ LT and u4 ∈ NT (u1) ∩ LT . It follows immediately that also v1 is not adjacent to a leaf and the desired statement
follows easily by induction considering the tree T ′ that arises from T [VT \ {u1, . . . , u4, w1}] by adding the edge v1w2. This
completes the proof for Case 2.
Case 3. lmax = 1.
Let u1u2 be the unique path in P . Clearly, there are paths u1v1v2v3v4 and u1w1w2w3w4 in T with v4, w4 ∈ LT . It is easy to
see that either v1 or w1 is adjacent to a leaf and we assume that w1 is adjacent to a leaf w5. Furthermore, since assuming
that either v1 or w2 is adjacent to a leaf easily leads to a contradiction, the desired statement follows easily by induction
considering the tree T ′ that arises from T [VT \ {u1, u2, w1, w2, w5}] by adding the edge v1w3. This completes the proof for
the final Case 3. 
A cactus is a connected graph, all blocks of which are either K2 or chordless cycles.
Corollary 4. All bipartite cacti are exact 5-leaf powers.
Proof. The proof follows easily by induction over the number of blocks using exact 5-leaf roots of the chordless cycles as
described in Lemma 6 and Theorem 3. 
The reader should note that the results in this section imply several properties of exact 5-leaf powers. By Lemma 6 for
instance, exact 5-leaf powers do not contain one of the graphs in Fig. 16 as an induced subgraph.
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