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Abstract
We study the representation theory of code vertex operator algebrasMD (VOAs)
constructed from an even binary linear code D in [M2] and we then construct VOAs
V containing a set of mutually orthogonal rational conformal vectors with central
charge half such that the sum of them is the Virasoro element of V using the repre-
sentation theory of MD. The most famous example of such VOAs is the Moonshine
VOA V ♮. If a simple VOA V contains such a set of conformal vectors, then V has
an elementary Abelian automorphism 2-group P generated by involutions given in
[M1]. As a P -modules, V has a decomposition V = ⊕χ∈Irr(P )V χ into the direct
sum of weight spaces V χ of P . It was proved in [DM] that V χ is an irreducible
V 1P -module. Therefore, the classification of such a VOA V P and the fusion rules
of its irreducible modules will determine the structure of V . We will show that
the fixed point space V 1P is isomorphic to a code VOA MD of some binary linear
even code D and then study and classify all irreducible MD-modules and the fusion
rules of them. Especially, a Hamming code VOA MH8 of [8, 4, 4]-Hamming code H8
has a nice property that the tensor product of irreducible module with Z/2-lowest
weights and an irreducible module is always an irreducible module. Namely, the
fusion rules of such modules have always a single component. Especially, it de-
termines a structure of VOA containing a tensor product of Hamming code VOAs
by its representations. As an application, we show a way of construction of VOA
from a pair of binary codes satisfying some conditions. The key point is that vertex
operators of all elements are automatically determined and the VOA structure on
it is uniquely determined.
1 Introduction
The notion of vertex operator algebra (VOA) naturally arises from FLM’s construction
of the moonshine module and Borcherds’ insight [B], [FLM]. A VOA is essentially the
chiral algebra of a two-dimensional conformal quantum field theory.
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The most interesting example is the moonshine module V ♮ =
∑∞
i=0 V
♮
i . The construc-
tion for the moonshine module is treated in the book [FLM]. On the other hand, the
simplest example is one of the minimal series of rational VOA L(1
2
, 0) with central charge
1
2
. This is generated by one rational conformal vector with central charge 1
2
. It is known
as a critical theory of two-dimensional Ising model and it has a relation with the magnetic
field. Here, a rational VOA means that it has only finitely many irreducible modules and
any module is a direct sum of irreducible modules.
For example, L(1
2
, 0) has only three irreducible modules L(1
2
, 0), L(1
2
, 1
2
), and L(1
2
, 1
16
),
where the first entry is the central charge and the second denotes the lowest weights. Its
fusion rules are :
(1) L(1
2
, 0) is identity,
(2) L(1
2
, 1
2
)× L(1
2
, 1
2
) = L(1
2
, 0),
(3) L(1
2
, 1
2
)× L(1
2
, 1
16
) = L(1
2
, 1
16
), and
(4) L(1
2
, 1
16
)× L(1
2
, 1
16
) = L(1
2
, 0) + L(1
2
, 1
2
).
(1.1)
The remarkable property of the fusion rules for Ising model is that they give us two binary
modes:
h :

 L(
1
2
, 0), L(1
2
, 1
2
) → 0
L(1
2
, 1
16
) → 1 h˜ :

 L(
1
2
, 0) → 0
L(1
2
, 1
2
) → 1 , (1.2)
which commute with the fusion rules.
Throughout this paper, we will treat a vertex operator algebra V containing a set
{e1, . . . , en} of mutually orthogonal rational conformal vectors ei with central charge 1
2
such that the sum
∑n
i=1 e
i of them is the Virasoro element w of V . The most important
example is the moonshine VOA V ♮. It contains mutually orthogonal 48 conformal vectors
with central charge 1
2
[DMZ]. Since each rational conformal vector ei generates a vertex
operator subalgebra < ei >∼= L(12 , 0), V contains a vertex operator subalgebra
T ∼= ⊗ni=1L(12 , 0), that is, the tensor product of n copies of L(12 , 0). We can see V as a
T -module. It is also proved in [DMZ] that every irreducible module of tensor product
VOA is a tensor product of each irreducible modules. Namely, every irreducible T -module
can be expressed in the form
⊗ni=1L(
1
2
, hi), (1.3)
where hi is one of 0, 1
2
, 1
16
.
Definition 1 We will call the above n-tuple (h1, ..., hn) of each lowest weights ”lowest
weight row” of L. We will show that T is rational in Corollary 3.1. Let W be a T -
module. Since dimWm is finite and the lowest weight
∑n
i=1 h
i of ⊗ni=1L(12 , hi) is less than
2
or equal to 1
2
n, we obtain that W is a finite direct sum of such irreducible T -modules. Let
lwr(T,W ) denote the set of all lowest weight rows of irreducible T -submodules of W with
multiplicities. For each irreducible T -module W with lowest weight row h = (h1, ..., hn),
we assign to it a word h˜ = (h˜1, ..., h˜n) by h˜i = 1 if hi = 1
16
and h˜i = 0 otherwise. This
is given by the first binary mode in (1.2). We will call this word “a 1
16
-word of W” and
denote it by h˜(W ). Even if W is not an irreducible T -module, we can use the same
notation h˜(W ) whenever all irreducible T -submodules of W have the same word.
It is proved by the author in [M1] that if a vertex operator algebra V contains a
rational conformal vector e with central charge 1
2
, that is, if V contains L(1
2
, 0), then we
get an automorphism τe of VOA V by defining the endomorphism :
τe :

 1 on L(
1
2
, 0)-submodule U ∼= L(12 , 0) or L(12 , 12)
−1 on L(1
2
, 0)-submodule U ∼= L(12 , 116).
(1.4)
This automorphism is given by the first binary mode in (1.2). Applying to our case, we
have an elementary Abelian automorphism 2-group P =< τei | i = 1, ..., n > generated
by n mutually commutative automorphisms. The fixed point space V P becomes a vertex
operator subalgebra of V and it coincides with the subspace generated by all irreducible T -
modules whose lowest weight rows have no 1
16
entries in them. Such VOAs are constructed
by the author in [M2] as code VOAs MD from even linear codes D and we will actually
show that V P is isomorphic to MD for some even binary linear code D in Sec.4.3 if V
P is
simple. We note that if V is simple, then so is V P by [DM]. For any linear character χ
of P , it is proved by Theorem 4.4 in [DM] that the weight space
Vχ = {v ∈ V | gv = χ(g)v for all g ∈ P} (1.5)
is a nontrivial irreducible V P -module. Therefore, the classification of such code VOAs
and their modules becomes important for studying these VOAs. This is our motivation
of this paper.
Since every linear character χ of P is given by a map
χ : τei → (−1)h˜
i
(h˜i = 0, 1), (1.6)
it assigns to χ a binary word hχ = (h˜
1, . . . , h˜n). Therefore, the component Vχ is generated
by all irreducible T -submodules W with 1
16
-word h˜(W ) = hχ. The set of all
1
16
-words hχ
of T -submodules in V is closed under the sum and hence it forms a binary linear code S
of length n. We will show that S is orthogonal to D.
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One of the main purposes in this paper is to construct a VOA by the reverse way.
Namely, assume that we are given a suitable pair of binary linear codes D and S satisfy-
ing the following conditions:
Hypotheses II
(1) D and S are both even linear codes.
(2) 〈D,S〉 = 0.
(3) For any α ∈ S, the weight |α| is a multiple of eight.
(4) For any α ∈ S, D contains a self-dual subcode Eα such that Eα is a direct sum
Eα = ⊕ki=1Eiα of [8, 4, 4]-Hamming codes Eiα and Hα = {β ∈ Eα : β ⊆ α} is a direct factor
of Eα.
(5) For any two codewords α, β ∈ S, we assume
Kα + Eβ = Kα+β + Eβ, (1.7)
where Kα = {β ∈ D : β ⊆ α}.
Under the hypotheses II (1) ∼ (5), we will first construct a code VOA MD. One of
our assumptions is that D contains a lot of [8, 4, 4]-Hamming codes so that we can use
the representation theory of Hamming code VOA MH8, which has nice properties as we
will see in Sec.5 and Sec.6. We will next introduce the concept of induced MD-modules
from MC-modules for C ⊆ D. By this concept of induced module, we can define an
MD-module V
α from a suitable MEα-module Uα for all α ∈ S and assume that V α+β is
a component of the tensor product V α × V β for any α, β ∈ S. We choose Uα so that
MEα ⊕Uα has a simple VOA structure on it and assume some commutative condition for
a pair (V α, V β). Set V = ⊕α∈SV α. Under these conditions, we will show that the vertex
operators Y (v, z) ∈ End(V )[[z, z−1]] for all v ∈ ⊕α∈SV α are uniquely determined up to
change of basis and (V, Y ) has a VOA structure on it.
In Sec.3, we will recall the properties of VOAs. In Sec.4, we will recall a tensor product
construction of code VOA by using a vertex operator superalgebra from [M2]. In Sec.5,
we will study and classify all irreducible MD-modules. In Sec.6, we construct a VOA VH8
and study the fusion rules. In Sec.7, we will construct a VOA containing a tensor product
⊗VH8 and show that a VOA structure on it is uniquely determined up to change of basis
by its representations under some conditions.
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2 Notation
α = (ai), β = (bi), γ Words.
αi, βi Words in (Z2)
8 or (Z2)
8/H8.
|α| The weight of binary word α = (ai), that is |{i | ai = 1}|.
D, K Even binary linear codes.
e A conformal vector with central charge 1
2
.
{ei | i = 1, ..., n} A set of mutually orthogonal rational conformal vectors
with central charge 1
2
.
{ei | i = 1, ..., 8} A set of eight coordinate conformal vectors in VH8.
E, Eα E = ⊕Ei. Direct sums of Hamming subcodes.
{di}, {f i} The other two sets of mutually orthogonal eight conformal
vectors in MH8 = VH8.
h = (hi) A lowest weight row.
h˜ = (h˜i) h˜i =

 1 if h
i = 1
16
0 if hi = 0, 1
2
. A 1
16
-word of h.
h˜(W ) The 1
16
-word of W .
H8 The [8, 4, 4]-Hamming code.
H(1
2
, α), H( 1
16
, β) The irreducible VH8-modules, see Def.13 in Sec.6.2.
I
(
W 1
W 2 W 3
)
The space of intertwining operators of type
(
W 1
W 2 W 3
)
.
IndMDME (U) The induced MD-module from an ME-module U , see Sec.5.2.
Kˆ A central extension {±ek | k ∈ K} of K by ±1.
lwr(T,W ) The set of all lowest weight rows, see Def.1.
L(1
2
, 0) The rational Virasoro VOA with central charge 1
2
.
L(1
2
, h) An irreducible L(1
2
, 0)-module with lowest weight h.
M A minimal SVOA M =M0¯ ⊕M1¯, see Sec.4.1.
M0¯, M1¯ The even part and the odd part of SVOA M .
Mα = (⊗α=(ai)(M i)ai)⊗ ed.
MS =
∑
α∈SMα.
Mˆα = ⊗α=(ai)(M i)ai .
MˆS =
∑
α∈S Mˆα.
MD A VOA constructed from an even binary linear code D.
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N A sufficiently large integer.
N = {0, 1, 2, · · ·}. The set of nonnegative integers.
νi νi = (0
s−110n−i) = {i}.
P =<τei | i = 1, ..., n>.
q A lowest weight vector q = 1√
2
(ex + e−x) ∈M1¯, see (4.9).
qi A copy of q in M i, see (4.33).
qa
i

 = 1
i ∈M i0¯ if ai = 0
= qi ∈M i0¯ if ai = 1.
qα ⊗qai . See (4.33).
Q A Kˆ-module.
Q The field of rational numbers.
{sα : α ∈ Z82/H8} The other sixteen conformal vectors in VH8, see (6.3).
σe An automorphism of VOA given by e of type 2, see [M1].
Support of D = {i|∃(ai) ∈ D s.t. ai 6= 0}
T = ⊗ni=1L(12 , 0), see Sec.1.
τe An automorphism of VOA given by e, see [M1].
× A fusion rule or a tensor product.
VH8 =MH8 . The VOA constructed by H8, see Sec.6.
w,wi Virasoro elements.
Y (v, z) =
∑
n∈Q vnz
−n−1. A vertex operator of v.
Z The ring of integers.
Z2 = {0, 1}. The binary field.
A(x, y) ∼ B(x, y) ⇔ ∃N ∈ N s.t. (x− y)N(A(x, y)− B(x, y)) = 0
(1m0n) = (1 · · ·10 · · ·0)
1, 1i The vacuum.
3 Vertex operators
3.1 Properties of VOAs
Throughout this paper we will treat a VOA V = ⊕∞i=0Vn such that dimV0 = 1. First, let
us recall some basic properties of VOAs.
Definition 2 Let V be a vector space. We will use the following notations:
R[[z, z−1]] = {∑n∈Z anz−n−1 : an ∈ R},
R{z, z−1} = {∑n∈C anz−n−1 : an ∈ R}.
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A weak vertex operator of V is a formal power series
v(z) =
∑
n∈Z vnz
−n−1 ∈ (EndV )[[z, z−1]] so that for any u ∈ V there is an integer N(u) >
> 0 such that vnu = 0 for n > N(u).
Lemma 3.1 (Li, Dong) Let V =
∑∞
n=0 Vn be a Fock space and let u(z) =
∑
unz
−n−1,
v(z) =
∑
v(m)z−m−1 be weak vertex operators of V . For any integer n, we define the n-th
normal product by
u(z)nv(z) = Resz1 ((z1 − z)nu(z1)v(z)− (−z + z1)nv(z)u(z1)) . (3.1)
Then u(z)nv(z) is also a weak vertex operator of V . Here, the binomial coefficients, the
binomial expansions and the residue Resz1 are defined by(
n
i
)
= n(n−1)···(n−i+1)
i(i−1)···1 ,
(z1 + z)
n =
∑∞
i=0
(
n
i
)
z1
n−izi,
Resz1(
∑
anz1
−n−1) = a0.
We note that (z1+z)
n 6= (z+z1)n in our notation if n is not a natural number. Originally,
(z1 + z)
n and (z + z1)
n were written by lz1,z(z1 + z)
n and lz,z1(z1 + z)
n.
The next Dong’s lemma is important, (see [L1].)
Lemma 3.2 (Dong) Let u(z), v(z), w(z) be weak vertex operators of V . Assume that
u(z), v(z) and w(z) satisfy the mutual commutativity, then for any integer n, u(z)nv(z)
satisfy the commutativity with w(z). Here the commutativity means
(z1 − z2)Nu(z1)v(z2) = (z1 − z2)Nv(z2)u(z1) (3.2)
for a sufficient large integer N .
It follows from an easy calculation that the normal product also preserves the deriva-
tion.
Lemma 3.3 Let u(z), v(z) be weak vertex operators of V and L(−1) ∈ End(V ). If
[L(−1), u(z)] = d
dz
u(z) and [L(−1), v(z)] = d
dz
v(z), then
[L(−1), u(z)nv(z)] = ddz (u(z)nv(z)).
7
We will write only the essential parts of the axioms of VOA, its modules, and inter-
twining operators here. See [FLM] or the others for the detail.
Definition 3 A vertex operator algebra is a Z-graded vector space V =
∑∞
n=0 Vn with
finite dimensional homogeneous spaces Vn; equipped with a formal power series
Y (v, z) =
∑
n∈Z
vnz
−n−1 ∈ End(V )[[z, z−1]]
called the vertex operator of v for each v ∈ V satisfying the following (1) ∼ (3).
(1) There is a specific element 1 ∈ V0 called the vacuum such that
(1.1) Y (1, z) = 1V and
(1.2) v−11 = v and vn1 = 0 for all n ≥ 0.
(2) There is an specific element w ∈ V2 called the Virasoro element such that
(2.1) {L(n) := wn+1} is a Virasoro algebra generator, that is, they satisfy
[L(m), L(n)] = (m− n)L(m+ n) + δm+n,0m
3 −m
12
c, (3.3)
where c ∈ C is called the rank (or the central charge) of V ,
(2.2) the derivation:
[L(−1), Y (v, z)] = d
dz
Y (v, z) (3.4)
(2.3) L(0)Vn = n1Vn.
(3) The commutativity:
(z − w)NY (v, z)Y (u, w) = (z − w)NY (u, w)Y (v, z) (3.5)
for a sufficiently large integer N .
Remark 1 An important property of vertex operator is the associativity:
Y (vnu, z) = Y (v, z)nY (u, z). (3.6)
Namely, if we are given vertex operators of u and v, then vertex operators of vnu are
determined by them. Another important property is the skew-symmetry:
Y (u, z)v = ezL(−1)Y (v,−z)u. (3.7)
Namely, if given the actions of u on v, then we obtain those of v on u. One more property
we will use is a nondegenerated invariant bilinear form ( , ) satisfying:
(vmu, w) = (u, v2k−m−2w) (3.8)
8
for u, v, w ∈ V satisfying L(0)v = kv and L(r)v = 0 for all r > 0. Since we will treat a
VOA V = ⊕i=0Vn with dimV0 = 1, there is a unique invariant bilinear form satisfying
(w,w) = Rank(V )/2 for the Virasoro element w of V , see [L1].
Definition 4 A module for (V, Y, 1,w) is a Z-graded vector space M = ⊕n≥0Mn with
finite dimensional homogeneous spaces Mn; equipped with a formal power series
Y M(v, z) =
∑
n∈Z
vMn z
−n−1 ∈ (End(M))[[z, z−1]]
called the module vertex operator of v for v ∈ V satisfying:
(1) Y M(1, z) = 1M .
(2) Y M(w, z) =
∑
LM(n)z−n−1 satisfies:
(2.1) the Virasoro algebra relations,
(2.2) the derivation:
Y M(L(−1)v, z) = d
dz
Y M(v, z), and (3.9)
(2.3) LM(0)Mn = (kn)1Mn for some kn ∈ C.
(3) The commutativity.
(4) The associativity:
Y (unv, z) = Y
M(u, z)nY
M(v, z). (3.10)
3.2 Intertwining operator
Definition 5 Let (V, Y, 1,w) be a VOA and let (W 1, Y 1), (W 2, Y 2) and (W 3, Y 3) be three
V -modules. An intertwining operator of type
(
W 1
W 2 W 3
)
is a linear map
I(∗, z) : W 2 → (Hom(W 3,W 1)){z}
u → I(u, z) = ∑n∈Q unz−n−1
satisfying:
(1) Derivation:
I(L1(−1)u, z) = d
dz
I(u, z). (3.11)
(2) The commutativity: for v ∈ V, u ∈ W 2,
(z − z1)N{Y 1(v, z)I(u, z1)− I(u, z1)Y 3(v, z)} = 0 (3.12)
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for a sufficiently large integer N .
(3) The associativity:
I(v1nu, z) = Y (v, z)nI(u, z), (3.13)
where the normal product Y (v, z)nI(u, z) is given by
Resz1{(z1 − z)nY 1(v, z1)I(u, z)− (−z + z1)nI(u, z)Y 3(v, z1)} (3.14)
and Y i(w, z) =
∑
n∈Z L
i(n)z−n−2.
Definition 6 IV
(
W 1
W 2 W 3
)
denotes the set of intertwining operators of type(
W 1
W 2 W 3
)
. It is a vector space and its dimension is denoted by NW
1
W 2,W 3. In order to
denote the dimensions, we use an expression
W 2 ×W 3 =∑
W
NWW 2,W 3W, (3.15)
called “fusion rule”, where W runs over all irreducible V -modules.
Definition 7 To simplify the notation, we sometimes omit V in IV
(
W 1
W 2 W 3
)
.
We recall the definition of a tensor product from [L2].
Definition 8 LetM1 andM2 be two V -modules. A pair (M,F (∗, z)), which consists of a
V -module M and an intertwining operator F (∗, z) of type
(
M
M1 M2
)
, is called a tensor
product for the ordered pair (M1,M2) if the following universal property holds: For any
V -module W and any intertwining operator I(·, z) of type
(
U
M1 M2
)
, there exists a
unique V -homomorphism ψ from M to U such that I(∗, z) = ψ · F (∗, z). Here ψ extends
canonically to a linear map from M{z} to U{z} and U{z} denotes the set of all formal
power series
∑
n∈C unz
n with un ∈ U .
Remark 2 We should note that we can’t define a tensor product of two modules generally.
However, since we will treat only rational VOAs in this paper, the tensor products of two
modules M1 and M2 are always well-defined and it is isomorphic to ⊕UNUM1,M2U, where
U runs over the all irreducible V -modules. Therefore, it is equal to the fusion rule in our
case and so we will use the same notation M1 ×M2 to denote the tensor product. It is
known that M1 ×M2 ∼= M2 ×M1.
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3.3 tensor products of VOAs
Let (V 1, Y 1, 11,w1) and (V 2, Y 2, 12,w2) be VOAs. For v1 ⊗ v2 ∈ V 1 ⊗ V 2, define the
vertex operator
(Y 1 ⊗ Y 2)(v1 ⊗ v2, z) = Y 1(v1, z)⊗ Y 2(v2, z) ∈ End(V 1 ⊗ V 2)[[z, z−1]]
of v1 ⊗ v2 and extend it linearly to the whose space V 1 ⊗ V 2, then
(V 1 ⊗ V 2, Y 1 ⊗ Y 2, 11 ⊗ 12,w1 ⊗ 12 + 11 ⊗w2) (3.16)
becomes a VOA. We will call it the tensor product of V 1 and V 2.
It is known in [DMZ] and [FHL] that irreducible V 1⊗V 2-modules are tensor products
of each irreducible modules.
We will study the fusion rules of V 1 ⊗ V 2-modules. Assume that V 1 and V 2 are
rational, that is, they have only finitely many irreducible modules and their modules are
direct sums of irreducible submodules.
Theorem 3.1 Assume that V and W are rational VOAs. Let V 1, V 2, V 3 be irreducible
V -modules and W 1, W 2, W 3 irreducible W -modules such that NV
3
V 1 V 2 ≤ 1. Then
IV
(
V 3
V 1 V 2
)
⊗ IW
(
W 3
W 1 W 2
)
= IV⊗W
(
V 3 ⊗W 3
V 1 ⊗W 1 V 2 ⊗W 2
)
(3.17)
[Proof] We will use the same argument as in the proof of Proposition 4.4 in [M1].
Clearly, we have
I
(
V 3
V 1 V 2
)
⊗ I
(
W 3
W 1 W 2
)
⊆ I
(
V 3 ⊗W 3
V 1 ⊗W 1 V 2 ⊗W 2
)
.
We will show the reverse. Take
I(∗, z) ∈ I
(
V 3 ⊗W 3
V 1 ⊗W 1 V 2 ⊗W 2
)
.
Set T = V ⊗W and view V and W as subVOAs V ⊗ 1W and 1V ⊗W , respectively. Let
e and f be Virasoro elements of V and W . Since V is rational, V i ⊗W i are direct sums
of irreducible V -modules. Let M1, M2, M3 be irreducible V -submodules of V 1 ⊗W 1,
V 2 ⊗W 2, and V 3 ⊗W 3, respectively. Clearly, M i is isomorphic to V i as V -modules for
i = 1, 2, 3. Let pi denote the projection map pi : V 3 ⊗W 3 → M3 such that pi|M3 = 1M3.
Since f1 acts on W
i diagonally and the actions of f1 on V
i ⊗ W i commutes with the
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actions of V on V i ⊗ W i, we may assume that f1 acts on M i as scalars αi ∈ C. Let
u ∈M1, v ∈M2. Since
f 31um−1v = {f 31um−1 − um−1f 21}v + um−1f 21 v
= (f0u)mv + (f1u)m−1v + um−1α2v
= (f0u)mv + (α
1 + α2)um−1v,
we get
(f0u)mv = (f1 − α1 − α2)um−1v
and also
(f0u)mv = ((L(−1)− e0)u)mv = (L(−1)v)mu− (e0v)mv = −mum−1v − (e0u)mv.
We hence have
pi((f0u)mv) = (α
3 − α1 − α2)pi(um−1u).
For simplicity, set α = α(M2,M3) = α
3 − α1 − α2. Then we obtain
pi((e0u)mv) = pi(((L(−1)− f0)u)mv) = (−m− α)pi(um−1v).
If we set I1(u, z) = pi(I(u, z))z−α, then it is easy to see that I1(∗, z) satisfies the Jacobi
identity. Also, the above equation implies the e0-derivative formula:
I(e0u, z)v = (
d
dz
I1(u, z))v.
Hence, I1(∗, z) is an intertwining operator of V of type
(
V 3
V 1 V 2
)
. We fixes an inter-
twining operator I1(∗, z) of type
(
V 3
V 1 V 2
)
. By the assumption N r
3
r1 r2 ≤ 1, we have
an expression I(u, z) = B(w) ⊗ I1(u, z) for w ∈ W 1 and u ∈ M1 = V ⊗ w, where
B(w) = (λM2,M3z
α(M2,M3)) is an infinite dimensional matrix, where M2 and M3 run over
all irreducible components of the direct sums of V 2⊗W 2 and V 3⊗W 3. In particular, we
may view B(w) as an element of Hom(W 2,W 3){z, z−1}. Since I(∗, z), I1(∗, z) satisfy the
commutativity, the associativity, and the derivation, so does B(w). Hence we conclude
that B(w) = I2(w, z) is an intertwining operator ofW and I(u⊗w, z) = I1(u, z)⊗I2(w, z)
as desired.
As a corollary, we will show the following:
Corollary 3.1 Assume that V 1 and V 2 are rational VOAs, then V 1 ⊗ V 2 is rational.
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[Proof] Set V = V 1 ⊗ V 2. Suppose false and let (W,Y W ) be an indecomposable V -
module. Since V has only finite number of nonisomorphic irreducible modules by [DMZ],
W has an irreducible V -submodule W 0 = U1 ⊗ U2. Since V i × U i ∼= U i for i = 1, 2, we
have that all irreducible factors of W are isomorphic to W 0 and hence W has a series
0 ⊆ W 0 ⊆ · · · ⊆ W k = W such that W i/W i−1 ∼= W 0 as V -modules. In particular,
W i = W i−1 ⊕X i splits as a vector space and W = ⊕ki=0X i as vector spaces. Let pi be a
projection pii : W i → X i such that pi(W i−1) = 0. Then for v1 ∈ V 1, v2 ∈ V 2, by taking
the restriction into X i and the image of pij of the module vertex operator, we have
pijY (v1 ⊗ v2, z) : X i → Xj ∈ Home(X i, Xj)U j [[z, z−1]].
It follows from the properties of the module vertex operator that the above is an intertwin-
ing operator of type
(
U1 ⊗ U2
V 1 ⊗ V 2 U1 ⊗ U2
)
. Since V 1 ×W 0 =W 0 and V 2 × U0 = U0,
we have dim I
(
U1 ⊗ U2
V 1 ⊗ V 2 U1 ⊗ U2
)
= 1 by the previous theorem. Let
I(∗, z) ∈ I
(
U1 ⊗ U2
V 1 ⊗ V 2 U1 ⊗ U2
)
be a nonzero intertwining operator such that
I(1, z) = idU1⊗U2 . Since W = ⊗ki=0X i, we have the following expression:
Y (v, z) = A⊗ I(v, z),
for some (k+1)× (k+1)-matrix A. Since Y (1, z) = 1W , A is the identity matrix and W
is a direct sum of irreducible V 1 ⊗ V 2-modules.
4 Tensor product of SVOAs
In this section, we recall the results from [M2] and construct a VOA MD from an even
binary linear code D.
4.1 Minimal SVOA M
Let us construct first a vertex operator superalgebra (SVOA)
M = L(
1
2
, 0)⊕ L(1
2
,
1
2
). (4.1)
Let L = Zx be a lattice with 〈x, x〉 = 1. Viewing H = Cx as a commutative Lie algebra
with a bilinear form <,>, we define the affine Lie algebra
Hˆ = H [t, t−1] +Ck
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associated with H and the symmetric tensor algebra M(1) of Hˆ . As they did in [FLM],
we shall define the Fock space VL = ⊕a∈LM(1)ea with the vacuum 1 = e0 and the vertex
operators Y (∗, z) as follows:
The vertex operator of ea is given by
Y (ea, z) = exp

 ∑
n∈Z+
a(−n)
n
zn

 exp

 ∑
n∈Z+
a(n)
−n z
−n

 eaza. (4.2)
and that of a(−1)e0 is
Y (a(−1)e0, z) =∑ a(n)z−n−1.
The vertex operators of other elements are defined by the normal product:
Y (a(n)v, z) = Y (a(−1)e0, z)nY (v, z). (4.3)
By the direct calculation as they did in §4 in [FLM], we have:
Lemma 4.1
[
∑
a(n)x−n−1, Y (eb, z)] = 0 for any a, b ∈ L,
(x− z)N [Y (ea, x), Y (eb, z)] = 0 for < a, b >≡ 2 (mod 2),
(x− z)N{Y (ea, x)Y (eb, z) + Y (eb, z)Y (ea, z)} = 0 for < a, b >≡ 1 (mod 2),
(4.4)
for a sufficiently large integer N . These are called ”supercommutativity”.
Remark 3 We note that the above relations hold generally. Namely, if we define a module
vertex operator IW on W =M(1)⊗ e 12Zx by
IW (ea, z) = exp

 ∑
n∈Z+
a(−n)
n
zn

 exp

 ∑
n∈Z+
a(n)
−n z
−n

 eaza (4.5)
and
IW (a(−1)1, z) =∑ a(n)z−n−1, (4.6)
then they satisfy the same super-commutativity. We should note that if a 6∈ 2Zx, then the
powers of z in IW (ea, z) are not integers since zxex/2 = z
1
2 . Namely, IM(ea, z) does not
satisfy one of the conditions of module vertex operators.
In [M2], we found two mutually orthogonal conformal vectors
w1 = 1
4
x(−1)21+ 1
4
(e2x + e−2x) and
w2 = 1
4
x(−1)21− 1
4
(e2x + e−2x)
(4.7)
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with central charge 1
2
such that w = w1 + w2 = 1
2
x(−1)21 is the Virasoro element of
VL, where 1 = e
0 is the vacuum. We also note that w1 and w2 are rational since VL
has a positive definite invariant bilinear form induced from the inner product of L. As
we mentioned at the beginning, < wi >∼= L(12 , 0) has only three irreducible modules
L(1
2
, 0), L(1
2
, 1
2
), L(1
2
, 1
16
). By calculating the dimensions of weight spaces, we conclude
that VL is isomorphic to the tensor product
(
L(1
2
, 0)⊕ L(1
2
, 1
2
)
)
⊗
(
L(1
2
, 0)⊕ L(1
2
, 1
2
)
)
as < w1 > ⊗ < w2 >-modules, where < wi > denotes the vertex operator subalgebra
generated by wi. Let θ be the automorphism of VL induced from the automorphism −1
on L. Take the fixed point space (VL)
θ of VL by θ. This is also a SVOA containing w
1
and w2 and we obtain the decomposition:
(VL)
θ ∼=
(
L(
1
2
, 0)⊗ L(1
2
, 0)
)
⊕
(
L(
1
2
,
1
2
)⊗ L(1
2
, 0)
)
(4.8)
as <w1> ⊗ <w2>-modules by calculating the dimensions of weight spaces. Take the
subspace M = {v ∈ (VL)θ | w21v = 0}. Then M is a SVOA with the Virasoro element
w1 and we see M ∼= L(12 , 0)⊕ L(12 , 12) as <w1>-modules.
Therefore, we proved the following theorem (see [M2]).
Theorem 4.1 (M,Y,w1, e0) is a simple SVOA with the even part M0
∼= L(12 , 0) and
the odd part M1
∼= L(12 , 12) as L(12 , 0)-modules. The central charge of (M,Y ) is 12 and it
has a positive definite invariant bilinear form. Here we define the vertex operator Y by
restricting VL into M .
For the later use, we fix a lowest weight vector
q =
1√
2
(ex + e−x) ∈M1¯ (4.9)
of the odd part. By the direct calculation, we obtain
q−2q = 2w1, q−1q = 0, q0q = 1. (4.10)
It is easy to check the following correspondences in VZa:
x(−1)e0 ∈ L(1
2
, 1
2
)⊗ L(1
2
, 1
2
),
1√
2
(ex + e−x) ∈ L(1
2
, 1
2
)⊗ L(1
2
, 0), and
1√
2
(ex − e−x) ∈ L(1
2
, 0)⊗ L(1
2
, 1
2
).
(4.11)
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We also get 1
2
(ex + e−1)−1(ex − e−1) = x(−1)e0.
We can construct a V2Zx-module W = VZx/2 and the module vertex operator Y
W by
the same ways. As we mentioned in Remark 3, we have a formal power series IW (v, z) ∈
End(W )[[z1/2, z−1/2]] for v ∈ VZx. Clearly, for v ∈ V2Zx, IW (v, z) = Y W (v, z) and hence
IW (q, z) =
∑
qnz
−n−1 satisfies the commutativity with Y W (u, z) of u ∈ V2Zx. Namely,
IW (∗, z) is an intertwining operator of type
(
W
M W
)
. The V2Zx-module VZx/2 splits up
into a direct sum
VZx/2 = VZx ⊕ V2Zx+x/2 ⊕ V2Zx−x/2
of irreducible V2Zx-modules and qn permutes {V2Zx+x/2, V2Zx−x/2} for any n = 12 + Z.
By the direct calculations, we see that V2Zx+x/2 and V2Zx−x/2 are both isomorphic to
L(1
2
, 1
16
) ⊗ L(1
2
, 1
16
) as < w1 > ⊗ < w2 >-modules. Fix the lowest weight vectors e 12x
and e−
1
2
x of V2Zx+x/2 and V2Zx−x/2, respectively. By restricting v in M1¯ ∼= L(12 , 12) and
taking the eigenspaces of w2 with an eigenvalue 1
16
, IW (v, z) defines the following three
intertwining operators:
I
1
2
,0(∗, z) ∈ I
(
1
2
1
2
0
)
,
I
1
2
, 1
2 (∗, z) ∈ I
(
0
1
2
1
2
)
and
I
1
2
, 1
16 (∗, z) ∈ I
(
1
16
1
2
1
16
)
.
(4.12)
Also, the restriction to M0¯ ∼= L(12 , 0) defines the following intertwining operators:
I0,0(∗, z) ∈ I
(
0
0 0
)
,
I0,
1
2 (∗, z) ∈ I
(
1
2
0 1
2
)
and
I0,
1
16 (∗, z) ∈ I
(
1
16
0 1
16
)
,
(4.13)
which are actually module vertex operators of< w1 >. We fix these intertwining operators
throughout this paper.
Using the above intertwining operators, the formal power series
16
Y (u⊗ v, z) ∈ End(V( 1
2
+Z)x){z, z−1} given by (4.2) and (4.5) are
Y (u⊗ v, z) =
(
1 0
0 1
)
⊗ I0, 116 (u, z)⊗ I0, 116 (v, z) for u⊗ v ∈ L(1
2
, 0)⊗ L(1
2
, 0),
Y (u⊗ v, z) =
(
1 0
0 −1
)
⊗ I 12 , 116 (u, z)⊗ I 12 , 116 (v, z) for u⊗ v ∈ L(1
2
, 1
2
)⊗ L(1
2
, 1
2
),
Y (u⊗ v, z) =
(
0 1
1 0
)
⊗ I 12 , 116 (u, z)⊗ I0, 116 (v, z) for u⊗ v ∈ L(1
2
, 1
2
)⊗ L(1
2
, 0),
Y (u⊗ v, z) =
(
0 1
−1 0
)
⊗ I0, 116 (u, z)⊗ I 12 , 116 (v, z) for u⊗ v ∈ L(1
2
, 0)⊗ L(1
2
, 1
2
).
(4.14)
Remark 4 By the definitions (4.2) and (4.5) of Y (∗, z) and IW (∗, z), we have:
(1) The powers of z in I0,∗(∗, z), I 12 ,0(∗, z) and I 12 , 12 (∗, z) are all integers and those of z
in I
1
2
, 1
16 (∗, z) are half-integers, that is, in 1
2
+ Z.
(2) IW (∗, z) satisfies the derivation.
(3) IW (∗, z) satisfies the supercommutativity:
IW (v, z1)I
W (v′, z2) ∼ IW (v′, z2)IW (v, z1),
IW (v, z1)I
W (u, z2) ∼ IW (u, z2)IW (v, z1),
IW (u, z1)I
W (u′, z2) ∼ (−1)IW (u′, z2)IW (u, z1),
(4.15)
for v, v′ ∈ M0¯ and u, u′ ∈M1¯. Here A(z1, z2) ∼ B(z1, z2) implies that
(z1 − z2)NA(z1, z2) = (z1 − z2)NB(z1, z2)
for sufficiently large integer N , see Proposition 4.3.2 in [FLM]. In particular, I∗,
1
16 (∗, z)
satisfies the supercommutativity:
I0,
1
16 (v, z1)I
0, 1
16 (v′, z2) ∼ I0, 116 (v′, z2)I0, 116 (v, z1),
I0,
1
16 (v, z1)I
1
2
, 1
16 (u, z2) ∼ I 12 , 116 (u, z2)I0, 116 (v, z1),
I
1
2
, 1
16 (u, z1)I
1
2
, 1
16 (u′, z2) ∼ −I 12 , 116 (u′, z2)I 12 , 116 (u, z1),
(4.16)
for v, v′ ∈ M0¯ and u, u′ ∈M1¯.
We next show an associativity.
Remark 5 Clearly, V2Zx = {L(12 , 0) ⊗ L(12 , 0)} ⊕ {L(12 , 12) ⊗ L(12 , 12)} and it becomes
a vertex operator algebra and W = V 1
2
x+2Zx is a V2Zx-module as we showed. Viewing
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L(1
2
, 0) ⊗ L(1
2
, 0)-module, the module vertex operator Y W has the following structure by
(4.14).
(I ⊗ I)(u⊗ v, z) =

 I
0, 1
16 (u, z)⊗ I0, 116 (v, z) for u, v ∈ L(1
2
, 0),
I
1
2
, 1
16 (u, z)⊗ I 12 , 116 (v, z) for u, v ∈ L(1
2
, 1
2
).
(4.17)
In particular, I ⊗ I satisfy the associativity and the derivation.
For example, for u, v, u′, v′ ∈ L(1
2
, 1
2
),
(I0,
1
16 ⊗ I0, 116 ) ((u⊗ v)n(u′ ⊗ v′), z)
=
(
(I
1
2
, 1
16 ⊗ I 12 , 116 )(u⊗ v, z)
)
n
(
(I
1
2
, 1
16 ⊗ I 12 , 116 )(u′ ⊗ v′, z)
)
.
It is known that Y (∗, z) satisfies :
Y (x(n)v, z) = Y (x(−1)1, z)nY (v, z).
Namely, Y (∗, z) satisfies the associativity with the actions of x(−1)1 ∈ L(1
2
, 1
2
)⊗L(1
2
, 1
2
).
By the direct calculation, we see that the normal product satisfies the associativity:
(a(z)nb(z))mc(z) =
∞∑
i=0
(−1)i
(
n
i
)
(a(z)n−ib(z)m+ic(z)− (−1)nb(z)n+m−ia(z)ic(z).
Since Y (∗, z) satisfies the associativity with the actions of L(1
2
, 0)⊗L(1
2
, 0), Y (∗, z) satisfies
the associativity with the actions of L(1
2
, 1
2
)⊗ L(1
2
, 1
2
). Therefore, for u1 ⊗ u2 ∈ L(1
2
, 1
2
)⊗
L(1
2
, 1
2
) and u3 ⊗ v ∈ L(1
2
, 1
2
)⊗ L(1
2
, 0), we calculate on the actions on V( 1
2
+Z)x as follows:
Y ((u1 ⊗ u2)n(u3 ⊗ v), z)
= Y (u1 ⊗ u2, z)nY (u3 ⊗ v, z)
= Resx{(x− z)nY (u1 ⊗ u2, x)Y (u3 ⊗ v, z)− (−z + x)nY (u3 ⊗ v, z)Y (u1 ⊗ u2, x)}
= Resx{(x− z)n
(
1 0
0 −1
)
⊗ (I ⊗ I)(u1 ⊗ u2, x)
(
0 1
1 0
)
⊗ (I ⊗ I)(u3 ⊗ v, z)
−(−z + x)n
(
0 1
1 0
)
⊗ (I ⊗ I)(u3 ⊗ v, z)
(
1 0
0 −1
)
⊗ (I ⊗ I)(u1 ⊗ u2, x)}
=
(
0 1
−1 0
)
Resx{(x− z)n ⊗ I ⊗ I(u1 ⊗ u2, x)⊗ I ⊗ I(u3 ⊗ v, z)
+(−z + x)n ⊗ I ⊗ I(u3 ⊗ v, z)⊗ I ⊗ I(u1 ⊗ u2, x)}.
On the other hand, since (u1 ⊗ u2)n(u3 ⊗ v) ∈ L(12 , 0)⊗ L(12 , 12), we get
Y ((u1 ⊗ u2)n(u3 ⊗ v), z)
=
(
0 1
−1 0
)
⊗ (I ⊗ I)((u1 ⊗ u2)n(u3 ⊗ v), z).
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Since I∗,
1
16 (∗, z) satisfies the associativity with the actions of L(1
2
, 0), we obtain :
I0,
1
16 (unv, z) = I
1
2
, 1
16 (u, z)nI
1
2
, 1
16 (v, z)
for u, v ∈ L(1
2
, 1
2
), where the normal product of I
1
2
, 1
16 (∗, z) and I 12 , 116 (∗, z) is given by
a(z)nb(z) = Resx{(x− z)na(x)b(z) + (−z + x)nb(z)a(x)}
and we will call this normal product ”super normal product” and the above associativity
”superassociativity”. Namely, Ih,
1
16 (∗, z) and Ik, 116 (∗, z) satisfies the superassociativity:
Ih+k,
1
16 (unv, z)
= Resx{(x− z)nIh, 116 (u, x)Ik, 116 (v, z)− (−1)|u||v|(−z + x)nIk, 116 (v, z)Ih, 116 (u, x)}
(4.18)
for u ∈ L(1
2
, h), v ∈ L(1
2
, k) and h, k = 0, 1
2
, where |v| = 0 if v ∈ L(1
2
, 0) and |v| = 1 if
v ∈ L(1
2
, 1
2
).
Let extend it into the tensor product of many M0¯ and M1¯. Using the tensor product
and (4.18), we obtain the following:
Proposition 4.1 For two binary words (ai), (bi) of even length n and u ∈ ⊗ni=1L(12 , a
i
2
),
v ∈ ⊗ni=1L(12 , b
i
2
), ⊗I satisfies the superassociativity and the derivation:
(⊗I(ai+bi)/2, 116 )(unv, z) =
(
(⊗Iai/2, 116 )(u, z)
)
n
(
(⊗Ibi/2, 116 )(v, z)
)
[L(−1), (⊗Iai/2, 116 )(u, z)] = d
dz
{
(⊗Iai/2, 116 (u, z)
}
.
(4.19)
We often abuse the notation 0, 1 ∈ Z2 to denote integers 0, 1. For example, ai/2 = 0 for
ai = 0 and ai/2 =
1
2
for ai = 1.
[Proof] By reordering the coordinates, we may assume (ai) = (12s0n−2s). Dividing
the coordinates into a set of pairs {1, 2}{3, 4} · · · {2s − 1, 2s}{2s + 1, ..., n} and then
applying the above results to the pair {i, i + 1}, we have the superassociativity for each
(ai, ai+1) = (1, 1) and (bi, bi+1). For ai = 0, we have the associativity. Taking the tensor
product of them, we obtain the desired superassociativity. The derivation comes from
Remark 4.
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4.2 Tensor product of SVOA
Let us start a construction of VOA from an even binary linear code D using the tensor
product of vertex operator superalgebras.
In the previous subsection, we constructed the vertex operator superalgebra (SVOA)
M =M0 ⊕M1 = L(
1
2
, 0)⊕ L(1
2
,
1
2
), (4.20)
where M0 = L(
1
2
, 0) is the even part and M1 = L(
1
2
, 1
2
) is the odd part. For v ∈ Mi and
i = 0, 1, |v| denotes i. We note that the notion of vertex operator superalgebra is given
by supercommutativity:
Y (v, z1)Y (w, z2) ∼ (−1)|v||w|Y (w, z2)Y (v, z1). (4.21)
The tensor product of SVOAs (M1, Y 1), ..., (Mn, Y n) is given by the following:
The full Fock space is
MˆF =M
1 ⊗ ...⊗Mn
and we define the vertex operator Yˆ of v1 ⊗ ...⊗ vn ∈M1 ⊗ · · · ⊗Mn by
Yˆ (v1 ⊗ ...⊗ vn, z) = Y 1(v1, z)⊗ ...⊗ Y n(vn, z) (4.22)
and extend it to MˆF linearly.
In this paper, we will take copies of M as M i, that is, M1 ∼= · · · ∼= Mn ∼= M =
L(1
2
, 0)⊕ L(1
2
, 1
2
).
For a word δ = (d1, ..., dn) ∈ Zn2 , set
Mˆδ = ⊗ni=1(M i)di, (4.23)
where (M i)0 and (M
i)1 are the even part and the odd part of M
i ∼= L(12 , 0) ⊕ L(12 , 12),
respectively. For example, Mˆ(0···0) ∼= L(12 , 0)⊗ · · · ⊗ L(12 , 0) and Mˆ(1···1) ∼= L(12 , 12)⊗ · · · ⊗
L(1
2
, 1
2
).
By the definition of Mˆδ and the Z2-gradations of SVOAs, we have the following:
Lemma 4.2 Let δ = (d1, ..., dn) and γ = (g1, ..., gn) be words. For v ∈ Mˆδ and w ∈ Mˆγ,
we obtain
vmw ∈ Mˆδ+γ for any m ∈ Z. (4.24)
Using the supercommutativity (4.15) in SVOA, we have the following lemma.
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Lemma 4.3 Let δ = (d1, ..., dn) and γ = (g1, ..., gn) be words. For v ∈ Mˆδ and w ∈ Mˆγ,
we obtain
Yˆ (v, z1)Yˆ (w, z2) ∼ (−1)〈δ,γ〉Yˆ (w, z2)Yˆ (v, z1). (4.25)
Here 〈δ, γ〉 = d1g1 + ... + dngn.
In particular, if δ has an even weight, then Yˆ (v, z) satisfies the commutativity with
Yˆ (v, z) itself for v ∈ Mˆδ.
For the purpose of constructing a VOA, we need the commutativity. We shall use
a central extension Dˆ of D by ±1 in order to modify the supercommutativity of the
above vertex operators. Let νi denote the word (0, ..., 0, 1, 0, ..., 0) whose i-th entry is one
and the other entries are all 0 and let eνi be formal elements satisfying eνieνi = 1 and
eνieνj = −eνjeνi for i 6= j. For any even word α = νj1 + · · ·+ νjk with j1 < · · · < jk, set
eα = eνj1eνj2 · · · eνjk . (4.26)
It is easy to see the following result.
Lemma 4.4 For α, β,
 e
αeβ = (−1)〈α,β〉eβeα if |α||β| is even
eαeβ = −(−1)〈α,β〉eβeα if |α||β| is odd (4.27)
[Proof] Since
eαeνi =

 (−1)
|α|eνieα if 〈α, νi〉 = 0
(−1)|α|−1eνieα if 〈α, νi〉 = 1,
(4.28)
we have the desired results.
In order to combine (4.27) into the vertex operator Yˆ , set
MD = ⊕δ∈D(Mˆδ ⊗ eδ) (4.29)
and define a new vertex operator Y by
Y (v ⊗ eβ, z) = Yˆ (v, z)⊗ eβ (4.30)
for v ⊗ eβ ∈ Mˆβ ⊗ eβ. We then obtain the desired commutativity:
Y (v, z1)Y (w, z2) ∼ Y (w, z2)Y (v, z1). (4.31)
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Let wi be the Virasoro element of M i. Then
w =
n∑
i=1
(11 ⊗ ...⊗ 1i−1 ⊗wi ⊗ 1i+1 ⊗ ...⊗ 1n)⊗ e0 (4.32)
satisfies the desired properties of the Virasoro element of MD and
1 = 11 ⊗ ...⊗ 1n)⊗ e0
is the vacuum of MD, where 1
i is the vacuum of M i. Finally, we have the following
theorem.
Theorem 4.2 If D is an even binary linear code, then (MD, Y,w, 1) is a VOA.
By the choice of our cocycle, we easily obtain the following result:
Theorem 4.3 Aut(D) is an automorphism group of VOA (MD, Y ).
[Proof] Aut(D) acts on {Mˆα : α ∈ D} as permutations and also commutes with
the products (4.28) in the central extension {±eβ | β ∈ D}. Hence it becomes an auto-
morphism group of (MD, Y ).
Definition 9 For a word β, MD has an automorphism δβ given by
δβ : u
α → (−1)〈β,α〉uα (4.36)
for uα ∈ Mα. This is an automorphism induced from the inner automorphism of M =
M0¯ ⊕M1¯ and we will call this an inner automorphism of MD.
Notation We always fix a lowest weight vector q of M1 = L(
1
2
, 1
2
) with q−2q = 2w,
see (4.9) and (4.10) and qi denotes such q of eachM i. For a word α = (a1, ..., an) of length
n, set
qα = (⊗ni=1qa
i
), (4.33)
where qa
i
= qi if ai = 1 and q
ai = 1i if ai = 0. Then q
α ⊗ eα is a lowest weight vector of
Mα. For a T -module X = ⊗ni=1L(12 , bi)⊗R with some formal vector space R, we define an
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intertwining operator I(qα⊗eα, z) of qα⊗eα of type
( ⊗L(1
2
, hi + ai/2)⊗ eαR
⊗L(1
2
, ai/2)⊗ eα ⊗ L(1
2
, hi)⊗ R
)
by
(⊗I)(qα ⊗ eα, z) = (⊗I(hi))(qα ⊗ eα, z) = ⊗ni=1(Ia
i/2,hi(qa
i
, z))⊗ eα, (4.34)
where α = (ai) and I1/2,h
i
(qi, z) as in (4.12) and I0,h
i
(1i, z) = 1. Here hi + ai/2 denotes
the fusion rules (1.1), that is, 0+0 = 1
2
+ 1
2
= 0, 0+ 1
2
= 1
2
+0 = 1
2
, 1
16
+0 = 1
16
+ 1
2
= 1
16
. By
Remark 4, the powers of z in I
1
2
, 1
16 (u, z) are 1
2
+Z for u ∈ M1¯ and those of z in the other
intertwining operators are all integers. Hence, for an even word α = (ai) and a T -module
X with the 1
16
-word h˜(X), the powers of z in (⊗I)(qα⊗ eα, z) are in Z+ 1
2
〈α, h˜(X)〉, that
is,
(⊗I)(qα ⊗ eα, z) ∈ Hom(X,Mα ×X)[[z, z−1]]z 12 〈α,h˜(X)〉. (4.35)
We have thought of even code. We will next treat words of odd weights, too. By the
direct calculation, we have the following.
Lemma 4.5 For u ∈ Mδ, v ∈Mγ, Y (u, z1)Y (v, z2) ∼ (−1)|δ||γ|Y (v, z2)Y (u, z1), where |δ|
and |γ| denote the weights of δ and γ, respectively.
Namely, we have the following result:
Theorem 4.4 (MZn
2
, Y,w, 1) is a SVOA.
Remark 6 If D is an even linear code of length n, thenMD is a vertex operator subalgebra
of MZn
2
. As MD-modules, MZn
2
splits into a direct sum ⊕α∈Zn
2
/DMα+D of irreducible MD-
submodules Mα+D =
∑
β∈α+DMβ.
Definition 10 Since M i
0
∼= L(12 , 0) contains a conformal vector wi with central charge 12
as the Virasoro element, M(0,...,0) = ⊗ni=1L(12 , 0) contains mutually orthogonal n conformal
vectors
ei = 11 ⊗ · · · ⊗ 1i−1 ⊗wi ⊗ 1i+1 ⊗ · · · ⊗ 1n. (4.37)
We will call the set {e1, ..., en} “the coordinate conformal vectors”.
The most useful example in this paper is a VOA MH8 constructed from the [8, 4, 4]-
Hamming code H8, which we will denote by VH8 and we will classify its representations
in Sec.5.
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4.3 Uniqueness of tensor product construction
Let (V, Y ) be a simple VOA with a set {ei | i = 1, · · · , n} of mutually orthogonal rational
conformal vectors such that the sum
∑n
i=1 e
i is the Virasoro element w. Set
T =<e1, ..., en>∼= ⊗ni=1L(
1
2
, 0).
Assume that there is no 1
16
entry in the set lwr(T, V ) of lowest weight rows (h1, ..., hn) of
V .
We will prove the following result:
Theorem 4.5 Under the above assumptions, (V, Y ) is isomorphic to MD for some even
linear binary code D.
[Proof] By our assumption, every ei is a conformal vector of type two and defines
an automorphism:
σei :

 1 on U
∼= L(12 , 0) as <ei>-modules,
−1 on U ∼= L(12 , 12) as <ei>-modules,
(4.38)
by the second binary mode in (1.2), see [M1]. Set R =<σei | i = 1, ..., n>. Then R is an
elementary Abelian 2-group. Let Irr(R) denote the set of all irreducible linear characters
of R. Then we have the decomposition V = ⊕χ∈Irr(R)V χ into the direct sum of irreducible
V R-modules V χ, where V χ = {v ∈ V | g(v) = χ(g)v for all g ∈ R} is the weight space
of χ. Then the fixed point space V R is a direct sum of irreducible T -modules isomorphic
to ⊗L(1
2
, 0). Since dim V0 = 1, we have V
R ∼= ⊗L(12 , 0) and so V R = T . By the result
in [DM], V χ is an irreducible T -module and hence we have V χ ∼=Md(χ) as T -modules for
some binary word d(χ). Let D to be the set of all such words d(χ). As they also proved
by Lemma 3.1 in [DM], for two χ, φ ∈ Irr(R), there are u ∈ Vχ, v ∈ Vφ and n ∈ Z such
that unv 6= 0. Hence, by the fusion rules for Ising models (1.1), we have that D is closed
under the addition, that is, D is a binary linear code. Since the weight of elements in V
are all integers, D is an even code and V ∼= MD as T -modules. Let us recall the fusion
rules of irreducible modules of Ising model:
L(
1
2
, 0) is an identity and L(
1
2
,
1
2
)× L(1
2
,
1
2
) = L(
1
2
, 0).
These imply that the intertwining spaces I
(
0
1
2
1
2
)
and I
(
1
2
1
2
0
)
have one dimension.
Choose a fixed vector q of (M1) 1
2
so that q−2q = 2w, where w is the Virasoro element
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of M0 = L(
1
2
, 0). Let I
1
2
,0(q, z) and I
1
2
, 1
2 (q, z) be intertwining operators of q of types(
L(1
2
, 0)
L(1
2
, 1
2
) L(1
2
, 1
2
)
)
and
(
L(1
2
, 1
2
)
L(1
2
, 1
2
) L(1
2
, 0)
)
, respectively, such that
Y (q, z) =
(
0 I
1
2
, 1
2 (q, z)
I
1
2
,0(q, z) 0
)
∈ End(M)[[z, z−1]] (4.39)
is the vertex operator of q in the SVOAM =M0⊕M1 as in (4.9). For β = (b1, ..., bn) ∈ D,
take a lowest weight vector qβ⊗eβ = (⊗iqbi)⊗eβ ofMβ as in (4.33). Since the intertwining
space has one dimensional, the restriction:
Y (qβ ⊗ eβ , z)|Mξ : Mξ →Mξ+β (4.40)
is a scalar times of (Iξ)(qβ ⊗ eβ, z) = (⊗iIbi/2,∗(qbi, z))⊗ eβ for β, ξ ∈ D, say
Y (qβ ⊗ eβ , z)|Mξ = λ(β, ξ)Iξ(qβ ⊗ eβ, z).
Since this is true for any other elements, we have
Y (uβ ⊗ eβ, z)|Mξ = λ(β, ξ)Iξ(uβ ⊗ eβ, z) (4.41)
for any uβ ⊗ eβ ∈ Mβ. The mutual commutativity of {Y (uβ ⊗ eβ, z) | β ∈ D} imply
λ(β, α+ ξ)λ(α, ξ) = λ(α, β + ξ)λ(β, ξ) (4.42)
for any α, β, ξ ∈ D. Namely, λ(∗, ∗) is a 2-cocycle. Since Y and Iξ satisfy the associativity,
we have
λ(β, α+ ξ)λ(α, ξ) = λ(α, β + ξ)λ(β, ξ) = λ(α + β, ξ). (4.43)
In particular, λ(0, β) = 1 for any β and λ(α, β) = ±1. Using the skew-symmetry, we have
λ(β, 0) = 1 for any β. Substituting ξ = α into (4.43), we have λ(α, α) = λ(α + β, α) for
any α, β. Hence λ(α, β) = λ(β, β) = λ(0, β) = 1 for any α, β. Namely, Y is uniquely
determined.
4.4 Examples
Let L0 = Zx
1 + Zx2 + · · ·Zxn be a lattice with < xi, xj >= δi,j . Then L = {∑ aixi :∑
ai ≡ 2 (mod 2)} is an even lattice. Let VL is the lattice VOA constructed by [FLM].
VL contains V2Zx1 ⊗ · · · ⊗ V2Zxn and hence VL contains a set {e1, e2, · · · , e2n−1, e2n} of
mutually orthogonal 2n conformal vectors Set T =< e1, ..., e2n >. Since VL is a subspace
of VZx1 ⊗ · · · ⊗ VZxn, there is no 116-entries in lwr(T, VL). Let D be the code consisting of
all even words of length 2n. It is easy to see that VL is isomorphic to MD.
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5 MD-modules
5.1 Classification
In this subsection, we will classify the irreducible MD-modules and study their fusion
rules.
Let {e1, ..., en} be the set of coordinate conformal vectors of MD and set T =< e1>
⊗ · · ·⊗ < en >∼= ⊗ni=1L(12 , 0). We note that all irreducible T -submodules of MD has no
L(1
2
, 1
16
)-entry. Let (X, Y X) be an irreducibleMD-module. Since T is rational by Corollary
3.1, we have a decomposition X = ⊕U i of X as a direct sum of irreducible T -submodules
U i. By the fusion rules for Ising model, the 1
16
-words of any irreducible T -submodules of
X are all the same, say h˜(X). By Remark 4.(1), we have:
Lemma 5.1 h˜(X) is orthogonal to D.
Set K = {α ∈ D|α ⊆ h˜(X)} and let H be a maximal self-orthogonal subcode of
K. Since K is an even code, we have H⊥ ∩ K ⊆ H . Let Kˆ = {±ek : k ∈ K} denote
the central extension group of K by ±1 induced from the inner products as in (4.26)
and (4.27), then {±eα : α ∈ H} is a maximal normal Abelian subgroup of Kˆ. Our aim
in this subsection is to show that every irreducible MH -submodule of X determines the
MD-module structure on X uniquely.
Theorem 5.1 Let (X, Y X) be an irreducible MD-module and {X i : i = 1, ..., k} the set
of non-isomorphic irreducible T -submodules of X. Then there are irreducible Kˆ-modules
Qi on which −e0 ∈ Kˆ acts as −1 such that X ∼= ⊕ki=1(Qi ⊗X i) as MK-modules.
[Proof] Let U be a homogeneous component of X generated by all T -submodules
isomorphic to X1 and U = ⊕ki=1U i the decomposition of U into a direct sum of irreducible
T -submodules U i. For α = (ai) ∈ K, set qα as in (4.33). By the fusion rules for Ising
module (1.1), Y X(qα ⊗ eα, z)U ⊂ U [[z, z−1]] for α ∈ K. Since the both of the tensor
products of L(1
2
, 0) and L(1
2
, 1
2
) with any irreducible L(1
2
, 0)-modules are irreducible, the
vertex operator Y X(uα ⊗ eα, z)|U of uα ⊗ eα has an expression
A(eα)⊗ ((⊗I)(uα, z)) ,
for uα⊗eα ∈Mα. where A(eα) is a k×k-matrix and (⊗I)(∗, z) is the tensor product of the
intertwining operators in (4.12) and (4.13). Since Y X(uα, z) satisfies the commutativity
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and (⊗I)(uα, z) satisfies the super-commutativity, we see the supercommutativity :
A(α)A(β) = (−1)〈α,β〉A(β)A(α).
Furthermore, since the both Y X(∗, z) satisfies the associativity and (⊗I)(uα, z) satisfy
the superassociativity, we see the associativity :
A(eα)A(eβ) = A(eαeβ)
and A(α)A(α) is the identity matrix for all α, β ∈ K. This implies that A is a matrix
representation of the central extension Kˆ and U = Q1⊗X1 for a Kˆ-module Q1. Suppose
that Q1 is not an irreducible Kˆ-module and Q0 is a proper submodule. Let W be a
subspace spanned by {vnw : v ∈ MD, w ∈ Q0, n ∈ Z}. By Proposition 4.1 in [DM], we
haveX = W . On the other hand, by the fusion rules for Ising model (1.1),Mβ+K×Q0⊗X1
does not contains a submodule isomorphic to X1 for β 6∈ K and so W ∩ U = Q0 ⊗X1, a
contradiction. Hence, Q1 is an irreducible Kˆ-module on which −e0 acts as −1.
As a corollary, we have the following:
Corollary 5.1 If E is a self-orthogonal binary linear code and X is an irreducible ME-
module, then the multiplicities of irreducible T -submodules of X are at most one. In par-
ticular, if X contains a T -submodule ⊗ni=1L(12 , 116), then X ∼= ⊗ni=1L(12 , 116) as T -modules.
We next prove that MD is rational by the same argument. Namely, MD has finitely
many non-isomorphic irreducible modules and every module is a direct sum of irreducible
modules.
Proposition 5.1 MD is rational.
[Proof] Let W be an indecomposable MD-module. We will show that W is an
irreducible MD-module. Suppose false and let U be a properMD-submodule ofW . View-
ing W as a T -module, W is a direct sum W = ⊕W i of irreducible T -modules and
assume W 1 ⊆ U . Since the action of MD does not change the 116 -words, every W i has
the same 1
16
-word β and the set lwr(T,W ) of lowest weight rows is an orbit of D. Set
K = {α ∈ D : α ⊆ β} and let S be a direct sum of all W i ∼= W 1. By the above
theorem, S ∼= Q ⊗ W 1 and S ∩ U ∼= Q0 ⊗ W 1 for a Kˆ-module Q and its submodule
Q0. Since the CKˆ-modules are completely reducible, Q is a direct sum Q0⊕Q1 for some
Kˆ-module Q1. By the assumption, we have Q1 6= 0. Let U i be the space spanned by
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{vnw : v ∈ MD, w ∈ Qi ⊗W 1, n ∈ Z} for i = 0, 1. By Proposition 4.1 in [DM], they are
MD-modules. Then by the fusion rules, U
0 ∩ U1 ∩ Q ⊗W 1 = 0. Namely, U0 ∩ U1 does
not contain T -submodules isomorphic to W 1. Since the set lwr(T,W ) is an orbit of D,
we obtain U0 ∩ U1 = 0 and so W = U0 ⊕ U1, which contradicts to the assumption.
5.2 Induced module
We next prove that MD-modules containing a fixed irreducible MK-module are uniquely
determined. Let’s construct such an MD-module.
Since Kˆ is a direct product of an Abelian group and an extra-special 2-group, it is
known that every irreducible Kˆ representation φ with φ(−e0) = −1 is induced from a
linear representation χ of a maximal Abelian normal subgroup Hˆ .
Let β ∈ D⊥ and K = {α = (ai) ∈ D |α ⊆ β}. Let H be a self-orthogonal subcode
of Kβ and choose any linear irreducible character χ : ±Hˆ → ±1 with χ(−e0) = −1. Let
Fχ be a one dimensional Hˆ-module such that e
αp = χ(eα)p for p ∈ Fχ, α ∈ H . Take any
hi = 0, 1
2
, 1
16
such that 1
16
-word of (hi) is β. Then U = ⊗L(1
2
, hi) ⊗ Fχ is an T -module.
Define the module vertex operator Y U((⊗ui)⊗ eα, z) for ui ∈Mai on U and (ai) ∈ H by
(⊗ni=1Ia
i/2,hi(ui, z))⊗ χ(eα) (5.1)
and extend it to all elements in MH linearly. By Remark 5 and the associativity (4.19),
we have:
Lemma 5.2 Y U(v, z) are all well defined for v ∈ MH and they satisfies the derivation,
the associativity and the mutually commutativity. In particular, U is an MH-module.
We denote the above MH -module by U((h
i)) ⊗ F . Let D be an even linear binary
code and assume that D is orthogonal to h˜(U). We will define an induced MD-module
X = IndMDMH (U(h
i), χ) from U((hi), χ) as follows:
Let {β1 = (b1i ), . . . , βs = (bsi )} be a transversal of H in D, then {eβi : i = 1, . . . , s} is a
transversal of Hˆ in Dˆ. Set
X = ⊕(βi)∈D/H{U(hi + b
i
2
)⊗ (eβi ⊗Hˆ Fχ)}, (5.2)
where hi + b
i
2
denotes the fusion rules for Ising models. Since eβ+h ⊗Hˆ Fχ = eβ ⊗ Fχ for
h ∈ H and (hi + bi
2
) = (hi) for (bi) ∈ H , X does not depend on the choice of transversal
of H in D and X becomes an MH -module.
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We define the module vertex operator Y (uγ ⊗ eγ , z) of uγ ⊗ eγ by (⊗I)(uγ, z) on the
first term and eγ on the second term for γ ∈ D, where (⊗I)(uγ, z) is as in (4.34). We
denote this module by IndMDMH (U). We will show that these actions are all well defined
and they satisfy the commutativity, the derivation and the associativity. Namely, we will
prove the following:
Proposition 5.2 IndMDMH (U) is an MD-module.
[Proof] First, we assume h˜(U) = (1n). Then, X = ⊕U(( 1
16
)i) ⊗ Q, where Q is
a Kˆ-module induced from F . Since (⊗I)(uα, z) satisfies the derivation, the supercom-
mutativity (4.16) and the superassociativity (4.19), Y (uα ⊗ eα, z) satisfies the deriva-
tion, the commutativity and the associativity. Hence, X is an MD-module. We next
assume that h˜(U) = (0n). Then, H = {(0n)} and F = Fχ is a trivial module and
X = ⊕U(hi + bi/2) ⊗ eβi is isomorphic to M(hi)+D. Hence, X is also an MD-module.
We next treat the general case. By the permutation of coordinates, we may assume
h˜(U) = (0s1t). Let Sn be the set of all even words of length n. Since D is orthog-
onal to (0s1t), D is a subcode of Ss ⊕ St. Divide the coordinates into the first s co-
ordinates and the last t coordinates and set H = H0 ⊕ H1, where H0 = {(0s)} and
H1 = {(as+1, ..., as+t) : (ai) ∈ H}. Clearly, U ∼= T s ⊗ U1 as MH0 ⊗MH1-modules, where
T s ∼= ⊗si=1L(12 , hi) is anMH0-module and U1 ∼= ⊗s+ti=s+1L(12 , 116) is anMH1-module. Clearly,
we see
IndMDMH(U) ⊆ Ind
MSs⊕St
MH
(U) ⊆ IndMSsM
H0
(T s)⊗ IndMStM
H1
(U1).
As we showed, Ind
MSs
M
H0
(T s) is an MSs-module and Ind
MSt
M
H1
(U1) is an MSt-module. We
hence have an MSs⊕St-module Ind
MSs⊕St
MH
(U), which is also an MD-module containing
IndMDMH(U). Therefore, the module vertex operators satisfy the commutativity, the deriva-
tions, and the associativity. Since IndMDMH(U) is invariant under the actions of MD, we
have the desired results.
Since qγ for γ ∈ D − H acts regularly on the set of irreducible T -modules U with a
1
16
-word β, we have that if MD-module X contains a MH-module U , then X has to have
the above structure on it. Therefore, we have proved the following theorem.
Theorem 5.2 Let X be an irreducible MD-module with a
1
16
-word β. Set K = {α ∈
D|α ⊆ β} and let H be a maximal self-orthogonal subcode of K. Then there is a pair
((hi), χ) of a lowest weight row h = (h1, ..., hn) and a linear character χ of H such that
X = IndMDMH(U((h
i), χ))).
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As corollaries of the above theorem, we have the following results:
Theorem 5.3 Let X be an MD-module with a
1
16
-word h˜. Set K = {α ∈ D : α ⊆ h˜} and
let H be a maximal self-orthogonal subcode of K. Then the MD-module structure on X is
uniquely determined by an MH-submodule of X.
Corollary 5.2 Let D be an even binary linear code containing a self-dual subcode E.
Assume that X is an irreducible MD-module with a
1
16
-word β. Set K = {α ∈ D|α ⊆
β} and H = {α ∈ K|〈α, β〉 = 0 for all β ∈ K ∩ E}, then X = ∑M i ⊗ T i as ME-
modules, where M i are non-isomorphic ME-modules and T
i are irreducible Hˆ-modules.
In particular, the multiplicity of M i in X is
√
|E +H : E|. We note that the actions of
ME and MH are not always commutative.
[Proof] Let H ′ be a maximal self-orthogonal subcode of K containing K ∩ E. By
the above theorem, there is an irreducible MH′-module U = ⊗L(12 , hi) such that X =
IndMDMH′(U). Clearly, U is irreducible as T -module and T ⊆ME . Let M1 be a irreducible
ME-submodule of X containing U . Let M denote the ME-submodule generated by all
irreducible ME-submodule isomorphic to M
1. Then by Theorem 5.2, we obtain
M1 =
∑
βj∈E/H∩E
U(hi + bji )⊗ eβ
j ⊗ F.
Clearly, as T -submodules, we have
M ⊆ ∑βj∈(E+K)/H′ U(hi + bji )⊗ eβj ⊗ F
=
∑
γj∈(K+E)/(E+H′)(
∑
βk∈(E+H′)/H′ U(h
i + bji + γ
k
i )⊗ eβk)eγj ⊗ F
=
∑
γj∈(K+E)/(E+H′)(
∑
βk∈E/(E∩H′) U(h
i + bji )⊗ eβk)eγj ⊗ F
=
∑
γj∈(K+E)/(E+H′)M1eγ
j ⊗ F.
It follows from direct calculation that M1eγ
j ⊗ F is isomorphic to M1 if and only if
γj ∈ K and 〈γj, β〉 = 0 for all β ∈ E ∩K. We hence have the desired decomposition and
multiplicity.
5.3 Fusion rule of MD-modules
Let us calculate the fusion rule ofMD-modules in this subsection. Restricting Proposition
11.9 in [DL] into our case, we have:
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Theorem 5.4 Let E be a subcode of D. Let W 1,W 2,W 3 be irreducible MD-module and
U1, U2 irreducible ME-submodules of W
1 and W 2, respectively, then there is an injection
map:
φ : IMD
(
W 3
W 1 W 2
)
→ IME
(
W 3
U1 U2
)
.
[Proof] For I(∗, z) ∈ IMD
(
W 3
W 1 W 2
)
and v ∈ U1,
I ′(v, z) = I(v, z)|U2 ∈ Hom(U2,W 3){z, z−1}. Set φ(I(∗, z)) = I ′(∗, z). Clearly, I ′(∗, z) ∈
IME
(
W 3
U2 U2
)
and hence we have a map
φ : IMD
(
W 3
W 1 W 2
)
→ IME
(
W 3
U1 U2
)
.
Clearly, φ is a linear map. We will show that φ is injective. Namely, we will prove that
if I(v, z)|U2 = 0 for all v ∈ U1, then I(∗, z) = 0. By the commutativity of intertwin-
ing operators, we see 0 = (z1 − z2)NY 3(u, z1)I(v, z2)w = (z1 − z2)NI(v, z2)Y 2(u, z1)w
for all u ∈ MD and w ∈ U2. Suppose I(v, z2)Y 2(u, z1)w 6= 0, there is an integer r
such that I(v, z2)u
2
r−1w 6= 0 and I(v, z2)Y (u, z1)w = I(v, z2)(
∑
i=0(u
2
−i+r−1w)z
i−r
1 ). How-
ever, since (z1 − z2)NI(v, z2)zr1Y (u, z1)w = 0 for a sufficiently large integer N , we obtain
(−z2)NI(v, z2)ur−1w = 0 by substituting 0 into z1 and so we have I(v, z2)ur−1w = 0,
which contradicts to the choice of r. Hence, I(v, z2)Y
2(u, z1)w = 0. Since the set
{umw : m ∈ Z, u ∈ MD, w ∈ U2} spans W 2 by Proposition 4.1 in [DM], we have
I(v, z2)w = 0 for all w ∈ W 2. For u ∈MD, v ∈ U1, w ∈ W 2 and n ∈ Z,
I(unv, z)u = Resz1{(z1 − z)nY 3(u, z1)I(v, z)w − (−z + z1)nI(v, z)Y 2(u, z1)w} = 0.
Hence, it follows from the associativity of intertwining operators that I(v, z) = 0 for all
v ∈ W 1.
As a corollary of the above theorem, we will prove the following fusion rule.
Theorem 5.5 Let X be an irreducible MD-module with a
1
16
-word h˜(X), then the tensor
product
Mα+D ×X
is an irreducible MD-module. Furthermore, if h˜(X) is orthogonal to α, then the inter-
twining operators I(v, z) of type
(
Mα+D ×X
Mα+D X
)
are in Hom(X,Mα+D×X)[[z, z−1]] for all
v ∈Mα+D. Namely, the the powers z in I(v, z) are all integers. If h˜(X) is not orthogonal
to α, then I(v, z) ∈ Hom(X,Mα+D ×X)[[z, z−1]]z 12 .
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[Proof] Set α = (ai) and K = {β ∈ D|β ⊆ h˜(X)}. Let U be an irreducible MD-
module such that
IMD
(
U
Mα+D X
)
6= 0. By Theorem 5.1, we have a decompositionX = ⊕β=(bi)∈D/K(Xβ⊗
Qβ) as a direct sum of irreducible MK-modules Q
β ⊗ Xβ, where Qβ are irreducible Kˆ-
modules and Xβ = ⊗L(1
2
, hi + bi/2) are irreducible T -modules for some h = (hi). Simi-
larly, we have U = ⊕(Qγ⊗Uγ) with irreducible Kˆ-modules Qγ and irreducible T -modules
Uγ = ⊗L(1
2
, hi + bi/2 + ai/2). By Theorem 5.4, we obtain
dim IMD
(
U
Mα+D X
)
≤ dim IMK
(
Qβ ⊗Xβ
Mα+K Q
γ ⊗ Uγ
)
,
where γ = α+β. For qα⊗eα ∈Mα+K , the intertwining operator I(qα⊗eα, z) is expressed
by
A⊗ ((⊗I)(qα, z)⊗ eα)
for some k× k-matrix A. Moreover, the powers of z in I(qα⊗ eα, z) are in Z+ 1
2
〈h˜, α〉 by
(4.35). It follows from the commutativity of intertwining operators that A satisfies the
relation
Aφ(s) = ψ(s)A (5.4)
for all s ∈ Kˆ, where φ and ψ are the representations of Kˆ on Qβ and Qγ , respectively.
Since φ and ψ are irreducible, A is uniquely determined up to the scalar multiple and so
we have dim IMD
(
U
Mα+D X
)
≤ 1. If dim IMD
(
U
Mα+D X
)
= 1, then as we showed
the Kˆ-module Qβ is isomorphic to Qγ and so the MD-module structure on U is uniquely
determined by Theorem 5.3.
6 Hamming code VOA VH8
6.1 Definition of VH8 and its twenty four conformal vectors
An interesting property of the above construction is that the full automorphism group of
MD has a normal subgroup which is a 3-transposition group. A 3-transposition group is
a group generated by a conjugacy class of involutions and the product of any two invo-
lutions in this class has the order less than or equal to three. Especially, if D contains a
[8, 4, 4]-Hamming code H8 as a subspace, it defines new sixteen rational conformal vectors
of central charge 1
2
and so we have new automorphisms given by conformal vectors (see
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[M2]).
Definition 11 An even binary linear code H8 with the generator matrix
H =


1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
1 0 1 0 1 0 1 0

 (6.1)
is called the [8, 4, 4] Hamming code.
We can construct a VOA MH8 from [8, 4, 4]-Hamming code H8 by the tensor products
of SVOAM and denote it by VH8. Let {e1, ..., e8} be a set of coordinate conformal vectors.
In H8, there are fourteen codewords of weight four. By the direct calculation, we can
obtain the following:
Lemma 6.1 For a four-point set ξ, we write uξ = qξ ⊗ eξ in this section to simply the
notation. Let α and β be four-point sets. Then uα, uβ ∈ (VH8)2 and we have:
(uα)1(u
α) = 2(
∑
i∈α e
i)
(uα)1u
β = uα+β if |α ∩ β| = 2
(uα)1u
β = 0 if α ∩ β = ∅
〈ei, ej〉 = 1
4
δi,j and
〈uα, uβ〉 = δα,β .
(6.2)
As we showed in [M2], we can construct conformal vectors as follows:
Theorem 6.1 In VH8, we have the following conformal vectors with central charge
1
2
:
sα =
1
8
(e1 + · · ·+ e8) + 1
8
∑
β∈C, |β|=4
(−1)〈α,β〉qβ ⊗ eβ (6.3)
for a word α. This is defined by the co-code Z82/H8, that is, s
α = sβ if and only if
α− β ∈ H8. In particular, we have sixteen new rational conformal vectors. By the direct
calculation using Lemma 6.1, we have 〈sα, sβ〉 = 0 if and only if α + β has even weight.
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Namely, we obtain the following three sets of eight mutually orthogonal conformal
vectors of VH8.
{e1, ..., e8}, {sβ : |β| odd weight }, {sα : |α| even weight }. (6.4)
We can take {ν1 = (10 · · ·0), ν2 = (010 · · ·0), ..., ν8 = (0 · · ·01)} as the set of represen-
tatives of the odd weight cosets of Z82/H8 and {ν1 + ν1 = (0 · · ·0), ν1 + ν2, ..., ν1 + ν8 =
(10 · · ·01)} as that of even weight cosets of Z82/H8.
Definition 12 We will use the following notation in this paper.
dj = sν1+νj for j = 1, ..., 8 and
f i = sνi for i = 1, ..., 8.
(6.5)
By the direct calculation using Lemma 6.1 and the results in [M1], we obtain the
following lemma.
Lemma 6.2 There are exactly three sets of mutually orthogonal 8 conformal vectors with
central charge 1
2
in VH8.
[Proof] Clearly, since H8 has no codeword of weight 2, (VH8)1 = 0 by the definition
of code VOA. Suppose false and let {g1, ..., g8} be another set of 8 conformal vectors.
Viewing VH8 as a < g
1, ..., g8 >-module, there is no L(1
2
, 1
16
) since
∑
gi is the Virasoro
element and the weights of elements in VH8 are integers. Therefore, g
i are all of type 2
and so we have < ei, gj >= 1/32. Since
(VH8)2 = Ce
1 + · · ·+Ce8 + ∑
β∈C,|β|=4
Cuβ,
if we set g =
∑
aiei +
∑
aβuβ, then we have ai = 1/8. Calculating < g
i, gi > and gi1g
i by
using (6.2), we have {g1, ..., g8} is equal to {f 1, ..., f 8} or {d1, ..., d8}.
It is a routine work to see the action of σei on s
α.
Lemma 6.3 σei(s
α) = sα+νi.
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[Proof]
σei(s
α) = σei
{
1
8
(
∑
ei) + 1
8
(
∑
(−1)<α,β>uβ)
}
= 1
8
∑
ei +
∑
(−1)<α,β>(−1)<νi,β>uβ
= 1
8
∑
ei +
∑
(−1)<α+νi,β>uβ
= sνi+α.
Namely, each involution σei permutes the new sixteen conformal vectors regularly. We
want to note one more thing. Since [8, 4, 4]-Hamming code is the only one self-dual doubly
even code of length 8, VH8 is still isomorphic to VH8 as < f
1, ..., f 8 >-modules.
6.2 Irreducible VH8-modules with Z/2 lowest weights
Let VH8 be a code VOA constructed from H8 and {e1, ..., e8} the set of coordinate confor-
mal vectors. In this subsection, we will study the fusion rules of irreducible VH8-modules
having lowest weights in 1
2
Z. Let W be an irreducible VH8-module and β its
1
16
-word. By
Lemma 5.1, β ∈ H8. In particular, |β| ≡ 0 (mod 4) and so the lowest weight of W is in
1
4
Z.
If L is an irreducible VH8-module with integer lowest weight, then there is no
1
16
entry
in a lowest weight row since the sum of entries in a lowest weight row is an integer and
so we conclude L =
∑
αMα as T -modules. Since the
1
16
-word of L is (08), a T -module
structure on L determines the VH8-module structure uniquely and so L =Mα+H8 for some
α ∈ Z82.
Before we treat irreducible modules whose lowest weights are half-integers, we will
prove the following lemma by the similar argument as in Theorem 6.12 in [M1].
Lemma 6.4 Let V =
∑∞
i=0 Vi be a VOA over R satisfying dimV0 = 1 and V1 = 0.
Assume that V has a positive definite invariant bilinear form (∗, ∗) and e and f are two
distinct non-orthogonal rational conformal vectors with central charge 1
2
. Assume further
that τe fixes f and τf fixes e. If L is a V -module such that L is isomorphic to a direct
sum of L(1
2
, 1
16
) as <e>-modules and <f >-modules, then there is a conformal vector d
with central charge 1
2
such that L has no L(1
2
, 1
16
) as <d>-modules.
[Proof] As in the proof of lemma 6.11 in [M1], we have α, β ∈ V2 satisfying eα = 0
and eβ = 1
2
β such that f = λe+α+β. In the proof of Lemma 6.11 in [M1], we proved that
λ = 1
8
and 16
5
α is a conformal vector with central charge 7
10
. Since α1 and e1 acts on L, so
does β1. It is easy to see that d =
1
8
e+α−β is also a conformal vectors with central charge
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1
2
. Since the lowest weights of 16
5
α is one of 0, 3
80
, 8
80
, 35
80
, 48
80
, 120
80
by the representation of
L( 7
10
, 0), d cannot have 1
16
as an eigenvalue on L. Hence, d is a conformal vector satisfying
the desired conditions.
If L is an irreducible VH8-module with half-integer lowest weight, then L = (
∑
αMα)+
(
∑⊗8i=1Li(12 , 116)) as T -modules and so we have L ∼= Mα+H8 or L ∼= ∑⊗8i=1Li(12 , 116) as
T -modules by the fusion rules (1.1). If L ∼= Mα+H8 as T -modules, then L ∼= Mα+H8 as
VH8-modules as in the case of integer lowest weight. If L =
∑⊗8i=1Li(12 , 116), then there is
a set of mutually orthogonal conformal vectors, say {d1, ..., d8}, such that L is isomorphic
to Mα+H8 for some α ∈ Z82 as < d1, ..., d8 >-modules by Lemma 6.4. So, we have the
following classification.
Theorem 6.2 If L is an irreducible VH8-module with half-integer or integer lowest
weight, then L is isomorphic to one of the followings:
(1) Mν1+νi+H8 for i = 1, ..., 8 as <e
1, ..., e8>-modules,
(2) Mνi+H8 for i = 1, ..., 8 as <e
1, ..., e8>-modules,
(3) Mνi+H8 for i = 1, ..., 8 as <f
1, ..., f 8>-modules, and
(4) Mνi+H8 for i = 1, ..., 8 as <d
1, ..., d8>-modules.
Here νi denotes the word (0, · · · , 0, 1, 0, · · · , 0) whose ith entry is 1 and the others are all
0. All irreducible modules in (3) and (4) are isomorphic to ⊗8i=1L(12 , 116) as
<e1, ..., e8>-modules.
[Proof] We have already proved that L is isomorphic to one of the modules in the
list. We also showed that Mνi+H8 is isomorphic to ⊗8i=1L(12 , 116) as < f 1, ..., f 8 >-modules
in [M2].
Definition 13 We will use H(hi, α) to denote the above modules, that is,
H(1
2
, α) ∼=Mα+H8 as < e1, ..., e8 >-modules as in (1) and (2),
H( 1
16
, α) ∼= Mνi+H8 as < f 1, ..., f 8 >-modules as in (3) if f i = sα and
H( 1
16
, β) ∼=Mνi+H8 as < d1, ..., d8 >-modules as in (4) if di = sβ,
where sα is given in (6.3). Consequently, we have exactly thirty two irreducible VH8-
modules with lowest weights in Z/2.
The next lemma is clear by the definition.
Lemma 6.5 H(h, α) ∼= H(k, β) if and only if h = k and α− β ∈ H8.
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Remark 7 The lowest weights of modules in (2), (3), (4) are 1
2
and those of the modules
in (1) are one. The modules H( 1
16
, α) is characterized by the following properties:
(i) H( 1
16
, α) ∼= ⊗L(12 , 116) as T -modules.
(ii) The vertex operator of uβ on H( 1
16
, α) is (−1)〈α,β〉I(uβ, z).
6.3 Fusion rule of VH8
In this section, we will determine the fusion rules of the irreducible VH8-modules with
lowest weights in Z/2. In the previous section, we showed that such irreducible modules
are {
H(
1
2
, α), H(
1
16
, β) : α, β ∈ Z82/H8
}
. (6.6)
We first prove the next lemma.
Lemma 6.6 If α is an even word, then H(1
2
, α) ∼= Mα+H8 as <f 1, ..., f 8>-modules. It is
also true for <d1, ..., d8>.
[Proof] By Lemma 6.3 and Definition 12, we have σe1(f
i) = di for all i and σe1 fixes
all H(1
2
, α). Hence, it is sufficient to prove the lemma for < f 1, ..., f 8 >. Without loss
of generality, we may assume α = {1, 2}. The lowest weight of H(1
2
, α) is one and the
lowest weight space has a basis {u{12}, u{34}, u{56}, u{78}}, where {1234}, {1256}, {1278}
are the set of four point codewords of H8 containing {12}. Hence, H(12 , α) ∼= Mβ+H8
as < f 1, ..., f 8 >-modules for some β. By the direct calculation of the eigenvalues of
sβ = 1
8
w+ 1
8
∑
γ∈H8,|γ|=4(−1)<β,γ>uγ on H(12 , α), the eigenvalues of sν1 and sν2 on −u{12}+
u{34}+u{56}+u{78} are the same 1
2
and those of others are 0. Hence, H(1
2
, {12}) =M{12}+H8
as <f 1, ..., f 8>-modules.
By Theorem 5.5 and Theorem 6.2, we have the following theorem.
Theorem 6.3 If W is an irreducible VH8-module, then the tensor product H(h, β)×W
is an irreducible module for any h and β.
Remark 8 Let v ∈ H(h, β). By the direct calculation, we have
(z1 − z2)NY (sα, z1)Y (uγ, z2)v
= 1
8
(z1 − z2)N
{
Y (wˆ, z1)Y (u
γ, z2) +
∑
β∈C, |β|=4(−1)(α,β)Y (uβ, z1)Y (uγ, z2)
}
v
= 1
8
(z1 − z2)N
{
Y (uγ, z2)Y (wˆ, z1) +
∑
β∈C, |β|=4(−1)(α+γ,β)Y (uγ, z2)Y (uβ, z1)
}
v
= (z1 − z2)NY (uγ, z2)Y (sα+γ , z1)v
(6.7)
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Hence, the action of Y (sα, z) on Y (uγ, z)H(h, β) is same as Y (sα+γ , z) on H(h, β). So
we have all actions of sα on H(1
2
, γ)× U .
As a corollary of Theorem 6.3 and Remark 8, we have:
Corollary 6.1 The fusion rules of VH8-modules {H(12 , α), H( 116 , α)} are
H(1
2
, α)×H(1
2
, β) = H(1
2
, α+ β),
H(1
2
, α)×H( 1
16
, β) = H( 1
16
, α + β) and
H( 1
16
, α)×H( 1
16
, β) = H(1
2
, α + β).
(6.8)
[Proof] Changing the set of coordinate conformal vectors, it is sufficient to calculate
the tensor product H(1
2
, α)×H(h, β). We have already proved that H(1
2
, α)×H(h, β) is
an irreducible module by Theorem 5.5. Since the action of Y (sγ, z) on Y (uα, z)H(h, β) is
same as Y (sγ+α, z) on H(h, β) by Remark 8, we have the desired fusion rules.
Theorem 6.4 If h = 1
2
and α is an even set and α 6∈ H8, then VH8 ⊕ H(h, α) has a
simple VOA structure on it. If h = 1
16
or α is odd, then VH8 ⊕ H(h, α) has a simple
SVOA structure on it.
[Proof] Since the fusion rule H(h, α)×H(h, α) = VH8 has a single component, the
structure is unique. If h = 1
2
and α is even set, then V = VH8 ⊕ H(12 , α) is a subspace
of MS, where S is the code consisting of all even words. Since S is an even linear code,
MS has a VOA structure on it with positive definite invariant bilinear form, so does V .
If h = 1
16
or α is odd, then we may assume that h = 1
2
and α is odd by Definition 13. For
an odd word α, VH8 ⊕ H(12 , α) is a subspace of MZn2 and MS ∩ (VH8 ⊕ H(12 , α)) = VH8.
Since MZn
2
has a SVOA structure on it with the even part MS and the odd part MS+α,
we have the desired conclusions.
6.4 VOA structure and fusion rules
In this subsection, E denotes a self-orthogonal subcode of D and we assume that E is a
direct sum E = ⊕Ei of Hamming codes Ei and U = ⊗H(hi, αi) is an ME-module such
that ME ⊕ U has a simple VOA structure. We next show that the induced MD-module
also has a simple VOA structure.
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Theorem 6.5 IfME⊕U has a simple VOA structure on it, then so doesMD⊕IndMDME (U).
[Proof] Let (MD, Y
0) be a code VOA and (ME⊕U, Y 1) a simple VOA. Since U×U =
ME and U ×ME = U , the vertex operator Y 1(u, z) of u ∈ U has an expression
Y 1(u, z) =
(
0 I1(u, z)
I2(u, z) 0
)
, (6.9)
where I1(u, z) ∈ Hom(U,ME){z, z−1}, and I2(u, z) ∈ Hom(ME , U){z, z−1}.
SetW = IndMDME (U) and let Y
W be an induced module vertex operator. We first showW×
W = MD. Let U
0 be an MD-module with IMD
(
U0
W W
)
6= 0. Then IME
(
U0
U U
)
6= 0
by Theorem 5.4 and so U0 contains ME = U × U as ME-modules. Since the MD-module
structure of U0 is determined by an ME-submodule by Theorem 5.3, we see U
0 = MD.
Since ME-module MD has only one irreducible submodule isomorphic to ME , we have
W ×W = MD and there is a non-zero intertwining operator I(∗, z) ∈ I
(
MD
W W
)
. We
will next define vertex operators
Y (v, z) ∈ End(MD ⊕ IndMDME (U))[[z, z−1]]
of v ∈ W = IndMDME (U) satisfying the derivation and the mutually commutativity. We
also have an intertwining operator I ′(∗, z) ∈ I
(
W
W MD
)
since W ×MD ∼= MD ×W .
We therefore obtain a vertex operator
Y (v, z) =
(
0 I(v, z)
I ′(v, z) 0
)
∈ End(MD ⊕W )[[z, z−1]] (6.10)
of v ∈ W . By the properties of intertwining operators, Y (v, z) satisfies the derivation and
the commutativity and the associativity with the vertex operators
Y (u, z) =
(
Y 0(u, z) 0
0 Y W (u, z)
)
(6.11)
of u ∈ MD. By the construction, ME-module IndMDME (U) contains only one irreducible
submodule isomorphic to U and U × U = ME . Hence, if we restrict this vertex operator
to that of v ∈ME⊕U , then it should be equal to the vertex operator Y 1(v, z) ∈ End(ME⊕
U)[[z, z−1]] of v ∈ME⊕U by multiplying some scalars to I(v, z) and I ′(v, z). In particular,
there is a sufficiently large integer N such that
(z1 − z2)NY (v, z1)Y (v, z2)w = (z1 − z2)NY (v, z2)Y (v, z1)w (6.12)
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for w ∈ ME ⊕ U . Since Y (v, z) satisfies the commutativity with Y (u, z) of elements
u ∈MD, we have
(z1 − z2)N(z1 − z3)N(z2 − z3)NY (v, z1)Y (v, z2)Y (u, z3)w
= (z1 − z2)N(z1 − z3)N(z2 − z3)NY (u, z3)Y (v, z1)Y (v, z2)w
= (z1 − z2)N(z1 − z3)N(z2 − z3)NY (u, z3)Y (v, z2)Y (v, z1)w
= (z1 − z2)N(z1 − z3)N(z2 − z3)NY (v, z2)Y (v, z1)Y (u, z3)w
(6.13)
for a sufficiently large integer N . Hence, by multiplying a power of z3 and substituting 0
into z3, we obtain
(z1 − z2)NY (v, z1)Y (v, z2)urw = (z1 − z2)NY (v, z2)Y (v, z1)urw, (6.14)
where urw 6= 0 and ur+iw = 0 for all i > 0. Substituting this into the above, we see
(z1 − z2)NY (v, z1)Y (v, z2)uiw = (z1 − z2)NY (v, z2)Y (v, z1)uiw (6.15)
for all i. Since {uiw : u ∈MD, w ∈ME ⊕ U} spans whole space MD ⊕W by Proposition
4.1 in [DM], Y (v, z) satisfies the commutativity with itself. It is clear that it satisfies the
other conditions required to be a vertex operator of VOA. We note that we don’t need to
prove the associativity of Y (∗, z). It is also clear that (V, Y ) is simple.
Let X be an irreducible MD-module and assume that an irreducible ME-submodule
of X is isomorphic to ⊗ki=1H(hi, βi) for some hi ∈ {12 , 116} and βi ∈ Z82, where n = 8k.
We will calculate the fusion rules of X with others. Let α1 be an 1
16
-word of X . In order
to simply the notation, we assume α1 = (18s08(k−s)). Namely, we will assume the following:
Hypotheses I
(1) Let D be an even binary linear code with length 8k and E a self-orthogonal subcode
of D.
(2) Assume that E is a direct sum ⊕ki=1Ei of Hamming codes Ei.
(3) Let U be anME-module (H(
1
16
, α1)⊗· · ·⊗H( 1
16
, αs))⊗ (H(1
2
, αs+1⊗· · ·⊗H(1
2
, αk)).
and set M1 = IndMDME (U). We note that α
1 = (18s08(k−s)) is a 1
16
-word of M1.
(4) Let M2 be an irreducible MD-module with a
1
16
-word α2. Set α3 = α1 + α2.
(5) Set Ki = {β ∈ D|β ⊆ αi} and assume E+K2 = E+K3. We note that K1 contains
⊕si=1Ei.
Remark 9 We will explain the meaning of the last assumption. Choose α ∈ K2, then
there is an βα ∈ E such that α+βα ∈ K3. Set γ = α1∩α2, γ1 = α1− γ and γ2 = α2− γ.
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The above relation implies that α∩ h˜ = βα ∩ h˜ since (α+ βα)∩ γ = ∅. Since α+ βα ∈ K3
and α1 + λ2 ∩ γ = ∅, we have α + βα ⊆ α3 = α1 + α2 and so α + βα ∩ γ = ∅. If α ∈ K2,
then α = (α ∩ γ) ∪ (α ∩ γ2) and γ ∩ γ1 = ∅. Hence, for α, ξ ∈ K2, we obtain
< α, γ >= 〈α ∩ γ, ξ ∩ γ〉+ 〈α ∩ γ2, ξ ∩ γ2〉.
Similarly, we have
0 =< βα, βξ >= 〈βα ∩ γ1, βξ ∩ γ1〉+ 〈βα ∩ γ, βγ ∩ γ〉
for βα, βξ ∈ E since E is self-orthogonal. Hence, if 〈α, γ〉 = 0 for α, ξ ∈ K2, then
〈α ∩ γ, ξ ∩ γ〉 = 〈α ∩ γ2, ξ ∩ γ2〉
and
〈βα ∩ γ1, βξ ∩ γ1〉 = 〈βα ∩ γ, βγ ∩ γ〉.
Therefore, we obtain
〈α+ βα, ξ + βξ〉 = 〈α ∩ γ2 + βα ∩ γ1, ξ ∩ γ2 + βξ ∩ γ1〉
= 〈α ∩ γ2, ξ ∩ γ2〉+ 〈βα ∩ γ1, βξ ∩ γ1〉 = 0.
Namely, if H2 is a self-orthogonal subcode of K2, then {βα : α ∈ H2} is also a self-
orthogonal. In particular, if H2 is a maximal self-orthogonal subcode of K2, then there is
a maximal self-orthogonal subcode H3 of K3 such that E +H2 = E +H3.
We will prove the one of our main theorems.
Theorem 6.6 Under Hypotheses I, M1 ×M2 is irreducible.
[Proof] Let M3 be an irreducible MD-module such that IMD
(
M3
M1 M2
)
6= 0 and
U2 an irreducible ME-submodule of M
2. Clearly, α3 is the 1
16
-word of M3. Let H i be
maximal self-orthogonal subcode of Ki such that E+H2 = E+H3 by Remark 9. Assume
first that D = E +H3. Then M2 and M3 are both irreducible ME-modules by Theorem
5.1 and we have
dim IMD
(
M3
M1 M2
)
≤ dim IME
(
M3
U M2
)
= 1
by Theorem 5.4. We therefore obtain M3 = U ×M2 as ME-modules. Choose a nonzero
intertwining operator I1(∗, z) ∈ IME
(
M3
U M2
)
. Then for I(v, z) ∈ IMD
(
M3
M1 M2
)
,
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there is a scalar λ such that I(v, z) = λI1(v, z) for v ∈ U . By the commutativity of
intertwining operator
0 = (z1 − z2)NY 3(u, z1)I(v, z2)w = (z1 − z2)NI(v, z2)Y 2(u, z1)w,
we have
0 = (z1 − z2)NλY 3(u, z1)I1(v, z2)w = (z1 − z2)NλI1(v, z2)Y 2(u, z1)w
for all v ∈ U , u ∈ MD and w ∈ M2 and for a sufficiently large integer N . Hence, the
action Y 3(u, z) of u ∈MD onM3 does not depend on the choice of λ and it is determined
by Y 2(u, z) and I1(v, z2). Therefore, the structure of M
3 is uniquely determined and
M1 ×M2 is irreducible.
We will next prove the general case. Assume H = E + H3 6= D. Let U1 and U2
be irreducible MH -submodules of M
1 and M2, respectively. Then the tensor product
U1 × U2 is an irreducible MH -module as we showed and hence M3 contains U1 × U2 as
MH-submodule. Therefore the MD-module structure on M
3 is uniquely determined by
Theorem 5.3 and so M1 ×M2 is irreducible.
7 Construction and uniqueness of VOA structure
In this section, we will show a new construction of vertex operator algebras. We will define
a Fock space V containing MD and then show that the vertex operators of elements will
be automatically determined by its representations.
7.1 The setting
We will assume the following Hypotheses II (1) ∼ (8).
Hypotheses II
(1) D and S are both even linear codes with length 8k.
(2) 〈D,S〉 = 0.
(3) For all α ∈ S, the weight |α| is a multiple of eight.
(4) For any α ∈ S, D contains a self-dual subcode Eα such that Eα is a direct sum
Eα = ⊕ki=1Eiα of Hamming codes Eiα. Assume that Hα = {β ∈ Eα : β ⊆ α} is a direct
factor of Eα containing α.
(5) Set Kα = {β ∈ D : β ⊆ α} and assume that for any two α, β ∈ S, Kα + Hβ =
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Kα+β +Hβ.
Let {α1, ..., αt} be a basis of S. For each j, Eαj is a direct sum ⊕ki=1Eiαj of Hamming
codes and Uαj = ⊗ki=1H(hji , βji ) is an MEαj -module with a 116 -word αj.
(6) We assume that ME
αj
⊕ Uαj has a simple VOA structure on it.
As we showed in Theorem 6.4, if β is even, then VH8 ⊕H(12 , β) has a VOA structure
and if h = 1
16
or β is odd, then VH8 ⊕ H(h, β) has a SOVA structure. Hence, (6) is
equivalent to :
(6′) |{i : hji = 116 , αji is odd }| ≡ 0 (mod 2) for all j.
Set
V α
i
= IndMDM
Ei
(Uαi).
This is an irreducibleMD-module. By Theorem 6.5,MD⊕V αi has a simple VOA structure.
By Theorem 6.6 and the above hypotheses, V α
i × V αj is irreducible. Set V αi+αj =
V α
i × V αj . By the symmetry of the fusion rule and the uniqueness, it is equal to V αj+αi .
In order to simplify the notation, we will denote αi + αj by α for a while. The 1
16
-
word of V α is α and there is a self-orthogonal subcode Eα in D such that Eα is a direct
sum of Hamming codes Eiα by the condition (4). Hence V
α is also an induced module
IndMDMEα (Uα) for an irreducible MEα-module Uα
∼= ⊗H(hj , βj). We can therefore define
the tensor product V α
k+αi+αj = V α
i+αj × V αk uniquely. Repeating these steps, we can
define all MD-modules V
α for α ∈ S by
V α = (· · · (V αj1 × V αj2 )× · · ·) (7.1)
for α = αj1 + · · ·+ αjr with j1 < · · · < jr.
We assume the associativity:
(7) V α does not depend on the order of products.
It is easy to see that (7) is equivalent to the associativity of product of three elements:
(V α
i × V αj )× V αk = V αi × (V αj × V αk). (7.2)
By the definition of V α and the assumption (7), we have:
Lemma 7.1 V α × V β = V α+β.
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At last, we assume that the commutativity of intertwining operators:
(8) For Iβ(∗, z) ∈ I
(
V α+β
V α V β
)
and Iβ+α(∗, z) ∈ I
(
V β
V α V α+β
)
, we assume that the
powers of z in Iβ(∗, z) and Iβ+α(∗, z) are all integers and they satisfy the commutativity,
that is, for v ∈ V α, we assume
(z1 − z2)NIβ(v, z1)Iβ+α(v, z2) = (z1 − z2)NIβ+α(v, z2)Iβ(v, z1) (7.3)
for sufficiently large integer N .
Set
V = ⊕α∈SV α, (7.4)
where V 0 =MD.
Under the above Hypotheses II (1) ∼ (8), we will show that a vertex operator Y (v, z)
for every element v ∈ V is automatically determined.
7.2 Construction of vertex operators
Let dimS = t and set Si =< α
1, ..., αi > for i = 0, 1, ..., t. Set V i = ⊕α∈SiV α. We
will define a vertex operator Y (v, z) ∈ End(V )[[z, z−1]] of v ∈ V i inductively. Since V α
are all MD-modules, the vertex operators Y (v, z) of v ∈ V 0 = MD on V are already
determined and they satisfy the mutual commutativity. Assume the vertex operators
Y (w, z) ∈ End(V )[[z, z−1]] of elements w ∈ V r are already determined and they satisfy
the mutual commutativity and we will define Y (v, z) ∈ End(V )[[z, z−1]] for v ∈ V r+1.
Decompose V r+1 = V r ⊕W as V r-modules, then W is an irreducible V r-modules and
W = ⊕β∈Sr+1−SrV β. Set α = αr+1 ∈ Sr+1−Sr to simplify the notation. By the assumption
(6) and Theorem 6.5, MD ⊕ V α has a simple VOA structure and denote it by
(MD ⊕ V α, Y α). (7.5)
We first prove:
Lemma 7.2 W ×W = V r as V r-modules.
[Proof] Let U be an irreducible V r-submodule of W ×W . By the same arguments
as in the proof of Theorem 5.4, we have
dim IV r
(
U
W W
)
≤ dim IMD
(
U
V α V α+β
)
(7.6)
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for any β ∈ Sr and hence U contains V α × V α+β = V β as MD-modules. Therefore the
V r-structure on U is uniquely determined and so U ∼= V r.
By the same arguments as in the above proof, ⊕δ∈SrV δ+µ is an irreducible V r-module
and we have:
W × (⊕δ∈SrV δ+γ) = ⊕δ∈SrV δ+γ+α, (7.7)
which is also an irreducible V r-module. As we showed in the proof of Theorem 5.4, we
can induce every intertwining operator in
IV r
( ⊕δ∈SrV δ+α+γ
W ⊕δ∈Sr V δ+γ
)
from one in IMD
(
V δ+α
V α V δ
)
. Namely, we can choose a nontrivial
intertwining operator
Iγ(∗, z) ∈ IV r
( ⊕δ∈SrV δ+α+γ
W ⊕δ∈Sr V δ+γ
)
for each γ ∈ S/Sr such that
Iγ(∗, z)|V γ ∈ IMD
(
V α+γ
V α V γ
)
and Iγ(∗, z)|V γ+α ∈ IMD
(
V γ
V α V α+γ
)
.
Since Iγ(∗, z) is an intertwining operator, it satisfies the commutativities:
(z1 − z2)NY γ+α(u, z1)Iγ(vα, z2)w = (z1 − z2)NIγ(vα, z2)Y γ(u, z1)w (7.8)
for vα ∈ V α, u ∈ V r, w ∈ ⊕δ∈SrV γ+δ and
(z1 − z2)NY γ(u, z1)Iγ+α(vα, z2)w′ = (z1 − z2)NIγ+α(vα, z2)Y γ+α(u, z1)w′ (7.9)
for vα ∈ V α, u ∈ V r, w′ ∈ ⊕δ∈SrV γ+α+δ. Since a VOA (MD⊕V α, Y α) is given, Iα(∗, z) ∈
I
(
W
W V r
)
is uniquely determined by the property:
vα−11 = v
α,
where Iα(vα, z) =
∑
vαnz
−n−1 for vα ∈ V α. Also, by the commutativity of Y α onMD⊕V α,
I0(vα, z) ∈ I
(
V r
W W
)
is uniquely determined.
Define a vertex operator Y (vα, z) ∈ End(V )[[z, z−1]] of vα ∈ V α by
Y (vα, z) =


0 I0(vα, z)
Iα(vα, z) 0
0 Iγ(vα, z)
Iγ+α(vα, z) 0
· · ·
· · ·


, (7.10)
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then it satisfies the commutativity with Y (w, z) for all w ∈ V r as we showed. Moreover,
the assumption (8) means the commutativity:
(z1 − z2)NY (vα, z1)Y (vα, z2)w = (z1 − z2)NY (vα, z2)Y (vα, z1)w (7.11)
for any α ∈ S, w ∈ V β. Therefore, Y (vα, z) satisfies the commutativity with itself. Since
every Iγ(vα, z) satisfies the derivation, so does Y (vα, z). Using the normal product, we
can define all vertex operators Y (v, z) of v ∈ V r+1, which still satisfy the mutual commu-
tativity and the derivation. We therefore have a VOA structure on V . We next show that
the VOA structures on V is unique. Clearly, if V has a VOA structure containing MD
as a subVOA, then V has the above structure that we have constructed. Since we can
modify the difference of scalar times of Iγ(vα, z) by multiplying the scalar to the bases
of ⊕δ∈SrV δ+γ and ⊕δ∈SrV δ+γ+α, we obtain the uniqueness of vertex operators up to the
change of basis.
This completes the construction of VOA.
Theorem 7.1 Under the hypotheses II (1) ∼ (8), V has a unique VOA structure.
Remark 10 Except the last two assumptions, they are conditions on the codes. So if
we are given a pair of codes D and S satisfying the conditions (1) ∼ (5) and choose
the desired MD-modules V
α, what we have to do is to check the associativity (7) and
the commutativity (8). We should note that these conditions are possible to make sure
among modules generated by three modules V α, V β, V γ. Sometimes, these information
are possible to get from the known VOA. Namely, if there is a VOA V containing a set
of mutually orthogonal rational conformal vectors {ei : i = 1, ..., n} with central charge 1
2
whose sum is the Virasoro element, then we obain the associativity and the commutativity
in the decomposition V = ⊕χ∈Irr(P )Vχ.
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