We define the entropy of an orthogonal matrix O i j , A vector with these components has unit normalization as a consequence of the identity, i , j = 1, 2, ... n as follows:
The picture that emerges is as follows. For each n, there are saddle points apart from maxima and minima. For example, for n = 3 there is a saddle point and the corresponding matrix is: the entropy of an orthogonal matrix cannot attain this bound because of the orthogonality constraint (1). In fact the bound is obtained only by the Hadamard matrices (rescaled by n-i). Thus we have a new criterion for the Hadamard matrices (appropriately normalized): those orthogonal matrices which saturate the bound for
The entropy is peaked quite sharply at all extrema. As we change n, new maxima may emerge as for n = 4.
There will also be crossovers among the families of saddle points. The specific way in which the matrices ( 2 ) and ( 
