The increasing use of multimedia streams nowadays necessitates the development of ef®cient and effective methodologies for manipulating databases storing these streams. Moreover, content-based access to multimedia databases requires in its ®rst stage to parse the video stream into separate shots then apply a method to summarize the huge amount of data involved in each shot. This work proposes a new paradigm capable of robustly and effectively analyzing the compressed MPEG video data. First, an abstract representation of the compressed MPEG video stream is extracted and used as input to a neural network module (NNM) that performs the shot detection task. Second, we propose two adaptive algorithms to effectively select key frames from segmented video shots produced by the segmentation stage. Both algorithms apply a two-level adaptation mechanism in which the ®rst level is based on the dimension of the input video ®le while the second level is performed on a shot-by-shot basis in order to account for the fact that different shots have different levels of activity. Experimental results show the ef®ciency and robustness of the proposed system in detecting shot boundaries and¯ashlights occurring within shots and in selecting the near optimal set of key frames (KFs) required to represent each shot. #
Introduction
The recent explosive growth of digital video applications entails the generation of vast amount of video data, however, the technologies for organizing and searching video databases are still in their infancy. The ®rst step in indexing video databases (to facilitate ef®cient access) is to analyze input video streams. Video analysis can be classi®ed into two stages [1] , shot boundary detection and key frames (KFs) extraction. The purpose of the ®rst stage is to partition a video stream into a set of meaningful and manageable segments while the second stage is the process of representative frames selection that aims to abstract the whole shot using one frame or more.
In general, successive frames in motion pictures bear great similarity among themselves but this generalization is not true at boundaries of shots. A frame at a boundary point of a shot differs in background and contents from its successive frame that belongs to the next shot. In a nutshell, two frames at a boundary will differ signi®cantly as a result of switching from one camera to another, and this is the basic principle that most automatic algorithms for detecting scene changes depend upon.
The output of the segmentation stage is a group of distinct shots with clear marks to the beginning and the end of each shot. This output is fed to a KFs selection module whose function is to elect few key frames from each shot in order to be used as representative ones to facilitate ef®cient indexing of video data.
Almost all video streams are transmitted and stored in compressed format. While there are large numbers of algorithms for compressing digital video, the MPEG format [2À4] is the current international standard. In MPEG, spatial compression is achieved through the use of discrete cosine transform (DCT)-based algorithm similar to the one used in the JPEG standard [5] . On the other side, temporal compression is accomplished using motion compensation techniques.
Considering the huge amount of data involved into the manipulation of raw digital video, it becomes real advantage to work directly upon compressed data and avoid the need to decompress video streams before manipulating them.
In this paper, a novel and robust paradigm for video data analysis is introduced. The ®rst module of that paradigm extracts an abstract description of the MPEG video stream by deriving (without the need to decode the original stream) a DC sequence. DC, a term from Electrical Engineering that stands for direct current, is the ®rst coef®cient of the discrete cosine transform that is proportional to the average intensity of the frame. The DC sequence is then used as input to a neural network module (NNM) that performs the task of detecting shot boundaries into that stream. After that, two effective and ef®cient algorithms for selecting KFs from segmented video shots are proposed.
The ®rst KFs selection algorithm uses the accumulated summation of luminance differences of DC frames. Once the accumulated summation exceeds a certain adapted threshold the current frame is added to the representative set in addition to the ®rst frame (which is chosen by default) then the algorithm continues. The ®rst level of threshold adaptation is based upon the dimension of the input video ®le while the second level is based upon a shot activity criterion to further improve the performance and reliability of the selection module. The second algorithm compares the summation of DC terms of the current frame and the corresponding summation of the last chosen KF. The algorithm then selects the current frame into the representative set if the absolute difference is larger than a certain adapted threshold. This algorithm uses a similar method of adaptation used by the ®rst algorithm but it employees a statistical criterion for the shot-by-shot adaptation level.
The rest of this paper is organized as follows. We review in Section 2 a number of related approaches for detecting scene changes and selecting KFs from segmented shots. The concept of representing the video stream using its DC sequence is introduced in Section 3 along with our algorithm for extracting that sequence. In Section 4, the design of the NNM that is used to detect scene cuts will be expounded. The ®rst adaptive algorithm for selecting KFs is proposed in Section 5 followed by the second algorithm along with its adaptation criteria in Section 6. Experimental results are given in Section 7 followed by conclusion in Section 8.
Related work
A quick review of a number of trends for shot detection that has been proposed by various researchers in the ®eld is given below. A template matching technique is introduced in [6] where each pixel in frame f m is compared with the pixel at the same location in frame f n and a scene change is declared whenever the difference function exceeds a pre-speci®ed threshold. Using this metric it becomes dif®cult to distinguish between local changes and global ones and this renders the use of global threshold as inaccurate. In [7] Zhang et al. proposed another technique called twin-comparison that uses two thresholds, one to detect cuts and the other to detect potential starting frames for gradual transitions. Unfortunately, this technique cannot detect other types of changes (fade, wipe, etc.). One example of the use of Histogram-based techniques is presented in [8] where the histogram of a video frame and a difference function (S) between f n and f m are calculated. If S is greater than a threshold, a cut is declared. Histograms are invariant to image rotation and change slowly under the variations of viewing angle, scale, and occlusion, hence they are less sensitive to camera operations and object motion. On the down sides, they are more computationally demanding and threshold choice is still a problem.
A different trend to detect shot boundary called block-based technique is reviewed in [9] in which it partitions a frame f m into a set of r blocks then every subframe in f m is compared with the corresponding sub-frame in f n . The similarity between f n and f m are then measured. Hanjalic and Zhang [10] proposed the use of a statistical model to detect scene changes. Vasconcelos et al. [11] have modeled the time duration between two shot boundaries using a Bayesian model and the Weibull distribution and derived a variable threshold to detect shot boundaries. A knowledge-based approach is proposed in [12] where anchorperson shots are found by examining intrashot temporal variation of frames.
Methods working directly on compressed data have been investigated too. In [13] shot boundary detection is performed using a set of extracted features in a binary regression tree to determine the probability that each frame is a shot boundary. Yeo and Liu [14] use the pixel differences of the luminance component of DC frames in MPEG sequences to detect shot boundaries. Lee et al. [15] derive binary edge maps from AC coef®cients and measure edge orientation and strength using AC coef®cients correlation then match frames based on these features. Other researchers exploit the fact that continuity of motion vectors (MVs) is disrupted between frames across different shots [16, 17] but the major criticism to such methods is their highly computational cost.
The second stage in our video analysis systems is the process of extracting KFs from segmented video shots that is considered one of the most active areas of research in visual information retrieval [18] . Thus a quick review of some proposed approaches in the literature is given below.
Zhang et al. [19] proposed a visual content-based approach while a motion analysis approach was introduced by [20] . A clustering algorithm has been proposed in [21] that assumes N frames within a shot divided into M clusters. After clusters formation the frame that is closest to each cluster centriod is chosen as a KF. An alternative method is given in [14] where a set of KFs is used to represent the shot and the ®rst frame is always selected as a KF.
A different approach to represent the shot is proposed in [13] , where frames in the shot are organized in a tree structure obtained through agglomerative clustering, where color, texture, and edge histograms are the components of the feature vector and L1 norm is used to measure the feature distance. In [22] , a new technique is introduced to detect KFs to represent the whole video without doing any shot boundary detection. The general idea is to use a clustering algorithm to divide the frames into a number of clusters each one with similar frames then choose a frame from each cluster. An illumination invariant approach is proposed in [23] that applies the color constancy feature to KFs production using hierarchical clustering. A hierarchical color and motion segmentation scheme that is based on a multi-resolution implementation of the recursive shortest spanning tree is proposed in [24] .
A number of proposed shot detection mechanisms lack the robustness required in building effective video content analysis systems. Moreover, some of the proposed KFs extraction methodologies mentioned above are oversimpli®ed so that they cannot adapt to different changing situations for instance, various input frame sizes and various activity levels within shots. Others use complex techniques that require intensive computational resources and render them unsuitable for on-line processing. Motivated by the shortcomings in the available shot detection and KFs extraction techniques, we propose a new paradigm capable of robustly detecting shot changes then apply two effective and adaptive algorithms to select KFs from segemted shots. The KFs selection algorithms capture the notion of shot activity and change the selection decision on the¯y on a shot-by-shot basis.
It is worthwhile at this point to review brie¯y the current emerging multimedia content description interface known as MPEG-7 [25À27]. This standard focuses on multimedia content description while complementing the other MPEG standard suite. Its basic goal is interoperability so it is designed to be an interoperable interface which de®nes the syntax and semantics of various description tools. At the same time, MPEG-7 aims to provide a scalable framework for designing services that can be accessed from a variety of devices. To achieve its goals MPEG-7 provides three basic normative elements listed below:
1. Descriptors (Ds): de®ne syntax and semantics of content features. 2. Description schemes (DSs): specify the structure of relationships among Ds and DSs.
Description de®nition language (DDL): allows¯exible de®nition of MPPEG-7
Ds and DSs based on XML schema.
MPEG-7 has some similarity with other metadata description standards such as SMPTE and TV-anytime, etc. but it has mainly two major advantages over these standards. First, it supports a broad range of applications and is not focused on speci®c domains. Second, it uses schema approach in de®ning elements and structure thus provides a more detailed structured description of audioÀvisual information at multiple levels of granularity.
Our system has a uni®ed objective with the MPEG-7 standard in which both aim to provide effective search and retrieval techniques of stored multimedia data. Obviously, the new tools provided by MPEG-7 will make the video analysis task easier than in the case of MPEG-1 and MPEG-2 (used by our system). An important issue is that MPEG-7 does not specify or standardize how the features are extracted or applied. This property allows our proposed techniques to be applicable to MPEG-7 streams provided that the DC sequence extraction module is modi®ed to parse MPEG-7 data.
DC sequence extraction
To encode MPEG ®les each frame in the original video is divided into 8 Â 8 blocks then the DCT is applied to individual blocks. The coef®cients of the transform in addition to the motion information are the main constituents of the compressed ®le. The ®rst coef®cient of the DCT of a block is termed the DC coef®cient [14, 28] that is directly proportional to the average intensity of that block. The main concept is to use these DC coef®cients to derive an abstract description of a frame directly from the compressed data without the need for decoding. Each block will be represented by only one term (its average intensity derived from the DC term) and the composition of these terms will form what is called a DC frame. A sequence of such frames is termed the DC sequence. This sequence still bears high similarity to the original frame sequence with the added advantage of that it can be derived directly and very ef®ciently from compressed data.
The extraction of the DC frame from an I frame is trivial and can be calculated for each block using Eq. (1) while for B and P frames Eq. (2) 
N i is the intersecting area between a predicted block and the ith block in the reference frame as in Fig. 1 ; DC i is the DC coef®cient of the ith reference block. To apply Eq. (2), we need two pieces of information, the intersecting areas N 0 À N 3 and row and column indexes of each of these areas. This information can be obtained from geometrical analysis of Fig. 1 and the derived formulas are shown in Table 1 . It is important to note that a different set of formulas is used for each combination of the signs of MVs.
Three types of DC sequences one for each color components used in MPEG (Y, Cr, Cb) are extracted but we use only the Y component. If the block is bidirectionally predicted (B block) we propose to apply Eq. (4):
To specify which blocks in the reference frame contribute to the DC ref we need to determine the row and column indexes of reference blocks. Again from the geometry of Fig. 1 the following rules were derived. Similar formulas can be derived for calculating the rows using ÁY. 
where C is the column index of the predicted block; c i the column index of a reference block i ; ÁX and ÁY horizontal and vertical MVs, respectively; L length of block side (8 in MPEG); addTermX ÁX %L if j ÁX j > L else it is zero.
The calculated values for rows and columns are checked to make sure that none of them lies outside the reference picture(s). The algorithm handles the case of skipped macroblocks (MBs) by copying the DC values from the corresponding MBs at the reference frame(s) into the current location. If an inter block is not coded in coded block pattern (CBP), its encoded DC value is considered zero.
Detecting shot boundaries
The DC sequence extracted in the previous section is used as input to a NNM. The choice of the neural network [29] as a shot-boundary detection methodology is based on its desirable generalization and fault tolerance properties. Detecting shot boundaries in a video stream is a hard task, especially when we consider the multiplicities of video types (action movie, romantic movies, sports, news cast, etc.) and the different characteristics that each of these types has. Many of the currently proposed shot-detection algorithms fail to detect shot boundaries in cases of fast camera or object motion or when a large object occupies the whole scene for a while. This lack of robustness in the currently available techniques motivates us to propose a robust and ef®cient methodology to detect scene changes in various genres of video streams.
The ®rst step in the design of the NNM is to determine the architecture of the network. Three architectures were investigated, in the ®rst one the differences between corresponding DC values of two adjacent DC frames are calculated and each difference value is used as input to one of the input layer's nodes. The second architecture uses only one node (in addition to the bias node) at the input layer The P/B block
Reference Frame
Predicted P or B Frame where the input to that node is the sum of absolute differences between corresponding DC values of two successive DC frames. The last considered net structure employs three input nodes, each one of them accepts input as the previous architecture but for frame difference I, I 1, I 2 respectively. The actual difference among the three architectures is the dimension of the pattern space presented to the network in order for it to learn the required classi®cation task. In the ®rst case the dimension of the pattern space is very large (it depends upon the MPEG size), this implies complex network and longer training and recall time. In the other two architectures the input dimension is small (1 and 3 respectively). Through performing large numbers of experiments, we got very comparable results by using the three architectures so we opt to the simpler and more ef®cient one that uses only one input node at the input layer. A large number of experiments have been performed to determine the proper values for other network parameters. We got very good results using one hidden layer of four nodes with values of the learning rate of the momentum backpropagation algorithm between 0.4 and 0.8 and momentum coef®cient values between 0.2 and 0.4. The slope of the sigmoid function was chosen to be one and there is only one node at the output layer that indicates if there is a cut or not. More information about the proposed paradigm can be found in [30] . The results of applying the shot boundary detection scheme are presented in Section 7.
Accumulated frames summation (AFS) algorithm
The ®rst proposed algorithm to select KFs can be described using the following steps:
1. Initialize the representative set to be empty and select the ®rst frame as the ®rst element in that set. 2. Initialize sum 0 and¯ashIndex to the last detected¯ash position plus one. It is important to note that the occurrences of¯ashlights within shots are detected by the shot segmentation algorithm and those points are passed to the KFs selection module into¯ashArray[]. The KFs selection module employs this information to avoid the inclusion of these pseudo peaks (see Fig. 2 ) into the summation.
The use of the above algorithm with a ®xed value of d (as some of the proposed techniques in the literature do) is a major source of inef®ciency because the ®xed value cannot perform well under various situations. For that reason, we propose a two-level adaptation mechanism to properly adjust d that in turns determines how many KFs are selected. The ®rst level chooses a new threshold value for each input video clip based on a linear function of the input size. By using only the ®rst level, the algorithm tends to choose more KFs in case of shots that have large number of frames even if they are inactive. Moreover, it sometimes fails to select enough KFs to properly represent other video shots.
To tackle the above problems, we propose a second level of adaptation for d that changes each shot threshold on the¯y. That is to say, each shot in a certain video stream will get a threshold value in proportion to its activity level so that more active shots get lower threshold values in order to increase the selection pressure and thus choose more KFs to represent them. We ®rst measure the shot activity before invoking the selection algorithm. The shot activity is indicated by its activity index (AI) that is equal to the summation of frame differences all over a speci®c shot divided by the number of frame differences in that shot. Flashlights are discarded as done before. The heuristic used is to categorize a shot into one of three categories according to its AI. These categories are low activity, medium activity, and high activity. Through a large number of experiments and observation of the video clips and their frame difference graphs, we de®ne the value of two thresholds. Any shot with normalized activity index (normalized with respect to its size) less than the ®rst threshold is categorized as a low activity one. Shots with normalized activity indexes between the two thresholds are considered medium activity ones. Otherwise, a shot is considered a high activity shot. The two-level adaptation algorithm balances the trade-off and selects the minimal number of KFs capable of accurately representing the whole video stream. Results of applying the algorithm are given in Section 7.
Absolute luminance differences (ALD) algorithm
The second algorithm can be described as follows:
1. Initialize the representative set to be empty and select the ®rst frame as the ®rst element in that set. 2. Initialize i 0 and¯ashIndex to the last detected¯ash position plus one.
Add j to the set of selected KFs Increment the number of selected KFs } where
Other variables have the same meaning as those in AFS Algorithm.
This algorithm bears some similarity to the AFS Algorithm but it uses direct frames differences instead of the accumulated frames summation. The algorithm has been implemented with the same ®rst level of adaptation used in AFS Algorithm. The second level of adaptation here uses a frame variance index (VI) instead of AI. The decision of using a frame variance comes from the nature of the selection method that is the direct difference between two consecutive frames. We cannot use the same value of the threshold all over the whole video stream because different shots exhibit different lighting conditions and levels of activity. To solve this problem, we calculate the VI while discarding¯ashlight values as done before. The VI is used to categorize the shot into a number of categories for instance very high variance shots then the shot threshold is adapted according to the category each shot belongs.
Experimental results
We start by presenting the results of applying the proposed shot detection scheme then use the output of that scheme to evaluate the performance of the two algorithms proposed to select key frames from segmented video shots. At ®rst, the network is trained using a combination of two video clips, one from a soccer match and the other is a wrestling clip. The ®rst clip has one cut while the second one has two cuts. The network learned the classi®cation task quickly and stored the mapping from input to output in its connection weights. The next step is to test the generalization of the network during the recall phase. Many video clips (more than 45) from various situations have been used in the testing phase. The results were very good in which the network was able to detect almost all cuts in these clips with a minimum number of false alarms (FAs) although they have never been presented to the network before. Table 2 shows some of the results.
The detection performance observed from investigating Table 2 is very good. All cuts have been detected except in the documentary clip that has lots of lighting variations that cause some misses. FAs are minimum, they happen in the racing clip where a large object occupies the whole scene and in the news and documentary videos where dissolve-like transitions are incorrectly detected as cuts. Four ashlights out of ®ve are detected in the opening celebration clip because of the Table 2 the overall detection percent is almost 97% with 2.6% false alarms. Figure 3 shows the frame difference for the soccer clip where the two cuts appear as distinguishable high peaks. The graph shows other relatively high peaks that can fool many algorithms that use thresholds or other rule of thumbs to detect boundaries. One major advantage of the proposed technique is evident in that ®gure in which it robustly detects only the two cuts and neglects FAs. We use various types of videos and most of the used clips contain very fast camera work and object motion. Other algorithms fail under that fast motion, on the contrary, ours performs very well in all these situations.
The segmented clips shown in Table 2 are used to evaluate the performance of the proposed KFs selection algorithms. In our experiments, we depend upon the human opinion in comparing the selected KFs with those that should be generated (the ground truth). More detailed results of applying the proposed KFs selection algorithms can be found in [31] .
The ®rst group of experiments was performed to determine the best value of d to be used for each algorithm and Table 3 shows the results of applying AFS Algorithm. For three segmented clips, the total number of selected KFs is shown as a function of d in Table 3 . We got the best results in terms of the minimal expressive KFs set by using d equal to 150 000. Similar results were obtained for ALD Algorithm and the best value of d was equal to 15 000. In general, increasing d reduces the number of selected KFs but we still need to select enough numbers to faithfully represent the shot. Table 4 shows KFs selection details for the carton clip using AFS Algorithm while Table 5 shows ALD Algorithm results for the lecture clip. In Table 4 , the remarkable increase in the activities of shots 1, 2, and 4 causes the algorithm to select more KFs. The difference in activities is shown in Fig. 4 where shot 4 has a much higher activity rate than that of shot 0. Figure 5 shows the nine selected KFs for shot 4.
In Table 5 , the algorithm chooses three KFs to represent shot 0 which contains camera panning as can be observed from Fig. 6 . Moreover, the results in Table 5 are almost similar to those obtained using AFS Algorithm except that the number of KFs selected for shot 2 is just 4 instead of 5. The selection of 4 KFs is better than 5 KFs because of the intermediate activity of the shot but the distribution of KFs is not uniform over the shot length. The DC luminance frames graph of the class clip is shown in Fig. 7 where the low variance nature of all shots is observable. This low variance nature causes the algorithm to lower the adapted d for all the shots to ensure the selection of enough numbers of KFs. The pros and cons of each of the KFs selection algorithm are given below:
The AFS Algorithm is generally biased towards selecting more KFs as the length of the shot increases but introducing the two-level adaptation alleviates this natural bias. On the other hand, that bias is not exhibited by the ALD Algorithm. There is a tendency by the ALD Algorithm to select less KFs per shot compared to those selected by the AFS Algorithm. Figure 8 shows the number of selected KFs for each shot of the carton clip using both algorithms. ALD Algorithm is more sensitive to lighting changes. The distribution of KFs selected by the ALD Algorithm may not be uniform over the length of the shot. We conclude that the performance of the AFS Algorithm is slightly better that the ALD Algorithm in which the former captures the notion of activity in each shot in a better way, therefore takes more appropriate decisions that have direct impact on its effectiveness and applicability.
Conclusion
This work introduces a novel robust paradigm for analyzing digital video data that has two major phases, detecting video scene changes and selecting representative frames to abstract the segmented shots. At ®rst, the DC sequence is extracted directly from compressed data without the need for decoding. Subsequently, that sequence is fed as input to a neural network module to recall the information stored into the network weights then ®nally to determine the outputs. The segmentation algorithm has been tested on wide varieties of video genres and proved its robustness in almost all cases where detection percent of 97% was achieved with 2.6% FAs. To summarize the huge information obtained from segmenting the video stream into a group of shots, we introduce two adaptive algorithms to effectively and ef®ciently select KFs form segmented shots. We present the basic algorithm for each one followed by two enhancements that overcome the original shortcomings. The ®rst algorithm starts by measuring the amount of activity in each shot then adapts the threshold for each shot on the¯y based on its activity index. The two-level adaptation algorithm produces a near optimal set of representative frames that can be used to summarize the video data or as access points. The second algorithm uses a different criterion in the selection module and we apply similar adaptation strategy to it. The second-level adaptation policy in this algorithm uses a statistical measure to adapt the threshold on a shot-by-shot basis. Performance comparisons of both algorithms are given and we conclude the superiority of the ®rst algorithm over the second one. The proposed video analysis paradigm is part of a general system for content-based retrieval of video databases currently designed by us.
All the modules in the proposed system are independent of the input video format except for the DC extraction stage. Thus our proposed techniques can still be applied to any compressed video format (for instance the current MPEG-7 emerging standard) provided that the DC extraction stage is modi®ed to parse that particular input video format.
