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ABSTRACT 
The issue of whether models developed for current conditions can yield 
correct predictions when used under changed control, as is often the case 
in environmental management, is discussed. Two models of different 
complexity are compared on the basis of performance criteria, but it 
appears that good performance at the calibration stage does not guarantee 
correctly predicted behavior. A requirement for the detection of such a 
failure of the model is that the prediction uncertainty range is known. Two 
techniques to calculate uncertainty propagation are presented and 
compared: a stochastic first-order error propagation based on the 
extended Kalman filter (EKF), and a newly developed and robust Monte 
Carlo set-membership procedure (MCSM). The procedures are applied to  
a case study of water quality, generating a projective forecast of the algal 
dynamics in a lake (Lake Veluwe) in response to management actions that 
force the system into a different mode of behavior. It is found that the 
forecast from the more complex model falls within the prediction 
uncertainty range, but its informative value is low due to  large uncertainty 
bounds. As a substitute for time-consuming revisions of the model, 
educated speculation about parameter shifts is offered as an alternative 
approach to account for expected but unmodelled changes in the system. 
KEY WORDS Uncertainty Prediction Parameter estimation Water 
quality modelling Lake eutrophication 
Among the incentives for modelling an environmental system, perhaps the most tempting is 
the desire to predict its future behavior. Yet while the literature on model construction is large, 
only very few convincing accounts are given of model verification, and reports on actual 
prediction performance are rare. The study of the requirements and peculiarities of the 
prediction process itself seems to be in its infancy. This is quite an unfortunate situation, 
because environmental systems are poorly understood and usually badly monitored, yet 
decisions regarding control measures will have a lasting impact in the years to come, and 
cannot easily be changed should they appear to  be defective. 
The subject discussed therefore in this paper is: why do models, carefully constructed and 
calibrated on the basis of present information, sometimes perform so badly when used to 
predict the system's response to future management actions? Also, closely associated with this: 
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what can we do about it? The discussion in this paper is restricted to water quality systems, 
as a subset of environmental systems. We hope and expect, however, that the analysis of the 
problem and the approach will appear to be of much wider relevance. 
A significant contribution to the certification of models in the water quality field has been 
given by Thomann (1982). who points out a number of formal performance indices, and 
advocates an a posteriori assessment of model adequacy, called the post-auditing of a model. 
Application of these performance indices to several well-known models for the eutrophication 
of Lake Ontario revealed that the degree of coincidence between observations and model 
results is quite low. The question is: if these models are going to be used to predict effects of 
measures intended to restore the lake to a state quite different from that now observed, how 
confident can we be of its results? 
Bierman and DoIan (1986) have applied the post-audit concept to a fairly comprehensive 
model for Saginaw Bay, Lake Huron. Raw water abstracted for potable supply was 
contaminated with blue-green algae, causing odor problems. These problems disappeared in 
response to reductions in the discharge of phosphorus loads, as had been predicted by the 
model. Despite this apparent success from the point of view of management, Bierman and 
Dolan found on closer inspection significant deviations in algal composition and total 
phosphorus concentrations between observations made in the prediction period and model 
calculations carried out subsequently. In the light of this, is it reasonable to maintain that the 
model was indeed suitable for the purposes of prediction at the time? 
Jsrgensen et al. (1986) compared a prognosis made with a model for Lake Glumsa with 
actual conditions observed after diversion of sewage loads from the lakes. The general trend 
that chlorophyll-a concentrations would drop is confirmed. However, the relative error based 
on root-mean squares of the chlorophyll-a prognosis is 79% (72% with an improved version 
of the model). No information is given on the quality of the fit for the other state variables 
in the model. In fact, the dynamic predictions show considerable deviations. Unforeseen shifts 
in phytoplankton domination are held responsible for this. 
The three examples presented here are all in the field of eutrophication modelling. 
Eutrophication is the process of enrichment of water bodies with plant nutrients (mostly 
phosphorus and nitrogen compounds). The detrimental effects are excessive algal blooms, 
dominance of unfavorable blue-green algae, leading to visual pollution, taste and odour 
problems in water supplies, and filtration problems in the production of drinking water. 
Eutrophication also leads to fewer water plants and undesirable shifts in fish populations. 
Few authors, such as those cited above, have addressed the problem of model reliability and 
credibility; most papers do not even touch upon this awkward question. The picture that 
emerges from the examples there are, however, is far from bright. Admittedly, the trends 
predicted by eutrophication models are more or less correct, but these could just as well have 
been obtained from empirical relationships, and with less effort. When it comes to the more 
awkward aspects of eutrophication, such as species composition, peak summer values, and 
transparency, model performance is still poor. There are no signs that the situation is better 
in any other areas of environmental management. The systems we deal with are complex and 
ill-defined. 
Although the problem of poor predictive performance occurs occasionally in technical 
systems (i.e. systems designed by man), it is much more typical for systems with a strong 
natural component. Natural systems show unexpected behavior under changing external stress. 
In fact, a major motivation for modelling is the desire to predict the system’s future behavior 
under the imposition of regulatory actions designed to redress the undesired behavior of the 
past. In other words, the purpose of management is precisely to bring the the system to  a 
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different, and more desirable, point of operation. For this kind of prediction we shall reserve 
the term ‘projective forecasts’ making thus a distinction from ‘extrapolative forecasts’, for 
which the operating point of the system remains essentially the same as before. 
The analysis of poor model performance in projective forecasting comprises two issues: 
(1 )  We must be able to detect when a model performs inadequately. Since predicted behavior 
can only be observed subsequently, it is perhaps not so much the poor performance itself 
that is of interest but rather whether the performance in prediction is worse than it was 
for the period of model calibration. In order to make an honest comparison it is necessary 
to  define performanced indices, and to assess properly the model’s uncertainties. It is 
quite conceivable that a prediction superficially classified as poor, falls on closer 
inspection well within the uncertainty limits of the model. All that can be said about the 
model then is that its predictions are too uncertain to be of practical value. 
(2) Once we know that a model gives an incorrect prediction, i.e. the true behavior appears 
to be outside the model’s uncertainty limits, we may proceed to analyze the possible 
causes of this, and eventually, to propose countermeasures to avoid this situation as far 
as we are able to do so. 
The organization of the paper is as follows. First, we revisit the modelling procedure itself. 
We challenge the general belief that success in validation provides a freeway to successful 
projective predictions. We do this by elucidating the true nature of the parameters appearing 
in models of complex natural systems. We also comment briefly on the model selection 
procedure and the criteria used for preferring one model over another. Next, we examine more 
closely the prediction process and the sources of uncertainty. We note that the largest problems 
occur in what we call ‘projective’ forecasts. The major cause appears to be that structural 
change is taking place in the system in response to  radical actions of management. We will then 
suggest the elements of a strategy for reducing the uncertainty in forecasting environmental 
change. 
A case study of the variations in phosphorus and chlorophyll-a concentrations in Lake 
Veluwe is presented. This shallow lake (in the Netherlands) has now been ‘restored’ following 
a programme of hydraulic flushing and nutrient-load reductions; it previously suffered from 
the blooms of an obnoxious blue-green species of algae. 
THE MODELLING PROCEDURE 
Textbook steps in modelling comprise: formulation of the objectives, specification of  problem 
boundaries, generation of a model structure, preliminary parameter estimation, model 
structure modification, verification of the revised model with reference to a second set of data, 
and finally, application of the model. 
A crucial stage in this procedure is the generation of the model structure. Usually, this is 
based on prior knowledge, the modeler’s interpretation of the desired objective and the 
modeler’s skills. Following Spriet (1985), a model consists of a frame (boundaries, level of 
detail, set of input, output and state variables), structure (functional relationships between 
variables) and parameters (values of  constant in the structure). The specification of these 
elements, called structure characterization. is guided by the criteria of ‘physicality’ (‘white’ 
and ‘grey’-box models have larger predictive capabilities than ‘black’-box models), 
‘characterizability’ (in order to allow a selection from several proposed structures) and 
identifiability (the parameters must be identifiable). Spriet’s formalism rightly illustrates that 
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model building is, in fact, the art of selecting the appropriate structure from possible 
alternative structures. 
Performance criteria 
This selection requires a criterion for decision. Predictive power would be the best such 
criterion, but it can only be evaluated after the event. It is therefore customary to express 
Table I. Performance criteria 
Criterion Formulation Comments 
Single-variable cases 
Regression 
Sum of squares 
Root mean square 
Average absolute error 
Median absolute error 
Maximum absolute error 
Relative error 
Multivariable cases 
Weighted sum of squares 
ems = JSl N 
emcdabr = median of 
the distribution of 
I Zk - y k  I over all k 
cv = e l i ,  Z = C z k l  N 
S W S  
Pseudo-maximum likelihood Spml= c ( z u , ~  - Y U , ~ ) ~  
u k  
Statistical test can be applied to 
express quality of fit 
Criterion used in least squares 
parameter est imat ion 
Root mean square has same 
dimension as the observations 
Idem 
The median is at the 50% level, 
i.e. 50% is above and 50% 
below median. Other levels are 
possible as well 
Criterion used in min-max 
parameter estimation. Outliers 
must be removed by smoothing 
For each absolute criterion 
above. Also called coemcient of 
variation (cv) 
Dimensionless if weights are 
chosen equal to reciprocal of 
observation variance estimate. 
Equivalent to maximum 
likelihood if observation noise 
is gaussian and only source of 
error. 
Weighting is automatic. Good 
approximation of true 
maximum likelihood if 
correlation of residuals between 
variables is small (Van Straten 
1983) 
Nororion: y k  calculated model outputs at time instant tk; zk observations; N number of observations. 
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performance in terms of the quality of fit obtained over the calibration period. Table 1 
summarizes the various options for this. 
The criteria of quality of fit given in Table 1 provide a direct means of judging models, but 
care must be exercised in using them for comparing models with different numbers of 
parameters. Spriet (1985) indicates that comparison and selection should be guided by a trade- 
off between fit, parsimony and balanced accuracy. Selecting a model on the basis of fit alone 
at the expense of a larger number of parameters has the danger that the model is contaminated 
with structure obtained from noise in the finite data set. Two well known trade-off criteria 
(ignoring the issue of balanced accuracy) are Akaike’s Information theoretic Criterion (AIC) 
and his Final Prediction Error (FPE) (Ljung, 1987): 
l + n  N 
l - n / N  
FPE =- s 
and 
AIC = In [ ( l  + 2 n / N )  s] 
where n is the number of estimation parameters and N the total number of observations. In 
a set of alternative models developed from the same set of data, the model with the lowest 
value (of either the FPE or AiC) should be selected. I t  has to  be noted that since this theory 
was developed for black-box, linear, time-series models, it is not clear whether the above 
criteria are applicable to models where additional parameters may have a physical meaning 
(and therefore contain ‘information’ themselves). 
Cali bralion 
I t  is, of course, possible to improve verification statistics by a formal calibration procedure. 
Thomann warns against this by arguing that parameters obtained from calibration should 
constitute a set of theoretically defensible parameters. The dimculty is, however, to determine 
what is ‘defensible’. We state that quite a number of parameters in environmental models have 
very wide ‘defensible’ ranges. Further, laboratory determinations of values for these 
parameters do not always translate easily to the field. For example, the value of the optimal 
light intensity for algal growth derived in the laboratory is always considerably lower than the 
values that have to be used to reproduce observations in the field. The problem is that in the 
field ‘conceptual’ parameters refer to a collection of aggregated processes. There is simply no 
such a thing as an ‘average alga’. Consequently, the usual practice of applying growth-rate 
formulae derived for laboratory mono-cultures to the composite and varying populations in 
the field is debatable. The model parameters may cover a large number of subprocesses that 
cannot be represented separately or explicitly. A good example of this is the concept of algal 
mortality. Such ‘parameters’ will in practice be time-dependent and, since the associated 
expressions are non-linear the ‘overall’ value to be used to yield a reasonable performance of 
the model may deviate significantly from what is found in ‘independent’ measurements. 
Similar arguments apply to sedimentation processes, for example, to transformations within 
the sediment, nutrient uptake, zooplankton grazing and to spatial averaging of processes and 
state variables (Van Straten, 1986). Of course, this does not mean that modelling is of no 
value; rather, it would be difficult to assign a strict meaning to our artificial constructs that 
we call parameters, so that curve-fitting by using the information contained in the observations 
should not be rejected. We do agree, however, with the statement by Thomann that ‘good 
verification statistics do not necessarily imply the ability to predict accurately future water 
quality’. This point will be substantiated in the next section. 
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SOURCES OF PREDICTION UNCERTAINTY 
SYSTEMS MODEL 
Following the calibration of a model, we have a set of equations (the structure) and a set of 
numerical values (coefficients and parameters). Both structure and parameters have 
uncertainties. These arise from errors in observing the initial state of the system, input 
observation error, system error due to unobserved inputs (disturbances), system error due to 
structural modelling errors, system error due to  present parameter values, and output 
observation error. When the model is used for predictions, information about these 
uncertainties must be preserved. Figure 1 summarizes for management purposes the various 
pieces of information needed for a prediction and the assessment of its uncertainty. 
The first piece of information on uncertainty is related to the future inputs. Some of the 
inputs will be controlled and accordingly their future values can be constructed to reflect a 
number of possible management scenarios. Other inputs, however, are uncontrollable and will 
have a stochastic character; meteorological influences, for example, cannot be predicted in a 
deterministic fashion. Thus the prediction results will be either conditional (e.g. ‘the results are 
valid for a 10% dry year’), or they show a spread around average values. 
The second kind of information on uncertainty derives from the residual parameter 
uncertainty associated with model calibration. To some extent this reflects the uncertainty that 
was present in the original observational data and covers too, at least in part, the effects of 
structural model error. The propagation of parameter uncertainty can be computed both by 
stochastic methods as well as in a set-theoretic fashion, as will be shown in the case study. 
Figure 1 .  Information needed for making projective predictions 
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Some of the structural model error is not encompassed in the parameter uncertainty, and, 
should it not be removable by modifying the model, it has to be propagated forward with the 
predictions. 
The third source of prediction uncertainty is somewhat obscure and not generally 
acknowledged. Yet it is perhaps the most important in explaining cases of failure. Consider 
therefore a well-constructed and carefully calibrated model. When using this model for future 
conditions our tacit assumption is that the model parameters and model structure will remain 
valid. In other words, the conjecture is that there will be no structural change in the system. 
In many technical systems this assumption is quite reasonable. But is it also reasonable in 
environmental systems? Such systems are ill-defined and the modeler is forced to use strong 
aggregations covering a multitude of variables and processes. For as long as the model is used 
in the vicinity of the same operating point (e.g. in control situations) it will be satisfactory. 
Most management applications, however, are concerned precisely with driving the system into 
a quite different mode of behavior. It is this very change that motivates the construction of 
models; and it is precisely in this kind of forecasting, which we will refer to as ‘projective 
prediction’, that ill-definedness plays its tricks. 
There are numerous examples where the changes imposed may bring the system to a 
situation where processes other than those modelled may become dominant. Well known is the 
increased significance of nitrification in a stream after installation of a sewage treatment plant 
on a previously untreated discharge. In eutrophication the shift in phytoplankton composition 
in response to changes in external loads is quite common, a special case of the general principle 
that in ecosystems niches left open will be occupied. Under the key words ‘expect the 
unexpected’, Holling (1978) mentions several more cases. 
OPTIONS T O  IMPROVE PREDICTIVE POWER 
What then can be done to improve the predictive power of projective forecasts? Since the 
analysis above indicates that it is structural change that should be addressed as the key issue, 
the following are some of the options that might be considered: 
( 1 )  Speculation about possible changes, and expression of these in terms of modifications of 
the existing parameters of the model. From expert knowledge at least the direction of 
such change is usually known. 
(2) Speculation about potentially important processes in the future and their incorporation 
into the structure of the model, even though the associated parameters may only be 
poorly known. Experience from other similar studies may be used for this purpose. 
(3) Expansion of the model with additional knowledge derived from further research. A 
subsystem that cannot be identified from the field data may nevertheless be identified 
from independent process-oriented research. 
(4) Incorporation of general concepts of self-learning and adaptation into ecosystem models. 
Jsrgensen (1986) has made one such attempt by introducing a guiding principle into the 
ecosystem. He proposes energy as a criterion that is optimized by the ecosystem acting 
in its ‘own interest’, and similar ideas can be found in Los (1980) and StraSkraba (1979). 
Our concerns herein are therefore: (i) to assess performance and uncertainties during 
calibration; (ii) to make predictions and undertake a model post-audit (to establish whether 
true behavior went beyond the uncertainty range of the model); and (iii) to examine how some 
of the remedies indicated above might perform in practice. 
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THE CASE STUDY: PHYTOPLANKTON DYNAMICS IN LAKE VELUWE 
The issues put forward in the previous section can best be illustrated by an example, here one 
taken from the field of water quality management. Lake Veluwe, an elongated, shallow lake 
situated between old land and the new Flevoland polder in the Netherlands, has been strongly 
dominated by the blue-green algae Oscillatoria aghurdhii. To counteract the excessive 
Areal P-load (g/m2) 
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Figure 2. Manipulated forcings of Lake Veluwe. (a) Unit areal extended P load @/mz yr); (b) dilution 
and replenishment rates (I/yr) 
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concentrations of these algae (of up to 400 mg/m3 of chlorophyll-a) the local water authority 
decided to reduce the phosphorus load by the installation of appropriate facilities for sewage 
treatment and, in addition, to commence a program of flushing the lake with phosphorus 
(P)-poor polder water during winter. This presents us with an ideal case study for this paper, 
because predictions made by a model calibrated over the pre-flushing period (before 1 
November 1979) can be checked against observations from the post-flusing period (November 
1979 onwards). Figure 2 shows the pattern of the P-load over the period of interest, and the 
dilution rate (defined as the inflow minus evaporation and seepage per unit volume) and the 
replenishment rate (defined as the the outflow per unit volume). The dilution rate can be 
negative in periods with strong evaporation and no inflow. 
There are a large number of models for algal growth in lakes. That selected for this study 
is based on the more or less ‘classical’ phytoplankton dynamics depicted in Figure 3. It is an 
extension of the simple P-cycle model used in the earlier case study of Lake Balaton (Somlyody 
Figure 3. Basic structure of phosphorus cycling and algal dynamics in a shallow lake 
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and Van Straten, 1986), and would be called a fixed-stoichiometry, dynamic P-cycle model. 
A notable innovation is the dependence of the optimal light intensity on temperature, an 
artificial construct invoked to account for the seasonal adaptation of this parameter. The exact 
formulations are not important for the point we wish to make in this paper, although for 
reference purposes we have summarized the equations in Appendix 1. 
Another novel feature of the model is the sediment sub-model. In eutrophic shallow lakes 
interaction between the water body and the sediment is highly significant. In the first instance, 
an extremely simple exchange term has been used in this study, by keeping the effective 
equilibrium concentration in the sediment, Peq, constant (model I). Next, a series of sub-model 
formulations ranging from the simple to the fairly complex has been explored. The final and 
most complex form is presented in Appendix 3 (model 11). There is one additional state 
variable for which no direct measurements are available, although it is linked to a quantity 
(Sediment Oxygen Demand, SOD) that has been measured, albeit only occasionally. The 
sediment model was constructed on the basis of extensive research performed by Brinkman and 
Van Raaphorst (1986) on sediment-water interaction in this lake. The earlier form of the 
sediment submodel in model 1 is actually a simplification that can be cast in the form of the 
full  model. 
CALIBRATION AND UNCERTAINTY 
Calibration and the assessment of uncertainty are closely linked, and have been treated 
together using several approaches. The dificulties of this, however, for a model with many 
parameters are in part compensated for by the work of Brinkman and Van Raaphorst, from 
which most of the sediment parameters were known within reasonable limits. Ranges can also 
be specified for parameters referring to simulation of the behavior of the water body. 
Extended Kalman Filter (EKF) 
An earlier version of model I (with constant-volume hydrology) was used in an Extended 
Kalman Filter in order to estimate both states and parameters. Because the EKF updates the 
simulated state variables each time a new measurement is received the fit to the data may 
appear very good (see Figure 4(a)). Inspection of the 16 parameter values revealed that several 
of them had been adapted into areas outside the ranges considered apriori to be ‘defensible’. 
The merits and drawbacks of the EKF procedure will be discussed further in the section on 
prediction. 
Monte Carlo Set-Membership approach (MCSM) 
The same version of model I was also used in the set-membership approach described by 
Keesman (1989a). A brief summary of this approach is appropriate. First, an arbitrary but 
realistic range of uncertainty is specified around the observed time-series data (the behavior 
space). Then, in the simplest form of the algorithm, the parameters are sampled randomly 
from the predefined parameter ranges derived from (I priori information and the model is run 
over the calibration period. If the output variables of the simulation are within the ranges of 
the behavior space, the parameter vector can be accepted as a vector that gives a prop& 
behavior. This procedure is repeated by Monte Carlo selection of the parameter vectors to be 
examined, at the end of which the parameter space can be subdivided into a (discrete) set of 
parameters that do not give the behavior, and a set of parameters that do give the behavior 
(these latter constituting the so-called ‘characteristic’ space). 
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Figure 4. Parameter estimation with the Extended Kalman Filter; chlorophyll-a trajectory (dashed line) 
and data (dots). (a) State estimate variance (lo),  and uncertainty propagation in the prediction period 
(first-order variance analysis, in box); (b) u posteriori uncertainty calculated by Monte Carlo selection 
from identified parameter covariance matrix 
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In  environmental modeling the basic ideas of this procedure were first used by Hornberger 
and Spear (1981) for the purpose of hypothesis testing in conjunction with a regionalized 
sensitivity analysis. The objectives were to see whether a postulated model structure could 
qualitatively describe the behavior patterns deduced from scarce and incomplete data, and to 
detect the most sensitive elements of the parameter vector. The latter was achieved by applying 
a statistical test to the separation of the cumulative distributions of non-behavior and behavior 
sets for each element of the parameter vector. The notion that the parameters in the estimation 
set could be viewed as equally possible, and consequently could be used directly for prediction, 
and the insight that the procedure could be cast in the frame of set-theoretic theory came only 
later (Fedra et al., 1981; Keesman and Van Straten, 1989). 
Refinements to this procedure are described by Keesman (1989a, 1990) and incorporated into 
a software package called STEPS (Set-Theoretic Estimation in Poorly defined Systems). In the 
present application the a prior; acceptable behavior space was first defined by symmetrical 
ranges of plus or minus 200 mg/m3 around the smoothed chlorophyll-a, ortho-P and total-P 
data. However, it was found that with model I no parameter sets were found that were 
consistent with the cholorphyll-a range. Thus, larger uncertainty bounds ( f 300 mg/m3) had 
to be specified to accommodate the apparent structural error of model I. The model response 
space obtained with the ultimate characteristic space obtained with STEPS is given in Figure 5 
(setting aside consideration of the prediction period of the graphs for the moment). Most 
notably, model I1 gives a much better overall temporal pattern for ortho-P (Figure 5(b)), and 
it may be recalled that the essential difference between models I and I1 is the much more 
detailed sediment-water interaction incorporated into model 11. With total-P the differences 
between the models are less pronounced (Figure 5(c); note the difference in scale). This reflects 
the fact that parameter choice is restricted by the requirement that the total P-balance for the 
lake must be fulfilled by both models. STEPS also provides an indication of the dominant 
parameters or dominant linear combinations of parameters (Keesman, 1989b; cf. Whitehead 
and Hornberger, 1984), and, in addition, a min-max parameter vector is found in the sense 
of minimizing the maximum absolute error. 
Least squares estimation 
An iterative minimization with a large number of parameters is time-consuming and often 
suffers from problems of a lack of convergence and multiple local minima. To avoid these 
problems the minimization was performed repeatedly for a limited number of parameters (a 
maximum of 7) by the Simplex method, implemented in the simulation and calibration 
software FRAME of Kouwenhoven (1989). In both models I and I1 the min-max estimates 
served as a starting point, and knowledge of the dominant parameter combinations provided 
by STEPS proved very useful in selecting the most sensitive parameters for calibration. The 
minimization was performed on the basis of a pseudo-maximum likelihood criterion (PML, 
see Table I), a visual impression of the results being given in Figure 6. Not surprisingly, the 
fit with model I 1  over the calibration period is better, especially for ortho-P, but also for total 
P, while model I gives a slightly better description of the rising limb of the chlorophyll-a in 
1979. 
Performance indices 
Table I1 summarizes some of the results of the calibration. For the Monte Carlo Set- 
Membership estimation (MCSM) the two ‘next-best’ vectors (marked A and B in the table) are 
given in addition to the min-max estimate. This illustrates that quite different parameter sets 
can yield almost the same level of performance; it is difficult to  calibrate a closed-cycle model 
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Figure 6. Pseudo-least squares optimum trajectories for both model I (dashed line) and I1 (solid line) 
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Table 11. Parameter values and performance indices 
Model 11 Model I 
MCSM sample Min-max PML Min-Max PML 
Parameter A B 
P 0.0235 
0.440 
1.124 
Y 
'0 
ad 1.138 
e m  1.133 
i0 35.9 
il 0.038 
kd2o 0.096 
km 0.66 
km20 0.31 
ph 6.4 
TC 26.7 
TO 20.8 
VrD 0.24 
8, I .088 
DO0 3228 
KI 260 
kmred 0.45 
Pcl iemI 39 
PchemZ 539 
chlorophyll-a (mglm ') 
erms 46 
eavabs 38 
emcdabr  28 
emaxabr 120 
ortho-P (mglm3) 
e r m r  65 
eavab\  50 
emedabs 40 
e m a a a b r  214 
total-P (mglm ') 
e r m ,  67 
eavab\  50 
emedab, 41 
emaaabs 235 
Spmi ( 1 0 ' ~ )  1.80 
FPE (10I5) (2.64) 
AIC (35.4) 
0.0209 
0.558 
1.311 
1.128 
1.108 
0.043 
0.179 
1.36 
0.61 
8.5 
26.1 
20.5 
42.1 
0.16 
1.106 
3158 
144 
057 
8 
379 
58 
50 
49 
154 
66 
47 
29 
22 1 
91 
72 
53 
248 
5.47 
(7.99 
(36.6) 
0.0232 
0.528 
I .  I07 
1.164 
1.034 
0.039 
0.161 
1.22 
0.59 
8.8 
27.0 
21.6 
37.3 
0.18 
1.20 
4434 
144 
40 
904 
0.33 
53 
44 
38 
1 1 1  
60 
44 
32 
205 
63 
48 
38 
198 
1.77 
(3.06) 
(35.6) 
0.023 
0.5 
1.3 
1.16 
1.10 
0.04 
0.16 
1.22 
0.59 
8 
27.0 
21.6 
40 
0.186 
1.10 
4500 
150 
35 
750 
0.33 
50 
41 
38 
112 
60 
44 
35 
218 
64 
49 
41 
196 
1.68 
2.45 
35.4 
0.0200 
0.455 
1.319 
1.116 
1 .00 
0.42 
0.075 
0.687 
0.416 
8.25 
29.08 
23.64 
42.9 
0.0076 
- 
- 
147.9 
91 .O 
- 
- 
73 
60 
55 
144 
88 
71 
61 
255 
99 
82 
13 
182 
16.58 
(24.75) 
(37.7) 
id 
id 
id 
1.146 
id 
id 
id 
0.087 
0.828 
id 
id 
id 
id 
id 
- 
- 
id 
107.3 
- 
- 
54 
45 
42 
124 
85 
69 
68 
24 1 
73 
58 
49 
225 
5.01 
6.91 
36.4 
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such as this, because the net effect is caused by the subtraction of two possibly large and 
opposing processes. This is true, for instance, of the algae in respect of the difference between 
growth and mortality and of total phosphorus (release from the sediment minus settling and 
adsorption). 
Comparing models I and 11, we see that the pseudo-ML squared differences for model I1 are 
substantially lower than for model I. The performance measured either in rms or absolute 
form, for each of the three variables separately, is also generally better, although it is 
interesting to note that, had chlorophyll-a alone been the criterion, the best possible fit would 
have been obtained with parameter set A (having a relatively low rate of nutrient movement 
around the growth-mortality-mineralization cycle). If we take into account the effect of the 
increased number of parameters (from 17 to 20), then, according to the FPE criterion, model 
000 7 01 / 
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Figure 7. Comparison of model I and I1 by residuals and by regression analysis for ortho-P 
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I1 is better, but the difference is less clear if  the AIC criterion is used. These statements are 
tentative, however, because the significance level of the multiple-output pseudo-maximum 
likelihood criterion statistics is not known. 
The results can also be compared on the basis of residuals and a regression analysis. This 
is shown in Figure 7 (using the PML-parameters) for ortho-P, a variable selected because the 
models have the largest dimculty in reproducing its variations. Both the regression analysis and 
the residuals show an obvious bias for model I, whereas model I1 clearly gives better 
performance. One of the measurement points is very probably an outlier (this is also confirmed 
by the extreme difference between maximum and median absolute error for ortho-P in 
Table 11). From the point of view of calibration, no further improvements can realistically be 
expected, and it may be concluded that the model seems satisfactory. We turn then to the 
problem of prediction, to explore the capability of the models in predicting behavior over the 
post-flushing period. 
ERROR PROPAGATION IN PREDICTIONS 
The propagation of errors into future predictions has been treated by, among others, Kremer 
(1983), Gardner and O’Neill (1983), and Keesman and Van Straten (1989); Beck (1987) 
presents an extensive review. Conventionally, the propagation of errors can be examined 
within a stochastic setting by means of first-order variance propagation or Monte Carlo 
simulation analysis (Scavia er al., 1981a.b). MCSM provides an unconventional yet easily 
implemented approach to the analysis of error propagation, here first with respect to model 1. 
Variance propagation-analytical approximation 
In a first-order variance-propagation analysis the variances of both states and parameters (via 
an augmented state vector) are evaluated from the matrix Ricatti equation (see Gelb, 1974): 
(3) P = FP + PFT + GQGT - PHTR-’HP 
where P = covariance matrix of the estimation error of the augmented state vector, 
Q = covariance matrix of the system noise, 
R = covariance matrix of the observation noise, 
F = system dynamics matrix, 
G = system noise matrix, 
H = observation matrix. 
The elements of matrix F a r e  derived from a first-order Taylor series approximation of the 
model about the current estimate of the augmented state variable, i.e. Fij = dfi/dxj, where f 
is the state vector function and x is the (augmented) state vector. The elements of the matrices 
G and H are derived in a similar way. 
First-order variance propagation for model I is shown in Figure 4(a). The analysis is based 
on a mean parameter vector and its associated covariance matrix obtained from the foregoing 
estimation with the EKF. Over this calibration period the last term in equation (3) reduces the 
estimation error covariance matrix P ,  but as soon as observations are no longer available (over 
the prediction period) its mitigating effect vanishes. It is in the nature of the method that the 
f lo-limits representing the prediction uncertainty are symmetrically centered around the 
mean, but this leads to a lower limit which is physically impossible. The uncertainty in 
predicting the chlorophyll-a level during spring and summer is quite large due to  the temporally 
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dominant effect of the third term in equation (3) (GQGT) during spring and of the first and 
second term (FP+ PFT)  during autumn. The predicted mean level of chlorophyll-a is 
systematically overestimated when algal blooms occur. 
Variance propagation-Monte Carlo evaluation 
The covariance matrix from the EKF at the end of the calibration period can also be used for 
a Monte Carlo analysis of error propagation. A principal component transformation is 
applied, thus enabling the sampling of (linear combinations of) the parameters from 
independent normal distributions. By starting the simulations at the beginning of the 
calibration period rather than at the beginning of the prediction period, we are able to assess 
the a posteriori uncertainty that would have occurred in the absence of data over the whole 
period (i.e. prediction). The input variations are taken as given and known with certainty. 
The mean and outer lower and upper bounds so obtained are shown in Figure4(b) (for 
chlorophyll-a). It appears that some of the sampled parameter combinations cause extreme 
model responses at the beginning of the calibration period. The a-limits from the Monte Carlo 
simulations are not presented, because the distributions are skewed at most instants. It should 
be emphasized that Monte Carlo analysis, unlike first-order variance propagation, uses the full 
nonlinear model and will therefore give more reliable results. Because of the assumed 
symmetrical unimodal (normal) distribution for each of the parameters one would expect to 
find not more than a small difference in the means for both analyses, and this is confirmed 
by comparing the results from Figures 4(a) and (b). However, the difference in the prediction 
uncertainty is considerable, some possible reasons for which have already been discussed 
elsewhere by Scavia et al. (1981a). Whichever analysis of uncertainty is used, model 1 is not 
capable of  capturing the decrease in chlorophyll-a; moreover, it appears that this model 
overestimates the ortho-P and total P states of the system in the post-flushing period (not 
shown). 
Set-theoretic uncertainty propagation 
Evaluation of prediction error propagation in the set-theoretic framework is attractively 
simple: the model is simply run for all behavior giving parameter vectors from the calibration 
period. The results are shown in Figure 5 ,  and will be discussed below. 
PROJECTIVE FORECASTS 
What would have happened therefore if only model I had been available in November 1979? 
Looking at Figure 5 ,  we see that this model yields an incorrect prediction range for total 
phosphorus. Neither is the model capable of encompassing the significantly lowered ortho-P 
concentrations in the post-flushing period. Even though the uncertainties are high, one would 
thus have tended to conclude that no large changes in the lake’s response were to  have been 
expected, since the pattern remains more or less the same. 
The large uncertainty range, the placement of the data within the uncertainty range (e.g. for 
chlorophyll-a), and the residual analysis from the PML perhaps should have warned the 
analyst that, in all probability, the model was not correct. Undoubtedly, the observations over 
the projection period confirm this statement; but would it really have been so easy to draw this 
conclusion back in November 1979? And if so, what could have been done to  improve the 
situation? 
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Figure 8.  Speculative prediction with model I,  assuming Pes to be reduced to 25% of original value 
(dashed lines show additional uncertainty due to identifiable model error) 
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In the following we present two options: the first is model improvement; the second is 
speculation. 
Model expansion 
Model I1 was developed on the basis of research performed several years after November 1979. 
At the time of the decision there was no such option of considering model updating as an 
alternative to speculation. However, it is, of course, interesting to see what would have 
happened had model I1 been available in November 1979. The results of the pseudo maximum 
likelihood estimation in Figure 6 show that model I1 performs better than model I. The 
predictions are still somewhat out of line, despite the fact that the calibration really was very 
good relative to what has been achieved in other eutrophication studies. But it is not sufficient 
merely to examine such deterministic predictions. The set-theoretic projective forecasts must 
now be assessed (Figure 5) .  In contrast to model I ,  not only do the observed values fall within 
the ranges calculated by model 11, but there is also a break in the trend that values should 
always be higher in summer, as can be seen by inspecting the predicted lower bounds. Thus, 
with model I1 the conclusion would have been that there was at least a possibility that total 
P and chlorophyll-a would decline as a result of the flushing action and the load reductions. 
On the other hand, the MCSM analysis also shows that the uncertainties were, in fact, still too 
large to make a firm statement about a favorable response. 
Informed speculative adjustment 
The basic idea of model I1 is that, due to variations in the organic material deposited on the 
sediment, its exchange capacity would be seasonally variable, and, in addition, would respond 
to flushing and P-load reductions because of less detritus deposition. However, an experienced 
modeler could have put these ideas to work even in model I ,  by postulating that the control 
measures would most likely lead to a reduction in the P-exchange power of the sediment. In 
the model this effect can be parameterized by reducing the apparent equilibrium concentration 
in the sediment (Pes). Had the prediction been made by arbitrarily setting Pes to one quarter 
of its original value, then the result of Figure 8 would have been obtained. This is still not a 
perfect forecast, but the tendency towards lower concentrations for each of the variables is 
clearly visible. Informed speculation may thus counterbalance the deficiencies of our models, 
and is much less time consuming than the approach of model improvement. 
DISCUSSION 
In the identification of ill-defined systems, such as are most environmental systems, where no 
detailed information about error statistics is available, the set-theoretic approach is a valuable 
supplement to the customary stochastic methods. It has the advantage of attractive conceptual 
simplicity, it produces a natural way of calculating error propagation, and, with the principal 
component transformation introduced by Keesman (1989a) it is also a robust procedure. 
MCSM relies on the prior specification of bounds on acceptable behavior, which, while always 
a somewhat arbitrary process, allows the modeler nevertheless to introduce expert knowledge 
difficult to account for otherwise. Moreover, the arbitrariness is less real than apparent, 
because it is always possible to compress the behavior range until just a single acceptable 
parameter vector remains, i.e. the min-max estimate, indicating thus the minimum error that 
can be obtained with the model. Here, of course, we touch on a drawback of the procedure, 
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since it is dimcult to have knowledge of the ‘correctness’ of the model. Recalling that the 
acceptable behavior space was set f 300 mg/m3 around the data, we may observe that the 
model response space (the solid-line bounds in Figure 8) does not fully cover the behavior 
space. In other words, certain areas ‘allowed’ by the data range are never visited by the model. 
It can even happen that the data themselves are sometimes outside the model response range: 
for although, by definition, the model passes through the specified behavior range, a data 
point itself need not belong to the set of possible model outputs. If this happens it is a strong 
indication of model error. The maximum distance of these ‘external’ data points t o  the 
response-space boundaries can be seen as an upper estimate of identifiable model error, i.e. 
model error that can not be compensated for by parameter uncertainty. In making predictions 
this error must therefore be added to the estimated uncertainty, as provided by the dashed line 
in Figure 8. 
In judging model performance and in obtaining diagnostic information, the stochastic 
met hods have clear advantages; performance indices can be defined in order to  discriminate 
between models. However, the basis for applying this kind of statistical hypothesis-testing to 
ill-defined systems whose error statistics are themselves uncertain is not so clear. Furthermore, 
some parameters added to the system may have a physical meaning, and thus contain 
information themselves, so that a strict adherence to a single ‘best’ model should perhaps be 
discarded. Rather the manager might like to insist on making projective forecasts with a set 
of different models, each having about the same quality of performance during calibration. I f  
there is significant disagreement in terms of the decision to be taken, then further research is 
unavoidable. 
With regard to model correctness, even with regression and residual analyses it is difficult 
to have knowledge of this for the given model, bearing in mind its desired application. In the 
case of Lake Veluwe, where model I1 performs quite well in calibration, even this model is a 
simplification. For example, there is no true P-balance within the sediment, so that the model 
will not perform well in the long term, when internal pools of adsorbed-P will change in 
response to changed external loads. Moreover, it is quite possible that other mechanisms may 
control the key process of P-exchange with the sediment. Adsorption on calcium and the 
closing off of the anaerobic layer by nitrate denitrification are not covered explicitly in the 
model. Yet these factors might have changed as a consequence of the flushing through of the 
lake, and could thus be responsible for the poor projective forecasts. 
I t  is easier to incorporate the effects of expected, but unmodelled, changes in terms of 
parameter speculation than it is in the form of time-consuming model restructuring. One 
should not forget that a decision to opt for such restructuring would probably only be taken 
i f  the malfunctioning of any simpler model were quite demonstrable. The case study herein 
shows that at the moment of the decision (i.e. prior to the action taken to  control the system) 
there may be no serious malfunctioning apparent. In  other words, one would tend to  believe 
the model. On the other hand, qualitative judgements about possible changes could be taken 
into account by modifying the appropriate model parameters, so that in projective forecasts 
modelling does not completely remove speculation from the prediction step. However, the 
degree of speculation is less, and much more ‘guided’ or ‘directed’ than would be the case 
without a model. The recognition that there is still speculation adds another dimension to  the 
significance of uncertainty analysis. No simulation results should be presented without 
specifying the uncertainty range in the prediction space. An uncertain answer may still be 
precise enough for the management decision to be taken, but a seemingly precise but wrong 
answer would be a disaster (cf. Beck, 1981). 
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CONCLUSIONS 
From the management point of view, projective forecasting is an important subset of 
prediction problems in the field of environmental change. The example described in this paper 
strongly suggests that resorting to a model for guidance in management solutions does not 
remove speculation from our predictions, even if the model appears to be correct on the basis 
of a proper calibration. More specifically, our conclusions can be summarized as follows: 
(1) An assessment of the propagation of uncertainly, in whatever form, is an absolute 
necessity in any model used for projective forecasts; 
(2) The requirement that a model should be well calibrated is a necessary but not a sumcient 
condition to warrant correct projective forecasts; 
(3) In projective forecasting, educated speculation about parameter shifts, which may 
account for expected but unmodelled changes in the system, is a fast and practical 
alternative to model restructuring based on further research; 
(4) The success of a projective forecast, including its speculative part, can only be judged 
after the event, so that a model post-audit is an essential step on the way to improving 
models for projective forecasts. 
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APPENDIX: 1: SYMBOLS AND UNITS 
State variables 
MassA algal phosphorus mass (kg) 
Mass0 detrital phosphorus mass (kg) 
MassP 
V lake volume (lo6 m3) 
Sediment submodel 
SDP 
soluble reactive phosphorus mass (kg) 
sediment mineralizable P concentration (mg P/m3 sed) 
Concentrations and auxiliaries (related to state variables) 
A algal P concentration (mg/m3) 
D detritus P concentration (mg/m3) 
P 
H water depth (m) 
soluble reactive P concentration (rnglm’) 
Input time series (forcing functions) 
PLoad [t] total phosphorus load (tonsld) 
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Qo,, [t] 
Q,, [ t ]  
Qin[t] 
Qe[t] 
T[tI temperature ("c) 
R "1 
surface outflow rate ( lo6 m3/d) 
seepage outflow rate ( lo6 m3/d) 
sum of all inflow rates ( lo6  m3/d) 
evaporation loss rate (lo6 m3/d) 
day averaged global radiation intensity (W/m2) 
Output variables 
Chl chlorophyll-a concentration (mg/m 3 ,  
PO4 ortho-P concentration (mg/m3) 
PI total P concentration (mg/m3) 
Parameters and constants 
Waterbody 
P self-shading coefficient (mz/mgP) 
Y 
f0 
ed 
8, 
Area 
ChlP 
io 
il 
kdro 
kgm 
kmzo 
pk 
Tc 
To 
VSA 
VSD 
fraction of total load that is soluble ( - ) 
extinction of water without algae ( m - ' )  
algal mortality temperature coefficient ( - ) 
mineralization temperature coefficient ( - ) 
surface area of the lake ( lo6 m Z )  
chlorophyll to P ratio in algae ( -  ) 
optimal light irradiation at 0°C (W/mz)  
temperature coefficient of lop, ("c-' 
apparent mortality rate constant at 20°C (d- ' )  
optimum algal growth rate constant (d-I)  
mineralization rate constant at 20°C (d- '  ) 
half saturation P concentration (mg/m3) 
critical temperature for algal growth ("C) 
optimum temperature for algal growth ("C) 
apparent algal settling velocity (m/d) 
apparent detrital settling velocity (m/d) 
Sediment submodel 
a P D  
0, 
tc 
DCK 
Dox 
DO0 
K I  
kmsed 
Pcheml 
PchemZ 
P/BOD ratio of detritus (mgP/mgDO) 
sediment mineralization temperature coefficient ( - ) 
porosity of sediment ( - ) 
effective P-diffusivity in sediment (m2/d) 
effective oxygen diffusivity in sediment (m*/d) 
DO concentration near the sediment (mg/m3) 
first-order adsorption reaction rate velocity (d- ') 
sediment mineralization rate coemcient 20°C (d- I )  
aerobic chemical equilibrium concentration (mg/m 3 ,  
chemical equilibrium concentration in anaerobic layer (mg/m ') 
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APPENDIX: 2: BASIC MODEL EQUATIONS 
State equations 
dV -
dt 
d MassA 
dt 
d MassD 
dr 
d MassP 
dt 
SDP (model 11 only): see Appendix 3.  
Waterdept h 
H = V/Area 
Loads 
Subsystem process models 
Temperature dependencies 
Growth rate coemcient: 
kgT = fTkrm 
Mortality loss rate coefficient: 
k d T  = kd2o ex-*' 
Mineralization coeflicient: 
k e T - 2 0  kmT= m20 m 
Light dependency 
Photoperiod 
Extinction coefficient 
X=0.512-0.187 cos [ ( t+8)*2~ /365]  
t=Eo+/3A 
Gerrir van Straten and Karel J .  Keesman Lake Eutrophication 187 
Optimal light intensity 
Iopt = io exp [il rl 
Depth and day averaged Steele equation 
y0 = 2R/ A Iopt 
yH = 2R exp [ - CHI /AIopt 
Nutrient limitation 
Monod term 
P 
fp = pk+P 
Sediment interaction 
Lint = vcx(Peq - P ) / H  
model I: Pcq constant 
model 11: see Appendix 3 
APPENDIX: 3: SEDIMENT SUBMODEL (MODEL 11) 
Srare equation: mineralizable P in sediment 
Volumetric production of P due to mineralization 
R o p  = kmsedSDP 8f-” 
Volumetric oxygen consumption and Sediment Oxygen Demand (SOD) 
Rmo = R o P / ( Y P D  
SOD = P .j (2DoaDOoRm0 ) 
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Sediment layer thickness 
zacrobc = SOD/ (PRmo) 
Anaerobic layer effect 
fancar = exp [ - z a e r o b c ~ ( K l / D e I T ) l  
Final contributions to effective equilibrium concentration 
APPENDIX: 4: PARAMETER VALUES 
Constant parameters 
Area 
ChlP 
USA 
QPD 
cc 
Deti 
DO, 
= 38.4. lo6 m2 
= 1.05 
= 0 m/d 
= 0.005 mgP/mgDO 
= 0.7 
= 4.4. m2/d 
= 1.73. m2/d 
Calibration parameters 
See Table I 
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