We improve the results by Grébert and Paturel in [22] and prove that a linear Schrödinger equation on R d with harmonic potential |x| 2 and small t-quasiperiodic potential as
iu t − ∆u + |x| 2 u + εV (ωt, x)u = 0, u = u(t, x), (t, x) ∈ R × R d .
(1.1)
Here ε > 0 is a small parameter and the frequency vector ω of forced oscillator is regarded as a parameter in D 0 = [0, 2π] n ⊂ R n . The function V is a real multiplicative potential which is quasiperiodic in time. Namely, V is a continuous function of (θ, x) ∈ T n × R d . We assume V (z, ·) ∈ C β (R n , H s (R d )) which will be denoted in the following(see Definition 1.1). As the usual reducibility results we consider the previous equation as a linear non-autonomous equation in the complex Hilbert space L 2 (R d ) and we prove that it reduces to an autonomous system for most values of the frequency vector ω.
Similar as Grébert and Paturel [22] , we introduce some notations. Let T := −∆ + |x| 2 = −∆ + x 2 1 + · · · + x 2 d be the d-dimensional quantum harmonic oscillator. Its spectrum is the sum of d copies of odd integers, i.e., the spectrum of T equals to E := {d, d + 2, d + 4, · · · }. For j ∈ E, we denote the associated eigenspace by E j whose dimension is d j := card{(i 1 , · · · , i d ) ∈ (2N − 1) d | i 1 + · · · + i d = j} ≤ j d−1 .
We denote {Φ j,l , l = 1, 2, · · · , d j }, the basis of E j obtained by d−tensor product of Hermite functions: Φ j,l = ϕ i1 ⊗ · · · ⊗ ϕ i d for some choice of i 1 + · · · + i d = j. Then setting E := {(j, l) ∈ E × N | l = 1, · · · , d j }.
(Φ a ) a∈E is a basis of L 2 (R d ) and denote w j,l := j for (j, l) ∈ E. We have T Φ a = w a Φ a , a ∈ E.
(1.
2)
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We define in E an equivalence relation a ∼ b ⇔ w a = w b and denote by [a] the equivalence class associated to a ∈ E. Note that card [a] ≤ w d−1 a . Let s ≥ 0 be an integer we define
x u ∈ L 2 (R d ) for any α 1 , α 2 ∈ N d , 0 ≤ |α 1 | + |α 2 | ≤ s}. We need to point it out that H s is the form domain of T s and the domain of T s 2 and this allows us to extend the definition of H s to any nonnegative real values of s(see Delort [14] ).
To a function u ∈ H s we associate the sequence ξ of its Hermite coefficients by the formula u(x) = a∈E ξ a Φ a (x). Then we define ℓ 2 s := {(ξ) a∈E | a∈E w s a |ξ a | 2 < ∞}, and for s ≥ 0, u ∈ H s ⇔ ξ ∈ ℓ 2 s . Then we endow both spaces with the norm u s = ξ s = ( a∈E w s a |ξ a | 2 ) 1 2 . If s is a nonnegative integer, we will use the fact that the norm on H s are equivalently defined as T s 2 f L 2 (R d ) and 0≤|α1|+|α2|≤s
x α1 ∂ α2
x f L 2 (R d ) .
To introduce the main result we introduce some notations and definitions.
Definition 1.1. Assume that X is a complex Banach space with the norm · X . Let C b (R n , X), 0 < b < 1, be the space of Hölder continuous functions f : R n → X with the norm
If b = 0, then f C b (R n ,X) denotes the sup-norm. For β = [β] + b with 0 ≤ b < 1, we denote by C β (R n , X) the space of functions f : R n → X with Hölder continuous partial derivatives and ∂ α f ∈ C b (R n , X α ) for all multi -indices α = (α 1 , · · · , α n ) ∈ N n , where |α| := |α 1 | + · · · + |α n | ≤ β
Y i , X) with the standard norm and Y i := R n , i = 1, · · · , |α|. We define the norm Xα) . If a function f has a finite norm f C β (R n ,X) , then we call f ∈ C β (R n , X).
Denote by C β (T n , X) the space of all functions f ∈ C β (R n , X) that are of period 2π in all variables. We define f C β (T n ,X) := f C β (R n ,X) . More precisely, for ω ∈ D ε , there exist a linear isomorphism Ψ ∞ ω (θ) ∈ L(H s ′ ) for 0 ≤ s ′ ≤ s, unitary on L 2 (R d ), where Ψ ∞ ω (θ) ∈ C µ (T n , L(H s ′ )) for 0 ≤ s ′ ≤ s with µ / ∈ Z and µ ≤ 2 9 β, and a bounded Hermitian operator W = W ω,ε ∈ L(H s ′ ) such that t → u(t, ·) ∈ H s ′ with 1 ≤ s ′ ≤ max{s, 1} satisfies (1.1) if and only if t → v(t, ·) = Ψ ∞ ω (ωt)u(t, ·) satisfies the autonomous equation
Furthermore, for 0 ≤ s ′ ≤ s,
On the other hand, the infinite matrix (W b a ) a,b∈E of the operator W written in the Hermite basis ( As a consequence of Theorem 1.3, we prove the following corollary concerning the solutions of (1.1). Corollary 1.5. Assume all the assumptions in Theorem 1.3 hold. Let 1 ≤ s ′ ≤ max{s, 1} and let u 0 ∈ H s ′ , then there exists ε * > 0 such that for 0 < ε < ε * and ω ∈ D ε (in Theorem 1.3), there exists a unique solution u ∈ C(R, H s ′ ) of (1.1) such that u(0) = u 0 . Moreover, u is almost periodic in time and satisfies
Consider on L 2 (T n ) ⊗ L 2 (R d ) the Floquet Hamiltonian operator
we have Corollary 1.6. Assume all the assumptions in Theorem 1.3 hold. Then there exists ε * > 0 such that for 0 < ε < ε * and ω ∈ D ε , the spectrum of the Floquet operator K is pure point. 
It has been proved in [6, 11, 15, 16, 21, 29, 41, 42] that the Floquet operator K F is of pure point spectra or no absolutely continuous spectra where B is bounded. When B is unbounded, the first result was obtained by Bambusi and Graffi [1] where they considered the time dependent Schrödinger equation
where Q(x) ∼ |x| 2α with α > 1 as |x| → ∞ and |V (x, θ)||x| −β is bounded as |x| → ∞ for some β < α − 1. This entails the pure-point nature of the spectrum of the Floquet operator Liu and Yuan [38] solved the case when β ≤ α − 1. Very recently Bambusi [2, 3] solved the case when β < α + 1 under some additional assumptions.
For 1-d quantum harmonic oscillator the main difficulty encountered by the traditional KAM method seems to be the eigenvalue spacing for the unperturbed operator does not grow. In [20] Enss and Veselic proved that, if ω is rational, the Floquet operator relative with the 1-d quantum harmonic oscillator has pure point spectrum when the perturbing potential V is bounded and has sufficiently fast decay at infinity. In [13] Combescure obtained the reducibility under time periodic, spatially localized perturbation. In [48] Wang proved the spectrum of the Floquet operator K is pure point for the quasiperiodic case where the perturbing potential has exponential decay. Grebért and Thomann [24] improved the results in [48] from exponential decay to polynomial decay. In [49] we extended the results in [24] from polynomial decay to logarithmic decay. Quite recently, in [2, 3] Bambusi dealt with the unbounded perturbation case for 1d harmonic oscillators. For example he can deal with the case −∂ xx + x 2 + εxa 1 (ωt) − ia 2 (ωt)ε∂ x . As Bambusi [2] pointed it out that his results didn't contradict with the interesting counterexamples in [14] and [21] .
The results about the reducibility for higher spatial dimension are very few. In [19] Eliasson and Kuksin obtained the reducibility for the Schrödinger equation on T d . In [22] Grébert and Paturel firstly obtained the reducibility for any dimensional harmonic oscillator on R d under the temporal quasiperiodic and analytic perturbation. In this paper we will generalize the results in [22] from temporal analytic perturbations to differential perturbations.
Very recently, Bambusi, Grebért, Maspero and Robert [5] proved a reducibility result for a quantum harmonic oscillator in any dimension perturbed by a linear operator which is a polynomial of degree two in x j , −i∂ j with coefficients being real analytic in θ ∈ T n . The proof depends on the following key fact: for polynomial Hamiltonians of degree at most 2 the correspondence between classical and quantum mechanics is exact(see also [28] ). But the reducibility problem keeps open for the quantum oscillator in arbitrary dimension with more general unbounded perturbations(see [5] , page 2).
1.3.
Brief description of the setting and main ideas of the proof. We use the notations introduced in [22] . In phase space (u,ū) ∈ H 0 ×H 0 endowed with the symplectic structure idu∧dū, equation (1.1) is Hamiltonian with
Expanding u andū on the Hermite basis, u(x) = a∈E ξ a Φ a (x),ū(x) = a∈E η a Φ a (x), the phase space (u,ū) ∈ H 0 × H 0 becomes into the phase space (ξ, η) ∈ Y 0 (for the definition of Y s see Subsection 2.1). We endow Y 0 with the symplectic structure idξ ∧ dη. In this setting, (1.4) reads as
Therefore, the reducibility problem of system (1.1) is equivalent to the reducibility problem for the Hamiltonian system ξ a = −iw a ξ a − iε(P T (ωt)ξ) a , η a = iw a η a + iε(P (ωt)η) a , a ∈ E (1.7)
associated to the non autonomous quadratic Hamiltonian function (1.5). We will give a general reducibility result in Subsection 2.2 which can be applied to system (1.7) and the proof is based on KAM theory. We remark that KAM theory is almost well-developed for nonlinear Hamiltonian PDEs in 1-d context. See [4, 26, 30, 31, 32, 33, 34, 35, 36, 37, 44, 51] [17, 18, 23, 25, 27, 45] for n-d results. See [8] for an almost complete picture of recent KAM theory.
Highlights. By introducing θ = ωt, system (1.7) is equivalent to an autonomous system with Hamiltonian
In [22] Grébert and Paturel assumed that the potential V (θ, ·) is real analytic with value in
Here we only discuss the higher dimensional case for simplicity. Then in Lemma 3.2 Grébert and Paturel [22] proved that P (θ) ∈ M s,α (D 0 , σ), where α > 0 is critical(see the definition of M s,α (D 0 , σ) in Section 2). In this paper we only assume that the potential V (θ, ·) ∈ C β (T n , H s (R d )) with the same condition on s. Using the techniques from [22] and functional analysis( [7] ) we can prove that P (θ) ∈ C β (T n , M s,α )(see Lemma 3.3), which can be considered as a parallel lemma as Lemma 3.2 in [22] . Now our main problem is to build a similar reducibility result for the Hamiltonian (1.8) when P (θ) ∈ C β (T n , M s,α ) and thus a smooth KAM is needed here. We recall that the smoothing techniques were firstly introduced by Moser [39, 40] and developed later by many people, see Salamon and Zehnder [47] , Pöschel [43] , Chierchia and Qian [12] , Berti and Bolle [9, 10] and etc. An earlier reducibility result about time dependent Schrödinger operator with finite differentiable unbounded perturbation has been obtained by Yuan and Zhang in [50] . In [2] Bambusi's method in dealing with the differential perturbations is more close to the classical proof in [46] . A significant difference between our paper and [50] , [2] is that we deal with the matrix block, not the single matrix element. For the following proof we almost follow the presentation of [12] in the spirit of [46] combined with the KAM method in [22] .
More clearly, we will introduce a series of analytic functions P (ν) (θ) ∈ M s,α (D 0 , σ ν ), ν = 0, 1, 2, · · · , and P (ν) (θ) → P (θ) in θ ∈ T n as σ ν shrinking to 0(ν → ∞), see Lemmas 4.7 and 4.8 for details.
Thus, instead of considering the original function H, in each KAM step, we consider the analytic Hamiltonian function
which is an approximation of (1.8). We suppose that there exists symplectic map Φ ν such that
with the norm of P ν (θ) is less than ǫ ν /2. Then in (ν + 1) th step, we consider the Hamiltonian
which is tiny different from H (ν) . By Φ ν we have
We shrink the radius of the analytic domain from σ ν to σ ν+1 = σ 3 2 ν in order to prove that the norm of additional quadratic perturbation term (H (ν+1) − H (ν) ) • Φ ν is less than ǫ ν /2 too(see Lemma 4.12) . Then from Proposition 4.1([22]) we can construct Φ ν+1 such that
where h ν+1 is in normal form and the norm of P ν+1 is less than ǫ ν+1 /2. Thus we can formulate the
and N ∞ (ω) = lim ν→∞ N ν (ω) in normal form and with the norm close to N 0 . For obtaining the above proof we need to show that
β and is not an integer.
The paper is organized as follows: In Sect. 2 we state the abstract reducibility theorem: Theorem 2.6. In Sect. 3 we prove Theorem 1.3, Corollary 1.5 and Corollary 1.6, which are direct results from Theorem 2.6. In Sect. 4 we prove Theorem 2.6. The section is split into a few subsections. Finally, the appendix contains some technical lemmas.
Reducibility Theorem for Quantum Harmonic Oscillator in R d with
Quasiperiodic in Time Potential: Smooth Version.
2.1. Setting. Notations. Denote C, R, Z, N be the set of all complex numbers, real numbers, integers and nonnegative integers, respectively. T = R/2πZ. ·, · is the standard scalar product in ℓ 2 , while f := 1 (2π) n T n f (θ)dθ be the mean value of f on the torus T n . | · | will be general to denote a supremum norm with a notable exception: for a multi-index k = (k 1 , · · · , k n ) ∈ Z n , denote |k| = n i=1 |k i |. In the whole paper we use ν to stand for the KAM iteration step.
Linear space. Following the notations in Subsection 1.1, for s ≥ 0, we consider the complex weighted ℓ 2 −space
We provide the space Y s , s ≥ 0, with the symplectic structure i a∈E dξ a ∧ dη a . To any smooth function f (ξ, η) defined on a domain of Y s , it corresponds to the Hamiltonian system:
For any smooth functions f (ξ, η), g(ξ, η), the Poisson bracket of f , g is given by
We also consider the extended phase space
For smooth functions f (θ, y, ξ, η), g(θ, y, ξ, η), the Poisson bracket is given by
Infinite matrices. We denote by M s,α the set of infinite matrices A :
[a] denotes the restriction of A to the block [a] × [b] and · denotes the operator norm. We also denote M + s,α be the subspace of M s,α satisfying that an infinite matrix
From the definition we have following simple facts. 
Normal form. We introduce the following definitions.
Quadratic form. To a matrix Q = (Q b a ) a,b∈E ∈ L(ℓ 2 t , ℓ 2 −t ) we associate in a unique way a quadratic form q(ξ, η) on Y t by the formula q(ξ, η) := ξ, Qη = a,b∈E Q b a ξ a η b and the Poisson bracket
Parameter. In the paper ω will play the role of a parameter belonging to D 0 = [0, 2π] n . All the constructed functions will depend on ω with C 1 regularity. When a function is only defined on a Cantor subset of D 0 the regularity is understood in Whitney sense. 
A class of quadratic Hamiltonians
The subspace of M s,α (D, σ) that are independent of θ will be denoted by M s,α (D) and for N ∈
From Lemma 2.2, the following results hold. Hamiltonian flow. When F depends smoothly on θ, T n ∋ θ → F (θ) ∈ M + s,α with 0 < α ≤ 1 we associate to f = ξ, F (θ)η the symplectic transformation, generated by the time 1 map of X f , on the extended phase space P s :
In the following we will never calculateỹ explicitly since the non homogeneous Hamiltonian system (1.7) is equivalent to the system (4.1) where the variable conjugated to θ is not concerned. Thus, the above symplectic transformation is rewritten into a symplectic linear change, restricted in on Y 0 , which is given by (ξ, η) → (e −iF T ξ, e iF η). It is well defined and invertible in Y 0 as a consequence of Lemmas 2.2 and 2.5. Recall that a sufficient and necessary condition for this map to preserve the symmetry η =ξ is F T (θ) = F (θ) when θ ∈ T n , i.e., F is a Hermitian matrix.
The reducibility theorem. In this subsection we state an abstract reducibility theorem for quadratic t-quasiperiodic Hamiltonian of the form 6) and the associated Hamiltonian system is
where N 0 = diag{λ a , a ∈ E} satisfying the following assumptions: Hypothesis A1 -Asymptotics. There exist positive constants c 0 , c 1 , c 2 such that
Hypothesis A2 -Second Melnikov condition in measure estimates. There exist positive constants α 1 , α 2 and c 3 such that the following holds: for each 0 < κ < 1/4 and K > 0 there exists a closed subset
Then we have the following reducibility results.
Theorem 2.6. Given a non autonomous Hamiltonian (2.6) with d ≥ 1, we assume that (λ a ) a∈E satisfies Hypothesis A1-A2 and
Remark 2.7. In fact, Φ ∞ ω (θ) and its inverse are bounded operators from Y 1 into itself for any s ≥ 0.
We prove Theorem 2.6 in Section 4.
Application to the Quantum Harmonic Oscillator-Proof of Theorem 1.3
In this section we prove Theorem 1.3 as a corollary of Theorem 2.6.
3.1. Verification of the hypothesis.
As [22] ,
Proof. Since w a − w b ∈ Z, it is obtained by a straightforward computation.
Then there exists α = α(d, s) > 0(see (3.1) ) such that the matrix function P (θ) defined by
Proof. We divide the proof into several steps. (a) We show that sup
Recall that for a, b ∈ E,
To estimate |P (θ)| s,α by definition, we turn to estimate
[a] (θ) = sup
From a similar proof in [22] (Lemma 3.2),
It follows for θ ∈ R n ,
A similar discussion as above tells us
Clearly, A is a linear map on R n . Since V ′ z (z 0 , ·), h ∈ H s (R d ), from a similar discussion in (a) we obtain
From a similar discussion as above we obtain
Combining with (3.4) we have (3.3). Thus P (z) is Fréchet differentiable on z = z 0 and P ′ (z 0 ) = A which satisfies (3.2). (d) We show that P (z) ∈ C 1 (R n , M s,α ). Note that for any z 1 , z 2 ∈ R n , a, b ∈ E,
and (3.5) holds for m replaced by m + 1. We follow the method in steps (c) and (d), and divide the proof into two parts (e 1 ) and (e 2 ) respectively. (e 1 ) We show that P (m) (z) is Fréchet differentiable on z = z 0 and for a, b ∈ E,
(3.6) In fact, given z ∈ R n , we define for h 1 , · · · , h m+1 ∈ R n , a, b ∈ E,
and a similar discussion as above we obtain
From a similar discussion as in (c) we obtain
Thus P (m) (z) is Fréchet differentiable and P (m+1) (z) = B which satisfies (3.6) .
which means that P (z) ∈ C m+1 (R n , M s,α ) and
In fact, note that V (z, ·) ∈ C β R n , H s R d , from the definition we obtain that for 0
Thus (3.8) holds by (3.7) for any 1 ≤ l ≤ [β] which means that P (z) ∈ C β (R n , M s,α ) and where N ∞ = N ∞ (ω) ∈ N F . Hence the solution start from (ξ + (0), η + (0)) is given by (ξ + (t), η + (t)) = (e −itN∞ ξ + (0), e itN∞ η + (0)), t ∈ R.
Proof of
Then the solution u(t, x) of (1.1) corresponding to the initial data u 0 (
From a straightforward computation(the proof is given in the Appendix), we have 
where µ is defined in Theorem 2.6.
Moreover, u(t, x) satisfies (1.1) if and only if v(t, x) = Ψ ω (ωt)u(t, x) satisfies the autonomous equation: 
[a] (θ)dθ. It holds that 
for 0 ≤ s ′ ≤ s, where Π is the projection on the diagonal blocks. The proofs of Corollary 1.5 and 1.6 are similar as [22] , we omit it for simplicity.
Proof of Theorem 2.6
In this section we will use a universal constant C to simplify the proof, which depends on n, β, d, s and is changing in the context.
The system (2.7) is equivalent to the autonomous system: 
where P (ν) (θ) will be given in the following. In order to extend the C β function to a complex neighborhood of T n , we need the famous results. 
Then there exists a constant C > 0 depending on β, n and X such that the following holds: for any σ > 0, the function f σ (z) is a real analytic function from C n to X such that if ∆ n σ := {z ∈ C n | |ℑz j | ≤ σ, 1 ≤ j ≤ n} , then for any ν ∈ N n such that |ν| ≤ β one has
and for all 0 ≤ σ 1 ≤ σ,
The function f σ preserves periodicity(i.e. if f is T −periodic in any of its variables z j , so is f σ ).
The same theorem was also used in [2] , [50] , etc. The converse statement of Lemma 4.1 holds only if µ is not an integer. A classical version of this converse result is due to Bernstein and relates the differentiability properties of a periodic function to quantitative estimates for an approximating sequence of trigonometric polynomials. In the following lemma, we suppose X be a complex Banach space as above. such that if f : R n → X is the limit of a sequence of real analytic maps f ν (x) in the strips |ℑx| ≤ σ ν := σ ( 3 2 ) ν with 0 < σ ≤ 1 4 and f 0 = 0, |f ν − f ν−1 | X ≤ cσ ℓ ν for |ℑx| ≤ σ ν , ν = 1, 2, · · · , then f ∈ C µ (R n , X) for every µ ≤ ℓ which is not an integer and
For the proof see section 5.
For our applications we choose f (z) = P (z), X = (M s,α , | · | s,α ). From Lemma 4.1 we denote
From Lemma 4.1 again we have that for any σ > 0, S σ P (z) is a real analytic function from C n to M s,α such that for any k ∈ N n satisfying |k| ≤ β, one has 4) and for all 0 ≤ σ ′ ≤ σ,
Remark 4.3. Since S σ P (z) preserves periodicity, we often write S σ P (θ) instead of S σ P (z). Recall P (θ) is Hermitian and, from [46] , K(R n ) ∈ R, then S σ P (θ) is also Hermitian when θ ∈ T n by (4.3).
Suppose 0 < · · · < σ ν < · · · < σ 1 < σ 0 . Then we can construct a series of analytic functions {S σν P (θ), θ ∈ T n σν } ν∈N . From (4.5) we have Lemma 4.4. For |ℑθ| ≤ σ ν , ν = 1, 2, · · · ,
Then we obtain (4.6). Proof. From Lemma 4.1, we have for |ℑz| ≤ σ ν ,
On the other hand, if z ∈ R d ,
In the following we will write P (ν) (θ) := S σν P (θ) for simplicity. Combining with all the above lemmas, we have Lemma 4.7.
under the assumption
Proof. From Lemma 4.7 and (4.9), 
Moreover, N , F (θ) and R(θ) are Hermitian when θ ∈ T n .
The KAM
Step. As the KAM proof in [12, 50] , we begin with the initial Hamiltonian
ω j y j + a∈E λ a ξ a η a := ω, y + ξ, N 0 η , and q 0 = ξ, Q 0 (θ)η with
. For simplicity we set σ 0 = 1, by Lemma 4.7,
In the νth step of the KAM scheme, we consider the Hamiltonian
fj (θ, y, ξ, η) = (θ,ỹ, e −iF T j (θ) ξ, e iFj (θ) η) which is generated by the time 1 map of Hamiltonian function f j = ξ, F j (θ)η , j = 1, · · · , ν. Under Φ j , we suppose that
where h j (θ, y, ξ, η, ω) = ω, y + ξ, N j (ω)η , p j (θ, y, ξ, η, ω) = ξ, P j (θ, ω)η with (θ, y, ξ, η, ω) ∈ T n σj+1 × R n × Y s × D j , and for j = 1, · · · , ν, the following estimates hold
Dj ,σj+1 s,α+ ≤ c(n, d, s, α)ǫ 13 24 j−1 ; (4.11)
In the (ν + 1)th step we consider
wherep ν = p ν + (q ν+1 − q ν ) • Φ ν := ξ, P ν (θ)η . We make some assumptions on parameters during the KAM iteration. For any ν = 0, 1, 2, · · · , the following assumptions hold:
B6. e − 1 4 Kν σν+1 ≤ ǫ ν . The explicit expressions of these parameters are given in Subsection 4.4. Under these assumptions, we have We need the following two preparation lemmas for Lemma 4.10. Denote B ν = e iF1 · · · e iFν , where B ν is defined on (θ, ω) ∈ T n σν+1 × D ν . Note that F ν , ν = 1, · · · , are Hermitian matrices, thus 1 ≤ 3ǫ 13 24 0 + 3ǫ 13 24 1 . By induction, we obtain [e iF1 · · · e iFν − Id] Dν ,σν+1 s,α+ ≤ 3ǫ 13 24 0 + 3ǫ 13 24 1 + · · · + 3ǫ 13 24 ν−1 ≤ ǫ 1 2 0 (4.17)
by Assumption B4.
Following a similar discussion above, we also have for 0 ≤ ν 1 < ν, 
under Assumptions B2-B5.
then it is easy to check that P ν is Hermitian. Lemma 4.10 is obtained immediately from (4.10) and Lemma 4.12.
Go back to the Hamiltonian (4.15), we write p ν = Γ p ν + r ν and P ν = Γ P ν + R ν respectively, where
.
(4.19)
In the following we will use Φ ν+1 = X 1 fν+1 with f ν+1 = ξ, F ν+1 (θ)η to put Γ p ν into normal form.
(4.21)
Therefore, we obtain
In the following we will give the explicit estimates on F ν+1 , N ν+1 , P ν+1 and Φ ν+1 − id. First of all, (4.20) is equivalent to
From Proposition 4.9 and Assumption B4, we have from (4.22) 
It follows that
w 2α a ≤ 2ǫ 0 j = 0, 1. From Proposition 4.9, together with (4.23), Lemma 4.10 and Assumptions B2-B6, if κ ν ≤ c0 2 and K ν ≥ 1 then there exists a subset D ν+1 ⊂ D ν with Meas(D ν \ D ν+1 ) ≤ cK γ1 ν κ γ2 ν , and there exist
in ω and analytic in θ, such that (4.22) holds for all (θ, ω) ∈ T n σν+2 × D ν+1 and 13 24 ν ; (4.24) 2) For 0 ≤ t ≤ 1, note that Γ P ν = P ν − R ν , 
4+d+2αα2 . If 0 < ε ≤ ε * (n, d, s, δ) ≪ 1 then all the iteration series ǫ ν , σ ν , κ ν and K ν satisfy Assumptions B1 − B6, therefore we have the followings:
j−1 , j = 1, · · · , ν, and h ν = ω, y + ξ, N ν η in normal form and p ν = ξ, P ν η where N ν − N 0 ∈ M s,α (D ν ), P ν ∈ M s,α (D ν , σ ν+1 ) and the following estimates hold:
Then there exist D ν+1 ⊂ D ν and a mapping Φ ν+1 = X 1 fν+1 :
and h ν+1 = ω, y + ξ, N ν+1 η in normal form and p ν+1 = ξ, P ν+1 η where N ν+1 − N 0 ∈ M s,α (D ν+1 ), P ν+1 ∈ M s,α (D ν+1 , σ ν+2 ) and the same estimates hold for j ≤ ν + 1.
Moreover, since N ν , P ν (θ) are Hermitian when θ ∈ T n , so are N ν+1 , P ν+1 (θ), F ν+1 (θ).
4.5.
Transition to the limit and the proof of Theorem 2.6. Set D ε = ∞ ν=0 D ν . From (4.27), (4.28) and Lemma 4.15 we have d, s, β, δ) . In the following we will show that
To prove this lemma we need to show that
Proof. Similar to the proof of Lemma 4.13, from Lemma 2.2 iv) and (4.18), for all 0 ≤ s ′ ≤ s,
From Lemma 4.17, let ν 1 = 0 we have 
β and is not an integer,
) for every µ ≤ 2 9 β which is not an integer and,
Remark 4.20. In fact we can prove that Φ ∞ ω is also C 1 smooth in ω in Whitney sense and satisfies a similar estimation as above.
We need to prove a series of preparation lemmas. In the following we denote U ν :
M ω for simplicity. We will prove that Lemma 4.26. For any y ∈ R n ,
uniformly for ω ∈ D ε and θ ∈ T n .
On the other hand, by a straightforward computation, we have
Then (4.31) is proved by the following two lemmas.
We first estimate I 1 . Note for θ ∈ T n , from Lemma 4.8,
On the other hand, by Lemma 4.11 we have
then, from Lemma 2.5, are the solutions of the Hamiltonian system (4.1). Thus, (M ω (ωt)e −iN ∞ t ξ 0 , M ω (ωt)e iN∞t η 0 ) are clearly the solutions of the Hamiltonian system (2.7). We complete the proofs of Theorem 2.6. (b) For b = µ − [µ] ∈ (0, 1), z 1 , z 2 ∈ R n with 0 < |z 1 − z 2 | < 2π,
Appendix
which shows that .
Given z 0 ∈ T n ,
Therefore,
which shows that Ψ (z) is Fréchet differentiable at z 0 . Moreover, following (b), we have sup u H s ′ =1, h =1 z1,z2∈R n ,0<|z1−z2|<2π
Combining with (5.1), we have Proof. Following Salamon [46] , it is enough to consider the case µ = ℓ. Moreover, once the result has been established for 0 < ℓ < 1 it follows for ℓ > 1 by Cauchy's estimate. Therefore we assume 0 < ι = µ = ℓ < 1.
Define g ν = f ν − f ν−1 . Then f = g ν satisfies the estimate
where we use the fact that ∞ ν=1 σ ι( 3 2 ) ν ≤ σ ι ν≥0 ( 1 2 ν ) ι ≤ 2 ι σ ι for 0 < σ ≤ 1/4. For x, y ∈ R n with σ < |x − y| ≤ 1 this implies |f (x) − f (y)| X ≤ 4c ι σ ι ≤ 4c ι |x − y| ι . In the case 0 < |x − y| ≤ σ there is an integer N ≥ 0 such that σ N +1 < |x − y| ≤ σ N . Following Cauchy's estimate, |∂ x g ν (u)| X ≤ cσ ι−1 ν for every u ∈ R n , we have |g ν (x)−g ν (y)| X ≤ cσ ι−1 ν |x−y|. We shall use this estimate for ν = 1, 2, · · · , N . For ν ≥ N +1 we use the trivial estimate |g ν (x)−g ν (y)| X ≤ 2cσ ι ν . Taking into account the inequalities we obtain that
We finish the proof.
