Abstract. For a finite group G, let kðGÞ denote the number of conjugacy classes of G. If G is a finite permutation group of degree n > 2, then kðGÞ c 3 ðnÀ1Þ=2 . This is an extension of a theorem of Kovács and Robinson and in turn of Riese and Schmid. If N is a normal subgroup of a completely reducible subgroup of GLðn; qÞ, then kðNÞ c q 5n . Similarly, if N is a normal subgroup of a primitive subgroup of S n , then kðNÞ c pðnÞ where pðnÞ is the number of partitions of n. These bounds improve results of Liebeck and Pyber.
Introduction
Let kðGÞ be the number of conjugacy classes of the finite group G. Kovács and Robinson [9] proved that if G is a subgroup of S n then kðGÞ c 5 nÀ1 , and the proof of a proposed improvement of this to kðGÞ c 2 nÀ1 is reduced to the case where G is almost simple. For solvable permutation groups of degree n > 2, they obtained that kðGÞ c 3 ðnÀ1Þ=2 . These results are independent of the classification of the finite simple groups; to do better, one needs to use the classification. Liebeck and Pyber [11] proved the general bound kðGÞ c 2 nÀ1 for arbitrary permutation groups. Later, Riese and Schmid [17] extended the bound of Kovács and Robinson for solvable permutation groups to certain p-solvable groups. In general, the following may be shown. Theorem 1.1. If G is a subgroup of S n with n > 2, then kðGÞ c 3 ðnÀ1Þ=2 .
To prove Theorem 1.1, we will need sharp bounds for the number of conjugacy classes of a normal subgroup of a primitive permutation group. To obtain them, we first prove the following Theorem 1.2. If G is a completely reducible subgroup of GLðn; qÞ, then kðGÞ c q 5n .
This sharpens [11, Corollary 5] which was used to extend a result of Arregi and Vera-Lopez [1] . (See [11, Corollary 6] and its proof [11, p. 554] .) Using Theorem 1.2 we may sharpen [11, Corollary 6 ] a little as follows: if G is any subgroup of GLðn; qÞ, then kðGÞ c q ð2n 2 þ31nÞ=6 Á ðn À 1Þ! Á 2 nÀ1 . For primitive permutation groups we need Theorem 1.3. Let G be a primitive subgroup of S n , and let N be a normal subgroup of G. Then (2) If the socle of G is not a direct product of non-abelian alternating groups, then kðNÞ c n 6 .
This sharpens [11, Corollary 2.15] . Now Theorem 1.1 is sharp only if G ¼ A 3 or S 3 and if n ¼ 3. To improve on this general bound 3 ðnÀ1Þ=2 the next step would probably be to show that kðGÞ c 5
for all permutation groups G of degree n > 3. This would be sharp in case G ¼ D 8 or S 4 when n ¼ 4. A careful modification of the proof of Theorem 1.1 makes it possible to attain the bound 5 ðnÀ1Þ=3 , but only for permutation groups with no composition factor isomorphic to C 3 provided that kðHÞ c 5 n=4 holds for n c 31 whenever H is a (transitive) group of degree n. If we allow G to possess composition factors isomorphic to C 3 , then we have more cases to consider which are not discussed in the proof of Theorem 1.1. Next we consider some of these additional cases and make a step in developing a method to deal with groups having C 3 as a composition factor. To keep the argument reasonably short we restrict the structure of G (by excluding C 2 from the set of composition factors of G) but in exchange we prove a sharper bound than the proposed bound 5 ðnÀ1Þ=3 .
Theorem 1.4. If G is a subgroup of S n with no composition factor isomorphic to C 2 , then kðGÞ c ð5=3Þ n .
The other extreme (and possibly hardest) case to consider in finding the best possible general bound for kðGÞ is when the permutation group is a 2-group. The example of D 8 wr C n=4 for n a power of 2 given in [11] shows that a general upper bound for kðGÞ of the form c n would require c d 5 1=4 ¼ 1:495 . . . : We prove the following Theorem 1.5. If G is a nilpotent subgroup of S n , then kðGÞ c 1:52 n .
Finally, we note that it is very likely that kðGÞ c 5 n=4 is the best possible bound even for arbitrary subgroups G of S n .
Completely reducible groups and primitive permutation groups
In this section we deal with Theorems 1.2 and 1.3. First we reduce the proof of Theorem 1.3 (2) to the proof of Theorem 1.2. Next we prove Theorem 1.2, and finally we prove Theorem 1.3 (1). We need two basic results. The following elementary observation will be used often throughout the paper. Proof. See for example [5] . Now we state a slightly stronger version of [11, Lemma 2.14].
Lemma 2.2. Let G be a primitive subgroup of S n having socle S ¼ L r where L is a nonabelian simple group and r is an integer. Let N be a normal subgroup of G di¤erent from f1g. There are two possibilities.
(1) If N contains S, then N has a normal subgroup K containing S such that jK=Sj c n 0:82 and N=K has an embedding into S r with r c log 5 n.
(2) If N does not contain S, then r is even, say r ¼ 2l, and N contains a minimal normal transitive subgroup of G, say M, isomorphic to L l . In this case, N has a normal subgroup K 0 containing M such that jK 0 =Mj c n 0:82 and N=K 0 has an embedding into S l with l c log 5 n.
Proof. Let m be the minimal faithful permutation degree of L. Notice that m d 5. If N contains S, then by [11, Lemma 2.13] we see that m r c n. If N does not contain S, we have m l c n. It follows that r c log 5 n in the first case, and l c log 5 n in the second. Now N acts by conjugation on the direct factors of L r in the first case, and on the direct factors of L l in the second. The kernels K and K 0 of these actions have embeddings into AutðLÞ r and AutðLÞ l in the two cases and the groups N=K and N=K 0 may be considered as subgroups of S r and S l , respectively. Finally, it is easily checked from [7, Lemma 8.6] We now turn to the proof of Theorem 1.2. Let G be a completely reducible subgroup of GLðn; qÞ acting on V , an ndimensional vector space over GFðqÞ where q is a fixed prime power. We will show that kðGÞ c q 5n by induction on n. This is true for n ¼ 1 since G is then cyclic of order at most q À 1. Suppose now that n > 1, and that the claim holds for all integers less than n.
First of all, we may assume that G is irreducible. Otherwise, V is a direct sum of two non-trivial GFðqÞG-submodules, say V 1 and V 2 , of dimensions m < n and n À m, respectively. Let the kernel of the action of G on V 1 be B. Since B / G, by Cli¤ord's theorem B is completely reducible on V 2 . By induction we have kðG=BÞ c q 5m and kðBÞ c q 5ðnÀmÞ , so that kðGÞ c kðBÞ Á kðG=BÞ c q 5n by Lemma 2.1 (ii). by Lemma 2.1 (ii) and by [11, Theorem 2] , where B denotes the kernel of the action of G on the set fV 1 ; . . . ; V t g. Suppose that t < n and m d 2. For each i, the set stabilizer G i of the vector space f0g l Á Á Á l V i l Á Á Á l f0g in G may be considered as a group acting irreducibly on the space V i . (Note that the subgroups G i are conjugate in G and of index t.) By the maximality of t, the subspaces V i do not admit non-trivial direct sum decompositions (that is, decompositions with at least two summands) with respect to the subgroups G i . However, they may admit tensor product decompositions. For each i, let V i G W i1 n Á Á Á n W ir be a tensor product decomposition with respect to G i with r d 1 as large as possible and with dimðW ij Þ ¼ n 0 > 1 for all j c r.
Consider vector space decompositions
From now on, B denotes the maximal normal subgroup of G which preserves each vector space W ij in the decomposition
We note that G=B may be viewed as a permutation group of degree tr, and that B can be considered to be a subgroup of
where the groups H ij are isomorphic and have irreducible representations on the spaces W ij . Moreover, for each projection p ij of H to the component H ij , we have p ij ðBÞ ¼ H ij . By our maximal choices of t and r, the spaces W ij do not admit nontrivial direct sum or tensor product decompositions (that is, decompositions with at least two factors) with respect to the subgroups H ij .
We now need a theorem of Liebeck [10] .
Lemma 2.3. Let G 0 be a simple classical group with natural projective module V of dimension n over GFðqÞ and let G be a group such that G 0 / G c AutðG 0 Þ. If H is any maximal subgroup of G, then one of the following holds:
(i) H is a known group (and H V G 0 has well-described ( projective) action on V );
(ii) jHj < q 3n .
The known groups in (i) are groups of the following general types: stabilizers of subspaces, or of sets of subspaces of V ; stabilizers of decompositions V ¼ V 1 n Á Á Á n V r ; normalizers of classical groups over subfields or extension fields of GFðqÞ; A c or S c in a representation of smallest degree over GFðqÞ (with n A fc À 1; c À 2g).
Let F ðBÞ be the Fitting subgroup of B. Notice that B=F ðBÞ can be regarded as a factor group of a subgroup of PGLðn; qÞ. Hence we can use Lemma 2.3 repeatedly to describe the group B=F ðBÞ. We see that there are four possibilities for B=F ðBÞ:
(1) B=F ðBÞ is solvable; (2) B=F ðBÞ has a minimal normal subgroup M=F ðBÞ isomorphic to a direct product of l copies of a non-abelian finite simple classical group T, where l c tr and T has dimension x over GFð yÞ, so that jB=Mj c jOutðTÞj l ;
(3) B=F ðBÞ is a factor group of a permutation group of degree at most ðn 0 þ 2Þrt c n þ 2rt c 2n;
We note that if K is a subgroup of T tr where T is as above, so that K projects naturally onto each direct factor of T tr , then K ¼ T l for some l c tr. This explains the structure of the groups M=F ðBÞ and hence of the groups B=F ðBÞ of the second type above.
Next we state two rather crude bounds for jOutðTÞj where T is a finite simple classical group. for all x d 2.
We are now in the position to prove the following result.
Lemma 2.5. If B=F ðBÞ is of any of the types (1)-(4) above, then kðB=F ðBÞÞ c q 3n .
Proof. This is trivial for type (4) . Also, if B=F ðBÞ is solvable, then so is B. Since B is normal in G, it is completely reducible, and hence jBj c q 3n by the Pálfy-Wolf theorem [16] , [19] . This proves the lemma for type (1) . By [11, Theorem 2] , if K is a finite permutation group of degree at most 2n then the number of conjugacy classes of K, and hence of any factor group of K, is at most 2 2n < q 3n . This gives the result for type (3).
Suppose that B=F ðBÞ and T are of type (2) 
Proof. Put n :¼ m r . Suppose that r ¼ 1. In this case we may suppose that G ¼ A n . The conjugacy classes of S n can be naturally associated with the partitions of n. We will now associate the conjugacy classes of A n with certain partitions of n. If the conjugacy class of S n associated with the partition p is also a conjugacy class in A n , then associate this class with p. Otherwise, if the conjugacy class of S n associated with p is the union of at least two conjugacy classes of A n (and so the union of precisely two) then p must be a partition of n with pairwise di¤erent odd parts. In this case associate one conjugacy class of A n with p, and the other with the partition of n obtained from p by replacing the (unique) greatest odd part k by the parts 1 and k À 1. This correspondence is an injection from the set of conjugacy classes of A n to the set of partitions of n. If n is even or n > 3 is odd, then no conjugacy class of A n is asso- It is easy to check that P 1 V P 2 ¼ q, and this completes the proof of our claim. Now let r d 3. It is su‰cient to show that 2 Á pðmÞ Á pðm rÀ1 Þ < pðm r Þ:
Let P be the set of all partitions of m r of the following form. Take any partition of m rÀ1 and multiply each part by m À 1. Combining this with a partition of m we get a partition p of m rÀ1 Á ðm À 1Þ þ m. We combine p either with a part of length 2m together with m rÀ2 À 3 parts of lengths m, or with two parts of length 2m and m rÀ2 À 5 parts of lengths m. Then jPj ¼ 2 Á pðmÞ Á pðm rÀ1 Þ. Since the partition ðm r Þ is not in P, we have 2 Á pðmÞ Á pðm rÀ1 Þ < pðm r Þ. This completes the proof of Lemma 2.6. ffiffi n p =13n < pðnÞ for n d 284. Moreover using [6] it is easily checked that n 6 < pðnÞ holds for 252 c n c 284, while n 6 > pðnÞ for n < 252. So in order to establish Theorem 1.3 (1) we may suppose that n < 252. The computer package [6] contains a list of all primitive permutation groups G of degree less than 252 (up to permutation isomorphism) where L is abelian or a nonalternating simple group. From this list it is not too di‰cult to deduce the list of all normal subgroups N and to check that we always have kðNÞ < pðnÞ unless N ¼ S n (when n c 4), or if N ¼ A 3 (when n ¼ 3).
By Lemma 2.6 and by inspection if L ¼
This completes the proof of Theorem 1.3 (1).
The general bound
In this section we prove Theorem 1.1. We will start with a number of lemmas.
Lemma 3.1. If G is a subgroup of S n with n c 12, then kðGÞ c 5 n=4 .
Proof. We use induction on n. If G is intransitive and has an orbit D of length k < n, then by induction kðGÞ c kðG=KÞ Á kðKÞ c 5 k=4 Á 5 ðnÀkÞ=4 ¼ 5 n=4 where K is the kernel of the action of G on D. For transitive groups this can easily be read o¤ from the library of transitive permutation groups of the computer package [6] .
We also need an upper bound for the number of partitions of the integer n.
Lemma 3.2. For n > 12 we have pðnÞ < c Á ð3=2Þ
n where c ¼ ð2
Proof. For n d 50 we have pðnÞ c e p ffiffiffiffiffiffiffi 2n=3 p by [4] , and the right-hand side is smaller than c Á ð3=2Þ
n . For 12 < n < 50 the statement is checked easily.
We state another technical lemma. Proof. This is checked easily by [6] .
Finally, the following is taken from [9, p. 447].
Lemma 3.4. Let N be a normal subgroup of an arbitrary finite group G. If every subgroup of G=N has at most t conjugacy classes, then kðGÞ c t Á #fG-conjugacy classes of Ng:
We will now begin the proof of Theorem 1.2. Choose a counter-example G with n minimal. We may suppose that G is transitive. For if G were intransitive with a orbits of size 2 and b orbits not of length 2, then by the assumption on the minimality of n we would have kðGÞ c 2 a Á 3 ðnÀ2aÀbÞ=2 . where B is the kernel of the action of G on the blocks of imprimitivity associated to D. Let H be the point stabilizer of the transitive group G. By the observations above and by [3, Theorem 1.5 .A] we have four possibilities to consider for subgroups of G containing H. These were also given in [9] , and so from now on we use the notation of that paper for simplicity.
(ii) H max K max G with ðG : KÞ ¼ 2.
(iii) H max K max G with ðK : HÞ ¼ 2. Case (ii). Let ðK : HÞ ¼ a. We may suppose that a d 7 (since n d 13). Let C ¼ core K ðHÞ. For any x in GnK we have C V C x ¼ f1 G g, as core G ðHÞ is trivial. Now K=C and K=C x are both isomorphic to primitive permutation groups of degree a, and CC x is normal in K. Therefore by Theorem 1.3 (1) we have kðK=C Þ c pðaÞ and kðCC
x =C x Þ c pðaÞ. Hence kðKÞ c kðK=C Þ Á kðC=ðC V C x ÞÞ c pðaÞ 2 :
Now kðGÞ c 2 Á kðKÞ c 2 Á pðaÞ 2 . But we are assuming that kðGÞ > 3 ð2aÀ1Þ=2 , so that we have 2 Á pðaÞ 2 > 3 ð2aÀ1Þ=2 . This is checked to be false for 7 c a c 12. If a > 12, we get c Á ð3=2Þ a > 3 ð2aÀ1Þ=2 by Lemma 3.2, which is also a contradiction.
Case (iii). Let ðG : KÞ ¼ a and C ¼ core G ðKÞ. Then C is an elementary Abelian 2-group of order at most 2 a , and G=C is isomorphic to a primitive permutation group of degree a. Suppose first that a > 12. By Lemma 3.2 and by our assumption, we have
which is a contradiction. By Lemma 3.1 and by the above argument, we may assume that 7 c a c 12. If the primitive group G=C of degree a has order not divisible by 7, then by Lemma 3.3 we have kðG=C Þ c 2 ðaÀ1Þ=2 . Hence we get 2 ð3aÀ1Þ=2 d kðGÞ > 3 ð2aÀ1Þ=2 , which is also a contradiction. So we may suppose that G=C has an element of order 7. By Lemma 3.1, every subgroup of G=C has at most 5 a=4 conjugacy classes, and so by Lemma 3.4 we get
By assumption we have 3
, which is also false.
Case (iv)
Hence
so that kðC Þ c 2 a Á pðaÞ, kðLÞ c 2 2a Á pðaÞ 2 , and kðGÞ c 2 Á 4 a pðaÞ 2 . Suppose first that a > 12. By Lemma 3.2 and by our assumption, we have
which is false. By Lemma 3.1 and by the previous argument, we may suppose that 4 c a c 12.
. This means that kðLÞ c 2 3aÀ1 , and so kðGÞ c 8 a . By assumption we have 8 a > 3 ð4aÀ1Þ=2 , which is a contradiction. If the primitive group L=D of degree a contains A a , then
by Lemma 3.4. In this way we get
which is less than 3 ð4aÀ1Þ=2 . (Applying the inequality pðaÞ c 2 ðaþ1Þ=2 su‰ces to show this.) This is a contradiction. Let a ¼ 4. Now L=D is primitive of order divisible by 3, and so by Lemma 3.4 we get kðL=C Þ c ðð2 4 À 4Þ=3 þ 4Þ Á 5 ¼ 40. Similarly we get kðC Þ ¼ kðM=C x Þ c 40. This sums up to kðGÞ c 2 Á kðLÞ c 3200, which is again a contradiction. Let a ¼ 5. By Lemma 3.4, we get
Similarly kðM=C x Þ c 56. This means that kðGÞ c 2 Á 56 2 ¼ 6272, which yields another contradiction. Finally, let a ¼ 6. All primitive groups of degree 6 contain a 5-cycle, and so by Lemma 3.4, we can put kðL=C Þ c ðð2 6 À 4Þ=5 þ 4Þ Á 11 ¼ 176. Similarly we see that kðM=C
x Þ c 176. So we have kðGÞ c 2 Á 176 2 , which is a contradiction.
Groups with no composition factor isomorphic to C 2
We start with the following Lemma 4.1. If G is a transitive permutation group of degree n with 5 c n c 9 such that no composition factor of G is isomorphic to C 2 , then kðGÞ c kðA n Þ.
Proof. This is easily checked by [6] .
We now turn to the proof of Theorem 1.4. It is su‰cient to prove that if G is a permutation group of degree n > 4 with no composition factor isomorphic to C 2 , then kðGÞ c ð5=3Þ nÀ1 . Let G be a counter-example with n minimal. As at the beginning of the previous section we may assume that G is transitive. Let D be a block of imprimitivity for G, and let B be the kernel of the action of G on the system of blocks associated with D. Again, by the argument at the beginning of the previous section we may suppose that jDj ¼ 1; 2; 3; 4; n=4; n=3; n=2 or n. Now jDj cannot be 2 or 4, since in this case the normal subgroup B is solvable of even order. Moreover jDj cannot be n=4 or n=2 since in this case the factor group G=B is solvable of even order.
From these observations and [3, Theorem 1.5.A] we see that there are four possibilities to consider for proper subgroups K; L of G strictly containing the pointstabilizer H. These are the following.
(ii) H max K max G with ðG : KÞ ¼ 3.
(iii) H max K max G with ðK : HÞ ¼ 3. which is a contradiction.
Case (ii). Observe that K / G. Let ðK : HÞ ¼ a, and let C ¼ core K ðHÞ. For any x in GnK we have 
Therefore
Now kðGÞ c 3 Á kðKÞ c 3 Á pðaÞ 3 ¼ 3 Á pðn=3Þ 3 . By Lemma 3.2 we have kðGÞ c 3c 3 Á ð3=2Þ n < ð5=3Þ nÀ1 for n > 36.
So we must have 15 c n c 36. Using [6] we can check that in this case we again have kðGÞ c 3 Á pðn=3Þ 3 < ð5=3Þ nÀ1 . This is a contradiction.
Case (iii). Let ðG : KÞ ¼ a, and let C ¼ core G ðKÞ. Since C has no composition factors isomorphic to C 2 , we have kðC Þ c jCj c 3 n=3 . On the other hand, G=C is isomorphic to a primitive permutation group of degree a, and so kðG=C Þ c pðaÞ by Theorem 1.3 (1). This yields that kðGÞ c kðC Þ Á kðG=C Þ c 3 n=3 Á pðn=3Þ. By Lemma 3.2, we have kðGÞ c 3 n=3 Á c Á ð3=2Þ n=3 < ð5=3Þ nÀ1 for n > 36. So we must have 15 c n c 36. For n ¼ 30; 33 and 36 we can check using [6] that kðGÞ c 3 n=3 Á pðn=3Þ < ð5=3Þ nÀ1 . Finally since G=C is a primitive permutation group with no composition factor isomorphic to C 2 , by Lemma 4.1 we can certainly replace pðaÞ by kðA a Þ in the above bound for 5 c a c 9. Hence kðGÞ c 3 n=3 Á kðA n=3 Þ < ð5=3Þ nÀ1 for 15 c n c 27. This is a contradiction.
is trivial. Now L=D is isomorphic to a primitive group of degree a. Since D=C has no composition factor isomorphic to C 2 , it is an elementary abelian 3-group of order at most 3 a . So from these facts we have kðL=C Þ c kðL=DÞ Á kðD=C Þ c 3 a Á pðaÞ.
We next bound kðC x V C Þ. Since ðC x V C ÞD 
, it has order at most 3 a . So we have
Putting our results together we get for n > 108. For n ¼ 90; 99 and 108 it is easy to check using [6] that kðGÞ c 3 Á 3 n=3 pðn=9Þ 3 < ð5=3Þ nÀ1 . For n ¼ 45; 54; 63; 72 and 81, by Lemma 4.1 we can write kðGÞ c 3 Á 3 n=3 Á kðA n=9 Þ, which is checked to be smaller than ð5=3Þ nÀ1 . Now n 0 18; 36, because a 0 2; 4, since G does not have a composition factor isomorphic to C 2 . So we must have n ¼ 27. Let D be the orbit of K which contains the point stabilized by H. Let B be the base group of the system of imprimitivity associated to D. Then B is an elementary abelian 3-group, and G=B is a transitive group of degree 9. Since G=B has no composition factor isomorphic to C 2 , by Lemma 5.1, we get kðG=BÞ c kðA 9 Þ ¼ 18. Hence kðGÞ c kðBÞ Á kðG=BÞ c 3 9 Á 18 < ð5=3Þ 26 :
This is the final contradiction.
Nilpotent groups
In this section we prove Theorem 1.5. Let G be a counter-example with n minimal. We may suppose that G is transitive. For if G is intransitive with an orbit D of length k < n, then kðGÞ c kðG=KÞ Á kðKÞ c 1:52 k Á 1:52 nÀk where K is the kernel of the action of G on the set D.
We may suppose that G is a p-group by [18 This proves our claim. To finish the proof of the lemma, it is su‰cient to show that if G is a transitive 3-subgroup of S n where n ¼ 3 t , then kðGÞ c 5 n=4 . Let us prove this by induction on t. This is true for t c 3. Let t > 3 and let D be a block of imprimitivity for G of size 27. Let the base group of the system of imprimitivity associated to D be B. Then, by Lemma 2.1 (ii) and by our inductive hypothesis, we get kðGÞ c kðBÞ Á kðG=BÞ c 1:45 n Á 5 n=108 c 5 n=4 :
This concludes the proof of the lemma.
Now we let G be a transitive 2-group of degree n ¼ 2 k . If k c 4, then kðGÞ c kðSyl 2 ðS n ÞÞ c 5 n=4 < 1:52 n , from the library of transitive permutation groups in [6] . Let k ¼ 5. Take a block D 0 of order 16. This block induces a system of imprimitivity S. Let the kernel of the action of G on S be K, and let the kernel of the action of K on D 0 be K 0 . Now K 0 is faithful on the set WnD 0 with orbits of size at most 16, and so kðK 0 Þ c Finally, let k d 7. Again take a block D 0 of order 64. Let the induced system of imprimitivity be S, and let the kernel of the action of G on S be K. Since K has orbits of length at most 64, we have kðKÞ c 1:51 n . Furthermore we have kðG=KÞ c 1:52 n=64 by induction. This gives kðGÞ c 1:51 n Á 1:52 n=64 < 1:52 n , which is the final contradiction.
The above proof uses the fact that if G is a transitive 2-group of degree n, then kðGÞ c kðSyl 2 ðS n ÞÞ c pðnÞ provided that n c 16. However, the example D 8 wr C n=4 given in [11] and the asymptotic bound for the number of conjugacy classes of the symmetric 2-group of [15] shows that this is definitely not the case for all 2-powers n. A short computer search suggests that the group D 8 wr Eð8Þ has the maximal number of conjugacy classes among transitive 2-groups of degree 32. So we ask the following
