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Abstract
Semi-supervised learning is a machine learning approach which is able to employ both labeled and unlabeled samples in the
training process. It is an important mechanism for autonomous systems due to the ability of exploiting the already acquired
information and for exploring the new knowledge in the learning space at the same time. In these cases, the reliability of the
labels is a crucial factor, because mislabeled samples may propagate wrong labels to a portion of or even the entire data set.
This paper has the objective of addressing the error propagation problem originated by these mislabeled samples by present-
ing a mechanism embedded in a network-based (graph-based) semi-supervised learning method. Such a procedure is based
on a combined random-preferential walk of particles in a network constructed from the input data set. The particles of the
same class cooperate among them, while the particles of diﬀerent classes compete with each other to propagate class labels to
the whole network. Computer simulations conducted on synthetic and real-world data sets reveal the eﬀectiveness of the model.
c© 2012 The Authors. Published by Elsevier B.V.
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1. Introduction
In many real situations, only a small subset of data items can be eﬀectively labeled. This is because the
labeling process is often expensive, time consuming, and requires intensive human involvement. In order to treat
such partially labeled data sets, semi-supervised learning methods are designed to characterize the input data by
using both labeled and unlabeled data [1]. Many semi-supervised learning methods, such as Transductive Support
Vector Machines [2], can identify data classes of well-deﬁned forms, but usually fail to identify classes of irregular
forms. Thus, assumptions on the class distributions have to be made. Unfortunately, such information is usually
unknown a priori. In order to overcome this problem, graph-based methods have been developed in the last years
[3].
Recently, Silva and Zhao proposed a network-based semi-supervised learning model using particle competition
and cooperation mechanisms [4], inspired by the model in [5]. The model considers a large-scale network, in
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which each labeled data item corresponds to a particle. The particles walk in the network and propagate its
labels by dominating as many vertices as possible. Particles with diﬀerent labels compete with each other and
particles with the same label cooperate each other. Each particle may perform a stochastic combination of random
and preferential walks. The system is represented by a non-linear stochastic dynamical system. It shows high
precision in data label propagation and, at the same time, presents low computational complexity [4].
The quality of the training data is a fundamental issue in semi-supervised learning because, in this case, less
labeled data is available and errors (wrong labels) may easily be propagated to a portion of or the entire data set.
Most algorithms just assume that the input label information is completely reliable, but in practice mislabeled
samples are commonly found in the data sets due to instrumental errors, corruption from noise, or even human
mistakes in the labeling process. Though this is an important topic, it has not received much attention from
researchers and there are still few works devoted to the study of semi-supervised learning from imperfect data [6].
In this paper, we introduce a mechanism for preventing error propagation via the particle competition and
cooperation model [4]. This study is important for autonomous learning systems due to the following factors:
• In many real situations, we have diﬃculty to get the labels of the whole data set; however, it is easy to have
the labels of some of the data items.
• We believe that machine learning techniques consisting only of deterministic rules are insuﬃcient. This
is because the number of rules required to completely describe even a very speciﬁc environment can be
prohibitively high. Thus, our conjecture is that a certain level of randomness or chaos is essential for the
learning process of autonomous systems.
• In real situations, wrong or conﬂicting information appears frequently. Thus, a learner cannot be blind-
conﬁdent on all the information or knowledge that it has at its disposal.
The remainder of the paper is organized as follows. An overview of the original particle competition model
for semi-supervised learning is given in Section 2. In Section 3, the mechanism for detecting and preventing
error propagation is formally introduced. In Section 4, computer simulations are performed. Finally, Section 5
concludes the paper.
2. Particle Competition Algorithm
In this section, we review the particle competition algorithm [4]. The readers are invited to read the aforemen-
tioned references for more details.
2.1. Overview of the Technique
In the proposed competitive learning model, a set of particles K = {1, ...,K} is inserted into the vertices of the
network G = 〈V,E〉 in a random manner, whereV = {1, . . . ,V} is the set of vertices and E = {1, . . . , E}, the set of
edges. Each particle can be conceptualized as a ﬂag carrier with its main objective being to conquer new vertices,
while defending its current dominated vertices. When a particle visits an arbitrary vertex, it strengthens its own
domination level on that vertex and, simultaneously, weakens the domination levels of all other rival particles on
the same vertex. It is expected that this model, in a broad horizon of time, will end up uncovering the communities
in the network in such a way that each particle dominates a community.
A particle in this model can be in two states: active or exhausted. Whenever the particle is active, it navigates
in the network according to a combined behavior of random and preferential walking. The random walking term is
responsible for the adventuring behavior of the particle, i.e., it randomly visits vertices without taking into account
their domination levels. The preferential walking term is responsible for the defensive behavior of the particle, i.e.,
it prefers to reinforce its owned territory rather than visiting a vertex that is not being dominated by that particle.
So as to make this process suitable, each particle carries an energy term with it. This energy increases when the
particle is visiting an already dominated vertex by itself, and decreases whenever it visits a vertex that is being
owned by a rival particle. If this energy drops under a minimum allowed value, the particle becomes exhausted
and is teleported back to a safe ground, which is one of the vertices dominated by the present particle. At the next
step, the exhausted particle will be possibly recharged by visiting the vertices dominated by itself.
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2.2. Proposed Model
The proposed dynamical system is nonlinear and stochastic. The internal state of the system is given by
X(t) = [p(t) N(t) E(t) S (t)]T , where:
• p(t) is a K-dimensional vector, where the k-entry denotes the position of particle k at the instant t.
• N(t) is a V × K matrix, where the (i, k)-entry indicates the number of visits that vertex i has received from
particle k up to time t.
• E(t) is a K-dimensional vector, where the k-entry provides the energy of particle k at the instant t.
• S (t) is a K-dimensional vector, where the k-entry supplies the state of particle k at time t: active or exhausted.
The update rule of the proposed dynamical system is expressed by:
φ :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
p(k)(t + 1) = j, j ∼ P(k)transition(t)
N( j)i (t + 1) = N
( j)
i (t) + δ
(
p( j)(t + 1) = i
)
E( j)(t + 1) =
⎧⎪⎪⎨⎪⎪⎩
min(ωmax, E( j)(t) + Δ), if owner( j, t)
max(ωmin, E( j)(t) − Δ), if ∼ owner( j, t)
S ( j)(t + 1) = δ
(
E( j)(t + 1) = ωmin
)
(1)
where δ(.) is the indicator function that yields 1 if the argument is logically true and 0, otherwise. In the following,
we present the meaning of the four expressions shown in the competitive dynamical system φ:
• Particle’s Transition Rule (1st Expression): This rule provides a stochastic process for moving each particle
to a new vertex j, where j is determined according to the time-varying transition matrix:
P
(k)
transition(t)  (1 − S (k)(t))
[
λP(k)pref(t) + (1 − λ)P(k)rand
]
+ S (k)(t)P(k)rean(t). (2)
where λ ∈ [0, 1] is the compliance term, which counterbalances the level of importance of randomness and
preferential walks. Note that the two terms of (2) are mutually exclusive and are triggered depending on the
value of the state of particle k, S (k)(t). When it is active (S (k)(t) = 0), only the ﬁrst term is enabled. In this
case, the particle performs a mixture of random-preferential walk, whose distribution matrices are given by:
P
(k)
rand(i, j) 
ai, j∑V
u=1 ai,u
, (3)
P
(k)
pref(i, j, t) 
ai, jN¯
(k)
j (t)∑V
u=1 ai,uN¯
(k)
u (t)
, (4)
where ai, j is the edge weight between vertices i and j, N¯
(k)
j (t) denotes the domination level of particle k over
vertex j at time t. Now, when S (k)(t) = 1, the particle k becomes exhausted and the second term of (2) is
enabled. Such matrix is given by:
P
(k)
rean(i, j, t) 
δ
(
arg max
m∈K
(
N¯(m)j (t)
)
= k
)
∑V
u=1 δ
(
arg max
m∈K
(
N¯(m)u (t)
)
= k
) . (5)
• Update Rule of the Number of Visits (2nd Expression): The update rule states that whenever a particle visits
a vertex, the corresponding entry in N(t) must be incremented.
• Update Rule of the Particle’s Energy (3rd Expression): In the model, each entry of E(t) is limited by the
interval [ωmin, ωmax]. Δ > 0 symbolizes the increment or decrement of energy that each particle receives at
time t. The increment and decrement of energy are given by the ﬁrst and second expressions, respectively.
• Update Rule of the Particle’s State (4th Expression): This expression derives the state of the particle by
monitoring whether its current energy is at the minimum threshold.
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2.3. The New Competitive Learning System
In order to aggregate the detection and prevention of wrongly labeled vertices in the original model, some
points in the model presented in previous section are going to be changed. These are given as follows.
2.3.1. Structural Modiﬁcations
In the new model, we introduce the concept of home vertex vk, which is the vertex that the particle k is
representing in the competitive process. Speciﬁcally, once a particle gets exhausted, it is always directly teleported
back to its home vertex. Therefore, (5) is no more probabilistic.
2.3.2. The Stochastic Dynamical System
The new internal state of the stochastic dynamical system is given by X(t) = [p(t) N(t) E(t) S (t) D(t)]T . If
wrong(k, t) = (1− e− tτ )D(k)(t) ≥ (1+ α)〈D(t)〉, then the new competitive dynamical system that supports detection
and prevention of incorrectly labeled vertices is given by:
φ :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
p(k)(t + 1) = j, j ∼ P(k)transition(t)
N(k)i (t + 1) = [wrong(k,t)]
[
1
Vi
∑V
j=1 ai, jN
(k)
j (t)
]
+ [wrong(k,t)]
[
N(k)i (t) + [p(k)(t+1)=i]
]
E(k)(t + 1) =
⎧⎪⎪⎨⎪⎪⎩
min(ωmax, E(k)(t) + Δ), if owner(k, t)
max(ωmin, E(k)(t) − Δ), if  owner(k, t)
S (k)(t + 1) = [E(k)(t+1)=ωmin]
D(k)(t + 1) = D(k)(t) + S (k)(t + 1)
(6)
where D(k)(t) is the number of times that particle k has gotten exhausted. It is worth stressing the modiﬁcation
on the update rule related to the number of visits (2nd expression). Due to the new mechanism of detection
and prevention of error propagation, its expression now encompasses two terms: (i) the term which is employed
for vertices that have been detected to be wrongly labeled (ﬁrst term) and (ii) the term for vertices that are not
considered wrongly labeled (second term). Speciﬁcally, the latter is exactly the update rule of the original system.
The logical function wrong(k, t) is used to check whether the particle k is representing a wrongly labeled vertex.
Hence, these two terms are mutually exclusive.
3. Computer Simulations on a Benchmarked Data Sets
The benchmark proposed in [1] will be used. The original benchmark was conceived only to be used in
an error-free environment. Here, we adapt such a benchmark also to an error-prone environment by simply
exchanging the labels of some labeled samples according to a proportion q. When q = 0, no mislabeled samples
are present, whereas, when q = 1, all labeled samples are mislabeled. This benchmark is composed of 7 standard
semi-supervised data sets in the transductive setting, i.e., the test set coincides with the set of unlabeled points. A
detailed description of the benchmark can be visualized in [1].
For each data set of the benchmark, it considers 100 initially labeled vertices. All the labeled sets are ensured
to present at least 1 labeled vertex of each class. In this benchmark, 12 distinct non-biased label sets are provided
for each quantity of initially labeled set (training set). The remaining vertices (test set) are unlabeled and the task
is to propagate the label from the training set to the test set. For each of the 12 training sets, the model is run 100
times independently. Finally, the test error of each data set is calculated by averaging over these 12 × 100 = 1200
runs. Therefore, one can see that this process is a twelve-fold cross-validation process. In order to introduce an
error-prone environment, for each quantity of labeled set and each of the 12 pre-supplied conﬁgurations of labeled
sets, we purposefully exchange the label of some samples (following the given proportion q). For each q, we
report the average test error reached by the proposed and the competing techniques.
For comparison matters, we also test the performance of some competing technique. A brief description of the
parameter selection of them is given below.
• D-Walks [7]: L is selected from the discretized interval Ł ∈ {1, . . . , 10} (as suggested by [7, Fig.2]);
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• LP [8]: σ is selected from the discretized interval σ ∈ {0, 1, . . . , 100} and α is ﬁxed to α = 0.99 (the same
setup as [8]);
• LNP [9]: k is also evaluated from the discretized interval k ∈ {1, 2, . . . , 100}, and σ, as well as α are selected
using the same process used by the LP technique;
• SS Modularity [10]: this is a non-parametric technique;
• Original PCM [4]: we follow the suggestion given in [5, Section IV.A].
The test error results when one uses the list of techniques described earlier, when there are 100 initially labeled
vertices, are reported in Table1 for 4 diﬀerent proportions of mislabeled samples: 0, 0.1, 0.2, and 0.4. One can
see that, as the proportion of mislabeled samples grow, all the 3 competing techniques start to yield high test
error rates. However, the proposed technique is able to perform in a decent manner even in an environment
with 40% of mislabeled vertices. The reason behind this is that competition is an excellent way of vanishing the
mislabeled vertices, given that the majority of the labeled samples are correctly labeled. As stated before, the team
of correctly labeled vertices completely overwhelms the mislabeled propagators, i.e., the mislabeled particles, as
the dynamical system evolves in time.
Table 1. Test error (%) obtained by the four techniques under comparison on clean and noisy data sets extracted from the Chapelle’s benchmark.
The labeled set contains only |L| = 100 labeled vertices.
Technique g241c g241d Digit1 USPS COIL BCI Text
q=
0
D-Walks 23.95 30.03 3.17 4.66 11.39 42.00 27.55
LP 30.39 29.22 3.05 6.98 11.14 42.69 40.79
LNP 44.13 38.30 3.27 17.22 11.01 46.22 38.48
SS Modularity 23.99 30.71 3.02 5.14 10.11 43.24 27.90
Original PCM 24.92 29.11 3.11 4.82 10.94 41.57 27.92
Proposed PCM 24.90 29.03 3.10 4.71 10.89 41.54 27.86
q=
0.
1
D-Walks 25.48 30.38 4.38 6.02 13.00 44.31 28.64
LP 31.59 30.45 4.77 8.02 13.41 43.66 41.90
LNP 45.42 40.00 4.64 19.98 12.93 46.70 39.65
SS Modularity 25.97 31.06 4.02 6.13 12.72 45.02 29.32
Original PCM 25.39 30.55 4.20 6.06 12.17 42.78 28.99
Proposed PCM 24.94 29.27 3.13 4.82 11.05 41.57 28.20
q=
0.
2
D-Walks 29.94 34.09 10.11 9.09 21.64 50.35 32.96
LP 34.48 37.31 14.76 16.04 20.27 45.93 45.01
LNP 36.27 39.05 21.53 25.50 34.85 50.27 45.59
SS Modularity 31.83 38.63 17.48 11.38 29.81 52.00 39.42
Original PCM 28.73 32.19 7.77 8.15 18.00 46.11 31.73
Proposed PCM 26.37 30.61 5.22 5.40 11.39 42.01 29.14
q=
0.
4
D-Walks 49.66 53.84 48.73 34.72 40.05 56.60 41.28
LP 43.26 47.90 30.31 39.19 42.65 50.20 48.51
LNP 51.58 52.20 40.49 42.34 51.46 54.21 53.00
SS Modularity 50.37 51.11 42.26 38.29 49.87 60.81 51.29
Original PCM 39.12 42.02 27.34 28.27 35.70 48.63 39.85
Proposed PCM 29.85 33.96 9.73 10.10 16.88 44.37 32.09
4. Final Remarks
This paper proposes a new method for detecting and preventing error propagation through particle competition.
In this model, several particles, each of which representing a class, navigate in the network to explore their territory
and, at the same time, attempt to defend their territory against rival particles. If several particles propagate the
same class label, then a team is formed, and a cooperation process amongst these particles occurs.
The error detection mechanism is realized by weighting the accumulate number of visits (or domination levels)
in relation to the current iteration. When the dynamical competitive system begins, there is a penalizing factor
which prevents the detection of false positives. This has been introduced in order to diminish the dependency of
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the proposed error propagation model on the initial location of the labeled samples. As the system evolves, this
penalization ceases to exist and the plain domination level that each vertex has is used in the error propagation
inference. Once a vertex is declared as mislabeled, the proposed technique resets its domination levels as the
average value of its neighborhood, so as to conform to the cluster assumption that the proposed algorithm holds
on to.
Computer simulations have been conducted and satisfactory results have been obtained. Speciﬁcally, we have
shown that, as the proportion of mislabeled samples increases, the proposed method is still able yield decent
accuracy rates by virtue of the aforementioned mechanism. Moreover, we have adapted the benchmark proposed
in [1] to an error-prone environment. In this modiﬁed version, we have tested the proposed algorithm against
state-of-art techniques. In the majority of the cases, the proposed method is able to outperform them at a large
extent when a large portion of samples are mislabeled.
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