Abstract. In this paper new error estimates for an explicit finite element method for numerically solving the so-called zero-diffusion unipolar model (a one-dimensional simplified version of the drift-diffusion semiconductor device equations) are obtained. The method, studied in a previous paper, combines a mixed finite element method using a continuous piecewise-linear approximation of the electric field, with an explicit upwinding finite element method using a piecewise-constant approximation of the electron concentration. By using a suitable extension of Kuznetsov approximation theory for scalar conservation laws, it is proved that, under proper hypotheses on the data, the ¿"''(L'J-error between the approximate and exact electron concentrations of the zero-diffusion unipolar model is of order Ax1/2 . These estimates are sharp.
Introduction
This is the second paper of a series in which we introduce and analyze a new finite element method for numerically solving the equations of the driftdiffusion model for semiconductor devices, [14] . In the first paper of this series [ 1 ] we considered the so-called zero-diffusion unipolar model as our model problem:
(1.1a) ux + (uß)x = 0, í>0,x£(0,1),
(1.1b) m(t,0) = mo(t), if£(T,0)>0,T>0, (1.1c) k(t, 1) = «i(t), if ß(x, 1)<0,T>0, (l.ld) u(0, x) = Uj(x), a: G (0,1), where u is the (scaled) electron concentration and ß is the (scaled) negative electric field given by <h(x, l) = h(r), forr>0, where <j) is the (scaled) electric potential. This model is obtained from the general equations of the drift-diffusion method by a series of simplifying assumptions; see the references given in [1] . In [1], a numerical scheme using a discretization of the equations (1.2) by a mixed finite element method and a discretization of the equations (1.1) by an explicit upwinding scheme was considered. The negative electric field ß was approximated by a continuous piecewise linear function and the concentration « by a piecewise constant function. The scheme was proved to be stable and to converge, in a suitable topology, to the unique exact solution; see [1, Theorems 2.1, 2.2, 2.3].
In this paper we show that the L°°(Lx)-error between the exact electron concentration of (1.1) and (1.2), u, and its numerical approximation under consideration, wÄ, is of order Ax1/2 under proper conditions on the data. The main idea in obtaining the error estimates is to exploit the similarity of equation (1.1a) with classical conservation laws: if ß is an evaluation operator, that is, if ß = ß(u), then (1.1a) is nothing but a classical scalar conservation law. It is then reasonable to expect that after suitable changes, the Kuznetsov approximation theory for conservation laws [6] could be extended to the case under consideration. In this paper we prove that this is indeed the case. No error estimates seem to be known for bounded domains. Indeed, the error estimates for scalar conservation laws available in the literature consider the domain to be R" ; see [6, 12, 8, 9, 10, 2, 3] . (A single convergence result for the bounded domain case is given in [7] .)
Error estimates for the equations of the drift-diffusion model have been obtained in [4] and [11] for a finite element method that uses the modified method of characteristics, and in [ 13] for a method that extends the Scharf etter-Gummel method to the time-dependent case. In [4] and [11] , the authors use the presence of parabolic terms (which we have dropped) to obtain L2-error estimates that depend on second-order derivatives of the concentration u. Since the second-order derivatives of the concentration depend on a very small "viscosity" parameter X, the constants for the L2 -error estimates blow up as X goes to zero. In order to avoid such a situation, we have obtained error estimates depending only on first-order spatial derivatives of the electron concentration u. In [13] , the parabolic equations for the concentrations are replaced by parabolic equations for the current densities through a suitable transformation. The resulting equations are then discretized by using a standard finite element method in space. This approach has two advantages: (i) it allows the author to use an L2-parabolic technique to obtain error estimates, and (ii) it allows the error estimates to be independent of the derivatives of the electron and hole concentrations (although they do depend on second-order derivatives of the currents). Our approach is different in that (i) no previous transformation of the equations is required, (ii) an Lx-hyperbolic error analysis technique is used, and (iii) only first-order derivatives of the electron concentration appear in the error estimates.
The paper is organized as follows. In §2 we display the numerical scheme under consideration. In §3 we state the extension of the Kuznetsov approximation theory [6] to our framework; see Theorem 3.1. We then state and prove our error estimates, Theorems 3.2 and 3.3. In §4 we prove Theorem 3.1.
The numerical scheme
For the sake of completeness, we include here the description of the numerical scheme for which we obtain error estimates. For a complete discussion of the ideas of the numerical method we refer the reader to [1] .
We first introduce some notation. Let {x,+i/2},=o,...,«, be a partition of [0, 1] with Xij2 = 0 and x^+i/2 = 1 • Similarly, let {xn}n=o.nT be a partition of [0,T], with t° = 0 and x"T = T. We set /, = (x,_i/2, xMß), Ax,-= xI+1/2 -x,_i/2, and J" = [xn, xn+x), At" = xn+x -xn . Define Ax = maXi=i>...,nI{Axj} and At = max"=0)...;"7._i{AT"}. We associate with these partitions the following spaces: .., nx ', the values wo and w"x+\ denote the exterior trace at x = 0, Wax(O-), and at x = 1, Wax(\+) , respectively. Finally, if ujAt g WAr, then w" denotes the constant value wAr(x), x £ J" . To discretize (1.1) and (1.2), we first discretize the data as follows:
The approximate solution wA is taken to be in the space WÁX <g> Wax and is required to satisfy the equation
where the numerical flux f"+x/2 = f(u", uni+x ; ß"+x/2) is the upwinding flux given by (2.2b) n+M2 = u1ßf+xl2 + u1+xßf+xl2.
The function (ßh, <f>n) G WAt <8> Vax x WAt ® Wax is defined by the following mixed finite element method:
(1) , VVa* G Ia*.
/ Jo
Thus the algorithm of our numerical method is:
(1) Compute the functions Mo,at> «i,at> "¿,Ax, and 01jAt by (2.1);
(2) Set wA(0, •) = ",,a*(0; (ii) Set m*(t",0-) = m0,at(t") and uh(xn , 1+) = u1>At(tb); (iii) Compute «ä(t"+1 , x) for x g (0, 1) by using the scheme (2.2).
The main results
In this section, we state and briefly discuss our main results. We begin with our key result, the extension of Kuznetsov's approximation result [6, Lemma 2] to our framework.
This approximation result gives a measure of the closeness of two arbitrary pairs of functions (u, ß) and (v , n) satisfying the following regularity requirements:
(u, ß) and (v, n) are right-continuous functions from [0, T) (3.1a) to L'(0, 1) x Wx'°°(0, 1) and have limits from the left on (0,71, (3.1b) u,V£L°°(Q, T;BV(0, l))nL°°(0, liL'iO, T)):
in terms of the so-called entropy form Ee°<e(v, u; n), which measures how close the function (v, n) is to the exact solution of (1.1) and (1.2), and in terms of the following smoothness-measuring quantities: We now define the entropy form EE°'e(v,u;r\), following [6] . Let en and e be arbitrary positive real numbers. Let !d:1-»I be an even nonnegative function in £P°°(R) with support contained in [-1, 1] and such that J_x w = 1. We set (3.3a) tp(x, x ; t' , x') = weo(x -x')we(x -x'), where wv(s) = w(slv)/v , Vs G R. Finally, we denote by U an arbitrary even convex function with Lipschitz second derivative, such that U(0) = 0. Such a function will be called an "even entropy". Although Kuznetsov [6] used only the Lipschitz entropy U(u) = \u\, we need to consider smoother even entropy functions, namely, 
Jo Jo and the "entropy" flux G and the function V are defined by
We indicate that we are taking U equal to Ui/M , defined by (3.3b), by writinĝ um ■ ^e are now rea<iy to state our approximation result.
Theorem 3.1. Let (u, ß) and (v , n) be functions satisfying the regularity conditions (3.1). Then, there exists a constant C, which is bounded provided that T is bounded and the regularity conditions (3.1) are satisfied, such that 
Next, we give estimates for the error between the exact solution (u, ß) of (1.1) and (1.2) and the approximate solution (un, ß^) given by the numerical scheme described in §2. Such an approximate solution was proven to be stable [1, Theorem 3.1] and to converge to the exact solution [1, Theorem 3.3] under the following regularity conditions on the data:
where u* > 1, and under the condition that, for n = 0, ... , «t--1, the following CFL condition is satisfied:
We assume this CFL condition to be satisfied from now on. Under the general conditions (3.5), it is possible to obtain an upper bound on the entropy forms Ei0'e ; see [1, Theorem 3.4] . However, additional hypotheses on the data seem to be necessary, in our technique, to estimate the forms v defined in (3.2) that measure the smoothness of the flux at the boundaries; see [1, Theorem 3.5]. We consider two different hypotheses that lead to different estimates of the continuity forms v and hence, by Theorem 3.1, to different error estimates. These hypotheses are the following: (3.7a) u* = 1, «o = 0, and Ui\K,, 4>i\k, are constant, /= 1,..., N,
where {Ki}f=x is a set of disjoint intervals such that (0, T) = Ijjli K¡. The first hypothesis allows us to control the signs of ß and ßh at the boundary in such a way that the quantities vx(e) defined in (3.2) can be bounded by a constant times (e + Ax). The second hypothesis allows for a possibly highly oscillatory behavior of the signs of ß and fi¡, at the boundary, which is nevertheless suitably controlled by the smoothness of </>i. In this case, smoothness at the boundary deteriorates: the quantities vx(e) defined in (3.2) can be bounded only by a constant times (e + Ax)1/2. The first error estimate follows by minimizing with respect to M, e, and £n and by enforcing the CFL condition (3.6), which is of the form At < CAx.
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The second error estimate can now easily be obtained from \L{v-,(e, u; /?)+i/-,(e, v; n)+v+0(e, u; ß)+v+Q(e, v; n)} < C(e+Ax)xl2, and hence, for e small enough, ¡^(^-«(^ll^fo^j^CiAx'^ + AT + e'^ + Ax/e + eo + AT/eo + ATAr+l/Az"}.
The results follow as in the previous proof. D 4 . Proof of Theorem 3.1
In this section we prove Theorem 3.1. We begin with a very simple result linking the distance between n and ß and the distance between v and u.
Lemma 4.1. We have
Proof. It is very simple to see that, for x £ [0, T],
The results follow from the triangle inequality. D
The above result will allow us to proceed as in [5] and [6] to obtain an estimate on the approximation of the electron concentration. First, we consider the sum E^'e(v, u; n) + £,£°'e(w, v ; ß) and rewrite it as a sum of seven terms. 
We now briefly discuss the meaning of each of the terms appearing in this result. First, notice that the term rerrr goes (formally) to 
by (3.4d). Since U(w) -wU'(w) = -j™sU"(s)ds, we obtain
This completes the proof. D
We now obtain lower bounds for each of the T-terms appearing in the righthand side of the main equality of Lemma 4.2. The following lemmas contain these bounds. We begin with a couple of lemmas in which we collect all the inequalities involving the auxiliary functions wv . Proof. We begin with the proof of (4.1a). Let Ti denote the left-hand side of inequality (4.1a). We have Ti=\l weo(x-T)dx\ í i í w£(x-x')dx\w(x')dx' by (3.3a) Proof. Consider the first term of TeTTtX, 0= / / i U(v(T,x')-u(x,x))<p(x,x;T,x')dx'dxdx.
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By using the definition of tp , (3.3a), and the following simple inequality,
By (4.1a) with F(x') = U(v(T, x') -u(T, x')), we get 
Proof. The proof of this lemma is similar to that of Lemma 4.5. We begin by considering the first term of TeTT¡x(u, ß ; v , n),
By (3.4c), we have
we obtain 
To estimate each of these terms, we use the inequalities of Lemma 4.4 in which the role of (x, x') is now played by (t, t') and the role of (t, T) is played by (x, 1). Thus, by (4.1a), we get The above integral can also be rewritten as follows: T4 = -Jeyeo(oy*X(x' + o\T(x' + t;,x')\dx'\dt;.
The inequality (4.2d) follows easily from the above expression. This completes the proof. D
We are now ready to complete the remaining estimates. Proof. We have
Since, by the triangle inequality,
we have that where U* = sup(t,iJCl))(T>Jc)e(0>r)X(o,i) U(v(x', x') -u(x, x)).
Proof. To avoid too many technicalities, we assume that u and ß are very smooth functions; the result remains true if u and ß satisfy the regularity assumptions (3.1). Integrating by parts in Tvei(u, ß ; v, n), we obtain Tvei(u, ß;v,n) = Ti + T2 + T},
• {(ß(x, 0) -n(x', x'))<p(x, 0; x', x')}dxdx'dx'.
Consider Tx. By the triangle inequality, we have
where R2(x') = \\dxß(x')\\Loo{0A). Hence, Finally, using the definition of the T(x, x') and the definitions of vx(eq, u) and vx(eo, ß) given in (3.2), we easily get This completes the proof of Theorem 3.1. □
