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Abstract
Novel human-machine interfaces (HMIs) are being developed at a rapid pace in support of mobile entertainment and 
productivity. With the significant increase  in handheld  device  use (e.g., smartphones and tablets), innovative means  of 
interaction are supporting use of such technologies to exceed intended functionality to interface with and control a wide  range  of 
devices  and networks. Phones and tablets now provide a means to monitor and control complex technologies including small 
unmanned aerial systems (sUAS) with hobbyists integrating their platforms with this technology. The benefits of such integration 
includes  intuitive use, low cost, supportable using widely  available commercially-off-the-shelf software and hardware, and 
capability to provide real-time and low latency  data exchange  supporting improved functionality (e.g., data logging, 
visualization, processing, and control). Unfortunately, the current regulatory landscape in the U.S. is yet to become conducive to 
widespread research to explore these options. Until this is resolved, significant progress in HMI research and testing will be 
difficult to occur. As the paradigm shifts from complex software and hardware interactions to simple, ready-to-use technologies 
in the operation of sUAS, it will be necessary to evaluate all options available to operators. The purpose of this research was to 
explore the available technologies and distinctive means in which they are used to support enhanced command and control of 
sUAS. Within this study, the current literature was surveyed, current and potential technologies were evaluated, and concepts to 
best utilize these technologies in sUAS are described. The results of this project also includes the identification of regulatory 
hurdles within the U.S. and suggestions regarding future related research.
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1. Introduction
Developments in microminiaturization, mobile computing, and software development has led to the widespread 
availability of diverse handheld, computational devices such as smartphones and tablets [1, 2, 3]. The technological 
capabilities provided by such advancements serve to introduce new opportunity for integration and betterment of 
human-machine interfaces (HMIs) supporting enhanced command and control, interoperability, and data 
manipulation for small unmanned aerial systems (sUAS). Such HMI now provide the capability to monitor and 
control sUAS, while manipulating the capture, processing, and retrieval of critical sensor data, such as onboard 
telemetry and payload sensor output, in real-time [4, 5, 6].
While such interoperability and user interface has been prevalent in the mobile computing market for the last 
decade, it is only recently that such capabilities have been integrated and provided to sUAS users. Early sUAS 
control systems (1990s), primarily stemming from remote control hobbyist communities, relied heavily on the use of 
narrowband (amplitude modulation [AM], 27, 72, and 75Mhz bands) or analog control and communication 
equipment [7, 8]. Such devices were subject to high degrees of interference and control mismatch, requiring users to 
identify in use frequencies through physical means (e.g., flags and control board positions) to prevent inadvertent 
loss or disruption of control [7, 8, 9]. However, through the development of low-cost digital communication 
equipment and methods, for example spread spectrum and frequency hopping, it became possible to eliminate or 
reduce the occurrence of such issues [10, 11]. The implementation of such technology improved the reliability and 
trust in the accuracy and effectiveness of control through prevention or reduction in control interference and loss.
Through miniaturization it has become possible to capture, log, and transmit onboard telemetry for operator use 
and review (e.g., after action review or construction of accurate flight profiles).  In the past, proprioceptive sensors, 
those data capture devices used to determine the internal state and orientation of a device (e.g., inertial measurement 
units [IMU]s), were too large or costly to employ in small hobbyist aircraft beyond a few small, limited cases (e.g.,
temperature, RPM, voltage, current, single-axis acceleration)[12]. However, as with exteroceptive sensors such as 
electro-optical and infrared (EO-IR), the cost and availability of such sensing devices has fallen greatly due to 
integration and extensive use in mobile computing platforms [13, 14]. Furthermore, mobile computing platforms 
with full operator systems now provide the power required to process such complex inputs. In addition, the native 
user interface to display and support enhanced user interaction, such as capacitive touch screens and software 
applications, as well as the communication architecture to support suitable data exchange rates for meaningful real-
time use of the information during operation [1, 2, 6, 13]. As interoperability and processing improves, it can be 
expected the quality and quantity of data exchanged among the airborne vehicle element and ground control of the 
unified sUAS design will also improve [15]. As such, the improvement of situational awareness of a sUAS pilot to 
their operational surroundings, state and orientation of the aircraft, and usefulness of capture payload data; thereby 
potentially improving the safety, efficiency, and effectiveness of the application of unmanned systems technology 
[16].
2. Related issues
2.1. Control/display interface design consistency and standards
Many HMI related issues are the result of early development of UAS technology concentrating on vehicle design
and sensor technology with no vision or emphasis placed on the control interfaces being utilized in the system.  The 
use of legacy technology for the control portion of the UAS has been modified slightlybut the same basic interfaces 
of knobs, dials, and joysticks remained leaving sophisticated vehicles being operated with HMIs that were virtually 
unchanged for decades until recently.  Department of Defense (DoD) unmanned systems have historically been 
developed for Service-specific needs driven by the rapid fielding timelines in support of immediate operational 
requirements [17].The problem which has proliferated in many military platforms is somewhat systematic in nature 
in that platform development was needed quickly and the DoD allowed contractors to develop numerous systems 
independently without any coordination of interface design, thus creating systems with HMIs that were similar, but 
also different enough in design and functionality to limit interoperability which made the systems difficult for 
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individuals to operate across platforms without extensive training. This led to a lack of development or use of any 
consistent design standards for UAS HMIs.
This true not only for the military platforms, but also true for UAS being developed independently in the civilian 
sector for commercial, and eventually public use. On the commercial side, there is a great need for UASs for fields 
such as precision agriculture, law enforcement, firefighting, pipeline monitoring and many other applications. 
Commercially available sUASplatforms (fixed wing, VTOL, and multi-rotor copters) are typically controlled using 
some sort of hand held control device.  Smaller, commercial and privately available versions all have hand held 
control devices that are similar in design, but also different enough in design and functionality to prevent users from 
simply operating different platforms without extensive training in use and configuration [18].
2.2. Display design and information presentation
Display design and information presentation in many UAS is either inadequate.  This has a tendency to adversely 
affect situational awareness between the human component and vehicle component.  In manned aircraft, issues 
revolving around display design, display placement, and information presentation exist, but in UAS, the problem is 
amplified in that the human component is not collocated within the vehicle.  The operator is not only subjected to 
the deleterious effects of poor display design and poor information presentation, but the human component also 
suffers from sensory isolation and lack of visual, auditory, kinesthetic, and tactile perceptual cues from the vehicle 
and flight environment.  
With regards to Instrumentation/sensory feedback, UAS separate the cues that are inherent in actual flight [19]. 
UAS operators generally receive remote vehicle video and sensor information covering a limited field of view 
(FOV), but are typically missing cues that include kinesthetic and vestibular input, ambient visual information, and 
spatialized audio [20].This limited view of the environment normally available to the manned pilot may have an 
adverse effect on the UAS operator’s situational awareness.  With the major sensory disconnects and lack of 
environmental cues found in UAS today, it is more important than ever to design control interfaces that project to 
the operator information that is necessary and vital to produce superior situational awareness outside the cockpit and 
away from the vehicle itself [21].
2.3. Automation and autonomy
The fact that the UAS is physically separated from the human operator presents unique issues and make 
maintaining high degrees of situational awareness difficult at best.  Such systems must compensate by incorporation 
of varying degrees of automation and autonomy into their design so that operational aides can be implemented to 
mitigate the effects of sensory isolation and degraded situational awareness.  
Automation is defined as a machine agent capable of carrying out functions normally performed by a human 
[22].Autonomy with regards to UAS refers to the ability to fly a mission and return to their owner with minimal 
human intervention.It stands to reason that future UAS will have a high degree of automation and autonomy, and 
these characteristics alone present potential HMI issues that should not only be anticipated but also mitigated in 
advance using current knowledge and experience obtained from manned flight paradigms.  Automation, although 
invaluable as a technological augmentation in the cockpit resulted in many unanticipated and unwelcome side 
effects such as increased mental workload and increased confusion when operational.  Instead of being an active 
participant in the operation of the aircraft, pilots often found themselves in the role of a passive monitor of system 
parameters.  This resulted in vigilance and complacency issues, as well as confusion because the pilot monitoring 
the operation of the automation now wonders what the aircraft is doing and why.  Similar experiences should be 
anticipated with UAS operators as UAS become more sophisticated and autonomous in design and operation [23]. 
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3. New UAS HMI technology and human factors implications
A number of recent technological advances have been integrated into HMI for sUAS by researchers, 
manufacturers, and hobbyists. These advancements include computer applications for planning and manipulation of 
flight controls (manual operation) and profiles (autopilot) as well as new forms of flight control. The development of 
such HMI provides new capabilities or augments existing to enhance operation and interoperability.
3.1. Software applications
The proliferation of interoperable consumer sUAS, a market anticipated to reach $8.4 billion by 2019, has led to 
the development of proprietary and simplified computer applications to support operation [24]. Manufacturers such 
as DJI and Parrot have benefited and contributed to this significant market growth through the release and support of 
their consumer grade sUAS (e.g., Phantom, Inspire, AR.Drone, and Bebop) and associated add-ons, including 
custom software applications [24, 25, 26, 27]. Parrot has sold more than 750,000 quadcopter sUAS since 2010, with 
expectations to sell at least 200,000 in 2015 [27]. These applications, when combined with onboard proprioceptive 
and exteroceptive sensors, provide a wide variety of capability to users including flight planning, data logging, 
manual operation, on screen display of visual and telemetry data, and automated flight (e.g., waypoint, target 
track/follow, improved flight performance, and return to home function)[25, 26, 28]. 
The programs have been designed to operate specific to mobile computing devices such as the iPhone, iPad, 
Android tablets, Windows Surface, and laptops [25, 26, 28, 29, 30]. Some of these applications, such as the Parrot 
Skycontroller and DJI Pilot App, feature use of specific hardware (e.g., proportional joysticks) coupled to a mobile 
computing device (i.e. tablet) and custom software to provide visual feedback from the aircraft and accept user 
inputs from both the hardware and software (touch screen) inputs [31, 32, 33]. Alternatively, other applications such 
as the DJI iPad Ground Station or the AR.Drone Free Flight feature use of touch screen controls to manipulate the 
aircraft flight controls (manual) or set and modify waypoints for autonomous operation [25, 34]. While several of 
these applications are proprietary, they exhibit valuable benefit and effectiveness gains to users that could be further 
refined and adapted for other platforms and applications in the future. 
3.2. Common handheld ground control
There are several examples of defense contractor handheld ground control systems designed to provide control 
and interaction with an extensible product line of sUAS. The AeroVironment Joint Common Interoperable Ground 
Control System (GCS) and the Lockheed Martin mobile GCS (mGCS) and Handheld GCS and Autopilot System 
provides a proprietary mobile, solution for control of specific sUAS. These options provide compliance with 
military control standards (e.g., STANAG 4586 and MIL-STD-810F), feature several modes of operation (e.g., 
manual, altitude hold, navigate, follow me, semi-autonomous), video data playback, and telemetry data display [35, 
36, 37]. Their features and capabilities mirror those of the consumer DJI and Parrot applications (e.g., Pilot App and 
Skycontroller), with the primary difference being extensibility to control the platforms in the respective product line 
of the manufacturer (e.g., Raven, Wasp, PUMA AE, Swift, Indago, Vector Hawk, Desert Hawk, Fury, and Stalker) 
[35, 38]. Private consumer manufacturers, researchers, and hobbyists have entered this domain through development 
of customizable handheld control systems designed to support sUAS operations for open-source microcontroller-
based controls [4, 39, 40, 41, 42].
3.3. Mind control
Various researchers have been exploring the possibility of using thoughts to control robotic or remote control 
operations. A series of advances have recently occurred that have exhibited a degree of promise regarding the 
possibility of integrating such technology into future HMI. In 2012, researchers at Zhejiang University developed a 
brain-controlled system termed FlyingBuddy2 to remotely operate a quadcopter in three-dimensional space using 
electroencephalogram (EEG) signals [43].  In 2015, European researchers developed and successfully tested the 
BrainFlight system to reduce attentional allocation during simulated flight operation [44, 45]. This topic has proved 
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to have merit for the US military, which has invested in a program being led by researchers at the University of 
Texas at San Antonio to develop a system that would permit soldiers to operate UAS for intelligence, surveillance, 
and reconnaissance (ISR) missions using hands-free, brain interaction alone [46]. The implications of such advances 
for future sUAS HMI are far reaching, with the ability to overcome physical limitations of hardware interfaces and 
improve accuracy of response (i.e., reduction in translational error from one medium to the next; e.g., brain to hand, 
hand to control, control to aircraft). 
4. New UAS Federal Aviation Administration (FAA) regulations
While the prospects for dramatic improvements in sUAS HMI are clearly promising, it is still a challenge for 
designers, manufacturers, and researchers to move forward with testing and implementation of such systems under 
the current regulatory framework in the U.S. Currently, in the U.S., sUAS operations are tightly controlled by a 
series of FAA regulations. For federal, state, and local government (public) operators to utilize sUAS, they must 
apply for a Certificate of Waiver or Authorization (COA). The FAA contends that this process is to ensure that 
“these organizations to develop conditions and limitations for UAS operations to ensure they do not jeopardize the 
safety of other aviation operations. The objective is to issue a COA with parameters that ensure a level of safety 
equivalent to manned aircraft” [47].Primarily, operators are required to avoid populated areas, to properly observe 
and control the system, as well to provide for collision avoidance and right-of-way issues with manned aircraft. 
Examples of public uses that have been issued COAs include law enforcement, firefighting, disaster response, and 
other government sponsored tasking [47]. 
For civil operators (non-government), there are only two means of gaining permission to utilize sUAS for reasons 
outside personal use (e.g. hobby-type operations). One is via a Section 333 exemption coupled with a civil COA. 
The FAA grants these in “low-risk, controlled environments” [48]. Requests for Section 333 exemptions are 
considered on a case-by-case basis to allow for legal operations within the National Airspace System provided 
operators the ability to gain operational experience in their focus area. As of March 20, 2015, 53 (70%) of 76 
petitions for this exemption have been approved [49]. A second, and rarely authorized option, is through a special 
airworthiness certificate (SAC) in which “applicants must be able to describe how their system is designed, 
constructed, and manufactured, including engineering processes, software development and control, configuration 
management, and quality assurance procedures used, along with how and where they intend to fly” [48]. 
Since early 2015 however, the FAA has increased the pace at which it is responding to increasing pressure to 
loosen the restrictions on sUAS operations. In February 2015, the FAA released a Notice of Proposed Rulemaking 
(NPRM) on the operation and certification of sUAS. This 195 page document outlines the FAA’s plans on how to 
integrate sUAS, defined as weighing less than 55 pounds (25 kg), into the National Airspace System (NAS). The 
proposed maximum speed of authorized systems is limited to 100 mph (87 knots). Within this proposal, operators 
must remain within visual line-of-sight of the platform and within close enough proximity so no special vision 
enhancement is necessary (other than corrective lenses). These requirements are to provide the see-and-avoid 
requirements to give way to other aircraft (manned or unmanned). Along these lines, sUAS will be restricted to 
daylight only operations in a minimum weather visibility of three miles to facilitate see-and-avoid as well as general 
control and monitoring. sUAS will not be authorized to overfly persons not participating in the operation of the 
system.
The FAA also outlined the airspace constraints for sUAS. No such operations are authorized above 500 above 
ground level and within Class A airspace (18,000 feet and above). Within Class B (surrounds major airports, e.g. 
Atlanta), Class C (surrounds large airports, e.g. Portland, OR), Class D (surrounds smaller airports with control 
towers, e.g. Chicago Executive), and Class E (general controlled airspace, typically above 700 to 1,200 feet, except 
in remote areas where it may begin above 14,500 feet) are permitted if coordinated with local Air Traffic Control 
(ATC). Flight in uncontrolled airspace (Class G) does not require such permission.
Additional proposed restrictions include that an operator may only operate one sUAS at a time, operators cannot 
be in a moving vehicle (other than watercraft), and that no operations be conducted in a careless or reckless manner. 
sUAS pilots (referred to as operators) would be required to pass a FAA knowledge test (an pass recurrent tests every 
24 months), undergo Transportation Security Administration (TSA) assessment, and be 17 years or older. Operators 
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must also ensure that they have no mental or physical conditions that would affect their safe operation of a sUAS. 
The FAA also noted it would have the right to inspect or test the sUAS in possession. Also, any damages or injuries 
caused by the sUAS must be reported within 10 days. 
In terms of the sUAS platform itself, these must undergo a preflight inspection, including the device and its 
control station, prior to each operation. The FAA does not propose to require sUAS airworthiness certification but 
does necessitate that the operator keep the system in good condition so as to facilitate safe operation. Platforms must 
be registered similarly to manned aircraft, including the requirement to have aircraft markings. This NPRM does not 
apply to model aircraft though it is anticipated that the final rule will include enforcement authority for improper 
operation of such systems [50].
In order to assist operators with Section 333 exemptions, the FAA released a blanket COA in late March 2015. 
The new COA arrangement requires operators to keep their sUAS (less than 55 pounds or 25 kg) below 200 feet and 
at least 5 nautical miles (NM) from an airport having a control tower. If an airport does not have a control tower, 
operators can reduce this distance to as little as 2 NM depending upon the approach procedures authorized at the 
airport. All operations must be conducted during daylight hours, within visual line-of-sight, and in good weather 
conditions. No sUAS may be operated in restricted airspace or where otherwise prohibited, such as over congested 
areas [50]. With all of these new policies and proposed regulations, the NAS is quickly becoming more user friendly 
to sUAS. Such flexibility will allow more rapid expansion of sUAS use and allow stakeholders to conduct vital 
research and testing flights, as well as commercial operators to reap the benefits of purchased systems.  Of course, 
alternatively, stakeholders can seek out locations in which regulations are much less stringent to conduct research, 
testing, and implementation such as in Japan, Canada, or Australia [51]. 
5. Conclusions and recommendations
Due to the noteworthy advances in microminiaturization, handheld computing, and open-source software 
development, there have never been more options available for HMI involving sUAS. Although the sUAS interfaces 
have historically been relatively poor quality and unable to provide critical sensory information to operators, with 
the fast pace of technological change, it can only be expected that stakeholders from the hobbyist community to 
researchers will continue to adapt neophyte and promising interfaces, automation capabilities, and sensor systems to 
sUAS applications. Low-cost digital communication and networking systems are nearly ubiquitous in a variety of 
fields which will continue to be harnessed by sUAS designers and users. DoD systems will be mimicked by civilian 
users in many ways and as the cost and size of sophisticated sensors and guidance systems continues to decrease, 
this adoption process will only accelerate. This will allow for a more rapid deployment to the plethora of industries 
that have already identified the tremendous potential of sUAS to assist in their respective areas of interest. As the 
technologies emerge to make sUAS easier to integrate and utilize, there must be a pathway for this to be legal to 
occur. Up until 2015, the FAA regulations stood as one of the last obstacles to widespread sUAS use in U.S. It 
appears that the agency is finally becoming more liberal, providing a pathway for safe, thoughtful sUAS operations. 
Very soon, the full potential of UAS will be able to be recognized and harnessed through the research, testing, and 
assimilation of advanced HMI to ensure users are best equipped to maximize the efficacy of UAS. In order to 
safeguard and foster these improvements, it is suggested that stakeholders continue to look for ways to utilize 
existing HMI, hardware, and software to be integrated into sUAS and their peripherals. Continued research is also 
recommended to explore novel ways to improve operator situational awareness, sensory awareness, and overall 
simplicity of operation through intelligent use of automation.
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