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ABSTRACT
TIME INTEGRATION METHODS OF FUNDAMENTAL SOLUTIONS
AND APPROXIMATE FUNDAMENTAL SOLUTIONS FOR NONLINEAR
ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS
by Corey Leon Jones
May 2015
A time-dependent method is coupled with the Method of Approximate Particular So-
lutions (MAPS) of Delta-shaped basis functions, the Method of Fundamental Solutions
(MFS), and the Method of Approximate Fundamental Solutions (MAFS) to solve a second
order nonlinear elliptic partial di¤erential equation (PDE) on regular and irregular shaped
domains. The nonlinear PDE boundary value problem is rst transformed into a time-
dependent quasilinear problem by introducing a ctitious time. Forward Euler integration
is then used to ultimately convert the problem into a sequence of time-dependent linear
nonhomogeneous modied Helmholtz boundary value problems on which the superposition
principle is applied to split the numerical solution at each time step into a homogeneous
solution and an approximate particular solution. The Crank-Nicholson method is also ex-
amined as an option for the numerical integration as opposed to the forward Euler method.
A Delta-shaped basis function, which can handle scattered data in various domains, is
used to provide an approximation of the source function at each time step and allows for a
derivation of an approximate particular solution of the associated nonhomogeneous equation
using the MAPS. The corresponding homogeneous boundary value problem is solved using
MFS or MAFS. Numerical results support the accuracy and validity of these computational
methods. The proposed numerical methods are additionally applied in nonlinear thermal
explosion to determine the steady state critical condition in explosive regimes.
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NOTATIONS AND GLOSSARY
The notation used in this dissertation represents standard mathematical and computational
usage. The blackboard font R denotes the set of real numbers. Except forG, H, I,K,M , N ,
and R, capital letters denote matrices unless otherwise noted. Lower case letters i, j, m, and
n are used to denote indices. The capital Greek letter 
 denotes a two dimensional domain
and @
D and @
N denote the Dirichlet and Neuman boundary partitions, respectively, of
@
. The notation jj represents the usual Euclidean distance between points in Rn, and
kk denotes the Euclidean norm. The following notation is used in this dissertation to
represent element-wise matrix operations: * denotes the element-wise product, + denotes
the element-wise sum, - denotes the element-wise di¤erence, and  denotes element-wise
division.
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1CHAPTER 1
INTRODUCTION
A partial di¤erential equation (PDE) is said to be nonlinear if the relationship between
the unknown function of two or more independent variables and its partial derivatives in-
volved in the equation is nonlinear. Nonlinear PDEs play a pivotal role in science and
engineering. These PDEs are used to model and govern many complex real-world physical
systems such as elasticity, electrostatics, gravitation, di¤usion, thermodynamics, combus-
tion, and others since most physical systems are typically nonlinear. Closed form solutions
of nonlinear PDEs are typically not known because of the di¢ culty in solving these PDEs.
Hence, approximate numerical solutions are generally required.
There has been increased research and study over the last several decades in developing
computational methods for nding numerical solutions of PDEs in general. These meth-
ods are either mesh-based methods or meshfree methods. Mesh-based methods such as the
nite-element methods (FEM), nite-di¤erence methods (FDM), and nite-volume methods
(FVM) require a mesh to connect nodes inside the computational domain or on the bound-
ary. Alternatively, meshfree methods such as the radial basis functions (RBFs) method,
the moving least squares (MLS) method, the method of fundamental solutions (MFS), the
method of approximate fundamental solutions (MAFS), the element free Galerkin method
(EFG), the nite point (FP) method, and the homotopy analysis method (HAM) with MFS
to name a few, do not require discretization of the entire computational domain.
Numerous meshfree methods have been used for solving linear elliptic PDEs. Chen,
Brebba, and Power in (1999) incorporated compactly supported radial basis functions with
the dual reciprocity method (DRM) and the MFS [11]. In (2007) Tian, Reutskiy, and Chen
used Delta-shaped basis functions and Kansas method [51] . Ding, Tian, and Chen in (2009)
2utilized the recursive formula of particular solutions and MFS [18]. Chen, Fan, and Wen in
(2011) used the method of approximate particular solutions with radial basis functions to
solve elliptic problems with variable coe¢ cients [16]. Li, Chen, and Karageorghis in (2013)
used the MFS for nding the numerical solution of 2D harmonic boundary value prob-
lems governed by the Laplace equation with non-harmonic Dirichlet boundary conditions
in complex geometries [26].
Reutskiy in (2005) presented the application of a Tre¤tz type method for elliptic PDEs
with the source term approximated as a series over some orthogonal system of eigenfunctions
[47]. In (2008) Reutskiy, Chen, and Tian developed a boundary meshless method for solving
heat conduction problems using a two-stage approximation scheme incorporating Chebyshev
polynomial interpolation and trigonometric basis functions [50]. Tian and Mills in (2008)
used the MAFS coupled with the Tikhonov regularization technique to solve the ill-posed
Cauchy problem of elliptic problems [54]. Reutskiy in (2012) used the MAFS together
with Chebyshev interpolation and C-expansion to solve elliptic PDEs of general type with
variable coe¢ cients [48].
Numerical techniques have also been developed over the last decade in the eld of
solving nonlinear problems. Wordelman, Aluru, and Ravaioli in (2000) implemented the
nite point method with a weighted least squares t of the unknown approximate solution
using a set of monomial base interpolating functions to solve the 2D and 3D semiconductor
Poisson equation [59]. In (2010) Tsai, Liu, and Yeih used the FTIM and the MFS together
with Chebyshev polynomials to solve nonlinear Poisson-type PDEs [56]. In their approach,
a ctitious time is introduced to convert a nonlinear Poisson-type PDE into a sequence
of linear nonhomogeneous modied Helmholtz equations which are then solved using the
MFS with the source functions approximated using Chebyshev polynomials. In (2012)
Tsai used a homotopy analysis method (HAM) combined with the MFS and an augmented
3polyharmonic spline (APS) to solve nonlinear PDEs where the PDE is converted into a
hierarchy of linear nonhomogeneous PDEs which are sequentially solved by the MFS-APS
[55]. In (2013), Reutskiy uses the method of particular solutions and the dual reciprocity
method (DRM) together with the MFS to solve nonlinear Poisson-type equations where
the source function of the equation also includes terms involving the spatial variables in
addition to the nonlinear term [49].
A ctitious time integration method (FTIM) was, at its origin, developed by Liu and
Alturi in (2008) to solve large systems of nonlinear algebraic equations where a ctitious
time is introduced to convert the original nonlinear system of algebraic equations into evolu-
tionary ODEs [36]. From there, this FTIM has been applied to solve mixed complementar-
ity problems with applications to nonlinear optimization [37], nonlinear obstacle problems
[30], two-dimensional quasilinear elliptic boundary value problems [31], discretized inverse
Sturm-Louiville problems for specied eigenvalues [33], m-point boundary value problems
[34], the Fredholm Integral equation [38], and nonlinear algebraic equations with multiple
solutions [39]. A new time-like function was developed in [24].
In this dissertation for solving nonlinear elliptic PDEs, the PDE boundary value prob-
lem is rst transformed into a time-dependent quasilinear problem by introducing a cti-
tious time. This is followed by numerical integration to convert the resulting problem into
a sequence of time-dependent linear nonhomogeneous modied Helmholtz boundary value
problems. The principle of superposition is then applied to split the numerical solution
at each time step into a homogeneous solution and an approximate particular solution. A
Delta-shaped basis function is used to provide an approximation of the source function at
each time step which allows for a derivation of an approximate particular solution of the
associated nonhomogeneous equation using the MAPS. The corresponding homogeneous
boundary value problem is then solved using both MFS and MAFS at each time-step.
4This project is organized as follows. In chapter 2, a general nonlinear Poisson-type
boundary value problem and ctitious time are introduced, and the problem is converted
into a sequence of time-dependent linear nonhomogeneous modied Helmholtz equations. In
chapter 3, Delta-shaped basis functions are introduced for approximating the source function
and deriving an approximate particular solution at each time step using the MAPS. The
MFS and MAFS are outlined in chapters 4 and 5, respectively, for solving the corresponding
homogeneous problem at each time step. The Crank-Nicholson method is also examined
in Chapter 6 as an alternative for the time derivative approximation as opposed to the
forward Euler method. In chapter 7, the proposed methods are applied in nonlinear thermal
explosion to nd the critical Frank-Kamenetskii parameter for nonlinear PDEs that model
explosive phenomenon. Finally, numerical experiments are presented in chapter 8 to validate
the accuracy of the methods. The last chapter contain summaries and conclusions that are
drawn from the work and numerical results. The following abbreviation will be used to
represent the time integration methods with MFS or MAFS presented in this dissertation:
MFSTDS - time integration MFS and Delta-shaped basis functions,
MAFSTDS - time integration MAFS and Delta-shaped basis functions.
5CHAPTER 2
THE NONLINEAR POISSON-TYPE BOUNDARY VALUE PROBLEM
AND FICTITIOUS TIME
2.1 A General Nonlinear Poisson-type Boundary Value Problem
The Poisson equation is a partial di¤erential equation of elliptic type typically used to
model di¤usion and has applications in electrostatics, mechanical engineering, theoretical
physics, mesh editing in computer graphics, surface reconstruction, etc [22], [43], [45], [60].
Consider the general nonlinear Poisson-type Boundary Value Problem (BVP):
 r2u(x; y) = H(x; y; u; ux; uy), for (x; y)  
 (2.1)
u (x; y) = f (x; y) , for (x; y)  @
D (2.2)
@u(x; y)
@
= g(x; y), for (x; y)  @
N (2.3)
wherer2 = @2
@x2
+ @
2
@y2
is the Laplacian operator, 
 is a computational domain with boundary
@
, @
D and @
N denote the Dirichlet and Neumann boundary partitions, respectively with
@
D[@
N = @
, @
D\@
N = ?,  is the unit outward normal with respect to @
, and H,
f , and g are known functions. Fictitious time integration is applied separating the overall
solution procedure into two stages. In the rst stage of the solution process, a ctitious time
is introduced to convert (2.1)-(2.3) into a time-dependent quasilinear problem. Secondly,
numerical integrations are then performed on the time-dependent quasilinear problem to
obtain a sequence of linear nonhomogeneous modied Helmholtz BVPs.
2.2 A Fictitious Time
In stage one to introduce a ctitious time, a time-dependent function w(x; y; t) is dened
as follows
w(x; y; t) = u(x; y)q(t) (2.4)
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Figure 2.1: Time function q(t) = (1 + t)
or equivalently as
u(x; y; t) =
w(x; y; t)
q(t)
(2.5)
where t is a ctitious time, and q(t) is a time function
q(t) = (1 + t) (2.6)
with 0 <   1 a parameter for the convergence of the time integration method.
Figure (2.1) displays the plot of q(t) for di¤erent values of . It is noted that the
time function is di¤erentiable, q(0) = 1, and lim
t!1q(t) = 1. The time function q(t) was
formulated in [24] and [38] as a new time function as opposed to the time function with
 = 1. This new time function was implemented in [56]. Di¤erentiating (2.4) with respect
to t, gives
@w
@t
= u
dq
dt
. (2.7)
7Utilizing equations (2.1) and (2.5), results in
 r2w
q
= H

x; y;
w
q
;
wx
q
;
wy
q

. (2.8)
Combining equations (2.7) and (2.8) and replacing u using (2.5) results in
@w
@t
 r2

w
q

=
w
q
dq
dt
+H

x; y;
w
q
;
wx
q
;
wy
q

. (2.9)
Finding the derivative of (2.5) with respect to t, gives
@
@t

w
q

=
1
q
@w
@t
  w
q2
dq
dt
. (2.10)
Using (2.10), now (2.9) becomes
@
@t

w
q

  1
q
r2

w
q

=
1
q
H

x; y;
w
q
;
wx
q
;
wy
q

. (2.11)
With (2.5), (2.11) is rewritten as
@u
@t
  1
q
r2u = 1
q
H (x; y; u; ux; uy) , (2.12)
a time-dependent quasilinear equation.
2.3 Forward Euler Integration and a Sequence of Modied Helmholtz BVPs
For stage two, a forward Euler integration technique is implemented to integrate (2.12)
where @u@t is approximated as follows:
@u
@t
 u
I+1   uI
t
=
u(x; y; tI+1)  u(x; y; tI)
t
.
Hence, (2.12) becomes
uI+1   uI
t
  1
q
r2uI+1 = 1
q
H(x; y; uI ; uIx; u
I
y) (2.13)
8which is equivalent to
qI+1uI+1
t
  q
IuI
t
 r2uI+1 = H  x; y; uI ; uIx; uIy
resulting in
r2uI+1(x; y; t)  q
I+1(t)
t
uI+1(x; y; t) =  q
I(t)
t
uI(x; y; t) H  x; y; uI ; uIx; uIy (2.14)
uI+1(x; y; t) = f(x; y) (2.15)
@uI+1(x; y; t)
@
= g(x; y) (2.16)
I = 0; 1; 2; :::,
where uI(x; y; t) = u(x; y; tI), tI = It, t is a time step, and qI(t) = q(It).
With (2.14)-(2.16) now a recursive formulation of (2.1)-(2.3), we have a sequence of linear
nonhomogeneous modied Helmholtz BVPs.
2.4 Superposition Principle
In order to solve the modied Helmholtz BVPs in (2.14)-(2.16), the principle of super-
position is applied separating the solution uI+1(x; y; t) for each I as
uI+1(x; y; t) = uI+1p (x; y; t) + u
I+1
h (x; y; t)
where an approximate particular solution uI+1p (x; y; t) satises
r2uI+1p (x; y; t) 
qI+1(t)
t
uI+1p (x; y; t) =  
qI(t)
t
uI(x; y; t) H  x; y; uI ; uIx; uIy , (2.17)
9and the homogeneous solution uI+1h (x; y; t) satises
r2uI+1h (x; y; t) 
qI+1(t)
t
uI+1h (x; y; t) = 0 (2.18)
uI+1h (x; y; t) = f(x; y)  uI+1p (x; y; t) (2.19)
@uI+1h (x; y; t)
@
= g(x; y)  @u
I+1
p (x; y; t)
@
(2.20)
I = 0; 1; 2; :::.
In the formulation (2.18)-(2.20), the inuence of the right hand side of (2.14) on the
solution uI+1(x; y; t) has in essence been transferred to the boundary for each I. To nd the
homogeneous solution to (2.18)-(2.20), the method of approximate fundamental solutions,
which is applicable for more general partial di¤erential operators, is used. Alternatively, the
method of fundamental solutions is used to nd the homogeneous solution to (2.18)-(2.20).
2.5 Analysis of the Time Function
The numerical procedure for solving (2.14)-(2.16) begins with a chosen initial value of
u0(x; y; t). In the solution procedure, equation (2.14) is integrated from t = 0 to some nal
time tn = nt. The inequality
kuI+1(x; y; t)  uI(x; y; t) k1 < " (2.21)
is used as the criterion to stop the iteration where k  k1 is the maximum norm, and " is
a small positive number.
As mentioned in section 2.2, 0 <   1 in (2.6) is a parameter for the convergence of
the ctitious time integration method using a similar scheme as was done in [24], [36] on a
system of algebraic equations. Using (2.13), we have
uI+1   uI = t
q
r2uI+1 +H(x; y; uI ; uIx; uIy) . (2.22)
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Now, when the criterion (2.21) is satised, uI+1 is accepted as the approximate solution to
(2.14)-(2.16). To reach the criterion, two possible cases exist for (2.22).
CASE 1: The convergence of r2uI+1 +H(x; y; uI ; uIx; uIy)! 0 is relatively fast as I !1,
and the approximate solution uI+1 is obtained.
CASE 2: If the convergence of r2uI+1 + H(x; y; uI ; uIx; uIy) ! 0 as I ! 1 is slow, a long
ctitious time q may be needed to approach the acceptable approximate solution uI+1.
Thus, a large nt may cause q to become a very large value, and as such 1q ! 0 as I !1
with a large nt before r2uI+1 +H(x; y; uI ; uIx; uIy)! 0.
Hence, the parameter  is to ensure that r2uI+1+H(x; y; uI ; uIx; uIy)! 0 faster than 1q ! 0.
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CHAPTER 3
AN APPROXIMATE PARTICULAR SOLUTION AT EACH TIME STEP
OF THE NONHOMOGENEOUS PROBLEM
3.1 Delta-shaped Basis Functions
After applying the superposition principle for splitting the solution to (2.14)-(2.16) into
an approximate particular solution uI+1p (x; y; t) and its associated homogeneous solution
uI+1h (x; y; t), it is necessary to nd an accurate approximation of the source function
hI(x; y; t) =  q
I(t)
t
uI(x; y; t) H  x; y; uI ; uIx; uIy (3.1)
of (2.14) for each time step I. It is also important that a closed form approximate par-
ticular solution uI+1p (x; y; t) can be easily derived after the source function approximation
is obtained. Delta-shaped basis functions IM;(x; ) are used for this purpose because of
their specic characteristics [47], [46], [50], [51], [52]. These Delta-shaped basis functions
can approximate scattered data in arbitrary domains. That is, to approximate (3.1), the
data does not have to be evenly distributed as interior nodes that are in a specied pat-
tern. Secondly, a multidimensional basis can be easily obtained from the product of 1D
basis functions. Lastly, this type of basis function does allow for an easy derivation of an
approximate particular solution uI+1p (x; y; t) to (2.17) for each time step I.
A one-dimensional Delta-shaped basis can be written as
IM;(x; ) =
MX
n=1
rn(M;)'n()'n(x), (3.2)
where  is the center of the basis, and the 'ns are the eigenfunctions of the following
12
Sturm-Liouville problem on the interval [ 1; 1]:
  '00 = ', (3.3)
'( 1) = '(1) = 0. (3.4)
The eigenfunctions and eigenvalues of (3.3)-(3.4) are
'n(x) = sin

n(x+ 1)
2

and n =
n
2
2
, n = 1; 2; 3; :::, (3.5)
such that for each n, we have
 '00n = n'n,
'n( 1) = 'n(1) = 0.
The Delta-shaped basis functions IM;(x; ) are innitely di¤erentiable and approxi-
mately zero outside a neighborhood of the center point , where the size of the neighborhood
depends on the parametersM ,. The eigenfunctions 'n(x) form an orthogonal basis system
on [ 1; 1] with the scalar productZ 1
 1
'n(x)'m(x)dx = (n;m) =

1 if n = m
0 if n 6= m .
The 1D Delta-shaped basis (3.2) can be rewritten as
IM;(x; ) =
MX
n=1
cn()'n(x),
where
cn() = rn(M;)'n(). (3.6)
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The regularizing coe¢ cients rn(M;) referred to in (3.2) are determined by the Riesz reg-
ularization technique [47], [50], with
rn(M;) =
 
1  
2
n
2M+1
!
,
or equivalently as
rn(M;) =
"
1 

n
M + 1
2#
,
where the parametersM and  are positive integers with  playing the role of regularization
andM playing the role of scaling. The parameters are taken in coupling in this dissertation
as:
 = 4; 6; 9; 14; 22
M = 10; 20; 30; 50; 100.
A two-dimensional Delta-shaped basis function with center (; ) is constructed by multi-
plying two 1D Delta-shaped basis functions resulting in
IM;(x; y; ; ) = IM;(x; )  IM;(y; )
=
MX
n=1
cn()'n(x) 
MX
m=1
cm()'m(y) (3.7)
=
MX
n=1
MX
m=1
cn;m(; )'n(x)'m(y),
where
cn;m(; ) = rn(M;)rm(M;)'n()'m(). (3.8)
The 'ns in (3.5) satisfy the homogeneous boundary condition '( 1) = '(1) = 0 on
[ 1; 1] since they are solutions of the Sturm-Liouville problem in (3.3)-(3.4). Consequently,
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Figure 3.1: Plot of 1D Basis Functions I30;9(x; ), I20;6(x; ), and I10;4(x; ) centered at
 0:3,  0:1, and 0:2, respectively.
every linear combination of the 1D Delta-shaped basis function vanishes on the boundary
[ 1; 1], and every linear combination of the 2D Delta-shaped basis function vanishes on the
square boundary [ 1; 1][ 1; 1]. As such, the data must not be close to the boundary [ 1; 1]
nor the square boundary [ 1; 1]  [ 1; 1] when approximating 1D and 2D scattered data,
respectively. Therefore, an appropriate scaling and translation of the function are performed
so that the computational domain is contained inside of the square [ 0:5; 0:5][ 0:5; 0:5] for
a two-dimensional spatial domain. This guarantees that the basis function can successfully
approximate a function with nonzero boundary conditions.
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Figure 3.2: Plot of 2D Basis Functions I10;4(x; y; ; ), I20;6(x; y; ; ), and I30;9(x; y; ; )
centered at (0:2; 0:2), ( 0:1; 0:1), and ( 0:3; 0:3), respectively.
3.2 Source Function Approximation
Now to approximate (3.1), for each time step I, which will be sampled at the scattered
data points f(xi; yi)gNi=1 in R2, a linear combination of the 2D Delta-shaped basis functions
is used. That is, we have
ehI(x; y; t) = KX
j=1
pjIM;(x; y; j ; j) (3.9)
where fpjgKj=1 are the unknown coe¢ cients to be determined, and

(j ; j)
	K
j=1
are the
center points randomly chosen from the interior of the domain. However, [51] suggests that
the accuracy of the approximation of (3.1) can be improved by using translates of Delta-
shaped basis functions of two di¤erent shapes. That is, instead of (3.9), the approximate
source function now takes the form
ehI(x; y; t) = K1X
j=1
pjIM1;1(x; y; j ; j) +
K1+K2X
j=K1+1
pjIM2;2(x; y; j ; j) (3.10)
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with K = K1 +K2 where
K1X
j=1
pjIM1;1(x; y; j ; j) (3.11)
is the contribution of K1 type one 2D basis functions, and
K1+K2X
j=K1+1
pjIM2;2(x; y; j ; j) (3.12)
is the contribution of K2 type two 2D basis functions.
A similar multilevel method was used in [12] and [41] using radial basis functions. Pa-
rameters M and  that result in basis functions with small support and high curvature are
used to capture the oscillating details of the source function (3.1), and parameters that pro-
duce basis functions with large support and little curvature are used to capture the general
shape of the source function (3.1). This system of equations contains as many equations as
scattered data points f(xi; yi); hIi gNi=1 and as many unknowns as center points

(j ; j)
	K
j=1
,
and so, the system contains N equations and K variables. Therefore, if K = N , a square
matrix system is obtained. If K  N , an overdetermined system is obtained on which a
least squares method can be used to solve.
Thus, the following system of equations is set up for each time step I to determine the
coe¢ cients fpjgKj=1:
hIi (xi; yi; t) =
K1X
j=1
pjIM1;1(xi; yi; j ; j) +
K1+K2X
j=K1+1
pjIM2;2(xi; yi; j ; j), (3.13)
for i = 1; :::; N .
Let
A = [aij ] and L =

hIi

,
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where the entry of matrix ANK at the i -th row and j -th column for i = 1; :::; N is formed
as
aij =

IM1;1(xi; yi; j ; j), for 1  j  K1,
IM2;2(xi; yi; j ; j), for K1 + 1  j  K1 +K2,
and each entry hIi of the column vector LN1 is obtained by evaluating (3.1) at each interior
node. The column vector PK1 is dened as
P = [pj ]
for j = 1; :::;K, and the dimension of the system is indicated as follows:
ANK  PK1 = LN1.
In order to measure how good the approximation of the source function is for each I,
the mean square root error MSEh for the source function approximation dened as follows
is used:
MSEh =
vuut 1
Nt
NtX
k=1
h
hI(xk; yk; t)  ehI(xk; yk; t)i2, (3.14)
where the points f(xk; yk)gNtk=1 are the points used for collocation inside the domain. The
errors MSEh, which illustrate the accuracy of the approximation (3.10) for a few examples
on di¤erent domains with I = 1; :::; 10, are to be given in chapter 8.
3.3 The Method of Approximate Particular Solutions
The Method of Approximate Particular Solutions (MAPS) of Delta-shaped basis func-
tions is now used to nd an approximate particular solution uI+1p (x; y; t) for each I sat-
isfying (2.17). By the framework of the Dual Reciprocity Method (DRM) [11], [13] af-
ter approximating the source function, an approximate particular solution associated with
18
a Delta-shaped basis function IM;(x; y; ; ) is required. That is, for each I a function
	I+1(x; y; t; ; ) is desired satisfying
r2	I+1   q
I+1
t
	I+1 = IM;(x; y; ; ) =
MX
n=1
MX
m=1
cn;m(; )'n(x)'m(y). (3.15)
Thus, an approximate particular solution 	I+1(x; y; t; ; ) for each I in the form
	I+1(x; y; t; ; ) =
MX
n=1
MX
m=1
dI+1n;m(t; ; )'n(x)'m(y) (3.16)
is desired. Solving for the coe¢ cients dI+1n;m(t; ; ) using (3.15)-(3.16) yields
dI+1n;m(t; ; ) =
 cn;m(; )
n + m +
qI+1(t)
t
=
 rn(M;)rm(M;)'n()'m()
n + m +
qI+1(t)
t
. (3.17)
Therefore,
	I+1(x; y; t; ; ) =  
MX
n=1
MX
m=1
rn(M;)rm(M;)'n()'m()'n(x)'m(y)
n + m +
qI+1(t)
t
. (3.18)
Since the source function (3.1) is approximated as a linear combination of two types
of 2D Delta-shaped basis functions (3.10), an approximate particular solution can then be
approximated for each I as
I+1(x; y; t) =  
h
I+11 (x; y; t) + 
I+1
2 (x; y; t)
i
, (3.19)
where
I+11 (x; y; t) =
K1X
j=1
M1X
n=1
M1X
m=1
pjrn(M1; 1)rm(M1; 1)'n(j)'m(j)'n(x)'m(y)
n + m +
qI+1(t)
t
, (3.20)
I+12 (x; y; t) =
K1+K2X
j=K1+1
M2X
n=1
M2X
m=1
pjrn(M2; 2)rm(M2; 2)'n(j)'m(j)'n(x)'m(y)
n + m +
qI+1(t)
t
, (3.21)
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and they are approximate particular solutions associated with (3.11) and (3.12), respectively.
3.3.1 Calculation of an Approximate Particular Solution
Now an approximate particular solution (3.19) associated with both types of basis func-
tions IM1;1(x; y; ; ) and IM2;2(x; y; ; ) is calculated. In order to perform this calculation
for each I, the following approach is developed for this dissertation. Dene a column vector
eM1 = [ei] (3.22)
where the i -th entry is given as
ei = 1
for i = 1; :::;M . We then create a matrix VMM where the i -th row is given as
vi = i  eT
for i = 1; :::;M . Let the matrix BMM be dened as
BMM =
qI+1(t)
t
 e  eT .
Then we create a matrix DMM as
DMM = VMM +V TMM +BMM
where + is the element-wise sum.
Now, dene column vectors
SM1 = [rn(M;)] ,
20
PM1 = ['n()],
and
FM1 = ['n(x)]
where n = 1; :::;M . Let WM1 be the column vector
WM1 = SM1 *PM1 *FM1
where * denotes the element-wise product. Similarly, let
XM1 = ['m()]
YM1 = ['m(y)]
be column vectors where m = 1; :::;M and dene a column vector CM1 as
CM1 = SM1 *XM1 *YM1.
Then, we let QMM be dened as
QMM = WM1  CT1M .
Finally, dene matrix ZMM as
ZMM =  QMM DMM
with the entry at the i -th row and the j -th column of ZMM represented as zij .
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We now dene a matrix bZ(MK)M containing K copies of ZMM given as follows:
bZ(MK)M =
26666664
ZMM
ZMM
:
:
:
ZMM
37777775 ,
with bzij the entry at the i -th row and the j -th column of bZ(MK)M . Let matrix bU(MK)M
be given as
bU(MK)M =
2666666664
p1  e  eT
p2  e  eT
:
:
:
pj 1  e  eT
pj  e  eT
3777777775
,
where fpjgKj=1 are the coe¢ cients in (3.13). We then dene bT(MK)M as follows:
bT(MK)M = bU(MK)M * bZ(MK)M
with btij representing the entry at the i -th row and the j -th column of bT(MK)M . Therefore,
the approximate particular solution (3.19) for each I is now calculated as
I+1(x; y; t) =
KMX
i=1
MX
j=1
btij .
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CHAPTER 4
THE METHOD OF FUNDAMENTAL SOLUTIONS AT EACH TIME STEP
FOR THE HOMOGENEOUS PROBLEM
4.1 The Fundamental Solutions of Elliptic PDEs
Let 
 be a closed and a simply connected domain in R2 and @
 the boundary of 
.
Consider the boundary value problem that is governed by
Lu(x; y) = 0, for (x; y) 2 
 (4.1)
u(x; y) = f(x; y), for (x; y) 2 @
D (4.2)
@u (x; y)
@n
= g(x; y), for (x; y) 2 @
N (4.3)
where L is an elliptic partial di¤erential operator, f(x; y) is the Dirichlet data and g(x; y)
is the Neumann data specied on the boundary @
, @
D [ @
N = @
, and @
D \ @
N =
?. The method of fundamental solutions (MFS) is used for solving such boundary value
problems, provided a fundamental solution of the elliptic operator is known. The MFS is
a exible, e¢ cient meshless boundary method for solving boundary value problems such as
(4.1)-(4.3) because only the boundary of the region of the problem has to be discretized.
It is an alternative to the widely used nite di¤erence and nite element methods which
require the discretization of the entire domain. The method was rst proposed by Kupradze
and Aleksidze [23] in 1964.
The idea is to approximate the solution u by a linear combination of K fundamental
solutions of the form G(x; y; j ; j) for j = 1; :::;K, satisfying
LG(x; y; j ; j) =  (x; y; j ; j)
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such that
eu(x; y) = KX
j=1
bjG(x; y; j ; j), for (x; y) 2 
 [ @
 . (4.4)
The points (j ; j) are the source points located outside of the computational domain,
(x; y; j ; j) denotes the Dirac delta function, and fbjgKj=1 are the coe¢ cients to be de-
termined. These source points are chosen to lie on a ctitious boundary c@
 of a region b

containing 
. The function G(x; y; j ; j) is dened everywhere except at (j ; j), where G
is singular.
After the source points have been chosen, the fbjgKj=1 in (4.4) can be obtained using
the collocation method where N1 points f(x; y)gN1i=1 are on the Dirichlet boundary @
D,
KX
j=1
bjG(xi; yi; j ; j) = f(xi; yi) , for i = 1; :::; N1, (4.5)
and another set of N2 points f(xi; yi)gN1+N2i=N1+1 on the Neumann boundary @
N ,
KX
j=1
bj
@G(xi; yi; j ; j)
@n
=g(xi; yi) , for i = N1 + 1; :::; N1 +N2. (4.6)
The system of equations (4.5)-(4.6) is used to determine the bjs. This system contains
N = N1 +N2 equations and K variables.
With jj denoting the Euclidean distance in R2 between (x; y) and (; ),
jj =
p
(x  )2 + (y   )2,
the fundamental solutions of some elliptic partial di¤erential operators in R2 are given as
follows:
the Laplace operator:
L = r2, G(x; y; ; ) = 1
2
ln j(x; y) (; )j , (4.7)
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the Helmholtz operator:
L = r2 + k2, G(x; y; ; ) = i
4
H
(2)
0 (k j(x; y) (; )j), (4.8)
the modied Helmholtz operator:
L = r2   k2, G(x; y; ; ) =   1
2
K0(k j(x; y) (; )j), (4.9)
and the Biharmonic operator:
L = r4, G(x; y; ; ) = 1
8
j(x; y) (; )j2 ln j(x; y) (; )j , (4.10)
where i =
p 1 and H(2)0 in (4.8) is the Hankel function of the second kind of order zero,
and K0 in (4.9) is the modied Bessel function of the second kind of order zero.
4.1.1 Laplace PDE Example with MFS
To demonstrate the accuracy of MFS for solving a PDE boundary value problem,
consider (4.1)-(4.3) where
L = r2, (4.11)
with
f(x; y) = x3   3xy2 + e2y sin 2x  ex cos y, (4.12)
and
g(x; y) = 3x3   9xy22xe2y cos 2x  xex cos y + 2ye2y sin 2x+ yex sin y. (4.13)
The exact analytical solution is
u(x; y) = x3   3xy2 + e2y sin 2x  ex cos y. (4.14)
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Table 4.1: (MFS Example 1) MFS Results Using the Fundamental Solution of the Laplace
Operator
N1 N2 K E1 E2
71 70 70 1:3843  10 12 1:0456  10 12
101 100 100 3:1967  10 13 2:4146  10 13
151 150 150 3:6119  10 13 2:7282  10 13
201 200 200 3:9647  10 13 2:9947  10 13
The computational domain 
 is circular given as 
 =

(x; y) j x2 + y2  14
	
with the upper
half of the circle set as the Dirichlet boundary and the lower half of the circle as the Neumann
boundary. The ctitious boundary c@
 is given as the circle x2 + y2 = 16. The number of
boundary collocation points N = N1 +N2 is chosen to be about twice the number of source
points K. Test points fTigNti=1 2 
 [ @
 are generated to determine the accuracy of the
approximate solution eu. The approximate solution eu is compared to the exact analytical
solution u at the test points using the mean square root error E1 and relative mean square
root error E2 dened respectively as follows:
E1 =
vuut 1
Nt
NtX
i=1
[eu(Ti)  u(Ti)]2, (4.15)
and
E2 =
q
1
Nt
PNt
i=1 [eu(Ti)  u(Ti)]2q
1
Nt
PNt
i=1 [u(Ti)]
2
. (4.16)
The results are shown in table (4.1) demonstrating exceptional accuracy of MFS for solving
the Laplace boundary value problem.
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Table 4.2: (MFS Example 2) MFS Results Using the Fundamental Solution of the Bihar-
monic Operator
N1 N2 K E1 E2
71 70 70 2:0617  10 17 6:8237  10 16
101 100 100 1:5278  10 17 5:0567  10 16
151 150 150 4:5030  10 17 1:4904  10 15
201 200 200 1:8678  10 17 6:1819  10 16
4.1.2 Biharmonic PDE Example with MFS
Next consider (4.1)-(4.3) with
L = r4, (4.17)
f(x; y) =  x
2 + y2
4
, (4.18)
and
g(x; y) =  (x2 + y2). (4.19)
The exact analytical solution is
u(x; y) =  x
2 + y2
4
. (4.20)
The computational domain 
 is again circular given as 
 =

(x; y) j x2 + y2  14
	
. For
this Biharmonic problem, the Dirichlet and Neumann data are both known on the entire
boundary @
. The results are illustrated in table(4.2). The ctitious boundary c@
 is
selected as the unit circle. The number of boundary collocation points is again chosen to
be about twice the number of source points. As in Example 1, MFS is highly accurate for
solving the Biharmonic boundary value problem.
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4.2 MFS to Solve the Homogeneous Time-Dependent Problem
The Method of Fundamental Solutions is now used to solve the homogeneous BVP in
(2.18)-(2.20) for each I. That is, to approximate uI+1h (x; y; t) as
euI+1h (x; y; t) = KX
j=1
bjG
I+1(x; y; t; j ; j), for (x; y) 2 
 [ @
, (4.21)
a linear combination of K fundamental solutions GI+1 where
GI+1(x; y; t; j ; j) = K0

qI+1(t)
t
(x; y) (j ; j)
using (4.9). Now, the homogeneous solution (4.21) for each I satises the boundary con-
ditions at the boundary collocation points with N1 points f(xi; yi)gN1i=1 are chosen on @
D
and another set of N2 points f(xi; yi)gN1+N2i=N1+1 chosen on @
N where N = N1 + N2. The
following system of equations is set up:
KX
j=1
bjG
I+1(xi; yi; t; j ; j) = f(xi; yi)  uI+1p (xi; yi; t) , for i = 1; :::; N1
KX
j=1
bj
@GI+1(xi; yi; t; j ; j)
@n
= g(xi; yi) 
@uI+1p (xi; yi; t)
@
, for i = N1 + 1; :::; N1 +N2
with
O = [oij ] and d = [di] (4.22)
where the entry that is in the i -th row and j -th column of matrix ONK for each time step
I is determined in the following manner for j = 1; :::;K:
oij =
(
GI+1(xi; yi; t; j ; j)j@
D , for i = 1; :::; N1,
@GI+1(xi;yi;t;j ;j)
@n j@
N , for i = N1 + 1; :::; N1 +N2,
(4.23)
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and the i -th entry of the column vector dN1 for each I determined as follows:
di =
(
f(xi; yi)  uI+1p (xi; yi; t), for i = 1; :::; N1,
g(xi; yi)  @u
I+1
p (xi;yi;t)
@
, for i = N1 + 1; :::; N1 +N2.
(4.24)
The column vector of the unknown coe¢ cients is dened as
bK1 = [bj ]
for j = 1; :::;K, and the dimension of the system is indicated as follows:
ONK  bK1 = dN1. (4.25)
The derivative in the outward normal direction of @
 is dened as
@F
@n
= rF   !J , (4.26)
where
 !
J is a unit outward normal vector at a given point (x(t); y(t)) on @
, and
 !
J =
< _y;  _x >p
_x2 + _y2
. (4.27)
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4.3 Bessel and Hankel Functions of Order Zero
Since the fundamental solution of the modied Helmholtz operator involves Bessel
functions, we provide a brief primer on the Bessel functions [4]. Bessel functions are solutions
to the Bessel equation of order v
x2
d2y
dx2
+ x
dy
dx
+ (x2   v2)y = 0. (4.28)
Two linearly independent solutions of (4.28) are denoted Jv and Yv. These are referred to
as the Bessel function of the rst kind and second kind, respectively, of order v. J0 is the
Bessel function of the rst kind of order zero. This solution is nonsingular at x = 0. J0 can
be represented as an innite power series as follows:
J0(x) =
1X
k=0
( 1)k
k! (k + 1)
x
2
2k
,
with the Gamma function   given as follows, for p 2 Z+:
 (p) = (p  1)!.
Y0 is a second solution to the Bessel equation of order zero. It is referred to as the Bessel
function of the second kind of order zero, the Neumann, or Weber function. This Bessel
function is singular at x = 0. Y0 can also be represented as an innite power series as
follows:
Y0(x) =
2

J0(x) ln
x
2

  2

1X
k=0
( 1)k
(k!)2
x
2
2k
 (k + 1),
with the Digamma function  given as follows, for p 2 Z+:
 (p+ 1) =   +
pX
m=1
1
m
.
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Now, H(1)0 and H
(2)
0 are Hankel functions of the rst and second kind, respectively, of order
zero given as
H
(1)
0 (x) = J0(x) + iY0(x)
H
(2)
0 (x) = J0(x)  iY0(x).
The function H(1)0 and H
(2)
0 are also referred to as the Bessel functions of the third kind of
order zero.
A modied Bessel function of the rst and second kind of order v are solutions of the
modied Bessel di¤erential equation
x2
d2y
dx2
+ x
dy
dx
  (x2 + v2)y = 0. (4.29)
The graphs of modied Bessel functions have exponential behavior, unlike the trigonometric
behavior of Bessel functions. With the inclusion of i into its argument, any solution of (4.28)
would be a solution of (4.29). One independent solution of (4.29) when v = 0 is I0, the
modied Bessel function of the rst kind of order zero given as follows:
I0(x) =
1X
k=0
1
k! (k + 1)
x
2
2k
.
A second independent solution of (4.29) when v = 0 is K0, the modied Bessel function of
the second kind of order zero given as follows:
K0(x) =
2

h
ln
x
2

+ 
i
J0(x)  2

1X
k=0
( 1)k(k)
 
x
2
2k
(k!)2
(4.30)
where  = 0:5772 is the Euler-Mascheroni constant, and the function  for p 2 Z+ is given
as
(p) = 1 +
1
2
+
1
3
+ :::+
1
p
.
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CHAPTER 5
THE METHOD OF APPROXIMATE FUNDAMENTAL SOLUTIONS AT
EACH TIME STEP FOR THE HOMOGENEOUS PROBLEM
5.1 Approximate Fundamental Solutions
A notable limitation of the MFS is that a closed form fundamental solution of the
di¤erential operator must be known in order to construct an approximate solution of the
problem (4.1)-(4.3). For some di¤erential operators, a fundamental solution may not be
known. To circumvent this limitation, the method of approximate fundamental solutions
(MAFS) can be employed, where a fundamental solution is not required. Thus, an algorithm
for solving PDE boundary value problems with di¤erential operators that have unknown
closed form fundamental solutions can be developed. Here, the 2D Delta-shaped basis
functions (3.7) are used as the forcing term to obtain the approximate fundamental solutions
[47], [50]. An approximate fundamental solution of a partial di¤erential operator L is a
function R(x; y; ; ) satisfying
LR(x; y; ; ) =  IM;(x; y; ; ). (5.1)
An approximate solution eu of (4.1)-(4.3) as a linear combination of approximate fundamental
solutions has the form
eu(x; y) = KX
j=1
cjR(x; y; j ; j), for (x; y) 2 
 [ @
. (5.2)
In this construction, the source points (j ; j) are located outside the domain of the
problem and lie on a ctitious boundary c@
 of a region b
 containing 
. However, the
source points are restricted to the region ( 1; 1)( 1; 1) since the approximate fundamental
solutions R(x; y; j ; j) are constructed from the 'ns in (3.5), which vanish on the boundary
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[ 1; 1]  [ 1; 1] as they are eigenfunctions of the Sturm-Liouville problem in (3.3)-(3.4).
Using a similar collocation method as described in section 4.1, the coe¢ cients fcjgKj=1
are determined using points (x; y) 2 
 [ @
 with N1 points f(xi; yi)gN1i=1 on the Dirichlet
boundary @
D
KX
j=1
cjR(xi; yi; j ; j) = f(xi; yi) , for i = 1; :::; N1, (5.3)
and another set of N2 points f(xi; yi)gN1+N2i=N1+1 chosen on the Neumann boundary @
N
KX
j=1
cj
@R(xi; yi; j ; j)
@n
=g(xi; yi) , for i = N1 + 1; :::; N1 +N2. (5.4)
Following the above discussion, we now derive an approximate fundamental solution for
a given di¤erential operator. We consider the modied Helmholtz operator as an example.
Since the Delta-shaped basis functions are expressed as a nite sum of trigonometric sine
functions, an approximate fundamental solution is also written as a nite sum of trigono-
metric sine functions. Thus, we let an approximate fundamental solution be written as
R(x; y; ; ) =
MX
n=1
MX
m=1
dn;m'n(x)'m(y) (5.5)
where the coe¢ cients dn;m are to be determined. Substituting (3.7) and (5.5) into (5.1)
gives the coe¢ cients dn;m for the modied Helmholtz operator L = r2   k2 as follows:
 r2   k2R(x; y; ; ) = MX
n=1
MX
m=1
dn;m
 r2   k2'n(x)'m(y) (5.6)
=
MX
n=1
MX
m=1
dn;m
  n   m   k2'n(x)'m(y)
=
MX
n=1
MX
m=1
cn;m(; )'n(x)'m(y). (5.7)
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Thus, for the modied Helmholtz operator we have the coe¢ cients dn;m given as follows:
dn;m =
 cn;m(; )
n + m + k2
. (5.8)
Using a similar procedure outlined above in (5.6)-(5.7), the coe¢ cients dn;m for some
elliptic operators are as follows:
the Laplace operator:
L = r2, dn;m =  cn;m(; )
n + m
, (5.9)
the Helmholtz operator:
L = r2 + k2, dn;m =  cn;m(; )
n + m   k2 , (5.10)
and the Biharmonic operator:
L = r4, dn;m = cn;m(; )
(n + m)
2 . (5.11)
The Abel regularization technique is utilized here for the regularizing coe¢ cients as
opposed to the Reisz regularization used for (3.8) in Chapter 3. Formulas and regularization
factors are discussed in [47], [50]. The solution to the heat equation
@w(t; x; )
@t
=
@2w(t; x; )
@x2
,
with the initial distribution
w(0; x; ) = (x  ) =
1X
n=1
'n()'n(x),
is represented as
w(t; x; ) =
1X
n=1
wn(t)'n()'n(x)
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with
wn(t) = e
 nt. (5.12)
The regularizing coe¢ cients rn when seeking an approximate fundamental solution (5.5)
are set as
rn() = e
 n (5.13)
where  is the time moment.
The values of  and the shape parameter M are coupled parameters chosen as follows:
  [0:005; 0:01] for M  30,
  [0:001; 0:005] for 30 < M  50,
  [0:0012; 0:0015] for 50 < M  100.
After the approximate fundamental solution (5.5) has been determined, the coe¢ cients
fcjgKj=1 are obtained by solving a linear system.
5.2 Calculation of an Approximate Fundamental Solution
Now, using (3.7) and (5.5), an approximate fundamental solution R(x; y; ; ) and its
normal derivative will be evaluated at Dirichlet boundary points and Neumann boundary
points, respectively. Thus, one of the challenges when implementing the MAFS method
is to develop a strategy to e¢ ciently calculate the entries of the system (5.3)-(5.4). If the
entries of this system cannot be determined e¢ ciently, the calculation can prove to be com-
putationally expensive. Therefore, it is of great importance to minimize the computational
cost involved in this calculation. Consequently, the following scheme is developed for this
dissertation. Using (5.5), an approximate fundamental solution R(x; y; ; ) for a di¤erential
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operator at (xi; yi; j ; j) can be written as
R(xi; yi; j ; j) =  
MX
n=1
MX
m=1
rn()rm()'n(j)'m(j)'n(xi)'m(yi)
Dn;m
(5.14)
where Dn;m is dependent upon the di¤erential operators (5.8)-(5.11) as follows:
the modied Helmholtz operator:
Dn;m = n + m + k
2, (5.15)
the Laplace operator:
Dn;m = n + m, (5.16)
the Helmholtz operator:
Dn;m = n + m   k2, (5.17)
and the Biharmonic operator:
Dn;m = (n + m)
2 . (5.18)
Dene column vectors
SM1 = [rn()] ,
PM1 = ['n(j)],
and
FM1 = ['n(xi)]
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where n = 1; :::;M . Now, let WM1 be the column vector
WM1 = SM1 *PM1 *FM1 (5.19)
where * denotes the element-wise product. Similarly, let
XM1 = ['m(j)]
YM1 = ['m(yi)]
be column vectors where m = 1; :::;M and dene a column vector CM1 as
CM1 = SM1 *XM1 *YM1. (5.20)
Now, we let QMM be dened as
QMM = WM1  CT1M .
We then create a matrix VMM where the i -th row is given as
vi = i  eT
for i = 1; :::;M , and e is the M  1 column vector given in (3.22). Let matrix BMM be
dened as
BMM = k2  e  eT .
Let DMM be dened as follows depending upon the di¤erential operator where + denotes
the element-wise sum and - denotes the element-wise di¤erence:
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the modied Helmholtz operator:
DMM = VMM +V TMM +BMM , (5.21)
the Laplace operator:
DMM = VMM +V TMM , (5.22)
the Helmholtz operator:
DMM = VMM +V TMM -BMM , (5.23)
and the Biharmonic operator:
DMM =

VMM +V TMM

*

VMM +V TMM

. (5.24)
Finally, dene matrix ZMM as
ZMM =  QMM DMM (5.25)
where  denotes element-wise division, and zab represents the entry at the a-th row and
the b-th column of ZMM . Therefore, (5.14) at (xi; yi; j ; j) is now just the sum of the
entries of the matrix ZMM expressed as
R(xi; yi; j ; j) =
MX
a=1
MX
b=1
zab. (5.26)
A similar approach is performed to compute the required partial derivatives needed for
obtaining the outward normal derivative
@R(xi;yi;j ;j)
@n .
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5.2.1 Laplace PDE Example with MAFS
To demonstrate the accuracy of MAFS for solving (4.1)-(4.3), consider (4.11)-(4.14)
where the approximate solution eu is determined as (5.2) using (5.14) and (5.16). The
ctitious boundary c@
 is selected as the boundary of the circle with equation x2 +y2 = 0:9.
There are N1 boundary points chosen on @
D, and N2 points are chosen on @
N . The
number of source points is about half the number of boundary collocation points. The
accuracy of the approximate solution eu is measured using (4.15) and (4.16) with test points
fTigNti=1 2 
[@
. While the results are not as accurate as MFS for this example from table
(4.1), the results illustrated in table (5.1) indicate that MAFS does provide reasonable
results for solving the Laplace boundary value problem. The results are extremely accurate
when choosing the shape parameter M to be 100, where it reaches a remarkable 10 16.
5.2.2 Biharmonic PDE Example with MAFS
Next, consider (4.17)-(4.20) where the approximate solution eu is determined as (5.2)
using (5.14) and (5.18). Similar to Example 2 using MFS, the ctitious boundary c@
 is
selected as the boundary of the circle with equation given as x2 + y2 = 0:9, and the number
of boundary collocation points remains about twice the number of source points. As was
the case in (4.17)-(4.20), the Dirichlet and Neumann data are both known on the entire
boundary @
 with N1 boundary points chosen for the Dirichlet data and N2 points chosen
for the Neumann data. The results are shown in table (5.2). It is noted that the MAFS
is not good for the Biharmonic problem using only the approximate fundamental solution
of the Biharmonic operator. Now, the approximate fundamental solution of the Laplace
operator is also an approximate fundamental solution of the Biharmonic operator. Thus,
alternative to (5.2), an approximate solution eu of (4.1)-(4.3) for the Biharmonic problem
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Table 5.1: (MAFS Example 1) MAFS Results Using Approximate Fundamental Solutions
of the Laplace Operator
M  N1 N2 K E1 E2
30 0:01 71 70 70 3:9000  10 3 3:7000  10 3
50 0:005 71 70 70 1:7528  10 5 1:6902  10 5
70 0:0012 71 70 70 3:8491  10 9 3:7114  10 9
100 0:0015 71 70 70 7:1968  10 16 6:9395  10 16
30 0:01 101 100 100 1:5200  10 2 1:4700  10 3
50 0:005 101 100 100 1:4684  10 5 1:4159  10 5
70 0:0012 101 100 100 2:6647  10 9 2:5694  10 9
100 0:0015 101 100 100 5:5553  10 16 5:3566  10 16
Table 5.2: (MAFS Example 2) MAFS Results Using Approximate Fundamental Solutions
of the Biharmonic Operator
M  N1 N2 K E1 E2
50 0:005 71 70 70 1:1426  10 3 3:7816  10 2
70 0:0012 71 70 70 2:3760  10 3 7:8638  10 2
100 0:0015 71 70 70 2:3237  10 3 7:6908  10 2
50 0:005 101 100 100 3:8150  10 4 1:2626  10 2
70 0:0012 101 100 100 1:4478  10 3 4:7920  10 2
100 0:0015 101 100 100 2:0194  10 4 6:6836  10 3
100 0:0015 201 200 200 2:1514  10 4 7:1205  10 3
can also be expressed as a linear combination of R1 and R2 as follows:
eu(x; y) = KX
j=1
cjR1(x; y; j ; j) +
K1+K2X
j=K1+1
cjR2(x; y; j ; j), for (x; y) 2 
 [ @
, (5.27)
where R1 and R2 denote the approximate fundamental solutions for the Biharmonic and
Laplace di¤erential operators, respectively. Results using (5.27) as the approximate solution
are shown in table (5.3). The accuracy is much improved using approximate fundamental
solutions of both the Laplace and Biharmonic operators.
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Table 5.3: (MAFS Example 2) MAFS Results Using Approximate Fundamental Solutions
of the Biharmonic Operator and the Laplace Operator
M  N1 N2 K E1 E2
50 0:005 71 70 70 2:0719  10 6 6:8575  10 5
70 0:0012 71 70 70 1:7950  10 9 5:9409  10 8
100 0:0015 71 70 70 1:7536  10 9 5:8040  10 8
50 0:005 101 100 100 2:0719  10 6 6:8575  10 5
70 0:0012 101 100 100 6:7722  10 10 2:2414  10 8
100 0:0015 101 100 100 3:6143  10 12 1:1962  10 10
100 0:0015 201 200 200 1:8410  10 16 6:0933  10 15
5.3 MAFS to Solve the Homogeneous Time-Dependent Problem
Similar to section 4.3 of Chapter 4, the MAFS is now used to solve the homogeneous
BVP in (2.18)-(2.20) for each I. That is, uI+1h (x; y; t) is expressed approximately as a linear
combination of K approximate fundamental solutions
RI+1(x; y; t; ; ) =  
MX
n=1
MX
m=1
rn()rm()'n()'m()'n(x)'m(y)
n + m +
qI+1(t)
t
as follows:
euI+1h (x; y; t) = KX
j=1
cjR
I+1(x; y; t; j ; j), for (x; y) 2 
 [ @
. (5.28)
The homogenous solution uI+1h (x; y; t) satises the boundary conditions at the boundary
collocation points resulting in the following system of equations whereN1 points f(xi; yi)gN1i=1
are chosen on @
D and another set of N2 points f(xi; yi)gN1+N2i=N1+1 chosen on @
N giving the
system of equations:
KX
j=1
cjR
I+1(xi; yi; t; j ; j) = f(xi; yi)  uI+1p (xi; yi; t) , for i = 1; :::; N1
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KX
j=1
cj
@RI+1(xi; yi; t; j ; j)
@n
= g(xi; yi) 
@uI+1p (xi; yi; t)
@
, for i = N1 + 1; :::; N1 +N2.
The coe¢ cients fcjgKj=1 are to be determined by solving a linear system that is constructed
similarly to the MFS in section 4.3 of chapter 4 with
O = [oij ] and d = [di]
where the entry that is in the i -th row and j -th column of matrix ONK for each time step
I is determined in the following manner for j = 1; :::;K:
oij =
(
RI+1(xi; yi; t; j ; j)j@
D , for i = 1; :::; N1,
@RI+1(xi;yi;t;j ;j)
@n j@
N , for i = N1 + 1; :::; N1 +N2,
and the i -th entry of the column vector dN1 for each I determined as follows:
di =
(
f(xi; yi)  uI+1p (xi; yi; t), for i = 1; :::; N1,
g(xi; yi)  @u
I+1
p (xi;yi;t)
@
, for i = N1 + 1; :::; N1 +N2.
The column vector cK1 of the unknown coe¢ cients is dened as
c = [cj ]
for j = 1; :::;K, and the dimension of the system is indicated as follows:
ONK  cK1 = dN1.
A normal vector and the derivative in the outward normal direction are dened as in (4.26)-
(4.27).
42
CHAPTER 6
AN ALTERNATIVE TO THE FORWARD EULER METHOD FOR THE
NUMERICAL INTEGRATION
6.1 Crank-Nicholson (C-N) Method
The forward Euler scheme is presented to discretize time and numerically integrate
(2.12). The forward Euler method has an error of O(t) at the jt level. As an alternative,
the Crank-Nicholson (C-N) method is considered to integrate (2.12) to improve the accuracy
of the approximation of the time derivative. The C-N method can approximate the time
derivative with error O
 
(t)2

at the (j + 1=2) level.
The following initial boundary value problem is considered in [50]:
@u(x; y; t)
@t
= L[u(x; y; t)] + f(x; y; t); for(x; y) 2 
 (6.1)
B[u(x; y; t)] = g(x; y; t), for (x; y) 2 @
 (6.2)
u(x; y; 0) = u0(x; y), for (x; y) 2 
 (6.3)
where L is a time-independent linear di¤erential operator, B is a boundary operator, and

 is a simply connected domain with boundary @
. Incorporating the C-N method with
the second order approximation in time at tj+
1
2 gives
uj+1(x; y; t)  uj(x; y; t)
t
=
1
2
 L[uj+1(x; y; t)] + L[uj(x; y; t)]+ f j+ 12 (x; y; t). (6.4)
The problem (6.1)-(6.3) is discretized as a sequence of nonhomogeneous equations as follows:
(L p) [uj+1(x; y; t)] =   (L+p) [uj(x; y; t)]  2f j+ 12 (x; y; t), for (x; y) 2 
, j = 0; 1; 2; :::
(6.5)
B[uj+1(x; y; t)] = gj+1(x; y; t), for (x; y) 2 @
 (6.6)
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where tj = jt, p = 2t , u
j(x; y; t) = u(x; y; tj), f j+
1
2 (x; y; t) = f
 
x; y;
 
tj + tj+1

=2

,
gj+1(x; y; t) = g
 
x; y; tj+1

, and t is a time step.
Now using the scheme of (6.4), the time-dependent quasilinear equation (2.12)
@u
@t
=
1
q
r2u+ 1
q
H(x; y; u; ux; uy)
is discretized as
uI+1   uI
t
=
1
2

1
qI+1
r2uI+1 + 1
qI
r2uI

+
1
qI+
1
2
H(x; y; uI+
1
2 ; u
I+ 1
2
x ; u
I+ 1
2
y ),
where
qI+
1
2 = q

I +
1
2

t

.
This results in the following sequence of linear nonhomogeneous modied Helmholtz BVPs:
r2   2q
I+1(t)
t

uI+1(x; y; t) =  

qI+1(t)
qI(t)
r2 + 2q
I+1(t)
t

uI(x; y; t)
  2q
I+1(t)
qI+
1
2 (t)
H(x; y; uI ; uIx; u
I
y) (6.7)
uI+1(x; y; t) = f(x; y) (6.8)
@uI+1(x; y; t)
@
= g(x; y) (6.9)
I = 0; 1; 2; :::,
as opposed to (2.14)-(2.16) using the forward Euler method. The approximate solution to
(6.7)-(6.9) is obtained in a similar manner as that for solving (2.14)-(2.16) by splitting the
solution u into a particular solution and a homogeneous solution. It is noted that using the
C-N method, the source function at the (I + 1)th time step now contains the Laplacian of
the approximate solution at the Ith time step.
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6.2 Laplacian of Approximate Solution for Each Time Step
In solving (6.7)-(6.9), the Laplacian of the approximate solution uI is required at each
time step. That is,
r2uI(x; y; t) = r2 uIp(x; y; t) + uIh(x; y; t) .
Thus, for the MFS
r2uI(x; y; t) = r2
24I(x; y; t) + KX
j=1
bjG
I(x; y; t; j ; j)
35 .
For the approximate particular solution, the second partial derivative with respect to x is
@2I(x; y; t)
@x2
=  

@2I1(x; y; t)
@x2
+
@2I2(x; y; t)
@x2

,
where
@2I1(x; y; t)
@x2
=
K1X
j=1
M1X
m=1
M1X
n=1
pjrn(M1; 1)rm(M1; 1)'n(j)'m(j)'
00
n(x)'m(y)
n + m +
qI(t)
t
,
and
@2I2(x; y; t)
@x2
=
K1+K2X
j=K1+1
M2X
m=1
M2X
n=1
pjrn(M2; 2)rm(M2; 2)'n(j)'m(j)'
00
n(x)'m(y)
n + m +
qI(t)
t
.
Similarly, the second partial derivative with respect to y of the approximate particular
solution is
@2I(x; y; t)
@y2
=  

@2I1(x; y; t)
@y2
+
@2I2(x; y; t)
@y2

,
where
@2I1(x; y; t)
@y2
=
K1X
j=1
M1X
m=1
M1X
n=1
pjrn(M1; 1)rm(M1; 1)'n(j)'m(j)'n(x)'
00
m(y)
n + m +
qI(t)
t
,
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and
@2I2(x; y; t)
@y2
=
K1+K2X
j=K1+1
M2X
m=1
M2X
n=1
pjrn(M2; 2)rm(M2; 2)'n(j)'m(j)'n(x)'
00
m(y)
n + m +
qI(t)
t
.
For ease of notation, we now dene the vector x = (x; y) and the vector  = (; ). For
the time-dependent homogeneous modied Helmholtz problem, the fundamental solution is
given as
GI(x; y; t; ; ) = K0

qI(t)
t
jx  j

, (6.10)
where K0 is the modied Bessel function of the second kind of order zero (4.30). From [42],
for a modied Bessel function Kv(z) of the second kind of order v,
@K0(z)
@z
=  K1(z), (6.11)
and
@Kv(z)
@z
=  Kv 1(z)  v
z
Kv(z). (6.12)
Thus, using (6.11)-(6.12) together with the chain rule and letting k = q
I(t)
t give the
partial derivatives of GI(x; y; t; ; ) with respect to x as
@GI(x; y; t; ; )
@x
=  k(x  )jx  j K1 (k jx  j) ,
and
@2GI(x; y; t; ; )
@x2
=  k(x  )jx  j

 K0 (k jx  j)  (x  )jx  j2K1 (k jx  j)

+K1 (k jx  j)

k(x  )2
jx  j3  
k
jx  j

.
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Similarly, the partial derivatives with respect to y of GI(x; y; t; ; ) are obtained as
@GI(x; y; t; ; )
@y
=  k(y   )jx  j K1 (k jx  j) ,
and
@2GI(x; y; t; ; )
@y2
=  k(y   )jx  j

 K0 (k jx  j)  (y   )jx  j2K1 (k jx  j)

+K1 (k jx  j)

k(y   )2
jx  j3  
k
jx  j

.
Results using the C-N method or forward Euler method to integrate (2.12) are to be given
in chapter 8.
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CHAPTER 7
AN APPLICATION IN NONLINEAR THERMAL EXPLOSION
7.1 Introduction to Thermal Explosion
The central mathematical problem in thermal explosion theory is to establish a parame-
ter range for which a steady state temperature distribution can be sustained in a self-heating
body due to internal exothermic reactions. This is to examine a physical system to establish
a separation between its explosive and nonexplosive nature [5], [6], [58], [62]. In this steady
state analysis, the heat generated by the body equals the heat loss by the body resulting in
a constant internal temperature. Thermal explosion, thermal runaway, or blow up occurs in
a body when heat generated by the body exceeds heat loss by the body to its surroundings.
The general idea of thermal explosion is illustrated in gure (7.1) [6]. A self-heating
body, for example the object in gure (7.1), at temperature B will generate heat at a rate
that increases nonlinearly with temperature. This nonlinear increase in heat generation is
illustrated as curve  in gure (7.1). Heat is lost from the body to the surroundings at
temperature S at a rate proportional to B   S . The parallel lines   in (7.1) represent
this heat loss. Given a low initial temperature S1, the temperature in the body may
increase until the total rate of heat generation is equalled by the total rate of heat loss to
the surroundings. This corresponds to the lower intersection of curve  and line   where
a steady state is reached. The upper intersection of curve  and line   is typically not
accessible and characterizes an unstable steady state. At a higher initial temperature S3,
the rate of heat generation is always greater than the rate of heat loss. Consequently, the
temperature of the body could increase to high enough values leading to thermal explosion.
The so-called critical condition for explosion is symbolized by the curve  and its tangency
to the line   with the initial temperature S2 of the surroundings.
Thus, a self-heating body will experience thermal explosion when the value of a para-
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meter , called the Frank-Kamenetskii parameter, exceeds a specic critical value c. This
critical value c, referred to as the critical Frank-Kamenetskii parameter, is the largest value
of  for which a stable steady state can exist. c is dependent upon the geometry of the
body and its boundary conditions. It determines whether a reaction in a body progresses
slowly or advances to explosion. This Frank-Kamenetskii parameter  is dened as follows
[5], [6], [58]
 =

2S
 
2

 e =S ,
where
 = pre-exponential factor in the Arrhenius equation,
 = activation energy,
= thermal conductivity,
= heat of reaction per unit mass,
 = dimension of the body,
 = universal gas constant,
S = temperature of surroundings, and
 = density of the body.
7.2 The Blow Up Problem and Steady State
Consider the parabolic initial boundary value problem:
@u
@t
= r2u+ f(u) for x 2 
, t > 0, (7.1)
u(x; 0) = u0(x) for x 2 
, (7.2)
u = 0 for x 2 @
, t > 0 (7.3)
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Figure 7.1: Thermal Explosion Illustration
where 
 is a bounded domain in Rn with smooth boundary @
, and f(u) is a positive,
convex, and increasing function. A thermal explosion results if the solution to (7.1)-(7.3)
becomes innite at any point in 
 in a nite time. We consider the 2D steady state case of
(7.1)-(7.3),
 r2u = f(u) in 
, (7.4)
u = 0 on @
. (7.5)
The solution to (7.4)-(7.5) exists when  < c, and no solution exists when  > c [2].
Numerical methods are typically used to approximate c since it is generally not possible
to calculate c analytically. In literature, various methods have been used to approximate
c. These include, but are not limited to, boundary element methods and nite element
methods [3], [10], [44]. The MFS together with Picard iteration, radial basis functions, and
thin plate spine interpolation were used in [10] to approximate c on various geometries.
It is noted that (7.4)-(7.5) is a nonlinear Poisson-type boundary value problem. Thus, in
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order to approximate c, we use the MFSTDS and MAFSTDS together with the incremental
Newton-Raphson procedure [3], [10]. The approximation of c obtained by these methods
is compared with the results in [3], [10], [44].
7.3 Determining a Critical Delta for Di¤erent Geometries
In the procedure used to numerically compute c, we choose a value 4r and start with
 = 0, and increase  by 4r each time. That is, we compute the approximate solution
u to (7.4)-(7.5) with  = i 4 r, for i = 1; :::. The solution for each  is obtained by the
recursive scheme outlined in (2.14)-(2.16) using MFSTDS or MAFSTDS with u0(x; y; t) = 0.
We continue this process until for some  = L the sequence fuI+1g1I=0 fails to converge by
the criterion (2.21),
kuI+1(x; y; t)  uI(x; y; t) k1 < ".
Let the previous , for which the sequence fuI+1g1I=0 converged, be denoted P . We then
restrict our attention to the interval [P ; L] on which a rening process is performed as
follows:
1. Let m = 12 (P + L), and compute the approximate solution u to (7.4)-(7.5) with
 = m. If the sequence fuI+1g1I=0 converges, then P = m. On the other hand, if
the sequence fuI+1g1I=0 does not converge, then L = m.
2. Repeat step 1 until L and P satisfy the criterion jL   P j < "2.
3. L is then chosen as c.
The value of " in the criterion (2.21) is set as " = 510 6. For the accuracy of c, "2 = 510 4.
The problem (7.4)-(7.5) is solved on three di¤erent domains: the unit circle, the square
with (0; 0) center and side length of 2, and an ellipse with center (0; 0) and major axis of
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length 4 and minor axis of length 2 to compare results with other methods where f(u) = eu.
To make good use of the Delta-shaped basis functions which vanish on the boundary of
[ 1; 1] [ 1; 1], the geometries are rescaled to lie inside [ 0:5; 0:5] [ 0:5; 0:5] which result
in (7.4)-(7.5) being rescaled as follows for the circle and square domains:
 r2u = 4f(u) in 
,
u = 0 on @
,
and as
 r2u = 16f(u) in 
,
u = 0 on @

for the ellipse geometry.
For MFSTDS and MAFSTDS , there are 100 type 1 and 225 type 2 basis centers randomly
chosen inside each domain. The number of inner collocation points is 650, twice the total
number of basis centers. The basis functions used for approximating the source functions
are type 1 - I10;4(x; y; ; ) and type 2 - I20;6(x; y; ; ) for the circle and square domains.
Type 1 - I10;4(x; y; ; ) and type 2 - I30;9(x; y; ; ) basis functions are used for the ellipse
domain. There are 16 boundary points chosen for the circle and ellipse domain. For the
square geometry, 32 boundary points are chosen. The ctitious boundary for the source
points of each geometry is a circle centered at (0; 0) with a radius of 8 using MFSTDS and a
radius of 0:9 using MAFSTDS . For the circle domain, the number of source points is equal
to the number of boundary points. For the square and ellipse geometries, the number of
source points is equal to half the number of boundary points.
In order to compare the MFSTDS and MAFSTDS with other numerical methods [3],
[10], [44], we adopt the following notation to denote those methods:
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Table 7.1: Critical Delta Values for Di¤erent Geometries with f(u) = eu
Circle Square Ellipse
MFSTDS 1:999512 1:699585 1:239697
MAFSTDS 1:999512 1:699585 1:239697
MFSRPS 2:001 1:703 1:235
BEM 2:031 1:770 1:252
FEM 2:001 1:703 1:234
EXACT 2:0 1:7  
MFSRPS - MFS with radial basis functions, Picard iteration, and thin plate spines,
BEM - boundary element methods,
FEM - nite element methods, and
EXACT - exact value of c
The results obtained in table (7.1) are comparable to the results given by other compu-
tational methods for approximating c. Thus, the MFSTDS and MAFSTDS are suitable
numerical methods for applications in nonlinear thermal explosion.
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CHAPTER 8
NUMERICAL EXAMPLES OF TIME INTEGRATION WITH MFS AND
MAFS FOR THE NONLINEAR POISSON-TYPE EQUATION BOUNDARY
VALUE PROBLEM
In order to measure the accuracy and validity of this proposed method for solving second
order nonlinear elliptic PDEs, several numerical examples with various discretizations are
given on the di¤erent domains shown in gures (8.1)-(8.6). These include a circular domain,
a square domain, and an elliptical domain. The Oval of Cassini, an ameba-like geometry,
and a star-shaped geometry are also included to demonstrate the domain exibility of the
proposed method. To measure the accuracy of the approximate solutions at each time step
in the numerical experiments, we use the mean square root error MSEu, the relative mean
square root error REu, and the maximum error MaxEu dened as follows:
MSEu =
vuut 1
Nt
NtX
k=1
[unum(xk; yk; t)  uexact(xk; yk)]2, (8.1)
REu =
q
1
Nt
PNt
k=1 [u
num(xk; yk; t)  uexact(xk; yk)]2q
1
Nt
PNt
k=1 [u
exact(xk; yk)]
2
, (8.2)
and
MaxEu = max
i
unumi (xk; yk; t)  uexacti (xk; yk) , (8.3)
where unum, the numerical solution at each time step, is compared with the exact analyt-
ical solution uexact. The numerical results obtained by MFSTDS and MAFSTDS are also
compared with other numerical methods for solving this class of PDEs.
The test points f(xk; yk)gNtk=1 are the points used for collocation inside the domain.
The mean square root error MSEh as dened in (3.14) is used to measure the accuracy of
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the source function approximation at each time level I.
Figure 8.1: (MFSTDS/MAFSTDS Geometry Conguration) Circle Domain 
, Domain
Boundary @
, and Source Point Fictious Boundary c@

Figure 8.2: (MFSTDS/MAFSTDS Geometry Conguration) Square Domain 
, Domain
Boundary @
, and Source Point Fictious Boundary c@
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Figure 8.3: (MFSTDS/MAFSTDS Geometry Conguration) Ameba Domain 
, Domain
Boundary @
, and Source Point Fictious Boundary c@

Figure 8.4: (MFSTDS/MAFSTDS Geometry Conguration) Oval of Cassini Domain 
,
Domain Boundary @
, and Source Point Fictious Boundary c@
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Figure 8.5: (MFSTDS/MAFSTDS Geometry Conguration) Star Domain 
, Domain
Boundary @
, and Source Point Fictious Boundary c@

Figure 8.6: (MFSTDS/MAFSTDS Geometry Conguration) Ellipse Domain 
, Domain
Boundary @
, and Source Point Fictious Boundary c@
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8.1 Example 1 on a Circle Domain with Dirichlet Boundary
Consider as a rst example the Poisson-type nonlinear BVP:
 r2u(x; y) =  3u2(x; y) (x; y)  
 (8.4)
u (x; y) =
4
(3 + x+ y)2
(x; y)  @
D = @
 (8.5)
where the computational domain is circular bounded by a circle centered at (0; 0) with radius
0:5 given as 
 =

(x; y) j x2 + y2  14
	
. The exact analytical solution is u (x; y) = 4
(3+x+y)2
.
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Figure 8.7: (Example 1) Circle Domain and Boundary with random Basis Centers
Figure (8.8) gives the plot of the exact analytical solution. Tables (8.1) and (8.2)
illustrate the accuracy of the approximation of the source function at time steps 1 through
10 for di¤erent t and specied time function parameters of  = 10 2 and  = 10 4,
respectively. Figures (8.9)-(8.14) describe the MSEu and REu results for the approximate
solution using MFSTDS with di¤erent time discretizations and  = 10 2,  = 10 3, and
 = 10 4, respectively for the time-like function parameters. Similarly, gures (8.15)-(8.20)
detail the error results using MAFSTDS also with time-like function parameters  = 10 2,
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 = 10 3, and  = 10 4, respectively. The best results are achieved when  = 10 4 and
t = 2 4 where the MSEu reaches 1:1877  10 8 with MFS and reaches 5:8680  10 6
when  = 10 4 and t = 2 4 with MAFSTDS .
The criterion (2.21) is set small enough for the method to reach 2000 time-steps for
MFSTDS and 500 time steps for MAFSTDS . It is observed that for larger t, the results
improve with both MFSTDS and MAFSTDS . However, it is observed that for too large and
too small t values, the method does not tend to a steady state. Appropriate values of 
and t can be chosen. Smaller  values give better results using MFSTDS and MAFSTDS ,
although further decreasing values of the time-like function parameter  does not produce
signicantly better results with either method.
In the numerical experiments, 100 type 1 basis centers and 225 of the type 2 basis
centers are randomly chosen inside the domain as depicted in gure (8.7). The number of
inner collocation points used is 650, twice the total number of basis centers. For MFSTDS ,
there are 101 points collocated on the boundary and 202 boundary points for MAFSTDS .
There are 101 source points chosen on a circle centered at the origin with a radius of 3 for
MFSTDS and a radius of 0:9 for MAFSTDS . The arbitrarily chosen initial solution for I = 0
is the constant function u0 = 1 for MFSTDS and MAFSTDS .
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Figure 8.8: (Example 1) Plot of Exact Solution
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Table 8.1: (Example 1) Circle Domain Source Function Approximation Error MSEh for
Time Function =10 2; Basis 1: M=10 and =4, Basis 2: M=20 and =6
Time Step t = 2 4 t = 2 5 t = 2 6 t = 2 7
1 1:7492  10 8 3:8446  10 8 8:3488  10 8 1:3892  10 7
2 1:8825  10 8 1:9477  10 7 1:3401  10 6 9:0335  10 6
3 1:6825  10 8 9:4311  10 8 8:6058  10 7 9:6962  10 6
4 1:1963  10 8 4:3588  10 8 2:2317  10 7 6:0559  10 6
5 1:2113  10 8 2:7657  10 8 7:8030  10 8 1:1118  10 6
6 1:2141  10 8 2:2167  10 8 4:9683  10 8 2:4087  10 7
7 1:2170  10 8 2:2380  10 8 4:9370  10 8 1:2729  10 7
8 1:2163  10 8 2:2398  10 8 4:9920  10 8 8:2130  10 8
9 1:2234  10 8 2:2395  10 8 5:0172  10 8 8:2404  10 8
10 1:2647  10 8 2:2476  10 8 5:0939  10 8 8:3648  10 8
Table 8.2: (Example 1) Circle Domain Source Function Approximation Error MSEh for
Time Function =10 4; Basis 1: M=10 and =4, Basis 2: M=20 and =6
Time Step t = 2 4 t = 2 5 t = 2 6 t = 2 7
1 1:4995  10 8 3:3472  10 8 9:5985  10 8 1:1553  10 7
2 1:9957  10 8 1:534210 7 1:6155  10 6 9:1549  10 6
3 1:4307  10 8 8:3011  10 8 1:0242  10 6 9:7626  10 6
4 1:0741  10 8 1:8393  10 8 1:0537  10 6 8:5845  10 6
5 9:6886  10 9 2:0585  10 8 7:5324  10 8 1:8453  10 6
6 3:7571  10 8 2:1856  10 8 5:1050  10 8 2:0656  10 7
7 9:7598  10 9 2:0829  10 8 5:1768  10 8 7:6475  10 7
8 9:7781  10 9 2:1173  10 8 5:2342  10 8 2:2699  10 7
9 9:7476  10 9 2:1062  10 8 5:2811  10 8 7:2970  10 8
10 9:7466  10 9 2:0913  10 8 5:3085  10 8 1:1275  10 7
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8.1.1 Example 1 MFSTDS Error Proles
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Figure 8.9: (Example 1) Circle Domain MFSTDS Mean Square Root Error MSEu; Basis 1:
M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 2 for di¤erent t
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Figure 8.10: (Example 1) Circle Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 2 for
di¤erent t
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Figure 8.11: (Example 1) Circle Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 3 for di¤erent
t
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Figure 8.12: (Example 1) Circle Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 3 for
di¤erent t
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Figure 8.13: (Example 1) Circle Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4 for di¤erent
t
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Figure 8.14: (Example 1) Circle Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4 for
di¤erent t
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8.1.2 Example 1 MAFSTDS Error Proles
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Figure 8.15: (Example 1) Circle Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time
Function  = 10 2 for di¤erent t
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Figure 8.16: (Example 1) Circle Domain MAFSTDS Relative Mean Square Root Error REu
with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9;
Time Function  = 10 2 for di¤erent t
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Figure 8.17: (Example 1) Circle Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time
Function  = 10 3 for di¤erent t
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Figure 8.18: (Example 1) Circle Domain MAFSTDS Relative Mean Square Root Error REu
with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9;
Time Function  = 10 3 for di¤erent t
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Figure 8.19: (Example 1) Circle Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time
Function  = 10 4 for di¤erent t
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Figure 8.20: (Example 1) Circle Domain MAFSTDS Relative Mean Square Root Error REu
with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9;
Time Function  = 10 4 for di¤erent t
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8.1.3 Example 1 Comparison MFSCHBY vs MFSTDS vs MAFSTDS
For (8.4)-(8.5) on the square domain 
 =

(x; y) j jxj  12 ^ jyj  12
	
, the MFSTDS
and MAFSTDS are compared with the results in [56] which uses Chebyshev polynomials to
approximate the source function and the MFS to solve the homogeneous problem, abbre-
viated as MFSCHBY . With  = 10 2 and  = 10 4, the solution is obtained after 2000
time steps for MFSTDS and 500 time steps for MAFSTDS using 100 type 1 basis functions,
125 type 2 basis functions, 32 boundary points, 28 source points, and 450 inner collocation
points. The ctitious boundary c@
 is still chosen as a circle centered at the origin with
a radius of 3 for MFSTDS and 0:9 for MAFSTDS . Numerical results are shown in gures
(8.22), (8.23), (8.25), (8.26) and table (8.3). For MFSCHBY with  = 10 2 and  = 10 4,
gures (8.21) and (8.24) are the error proles given in [56] where 8 Gauss-Lobatto nodes are
used in both the x and y directions for the Chebyshev interpolant along with 32 boundary
points, 32 source points, and 100 inner collocation points. The MFSTDS compares favor-
ably with the MFSCHBY . The MAFSTDS is less accurate than MFSCHBY and MFSTDS .
However, the MAFSTDS is applicable for general di¤erential operators and does not require
the fundamental solution of the di¤erential operator.
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Figure 8.21: (Example 1) Square Domain MFSCHBY Mean Square Root Error MSEu [56];
8 Gauss-Lobatto nodes for Chebychev interpolant; Time Function  = 10 2 for di¤erent
t
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Figure 8.22: (Example 1) Square Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 2 for di¤erent
t
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Figure 8.23: (Example 1) Square Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:0012 and M = 100; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time
Function  = 10 2 for di¤erent t
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Figure 8.24: (Example 1) Square Domain MFSCHBY Mean Square Root Error MSEu [56];
8 Gauss-Lobatto nodes for Chebychev interpolant; Time Function  = 10 4 for di¤erent
t
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Figure 8.25: (Example 1) Square Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4 for di¤erent
t
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Figure 8.26: (Example 1) Square Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:0012 and M = 100; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time
Function  = 10 4 for di¤erent t
70
Table 8.3: (Example 1) Comparison Prole MFSTDS vs MAFSTDS
 t MFSTDS MAFSTDS
10 2 2 4 1:4172  10 6 9:0309  10 6
10 2 2 5 2:7464  10 6 1:8353  10 5
10 2 2 6 5:2888  10 6 2:2898  10 5
10 2 2 7 1:0355  10 5 7:4857  10 5
10 2 2 8 1:9657  10 5 5:8629  10 5
10 4 2 4 3:0816  10 8 9:0207  10 6
10 4 2 5 2:9905  10 7 6:0653  10 6
10 4 2 6 3:9411  10 7 1:5209  10 6
10 4 2 7 4:6687  10 7 2:8515  10 6
10 4 2 8 6:2257  10 7 1:6995  10 5
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8.2 Example 2 on a Square Domain with Dirichlet Boundary
Next consider another Poisson-type nonlinear BVP:
 r2u(x; y) =  4u3(x; y) (x; y)  
 (8.6)
u (x; y) =
1
4 + x+ y
(x; y)  @
D = @
 (8.7)
where the computational domain is a square [ 0:5; 0:5] [ 0:5; 0:5] given as

 =

(x; y) j jxj  12 ^ jyj  12
	
. The exact analytical solution is u (x; y) = 14+x+y .
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Figure 8.27: (Example 2) Square Domain and Boundary with random Basis Centers
The numerical results are very similar to those obtained in the previous example.
Figures (8.28)-(8.33) display the error statuses for the approximate solution using MFSTDS
with di¤erent t, and gures (8.34)-(8.39) detail the error results for MAFSTDS with  =
10 2,  = 10 4, and  = 10 6 for the time-like function parameters for both the MFSTDS
and the MAFSTDS results. With MFSTDS , the MSEu reaches 1:1977  10 10 when  =
10 6 and t = 2 4. With MAFSTDS , the MSEu reaches 2:5275  10 9 when  = 10 6
and t = 2 4. As  gets smaller using MAFSTDS , di¤erent time discretizations produce
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negligible di¤erences in the error results with di¤erent t.
In the numerical experiments for this example, there also are 100 type 1 basis centers
and 225 of the type 2 basis centers randomly chosen inside the domain as shown in gure
(8.27). The number of inner collocation points is 650, twice the total number of basis
centers. For both MFSTDS and MAFSTDS , there are 156 points collocated on the square
boundary with 39 points on each side of the square. The number of source points is 78,
chosen on c@
 which is a circle centered at the origin with a radius of 3 for MFSTDS and
a radius of 0:9 for MAFSTDS . For this example, the arbitrarily chosen initial solution for
I = 0 is also the constant function u0 = 1. As in the previous example, 2000 time steps are
recorded for MFSTDS and 500 time steps for MAFSTDS .
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8.2.1 Example 2 MFSTDS Error Proles
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Figure 8.28: (Example 2) Square Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 2 for di¤erent
t
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Figure 8.29: (Example 2) Square Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 2 for
di¤erent t
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Figure 8.30: (Example 2) Square Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4 for di¤erent
t
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Figure 8.31: (Example 2) Square Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4 for
di¤erent t
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Figure 8.32: (Example 2) Square Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 6 for di¤erent
t
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Figure 8.33: (Example 2) Square Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 6 for
di¤erent t
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8.2.2 Example 2 MAFSTDS Error Proles
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Figure 8.34: (Example 2) Square Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time
Function  = 10 2 for di¤erent t
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Figure 8.35: (Example 2) Square Domain MAFSTDS Relative Mean Square Root Error
REu with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6;
Time Function  = 10 2 for di¤erent t
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Figure 8.36: (Example 2) Square Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time
Function  = 10 4 for di¤erent t
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Figure 8.37: (Example 2) Square Domain MAFSTDS Relative Mean Square Root Error
REu with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6;
Time Function  = 10 4 for di¤erent t
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Figure 8.38: (Example 2) Square Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time
Function  = 10 6 for di¤erent t
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Figure 8.39: (Example 2) Square Domain MAFSTDS Relative Mean Square Root Error
REu with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6;
Time Function  = 10 6 for di¤erent t
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8.2.3 Example 2 Comparison MFSCHBY vs MFSTDS vs MAFSTDS
To further show comparison of the MFSTDS and MAFSTDS with other numerical meth-
ods, (8.6)-(8.7) is compared with the results in [56]. With  = 10 2 and  = 10 4, the
solution is obtained after 2000 time steps for MFSTDS and 500 time steps for MAFSTDS
using 100 type 1 basis functions, 125 type 2 basis functions, 32 boundary points, 28 source
points, and 450 inner collocation points. The ctitious boundary c@
 remains a circle cen-
tered at the origin with a radius of 3 for MFSTDS and a radius of 0:9 for MAFSTDS .
Numerical results are shown in gures (8.41), (8.42), (8.44), (8.45), and table (8.4). For
MFSCHBY with  = 10 2 and  = 10 4, gures (8.40) and (8.43) are the error proles
given in [56] where 8 Gauss-Lobatto nodes are used in both the x and y directions for
the Chebyshev interpolant along with 32 boundary points, 32 source points, and 100 inner
collocation points. As is the case for Example 1, the MFSTDS compares favorably with the
MFSCHBY with the MAFSTDS a little less accurate.
Table 8.4: (Example 2) Comparison Prole MFSTDS vs MAFSTDS
 t MFSTDS MAFSTDS
10 2 2 4 8:5263  10 7 3:3299  10 6
10 2 2 5 1:6812  10 6 6:3759  10 6
10 2 2 6 3:2911  10 6 1:1916  10 5
10 2 2 7 6:3518  10 6 2:0859  10 5
10 2 2 8 1:1937  10 5 3:5365  10 5
10 4 2 4 1:1081  10 8 3:5174  10 7
10 4 2 5 2:2410  10 8 8:2783  10 7
10 4 2 6 4:8184  10 8 3:3034  10 6
10 4 2 7 1:0745  10 7 2:7429  10 6
10 4 2 8 2:3229  10 7 5:6701  10 6
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Figure 8.40: (Example 2) Square Domain MFSCHBY Mean Square Root Error MSEu [56];
8 Gauss-Lobatto nodes for Chebychev interpolant; Time Function  = 10 2 for di¤erent
t
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Figure 8.41: (Example 2) Square Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 2 for di¤erent
t
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Figure 8.42: (Example 2) Square Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:0012 and M = 100; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time
Function  = 10 2 for di¤erent t
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Figure 8.43: (Example 2) Square Domain MFSCHBY Mean Square Root Error MSEu [56];
8 Gauss-Lobatto nodes for Chebychev interpolant; Time Function  = 10 4 for di¤erent
t
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Figure 8.44: (Example 2) Square Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4 for di¤erent
t
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Figure 8.45: (Example 2) Square Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:0012 and M = 100; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time
Function  = 10 4 for di¤erent t
82
8.3 Example 3 on an Ameba Domain with Dirichlet Boundary
To demonstrate the exibility of the method, consider the nonlinear Poisson-type BVP
in [49] which includes the spatial variables x, y in the source function given as
 r2u(x; y) =  (u2 + 6x  x6   4x4y   4x2y2) (x; y)  
 (8.8)
u(x; y) = x3 + 2xy (x; y)  @
D = @
. (8.9)
The computational domain is 
 = f(x; y) j x =  cos(t), y =  sin tg bounded by the irreg-
ular Ameba shape, which is parametrized by
x(t) = (t) cos(t), y(t) = (t) sin t, (8.10)
with
(t) = exp(sin ) sin2(2) + exp(cos ) cos2(2), 0  t  2. (8.11)
The exact analytical solution is u(x; y) = x3 + 2xy. To ensure that the domain lies within
[ 0:5; 0:5] [ 0:5; 0:5] for the Delta-shaped basis functions, (8.8)-(8.9) is redened
on a new domain 

0
such that 

0  
 with 
0 = f(x0; y0) j x0 = 0 cos(t), y0 = 0 sin tg and
x0,y0 2 [ 0:5; 0:5] where the new parametrization of the Ameba boundary curve given as
x0(t) =   1
10
+ 0(t) cos(t), y0(t) =   1
10
+ 0(t) sin t, (8.12)
0(t) =
1
5

exp(sin ) sin2(2) + exp(cos ) cos2(2)

, 0  t  2. (8.13)
For the MAFSTDS , (8.8)-(8.9) is solved on 

0
. Alternatively, (8.8)-(8.9) is solved using
MFSTDS with x = 5x0   12 and y = 5y0   12 to compare with [49].
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Figure 8.46: (Example 3) Ameba Domain and Boundary with random Basis Centers
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Figure 8.47: (Example 3) Plot of Exact Solution
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With  = 10 2, 10 4, and 10 6 for the time-like function parameters for the MFSTDS
on this example, gures (8.48)-(8.53) display the error proles for the approximate solution
with di¤erent t. As the number of time steps increases, there are negligible di¤erences in
the error statuses with di¤erent t. It is observed that the errors are more sensitive to t
than are the previous examples. The MSEu reaches 9:6788  10 6, and the REu reaches
2:9357 10 6 after 2000 time steps with t = 2 4 and  = 10 2. For t = 2 4 and 10 6,
theMSEu reaches 2:904610 6, and the REu reaches 8:093510 7 after 2000 time steps.
There are 25 type 1 basis centers and 75 of the type 2 basis centers randomly chosen
inside the domain as displayed in gure (8.46). The number of inner collocation points
used is 200, twice the total number of basis centers. There are 200 points collocated on
the boundary. The ctitious boundary c@
 for 100 source points is dened according to
(8.12)-(8.13) with 0(t) multiplied by 1:65. The arbitrarily chosen initial solution for I = 0
is again the constant function u0 = 1.
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8.3.1 Example 3 MFSTDS Error Proles
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Figure 8.48: (Example 3) Ameba Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 2 for di¤erent
t
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Figure 8.49: (Example 3) Ameba Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 2 for
di¤erent t
86
0 500 1000 1500 2000
10 -6
10 -5
10 -4
10 -3
10 -2
10 -1
100
101
Number of Time Steps
M
ea
n 
S
qu
ar
e 
R
oo
t E
rro
r
Dt = 2 -4
Dt = 2 -5
Dt = 2 -6
Dt = 2 -7
Dt = 2 -8
Figure 8.50: (Example 3) Ameba Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4 for di¤erent
t
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Figure 8.51: (Example 3) Ameba Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4 for
di¤erent t
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Figure 8.52: (Example 3) Ameba Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 6 for di¤erent
t
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Figure 8.53: (Example 3) Ameba Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 6 for
di¤erent t
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8.3.2 Example 3 Comparison MFSDRM vs MFSTDS
To further show comparison of the MFSTDS with other numerical methods for solv-
ing nonlinear Poisson-type equations, results are shown from [49]. In [49], Reutskiy uses
the MFS together with the Dual Reciprocity Method (DRM), abbreviated as MFSDRM ,
to nd the approximate solutions in the form of linear combinations of particular solutions
corresponding to the radial basis functions used to represent the nonlinear term. In one
approach in [49], only the nonlinear term of the source function is expressed as a linear
combination of radial basis functions. Alternatively in another approach, the entire source
function is expressed as a linear combination of the radial basis functions. In the solution
procedure, a system of algebraic equations is solved. The MFS is used to solve the corre-
sponding homogeneous boundary value problem. For the MFSDRM on this example, the
better approximate solution is obtained using 400 boundary points, 200 source points, and
70 radial basis functions. The parameters for the MFSTDS is as previously described for
this example. The MFSTDS results shown in table (8.5) are achieved after 2000 time levels.
However, good accuracy can be achieved with fewer time steps. The better accuracy is
obtained using MFSTDS compared with MFSDRM .
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Table 8.5: (Example 3) Comparison Prole MFSDRM vs MFSTDS
 t MSEu MaxEu
MFSDRM   6:0  10 4 2:0  10 3
MFSTDS 10 2 2 4 8:6364  10 6 3:7838  10 5
10 2 2 5 5:1002  10 6 4:0308  10 5
10 2 2 6 9:2747  10 5 4:4350  10 4
10 2 2 7 4:4229  10 5 2:0205  10 4
10 2 2 8 1:9983  10 5 5:7810  10 5
10 4 2 4 9:6788  10 6 3:5561  10 5
10 4 2 5 3:9536  10 6 2:6460  10 5
10 4 2 6 1:3844  10 5 6:0873  10 5
10 4 2 7 9:1767  10 5 4:0691  10 4
10 4 2 8 1:5449  10 5 6:7933  10 5
10 6 2 4 2:9046  10 6 2:1187  10 5
10 6 2 5 4:9709  10 6 4:4091  10 5
10 6 2 6 1:4293  10 5 7:2944  10 5
10 6 2 7 4:3739  10 5 3:4835  10 4
10 6 2 8 4:0735  10 5 1:6563  10 4
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8.3.3 Example 3 MAFSTDS Error Proles
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Figure 8.54: (Example 3) Ameba Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:0015 and M = 100; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time
Function  = 10 2 for di¤erent t
0 100 200 300 400 500
10 -4
10 -3
10 -2
10 -1
100
101
102
103
Number of Time Steps
R
el
at
iv
e 
M
ea
n 
S
qu
ar
e 
R
oo
t E
rro
r
Dt = 2 -4
Dt = 2 -5
Dt = 2 -6
Dt = 2 -7
Dt = 2 -8
Figure 8.55: (Example 3) Ameba Domain MAFSTDS Relative Mean Square Root Error
REu with  = 0:0015 and M = 100; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and
 = 9; Time Function  = 10 2 for di¤erent t
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Figure 8.56: (Example 3) Ameba Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:0015 and M = 100; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time
Function  = 10 4 for di¤erent t
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Figure 8.57: (Example 3) Ameba Domain MAFSTDS Relative Mean Square Root Error
REu with  = 0:0015 and M = 100; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and
 = 9; Time Function  = 10 4 for di¤erent t
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8.4 Example 4 on a Cassini Oval Domain with Dirichlet Boundary
To further demonstrate the exibility of the proposed method, consider (8.6)-(8.7)
where the domain 
 = f(x; y) j x =  cos(t), y =  sin tg is now bounded by the oval of
Cassini which is parametrized by
x(t) = (t) cos(t), y(t) = (t) sin t, (8.14)
where
(t) = c2 cos(2t) +
q
b4   c4 sin2(2t), 0  t  2, (8.15)
with
c = 0:353 and b =
p
0:25  c2. (8.16)
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Figure 8.58: (Example 4) Oval of Cassini Domain and Boundary with random Basis Centers
With  = 10 3,  = 10 4, and  = 10 5 for the time-like function parameters for both
the MFSTDS and MAFSTDS on this example, gures (8.59)-(8.64) display the error results
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for the approximate solution using MFSTDS with di¤erent t. The gures (8.67)-(8.70)
detail the error statuses for MAFSTDS with di¤erent time discretizations. The error results
are similar to those obtained in the previous examples. As the value for t gets larger, the
better the results with MFSTDS , where theMSEu reaches a remarkable 2:166510 11 when
 = 10 5 and t = 2 3. For MAFSTDS , the MSEu reaches an acceptable 6:1687  10 6
when  = 10 5 and t = 2 3. With MAFSTDS , the approximate solution is less sensitive
to t. Although MAFSTDS produces acceptable results, they are not as good as those
obtained using MFSTDS . With MAFSTDS , there are negligible di¤erences in the error
statuses when  = 10 3,  = 10 4, or  = 10 5. It is also observed, however, when t is
smaller than 2 7 using the MAFSTDS , the method blows up as time increases and does not
tend to a steady state for  = 10 3,  = 10 4, or  = 10 5.
There are 100 type 1 basis centers and 225 of the type 2 basis centers randomly chosen
inside the domain as displayed in gure (8.58). The number of inner collocation points used
is 650, twice the total number of basis centers. For MFSTDS and MAFSTDS , there are 200
points collocated on the boundary with 100 points on the upper half of the oval and 100
points on the lower half. The ctitious boundary c@
 for the source points is parametrized
by (8.14)-(8.16) where (8.15) is multiplied by a factor of 5 for MFSTDS and by a factor
of 4 for MAFSTDS . There are 100 source points chosen on c@
 with 50 points chosen on
the upper and lower halves of the oval for both MFSTDS and MAFSTDS . The arbitrarily
chosen initial solution for I = 0 is again the constant function u0 = 1.
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8.4.1 Example 4 MFSTDS Error Proles
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Figure 8.59: (Example 4) Oval of Cassini Domain MFSTDS Mean Square Root ErrorMSEu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 3 for
di¤erent t
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Figure 8.60: (Example 4) Oval of Cassini Domain MFSTDS Relative Mean Square Root
Error REu; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function
 = 10 3 for di¤erent t
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Figure 8.61: (Example 4) Oval of Cassini Domain MFSTDS Mean Square Root ErrorMSEu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4 for
di¤erent t
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Figure 8.62: (Example 4) Oval of Cassini Domain MFSTDS Relative Mean Square Root
Error REu; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function
 = 10 4 for di¤erent t
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Figure 8.63: (Example 4) Oval of Cassini Domain MFSTDS Mean Square Root ErrorMSEu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 5 for
di¤erent t
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Figure 8.64: (Example 4) Oval of Cassini Domain MFSTDS Relative Mean Square Root
Error REu; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function
 = 10 5 for di¤erent t
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8.4.2 Example 4 MAFSTDS Error Proles
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Figure 8.65: (Example 4) Oval of Cassini Domain MAFSTDS Mean Square Root Error
MSEu with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and
 = 9; Time Function  = 10 3 for di¤erent t
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Figure 8.66: (Example 4) Oval of Cassini Domain MAFSTDS Relative Mean Square Root
Error REu with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and
 = 9; Time Function  = 10 3 for di¤erent t
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Figure 8.67: (Example 4) Oval of Cassini Domain MAFSTDS Mean Square Root Error
MSEu with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and
 = 9; Time Function  = 10 4 for di¤erent t
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Figure 8.68: (Example 4) Oval of Cassini Domain MAFSTDS Relative Mean Square Root
Error REu with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and
 = 9; Time Function  = 10 4 for di¤erent t
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Figure 8.69: (Example 4) Oval of Cassini Domain MAFSTDS Mean Square Root Error
MSEu with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and
 = 9; Time Function  = 10 5 for di¤erent t
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Figure 8.70: (Example 4) Oval of Cassini Domain MAFSTDS Relative Mean Square Root
Error REu with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and
 = 9; Time Function  = 10 5 for di¤erent t
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8.5 Example 5 on an Ellipse Domain with Dirichlet Boundary
Next, to further demonstrate the applicability of the methods, consider the nonlinear
Poisson-type BVP that also includes partial derivatives in the source function as well as the
space variables x and y:
 r2u(x; y) =  4u3 +

@u
@x
2
+

@u
@y
2
  2
(4 + x+ y)4
(x; y)  
 (8.17)
u(x; y) =
1
4 + x+ y
(x; y)  @
D = @
. (8.18)
The computational domain 
 is elliptical with a major axis of 1 and a minor axis of 0.5
dened parametrically as 
 = f(x; y) j x = 0:5 cos , y = 0:25 sin g. The exact analytical
solution is u(x; y) = 14+x+y .
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Figure 8.71: (Example 5) Ellipse Domain and Boundary with random Basis Centers
With  = 10 2,  = 10 4, and  = 10 6 for the time-like function parameters for
both the MFSTDS and MAFSTDS on this example, gures (8.72)-(8.77) display the error
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proles for the approximate solution using MFSTDS with di¤erent t. The gures (8.78)-
(8.81) detail the error statuses for MAFSTDS with di¤erent time discretizations. As the
number of time steps increases, the error proles improve with di¤erent t for MFSTDS .
Contrastly with MAFSTDS , the error statuses have small di¤erences with di¤erent t as the
number of time steps increases, similar to example 4 using MAFSTDS . With MFSTDS , the
MSEu reaches 1:118410 8, and the REu reaches 4:428510 8 after 2000 time steps with
 = 10 4 and t = 2 4. For  = 10 6 and t = 2 4, the MSEu reaches 8:3257  10 9,
and the REu reaches 3:3180  10 8 after 2000 time steps. With MAFSTDS , the MSEu
and the REu reach 3:1296 10 7 and 1:2386 10 6, respectively after 500 time steps, also
with t = 2 4 and  = 10 4. The MSEu reaches 2:9352  10 7, and the REu reaches
1:1611 10 6 after 500 time steps using MAFSTDS with  = 10 6 and t = 2 4.
There are 100 type 1 basis centers and 225 of the type 2 basis centers randomly chosen
inside the domain as displayed in gure (8.71). The number of inner collocation points used
is 650, twice the total number of basis centers. For MFSTDS and MAFSTDS , there are 50
points collocated on the boundary. The ctitious boundary c@
 for 25 source points is the
unit circle for MFSTDS . For MAFSTDS , 25 source points are chosen on a circle centered at
the origin with a radius of 0:9. The arbitrarily chosen initial solution for I = 0 is again the
constant function u0 = 1.
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8.5.1 Example 5 MFSTDS Error Proles
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Figure 8.72: (Example 5) Ellipse Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 2 for di¤erent
t
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Figure 8.73: (Example 5) Ellipse Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 2 for
di¤erent t
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Figure 8.74: (Example 5) Ellipse Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4 for di¤erent
t
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Figure 8.75: (Example 5) Ellipse Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4 for
di¤erent t
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Figure 8.76: (Example 5) Ellipse Domain MFSTDS Mean Square Root Error MSEu; Basis
1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 6 for di¤erent
t
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Figure 8.77: (Example 5) Ellipse Domain MFSTDS Relative Mean Square Root Error REu;
Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 6 for
di¤erent t
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8.5.2 Example 5 MAFSTDS Error Proles
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Figure 8.78: (Example 5) Ellipse Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time
Function  = 10 2 for di¤erent t
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Figure 8.79: (Example 5) Ellipse Domain MAFSTDS Relative Mean Square Root Error
REu with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6;
Time Function  = 10 2 for di¤erent t
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Figure 8.80: (Example 5) Ellipse Domain MAFSTDS Mean Square Root Error MSEu with
 = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time
Function  = 10 4 for di¤erent t
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Figure 8.81: (Example 5) Ellipse Domain MAFSTDS Relative Mean Square Root Error
REu with  = 0:005 and M = 50; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6;
Time Function  = 10 4 for di¤erent t
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8.6 Example 6 on a Star Domain with Mixed Boundary
Consider (8.6)-(8.7) redened with both Dirichlet and Neumann data given on portions
of the boundary as
 r2u(x; y) =  4u3(x; y) (x; y)  
 (8.19)
u (x; y) =
1
4 + x+ y
(x; y)  @
D (8.20)
@u (x; y)
@
=   x+ y
(4 + x+ y)2
(x; y)  @
N (8.21)
on an irregular star domain 
 = f(x; y) j x =  cos(t), y =  sin tg to demonstrate the ex-
ibility of the method to problems with mixed boundary conditions. The star domain is
parametrized by
x(t) = (t) cos(t), y(t) = (t) sin t, (8.22)
where
(t) = 0:25(1 + cos2(4t)); 0  t  2. (8.23)
The exact analytical solution is u (x; y) = 14+x+y .
Figures (8.83)-(8.88) display the error results for the approximate solution using MFSTDS
with di¤erent t, and gures (8.89)-(8.94) detail the error statuses for MAFSTDS using dif-
ferent time discretizations. The time-like function parameters for this example are  = 10 3,
 = 10 4, and  = 10 5 for both the MFSTDS and MAFSTDS . The smaller the time-like
function parameter , better results are achieved. Also, as the value for t gets larger, error
results are improved, where the MSEu reaches a remarkable 1:2557 10 9 with MFSTDS
and 4:6924 10 9 with MAFSTDS when  = 10 5 and t = 2 4. The MFSTDS produces
slightly better numerical results compared with MAFSTDS .
108
-0.5 0 0.5
-0.5
0
0.5
¶WD
¶WN
Basis 1 Centers
Basis 2 Centers
Figure 8.82: (Example 6) Star Domain and Mixed Boundary with random Basis Centers
There are 100 type 1 basis centers and 225 of the type 2 basis centers randomly chosen
inside the domain as displayed in gure (8.82). The number of inner collocation points used
is 650, twice the total number of basis centers. For MFSTDS and MAFSTDS , there are 200
points collocated on the boundary with 100 points on the upper half of the star and 100
points on the lower half. With MFSTDS , the ctitious boundary c@
 with 100 source points
is chosen as a circle centered at the origin with a radius of 3. Alternatively with MAFSTDS ,
the ctitious boundary c@
 with 100 source points is chosen as a circle centered at the origin
with a radius of 0:95. The arbitrarily chosen initial solution for I = 0 is again the constant
function u0 = 1.
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8.6.1 Example 6 MFSTDS Error Proles
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Figure 8.83: (Example 6) Mixed Boundary on Star Domain MFSTDS Mean Square Root
Error MSEu; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time Function
 = 10 3 for di¤erent t
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Figure 8.84: (Example 6) Mixed Boundary on Star Domain MFSTDS Relative Mean Square
Root Error REu; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time Function
 = 10 3 for di¤erent t
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Figure 8.85: (Example 6) Mixed Boundary on Star Domain MFSTDS Mean Square Root
Error MSEu; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time Function
 = 10 4 for di¤erent t
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Figure 8.86: (Example 6) Mixed Boundary on Star Domain MFSTDS Relative Mean Square
Root Error REu; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time Function
 = 10 4 for di¤erent t
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Figure 8.87: (Example 6) Mixed Boundary on Star Domain MFSTDS Mean Square Root
Error MSEu; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time Function
 = 10 5 for di¤erent t
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Figure 8.88: (Example 6) Mixed Boundary on Star Domain MFSTDS Relative Mean Square
Root Error REu; Basis 1: M = 10 and  = 4, Basis 2: M = 30 and  = 9; Time Function
 = 10 5 for di¤erent t
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8.6.2 Example 6 MAFSTDS Error Proles
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Figure 8.89: (Example 6) Mixed Boundary on Star Domain MAFSTDS Mean Square Root
Error MSEu with  = 0:0012 and M = 100; Basis 1: M = 10 and  = 4, Basis 2: M = 20
and  = 6; Time Function  = 10 3 for di¤erent t
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Figure 8.90: (Example 6) Mixed Boundary on Star Domain MAFSTDS Relative Mean
Square Root Error REu with  = 0:0012 and M = 100; Basis 1: M = 10 and  = 4, Basis
2: M = 20 and  = 6; Time Function  = 10 3 for di¤erent t
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Figure 8.91: (Example 6) Mixed Boundary on Star Domain MAFSTDS Mean Square Root
Error MSEu with  = 0:0012 and M = 100; Basis 1: M = 10 and  = 4, Basis 2: M = 20
and  = 6; Time Function  = 10 4 for di¤erent t
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Figure 8.92: (Example 6) Mixed Boundary on Star Domain MAFSTDS Relative Mean
Square Root Error REu with  = 0:0012 and M = 100; Basis 1: M = 10 and  = 4, Basis
2: M = 20 and  = 6; Time Function  = 10 4 for di¤erent t
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Figure 8.93: (Example 6) Mixed Boundary on Star Domain MAFSTDS Mean Square Root
Error MSEu with  = 0:0012 and M = 100; Basis 1: M = 10 and  = 4, Basis 2: M = 20
and  = 6; Time Function  = 10 5 for di¤erent t
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Figure 8.94: (Example 6) Mixed Boundary on Star Domain MAFSTDS Relative Mean
Square Root Error REu with  = 0:0012 and M = 100; Basis 1: M = 10 and  = 4, Basis
2: M = 20 and  = 6; Time Function  = 10 5 for di¤erent t
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8.7 Example 7 on a Square Domain with Mixed Boundary
Lastly, consider the highly nonlinear Poisson-type BVP that includes partial derivatives
in the source function and arises from the Dupuit-Forcheimer theory of groundwater ow
as
 r2u(x; y) = kru(x; y)k
2
u(x; y)
(x; y)  
 (8.24)
where the computational domain is a square [ 0:5; 0:5] [ 0:5; 0:5] given as

 =

(x; y) j jxj  12 ^ jyj  12
	
with the following mixed boundary conditions:
u

 1
2
; y

= 7
u

1
2
; y

=
p
19 (8.25)
@u
@y

x; 1
2

=
@u
@y

x;
1
2

= 0
The exact analytical solution is u(x; y) =
p
34  30x.
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Figure 8.95: (Example 7) Square Domain, Mixed Boundary, and random Basis Centers
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Figures (8.97)-(8.100) display the error results for the approximate solution using
MFSTDS with di¤erent t and  = 10 2 and 10 4. Good accuracy is achieved for this
example as well. As t gets smaller with  = 10 4, the approximate solution becomes
less sensitive to t. For  = 10 2 the MSEu reaches 8:3356 10 5, and the REu reaches
1:413110 5 after 2000 time steps witht = 2 5. Better results are achieved with  = 10 4
and t = 2 5 where the MSEu reaches 1:3917 10 6, and the REu reaches 2:3898 10 7
after 2000 time steps.
There are 100 type 1 basis centers and 125 of the type 2 basis centers randomly chosen
inside the domain as displayed in gure (8.95). The number of inner collocation points
used is 450, twice the total number of basis centers. There are 64 points collocated on the
boundary. The ctitious boundary c@
 for 56 source points is a circle centered at the origin
with a radius of 3. The arbitrarily chosen initial solution for I = 0 is again the constant
function u0 = 1.
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Figure 8.96: (Example 7) Plot of Exact Solution
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8.7.1 Example 7 MFSTDS Error Proles
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Figure 8.97: (Example 7) Mixed Boundary on Square Domain MFSTDS Mean Square Root
Error MSEu; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function
 = 10 2 for di¤erent t
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Figure 8.98: (Example 7) Mixed Boundary on Square Domain MFSTDS Relative Mean
Square Root Error REu; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time
Function  = 10 2 for di¤erent t
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Figure 8.99: (Example 7) Mixed Boundary on Square Domain MFSTDS Mean Square Root
Error MSEu; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function
 = 10 4 for di¤erent t
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Figure 8.100: (Example 7) Mixed Boundary on Square Domain MFSTDS Relative Mean
Square Root Error REu; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time
Function  = 10 4 for di¤erent t
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8.8 Example 8 Using Crank-Nicholson Method for Numerical Integration
To demonstrate the use of the C-N method to numerically integrate (2.12) as opposed
to the forward Euler method, consider the problem (8.4)-(8.6) on the same circle domain.
Figures (8.101)-(8.102) show the error proles using the (C-N) method to integrate (2.12).
The MSEu using MFSTDS reaches 1:9084 10 2, and the REu reaches 3:9853 10 2 after
2000 time steps using the (C-N) method. However, with the forward Euler method, the
MSEu reaches 1:1877 10 8, and the REu reaches 2:4553 10 8 with the same choice of
parameters. It is reasoned that this signicant di¤erence in the errors is due to the fact
the Laplacian operator is half implicitly and half explicitly dened in the solution process.
As such, the approximate solution at the (I + 1)th time step requires the Laplacian of the
approximate solution at the Ith time step.
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Figure 8.101: (Example 8 ) C-N Method Circle Domain MFSTDS Mean Square Root Error
MSEu; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function  = 10 4
for t = 2 4
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Figure 8.102: (Example 8) C-N Method Circle Domain MFSTDS Relative Mean Square
Root Error REu; Basis 1: M = 10 and  = 4, Basis 2: M = 20 and  = 6; Time Function
 = 10 4 for t = 2 4
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CHAPTER 9
CONCLUSION
A general second order nonlinear elliptic partial di¤erential equation boundary value
problem is solved using MFSTDS or MAFSTDS on both regular and irregular shaped do-
mains. A ctitious time is introduced, and forward Euler integration is performed to trans-
form the nonlinear PDE into a sequence of time-dependent linear nonhomogeneous modied
Helmholtz boundary value problems. Delta-shaped basis functions are used to approximate
the source functions at each time step since the Delta-shaped functions can handle scattered
data in various domains. Collocation is performed only inside the computational domain.
Two types of Delta-shaped basis functions are used in the source function approximation
for improved accuracy in the approximation with a reasonable number of centers and col-
location points. The MAPS of Delta-shaped basis functions is used to nd an approximate
particular solution at each time level, and the homogeneous boundary value problem at
each time level is solved using MFS or MAFS.
The validity and accuracy of the methods are supported with numerical examples per-
formed on various domains with Dirichlet boundary data, Neumann boundary data, and
mixed boundary data. Various shape and scaling parameters for the Delta-shaped basis
functions are used as well as di¤erent time function parameters. These numerical exper-
iments indicate that the MFSTDS and MAFSTDS are accurate and e¤ective for solving
second order nonlinear elliptic PDEs. The errors associated with the approximate solution
settle rapidly to a very good accuracy. As such, a reasonable number of time levels can
give desired accuracy of the approximate solution. The proposed methods compare favor-
able with other computational methods for solving this class of PDEs. It is noted that
the MFSTDS does give slightly better results than the MAFSTDS . While the MFSTDS is
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e¢ cient and provides accurate results, it is only applicable for di¤erential operators whose
fundamental solutions are known. The MAFSTDS circumvents the need for a fundamental
solution of the di¤erential operator and is applicable for more general di¤erential operators.
The MAFSTDS does require more function evaluations, which can reduce e¢ ciency in ob-
taining a numerical solution. To minimize computational costs when using the MAFSTDS ,
an e¢ cient strategy is developed for nding an approximate fundamental solution at each
time step of the iterations.
The Crank-Nicholson method is examined as an alternative for the numerical integra-
tion since it can approximate the time derivative with error O
 
(t)2

as opposed to the
forward Euler method with error O(t) for the time derivative approximation. Numerical
results indicate that the Crank-Nicholson method is not nearly as accurate as the forward
Euler method. This is likely due to the fact that the Laplacian operator is half implicitly and
half explicitly dened in the implementation process using the Crank-Nicholson method.
The MFSTDS and MAFSTDS are applied in nonlinear thermal explosion to determine
the critical Frank-Kamenetskii parameter, which separates an explosive regime from a non-
explosive model. Results obtained are comparable to other computational methods, such
as the nite element method and boundary element method, used for approximating this
critical parameter.
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INDEX
1D Delta-shaped basis function, 14
2D Delta-shaped basis function, 14
2D linear time-dependent problem, 8
approximate fundamental solution, 31
Bessel Equation, 29
critical delta, see Frank-Kamenetskii
parameter
Delta-shaped basis function, 12
Euler integration, 7
Frank-Kamenetskii parameter, 48
fundamental solution, 22
Hankel function, 30
maximum error, 53
mean square root error, 53
modied Bessel Equation, 30
modied Bessel function, 30
principle of superposition, 8
regularizing parameters Delta-shaped
basis, 13
regularizing parameters MAFS, 34
relative mean square root error, 53
source function error formula, 17
Sturm-Liouville ODE, 12
thermal explosion, 47
time function, 6
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