We present a global Ziv-Zakai-type lower bound on the mean square error for estimation of signal parameter vectors, where some components of the distortion function may be periodic. Periodic distortion functions arise naturally in the context of direction of arrival or phase estimation problems. The bound is applied to an image registration problem, and compared to the performance of the Maximum Likelihood (ML) estimator.
I. Introduction
While much work has been done to develop lower bounds on the performance of estimators for signal parameters, only recently has work focused on the case in which the signal depends on the estimated parameter in a periodic fashion [1] . The problem considered in this correspondence is as follows. Let r(t) be a received message, which is described by a conditional pdf p r|θ (r|θ), where θ is a vector of unknown, random parameters, some of which are supported on [−π, π]. Under some circumstances, it is appropriate to measure the estimation errors for these parameters in a periodic fashion. For example, consider the simplest version of the classical problem of phase estimation, in which the received message is r(t) = cos(ωt + θ) + n(t), where n(t) is an Additive White Gaussian Noise (AWGN) process. For problems such as this, it makes no sense to use the traditional Mean Squared Error (MSE) E |θ −θ| 2 (consider, for example,θ = π + ǫ, θ = −π, which appears as a large squared error, but in fact is an arbitrarily small error). Instead, the analogue for MSE for parameter estimation error for problems of this type is E |[θ −θ] 2π | 2 , where [·] 2π denotes modulo-2π. We conceptualize this as the mean distortion E D(θ −θ) , where the distortion function is periodic, i.e. D(x + 2πn) = D(x) for n ∈ Z. In this correspondence, we develop bounds of the Ziv-Zakai type on the mean distortion for such periodic distortion functions. Like all Ziv-Zakai type bounds, the resulting bounds are Bayesian bounds and have many desirable properties [2] [3] [4] . Although a Cramér-Rao bound can be computed for estimation of θ, it is well known that such bounds charac- terize estimator performance only for very high SNR situations. The Cramér-Rao bound, (which is a local bound) is not affected by the periodicity. At moderate to low SNR, non-linear effects begin to dominate the performance of estimators, and the Cramér-Rao bound is no longer useful. Problems can also arise when the conditional pdf is not sufficiently smooth to satisfy the regularity conditions, and a Cramér-Rao bound may not exist. Global bounds of the Ziv-Zakai type can address both of these issues, by providing useful performance bounds at a variety of SNR's, even when the conditional pdf is not sufficiently smooth to allow for the existence of a Cramér-Rao bound.
Ziv-Zakai-type bounds (ZZB) on bearing estimation have been recently developed in [5] . For the bearing estimation problem, the quantity to be estimated is an angle, and a periodic distortion function is best suited to characterizing estimation errors. The approach of [5] is somewhat different. There, the authors apply the bound they developed in [1] for estimation of vector parameters, to the problem of direction of arrival estimation by replacing the directional parameter θ by the vector parameter cos(θ) sin(θ)
.
Bounds can then be determined on quantities of the form
is not clear how one can use these bounds to directly quantify limits on the performance of estimates of θ directly, nor is it clear how one is to define a prior on the parameter θ itself (as opposed to its representation by these vector components). Furthermore, the Ziv-Zakai bound and its various extensions require monotonicity of the distortion function, and thus cannot be directly applied to periodic distortion functions. We regard the bounds proposed in this paper as an alternate, direct approach to dealing with periodic distortion functions. Our derivation is similar to that in [1, 3, 4] , with the primary differences arising from the additional considerations of the periodic distortion functions. Indeed, the final bound is very similar to the standard Ziv-Zakai bounds, although an additional, nontrivial condition on the distortion function must be satisfied for the bounds to hold.
II. Derivation of Bound
Assume a vector θ of N parameters, partitioned such that for i ∈ P, θ i ∈ [−π, π], and for i ∈ N , θ i ∈ R, where P and N form a partition of {1, 2, . . . , N }. The set of all possible parameter vectors is X. We will associate with X a modulo-X operation:
maps x ∈ R to [−π, π) 1 . We would like to bound the per-component distortion E {D i (ε i )}, where the error is defined by
We also make some basic assumptions on the distortion functions D i . For i ∈ N , we make the same assumptions as [1] , i.e. that D i is (i) an even function, non-decreasing on [0, ∞), with D i (0) = 0 and differentiable with derivativeḊ i , for all i ∈ {1, 2, . . . , N }, For i ∈ P, we make the following assumptions instead:
Condition (ii) is analogous to Condition (i), but incorporates the periodicity. Condition (iii) is a technicality that arises from the derivation of the bound, and essentially states that the derivative of the distortion function on the interval [π/2, π), is dominated by the reflection of the derivative on the interval [0, π/2) about π/2. For cost functions such as
2 and D i (ε) = 1 − cos(ε), both of the stated requirements are satisfied, with equality in Condition (iii) for the second example. Figure 1 illustrates (the derivatives of) both of these distortion functions in terms of Condition (iii). Before continuing, note that unlike the vector ZZB developed in [1] , we do not attempt to bound E D(|a T ε|) , because the choice of distortion function is now parameter dependent.
The form of the vector periodic Ziv-Zakai Bound (VPB) depends on which component i of E {D i (ε i )} is being bounded. We shall assume that i is fixed throughout. The derivation of the (VPB) begins by postulating a binary hypothesis testing problem:
where δ ∈ X, and δ i = h, i.e., only the ith component of δ is constrained, the remaining components are free. The a priori probabilities are chosen as
Pr(
is not the standard modulo-2π, because we want the result to be in the interval [−π, π), and not [0, 2π). where we assume that
The first step is to relate the performance of an estimatorθ(r) to this hypothesis testing problem. The periodic or aperiodic nature of the distortion function will affect the structure of this relationship. Accordingly, we consider the periodic and aperiodic cases individually, first treating the periodic case. Consider then, Figure 2 , in which decision regions corresponding to the following suboptimal decision rule are illustrated for the case of a periodic distortion function (i.e. i ∈ P):
Decide
Let P min (φ, [φ + δ] X ) be the minimum probability of error associated with (3) with prior probabilities as given in (4) . Then P min is a lower bound on the error of the decision rule (5)
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Under hypothesis H 1 , we get Figure 4 , from which we conclude
Using S 0 and S 1 , we can rewrite (6) in terms of [ε] 2π as
Multiplying both sides of (7) by p θ (φ) + p θ ([φ + δ] X ) and integrating with respect to φ over X yields
Let us define
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Combining (8) with (10)-(12) yields the following inequality
Because (13) is valid for any δ ∈ X for which δ i = h, we can maximize the left hand side of (13) over such δ to obtain the tightest bound max δ∈X,δi=h
Remark: Unlike the aperiodic case, covered next, the right hand side of (14) is generally not a monotonic function of h. Hence the "valley-filling" function V f (h) △ = max x≥h f (x) used to further tighten the bounds in [4, 5] cannot be applied. For the sake of simplicity, we have chosen to omit it in the aperiodic case as well.
To complete the bound for the periodic case, we use the following identity
the derivation of which is nearly identical to (43) of [1] . Multiplying both sides of (14) by
and integrating with respect to h from 0 to π yields
where we have used Condition (iii) in going from (16) to (17). The potential de-emphasis of high error terms (if the gap in Condition (iii) is large) suggests that the VPB may not be as tight as possible in low SNR situations for the periodic components of the error. For distortion functions that satisfy Condition (iii) with equality, such as D(x) = 1 − cos(x), the inequality in (17) becomes an equality, and the bound is tightened. The final form of the VPB for i ∈ P is given by
For the components of the error corresponding to aperiodic distortion functions, (j ∈ N ), we use a slightly different suboptimal decision rule. Figure 5 depicts the decision regions for the case of one parameter with an aperiodic error measure. We first estimateθ, and then apply the following decision rule:
Using P min again to bound the probability of error for this rule, (see [1] for more detail) Tightening (21) by maximizing over the appropriate δ, and applying
leads to the following bound for the aperiodic case
The complete bound can then be written as
where
For the special case of MSE and periodic MSE, i.e.
the bound reduces to
III. Scalar Case
As a special case, we consider |P| = 1, |N | = 0 which corresponds to a single scalar parameter, for which the distortion function is periodic. In this case, the bound can be written as
If we make the additional assumption that θ is uniformly distributed on [−π, π], then we arrive at the following form of the VPB
If the problem structure also implies that
then (29) further reduces to
IV. Application: Registration
Vectors of parameters for which various components require periodic and aperiodic distortion functions arise in a wide variety of problems, a prime example of which is rotational and translational registration. In the prototypical registration problem with additive noise n(t), the received signal r(t) is modeled as
where the function g(t, θ 1 , θ 2 ) describes some continuous measurement (e.g. radar return, optical image, shadow, X-ray, etc.) of a model object as a function of the object's orientation and position θ. Given r(t), the goal is to estimate θ. If one of the parameters, say θ 1 , describes the rotational orientation of the model, then a periodic distortion measure is appropriate when measuring errors in θ 1 .
On the other hand, if θ 2 describes translations of the object, then an aperiodic distortion measure is appropriate.
In this section, we treat just such an example of a registration problem, which has been chosen to be as simple as possible, and yet remain informative. Illustrated in Figure 6 is a simplified image registration problem, in which the object consists of a pair of disks, each of radius .4, and of densities 1 and .5 with their center on the unit circle π radians apart. The position of the disks is characterized by a rotational parameter θ 1 and position of the center θ 2 , which are uniformly distributed
. Given an image of the object in noise, the problem is to estimate θ = [θ 1 , θ 2 ]
T . The . This problem serves as an extremely simple example of an estimation problem for which a periodic error measure is apropriate for one parameter (i.e. θ 1 ), and an aperiodic error measure is apropriate for the other parameter (i.e.θ 2 ).
If we choose D i according to (26), the uniform priors imply that the bound can be written as
The function P e (φ, δ 1 , δ 2 ) is the minimum probability of error associated with the hypothesis testing problem:
where the two hypotheses are equally likely. The function Q must be evaluated numerically. For additive white Gaussian noise with a power spectral density of N 0 /2, the probability of error is given by (cf. [6] )
The bounds are compared to Monte Carlo simulations of the Maximum Likelihood Estimator (MLE) averaged over 100 simulations for each of a wide range of N 0 in Figures 7 and 8. The agreement with the VPB is good for both large and small N 0 , with the MLE very close to the bound in both regimes. The small gap between the bound and MLE performance for estimation of θ 1 for large N 0 is due to the inequality in Condition (iii) for the periodic MSE. In Figure 9 , the bounds and MLE performance have been recomputed using the distortion function D 1 (x) = 1 + cos(x). As noted in the derivation of the bound, this distortion function satisfies Condition (iii) with equality, and the bound is tightened. This is shown experimentally in Figure 9 as the bound appears somewhat tighter in the low SNR regime. In light of the fairly significant deviation of the MLE performance from the bounds for moderate SNR with either distortion function, we conjecture that the gap is not a failing of the bound, but rather a shortcoming of the MLE itself.
V. Conclusions
In this correspondence, we have derived a Ziv-Zakai-type bound for vectors of parameters in which some of the error components are measured using a periodic distortion func- was given as example application. Tightening of the bound, along with extensions to bounding cross variances should be a consideration in future development.
