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Abstract
Using the description in terms of the Hubbard operators hole and spin Green’s
functions of the two-dimensional t-J model are calculated in an approxima-
tion which retains the rotation symmetry of the spin susceptibility in the
paramagnetic state and has no predefined magnetic ordering. In this approx-
imation, Green’s functions are represented by continued fractions which are
interrupted with the help of the decoupling corrected by the constraint of
zero site magnetization in the paramagnetic state. Results obtained in this
approach for an undoped 32×32 lattice (the Heisenberg model) and for one
hole in a 4×4 lattice are in good agreement with Monte Carlo and exact
diagonalization data, respectively. In the limit of heavy doping the hole spec-
trum described by the obtained formulas acquires features of the spectrum of
weakly correlated excitations.
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I. INTRODUCTION
The two-dimensional t-J model is one of the most frequently used models for the de-
scription of CuO2 planes of perovskite high-Tc superconductors (for a review, see Ref. 1).
Together with the numerical methods – the exact diagonalization of small clusters,2,3 Monte
Carlo simulations4 and the density-matrix renormalization-group technique5 – a number of
analytical methods, such as the mean-field slave-boson6 and spin-wave approximations, was
used for the investigation of the model. The latter method which is based on the spin-
wave description of the magnetic excitations was shown to be remarkably accurate in the
case of small hole concentrations and zero temperature.7 This approach was extended to
the ranges of moderate hole concentrations and finite temperatures,8 in particular with the
use of the spin-wave approximation modified9 for short-range order.10 The positions, sym-
metry and size of the pseudogaps in the hole and magnon spectra, values of the magnetic
susceptibility and spin-lattice relaxation rates obtained in this approach are close to those
observed in photoemission, spin-lattice relaxation and neutron scattering experiments on
cuprate perovskites.10,11
The apparent shortcomings of the spin-wave approximation of the t-J model are the vi-
olation of the rotation symmetry of the spin susceptibility components in the paramagnetic
state, the predefined magnetic ordering in the Ne´el state which serves as the reference state
of the approximation, and the neglect of the kinematic interaction. In this paper we try
to overcome these shortcomings by using the description in terms of Hubbard operators.
Green’s functions constructed from these operators are calculated with the use of the con-
tinued fraction representations following from the Mori projection procedure.12 To interrupt
these otherwise infinite continued fractions we use decouplings of the higher-order Green’s
functions arising in later stages of this calculation procedure. Following the idea of Ref. 13,
a correction parameter is introduced in these decouplings to fulfill the constraint of zero
site magnetization in the paramagnetic state. In this state the obtained components of the
spin Green’s functions are rotationally invariant. The self-energy equations are similar in
their form to the equations derived in the modified spin-wave approximation.10 In the case
of heavy doping the pole in the hole Green’s function corresponds to a weakly correlated
nearest-neighbor band. To check the validity of the obtained equations in the opposite case
of light doping we have performed calculations for conditions which allow comparison with
exact diagonalization and Monte Carlo results. We found good agreement of our results with
the results of Refs. 2,14 for spin correlations in an undoped 32×32 lattice and for the hole
spectral function of a 4×4 lattice with one hole. To gain a notion of the spectral function
in larger lattices it was calculated in a 20×20 cluster.
II. DESCRIPTION OF THE MODEL
The Hamiltonian of the two-dimensional t-J model reads
H =
∑
nmσ
tnma
†
nσamσ +
1
2
∑
nm
Jnm
(
sz
n
sz
m
+ s+1
n
s−1
m
)
+ µ
∑
n
Xn, (1)
where anσ = |nσ〉〈n0| is the hole annihilation operator, n and m label sites of the square
lattice, σ = ±1 is the spin projection, |nσ〉 and |n0〉 are site states corresponding to the
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absence and presence of a hole on the site. If Hamiltonian (1) is obtained from the extended
Hubbard Hamiltonian,15 these states are linear combinations of the products of the respective
3dx2−y2 copper and 2pσ oxygen orbitals.
10 We take into account nearest neighbor interactions
only, tnm = t
∑
a δn,m+a and Jnm = J
∑
a δn,m+a where t and J are hopping and exchange
constants and the four vectors a connect nearest neighbor sites. The spin-1
2
operators can
be written in the Dirac notations as sz
n
= 1
2
∑
σ σ|nσ〉〈nσ| and s
σ
n
= |nσ〉〈n,−σ|. The
chemical potential µ is included into Hamiltonian (1) to control the hole concentration.
Xn = |n0〉〈n0|. The term −
J
8
∑
naXnXn+a is frequently included into Hamiltonian (1). For
problems considered below this term leads to an unessential renormalization of the chemical
potential and therefore it is omitted. The operators anσ, s
z
n
, sσ
n
, and Xn are the Hubbard
operators in the space of states of the t-J model.
The states |nσ〉 and |n0〉 satisfy the following completeness condition:∑
σ
|nσ〉〈nσ|+ |n0〉〈n0| = 1. (2)
Using this condition and the above expression for sz
n
the constraint of zero site magnetization,
which has to be fulfilled in the paramagnetic state, can be reduced to the form
〈sz
n
〉 =
1
2
(1− x)−
〈
s−1
n
s+1
n
〉
= 0, (3)
where angular brackets denote averaging over the grand canonical ensemble and the hole
concentration x = 〈Xn〉 in the homogeneous state. It should be noticed that in accord
with the Mermin-Wagner theorem16 the long-range antiferromagnetic ordering is destroyed
for any nonzero temperature in the two-dimensional system. Therefore the fulfillment of
constraint (3) has to be ensured for the considered states.
The above operators satisfy the following commutation (anticommutation) relations:[
s−1
n
, s+1
m
]
= −2sz
n
δnm, [s
σ
n
, sz
m
] = −σsσ
n
δnm,
[anσ, s
z
m
] = −
1
2
σanσδnm,
[
anσ, s
σ′
m
]
= −an,−σδnmδσ,−σ′ ,
(4){
anσ, a
†
m,σ′
}
=
(
1− s−σ
n
sσ
n
)
δnmδσσ′ + s
σ
n
δnmδσ,−σ′ , {anσ, amσ′} = 0,[
s−1
n
, Xm
]
= 0, [sz
n
, Xm] = 0, [anσ, Xm] = anσδnm.
Notice that the hole creation and annihilation operators do not satisfy the fermion anticom-
mutation relations. This is the consequence of the exclusion of doubly occupied site states
due to the strong on-site repulsion [see Eq. (2)].
III. CONTINUED FRACTION REPRESENTATION OF GREEN’S FUNCTIONS
To investigate the energy spectrum and magnetic properties we shall calculate the hole
and spin retarded Green’s functions
G(kt) =
〈〈
akσ
∣∣∣a†
kσ
〉〉
t
= −iθ(t)
〈{
akσ(t), a
†
kσ
}〉
, D(kt) =
〈〈
sz
k
∣∣∣sz−k〉〉t = −iθ(t) 〈[szk(t), sz−k]〉 ,
(5)
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where akσ = N
−1/2∑
n exp(−ikn)anσ, s
z
k
= N−1/2
∑
n exp(−ikn)s
z
n
, N is the number of sites
and akσ(t) = exp(iHt)akσ exp(−iHt). In the considered states G(kt) does not depend on σ.
To calculate the above Green’s functions we use their continued fraction representations
which can be obtained using the Mori projection operator technique.12 Let us consider the
inner product
∣∣∣A · B†∣∣∣ of the operators A and B which is defined in such a manner that the
following conditions are fulfilled: i)
∣∣∣(aA+ bB) · C†∣∣∣ = a ∣∣∣A · C†∣∣∣ + b ∣∣∣B · C†∣∣∣, a and b are
arbitrary numbers; ii)
∣∣∣[A,H ] · B†∣∣∣ = ∣∣∣A · [H,B†]∣∣∣; iii) ∣∣∣A ·B†∣∣∣ = ∣∣∣B ·A†∣∣∣∗. We notice that
the inner products defined as
〈{
A,B†
}〉
,
〈[
A,B†
]〉
, and
(
A,B†
)
= i
∫ ∞
0
dt e−ηt
〈[
A(t), B†
]〉
, η → +0 (6)
satisfy the above properties. Let us divide the result of the commutation of some operator
A0 with the Hamiltonian into longitudinal and transversal parts with respect to A0. The
transversal part A1 is determined as an operator the inner product of which with A0 is equal
to zero. Thus,
[A0, H ] = E0A0 + A1, (7)
where E0 is determined from the condition
∣∣∣A1 · A†0∣∣∣ = 0,
E0 =
∣∣∣[A0, H ] · A†0∣∣∣ ∣∣∣A0 · A†0∣∣∣−1 .
Given A0 and E0, the operator A1 may be found from Eq. (7). The commutator of A1 with
the Hamiltonian will contain already three terms,
[A1, H ] = E1A1 + A2 + F0A0.
The coefficients E1 and F0 and the new operator A2 are determined with the use of the two
orthogonality conditions
∣∣∣A2 ·A†i ∣∣∣ = 0, i = 0, 1,
E1 =
∣∣∣[A1, H ] ·A†1∣∣∣ ∣∣∣A1 · A†1∣∣∣−1 , F0 = ∣∣∣[A1, H ] · A†0∣∣∣ ∣∣∣A0 · A†0∣∣∣−1 = ∣∣∣A1 · A†1∣∣∣ ∣∣∣A0 · A†0∣∣∣−1 ,
where we have used the properties of the inner product. This procedure can be continued.
In each step of it the coefficients and a new operator are determined by the conditions of
the orthogonality of this operator to all operators obtained previously. Using the properties
of the inner product it can be shown that only the n-th, (n+1)-th and (n− 1)-th operators
appear in the commutator of the n-th operator with the Hamiltonian,17
[An, H ] = EnAn + An+1 + Fn−1An−1,
(8)
En =
∣∣∣[An, H ] · A†n∣∣∣ ∣∣∣An ·A†n∣∣∣−1 , Fn−1 = ∣∣∣An · A†n∣∣∣ ∣∣∣An−1 ·A†n−1∣∣∣−1 .
As can be seen, algorithm (8) is the modification of the Lanczos orthogonalization procedure
which is well known in computational mathematics (see, e.g., Ref. 18 and references therein)
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and physics.19 In Eq. (8), operators An play the role of mutually orthogonal wave functions
or vectors in the usual Lanczos procedure.
Following Mori12 we introduce the projection operator Pn which projects an arbitrary
operator Q on the operator An,
PnQ =
∣∣∣Q · A†n∣∣∣ ∣∣∣An ·A†n∣∣∣−1An,
and determine the time evolution of the operator An by the equation
i
d
dt
Ant =
n−1∏
k=0
(1− Pk)[Ant, H ], An,t=0 = An, (9)
Due to the projection operators in Eq. (9) this time dependence of the operator differs from
the conventional one except the dependence of A0. To underline this difference we use the
subscript notation for the time dependence in Eq. (9). Notice also that in accord with this
equation Ant remains orthogonal to operators Ai, i < n for t > 0. Let us divide Ant into
two parts,
Ant = Rn(t)An + A
′
nt, Rn(t) =
∣∣∣Ant · A†n∣∣∣∣∣∣An · A†n∣∣∣−1 .
From this definition it follows that A′nt = (1−Pn)Ant. Equations (8) and (9) determine the
time evolution of this operator,
i
d
dt
A′nt = Rn(t)An+1 +
n∏
k=0
(1− Pk)[A
′
nt, H ].
Solving this equation we find
Ant = Rn(t)An − i
∫ t
0
dτRn(τ)An+1,t−τ .
This result allows us to obtain the following equation for the functions Rn(t):
i
d
dt
Rn(t) = EnRn(t)− iFn
∫ t
0
dτRn(τ)Rn+1(t− τ).
After the Laplace transformation Rn(ω) = −i
∫∞
0 dt exp(iωt)Rn(t) this equation reads
Rn(ω) = [ω − En − FnRn+1(ω)]
−1 . (10)
If the inner product is defined as the average of the commutator (anticommutator)
of operators, the function R˜0(ω) = R0(ω)
∣∣∣A0 · A†0∣∣∣ coincides with the Fourier transform,〈〈
A0
∣∣∣A†0〉〉ω = ∫∞−∞ dt exp(iωt) 〈〈A0
∣∣∣A†0〉〉t, of the commutator (anticommutator) retarded
Green’s functions of the type of Eq. (5). If the inner product is defined by Eq. (6), the
function R˜0(ω) coincides with Kubo’s relaxation function((
A0
∣∣∣A†0))ω =
∫ ∞
−∞
dt eiωt
((
A0
∣∣∣A†0))t , ((A0
∣∣∣A†0))t = θ(t)
∫ ∞
t
dt′
〈[
A0(t
′), A†0
]〉
. (11)
From Eq. (10) for all these functions we obtain the following continued fraction repre-
sentation:
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R˜0(ω) =
∣∣∣A0 · A†0∣∣∣
ω −E0 −
F0
ω − E1 −
F1
. . .
. (12)
Thus the recursive procedure (8) in course of which the coefficients En and Fn of the con-
tinued fraction (12) are determined allows us to calculate Green’s or Kubo’s relaxation
functions.
IV. THE SPIN GREEN’S FUNCTION
The direct application of Eqs. (8) and (12) to the spin Green’s function D(kω), Eq. (5),
meets with difficulties because the inner product
〈[
sz
k
, sz−k
]〉
in the numerator of the contin-
ued fraction (12) is equal to zero. To overcome this difficulty we consider Kubo’s relaxation
function
((
sz
k
∣∣∣sz−k)) defined in Eq. (11). In this case the inner product (6) in the numerator
of the respective continued fraction is nonzero. After calculating the relaxation function the
spin Green’s function can be obtained from the relation
ω
((
sz
k
∣∣∣sz−k)) = 〈〈szk∣∣∣sz−k〉〉+ (szk, sz−k) , (13)
where we dropped the subscript ω in the relaxation and Green’s functions.
We postpone the calculation of the numerator
(
sz
k
, sz−k
)
of the continued fraction and
consider its other coefficients. From definition (6) we find that E0
(
sz
k
, sz−k
)
=
(
is˙z
k
, sz−k
)
=〈[
sz
k
, sz−k
]〉
= 0 and therefore A1 is the Fourier transform of the operator
is˙z
l
=
1
2
∑
mn
Jmn (δln − δlm) s
+1
n
s−1
m
+
1
2
∑
mnσ
tmnσ (δlm − δln) a
†
nσamσ = A
s
l
+Ah
l
. (14)
Here the dot over the operator indicates the time derivative. As can be seen, A1 contains
contributions from spin and hole components As and Ah. Using this result in calculat-
ing R1(ω) which is the Laplace transform of the function
(
A1t, A
†
1
)
we neglect the terms(
Ah1t,A
s†
)
and
(
As1t,A
h†
)
. This approximation is motivated by vanishing values of these
correlations obtained with the decoupling. Therefore(
A1t, A
†
1
)
≈
(
Ah(t),Ah†
)
+
(
As1t,A
s†
)
, (15)
where we have additionally neglected the difference between Ah1t and A
h(t) (again due to
zero values of the respective decoupling). In accord with our estimation the influence of
terms connected with holes in
(
sz
k
, sz−k
)
and
((
As
k
∣∣∣As†
k
))
on the spin Green’s function is
small in comparison with the quantity
((
Ah
k
∣∣∣Ah†
k
))
even for moderate hole concentrations.
Therefore in the forthcoming discussion we neglect these terms in
(
sz
k
, sz−k
)
and
((
As
k
∣∣∣As†
k
))
and consider the time evolution of operators in these quantities as determined solely by the
Heisenberg part of Hamiltonian (1). In this approximation the numerator of the continued
fraction representing
((
As
k
∣∣∣As†
k
))
reads
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(
As
k
,As†
k
)
=
(
is˙z
k
,−is˙z−k
)
=
〈[
is˙z
k
, sz−k
]〉
= 4JC1(γk − 1), (16)
where γk =
1
4
∑
a exp(ika), Cp =
1
N
∑
k γ
p
k
Ck and Ck =
∑
n exp[ik(n−m)]〈s
+1
n
s−1
m
〉. For
E1 we get E1
(
is˙z
k
,−is˙z−k
)
=
(
i2s¨z
k
,−is˙z−k
)
=
〈[
is˙z
k
,−is˙z−k
]〉
= 0. Thus, breaking off the
continued fraction on this step we obtain from Eqs. (12), (13), (15) and (16)
D(kω) =
ω
((
Ah
k
∣∣∣Ah†
k
))
+ 4JC1(γk − 1)
ω2 − 2ωΠ(kω)− ω2
k
, (17)
where the polarization operator and the excitation frequency are given by
Π(kω) =
1
2
((
Ah
k
∣∣∣Ah†
k
)) (
sz
k
, sz−k
)−1
, ω2
k
= 4JC1(γk − 1)
(
sz
k
, sz−k
)−1
. (18)
To calculate
(
sz
k
, sz−k
)
in the above formulas we notice that in the considered case A2 =
i2s¨z
k
−
(
is˙z
k
,−is˙z−k
) (
sz
k
, sz−k
)−1
sz
k
and
(
A2, A
†
2
)
=
〈[
i2s¨z
k
,−is˙z−k
]〉
−
16J2C21 (γk − 1)
2(
sz
k
, sz−k
) = 0. (19)
We set the above result equal to zero in conformity with the approximation made above in
the continued fraction where we dropped all terms containing A2 and operators of higher
orders. Equation (19) can be used for calculating
(
sz
k
, sz−k
)
if the value of
〈[
i2s¨z
k
,−is˙z−k
]〉
is
known. An analogous equation was obtained in Ref. 20 with another method.
We calculate
〈[
i2s¨z
k
,−is˙z−k
]〉
in Eq. (19) by decoupling terms in the second derivative of
sz,
is¨z
l
=
1
2
∑
mn
[
JlmJln
(
2sz
l
s+1
n
s−1
m
− sz
n
s+1
l
s−1
m
− s+1
n
sz
m
s−1
l
)
+
JlmJmn
(
sz
n
s+1
m
s−1
l
− sz
m
s+1
n
s−1
l
+ s+1
l
sz
n
s−1
m
− s+1
l
sz
m
s−1
n
)]
. (20)
In the decoupling we approximate sz
l
s+1
n
s−1
m
by the value
[
αCnm (1− δnm) +
1
2
δnm
]
sz
l
where
Cnm = 〈s
+1
n
s−1
m
〉. In the last expression we took into account that in accordance with
Eq. (3) Cnn =
1
2
for x = 0 [let us remind that we neglect the influence of holes on the value
of
(
sz
k
, sz−k
)
]. Following Ref. 13 the parameter α is introduced to fulfill the constraint of
zero site magnetization (3) in the paramagnetic state. Before carrying out the decoupling
it has to be taken into account that terms of Eq. (20) in which the site index of the sz
operator coincides with the site index of s+1 or s−1 operators cancel each other. To verify
this statement it is necessary to take into consideration that in these terms the operators sz
n
can be substituted by −1
2
, since for the spin-1
2
case sz
n
= −1
2
+ s+1
n
s−1
n
and s+1
n
s+1
n
= 0. To
retain this exact cancellation it has to be taken into account before the decoupling. As the
result we find
i2s¨z
l
= α
∑
mn
[
JlmJln
(
Cmns
z
l
− Clms
z
n
)
+ JlnJmn
(
Clns
z
m
− Clms
z
n
)]
+
∑
n
J2
ln
[
(1− α)Cnn
(
sz
l
− sz
n
)
+ αCln
(
sz
n
− sz
l
)]
,
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and after the Fourier transformation
i2s¨z
k
= ω2
k
sz
k
,
where
ω2
k
=
〈[
i2s¨z
k
,−is˙z−k
]〉
4JC1(γk − 1)
= 16J2α|C1| (1− γk) (∆ + 1 + γk) ,
(21)
∆ =
C2
|C1|
+
1− α
8α|C1|
−
3
4
.
Combining Eqs. (16), (18) and (21) we find
(sz
k
, sz−k)
−1 = 4Jα (∆ + 1 + γk) . (22)
In the absence of holes Eqs. (17) and (21) are close to the equations for the spin Green’s
function and the excitation frequency obtained for the two-dimensional Heisenberg antifer-
romagnet in Ref. 21,22 with the use of the equations of motion for Green’s functions and
Tserkovnikov’s formalism,20 respectively. In these works, somewhat more complicated de-
couplings were used. These decouplings contain several decoupling parameters of the type
of α which depend on the site indices in the decoupled average. These additional parameters
allow one to obtain somewhat better agreement with numeric simulations. However, to fix
the additional parameters exterior data from numerical simulations or the spin-wave theory
have to be engaged and the theory ceases to be closed.
As can be shown by the analogous calculation of the transversal spin Green’s function〈〈
s−1
k
∣∣∣s+1
k
〉〉
, in the paramagnetic state〈〈
s−1
k
∣∣∣s+1
k
〉〉
= 2
〈〈
sz
k
∣∣∣sz−k〉〉 . (23)
Thus, the rotation symmetry of the components of the magnetic susceptibility is retained in
this approach. This fact can be used for the calculation of parameters C1, C2 and α in the
above formulas. From Eq. (17) simplified for the absence of holes, Eq. (23) and the relation
〈sz
k
(t)sz−k〉 =
∫ ∞
−∞
dωe−iωteβωnB(ω)B(kω), (24)
we find
Ck = 4J |C1| (1− γk)ω
−1
k
coth
(
1
2
βωk
)
, (25)
where B(kE) = −pi−1ImD(kE) is the spin spectral function, nB(E) = [exp(βE)− 1]
−1 and
β = T−1 is the inverse temperature. Substituting this equation in the definitions of C1, C2
and in constraint (3) we obtain three equations for the three unknown parameters C1, C2
and α. This problem can be reduced to the optimization problem and solved by the steepest
descent method.
To check the validity of the approximations made above we used the obtained formulas for
calculating spin correlations in an undoped antiferromagnet. In Fig. 1 our results obtained
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in a 32×32 lattice for three temperatures are compared with data of Monte Carlo simulations
performed for the same lattice in Ref. 14. As can be seen, the agreement is good. However,
it should be noted that at elevated temperatures in our approximation the spin correlations
are systematically overestimated in comparison with the Monte Carlo results.
As follows from Eq. (21), for low temperatures and large crystals the spectrum of ele-
mentary spin excitations is close to the spectrum of spin waves.23 For an infinite crystal and
T = 0 we found α = 1.70494 and C2 = −C1 = 0.206734. In this case in Eq. (21) the param-
eter ∆ = 0 and the excitation frequency vanishes in the two points of the Brillouin zone,
k = (0, 0) and (pi, pi) (here and below the intersite distance is taken as the unit of length).
For any nonzero temperature ∆ becomes finite which generates a gap at the (pi, pi) point.
It can be shown9,21 that the gap leads to the exponential decay of spin correlations with
distance and the respective correlation length is defined by the magnitude of the gap. Thus,
in agreement with the Mermin-Wagner theorem16 for a nonzero temperature the long-range
antiferromagnetic order is destroyed in the considered two-dimensional system.
Now let us calculate the polarization operator Π(kω), Eq. (18). Using the decoupling
which is equivalent to the Born approximation8 and the relations
〈akσ(t)a
†
kσ〉 =
∫ ∞
−∞
dωe−iωteβωnF (ω)A(kω), 〈a
†
kσakσ(t)〉 =
∫ ∞
−∞
dωe−iωtnF (ω)A(kω), (26)
we find
ImΠ(kω) =
pi
ω
∑
k′
f 2
k′k
∫ ∞
−∞
dω′ [nF (ω
′)− nF (ω
′ − ω)]A(k′ − k, ω′ − ω)A(k′ω′),
(27)
ReΠ(kω) = P
∫ ∞
−∞
dω′
pi
ImΠ(kω′)
ω′ − ω
,
where A(kω) = −pi−1ImG(kω) is the hole spectral function, nF (ω) = [exp(βω) + 1]
−1,
fk′k = 2tN
−1/2(γk′ − γk′−k)(s
z
k
, sz−k)
−1/2 and P indicates Cauchy’s principal value of the
integral. We notice that Eq. (27) is close in its form to the polarization operator obtained for
the t-J model in the spin-wave approximation.8,10 We cannot directly compare the interaction
constants, because the definition of the spin Green’s function in this paper differs from the
magnon Green’s functions in Refs. 8,10. However, we notice that the spin-wave interaction
constant and the respective quantity f 2
k′k
ω−1
k
in Eq. (27) are of the same order of magnitude
and tend to zero linearly with |k| when |k| → 0. The spin-wave constant behaves analogously
near the (pi, pi) point, while the quantity f 2
k′k
ω−1
k
does so only in the case of an infinite crystal
and zero temperature.
V. THE HOLE GREEN’S FUNCTION
Now let us consider the hole Green’s function. To use the continued fraction repre-
sentation (12) for the anticommutator Green’s function G(kt), Eq. (5), the average of the
anticommutator of operators has to be taken as the definition of the inner product in the
recursive procedure (8). From the commutation relations (4) we find for the numerator of
the continued fraction
〈{
akσ, a
†
kσ
}〉
= 1
2
(1 + x) = φ and for the time derivative
9
ia˙lσ =
∑
m
tlm
[(
1− s−σ
l
sσ
l
)
sσ
m
+ sσ
l
]
am,−σ −
1
2
∑
m
Jlm (σs
z
m
sσ
l
+ sσ
m
) al,−σ + µalσ. (28)
With these results we get
E0 =
〈{
ia˙kσ, a
†
kσ
}〉 〈{
akσ, a
†
kσ
}〉−1
= εk + µ
′,
(29)
εk = (4tφ+ 6tC1φ
−1 − 3JF1φ
−1)γk, µ
′ = µ+ (4tF1 − 3JC1)φ
−1,
where F1 = N
−1∑
k γkFk and Fk =
∑
n exp[ik(n−m)]
〈
a†
n
am
〉
.
The estimation of t and J based on the parameters of the extended Hubbard model24
gives J/t lying in the range 0.2 − 0.3. For low hole concentrations we can approximate the
parameter C1 by its value in an undoped lattice. For T = 0.02t in a 4×4 lattice C1 = 0.2119,
while in a 20×20 lattice C1 = 0.2068. With these parameters the unrenormalized hole
dispersion can be estimated as εk ≈ −0.27tγk in the former case and −0.47tγk in the latter
case. Thus the first approximation of the recursive procedure describes a band which is much
narrower than the two-dimensional nearest-neighbor band in the absence of correlations 4tγk.
The reason for this is the antiferromagnetic alignment of spins when the hole movement is
accompanied by the spin flipping. With increasing the hole concentration C1 → 0 and the
unrenormalized dispersion tends to its uncorrelated value.
The hole Green’s function reads
G(kω) =
φ
ω − εk − µ′ − Σ(kω)
,
(30)
Σ(kω) = φ−1
〈〈
A1
∣∣∣A†1〉〉 , A1 = ia˙kσ − (εk + µ′) akσ,
where the difference between A1t and A1(t) was neglected. Due to the mentioned small-
ness of εk for low hole concentrations and of J in comparison with t, only the term
N−1/2
∑
lm exp(−ikl) tlm
[(
1− s−σ
l
sσ
l
)
sσ
m
+ sσ
l
]
am,−σ may be retained in A1 in the calcula-
tion of
〈〈
A1
∣∣∣A†1〉〉. The terms in A1 which are linear in spin operators produce the following
contribution to the self-energy:
32t2
Nφ
∑
k′
∫∫ ∞
−∞
dω1dω2
nF (−ω1) + nB(ω2)
ω − ω1 − ω2 + iη
(γk + γk−k′)
2A(k− k′, ω1)B(k
′, ω2).
Up to the prefactor this expression coincides with the respective term in the hole self-energy
calculated in the spin-wave approximation.10
The term with three spin operators in A1 produces terms in the self-energy which contain
two- and three-spin Green’s functions. To calculate these functions one would have to solve
the respective self-energy equations which could be derived in the same way as the equations
in the previous section. However, such program would essentially complicate the calculation
procedure. One of the possible ways to overcome this difficulty is to use the decoupling in
the same manner as we applied it in the previous section, this time in the term with three
spin operators in A1. However, the comparison with the exact diagonalization data shows
that this approximation does not give satisfactory results. Another way of simplification is
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suggested by the above observation that the terms with the one-spin Green’s function in
self-energy (30) are similar to the terms obtained in the spin-wave approximation. This gives
grounds to suppose that the correcting terms containing two- and three-spin Green’s func-
tions can be approximated by the respective terms of the spin-wave approximation modified
for short-range antiferromagnetic order. Using the results of Refs. 10,25 and Eqs. (24), (26)
we find
ImΣ(kω) =
16pit2
Nφ
∑
k′
∫ ∞
−∞
dω′ [nB(−ω
′) + nF (ω − ω
′)]
√
1 + γk′
∆+ 1− γk′
×
[
(γk−k′ + γk)
4
√
1− γk′
∆+ 1 + γk′
+ sgn(ω′) (γk−k′ − γk)
4
√
1 + γk′
∆+ 1− γk′
]2
(31)
× A(k− k′, ω − ω′)B(k′ω′),
ReΣ(kω) = P
∫ ∞
−∞
dω′
pi
ImΣ(kω′)
ω′ − ω
.
For low hole concentrations the spin spectral function in the above equation can be
substituted by its value in the absence of holes,
B(kω) =
1
2
√
|C1|
α
√
1− γk
∆+ 1 + γk
[δ (ω − ωk)− δ (ω + ωk)] . (32)
With this substitution and for low temperatures Eq. (31) acquires the form
ImΣ(kω) = −
8pit2
Nφ
√
|C1|
α
∑
k′
{[
(γk−k′ + γk)
4
√
1− γk′
∆+ 1 + γk′
+ (γk−k′ − γk)
4
√
1 + γk′
∆+ 1− γk′
]2
× [1 + nB(ωk′)]A(k− k
′, ω − ωk′)
+
[
(γk−k′ + γk)
4
√
1− γk′
∆+ 1 + γk′
− (γk−k′ − γk)
4
√
1 + γk′
∆+ 1− γk′
]2
× nB(ωk′)A(k− k
′, ω + ωk′)
}
. (33)
Excluding the numeric prefactor and some other small details this formula is similar to the
respective formula of the spin-wave approximation.10
To check the validity of the approximations made we compare the hole spectral function
calculated using Eqs. (30) and (33) for the case of one hole in a 4×4 lattice with the available
exact-diagonalization data obtained in this system.2 The left panels in Fig. 2 demonstrate
the results of the exact diagonalization, the right panels present our calculations. Both
series of calculations were performed for the same set of parameters: J/t = 0.2, t < 0, T = 0
and η = 0.1t (iη was added to the frequency ω in the denominator of Green’s function
to visualize δ-functions; in our calculations parameters C1 and α were estimated for low
but finite temperature T = 0.02t). As can be seen from the figure, the spectral functions
obtained in our calculations are in good agreement with the functions found in the exact
diagonalization. This agreement is somewhat better than that achieved in the spin-wave
approximation,7 because in contrast to this approximation our approach takes into account
11
the difference between the spectral functions for wave vectors separated by (pi, pi) [cf. the
spectra for k = (0, 0) and (pi, pi)]. As can be seen, in our approximation the binding energy of
the quasiparticle peak is underestimated in comparison with the exact-diagonalization result.
This may be connected with the fact that the considered hole concentration x = 1/16 is not
low enough and can lead to some deviations from the used spin spectral function (32).
An example of the one-hole zero-temperature spectra in a larger lattice is given in Fig. 3.
We notice that the shapes of the spectra cease to change perceptibly with increasing lattice
size starting from a 16×16 lattice. Excluding the mentioned difference in spectra with wave
vectors spaced by (pi, pi) they are close to those obtained in the spin-wave approximation.7
With the use of the Hubbard operators equations similar to Eq. (31) were obtained
also in Ref. 26 for the two-dimensional t-J model and in Ref. 27 for a somewhat different
model of the CuO2 plane. The interaction constant derived in the former work differs
from the constant in Eq. (31). The constant of Ref. 26 is not applicable for low hole
concentration: the spectral functions calculated with it differ essentially from those obtained
by the exact diagonalization2 and in the spin-wave approximation.7,8 However, this constant
can be applicable in the region of heavy doping.
VI. CONCLUDING REMARKS
Equation (31) was obtained under the supposition of a small hole concentration. We
have verified that in this limit Eq. (31) in combination with Eq. (30) describes the hole
spectral function in good agreement with the exact diagonalization data. On the other
hand, with increasing hole concentration spin correlations are weakened, the self-energy
becomes small and elementary excitations described by the two equations tend to the weakly
correlated nearest-neighbor band with the dispersion εk, Eq. (29), where C1 → 0. Thus, the
obtained equations give the correct behavior of the hole spectrum in the two limiting cases.
Besides, it was demonstrated that Eqs. (17) and (21) with the parameters determined self-
consistently give a quantitatively correct description of the spin subsystem in the undoped
case. Equations of the spin-wave approximation, which are similar to Eqs. (17), (21) and
(27), describe the rapid weakening of spin correlations with hole doping,10 as it is necessary
for the above-discussed transformation of the hole spectrum from light to heavy doping.
This gives ground to suppose that the obtained equations can provide a qualitatively correct
interpolation between these two limiting cases.
ACKNOWLEDGMENTS
This work was partially supported by the ESF grant No. 4022 and by the WTZ grant
(Project EST-003-98) of the BMBF. A.S. thanks International University Bremen for hos-
pitality.
12
REFERENCES
1Yu. A. Izyumov, Phys.-Usp. (Russia) 40, 445 (1997); E. Dagotto, Rev. Mod. Phys. 66
763 (1994).
2 E. Dagotto, R. Joynt, A. Moreo, S. Bacci, and E. Gagliano, Phys. Rev. B 41, 9049 (1990).
3 J. Boncˇa, P. Prelovsˇek, and I. Sega, Phys. Rev. B 39, 7074 (1989); Y. Hasegawa and
D. Poilblanc, Phys. Rev. B 40, 9035 (1989); H. Fehske, V. Waas, H. Ro¨der, and H. Bu¨ttner,
Phys. Rev. B 44, 8473 (1991).
4 S.-C. Zhang, J. Carlson, and J. E. Gubernatis, Phys. Rev. B 55, 7464 (1997); M. Calandra
and S. Sorella, Phys. Rev. B 61, R11894 (2000).
5 S. Rommer, S. R. White, and D. J. Scalapino, cond-mat/9912352.
6C. L. Kane, P. A. Lee, T. K. Ng, B. Chakraborty, and N. Read, Phys. Rev. B 41, 2653
(1990); J. P. Rodriguez and B. Doucot, Europhys. Lett. 11, 451 (1990); X.-G. Wen and
P. A. Lee, Phys. Rev. Lett. 76, 503 (1996).
7 F. Marsiglio, A. E. Ruckenstein, S. Schmitt-Rink, and C. M. Varma, Phys. Rev. B 43,
10882 (1991); G. Martinez and P. Horsch, Int. J. Mod. Phys. B 5, 207 (1991).
8N. M. Plakida, V. S. Oudovenko, and V. Yu. Yushankhai, Phys. Rev. B 50, 6431 (1994);
A. Sherman and M. Schreiber, Phys. Rev. B 50, 12887 (1994).
9M. Takahashi, Phys. Rev. B 40, 2494 (1989); J. E. Hirsch and S. Tang, Phys. Rev. B 40,
4769 (1989).
10A. Sherman and M. Schreiber, in: “Studies of High Temperature Superconductors”,
vol. 27, p. 163 (Nova Science Publishers, New York, 1999), ed. A. V. Narlikar; Physica C
303, 257 (1998); cond-mat/9808087.
11A. Sherman and M. Schreiber, Phys. Rev. B 55, R712 (1997).
12H. Mori, Progr. Theor. Phys. 34, 399 (1965).
13 J. Kondo and K. Yamaji, Progr. Theor. Phys. 47, 807 (1972).
14M. S. Makivic´ and H.-Q. Ding, Phys. Rev. B 43, 3562 (1991).
15V. J. Emery, Phys. Rev. Lett. 58, 2794 (1987).
16N. D. Mermin and H. Wagner, Phys. Rev. Lett. 17, 1133 (1966).
17A. V. Sherman, J. Phys. A 20, 569 (1987); Phys. Status Solidi (b) 145, 319 (1988).
18 J. Cullum and R. A. Willoughby, Lanczos Algorithms for Large Symmetric Eigenvalue
Computations, vol. 1. Theory. (Birkha¨user, Boston 1985).
19U. Elsner, V. Mehrmann, F. Milde, R. A. Ro¨mer, and M. Schreiber, SIAM J. Sci. Comp.
20, 2089 (1999); M. Schreiber, F. Milde, R. A. Ro¨mer, U. Elsner, and V. Mehrmann,
Comp. Phys. Comm. 121-122, 517 (1999).
20Yu. A. Tserkovnikov, Teor. Mat. Fiz. 52, 147 (1982).
21H. Shimahara and S. Takada, J. Phys. Soc. Japan 60, 2394 (1991).
22 S. Winterfeldt and D. Ihle, Phys. Rev. B 56, 5535 (1997).
23 E. Manousakis, Rev. Mod. Phys. 63, 1 (1991).
24A. K. McMahan, J. F. Annett, and R. M. Martin, Phys. Rev. B 42, 6268 (1990).
25A. Sherman and M. Schreiber, Phys. Rev. B 60, 10180 (1999); 63, 214421 (2001).
26N. M. Plakida and V. S. Oudovenko, Phys. Rev. B 59, 11949 (1999).
27A. F. Barabanov, R. O. Kuzian, L. A. Maksimov, and E. Zˇa¸sinas, Zh. Eksp. Teor. Fiz.
113, 1758 (1998).
13
FIGURES
FIG. 1. The spin correlations C(l) = 4|〈sz
l
sz0〉|, l = (l, 0) calculated for T/J = 0.5, 0.75 and
1 in this work (open circles) and by the Monte Carlo method in Ref. 14 (filled circles). In both
calculations a 32×32 lattice without holes was used.
FIG. 2. The hole spectral function A(kω) for the case of one hole in a 4×4 lattice and param-
eters J = 0.2t, η = 0.1t, and T = 0. Left panels: exact-diagonalization data from Ref. 2, right
panels: our calculations. The respective wave vectors are indicated in the upper right corners of
the panels.
FIG. 3. The hole spectral function A(kω) for the case of one hole in a 20×20 lattice and
parameters J = 0.2t, η = 0.01t, and T = 0. Wave vectors indicated near the curves are selected
along the symmetry lines (0, 0) − (0, pi) in (a) and (0, 0) − (pi, pi) in (b).
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