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1. Introduction
Let (X, d) be ametric space. LetC(X) andCB(X) be the set of all nonempty closed, all nonempty closed bounded subsets
of X , respectively. Let d(x, A) denote the distance from x to A ⊆ X . Let H denote the Hausdorff metric induced by d, that is,
H(A, B) := max{sup
u∈A
d(u, B), sup
v∈B
d(v, A)}.
Following the Banach contraction principle, Nadler [1] andMarkin [2] first initiated the study of fixed point theorems for
multi-valued contraction maps.
Theorem 1.1 (Nadler’s Fixed Point Theorem [1]). Let (X, d) be a complete metric space and let T be a mapping from X into
CB(X). Assume that there exists λ ∈ [0, 1) such that
H(T (x), T (y)) ≤ λd(x, y) for all x, y ∈ X .
Then there exists x¯ ∈ X such that x¯ ∈ T (x¯).
In 1989, Mizoguchi and Takahashi [3] gave the following result which is a generalization of Theorem 1.1.
Theorem 1.2 ([3]). Let (X, d) be a metric space and let T be a mapping from X into CB(X). Assume that there exists a map
ϕ : [0,∞)→ [0, 1) such that
lim sup
r→t+
ϕ(r) < 1 for each t ∈ [0,∞)
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and
H(T (x), T (y)) ≤ ϕ(d(x, y)) · d(x, y) for each x, y ∈ X .
Then there exists x¯ ∈ X such that x¯ ∈ T (x¯).
In 2006, Feng and Liu [4] gave the following result.
Theorem 1.3 ([4]). Let (X, d) be a completemetric space, and let T : X → C(X) be amapping. If there exist b, c ∈ (0, 1), c < b,
such that for any x ∈ X, there is y ∈ T (x) satisfying the following two conditions:
(i) b · d(x, y) ≤ d(x, T (x)); and
(ii) d(y, T (y)) ≤ c · d(x, y).
Then there exists x¯ ∈ X such that x¯ ∈ T (x¯) provided the function f (x) := d(x, T (x)) is lower semicontinuous.
In 2007, Klim and Wardowski [5] proved the following result which is a generalization of Theorem 1.3.
Theorem 1.4 ([5]). Let (X, d) be a complete metric space, and let T : X → C(X) be a mapping. Assume that:
(i) the function f (x) := d(x, T (x)) is lower semicontinuous;
(ii) there exist a constant b ∈ (0, 1) and a function ϕ : [0,∞)→ [0, b) such that
lim sup
r→t+
ϕ(r) < b for each t ∈ [0,∞);
and for any x ∈ X, there is y ∈ T (x) satisfying the following two conditions:
(a) b · d(x, y) ≤ d(x, T (x)); and
(b) d(y, T (y)) ≤ ϕ(d(x, y)) · d(x, y).
Then there exists x¯ ∈ X such that x¯ ∈ T (x¯).
For these results, there are many generalized results in the literature, for example, see [6–14] and the references
therein. Motivated by the above works, in this paper, we present some new fixed point theorems for generalized nonlinear
contractive multivalued maps and these results generalize or improve the corresponding recent fixed point results in
[5–9,13].
2. Preliminaries
Kada et al. [15] introduced the concept of thew-distance on a metric space as follows:
Definition 2.1 ([15]). Let (X, d) be a metric space. A function p : X × X → [0,∞) is called a w-distance if the following
conditions hold:
(w1) for each x, y, z ∈ X, p(x, z) ≤ p(x, y)+ p(y, z);
(w2) for each x ∈ X, y → p(x, y) is l.s.c.;
(w3) for each ε > 0, there exists δ > 0 such that p(z, x) ≤ δ and p(z, y) ≤ δ imply d(x, y) ≤ ε.
Lin and Du [16] introduced the concept of the τ -function on a metric space as follows:
Definition 2.2 ([16]). Let (X, d) be a metric space. A function p : X × X → [0,∞) is called a τ -function if the following
conditions hold:
(τ1) for each x, y, z ∈ X, p(x, z) ≤ p(x, y)+ p(y, z);
(τ2) if x ∈ X and {yn}n∈N ⊆ X with limn→∞ yn = y such that p(x, yn) ≤ M for someM := M(x) > 0, then p(x, y) ≤ M;
(τ3) for any sequence {xn}n∈N in X with limn→∞ sup{p(xn, xm) : m > n} = 0, if there exists a sequence {yn}n∈N such that
limn→∞ p(xn, yn) = 0, then limn→∞ d(xn, yn) = 0;
(τ4) for x, y, z ∈ X, p(x, y) = 0 and p(x, z) = 0 imply y = z.
Remark 2.1. It is well known that the metric d is a w-distance and any w-distance is a τ -function, but the converse is not
true [16].
Lemma 2.1 ([16]). Let (X, d) be a metric space and p : X×X → [0,∞) be any function. Assume that p satisfies (τ3). If {xn}∞n=0
is a sequence in X with limn→∞ sup{p(xn, xm) : m > n} = 0, then {xn}∞n=0 is a Cauchy sequence in X.
Lemma 2.2 ([17,18]). Let A be a nonempty closed subset of a metric space (X, d), and let p : X × X → [0,∞) be a function.
Assume that p satisfies (τ3) and there exists u ∈ X such that p(u, u) = 0. Then p(u, A) = 0 if and only if u ∈ A, where
p(u, A) := inf{p(u, a) : a ∈ A}.
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3. Fixed point theorems (I)
Theorem 3.1. Let (X, d) be a complete metric space and p : X × X → [0,∞) be a function with properties (τ1), (τ2), and
(τ3). Let T : X → C(X) be a multivalued map. Let f : X → R be defined by f (x) := p(x, T (x)) for each x ∈ X. Let 0 < a < 1,
and let ϕ : [0,∞)→ [0, 1) and φ : [0,∞)→ [a, 1) be two functions with the properties:
lim sup
r→t+
ϕ(r)
φ(r)
< 1 for each t ∈ [0,∞). (1)
For each x ∈ X, there exists y ∈ T (x) such that
φ(p(x, T (x))) · p(x, y) ≤ p(x, T (x)), (2)
and
p(y, T (y)) ≤ ϕ(p(x, T (x))) · p(x, y). (3)
Then there exists x¯ ∈ X such that
(A1) if T is closed (i.e., Gr(T ) := {(x, y) ∈ X × X : y ∈ T (x)} is a closed set), then x¯ ∈ T (x¯);
(A2) if f is l.s.c., then p(x¯, T (x¯)) = 0. Furthermore, if p(x¯, x¯) = 0, then x¯ ∈ T (x¯);
(A3) inf{p(x, z)+ p(x, T (x)) : x ∈ X} > 0 for each z ∈ X with z ∉ T (z) implies that x¯ ∈ T (x¯).
Proof. Take any point x0 ∈ X and let x0 be fixed. By (2) and (3), there exists x1 ∈ T (x0) such that
φ((p(x0, T (x0)))) · p(x0, x1) ≤ p(x0, T (x0)), (4)
and
p(x1, T (x1)) ≤ ϕ(p(x0, T (x0))) · p(x0, x1). (5)
Continuing this process, we can choose a sequence {xn}∞n=1 with xn+1 ∈ T (xn) such that
φ((p(xn, T (xn)))) · p(xn, xn+1) ≤ p(xn, T (xn)), (6)
and
p(xn+1, T (xn+1)) ≤ ϕ(p(xn, T (xn))) · p(xn, xn+1) (7)
for each n ∈ N ∪ {0}. By (6) and (7), for each n ∈ N ∪ {0}, we have:
p(xn+1, T (xn+1)) <
ϕ(p(xn, T (xn))) · p(xn, T (xn))
φ(p(xn, T (xn)))
. (8)
Clearly, {p(xn, T (xn))}∞n=0 is a nonincreasing sequence in [0,∞). Then there exists δ ≥ 0 such that
δ = lim
n→∞ p(xn, T (xn)) = inf{p(xn, T (xn)) : n ∈ N ∪ {0}}. (9)
Suppose that δ > 0. By (1), (8) and (9),
δ ≤ lim
p(xn,T (xn))→δ+
ϕ(p(xn, T (xn))) · p(xn, T (xn))
φ(p(xn, T (xn)))
< δ.
And this is a contradiction. Thus δ = 0. By (1), (9), and δ = 0, there exist n0 ∈ N and 0 < q < 1 such that
ϕ(p(xn, T (xn)))
φ(p(xn, T (xn)))
< q (10)
for all n ≥ n0. For n ∈ Nwith n > n0, by (6)–(8) and (10), we get:
p(xn, xn+1) ≤ p(xn, T (xn))
φ(p(xn, T (xn)))
≤ ϕ(p(xn−1, T (xn−1))) · p(xn−1, xn)
φ(p(xn, T (xn)))
≤ ϕ(p(xn−1, T (xn−1)))
φ(p(xn, T (xn)))
· p(xn−1, T (xn−1))
φ(p(xn−1, T (xn−1)))
≤ q · p(xn−1, T (xn−1))
a
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≤ q
2 · p(xn−2, T (xn−2))
a
...
≤ q
n−n0 · p(xn0 , T (xn0))
a
.
Hence, form, n ∈ Nwithm > n > n0,
p(xn, xm) ≤
m−1−
i=n
p(xi, xi+1) ≤ q
n−n0p(xn0 , T (xn0))
a(1− q) . (11)
Since 0 < q < 1, we know that
lim
n→∞ sup{p(xn, xm) : m > n} = 0. (12)
By Lemma 2.1, (τ3), and (12), we know that {xn}∞n=0 is a Cauchy sequence in X . Since X is complete, there exists x¯ ∈ X such
that xn → x¯ as n →∞. By (τ2),
p(xn, x¯) ≤ q
n−n0p(xn0 , T (xn0))
a(1− q)
for all n > n0. For each n > n0, let
an := q
n−n0p(xn0 , T (xn0))
a(1− q) .
If (A1) holds, then T is closed. Since xn+1 ∈ T (xn) for each n ∈ N ∪ {0} and xn → x¯ as n →∞, x¯ ∈ T (x¯). If (A2) holds, then
we have:
0 ≤ p(x¯, T (x¯)) = f (x¯) ≤ lim inf
n→∞ p(xn, T (xn)) = 0.
Then p(x¯, T (x¯)) = 0. Furthermore, if p(x¯, x¯) = 0, then x¯ ∈ T (x¯).
If (A3) holds, suppose that x¯ ∉ T (x¯), then we have:
0 < inf{p(x, x¯)+ p(x, T (x)) : x ∈ X}
≤ inf{p(xn, x¯)+ p(xn, T (xn)) : n ∈ N, and n > n0}
≤ inf{p(xn, x¯)+ p(xn, xn+1) : n ∈ N and n > n0}
≤ inf{2an : n ∈ N and n > n0} = 0.
And this is a contradiction. Hence, x¯ ∈ T (x¯). 
Remark 3.1.
(i) Theorem 3.1 generalizes Theorem 2.2 in [14] since p is not a metric and we do not assume that ϕ(t) < φ(t) for each
t ∈ [0,∞).
(ii) Theorem 3.1 is different from Theorem 2.1 in [10]. In Theorem 3.1, p is not a metric and we do not assume that
lim infr→0+ φ(r) > 0. But, for Theorem 2.1 in [10], Liu et al. assume that lim supr→t+
ϕ(r)
φ(r) < 1 for each t ∈ [0, sup f (X)),
where f (x) := p(x, T (x)).
Corollary 3.1. Let (X, d) be a complete metric space and let p : X × X → [0,∞) be a function with properties (τ1), (τ2),
and (τ3). Let T : X → C(X) be a multivalued map. Let f : X → R be defined by f (x) := p(x, T (x)) for each x ∈ X. Let
ϕ : [0,∞)→ [a, 1), 0 < a < 1, be a function with the properties:
lim
r→t+
supϕ(r) < 1 for each t ∈ [0,∞). (13)
For each x ∈ X, there exists y ∈ T (x) such that
ϕ(p(x, T (x))) · p(x, y) ≤ p(x, T (x)), (14)
and
p(y, T (y)) ≤ ϕ(p(x, T (x))) · p(x, y). (15)
Then there exists x¯ ∈ X such that
(A1) if T is closed, then x¯ ∈ T (x¯);
(A2) if f is l.s.c., then p(x¯, T (x¯)) = 0. Furthermore, if p(x¯, x¯) = 0, then x¯ ∈ T (x¯);
(A3) inf{p(x, z)+ p(x, T (x)) : x ∈ X} > 0 for each z ∈ X with z ∉ T (z) implies that x¯ ∈ T (x¯).
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Proof. Let φ : [0,∞) → [a, 1) be defined by φ(t) = √ϕ(t) for each t ∈ [0,∞). By Theorem 3.1, we get the proof of
Corollary 3.1. 
Remark 3.2. If in Corollary 3.1, if p is a w-distance, then (A2) (resp., (A3)) is reduced to Theorem 2.1 (resp., Theorem 2.2)
in [13]. Furthermore, if p is a metric, then Corollary 3.1 (A2) is reduced to Theorem 2.1 in [7].
Theorem 3.2. Let (X, d) be a complete metric space and p : X×X → [0,∞) be a function with properties (τ1), (τ2), and (τ3).
Let T : X → C(X) be amultivaluedmap. Let f : X → R be defined by f (x) := p(x, T (x)) for each x ∈ X. Let ϕ : [0,∞)→ [0, 1)
and φ : [0,∞)→ [a, 1), 0 < a < 1, be two functions with the properties:
ϕ(t) ≤ (φ(t))2 for each t ∈ [0,∞), (16)
and
lim sup
r→t+
φ(r) < 1 for each t ∈ [0,∞). (17)
For each x ∈ X, there exists y ∈ T (x) such that
φ(p(x, y)) · p(x, y) ≤ p(x, T (x)), (18)
and
p(y, T (y)) ≤ ϕ(p(x, y)) · p(x, y). (19)
Then there exists x¯ ∈ X such that
(A1) if T is closed, then x¯ ∈ T (x¯);
(A2) if f is l.s.c., then p(x¯, T (x¯)) = 0. Furthermore, if p(x¯, x¯) = 0, then x¯ ∈ T (x¯);
(A3) inf{p(x, z)+ p(x, T (x)) : x ∈ X} > 0 for each z ∈ X with z ∉ T (z) implies that x¯ ∈ T (x¯).
Proof. Following the lines of Theorem 3.1, we can construct a sequence {xn}∞n=0 in X such that xn+1 ∈ T (xn), and
φ(p(xn, xn+1)) · p(xn, xn+1) ≤ p(xn, T (xn)) (20)
and
p(xn+1, T (xn+1)) ≤ ϕ(p(xn, xn+1)) · p(xn, xn+1) (21)
for all n ∈ N ∪ {0}. For each n ∈ N ∪ {0}, by (20) and (21), we get
p(xn+1, T (xn+1)) ≤ ϕ(p(xn, xn+1))
φ(p(xn, xn+1))
· p(xn, T (xn)). (22)
Then {p(xn, T (xn))}∞n=0 is a nonincreasing sequence. Hence, there exists δ ≥ 0 such that
δ = lim
n→∞ p(xn, T (xn)) = inf{p(xn, T (xn)) : n ∈ N ∪ {0}}. (23)
Besides, {p(xn, xn+1)}∞n=0 is a bounded sequence. Then there exists θ ≥ 0 such that
lim inf
n→∞ p(xn, xn+1) = θ. (24)
Clearly, δ ≤ θ . Next, we want to show that θ ≤ δ and this implies that θ = δ.
Case 1: If δ = 0, then
0 ≤ θ = lim inf
n→∞ p(xn, xn+1) ≤ lim infn→∞
p(xn, T (xn))
a
= 0.
Case 2: If δ > 0.
Suppose that θ > δ. By (23) and (24), there exists n0 ∈ N such that for each n > n0,
p(xn, T (xn)) < δ + θ − δ3 , (25)
and
θ − θ − δ
3
< p(xn, xn+1). (26)
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By (20), (25) and (26), for n > n0,
φ(p(xn, xn+1)) ≤ h, where h := 1− θ − δ2θ + δ . (27)
By (16) and (27), for n > n0,
ϕ(p(xn, xn+1))
φ(p(xn, xn+1))
≤ φ(p(xn, xn+1)) ≤ h. (28)
And this implies that for each k ∈ N,
p(xn0+k, T (xn0+k)) ≤ hk · p(xn0 , T (xn0)). (29)
Since 0 < δ and 0 < h < 1, there exists k0 ∈ N such that
hk · p(xn0 , T (xn0)) < δ. (30)
By (23), (29) and (30), we get
δ ≤ p(xn0+k0 , T (xn0+k0)) ≤ hk0 · p(xn0 , T (xn0)) < δ. (31)
And this is a contradiction. So, θ ≤ δ and this implies that θ = δ.
Next, we want to show that θ = 0. Since θ = δ ≤ p(xn, T (xn)) ≤ p(xn, xn+1) and lim infn→∞ p(xn, xn+1) = θ , we can
read as lim infn→∞ p(xn, xn+1) = θ+, and there exists a subsequence {p(xnk , xnk+1)}∞k=0 of {p(xn, xn+1)}∞n=0 such that
lim
k→∞ p(xnk , xnk+1) = θ
+. (32)
By (16), (17), and (32),
lim sup
p(xnk ,xnk+1 )→θ+
ϕ(p(xnk , xnk+1))
φ(p(xnk , xnk+1))
≤ lim sup
p(xnk ,xnk+1 )→θ+
φ(p(xnk , xnk+1)) < 1. (33)
Hence,
δ = lim sup
k→∞
p(xnk+1 , T (xnk+1)) ≤ lim sup
p(xnk ,xnk+1 )→θ+
φ(p(xnk , xnk+1)) · δ.
And this implies that δ = θ = 0.
By (17), (23), and δ = 0, there exists n0 ∈ N and q ∈ (0, 1) such that for each n ≥ n0,
φ(p(xn, T (xn))) < q. (34)
Then for each n ≥ n0, we have:
p(xn, xn+1) ≤ p(xn, T (xn))
φ(p(xn, xn+1))
≤ ϕ(p(xn−1, xn))
φ(p(xn, xn+1))
· p(xn−1, xn)
≤ ϕ(p(xn−1, xn))
φ(p(xn, xn+1))
· p(xn−1, T (xn−1))
φ(p(xn−1, xn))
≤ q · p(xn−1, T (xn−1))
a
≤ q
2 · p(xn−2, T (xn−2))
a
...
≤ q
n−n0 · p(xn0 , T (xn0))
a
.
Hence, for eachm, n ∈ Nwithm > n ≥ n0,
p(xn, xm) ≤
m−1−
i=n
p(xi, xi+1) ≤ q
n−n0 · p(xn0 , T (xn0))
a(1− q) . (35)
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Since q ∈ (0, 1),
lim
n→∞ sup{p(xn, xm) : m > n} = 0. (36)
And this implies that {xn}∞n=0 is a Cauchy sequence in X . Proceeding as in the proof of Theorem 3.1, we can complete the
proof of Theorem 3.2. 
Remark 3.3.
(i) Theorem 3.2 is different from Theorems 2.2 and 2.4 in [8]. Indeed, p is not a w-distance, and we assume that ϕ(t) ≤
(φ(t))2 for each t ∈ [0,∞).
(ii) Theorem 3.2 is different from Theorem 2.1 in [5]. Indeed, p is not a metric and we assume that ϕ(t) ≤
(φ(t))2 for each t ∈ [0,∞). But, for Theorem 2.1 in [5], Klim et al. assume that ϕ : [0,∞) → [0, b), 0 < b < 1,
and lim supr→t+ ϕ(r) < b.
(iii) Theorem 3.2 is different from Theorem 6 in [6] and Theorem 2.3 in [9]. Indeed, in Theorem 3.2, p is not a metric and not
a w-distance. But, for Theorem 6 in [6] and Theorem 2.3 in [9], ϕ(t) < φ(t) and lim supr→t+ ϕ(r) < lim supr→t+ φ(r)
for each t ∈ [0,∞).
(iv) Theorem 3.2 is different from Theorem 2.3 in [10]. In Theorem 3.2, p is not a metric and we do not assume that
lim infr→0+ φ(r) > 0. But, for Theorem2.3 in [10], Liu et al. assume that lim supr→t+
ϕ(r)
φ(r) < 1 for each t ∈ [0, diam(X)).
(v) Theorem 3.2 is different from Theorem 2.4 in [14]. Indeed, p is not a metric in Theorem 3.2. But for Theorem 2.4 in [14],
Nicolae gave the following generalized conditions: ϕ(t) < φ(t) and lim supr→t+
ϕ(t)
φ(t) < 1 for each t ∈ [0,∞).
Corollary 3.2. Let (X, d) be a complete metric space and p : X × X → [0,∞) be a function with properties (τ1), (τ2),
and (τ3). Let T : X → C(X) be a multivalued map. Let f : X → R be defined by f (x) := p(x, T (x)) for each x ∈ X. Let
ϕ : [0,∞)→ [a, 1), 0 < a < 1, be a function with the properties:
lim
r→t+
supϕ(r) < 1 for each t ∈ [0,∞).
For each x ∈ X, there exists y ∈ T (x) such that
ϕ(p(x, y))p(x, y) ≤ p(x, T (x))
and
p(y, T (y)) ≤ ϕ(p(x, y))p(x, y).
Then there exists x¯ ∈ X such that
(A1) if T is closed, then x¯ ∈ T (x¯);
(A2) if f is l.s.c., then p(x¯, T (x¯)) = 0. Furthermore, if p(x¯, x¯) = 0, then x¯ ∈ T (x¯);
(A3) inf{p(x, z)+ p(x, T (x)) : x ∈ X} > 0 for each z ∈ X with z ∉ T (z) implies that x¯ ∈ T (x¯).
Proof. Let φ : [0,∞) → [a, 1) be defined by φ(t) = √ϕ(t) for each t ∈ [0,∞). By Theorem 3.2, we get the proof of
Corollary 3.2. 
Remark 3.4. In Corollary 3.2, if p is a w-distance, then (A2) (resp., (A3)) is reduced to Theorem 2.3 (resp., Theorem 2.5)
in [13]. Furthermore, if p is a metric, then Corollary 3.2 (A2) is reduced to Theorem 2.2 in [7].
Theorem 3.3. Let (X, d) be a complete metric space and p : X×X → [0,∞) be a function with properties (τ1), (τ2), and (τ3).
Let T : X → C(X) be amultivaluedmap. Let f : X → R be defined by f (x) := p(x, T (x)) for each x ∈ X. Let ϕ : [0,∞)→ [0, 1)
be a function with the properties:
lim sup
r→t+
ϕ(r) < 1 for each t ∈ [0,∞). (37)
For each x ∈ X, there exists y ∈ T (x) such that
p(x, y) ≤ (2− ϕ(p(x, y))) · p(x, T (x)) (38)
and
p(y, T (y)) ≤ ϕ(p(x, y)) · p(x, y). (39)
Then there exists x¯ ∈ X such that
(A1) if T is closed, then x¯ ∈ T (x¯);
(A2) if f is l.s.c., then p(x¯, T (x¯)) = 0. Furthermore, if p(x¯, x¯) = 0, then x¯ ∈ T (x¯);
(A3) inf{p(x, z)+ p(x, T (x)) : x ∈ X} > 0 for each z ∈ X with z ∉ T (z) implies that x¯ ∈ T (x¯).
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Proof. Following the lines of Theorem 3.1, we can construct a sequence {xn}∞n=0 in X such that xn+1 ∈ T (xn), and
p(xn, xn+1) ≤ (2− ϕ(p(xn, xn+1))) · p(xn, T (xn)), (40)
and
p(xn+1, T (xn+1)) ≤ ϕ(p(xn, xn+1)) · p(xn, xn+1) (41)
for all n ∈ N ∪ {0}. Let η : [0,∞) → [0, 1) be defined by η(t) := ϕ(t) · (2 − ϕ(t)) for each t ∈ [0,∞). Clearly,
0 ≤ η(t) < 1 for each t ∈ [0,∞). By (37),
lim sup
r→t+
η(r) < 1 for each t ∈ [0,∞). (42)
By (40) and (41),
p(xn+1, T (xn+1)) ≤ η(p(xn, xn+1)) · p(xn, T (xn)). (43)
By (43), {p(xn, T (xn))}∞n=0 is strictly decreasing. Therefore, there exists δ ≥ 0 such that
δ = lim
n→∞ p(xn, T (xn)) = inf{p(xn, T (xn)) : n ∈ N}. (44)
Besides, {p(xn, xn+1)}∞n=0 is a bounded sequence. Then there exists θ ≥ 0 such that
lim inf
n→∞ p(xn, xn+1) = θ. (45)
Clearly, δ ≤ θ . Now, we want to show that θ ≤ δ and this implies that δ = θ .
Case 1: If δ = 0, then
0 ≤ θ ≤ 2 lim inf
n→∞ 2p(xn, T (xn)) = 0.
Case 2: If δ > 0, then suppose that θ > δ. By (44) and (45), there exists n0 ∈ N such that
p(xn, T (xn)) < δ + θ − δ4 (46)
and
θ − θ − δ
4
< p(xn, xn+1) (47)
for each n > n0. By (46) and (47), for each n > n0, we get
η(p(xn, xn+1)) < h, where h := 1−
[
2(θ − δ)
3δ + θ
]2
. (48)
Clearly, h < 1. By (43), for each k ∈ N,
p(xn0+k0 , T (xn0+k0)) ≤ hk · p(xn0 , T (xn0)). (49)
Since δ > 0 and h < 1, there exists k0 ∈ N such that
δ ≤ p(xn0+k, T (xn0+k)) ≤ hk0 · p(xn0 , T (xn0)) < δ. (50)
And this is a contradiction. So, θ ≤ δ and this implies that θ = δ.
Next, we want to show that θ = 0. Since θ = δ ≤ p(xn, T (xn)) ≤ p(xn, xn+1) and lim infn→∞ p(xn, xn+1) = θ , we can
read as lim infn→∞ p(xn, xn+1) = θ+, and there exists a subsequence {p(xnk , xnk+1)}∞k=0 of {p(xn, xn+1)}∞n=0 such that
lim
n→∞ p(xnk , xnk+1) = θ
+. (51)
By (37) and (51),
lim sup
p(xnk ,xnk+1)→θ+
ϕ(p(xnk , xnk+1)) < 1. (52)
By (41) and (52),
δ ≤ lim sup
k→∞
p(xnk , T (xnk)) ≤ lim sup
p(xnk ,xnk+1)→θ+
ϕ(p(xnk , xnk+1)) · δ. (53)
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And this implies that δ = θ = 0. By (42) and δ = 0, there exists n0 ∈ N and q ∈ (0, 1) such that for each n ≥ n0,
η(p(xn, xn+1)) < q. (54)
Then for each n > n0, we have:
p(xn, xn+1) ≤ (2− ϕ(p(xn, xn+1))) · p(xn, T (xn))
≤ (2− ϕ(p(xn, xn+1))) · η(p(xn−1, xn)) · p(xn−1, T (xn−1))
≤ 2q · p(xn−1, T (xn−1))
≤ 2qn−n0 · p(xn0 , T (xn0)).
Hence, for eachm, n ∈ Nwithm > n > n0, we have:
p(xn, xm) ≤
m−1−
i=n
p(xi, xi+1) ≤ 2 · q
n−n0 · p(xn0 , T (xn0))
1− q . (55)
And this implies that {xn}∞n=0 is a Cauchy sequence in X . Proceeding as in the proof of Theorem 3.1, we can complete the
proof of Theorem 3.3. 
Remark 3.5. In Theorem 3.3, if p is aw-distance, then (A2) (resp., (A3)) is reduced to Theorem 2.1 (resp., Theorem 2.2) in [9].
Furthermore, if p is a metric, then Theorem 3.3 (A2) is reduced to Theorem 5 in [6].
The following is a simple example for Theorems 3.1–3.3.
Example 3.1. Let X = [0, 1] be a metric space with the usual metric d. Let p : X × X → [0,∞) be defined by p(x, y) := x
for each (x, y) ∈ X × X . Then p satisfies properties (τ1), (τ2), and (τ3). Note that p is not a w-distance. Let T : X → C(X)
be defined by T (x) :=

x2
4

for each x ∈ X . Let ϕ : [0,∞)→ [0, 1) and φ : [0,∞)→  14 , 1 be defined by ϕ(t) := 14 and
φ(t) := 12 for each t ∈ [0,∞). By Theorem 3.1 or Theorem 3.2 or Theorem 3.3, there exists x¯ ∈ X such that p(x¯, T (x¯)) = 0.
Indeed, x¯ = 0 ∈ T (x¯). 
Example 3.2. Let X := [0, 1] be a metric space with the usual metric d. Let p : X × X → [0,∞) be defined by p(x, y) := x
for each (x, y) ∈ X × X . Then p satisfies properties (τ1), (τ2), and (τ3), but p is not a w-distance. Let T : X → C(X) be
defined as Example 3.1 in [5]:
T (x) :=


x2
2

if x ∈
[
0,
15
32

∪

15
32
, 1
]

17
96
,
1
4

if x = 15
32
.
Let ϕ : X → [0, 1) be defined as Example 1 in [7]:
ϕ(t) :=

max

3
4
,
23t
12

if t ∈
[
0,
1
2
]

23
24

if t ∈

1
2
,∞

and let φ : [0,∞)→  112 , 1 be defined by φ(t) := √ϕ(t). Clearly, f (x) = p(x, T (x)) = x is a continuous function. Clearly,
lim supr→t+ ϕ(r) < 1 for each t ∈ [0,∞).
If x ∈ 0, 1532  ∪  1532 , 1, then y = x22 , and
φ(p(x, y)) · p(x, y) = φ(x) · x < x = p(x, T (x))
p(y, T (y)) := x
2
2
< ϕ(x) · x = ϕ(p(x, y)) · p(x, y).
If x = 1532 , then for y = 14

resp., y = 1796

φ(p(x, y)) · p(x, y) = φ(x) · x < x = p(x, T (x))
p(y, T (y)) := y < 105
256
= ϕ(x) · x = ϕ(p(x, y)) · p(x, y).
By Theorem 3.2, there exists x¯ ∈ X such that p(x¯, T (x¯)) = 0. Indeed, x¯ = 0 ∈ T (x¯). 
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4. Fixed point theorems (II)
In this section, we present another generalization of Nadler’s fixed point theorem. Throughout this section, let J denote
an interval on [0,∞) containing 0, that is an interval of the form [0, A], [0, A), or [0,∞), and let B(x, r) denote the closed
ball centred at xwith radius r > 0.
Definition 4.1 ([19]). A nondecreasing function ψ : J → J is said to be a Bianchini–Grandolfi gauge function if
σ(t) :=
∞−
n=0
ψn(t) <∞, for all t ∈ J.
Note that σ(t) := σ(ψ(t))+ t . Clearly, σ(t) ≥ t for each t ∈ J .
Theorem 4.1. Let (X, d) be a complete metric space, D be a closed subset of X, ψ : J → J be a Bianchini–Grandolfi gauge
function and T : D → C(X) such that T (x) ∩ D ≠ ∅ and
d(y, T (y) ∩ D) ≤ ψ(d(x, y)) (56)
for all x ∈ D, y ∈ T (x) ∩ D with d(x, y) ∈ J . Moreover, the strict inequality holds when d(x, y) ≠ 0. Suppose x0 ∈ D is such that
d(x0, z) ∈ J for some z ∈ T (x0) ∩ D. Then there exists x¯ ∈ D such that x¯ ∈ T (x¯) if one of the following conditions hold:
(A1) T is closed;
(A2) f (x) := d(x, T (x)) is l.s.c.;
(A3) inf{d(x, z)+ d(x, T (x) ∩ D) : x ∈ D} > 0 for each z ∈ D with z ∉ T (z).
Proof. Take x1 = z ∈ T (x0) ∩ D. If d(x0, x1) = 0, then x0 = x1 and it is a fixed point of T . If d(x0, x1) ≠ 0, then we define
ρ0 := σ(d(x0, x1)), where σ is defined as in Definition 4.1. Clearly, d(x0, x1) ≤ ρ0, x1 ∈ B(x0, ρ0), and
d(x1, T (x1) ∩ D) < ψ(d(x0, x1)). (57)
Then there exists x2 ∈ T (x1) ∩ D such that d(x1, x2) ≤ ψ(d(x0, x1)). If d(x1, x2) = 0, then x1 = x2 and it is a fixed point of
T . If d(x1, x2) ≠ 0, then d(x1, x2) ∈ J ,
d(x0, x2) ≤ d(x0, x1)+ d(x1, x2) ≤ d(x0, x1)+ ψ(d(x0, x1)) ≤ ρ0, (58)
and
d(x2, T (x2) ∩ D) < ψ(d(x1, x2)). (59)
Then x2 ∈ B(x0, ρ0), and there exists x3 ∈ T (x2) ∩ D such that d(x2, x3) ≤ ψ(d(x1, x2)). Clearly, d(x2, x3) ∈ J . Furthermore,
we know that
d(x0, x3) ≤ d(x0, x1)+ d(x1, x2)+ d(x2, x3)
≤ d(x0, x1)+ ψ(d(x0, x1))+ ψ2(d(x0, x1))
≤
∞−
n=0
ψn(d(x0, x1)) = ρ0.
Then x3 ∈ B(x0, ρ0). Continuing this process, we obtain a sequence {xn}∞n=0 such that for each n ∈ N, we have: xn ∈ B(x0, ρ0),
d(xn, xn+1) ∈ J , and
xn+1 ∈ T (xn) ∩ D, and d(xn, xn+1) ≤ ψn(d(x0, x1)).
Furthermore, for each n, k ∈ N, we have:
d(xn+k, xn) ≤ d(xn+k, xn+k−1)+ d(xn+k−1, xn+k−2)+ · · · + d(xn+1, xn)
≤ ψn+k−1(d(x0, x1))+ · · · + ψn(d(x0, x1))
≤
n+k−1−
i=n
ψ j(d(x0, x1)).
Since
∑∞
j=0 ψ j(d(x0, x1)) < ∞, for every ε > 0, there exists N ∈ N such that for all k, n ∈ N with n ≥ N,
∑n+k−1
i=n ψ j
(d(x0, x1)) < ε. Hence, d(xn+k, xn) < ε for all k ∈ N and n ≥ N . So, {xn}∞n=0 is a Cauchy sequence in X . Since X is a complete
metric space, there exists x¯ ∈ X such that xn → x¯ as n →∞. Clearly, x¯ ∈ D∩ B(x0, ρ0). Since d(xn, T (xn)∩D) ≤ d(xn, xn+1)
for each n ∈ N and, d(xn, T (xn)) → 0 as n → ∞. Finally, we get the proof of Theorem 4.1 by following the final proof of
Theorem 3.1. 
Next, we give the following slightly modified definition and lemmas from [20–22].
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Definition 4.2 ([20]). Let ϕ : [0,∞)→ [0,∞). Then ϕ is said to satisfy the condition (Ψ ) if
(Ψ 1) ϕ(t) < t for each t ∈ (0,∞);
(Ψ 2) ϕ is upper semicontinuous from the right on (0,∞); and
(Ψ 3) there exists a positive real number s such that ϕ is nondecreasing on [0, s] and∑∞n=0 ϕn(t) <∞ for all t ∈ [0, s].
Lemma 4.1 ([22]). If ϕ satisfies condition (Ψ ), then it is a Bianchini–Grandolfi gauge function on J = [0, s].
Lemma 4.2 ([21]). Let ϕ : [0,∞)→ [0, 1) be a function which satisfies
lim sup
s→t+
ϕ(s) < 1 for each t ∈ [0,∞).
Then there exists a function ψ : [0,∞)→ [0,∞) such that it satisfies condition (Ψ ) and ϕ(t) · t ≤ ψ(t) for each t ∈ [0,∞).
Furthermore, from (Ψ 3), ϕ(t) · t < ψ(t) for each t ∈ (0, s].
Lemma 4.3. Let X be a metric space, and let T : X → CB(X) be a map. Then d(y, T (y)) ≤ d(y, x)+ d(x, Tx)+ H(T (x), T (y))
for every x, y ∈ X.
Remark 4.1. Theorem 4.1 implies that Theorem 1.2. Hence, Theorem 4.1 is a generalization of Nadler’s fixed point theorem.
Proof. Suppose that all conditions of Theorem 1.2 hold. Let D := X . Since lim supr→t+ ϕ(r) < 1 for each t ∈ [0,∞), by
Lemma 4.2, there exists a function ψ such that
(a) ψ(t) < t for each t ∈ (0,∞);
(b) ψ is upper semicontinuous from the right on (0,∞); and
(c) there exists a positive real number s such that ψ is nondecreasing on [0, s] and∑∞n=0 ψn(t) <∞ for all t ∈ [0, s],
(d) ϕ(t) · t ≤ ψ(t) for each t ∈ [0,∞); ϕ(t) · t < ψ(t) for each t ∈ (0, s].
Let J = [0, s]. By Lemma 4.1, ψ is a Bianchini–Grandolfi gauge function on J = [0, s].
Now, for each x ∈ X , and each y ∈ T (x)with d(x, y) ∈ J ,
d(y, T (y)) ≤ H(T (x), T (y)) ≤ ϕ(d(x, y)) · d(x, y) ≤ ψ(d(x, y)).
And for each x ∈ X , and each y ∈ T (x)with d(x, y) ∈ J and x ≠ y,
d(y, T (y)) ≤ H(T (x), T (y)) ≤ ϕ(d(x, y)) · d(x, y) < ψ(d(x, y)).
Next, we show that f , defined as f (x) := d(x, T (x)), is lower semicontinuous. Indeed, if limn→∞ xn = x, then
0 ≤ lim sup
n→∞
H(T (xn), T (x)) ≤ lim sup
n→∞
d(xn, x) = 0.
Hence, limn→∞ H(T (xn), T (x)) = 0. Besides, by Lemma 4.3,
f (x) ≤ d(xn, x)+ f (xn)+ H(T (xn), T (x)) for each n ∈ N.
And this implies that f (x) ≤ lim infn→∞ f (xn). Hence, f is lower semicontinuous.
By assumptions, for each x0 ∈ X , we can construct a sequence {xn}n∈N∪{0} such that xn+1 ∈ T (xn) for all n ∈ N ∪ {0} and
limn→∞ d(xn, xn+1) = 0. Hence, there exists x, y ∈ X such that y ∈ T (x) and d(x, y) ∈ J . Hence, by Theorem 4.1, there exists
x¯ ∈ X such that x¯ ∈ T (x¯). Therefore, Theorem 4.1 implies that Theorem 1.2. 
References
[1] S.B. Nadler, Multi-valued contraction mappings, Pacific J. Math. 30 (1969) 475–488.
[2] J.T. Markin, A fixed point theorem for set-valued mappings, Bull. Amer. Math. Soc. 74 (1968) 639–640.
[3] N. Mizoguchi, W. Takahashi, Fixed point theorems for multivalued mappings on complete metric spaces, J. Math. Anal. Appl. 141 (1989) 177–188.
[4] Y. Feng, S. Liu, Fixed point theorems for multi-valued contractive mappings and multi-valued Caristi type mappings, J. Math. Anal. Appl. 317 (2006)
103–112.
[5] D. Klim, D. Wardowski, Fixed point theorems for set-valued contractions in complete metric spaces, J. Math. Anal. Appl. 334 (2007) 132–139.
[6] L. Ćirić, Fixed point theorems for multi-valued contractions in complete metric spaces, J. Math. Anal. Appl. 348 (2008) 499–507.
[7] L. Ćirić, Multi-valued nonlinear contraction mappings, Nonlinear Anal. 71 (2009) 2716–2723.
[8] A. Latif, A.A.N. Abdou, Fixed points of generalized contractive maps, Fixed Point Theory Appl. 2009 (2009) Artical ID 487161, 9 p.
[9] A. Latif, A.A.N. Abdou, Fixed point results for generalized contractive multimaps in metric spaces, Fixed Point Theory Appl. (2009) Artical ID 432130,
16 p.
[10] Z. Liu, W. Sun, S.M. Kang, J.S. Ume, On fixed point theorems for multivalued contractions, Fixed Point Theory Appl. 2010 (2010) Article ID 870980, 18
p.
[11] J. Garcia-Falset, L. Guran, E. Llorens-Fuster, Fixed points for multivalued contractions with respect to aw-distance, Sci. Math. Jpn. 71 (2010) 83–91.
[12] W.A. Kirk, Metric fixed point theory: old problems and new directions, Fixed Point Theory 11 (2010) 45–58.
[13] A. Latif, A.A.N. Abdou, Multi-valued generalized nonlinear contractive maps and fixed points, Nonlinear Anal. 74 (2011) 1436–1444.
[14] A. Nicolae, Fixed point theorems for multi-valued mappings of Feng–Liu type, Fixed Point Theory 12 (2011) 145–154.
[15] O. Kada, T. Susuki, W. Takahashi, Nonconvex minimization theorems and fixed point theorems in complete metric spaces, Math. Japon. 44 (1996)
381–391.
3566 L.-J. Lin, C.-S. Chuang / Computers and Mathematics with Applications 62 (2011) 3555–3566
[16] L.J. Lin, W.S. Du, Ekeland’s variational principle, minimax theorems and existence of nonconvex equilibria in complete metric spaces, J. Math. Anal.
Appl. 323 (2006) 360–370.
[17] W.S. Du, Fixed point theorems for generalized Hausdorff metrics, Int. Math. Forum 3 (2008) 1011–1022.
[18] W.S. Du, Some new results and generalizations in metric fixed point theory, Nonlinear Anal. 73 (2010) 1439–1446.
[19] P.D. Proinov, A generalization of the Banach contraction principle with high order of convergence of successive approximations, Nonlinear Anal. 67
(2007) 2361–2369.
[20] K. Sastry, S. Naidu, J. Prasad, Common fixed points for multimaps in a metric space, Nonlinear Anal. 13 (1989) 221–229.
[21] T.H. Chang, Common fixed point theorems for multi-valued mappings, Math. Japon. 41 (1995) 311–320.
[22] Q. Krian, T. Kamran, Nadler’s type principle with high order of convergence, Nonlinear Anal. 69 (2008) 4106–4120.
