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Abstract—In the conventional tabu search (TS) detection
algorithm for multiple-input multiple-output (MIMO) systems,
the metrics of all neighboring vectors are computed to
determine the best one to move to. This strategy requires high
computational complexity, especially in large MIMO systems
with high-order modulation schemes such as 16- and 64-QAM
signaling. This paper proposes a novel reduced-complexity TS
detection algorithm called neighbor-grouped TS (NG-TS), which
divides the neighbors into groups and finds the best neighbor
by using a simplified cost function. Furthermore, based on the
complexity analysis of NG-TS, we propose a channel ordering
scheme that further reduces its complexity. Simulation results
show that the proposed NG-TS with channel ordering can
achieve up to 85% complexity reduction with respect to the
conventional TS algorithm with no performance loss in both
low- and higher-order modulation schemes.
Index Terms—Neighbor examination, Tabu search detection,
massive MIMO, ordering schemes.
I. INTRODUCTION
Recently, the tabu search (TS) detector has been introduced
as a complexity-efficient scheme for symbol detection in
large multiple-input multiple-output (MIMO) systems. This is
because it can perform very close to the maximum likelihood
(ML) bound with far lower complexity compared to sphere
decoding (SD) and fixed-complexity SD (FSD) [1], [2]. Sev-
eral TS-based detection algorithms have been proposed for
large MIMO systems, such as layered TS [1], reactive TS
(RTS) [3], random-restart reactive TS (R3TS) [4], and TS
with early termination (ET) [5]. However, the performance-
complexity trade-off has not been well optimized. Specifically,
the performance of RTS is far from the optimum for higher-
order modulation schemes such as 16- and 64-QAM [6]. In
contrast, LTS and R3TS achieve improved bit-error-rate (BER)
performance at the expense of increased complexity, especially
for large MIMO and high-order QAMs. Furthermore, although
TS with ET in [5] achieves complexity reduction by reducing
the number of examined neighbors or by using a stopping
criterion, it comes at the cost of performance loss. In [7], the
RTS algorithm is further optimized by reducing the neighbor-
hood search space, resulting in approximately 50% complexity
reduction with almost no performance loss with respect to the
conventional RTS algorithm. The QR-decomposition-aided TS
(QR-TS) algorithm that uses an efficient metric-computation
scheme to reduce the overall complexity of TS is introduced
in [2]. The TS algorithm is also applied to various systems
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to improve performance. In [8], the advantage of TS is used
to find the initial solution with low complexity to mitigate
the interference in generalized frequency-division multiplexing
systems. In [9], Kayal et al. propose a TS-based dynamic
thresholding approach to detect hard exudates in retinal im-
ages.
In an Nt × Nr MIMO system with QPSK modulation,
the number of neighbors in each searching iteration of TS
algorithms can be up to 2Nt − 1 for QPSK, and 4Nt − 1
for 16- and 64-QAM [2]. Furthermore, a large MIMO system
requires a large number of searching iterations to achieve
near-ML performance. Therefore, the overall complexity of
the TS-based detection algorithms becomes extremely high in
large MIMO systems, and the most complexity arises from
determining the best neighbors. This motivates the proposal
of a novel TS detection algorithm, called neighbor-grouped
TS (NG-TS) in this work. Our main contributions can be
summarized as follows:
• By expanding the ML cost function, which is a function
of a channel column vector, we show that among the
neighbors corresponding to the same column norm of a
channel matrix, the best one can be determined using a
simplified cost function. This requires considerably less
complexity than the scheme that employs the conven-
tional cost function.
• By employing the simplified cost function, we develop
the groupwise neighbor-examination scheme for the TS
algorithms. Specifically, the neighbors are divided into
groups, and the groups’ best neighbors are compared to
determine the final best neighbor. This scheme allows the
best neighbor in each iteration to be found with much
lower complexity than that of the sequential neighbor-
examination approach used in prior TS schemes.
• Based on the complexity analysis of the NG-TS algo-
rithm, we propose a channel ordering scheme for further
complexity reduction. Our simulation results show that
the proposed schemes can significantly reduce the com-
plexity of the TS algorithm while fully preserving its BER
performance. As a result, the performance–complexity
tradeoff is improved.
II. SYSTEM MODEL
We consider the uplink of a multiuser MIMO system with
Nr receive antennas, where the total number of transmit anten-
nas of all users is Nt. The received signal vector y˜ is given by
y˜ = H˜s˜ + v˜, (1)
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2where s˜ = [s˜1, s˜2, . . . , s˜Nt ]
T is the vector of transmitted sym-
bols. We assume that E
{
|si|2
}
= σ2t , where σ
2
t is the average
symbol power, and v˜ is a vector of independent and identically
distributed (i.i.d.) additive white Gaussian noise (AWGN)
samples v˜i ∼ CN (0, σ2v). Furthermore, H˜ denotes an Nr×Nt
channel matrix consisting of entries hi,j , where hi,j represents
the complex channel gain between the jth transmit antenna
and the ith receive antenna, and hi,j is assumed to be an
i.i.d. zero-mean complex Gaussian random variable. The trans-
mitted symbols s˜i, i = 1, 2, . . . , Nt, are independently drawn
from a complex constellation A˜ of Q points. The set of all
possible transmitted vectors forms an Nt-dimensional complex
constellation A˜Nt consisting of QNt vectors, i.e., s˜ ∈ A˜Nt .
The complex signal model (1) can be converted to an
equivalent real signal model
y = Hs + v, (2)
where s, y, v, and H given as[
R(s˜)
I(s˜)
]
,
[
R(y˜)
I(y˜)
]
,
[
R(v˜)
I(v˜)
]
, and
[
R
(
H˜
) −I(H˜)
I
(
H˜
)
R
(
H˜
) ] ,
denote the (M × 1)-equivalent real transmitted signal vector,
(N × 1)-equivalent real received signal, AWGN noise signal
vectors, and the (N × M)-equivalent real channel matrix,
respectively, with M = 2Nt, N = 2Nr. Here, R(·) and I(·)
denote the real and imaginary parts of a complex number or
vector, respectively. In (2), we have s ∈ AM , where A is the
equivalent real-valued signal constellation set of A˜.
For the description of the TS algorithm, we use the
equivalent real-valued signal model in (2). Subsequently, the
maximum likelihood (ML) solution can be written as
sˆML = arg min
s∈AM
{φ(s)}, (3)
where φ(s) = ‖y−Hs‖2 is the ML metric of s. The com-
putational complexity of ML detection in (3) is exponential
with M [1], which results in extremely high complexity for
massive MIMO systems, where M is very large.
III. PROPOSED NG-TS ALGORITHM
A. Conventional TS algorithm
The TS algorithm starts with an initial candidate vector,
which is often assumed to be the ZF solution xZF = pH†yy,
where H† is the pseudoinverse of H and p·y is element-wise
quantization to the nearest point in A. Then, it sequentially
moves to I candidates for I iterations. In each iteration,
the neighbors of the candidate c are examined to find the
best neighbor x? with the smallest ML metric, i.e., x? =
arg minx∈N (c){φ(x)}, where N (c) is the neighbor set of c.
Here, the neighbors of c are defined as the non-tabu vectors
inside AN with the smallest distance to c.
The ML metric φ(x) can be rewritten as φ(x) =
‖u + hdδd‖2 [2], where u = y−Hc, δd is the single nonzero el-
ement of c−x = [0, . . . , 0, δd, 0, . . . , 0]T , and hd is the dth col-
umn of H. In this study, d is called the difference position of a
neighbor, in which the candidate and its neighbor are different.
For example, if the current candidate is c = [1,−3, 1, 3]T , then
d = 3 is the difference position for x = [1,−3,−1, 3]T be-
cause c and x are only different at the third element. After the
best neighbor is determined, it becomes the candidate in the
next iteration, and then the best neighbor of a new candidate is
determined. By using this iterative method, the best candidate
visited for I iterations is chosen to be the final solution.
The overall complexity of the conventional TS algorithm,
including the complexity involved in the initialization and
iterative searching process, can be given as [2]
CConv. TS = 2N
3
3
+ 3N2 +
N
3︸ ︷︷ ︸
initialization
+ I(4L¯N − 2)︸ ︷︷ ︸
iterative search
, (4)
where L¯ is the average number of neighbors in an iteration. It
is worth noting that most of the complexity of TS algorithms
arises from the process of finding the best neighbors during
searching iterations, especially in large MIMO systems where
L¯ is large and a very large I is required to achieve near-
optimal performance. Motivated by this, in the next subsection,
we propose a novel scheme to reduce the complexity of the
neighbor examination in TS algorithms.
B. NG-TS algorithm
For the efficient computation of neighbors’ metrics, the
work of [2] introduces a reduced cost function
φ(x) = ‖z + rdδd‖2 , (5)
where z = QT y−Rc, the unitary matrix Q, and upper triangular
matrix R are obtained by the QR decomposition of H, i.e.,
H = QR, and rd is the dth column of R. In this work, we
employ (5) to derive the proposed NG-TS algorithm.
1) Neighbor grouping: In the proposed NG-TS algorithm,
the neighbor set N (c) is divided into groups, and the best
neighbor of each group is determined based on a simplified
cost metric function. Let xl and dl be the lth neighbor in
N (c) and its difference position, l = 1, 2, . . . , L, where L
is the number of neighboring vectors in N (c). We note that
the distances between the candidate c to all neighbors are the
same, i.e., |δ| = |δd1 | = . . . = |δdL |. By expanding φ(xl) in
(5), we obtain
φ(xl) = ‖z‖2 + |δ|2 ‖rdl‖2 + 2δdlzT rdl . (6)
It is observed from (6) that among the neighbors having the
same value for ‖rdl‖, the one with smallest δdlzT rdl has the
smallest ML metric. Let Gk be a group of neighbors having
the same value ‖rdl‖, i.e.,
Gk = {xi ∈ N (c) : ‖rdi‖ = ηk} , (7)
where ηk is one of the column norms of R, i.e.,
ηk ∈ {‖r1‖ , ‖r2‖ , . . . , ‖rN‖}. Hence, the best neighbor
x?Gk in group Gk can be found with a simplified cost function
as follows:
x?Gk = arg minx∈Gk
{sign(δdl)γdl} , (8)
where γdl = zT rdl .
The number of neighboring vectors in each group can
be obtained from (7), with the note that in the real signal
3model, ‖rn‖ = ‖rn+Nt‖ , n = 1, . . . , Nt, and xn and
xj are in the same group when dn = dj . In QPSK,
because each symbol in the alphabet {−1, 1} only has
one neighboring symbol, each group has a maximum of
two vectors xn and xn+Nt . By contrast, in higher-order
modulation schemes such as 16-QAM and 64-QAM, whose
alphabets are {−3,−1, 1, 3} and {−7,−5,−3,−1, 1, 3, 5, 7},
respectively, each symbol has at most two neighboring
symbols. Therefore, there is a maximum of four neighbors
in each group, including two pairs of neighbors with the
same difference positions. For example, with M = 4 and
64-QAM modulation, a group can be formed by four vectors
[−7,−7, 5, 5]T , [−7,−3, 5, 5]T , [−7,−5, 5, 7]T , [−7,−5, 5, 3]T ,
which are a subset of the neighbor set of c = [−7,−5, 5, 5]T
with the difference positions {2, 4}.
2) Complexity of finding the groups’ best neighbors:
Determining the best neighbor for each group requires the
computation of γdl = zT rdl =
∑N
n=1 znrn,dl . However,
its complexity is less than that of a multiplication between
two N−element vectors. This is because over two successive
searching iterations, only a subset of elements of z is updated
as follows:
z{i+1} = QT y− Rc{i+1} = QT y− R
(
c{i} −∆x{i}
)
= z{i} + R∆x{i} = z{i} + rd?δd?
= z{i} + [r1,d?δd? , . . . , rd?,d?δd? , 0, . . . , 0]
T
, (9)
where the subscript {i} represents the ith iteration1, and
∆x{i} = c{i} − c{i+1} = [0, . . . , 0, δd? , 0, . . . , 0]T only has
one non-zero element at the d?th position because c{i} and
c{i+1} are neighbors of each other. It is observed from (9)
that over two successive iterations, only the first d? elements
of z need to be updated. Then, γdl can be computed as
γdl = z
T rdl =
{
γ˜dl +
∑d?
n=1 znrn,dl , dl ≥ d?∑dl
n=1 znrn,dl , dl < d
?
, (10)
where γ˜dl =
∑dl
n=d?+1 znrn,dl was already computed in the
previous iteration. Therefore, the computational complexity
required in (10) to examine a neighbor is only min {dl, d?}
multiplications and min {dl − 1, d?} additions.
3) Channel ordering: The complexity to find the best
neighbor of each group can be further reduced by statistically
minimizing d? in searching iterations because the complexity
of (10) increases with min {dl, d?} and min {dl − 1, d?}. We
note that the average metric of x? can be expressed as [2]
E {φ(x?)} = Nσ2v + δ2 ‖hd?‖2 ,
where d? is not only the column index but also the difference
position of x?. Therefore, if we order the channel matrix
such that ‖h1‖2 ≤ . . . ≤ ‖hN‖2, there is a larger chance
that the best neighbor has a small difference position. As a
result, d? can decrease. This motivates the ordering of channel
columns in the increasing order of their norms to reduce the
computational complexity of computing γd in (10).
1For notational convenience, we omit the interation index i if it does not
cause any confusion.
Algorithm 1 NG-TS Detection
Input: H = [h1,h2, . . . ,hN ], y
Output: sˆTS .
1: Obtain Q and R by QR-decomposition of H.
2: Compute fm = |δ|2 ‖rm‖2 ,m = 1, 2, . . . ,M .
3: Order the columns of H in increasing order of fm,m =
1, 2, . . . ,M , if channel ordering is applied.
4: xZF = pR−1QT yy
5: c = xZF , z = QT y− Rc
6: sˆTS = c, φ (sˆTS) = φ (c) = ‖z‖2
7: Push c to the tabu list.
8: for i = 1 to I do
9: Find the neighbor set N (c) = {x1, . . . , xL} and the set
of difference positions D = {d1, . . . , dL}.
10: Divide N (c) into groups G1, . . . ,GK based on (7).
11: for k = 1→ K do
12: for l = 1→ Lk do
13: Set x and d to the lth neighbor in Gk and its
difference position.
14: αl = sign(δd)γd, where γd = zT rd
15: end for
16: lˆ = arg minl {αl}
17: Set x?Gk to the lˆth neighbor in Gk.
18: Set d?k to the difference position of x
?
Gk .
19: βk = 2δd?kγd?k + fd?k
20: end for
21: kˆ = arg mink {βk}
22: x? = x?Gkˆ
23: Move to the best neighbor, c = x?, and update z.
24: Update sˆTS = c, φ (sˆTS) = φ (c) if φ (c) < φ (sˆTS).
25: Release the first element in the tabu list if it is full.
26: Push c to the tabu list and update its length.
27: end for
28: The final solution is the best solution sˆTS found so far.
4) Finding the final best neighbor: Let K be the number of
groups of neighbors, and let x?Gk and d
?
k be the best neighbors
in group Gk and its difference position, respectively. Once
x?G1 , . . . , x
?
GK are found, the final best neighbor is set to
x? = x?Gkˆ such that
kˆ = arg min
k
φ(x?Gk)
= arg min
k
{
‖z‖2 + 2δd?kγd?k + |δ|
2 ∥∥rd?k∥∥2}
= arg min
k
{
2δd?kγd?k + |δ|
2 ∥∥rd?k∥∥2} , (11)
where the last equation is obtained by the fact that ‖z‖2 is
the same for all neighbors in each searching iteration. We
note that γd?k in (11) was already computed to search for the
groups’ best neighbors. Furthermore, |δ|2 ∥∥rd?k∥∥2 in (11) only
depends on the constant |δ|2 and a column of R, which remain
unchanged over I searching iterations. Therefore, |δ|2 ∥∥rd?k∥∥2
needs to be computed only once outside the searching
iterations. As a result, the computational complexity to
determine the final best neighbor is relatively low.
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Fig. 1. BER performance of the proposed schemes in comparison with
those of the conventional TS and SE-SD.
Table I. Computational complexity of Algorithm 1
Step Number of multiplications Number of additions
1 2N3/3 2N3/3
2 N2/4 + 1 N2/4−N/2
4 N2/2 +N/2 N2/2−N/2
5 3N2/2 +N/2 3N2/2−N/2
6 N N − 1
12–20 2K +
∑K
k=1
∑Lk
l=1(1 + η) K +
∑K
k=1
∑Lk
l=1 η
The proposed NG-TS algorithm is summarized
in Algorithm 1. In step 1, matrices Q and R are
obtained by the QR decomposition of H. In step 2,
fm = |δ|2 ‖rm‖2 ,m = 1, 2, . . . ,M, are computed
to be used in steps 3, 10, and 19, noting that
‖rm‖2 = ‖hm‖2 ,m = 1, 2, . . . ,M . Step 4 computes the
initial solution xZF = pH†yy. Then, steps 5–7 assign xZF to
the current candidate c, compute z, and initialize the solution
sˆTS , which is then pushed to the tabu list. In step 10, N (c)
is divided into K groups of Lk, k = 1, . . . ,K, neighboring
vectors, which allows finding K groups’ best neighbors with
a simplified cost function in steps 16 and 17. Then, the best
neighbors of the K groups are compared to determine the
final best neighbor in steps 20 and 21. The following steps
are for updating the best solution and the tabu list, and then
conclude the final solution after I searching iterations.
5) Computational complexity of the NG-TS detection algo-
rithm: The computational complexity of the proposed NG-TS
detection algorithm is presented in Table I with the assumption
M = N . We assume that the QR Householder method is
used to perform QR decomposition in step 1 of Algorithm 1.
To solve xZF in step 4, the backward substitution method is
used. In step 14, the computation of γd requires min {dl, d?}
multiplications and min {dl − 1, d?} additions, as discussed in
Section III-B-2. For simplicity, we assume min {dl − 1, d?} ≈
min {dl, d?} = .2 Therefore, computing αl requires 1 + 
multiplications and  additions. Furthermore, computing βk
in step 19 requires only 2 multiplications and 1 addition
2I’ve changed η to  to avoid confusing with ηk in (7).
because fdk? is already computed in step 2. Therefore, the
total complexity of steps 12–20 is 2K +
∑K
k=1
∑Lk
l=1 (1 + )
multiplications and K +
∑K
k=1
∑Lk
l=1  additions. Then, the
average complexity required in an iteration of the NG-TS
algorithm can be expressed as Citer ≈ 3K¯+ L¯+ 2ε, where K¯
and L¯ are the average values of K and L over all iterations,
respectively, and
ε = E
{
K∑
k=1
Lk∑
l=1

}
=
K∑
k=1
Lk∑
l=1
E {}
= L¯E {} = L¯
N∑
i=1
i (F[i]− F[i− 1]) . (12)
Here, E {·} represents an expected value, and FX [·] denotes
the cumulative distribution function (CDF) of a random vari-
able X . Recall that  = min {dl, d?} with both dl and d? being
independent discrete random variables uniformly distributed
on [1, N ]. We have Fdl [i] = Fd? [i] =
i
N . Hence, F[i] can be
expressed as
F[i] = P {min {dl, d?} ≤ i} = 1− (1− Fdl [i])(1− Fd? [i])
= 1−
(
1− i
N
)2
=
i(2N − i)
N2
, (13)
where P {·} denotes a probability. From (12) and (13), we
have ε = L¯
∑N
i=1
(2N+1)i−2i2
N2 = L¯
(
N
3 +
1
2 +
1
6N
)
, and Citer
can be expressed as
Citer ≈ 3K¯ + 2L¯+ 2L¯N
3
+
L¯
3N
. (14)
From Table I and (14), the overall complexity of the NG-TS
algorithm is given as
CNG-TS ≈ 4N
3
3
+
9N2
2
+
3N
2︸ ︷︷ ︸
initialization
+ I
(
3K¯ + 2L¯+
2L¯N
3
+
L¯
3N
)
︸ ︷︷ ︸
iterative search
.
(15)
By comparing (15) to (4), it is observed that the complexity
required for the initialization of the NG-TS algorithm is greater
than that of the conventional TS algorithm. However, in large
MIMO systems, I  N is required to achieve near-optimal
performance [2]. Therefore, the complexity required in the
iterative searching process dominates the overall complexity.
Furthermore, we note that L¯ ≤ N − 1 and K¯ ≤ 2 for
BPSK/QPSK, and L¯ ≤ 2N − 1 and K¯ ≤ 4 for higher-order
modulation schemes, such as 16- and 64-QAM, as discussed
in Section I for L¯ and in Section II-B-1 for K¯. Therefore,
from (4) and (15), it is clear that the complexity of the
proposed NG-TS algorithm is significantly lower than that
of the conventional TS algorithm. This will be numerically
verified in the next section.
IV. SIMULATION RESULTS
In our simulations, each channel coefficient is assumed to
be an i.i.d. zero-mean complex Gaussian random variable with
a variance of 1/2 per dimension, and the signal-to-noise ratio
(SNR) is set to σ2t /σ
2
v . In both Figs. 1 and 2, we consider
Nt = Nr = {32, 16, 8} with QPSK, 16-QAM, and 64-QAM,
5(a) 32 × 32 MIMO, QPSK , 𝐼 = 800 (b) 16 × 16 MIMO, 16-QAM , 𝐼 = 8000 (c) 8 × 8 MIMO, 64-QAM , 𝐼 = 8000
Fig. 2. Average computational complexities of the proposed schemes, namely NG-TS and NG-TS-CO, in comparison with those of the conventional TS
and QR-TS algorithms. The computational complexity is computed as total number of required multiplications and additions.
respectively. For those systems, I is set to 800, 8000, and
8000, respectively, which guarantees that the conventional TS
and NG-TS algorithms perform approximately the same as the
Schnorr-Euchner SD (SE-SD) decoder [10]. Furthermore, the
length of the tabu list is set to P = I/2 so that TS algorithms
achieve approximately the optimal performance [2], [5].
In Fig. 1, we compare the BER performance of the
proposed NG-TS algorithms to those of the conventional
TS and SE-SD algorithm. It is shown that in all the three
considered systems, the proposed NG-TS and NG-TS with
channel ordering (NG-TS-CO) schemes totally preserve
the BER performance of the conventional TS algorithm.
Furthermore, with the chosen values of I and P , the
performances of TS algorithms are close to those of SE-SD.
In Fig. 2, the computational complexities of the NG-TS,
conventional TS, QR-TS, and QR-TS with channel ordering
(QR-TS-CO) algorithms are compared. The same values of
I and P as in Fig. 1 are used. It is shown that in all
the considered environments, the complexity reduction ratios
of NG-TS and NG-TS-CO compared with the conventional
TS algorithm are approximately 80% and 85%, respectively.
Furthermore, the complexities of NG-TS are approximately
55%− 70% lower than those of QR-TS.
It has been shown in [2] that the QR-TS totally preserves
the performance of the conventional TS and achieves the
performances of SE-SD [10], layered TS [1], and K−best
SD [11] algorithms with considerably lower complexities.
Therefore, based on the comparisons of the performances and
complexities of the conventional TS, QR-TS, and NG-TS in
Figs. 1 and 2, it is clear that the proposed NG-TS achieves
the improved performance-complexity trade-off compared to
the conventional TS, QR-TS, SE-SD, LTS, and KSD.
V. CONCLUSION
In this paper, we propose a novel NG-TS algorithm as a
solution for the neighbor examination of TS-based symbol
detection. The proposed algorithm allows finding the best
neighbor with low complexity by using a simplified cost func-
tion in a groupwise manner. In addition, a channel ordering
scheme is proposed to further optimize the complexity of the
proposed NG-TS algorithm. Simulation results show that the
proposed NG-TS schemes can achieve up to 85% complexity
reduction with respect to the conventional TS algorithm
without any performance loss. We note that the proposed
algorithm can be applied to other existing TS-based detection
algorithms [1]–[6] as an efficient neighbor examination
scheme to reduce their computational complexities.
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