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초 록
시스템에 참여한 노드의 수가 n이고 검출해야 하는 트리거의 수가 w라 하자. 분산
트리거 계수 알고리즘은 n개 노드가 검출한 전체 트리거의 수가 w가 될 때 이를
사용자에게 알려준다. 트리거의 분포에 대한 어떤 통계적 정보도 미리 주어지지
않으며 트리거의 수는 노드의 수에 비해 매우 많다고 가정한다.
분산 트리거 계수 알고리즘은 분산 모니터링 및 전역 스냅샷 알고리즘에 응용
가능하다. 분산 모니터링은 다양한 분산 시스템에서 시스템의 내부 및 외부를 감
시하는데 사용된다. 전역 스냅샷 알고리즘은 분산 시스템 전체의 상태를 저장하여
시스템 복구를 위한 체크 포인트를 (check point) 만드는 용도로 사용된다.
본논문에서는대규모분산시스템을위한효율적인분산트리거계수알고리즘
인 TreeFill과 TreeFill-p를 제시한다. 이들 알고리즘은 라운드를 (rounds) 기반으로
트리거를 검출한다. 각 라운드에서 전체 트리거 중 일부를 검출하고 검출된 트리
거의 수가 w가 되면 사용자에게 이를 알려준다. TreeFill은 분산 트리거 계수를
위해 높은 확률로 O(n log(w/n)개의 메시지를 사용한다. 이는 분산 트리거 계수
를 위한 정확한 알고리즘들의 (exact algorithms) 메시지 하한을 만족한다. 또한
TreeFill 알고리즘이 구동할 때 각 메시지가 수신하는 최대 메시지의 수는 높은 확
률로 O(log(w/n))이 된다. TreeFill-p는 확률적 알고리즘으로써 낮은 실패 확률을
갖지만, w = O(nm)인 경우 (m > 0) 분산 트리거 계수를 위해 높은 확률로 O(n)
개의 메시지를 사용한다. 또한 TreeFill-p에서 각 노드가 수신하는 메시지의 수는
높은 확률로 O(1)이다. 본 논문에서는 TreeFill 및 TreeFill-p 알고리즘의 성능을 증
명하고 다양한 시뮬레이션을 통해 이들 알고리즘의 성능을 검토 하였다.
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제 1 장 서론
분산 트리거 계수 알고리즘은 (distributed trigger counting algorithm) 대규모 분산
시스템에서 시스템 모니터링과 전역 스냅샷을 (global snapshot) 위해 사용될 수 있
다. 시스템 모니터링은 여러 분산 시스템에서 시스템의 상태 분석 및 유지 관리를
위해 유용하게 사용되는 알고리즘이다. 시스템 모니터링 기능을 통하여 시스템의
현재 상태를 파악하고 이를 통해 전체 시스템을 보다 효율적으로 관리할 수 있다.
분산 트리거 계수 알고리즘은 시스템 모니터링 기능에 유용하게 사용 가능하다.
전역 스냅샷은 여러 노드들로 (또는 프로세서들) 구성된 분산 시스템에서, 전체
시스템을 구성하는 각 노드와, 노드 간의 통신 채널의 상태를 일관성 있게 (consis-
tent)저장하는것을말한다.저장된전역스냅샷은이후시스템복구및기타용도를
위해 사용 가능하다. 전역 스냅샷을 시스템 복구 용도로 사용할 경우, 일반적으로
여러 전역 스냅샷들을 주기적으로 만들게 된다. 시스템에 치명적인 문제가 발생
한 경우, 가장 최근에 저장된 전역 스냅샷의 상태로 전체 시스템을 되돌림으로써
시스템 문제로 인한 피해를 최소화 할 수 있다. 분산 트리거 계수 알고리즘은 대규
모 분산 시스템을 위한 전역 스냅샷 알고리즘의 주요 부분으로써 사용 가능하다.
효율적인 분산 트리거 계수 알고리즘의 설계는 효율적인 전역 스냅샷 알고리즘의
설계를 위해 중요하다.
본 논문은 대규모 분산 시스템을 위한 효율적인 두 가지 분산 트리거 계수 알
고리즘, TreeFill과 TreeFill-p를 제안한다. 본 장에서는 먼저 1.1절에서 분산 트리거
계수 문제를 정의하고 분산 트리거 계수 알고리즘들을 비교하기 위한 성능 지표를
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제시한다. 다음으로 연구 배경으로써 1.2절에서 분산 트리거 계수 알고리즘과 분산
모니터링의 관계를, 1.3절에서 분산 트리거 계수 알고리즘과 전역 스냅샷 알고리
즘의 관련성을 살펴본다. 연구 목적과 범위를 1.4절에서 규정하고 1.5절에서 연구
성과를 요약하여 기존 분산 트리거 계수 알고리즘들과 제안 알고리즘들의 성능
비교를 제시한다. 마지막으로 1.6절에서 논문의 구성을 언급한다.
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1.1 분산 트리거 계수 문제
분산 트리거 계수 문제는 (distributed trigger counting problem) n개의 노드로 구성
된 분산 시스템에서 w개의 트리거들을 (triggers) 감지하는 문제이다. 트리거들의
통계적 분포나 수학적 모델은 미리 주어지지 않는다. 트리거들은 임의의 시간에
임의의 노드에서 감지된다. 이러한 트리거들이 n개 노드에서 감지되는 동안, 전체
노드에서 감지된 트리거의 총 수가 w가 되는 시점에 사용자에게 이를 알려야 한다.
통상 분산 트리거 계수 문제에서 w  n이라고 가정한다. w ≤ n인 경우 각 노드가
트리거를 감지할 때 마다 관리 노드 (coordinating node)에게 메시지를 보내면 관리
노드에서는 O(n) 개의 메시지를 이용하여 트리거를 검출할 수 있다. 그러나 w  n
인 경우는 이렇게 쉽게 해결하기 어렵다.
분산 트리거 계수 알고리즘에서 트리거는 다소 추상적인 개념으로써, 시스템에
서 발생하는 어떤 이벤트들이나, 사용자가 관심을 가지고 있는 시스템 내부 상태
변화를 트리거에 대응시킬 수 있다. 예를 들어 데이터 센터에서 특정 서비스를 이
용하고 있는 사용자의 수를 추적하는 경우를 생각해 보자. 1000대의 서버에서 관찰
대상인 응용이 동작하고 있다고 하자. 하나의 서버에서 서비스 가능한 사용자 수는
3000 명이라 하자. 그러면 동시에 서비스 가능한 인원은 3백만 명이다. 사용자 수의
증감을추적하기위해최대서비스이용가능인원의 1%인삼만명을 w로설정하자.
사용자 한 명이 해당 응용을 새로 이용하기 시작하는 경우 a 타입 트리거를 발생하
고, 이용을 종료하면 b 타입 트리거를 발생한다. 전체 1000대의 서버는 트리거 a, b
에 대하여 각각 분산 트리거 계수 알고리즘을 구동한다. 그러면 현재 해당 응용을
사용하고 있는 사용자의 수를 삼만명 단위로 알 수 있다. 만약 일주일 동안 a타입
트리거가 152만 개 발생하고 b타입 트리거가 120만 개 발생했다면 a, b 트리거 계
수 과정에서 시스템이 사용자에게 보낸 알람의 수는 각각 50, 40이다. 따라서 이를
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통해 추정한 관찰 대상 응용을 사용하고 있는 사용자의 수는 (50− 40)에 삼만을 곱
하여삼십만명이된다.실제로접속한사람은삼십이만명이므로이만명의오차가
있는데 이는 w 단위로 사용자가 이용자 수의 증감을 알 수 있기 때문이다. 분산 트
리거 계수를 사용할 때 w를 크게 하면 모니터링의 정확도는 떨어지지만 더욱 적은
오버헤드를 이용하여 모니터링이 가능하고, w를 작게 하면 모니터링의 정확도는
증가하나 모니터링 오버헤드 역시 증가한다.
기존 연구들을 살펴보면 분산 트리거 계수 알고리즘의 성능을 비교하기 위하여
주로 다음의 두 가지 성능 지표를 이용한다 [GGS10, CCGS11, CCS11].
• 메시지 복잡도 (Message complexity): w개의 트리거를 검출하기 위해 n개의
노드들이 주고 받은 메시지 수의 총 합.
• 각 노드가 수신한 메시지 수의 최대 값 (MaxRcv): w개의 트리거를 검출하는
과정에서 가장 많은 메시지를 수신한 노드가 받은 메시지의 수.
메시지 복잡도는 분산 트리거 계수 알고리즘이 전체 분산 시스템에 부과하는
네트워크 사용량 측면에서의 오버헤드와 관련이 있다. 전체 노드가 분산 트리거 계
수를위해송수신한메시지의총양은 (전체메시지수 ×메시지크기)로나타낼수
있다. 기존의 분산 트리거 계수 알고리즘들과 본 논문에서 제시하는 두 가지 알고
리즘은 모두 O(1) 크기의 메시지를 사용한다 [GGS10, CCGS11, CCS11]. 따라서 본
논문에서 앞으로 메시지 복잡도를 말할 때는 알고리즘에서 사용한 메시지의 총 수
를 말하며, 메시지 크기가 O(1)이므로 사용한 메시지의 총 수는 실제로 알고리즘을
구현했을 때 필요한 네트워크 사용량에 비례한다.
분산 트리거 계수 알고리즘에서 각 노드는 분산 트리거 검출을 위해 일정 수의
메시지를 수신하게 된다. MaxRcv는 이 과정에서 가장 많은 수의 메시지를 수신한
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노드가 받은 메시지의 수 이다. MaxRcv는 분산 트리거 계수 알고리즘의 확장성과
(scalability) 관련이 있다. 만약 어떤 분산 트리거 계수 알고리즘의 MaxRcv가 O(n)
이라면시스템의크기가커짐에따라언젠가노드가사용가능한네트워크대역폭의
한계에 다다를 것이고, 전체 시스템에 참여 가능한 노드의 수는 메시지가 집중되는
특정 노드가 사용한 네트워크 대역폭에 제한될 것이다. 만약 MaxRcv가 낮다면 더
큰 시스템에서 원활하게 분산 트리거 계수 알고리즘을 구동할 수 있다.
앞으로 본 논문에서 분산 트리거 계수 알고리즘의 성능을 비교 분석할 때는
’메시지 복잡도’, ’MaxRcv’ 두 가지 기준을 사용하기로 한다.
1.2 분산 트리거 계수 알고리즘과 분산 모니터링
분산 모니터링 기술은 여러 분산 시스템에 널리 사용되는 핵심적인 기술 중 하나
이다. 무선 센서 네트워크는 특정 지역에 배포된 센서들을 이용하여 주변 환경의
다양한 물리적 특성을 감지하고 이를 사용자에게 전달해 준다 [ASSC02, AK04].
또한 그리드 컴퓨팅, 클러스터 컴퓨팅, 무선 센서 네트워크, 피어-투-피어 컴퓨팅
등의 다양한 종류의 분산 시스템에서 시스템 내부 상태를 관찰하기 위하여 분산
모니터링 기술이 사용된다 [MCC04, ZC04, PP06, CDR08, LC10]. 그리드 및 클러
스트 컴퓨팅에서는 시스템의 전역적인 현재 상태를 추정하기 위해서 전체 시스템
상태를 모니터링 하는 소프트웨어들을 사용한다. 이러한 시스템 상태 모니터링 소
프트웨어에는 Ganglia [MCC04], GridICE [ADBF+05] 등이 있다.
일반적으로분산모니터링을위해사용되는알고리즘에는중앙집중방식,가십
기반 방식 (gossip-based aggregation), 트리 기반 방식이 (tree-based aggregation)
있다 [MCC04, CDR08, CMY11, JBA11]. 중앙 집중 방식은 중앙의 관리 노드에서
(coordinating node) 다른 모든 노드들이 분석한 정보를 모아서 시스템 전체의 정
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보를 얻는 방식이다. 중앙 집중 방식에서는 명백하게 중앙의 관리 노드에 모니터링
오버헤드가 집중되므로 시스템 전체의 확장성 측면에서 단점을 지닌다. 그러나 중
앙 집중 방식의 모델은 다양한 모니터링 함수들을 제공한다. 예를 들어 합계, 평균,
최대, 최소 같은 기본적인 기능은 물론이며 엔트로피, 모멘텀 등의 복잡한 함수들
을 효율적으로 계산하는 알고리즘이 제안 되었다 [CMY11]. 가십 기반 방식은 분산
시스템에 참여하는 노드들이 자주 참여 및 이탈을 하는 경우 유리하다. 가십 기반
방식에서는 중앙 집중 방식이나 트리 기반 방식과 다르게 정형화된 노드들의 네
트워크를 구성하지 않는다. 따라서 주기적으로 가십 알고리즘을 구동하는 것으로
모니터링 하고자 하는 시스템 특성의 평균을 얻을 수 있다 [JBA11].
가장 일반적으로 사용되는 방식은 트리 기반 방식이라 할 수 있다. 센서 네트워
크, 그리드 시스템 등에서 트리 기반 방식으로 전체 시스템을 모니터링 하는 기법
들이 사용된다 [MCC04, CDR08]. 만약 노드들 사이에 트리 네트워크를 구축할 수




분산 트리거 계수를 활용한 모니터링 방식은 트리 네트워크를 활용한 주기적인
방식과 관련과 비교하여 다른 특성을 가지고 있다. 두 가지 모니터링 방식을 비교
하기 위하여 데이터 센터에 접속 중인 사용자의 수를 분산 집계하는 경우를 생각해
보자. 트리 네트워크를 이용한 주기적인 모니터링 방식은 모니터링 주기 p에 한번
씩 전체 시스템에 접속한 사용자의 수를 체크한다. 분산 트리거 계수 알고리즘을
사용하면전체시스템에접속한사용자의수가 w만큼증가하거나감소하는시점을
알 수 있다. 그림 1.1은 동일한 사용자 수 변화를 주기적 모니터링과 분산 트리거
계수를 이용한 모니터링을 이용하여 관찰할 때의 차이점을 보여준다.
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그림 1.1: 주기적 모니터링과 트리거 계수 기반 모니터링의 차이.
만약데이터센터에접속중인사용자수가급격히변화할경우주기적모니터링
은모니터링주기인 p보다빨리이러한변화를감지할수없다.하지만분산트리거
계수 알고리즘을 사용하면 미리 정해놓은 w개의 트리거가 발생하는 시점을 알 수
있으므로전체시스템의급속한변화에보다빠르게대응할수있다.반대로데이터
센터에접속중인사용자의수에크게변화가없을경우분산트리거계수알고리즘
은 접속자 수의 증감에 비례하여 모니터링이 이루어지므로 적은 수의 메시지만을
사용하여 모니터링 작업을 수행할 수 있다. 하지만 주기적 모니터링 방식은 이러한
모니터링 대상의 특성과 관계없이 모니터링 오버헤드가 항상 모니터링 주기 p에
따라 결정된다.
아직 분산 트리거 계수 알고리즘을 실제 분산 모니터링에 활용한 실제 시스템
구현은 발표되지 않았다. 분산 모니터링 응용에 분산 트리거 계수 알고리즘의 사용
가능성에 대한 언급만을 찾아 볼 수 있다 [CCS11, KLPC13]. 하지만 분산 트리거
계수 알고리즘은 모니터링 대상의 변화에 신속하게 반응할 수 있으므로 대규모 분
산 시스템에서 전체 시스템의 변화에 빠르게 대응하는 응용이 필요한 경우 분산
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트리거 계수 알고리즘이 유용하게 활용될 수 있는 잠재력이 있다.
1.3 분산 트리거 계수 알고리즘과 전역 스냅샷
현재 분산 트리거 계수 알고리즘이 직접적으로 응용 가능한 분야는 전역 스냅샷
(global snapshot) 알고리즘이다 [GGS10, CCGS11, CCS11]. 분산 시스템에서 전역
스냅샷은 주기적으로 시스템 전체의 상태를 저장하는 용도로 활용된다. 시스템에
문제가 발생한 경우 가장 최근의 스냅샷에 저장된 상태로 시스템 전체의 상태를
복구함으로써 시스템의 문제로 인한 피해를 최소화 할 수 있다.
대규모 분산 시스템을 고려하지 않은, 기존의 전역 스냅샷 알고리즘을 대규모
분산 시스템에 적용할 경우 노드 간의 통신 비용이 크게 증가한다 [GGS10, Ksh10,
Tsa13]. 이러한 통신 비용 증가의 주된 이유는 전역 스냅샷을 저장할 때, 노드 간의
채널 상태들을 (channel states) 저장하는 비용이 전체 노드의 수가 n이라 할 때 일
반적으로 O(n2)이기 때문이다 [CL85, LY87, Mat93]. 분산 트리거 계수 알고리즘을
활용하면 전역 스냅샷에서 채널 상태를 저장하는 과정에서 통신 비용을 크게 낮출
수 있다 [GGS10].
전역 스냅샷은 시스템을 구성하는 노드들의 내부 상태와 노드들 간의 채널 상
태들의 집합으로써 정의된다. 일반적으로 전역 스냅샷을 만들기 위해 각 노드들은
다음과 같은 작업을 수행한다.
• 처음 모든 노드의 색깔은 흰색 이다.
• 흰색 노드는 흰색 메시지를 보내고, 붉은색 노드는 붉은색 메시지를 보낸다.
• 처음 전역 스냅샷 저장을 시작하는 노드는 다음과 같은 작업을 한다. 먼저
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지역 스냅샷을 (local snapshot) 저장하고 색상을 붉은색으로 바꾼다. 그리고
자신과 연결된 모든 노드에게 ”초기화”라는 메시지를 보낸다.
• 한 노드가 ”초기화” 메시지를 받거나 붉은색 메시지를 받은 경우 자신의 색
깔이흰색이라면,지역스냅샷을저장하고색깔을붉은색으로바꾼후자신과
연결된 다른 노드들에게 ”초기화” 메시지를 보낸다.
위와 같은 알고리즘을 시행하면 처음에 모두 흰색이었던 노드들이 ”초기화” 메
시지가전파됨에따라차츰붉은색으로바뀌어간다.각노드는색상을바꾸기전에
지역 스냅샷을 저장하므로 어떤 노드가 붉은색으로 바뀌었다는 것은 해당 노드가
자신의 내부 상태들을 지역 스냅샷으로써 저장했음을 의미한다.
이렇게 노드들이 지역 스냅샷을 저장하는 과정에서 색상이 바뀌므로, 지역 스
냅샷을 저장하기 전에 전송한 메시지는 흰색이고, 저장한 후에 보낸 메시지들은
붉은색이 된다. 모든 노드들이 자신들의 지역 상태를 저장한 다음에는 채널 상태들
을 저장해야 한다.
예를들어 ni가 nj에게흰색메시지 10개를보낸다음지역스냅샷을저장했다고
하자. nj가 10개의 메시지 중 5개를 수신한 다음 자신의 지역 스냅샷을 저장했다고
하자.이미수신한 5개메시지의정보는 nj의내부상태에반영되었으므로 nj의지역
스냅샷을저장하는것으로이들 5개메시지의정보는전역스냅샷에이미반영되었
다. 그러나 남아있는 5개의 메시지는 이미 nj가 지역 스냅샷을 저장했으므로 nj의
지역 스냅샷을 통해서 저장될 수 없다.이런 경우 남아 있는 5개의 흰색 메시지들이
채널 상태로써 저장되어야 한다.
분산 트리거 계수를 활용한 전역 스냅샷 알고리즘에서는 모든 노드의 지역 스
냅샷을 저장한 후 채널 상태로써 저장되어야 하는 흰색 메시지의 수가 w라고 한다.
분산 트리거 계수 알고리즘을 사용하면 이 w개의 메시지가 모두 도착한 시점을 알
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수 있고, 이 시점에 전역 스냅샷 저장을 완료할 수 있다.
이처럼 효율적인 분산 트리거 계수 알고리즘은 효율적인 대규모 분산 시스템을
위한 전역 스냅샷 알고리즘의 주요 부분으로써 응용이 가능하다.
1.4 연구 목적 및 범위
본논문에서는분산트리거계수문제를위한두가지알고리즘 TreeFill과 TreeFill-p
를 제시한다. 이들 알고리즘은 기존 연구와 같이 분산 시스템을 구성하는 노드들
이 언제나 서로 통신할 수 있는 완전 그래프 형태의 토폴로지를 (topology) 이루고
있다고 가정한다 [GGS10, CCGS11, CCS11].
클라우드 컴퓨팅을 위한 하드웨어 플랫폼으로 사용되고 있는 데이터 센터의 경
우 완전 그래프 형태의 노드 토폴로지를 만족한다. 노드들은 고속의 통신망으로
상호 연결되어 있으며 서로 통신 가능하다. 또한 데이터 센터의 각 노드는 비교적
신뢰성이있으며노드에서실패가 (failure)발생한경우에도재부팅등을통해시스
템에 곧 다시 참여한다 [ZCB10]. 따라서 데이터 센터의 경우 노드들이 트리와 같은
고정적인 토폴로지를 구성하며 루트 노드 역시 미리 선출한다고 가정할 수 있다.
하지만완전그래프를가정할수없는센서네트워크나애드혹네트워크 (ad hoc
network)등은제안알고리즘이가정하는완전그래프형태의토폴로지를만족하지
않는다. 따라서 이들 시스템에 제안 알고리즘을 사용하려면 보다 일반적인 네트
워크 토폴로지에서 효율적으로 작동하는 분산 트리거 계수 알고리즘을 설계해야
한다. 이 주제는 후속 연구에서 다루기로 한다.
본 논문에서는 TreeFill 및 TreeFill-p의 성능에 대한 증명을 제시하며 에이전트
기반 시뮬레이션 (agent based simulation) 도구인 NetLogo를 사용한 시뮬레이션
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결과도 함께 제시한다.
1.5 연구 성과 요약
Garg는 노드의 수가 n이고 트리거의 수가 w라고 할 때, 분산 트리거 계수 문제를
해결하는 모든 정확한 알고리즘들의 (exact algorithms) 메시지 복잡도의 하한은
Ω(n log(w/n))임을 증명하였다 [GGS10]. 시스템에 참여하는 모든 노드가 균등하게
메시지 오버헤드를 처리한다고 할 때, MaxRcv의 하한은 Ω(log(w/n)) 이다.
본 논문에서 제시하는 TreeFill 알고리즘은 높은 확률로 Garg가 증명한 메시
지 하한을 만족시키는 정확한 알고리즘이다. 즉, TreeFill 알고리즘은 높은 확률로
O(n log(w/n))의 메시지 복잡도를 보인다. 또한 TreeFill의 MaxRcv는 O(log(w/n))
이다.
본논문에서제시하는 TreeFill-p는확률적알고리즘 (probabilistic algorithm)이
다. TreeFill-p는 정확한 알고리즘인 TreeFill과 달리 w개의 트리거가 n개의 노드에
검출된 경우에도 낮은 확률로 사용자에게 이를 알리지 않을 수 있다.
그러나 TreeFill-p는 어떤 상수 m > 0에 대해 w = O(nm)인 경우 높은 확률로
O(n)의 메시지 복잡도를 보인다. TreeFill-p의 MaxRcv는 O(1) 이다.
표 1.1는 기존의 분산 트리거 계수 알고리즘들과 본 논문에서 제안하는 TreeFill




Centralized [GGS10] O(n log(w/n)) O(n log(w/n))
Tree-based [GGS10] O(n log n log(w/n)) O(n log n log(w/n))
LayeredRand [CCGS11] O(n log n logw) O(log n logw)
CompTreeRand [EK10] O(n logw(log log n)2) –
CompTreeDet [EK10] O(n(logw log n)2) O((logw log n)2)
CoinRand [CCS11] O(n(logw + log n)) O(logw + log n)
RingRand [CCS11] O(n log n logw) O(log n logw)
TreeFill O(n log(w/n)) O(log(w/n))
TreeFill-p O(n) O(1)
(Emek의 알고리즘은 임의의 네트워크에 대한 성능이다 [EK10]. TreeFill-p는 정확한
알고리즘이 (exact algorithm) 아닌 확률적 알고리즘 (probabilistic algorithm)이며
m > 0인 상수에 대해 w = O(nm)이라는 추가 가정이 필요하다.)
표 1.1: 분산 트리거 계수 알고리즘들의 성능 비교.
1.6 논문의 구성
본 논문은 다음과 같이 구성된다. 2장에서는 기존 분산 트리거 계수 알고리즘들과
분산 트리거 계수 알고리즘을 직접적으로 응용할 수 있는 전역 스냅샷 알고리즘
기법들을 논의한다. 본 논문에서 제안하는 TreeFill 알고리즘을 3장에서, TreeFill-p
알고리즘을 4장에서설명한다.각알고리즘의성능역시해당장에서분석한다. 5장
에서는 NetLogo를 사용하여 CoinRand 알고리즘과 본 논문에서 제시하는 TreeFill
및 TreeFill-p 알고리즘의 성능을 비교 한다. 마지막으로 6장에서 결론을 맺는다.
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제 2 장 관련 연구
기존에 제시된 분산 트리거 계수 알고리즘들은 2.1절에서 논의한다. 분산 트리거
계수 알고리즘은 대규모 분산 시스템을 위한 전역 스냅샷 알고리즘에 직접적으로
응용이 가능하다. 대규모 분산 시스템을 위해 제시된 전역 스냅샷 알고리즘들은
2.2절에서 논의한다.
2.1 분산 트리거 계수 알고리즘
2.1.1 Garg의 분산 트리거 계수 알고리즘들과 분산 트리거 계수 문제의
메시지 복잡도 하한
Garg는 분산 트리거 계수 문제를 위한 세 가지 알고리즘을 제시하고 이 알고리즘
들을 함께 사용할 수 있는 방법을 제시 하였다. Garg에 의하여 제안된 알고리듬은
그리드 기반, 트리 기반, 중앙 집중식 알고리즘이다 [GGS10]. Garg는 또한 분산
트리거 계수 알고리즘을 위한 하한을 제시 하였다 [GGS10]. 분산 트리거 계수 문
제를 위한 결정론적 알고리즘의 (deterministic algorithm) 메시지 복잡도의 하한
은 Ω(n log(w/n)) 이다. Garg의 알고리즘에서 노드들 사이에 주고받는 메시지의
크기는 O(1) 이다. 이는 아래에서 논의하는 다른 분산 트리거 계수 알고리즘들도
마찬가지이다.
Garg가 제안한 중앙 집중 방식의 분산 트리거 계수 알고리즘의 메시지 복잡도
는 O(n(logw/n)) 이다. 이는 최적의 메시지 복잡도 이다. 그러나 중앙 집중 방식
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알고리즘은 하나의 마스터 노드가 모든 메시지를 모으는 방식이기 때문에 MaxRcv
역시 O(n(logw/n))가된다. Garg의트리기반알고리즘은라운드기반으로작동한
다. 각 라운드에서 트리거들을 검출하기 위해 이진 트리를 사용한다. 각 라운드가
시작할 때 이진 트리의 각 노드는 트리거에 의해 소비될 수 있는 토큰을 (tokens)
받게 된다. 트리 기반 알고리즘에서 이진 트리의 역할은 트리거들이 소비할 수 있
는 토큰들을 찾는 것이다. 각 라운드에서 트리거들이 모든 토큰을 소비하게 되면
트리 기반 알고리즘의 한 라운드가 끝난다. 트리기반 알고리즘의 메시지 복잡도와
MaxRcv는 모두 O(n log n log(w/n)) 이다.
2.1.2 LayeredRand 알고리즘
Chakaravarthy는 LayeredRand 알고리즘을 제시하였다 [CCGS11]. 이 알고리즘의
메시지 복잡도는 O(n log n logw) 이며, MaxRcv는 O(log n logw) 이다 [CCGS11].
LayeredRand 알고리즘에서 시스템의 노드들은 이진 트리와 유사한 계층 구조를
형성한다. 전체 노드 수 n은 어떤 정수 L에 대하여 n = 2L − 1 이다. 각 노드들은
계층0에서 계층L− 1를 형성하며 계층 i에 (0 ≤ i < L) 있는 노드의 수는 2i이다.
LayeredRand은여러라운드에걸쳐서이루어진다. w개의트리거를검출하기위
해 LayeredRand 알고리즘의 각 라운드는 아직 검출되지 않은 트리거의 수를 알고
있어야 한다. 이는 이전 라운드까지 검출된 트리거의 수와 w의 차이를 통해 알 수
있다. 각 라운드에서 아직 검출되지 않은 트리거의 수를 ŵ라 하자.
LayeredRand의 각 노드 x는 자신이 검출한 트리거의 수 C(x)를 가지고 있다.
LayeredRand의 각 라운드에서 계층l에 있는 노드는 다음의 τ(l)개의 트리거를 검출
한 경우, 계층 l − 1에 있는 하나의 노드 y를 무작위로 선택하여 메시지를 보낸다.
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4 · 2l · log(n+ 1)
⌉
.
노드 y가코인을하나받으면 C(y)를 τ(l)만큼증가시킨다.만약 C(y) ≥ τ(l−1)
을 만족하게 되면 무작위로 계층 l − 2에 있는 노드 z를 선택하고 코인을 보낸다.
코인을보낸후 C(y)를 τ(l−1)만큼감소시킨다.노드 z 역시마찬가지로동작한다.
루트 노드 r역시 코인을 보내지 않는 다는 점을 제외하고 다른 노드와 마찬가지
로동작한다.루트노드의중요한과제는각라운드를언제끝낼지판단하는것이다.
루트 노드 r의 카운트 C(x) ≥ dŵ/2e을 만족하면 루트 노드는 해당 라운드가 끝났
다고 판단한다. 이제 루트는 현재 라운드에서 모든 노드들이 수신한 트리거들의
정확한 수를 파악해야 한다. 이를 위해 미리 노드들 사이에 이진 트리가 구축되어
있다고 가정한다. 이 트리를 이용하여 전체 노드들이 수신한 트리거의 수를 집계한
다. 이 때 필요한 메시지의 수는 O(n)이다.
LayeredRand의각라운드는 O(n log n)개의코인을사용한다. LayeredRand에게
필요한 라운드의 수는 O(logw)이다. 그래서 LayeredRand 알고리즘의 메시지 복잡
도는 O(n log logw)가 된다. 이 때 MaxRcv는 O(log n logw)가 된다.
2.1.3 CoinRand, RindRand 알고리즘
Chakaravarthy는 CoinRand과 RindRand 알고리즘을 또한 제안하였다 [CCS11].
CoinRand 알고리즘은 LayeredRand 알고리즘과 유사하지만 보다 향상된 메시지
복잡도와 MaxRcv를 가지고 있다. RindRand 알고리즘은 다른 분산 트리거 계수
알고리즘이 고려하지 않은 MaxSnd를 고려하였다. MaxSnd는 MaxRcv에 대응되
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는 개념으로써, 시스템에서 가장 많은 메시지를 송신한 노드가 보낸 메시지의 총
수이다.
CoinRand 알고리즘의 메시지 복잠도는 O(n(logw + log n)) 이며 MaxRcv는
O(logw+log n)이다. RindRand 알고리즘의메시지복잡도와 MaxRcv는각각 Lay-
eredRand과 같은 O(n log n logw), O(log n logw) 이지만, 다른 분산 트리거 계수
알고리즘과는 달리 추가적으로 O(log n logw)의 MaxSnd를 보장한다.
이 절에서는 CoinRand 알고리즘에 대하여 자세하게 살펴본다. CoinRand은
LayeredRand 알고리즘과 유사한 계층 구조를 사용한다. 어떤 정수 L에 대하여
n = 2L이라 가정하자. CoinRand 알고리즘은 L + 1 개의 계층으로 이루어져 있
다. 계층 i에는 (0 ≤ i ≤ L) 2i개의 노드가 있다.의 가장 아래 계층인 계층 L에는
2L개의 노드가 있다. n = 2L이므로 전체 노드가 계층 L에 존재한다. 계층 0 L − 1
에 존재하는 노드의 수는 n − 1이다. 따라서 전체 노드 중 n − 1개의 노드는 계층
L과 다른 또 다른 계층에 속해 있다. 즉, 하나의 노드가 두 계층에 속해서 두 가지
역할을 하는 것이다.
CoinRand 알고리즘 역시 라운드 기반으로 동작한다. LayredRand 알고리즘과
마찬가지로 ŵ를 각 라운드가 시작할 때 아직 검출되지 않은 트리거의 수라 하자.
각 노드는 임계값 τ = dŵ/4ne을 계산한다. 각 노드 x는 자신이 검출한 트리거의
수를 나타내는 C(x)를 또한 가지고 있다. 노드 x가 트리거를 하나 받으면 C(x)를 1
증가 시킨다. 노드 x가 계층 l에 있다고 하자. 만약 C(x)가 τ에 다다르면 계층 l− 1
에서 무작위로 노드 y를 선택하여 코인을 보내고 C(x)를 0으로 재설정 한다. 만약
이것이 노드 y가 첫번째로 받은 코인이라면 특별한 추가 동작을 하지 않는다. 만약
이것이 두번째로 받은 코인이라면 노드 y의 바로 위 계층에서 무작위로 노드 z를
선택하여 코인을 보낸다. 노드 z도 유사하게 동작한다.
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CoinRand에서 루트 노드는 다른 노드들과 다르게 동작한다. 루트 노드가 코인
을 받으면 현재 라운드에서 검출한 정확한 트리거의 수를 미리 정의된 이진 트리를




′ = Csum+τ ×Ncoins
가 된다. 그러면 새로운 ŵ는 ŵ = ŵ − w′로 계산할 수 있다. 이렇게 새로운 ŵ를
계산하여 새로운 라운드를 시작하게 된다.
이러한 방식으로 트리거를 검출하는데 필요한 라운드의 수는 O(logw)이다. 각
라운드에서 노드들은 하나의 코인만을 바로 위 계층으로 보내고, 각 노드는 계층 L
및 또 다른 계층에 속할 수 있으므로 최대 2개의 코인을 보낸다. 따라서 각 라운드
에서 사용하는 메시지의 수는 O(n)이 되며 메시지 복잡도는 O(n logw)가 된다.
계속트리거를검출하다보면 ŵ < n인라운드가오게된다.이때는남아있는트
리거의수가노드의수보다작기때문에전체노드가트리거검출에참여할필요가
없다. 그러면 계층 구조의 높이를 줄인다. 줄어든 계층 구조에 참여하는 노드 수가
n′라 하자. 그러면 ŵ > n′가 될 때 까지 계층 구조의 높이를 줄이고 위에서 설명한
알고리즘을 작동한다. 이 때 필요한 라운드의 수는 O(log n)이다. 따라서 CoinRand
의 메시지 복잡도는 ŵ ≥ n인 경우와 ŵ < n인 경우를 합하여 O(n(logw + log n))
이 된다. CoinRand 알고리즘에서 각 노드는 O(1)개의 메시지를 수신하기 때문에
CoinRand의 MaxRcv는알고리즘에필요한라운드의수인 O(log n+ logw)가된다.
2.1.4 트리 네트워크에서의 분산 트리거 계수 알고리즘
Emek과 Korman은 보다 일반화된 네트워크 구조를 위한 분산 트리거 계수 알고리
즘을 제시하였다 [EK10]. 앞에서 설명한 분산 트리거 계수 알고리즘들은 시스템에
참여하는 모든 노드들이 메시지를 주고 받을 수 있다고 가정하고 알고리즘을 설
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계하였다. 그러나 Emek과 Korman은 트리 네트워크를 가정하고 오직 인접 노드들
사이에서만 메시지를 주고 받을 수 있다고 가정 하였다. 이들이 제안한 두 알고리
즘을 Chakaravarthy가명명한데로 CompTreeRand, CompTreeDet라하자 [CCS11].
CompTreeRand의메시지복잡도는 O(n logw(log log n)2)이고 MaxRcv는상한을가
지지 않는다. CompTreeDet의 메시지 복잡도는 O(n(logw log n)2)이며 MaxRcv는
O((logw log n)2) 이다.
2.2 대규모 분산 시스템을 위한 전역 스냅샷 알고리즘
분산 트리거 계수 알고리즘은 쉽게 대규모 분산 시스템을 위한 전역 스냅샷 알고리
즘에사용가능하다. Garg는분산메시지계수문제를 (distributed message counting
problem) 정의하였다 [GGS10]. 이 정의는 용어만 다를 뿐 분산 트리거 계수 문제의
정의와 같다.
최근의 대규모 분산 시스템은 수천개의 컴퓨팅 노드들로 구성되어 있다 [ss12].
전역스냅샷은이러한대규모분산시스템에서중요한기능이다 [SBF+04, CHL+06,
ORS06, KXRE07, GGS10].
분산 시스템의 전역 스냅샷은 시스템을 구성하는 노드들의 상태와 (일반적으로
프로세서들의 상태, processor states) 채널들의 상태의 (channel states) 집합이다
[CL85].만약노드들이스패닝트리를 (spanning tree)구성하고있는경우노드들의
상태를 저장하기 위해서는 노드의 수가 n이라 할 때 (n)개의 메시지가 필요하다.
그러나 일반적으로 채널들의 상태를 저장하기 위해서는 O(n2)의 메시지들이 필
요하다 [CL85, LY87, Mat93]. 만약 분산 시스템에 참여하는 노드의 수가 수천개
이상으로 증가할 경우 이는 감당하기 어려운 오버헤드가 된다.
분산 트리거 계수 알고리즘은 전역 스냅샷 알고리즘의 채널 상태 저장 단계에
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이용 가능하다 [GGS10]. 분산 트리거 계수 알고리즘을 사용함으로써 분산 스냅샷
알고리즘의 채널 상태 저장 비용을 크게 줄일 수 있다.
Kshemkalyani는 하이퍼큐브 기반의 분산 스냅샷 알고리즘을 제안 하였다. 이
알고리즘은 분산 트리거 계수를 이용한 전역 스냅샷 알고리즘들이 크기 O(1)인 메
시지를 사용하는데 반하여 크기 O(n)짜리 메시지를 사용한다. 하지만 알고리즘의
응답 속도가 O(n log n)으로 우수하다. 반면 분산 트리거 계수 알고리즘은 최악의
경우 응답 시간이 알고리즘의 메시지 복잡도와 같아 진다. 예를 들어 CoinRand 알
고리즘의 경우 응답 속도는 자신의 메시지 복잡도인 O(n(logw + log n))이 된다.
하이퍼 큐브 기반 알고리즘이 사용하는 메시지의 총 수는 O(n log n) 이다.
최근에 Tsai는 하이퍼뷰브 기반 분산 스냅샷 알고리즘을 일반화하여 일반적인
그리드 형태의 연결 네트워크에서 설계하는 전역 스냅샷 알고리즘을 위한 메시지
복잡도의 하한을 증명하였다 [Tsa13].
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제 3 장 분산 트리거 계수를 위한 최적 알고리즘
본 장에서는 분산 트리거 계수 문제를 높은 확률로 최적의 메시지 오버해드로 해결
하는 TreeFill 알고리즘을제안한다. Garg는전체노드의수가 n이고검출해야하는
트리거의수가 w일때노드간에주고받는콘트롤메시지의총합은 Ω(n log(w/n))
임을증명하였다 [GGS10]. TreeFill은높은확률로 O(n log(w/n))개의콘트롤메시
지를 사용하여 w개의 트리거를 검출할 수 있다. 3.1절에서는 TreeFill 알고리즘이
가정하고 있는 시스템 모델을 설명한다. 3.2절에서는 TreeFill 알고리즘을 기술한




전체 시스템은 n개의 노드, p1, p2, · · · , pn 으로 이루어져 있다. 각 노드는 서로 메시
지를 주고 받을 수 있다. 따라서 노드들의 연결은 완전 그래프를 형성하고 있다. 이
n개의 노드에게 w개의 트리거가 도착한다. 트리거들의 분포에 대한 어떠한 통계
정보도미리주어지지않는다.전체시스템은각노드에도착한트리거들의총합이
w가 되는 경우 사용자에게 이를 보고해야 한다.
트리거는시스템내부또는외부의특정이벤트를기준으로응용에맞게정의할
수 있다. 예를 들어 데이터 센터에 현재 접속 중인 사용자의 수를 분산 트리거 계
수 알고리즘으로 추적하는 경우, 시스템에 새로운 사용자가 접속하는 경우 이것이
트리거가 된다. 사용자가 시스템에서 로그아웃 하는 경우를 또 다른 트리거로 정
의하고 시스템 로그인 트리거의 수에서 시스템 로그아웃 트리거의 수를 빼면 현재
접속중인 사용자 수를 계산할 수 있다. 또 다른 예로써 데이터 센터에서 각 노드의
cpu 및 메모리 사용량이 미리 정한 한계값을 넘어서는 경우 트리거를 발생 시킬 수
있다.이런경우트리거의수가많아지면시스템자원이많이사용되었다는뜻이므
로 데이터 센터 전체의 리소스 사용량을 유추하기 위해 분산 트리거 계수를 이용할
수 있다.
이렇게 다양한 이벤트에 대응하여 트리거를 발생시킬 수 있으므로, 트리거의
분포에 대해 어떠한 통계적 가정을 하기 어렵다. 그래서 분산 트리거 계수 문제에
서 n개 노드에 도착하는 w개의 트리거에 대한 어떠한 통계 정보도 미리 주어지지
않는다고 가정한다. 또한 트리거의 수 w는 w  n이라고 가정한다. 만약 어떤 상수
c에대해 w = cn이라면발생하는모든트리거를특정한마스터노드에전달하는것




TreeFill 알고리즘은1 라운드 기반으로 작동하여 n개의 노드로 w개의 트리거를 분
산 검출하게 된다. TreeFill의 각 라운드에서는 이전 라운드들을 통해 검출 되지
않은 트리거들의 절반을 검출한다. 예를 들어 첫번째 라운드에서 검출되지 않은
트리거의수는 w이므로첫번째라운드에서는 w/2개의트리거를검출한다.두번째
라운드에서는 남은 트리거의 반인 w/4개의 트리거를 검출한다.
TreeFill 알고리즘에 참여하는 노드들은 두 가지 역할을 수행할 수 있다. 하나는
각노드에서일정수의트리거를검출한경우콘트롤메시지를새로만든다.이렇게
만들어진 콘트롤 메시지들을 취합하여 전체 시스템에 도착한 트리거의 수를 알 수
있다. 이후로 이렇게 일정한 트리거를 검출한 경우 만들어 내는 콘트롤 메시지를
코인이라 (coin) 부르기로 한다. 노드들의 또 다른 역할은 DetectTree라 부르는 노
드들의 이진 트리를 구성하여 노드들에게서 발생한 코인의 수가 n이 되는 순간을
감지해 내도록 하는 것이다.
첫번째 라운드가 시작할 때 앞으로 검출해야 할 트리거의 수는 w이다. i번째
라운드가 시작할 때에 앞으로 검출해야 할 트리거의 수를 wi라 하자. TreeFill 알고
리즘의 i번째라운드에서각노드는 τi = wi/2n개의트리거를검출하는경우하나의
코인을 만든다. 그러면 트리거의 도착 분포와 관계 없이 항상 최소한 n개의 코인이
발생하게 된다. 다음 정리 1는 이를 보여준다.
정리 1 TreeFill 알고리즘의 i번째 라운드에서 wi > 2n인 경우 각 노드는 τi =
wi/2n 개의 트리거를 받을 때 마다 하나의 코인을 발생 시킨다. 그러면 해당 라운
드에서 트리거의 분포와 관계 없이 항상 최소한 n개의 코인이 발생한다.
1TreeFill 알고리즘은 [KLPC13]에 발표 되었음.
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증명 i번째라운드에서 wi > 2n인경우,각노드는코인을발생시키지않고 (wi/2n)−
1개의 트리거를 검출할 수 있다. 따라서 코인을 하나도 발생시키지 않고 전체 노드
가 검출할 수 있는 트리거 수의 최대값은 n · ((wi/2n)− 1) = wi/2− n이다. 이 경우
남아 있는 트리거의 수는 wi − (wi/2− n) = wi/2 + n 이다.
이 경우 코인을 발생시킨 노드에 (wi/2n)− 1개의 트리거가 도착하면 코인을 발
생시키지않을수있다.그다음에도착하는트리거는모든노드가이미 (wi/2n)−1
개의 트리거를 받은 상황이기 때문에 어떤 노드에 트리거가 도착하더라도 하나의
코인이 발생한다. 따라서 최소한 wi/2 + n개의 트리거들은 wi/2n개의 트리거가 도
착할 때 마다 하나의 코인을 발생 시킨다. 이 경우 발생하는 코인 수는 다음과 같다
b(wi/2 + n)/(wi/2n)c = bn+ 2n2/wic ≥ n.
위와 같은 경우보다 더 적은 수의 코인을 발생 시킬 수는 없다. w개의 트리거가
도착 했으나 m < n인 m개의 코인이 발생했다고 가정하자. 그러면 m · wi/2n개의
트리거들이 m개의코인을만드는데필요하다. m/n < 1이므로이는 wi/2보다작은
값이다. 따라서 wi/2 보다 많은 트리거들은 코인을 만들지 않고 전체 노드에 의해
검출될 수 있어야 한다. 그러나 코인을 만들지 않고 모든 노드들이 검출할 수 있는
트리거수의최대값은 wi/2−n이므로이는모순이다.따라서트리거의분포와관계
없이 wi > 2n을 만족하는 라운드에서는 최소한 n개의 코인이 발생한다.
TreeFill의각라운드들은 wi > 2n인경우와 wi ≤ 2n인경우작동방식이다르다.
wi ≤ 2n인 경우는 뒤에서 자세히 다루기로 한다.
TreeFill의 i번째 라운드에서 wi > 2n인 경우, 최소한 n개의 코인이 발생하므로
이 n개의 코인을 검출하면 nτi = wi/2개의 트리거가 전체 시스템에 도착했음을 알
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수 있다. 따라서 wi > 2n를 만족하는 i번째 라운드에서 n개 코인을 검출하면 wi/2
개의 트리거들이 시스템에 도착했음을 알 수 있다.
첫번째 라운드에서는 w1 = w이므로 w/2개의 트리거가 검출된다. 두번째 라운
드에서는 n개의 코인을 검출하면 w/4개의 트리거가 검출된다. 따라서 wi > 2n인
경우 i번째 라운드에서 n개의 코인을 통해 검출 가능한 트리거의 수는 w/2i 이다.
TreeFill 알고리즘의각라운드에서 n개의코인을검출하기위해다음그림 3.1과
같은 노드들의 이진 트리를 사용한다. 이 이진 트리를 DetectTree라 부르기로 한다.
그림 3.1: n = 22+1 = 8인 경우 DetectTree의 예.
설명의 편의를 위해 전체 노드의 수 n은 어떤 정수 h에 대해 n = 2h+1이라
가정한다. (n이 2h+1이 아닌 경우에 대해서도 쉽게 TreeFill 알고리즘을 확장할 수
있다.)
DetectTree의 높이는 h이다. 따라서 DetectTree에 참여하는 노드의 수는 2h+1 −
1 = n− 1이다. 전체 n개의 노드 중 n− 1개는 wi/2n개의 트리거를 받았을 때 하나
의 코인을 만드는 역할과, DetectTree의 한 노드로써 n개의 코인을 분산 검출하는
작업에도참여한다.남아있는한개의노드는코인을만들어내는역할만수행한다.
알고리즘 3.1은 각 노드 pi에서 τi개의 트리거를 받았을 때 코인을 만들고 De-
tectTree에 전송하는 알고리즘을 나타낸다.
정리 1에서 보인 바와 같이 wi > 2n을 만족하는 i번째 라운드에서는 항상 최소
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알고리즘 3.1 노드 pi가 τi = wi/2n 개의 트리거를 받았을 때 코인을 DetectTree에
전송하는 알고리즘
첫번째 라운드가 시작할 때, 각 노드 pi는 다음을 수행:
pi.trgs← 0.
i번째 라운드에서 각 노드 pi는 다음을 수행:
pi가 하나의 트리거를 받았을 때:
pi.trgs← pi.trgs+ 1.
만약 pi.trgs ≥ wi/2n인 경우:
DetectTree의 리프 노드 중 하나인 f를 무작위로 선택.
코인 하나를 f에게 전송.
pi.trgs← pi.trgs− wi/2n.
n개의 코인이 발생한다. DetectTree는 이 n개의 코인을 분산 검출한다.
DetectTree의코인분산검출알고리즘을설명하기위해다음과같이 DetectTree
에서의 i번째 계층을 정의한다.
정의 1 DetectTree에서 루트 노드가 높이 0에 있다고 할 때 높이 i에 있는 모든
노드를 DetectTree의 i번째 계층이라고 정의한다.
DetectTree의 i번째 계층에 있는 노드들의 수는 2i가 되며 i는 0 ≤ i ≤ h을 만족
한다.
DetectTree의 높이는 h이므로 리프 노드의 수는 2h = 2h+1/2 = n/2개 이다. 각
리프 노드는 2개의 코인을 받으면 FULL 메시지를 부모 노드에게 전송 한다. De-
tectTree의 내부 노드는 2개의 FULL 메시지를 받으면 자신의 부모 노드에게 FULL
메시지를 전송한다. 따라서 모든 리프 노드가 코인을 2개씩 가지도록 하면 리프
노드 전체가 받은 코인은 n개가 되고 모든 내부 노드가 자신들의 부모에게 FULL
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메시지를 전송하게 되어 루트 노드가 결국 FULL 메시지를 받게 된다. 루트 노드는
자신이 FULL메시지를받으면모든리프노드가가지고있는코인들의합이 n임을
알 수 있다.
전체 시스템을 구성하는 n개의 노드들은 코인을 전송할 경우 n/2개의 리프 노
드 중 하나를 무작위로 선택하여 보내게 된다. 그러면 DetectTree의 리프 노드들이
수신하는 코인 수의 평균은 2이다. DetectTree는 평균보다 많은 수의 코인을 받은
노드에서 평균보다 적은 수의 코인을 받은 노드에게 효율적으로 코인을 전달해 줌
으로써, n개의 코인이 n/2개의 리프 노드들에게 보내질 때 모든 노드들이 2개씩의
코인을 받도록 만들어 준다. 이를 통해 DetectTree는 n개의 코인을 분산 검출할 수
있다.
n개의 코인이 DetectTree에 도착할 때, 리프 노드는 첫번째 코인을 받았을 때는
별다른 추가 동작을 하지 않는다. 두번째 코인을 받으면 부모 노드에게 FULL 메시
지를 보낸다. 세번째 이후로 받는 코인들은 모두 자신이 가지지 않고, 높이 h − 1
번째 계층의 노드 중 하나에게 무작위로 전달한다. DetectTree의 내부 노드들은 이
렇게 리프 노드들에게서 전달 받은 코인들을 2개 미만의 코인을 가지고 있는 리프
노드에게 전달해 준다.
DetectTree의내부노드 r은 r.full[1..2]배열을가지고있다.각라운드가시작할
때 모든 내부 노드의 r.full[1..2]는 false로 초기화 된다. 내부 노드의 좌측 자녀 노
드가 FULL 메시지를 보내면 r.full[1]을, 우측 자녀 노드가 FULL 메시지를 보내면
r.full[2]가 true로 바뀐다. 만약 r.full[1..2]가 모두 true로 바뀌면 내부 노드의 부모
노드에게 FULL 메시지를 보낸다.
내부 노드 r이 코인을 전달 받은 경우 r.full[1..2] 배열을 이용하여 2개 미만의
코인을 받은 리프 노드에게 코인을 전달해 줄 수 있다. 만약 내부 노드 r이 코인을
26
전달 받았는데, r.full[1..2] 중 하나가 false라면 r의 서브 트리 중 하나에 2개 미만
의 코인을 가진 노드가 최소한 하나가 있음을 의미한다. 따라서 코인을 해당 서브
트리에게전달하고,같은방식으로재귀적으로코인을전달하여 2개미만의코인을
가진 리프 노드에게 코인을 전해줄 수 있다. 만약 r.full[1..2]가 모두 true라면 이는
r을 루트 노드로 하는 서브 트리의 모든 리프 노드는 2개의 코인을 가지고 있음을
의미한다. 따라서 r의 높이가 i라면, r.full[1..2]가 모두 true이고 코인을 전달 받은
경우에 DetectTree의 i − 1번째 계층에 있는 노드 중 하나에게 코인을 무작위로 전
달한다. 이 과정 역시 재귀적으로 계속 진행될 수 있다. 이상과 같은 방법을 통해
DetectTree는 n개의 코인을 검출할 수 있다. 알고리즘 3.2는 DetectTree에서 n개
코인을 검출하는 알고리즘을 보여준다.
알고리즘 3.2를 사용하여 트리거들을 검출하면 wi ≤ 2n인 라운드에 도달하게
된다. 이 경우 τi = 1이 되며, 이는 모든 노드들이 하나의 트리거를 받으면 하나의
코인을 만들어서 DetectTree의 리프 노드들 중 하나에게 무작위로 보냄을 뜻한다.
DetectTree는 n개의 코인을 검출할 수 있으므로 남아 있는 트리거의 수가 wi ≤ 2n
를 만족하면 최대 2라운드가 더 필요하게 된다.
i번째 라운드가 시작할 때 남이 있는 트리거의 수가 n ≤ wi ≤ 2n을 만족하는
경우에는 τi를 1로 설정하는 것 외에 특별히 더 필요한 설정은 없다. 그러나 wi < n
이 되는 경우에는 DetectTree는 n개의 코인을 받아야 종료할 수 있는데 코인 수가
부족하므로 해당 라운드가 종료될 수 없다. 이런 경우를 막기 위해 i번째 라운드가
시작할 때 wi < n이면 n − wi개의 코인을 임의로 미리 DetectTree의 리프 노드들
에게 배포한다. 그러면 남아 있는 wi개의 코인이 도착하면 미리 배포했던 코인을
포함하여 DetectTree가 수신한 코인의 총 수가 n − wi + wi = n이므로 해당 라운
드가 종료될 수 있다. wi ≤ n이 되면 남아 있는 모든 트리거를 검출할 수 있으므로
TreeFill 알고리즘이 종료되고 w개의 트리거를 분산 검출하는 작업을 끝내게 된다.
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알고리즘 3.2 DetectTree에서 n개의 코인을 분산 검출하는 알고리즘
각 라운드가 시작할 때 내부 노드 r은 다음을 수행:
배열 r.full[] 전체를 false로 초기화.
DetectTree의 리프 노드 f는 다음을 수행:
f가 코인을 받은 경우:
f.coins← f.coins+ 1.
f.coins가 처음 2가 된 경우:
FULL 메시지를 부모에게 전송.
If f.coins > 2 then:
코인을 바로 위 계층의 노드 중 하나에게 무작위로 전달.
f.coins← f.coins− 1.
DetectTree의 내부 노드 r은 다음을 수행:
r이 r.child[i]에게 FULL을 받은 경우: //i=1이면 왼쪽, i=2이면 오른쪽
r.full[i]← true.
만약 배열 r.full[] 내부가 모두 true인 경우:
FULL 메시지를 부모에게 전송.
r이 코인을 받은 경우:
r.full[i] = false을 만족하는 i 찾기.
만약 이를 만족하는 i가 없다면:
코인을 바로 위 계층의 노드 중 하나에게 무작위로 전달.
그렇지 않다면:
코인을 r.child[i]로 전달.
DetectTree의 루트 노드는 다음을 수행:
다른 내부 노드와 같이 코인을 전달하거나 r.full[] 배열 업데이트.
만약 배열 r.full[] 전체가 모두 true 라면:
wi/2개의 트리거를 검출 하였음.
다음 라운드 시작.
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3.3 TreeFill 알고리즘 성능 분석
이절에서는 TreeFill 알고리즘의메시지복잡도및 MaxRcv를분석한다.먼저 3.3.1
절에서 TreeFill 알고리즘이 종료될 때 까지 필요한 라운드 수가 O(log(w/n))이고,
DetectTree가 각 라운드에서 n개 코인을 분산 검출하기 위해 노드들 간에 주고받는
메시지의총수가높은확률로 O(n)이므로전체 TreeFill 알고리즘의메시지복잡도
가 높은 확률로 O(n log(w/n))임을 증명한다. 다음으로 3.3.2절에서 각 라운드에서
코인의 분산 검출을 위해 노드들이 수신하는 메시지의 수가 높은 확률로 O(1)이고
TreeFill에 필요한 라운드 수는 O(log(w/n))이므로 TreeFill 알고리즘에서 MaxRcv
는 높은 확률로 O(log(w/n)) 임을 증명한다.
3.3.1 TreeFill 알고리즘의 메시지 복잡도
먼저 TreeFill알고리즘이 필요로 하는 라운드의 수가 O(log(w/n))임을 증명 한다.
τi = wi/2n > 1인 경우 필요한 라운드 수를 생각해 보자. TreeFill의 각 라운드는
wi/2의 트리거를 검출하므로 wi = w/2
i−1 이다. taui ≤ 1이 되는 경우의 i는 다음과
같이 알 수 있다.
τi = wi/2n ≤ 1
w/2i−1 ≤ 2n
log(w/n) ≤ i
즉, j = dlog(w/n)e 번째 라운드가 되면 wj/2n ≤ 1을 만족하며 τj = 1이 된다.
남아 있는 트리거의 수가 2n보다 작거나 같고 τj = 1이며 DetectTree는 n개의 코인
을 분산 검출 할 수 있으므로 최대 2라운드가 더 있으면 w개의 트리거를 모두 분산
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검출할 수 있다. 따라서 TreeFill알고리즘이 사용하는 라운드의 수는 다음과 같다.
dlog(w/n)e+ 2 = O(log(w/n)) (3.1)
이제각라운드에서 DetectTree가 n개의코인을검출하기위해사용하는메시지
의 수를 생각해 보자. DetectTree에서 n개 코인의 분산 검출을 위해 노드들 사이에
주고 받는 메시지는 FULL 메시지와 코인이다. 노드들 사이에 주고 받는 FULL 메
시지의 수를 NumFull이라 하고 노드들 사이에 주고 받는 코인의 수를 NumCoin
이라 하자. 그러면 각 라운드에서 DetectTree가 코인의 분산 검출을 위해 사용하는
메시지의 총 수는 NumFull +NumCoin이다.
NumFull은 쉽게 구할 수 있다. 루트 노드를 제외한 다른 노드들은 DetectTree
의 알고리즘에 따라 각 라운드에서 하나의 FULL 메시지를 부모에게 보낸다.
NumFull = (n− 1)− 1 = n− 2. (3.2)
이제부터 NumCoin이 높은 확률로 O(n)임을 보인다. 증명을 위해 다음과 같은
정의들이 필요하다.
정의 2 Xi는 0 < i ≤ h 일 때, DetectTree의 i번째 계층에 속해 있는 어떤 하나의
노드에서 i− 1번째 계층으로 전달된 코인의 총 수를 나타내는 랜덤 변수 이다.
정의 3 Y는 n개의 코인이 DetectTree에 도착할 때, 어떤 하나의 리프 노드가 받은
코인의 수를 나타내는 랜덤 변수 이다.
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정의 4 Ri는 0 ≤ i < h 일 때, DetectTree의 i번째 계층에 있는 모든 노드가 (i+ 1)
번째 계층에 있는 노드들로 부터 전달 받은 코인의 총 수를 나타내는 랜덤 변수
이다.







랜덤 변수 Xh는 DetectTree의 한 리프 노드가 받은 코인의 수 에서 2를 뺀 값이
다. 즉, 각 리프 노드는 Xh만큼의 코인을 상위 계층으로 전달하게 된다. 따라서 Xh
와 Y는 다음과 같은 관계를 가진다.
Xh = Y − 2. (3.4)
DetectTree의알고리즘에의해어떤한코인이 (i+1)번째계층에서 i번째계층으
로 전달 되었다면, 2개 미만의 코인을 가지고 있는 리프 노드에게 코인을 전달하기
위해 i번째계층에서 (i+1)번째계층으로다시전달되어야만한다.이러한관찰에서
부터 NumCoin을 Ri로 부터 다음과 같이 유도할 수 있다.




따라서 Ri에 관한 식을 구하면, NumCoin에 관한 식 역시 식 3.5로 부터 얻을
수 있다.
랜덤 변수 Y는 이항 분포 (binomial distribution) B(n, 2/n)를 따른다. TreeFill
의 각 라운드에서 최소한 n개의 코인이 DetectTree의 리프 노드들에게 무작위로 보
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내진다. DetectTree의 리프 노드들의 수는 2h = 2h+1/2 = n/2이므로, 하나의 리프
노드가 코인을 받을 확률은 1/(n/2) = 2/n 이다. 따라서 Y는 이항 분포 B(n, 2/n)
를 따른다. 랜덤 변수 Y의 기대값과 분산은 각각 E[Y ] = n(2/n) = 2, V ar[Y ] =
n(2/n)(1− 2/n) = 2(1− 2/n) 이다.




h(Y − 2) = 2hY − n. (3.6)
Ri−1과 Ri의 관계도 유도할 수 있는데 이를 위해 다음 정의가 필요하다.
정의 5 md를 d번째계층에있는내부노드라하자. SubTree(md)는루트노드가 md
인 서브 트리로 정의 한다. NumRcv(md)는 n개의 코인이 DetectTree에 도착하는
동안 SubTree(md)가 받은 코인의 총 수로 정의 한다.
SubTree(md)에있는리프노드의총수는 2
h/2d = 2h−d이다.따라서NumRcv(md)
는 Y를 사용하여 다음과 같이 나타낼 수 있다.
NumRcv(md) = 2
h−dY.
그러면 다음과 같은 정리가 성립한다.
정리 2 TreeFill의한라운드에서 d번째계층에있는한내부노드md는 NumRcv(md) ≥




증명 DetectTree의 코인 분산 검출 알고리즘에 의해 md는 SubTree(md)의 모든 리
프 노드들이 2개 씩의 코인을 받을 때 까지 (d− 1) 번째 계층으로 코인을 전달하지
않는다.즉, NumRcv(md) < 2·2h−d인경우코인을위쪽계층으로전달하지않는다.
이 경우에는 2개 미만의 코인을 받은 리프 노드가 SubTree(md) 안에 있기 때문에
그 리프 노드에게 코인을 전달하면 된다. Pr(NumRcv(md) ≥ 2 · 2h−d)는 다음과
같다.
Pr(NumRcv(md) ≥ 2 · 2h−d) = Pr(2h−dY ≥ 2 · 2h−d)
= Pr(Y ≥ 2).
Y는 이항 분포 B(n, 2/n)을 따른다. 충분한 수의 노드가 참여하는 경우 B(n, 2/n)는
정규분포 N (2, 2(1−2/n))에가까워지게된다.따라서 Pr(Y ≥ 2)는 Pr(N (2, 2(1−
2/n)) ≥ 2)로 나타낼 수 있으며 정규 분포의 특서에 의해 이 경우의 확률은 1/2
이다.
정리 2에 의해 DetectTree의 내부 노드는 자신이 받은 코인들을 1/2의 확률로
위쪽 계층으로 전달한다. Ri는 i번째 계층의 노드들이 (i+ 1)번째 계층의 노드들로




Ri+1, (0 ≤ i < h). (3.7)
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= 2(2hY − n) · 1− 2
−h
1− 2−1
= 4(1− 2−h)(2hY − n)
= 2n(1− 2−h)Y − 4n(1− 2−h)
= 2n(1− 2−h)Y − E[2n(1− 2−h)Y ].
위식에서 µ = E[2n(1−2−h)Y ] = 4n(1−2−h)이라하자.그러면체르노프부등식
을 (Chernoff inequality)사용하여 δ ≤ 2e−1를만족하는수 δ에대해 Pr(NumCoin >
δµ)을 다음과 같이 구할 수 있다.
Pr(NumCoin > δµ) = Pr(2n(1− 2−h)Y − µ > δµ)
= Pr(2n(1− 2−h)Y > (1 + δ)µ)
< e−µδ
2/4.
따라서 다음 식이 성립한다.
1− Pr(NumCoin > δµ) = Pr(NumCoin ≤ δµ) > 1− e−µδ2/4.
µ = 4n(1−2−h) ≤ 4n을만족하므로, Pr(NumCoin ≤ δµ) < Pr(NumCoin ≤ 4δn)
이 성립한다. δ를 1로 넣으면 Pr(NumCoin ≤ 4n)의 하한을 (lower bound) 다음과
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같이 얻을 수 있다.
Pr(NumCoin ≤ 4n) > Pr(NumCoin ≤ µ)
> 1− e−µ/4
= 1− e−n+2.
그러므로 Pr(NumCoin ≤ 4n) > 1− e−n+2이다. 즉, NumCoin은 1− e−n+2보다 큰
확률로 O(n)이 된다.
식 에서 보인 바와 같이 TreeFill이 사용하는 라운드의 수는 O(log(w/n))이다.
각 라운드에서 DetectTree가 사용하는 메시지의 수는 NumFull + NumCoin인데,
NumCoin은 식 에서 보인 바와 같이 O(n)이다. 따라서 TreeFill알고리즘의 메시지
복잡도는 다음과 같다.
O(log(w/n)) · (NumFull +NumCoin) = O(n log(w/n)).
NumCoin이O(n)의확률은 1−e−n+2보다크므로 TreeFill은높은확률로O(n log(w/n))
의 메시지 복잡도를 만족 한다.
3.3.2 TreeFill의 MaxRcv
이 절에서는 TreeFill의 각 노드에서 받은 메시지 수의 최대 값, MaxRcv가 높은
확률로 O(log(w/n)) 임을 증명한다.
DetectTree의 노드가 받는 코인의 수는 부모 노드가 전달해 주는 코인과 아래쪽
계층에서 전달되는 코인의 수의 합이다. 이렇게 위쪽, 아래쪽에서 전달되는 코인의
수를 다음과 같이 정의한다.
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• RcvUpi: TreeFill의각라운드에서, i번째계층에있는노드가부모로부터전달
받는 코인의 수.
• RcvDni: TreeFill의 각 라운드에서, i번째 계층에 있는 노드가 (i+ 1)번째 계
층에 있는 노드들로부터 전달 받는 코인의 수.
DetectTree의 i번째 계층에 있는 노드가 받는 메시지의 수를 NumRcvi라 하자.
그러면 NumRcvi = RcvUpi + RcvDni 이다. NumRcv
Rnd를 TreeFill의 한 라운
드에서 각 노드가 수신하는 메시지의 최대값이라 하자. 그러면 NumRcvi로 부터
NumRcvRnd를 다음과 같이 나타낼 수 있다.
MaxRcvRnd = max0≤i≤h(NumRcvi).
TreeFill에게 필요한 라운드의 수는 O(log(w/n))이므로 MaxRcv는 다음과 같이 나
타낼 수 있다.
MaxRcv ≤ O(log(w/n)) ·MaxRcvRnd.
이제 NumRcvRnd가 높은 확률로 O(1)임을 보임으로써 MaxRcv가 높은 확률로
O(log(w/n)) 임을 보이고자 한다.
정의 에서 Ri는 i번째 계층의 노드들이 (i + 1)번째 계층의 노드들에게서 받은
코인의 총 수임을 정의 하였다. 따라서 i번째 계층에 있는 노드의 수는 2i이므로
RcvDni = Ri/2
i으로 나타낼 수 있다. 랜덤 변수 Y는 DetectTree의 한 리프 노드가






= 2−(h−1)(2hY − n)
= 2(Y − 2).
이제 RcvDni를 Y를 이용하여 나타내었으므로, RcvDni의 통계 분포는 Y로 부터
유도할 수 있다. RcvUpi에 대한 식을 구하면 NumRcvi를 유도할 수 있다.
DetectTree의 내부 노드들은 정리 2에 의해 자신이 받은 코인들을 1/2의 확률로
위쪽 계층으로 전달하고, 역시 1/2의 확률로 자신의 자식들에게 전달한다. i번째
계층에 있는 내부 노드 mi는 계층 0 ∼ (i − 1)에 존재하는 자신의 조상 노드들이
아래쪽으로 전달하는 코인을 받게 된다.
조상 노드들이 아래쪽으로 전달하는 코인들은 조상 노드의 좌측, 우측 서브 트
리에 명백하게 같은 확률로 코인을 전달해야 한다. 왜냐 하면 서브 트리에 코인을
전달하는 확률은 각 서브 트리가 수신한 코인의 수와 관련이 있는데 모든 리프 노
드가 같은 확률로 코인을 받으므로 통계적으로 특정 서브 트리가 더 많거나 적은
코인을 받는다고 할 수 없기 때문이다.
이러한 사실로 부터 RcvUpi는 mi의 조상 노드들로 부터 mi에게 전달된 코인의
수 이므로 다음과 같이 나타낼 수 있다.






= (Y − 2)(1− 2−i+1 + 2−i+1) = (Y − 2).
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위 식에서 RcvDn0는 루트 노드가 받은 코인의 수이고, 루트 노드는 부모가 없기
때문에 자신이 받은 모든 코인이 i번째 계층의 내부 노드에게 같은 확률로 나누어
전달된다.반면, 1 ∼ (i− 1)계층의내부노드들은자신들이받은코인의반은위쪽
계층으로전달하고나머지반을자식들에게전달하기때문에 1/2이곱해진것이다.
따라서 NumRcvi는 다음과 같이 나타낼 수 있다.
NumRcvi = RcvUpi +RcvDni = 3(Y − 2).
NumRcvi는 i와 관계 없이 3(Y − 2)으로 나타난다. 따라서 MaxRcvRnd 역시
3(Y − 2) 이다.
체르노프부등식을사용하면 δ ≤ 2e−1를만독하는 δ에대해 Pr(MaxRcvRnd ≤
6δ)를 다음과 같이 얻을 수 있다.
Pr(MaxRcvRnd ≤ 6δ) = 1− Pr(MaxRcvRnd > 6δ)
≥ 1− Pr(3(Y − 2) > 6δ)
= 1− Pr(Y − 2 > 2δ)
= 1− e−δ2/2.
따라서 Pr(MaxRcvRnd ≤ 6δ)는 δ < 2e − 1를 만족하는 δ에 대해 1 − e−δ2/2 보다
크다. 예를 들어 δ = 2인 경우 MaxRcvRnd가 12보다 작을 확률은 0.86보다 크다.
만약 δ = 3 이라면 MaxRcvRnd가 18보다 작을 확률은 0.99보다 커지게 된다.
MaxRcv는 MaxRcvRnd를 사용하여 다음과 같이 나타낼 수 있음을 앞에서 보였
다.
MaxRcv ≤ O(log(w/n)) ·MaxRcvRnd.
38
MaxRcvRnd가 높은 확률로 O(1)이므로 MaxRcv는 높은 확률로 O(log(w/n))이
된다.
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제 4 장 분산 트리거 계수를 위한 효율적인
확률적 알고리즘 (Probabilistic Algorithm)
본장에서는분산트리거계수문제를보다효율적으로해결하는확률적알고리즘인
TreeFill-p를제시한다. 3의 TreeFill은정확한알고리즘 (exact algorithm)이다. n개
의노드에 w개의메시지가도착한경우메시지손실이없다면반드시사용자에게이
사실을 알려준다. Garg가 증명한 분산 트리거 계수 문제를 해결하는 알고리즘들의
메시지 복잡도의 하한은 실폐 확률이 없는 정확한 분산 트리거 계수 알고리즘들을
대상으로 하는 것이다 [GGS10].
TreeFill-p는 확률적 알고리즘으로써 낮은 실폐 확률을 가지고 있다. 즉, w개의
트리거가 n개의 노드에 도착하고 메시지 손실이 없어도 낮은 확률로 사용자에게
이 사실을 알리지 못 할 수 있다. 그러나 확률적 알고리즘인 TreeFill-p는 TreeFill
과 비교하여 더욱 우수한 메시지 복잡도를 가진다. TreeFill-p는 높은 확률로 O(n)
의 콘트롤 메시지들을 사용하여 w개의 트리거를 검출해 낸다. 트리거 검출을 위한
메시지 오버 헤드는 전체 노드에 고르게 분산 된다. 따라서 TreeFill-p의 MaxRcv는
O(1)이 된다.
4.1절에서 TreeFill-p 알고리즘에 대해 설명한다. 5.5절에서 TreeFill-p 알고리즘
에필요한라운드의수를분석한다.다음으로 4.3절에서 TreeFill-p 알고리즘의성공
확률을 분석한다. 마지막으로 4.4에서 TreeFill-p알고리즘의 성능 분석을 보인다.
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4.1 TreeFill-p 알고리즘
3장의 TreeFill 알고리즘과 TreeFill-p 알고리즘은 같은 시스템 모델을 사용한다. 또
한 TreeFill-p 알고리즘 역시 n개의 코인을 검출하기 위해 TreeFill 알고리즘에서
사용하던 DetectTree를 사용한다. 또한 TreeFill-p 역시 라운드 기반으로 작동 한
다. 하지만 TreeFill-p 알고리즘은 확률적인 방식으로 코인을 생성한다. TreeFill-p
알고리즘에서도 설명의 단순성을 위하여 전체 노드 수 n은 어떤 정수 h에 대하여
n = 2h+1이라고 가정한다.
TreeFill 알고리즘은 w개의 트리거가 n개의 노드에 도착할 때 최소한 n개의
코인이 발생함을 이용 하였다. n개의 코인이 반드시 발생하기 때문에 이 코인들
을 DetectTree를 이용하여 분산 검출하면 전체 트리거들의 발생을 분산 검출할 수
있었다.
TreeFill-p알고리즘에서 각 노드는 트리거를 받을 때 마다 일정 확률로 코인을
발생시킨다.첫번째라운드에서각노드는트리거가도착할때마다 n/w의확률로
코인을 발생 시킨다. 그리고 발생한 코인은 TreeFill 알고리즘에서와 같이 n − 1
개의 노드로 구성된 DetectTree의 리프 노드 중 하나를 무작위로 선택하여 보낸다.
만약 발생한 코인의 수가 n보다 크거나 같으면 DetectTree는 n개의 코인이 도착한
순간을 감지할 수 있다.
TreeFill 알고리즘 에서와 같이 TreeFill-p 알고리즘에서도 wi를 i번째 라운드가
시작할때아직검출되지않은트리거의수라고정의한다.그러면 i번째라운드에서
각 노드가 코인을 발생시키는 확률은 n/wi 이다.
랜덤 변수 Di를 i번째 라운드에서 발생하는 코인의 수라고 하자. 첫번째 라운드
에서 발생하는 코인 수의 기대값은 E[D1] = w · (n/w) = n 이다.
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각 노드에서 코인을 발생시키는 사건은 서로 독립이며 각 라운드에서 n/wi로
일정하다.따라서 Di의분포는이항분포 B(wi, n/wi)를따른다.충분히큰 n과 w에
대해 Di는 정규 분포 N (n, n(1− n/w))로 나타낼 수 있다.
각 라운드가 시작할 때 c > 0인 상수 c에 대하여 c
√
n개의 코인을 DetectTree의















수 있다. c 값에 따른 각 라운드의 성공 확률 및 TreeFill-p 알고리즘의 성공 확률은
4.3절에서 살펴본다.
DetectTree의 루트 노드가 FULL 메시지를 받으면 DetectTree의 리프 노드들이
n개의 코인을 가지고 있는 것이다. 이 때 루트 노드는 TreeFill 알고리즘과는 달리
정확하게몇개의트리거들이 n개의노드들에의해해당라운드에서감지되었는지
알 수 없다. 따라서 전체 노드가 받은 정확한 수의 트리거들을 취합 (aggregation)
해야한다.이를위해 DetectTree를이용한다. i번째라운드에노드들에의해검출된
트리거들의 수를 취합 하려면 O(n)개의 메시지가 필요 하다.
TreeFill-p 알고리즘의 라운드가 진행 되면서 i번째 라운드에 남아 있는 트리거
의 수가 wi ≤ n이 되면 각 노드는 트리거를 검출할 때 마다 코인을 만든다. 만약 i
번째라운드가시작할때 wi < n이라면노드들에의해생성되는코인의수가 n보다
작으므로 미리 n − wi개의 코인을 DetectTree의 리프 노드들에게 배포한다. 이를
통해 DetectTree는 남아 있는 wi개의 코인들이 도착하는 시점을 알 수 있다.
알고리즘 4.1는 TreeFill-p의 알고리즘을 보여준다.
42
알고리즘 4.1 TreeFill-p 알고리즘
i번째 라운드가 시작 할 때:
만약 n/ŵi < 1 이라면:
c
√
n개의 코인을 DetectTree의 리프 노드들에게 배포.
그렇지 않다면:
(n− wi)개의 코인을 DetectTree의 리프 노드들에게 배포.
각 노드 m이 트리거를 받았을 때:
만약 n/ŵi < 1 이라면:
n/ŵi의 확률로 코인을 리프 노드 중 하나에게 무작위로 전송.
그렇지 않다면:
코인을 리프 노드 중 하나에게 무작위로 전송.
루트 노드가 FULL 메시지를 받았을 때:
i번째라운드에서노드들이받은트리거의수를 DetectTree를이용하여취합.
wi+1 ← wi − (취합된 트리거의 수).
다음 라운드를 시작.
4.2 분산 트리거 계수를 위해 TreeFill-p 알고리즘이 사용하
는 라운드 수
이절에서는 TreeFill-p 알고리즘이 w개의트리거를검출하기위해필요한라운드의
수를 분석한다.




의 확률로 코인을 발생 시키므로 n − c
√
n개의 코인이 노드들에게서 DetectTree에
전송되면 해당 라운드는 종료된다.
Di는 i번째 라운드에서 노드들에 의해서 생성된 코인의 수를 나타내는 랜덤
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변수라 하자. 그려면 Di ≥ n− c
√
n인 경우 i번째 라운드는 종료 가능 하다.
Pr(Di ≥ n− c
√
n)는 체르노프 부등식을 이용하여 다음과 같이 구할 수 있다.
Pr(Di ≥ n− c
√
n) = 1− Pr(Di < n− c
√
n) ≥ 1− e−c2/2. (4.1)
따라서 c값이 증가할수록 i번째 라운드가 성공적으로 종료할 확률 역시 증가한다.
이제 Di ≥ n− c
√
n를 만족하기 위해 wi개의 트리거 중 노드들에 의해 감지되어
야만 하는 트리거들의 비율은 어느 정도 인지 다음 정리를 통해 알아본다.
정리 3 Di ≥ n− c
√
n를 만족 하려면 wi개의 트리거 중 최소한 wi · (1− c/
√
n)개의
트리거들은 노드들에 의하여 감지 되어야 한다.
증명 i번째 라운드가 시작할 때 wi개의 트리거는 아직 검출되지 않은 상태 이다.
i번째 라운드에서 검출되는 트리거의 비율을 α라 하자. 그러면 i번째 라운드에서
검출되는 트리거의 수는 αwi 이며 α의 범위는 0 ≤ α ≤ 1 이다.
αwi개의트리거가노드들에의하여검출될때발생하는코인수를랜덤변수 D̂i
로 나타내기로 하자. 그러면 D̂i의 기대 값은 E[D̂i] = αwi · n/wi = αn 이다. 체르노
프 부등식을 사용하여 d > 0인 상수 d에 대하여 다음과 같이 Pr(D̂i ≤ αn− d
√
αn)
를 구할 수 있다.
Pr(D̂i ≤ αn− d
√





따라서 Pr(D̂i > αn − d
√
αn) ≥ 1 − e−d2/2이고, αwi개의 트리거들이 노드들에 의
하여 감지 될 때에 1− e−d2/2 보다 큰 확률로 n− d
√
αn개의 코인이 발생함을 알 수
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있다.
만약 D̂i ≥ n − c
√
n 라면 DetectTree는 n − c
√
n개 이상의 코인을 받을 수 있으
므로 i번째 라운드는 종료 가능하다. 이제 n− d
√
αn ≥ n− c
√
n를 만족하기 위한 α
의 범위를 다음과 같이 구해 보자.
αn− d
√








































따라서 충분히 큰 d 값을 선택하여 D̂i의 하한을 충분히 낮고 신뢰성 있게 설정하더
라도 α는 1− c/
√
n 보다는 큼을 알 수 있다.




증명 정리 3에 의해 i번째 라운드가 성공적으로 종료될 때 노드들에 의하여 감지되
는 트리거의 비율은 (1− c/
√
n) 보다 크다. 따라서 wi+1은 다음을 만족한다.





TreeFill-p 알고리즘은 wi ≤ n이되면각노드가감지하는모든트리거에대하여
코인을만들고, DetectTree는 n개의코인을감지할수있으므로, wi ≤ n을만족하는
라운드가 마지막 라운드가 된다.
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따라서 어떤 정수 o ≥ 1에 대하여 (c/
√
n)o−1w ≤ n이면 wi ≤ n이 되고 TreeFill-p
의마지막라운드가수행된다.이때의정수 o가 TreeFill-p 알고리즘이필요로하는
라운드 수의 상한이다.
w가 O(nm)인 경우를 생각해 보자. 그러면 어떤 정수 c′에 대하여 위 식을 만족
하는 o = 2m+ c′를 찾을 수 있다. 따라서 w가 O(nm)이면 TreeFill-p가 필요로 하는
라운드의 수는 O(1)이 된다.
4.3 TreeFill-p 알고리즘의 성공 확률
TreeFill-p 알고리즘이 성공하기 위해서는 w개의 트리거들이 n개 노드에 도착할
때에 모든 라운드에서 n개의 코인을 성공적으로 검출할 수 있어야 한다.
앞 절에서 보인 바와 같이 TreeFill-p 알고리즘은 w = O(nm) 일 때, O(1) 라
운드를 필요로 한다. 어떤 정수 o에 대해 (c/
√
n)o−1w ≤ n를 만족하는 정수 o가
TreeFill-p가 필요로 하는 라운드의 수 이다. w = nm인 경우 (c/
√
n)o−1w ≤ n에서
o ≤ 2m− 1를 얻을 수 있다.
식 4.1에서 보인 바와 같이, Di가 i번째 라운드에서 노드들에 의해서 생성된 코
인의 수를 나타내는 랜덤 변수라면 Di ≥ n− c
√
n인 경우 i번째 라운드는 종료 가능
하며 그 확률은 Pr(Di ≥ n− c
√
n) ≥ 1− e−c/2 이다.
w = nm인 경우 필요한 라운드 수는 최대 2m − 1 이므로, 모든 라운드의 성공
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확률을 곱한 TreeFill-p알고리즘의 성공 확률은 다음과 같다.
2m−1∏
i=1
1− e−c/2 = (1− e−c/2)2m−1.
표 4.1는 n = 1000이고 w가 40000, 100000인 경우 c가 2, 3, 4일 때 TreeFill-p의
성공 확률을 정리한 것이다.




표 4.1: n = 1000이고 w가 40000, 100000인 경우 c 값에 따른 TreeFill-p 알고리즘의
성공 확률.
TreeFill-p 알고리즘의성공확률은 w = nm인경우 (1−e−c/2)2m−1 이다.따라서
c가증가할수록성공확률역시증가한다.확률은 1보다작은값이므로 m이커지면
성공 확률은 낮아진다. m = lognw이므로 w가 커지면 m이 증가하고 n이 커지면
m이 감소한다. 대규모 분산 시스템에서는 n이 큰 값이므로 m은 통상 작은 정수가
된다. 대부분의 경우, c ≥ 3인 c를 택하면 TreeFill-p는 높은 확률로 성공할 수 있다.
4.4 TreeFill-p 알고리즘의 성능 분석
TreeFill-p 알고리즘의 각 라운드가 시작할 경우 c
√
n개의 코인을 배포한다. i번째
라운드에서 wi개의 트리거가 도착하는 경우 전체 노드가 만들어 내는 코인 수의
기대 값은 n이다. DetectTree는 n개의 코인을 감지하기 위해 O(n)개의 메시지를
사용한다. 따라서 각 라운드에서 사용하는 메시지 수는 O(n)이다.
5.5절에서 살펴본 바와 같이 TreeFill-p가 사용하는 라운드의 수는 w = O(nm)
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인 경우 O(1)이다. 따라서 TreeFill-p의 메시지 복잡도는 O(n)이 된다.
TreeFill-p의 MaxRcv는 DetectTree의 MaxRcv에 라운드 수를 곱한 것이다. De-
tectTree에서 각 노드가 받는 메시지 수의 최대값은 O(1)이고, 라운드 수는 O(1)
이므로 MaxRcv 역시 O(1)이 된다.
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제 5 장 시뮬레이션 결과
이 장은 본 논문에서 제안한 TreeFill 및 TreeFill-p 알고리즘의 성능을 NetLogo
[Net]를 이용하여 비교하기로 한다. NetLogo는 여러 과학기술 분야에서 널리 사용
되는에이전트기반의시뮬레이션환경이다. NetLogo는현재가십프로토콜 (gossip
protocol) 및 기타 다양한 어플리케이션 케층의 네트워크 프로토콜, 소셜 네트워크,
적응적 복잡계 (complex adaptive systems), 프렉탈 이론, 사회 과학의 여러 주제들,
소셜 네트워크 등의 여러 연구 분야에 사용되고 있다.
NetLogo를 이용하여 TreeFill 및 TreeFill-p를 구현하고 두 알고리즘의 성능을
비교한다. 또한 기존의 분산 트리거 계수 알고리즘들 중에서 가장 좋은 성능을 보
여주는 CoinRand 알고리즘 역시 NetLogo를 이용하여 본 논문에서 제안한 알고리
즘들과 성능을 비교한다.
5.1절 에서는 NetLogo를 통하여 TreeFill, TreeFill-p 및 비교군인 CoinRand을
어떤 방식으로 구현했는지 설명한다. 5.2절에서는 알고리즘들의 메시지 복잡도를,
5.3절에서는 알고리즘들의 MaxRcv를 비교한다.
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5.1 시뮬레이션 방식
NetLogo는 틱 (tick)이라 불리는 논리적인 시간 단위에 따라 동작한다. NetLogo 시
뮬레이션은 매번 새로운 틱이 시작할 때 마다 자동적으로 호출되는 ’go’ 프로시저
안에 시뮬레이션에 필요한 여러 다른 프로시저를 호출함으로써 다양한 시뮬레이
션의 동작들이 일어나도록 한다. 통상 ’go’ 프로시저 마지막에서 ’tick’ 프로시저를
호출 하는데, 이 프로시저는 틱을 하나 증가 시키고 다음 번 틱이 시작되고 ’go’
프로시저가 호출 되도록 한다.
틱은 논리적인 단위이다. 매 번 틱이 증가하고 ’go’ 프로시저가 호출되는데 이
함수에서사용자가원하는모든작업을끝낸다음, ’tick’프로시저를호출해야다음
번 틱을 진행한다. 단일 쓰레드를 사용하여 프로시저들이 서로 호출하는 방식으로
시뮬레이션을진행하므로여러에이전트들의상호작용을비교적쉽게모델링할수
있다. 또한 시뮬레이션의 내부 상태를 쉽게 모니터링 할 수 있는 여러 기능들을 제
공하고 있어서 다양한 분산 알고리즘의 핵심적 측면을 빠르게 구현하고 그 특성을
파악하는 시뮬레이션 도구로써 유용하다.
본 논문에서 제안한 알고리즘의 시뮬레이션을 위하여 매번 새로운 틱이 실행될
때 트리거를 생성한다. 그리고 이 트리거를 n개의 노드 중 하나에게 무작위로 보낸
다. 그러면 TreeFill, TreeFill-p 및 비교군인 CoinRand 알고리즘의 정의에 따라 각
노드에서코인을만들고이코인들을검출하는방식으로트리거를감지한다.동일한
n과 w에 대해 세 알고리즘들이 보이는 메시지 복잡도 및 MaxRcv를 비교하였다.
TreeFill 알고리즘의 DetectTree는 이진 트리를 기반으로 하지만 알고리즘을 쉽
게 k진 트리로 (k-ary tree) 확장 가능하다. 5.2.2절에서 DetectTree를 k진 트리로
했을 경우 k 값에 따른 메시지 오버헤드의 변화를 살펴 보도록 한다.
그림 5.1은 k = 3, n = 33 and w = 40000일 경우 시뮬레이션의 모습을 보여
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준다.
그림 5.1: k = 3, n = 33, w = 40000인 경우 NetLogo를 사용한 TreeFill 시뮬레이션.
5.2 메시지 복잡도 비교
5.2.1 노드 수 증가에 따른 메시지 복잡도 비교
CoinRand, TreeFill, TreeFill-p 알고리즘이 사용하는 메시지 수를 비교하기 위해 감
지해야 하는 트리거의 수가 w = 40000인 경우, 전체 노드의 수를 5 ≤ i ≤ 9인 i
에 대하여 n = 2i로 놓고 모든 트리거를 분산 검출하기 위해 각 알고리즘이 사용한
메시지의 수를 그림 5.2와 같이 비교 하였다. 각 알고리즘이 사용한 메시지의 수는
모두 10회 반복 실험을 진행하고 평균을 구한 값이다.



























그림 5.2:전체노드수 n이 n = 2i (5 ≤ i ≤ 9)인경우 CoinRand, TreeFill, TreeFill-p
에서 사용한 전체 메시지 수.
메시지 복잡도는 O(n(logw+ log n)) 이며, TreeFill-p 알고리즘의 메시지 복잡 도는
O(n log(w/n)) = O(n(logw− log n)) 이다. w  n인 경우 두 알고리즘 모두 메시지
복잡도는 O(n logw)이다. CoinRand 알고리즘도 최적에 가깝긴 하지만 최적의 메
시지복잡도를가지고있는 TreeFill에비해많은메시지를사용하고있음을확인할
수있다. TreeFill-p 알고리즘은다른알고리즘에비하여훨씬적은메시지들을분산
트리거 검출을 위해 사용하고 있다.
그림 5.3은 TreeFill 알고리즘의시뮬레이션결과가알고리즘의상한인O(n log(w/n))
을 잘 따르는지 확인한 결과이다. 비교 결과 TreeFill 알고리즘은 6.5n log(w/n)과






























그림 5.3: TreeFill 알고리즘의시뮬레이션결과와 TreeFill 알고리즘분석결과비교.
그림 5.4은 TreeFill-p 알고리즘의 시뮬레이션 결과가 알고리즘의 상한인 O(n)
을 잘 따르는지 확인한 결과이다. 비교 결과를 보면 TreeFill-p는 n이 작을 때 예상
보다 많은 메시지를 사용하고 있음을 알 수 있다.
이는 TreeFill-p 알고리즘의 각 라운드에서 남아있는 트리거를 검추하는 비율이
5.5절에서 보인 바와 같이 1− c/
√
n 보다 큰 값인데, 1− c/
√
n는 n이 작아짐에 따라
커진다. 표 5.1는 c가 2, 3, 4이고 n이 32, 128, 512인 경우 TreeFill-p의 각 라운드에서
검출 가능한 트리거의 비율을 보여준다.
표 5.1에서 보는 바와 같이 n이 증가함에 따라 각 라운드에서 더 많은 트리거
를 검출하고, TreeFill-p 알고리즘은 n이 커질수록 더 적은 라운드를 필요로 한다.

























그림 5.4: TreeFill-p 알고리즘의 시뮬레이션 결과와 TreeFill-p 알고리즘 분석 결과
비교.
c 검출 비율(n = 32) 검출 비율(n = 128) 검출 비율(n = 512)
2 0.65 0.82 0.91
3 0.47 0.73 0.87
4 0.29 0.65 0.82




사용하는메시지의수는 TreeFill-p 알고리즘의분석결과에서보인바와같이 O(n)
의 성능을 보인다. 그림 5.6는 그림 5.2의 시뮬레이션에서 TreeFill-p 알고리즘이 각

























그림 5.5: TreeFill-p 시뮬레이션 결과에서 n에 따라 TreeFill-p 알고리즘이 사용한
라운드의 수.
5.2.2 k진 트리를 사용한 TreeFill 알고리즘
TreeFill 알고리즘은 이진 트리를 기반으로 설계되었지만 쉽게 k진 트리로 확장 가
능하다. 이 절에서는 TreeFill알고리즘을 이진 트리에서 k진 트리로 확장한 실험
결과를 제시하고자 한다. k진 트리를 사용한 TreeFill알고리즘을 TreeFill-k라 하자.
그림 5.7는 w = 40000인 경우 TreeFill은 n = 2i (5 ≤ i ≤ 9), TreeFill-3은 n = 3j
(3 ≤ j ≤ 6), TreeFill-4는 n = 4k (2 ≤ k ≤ 5), TreeFill-5는 n = 2l (2 ≤ l ≤ 4) 개의
노드를 사용한 경우 트리거 검출을 위해 사용한 메시지 수를 보여준다.
그림 5.7의결과는 TreeFill-5이같은수의트리거를검출하기위해가장적은메
























# of msgs per round
6.5 n
그림 5.6: TreeFill-p 시뮬레이션의 각 라운드에서 사용한 메시지의 수.
사용한데 비하여 TreeFill-5는 3n log(w/n)과 비슷한 수의 메시지를 사용하였다. k
진트리를이용한 TreeFill-k의리프노드들은모두 n/k이며 k게의코인을받았을때
FULL 메시지를 보낸다. 그러면 루트 노드는 FULL 메시지를 받았을 때 k ·n/k = n
개의 코인이 도착했음을 확신할 수 있다. TreeFill-k에서는 TreeFill에 비해 더 적은
수의 노드가 코인 검출에 참여하며, DetectTree의 높이도 낮기 때문에 코인 검출을
위해 더 적은 수의 메시지를 사용한다. 따라서 TreeFill-k는 TreeFill에 비해 효율적
이다.
그러나 더 적은 수의 노드가 코인 검출에 참여하므로 하나의 노드가 수신해야
하는 콘트롤 메시지의 수는 더욱 증가한다. 극단적으로 k를 계속 증가 시켜서 n− 1





























그림 5.7: 40000개의 트리거를 검출하기 위해 TreeFill, TreeFill-3, TreeFill-4,
TreeFill-5가 사용한 전체 미시지 수.
n개의 코인을 검출하기 위해 O(n)개의 콘트롤 메시지를 처리해야 한다.
그렇다면 TreeFill-k에서 k값의증가에따라메시지복잡도는감소하지만MaxRcv
는 증가하게 되는데, 두 가지 성증 지표 상의 관계는 어떻게 될 것인지에 대한 문제
가 제기된다. 이 부분에 대하여 추가적인 분석이 필요하며 이는 향후 연구 과제로
남겨둔다.
5.3 MaxRcv 비교
그림 5.8는 CoinRand, TreeFill, TreeFill-p 알고리즘의 MaxRcv를 비교한다. 실험에
서 사용한 트리거의 수는 w = 40000이고 실험에 사용한 메시지의 수는 2i (5 ≤ i ≤
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9) 이다. w와 n에 따른 각 실험은 10회 반복하였으며 그 평균값을 그림 5.8에 사용
하였다. 그림 5.8에서의 수직 막대는 10회 반복 실험을 하는 도중 관찰된 MaxRcv
















그림 5.8: CoinRand, TreeFill, TreeFill-p 알고리즘의 MaxRcv 비교.
CoinRand, TreeFill, TreeFill-p 알고리즘은 모두 라운드 기반으로 작동한다. 각
라운드에서 세 알고리즘의 MaxRcv 값은 모두 O(1)이다. 그런데 각 알고리즘이 필
요로하는라운드의수는 CoinRand이 (O(log n+logw)), TreeFill이 (O(log(w/n))),
TreeFill-p이 O(1)이다. 그림 5.9는 세 알고리즘이 사용한 라운드의 수를 보여준다.
CoinRand 알고리즘이 가장 큰 MaxRcv를 보이는 것은 다른 알고리즘에 비해
많은 라운드를 사용하기 때문이다. TreeFill-p는 적은 수의 라운드만을 사용하므로




























그림 5.9: 트리거들을 검출하기 위해 CoinRand, TreeFill, TreeFill-p 알고리즘이 사
용한 라운드의 수.
즘은 CoinRand인데 이는 CoinRand 알고리즘의 각 라운드에서 각 노드가 수신하
는 메시지의 수가 가장 작음을 의미한다. TreeFill이나 TreeFill-p 알고리즘은 모두
DetectTree를 사용하는데 여기서는 코인들이 트리의 위쪽으로 전달되었다가 아래
쪽으로내려오는과정이있다.반면 CoinRand 알고리즘에서는각각의노드가최대
2개의 코인을 위쪽으로 전달한다. 따라서 각 라운드에서 수신하는 메시지의 수는
CoinRand이 가장 작다. 그럼에도 불구하고 MaxRcv에서 라운드의 수가 더욱 지배
적인 역할을 하고 있기 때문에 라운드 수가 적은 순서대로 MaxRcv 역시 우수한
결과를 보이고 있다.
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제 6 장 결론
본 논문에서는 대규모 분산 시스템을 위한 효율적인 두 가지 분산 트리거 계수 알
고리즘 TreeFill과 TreeFill-p를 제안 하였다.
분산 트리거 계수 알고리즘은 여러가지 분산 시스템의 주요한 기능 중 하나인
분산 모니터링을 위해 사용이 가능하다. 또한 분산 트리거 계수 알고리즘은 대규모
분산 시스템을 위한 효율적인 전역 스냅샷 알고리즘에 직접적으로 응용 된다. 따라
서 효율적인 분산 트리거 계수 알고리즘은 대규모 분산 시스템의 분산 모니터링 및
전역 스냅샷을 위하여 유용하게 사용 가능하다.
분산 트리거 계수 문제는 시스템에 참여한 노드의 수가 n이고 검출해야 하는
트리거의 수가 w일 때 다음과 같이 정의된다.
• w개의 트리거를 n개의 노드에서 검출한다.
• 트리거들은임의의노드에임의의시간에도착한다.즉,트리거의도착분포에
대한 어떠한 정보도 미리 주어지지 않는다.
• 전체 n개의 노드에서 검출한 트리거들의 총 합이 w가 되는 순간 사용자에게
이를 알려야 한다.
• w  n을 만족한다.
분산 트리거 계수 알고리즘의 성능 비교를 위한 지표로써 본 논문은 다음의 두
가지를 제시 하였다.
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• 메시지 복잡도 (Message complexity): w개의 트리거를 검출하기 위해 n개의
노드들이 주고 받은 메시지 수의 총 합.
• 각 노드가 수신한 메시지 수의 최대 값 (MaxRcv): w개의 트리거를 검출하는
과정에서 가장 많은 메시지를 수신한 노드가 받은 메시지의 수.
TreeFill 알고리즘은 시스템 전체의 노드 수가 n이고 검출해야 하는 트리거의
수가 w라고 할 때 높은 확률로 O(n log(w/n))의 메시지 복잡도를 보인다. 분산 트
리거검출을위한정확한알고리즘들의 (exact algorithms)메시지복잡도의하한은
Ω(n log(w/n)) 이다 [GGS10]. 따라서 TreeFill 알고리즘은 높은 확률로 최적의 메시
지 복잡도를 보이는 정확한 분산 트리거 계수 알고리즘이다.
TreeFill 알고리즘이 트리거를 검출하기 위해 노드들 사이에서 주고받는 메시
지들은 전체 노드에 고르게 분산된다. 따라서 TreeFill의 MaxRcv는 높은 확률로
O(log(w/n))를 만족한다. 정확한 분산 트리거 계수 알고리즘들의 메시지 복잡도
하한은 Ω(n log(w/n)) 이므로 MaxRcv의 하한은 이러한 메시지 오버헤드가 전체
노드에 고르게 분산될 때 달성 가능하다. 따라서 MaxRcv의 하한은 Ω(log(w/n))
이다. TreeFill의 MaxRcv는 높은 확률로 O(log(w/n)) 이므로 TreeFill의 MaxRcv
역시 높은 확률로 최적의 성능을 보인다.
TreeFill-p 알고리즘은 확률적인 알고리즘이다 (probabilistic algorithm). w개의
트리거들을 n개의 노드로 검출할 때 TreeFill-p 알고리즘은 낮은 확률로 w개의 트
리거가모두검출된경우에도사용자에게이를알리지않을수있다.하지만이렇게
완화된 제한 조건을 대가로 TreeFill-p 알고리즘은 TreeFill알고리즘에 비하여 더
좋은 성능을 보인다.
어떤정수m > 0에대하여트리거의수 w = O(nm)이라하자.이경우 TreeFill-p
의 메시지 복잡도는 높은 확률로 O(n)이 된다. 또한 TreeFill-p역시 TreeFill과 마
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찬가지로 메시지 오버헤드를 전체 노드에 고르게 분산 시킨다. 따라서 TreeFill-p의
MaxRcv는 O(1)이 된다.
TreeFill 및 TreeFill-p알고리즘을 통해 대규모 분산 시스템에서 분산 트리거
계수 문제를 효율적으로 해결할 수 있다. 이들 알고리즘은 다양한 분산 모니터링
문제와 대규모 분산 시스템의 전역 스냅샷 알고리즘을 위하여 유용하게 사용 가능
하다.
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Let n be the number of nodes in a distributed system and w be the number of
triggers to be detected with the nodes of the system. Distributed trigger counting
algorithms raise an alert to a user, when the total number of triggers detected by the
n nodes is reached to w. No statistical information on triggers is given in advance.
The number of triggers is assumed to be much larger than the number of nodes.
Distributed trigger counting algorithms can be used for distributed monitoring
and global snapshots. Distributed monitoring techniques are used to monitor the
internal states or the surrounding environments of a system. Global snapshot algo-
rithms are used to record entire system states as the check points of a system, so
that when system failure occurs, a check point of the system can be used for system
recovery.
In this thesis, we propose two efficient distributed trigger counting algorithms
for large-scale distributed systems, TreeFill and TreeFill-p. Theses algorithms detect
triggers based on rounds. In each round, a part of whole triggers is detected and if
the number of detected triggers reaches to w, a user should be notified. In TreeFill,
the total number of messages used to detect w triggers is O(n log(w/n)) with high
probability. This satisfies the lower-bound message complexity of the exact algo-
rithms that solve the distributed trigger counting problem. While detecting the w
triggers with the n nodes, the maximum number of messges received in each node
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of the system is O(log(w/n)) with high probability. TreeFill-p is a probabilistic al-
gorithm; when n nodes have received w triggers, TreeFill-p may fail to detect the w
triggers with low probability. However, when w = O(nm) for some constant m > 0,
TreeFill-p detects w triggers using O(n) messages with high probability. While de-
tecting w triggers with TreeFill-p, the maximum number of messages received in
each node is O(1) with high probability. In this thesis, we prove the message com-
plexities of TreeFill and TreeFill-p, and the maximum numbers of messages received
in a node of TreeFill and TreeFill-p. Extensive simulations are also used to evaluate
the performances of TreeFill and TreeFill-p.
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tributed Algorithms, Distributed Monitoring, Global Snapshots
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