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We study the extended Bose-Hubbard model on the square lattice at half filling as a function of
next-nearest neighbor hopping amplitude and interaction strength. To variationally map out the
phase diagram of this model, we develop a two-parameter family of wave-functions based on the
parton construction which can describe both topological and broken symmetry phases on equal foot-
ing. In addition, our wave-functions resolve long standing issues with more conventional short-range
Jastrow wave-functions. Using this variational ansatz, we show that a spontaneous time-reversal
symmetry breaking fractional Chern insulator is energetically favored over a critical region between
two superfluid phases. In verifying the properties of these parton wave-functions we exemplify a
more robust way to identify topology through the Hall conductance.
Introduction– Two broad categories of phases of mat-
ter are topological phases and spontaneous symmetry-
breaking phases. The study of which microscopic Hamil-
tonians result in topological phases of matter has been
the focus of significant recent work. One robust way of
finding topological phases is to find Hamiltonians where
they are energetically preferred over all possible com-
peting phases. For example, in frustrated bosonic sys-
tems (equivalently frustrated magnets), one may wish
to find systems where the fractional Chern insulator is
energetically preferred to competing phases such as su-
perfluids and Mott insulators. For small systems, exact
methods such as exact diagonalization and the density-
matrix renormalization group (DMRG) can be used1–14,
but their exponential scaling (in either system size or
width) limits their applicability to microscopic Hamilto-
nians with small correlation length. In addition, DMRG
can get stuck in local minima further complicating the
identification of the true phase. Variational Monte Carlo
(VMC)15–30, while approximate, is a widely used alterna-
tive allowing for studies of large system sizes. The quality
of a variational study depends directly on the quality of
the wave-functions being used to represent the respec-
tive phases. These wave-functions must be efficient to
evaluate and describe qualitatively the relevant phases at
commensurate levels of accuracy. Otherwise, the better
described phase may appear energetically superior over
an artificially large range. In addition, variational stud-
ies can be made immune to problems of local minima if
the ansatz have only a few parameters.
In this work, we use a two-parameter family of parton
wave-functions to predict the existence of a fractional
Chern insulator (FCI), as well as adjoining superfluid
(SF) and Mott insulating (MI) phases (see Fig. 1(right)),
in an extended Bose Hubbard model in Eq. (4). Our
class of wave-functions is efficient to evaluate and treats
both topological and symmetry-breaking phases with one
functional form minimizing the problem of non-uniform
description quality. The model we study is time-reversal
symmetric and the observation of an emergent FCI phase
in between two SFs is an example of spontaneous time-
reversal symmetry breaking. Given the developments of
FIG. 1. (Color online) Left: two-parameter space of parton
wave-functions in terms of f2 band parameters. In the left
half, false color is the BEC fraction and in the right half, color
represents the Chern number (blue=0.0, and green=0.5). We
use a 40×40 grid in (m2,∆2) space. Right: variational phase
diagram of the extended Bose-Hubbard model, Eq. (4). The
inset on SF phases shows 〈b†kbk〉 where the hot spot is the
condensate. The inset in MI shows CDW.
ultracold atomic gases in realizing a strongly interacting
bosonic system subject to synthetic gauge fields31, this
model should be sufficiently simple to be realized exper-
imentally.
The transitions between topological and broken sym-
metry phases have been studied using critical theories
in terms of Schwinger bosons, non-linear sigma models,
as well as the Chern-Simons theories (anyon gas)32–43.
Our ansatz is constructed based on a parton decomposi-
tion motivated by field theoretic work of Barkeshli and
McGreevy42, where each boson is fractionalized into two
fermions that are then glued back together to recover the
physical Hilbert space. We use this fermionic parton con-
struction, which should be considered as a microscopic
construction for the Chern-Simons effective theory32–34,
to write the wave-functions in terms of products of de-
terminants which can be efficiently evaluated at a poly-
nomial cost in system size. Note that this efficient eval-
uation is not available in the bosonic constructions (e.g.
Schwinger bosons), where the wave-function is written in
terms of permanents whose evaluation is exponential in
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2Observable SF MI FCI Fig.
Momentum distribution 〈nk〉 BEC - - (1,2)
Static structure factor 〈nkn−k〉 - CDW - (8)
Topological degeneracy on torus - 1 2 (3)
Hall conductance σxy - 0 1/2 (1)
TABLE I. Four diagnostics to characterize the candidate
wave-functions. The corresponding figures are indicated.
system size. Working with wave-functions allows us to
access physics beyond the mean-field which is particu-
larly important because there are now classic examples
where a parton description at mean-field does not accu-
rately predict the underlying phase44–46. We note that
the close parallel of our wave-functions to the field theory
is valuable allowing for a connection between numerical
work and analytic theory. It is interesting to note that
our wave-functions resolve two standard problems with
the more common short-range Jastrow used for bosonic
phases by being size extensive and being able to have a
zero condensate fraction.
To show our wave-functions accurately capture the dif-
ferent phases, we evaluate a series of observables (see
Table I) on 1600 different wave-functions. From Fig. 1
(left) we can see that the mapping from variational pa-
rameters to phases closely tracks the mean-field predic-
tions. In the process of computing these observables,
we exemplify that computing the topological degeneracy
and Hall conductance is a more robust measure of the
topological nature than the topological entanglement en-
tropy. In addition, we find the standard prescription for
computing the Hall conductance must be supplemented
to take into effect the relaxation of the internal gauge
field which glues the partons together to get accurate re-
sults. Having identified this mapping we are then able to
variationally identify which phase has the lowest energy
throughout the parameter regime of our extended Bose-
Hubbard model predicting the presence of a fractional
Chern insulator.
Projective Construction– The projective construc-
tion approach has been used in the context of spin
liquids47–49, the fractional quantum Hall (FQH)50 and
exciton bose liquids51. We study a system of hard core
bosons on a square lattice at half filling. Following the
prescription of Ref. 42, we define the fermionic represen-
tation of the charge one bosons by b†i = f
†
1,if
†
2,i where
f1,i and f2,i correspond to two different flavors of charge
one-half fermions and i labels the lattice site. This con-
struction enlarges the Hilbert space and the constraint
b†i bi = f
†
1,if1,i = f
†
2,if2,i must be imposed. We consider
the Hamiltonian that breaks the SU(2) symmetry in the
parton space to U(1) (see Appendix A for more details),
H =
∑
α,i,j
tα,ije
i(Aij/2−qαaij)f†α,ifα,j
+ (A0(i)/2− qαa0(i)) δijf†α,ifα,i, (1)
f2 parameters C2 bosonic phase
∆2 > 0, |m2| < 4|∆2| +1 FCI ν = 1/2
∆2 < 0, |m2| < 4|∆2| −1 SF
|m2| > 4|∆2| 0 MI
TABLE II. The bosonic phases in terms of the f2 Chern
number, C2, while the f1 Chern number is fixed at C1 = 1.
The scale is set by t2 = t1 = 2.
where Aµ = (A0, ~A) is the external gauge field, α = 1, 2
labels the fermion flavor, and q1(2) = ±1 are the cor-
responding internal gauge charge of f1(2). The hopping
amplitudes tα,ij play the role of Hubbard Stratonovich
fields which are static up to a fluctuating phase aij . The
Lagrange multiplier a0(i) is introduced to ensure the par-
ticle number constraint. The combination of these fields
aµ = (a0,~a) therefore leads to an emergent local U(1)
gauge symmetry.
As a choice of tα,ij parameters, we consider the pi-
flux square lattice model52 for both f1 and f2 fermions
with three parameters for each (details in Appendix B):
nearest neighbor hopping tα, next-nearest neighbor hop-
ping ∆α and the on site mass term mα where α = 1, 2
indicates the corresponding parameter for f1 and f2 re-
spectively. The spectrum of this model is gapped at half
filling and the Chern number associated with the filled
bands can be tuned by varying the above parameters.
We fix the Hamiltonian for f1: t1 = 2∆1 = 2 and m1 = 0
giving the lowest band unit Chern number C1 = 1. Con-
sequently, the phase diagram can be derived in terms of
the f2 parameters; i.e. ∆2 and m2, see Fig. 1(left) or Tab.
II. The bosonic wave-function is a projected product of
two Slater determinants
Ψ({ri}) = det1({ri})× det2({ri}),
where the projection simply means the same configura-
tion {ri} for both fermions. Notice that for the FCI, these
states are analogous to the composite fermion picture33,53
used in FQH. For the symmetry breaking phases, these
wave-functions represent a novel alternative to the more
common approach, pioneered originally by Jastrow54 and
McMillan55, of representing bosonic states as an expan-
sion in short range pair product Jastrow factors; Jastrow
wave-functions are constructed from classical observables
making a universal scheme to incorporate fundamentally
topological quantum states difficult. In addition, the par-
ton framework for MI and SF naturally resolve two quali-
tative failures in short-range Jastrow’s: the presence of a
condensate fraction in the MI (i.e. forbidding supersolid-
ity) and the lack of size consistency in the SF. Our parton
wave-functions remove the condensate fraction naturally
(e.g. Fig. 7 in Appendix C) and are straight-forwardly
size consistent since a product of determinants can be
written as a determinant of a single block diagonal ma-
trix (explicit derivation in Appendix H).
Mapping the wave-functions to different phases– We
use variational Monte-Carlo to characterize the candi-
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FIG. 2. (Color online) (a) SPDM χ(|r − r′|) for different
values of m2 along path(2) in Fig. 1(left). Different colors
from top to bottom represent m2 = 0, 1.6, 3.2, 3.9, 4.8, 6.4, 8.
Solid lines are fits. (b), (c) The entanglement spectrum of
SPDM χ(r, r′) as a function of m2. Errorbars are smaller
than the symbols. The system size is 16× 16.
date wave-functions. Note that the wave-functions are
constructed based on the pi-flux Hamiltonian (Eq. (B1)
in Appendix B) and they are complex-valued in general.
Deep in the SF phase (m2 = 0) the phases of the slater
determinants exactly cancel each other and the resulting
wave-function is real. This is indeed consistent with the
flux smearing argument in the composite fermion pic-
ture33,53. As we deviate from m2 = 0 towards the MI
phase some configurations acquire a phase. However, we
find that 〈b†rbr′〉, 〈nrnr′〉 and the variational energy only
weakly depend on the phase angle of the wave-function
and one can safely take the modulus or the real-part.
We also note that the FCI wave-functions are equal to
the SF wave-function times an extra phase angle which
is responsible for the topological order. This is also a
property of Laughlin wavefunctions56. In the following,
we compute a variety of observables as summarized in
Table I.
Single-particle density matrix (SPDM)– We first cal-
culate the bulk SPDM χ(r, r′) = 〈b†rbr′〉 to search for off-
diagonal long-range order. To see how SPDM behaves in
different phases we take two paths in the phase diagram
shown by the arrows in Fig. 1(left). We observe that in
both FCI and MI phases SPDM always decays exponen-
tially which means the quasi particle spectrum in these
two states are gapped. However, in the SF phase the
SPDM assumes a power-law 1/rα where α = 0.95± 0.05
consistent with α = 1 in the previous studies of the su-
perfluidity in 2+1D bosonic systems57. The transition
from a power law behavior to an exponential decay oc-
curs at the critical value m2 = 4∆2, at which C2 changes
from −1 to 0 (see Fig. 2(a)). We represent the zero mo-
mentum (condensate) population n0 = 〈b†kbk〉|k=0 by a
color code to reconstruct the left half of the phase dia-
gram in Fig. 1(left). The agreement with the mean-field
theory is quite remarkable.
We further use SPDM to establish the fact that the
quasi particles in FCI and MI states are distinct in char-
acter: one is localized on the lattice sites (solid) and the
other is delocalized over the lattice (fluid). To this end,
we look at the entanglement spectrum of SPDM
χ(r, r′) =
∑
`
n`φ
∗
` (r)φ`(r
′),
where φ`(r) (natural orbital) is the right eigenstate of
SPDM with the eigenvalue n`. This decomposition pro-
cedure is well-known as a conventional probe which iden-
tifies a BEC when one of n`’s is macroscopically occu-
pied58. We verify this in the SF phase (see Fig. 2(b)).
Deep in the MI, the spectrum is accumulated only at zero
and one (i.e. particles fully localized on the lattice sites).
In contrast, the spectrum in FCI is almost continuous be-
tween zero and one, showing the particle wave-functions
are delocalized (Fig. 2(c)).
Moreover, we study the static structure factor and ver-
ify long-range order in the MI phase (Figs. 6 and 8 in
Appendix C).
Topological properties– For further wave-function char-
acterization, we concentrate on the gapped phases and
consider their topological properties. We calculate the
topological degeneracy on a torus, Hall conductance
and topological entanglement entropy (see Appendix D).
However, we note that, because of finite size effects, the
two former methods are much more accurate. To deter-
mine the degeneracy of the ground state, we study the
change in the wave-function as a 2pi flux quantum is in-
serted into either hole of the torus. We introduce the
twisted boundary conditions associated with an external
field
〈r + Lxxˆ|Ψ(θ¯γ , γ)〉 = eiγx〈r|Ψ(θ¯γ , γ)〉,
〈r + Ly yˆ|Ψ(θ¯γ , γ)〉 = eiγy 〈r|Ψ(θ¯γ , γ)〉, (2)
where a bosonic many-body wave-function with an exter-
nal twist angle γ = (γx, γy) is denoted by |Ψ(θ¯γ , γ)〉 and
Lx×Ly is the system size. Note that the θ¯ is a static in-
ternal twist angle and can be found as the stationary solu-
tion of the effective action (details in Appendix E) which
must be included in the parton Hamiltonian for comput-
ing the slater determinants; otherwise this method yields
incorrect results. We compute the inner product matrix
of four possible wave-functions
N(γ, γ′) = 〈Ψ(θ¯γ , γ)|Ψ(θ¯γ′ , γ′)〉, (3)
where γ = (0, 0), (0, 2pi), (2pi, 0) and (2pi, 2pi). The rank
of this matrix yields the dimension of the ground state
space. The normalized eigenvalues of N(γ, γ′) determine
the weight of the corresponding eigenstate. As shown in
Fig. 3, there are two independent eigenstates with 0.5
weight in FCI where the local density matrix is identical;
in contrast, in the MI phase there is only one dominant
eigenstate which implies that there is no degeneracy. By
comparing the local density matrices, we also checked
that the remaining weight in the eigenspectrum of the
MI phase is locally distinguishable from the dominant
eigenstate (see inset of Fig. 3(b)). In Appendix E, we
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FIG. 3. The spectrum (weights) of the inner product matrix
Eq. (3) for FCI (m2 = 0) (a) and MI (m2 = 6) (b). (c) and (d)
The eigenvalues of the full density matrix of a 2×2 subsystem
embedded in a 8×8 system for the two highest weights in (a)
[locally indistinguishable] and the three highest weights in (b)
[locally distinguishable]. wi represents the weights. Errorbars
are smaller than the symbols.
present an alternative method to compute the topological
degeneracy purely based on the internal gauge field aµ.
The Hall conductance of a many body wave-function is
given in terms of the Chern number C, σH = Ce
2/h59,60.
We show that C = 0.50 ± 0.01 per each state in FCI
and C = 0.0 ± 0.01 in MI. The Chern number of a
non-degenerate many-body wave-function is computed in
terms of an integration of the adiabatic curvature over
the space of twisted boundary conditions (details in Ap-
pendix F).
Microscopic Hamiltonian– Given these variational
ansatz, one can ask if there is a microscopic Hamilto-
nian which supports the three phases. Considering the
parton Hamiltonian as a mean-field ansatz for an inter-
acting Hamiltonian we have found such a model which is
basically an extension of the Bose-Hubbard model given
by
H =− t
∑
〈i,j〉
(b†i bj + b
†
jbi) + r
∑
〈〈i,j〉〉
(b†i bj + b
†
jbi)
+ U
∑
〈i,j〉
ninj (4)
where U is the nearest neighbor interaction and the hard-
core limit is assumed. The nearest neighbor hopping−t is
negative while the next-nearest neighbor (diagonal) hop-
ping r is positive. This model can be viewed as a physical
model (originally with all negative hopping amplitudes)
subject to a 2pi flux per plaquette. The large-U limit fa-
vors the MI state. In the small-U limit, r  t gives SF
with a condensate at k = 0 and r  t leads to SF with
a condensate at (0, pi) or (pi, 0). We find the FCI phase
emerges between these two extreme limits.
To see this, we optimize the variational energy E =
〈Ψ|H|Ψ〉/〈Ψ|Ψ〉 in (m2,∆2)-space of the trial wave-
functions61 for each value of (r/t, U/t) and map out
the phase diagram of Fig. 1(right). The Hamiltonian of
Eq. (4) can be mapped onto an extended version of the
frustrated XXZ-model; in the spin language, the inter-
mediate regime of r/t will be a chiral-spin liquid.
As far as the transitions are concerned, we analyze
the scaling behavior of the two-point correlation function
〈b†rbr′〉 and we find that SF-MI and SF-FCI transitions
are continuous whereas the FCI-MI transition does not
show a critical scaling behavior; in other words, the cor-
relation length shows a discontinuity at the critical point
instead of diverging to infinity. This behavior could be
a signature of a first-order transition. The critical cou-
pling t/U for the SF-MI transition along the vertical line
r = 0 line was found previously62–64 which agrees with
our value of (t/U)c = 2.2± 0.1 in Fig. 1(right). We also
compute the critical exponents and the anomalous di-
mension 〈b†r+r′br′〉 ∝ 1/r1+η for the SF-MI and SF-FCI
transitions (details in Appendix G) choosing as our vari-
ational single-particle orbitals the band structure at the
mean-field transition. Overall in both SF-MI and SF-
FCI transitions, the evaluated anomalous dimension is
rather large and in the case of SF-MI our result appears
to be far from that of the 3D XY-model65 while we get
a consistent value of the critical exponent ν = 2/3. This
deviation is likely a failure of the variational ansatz to
capture the critical point but it could also be finite size
effects or a sign of a new fixed point37–39.
In conclusion, we present a unifying scheme for
constructing the candidate wave-functions to describe
bosonic topological and non-topological phases. The
variational parameters can be tuned to transition from
one phase to another. We have introduced a simple
microscopic Hamiltonian which variationally supports
all the phases and allows for direct transitions between
them; this Hamiltonian requires hopping (and optionally
interactions) on a square lattice as well as gauge fields,
both pieces have been already separately demonstrated
in cold atom experiments.
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Appendix A: Parton construction as a variational
ansatz
In this Appendix, we give a brief discussion of how the
parton construction can be related to a microscopic in-
teracting model. Consider the following generic physical
5Hamiltonian of bosons on a square lattice
H =
∑
i,j
[tije
iAij b†i bj − (µ+A0(i))δijni + Vijninj ]
(A1)
where the unit charge bosons are coupled to an external
gauge field (Aµ) and Aij =
∫ rj
ri
A · d`. tij and Vij define
a hopping term and an interaction term between i and
j sites respectively. The boson operator is decomposed
into two parton fermions as
bi = f1,if2,i =
1
2!
αβ fα,ifβ,i (A2)
along with the constraint n1,i = f
†
1,if1,i = f
†
2,if2,i = n2,i.
Hence, the Hamiltonian is recast in the form
H =
∑
i,j
(tije
iAijf†2,if
†
1,if1,jf2,j + H.c.) + Vijn2,in2,j
− (µ+A0(i))
2
δij(n1,i + n2,i) (A3)
where the interaction term is written only in terms of f2
particles which is of course arbitrary. This construction
possesses an internal SU(2) symmetry in (f1, f2) space;
i.e. under a unitary transformation
f˜α′,i = Uα′αfα,i (A4)
where the boson operator transforms as
b˜i =
1
2!
α′β′ fα′,ifβ′,i
=
1
2!
α′β′Uα′αUβ′βfα,ifβ,i
= det(U) b (A5)
the boson operator remains invariant as long as det(U) =
1; so the symmetry group is SU(2). At this stage, we
propose a mean-field ansatz
χ1,ij = e
iAij/2〈f†1,if1,j〉 χ2,ij = eiAij/2〈f†2,if2,j〉
(A6)
which breaks the SU(2) symmetry. Thus, the zeroth or-
der Hamiltonian reads
H =
∑
i,j
[tij(e
iAij/2χ1,ijf
†
2,if2,j + e
iAij/2χ2,ijf
†
1,if1,j
− χ1,ijχ2,ij)− (µ+A0(i))
2
δij(n1,i + n2,i)
+ Vij(2χ2,iin2,j − χ2,iiχ2,jj)]
+
∑
i
a0(i)(f
†
2,if2,i − f†1,if1,i) (A7)
where the static field a0(i) is introduced to impose the
constraint
〈f†2,if2,i〉 = 〈f†1,if1,i〉. (A8)
This Hamiltonian yields unphysical results for the fol-
lowing reasons: first, the excitations are fermions which
is inconsistent with the original bosonic model we start
with; second, the Hilbert space is enlarged after fermions
are introduced and the projection onto physical space is
only performed at the mean-field level. Indeed, we must
have f†2f2 = f
†
1f1 at the operator level.
To resolve these issues we need to at least include the
phase fluctuations48, χα,ij = χ¯α,ije
isgn(α)aij correspond-
ing to the following U(1) gauge transformation
f1,i → eiθif1,i,
f2,i → e−iθif2,i,
aij → aij + θi − θj . (A9)
Therefore, the first order Hamiltonian would be
H =
∑
i,j
[tij(e
iAij/2+iaij χ¯1,ijf
†
2,if2,j
+ eiAij/2−iaij χ¯2,ijf
†
1,if1,j
− χ¯1,ijχ¯2,ij)− (µ+A0(i))
2
δij(n1,i + n2,i)
+ a0(i)(n1,i − n2,i) + Vij(2χ¯2,iin2,j − χ¯2,iiχ¯2,jj)].
(A10)
Note that the a0(i) fluctuating field fixes the particle
number and we recover our original physical Hilbert
space. The above equation can be expressed as two sep-
arate non-interacting model for the fermions
H1 =
∑
i,j
[t˜1,ije
iAij/2−iaijf†1,if1,j
− (µ+A0(i)
2
− a0(i)) δijn1,i], (A11)
H2 =
∑
i,j
[t˜2,ije
iAij/2+iaijf†2,if2,j + V˜2,in2,iδij
− (µ+A0(i)
2
+ a0(i)) δijn2,i], (A12)
where new variables are defined by
t˜α,ij = tijχ¯α¯,ij , (A13)
V˜α,i =
∑
j
Vijχ¯α,jj , (A14)
in which α = 1, 2 and α¯ = 2, 1. It is interesting to observe
that the original hopping terms for bosons still remain as
hopping terms for partons and the interaction terms ap-
pear in the form of a (on-site) mass term. The coefficients
tα,ij are chosen such that the spectra of the fermions are
gapped at half filling where the lowest bands can have a
6-t
t
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FIG. 4. Left: hopping matrix elements of the tight bind-
ing model in Eq. (B1). Open circles and solid circles show
positive(+m) and negative(−m) on-site energies respectively.
Right: four-site unit cell with sublattice labeling.
non-zero Chern number. Under this condition, one can
integrate out the fermionic fields and derive the low en-
ergy long-wavelength effective theory as
L = 
µνλ
4pi
∑
α=1,2
Cα (Aµ/2− qαaµ) ∂ν (Aλ/2− qαaλ) ,
(A15)
where C1 and C2 are the Chern numbers associated with
f1 and f2 lowest bands respectively. As was discussed
in the main text, one can find different phases in the
bosonic system (SF, MI, FCI) for various combinations
of the Chern numbers (see Tab. I in the main text).
Appendix B: Model Hamiltonian for Parton
particles
We consider the tight-binding Hamiltonian on a square
lattice with a pi-flux per plaquette
H =
∑
〈ij〉
tijc
†
i cj + i
∑
〈〈ik〉〉
∆ikc
†
i ck +
∑
i
mic
†
i ci (B1)
where each site is defined by the coordinates i = (ix, iy).
This model is essentially a special case of the Hofstadter
model with pi-flux per plaquette and was originally used
in Ref. 52 to study the integer quantum Hall transition.
The hopping amplitudes obey the following rules
ti,i+x = (−1)iy t,
ti,i+y = t,
∆i,i+x+y = −(−1)iy∆,
∆i,i+x−y = (−1)iy∆,
mi = (−1)ix+iym, (B2)
which is illustrated in Fig. 4. This is indeed equivalent
to gauge choice of A = pi/a(−y/a, 0) where a is the lat-
tice constant. The last (on-site) term is introduced to
tune the model from the topological phase with non-zero
Chern number to the trivial one. According to our discus-
sion in the previous Appendix (Eq. (A14)), this term is
a descendant of the boson interactions and its amplitude
is directly related to the original interaction strength.
For example, consider a next nearest neighbor interac-
tion with strength U . An appropriate mean-field ansatz
is the checkerboard density profile. Using the notations
in the previous Appendix,
χ¯1,ii = (1 + (−1)ix+iy )/2, (B3)
V˜2,i =
∑
j
Vijχ¯1,jj =
U
2
∑
j∈〈ij〉
χ¯1,jj = U(1− (−1)ix+iy ).
(B4)
The above ansatz is self-consistent in the parton basis
and is equivalent to a checkerboard potential profile for
parton fermions. After subtracting off the constant part,
we can write it in the form of Eq. (B2). This argument is
general and can be applied to other forms of interactions.
This point will be important if one wants to employ these
wave functions as a variational guess for the ground state
of a microscopic Hamiltonian.
We define a four-site unit cell (Fig. 4) and write the
Hamiltonian in the momentum space in the form of H =∑
k c
†
kh(k)ck with
h(k) =

m −t(1 + eikx) i∆(e−iky − 1)(eikx − 1) t(1 + e−iky)
−t(1 + e−ikx) −m t(1 + e−iky ) −i∆(e−iky − 1)(e−ikx − 1)
−i∆(eiky − 1)(e−ikx − 1) t(1 + eiky ) m t(1 + e−ikx)
t(1 + eiky) i∆(eiky − 1)(eikx − 1) t(1 + eikx) −m
 ,
(B5)
which describes a four band model where multi-
component fermion field is c† = (c†A, c
†
B , c
†
C , c
†
D). In the
regime |∆| ≤ |t|/2 and at half filling where the lowest two
bands are occupied, the effective long-wavelength Hamil-
tonian around the minimum of the conduction band
7m
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4|∆
|
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|m|
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FIG. 5. Chern number diagram of the parton Hamiltonian
Eq. (B1) at half filling for |∆| ≤ |t|/2. The diagram is mirror
symmetric with respect to the m = 0 line.
k = (pi, pi) reads
h(k) =
 m itkx i4∆ itky−itkx −m itky −i4∆−i4∆ −itky m itkx
−itky i4∆ −itkx −m

= mσz − tkxσy − tkyτyσx − 4∆τyσz
= −t(kxσy + kyτyσx) + (m− 4∆τy)σz (B6)
where σ and τ are two sets of Pauli matrices. The eigen-
values of this Hamiltonian in τ -space is simply τy = ±1
which gives two copies of the 2+1 massive Dirac fields
with opposite chiralities. As long as |m| < 4|∆| the Dirac
points have opposite sign masses which gives a non-zero
Chern number C = ±1. Once we pass the critical value
of mc = 4|∆| both Dirac masses will have the same sign
and we get the trivial insulator with C = 0 for all val-
ues |m| > mc. Figure 5 shows the phase diagram of
this model. It is worth noting that on the horizontal
line m = 0 there is a direct transition from C = +1 to
C = −1 where the critical theory is described by two
massless Dirac fields.
Appendix C: Single particle density matrix and
structure factor
The bulk single particle density matrix (SPDM)
χ(r, r′) = 〈b†rbr′〉 is shown in Fig. 2. As we see, SPDM is
exponentially decaying in both FCI and MI phases and
there is a long-range order in SF. The momentum dis-
tribution nk = 〈b†kbk〉 associated with the population of
the plane wave modes specified by the lattice momentum
k is plotted in Fig. 7. This quantity can be computed
in terms of the 2D Fourier transform of the correlation
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FIG. 6. (Color online) The evolution of the structure factor
per momentum S(q)/|q| as the f2 mass is tuned for the SF-MI
or FCI-MI transition. The f2 mass is changed from m2 = 0
and m2 = 8 as we move from the topmost curve to the lowest
one in each panel. The jump in the slope corresponds to the
transition point at m2 = 4. The inset shows the emergence of
the diagonal long-range range order in the MI phase in terms
of the density-density correlation g(r) at the long-distance
limit .
function
〈b†kbk〉 =〈
(∑
r
eik·rb†r
)(∑
r’
e−ik·r
′
br′
)
〉
=
∑
r,r′
eik·(r−r
′)χ(r, r′). (C1)
The prominent peak at k = 0 indicative of a BEC in the
SF is evident. As we move towards the MI phase this
peak becomes weaker and eventually disappears com-
pletely. In the MI, the momentum is almost distributed
equally over all modes whereas in the FCI the population
of modes slightly varies, particularly it vanishes at the
corner points k = (±pi,±pi). This could be interpreted
as the FCI is completely featureless at lattice scales or
there is no off-diagonal short range order in this fluid.
To detect DLRO, we study the static structure factor
which is defined by
S(q) = 〈nqn−q〉 = 1
N
∑
r,r′
e−iq·(r−r
′)〈nrnr′〉, (C2)
where N is the number of sites and nr = b
†
rbr is the par-
ticle number operator. As mentioned earlier, the wave-
functions of SF and FCI are identical in modulus and
therefore have the same structure factor. The evolution
of the structure factor in the low-q limit is illustrated in
Fig. 2. There is a jump at the critical point (m2 = 4|∆2|)
of the SF/FCI-MI transitions in accordance with the ear-
lier results. Furthermore, there is a peak in the MI phase
at q = (pi, pi) corresponding to the checker board charge
density wave (CDW) structure. This type of configu-
ration is determined by the mass term which enlarges
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FIG. 7. (Color online) The momentum distribution nk as
a function of lattice momentum k = (kx, ky). From top to
bottom: SF (−1, 0), FCI (1, 0), and MI (1, 8) where the pair
of numbers are f2 parameters (∆2,m2).
the unit cell in the parton Hamiltonian and should not
be considered as a spontaneous breaking of the transla-
tional symmetry. Recently, a different field theory43 that
does incorporate spontaneous lattice translation symme-
try breaking was developed. The inset of Fig. (6) shows
the long-distance real space density-density correlations,
g(r − r′) = 1 − 〈nrnr′〉/〈nr〉〈nr′〉, for SF/FCI-MI tran-
sition. In the MI phase, the system develops a diago-
nal long-range order such that 〈nrnr′〉 6= 〈nr〉〈nr′〉. The
2D structure factor S(q) for different phases is shown in
Fig. 8. We have already noted that S(q) is identical for
SF and FCI phases. The (pi, pi) peak in MI phase corre-
sponds to the checker board density structure. All the
simulations in this Appendix are done for a 16× 16 lat-
tice consisting of 24k sweeps over the lattice. Each data
point is averaged over 18k samples.
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FIG. 8. (Color online) The static structure factor S(q) as
a function of lattice momentum q = (qx, qy). From top to
bottom: SF (−1, 0), FCI (1, 0), and MI (1, 8) where the pair
of numbers are f2 parameters (∆2,m2).
Appendix D: Entanglement entropy
Here, we compute the second Renyi entanglement en-
tropy (REE). We divide the system into two subsystems
called A and B. Using VMC, this is equivalent to calcu-
lating the expectation value of the SWAP operator45,66
S2 = − log Tr(ρ2A) = − log〈ŜWAP〉, (D1)
〈ŜWAP〉 =
∑
α,α′
β,β′
|Ψ(α, β)|2 |Ψ(α′, β′)|2 Ψ(α,β′)Ψ(α′,β)Ψ(α,β)Ψ(α′,β′)∑
α,α′
β,β′
|Ψ(α, β)|2 |Ψ(α′, β′)|2 ,
(D2)
where α, α′ and β, β′ represent the configuration of
the subsystems A and B respectively. Direct calcula-
tion of the SWAP operator from the above equation
can give rise to large error bars, since the quantity
Ψ(α, β′)Ψ(α′, β)Ψ(α, β)Ψ(α′, β′) is zero most of the time
when the number of particles in similar subsystems of
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FIG. 9. (Color online) (a) The real-space cut. (b) and (c) REE as a function of subsystem longitudinal size (LAy). (b) FCI-MI
transition. Solid lines are drawn as a guide to the eyes. (c) Non-interacting model Eq. (B1) with ∆ = 1. Solid lines are the
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the critical point m2 = 4. (d) and (e) REE as a function of subsystem lateral size (LAx). (d) Interacting model where TEE for
FCI is γ = 0.43 ± 0.10. Errorbars are smaller than symbol sizes for MI (green). (e) Non-interacting model Eq. (B1). TEE is
γ = 0.02± 0.02 consistent with γ = 0.
the two wave functions are not equal. Following Ref. 45,
to resolve this issue we break the above expression into
a product of three quantities
〈ŜWAP〉 =
∑
α,α′
β,β′
Ψ∗(α, β)Ψ∗(α′, β′)Ψ(α, β′)Ψ(α′, β)∑
α,α′
β,β′
|Ψ(α, β)|2 |Ψ(α′, β′)|2
=
∑
N1
〈SN1,sgn〉〈SN1,mag〉〈δN1,N2〉, (D3)
10
where
〈SN1,sgn〉 =
∑
α,α′
β,β′
|Ψ∗(α, β)Ψ∗(α′, β′)Ψ(α, β′)Ψ(α′, β)| eiθ(α,α′,β,β′)∑
α,α′
β,β′
|Ψ∗(α, β)Ψ∗(α′, β′)Ψ(α, β′)Ψ(α′, β)|
∣∣∣∣∣
N1=N2
,
〈SN1,mag〉 =
∑
α,α′
β,β′
|Ψ∗(α, β)Ψ∗(α′, β′)Ψ(α, β′)Ψ(α′, β)|∑
α,α′
β,β′
|Ψ(α, β)|2 |Ψ(α′, β′)|2
∣∣∣∣∣
N1=N2
,
(D4)
return the sign and the amplitude of the SWAP opera-
tor for a particular sector of having N1 = N2 particles
in A subsystem. The third factor basically counts how
often the condition N1 = N2 is met. This decomposi-
tion is valid here since the SWAP operator is diagonal
in the particle number basis. Moreover, this formula is
quite efficient as we don’t need to try all possible val-
ues for N1 to obtain high accuracy results; in fact, we
can easily first compute the frequency of different con-
figurations 〈δN1,N2〉 and find the dominant ones. In case
of our wave functions, the configurations with half the
number of sites being occupied is the most frequent and
it drops to zero very fast as we go to the configurations
with two or three more or less particles. Here, we calcu-
late the contributions from the configurations with half
filling plus/minus two particles.
We consider the full system on a Ly × Lx torus and
cut a LAy ×LAx piece in the middle of it (see Fig. 9(a)).
The REE as a function of LAy (quasi-1D geometry) for
FCI-MI transition is plotted in Fig. 9(b). There is an
apparent jump at the critical point. However, we cannot
say much about the slope of REE vs LAy due to finite size
effects. We also vary LAx where we expect REE follows
the area law S2 = αLAx − γ where γ is the topological
entanglement entropy (TEE) (see Fig. 9(d)). Note that
the expected value of TEE for FCI is γ = log
√
2 = 0.3466
and we have computed 0.43± 0.10 which is consistent as
was previously computed66. In the next Appendix, we
use two other much more accurate methods to find the
topological information. We will apply them to the entire
phase diagram and find the phase boundary between FCI
and MI (see Fig. 1(left)). In addition, REE in MI phase
shows an oscillatory behavior which means the effect of
CDW at these system sizes is dominant. To extract TEE
in this case, one needs to go to larger sizes and only
compare system sizes that differ by multiples of 4. To
benchmark our calculations, we compare them with the
exact results for the non-interacting model (Eq. (B1)) in
Figs. 9(c) and (e). Figure 9(c) shows that REE is not
constant only at the transition point. Also, there is no
TEE (γ = 0) as shown in Fig. 9(d).
Appendix E: Topological degeneracy using twisted
boundary conditions
We should emphasize that there are two types of twists
in our model Eq. (A10): through the internal gauge field
aµ and through the external gauge field Aµ. The former
is an internal degree of freedom which can be treated
as a parameter to span the ground state space. Here,
we show that this space is two dimensional for the FCI
consistent with the topological degeneracy of ν = 1/2
FCI on a torus. We have already shown the two-fold
degeneracy of FCI by investigating the response to an
external field and inserting a flux quantum into either
holes of the torus.
The projection is equivalent to fully integrating out the
temporal component of the gauge field a0 and the spatial
component ~a is still left. We know that the excitations of
~a are gapped due to the existence of the Chern-Simons
terms in the effective field theory at Eq. (A15); however,
we may still allow for the mean-field stationary solutions
of ~a. So, for every uniform configuration of ~a the pro-
jected wave-function is a ground state. If we denote the
gauge field by ~a = (θx/Lx, θy/Ly) where (Lx, Ly) are
the dimensions of the system, it will describe the twisted
boundary condition equal to ±(θx, θy) for f1 and f2 re-
spectively. Recall that this is an internal phase acquired
by the fermions with opposite signs and it will not appear
for the bosonic particles simply because b† = f†1f
†
2 .
The variable (θx, θy) forms a torus due to the 2pi pe-
riodicity. To calculate the topological degeneracy in the
ground state space, we look at the number of linearly
independent wave functions. Numerically, the torus is
discretized into a grid of points where the projected
wave-function is denoted by |Ψ(θ)〉 at the coordinate
θ = (θx, θy) ∈ [0, 2pi)× [0, 2pi). The inner-product matrix
is constructed as
M(θ, θ′) = 〈Ψ(θ)|Ψ(θ′)〉. (E1)
The rank of this matrix gives the dimension of the ground
state space. In addition, one can look at the spectrum
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FIG. 10. The spectrum of the inner product matrix M(θ, θ′) Eq. (E1) for FCI (a) and MI (c). The system size is L× L and
the grid size in the internal gauge field space is N × N . (b) and (d) show the eigenvalues of a full density matrix of a 2 × 2
sub-system in a 8× 8 system. w represents the weight of M(θ, θ′) eigenstates.
of M(θ, θ′) where the eigenstates associated with the
non-zero eigenvalues form a basis in the ground state
space. Moreover, the normalized eigenvalues determine
the weight of the corresponding eigenstate. Figures 10(a)
and 10(c) show the spectrum of M(θ, θ′) for FCI and MI
phases. The FCI phase has only two non-zero eigenvalues
with equal weights. In MI, there is one dominant eigen-
value which span the 87% of the space; however, there
is another state which weighs around 12%. This should
not be considered as a topological degeneracy. Indeed
we have realized that these two eigenstates are locally
distinct. More precisely, we calculate the eigenvalues of
the full density matrix of a 2 × 2 sub-system and show
that they are different (see Fig. 10 (b) and (d)). This
means that these states are locally distinguishable. In
Appendix C, we observe that MI is described by a checker
board charge density wave (CDW) order. Comparing
these two wave functions reveals that one wave-function
never reaches the full CDW order over the entire lattice
during Monte Carlo runs as the wave function amplitude
is extremely small for this configuration. This situation
can also be viewed as the presence of a defect in CDW
which prevents a full order.
We shall now discuss how to incorporate the external
boundary conditions. A twisted boundary condition is
defined in Eq. (2) of the main text. It basically means
that when a boson passes through the boundary, the wave
function acquires an additional phase of γx or γy depend-
ing on which boundary is crossed. This boundary condi-
tion is gauge equivalent to the nonzero space components
of the external gauge field Aµ = (A0, ~A) introduced in
Eq. (A10); i.e. ~A = (γx/Lx, γy/Ly) where Lx and Ly are
the dimensions of the system. We should keep in mind
that the slave particles are half-charged and a γ phase
twist for the bosons is equivalent to a γ/2 phase twist for
the slave fermions with the same sign (see Eq. (A10)).
In order to determine the degeneracy of the ground state
space, we compare the wave functions obtained in the
presence or absence of a flux quantum threaded into ei-
ther holes of the torus. If we na¨ıvely impose the boundary
conditions without considering the effect of the internal
gauge field we will arrive at wrong results (see also Ref. 67
for discussion on a similar issue). In fact, one must view
the flux insertion as a dynamical process. For the pur-
pose of studying the ground state, this process has to be
done in the adiabatic limit which lets the system relax to
the instantaneous changes during the insertion. To the
leading order and in the adiabatic limit where the rate
of flux insertion is much smaller than the excitation gap
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FIG. 11. (Color online) The Berry curvature in FCI phase for various values of ∆2. The system size is 8× 8 and the grid size
in the twist-space is 5× 5.
of the system, the effective action would read
Leff = 1
4pi
∑
α=1,2
Cα(γy/2− qαθy) ∂t(γx/2− qαθx),
(E2)
which is basically Eq. (A15) where ~a(t) =
(θx/Lx, θy/Ly). The stationary (saddle-point) solu-
tion
∂Leff
∂θ = 0 is given by
θ¯ =
(
C1 − C2
C1 + C2
)
γ
2
. (E3)
This effect can be attributed as some sort of a screening67
or as a constraint to keep the total charge/current con-
served30. So, for any choice of external fields, we must
first compute the mean-field value and plug it into the
Hamiltonian of Eq. (A10) and then generate the wave
functions. Therefore, the effective twist angles (γ˜) are
found to be
γ˜1 =
(
C2
C1 + C2
)
γ,
γ˜2 =
(
C1
C1 + C2
)
γ. (E4)
for f1 and f2 respectively. For instance, in FCI (C1 =
C2 = ±1) the overall phase γ˜1 = γ˜2 = γ/2 is purely due
to the external fields and θ¯ = 0. However, in MI phase
when C2 = 0 we need to include a twist angle of γ/2 only
for f2 and the twist angle for f1 vanishes.
Appendix F: Method of computing Chern number
The topological invariant (Chern) number of a non-
degenerate many-body wave function can be computed
in terms of an integration of the adiabatic curvature over
the space of twisted boundary conditions γ = (γx, γx)
which is a compact manifold (torus).
C =
1
2pii
∫
d2γ B(γ). (F1)
The adiabatic curvature B = ∂xAy − ∂yAx is written in
terms of the connection Aj(γ) = 〈Ψ(θ¯γ , γ)|∂j |Ψ(θ¯γ , γ)〉.
Numerically, we define a grid on the torus where points
γ` = (γ`x, γ`x) are separated by δx and δy along each
direction. Therefore, the adiabatic curvature is evaluated
by the following gauge-invariant expression
B` = logU1(γ`)U2(γ` + δx)U1(γ` + δy)−1U2(γ`)−1 (F2)
where
Uµ(γ`) =
〈Ψ(θ¯γ` , γ`)|Ψ(θ¯γ`+δµ , γ` + δµ)〉√
〈Ψ(θ¯γ` , γ`)|Ψ(θ¯γ` , γ`)〉〈Ψ(θ¯γ`+δµ , γ` + δµ)|Ψ(θ¯γ`+δµ , γ` + δµ)〉
. (F3)
The Chern number is C =
∑
` B`/2pi. We perform these
calculations on a 5×5 grid in γ-space for 8×8 and 10×10
system sizes which yield the same value. The Berry cur-
vature is shown in Fig. 11. It is interesting to note that
the Berry curvature is non-uniform in the vicinity of the
critical point and this suggests that a simple effective de-
scription by the Chern-Simons action might not be valid.
13
Transition Critical point ν η
SF-MI (t/U) 0.45± 0.04 0.51± 0.06 0.64± 0.05
SF-FCI (r/t) 0.59± 0.02 0.14± 0.02 0.58± 0.08
TABLE III. The critical exponent ξ ∼ |A − Ac|−ν where A
is the tuning parameter shown in parenthesis in front of each
transition. The third (unquoted) parameter in each case is
fixed: SF-MI (r = 0) and SF-FCI (U = 0).
Appendix G: Critical exponents
The variational energy E = 〈Ψ|H|Ψ〉/〈Ψ|Ψ〉 (H is de-
fined in Eq. (4)) is minimized in (m2,∆2) parameter
space of f2. Figure 12 shows this quantity for three rep-
resentative wave functions in a Monte Carlo run for three
different regions of the phase diagram. It is interesting
to note that in the middle panel of Fig. 12, where the
FCI phase is expected to stabilize, the FCI candidate
wave-function has indeed a relatively small variance.
Let us now explain how the critical exponents are de-
rived. The results are summarized in Table III. In each
transition, we are dealing with two parameters: the pa-
rameter within the parton Hamiltonian, call it A, and the
parameter in the microscopic Hamiltonian, call it B. The
critical values of these parameters are denoted by Ac and
Bc respectively. We extract the critical exponents in two
steps: first, we find how the correlation length scales with
the parton parameter ξ ∝ |A−Ac|ν1 where ξ is obtained
from the best fit of the SPDM. Second, we compute the
relation between the two parameters as the transition
point is approached |A − Ac| ∝ |B − Bc|ν2 ; therefore,
the critical exponent is given by ξ ∝ |B − Bc|ν where
ν = ν1ν2. Specifically, for SF-MI transition A = m2/∆2
and B = t/U where r = 0; for SF-FCI transition A = ∆2
and B = r/t where U = m2 = 0. Figures 13 and 14
show the two steps of this procedure. Furthermore, we
calculate the anomalous dimension η using the finite size
scaling of the SPDM (see the lowest plots in Figs. 13 and
14). There is a clear even-odd effect in this plot; however,
if we fit even and odd data points separately, the expo-
nents will be very close to one another. We note that the
FCI-MI transition does not show the critical behavior in
Fig. 15.
Appendix H: Size consistency of parton
wave-functions
A wave-function is called size consistent if the total en-
ergy EAB is equal to sum of energies of subsystems sepa-
rately, EAB = EA +EB , when applied to two uncoupled
subsystems A and B. This implies that a size consistent
wave-function must factor into a product of subsystem
wave-functions |ΨAB〉 = |ΨA〉|ΨB〉 as long as the subsys-
tems A and B are not coupled. Building such variational
wave-functions for strongly correlated systems has been a
long standing issue68. Let us illustrate that the projective
construction naturally satisfies this condition. The wave-
function for the interacting composite bosons is given by
the projected ground state of the non-interacting parton
Hamiltonian:
Ψ({ri}) = detΦ1({ri})× detΦ2({ri}), (H1)
where detΦα({ri}) is the Slater determinant for α-th par-
ton fermion and the same configuration {ri} for both
fermions indicate that they are projected on top of each
other. We want to write down a wave-function for N
particles in a system consisting of two islands A and B
with N sites in each one. As discussed in Appendix B,
the parton Hamiltonian is a Chern insulator with a large
gap at half filling; therefore, any configuration other than
N/2 on either sides is going to cost equal or greater than
the energy gap and must not be included in the ground
state wave-function. So, the ground state wave-function
would read
ΨAB({rNi }) = ΨA({rN/2i })ΨB({rN/2j }). (H2)
An alternative view is as follows. The wave-function
can be written explicitly in terms of projected Slater de-
terminants as in Eq. (H1). Here each Φα matrix repre-
sents the eigenstates of one flavor of parton fermions and
consists of N/2 eigenstates in the form of φα,i = [φ
A
i , 0]
and N/2 eigenstates in the form of φ¯α,i = [0, φ
B
i ] where
i = 1, . . . , N/2 runs over eigenstates of the α-th fermion
and the row vector [. . . ] is written in a basis such that the
first N entries correspond to sites within the island A and
the last N entries correspond to sites within the island
B. Now, we can write the general form of wave-function
as
ΨAB({rNi }) =
∑
n
Cndet

φ1,i1(r1) . . . φ1,i1(rN )
...
...
...
φ1,in(r1) . . . φ1,in(rN )
φ¯1,in+1(r1) . . . φ¯1,in+1(rN )
...
...
...
φ¯1,iN (r1) . . . φ¯1,iN (rN )

× det

φ2,i1(r1) . . . φ2,i1(rN )
...
...
...
φ2,in(r1) . . . φ2,in(rN )
φ¯2,in+1(r1) . . . φ¯2,in+1(rN )
...
...
...
φ¯2,iN (r1) . . . φ¯2,iN (rN )

.
However, as we argued above, there are only N/2 states available in φ or φ¯; hence any configuration with more than
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FIG. 12. (Color online) Vartiational energy per site in different regions of the parameter space (r/t, U/t). Colors represent
different variational parameters (∆2,m2): red (SF) (−1, 0), green (FCI) (1, 0), and blue (MI) (1, 8). From left to right SF, FCI
and MI gives the minimum energy respectively.
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16
N/2 particles on A or B islands have a repeated row in Slater determinant and so vanishes. Thus, we can write
ΨAB({rNi }) = det
(
ΦA,1({rN/2i }) 0
0 ΦB,1({rN/2j })
)
× det
(
ΦA,2({rN/2i }) 0
0 ΦB,2({rN/2j })
)
=
(
detΦA,1({rN/2i }) detΦA,2({rN/2i })
)(
detΦB,1({rN/2j }) detΦB,2({rN/2j })
)
= ΨA({rN/2i })ΨB({rN/2j }),
where we use the shorthand notation ΦA,α({rN/2i }) and ΦB,α({rN/2j }) for non-zero elements of the φα,m(rn) and
φ¯α,p(rq) matrices respectively.
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