Line selection (LS), tone selection (TS), and joint tone-line selection (JTLS) partial crosstalk cancellers have been proposed to reduce the online computational complexity of far-end crosstalk (FEXT) cancellers in digital subscriber lines (DSL). However, when the crosstalk profile changes rapidly over time, there is an additional requirement that the partial crosstalk cancellers, particularly the LS and JTLS schemes, should also provide a low preprocessing complexity. This is in contrast to the case for perfect crosstalk cancellers. In this paper, we propose two novel channel matrix inversion methods, the approximate inverse (AI) and reduced inverse (RI) schemes, which reduce the recurrent complexity of the LS and JTLS schemes. Moreover, we propose two new classes of JTLS algorithms, the subsort and Lagrange JTLS algorithms, with significantly lower computational complexity than the recently proposed optimal greedy JTLS scheme. The computational complexity analysis of our algorithms shows that they provide much lower recurrent complexities than the greedy JTLS algorithm, allowing them to work efficiently in very fast time-varying crosstalk environments. Moreover, the analytical and simulation results demonstrate that our techniques are close to the optimal solution from the crosstalk cancellation point of view. The results also reveal that partial crosstalk cancellation is more beneficial in upstream DSL, particularly for short loops.
INTRODUCTION
The main impairments in digital subscriber lines (DSL) are loop loss, crosstalk, background noise, impulse noise, and radio ingress. For the short loop lengths of very high-speed digital subscriber lines (VDSL), the dominant impairment is far-end crosstalk (FEXT). Recently, FEXT cancellation techniques in loops with coordination among the transceivers on one side have been proposed. Coordination results in effective FEXT cancellation with higher performance and complexity reduction [1] . However, the method and success of FEXT cancellation techniques strongly depend on the degree of coordination among the DSL transceivers and the available processing power. FEXT cancellation in downstream (DS) and upstream (US) discrete multitone (DMT) DSL can be done by coordinating the transmitter and the receiver modems, respectively.
In [2] , a vector Tomlinson-Harashima precoder and in [3] a simpler technique called the diagonalizing precompensator have been proposed for crosstalk mitigation in DS DSL. For US transmission, a zero-forcing-generalized decision feedback equalizer (DFE) has been proposed for FEXT cancellation in [2] . In [4] , it has been shown that the feedback portion of the DFE is not required, and a zero-forcing linear equalizer is near optimum for US VDSL.
These methods achieve the channel capacity for each tone very closely. However, new techniques requiring fewer computations are of crucial importance because of the huge complexity order of the system. In [5, 6] , reduced complexity techniques for FEXT cancellation in DS and US have been studied. The proposed techniques decrease the computational complexity by ignoring crosstalk from nondominant crosstalkers (line selection) or by dedicating the processing power to the frequency bands where it is more beneficial (tone selection) or by combining line and tone selection techniques (joint tone-line selection).
Note that although the twisted-pair channel does not change quickly [7] , the crosstalk profile can change very rapidly in DSL systems. These profile time variations can be due to a variety of causes. Most obviously, they can be 2 EURASIP Journal on Advances in Signal Processing caused by quiescent modes in DSL transmitters. For example, a protocol, which reduces the transmitted power or switches the modem to an idle state when there is no information to be sent, would not only save money for the transmitter, but would also reduce the crosstalk power in the loop plant and allow other rate-adaptive modems to increase their rates [7] . Such a power-reduction scheme would have dramatic effect on the crosstalk profile as a significant share of traffic over DSL lines is due to Internet web browsing including variable-rate multimedia traffic. This bursty traffic yields a minimum transmission power for each DSL user which varies over time.
Such quiescent modes have been proposed in VDSL standards. For example, in short-term stationary VDSL systems, including burst transmission systems and systems that use quiescent modes, the transmitter is silent or generates only a pilot tone to reduce power consumption and crosstalk levels during idle IP packets [8] . Clause 5.4 of [9] describes the activation and power control procedure for a VDSL transmission unit (VTU). To reduce the crosstalk levels and radio frequency interference (RFI) of the VDSL system during a normal transmission session, the VTU dynamically switches between the steady-state transmission state and an idle state, a dynamic power-saving state, or a power-saving sleeping mode. The transition between these states is expected to take place in less than a hundred milliseconds. In more recent ADSL2 and ADSL2+ standards, however, the power control is activated within a time frame of seconds to minutes.
DSL systems can also be subject to time-varying crosstalk profiles from different coexisting DSL services with different symbol durations [10] . For example, in Annex F of [8] the time-varying and user data-dependent nature of T1 AMI and DDS systems has been studied, producing the conclusion that "the time duration of each PSD variant may vary from less than 1 millisecond to many hours." These variations can be greater than 20 dB and are caused by user data content.
As we will see in this paper, handling time-varying crosstalk is much easier for systems with crosstalk cancellation using a joint modem or a shared DSL access multiplexor (DSLAM). For in these cases, the DSLAM can easily control the power and bitrate of users in a joint fashion, avoiding the delay due to resynchronization of distributed modems. 1 In particular, we show how the DSLAM can avoid delay in partial crosstalk cancellation for fast time-varying crosstalk environments.
Considering the large number of independent DSL users in the cable, the crosstalk profile and therefore the set of dominant crosstalkers can change very rapidly over time for short-term stationary DSL systems. But the structures of partial crosstalk cancellers, particularly the line selection (LS) and joint tone-line selection (JTLS) schemes, depend substantially on the crosstalk profile and the set of dominant crosstalkers. Consequently, in contrast to perfect FEXT cancellation techniques, the initialization and recurrent complexity associated with partial crosstalk cancellers should be 1 See [11] for an algorithm to jointly control the bitrates of the users. reconsidered. In this paper, we propose two new channel matrix inversion (CMI) schemes and two novel classes of JTLS algorithms to reduce the recurrent preprocessing requirements of partial crosstalk cancellers for US and DS DSL.
Our first CMI method is based on a recently proposed power-series expansion technique for the inverse of the DSL channel transfer matrix [12] . Our second CMI method reduces the recurrent computational complexity by storing the inverse of the perfect channel matrix for each tone. When any change occurs in the crosstalk profile, the new structure for the partial crosstalk cancellers can be obtained from the stored information in a computationally efficient way. This method is a modified version of the scheme proposed in [5, 6] , in which channel inversion is required every time the crosstalk profile changes over time. Since CMI is an essential part of the LS and JTLS schemes, our new CMI techniques result in a lower recurrent complexity for both the LS and JTLS schemes.
We also propose two new classes of algorithms for joint tone-line selection (JTLS). Our algorithms are much faster than a greedy algorithm recently proposed in [5, 6] . Our first JTLS scheme, the subsort JTLS algorithm, is a heuristic approach, which can nearly achieve the performance of the optimal JTLS algorithm. Our second JTLS scheme employs the Lagrange multiplier optimization technique to allocate the processing power efficiently. Our results show that the Lagrange JTLS algorithm is almost optimal for practical DSL channels.
The paper is organized as follows. In the next section, we describe the DSL channel. We review perfect crosstalk cancellation schemes in Section 3. We describe our partial crosstalk cancellation schemes in Sections 4 to 6. We evaluate the computational complexity of the new algorithms in Section 7. Finally, simulation results are presented in Section 8, and the conclusion is given in Section 9.
DSL CHANNEL AND FEXT MODEL
Consider L VDSL users and the synchronized transmission of DMT symbols. In this case, the transmitted and received signals for each tone k can be arranged in the following matrix form [2] :
where N is the number of DMT tones, and y k , x k , and n k are the L-dimensional vectors of received, transmitted, and noise samples for tone k, respectively. The th elements of y k , x k , and n k are denoted y Throughout this work, we assume that crosstalk cancellation is performed by a joint modem or DSLAM located at the line termination side (central office or remote terminal). We assume that the modem has perfect knowledge of the crosstalk channel H k on all tones in the DS and US directions and is aware of active and idle DSL users and their transmitting power in each tone. We first concentrate on the downstream direction and then generalize our techniques to upstream DSL.
PERFECT CROSSTALK CANCELLATION IN DMT DSL
When the transmitter modems are colocated (e.g., the DS modems are colocated at the CO), the transmitted signals can be generated from users' data signals in a joint fashion, and it is possible to cancel crosstalk perfectly in a DMT DSL channel using vector coding schemes. In [2] , a multiuser Tomlinson-Harashima precoder has been proposed, and it has been shown that the receiver nearly achieves the capacity of the twisted-pair channel as if there is no crosstalk. 2 In [3] a diagonalizing precompensator (DP) has been proposed, which nearly achieves the channel capacity on each line as well. In this paper, we consider DP for simplicity.
The diagonalizing precompensator consists of multiplying the vector x k for each tone k by the following precoding matrix prior to transmission:
where
k is the inverse of channel matrix and β k is a normalizing factor, which ensures that the spectral mask is not exceeded on any line. Diagonal matrix Λ = diag{H k } contains the diagonal elements of H k . Therefore, if we define
It has been shown in [3] that β k 1 for DSL loops. Thus, the DP is simply a ZF precompensator for the normalized channel matrix H k . However, in contrast to a ZF precompensator with its constrained transmission power, the DP can nearly achieve the capacity of crosstalk-free loops [3] .
COMPLEXITY REDUCTION BY PARTIAL CROSSTALK CANCELLATION
The perfect crosstalk cancellation schemes proposed in [2] [3] [4] require O(L 2 N) operations per DMT symbol period. Since the number of twisted pairs in a binder group is up to 100 and N is 4096 in VDSL, the computational complexity of perfect crosstalk cancellers is too high for current processors [5, 6] . Therefore, we consider suboptimal partial crosstalk cancellation techniques. It is widely accepted that the crosstalk to each loop is usually predominantly from a few crosstalkers, called the dominant crosstalkers [5, 6, 13, 14] . In the upstream direction, the dominant crosstalkers to a victim line are usually its neighbouring lines in the binder or shorter loops in the binder, which overwhelm other lines due to the near-far effect [14] . In downstream DSL, where there is no near-far effect, the dominant crosstalkers are the ones closer to the victim line in the binder, assuming an equal transmission power in all loops. Moreover, crosstalk cancellation does not have the same benefit for all frequencies. Generally, at very low frequencies crosstalk has a negligible effect on performance, and at very high frequencies performance is bounded by the loop loss and the receiver noise rather than crosstalk.
Line selection (LS) schemes cancel crosstalk from dominant crosstalkers at all frequencies. Tone selection (TS) schemes, on the other hand, only cancel crosstalk for the tones which are most beneficial. LS and TS schemes improve the performance when the processing power is not enough to cancel all of the crosstalkers in all of the tones. However, superior performance can be achieved using joint tone-line selection (JTLS) schemes. In JTLS schemes, both the frequency tones and the lines are considered to determine how to expend the available processing power to get the highest possible bitrates.
The structures of LS and JTLS partial crosstalk cancellers depend substantially on the set of dominant crosstalkers. In the following sections, we propose new CMI schemes and novel JTLS algorithms to reduce the recurrent computational complexity of these techniques.
PARTIAL CROSSTALK CANCELLATION BY LINE SELECTION
A possible solution to the numerical complexity problem is to restrict the crosstalk cancellation to the crosstalk resulting from the dominant crosstalkers only (line selection). LS has been considered for downstream VDSL in [6] . In this method, the subset of users with the most crosstalk energy impinging on a victim line is selected, and their crosstalk is cancelled employing a CMI technique. Here, the output of each CMI technique is an approximation of the inverse of the channel matrix for each tone with zero elements corresponding to the nondominant crosstalkers. The zero elements are essential to reduce the computational complexity. In [5, 6] , a method is proposed to make a sparse partial crosstalk precompensator matrix P k with offdiagonal nonzero elements only in the positions corresponding to the dominant crosstalkers. Assuming that the number of dominant crosstalkers per tone is p, the number of operations that the LS scheme requires per tone is O(pLN). In fast time-varying DSL channels, the computational complexity associated with updating P k also has to be considered. Using the method in [5, 6] , computation of P k is an O(L(p + 1) 3 ) operation, where p < L is the number of dominant crosstalkers for each line.
When the state of any of the modems in the cable changes from the steady-state transmission state to an idle state, the set of dominant crosstalkers for the other users can change. As a result, these users are required to recompute their partial crosstalk cancellers P k for 1 ≤ k ≤ N. For N tones, this requires O(NL(p + 1) 3 ) operations. On one hand, the users should switch between the idle and nonidle states as quickly as possible to reduce their crosstalk levels and RFI radiation. On the other hand, the computational constraints of the modems can prevent them from updating their partial crosstalk cancellers, which annihilates the potential gains of partial crosstalk cancellation. Therefore, it is of crucial importance for partial crosstalk cancellers to have a low recurrent computational complexity. In this section, we propose two low complexity CMI techniques for DSL.
In order to evaluate the performances of our CMI techniques, we compare the bitrates of the DSL loops using our methods with their bitrates when the dominant crosstalk entries are removed from the channel. For each tone k, we define a dominant crosstalk-cancelled (DCC) channel by
We call a partial crosstalk canceller an ideal partial crosstalk canceller if it enables the VDSL users to achieve the same bitrates as they would achieve if they were communicating over the DCC channel.
Approximate inverse CMI
The elements of H k corresponding to the nondominant crosstalkers can be zeroed to get a matrix H as an approximation to the ideal partial crosstalk canceller and then uses a power-series approximation for matrix inversion to efficiently compute (H 0 k ) −1 and to get a sparse precoding matrix. Precise calculation of (H
operations for each tone. Moreover, (H 0 k ) −1 is not generally a sparse matrix, which is essential in complexity reduction.
To overcome these problems, we use the first-order terms of a power-series expansion. Use of a power-series expansion for the inverse of the DS channel-transfer matrix has been proposed in [12] to decrease the computational complexity of perfect crosstalk cancellation. The results reported in [12] predict a poor performance for the first-order power-series expansion of the exact inverse of H k for short loops. Nevertheless, here we demonstrate that this method can be effectively used for partial crosstalk cancellation.
Using the first-order terms of a power-series expansion for the inverse of (H 0 k ) −1 , we have
or
where β k 1 is a normalizing factor and I L is the L × L identity matrix. In Appendix A, we show that (H 0 k ) −1 reduces the power of the dominant crosstalkers to a level much lower than the crosstalk due to the nondominant crosstalkers. In Appendix B, we show that the condition number of H 0 k is bounded by
where λ (7) approaches one as α → 0. Since the number of dominant crosstalkers to each user p is typically around 3 to 4, we expect that the power-series expansion has a fast convergence to (H 0 k ) −1 . As we show later in our simulation results, in contrast to perfect crosstalk cancellation, the performance of the AI scheme is very close to that of the ideal solution when employed in partial crosstalk cancellation.
Reduced inverse CMI
In the reduced inverse (RI) CMI scheme, we compute and store the structure of the perfect crosstalk cancellers, that is,
Since the DSL crosstalk channel is essentially stationary, this data does not need to be recalculated for long periods of time. 3 The partial crosstalk cancellers are then simply calculated each time there is a change in the set of dominant crosstalkers by zeroing the elements of (H k ) −1 corresponding to the nondominant crosstalkers. This is written as
Our simulation results show that the RI scheme almost achieves the performance of the ideal partial crosstalk canceller.
Generalization to upstream direction
As we discuss in Appendix A, the downstream DSL channel exhibits row-wise diagonal dominancy. The upstream DSL channel, on the other hand, exhibits columnwise diagonal dominancy (CWDD) [2] (i.e., the diagonal elements of the US channel matrix are much larger than the off-diagonal elements in the same column). Recall that for the DS direction, we formed the normalized channel transfer matrix by premultiplying H k by Λ −1 . For the US direction, we form the normalized channel transfer matrix by post-multiplying H k by Λ −1 , that is,
Using the CWDD property of the DS DSL channel, it is simple to show that
It has been shown in [4] that a ZF equalizer is near optimal for US DSL. The ZF equalizer for US DSL consists of multiplying the received vector by the inverse of the channel transfer matrix followed by a slicer. Based on (1), at the receiver we can estimate the transmitted signal vector x k using
Note that there is no need for a normalizing factor β k in the US direction. The diagonal matrix Λ −1 has only a scaling effect on the slicer's thresholds. As H k has exactly the same properties as H k in (3), it is trivial to show that all of the results we have obtained in Section 5 for the downstream channel can be generalized to the upstream channel. More importantly, the computationally efficient channel matrix inversion schemes proposed in Sections 5.1 and 5.2 can be implemented in an analogous way. As we show by using simulations in Section 8, the proposed CMI schemes also essentially achieve the performance of the ideal partial crosstalk canceller in the US direction.
It is important to note that if a prewhitening filter W k is used, we must replace H k by the equivalent noise-whitened channel W k H k in the corresponding formulas. Unfortunately, the CWDD property may not necessarily hold for this channel. In this paper, we assume that the elements of the received noise vector n k are independent, and we ignore the prewhitening filter W k . The CMI techniques that we have introduced in this paper can still be applied to channels with correlated noise. However, their performance might be degraded with respect to the simulation results in this paper.
JOINT TONE-LINE SELECTION
In JTLS schemes, both the frequency tones and the lines are considered to determine how to expend the available processing power to get the highest possible bitrates. In these schemes, the number of dominant crosstalkers that are cancelled varies from tone to tone and line to line. We let ρ for all users and tones. It then forms sparse partial crosstalk cancellation matrices using a CMI scheme such as the AI and RI schemes proposed in Section 5.
Given pN multiplications per user (if an average of p dominant crosstalkers are cancelled per tone), 4 the JTLS problem for user is written as [6] 
where c ( ) k is the number of bits that can be loaded on the kth tone of user after cancelling ρ ( ) k dominant crosstalkers on this tone. We assume that the power of the users and the channel values are constant each time the algorithm is run.
Assuming ρ
where s
is the signal-tonoise power ratio (SNR) gap [15] , and D k (ρ A greedy joint tone-line selection algorithm has been proposed in [5, 6] . In this step-by-step algorithm, the benefit of cancelling any number of crosstalkers is calculated for all of the tones, and in each step the crosstalkers with the most benefit from cancellation are added to the cancellation list. After adding them, the benefit of crosstalk cancellation for the remaining crosstalkers is updated, and the process is repeated until all of the processing power is consumed. The benefit of cancelling ρ crosstalkers on tone k of line is calculated using v
At the initialization, the benefit is calculated for all values of ρ = 1, . . . , L − 1 and all of the tones k = 1, . . . , N for line . During each iteration, first the maximum benefit value for line is selected. If we denote the tone and number of crosstalkers of the largest benefit value to be k s and ρ s , then the number of crosstalkers to be cancelled in tone k s is set to ρ s . And finally, the update process is performed by zeroing v ( )
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By inspection, we realize that the algorithm is optimal, as it expends each bit of processing power for the most possible benefit in each step. The algorithm requires up to NL sort operations, which can have sizes as large as NL [6] . Therefore, using a fast-sort algorithm with computational complexity O(NL log 2 (NL)), the computational complexities of the algorithm for one user and for the total L users are O(N 2 L 2 log 2 (NL)) and O(N 2 L 3 log 2 (NL)), respectively. Given the large number of tones in VDSL and twisted pairs in a typical cable, it is clear that much faster algorithms are required for fast time-varying crosstalk environments. A suboptimal JTLS algorithm for upstream DSL is proposed in [5] with a computational complexity for one user of O(NL log 2 (NL)). We now propose two types of novel JTLS algorithms for both downstream and upstream DSL with much lower computational complexities than the optimal algorithm proposed in [5, 6] .
Subsort JTLS algorithms
The family of subsort JTLS algorithms contains heuristic algorithms derived from the greedy JTLS algorithm in [5, 6] . Consider the benefit value selected at each step. It is easy to show that the benefit value is less than the benefit value selected at the previous step. As a result, on average we expect the aggregate benefit of the selected tone in each step (i.e., v
ks (0))/ρ s ) to be less than the aggregate benefit value of the tone selected at the previous step. The class of subsort algorithms that we propose here is based on this observation.
In these algorithms, we first calculate the benefit values v 
For the above algorithms to work, we need to show that we can find an appropriate value of threshold θ that satisfies the processing power constraint ρ ( ) k ≈ pN. In fact, for any of these algorithms we will show that the processing power ρ Proof
Theorem 1 guarantees that the processing power is a monotonic function of θ. Therefore, we can search for the proper value of θ that satisfies the processing power constraint by simply using classic search schemes such as a bisection search. However, note that this value is not necessarily equal to θ * , because, as we will see later, the subsort algorithms do not yield the same results as the greedy algorithm.
Lagrangian JTLS algorithm
The Lagrangian JTLS algorithm is based on the Lagrange multiplier method for constrained optimization, which is written here as [16] 
where λ ≥ 0 is the Lagrangian multiplier. The dimension of the Lagrangian in (14) is extremely large. However, note that c
Therefore, following the methodology as in [17] , we can decouple the Lagrangian in (14) into N independent Lagrangians per tone, as follows:
For a particular value of λ, the optimal value of ρ k being greater or less than pN, respectively. We repeat this procedure until λ converges. At convergence, either the processing constraint is satisfied or λ * is zero.
The optimality of the algorithm could be shown if the primal problem in (12) was convex [16] . Although this cannot be shown for DSL channels, it has been shown that when a time-sharing property is valid, the Lagrange multiplier method is optimal in multicarrier systems [18] . For the time-sharing property to occur in multicarrier systems, the number of subcarriers contributing to the signal at the receiver side should be infinite. 5 This is practically the case in high SNR loops, where hundreds to thousands of tones contribute to the signal power. On the other hand, for low SNR loops, where only a few tones contribute to the signal power, the processing power is almost always enough for perfect crosstalk cancellation on all of these tones. It is easy to show that the Lagrange JTLS algorithm converges to the optimal solution in this case. This justifies why the Lagrange JTLS algorithm is always optimal in practice. As we will show, our computer simulations verify this conclusion. This algorithm has recently been independently proposed by Tsiaflakis et al. [11] .
COMPUTATIONAL COMPLEXITY
The total computational complexity of the partial crosstalk cancellers is the sum of the online and recurrent computational complexities. The online computational complexity is pN operations for each user per each DMT symbol for both the LS and JTLS schemes, when an average of p crosstalkers is cancelled for each tone. The DMT symbol period is 250 μs in VDSL. In the following sections, we study the order of the recurrent operations needed by the partial crosstalk cancellers when the crosstalk profile varies over time. For a binder with tens of VDSL loops carrying variable rate traffic, it is expected that recomputation of the structure of the partial crosstalk cancellers is required every few milliseconds. Therefore, a practical partial crosstalk canceller should require as few recurrent operations as possible.
Computational complexity of LS schemes
The recurrent operations associated with the LS schemes in fast time-varying crosstalk environments consist of the following two phases: (1) sorting the crosstalkers to determine the dominant crosstalkers (tracking), (2) calculation of the sparse partial crosstalk cancellation matrices based on the order of the crosstalkers and the value of p (CMI). 1) ). If the users transmit only at the maximum power mask level when working and at zero power when idle, we can use a radix sort [19] to reduce the computational complexity to O(N(L−1)). 6 Moreover, if we assume that only one crosstalker has changed its power, even for a random channel and unlimited power levels, resorting the crosstalkers requires only O(N(L − 1)) operations.
Phase 2. CMI does not require any further data processing when the dominant crosstalkers are determined using our proposed AI and RI schemes. There are only NL assignment operations per user associated with (6) and (8) . In comparison, note that using the method proposed in [5, 6] to construct the sparse partial crosstalk cancellers requires O(N(p + 1) 3 ) calculations for each user and a total of O(NL(p + 1) 3 ) operations for all users. Moreover, there are N(L + p) assignment operations for this method as well.
Computational complexity of JTLS schemes
The recurrent operations associated with the JTLS schemes in fast time-varying crosstalk environments consist of the following four phases: (1) tracking, (2) evaluating c ( )
k by means of a JTLS algorithm, (4) implementing CMI. We studied the computational complexity of tracking and CMI in the previous section. The computational complexity of tracking in JTLS is the same as in LS. It can be shown that the computational complexity of CMI in JTLS is greater than or equal to LS, when the parameter p is the same for the two schemes. We now study the computational complexity associated with Phases 2 and 2 for the th user when a change occurs in its crosstalk profile. The total computational complexity is L times the computational complexity for a single user . 
Phase 3. Determining ρ ( )
k is the core phase of the JTLS algorithms. The computational complexity of this phase is O(N 2 L 2 log 2 (NL)) for each user for the greedy algorithm proposed in [5, 6] . For all of the subsort algorithms, the computational complexity is O(K 1 NL) for each user, where K 1 is the number of iterations required to find the proper value 8 EURASIP Journal on Advances in Signal Processing of the threshold θ. Similarly, the computational complexity of the proposed Lagrangian JTLS algorithm is O(K 2 NL) for each user, where K 2 is the number of iterations required to find the optimal Lagrange multiplier λ * .
The required number of iterations depends on the desired precision. Threshold value θ and Lagrangian multiplier λ have values ranging from 0 to 15, with at most 15 bits loaded on a given tone. Therefore, for the error to be smaller than x , the number of required iterations is log 2 (15/ x ) − 1. For example, for x = 0.01 the number of required iterations is 10. Similarly, the maximum processing power corresponding to perfect crosstalk cancellation is N(L−1). Therefore, for the error in processing power to be smaller than y , we need log 2 [N(L − 1)/ y ] − 1 iterations on average. If we assume an average of p-dominant crosstalkers to be cancelled per tone and 1% error in processing power, we get y = 0.01N p, and the number of required iterations is log 2 [100(L − 1)/ p] − 1. When the available processing power is 20% of the required processing power, the number of iterations is approximately 8. Our simulations results show that K 1 = 10 to 14 iterations and K 2 = 6 to 11 iterations are usually enough to find the optimal values of θ and λ almost exactly. K 1 and K 2 can possibly be reduced using faster search methods like the sub-gradient search method as explained in [18] . In summary, we see that the largest portion of the processing complexity (see Phase 3) can be reduced significantly using the algorithms proposed in this article.
Calculation of computational complexity
The order of the total required number of floating point operations per second (flops) can be calculated using
where f s = 4000 Hz is the DMT symbol rate and O online is the order of online computational complexity. O online is equal to LN and pN for perfect and partial crosstalk cancellers, respectively. f update is the update rate (the rate of change in the overall crosstalk profile) and O recurrent is the order of recurrent computational complexity. O recurrent is zero for perfect crosstalk cancellers. It can be calculated for LS and JTLS schemes by summing the computational complexities corresponding to the phases discussed in this section.
As an example of order calculation using (16), we let the number of users be L = 25 and the average number of dominant crosstalkers to be cancelled per tone be p = 5. Parameter N is set to 1174, the number of tones in the US direction of the VDSL FDD 998 bandplan [20] . With L = 25 and p = 5, the online computational complexity of the partial crosstalk cancellers is pLN/L 2 N = p/L = 20% of the perfect crosstalk canceller. However, the recurrent computational complexities of the partial crosstalk cancellers increase with the update rate. Figure 1 illustrates the order of the total number of flops per user that are required for a perfect crosstalk canceller (perfect CC), for the LS and JTLS partial crosstalk cancellers proposed in this paper (new LS and new JTLS assuming Band plan 998 FDD Bandplan [20] K 1 = K 2 = 11), and for the LS and JTLS partial crosstalk cancellers proposed in [5, 6] (old LS and old JTLS). We have provided closeups of Figure 1 (a) in Figures 1(b) and 1(c) to make the results more readable. We can see in Figures 1(a) and 1(b) that the increase of the computation complexity as a function of the update rate is very small using our new AI and RI LS schemes (2.5% increase in the total computational complexity for f update = 500 Hz). The old LS scheme, proposed in [5, 6] , also performs well compared to the old JTLS scheme. It, however, increases the total computational complexity by 24% for f update = 500 Hz.
As it can be seen in Figures 1(a) and 1(c) , the total computational complexity of the JTLS scheme in [5, 6] is very large in rapidly-varying crosstalk environments. For update rates greater than about 0.2 Hz, the total computational complexity of the scheme is even higher than the perfect crosstalk canceller. Our new JTLS schemes, however, provide a significantly lower computational complexity. We note that in Figure 1(b) , even for the very high update rate of 500 Hz (update every 2 milliseconds), the increase in the computational complexity due to the recurrent complexity is about 30%. In comparison, to keep the increase in the computational complexity below 30% in the old JTLS scheme, the update rate should be less than 0.014 Hz (update every 71 seconds).
SIMULATION RESULTS
Having compared the relative computational complexities of the schemes, we now use worst-case channel simulations to compare the performances of the various techniques from a crosstalk-cancellation point of view. We have simulated the proposed algorithms for two typical scenarios for both the DS and US directions. Scenario 1 is a distributed scenario, and Scenario 2 is a near-far scenario. Scenario 1 consists of 10 VDSL users with lines varying in length from 300 m to 1200 m in 100 m increments. Scenario 2 consists of five VDSL users with 600 m line lengths and five with 300 m line lengths. The channel transfer matrix, H k , is simulated using the one percent worst-case coupling model in [20] and the line transfer function of [8] . The simulation parameters are listed in Table 1 .
To see the benefits of a partial crosstalk canceller, we need to simulate a crosstalk channel which has a few dominant crosstalkers. To do this, we model the space selectivity of crosstalk [6] by taking the distance-squared law of Figure 1 : (a) The total number of flops (including online and recurrent complexities) per user for perfect crosstalk canceller (perfect CC), our new LS scheme (new LS), the LS scheme in [5, 6] (old LS), our new JTLS schemes (new JTLS) assuming K 1 = K 2 = 11, and the JTLS scheme in [5, 6] (old JTLS) for L = 25 and p = 5, (b) a closer look at the performance of our LS scheme, the LS scheme in [5, 6] , and our new JTLS scheme and (c) a closer look at the performance of the JTLS scheme in [5, 6] . electromagnetic induction into account. Figure 2 illustrates the cross-sections of the simulated 25-pair binder group for the two scenarios. Each circle represents a twisted pair. The length of each VDSL loop is written in the corresponding circle. The crosstalk couplings between pairs are considered to be inversely proportional to the square of the distance between the centers of the corresponding circles in Figure 2 . 7 As a worst-case scenario, we select a tightly packed subset of 7 The electromagnetic induction of twisted pairs into each other may not exactly follow the distance-squared law. However, our simulation results with a wide range of other powers for distance, ranging from √ 2 to 4, show that this does not affect the results reported in this article.
pairs at the center of the binder. The crosstalk couplings are normalized so that they are equal to the one percent worstcase model for tangent circles (e.g., pairs 1 and 2, 1 and 3, 2 and 7, etc.). If we order the crosstalkers by power, Figure 3 shows the resultant cumulative average crosstalk power percentages for the 10 loops for the DS direction of Scenario 1, using the distance-squared law. This figure has a similar shape to the experimental measurements reported in Figure 3 of [6] . Figures 4 and 5 show the performances of the LS schemes using the proposed CMI techniques for Scenarios 1 and 2, respectively. As it can be seen, both schemes nearly achieve the performance of the ideal LS partial crosstalk canceller. The RI scheme has a slightly superior performance to that of the AI scheme, especially for higher values of p. This is because of three phenomena. Firstly, as p increases a bigger fraction of the error is due to the residual crosstalk of the dominant crosstalkers for the AI scheme (compare (A.5) and (A.6)). Secondly, the condition number of H 0 k increases as predicted by (7), and therefore, the error is bigger for the first-order terms of the power-series expansion of H 0 k . Thirdly, as p increases, the number of elements that should be eliminated from H −1 k decreases in the RI method, and therefore, the resultant matrix is a better approximation for the perfect crosstalk canceller. The cost we pay for using the RI scheme instead of the AI scheme is a higher complexity for matrix inversion and higher memory usage to store the channel inverse information.
Figures 6 and 7 illustrate the performance of the proposed JTLS algorithms compared to that of the optimal greedy algorithm. For each figure, the available processing power is governed by parameter p, the average number of dominant crosstalkers to be cancelled per tone. As it can be seen, the proposed algorithms can be sorted from the best to worst performance as follows: the Lagrange JTLS algorithm, subsort Algorithms 4, 3, 1, and 2. Among the subsort algorithms, the second one has the poorest performance and the fourth one has the best performance. As it can be seen, subsort Algorithm 4 has near optimal performance for most loop lengths in both scenarios. The Lagrange JTLS algorithm produces exactly the same performance as the optimal greedy algorithm for all loop lengths in both scenarios.
The fact that subsort Algorithm 4 has the best performance of the subsort algorithms can be explained by comparing it to the optimal greedy algorithm. Consider an arbitrary threshold value θ, and run the subsort Algorithm 4 at this threshold value. We denote the result of the algorithm by ρ ( ) k . Now consider the greedy algorithm being in the last step where the selected benefit is greater than θ (that is, the benefit value selected in the next step is less than θ), and denote the result of the greedy algorithm at this step by ρ
is the solution to subsort Algorithm 4 (i.e., ρ
k , using our assumption on the state of the greedy algorithm, we get (c ( ) No canc. Xtalk free subsort Algorithm 4 is close to the optimal solution. Since the required processing power is a monotonic function of the threshold value for both of the algorithms, we expect that the resultant processing power is also close to the processing power of the optimal solution.
Comparing the simulation results for DS and US, we see that the partial crosstalk cancellers are more beneficial for short loops in the US direction. For example, as it can be seen in Figures 6(a) and 7(a) , the data rates achieved by the optimal JTLS schemes are not as large as those achieved by perfect crosstalk cancellers (crosstalk free channel) for short loop lengths when the signal-to-noise ratio is high. We may justify this phenomenon by the following case study. The number of bits loaded on each tone using a partial crosstalk 
where C No Canc. is the capacity of the tone when there is no crosstalk cancellation. The average number of bits that can be loaded onto each tone of a 300 m loop with perfect crosstalk cancellation is about 15. Therefore, cancelling 80% of the crosstalk power results in an increase in data rate of less than 2.3/15 = 15% of the perfect crosstalk cancellation rate. If we repeat the above steps for the cases where 95% and 99% of the crosstalk are cancelled, we get data rate increases of less than 29% and 44% of the crosstalk-free loop data rate, respectively.
On the other hand, it can be seen that the partial crosstalk canceller in US DSL operates much closer to the perfect crosstalk canceller than in DS DSL. This is because in the US channel the crosstalk couplings of the dominant crosstalkers are a few orders of magnitude greater than those of the nondominant crosstalkers due to the near-far effect. Therefore, in contrast to the DS case, cancelling these dominant crosstalkers blocks almost all of the crosstalk power.
The aforementioned case study together with the results obtained in Appendix A give us more insight as to why the AI scheme does not work well in high SNR loops, when used in perfect crosstalk cancellation, but works close to the ideal solution, when used in partial crosstalk cancellation. As shown in Appendix A, the AI technique reduces the residual crosstalk of the dominant crosstalkers to be small relative to the crosstalk due to the nondominant crosstalkers. Therefore, guided by our case study, we expect a small loss in performance compared to the ideal partial crosstalk canceller. On the other hand, when it is used for perfect crosstalk cancellation, the residual crosstalk of the crosstalkers can be much greater than the environment noise, resulting in a significant loss in performance compared to the performance of a perfect crosstalk canceller.
CONCLUSION AND FUTURE WORK
The DSL channel is essentially stationary. However, the crosstalk profile can change very rapidly in time for shortterm stationary DSL systems. As the partial crosstalk cancellers involve recurring calculations for this type of traffic, it is crucial that they have low constructional complexity.
In this article, we have proposed new CMI and JTLS schemes for this purpose. We have studied the recurrent computational complexity of our schemes and showed that the proposed algorithms can effectively reduce the amount of required recurrent operations compared to previously proposed schemes.
Our AI and RI CMI schemes nearly achieve the performance of the ideal partial crosstalk canceller. The RI scheme requires more memory but provides a slightly superior performance to the AI scheme. The JTLS subsort Algorithm 4 produces a performance very close to that of the optimal greedy solution. In practice, the Lagrange JTLS algorithm almost achieves the performance of the optimal canceller, as shown by our extensive simulation results presented in this paper and other simulation results not reported here. Our simulation results also show that the LS and JTLS schemes are particularly beneficial for crosstalk cancellation in short loops in the US direction.
To further refine these results, it would be of interest to simulate a VDSL network with variable-rate traffic, to find out how much processing power of the modems should be dedicated to the online portion of the partial crosstalk canceller and how often the structure of the partial crosstalk canceller should be updated, based on the characteristics of the traffic and the available processing power.
APPENDICES

A. CANCELLATION PROPERTIES OF (H
In this appendix, we consider the cancellation properties of (H Note that the DSL DS channel exhibits row-wise diagonal dominance (RWDD) [2] . That is, the diagonal elements of the DS channel transfer matrix H k are much larger than the off-diagonal elements in the same row. In other words, for any tone k and for any j = i, we have
The magnitude of diagonal dominance is measured by parameter 
(A.5)
Similarly, the average received power due to the error term is (A.9)
Since α < 0.01 [21] , p is typically around 3 to 4, and L = 25, comparing (A.5) and (A.6), the average power due to the error will be a fraction of the average power due to the nondominant crosstalkers. 
B. CONDITION NUMBER OF H
