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Abstract
We describe and analyze how reinforced random walks can eventually local-
ize, i.e. only visit finitely many sites. After introducing vertex and edge self-
interacting walks on a discrete graph in a general setting, and stating the main
results and conjectures so far on the topic, we present martingale techniques
that provide an alternative proof of the a.s. localization of vertex-reinforced ran-
dom walks (VRRWs) on the integers on finitely many sites and, with positive
probability, on five consecutive sites, initially proved by Pemantle and Volkov
(1999,[11]).
Next we introduce the continuous time-lines representation (sometimes called
Rubin construction) and its martingale counterpart, and explain how it has been
used to prove localization of some reinforced walks on one attracting edge. Then
we show how a modified version of this construction enables one to propose a
new short proof of the a.s. localization of VRRWs on five sites on Z.
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1 Introduction
Exploration of an environment, behaviour learning or cooperative interaction are in-
stances of situations where the evolution depends on the whole history, either as a
tendency to visit again “places” visited before or as a tendency to avoid them. In
exploring an unknown city, streets that have been walked before may be considered
as more attractive (safer, for instance) or repulsive (boring); learning the best choice
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among strategies giving random payoffs can be achieved by making random choices with
an increasing preference towards the choices that pay more; and cooperation between
micro-organisms, for instance, involves miming previously held behaviours. These situ-
ations naturally lend themselves to a modelization by self-interacting random processes.
The definition assumes we are given
• (Ω,F ,P) probability space,
• (G;∼) nonoriented locally finite graph,
• (ai,j)i,j∈G,i∼j propensity matrix with positive entries, such that
ai,j > 0 ⇐⇒ i ∼ j,
• W : N0 −→ R∗+ weight function.
The random process, called (Xn)n∈N, takes values in the set of vertices of G; we let
Fn = σ(X0, . . . , Xn) be the filtration of its past. For all v ∈ G, n ∈ N ∪ {∞}, let
Zn(v) =
n∑
k=0
1I{Xk=v} + 1 (1)
be the number of visits to v up to time n plus one.
Then (Xn)n∈N is a Vertex Self-Interacting Random Walk (VSIRW) with starting
point v0 ∈ G, propensity matrix (ai,j)i∼j and weight function W if X0 = v0 and, for all
n ∈ N, if Xn = i then
P(Xn+1 = j | Fn) = 1Ii∼j ai,jW (Zn(j))∑
k∼i ai,kW (Zn(k))
. (2)
An Edge Self-Interacting Random Walk (ESIRW) is defined similarly, replacing in
(2) the numbers of visits to vertices l ∼ i by those to the corresponding nonoriented
edges {i, l}:
Zn({i, l}) :=
n∑
k=1
(1I{Xk−1=i,Xk=l} + 1I{Xk−1=l,Xk=i}) + 1. (3)
We will define the Edge (resp. Vertex) Reinforced Random Walk as an ESIRW
(resp. VSIRW) with linear W (n) = n +∆, ∆ > −1: these processes were introduced
by Coppersmith and Diaconis in 1986 [3].
In general, the asymptotic behaviour of self-interacting random walks greatly de-
pends on the nature of the interaction. We will focus here on localization phenomena:
the difficulty in their analysis lies in the fact that, before this localization occurs, the
walk can concentrate on several disconnected clusters -separated by seldom visited
sites- so that the relative numbers of visits follow a rather erratic dynamics, which is
difficult to analyse.
For the study of strongly edge reinforced walks (i.e. ESIRW with reciprocally
summable weight function W ), this technical difficulty can be partially overcome by
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a simple argument, which allows to restrict the study to loop graphs (see Section
3). This argument cannot translate to vertex-reinforced random walks, which display
localization on “richer” subsets, even on Z, as we describe next.
1.1 Preliminary remarks
Let us start our study by the following simple preliminary results, which will enable us
to gain more intuition on the behaviour of these walks: on one hand on the “simple”
case of VSIRW on three vertices, and on the other hand on an easy but important
property of ESIRWs.
We need to define the two following subsets R and R′ of the graph, respectively
called range and asymptotic range of the process (Xn)n>0:
R := {v ∈ G s.t. Z∞(v) 6= 1}
R′ := {v ∈ G s.t. Z∞(v) =∞}.
We let Cst(x1, . . . , xn) be a constant dependent only on x1, . . ., xn. The equalities and
inclusions of probability events are understood to hold almost surely.
1.1.1 VSIRW on the three consecutive vertices −1, 0 and 1
This walk is equivalent to the ESIRW on two non-oriented edges linking the same pair
of vertices, which in turn can be seen as a W -urn process with two colours −1 and 1,
defined as follows: we start with a certain number of balls of each colour (1 if X0 = 0)
and, at each time step, we pick a ball of colour i ∈ {−1, 1} in the urn with a probability
proportional to W (number of balls of colour i), and put it back together with a ball of
the same colour.
Assume X0 = 0 for simplicity. Let, for all n ∈ N,
W˜λ(n) :=
n−1∏
k=1
(
1 +
λ
W (k)
)
, (4)
W ∗(n) :=
n−1∑
k=1
1
W (k)
, Wˆ (n) :=
n−1∑
k=1
1
W (k)2
, (5)
with the convention that W ∗(1) = Wˆ (1) := 0 and W˜λ(1) := 1.
For all λ > 0, let
An(λ) :=
W˜a0,−1(Zn(1))
W˜a0,1(Zn(−1))
,
and let
Mn :=
(
d
dλ
An(λ)
)
λ=0
= a0,−1W ∗(Zn(1))− a0,1W ∗(Zn(−1)).
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Lemma 1.1 The three processes (An(λ))n>0, (An(λ)
−1)n>0 and (Mn)n>0 are martin-
gales.
proof: Indeed, if Xn = 0, then
E(An+1(λ)− An(λ)|Fn)
An(λ)
=
a0,1W (Zn(1))
a0,1W (Zn(1)) + a0,−1W (Zn(−1))
a0,−1
W (Zn(1))
− a0,−1W (Zn(−1))
a0,1W (Zn(1)) + a0,−1W (Zn(−1))
a0,1
W (Zn(−1)) = 0.
✷
Let us now make use of Lemma 1.1 to analyze the asymptotic behaviour of the walk
under the condition W (n) := (∆ + n)ρ, ∆ > −1, ρ ∈ R:
1) ρ = 1, i.e. W (n) = n+∆.
Then W ∗(n) =
∑n−1
k=1 1/(k + ∆), and W
∗(n) − log n converges. On the other
hand, for all n > 0,
n−1∑
k=0
(Mk+1 −Mk)2 = a20,−1Wˆ (Zk(1)) + a20,1Wˆ (Zk(−1)),
so that (Mn)n>0 is bounded in L
2, hence converges a.s. and in L2 by Doob
Lemma. Therefore a0,−1 log(Zn(1))− a0,1 log(Zn(−1)) converges, and
Zn(1)
a0,−1 ∼
n→∞
CZn(−1)a0,1 a.s., (6)
for a certain positive random variable C.
a) If a0,1 = a0,−1, then the W -urn is a Po´lya urn, and
Zn(1)
Zn(1)+Zn(−1) converges to a
random variable β ∈ (0, 1).
We can deduce from a classical result that β is a beta distribution with parameters
(1 + 1I{X0=1}∆, 1 + 1I{X0=−1}∆) in general (but we assumed X0 = 0 here for
simplicity).
b) If a0,1 6= a0,−1, note that the following urn process with the same colours −1
and 1 could be analyzed by the technique above: at each time step, pick a ball
in the urn with a probability proportional to the number of balls of that colour
(as in Po´lya urn), and we put it back together with, in conditional expectation,
a0,1 (resp.a0,1) if we picked colour 1 (resp. −1).
The latter model is similar to Friedman urn [6], analyzed by Freedman in [5].
Note that we obtain the same martingale Mn (but not An(λ) for general λ), and
therefore the same asymptotics (6), if we assume for instance a bounded number
of added balls.
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2) ρ > 1, or more generally for any W satisfying
∑
1/W (n) <∞.
Then the martingale (Mn)n>0 converges a.s., as a difference of nondecreasing
bounded sequences. On the other hand,
{Z∞(1) = Z∞(−1) =∞} ⊆ {M∞ = 0}.
It is possible to prove, using estimates of the variance of the increments, that
P(M∞ = 0) = 0 (see for instance [10]), so that only one of the two vertices 1 and
−1 is visited infinitely often almost surely. We will show that result by another
technique in Section 3, in Proposition 3.1.
3) ρ < 1 (not necessarily nonnegative).
Given λ > 0, using that (An(λ))n>0 is a martingale of expectation 1, and that,
for all x > 0, 0 > log(1 + x)− x > −x2/2,
E[exp(λMn)] 6 exp(λ
2Wˆ (n)/2)
so that, by Chebychev inequality, for all a > 0,
P
[
Mn > a
√
Wˆ (n)
]
6 exp(−λa + λ2Wˆ (n)/2) 6 exp(−a2/2),
choosing λ := a/
√
Wˆ (n).
Therefore, for all c >
√
2, |Mn| 6 c
√
log n Wˆ (n) for large n a.s., so that
Zn(1)
Zn(−1) −→n→∞
(
a0,1
a0,−1
)(1−ρ)−1
Hence, on three vertices, the weakly reinforced walk (ρ ∈ 0, 1)) behaves similarly
as the self-repelling one (ρ < 0), whereas the strongly reinforced walk -i.e. with W
reciprocally summable- implies localization on two vertices.
In general, is strong reinforcement a necessary and sufficient condition for local-
ization? The next subsection 1.1.2 and Section 1.3 will provide a partially positive
answer for edge self-interaction (ESIRW), when W is nondecreasing. On the contrary,
the results of Section 1.2 will highlight the dependence of the behaviour of VSIRWs on
the graph structure, which also display localization on particular trapping patterns in
the linear case W (n) = n +∆, ∆ > −1.
1.1.2 ESIRW on G connected, W nondecreasing,
∑
n∈N
1
W (n)
=∞
Proposition 1.1 {|R′| 6= 0} = {R′ = G} a.s.
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proof: Let tn := tn(x) be the n-th visit time to x, then∑
z∼x
Ztn(x)({x, z}) = 2n+ a,
where a := 1I{X0 6=x} − 2 + |{z ∈ G : z ∼ x}|. Hence, for all z ∼ x and n ∈ N,
P(Xtn+1 = z|Ftn)1I{tn<∞} >
ax,z∑
y∼x ax,y
W (0)
W (2n+ a)
> 1I{tn<∞}W (0)Cst(ax,y)y∼x
(
1
W (2n+ a)
+
1
W (2n+ 1 + a)
)
,
using that W is nondecreasing.
Therefore, using conditional Borel-Cantelli Lemma 5.1,
{Z∞(x) =∞} ⊆
{∑
n∈N
P(Xtn+1 = z|Ftn)1I{tn<∞} =∞
}
=
{∑
n∈N
1I{Xtn+1=z}1I{tn<∞} =∞
}
⊆ {Z∞(z) =∞} a.s.
✷
Remark 1.1 The condition that W should be nondecreasing is important in Propo-
sition 1.1. The following counterexample was proposed by Sellke [12]: if
∑
1
W (2k)
=∞
and
∑
1
W (2k+1)
<∞, ai,j = 1I{i∼j}, G = Rd and X0 = 0, then
P(∀n ∈ N, X2n = 0) > 0.
This result will be a direct consequence of the time-lines construction in Section 3.
1.2 Localization results, VSRIW
1.2.1 G = Z, ai,j = 1Ii∼j, W (n) = ∆ + n
Pemantle and Volkov [11] showed that the walk a.s. visits only finitely many vertices,
and that it localizes on any set of five consecutive sites with positive probability. Tarre`s
[13] proved that localization on fives sites is in fact the a.s. behaviour.
Theorem 1 (Pemantle and Volkov, [11]) |R′| < ∞ a.s. and, for any x ∈ Z,
P(R′ = {x− 2, x− 1, x, x+ 1, x+ 2}) > 0.
Theorem 2 (Tarre`s, [13]) |R′| = 5 a.s.
We propose here some new proofs of these results: Theorem 1 in Section 2 (see Propo-
sitions 2.1 and 2.2), using techniques derived from [13], and Theorem 2 in Section 4,
partially adapting a continuous-time equivalent of the random walk, originally intro-
duced in [4, 12].
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1.2.2 G = Z, ai,j = 1Ii∼j, W (n) ∼ nα
Theorem 3 (Volkov, [14]) Suppose that 0 < limk→∞wk/kα <∞. Then
(a) If α < 1, then R′ ∈ {0,∞}
(b) If α > 1, then |R′| = 2.
1.2.3 General (G,∼) locally finite, (ai,j)i∼j symmetric and W (n) = ∆ + n
Under a symmetric propensity matrix, the vertex-reinforced random walk localizes with
positive probability on a class of complete d-partite subgraphs with possible loops plus
their outer boundary. We need to introduce some notation, in order to describe further
these trapping subsets.
Given a subset R of G, we let
∂R = {j ∈ G \R : j ∼ R}
be the outer boundary of R.
For any x = (xi)i∈G ∈ RG, let
S(x) := {i ∈ G/ xi 6= 0}
be its support. Let
∆ :=
{
x ∈ RG+ s.t. |S(x)| <∞ and
∑
i∈G
xi = 1
}
be the nonnegative simplex restricted to elements x of finite support.
For all x ∈ ∆, let
Ni(x) :=
∑
j∈G,j∼i
ai,jxj , H(x) =
∑
i,j∈G,i∼j
ai,jxixj =
∑
i∈G
xiNi(x). (7)
For all n ∈ N, let
xn =
(
Zn(i)− 1
n
)
i∈G
be the vector of density of occupation of the random walk at time n, which has finite
support and takes values in ∆.
The following definition introduces “good candidates” for the limiting density of
occupation of the random walk.
Definition 1.1 For all x ∈ ∆, let (P)x be the following predicate:
max
(
Sp [ai,j − 2H(x)]i,j∈S(x)
)
6 0, max{Ni(x)−H(x), i ∈ ∂S(x)} < 0.
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Theorem 4 (Bena¨ım and Tarre`s, [1]) Given x ∈ ∆ such that such that (P)x holds
and for any neighbourhood N (x) of x in ∆, there is with positive probability y ∈ N (x)
with S(y) = S(x), such that the following three events occur:
(i) R′ = S(x) ∪ ∂S(x)
(ii) xn → y
(iii) ∀i ∈ ∂S(x), Zn(i)/nNi(x)/H(x) → Ci ∈ (0,∞) (random).
Assumption (P)x in Definition 7 describes stable equilibria of the ordinary differential
equation
dx
dt
= F (x), (8)
where
F (x) = (xi[Ni(x)−H(x)])i∈G. (9)
also known as the linear replicator equation in population genetics and game theory.
Up to an adequate rescaling in time, we can indeed show that (xk)k∈N approximate of
this ODE under certain assumptions.
The support of these equilibria satisfies some properties, described in the following
Lemma 1.2. In the context of population dynamics, they inform on the structure of
the surviving species, depending on the nature of the graph.
Definition 1.2 Given d > 1, subgraph (S,∼) of (G,∼) will be called a complete d-
partite graph with possible loops, if (S,∼) is a d-partite graph on which some loops
have possibly been added. That is
S = V1 ∪ . . . ∪ Vd
with
(i) ∀ p ∈ {1, . . . , d}, ∀ i, j ∈ Vp, if i 6= j then i 6∼ j.
(ii) ∀ p, q ∈ {1, . . . , d}, p 6= q, ∀i ∈ Vp, ∀j ∈ Vq, i ∼ j.
Definition 1.3 For all S ⊆ G, let (P)S be the following predicate:
(P)S(a) (S,∼) is a complete d-partite graph with possible loops.
(P)S(b) If i ∼ i for some i ∈ S, then the partition containing i is a singleton.
(P)S(c) If Vp, 1 6 p 6 d are its d partitions, then for all p, q ∈ {1, . . . , d} and
i, i′ ∈ Vp, j, j′ ∈ Vj, ai,j = ai′,j′.
Lemma 1.2 (Bena¨ım and Tarre`s, [1]) For all x ∈ ∆, (P)x implies (P)S(x).
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1.3 Localization results, ESIRW
Let (H) be the following condition on W :
∑
k∈N
1
W (k)
<∞.
We know from Proposition 1.1 that, if (H) does not hold and W is nondecreasing,
then the walk is either transient or recurrent on all vertices, assuming the graph G is
connected.
On the other hand, it is easy to show that (H) implies localization on a single edge
with positive probability. Sellke [12] conjectured in 1994 that this should occur with
probability one on any graph of bounded degree, and proved the statement on graphs
without odd cycles. Then Limic and Tarre`s [9] showed in 2007 that this conjecture
indeed holds if W is nondecreasing (Limic [8] solved the case W (k) = (k+1)ρ in 2003).
Theorem 5 (Sellke [12], Theorem 3, Limic [8], Lemmas 1-2, Corollaries 1-2)
If (G,∼) has bounded degree and contains no odd cycles, then (H) implies |R′| = 2 a.s.
Theorem 6 (Limic and Tarre`s [9], Corollary 3) If (G,∼) has bounded degree and
W is nondecreasing, then (H) implies |R′| = 2 a.s.
We explain the key ingredient for the proof of Theorem 5 in Section 3.2.
2 VRRW on Z, first localization results
The goal of this section is to prove the following Propositions 2.1 and 2.2, which will
in particular imply Theorem 1.
Proposition 2.1 (Pemantle and Volkov, 1999, [11])
(a) For all x ∈ Z, α ∈ (0, 1), ǫ > 0,
P({R′ = {x− 2, x− 1, x, x+ 1, x+ 2}} ∩ {α−∞(x) ∈ (α− ǫ, α + ǫ)}) > 0.
(b) |R| <∞ a.s.
Proposition 2.2
(a) (Bienvenu¨e, 1999, [2])
{R′ = {x− 2, x− 1, x, x+ 1, x+ 2}}
⊆ {∃α−∞(x) := limα−n (x) ∈ (0, 1)} ∩ {logZn(x± 2)/ logZn(x) −→
n→∞
α±∞(x)} a.s.
(b) (Pemantle and Volkov, 1999, [11])|R′| > 5 a.s.
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We will assume that ∆ := 0 in the remainder of this survey, so that W (n) = n; the
proofs obviously carry on to the general case, by replacing Z.(.) by Z.(.) + ∆, and by
defining the following function h accordingly, on ∆ + N instead of N. Also recall that
ai,j = 1Ii∼j here.
Let us first explain the heuristics of the localization on five vertices with positive
probability. Let us assume for instance that the that the walk started at 0, and that
we are in the following configuration at time n, represented by the figure below: site
0 has been visited n/2 times, its neighbours −1 and 1 have shared the other half of
time, and have been visited respectively roughly αn/2 and (1− α)n/2 times for some
constant α ∈ (0, 1); that the two sites −2 and 2 have been visited of the order of Cnα
and C ′n1−α and, finally that −3 and 3 have not been visited yet.
The numbers above the sites on the figure represent the estimates of the numbers
of visits (plus one).
✇ ✇ ✇ ✇ ✇ ✇ ✇
-3 -2 -1 0 1 2 3
1 Cnα αn/2 n/2 (1− α)n/2 C ′n1−α 1
Assume Xn = −1 for instance. First, the configuration would not be viable asymp-
totically for an edge-reinforced random walk (ERRW), since
P(Xn+2 = −3|Fn) ∼
n→∞
2Cnα
αn
1
2Cnα
∼
n→∞
1
αn
so that −3 would eventually be visited, by conditional Borel-Cantelli lemma.
On the contrary, for the vertex-reinforced random walk we are considering, the same
computation yields
P(Xn+2 = −3|Fn) ∼
n→∞
Cnα
n/2
1
αn/2
∼
n→∞
Cst(C, α)
n2−α
.
Therefore, with lower bounded probability, the sites −3 and 3 will never be visited,
as long as the same asymptotics holds for the visits to the other sites. Now, under
these assumptions:
• The visits to −2 and 2 are seldom, so that the respective visits to −1 and 1 can
almost be estimated by considering the walk on the three vertices −1, 0 and 1,
restricted to its moves to and from 0, described in Section 1.1.1: we are in Case
1)a), so that Zn(−1)/(Zn(−1) + Zn(1)) should remain close to α.
• The respective visits to −2 (similarly 2) and 0 can be seen as stemming from a
Friedman urn model, Case 2)a) of Section 1.1.1. Indeed, starting from −1, the
sites −2 and 0 are chosen proportionally to their numbers of visits. But, if −2 is
picked then the walk immediately comes back to −1, whereas if 0 is chosen, the
expectation of the number visits before coming back to −1 is roughly α−1: (6)
would provide convergence of Zn(−2)/Zn(0)α.
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The following results indeed justify this heuristics, and will also be useful in the
proof of a.s. localization on five points. They are similar to those developped in Sections
1, 2 and 3 of [13].
Let, for all n ∈ N,
h(n) :=
n−1∑
k=1
1
k
,
with the convention that h(1) := 0. For all n ∈ N0 and x ∈ Z, denote
Z±n (x) :=
n∑
k=1
1I{Xk−1=x,Xk=x±1},
α±n (x) :=
Zn(x± 1)
Zn(x− 1) + Zn(x+ 1) ,
Y ±n (x) :=
n∑
k=1
1I{Xk−1=x,Xk=x±1}
1
Zk−1(x± 1) ,
also
Yn(x) :=
n∑
k=1
1I{Xk−1=x}
1
Zk−1(x− 1) + Zk−1(x+ 1) ,
Yˆ ±n (x) := Y
±
n (x)− Yn(x),
which are respectively the previsible and martingale part in the Doob decomposition
of Y ±n (x), and finally
Y ±∞(x) := lim
n→∞
Y ±n (x), Y∞(x) := lim
n→∞
Yn(x).
Given (an), (bn) random processes on R, we write an ≡ bn iff an − bn converges a.s.
Let us define the probability event
Υ(x) := {Y∞(x) <∞}
and, for any finite sequence (xi)16i6n taking values in Z, the event
Υ((xi)16i6n) =
⋂
16i6n
Υ(xi).
2.1 “Po´lya urn” estimates
The event Υ(x) corresponds to the event that x is “seldom” visited (represented by a
cross on the figure), hence “neutral” with respect to its neighbours, in the following
sense: the respective visits to x+ 1 and x+ 3 starting from x+ 2 can be seen be seen
similar to those of a Po´lya urn model (see Section 1.1.1, study of case 1)a)), perturbed
by the visits from x and x+4: Υ(x) implies that the visits from x do not act upon the
asymptotic behaviour of α−n (x+ 2), as stated in Corollary 2.1.
11
❅  ✈ ✈ ✈
x x+ 1 x+ 2 x+ 3
Proposition 2.3 For all x ∈ Z,
(a) Yˆ ±n (x) = Y
±
n (x)− Yn(x) is a martingale, converging a.s. and in L2
(b) Y ±n (x) ≡ Yn(x)
(c) E((Yˆn(x)− Yˆ∞(x))2|Fn) 6 CstZn(x± 1)−1
(d) Y +n (x− 1) + Y −n (x+ 1) = h(Zn(x))− h(1 + 1I{X0=x}) ≡ logZn(x)
proof: It follows from its definition that (Yˆ ±n (x))n>0 is a martingale. Now
Var(Yˆ ±n+1(x)|Fn) = Var(Y ±n+1(x)|Fn) 6 E((Y ±n+1(x)− Y ±n (x))2|Fn)
= E
(
1I{Xn=x,Xn+1=x±1}
Zn(x± 1)2 |Fn
)
Hence, for all m > n,
E((Y ±n (x)− Y ±m (x))2|Fn) 6 E
( ∞∑
k=n
1I{Xk=x,Xk+1=x±1}
Zk(x± 1)2 |Fn
)
6
∞∑
l=Zn(x±1)
1
l2
6
Cst
Zn(x± 1) .
This implies (a)-(c); (d) follows from definitions. ✷
Let, for all t ∈ (0, 1),
f(t) := log
(
t
1− t
)
.
Let, for all a > 0, m > 0, y ∈ Z, let Em,a(y) be the event
Em,a(y) :=
{
sup
m6k6n<∞
[f(α−n (y))− f(α−k (y))− (Yn(y − 2)− Yk(y − 2))] > a
}
. (10)
Corollary 2.1 For all x ∈ Z, n > m, a > Cst,
(a) Υ(x) ⊆ {∃α−∞(x+ 2) := limα−n (x+ 2) ∈ [0, 1)} ∩ {log f(α−n (x+ 2)) ≡ −Y −n (x+ 4)}
(b) Υ(x) ∩ {α−∞(x+ 2) > 0} ⊆ Υ(x+ 4)
(c) P(Em,a(x+ 2)|Fm) 6 Cst(a)
(
Zm(x+ 1)
−1 + Zm(x+ 3)−1
)
(d) Υ(x− 1, x+ 1) ⊆ {Z∞(x) <∞}
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proof: (a)-(b) By Proposition 2.3 (b) and (d), a.s. on Υ(x) = {Y =∞(x) <∞},
logZn(x+ 1) ≡ Y +n (x) + Y −n (x+ 2) ≡ Y +n (x+ 2) ≡ logZn(x+ 3)− Y −n (x+ 4),
so that
log f(α−n (x+ 2)) = log
Zn(x+ 1)
Zn(x+ 3)
≡ −Y −n (x+ 4).
(c) By Proposition 2.3 (d),
h(Zn(x+ 1))− h(1 + 1I{X0=x+1}) = Y +n (x) + Y −n (x+ 2)
= Yn(x) + Y
+
n (x+ 2) + Yˆ
+
n (x) + Yˆ
−
n (x+ 2)− Yˆ +n (x+ 2)
= Yn(x) + h(Zn(x+ 3))− h(1 + 1I{X0=x+3})− Y −n (x+ 4)
+ Yˆ +n (x) + Yˆ
−
n (x+ 2)− Yˆn(x+ 2). (11)
In order to estimate the probability of Em,a(x+ 2) we observe that, if a > Cst, then
f(α−n (x+ 2))− f(α−m(x+ 2)) = log
(
Zn(x+ 1)
Zm(x+ 1)
)
− log
(
Zn(x+ 3)
Zm(x+ 3)
)
6 h(Zn(x+ 1))− h(Zm(x+ 1))− [h(Zn(x+ 3))− h(Zm(x+ 3))] + a
4
,
using that, for any large q > p,
− Cst
p
6 log
q
p
− (h(q)− h(p)) 6 0, (12)
as 1/p− 1/p2 6 log((p+ 1)/p) 6 1/p for large p.
We subtract identities (11) at times n and m, and note that the terms Yˆ +n (x) −
Yˆ +m (x), Yˆ
−
n (x + 2) − Yˆ −m (x + 2) and Yˆm(x + 2)− Yˆn(x + 2) can be upper bounded by
a/4 with large probability, by Doob and Chebychev inequalities, and Proposition 2.3
(c), for instance:
P
(
sup
n>m
(Yˆ +n (x)− Yˆ +m (x)) >
a
4
|Fm
)
6
Cst
a2
E((Yˆn(x)− Yˆ∞(x))2|Fn) 6 Cst
a2
1
Zm(x± 1) ,
which completes the proof.
(d) It is a direct consequence of Proposition 2.3 (b) and (d): a.s. on Υ(x−1, x+1),
logZ∞(x) = Y +∞(x− 1) + Y −∞(x+ 1) <∞.
✷
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2.2 “Friedman urn” estimates
The main goal of this subsection is to provide estimates for the number of visits to
x + 1 when α−n (x + 3) converges to α
−
∞(x + 3) > 0, and Υ(x − 1) holds, i.e. x − 1
is “seldom” visited. The Friedman urn dynamics, which arises for sites x and x + 2,
appears through the following calculation, justified rigourously in this section:
❅  ❅  ✈ ✈ ✈
x− 1 x x+ 1 x+ 2 x+ 2
logZn(x) ≡ Y −n (x+ 1) ≡ Y +n (x+ 1) =
n∑
k=1
1I{Xk−1=x+1,Xk=x+2}
Zk−1(x+ 2)
≈
n∑
k=1
1I{Xk−1=x+2,Xk=x+1}
Zk−1(x+ 2)
≈
n∑
k=1
1I{Xk=x+2}
Zk−1(x+ 2)
α−k (x+ 2) ≈ α−∞(x+ 2) logZn(x+ 2).
For all x ∈ Z, n ∈ N, α > 0, let
U+n,±(x) :=
n∑
k=1
1I{Xk−1=x,Xk=x±1}
Zk−1(x)
U−n,±(x) :=
n∑
k=1
1I{Xk−1=x,Xk=x∓1}
Zk−1(x)
Zk−1(x+ 1)
Zk−1(x− 1) ,
and let
Un,±(x) :=
n∑
k=1
1I{Xk−1=x}
Zk−1(x)
α±k−1(x)
Uˆ±n,±(x) := U
±
n,±(x)− Un,±(x)
be respectively the martingale and previsible parts of the Doob decomposition of
U±n,±(x).
Note that the processes U−n,±(x) and Uˆ
−
n,±(x) will not be used in this section; they
will be necessary tools to the proof of a.s. localization in Section 4.
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Proposition 2.4 For all x ∈ Z, C, a, γ > 0, n ∈ N,
(a) n 7→ Y ±n (x) +
1I{±Xn6±x}
Zn−1(x± 1) − U
+
n,∓(x± 1) is a.s. constant
(b) Uˆ+n,±(x) converges a.s. and in L
2, and
E((Uˆ+n,±(x)− Uˆ+∞,±(x))2|Fn) 6 CstZn(x)−1
(c) Υ(x− 1) ∩ {Z∞(x) =∞} ∩ {lim supα−n (x+ 2) 6 γ}
⊆ Υ(x− 1, x) ∩ {logZn(x) ∼
n→∞
α−∞(x+ 2) logZn(x+ 2)}
(d) Assume Zm 6 CZm(x+ 2)
α, and let
T := inf{n > m s.t. α−n (x+ 2) > γ or Xn = x− 1}. Then
P
(
sup
T>n>m
Zn(x)
Zn(x+ 2)γ
> eaC|Fm
)
6 Cst(a)(Zm(x)
−1 + Zm(x+ 2)−1)
proof: (a) Assume ± = + for simplicity. Now the function of n only changes when
- Xn−1 = x and Xn = x+ 1, in which case Y +n (x) increases by Zn−1(x+ 1)
−1
- Xn−1 = x+ 1 and Xn = x, in which case U
+
n,−(x+ 1) increases by Zn−1(x+ 1)
−1
(b) is similar to Proposition 2.3 (c)
(c) Note that
logZn(x) ≡ Y +n (x− 1) + Y −n (x+ 1) ≡ Y +n (x− 1) ≡ U+n,−(x+ 2) ≡ Un,−(x+ 2)
≡
n∑
k=1
1I{Xk−1=x+2}
Zk−1(x+ 2)
6 (γ + ǫ) logZn(x+ 2)
for large n if lim supα−n (x + 2) 6 γ and Z∞(x) = ∞. This implies α−k (x + 1) 6
(Zn(x) + Zn(x+ 2))
γ+ǫ−1 6 Zn(x+ 1)γ+ǫ−1 for large n ∈ N, so that
Y∞(x) ≡ Y +∞(x) ≡ Un,−(x+ 1) =
n∑
k=1
1I{Xk−1=x+1}
Zk−1(x+ 1)
α−k−1(x+ 1) <∞.
(d) Similarly as in Corollary 2.1 (c), outside of an event of probability less than
Cst(a)(Zm(x)
−1 + Zm(x+ 2)−1), we have
log
(
Zn(x)
Zm(x)
)
6 Y +n (x− 1)− Y +m (x− 1) + a + sup
m6k6n
α±k−1(x+ 2) log
(
Zn(x+ 2)
Zm(x+ 2)
)
.
✷
2.3 Conclusions
2.3.1 Proof of Proposition 2.2
(a) A.s. on {Z∞(x + 3) < ∞} ∩ {Z∞(x − 3) < ∞}, Υ(x − 3, x − 2, x + 2, x + 3)
holds by Proposition 2.3 (b). Hence α−n (x) −→
n→∞
α−∞(x) ∈ [0, 1) by Corollary 2.1 (a),
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which also implies α−∞(x) ∈ [0, 1) by considering the sites in the reverse order, so that
α−∞(x) ∈ (0, 1). Finally Proposition 2.4 (c) completes the proof.
(b) A.s. {R′ ⊆ {x, x+ 1, x+ 2, x+ 3}} ∩ {Z∞(x) =∞}, Corollary 2.1 (a) implies
α−n (x+2) −→
n→∞
α−∞(x+2) ∈ [0, 1); subsequently, α−n (x+1) −→
n→∞
0 by Proposition 2.4 (c).
On the other hand, Υ(x+ 3) holds, so that α+∞(x+ 1) −→
n→∞
α+∞(x+ 1) ∈ [0, 1), which is
contradictory.
2.3.2 Proof of localization with positive probability
We will prove the following result of localization on a half-axis.
Corollary 2.2 For all x ∈ Z, γ ∈ [0, 1), ǫ > 0, C > 0, m ∈ N, assume Zm(x±3) = 1,
Zm(x± 2) 6 CZm(x)γ and α±m(x) 6 γ. Then
P
(
{Z∞(x± 3) 6= 1} ∪ {sup
n>m
α±n (x) > γ + ǫ}|Fm
)
6 Cst(γ, ǫ, C)(Zm(x)
−γ+Zm(x±1)γ+ǫ−1).
proof: Assume ± := −, Xm > x− 1 and ǫ < 1 − γ for simplicity. Let T1, T2 and T3
be the stopping times
T1 := inf{n > m s.t. Zn(x− 3) > 1},
T2 := inf{n > m s.t. α−n (x) > γ + ǫ}
T3 := inf{n > m s.t. Zn(x− 2) > CeǫZn(x)γ+ǫ}.
First, if Zm(x− 2) > Cst(C, ǫ),
P(T1 < T2 ∧ T3|Fm) 6
∞∑
k=m
1I{Xk=x−1}
CeǫZk(x)
γ+ǫ
Zk(x− 2) + Zk(x)
1
Zk(x− 1)
6 2Ceǫ
∞∑
k=Zm(x−1)
kγ+ǫ−2 6
2Ceǫ(1− (γ + ǫ))−1
(Zm(x− 1)− 1)1−(γ+ǫ) (13)
Second,
P(T2 < T1 ∧ T3|Fm) 6 P(Em,ǫ/2(x)|Fm), (14)
where E.,.(.) is defined in (10). Indeed, assume Em,ǫ/2(x) holds. For all n > m, let p(n)
be the last time k 6 n s.t. α−k (x) 6 γ. Then
Yp(n),n(x− 2) 6 γ−1
n∑
k=p(n)+1
1I{Xk=x−2}
Zk(x)
6 γ−1(Ceǫ)(γ+ǫ)
−1
n∑
k=p(n)+1
1I{Xk=x−2}
Zk(x− 2)(γ+ǫ)−1 6
ǫ
2
again if Zm(x− 2) > Cst(C, γ, ǫ).
Third,
P(T3 < T1 ∧ T2|Fm) = E[P(T3 < T1 ∧ T2|FS)1I{S<∞}], (15)
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where
S := inf{n > m s.t. Zn(x− 2) > CZn(x)γ}.
By Proposition 2.4 (d),
P(T3 < T1 ∧ T2|FS) 6 Cst(ǫ)[ZS(x− 2)−1 + ZS(x)−1] 6 Cst(C, ǫ)Zm(x)−γ . (16)
Now inequalities (13), (14), (15) and (16) enable us to conclude. ✷
2.3.3 Proof of Proposition 2.1
(a)For all n0 > Cst, ǫ > 0, α ∈ (0, 1),
P({Zn0+x(x− 2) = Zn0+x(x+ 2) = 2} ∩ {Zn0+x(x− 1) ∈ ((α− ǫ)n0/2, (α+ ǫ)n0/2}
∩ {Zn0+x(x) ∈ (1/2− ǫ, 1/2 + ǫ)n0}) > Cst(n0).
Now apply Corollary 2.2 twice, with ± := + and ± := −, and Proposition 2.2.
(b) For all x 6 X0, let us prove that P(x− 2 6∈ R|x ∈ R) > ǫ > 0, which will imply
the conclusion. For all n0 ∈ N, let un0(x) be the first time t such that Zt(x) = n0, and
let t(x) be the time of first visit to x. Then
P({Zun0(x)(x− 2) = Zun0 (x)(x− 1) = 1} ∩ {Zun0(x)(x+ 1) > n0}) > Cst(n0).
Now apply Corollary 2.2 with x := x and ± := −.
3 Rubin continuous time-lines construction
3.1 W -urn
Again consider W -urn process with two colours −1 and 1 studied in Section 1.1.1,
defined as follows: start with Z0(1) and Z0(−1) balls of colours 1 and −1 respectively.
At each time step n > 0, pick a ball of colour i ∈ {−1, 1} in the urn with a probability
W (Zn(i))/(W (Zn(−1)) +W (Zn(1))), and put it back together with a ball of the same
colour.
Y 11 Y
1
1 + Y
1
2
Y −11 Y
−1
1 + Y
−1
2
· · ·
· · ·
time-line of
−1
1
We now construct a continuous-time process (Z˜t(1), Z˜t(−1))t∈R+ taking values in
N
2, which will be equal in law to (Zn(1), Zn(−1))n∈N, seen from the times of jumps.
To this end we add balls of colour i ∈ {−1, 1} at rate W (Zn(i)), using the following
time-lines construction:
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• Let (Y −1k )k∈N and (Y 1k )k∈N be two sequences of independent random variables of
exponential law with EY ik =W (Z0(i) + k − 1)−1, independent from each other.
• Each of the colours 1 and −1 has a clock with an alarm, set initially to Y 11 and
Y −11 respectively.
• Each time an alarm rings, we add a ball of the corresponding colour, say i. The
other clock −i keeps running, while the new alarm with i is set at at time distance
Y ik+1 if k balls of colour i have already been added in the urn.
More precisely let, for all i ∈ {−1, 1} and t ∈ R+, let
S1 :=
{
n∑
k=1
Y ik , n ∈ N
}
, S := S1 ∪ S−1,
let ξn be the n-th smallest element in S, with the convention that ξ0 := 0. and let
Z˜t(i) := sup
{
l > 0 s.t.
l∑
k=1
Y ik 6 t
}
+ Z0(i).
Lemma 3.1 The processes (Z˜ξn(1), Z˜ξn(−1))n>0 and (Zn(1), Zn(−1))n>0 (from a W -
urn) are equal in law.
proof: By memoryless property of exponentials, for all n ∈ N, the joint law of the
first alarms after time ξn in the time-lines −1 and 1 (conditioned on their past up to
that time) is a couple of independent random variables of parameters W (Z˜ξn(1)) and
W (Z˜ξn(−1)) respectively.
Now, if U and V are two independent random variables of parameters u and v, then
P[U < V ] = u/(u+ v), which completes the proof. ✷
This result enables us to conclude that, if W is reciprocally summable, then only
one of the balls is taken in the urn infinitely often.
Proposition 3.1 If
∑
k∈N 1/W (k) <∞, then Z∞(1) <∞ or Z∞(−1) <∞ a.s.
proof: We have
P (Z∞(1) = Z∞(−1) =∞) = P
( ∞∑
k=1
Y 1k =
∞∑
k=1
Y −1k
)
= P
(
Y 11 =
∞∑
k=1
Y −1k −
∞∑
k=2
Y 1k
)
= 0,
since Y 11 has continuous density, independent from
∑∞
k=1 Y
−1
k −
∑∞
k=2 Y
1
k . ✷
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3.2 ESIRW on a locally finite graph (G,∼)
Let us similarly construct a continuous-time process (X˜t)t∈R+ , which will be equal in law
to (Xn)n>0 for ESIRW, seen from times of jumps. Let E(G) be the set of (non-oriented)
edges of (G,∼). The process starts at X0 := x0 at time 0:
Y e01 Y
e0
1 + Y
e0
2
Y e11 Y
e1
1 + Y
e1
2
Y e21 Y
e2
1 + Y
e2
2
Y e31 Y
e3
1 + Y
e3
2
· · ·
· · ·
time-line of
e0
e1
e2
e3
• Let (Y ek )e∈E(G),k∈N be a collection of independent exponential random variables
with EY ek = W (k − 1)−1.
• Each edge e has its own clock, which only runs when the process (X˜t)t>0 is
adjacent to e.
• Each time an edge e has just been crossed, and at time 0, its clock sets up an
alarm at distance Y ek+1 if e has been crossed k times so far (Y
e
1 at time 0).
• Each time an edge e sounds an alarm, X˜t crosses it instantaneously.
Let τn be the n-th jump time of (X˜t)t>0, with the convention that τ0 := 0.
Lemma 3.2 (Davis [4], Sellke [12]) The processes (X˜τn)n>0 and (Xn)n>0 have the same
distribution.
The proof of Lemma 3.2 is left to the reader, being similar to that of 3.1.
Let
G∞ := {e ∈ E(G) s.t. Z∞(e) =∞}.
Proposition 3.2 If
∑
n∈N 1/W (n) <∞, then G∞ contains no even cycle.
proof: For simplicity, let us denote an even cycle by Z/lZ, l even. Let, for all i ∈ Z/lZ,
T i :=
∞∑
k=1
Y
{i,i+1}
k .
Then
{Z/lZ ⊆ G∞} ⊆


∑
x∈Z/lZ
(−1)xT x = 0

 .
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Now
∑
x∈Z/lZ(−1)xT x 6= 0 a.s., which implies that
P (Z/lZ ⊆ G∞) = 0.
✷
The technique carries over to show [12, 8] that, on graphs on bounded degree and
if W is reciprocally summable, then G∞ is either a single edge or an odd cycle.
4 Short proof of a.s. localization of the VRRW on
Z on five consecutive sites
Let, for all x ∈ Z,
Ω(x) = {inf R′ = x}.
Then
P (∪x∈ZΩ(x)) = 1,
by Proposition 2.1 (b), which asserts that the walk a.s. localizes on finitely many
vertices. The aim of this section is to prove the following two propositions.
Proposition 4.1 For all x ∈ Z, Υ(x) ⊆ {Z∞(x− 1) <∞} ∪ {Z∞(x+ 1) <∞} a.s.
Proposition 4.2 For all x ∈ Z, Ω(x) ⊆ Υ(x+ 4) a.s.
These will imply Theorem 2, i.e. a.s. localization on the VRRW on five consecutive
vertices: a.s. on Ω(x), Z∞(x+ 3) <∞ or Z∞(x+ 5) <∞ by Propositions 4.1 and 4.2,
and the former would imply that R′ = {x, x + 1, x+ 2}, which holds with probability
0 by Proposition 2.2 (b).
We first propose an alternative time-lines construction for VRRWs in Section 4.1,
which will enable us to couple two random walks in Section 4.2 with the following
property: we will say that M′ is greater than M if, at the time of n-th visit to any
site x ∈ Z, M′ has more visited the right-hand side neighbour x+ 1 thanM, whereas
on the contrary M has more visited x− 1 than M′. Then we will prove Propositions
4.1 and 4.2 in Sections 4.3 and 4.4.
4.1 An alternative time-lines construction for VSIRWs on Z
We introduce the following time-lines construction on directed edges ~E(Z) of Z, which
will enable us to introduce naturally a coupling in Section 4.2. If e = (x, y) ∈ ~E(Z),
let e := x, e := y, σ(e) := (y, x).
The continuous time process (X˜t)t∈R+ taking values in Z will be defined as follows:
• Let (Y ek )e∈ ~E(Z),k∈N be a collection of independent exponential random variables
with expectation one.
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• Each oriented edge e ∈ ~E(Z) has its own clock, which only runs when the process
(X˜t)t>0 is adjacent to e.
• Each time an edge e has just been crossed, the clock of σ(e) sets up an alarm
at distance Y
σ(e)
k+1 /W (Z˜t(e)), if σ(e) has been crossed k times so far. At time 0,
we set up an initial alarm, at time distance Y e1 , for the edges (x, x + 1), x > x0,
(x, x− 1), x 6 x0.
• Each time an edge e sounds an alarm, X˜t crosses it instantaneously.
Let τn be the n-th jump time of (X˜t)t>0, with the convention that τ0 := 0.
Lemma 4.1 The processes (X˜τn)n>0 and (Xn)n>0 have the same distribution.
The proof of Lemma 4.1 is again left to the reader.
4.2 Coupling
Let us denote by M the function which maps a (deterministic) “collection of alarms”
Y = (Y ek )e∈ ~E(Z),k∈N and an initial site x0 to a continuous-time (deterministic) walk
M(Y , x0) on the vertices of Z, as prescribed in Section 4.1.
Definition 4.1 Given Y = (Y ek )e∈ ~E(Z),k∈N and Y ′ = ((Y ′)ek)e∈ ~E(Z),k∈N two collections
of random variables on R+, we say that Y ′ ≫ Y if, for all k ∈ N, x ∈ Z, (Y ′)(x,x+1)k 6
Y
(x,x+1)
k and (Y
′)(x,x−1)k > Y
(x,x−1)
k a.s.
Given Y = (Y ek )e∈ ~E(Z),k∈N and Y ′ = ((Y ′)ek)e∈ ~E(Z),k∈N two collections of random
variables on R+ we let, by a slight abuse of notation, M = (X˜t)t∈R+ :=M(Y , x0) and
M′ = (X˜ ′t)t∈R+ :=M(Y ′, x0) be the continuous-time random walks starting associated
to Y ′ and Y ′.
For all i ∈ N, u > 0, j ∈ Z and e ∈ E(Z) (resp. ~e ∈ ~E(Z)) non-oriented (resp.
oriented) edge, let ne(i) be the i-th visit time to e, let lj(t) be the local time at j at
time t, let tj(u) := inf{t > 0 s.t. lj(t) = u}, and let Tj be the total time spent in j for
the random walk M; let n′e(i) and T ′j be the similar notation for M′.
For any non-oriented edge e = {j, j + 1}, let e := j + 1 and e := j.
Definition 4.2 For all i ∈ N and e ∈ E(Z), let us define the property Ei,e as follows:
Z ′n′e(i)(e) > Zne(i)(e) and Z
′
n′e(i)
(e) 6 Zne(i)(e),
with the convention that Ei,j holds whenever ne(i) =∞ or n′e(i) =∞.
Lemma 4.2 Assume Y ′ ≫ Y, and W is nondecreasing. Then, for all i ∈ N and
e ∈ E(Z), Ei,e holds a.s.
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proof: Let, for all T > 0,
PT := {e ∈ E(Z), i ∈ N s.t. ne(i) 6 T and n′e(i) 6 T,Ei,e holds}.
Note that the property PT can only change on a discrete set of times; we prove it by
induction. Assume that P−T holds, i.e. that Pt holds for all t < T . We want to deduce
PT : assume for instance that ne(i) = T , n′e(i) 6 T , with e = {j, j + 1}, j > x0, and i
odd, so that X˜ne(i) = X˜
′
n′e(i)
= j + 1 (the other cases are similar). Obviously,
Z ′n′e(i)(j + 1) = Z
′
n′e(i−1)(j + 1) + 1 > Zne(i)(j + 1) = Zne(i−1)(j + 1) + 1.
It remains to prove that
Z ′n′e(i)(j) 6 Zne(i)(j). (17)
Let lj := lj(ni(e)) − lj(ni−1(e)) (resp. l′j) be the local time spent at j between times
ne(i− 1) and ne(i) (resp. n′e(i− 1) and n′e(i)). Then
lj =
Y
(j,j+1)
(i+1)/2
W (Zne(i−1)(j + 1))
>
(Y ′)(j,j+1)(i+1)/2
W (Z ′n′e(i−1)(j + 1))
= l′j .
Let
u := inf{0 6 s 6 l′j s.t. Z ′t′j(n′e(i)+s)(j) > Ztj(ne(i)+s)(j)}.
Let us now consider the last jump occuring strictly before the local time at site j is u:
it has to be a move fromM′, from j and j− 1 and back (possibly with a simultaneous
move from M). At that last time, the numbers of visits to (j, j − 1) are equal for M
and M′ (since those of j and (j, j + 1) are) and, by P−T , the numbers of visits to j − 1
is greater for M than for M′. Consequently M must move before M′, in j-th local
time, after that last jump before u. Therefore u > l′j, and PT holds. ✷
4.3 Proof of Proposition 4.1
Fix x ∈ Z. Let Y := (Y ek )e∈ ~E(Z),k∈N be a collection of independent exponential random
variables with expectation 1, and let
Y ′(n) := ((Y ′(n))ek)e∈ ~E(Z),k∈N := (Y ek + 1I{e=(x,x−1)}1I{k=n})e∈ ~E(Z),k∈N.
Let M = (X˜t)t∈R+ := M(Y , x0) and M′(n) = (X˜ ′t)t∈R+ := M(Y ′, x0), and let us use
the notation from Section 4.2.
Let
Q := {Z∞(x+ 1) = Z∞(x− 1) =∞} ∩ {Tx <∞},
Q′(n) := {Z ′∞(x+ 1) = Z ′∞(x− 1) =∞} ∩ {T ′x <∞}.
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Lemma 4.3 For all n ∈ N, P(Q ∩Q′(n)) = 0.
proof: If Z∞(x + 1) = Z∞(x − 1) = Z ′∞(x + 1) = Z ′∞(x − 1) = ∞ and Tx < ∞,
T ′x <∞, then
Tx =
n∑
k=1
Y
(x,x+1)
k
Zn(x+1,x)(k)(x+ 1)
=
n∑
k=1
Y
(x,x−1)
k
Zn(x−1,x)(k)(x− 1)
and, using Lemma 4.2,
T ′x =
n∑
k=1
(Y ′)(x,x+1)k
Z ′n′
(x+1,x)
(k)(x+ 1)
6 Tx <
n∑
k=1
(Y ′)(x,x−1)k
Z ′n′
(x−1,x)
(k)(x− 1)
= T ′x a.s.,
which is contradictory. ✷
Let Fn := σ(X˜0, . . . , X˜n) ⊆ σ(Y ek , 1 6 k 6 n). Then Lemma 4.3 implies
P(Qc ∪ (Q′(n+1))c|Fn) = 1.
But
P(Qc|Fn) > e−1P((Q′(n+1))c|Fn),
so that
P(Qc|Fn) > (1 + e)−1.
Now P(Qc|Fn) −→
n→∞
1IQc a.s., so that Qc holds almost surely.
4.4 Proof of Proposition 4.2
By Corollary 2.1 (a)-(b), for all x ∈ Z,
Ω(x) ⊆ Υ(x) ⊆ Υ(x)∩{α−n (x+2) −→
n→∞
α−∞(x+2) ∈ [0, 1)} ⊆ Υ(x+4)∪{α−∞(x+2) = 0}.
Therefore, if we let
Ω(x) := Ω(x) ∩ {α−∞(x+ 2) = 0},
it is sufficient to show that P(Ω(x)) = 0.
Let us assume x := 0 for simplicity. Our proof relies on the study of the asymptotic
behaviour of logZn(3)/Zn(2): roughly speaking, we will show that this quantity must
converge to 0 on Ω(0) but that, on the other hand, its convergence to 0 can only happen
with zero probability, due to unstability.
For all n ∈ N and x ∈ Z, let
Rn := Zn(4) + Zn(2)− Zn(1)− Zn(3),
zn := log
Zn(3)
Zn(2)
, yn :=
Rn
Zn(2)Zn(3)
,
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and let tn(x) (resp. t
±
n (x)) be the n-th visit time of x (resp. (x, x ± 1), counted once
the edge has been visited), and let Z±n (x) be the number of visits of the edge (x, x± 1)
at time n.
Note that, for all i ∈ N,
Ri = Z
−
i (5)− Z+i (0) + 1I{Xi=2 or Xi>4} + Cst(x0), (18)
so that
Rt+i (2)
= Z+
t+i (2)
(4)− Z−
t+i (2)
(1) + Cst(x0). (19)
For all α ∈ (0, 1) and k > j, we write j ↔α k if, for all i ∈ [j, k], α−i (2) ∨ α+i (3) 6 α.
Lemma 4.4 Assume Zn(2) > Cst. Then there exist α0 := Cst, (ηj,k)k>j>n and (rj,k)k>j>n
such that, and k > j > n with j ↔α0 k,
zk − zj =
k∑
i=j+1
1I{Xi−1=2,Xi=3}yi + ηn,k + rn,k, (20)
where, for all α 6 α0 and ǫ > 0,
P
(
sup
k>j>n
|ηj,k|1Ij↔αk > ǫ|Fn
)
6 Cst
α
ǫ2Zn(2)
, |rj,k| 6 Cst
Zj(2)
. (21)
Lemma 4.4 is proved in Section 4.4.1.
Lemma 4.5 Ω(0) ⊆ {lim sup(α+n (3)/α−n (2)) 6 1} ∩ {
∑ |yt+n (2)|1It+n (2)<∞ <∞}.
Lemma 4.5 is proved in Section 4.4.2.
For simplicity we will use the notation tn := t
+
n (2) until the beginning of Section
4.4.1. Let E1 := {(2, 1), (0, 1)} be the set of edges pointing to 1. We introduce the
continuous-time construction of Section 4.1 in order to analyze the walk after time tn,
but modify the rule for the two edges in E1: each time an edge e ∈ σ(E1) has been
crossed, we set up an alarm on σ(e) at time distance Vk+1 if site 1 has been visited
k times after time n. The walk thus defined depends on the sequences (Y ek )e∈ ~E(Z)\E1 ,
(Vk)k∈N and on the starting point Xtn .
Let (Y ek )e∈ ~E(Z)\E1 (resp. ((Y
′)ek)e∈ ~E(Z)\E1) be collections of independent exponential
random variables with expectation one, and let (Vk)k∈N (resp. (V ′k)k∈N) be sequences
of independent exponential random variables with expectation EVk = (n0 + k − 1)−1
(resp. EV ′k = (n0 + k− 1)−1); these define two continuous-time walks M and M′. We
choose n0 := Ztn(1) and n
′
0 := Ztn(1)− a
√
Ztn(1).
Note that both M and M′ are continuous-time versions of a VRRW: M of the
original walk (Xk)k>tn, and M′ of the VRRW := (X ′k)k>tn taken after discounting the
number of visits to 1 of a
√
Ztn(1).
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Given ǫ > 0 and n ∈ N, assume α−tn(2) < ǫ, and let
Tn := inf{k > tn s.t. α+k (3) ∨ α−k (2) > (1 + ǫ)α−n (2)
or
n∑
i=k+1
|yi−1|1I{Xi−1=2,Xi=3} > ǫ or Xk = 0}.
We let Z ′.(.), z
′, R′., T
′, Ω
′
(0) and t′. be the notation for M′ equivalent to the one
already defined for M.
Let
Qn := Ω(0) ∩ {Tn =∞},
Q′n := Ω
′
(0) ∩ {T ′n =∞}.
Lemma 4.6 If ǫ 6 Cst, Ztn(1) > Cst and a > Cst, then P((Qn ∩ Q′n)c | Ftn) > Cst.
Lemma 4.6 is proved in Section 4.4.3.
Lemma 4.7 For all δ > 0, there exists C(a, δ) (depending only on a and δ) such that
P((Q′n)c | Ftn) 6 C(a, δ)P(Qcn | Ftn) + δ.
Lemma 4.7 completes the proof of Proposition 4.4: indeed, using also Lemma 4.6, for
all n ∈ N,
Cst 6 P(Qcn | Ftn) + P((Q
′
n)
c | Ftn) 6 (1 + C(a, δ))P(Qcn | Ftn) + δ,
which implies P(Qcn | Ftn) > Cst(a) if we choose δ 6 Cst. Now P(Qcn | Ftn) −→
n→∞
1IQcn a.s.,
so that Qcn holds a.s. Now lim infn→∞Qcn = Ω(0)c, since Tn = ∞ for some n on Ω(0),
using Lemma 4.5 and Corollary 2.1 (a).
proof: There is a one-to-one correspondence between (Vk)k∈Z and a simple birth
process {Nt, t > 0} with initial population size n0, defined by
Nt := n0 + sup
{
k ∈ N s.t.
k∑
i=1
Vi 6 t
}
.
By a result of D. Kendall [7], {Nlog(1+t/W ), t > 0} is a Poisson process with unit param-
eter, where W := limNte
−t is a Gamma random variable Γ(n0, 1) with shape n0 and
scale 1.
The same remark applies to (V ′k)k∈Z. Now recall that U ∼ Γ(λ, 1) has density
φλ(x) := x
λ−1e−x/Γ(λ) w.r.t. Lebesgue measure L(dx), expectation and variance λ.
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Assume λ > 1; for all a, c > 0, there exist c1, c2 := Cst(a, c) such that, for all x such
that |x− λ| 6 c√λ, φλ(x)/φλ−√λa(x) ∈ [c1, c2]. Hence, for any Borel subset A of R,
P(W ′ ∈ A) 6 P(|W ′ − n′0| >
√
n′0c) + P(W
′ ∈ A ∩ [n′0 −
√
n′0c, n
′
0 +
√
n′0c])
6 c−2 + Cst(a, b)P(W ∈ A).
We conclude by choosing c := δ−1/2. ✷
4.4.1 Proof of Lemma 4.4
Assume j ↔α0 k, with α0 6 Cst. Let us first estimate h(Zk(3)) − h(Zj(3)): using
Proposition 2.4 (a), there exists a constant C > 0 such that
h(Zk(3)) = Y
+
k (2) + Y
−
k (4) = Y
+
k (2) + U
+
k,+ −
1I{Xk>4}
Zk−1(3)
+ C
But
U+k,+(3) = U
−
k,+(3) + Uˇk,+(3).
Now we estimate U−k,+(3). We assume X0 6 2 (the other case is similar): then, for all
i ∈ N, t+i (2) < t−i (3) < t+i+1(2), and Zt−
i
(3)(x) = Zt+
i+1(2)
(x) for x = 3, 4, so that
U−k,+(3)− U−j,+(3) =
Z−
k
(3)∑
i=Z−n (3)+1
Zt−
i
(3)(4)
Zt−i (3)(3)Zt
−
i (3)
(2)
=
Z−
k
(3)∑
i=Z−j (3)+1
(
Zt+i+1(2)(4)
Zt+i+1(2)
(3)Zt+i+1(2)
(2)
+
Zt+i+1(2)(4)
Zt+i+1(2)
(3)
(
1
Zt−i (3)
(2)
− 1
Zt+i+1(2)
(2)
))
=
k∑
l=j+1
1I{Xl−1=2,Xl=3}
Zl−1(2)
Zl−1(4)
Zl−1(3)
+ r1j,k,
where
|r1j,k| 6 2 sup
j6l<k
(
Zl(4)
Zl(3)
)
1
Zj(3)
6
1
2Zj(3)
if α 6 Cst.
In summary,
log
Zk(3)
Zj(3)
=
k∑
l=j+1
1I{Xl−1=2,Xl=3}
Zl−1(2)Zl−1(3)
(Zl−1(2) + Zl−1(4)) + Uˇk,+(3)− Uˇj,+(3) + r2j,k,
where |r2j,k| 6 3/Zj(2), using (12).
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Similarly,
log
Zk(2)
Zj(2)
=
k∑
l=j+1
1I{Xl−1=2,Xl=3}
Zl−1(2)Zl−1(3)
(Zl−1(1) + Zl−1(3)) + Uˇk,−(2)− Uˇj,−(2) + r3j,k,
where |r3j,k| 6 3/Zj(2).
Now, if α0 6 Cst, then
k∑
l=j
|yl−1 − yl|1I{Xl−1=2,Xl=3} 6
k∑
l=j
1I{Xl−1=2,Xl=3}
Zi(2)Zi(3)
6
2
Zj(2)
.
This provides (20), letting
ηj,k := Uˇk,+(3)− Uˇj,+(3)− (Uˇk,−(2)− Uˇj,−(2)).
Let us now estimate ηj,k. The following Lemma 4.8 will enable us to conclude, using
Chebyshev’s inequality.
For all n ∈ N, x ∈ Z and α > 0, let
Uˇn,±(x) := Uˆ+n,±(x)− Uˆ−n,±(x)
U˜n,±(x) :=
n∑
k=1
(Uˇk,±(x)− Uˇk−1,±(x))1I{α±
k−1(x)6α}
Lemma 4.8 For all x ∈ Z, k > n, α 6 Cst,
E
(
sup
k>n
(U˜k,±(x)− U˜n,±(x))2|Fn
)
6 CstαZn(x)
−1.
proof: (U˜n,±(x))n>0 is a martingale, and
E((U˜k+1,±(x)− U˜k,±(x))2|Fk) 6 1I{Xk=x}
Zk(x)2
(
α +
α2
1− α
)
6 2α
1I{Xk=x}
Zk(x)2
,
which enables us to conclude by Doob’s inequality. ✷
4.4.2 Proof of Lemma 4.5
Given ǫ > 0 and n ∈ N, let
Tn := inf{k > n s.t. α−k (2) > (1 + ǫ2)α−n (2) or Y +k (0)− Y +n (0) > ǫ2}.
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Let us first prove that, for all ǫ > 0 and sufficiently large n ∈ N, if
α+n (3) > (1 + ǫ)
4α−n (2) with α
−
n (2) 6 ǫ
2
6 Cst, (22)
then
P({Tn <∞} ∪ {lim inf α−k (3) > 0}|Fn) > 1/2. (23)
This will imply the first part of the inclusion. Indeed let, for all p ∈ N,
A := {lim sup
k→∞
(α+k (3)/α
−
k (2)) 6 1},
Bp := {Tp <∞} ∪ {lim inf
k→∞
α+k (3) > 0} ∪ {lim sup
k→∞
α−k (2) > 0}.
Then (23) implies, for all p ∈ N, that for large n ∈ N, 1/2 6 P(A ∪ Bp|Fn), which
converges a.s. to 1IA∪Bp as n→∞, so that A∪Bp holds a.s.; subsequently A∪ lim inf Bp
holds a.s. Now, by Proposition 2.4 (c) and Corollary 2.1 (a) and (d),
Ω(0) ∩ {lim inf α+k (3) > 0} ⊆ Ω(0) ∩Υ(−1, 0, 1) = ∅,
which implies Ω(0) ⊆ lim supBcp ⊆ A and enables to conclude.
Let us assume (22), and α+n (3) 6 ǫ
2 w.l.o.g (possibly by choosing n larger), and
show (23). Fix α := (1 + ǫ)4α−n (2), and let p be the largest i ∈ [n + 1, k] such that
α−i−1(2) > α or α
+
i−1(3) > α; then α
+
p (3) > (1 + ǫ)
2α−p (2). Note that, for all i > p,
Zi(2)/Zi(3) > α
−
i (3) > 1− ǫ2, since Zi(3) 6 Zi(2) + Zi(4).
Let tj := t
+
j (2) for simplicity. In order to make use of Lemma 4.4, we need to
estimate
∑Z+
k
(2)
j=Z+p (2)+1
ytj . Now, for all i > p, using (18),
Ri > Rp − (Z+i (0)− Z+p (0))− 1. (24)
On one hand,
Z+
k
(2)∑
j=Z+p (2)+1
1
Ztj (2)Ztj(3)
>
Z+
k
(2)−Z+p (2)−1∑
j=0
1
(Zp(2) + j)(Zp(2) + j + 1)
(1− Cst.α)
>
(
1
Zp(2)
− 1
Zk(2)
)
(1− Cst.α). (25)
On the other hand, assume Zn(2) > Cst, so that Zi(2)Zi(3) > (1− ǫ2)2Zi(2)(Zi(2)+1);
then
∆p,k :=
k−1∑
i=p
Z+i (0)− Z+p (0)
Zi(2)Zi(3)
1I{Xi=2} 6 (1− ǫ2)−2
k−1∑
i=p
(Z+i (0)− Z+p (0))
(
1
Zi−1(2)
− 1
Zi(2)
)
6 (1− ǫ2)−2
k−1∑
i=p
1I{Xi−1=0,Xi=1}
Zi−1(2)
6 (1− ǫ2)−4αǫ2
(26)
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Now, if Zn(1) > Cst(ǫ), using (21),
P( sup
k>j>n
|ηj,k|1Ij↔αk | Fn) > 1−
Cst
ǫ4α−n (2)
(
1
Zn(2)
+
1
Zn(3)
)
>
1
2
,
where we use α−n (2)Zn(3) = α
+
n (2)Zn(1) > (1− ǫ2)Zn(1).
Now assume that E holds. If Zn(1) > Cst(ǫ), then Lemma 4.4 implies, together
with (25) and (26),
log
Zk(3)
Zk(2)
− log Zp(3)
Zp(2)
+ Cstǫ2α > Rp
(
1
Zp(3)
− 1
Zk(3)
)
>
Rp
Zp(3)
− Rk + Zk(1)
Zk(3)
,
where we use in the second inequality that Rk > Rp − Zk(1), by (24).
Therefore
Zk(4)
Zk(2)
> log
Zk(3)
Zk(2)
+
Rk + Zk(1)
Zk(3)
− Cstǫ2α > Zp(4)− Zp(1)
Zp(2)
− Cstǫ2α > ǫα
2
Therefore lim inf α+k (3) > 0 on E, which completes the proof of the first part of the
inclusion.
Now assume Ω(0) ∩ {lim sup(α+k (3)/α−k (2)) 6} holds. Then Zn(3)/Zn(2) converges
to 1, and the estimates (24), (25) and (26) ensure that
∑
y−i−11I{Xi−1=2,Xi=3} < ∞.
On the other hand Lemma 4.4 ensures, together with Lemma 4.8 and Doob’s martin-
gale Theorem that lim supk,n→∞:k>n |
∑
yi−11I{Xi−1=2,Xi=3}| < ∞, which completes the
second part of the inclusion.
4.4.3 Proof of Lemma 4.6
Let α := (1 + ǫ)α−tn(2), and let k > j > n be such that tk 6 T , t
′
k 6 T
′.
Lemma 4.4 still holds for M′, with the modification that Zi(1) has to be replaced
by Zi(1)− a
√
Ztn(1) in yi: letting η
′
.,., ↔′α and r′.,. be the corresponding notation,
z′t′
k
− ztk = z′t′j − ztj +
k∑
i=j+1
a
√
Ztn(1)
Z ′t′
i
(2)Z ′t′
i
(3)
+
k∑
i=j+1
(y′t′i − yti) + η
′
t′j ,t
′
k
− ηtj ,tk + r′t′j ,t′k − rtj ,tk .
Let us first estimate y′t′i − yti, for all i ∈ [n, k]: the coupling of Lemma 4.2 holds, as
long as ne(i) 6 T , n
′
e(i) 6 T
′. Therefore Z ′t′i(3) > Zti(3) (and thus z
′
t′
k
> ztk), thus
Z
′+
t′i
(3) > Z+ti (3) (since the numbers of visits of edge (2, 3) are equal for both walks at
those times), which implies subsequently Z
′+
t′i
(4) > Z+ti (4). Similarly Z
′−
t′i
(1) 6 Z−ti (1)
so that, using identity 19, R′t′i > Rti .
On the other hand, using that |x| 6 2| ln(1 + x)| for |x| < 1,∣∣∣∣∣Zti(2)Zti(3)Z ′t′i(2)Z ′t′i(3) − 1
∣∣∣∣∣ 6 2
∣∣∣∣∣ln Zti(2)Zti(3)Z ′t′i(2)Z ′t′i(3)
∣∣∣∣∣ 6 2
(
ln
Z ′t′i(3)
Zti(3)
+ ln
Zti(2)
Z ′t′i(2)
)
= 2(z′t′
i
− zti).
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Hence
y′t′i − yti > −|Rti |
∣∣∣∣∣ 1Zti(2)Zti(3) −
1
Z ′t′i(2)Z
′
t′i
(3)
∣∣∣∣∣ > −2|yti| (z′t′i − zti).
Now let
u(k) := argmaxi∈[n,k](z
′
t′i
− zti), τk := z′t′
u(k)
− ztu(k) .
Using (25) in the proof of Lemma 4.5, and
∑k
i=j+1 |yti| 6 ǫ, we obtain that
z′t′
k
− ztk > z′t′j − ztj − 2ǫτk + a
√
Ztn(1)(Ztj(2)
−1 − Ztk(2)−1)(1− Cstα)
+ η′t′j ,t′k − ηtj ,tk + r
′
t′j ,t
′
k
− rtj ,tk . (27)
Given b > 0, let
∆ :=
{
sup
k>j>n
|ηtj ,tk |1Ij↔αk 6 b
√
Ztn(1)
Ztn(2)
}⋂{
sup
k>j>n
|η′t′j ,t′k |1Ij↔′αk 6 b
√
Ztn(1)
Ztn(2)
}
.
Then, by (21) and Chebyshev’s inequality, if b > Cst, then
P(∆ | Ftn) > 1/2.
Now assume ∆ holds, and apply (27) for j := n and k such that Ztk(2) > 2Ztn(2): if
Ztn(1) > Cst(b), then
τk >
(a
2
− 3b
) √Ztn(1)
Ztn(2)
− 2ǫτk. (28)
Apply again (27) for j := u(k) and k, and use (28):
z′t′
k
−ztk > (1−2ǫ)τk−3b
√
Ztn(1)
Ztn(2)
>
{(
1− 2ǫ
1 + 2ǫ
)(a
2
− 3b
)
− 3b
} √
Ztn(1)
Ztn(2)
>
a
3
√
Ztn(1)
Ztn(2)
,
if a > Cst(b) and ǫ 6 Cst.
We conclude by the remark that ztn (resp. z
′
t′n
) converge to 0 on Ω(0) (resp. Ω
′
(0)),
so that P(Qn ∩ Q′n ∩∆) = 0, and P((Qn ∩Q′n)c | Ftn) > P(∆ | Ftn) > 1/2 if b > Cst.
5 Appendix
We recall Le´vy’s conditional Borel-Cantelli Lemma. Let F = (Fn)n∈N be a filtration,
and let (ξn)n∈N be an F-adapted sequence taking values in R+.
Lemma 5.1 Assume (ξn)n∈N is a.s. bounded by a constant C > 0. Then{ ∞∑
k=1
ξk <∞
}
=
{ ∞∑
k=1
E(ξk|Fk−1) <∞
}
.
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proof: Let
Mn :=
n∑
k=1
(ξk − E(ξk|Fk−1)),
with F0 := ∅. Then (Mn)n∈N is a martingale, and
< M >n:=
n−1∑
k=1
E((Mk −Mk−1)2|Fk−1) 6
n−1∑
k=1
E(ξ2k|Fk−1) = O
(
n−1∑
k=1
E(ξk|Fk−1)
)
.
Now, almost surely, either < M >∞<∞ or Mn/ < M >n −→
n→∞
0, by Le´vy’s strong
law of large numbers (see for instance [15], Chapter 12, § 14), with yields the result. ✷
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