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Abstract--A new class of symmetric error correcting/unidirectional error detecting codes are developed. 
They provide protection against both transient and permanent faults. The codes are systematic in nature 
and, hence, the information bits are easy to retrieve. The encoding/decoding methods for these codes are 
discussed. 
1. INTRODUCTION 
Error detecting/correcting codes have found wide applications in computer systems. The codes 
which can protect against ransient, intermittent and permanent faults are found to be specially 
useful [1-9]. Transient faults are expected to cause a small number of symmetric errors or multiple 
unidirectional errors [1, 2]. Symmetric errors are said to occur when both 1--, 0 and 0--, 1 errors 
are equiprobable in any data word. In the case of unidirectional errors while both 1 --, 0 and 0 --, 1 
errors are possible, the errors in any given data word are of the same type. Intermittent faults also 
are likely to cause only a small number of errors [10]. Permanent faults may give rise to either 
symmetric o r  unidirectional errors depending on what kind of faults they are [1, 11-13]. The 
number of symmetric errors is generally small; however, the number of unidirectional errors can 
be quite large. 
In light of the above facts it is clear that a code capable of correcting t or fewer symmetric errors 
and detecting t + 1 or more unidirectional errors can be very useful. Various codes have been 
proposed for t-error correction/aU unidirectional error detection (t-EC/A-UED) [2-8]. The most 
common technique used is to add additional checkbits to a t-EC code in order to derive a systematic 
t-EC/A-UED code. In many applications it may be reasonable to assume that unidirectional errors, 
although large, do not occur in all the bits of the data word. For example, if memory is organized 
in a byte/chip fashion then a chip failure can cause unidirectional errors in at most one byte. For 
such applications it is preferable to use t-error correcting/d(d > t) unidirectional error detecting 
(t-EC/d-UED) codes. Such codes would require fewer checkbits compared to the t-EC/A-UED 
codes. One such t-EC/d-UED code has been recently presented in Ref. [9]. 
All the above-mentioned codes correct symmetric errors, when within the limit, in the additional 
checkbits as well. However, in order to achieve the ability of correcting errors in the additional 
checkbits, a much larger number of checkbits is required. These extra checkbits could be saved if 
only error detection, but no error correction, is done in these checkbits. Thus, the error correcting 
capability for a small number of checkbits in the codeword can be traded-off against the extra 
checkbits required. 
In this paper we propose a method for constructing t-information error correcting/all or 
d-unidirectional error detecting (t- IEC/A-UED or t-IEC/d-UED) codes. In these codes the 
information bits are first encoded in a t-error correcting code. Then one additional check symbol 
is appended in order to obtain the t- IEC/A-UED or t- IEC/d-UED code. The capabilities of these 
codes are as follows: 
(1) If there are t or fewer symmetric errors limited to the t-error correcting (t-EC) 
part of the code, then the errors are corrected. 
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(2) If there are fi >I 0 symmetric errors in t-EC part of the code and t2 >i 1 symmetric 
errors in the additional check symbol such that t t + t 2 ~< t, then the error is 
detected. 
(3) If there are t + 1 or more (t + 1 or more, but d or fewer) unidirectional errors 
then it is detected by the t- IEC/A-UED (t-IEC/d-UED) code. 
The choice of the name for these codes should be obvious from the fact that symmetric errors 
in the information bits are correctable. The symmetric errors in the check symbol belonging to the 
t-EC code are also correctable. However, the symmetric errors in the additional check symbol are 
not correctable, but they are detectable. Not correcting errors in the added check symbol can 
drastically reduce the number of extra checkbits required for this check symbol, as we will see later. 
One can physically separate the checkbits in the added check symbol from the t-EC part of the 
code, when it is possible to do so. For example, this can be done in a memory system by storing 
the checkbits on other chip(s). Thus, the probability of the bits in the t-EC part and the bits in 
the added check symbol being affected simultaneously by a failure can be minimized. 
The paper is organized as follows. In Section 2 some preliminary results that are used later will 
be discussed. The methods for constructing the t- IEC/A-UED code and the t-IEC/d-UED code 
are discussed in Section 3. The decoding method is discussed in Section 4. Section 5 contains 
comparisons with other codes. 
2. PREL IMINARY RESULTS 
In this section we will describe the previous results and some notations and definitions which 
will help us establish our results later. 
Let X and Y be two binary n-tuples. The number of 1 -~ 0 crossovers from X to Y is denoted 
as N(X, Y). The Hamming distance D(X, Y) is the number of bits in which X and Y differ. The 
minimum distance of a code C, denoted D(C), is the minimum Hamming distance between any 
two distinct codewords. X is said to cover Y if N(X, Y)>>, 0 and N(Y, X)= 0. Hence, a vector 
always covers itself. 
For example, let C consist of the following three codewords, X = 01010, Y = 10101 and 
Z=l l l I1 .  Then N(X,Y)=2, N(Y,X)=3, D(Y,Z)=2, O(C)=min{D(X,Y), D(Y,Z), 
D(Z, X)} = 2. Furthermore, Z covers both X and Y. 
A. Necessary and Sufficient Conditions for Error Correction~Detection 
The following three theorems give the necessary and sufficient conditions for a code to be t-EC, 
t-EC/A-UED and t-EC/d-UED, respectively. 
Theorem 1 [14] 
A code C can correct t symmetric errors if and only if D(C) >I 2t + 1. [] 
Theorem 2 [2] 
A code C can correct symmetric errors and detect (t + 1) or more unidirectional errors if and 
only if for anyX,  Y ~ C,N(X,Y) I>t+I and N( Y, X) /> t + l . [] 
Theorem 3 [gJ 
A code can correct symmetric errors and detect (t + 1) or more, but d or fewer, unidirectional 
errors if and only if for any X, Y e C, either (i) N(X, Y) >/t + 1 and N(Y, X) >i t + 1, or (ii) 
D(X, Y)>~t +d + l. [] 
A point to be kept in mind is that for the t-EC/A-UED codes [2-8] (t-EC/d-UED codes [9]) 
satisfying the conditions in Theorem 2 (Theorem 3) it is assumed that the corrupted ata word 
either has t or fewer symmetric errors or (t + 1) or more [(t + 1) or more, but d or fewer] 
unidirectional errors, but not both. In other words, if there are (t + 1) or more errors then they 
should all be unidirectional. The assumption for our t- IEC/A-UED and t-IEC/d-UED codes is 
the same. 
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Let C be a linear systematic (n, k) binary code with D(C) >I 2t + 1. Here n denotes the length 
of the codeword and k the number of information bits in the information symbol. Let C~ be the 
set of all codewords of C with exactly i number of 1 s. 
For example, if C is a (7, 4) 1-EC Hamming code with D(C) = 3 then one can check that the 
codewords can be partitioned into sets Co, C3, 6"4 and 6'7. The sets C,, 6'2, C5 and 6"6 are null 
because they cannot satisfy the minimum Hamming distance requirement. 
We will be making use of the following theorem quite often later. 
Theorem 4 [8] 
Let X, Y e C. If X e C~+j and Y e C~, then the following inequalities hold: 
(1) I f j  = 0, then 
N(X,Y )>I t  + I andN(Y ,X)>/ t+ l .  
(2) If 1 ~<j <~2t, then 
N(X, Y) >>. t + [ ( j  + 1)/2-] and N(Y, X) >1 t - L(J - 1)/2]. 
(3) If 2t + 1 ~<j, then 
N(X, Y) >1 2t + 1. [] 
B. The d-UED Code [15] 
For our t-IEC/d-UED code we will be using the check symbols derived for the d-UED code 
in Ref. [15]. In this method the r checkbits are divided into two parts of 4 bits and r - 4 bits. 
The first four bits are from the set of 2-out-of-4 vectors, i.e. (0011, 0101, 0110, 1001, 1010, 1100). 
The last r -4  bits take any one among the 2 r- 4 binary (r -4)-tuples. Therefore, the number of 
distinct check symbols is equal to 6 × 2'-4. Denote the number of 0s in the information symbol 
by k0. Let CS' - ko mod(6 × 2' -4) .  Hence, CS' is (r - 1) bits long. The three most significant 
bits of CS' can be one of {000,001,010,011,100,101}. Define a function f as follows: 
f(000) = 0011,f(001) = 0101,f(010) = 0110,f(011) = 1001,f(100) = 1010,f(101) = 1100. The con- 
catenation of these 2-out-of-4 vectors to the least r - 4 bits of CS' gives the check symbol CS. This 
method is applicable for r >/5. It is shown that such a systematic d-UED code can detect 
5 x 2 ' -4+ r -4  unidirectional errors. 
Bose and Lin [15] also gave optimal d-UED codes using 2, 3 and 4 checkbits to detect 2, 3 and 6 
unidirectional errors respectively. To detect a single unidirectional error the parity code is optimal. 
3. CODE CONSTRUCTION 
Let C be a linear systematic (n, k) binary code with D(C) >/2t + 1. We derive our t- IEC/A-UED 
or t-IEC/d-UED (n*, k) systematic code C* by adding another check symbol to the codewords 
in C. Hence, each codeword in C* consists of a codeword X from C concatenated with a check 
symbol X,, thus, taking the form XX~. Let X~ have r checkbits. Then, obviously, n* = n + r. 
A. The t-IEC/A-UED Code 
Earlier we denoted by Ci the set of all codewords of the (n, k) code C which have exactly i number 
of Is. We saw that the sets Cl, C2 . . . .  C2, are always null. If the n-bit vector with every bit equal 
to 1 is a codeword in C then it means that C, is not null. Thus, to satisfy the Hamming distance 
requirement (from Theorem 1), C,_2,, C,_2,+ 1 . . . . .  C,_ ~ must be null. Therefore, if C, is not null 
then at most n - 4t + 1 sets can be non-null. However, if 6", is null, we will be conservative and 
assume n - 2t + 1 to be the upperbound on the number of non-null sets. For some t-EC (n, k) 
codes the exact weight distribution may be known, in which case we know exactly which sets are 
non-null. Here weight refers to the number of 1 s in the codeword. However, in general, the weight 
distribution of a t-EC code may not be known [16]. For such cases n - 2t + 1 or n - 4t + 1 
respectively serve as the upperbound on the number of non-null sets Ci depending on whether C, 
is null or not null. 
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Let St denote the list of the non-null sets Ci arranged in the order of increasing i. The set count 
S,. denotes the numbers of sets in St. For example, for the (7, 4) I-EC Hamming code 
St = { Co, (?3, C4, C7 } and Sc = 4. 
When the weight distribution is not known then (a) if C, is not null, S~ is taken to 
be {Co, C2t+l,C2t+2 . . . . .  Cn_2t_l,Cn} and S,=n-4t+l ,  (b) else, St is taken to be 
{Co, C2, + ~, C2, + 2 . . . .  , C, } and S,. = n - 2t + 1. If the set list St is taken as above, then we will see 
later that the encoding technique is guaranteed to work. 
Now consider the check symbol X~. The number of checkbits r in X~ is given by l-log2 S, ]. The 
check symbol with the highest value (i.e. 111 . . .  11) is assigned to all the codewords in the first 
member of S~, the check symbol with the next highest value (i.e. 111 . . .  10) is assigned to the 
codewords in the second member of S~, and so on. 
Example I
The check symbol X) for the (7, 4) Hamming code is shown in Table 1. In the Hamming code 
the first four bits are information bits and the other three are checkbits. Here St = {Co, C3, Ca, C7} 
and S,. = 4. Hence r = I-log2 4-] = 2. 
Thus our 1-IEC/A-UED code is a (9, 4) systematic code. []  
Theorem 5 
The code C* constructed by the method above is a t - IEC/A-UED code. 
Proof. Let X be a codeword in C and XX~ a codeword in C*. There are three cases to be 
considered. 
Case 1 
There are t or fewer symmetric errors in X. 
Let X"X~ be the erroneous received word, in which X has changed to X". X~ remains as it is 
because there are no errors in it. Since code C is t-EC the above error will be corrected and X" 
will be decoded as X. Thus, the received word can be corrected to XX~. 
Case 2 
There are t~ t> 0 symmetric errors in X and t2 >i 1 symmetric errors in Xt such that tl + t~ ~< t. 
Let the received word be X"X'(. The above condition implies t~ < t. Thus, X" can be decoded 
to the correct X e C. The corresponding check symbol in C* will then be found to be X~. But 
since t2 >t 1, XI' ~ X~. Therefore, this error is detected. 
We will see in the proof of Case 3 why this error cannot be corrected. 



















Set C i Check symbol X|  
C o I I 
C 4 Ol 
C 3 I0 
C 3 I0 
C s I0 
C s I0 
C( 01 
C 4 Ol 
C a I0 
Cs I0 
C 4 Ol 
C 4 Ol 
C 4 Ol 
C 4 01 
C s I0 
C T O0 
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Case 3 
There are (t + 1) or more unidirectional errors in XX~. 
Let the received word be X"X'1'. Suppose that X belongs to the set C~+/(see Section 2). Without 
loss of generality, we will assume that the unidirectional error is of the 1---, 0 type. Similar 
arguments will hold if it is of the 0 ~ 1 type. 
First, suppose that N(X, X") <~ t. This means that N(XI, X';) >t 1. X" will be decoded to the 
correct X e C. But since X'~' ~ XI, the error will be detected. 
We will henceforth assume that N(X, X") > t. If after decoding X" the multiplicity of errors is 
found to be greater than t then the error will obviously be detected. Hence, assume that X" is 
decoded to Y e C. Suppose that Y belongs to the set C~, with the corresponding codeword in C* 
being YYI. 
Sub-case l : j  = 0. From Theorem 4, N(X, Y) >/t + 1 and N(Y, X) >/t + 1. Since X" has been 
decoded to Y, it follows that D(X", Y) <. t. But since N(Y, X") <~ D(X", Y) we have N(Y, X") <. t. 
From the triangular inequality, one has 
N(Y, X") + N(X", X) >1 N(Y, X). 
However N(X", X) = 0, because the unidirectional error is of the 1 --, 0 type. This means that 
N(Y, X) <~ N(Y, X") <<. t. But this is a contradiction with the result from Theorem 4. Thus, this 
sub-case is an impossibility. 
Sub-case 2: j >1 1. From our code-construction technique it follows that Y) is a larger binary 
number than X~. Therefore, N(Y~, Xt )/> 1. Since the unidirectional error is of the 1 ~ 0 type from 
XX~ to X"X;, we know that N(X'(, Xl) = 0. Hence Y~ # X~'. This means that the error will be 
detected. 
From Cases 2 and 3 it is clear that whenever the received check symbol X( is different from the 
decoded check symbol, only error detection is possible. [] 
A t-IEC/A-UED code with easy encoding~decoding 
It is possible to obtain a t-IEC/A-UED code which is easier to encode/decode than the code given 
above. The encoding is done as follows. If the codeword of the (n, k) linear systematic t-EC code 
belongs to set Ci then the added check symbol is bit-by-bit complement ofthe binary representation 
of i. Note that this approach is similar to the approach taken for Berger codes [17]. 
For example, consider the Hamming codeword (0001, 111) in Table 1. This belongs to set (74. 
Therefore, i = 4 -  1002. Hence, the added check symbol will be 011. Note that we pay the price 
for easy encoding/decoding in terms of an extra checkbit. In general, we will now require 
['log2 (n + 1)-1 checkbits. However, one can check that in most cases this will not necessitate an extra 
checkbit. 
The hardware required for obtaining the added check symbol would simply consist of a 
one-count generator with complemented outputs. Many efficient implementations of the one-count 
generator are already known [18, 19]. 
B. The t-IEC/d-UED Code 
Let X E C and XX~ E C*. Suppose X5 has r checkbits. If r is less than the number of checkbits 
required to make the code t-IEC/A-UED, then we can obtain a t-IEC/d-UED code. As mentioned 
before, the check symbol Xl will be derived from the method given in Ref. [15]. In this method 
a sequence of check symbols is used repetitively. 
We will denote by tbt(r) the number of unidirectional errors detected by the Bose-Lin code [15] 
using r checkbits. We know from Section 2 that tbl(r)= 5 x 2 ' -4+r -4  for r >I 5. Also, 
tbt(2) = 2, tbt(3 ) = 3, and tbt(4) = 6. 
The code construction technique is similar to the one for t-IEC/A-UED codes. The set list S~ 
and the set count Sc are obtained for the code C as before. To obtain a t-IEC/d-UEd code, 
r < [log2Sc-]. The sequence of check symbols CSs is obtained by the method in Ref. [15]. CSs is 
arranged in the order of decreasing value. The first member of CS, is assigned to all the codewords 
in the first member of Sj; the second member of CS, is assigned to all the codewords in the second 
member of St, and so on. When all the members of CS~ are exhausted, we again start from its first 
member. The following example will make things clear. 
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Check _s~mb°l Set C i Check nmbol 
11001 C'Is 10011 
11000 Cl9 10010 
10101 020 01101 
10100 6'~1 01100 
10011 C~ 01011 
10010 023 01010 
01101 C~4 00111 





ii001 O~ 01011 
11000 C~ 01010 
10101 Ceo 00111 
I0100 C¢~ 001 I0 
Example 2 
Let us start with the (63, 57) 1-EC Hamming code. For this code 
St = {Co, Ca, C4 . . . . .  C59, C60, C63 }, and hence, Sc = 60. Therefore, for a I- IEC/A-UED code, 
I-log260] = 6 checkbits will be required. Let us choose r = 5 for our I- IEC/d-UED code. From Ref. 
[15], CSs = {11001, 11000, 10101, 10100, 10011, 10010, 01101, 01100, 01011, 01010, 00111,00110}. 
The encoding for the 1-IEC/d-UED code is given in Table 2. 
We will see later that the value of d for this code is 10. In other words the code in Table 2 is 
a 1-IEC/10-UED code. []  
The following property of the code in Ref. [15] will be required to prove a theorem ahead. 
Property 1 
When the sequence of check symbols CSs is used repetitively, no check symbol covers any of 
the 5 x 2 r- 4 check symbols just before it. 
For example, consider the check symbols in Table 2. The check symbol for the set CI, is 11001. 
The closest check symbol before 11001 that is covered by it is 11000 corresponding to set C~. 
In between there are 5 x 25-4 = 10 check symbols. 
In the following theorem we consider the t-IEC/d-UED codes for which r >I 5. The other 
cases will be considered later. We will assume that 5 x 2 r-4/> 2t. This condition is very easy to meet 
even for small r, since the value of t is generally relatively small. For example, if r = 5, t has to 
be greater than or equal to 6 for the above condition to be violated. Similarly, for r = 6, t i> 11 
has to be true for the condition to be violated. Hence, for most practical cases this condition poses 
no problem. 
Theorem 6 
The code C* constructed by the method above is a t-IEC/d-UED code, where, for r t> 5, if 
5 x 2 r-a >t 2t, then d = tbt(r) - t. 
Proof Let X be a codeword in the t-EC code C and XX, be the corresponding codeword in C*. 
The following cases can arise. 
Case I 
There are t or fewer symmetric errors in X. 
The proof is the same as the proof for Case 1 in Theorem 5. 
Case 2 
There are tj/> 0 symmetric errors in X and t: i> 1 symmetric errors in X, such that tl + t2 <~ t. 
The proof is again the same as the proof for Case 2 in Theorem 5. 
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Case 3 
There are t + 1 or more, but d or fewer unidirectional errors in XX~. 
Without loss of generality, we assume that the unidirectional errors are of the 1 ---, 0 type. Suppose 
that X belongs to the set Ci+j (see Section 2). Let the received word be X"X'~'. I f  N(X, X") <<. t then 
N(X~, X'() >/1 must be true, since there are t + 1 or more unidirectional errors. X" will be decoded 
to the correct X ~ C. But since X~' # Xt, the error will be detected. Therefore, henceforth we will 
assume that N(X, X") > t. I f  the multiplicity of errors is found to be greater than t after decoding 
X" then the error is detected. Hence, assume that X" is decoded to Y ~ C for which the 
corresponding codeword in C* is YY1. Suppose that Y belongs to the set Ci. 
Sub-case I: j = 0. The proof is the same as the one for Sub-case 1 in Theorem 5. 
Sub-case 2: j >>. 1. From Property 1 and the code construction we know that X~ can cover Y~ 
only if j /> 5 x 2r -4+ 1, in other words, when j 1> 2t + 1. From Theorem 4 this means that 
N(X, Y)/> 2t + 1. The worst case arises when X also covers Y. For such a case, we can deduce 
that N(XXI,  YY~)>>, tbl(r)+ 1. X" will be decoded to Y if D(X", Y)<<, t. This means that 
N (X", Y) <~ t. Thus, only if N (XX~, X"X'~ ) >t tbl(r ) + 1 -- t is there a possibility of both X" decoding 
to Y and X( = Y~. Therefore, tbt(r) -- t unidirectional errors will be detected. [] 
For the code from Ref. [15] that was used to derive the check symbols for our t- IEC/d-UED 
code, it is required that r >/5. However, other codes were also presented in Ref. [15] with r = 2, 
3 and 4 checkbits, which detect 2, 3 and 6 unidirectional errors, respectively. Our technique can 
also be used by employing these codes when r ~< 4. 
For example, when r = 4, CSs from Ref. [15] is {1011, 1010, 1001, 1000, 0111, 0110, 0101, 0100}. 
The following theorem can be derived for r = 4. We assume that t ~ 2. 
Theorem 7 
When r = 4 and t ~< 2, the code C* constructed by our method is a t- IEC/d-UED code, where 
d=6- t .  
Proof. Similar to the proof of Theorem 6. [] 
Similar results can be derived for r = 2 or 3. 
Let XX~ 
given next 
4. DECODING ALGORITHM 
C* be an error-free codeword and X"X'~' be a corrupted received word. The algorithm 
is valid for both t - IEC/A-UED and t- IEC/d-UED codes. 
Decoding algorithm 
(1) Compute the syndrome of X" in code C. Let y be the multiplicity of symmetric 
errors corresponding to this syndrome. 
(2) I f  y > t then indicate error, stop. 
(3) Decode X" by using a decoding algorithm in code C to get X ÷. Get the check 
symbol Xi ~ for X ÷. 
(4) If  X'( = Xi ~ , then 
X+X 3 is the correct word, stop 
else indicate error, stop. 
End. 
Example 3 
Consider a codeword XX~ = (0001111,01) ~ C* from Example 1. Let the received word X"X~ 
be (0001011, 01). The syndrome of X" can be computed to be (100). The multiplicity of error 
corresponding to this syndrome is 1, which is equal to t. X" is decoded to get X + = (0001111). 
Hence, X? = 01. Since X~ = X( ,  X+Xf  is the correct word. 
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Table 3. I - IEC/A-UED and I -EC/A-UED 
codes 
Nikolos Proposed 
k n r n* r n* diff 
10 14 6 20 4 18 2 
I I  15 6 21 4 19 2 
20 25 8 33 5 30 3 
26 31 8 39 5 36 3 
53 59 I0 69 6 65 4 
57 63 10 73 6 69 4 
112 119 12 131 7 126 5 
118 125 12 137 7 132 5 
Example 4 
Consider the occurrence of a unidirectional error. Let X"X~ = (0111111, 11). The syndrome of 
X" is (110). The multiplicity of error corresponding to this syndrome is 1, which is equal to t. X" 
is decoded to get X + = (1111111). Hence, Xi ~ = 00. Since X'f ~ X~-, an error is indicated. 
The validity of the decoding algorithm is evident from the proofs of Theorems 5 and 6. 
5. COMPARISONS 
In this section we will compare our t-IEC/A-UED code (t-IEC/d-UED) code with the best of 
the t-EC/A-UED (t-EC/d-UED) codes. Our code cannot correct (only detect) errors when they 
occur in the added check symbol, whereas the t-EC/A-UED codes can. We will see how this 
somewhat lessened capability can translate into a substantial savings in the number of checkbits. 
The following notation will be used. 
n: the length of the t-EC code. 
k: the number of information bits. 
r: the number of checkbits added to the t-EC code. 
n*: the total number of bits in the codeword = n + r. 
diff." difference in the number of bits between the t-EC/A-UED and t-IEC/A-UED 
codes. 
In Table 3 we compare our 1-IEC/A-UED code with the I-EC/A-UED code given in Ref. [7] 
by Nikolos et al. We have not made a comparison against the I-EC/A-UED code in Ref. [8] because 
no table was presented in that paper for this case. 
In Tables 4 and 5 we compare our 2-IEC/A-UED and 3-IEC/A-UED codes with the 
2-EC/A-UED and 3-EC/A-UED codes given by Tao et al. [8]. The codes in Ref. [8] are comparable 
in redundancy with the codes in Ref. [7]. 
In Table 6 we compare t-IEC/A-UED and t-EC/A-UED codes for which t > 3. The t-EC/A- 
UED codes are from Ref. [7]. 
We see that the number of extra checkbits r required for our t-IEC/A-UED codes is roughly 
equal to log2n. However, for the t-EC/A-UED codes, r grows as t grows when n is kept fixed. 
Hence, the savings in terms of the number of checkbits grows for our code as t grows. Even when 
t is kept fixed the savings generally grow as the number of information bits k grows. We can see 
that by giving up the capability of correcting errors in the additional checkbits and limiting 
Table 4. 2- IEC/A-UED and 2- IEC/A-UED Table 5. 3-1EC/A-UED and 3-EC/A-UED 
codes codes 
Tao Proposed Tao Proposed 
k n r n* r u* diff k n r n* r n* diff 
7 13 8 21 4 17 4 8 19 I I  30 4 23 7 
9 17 9 26 4 21 5 9 20 12 32 4 24 8 
16 26 12 38 5 31 7 16 30 12 42 5 35 7 
22 31 12 43 5 36 7 
27 43 16 59 6 49 I0 
51 63 15 78 6 69 9 
46 63 16 79 6 69 I0 
52 64 15 79 6 70 9 
64 85 20 105 7 92 13 
112 126 18 144 7 133 I I  
106 127 20 147 7 134 13 
113 127 18 145 7 134 I I  
Error correcting/detecting codes 103 
Table 6. t-IEC/A-UED and t-EC/A-UED codes 
(t > 3) 
Nikolce Propo~d 
t k n r n* r n* diff 
4 39 63 20 83 6 69 14 
5 36 63 23 86 6 69 17 
4 99 127 25 152 7 134 18 
5 92 127 29 156 7 134 22 
6 85 127 33 160 7 134 26 
4 223 255 30 285 8 263 22 
5 215 255 35 290 8 263 27 
6 207 255 40 295 8 263 32 
7 199 255 45 300 8 263 37 
Table 7. t-IEC/d-UED and t-EC/d-UED 
codes 
Lin-Boee Proposed 
t r d d diff 
I 5 8 10 2 
I $ 26 83 57 
I II 130 646 516 
2 5 7 9 2 
2 9 15 163 148 
2 12 41 1286 1245 
3 6 8 lg 11 
3 I0 16 323 307 
3 13 22 2566 2544 
4 6 8 18 10 
4 I0 15 322 307 
4 14 23 5126 5103 
5 6 9 17 8 
5 9 12 160 148 
5 ii 16 642 625 
ourselves to error-detection i  those bits, a very substantial reduction in the number of checkbits 
can be obtained. 
We will now compare our t- IEC/d-UED codes with the t-EC/d-UED codes presented in Ref. [9]. 
Table 7 shows this comparison. In this table "dif f"  refers to the difference of the number of 
unidirectional errors detected by our code and by the code in Ref. [9]. 
We have found that for r = 2, 3, 4, the codes presented in Ref. [9] are superior. However, for 
r t> 5, we can see that the value of d is usually much higher for our code. Hence, for detecting the 
same number of unidirectional errors, our code would be less redundant. 
6. CONCLUSION 
A new class of codes was developed in this paper. Such codes can correct symmetric errors in 
the information part of the codeword. When the added checkbits also have symmetric errors, the 
errors are detected. Furthermore, (t + 1) or more unidirectional errors can be detected by the 
t-IEC/A-UED code, while unidirectional errors in (t + 1) or more but d or fewer bits can be 
detected by the t-IEC/d-UED code. By giving up the capability of correcting symmetric errors in 
the added checkbits, a very substantial saving in the length of the codeword is obtained. Since the 
codes are systematic the information bits can be retrieved quite easily. Such codes can offer 
protection against transient, intermittent as well as permanent faults. 
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