In this paper, we consider efficient differentially private empirical risk minimization from the viewpoint of optimization algorithms. For strongly convex and smooth objectives, we prove that gradient descent with output perturbation not only achieves nearly optimal utility, but also significantly improves the running time of previous state-of-the-art private optimization algorithms, for both ǫ-DP and (ǫ, δ)-DP. For non-convex but smooth objectives, we propose an RRPSGD (Random Round Private Stochastic Gradient Descent) algorithm, which provably converges to a stationary point with privacy guarantee. Besides the expected utility bounds, we also provide guarantees in high probability form. Experiments demonstrate that our algorithm consistently outperforms existing method in both utility and running time.
Introduction
Data privacy has been a central concern in statistics and machine learning, especially when utilizing sensitive data such as financial accounts and health-care data. Thus, it is important to design machine learning algorithms which protect users' privacy. As a rigorous and standard concept of privacy, differential privacy [6] guarantees that the algorithm learns statistical information of the population, but nothing about individual users. In the framework of differential privacy, there has been a long line of research studying differentially private machine learning algorithms, such as [4, 5, 16, 19, 24] .
Among all machine learning models, empirical risk minimization (ERM) plays an important role, as it covers a variety of machine learning tasks. Once we know how to do ERM privately, it is straightforward to obtain differentially private algorithms for a large variety of machine learning problems, such as classification, regression, etc. The earliest representative work of this research line is done by Chaudhuri et al. [4] . They proposed two approaches to guarantee differential privacy of the output of ERM, namely, output perturbation and objective perturbation. Output perturbation is a variant of Laplace (Gaussian) mechanism, where the stability of exact solutions plays a key role in the analysis. Objective perturbation is done by adding noise to ERM objective and solving precise solution to the new problem. In Kifer et at. [12] , they extend the method of objective perturbation, and prove similar results for more general case, especially for high-dimensional learning.
Both [4] and [12] were discussed in terms of precise solutions to optimization problems. In reality, however, it is not only intractable but also unnecessary to obtain precise solutions. Instead, we always use some optimization algorithms to obtain approximate solutions. In this context, the interaction between privacy-preserving mechanisms and optimization algorithms has non-trivial implications to both sides: running the algorithm for finite cycles of iteration inherently enhances stability; on the other hand, noise added to preserve privacy introduces new challenges to the convergence rate of optimization algorithms. The purpose of this research is therefore two-fold: both utility and time complexity are of central concern.
In literature, [1] and [22] use stochastic gradient descent (SGD) as the basic optimization algorithm to solve ERM, and add noise to each iteration to achieve (ε, δ)-differential privacy. Bassily et al. [1] develop an efficient implementation of exponential mechanism to achieve ε-differential privacy. Furthermore, they also prove their algorithms match the lower bounds for corresponding problems (ignoring log factors). Nearly at the same time of this paper, [25] combined output perturbation with permutation SGD according to its stability analysis. However, their utility results only hold for constant number of passes over data, which did not match existing lower bound. Besides these worst-case results, [23] gives a more careful analysis based on constraint set geometry, which leads to better utility bounds in specific problems such as LASSO. Despite the success of previous works in terms of utility, there are still much work to do from a practical perspective.
1. Both of algorithms proposed in [1] and [23] have to run at least Ω(n 2 ) iterations to reach the ideal accuracy (n is number of data points), which is much slower than non-private version and makes the algorithm impractical for large data sets. Can we do faster while still guarantee privacy and accuracy?
2. Note that all existing results only hold for convex ERM, yet non-convex objective functions have been increasingly important, especially in deep neural networks. Can we design an efficient and private optimization algorithms for non-convex ERM with theoretical guarantee?
Fortunately, the answers to above questions are both "yes". In this paper, we will give two efficient algorithms with privacy and utility guarantees. Throughout this paper, we assume the objective function is β-smooth (See Section 2 for precise definition), which is a natural assumption in optimization and machine learning. Smoothness allows our algorithm to take much more aggressive gradient steps and converge much faster, which is not fully utilized in previous work like [1] and [23] . Moreover, smoothness also makes it possible for non-convex case to have theoretical guarantees around stationary points.
Technically, our work is partially inspired by the work of Hardt et al. [11] , in which they established the expected stability E A(S) − A(S ′ ) of SGD (A is a randomized algorithm, and S, S ′ are neighboring datasets). Using similar techniques we can derive worst case stability for deterministic algorithms like classical gradient descent, which plays a core role in private algorithm design. For non-convex ERM, we use a variant of Randomized Stochastic Gradient (RSG) algorithm
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[1] Utility Runtime Utility Runtime in [9] to achieve privacy and accuracy at the same time. Our contributions can be summarized as follows:
1. In strongly convex case, by choosing appropriate learning rate, basic gradient descent with output perturbation not only runs much faster than private SGD [1] , but also improves its utility by a logarithmic factor, which matches the lower bound in [1] 1 . Besides, we also show its generalization performance.
2. We propose a private optimization algorithm for non-convex function, and prove its utility, both in expectation form and high probability form;
3. Numerical experiments show that our algorithms consistently outperform existing approaches.
In the following, we will give a detailed comparison of our results to existing approaches.
Comparison with existing results As the closest work to ours is Bassily et al. [1] , and their algorithms also match the lower bound in terms of utility, we mainly compare our results with theirs. Results are summarized in Table 1 (Notations are defined in the next section).
From Table 1 , we can see that our algorithm significantly improves the running time for strongly convex objectives, and achieves slightly better utility guarantee with a log factor. For non-convex functions, our result is the first differentially private algorithm with theoretical guarantee in this case, to the best of our knowledge.
Preliminaries
In this section, we provide necessary background for our analyses, including differential privacy and basic assumptions in convex optimization.
Setting
Throughout this paper, we consider differentially private solutions to the following ERM problem:
where S = {(x 1 , y 1 ), . . . , (x n , y n )}, ξ i = (x i , y i ) is training set, andŵ := arg min w F (w, S). The loss function f usually satisfies f ≥ 0 and we use f (·) to represent f (·, ξ i ) for simplicity.
Actually, β-smoothness is a common assumption as in [18] .
Differential Privacy
Let S be a database containing n data points in the data universe X . Then two databases S and S ′ are said to be neighbors, if |S| = |S ′ | = n, and they differ in exactly one data point. The concept of differential privacy is defined as follows:
(Differential privacy [6] ) A randomized algorithm A that maps input database into some range R is said to preserve (ε, δ)-differential privacy, if for all pairs of neighboring databases S, S ′ and for any subset A ⊂ R, it holds that
In particular, if A preserves (ε, 0)-differential privacy, we say A is ε-differentially private.
The core concepte and fundamental tools used in DP are sensitivity and Gaussian (or Laplace) mechanism, introduced as follows:
Similarly, we can defined L 1 sensitivity as [7] ) Given any function q : X n → R k , the Laplace mechanism is defined as :
Lemma 1. (Laplace and Gaussian Mechanism
where Y i are i.i.d random variables drawn from Lap(∆ 1 (q)/ǫ). This mechanism preserves ε-differential privacy. Similarly, for Gaussian mechanism, each Y i are i.i.d drawn from N (0, σ 2 ), and let σ = 2 ln(1.25/δ)∆ 2 (q)/ǫ. Gaussian mechanism preserves (ε, δ)-differential privacy.
Main Results
In this section, we present our differentially private algorithms and analyze their utility for strongly convex, general convex and non-convex cases respectively. Because of the limitation of space, we only give proof skecthes of some critical results. For detailed proof, please see the full version of this paper.
Convex case
We begin our results with the assumption that each f is µ-strongly convex. Our algorithm is a kind of output perturbation mechanism which is similar to Chaudhuri's [4] , but we do not assume an exact minimizer can be accessed. With strong convexity and smoothness, which are the most common assumptions in machine learning, our algorithm runs significantly faster than Bassily et al. [1] , and matches their lower bounds for utility. Furthermore, the number of iterations needed in our algorithm is significantly less than previous approaches, making it scalable with large amount of data. From a practical perspective, our algorithm can achieve both ε-DP and (ε, δ)-DP by simply adding Laplacian and Gaussian noise respectively. As sensitivity serves as an essential technique in the differential privacy analysis, to start with, we will prove the sensitivity of gradient descent based on the idea of Hardt et al. [11] . Let ∆ T = w T − w ′ T 2 be the L 2 -sensitivity of an algorithm, where w T and w ′ T are the variables in T -th round, for two neighboring databases S and S ′ respectively.
Algorithm 1 Output Perturbation Full Gradient Descent
⊲ (This is for ǫ-DP) 6: else 7:
⊲ (This is for (ǫ, δ)-DP) 8: end if Output: w priv = w T + z Lemma 2. Assume f (·) is convex, β-smooth and L-Lipschitz. If we run gradient descent(GD) algorithm with constant step size η ≤ 1 β for T steps, then the L 2 -sensitivity of GD satisfies
Proof Sketch. According te preperties of convex and smooth, one can deduce the following recursion inequalities:
Then using an induction argument, one obtain the conclusion.
With the same idea, one can prove following stability results for strongly convex and smooth functions.
Lemma 3. Assume f (·) is µ-strongly convex, β-smooth and L-Lipschitz. If we run gradient descent(GD) algorithm with constant step size η ≤ 1 β+µ for T steps, then the L 2 -sensitivity of GD satisfies
Theorem 1. Algorithm 1 is (ε, δ)-differential private for any ε > 0 and δ ∈ [0, 1), with concrete setting in below theorems.
, For w priv output by Algorithm 1, we have the following.
1. For ε-differential privacy, if we set T = Θ µ 2 +β 2 µβ log(
Proof Sketch. For ǫ-DP, we have
where the last inequality comes from exponential convergence rate of GD and the magnitude of noise, which is closely related to stability results. Thus we obatin desired utility guarantees with above optimal choice of T . The proof of (ǫ, δ)-DP is exactly the same.
It is worth noticing that the results of Bassily et al. [1] , hold without smoothness assumption, but their method does not improve too much even with this assumption. This is because they use an SGD-based algorithm, where smoothness could not help in the convergence rate, and where step sizes have to be set conservatively. For strongly convex functions, smoothness assumption is necessary when we use a perturbation-based algorithm. As a result, the running time of our algorithm is of the order given in table 1 , because each iteration requires O(nd) computation. On the other hand, a function can become very steep without this assumption, so adding noise to the result of gradient method may cause an unbounded error to the function value.
For the generalization ability of our algorithm, we assume all examples ξ i are i.i.d drawn from the unknown distribution D, and w * is the minimizer of population risk G(w) = E ξ f (w, ξ). Define excess risk of any w as ExcessRisk(w) := G(w) − G(w * ). Here we only discuss excess risk of (ε, δ)-differential privacy algorithm, for ε-differential privacy algorithm, the approach is the same.
The most usual technique to obtain excess risk is to use Theorem 5 and inequality (18) in [21] . In this case, we assume loss function f (w, ξ) is µ-strongly convex and L-Lipschitz continuous (w.r.t w) within a ball of radius R, which includes the population minimizer w * . Thus, by substituting our utility bound in Theorem 2, we can obtain: with probability at least 1 − γ, ExcessRisk(w priv ) Õ ( L √ βd nǫµγ ) 2 (Õ means we ignore all log factors). Another method to obtain excess risk is to directly use the relation between the stability of gradient descent and its excess risk, as shown in [11] . Then we have:
where Error opt (w T ) represents the empirical optimization error. Note z term in above inequality can be bounded through tail bound of χ 2 distribution, hence, it will lead to nearly same excess risk bound as the first method. If we remove the strong convexity property of our loss function, we have the following theoretical guarantee of Algorithm 1. dependence on failure probability γ can be improved to log 1 γ by boosting the confidence method used in [20] 1. For ε-differential privacy, if we set T = Θ
then,
Though the utility guarantee is weaker than Bassily et al. [1] in general convex case by a factor of O(
2 ) generalization error in learning theory. 3 So our algorithm does not harm accuracy of machine learning task indeed. Furthermore, compared with [1] , our algorithm runs uniformly faster for pure ǫ-DP, and also faster for (ǫ, δ)-DP for high-dimensional problems. This acceleration is mainly due to smoothness of objective function. Moreover, our experimental results show that our algorithm is significantly better than [1] under both convex and strongly convex settings, in the sense that our algorithm not only achieves a lower empirical error but also runs faster than theirs (See Section 4 for more details). As for generalization property for general convex loss, we can solve it along the same road as strongly convex case by adding a regularization term
). Therefore, in convex case, we can obtain: with probability at least 1 − γ, ExcessRisk(w priv ) Õ (
Nonconvex case
In this section, we propose a random round private SGD which is similar with private SGD in [1] . We will show that our algorithm can differential privately (we only focus on (ε, δ)-DP this time) find a stationary point in expectation with diminishing error. To the best of our knowledge, this is the first theoretical result about differentially private non-convex optimization problem and this algorithm also achieve same utility bound with [1] , which are known to be near optimal for more restrictive convex case. Our algorithm is inspired by the work of Bassily et al. [1] and Ghadimi et al. [9] . Note our iteration times R satisfies R ≤ n 2 , so the same argument with bassily et al. [1] can be applied to ensure the DP property of Algorithm 2. The technical details for proofs are deferred to appendix. The utility guarantee mainly comes from the convergence result of SGD (Ghadimi et al. [9] ) under non-convex setting. 
Algorithm 2 Random Round Private Stochastic Gradient Descent
Input: S = {(x 1 , y 1 ), . . . , (x n , y n )}, loss function f (·, ·) (with Lipschitz constant L), privacy parameters (ε, δ)(δ > 0), a probability distribution P (See distribution setting in the Theorem 5) over [n 2 ], learning rate {η k } 1: draw R from P 2: for t = 0 to R − 1 do 3:
w t+1 := w t − η t (∇f (w t , ξ) + z t ) 6: end for Output:
, then for w priv output by Algorithm 2, we have the following (the expectation is taken w.r.t P and ξ i )
where D F = 2(F (w 0 , S) − F * )/β and F * is a global minimum of F , note that F * ≥ 0 in our settings.
What's more, if we take
If in addition, f (·) is convex and ŵ ≤ D, then we have,
Proof Sketch. Let G(w t ) = ∇f (w t , ξ) + z t . Note that over the randomness of ξ and z t , we have EG(w t ) = ∇F (w t , S) and E G(
. Thus the theorem holds immediately based on convergence results of [9] .
As in convex and strongly convex cases, we are using output perturbation to protect privacy, so it is straightforward to obtain high probability version of this bound based on tail bounds for Laplacian and Gaussian distribution. Thus we only consider high probability bounds for non-convex case. The following lemma serves as an important tool for our high-probability analysis.
Lemma 4.
[14] Let X 1 , . . . , X T be a martingale difference sequence, i.e., E t−1 [X t ] = 0 (where E t−1 [·] denotes the expectation conditioned on all the randomness till time t − 1) for all t. Suppose that for some values σ t , for t = 1, 2, . . . , T , we have E t−1 [exp( (1) . Then with probability at least 1 − δ, we have
Now, we can proceed to prove the following theorem about high probability bound. σn }, then with probability at least 1 − γ (Note this probability is over the noise and the randomness of choosing point in each round), there is
Experimental Results
To show the effectiveness of our algorithm in real world data, we experimentally compare our algorithm with Bassily et al. [1] for convex and strongly convex loss function. To be more specific, we consider (regularized) logistic regression on 3 UCI [17] binary classification datasets and (regularized) Huber regression on 2 UCI regression datasets (see Table 2 for more details 4 ). The loss function for logistic regression is f (w, ξ) = log(1 + exp(1 + y w, x )). And for Huber regression, the loss function f (w, ξ; δ) = h δ ( w, x − y), where 5
All parameters are chosen as stated in theorems in both papers, except that we use a mini-batch version of SGD in [1] with batch size m = 50, since their algorithm in its original version requires prohibitive n 2 time of iterations for real data, which is too slow to run. This conversion is a natural implication of amplification lemma, which preserves the same order of privacy and affects utility with constant ratio. We evaluate the minimization error EF (w priv , S) − F (ŵ, S) and running time of these algorithms under different ε = {0.1, 0.5, 1, 2} and δ = 0.001. µ/2|w| 2 term is added to make the objective mu-strongly convex. We choose µ = 0 to show our methods also have better performance in convex setting, and choose µ = 0.1, 0.5 to compare under different degree of strong convexity.The experimental results are averaged over 100 independent rounds. Table 3 illustrates the experimental results of both methods.
From Table 3 , we can see our algorithm outperforms existing one on both utility and runtime under almost all settings.
Conclusion
We study differentially private ERM for smooth loss function under (strongly) convex and nonconvex situation. Though output perturbation has been well studied before, our results show that Table 3 : Summary of experimental results adding noise to approximate solutions instead of exact solutions has important implications to both privacy and running time. Our work is inspired by [11] , whose technique for stability analysis of SGD can be applied to deterministic gradient descent algorithms. We show that for strongly convex and smooth objectives, our output perturbation gradient descent achieves optimal utility and runs much faster than the existing private SGD in Bassily et al. [1] . And for general convex objectives, it is also an efficient practical algorithm due to its fast convergence and reasonable utility. From the experimental results, our algorithm achieves lower optimization error and runtime in almost all cases compared to private SGD. For non-convex objectives, by carefully chosen parameters, we show that a random rounds private SGD can reach a stationary point in expectation. This is first theoretical bound for differentially private non-convex optimization to the best of our knowledge.
Due to the fact that ∆ 0 = 0, we have ∆ t ≤ 3Ltη n for t = 1. The result now follows from a simple induction argument that suppose ∆ t ≤ 3Ltη n for some t, then
Proof. (Proof of Lemma 3) Assume databases S and S ′ only differ on sample ξ n . Using a similar approach, let ∆ t := w t − w ′ t and we have that ∆ 0 = 0. We use f i (·) to denote f (·, ξ i ) for simplicity. Using the fact that
In the above inequality, it is easy to see both {w t } and {w ′ t } are in the ball {w : w 2D}, so we can use L-Lipschitz property. Due to the fact that ∆ 0 = 0, we have
for t = 1. The result now follows from a simple induction argument that suppose ∆ t ≤ 5L(µ+β) nµβ for some t, then
A.2 Proof of Theorem 2
Lemma 5. [18] Assume that loss function f (·) is µ-strongly convex and β-smooth. If we run gradient descent (GD) algorithm with constant step size η ≤ 2 β+µ for T steps, then
Proof. (Proof of Theorem 2) Combine Lemma 5, 6 and 7, recall that w priv = w T + z. By β-smoothness of F .
For ε-differential privacy, by setting T = Θ µ 2 +β 2 µβ log(
EF (w priv , S) − F (ŵ, S) ≤ β 2 exp − 2µβT (µ + β) 2 In both cases, the first term is T , while the second term is
for ε-DP and changes into for (ε, δ)-DP. Then the theorem holds by setting T = Θ(
3 ), Θ(
respectively.
A.4 Proof of Theorem 4
Note the fact that R ≤ n 2 , The theorem holds by applying same claims as which used in the Theorem 2.1 of [2] . Here we give the details.
Proof. (Proof of Theorem 4) Fix the randomness of R and ξ i , for any t ≤ R, let X t (S) = ∇f (w t , ξ)+ z t be a random variable whose randomness comes from z t and conditioned on w t . Let p Xt(S) (y) be the probability measure of X t (S) induced on y ∈ R d . Then for any two neighboring dataset S and S ′ , define the privacy loss random variable [8] as C t = | log p X t (S) (Xt(S)) p X t (S ′ ) (Xt(S)) |. By [13] , we have that with probability 1 − δ 2n , C t ≤ ε 2 2 log( Lemma 9. (Amplification [3] ) For any dataset S with |S| = n, running an (ε, δ)-differentially private algorithm on uniformly random αn entries of S ensures (2αε, αδ)-differential privacy.
Lemma 10. (Strong composition [8] ) For any ε > 0, δ ≥ 0, δ ′ > 0, an (ε, δ)-differentially private algorithm preserves (ε ′ , T δ + δ ′ )-differential privacy under T -fold adaptive composition with ε ′ = 2T log(1/δ ′ )ε + T ε(e ε − 1).
