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QUADRATIC NONLINEAR DERIVATIVE SCHRO¨DINGER
EQUATIONS - PART 2
IOAN BEJENARU
Abstract. In this paper we consider the local well-posedness theory for the
quadratic nonlinear Schro¨dinger equation with low regularity initial data in the
case when the nonlinearity contains derivatives. We work in 2 + 1 dimensions
and prove a local well-posedness result close to scaling for small initial data.
1. Introduction
This work is concerned with the initial value problem for the nonlinear Schro¨dinger
equations which generically have the form:
(1)
{
iut −∆u = P (u, u¯,∇u,∇u¯), t ∈ R, x ∈ Rn
u(x, 0) = u0(x)
where u : Rn × R→ C and P : C2n+2 → C is a polynomial.
We are interested in the theory of local well-posedness for this problem in Sobolev
spaces. In Part 1, see [Be], we considered the same problem and it would be useful
to read the Introduction there. We summarize it in what follows.
We motivated the fact that the problem becomes more difficult once we consider
quadratic and higher order nonlinearities. In this case the most general result
known is due to Kenig, Ponce and Vega, see [KePoVe2]:
Theorem 1. Assume that P has no constant or linear terms. Then there exist
s = s(n, P ) > 0 and m = m(n, P ) > 0 such that ∀u0 ∈ Hs(Rn) ∩ L2(Rn : |x|2mdx)
the problem (1) has a unique solution in C([0, T ] : Hs ∩ L2(Rn : |x|2mdx) where
T = T (||u||Hs∩L2(Rn:|x|2mdx)).
If P does not contain quadratic terms, then above authors also obtain a similar
result without involving any decay, see [KePoVe2].
We outlined the fact that the case when the nonlinearity contains derivatives is
more delicate. One of the reasons is the loss of derivative on the right hand side of
the equation. The other one is the need of some decay on the initial data. This is
motivated by an early result due to Mizohata, see [Mi], which proves that for the
problem:
(2)
{
iut −∆u = b1(x)∇u, t ∈ R, x ∈ Rn
u(x, 0) = u0(x)
the following condition on b1 is necessary for the L
2 well-posedness theory:
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(3) sup
x∈Rn,ω∈Sn−1,R>0
|Re
∫ R
0
b1(x+ rω) · ωdr| <∞
We also remarked that the use of decay of type L2(|x|mdx) is not the most
appropriate for the Schro¨dinger equation since this structure is not conserved under
the linear flow.
Then we stated the goal of the paper. We wanted to know what is the lowest
Sobolev regularity the initial data can have so that we have well-posedness? When
asking this question, one should be more specific about the type of the equation
and the dimension of the space.
The quadratic terms in P are the first ones to be understood. The quadratic
nonlinearities without derivatives have been studied in [CoDeKeSt] and the results
obtained are close to scaling.
If the nonlinearity contains terms with derivatives then the problem is called
derivative non-linear Schro¨dinger equation (D-NLS). The results for quadratic (D-
NLS) did not yet reach this level of precision, the main difficulty being generated by
the loss of one-derivative in the nonlinearity. The scaling exponents for the problem
are sc =
n
2 − 1, when only one of the terms contains derivatives (for instance uDu),
and sc =
n
2 , when both terms contain contain derivatives (for instance DuDu).
The best result we knew was of the form, see [Ch]: if m = n2 +2 and s =
n
2 +4 then
the quadratic (D-NLS) is locally well-posed. This is a bit too far from the scaling
exponent and, as we will see later on, the decay is too strong also.
The analysis of the problem brings the conclusion that the “worst” interactions
are the orthogonal ones, i.e. those between waves which travel in orthogonal direc-
tions. Therefore the problem becomes more interesting in dimensions 2 or higher
and we decided to understand what happens when n = 2. This is why in this work
we decided to specialize to the case of two-dimension quadratic (D-NLS).
Our goal in the first place was to obtain local well-posedness for initial data
u0 ∈ Hs, for any s > sc. To achieve that goal we assumed that the initial data
comes with a bit of spherical symmetry.
We recall the definition of the differential operator:
(4) Rf = (x1∂x2 − x2∂x1)f
and of the pseudo differential operators in the left calculus:
(5) D′f = (1 + 〈x〉
2
µ+ 〈D〉2 )
1
4+
ε
2 f with symbol (1 +
〈x〉2
µ+ 〈(ξ, τ)〉2 )
1
4+
ε
2
for some 0 < ε < 12 . For a generic space of functions X we defined:
(6) D′RX = {f ∈ X : D′f ∈ X and D′Rf ∈ X}
We renamed the decay operator from Part 1 by D′ since we use in the present
paper a more general type of decay which we call D.
The main result of Part 1 is the following:
Theorem 2. Assume n=2. Given any s > sc and T > 0, there exists δ > 0 such
that for every u0 ∈ D′RHs with δ0 = ||u0||D′RHs < δ , the quadratic (D-NLS) has
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a unique solution u in C([0, T ] : D′RHs) ∩ RD′Zs,5 with Lipschitz dependence on
the initial data.
The definition of Zs,5 will come up in the current paper. Two major questions
arise once we acknowledge this result. One is to try to obtain a result without
involving any spherical symmetry and the other one is to remove the smallness
condition on the initial data.
The current paper answers to the first issue. We essentially prove that for any
s > sc+1 the quadratic (D-NLS) is locally well-posed for small u0 ∈ DHs. In section
2 we provide a precise definition of DHs; if the reader digested the definition of D′
we can remark that D′Hs ⊂ DHs.
Let us make the result we obtain more precise.
We denote by χ[0,T ] a smooth approximation of the characteristic function of
[0, T ] such that χ[0,T ](t) = 1, ∀t ∈ [0, T ]. We will always consider χ[0,T ] as a
function of time, in other words by χ[0,T ] we mean χ[0,T ](t).
We dedicate the section 2 to the definition of the spaces DZs,5 (for the solutions)
and DW s (for the inhomogeneity). These spaces satisfy the linear estimate:
Theorem 3. If g ∈ DHs and f ∈ DW s, then the solution of:
(7)
{
iut −∆u = f
u(x, 0) = g(x)
satisfies χ[0,1]u ∈ DZs,5 ∩ CtDHsx.
To each quadratic nonlinearity we associate is the standard way the bilinear form
BP (u, v). The bilinear estimate is the next key result:
Theorem 4. If s > sc + 1, we have the global bilinear estimate:
(8) ||BP (u, v)||DW s ≤ Cs||u||DZs ||v||DZs
Once we have the above two results, a standard fixed point argument gives us
the main result:
Theorem 5. Assume n=2. Given any s > sc + 1 and T > 0, there exists δ > 0
such that for every u0 ∈ DHs with δ0 = ||u0||DHs < δ , the quadratic (D-NLS) has
a unique solution u in C([0, T ] : DHs) ∩ DZs,5 with Lipschitz dependence on the
initial data.
The general approach of this result is similar to the one in Part 1. Let B(u, v)
be the bilinear form:
(9) B(u, v) =
∑
i,j∈{1,2}
cijuxivxj
where cij are complex constants. We intend to obtain bilinear estimates for B(u, v)
and B(u, v¯) since this way we cover the theory for all quadratic polynomials of type
P (∇u,∇u¯), except for those of type P (∇u¯). For the last ones the theory had been
developed previously, see [Gr-p].
We start with Xs,
1
2 ,1 as the candidate for Zs and Xs,−
1
2 ,1 as a candidate for
W s. The bilinear estimates work fine as long as we recover information which is at
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some distance from the paraboloid (τ = ξ2) and it breaks down very close to the
paraboloid - we catch a logarithm of the high frequency which cannot be controlled.
To remedy this we come up with a more delicate decomposition of the part of the
Fourier space which is at distance less than 1 from the paraboloid. More exactly
we introduce a wave packet decomposition and we measure the packets in L∞t L
2
x.
Then the target space W s is also modified at distance less than 1 from paraboloid,
i.e. we also have a wave packet decomposition and the packets are measured in
L1tL
2
x. We have to recover a L
1
t structure on the packets for B(u, v) and this is why
we need to involve the extra decay.
All along the argument we do involve decay in the bilinear estimates and this is
why our spaces will be of type DZs and DW s. See section 2 for the definitions.
Once the bilinear estimates are fixed, then a standard fixed point argument gives
us the result of Theorem 5.
One can easily adapt our argument for the bilinear forms of type:
(10) B(u, v) =
2∑
j=1
cjuvxj
This is because the basic estimates are derived for the bilinear form B˜(u, v) = u·v
and then we ”over-estimate” the size of ∇, see the beginning of section 4 for more
details. Thus we are entitled to claim the result for the quadratic polynomials of
type P (u,∇u), P (u¯,∇u) and P (u,∇u¯).
The spaces we use in this paper are in some way the counterpart of the ones
involved in dealing with the wave maps equation, see [Ta] and [Tao]. Our spaces
are a bit more difficult since they involve phase-space localization, rather than phase
localization which is the case for the wave-maps.
We should also make a point in the fact that the result in the current paper is
not a trivial reproduction of the argument in Part 1, for the case when we do not
use any spherical symmetry. One would notice along the proof that we need to use
decay when obtaining estimates solely in Xs,
1
2 ,1 spaces. In Part 1, we were able to
derive the bilinear estimates in Xs,
1
2 ,1 by using only the spherical symmetry. We
also changed the type of decay and not just to make it more general. In Part 1 we
really needed an hypoelliptic operator to give decay, while in the current paper the
decay we use some sort of a micro-local version of the condition in (3). The current
decay type is more general than the one used in Part 1; on the other hand it would
not be good enough for the purpose there.
We conclude the introduction with few open problems. We predicted from Part 1
that, without assuming any symmetry, we do expect a positive result for s > sc+1
and a negative one for s < sc+1. In this paper we provide only the positive result;
the negative one is subject to current research.
The generalization to higher dimensions should be of interest too. We know that
the scaling exponent is n2 for the case when both terms come with derivatives and
we think it should be possible to get similar results under similar conditions in all
dimensions.
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2. Definition of the spaces
For each u we denote by Fu = uˆ the Fourier transform of u. This is always
taken with respect to all the variables, unless otherwise specified.
Throughout the paper A . B means A ≤ CB for some constant C which is
independent of any possible variable in our problem. We say A ≈ B if A ≤ CB ≤
C2A for the same constant C. We say that we localize at frequency 2i to mean
that in the support of the localized function |(ξ, τ)| ∈ [2i−1, 2i+1].
In the Schro¨dinger equation time and space scale in a different way, and this
suggests to define the norm for (ξ, τ) by |(ξ, τ)| = (|τ | + ξ2) 12 . In dealing with the
quadratic nonlinearity without derivatives the Bourgain space Xs,b proved to be a
very useful. They are defined in the following way:
Xs,b = {f ∈ S′; 〈(ξ, τ)〉s〈τ − ξ2〉bfˆ ∈ L2}
Here and thereafter 〈x〉 = (1+ |x|2) 12 where |x| is the norm of x. We will employ
frequency localized versions of Xs,
1
2 which are constructed according to weights
present in its definition.
Consider ϕ0 : [0,∞)→ R be a nonnegative smooth function such that ϕ0(x) = 1
on [0, 1] and ϕ0(x) = 0 if x ≥ 2. Then for each i ≥ 1 we define ϕi : [0,∞)→ R by
ϕi(x) = ϕ0(2
−ix)−ϕ0(2−i+1x). We define the operators Si, to localize at frequency
2i, by:
F(Sif) = fˆi = ϕi(|(ξ, τ)|) · fˆ(ξ, τ)
For d ∈ Ii = {2−i, 2−i+1, .., 2i+2} we define ϕi,d(ξ, τ) = ϕi(|(ξ, τ)|) ·ϕi+ln2 d(|τ −
ξ2|). There is one simple reason to chose to work with d in this way rather than
working with 2d. If |(ξ, τ)| ≈ 2i then |τ − ξ2| ≈ |(τ, ξ)|d((ξ, τ), P ) ≈ 2id((ξ, τ), P )
(away from zero). Hence one should think of d as the distance to P since the
support of ϕi,d is approximately the set
{(ξ, τ) : |(ξ, τ)| ≈ 2i, d((τ, ξ), P ) ≈ d} ≈ {(ξ, τ) : |(ξ, τ)| ≈ 2i, |τ − ξ2| ≈ d2i}
It is easy to notice that
∑
d∈Ii
ϕi,d(ξ, τ) = ϕi((|ξ, τ)|), ∀(ξ, τ) ∈ R2 × R
We define the operators Si,d by Si,df = fi,d = ϕˇi,d ∗ Sif and we have fi =∑
d∈Ii
fi,d. In the support of fˆi,d we have 1 + |τ − ξ2| ≈ 2id.
Sometimes it is useful to localize in a linear way rather than a dyadic way. In
these cases we localize with respect to the value of |τ − ξ2| instead; we will make
this clear when we need it.
For each dyadic value d ∈ Ii we introduce the operators which localize at distance
less and greater than d from P :
Si,≤df = fi,≤d =
∑
d′∈Ii:d′≤d
fi,d′ and Si,≥df = fi,≥d = fi − fi,≤d
The part of fˆ which is at distance less than 1 from P plays an important role
and this is why we define the global operators:
6 IOAN BEJENARU
S·,≤1f = f·,≤1 =
∞∑
i=0
fi,≤1 and S·,≥1f = f·,≥1 =
∞∑
i=0
fi,≥1
We denote by Ai the support in R
2 × R of ϕi(|(ξ, τ)|) and by Ai,d the support
of ϕi,d. In a similar way we can define Ai,≤d and Ai,≥d to be the support of the
operators Si,≤d, respectively Si,≥d.
For functions whose Fourier transform is supported in Ai we define and for any
1 ≤ p ≤ ∞:
||f ||p
X
0, 1
2
,p
i
=
∑
d∈Ii
||Si,df ||p
X
0, 1
2
with the usual convention for p =∞. Then we define the space Xs, 12 ,p by the norm:
||f ||2
X
s, 1
2
,p
=
∑
i
22is||fi||
X
0, 1
2
,p
i
For technical purposes we need localized versions of this spaces, like X
s, 12
i,d = {f ∈
Xs,
1
2 : fˆ supported in Ai,d} and, similarly, Xs,
1
2 ,p
i,≤d and X
s, 12 ,p
i,≥d .
Xs,
1
2 ,1 is our first candidate for the space of solutions. Our computations indicate
that it is the right space to measure only the part of the solution whose support
in the Fourier space is at distance greater than 1 from P , i.e. the S·,≥1 part of our
solutions.
The S·,≤1 part of the solutions can be measured in X
s, 12 ,∞ plus an additional
structure whose construction is described bellow.
We define the following lattice in the plane τ = 0:
Ξ = {ξ = (r, θ) : r = n, θ = pi
2
k
n
, n, k positive integers}
Ξ is like a lattice in polar coordinates. It has the properties that the distance
between any two points is at least 1 and that for every η ∈ R2 there is a ξ ∈ Ξ
such that |ξ − η| ≤ 1. For each ξ ∈ Ξ we build a non-negative function φξ to be
a smooth approximation of the characteristic function of the cube of size 1 in R2
centered at ξ and satisfying the natural partition property:∑
ξ∈Ξ
φξ = 1
We can easily impose uniforms bounds on the derivatives of the system (φξ)ξ∈Ξ.
For each ξ ∈ Ξ we define:
fξ = φˇξ ∗ f and fξ,≤1 = φˇξ ∗ f·,≤1
The convolution above is performed with respect to the x variable, i.e. it does
not involve the t variable. The support of fˆξ,≤1 is like a parallelepiped having
the center (ξ, ξ2) ∈ P and sizes: ≈ |ξ| in the τ direction and 1 in the other two
directions (normal to P and the completing third one).
The next concern is how to measure fξ,≤1. Let’s denote by (Q
m)m∈Z2 the stan-
dard partition of R2 in cubes of size 1; i.e. Qm is centered at m = (m1,m2) ∈ Z2,
has its sides parallel to the standard coordinate axis and has size 1. For each ξ ∈ Ξ,
m ∈ Z2 and l ∈ Z we define the tubes:
QUADRATIC NONLINEAR DERIVATIVE SCHRO¨DINGER EQUATIONS 7
T
m,l
ξ = ∪t∈[l,l+1](Qm − 2tξ)× {t} =
{(x− 2tξ1, y − 2tξ2, t) : (x, y) ∈ Qm and t ∈ [l, l+ 1]}
Then, for each ξ ∈ Ξ, we define the space Yξ by the following norm:
||f ||2Yξ =
∑
(m,l)∈Z3
||f ||2
L∞t L
2
x(T
m,l
ξ
)
We have f =
∑
ξ∈Ξ fξ and then we define the space Y
s by the norm:
||f ||2Y s =
∑
ξ∈Ξ
〈ξ〉2s||fξ||2Yξ
We define also the localized versions Yi = {f ∈ Y 0; fˆ supported in Ai} and
Yi,≤d = {f ∈ Y 0; fˆ supported in Ai,≤d}, the last one being defined for any d ∈ Ii
with d ≤ 1.
Our solutions will be localized in time. If we come with a frequency localization
on the top of this we are left with decay in time of our solutions. For this we define
Y Nξ and Y
s,N by the norms:
||f ||Y N
ξ
= ||〈t〉Nf ||Yξ and ||f ||2Y s,N =
∑
ξ∈Ξ
〈ξ〉2s||fξ||2Y N
ξ
To bring everything together, define Zs,N to be
Zs,N = {f ∈ S′ : ||f·,≥1||
X
s, 1
2
,1 + ||f·,≤1||Y s,N + ||f·,≤1||Xs, 12 ,∞ <∞}
with the obvious norm. One important property, proved in Part 1, is:
Xs,
1
2 ,1 ⊂ Zs
Our spaces are equipped with an additional decay structure which we describe
bellow. For each i, let Qmi be a system of cubes of size 2
i which form a partition of
R2; we choose them so that their sides are parallel to the coordinate axes and the
center of Qmi is (2
im1, 2
im2). Let L = {(x, y) : ax+ by = 0} be the equation of a
line passing through the origin and denote by n¯ the normal unit vector to L. For
each k ∈ Z, we define Lki = {(x′, y′) : (x′, y′) = (x, y) + k2in¯; (x, y) ∈ L} to be the
line parallel to L and at distance 2ik from L. If f : R2 → C we introduce the norm:
||f ||DiL2 = sup
L
sup
k∈Z

 ∑
m:Qmi ∩L
k
i 6=∅
||f ||L2(Qmi )


What happen above is that we sum up the ||f ||L2(Qmi ) in l1 over those Qmi ’s
which intersect Lki , and then we take a suppremum with respect to k. In the end
we take a suppremum with respect to all lines L.
Our decay space is defined by the norm:
||f ||2DHs =
∑
i
22is(||fi||2DiL2 + ||fi||2L2)
If f : R3 → C (we include the time dependent functions), we define:
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||f ||DiL2 = sup
L
sup
k∈Z

 ∑
m:Qmi ∩L
k
i 6=∅
||f ||L2(Qmi ×R)


For f such that fˆ is supported in Ai,d we define:
||f ||
DiX
s, 1
2
i,d
= 2js(2jd)
1
2 (||f ||DiL2 + ||f ||L2)
and the decay version of Xs,
1
2 ,p, DXs, 12 ,p is defined by the norm:
||f ||2
DXs,
1
2
,1
=
∑
i
(
∑
d
||fi,d||p
DiX
s, 1
2
i,d
)
2
p
For f ∈ Yi we define:
||f ||DiYi = sup
L
sup
k∈Z

 ∑
m:Qmi ∩L
k
i 6=∅
(
∑
ξ:|ξ|≈2i
||χQm
i
×Rfξ||2Yξ)
1
2

+ ||f ||Y
The decay version of Y s, DY s is defined by the norm:
||f ||2DY s =
∑
i
22is||fi||2DiYi
To bring everything together, define DZs,N to be
DZs,N = {f ∈ S′ : ||f·,≥1||
DXs,
1
2
,1 + ||f·,≤1||DY s,N + ||f·,≤1||DXs, 12 ,∞ <∞}
So far we have built the spaces suitable for the solution of (1). We need also a
space for the right hand side of the equation, see Theorem 3.
We can easily define Xs,−
1
2 ,p by simply replacing 12 with − 12 in the definition of
Xs,
1
2 ,p. Then we define Ys by:
||f ||2Ys,N =
∑
ξ∈Ξ
〈ξ〉2s||fξ||2YN
ξ
where YNξ is defined as follows:
||f ||2YN
ξ
=
∑
(m,l)∈Z3
||〈t〉Nf ||2
L1tL
2
x(T
m,l
ξ
)
Notice that (Yξ)∗ = Yξ since we will use this later for duality purposes.
We introduce W s,N defined by the norm:
||f ||Ws,N = inf{||f1||Ys,N + ||f2||Xs,− 12 ,1 ; f = f1 + f2}
We measure the right hand side of (7) in:
W s,5 = {f ∈ S′ : ||f·,≤1||2Ws,5 + ||f·,≥1||2
X
s,− 1
2
,1
<∞}
As before, we can define DXs,− 12 ,1, DYs,N and DW s,5.
Besides Xs,b we need the conjugate X¯s,b which is defined as follows:
X¯s,b = {f ∈ S′; 〈(ξ, τ)〉s〈τ + ξ2〉bfˆ ∈ L2}
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We can define all the other elements the same way as above by simply placing a
bar on each space and operator, while replacing everywhere |τ − ξ2| with |τ + ξ2|
and P with P¯ = {(ξ, τ) : τ + ξ2 = 0}.
We record the following important facts:
f ∈ Xs,b ⇐⇒ f¯ ∈ X¯s,b and (X0, 12 )∗ = X¯0,− 12
Before we start we need to introduce some new localization operators. For each
i ∈ N we define a refined lattice:
(11) Ξi = {ξ = (n2−i, θ) : θ = pi
2
l
n
;n ∈ N, l ∈ Z}
For each ξ ∈ Ξi we build the corresponding φiξ to be a smooth approximation
of the characteristic function of the cube centered at ξ and with sizes 2−i. We also
assume that the system (φiξ)ξ∈Ξi forms a partition of unity in R
2.
For each l ∈ Z we can easily construct a function χ[l− 12 ,l+ 12 ] to be a smooth
approximation of the characteristic function of the interval [l − 12 , l + 12 ] and such
that the system (χ[l− 12 ,l+
1
2 ]
)l∈Z form a partition of unity in R. For any ξ ∈ Ξi with
|ξ| ≤ 2i+1 we consider those l ∈ Z with the property |(ξ, l)| ≈ 2i and define the
operators:
fˆξ,l = φ[l− 12 ,l+
1
2 ]
(τ)φiξ(ξ)fˆ(ξ, τ)
The support of fˆξ,l is approximately a tube centered at (ξ, l) and of size 2
−i ×
2−i× 1, the last one being in the τ direction. Since the distance of these tubes will
play an important role, sometimes it would be convenient if we were able to work
with (fξ,ξ2+l)ξ∈Ξi,l∈Z instead. The only problem is that it is not guaranteed that
ξ2 ∈ Z for all ξ ∈ Ξi. Of course we could change the way we cut in the τ direction,
but this would complicate notations even more. We choose instead to ignore that ξ2
may not be integer, and go on and use gξ,ξ2+l. It will be obvious from the argument
that this does not affect in any way the rigorousness of the proof. The last notation
we introduce is fξ,ξ2±l = fξ,ξ2+l + fξ,ξ2−l.
For d ≤ 2i−2 we obtain a new decomposition of gi,d:
(12) gi,d =
2i+1d∑
k=2i−1d
∑
ξ∈Ξi
gξ,ξ2±k
Notice that the ξ’s ∈ Ξi involved in the above summation have |ξ| ≈ 2i.
For the part of gˆ supported away from P we come with a different decomposition:
(13) gi,≥2i−2 =
∑
n
∑
ξ∈Ξi
∑
l∈Iξ
gξ,l
where Iξ = {l ∈ Z : 22i−2 ≤ |l − ξ2| ≤ 22i+2}. The ξ’s ∈ Ξi involved in the above
summation have |ξ| ≤ 2i+1.
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3. Proof of Theorem 5 and Linear Estimates
In this section we intend to use the results already proved in Part 1, see [Be]. It
is well-known in the literature that once we have the linear estimates in Theorem
3 and the bilinear estimates in Theorem 4 we get the result in Theorem 5 via a
standard fixed point argument. See, for instance, Part 1.
The linear estimates, see Theorem 3, in the variant without decay, were also
proved in Part 1, see the corresponding section there. The conservation of decay
can be easily adapted to those proofs. This is due to the fact that the type of decay
we use is scaled properly for the Schro¨dinger equation. If one wants to pursue the
complete argument, it would be useful to acknowledge the section results in section
4.4.
4. Bilinear estimates in RXs, 12 ,1
In this section we derive the bilinear estimates forB(u, v) and B(u, v¯) inRXs, 12 ,1,
where B is of type (9). We introduce the additional bilinear form B˜(u, v) = u · v.
If uˆ is localized in Ai we use the estimate ||∇u||L2 ≤ 2i||u||L2 . Xs,± 12 ,1 are L2 like
on dyadic pieces, hence if uˆ is localized in Ai and vˆ is localized in Aj we use the
estimates:
(14) ||B˜(u, v)||X ≤ C||u||X′ ||v||X′′ ⇒ ||B(u, v)||X ≤ 2i+jC||u||X′ ||v||X′′
(15) ||B˜(u, v¯)||X ≤ C||u||X′ ||v||X′′ ⇒ ||B(u, v¯)||X ≤ 2i+jC||u||X′ ||v||X′′
Here X,X ′, X ′′ are of type Xs,±
1
2 ,p. The constant C may depend on u, v, more
exactly of their localizations. The key thing is once we have estimates for B˜, we
obtain estimates for B by simply bringing in the correction factor of 2i+j .
If B were of type (10) the correction factor would be only 2j and this justifies
why we can claim the estimates for bilinear estimates of type (10).
Another thing to keep in mind is that we apply duality along the proof and
anytime we do it we mean it in the context of B˜, not B.
The main results we claim are listed in the following theorem.
Theorem 6. a) If i ≤ j, we have the following estimates:
(16) ||B(u, v)||
DkX
s,− 1
2
k
. j2(2−s)i2(k−j)s||u||
DiX
s, 1
2
i
||v||
DjX
s, 1
2
j
The above estimates holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
b) If 5i ≤ j, we have the following estimates:
(17) ||B(u, v)||
DjX
s,− 1
2
j,≥2−i
. 2(2−s)ii||u||
DiX
s, 1
2
i
||v||
DjX
s, 1
2
j,≥2−i
The above estimates holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
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4.1. Basic Estimates.
We start with a simple result stating how two parabolas interact under convo-
lution. We need few technical definitions.
Throughout this section functions are defined on Fourier space (they should be
thought as Fourier transforms). This is why we use the standard coordinates (ξ, τ).
For each c ∈ R denote by Pc = {(ξ, τ) : τ−ξ2 = c} and by P¯c = {(ξ, τ) : τ+ξ2 =
c}. For simplicity P = P0 and P¯ = P¯0.
Denote by δPc = δτ−ξ2=c the standard surface measure associated to the parabola
Pc. With respect to this measure, the restriction of f to Pc has norm:
||f ||L2(Pc) =
(∫
f2(ξ, ξ2 + c)
√
1 + 4|ξ|2dξ
) 1
2
The first result was derived in Part 1, see the corresponding section there:
Proposition 1. Let f ∈ L2(P 1) and g ∈ L2(P 2) such that f is localized at fre-
quency 2i and g at frequency 2j. We have:
(18) ||fδP 1 ∗ gδP 2 ||L2 . 2min (i,j)||f ||L2(P 1)||g||L2(P 2)
where P 1 ∈ {Pc1 , P¯c1} and P 2 ∈ {Pc2 , P¯c2}.
The second result comes to replace the corresponding one in Part 1 for the case
when we do not have any symmetry involved.
Proposition 2. We assume that we are in the same setup as in Proposition 1. In
addition we assume i ≤ j, |c1| ≤ 22i−2 and |c2| ≤ 2i+j−4. Then
(19) ||fδP 1 ∗ gδP 2 ||L2(|(ξ,τ)|≈2j,|τ−ξ2|≤d) . d
1
2 ||f ||L2(P 1)||g||L2(P 2)
where P 1 ∈ {Pc1 , P¯c1} and P 2 ∈ {Pc2 , P¯c2}.
Proof. We notice that it is enough to prove the result under the hypothesis that
d ≤ 2i+j−4 since otherwise, the result in (18) is stronger. Without losing generality
we can assume c1 = c2 = 0. One could easily adapt the argument bellow to the
general case when |c1|+ |c2| ≤ 2i+j−2.
fδP ∗ gδP
An easy way to test the above norm of a function is by estimating |(fδτ=ξ2 ∗
gδτ=ξ2)h| for any h ∈ L2 supported in the region |τ − ξ2| ≤ d. For any such h we
have:
(fδτ=ξ2 ∗ gδτ=ξ2)h =
∫
f(ξ)g(η)h(ξ + η, ξ2 + η2)
√
1 + 4ξ2
√
1 + 4η2dξdη
Since h is supported in a region |τ − ξ2| ≤ d we need the following condition on
the variables inside the integral: |(ξ+η)2−(ξ2+η2)| ≤ d or 2|ξ||η| cos θ ≤ d where θ
is the angle between ξ and η. Hence cos θ ≤ 2−i−jd which implies |θ− pi2 | ≤ 2−i−jd.
This suggests decomposing:
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[0, 2pi] =
⋃
l∈Ji,j,d
Il =
2i+j+2d−1⋃
l=1
[(l − 1
2
)2−i−jd
pi
2
, (l +
1
2
)2−i−jd
pi
2
]
in other words to split [0, 2pi] in a disjoint union of intervals of size 2−i−jdpi2 . Cor-
respondingly we split:
f =
∑
l∈Ji,j,d
fl and g =
∑
l∈Ji,j,d
gl
such that fl is the part of f localized in Al = {ξ : arg ξ ∈ Il} and similarly for g.
If arg ξ ∈ Il and arg η ∈ Il′ and we want them to belong to the domain of
integration above we need to impose |l − l′| = 2i+jd−1 (modulo 2i+j+2d−1). For
each l there are two l′’s with this property. We simplify more and consider that
there is only one l⊥ = l+ 2i+jd−1 (modulo 2i+j+2d−1) with this property; one can
easily complete the argument with both values. Then we have:
(fδτ=ξ2 ∗ gδτ=ξ2)h =
∑
l∈Ji,j,d
∫
fl(ξ)gl⊥(η)h(ξ + η, ξ
2 + η2)
√
1 + 4ξ2
√
1 + 4η2dξdη
Now that we have a sharp angular localization, we complete it with a norm
localization which should be consistent with the angular one:
fl =
∑
m
fl,m and gl⊥ =
∑
n
gl⊥,n
One can easily notice that it is not important to explicitly delimit the sets for
m and n.
For the low frequency things are simple: fl,m is the part of fl localized in the set
Ail,m = {ξ ∈ Al : |ξ| ∈ [2−id(m− 12 ), 2−id(m+ 12 )]} and notice that this is consistent
with the arc length size localization of gl⊥ (which is 2
−id).
For the high frequency we should do something similar: one would like to localize
|η| in intervals of size 2−jd. The only problem we encounter is that if i << j and d
small we may see the curvature of the circle and then the support of gl⊥,n cannot
be approximated by a rectangle.
In order to fix this we chose gl⊥,n to be the part of gl localized in A
j
l⊥,n
= {η ∈
Al⊥ : η·vl⊥ ∈ [2−jd(n− 12 ), 2−jd(n+ 12 )]}; we denoted by vl⊥ = (cos(l⊥2−i−jdpi2 ), sin(l⊥2−i−jdpi2 ))
and vl = (cos(l2
−i−jdpi2 ), sin(l2
−i−jdpi2 )) (we will need the second one later).
This way the supports of Ail,m and B
j
l⊥,n
are rectangles of sizes 2−id× 2−jd.
The crucial property is that the sum sets of the supports, namely Ail,m+A
j
n,l⊥
=
{ξ + η : ξ ∈ Ail,m and η ∈ Ajn,l⊥} are disjoint with respect to the pair (m,n). This
is mainly because the sum set Ail,m + A
j
n,l⊥
is approximately a rectangle of sizes
2−id× 2−jd and whose center has coordinates (2−jdn, 2−idm) with respect to the
base (vl, vl⊥). Let’s denote by hm,n the part of h which is supported in this set
(more precisely the projection of the support on the ξ space should be supported
there). Hence we can write:
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(fδτ=ξ2 ∗ gδτ=ξ2)h =
∑
l∈Ji,j,d
∑
m
∑
n
∫
fl,m(ξ)gl⊥,n(η)hm,n(ξ + η, ξ
2 + η2)
√
1 + 4ξ2
√
1 + 4η2dξdη
and then, for fixed l, we can estimate:
|(flδτ=ξ2 ∗ gl⊥δτ=ξ2)h| .
(∑
m
||fl,m||2L2(P )
) 1
2
(∑
n
||gl⊥,n||2L2(P )
) 1
2
·
(∑
m,n
∫
h2m,n(ξ + η, ξ
2 + η2)
√
1 + 4ξ2
√
1 + 4η2dξdη
) 1
2
In order to estimate the remaining integral, we introduce the change of variables
η → (ρ, θ) followed by (ξ1, ξ2, ρ)→ (ζ1, ζ2, ζ3):


ξ1 + ρ cos θ = ζ1
ξ2 + ρ sin θ = ζ2
ξ21 + ξ
2
2 + ρ
2 = ζ3
(20)
The Jacobian for the first transformation is dη1dη2 = ρdρdθ and for the second
dζ1dζ2dζ3 = (ρ − ξ1 cos θ − ξ2 sin θ)dξ1dξ2dρ = ρ
2−ξ·η
ρ
dξ1dξ2dρ ≈ ρdξ1dξ2dρ; here
we have used the fact that |ξ · η| ≤ d ≤ ρ24 . Therefore the above integral becomes:∫
h2m,n(ξ + η, ξ
2 + η2)
√
1 + 4ξ2
√
1 + 4η2dξdη ≈
2i+j
∫
h2m,n(ζ1, ζ2, ζ3)dζ1dζ2dζ3dθ ≤ d||hm,n||2
In the last estimate we have used the fact that we integrate over a domain where
∆θ ≈ 2−i−jd. Hence we can conclude the above computation with:
|(flδτ=ξ2 ∗ gl⊥δτ=ξ2)h| . d
1
2 ||fl||L2(P )||gl⊥ ||L2(P )||h||L2
In the end we perform the summation with respect to l to obtain:
|(fδτ=ξ2 ∗ gδτ=ξ2)h| .
∑
l
d
1
2 ||fl||L2(P )||gl⊥ ||L2(P )||h||L2 .
d
1
2
(∑
l
||fl||2L2(P )
) 1
2
(∑
l
||gl⊥ ||2L2(P )
) 1
2
||h||L2 . d
1
2 ||f ||L2(P )||g||L2(P )||h||L2
Since this holds true for any h ∈ L2 supported in |τ − ξ2| ≤ d, we can conclude
with the result of the Proposition.
fδP¯ ∗ gδP
We start the argument in a similar way. We test the convolution against a h ∈ L2
supported in |τ − ξ2| ≤ d:
(fδτ=−ξ2 ∗ gδτ=ξ2)h =
14 IOAN BEJENARU
∫
f(ξ)g(η)h(ξ + η,−ξ2 + η2)
√
1 + 4ξ2
√
1 + 4η2dξdη
Since h is supported in a region |τ − ξ2| ≤ d we need the following condition on
the variables inside the integral: |(ξ + η)2 − (−ξ2 + η2)| ≤ d or 2|ξ||η + ξ| cos θ ≤ d
where θ is the angle between ξ and η + ξ. Hence cos θ ≤ 2−i−jd which implies
|θ − pi2 | ≤ 2−i−jd. This suggests decomposing:
f =
∑
l∈Ji,j,d
fl and h =
∑
l∈Ji,j,d
hl
such that fl is as before and hl is the part of h whose support, when projected on
the ξ plane, is included in Al. Then the argument continues as before with h taking
the place of g and vice-versa.
fδP ∗ gδP¯
If i ≤ j − 2 then the convolution is localized in region with τ ≤ 0, hence outside
the region with |τ − ξ2| ≤ d. If j − 1 ≤ i ≤ j then this is similar to the case
fδP¯ ∗ gδP .

4.2. Bilinear estimates on dyadic regions.
For a bilinear estimate we use the notation:
X · Y → Z
which means that we seek for an estimate ||B(u, v)||Z ≤ C||u||X · ||v||Y . Here the
constant C may depend on some variables, like the frequency where the functions
are localized.
A standard way of writing down each case looks like:
X
0,1
2
i,d1
·X
0,1
2
j,d2
→ X
0,−1
2
j,d3
This means that for u ∈ X0, 12i,d1 and v ∈ X
0, 1
2
j,d2
we estimate the part of B(u, v)
(or B˜(u, v)) whose Fourier transform is supported in Aj,d3 . Formally we estimate
F−1(χAj,d3F(B(u, v))). This is going to be the only kind of “abuse” in nota-
tion which we make throughout the paper, i.e. considering ||B(u, v)||
X
s, 1
2
j,d3
even if
F(B(u, v)) is not supported in Aj,d3 . We choose to do this so that we do not have
to relocalize every time in Aj,d3 .
Sometimes we prove estimates via duality or conjugation:
X · Y → Z ⇐⇒ X · (Z)∗ → (Y )∗ and X · Y → Z ⇐⇒ X¯ · Y¯ → Z¯
Proposition 3. Assume 1 ≤ i ≤ j. Then we have the estimates:
(21) ||B(u, v)||
X
0,− 1
2
j,d3
. 2
3i
2 (max (d2, d3))
− 12 ||u||
X
0, 1
2
i,d1
||v||
X
0, 1
2
j,d2
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(22) ||B(u, v)||
X
0,− 1
2
j,d3
. 2
i+j
2 ||u||
X
0, 1
2
i,d1
||v||
X
0, 1
2
j,d2
where the parameters involved are restricted by i ≤ j − 5⇒ d1 ≤ 2i−3.
If |i − j| ≤ 1 and k ≤ j − 1, then we have the estimates:
(23) ||B(u, v)||
X
0,− 1
2
k,d3
. 2
k
2+j(max (d1, d2))
− 12 ||u||
X
0, 1
2
i,d1
||v||
X
0, 1
2
j,d2
(24) ||B(u, v)||
X
0,− 1
2
k,d3
. 2
3j−k
2 ||u||
X
0, 1
2
i,d1
||v||
X
0, 1
2
j,d2
where the parameters are restricted by k ≤ j − 5⇒ d3 ≤ 2k−2.
All of the above estimates hold true, with the same restrictions, if B(u, v) is
replaced by B(u¯, v) or B(u, v¯).
Proof. We should make some commentaries about the statement above. If i ≤ j−2,
then the result is localized at frequency ≈ 2j . There is something to estimate only
if k = j, j ± 1. The estimates for the case k = j are generic and this is why we
choose to list and prove them only.
It is only when i = j − 1, j that we have parts of the result at lower frequencies
and then we have to provide estimates for all k ≤ j + 1.
We deal first with the case when we measure the outcome at the high frequency
and at the end we deal with the case when we have i = j − 1, j and we have to
measure the outcome at lower frequencies.
We need to transform the estimates on paraboloids in estimates on dyadic pieces.
If we localize in a region where |ξ| ≈ 2k, the parabolas Pc make an angle of ≈ 2−k
with the τ axis, so we have the following relation between measures:
dξdτ ≈ 2−kdPcdc
If d ≤ 2i−3 then in Ai,d we have |ξ| ≈ 2i. Therefore for l ≤ i− 3:
(25) ||u||2
X
0,± 1
2
i,2l
≈ 2±(l+i)
∫ 2l+1
b=2l−1
||uˆ||2L2(P(b2i))db
At this time we are ready to start the estimates.
X
0,1
2
i,d1
·X
0,1
2
j,d2
→ X
0,−1
2
j,d3
Case 1: d1 ≤ 2i−3
subcase 1.1: d2 ≤ 2j−3
We can apply the result of (18) to evaluate
||uˆ ∗ vˆ||L2 .
∫
I1
∫
I2
||uˆδP
b12
i
∗ vˆδP
b22
j
||L2db1db2 .∫
I1
∫
I2
2i||uˆ||L2(P
b12
i )||vˆ||L2(Pb22j )db1db2 .
2i
(∫
I1
(1 + b12
i)−1db1
) 1
2
||u||
X
0, 1
2
i,d1
(∫
I2
(1 + b22
j)−1db2
) 1
2
||v||
X
0, 1
2
j,d2
≈
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2
i−j
2 ||u||
X
0, 1
2
i,d1
||v||
X
0, 1
2
j,d2
Here we used the fact that I1 ≈ [d12 , 2d1] which gives us
∫
(1 + b12
i)−1db1 ≈ 2−i.
Same thing for the integral with respect to b2. (25) gives us:
||B˜(u, v)||
X
0,− 1
2
j,d3
. (2jd3)
− 12 ||uˆ ∗ vˆ||L2 . 2 i2−jd−
1
2
3 ||u||
X
0, 1
2
i,d1
||v||
X
0, 1
2
j,d2
If we use the same approach, but use (19) instead, we obtain the estimate (22).
The use of (19) requires some restrictions on the range of parameters involved. In
our case this translates into d2, d3 ≤ 2i−2. This is fine, since if max (d2, d3) ≥ 2i−2,
then the estimate (21) is stronger, hence we do not have to deal with additional
cases.
subcase 1.2: d3 ≤ 2j−3
This estimate for this case can be deduced by duality from the estimate:
X
0, 12
i,d1
· X¯0, 12j,d3 → X¯
0,− 12
j,d2
⇔ X¯0, 12i,d1 ·X
0, 12
j,d3
→ X0,− 12j,d2
The proof of the last estimate is treated in Subcase 1.1 bellow.
subcase 1.3: d2, d3 ≥ 2j−2
In this case we use a much simpler argument. For reference we call this the
L1 ∗ L2 → L2 argument. It goes as follows:
||uˆ||L1 . 2
3
2 id
1
2
1 ||uˆ||L2 ≈ 2i||u||
X
0, 1
2
i,d1
Then we continue with:
||B˜(u, v)||
X
0,− 1
2
j,d3
≈ 2−j ||uˆ ∗ vˆ||L2(Aj,d3) .
2−j||uˆ||L1 · ||vˆ||L2 . 2i−2j ||u||
X
0, 1
2
j,d1
||v||
X
0, 1
2
j,d2
Notice that, since i ≤ j, the first estimate is stronger then the second, hence we
do not have anything else to prove.
Case 2: d1 ≥ 2i−2
We have to deal only with the case i ≥ j − 5. We get this estimate by duality
from:
X¯
0, 12
j,d3
·X0, 12j,d2 → X¯
0,− 12
i,d1
⇔ X0, 12j,d3 · X¯
0, 12
j,d2
→ X0,− 12i,d1
The last estimate is treated in the next group of estimates.
X¯
0,1
2
i,d1
·X
0,1
2
j,d2
→ X
0,−1
2
j,d3
Case 1: d1 ≤ 2i−3
subcase 1.1: d2 ≤ 2j−3
This case is totally similar to Subcase 1.1 in the first estimate because we have
all the necessary ingredients.
subcase 1.2: d3 ≤ 2j−3
This estimate for this case can be deduced by duality from the estimate:
X¯
0, 12
i,d1
· X¯0, 12j,d3 → X¯
0,− 12
j,d2
⇔ X0, 12i,d1 ·X
0, 12
j,d3
→ X0,− 12j,d2
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Last estimate was proved by itself in Subcase 1.1 in the first group of estimates.
subcase 1.3: d2, d3 ≥ 2j−2
Use the L1 ∗ L2 → L2 argument.
Case 2: d1 ≥ 2i−2
We work in the hypothesis i ≥ j − 5. By duality we get the estimate from
X¯
0, 12
j,d3
· X¯0, 12j,d2 → X
0,− 12
i,d1
This last estimate can be easily treated as if it were X¯
0, 12
j,d3
· X¯0, 12j,d2 → X¯
0,− 12
i,d1
, since
d1 ≥ 2i−2. The conjugate of this estimate has been treated before.
X
0,1
2
i,d1
· X¯
0,1
2
j,d2
→ X
0,−1
2
j,d3
If j−5 ≤ i ≤ j then the estimate is similar to the one in X¯0,
1
2
i,d1
·X
0,1
2
j,d2
→ X
0,−1
2
j,d3
.
If i ≤ j − 5, then we have the following cases:
Case 1: d2, d3 ≤ 2j−3
This is incompatible since functions in X¯
0, 12
i,d1
have their Fourier transform sup-
ported in a region with τ < 0 and functions in X
0,− 12
j,d3
have their Fourier transform
supported in a region with τ > 0; an easy computation shows that, by convolution,
the Fourier transform of a function in X
0, 12
i,d1
cannot move the first support to the
second one.
Case 2: min (d2, d3) ≥ 2j−3
subcase 2.1: d3 ≥ 22j−3 ≥ d2
This case can be treated the same way like X
0,1
2
i,d1
·X
0,1
2
j,d2
→ X
0,−1
2
j,d3
, just that
we use this time the estimate for fδPc1 ∗gδP¯c2 . Notice that the condition d3 ≥ 2j−3
implies that we have to deal only with the estimate (21), since it becomes stronger
than the estimate (22).
subcase 2.2: d2 ≥ 22j−3 ≥ d3
This case can be obtained by duality from X
0,1
2
i,d1
· X¯
0,1
2
j,d3
→ X
0,−1
2
j,d2
, which is
similar to the above estimate.
subcase 2.3: max (d2, d3) ≥ 22j−3
Use the L1 ∗ L2 → L2 argument.
High - High interactions with output at low frequencies
We have to deal with estimates of type X
0, 12
i,d1
· X0, 12j,d2 → X
0,− 12
k,d3
, for i = j − 1, j
and k ≤ j + 1. The estimate for the case i = j is generic, hence we will work only
this one out. In order to see easier the duality, we choose to replace k by i (this
new ”i” is different the the one before) and look for an estimate of type
X
0,1
2
j,d1
·X
0,1
2
j,d2
→ X
0,−1
2
i,d3
Conjugation and duality give us:
X
0, 12
i,d3
· X¯0, 12j,d2 → X
0,− 12
j,d1
⇒ X¯0, 12i,d3 ·X
0, 12
j,d2
→ X¯0,− 12j,d1 ⇒ X
0, 12
j,d1
·X0, 12j,d2 → X
0,− 12
i,d3
and this is enough to justify the estimate; with one exception though: i ≥ j − 5
and d3 ≥ 2i−2. This exception is treated in the next two cases.
Case 1: d1, d2 ≤ 2j−2
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The argument is similar to Subcases 1.1 in the previous estimates. Making use
of (18) we get:
||uˆ ∗ vˆ||L2 .
∫
I1
∫
I2
||uˆδP
b12
i
∗ vˆδP
b22
j
||L2db1db2 .∫
I1
∫
I2
2j||uˆ||L2(P
b12
j )||vˆ||L2(Pb22j )db1db2 . ||u||X0, 12
j,d1
||v||
X
0, 1
2
j,d2
Next
||B˜(u, v)||
X
0,− 1
2
i,d3
≈ (22j)− 12 ||B˜(u, v)||L2(Ai,d3) . 2−j||u||X0, 12
j,d1
||v||
X
0, 1
2
j,d2
where we use the fact that d3 ≥ 2i−2 ≥ 2j−7.
Case 2: max (d1, d2) ≥ 2j−2
This case is similar to Subcases 1.3 in the estimate X
0,1
2
i,d1
· X
0, 1
2
j,d2
→ X
0,−1
2
j,d3
and uses the trivial L1 ∗ L2 → L2 argument.
X
0,1
2
j,d1
· X¯
0,1
2
j,d2
→ X
0,−1
2
i,d3
In the same way as above, duality gives us the estimates as claimed in the
Theorem. With the same exception: i ≥ j − 5 and d3 ≥ 2i−2 ! The exception is
treated we proceed as in the Case 1 and Case 2 above.

4.3. Bilinear estimates in Xs,
1
2 involving decay.
The results in Proposition 3 indicate that we can not recover a full derivative
in the case when, see (21) and (22), d2 and d3 are small. We also do not have a
complete range of bilinear estimates, see the restriction d1 ≤ 2i−3 there. This is an
indication that we have to bring the additional decay structure in order to complete
the section.
Proposition 4. a) Assume i ≤ j − 5, d1 ≤ 2i−2 and d2, d3 ≤ 2i−5. Then we have
the following estimates:
(26) ||B(u, v)||
X
0,− 1
2
j,d3
. 22i||u||
DX
0, 1
2
i,d1
||v||
X
0, 1
2
j,d2
b) Assume i ≤ j − 5 and d1 ≥ 2i−2. Then we have the following estimates:
(27) ||B(u, v)||
X
0,− 1
2
j,d3
. 22i||u||
DX
0, 1
2
i,d1
||v||
X
0, 1
2
j,d2
The above estimates holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
c) Assume |i − j| ≤ 1, k ≤ j − 5 and d3 ≥ 2i−2. Then we have the following
estimates:
(28) ||B(u, v)||
X
0,− 1
2
k,d3
. 2k+j2
j−k
2 ||u||
DX
0, 1
2
i,d1
||v||
X
0, 1
2
j,d2
The above estimates holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
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Proof. a) It is enough to estimate 〈f ·g, h〉L2 = 〈fˆ ∗ gˆ, hˆ〉L2 for f ∈ DX0,
1
2
i,d1
, g ∈ X0, 12j,d2
and h ∈ (X0,− 12j,d3 )∗ = X¯
0, 12
j,d3
.
We define Θp = {η ∈ Ξ, |η| ≈ 2j : arg η ∈ [(p− 12 )2i−j pi2 , (p+ 12 )2i−j pi2 ]} and by
gp we denote the part of f whose Fourier transform is localized in Θp. The size of
gˆp in the angular direction is ≈ 2i, therefore the interactions fˆ ∗ gˆp is essentially
localized in Θp. Therefore we have:
〈f · g, h〉L2 =
∑
p
〈f · gp, hp〉L2
For each p, we define orthonormal basis x1p, x
2
p in R
2 by x1p = (cos (p2
i−j pi
2 ), sin (p2
i−j pi
2 ))
and x2p = (− sin (p2i−j pi2 ), cos (p2i−j pi2 )). We denote by ξ1p , ξ2p the corresponding ba-
sis on the Fourier side.
For each m ∈ Z we define the rectangles Rmp ⊂ R2 centered at (m12j ,m22i) with
respect to the basis (xp, yp) and of sizes 2j × 2i (xp × yp directions).
gˆp is supported in a ”curved” parallelepiped whose sizes are larger than the dual
sizes of Qmp × R; the size of its support in the direction of ξ1p is d2, hence we can
conclude: ∑
m
||gp||2L2yp,tL∞xp(Rmp ×R) . d2||gp||
2
L2
Similarly for hp,l (here it is key that it has the same angular localization):∑
m
||h¯p||2L2yp,tL∞xp(Rmp ×R) . d3||h¯p||
2
L2
This gives us an l1m(L
1
yp,tL
∞
xp(R
m
p ×R)) structure for gph¯p. Therefore we need to
estimate f in l∞m (L
∞
yp,tL
1
xp(R
m
p × R)).
Each Rmp can be written as R
m
p ⊂ ∪m¯:Qm¯i ∩Lki 6=∅Qm¯i . We can be more precise:
the line L generating Lki goes in the direction of x
p and we can restrict indexes m¯
in a set of cardinality ≈ 2j−i. Then we have:
||f ||L∞
yp,t
L1
xp
(Rmp ×R)
.
∑
m¯
||f ||L∞
yp,t
L1
xp
(Qm¯i ×R)
.
∑
m¯
∑
ξ
∑
k
||fξ,ξ2+k||L∞
yp,t
L1
xp
(Qm¯i ×R)
. 2i
∑
m¯
∑
ξ
∑
k
||fξ,ξ2+k||L∞(Qm¯i ×R) .
2i(23id1)
1
2
∑
m¯

∑
ξ
∑
k
||fξ,ξ2+k||2L∞(Qm¯i ×R)


1
2
Now we use (43) to obtain:
||f ||L∞
yp,t
L1
xp
(Rmp ×R)
. (23id1)
1
2 ||f ||DiL2 . 2i||f ||
DX
0, 1
2
i,d1
Hence we obtain the estimate:
|〈f · gp, hp〉L2 | . 2i||f ||
DX
0, 1
2
i,d1
d
1
2
2 ||gp||L2d
1
2
3 ||h¯p||L2
Summing wit respect to p we obtain:
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|〈f · g, h〉L2 | . 2i||f ||
DX
0, 1
2
i,d1
d
1
2
2 ||g||L2d
1
2
3 ||h¯||L2 ≈ 2i−j ||f ||
DX
0, 1
2
i,d1
||g||
X
0, 1
2
j,d2
||h||
X¯
0, 1
2
j,d3
This translates into:
||B˜(f, g)||
X
0, 1
2
j,d3
. 2i−j ||f ||
DX
0, 1
2
i,d1
||g||
X
0, 1
2
j,d2
The principle in (14) gives us (26).
One can easily see from the above argument that we can easily carry on the
same proof for the case when we deal with B(f¯ , g). As about B(f, g¯), this was
written just for the sake of completeness, since there is nothing to estimate there.
The supports of high frequencies A¯j,d2 and Aj,d3 are too far away to be linked via
the convolution with the low frequency since we are in the case i ≤ j − 5.
b) The proof for the case d1 ≥ 2i−2, d2, d3 ≤ 2j−2 is completely similar of the
previous one. We work with gξ,l instead of gξ,ξ2+k and use (46) instead of (43).
In the case d2 ≤ 2j−2 and d3 ≥ 2j−2 we estimate directly since it turns out that
no decay is needed. We use the L1 ∗ L2 → L2 argument:
||f · g||
X
0, 1
2
j,d3
≈ 2−j||fˆ ∗ gˆ||L2 . 2−j||fˆ ||L1 ||gˆ||L2 .
22i−j||fˆ ||L2 ||g||L2 . 2i−j ||f ||
X
0, 1
2
i,d1
||g||
X
0, 1
2
j,d2
This is the estimate for B˜ which implies the one for B, see (14).
In the case when d2 ≥ 2j−2 but d3 ≤ 2j−2 we can obtain the result via duality
from DX0, 12i,d1 · X¯
0, 12
j,d3
→ X¯0, 12j,d2 . This last estimate can be obtained via a similar
argument as the one above.
If d2, d3 ≥ 2j−2 then the estimate can be obtained via the L1∗L2 → L2 argument.
As we remark at the end of the proof of a), we can obtain easily the estimates
for B(u¯, v) and B(u, v¯).
c) We will get this result from the one in (26). It is enough to estimate 〈f ·g, h〉L2
for f ∈ X0, 12i,d1 , g ∈ X
0, 12
j,d2
and h ∈ (X0,− 12k,d3 )∗ = X¯
0, 12
k,d3
. Equivalently, we can estimate
〈h¯ · g, f¯〉L2 for h¯ ∈ X0,
1
2
k,d3
, g ∈ X0, 12j,d2 and f¯ ∈ X
0, 12
i,d1
. This can be treated the same
way as we did with (27), just that we do not have the D structure for f anymore.
A careful look at the complete argument for (26) shows that the lack of this
structure requires a factor of 2
j−k
2 to be added to the estimates. Other than that
the argument will be carried the same way as the one in part a), just that at the very
end there is an additional correction which should be made: the factor of 22k which
would have been obtained in part a) is replaced by 2k+j since we have gradients
on the two high frequencies and not one gradient on the low and one on the high
frequency as in part a). With these observation, we completed the argument for
(28).

We can put the results of Proposition 3 and 4 together to obtain:
Proposition 5. a)If i ≤ j, we have the following estimates:
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(29) ||B(u, v)||
X
0,− 1
2
j,d3
. 22i||u||
DiX
0, 1
2
i,d1
||v||
X
0, 1
2
j,d2
The above estimates holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
b) Assume |i− j| ≤ 1. Then we have the following estimates:
(30) ||B(u, v)||
X
0,− 1
2
k,d3
. 2
k+3j
2 ||u||
DiX
0, 1
2
i,d1
||v||
X
0, 1
2
j,d2
The above estimates holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
4.4. Abstract result.
Before we turn to completing the bilinear estimates by proving the conservation
of decay, we need to prepare some theoretical facts.
We fix λ positive. The arguments bellow are independent of the size of λ, hence,
later on, we have to freedom to apply the results we obtain for various values of λ.
Let (Qm)m∈Zn be a partition of R
n (physical space) in disjoint cubes of size λ.
We assume that Qm is centered at λm. Similarly, let (Rp)p∈Zn be a partition of R
n
(frequency space) in disjoint cubes of size λ−1. We assume that Rp is centered at
λ−1p.
Let χQm be a smooth approximation of the characteristic function of Q
m in the
following sense: χQm is a non-negative function essentially supported in Q
m such
that ||∂αχQm
∂xα
||L∞ . λ−|α|, ∀α ∈ Nn. We also want:∑
m
χQm(x) = 1 ∀x ∈ Rn
We say that χ˜Qm is a generalized characteristic function of Q
m if χ˜Qm is essen-
tially supported in Qm and ||∂αχ˜Qm
∂xα
||L∞ . λ−|α|, ∀α ∈ Nn. The simplest examples
of generalized characteristic functions of Qm are λ|α|
∂αχ˜Qm
∂xα
for any α ∈ Nn. A key
property of generalized functions is that:
(31) |χ˜Qm(x)| .
∑
e∈I
χQm+e(x)
where I = {v ∈ Zn : |vi| ≤ 1∀i = 1, .., n}.
In a similar way we define the system (χRp)p∈Zn ; there is only one difference:
||∂αχRp
∂ξα
||L∞ . λ|α|, ∀α ∈ Nn. And then we define a generalized characteristic func-
tion of Rp. This time the simplest examples of generalized characteristic functions
of Rp are λ−|α| ∂
αχ˜Rp
∂ξα
for any α ∈ Nn. These generalized characteristic functions
enjoy a similar property to (31).
It is important to make the following convention. While the systems (χQm)m∈Zn
and (χRp)p∈Zn are fixed, the generalized characteristic functions can be arbitrary.
Proposition 6. We have the following estimates:
(32) ||χ˜Qm(x)χ˜Rp(D)χ˜Qm′ (x)f ||L2 .
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CN 〈m−m′〉−N
∑
|α|+|β|=N
||χ˜αRp(D)χ˜βQm′ (x)f ||L2
(33)
∑
p
||χ˜Qm(x)χ˜Rp(D)f ||2L2 . CN
∑
m′
〈m−m′〉−N ||χQm′ (x)f ||2L2
(34) ||χ˜Rp(D)χ˜Qm(x)χ˜Rp′ (D)χQm′ (x)f ||L2 .
CN 〈m−m′〉−N 〈p− p′〉−N
∑
|α|+|β|≤2N
||χ˜αRp(D)χ˜βQm′ (x)f ||L2
where χ˜αRp is a generalized characteristic function of R
p which depends on χ˜Rp and
α and χ˜β
Qm
′ is a generalized characteristic function of Qm
′
which depends on χ˜Qm′
and β.
Remark. It is not important the exact expression of χ˜αRp or χ˜
β
Qm
′ since these
terms will be dealt via the estimate (31).
Proof. For (32) we need to estimate ||λ−|γ|(x − λm′)γ χ˜Rp(D)χ˜Qm′ (x)f ||L2 . We
start with the commutator identity:
λ−|γ|(x− λm′)γχ˜Rp(D)χ˜Qm′ (x)f =
∑
α+β=γ
λ−|α|
∂αχ˜Rp
∂ξα
λ−|β|(x− λm′)βχ˜Qm′ (x)f
Then we notice that χ˜β
Qm
′ = λ−|β|(x−λm′)βχ˜Qm′ is a generalized characteristic
function of Qm
′
and χ˜αRp = λ
−|α| ∂
αχ˜Rp
∂ξα
is a generalized characteristic function of
Rp. We denote by γi the vector in Nn whose i’th component is 1 and the rest are
0. For 〈m−m′〉 ≥ 2 we have:
||〈m−m′〉N χ˜Qm(x)χ˜Rp(D)χ˜Qm′ (x)f ||L2 .∑
i
||〈mi −m′i〉N χ˜Qm(x)χ˜Rp(D)χ˜Qm′ (x)f ||L2 .
∑
i
||λ−N (x− λm′)Nγi χ˜Rp(D)χ˜Qm′ (x)f ||L2 .
∑
i
∑
α+β=N
||χ˜αRp(D)χ˜βQm′ (x)f ||L2
In order to prove (33) proceed as follows:
∑
p
||χ˜Qm(x)χ˜Rp(D)f ||2L2 .
∑
p
(∑
m′
||χ˜Qm(x)χ˜Rp(D)χ˜Qm′ (x)f ||L2
)2
.
C2N
∑
p

∑
m′
〈m−m′〉−N
∑
|α|+|β|=N
||χ˜αRp(D)χ˜βQm′ (x)f ||L2


2
.
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CN
∑
m′
〈m−m′〉−N
∑
p
∑
|α|+|β|=N
||χ˜αRp(D)χ˜βQm′ (x)f ||2L2 .
CN
∑
m′
〈m−m′〉−N ||χQm′ (x)f ||2L2
In the last estimate we used twice (once in frequency and once in space) the
property (31).
The proof of (34) is a direct consequence of (32) and of its analogue:
||χ˜Rp(x)χ˜Qm(D)χ˜Rp′ (x)h||L2 . CN 〈p− p′〉−N
∑
|α|+|β|=N
||χ˜αQm(D)χ˜βRp′ (x)h||L2
The proof of this estimate is similar to the one we provided for (32). If we take
in this estimate h = χ˜Qm′ f , we obtain:
||χ˜Rp(x)χ˜Qm(D)χ˜Rp′ (x)χ˜Qm′ f ||L2 .
CN 〈p− p′〉−N
∑
|α|+|β|=N
||χ˜αQm(D)χ˜βRp′ (x)χ˜Qm′ f ||L2
Then we apply (32) for each of the terms ||χ˜αQm(D)χ˜βRp′ (x)χ˜Qm′ f ||L2 and con-
clude with the claim in (34).

4.5. Conservation of decay in bilinear estimates.
We want to warn the reader that this section would be extremely long and tedious
if we were to carry out all the computations. This is why will just indicate the main
ideas. In principle things should be simple. In the bilinear estimates we used the D
property only on the low frequency, hence the result should inherit the D property
from the high frequency. Which looks reasonable if the interaction is localized at
the high frequency too. In the case of high-high to low frequency, there is enough
room to transform the D structure at high frequency into one at low frequency.
The section is dedicated to proving the following result:
Proposition 7. a) If i ≤ j, we have the following estimates:
(35) ||B(u, v)||
DjX
0,− 1
2
j,d3
. 22i||u||
DiX
0, 1
2
i,d1
||v||
DjX
0, 1
2
j,d2
The above estimates holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
b) If |i− j| ≤ 1, we have the following estimates:
(36) ||B(u, v)||
DkX
0,− 1
2
k,d3
. 2
k+3j
2 ||u||
DiX
0, 1
2
i,d1
||v||
DjX
0, 1
2
j,d2
The above estimates holds true if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
To simplify the exposition, we choose the work with B(u, v) = ∇u·∇v throughout
the proof. This does not restrict in any way the generality of the argument.
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Proof of Theorem 7. a) We estimated ||B(u, v)||
X
0, 1
2
j,d3
for u ∈ DiX0,
1
2 ,1
i and v ∈
X
0, 12
j,d2
, see (29). Given now the fact that v ∈ DjX0,
1
2
j,d2
we want to estimate ||B(u, v)||
DjX
0, 1
2
j,d3
.
One has to start with an estimate for χQmj B(u, v)j,d3 and try to commute χQmj
all the way next to v. This will be done in two steps: first commute χQm
j
with
the localization ϕj,d3 and second with the ∇. We do intend to heavily rely on
the computations performed in the previous section. On the physical side, we deal
with the system Qmj , while on the frequency side we deal with Aj,d3 which has a
τ component too and has sizes greater than the dual ones, namely 2−j, in the ξ
directions.
In the same spirit with (32) we can prove:
(37) ||χQmj hj,d3 ||L2 .
∑
m′
CN 〈m−m′〉−N
∑
|α|+|β|
||ϕ˜αj,d3(D)χ˜βQm′j h||L2
Here ϕ˜αj,d3 are a generalized characteristic functions of the set Aj,d3 in the fol-
lowing sense: ϕ˜αj,d3 is supported in Aj,d3 and ||ϕ˜αj,d3 ||L∞ ≤ Cα.
Matters are reduced to deal with χ˜Qmj B(u, v) for an arbitrary generalized char-
acteristic function of χ˜Qm
j
. An exact calculus gives us:
χ˜Qmj ∇v = ∇(χ˜Qmj v)−∇(χ˜Qmj )v
We observe that it is enough to deal with the term ∇u∇(χ˜Qmj v). If we succeed
to obtain the right estimates and then be able to sum them with respect to m
(over the above mentioned domain), then we will definitely be able to treat the
term ∇u · ∇(χ˜Qmj )v for the following reasons: there is no ∇ on v and in addition
||∇χ˜Qmj )||L∞ ≤ 2−j, so we are better off with a factor of 2−2j.
The main problem we encounter in dealing with B(u, χ˜Qmj v) is that χ˜Qmj is not
localized anymore in Aj,d2 as v does, which means we cannot apply directly the
bilinear estimates derived before. On the other hand χ˜Qm
j
v is highly localized in
Aj,d2 in the following sense:
(38) ||χ˜Qmj v||L2k,d . CP 2
−|k−j|P max (
d2
d
,
d
d2
)
−P∑
m′
〈m−m′〉−P ||χ
Qm
′
j
v||L2
We go ahead with the rest of the argument and leave the proof of this estimate
for the end of the section. If we take P ≥ 3, use the fact that ϕ˜αj,d3 is supported in
Aj,d3 and ||ϕ˜αj,d3 ||L∞ ≤ Cα and use the bilinear estimates (29) we can obtain:
(2jd3)
1
2 ||ϕ˜αj,d3(D)B(u, χ˜βQmj v)||L2 .
∑
k,d
||B(u, χ˜βQmj v)k,d)||X0, 12
j,d3
.
C22i||u||
DiX
0, 1
2
i,d1
(2jd2)
1
2
∑
m′
〈m−m′〉−P ||χ
Qm
′
j
v||L2
Now we can bring also the estimate in (37) and, if N,P ≥ 3, we obtain:
∑
m:Qmj ∩L
k
j 6=∅
(2jd3)
1
2 ||χQm
i
B(u, v)j,d3 ||L2 .
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C22i||u||
DiX
0, 1
2
i,d1
∑
m:Qmj ∩L
k
j 6=∅
∑
m′
∑
m′′
(2jd2)
1
2 〈m−m′〉−N 〈m′ −m′′〉−P ||χ
Qm
′′
j
v||L2 .
C22i||u||
DiX
0, 1
2
i,d1
(2jd2)
1
2 sup
k′
∑
m′′:Qm
′′
j ∩L
k′
j 6=∅
||χQm′′j v||L2 . C2
2i||u||
DiX
0, 1
2
i,d1
||v||
DjX
0, 1
2
j,d2
Taking a supp with respect to all Lkj in the aboves inequality gives us the claim
in (35).
We owe the proof of (38). For simplicity let us assume that k = j and that
d, d2 ≤ 2j−2. One can easily reproduce the argument we provide bellow for the
general case. We have:
||χ˜Qm
j
v||2L2
k,d
≈
∑
ξ
∑
k
||ϕξ,ξ2+k(D)χ˜Qmj v||2L2 .
∑
ξ
∑
k

∑
ξ¯
∑
k¯
∑
m′
||ϕξ,ξ2+k(D)χ˜Qmj ϕξ¯,ξ¯2+k¯(D)(χQm′j v)||L2


2
At this time we can invoke the result in (34) in the following context: Qmj is
the system of cubes in the physical space of size 2i and Akξ = {(η, τ) : |η − ξ| ≤
2−i+1, |τ − ξ2 − k| ≤ 12} is the system of rectangles in the frequency space of size
2−i × 2−i × 1. Since χ˜Qmj is independent on t, we can ignore the τ component and
then we are in the setup of the result in (34), therefore:
||ϕξ,ξ2+k(D)χ˜Qmj ϕξ¯,ξ¯2+k¯(D)χQm′j v||L2 .
〈2j(ξ − ξ¯)〉−P 〈ξ2 + k − ξ¯2 − k¯〉−P 〈m−m′〉−P
∑
|α|+|β|≤2P
||ϕ˜α
ξ¯,ξ¯2+k¯(D)χ˜
β
Qm
′
j
v||L2
The term 〈ξ2+k−ξ¯2−k¯〉−P cannot be justified via (34); instead we make a simple
remark: if 〈ξ2+k−ξ¯2−k¯〉 ≥ 2, then the actual term ϕξ,ξ2+k(D)χ˜Qmj ϕξ¯,ξ¯2+k¯(D)χQm′j v
equals 0 since the multiplication with ˜χQmj does not change the τ component of the
support on the Fourier side. Then we can continue with:
||χ˜Qm
j
v||2L2
j,d
.
∑
ξ
∑
k
∑
ξ¯
∑
k¯
∑
m′
〈2j(ξ − ξ¯)〉−P 〈ξ2 + k − ξ¯2 − k¯〉−P 〈m−m′〉−P ·
∑
|α|+|β|≤2P
||ϕ˜α
ξ¯,ξ¯2+k¯(D)χ˜
β
Qm
′
j
v||2L2 .
max (
d2
d
,
d
d2
)
−P ∑
|α|+|β|≤2P
∑
ξ¯
∑
k¯
∑
m′
〈m−m′〉−P ||ϕ˜α
ξ¯,ξ¯2+k¯(D)χ˜
β
Qm
′
j
v||2L2 .
max (
d2
d
,
d
d2
)
−P∑
m′
〈m−m′〉−P ||χ˜β
Qm
′
j
v||2L2
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b) We estimated ||B(u, v)||
X
0, 1
2
k,d3
for u ∈ X0, 12 ,1i and v ∈ X
0, 12
j,d2
, where |i −
j| ≤ 1, see (30). Given now the fact that v ∈ DjX0,
1
2
j,d2
we want to estimate
||B(u, v)||
DkX
0, 1
2
k,d3
. A straightforward computation gives us that:
||h||DkL2 . 2
j−k
2 ||h||DjL2
This has to do with the fact that in a cube Qmj we fit ≈ 2j−k cubes Qm
′
k on a
straight line. Hence we can go ahead and estimate ||B(u, v)||
DjX
0, 1
2
k,d3
and bring the
correction of 2
j−k
2 at the end. Once we are in this setup we can reproduce the same
argument as in part a), since v comes with a Dj structure.

4.6. Bilinear estimates on frequency dyadic regions.
In the end we want to obtain bilinear estimates on dyadic regions with respect
to the frequency only.
Proof of Theorem 6. a) We deal first with the case when the outcome is localized
at high frequency. We fix d3 and making use of (35) we estimate
||B(u, v)||
DjX
0,− 1
2
j,d3
.
∑
d1,d2
||B(u·,d1 , v·,d2)||
DjX
0,− 1
2
j,d3
.
22i
∑
d1,d2
||u·,d1 ||
DiX
0, 1
2
i,d1
||v·,d2 ||
DjX
0, 1
2
j,d2
. 22i||u||
DiX
0, 1
2
,1
i
||v||
DjX
0, 1
2
,1
j
Summing up with d3 and passing to general s gives us (16).
In the case when |i − j| ≤ 1 and k ≤ j − 5, we estimate in the same way, this
time making use of (36), to obtain (17).
b) We decompose
v·,≥2−i =
∑
2−i≤d′≤2i
v·,d′ +
∑
d2≥2i+1
v·,d2
and notice that uˆ∗∑2−i≤d′≤2i vˆ·,d′ is essentially localized at distance less than 2i
from P while uˆ∗ vˆ·,d2 is localized essentially at distance d2 from P for any d2 ≥ 2i+1.
This happens because uˆ is localized at frequency 2i.
We fix d3 ≥ 2−i and as in part a) we estimate:
||B(u,
∑
2−i≤d′≤2i
v·,d′)||
X
0,− 1
2
j,d3
. 22i||u||
X
0, 1
2
,1
i
||
∑
2−i≤d′≤2i
v·,d′ ||
X
0, 1
2
,1
j
In a similar manner we can conclude that for any d2 ≥ 2i we obtain:
||B(u, v·,d2)||
X
0,− 1
2
j,d2
. 22i||u||
X
0, 1
2
,1
i
||v·,d2 ||
X
0, 1
2
,1
j
Taking into account the above observation above the localization of the interac-
tions, we sum up with respect to d3, for 2
−i ≤ d3 ≤ 2i and then with respect to
d2 ≥ 2i, to obtain:
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||B(u, v)||
X
0,− 1
2
,1
j,≤2−i
. 22ii||u||
X
0, 1
2
,1
i
||v||
X
0, 1
2
,1
j,≤2−i
Passing to general s gives us (17).

5. Bilinear estimates involving the Y spaces
In the previous section we have just seen that the theory of bilinear estimates
cannot be completely closed in the Xs,
1
2 ,1 spaces. This is the reason for introducing
a more refined structure to measure our solutions, namely the wave-packet one. We
concluded that the interactions causing problems in the Xs,
1
2 ,1 theory are the low-
high ones. This is why we need to complete Theorem 6 with a result for this
particular case.
Theorem 7. Assume we have 5i ≤ j. We have the bilinear estimates:
(39) ||B(u, v)||DW s
j
. i2(2−s)i||u||DZs
i
||v||DZs
j
The estimate remains valid if B(u, v) is replaced by B(u¯, v) or B(u, v¯).
In what follows we make few important remarks for the rest of this section. The
first one comes from the hypothesis of our theorem.
Remark 1. We work under the hypothesis that 5i ≤ j.
The result in (17) shows that it is fine to use the Xs,
1
2 ,1 structure to measure the
low frequency and part of the high frequency (both input and output) at distance
greater than 2−i from P . Thus we shall obtain estimates for:
(40) X
0, 12 ,1
i · Yj,≤2−i → Yj,≤2−i + X
0, 12 ,1
j,≥2−i ; X
0, 12 ,1
i ·X
0, 12 ,1
j,≥2−i → Yj,≤2−i
We also need the corresponding estimates when we involve conjugates of these
spaces. The condition 5i ≤ j implies that the the low frequency does not see the
curvature of the parabola at the high frequency, in other words the parabola at
high frequency is flat in these interactions. This is why the estimates for B(u¯i, vj)
are similar to the ones for B(ui, vj).
If we have to deal with B(ui, v¯j), a simple geometric argument shows that the
interaction is localized at high frequency and in a region with τ ≤ 0. This makes
these estimates weaker than the ones in (40).
Remark 2. Once we get one of the estimates in (40), we trivially get the corre-
sponding ones with conjugate spaces.
We have to involve and recover decay in these estimates. We prove:
||B(u, v)||RW sj . i
3
2 2(1−s)i||u||RDZsi ||v||RZsj
and the similar ones. In the end we obtain the estimates with decay on all terms
by a similar argument as in section 4.5.
Remark 3. We first prove the estimates without involving decay on the bilinear
term and on the high frequency. But we do involve decay on the low frequency.
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These being said, we can start the preparations for this section.
5.1. Basic estimates.
This section is concerned with providing results of type Y ·DL2 → Y, Y ·DL2 →
L2 and L2 · DL2 → Y.
Lemma 1. Let g ∈ L2 such that gˆ is supported in a tube of size 2−i× 2−i× 1. We
have the estimate:
(41)
∑
m
||g||2
L∞(Qm,li )
. 2−2i||g||2L2
Proof. The support of gˆ is a tube with volume 2−2i therefore we have:
||g||
L∞(Qm,li ))
. 2−i
∑
(m′,l′)∈Z3
CN 〈(m, l)− (m′, l′)〉−N ||g||L2(Qm′,l′i )
If we chose N ≥ 4, then we use Cauchy-Schwartz and get:
||g||2
L∞(Qm,li ))
. 2−2i
∑
(m′,l′)∈Z3
C2N 〈(m, l)− (m′, l′)〉−N ||g||2L2(Qm′,l′i )
We can perform the summation with respect to (m, l):
∑
(m,l)
||g||2
L∞(Qm,li ))
. 2−2i
∑
m,l
∑
m′,l′
〈(m, l)− (m′, l′)〉−N ||g||2
L2(Qm
′,l′
i )
. 2−2i||g||2L2
In the last line we use again the fact that if N ≥ 4, then we have:
∑
m,l
〈(m, l)− (m′, l′)〉−N . 1
This is enough to justify the claim.

Lemma 2. Let gˆ be supported in Ai,d where d ≤ 2i−2. For any p ∈ Z we have:
(42)
∑
ξ
2i+1d∑
k=2i−1d
||χQm
i
gξ,ξ2+k||2L∞ . CN2−i
∑
m′
〈m−m′〉−N ||χ
Qm
′
i
g||2L2
(43)
∑
m:Qmi ∩L
p
i 6=∅

∑
ξ
2i+1d∑
k=2i−1d
||χQm
i
gξ,ξ2+k||2L∞


1
2
. 2−i||g||DiL2
Proof. The support of gˆξ,ξ2+k is 2
−i × 2−i × 1, hence:
||χQm
i
gξ,ξ2+k||L∞ . CN2−i
∑
m′
〈m−m′〉−N ||χ
Qm
′
i
gξ,ξ2+k||L2
Then, (42) amounts to proving:
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(44)
∑
ξ
∑
k
||χQmi gξ,ξ2+k||2L2 . CN
∑
m′
〈m−m′〉−N ||χ
Qm
′
i
g||L2
For fixed ξ we have the obvious:
∑
k
||χQmi gξ,ξ2+k||2L2 ≈ ||χQmi
∑
k
gξ,ξ2+k||2L2
since χQm
i
is a cut in the x space while (ϕξ,ξ2+k)k is a cut in the τ direction. Hence
it is enough to prove (44) in the particular case d = 2−i(i.e. k = 0):
∑
ξ
||χQmi gξ,ξ2 ||2L2 . CN
∑
m′
〈m−m′〉−N ||χ
Qm
′
i
g||L2
We can write:
χQmi gξ,ξ2 = χQmi (
∑
m′
χQm′i
g)ξ,ξ2
Invoking the results (and notations) from section 4.4, see also the adjustments
in section 4.5, we claim:
(45) ||χQmi (χQm′i g)ξ,ξ2 ||L2 . CN 〈m−m
′〉−N
∑
|α|+|β|≤N
||ϕ˜αξ,ξ2(D)χ˜βQm′i g)||L2
Then we sum with respect to m′ and use Cauchy-Schwartz to obtain:
||χQmi gξ,ξ2 ||2L2 . CN 〈m−m′〉−N
∑
|α|+|β|≤N
||ϕ˜αξ,ξ2(D)χ˜βQm′i g)||
2
L2
Recalling (31), both in space and frequency, we continue with:
∑
ξ
||χQm
i
gξ,ξ2 ||2L2 . CN 〈m−m′〉−N
∑
|α|+|β|≤N
∑
ξ
||ϕ˜αξ,ξ2(D)χ˜βQm′i g)||
2
L2 .
CN 〈m−m′〉−N
∑
α
||χQm′i g||
2
L2
Passing from (42) to (43) is a matter of algebraic computations.

In a similar way we can prove the following result:
Lemma 3. If gˆ is supported in Ai,d for d ≥ 2i−2, then for any p ∈ Z:
(46)
∑
m:Qmi ∩L
p
i 6=∅

∑
ξ
22i+2∑
l=22i−2d
||χQm
i
gξ,l||2L∞


1
2
. 2−i||g||DiL2
For each α ∈ Z2 we define Aα = {m ∈ Z2 : m1 ∈ [2j(2α − 1), 2j(2α+ 1)],m2 ∈
[2i(2α− 1), 2i(2α+ 1)]}. We have the following result:
30 IOAN BEJENARU
Lemma 4. The families (Tm,lη )m∈Aα and (T
m,l
η+ξ)m∈Aβ contain disjoint tubes unless
|α− β| = max(|α1 − β1|, |α2 − β2|) ≤ 2; in other words if Tm,lη+ξ ∩ Tm
′,l
η+ξ 6= ∅, where
m ∈ Aα and m′ ∈ Aβ, then |α− β| ≤ 2.
Proof. It is enough to prove the result in the case l = 0. Let us assume that there
is (x, t) ∈ Tm,0η+ξ ∩ Tm
′,0
η+ξ , where m ∈ Aα and m′ ∈ Aβ . Then:
||x−m+ tη|| ≤
√
2 and |x−m′ + t(ξ + η)| ≤
√
2
which implies ||m−m′ + tξ|| ≤ 2√2. Recalling that t ∈ [0, 1], ||ξ|| ≈ 2i, i < j and
the definition of Aα, Aβ we obtain the claim.

Lemma 5. For each m,m′ there is essentially only one m′′ such that Qm,li ∩Tm
′,l
η ∩
T
m′′,l
η+ξ 6= ∅; more precisely, there are at most 5 m′′’s with this property.
Proof. The underlying idea is that the intersection Tm
′,l
η ∩ Tm
′′,l
η+ξ is a subtube of
sizes 2j−i in the long direction and 2j−i ≥ 2i, the later being the size of the cube
Q
m,l
i . One can formalize an explicit proof.

For each α, we define by Bα = {m : Qm,li ∩Tm
′,l
η 6= ∅ for m′ ∈ Aα}. Notice that
the family of tubes (Tm
′,l
η )m′∈Aα fill up a parallelepiped of sizes 2
j+1 × 2i+1 × 1
(last one in the t direction) and the longest side is in the direction of η. Hence if
L is the line in R2 passing through the origin in the direction of η, then there is a
k ∈ Z such that:
(47) Bα ⊂ {m : Qmi ∩ (Lk−1i ∪ Lki ∪ Lk+1i ) 6= ∅}
We conclude with the main result of this section.
Lemma 6. We have the estimate:
(48) ||f · g||L2 . 2−
i+j
2 ||f ||Yj ||g||L2
Proof. For m′ ∈ Aα, we have:
||f · g||2
L2(Tm
′,l
η )
.
∑
m∈Bα
||f · g||2
L2(Qm,li ∩T
m′,l
η )
.
2i−j
∑
m∈Bα
||f ||2
L∞t L
2
x(T
m′,l
η )
||g||2
L∞(Qm,li )
.
2i−j||f ||2
L∞t L
2
x(T
m′,l
η )
∑
m∈Bα
||g||2
L∞(Qm,li )
. 2−i−j ||f ||2
L∞t L
2
x(T
m′,l
η )
||g||2L2
In the last line we have used the result in (41). We sum the above estimate with
respect to (m, l) over Z3 to obtain (48).

The next Lemma is a geometrical one. We work with f = fη,≤2−i and g = gξ0,l,
ξ0 ∈ Ξi, l ∈ Z where |η| ≈ 2j and |(ξ0, l)| ≈ 2i.
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Lemma 7. Assume d ≥ 2−i. If gˆ ∗ fˆ is supported in a region where |τ − ξ2| ≤ d
then | cosα| ≤ |ξ0|−1d, where α is the angle between ξ0 and η.
Proof. fˆ is supported in a region where |τ2 − η2| ≤ 2−i|η|, while gˆ is supported in
a region where |ξ − ξ0| ≤ 2−i and |τ1 − l| ≤ 12 . A generic point in the support of
fˆ ∗ gˆ is of type (ξ1 + ξ2, τ1 + τ2) where (ξ1, τ1) is in the support of gˆ and (ξ2, τ2) is
in the support of fˆ . We want this point to satisfy |τ1 + τ2 − (ξ1 + ξ2)2| ≤ d.
We have |τ1 − ξ21 | ≤ 22i ≤ 2j−i, ∆|ξ1| ≈ 2−i, ∆|η| ≈ 1, therefore the condition is
equivalent to |2η · ξ0| ≤ 2jd. This implies the conclusion of the Lemma.

Lemma 8. For fixed ξ and k, the interactions gˆξ,ξ2+k∗fˆη,≤2−i have disjoint supports
with respect to η; same is true for gˆξ,l ∗ fη,≤2−i .
Proof. The sizes of the support of gˆξ,ξ2+k are 2
−i× 2−i× 1. The support of vˆη,≤2−i
is a parallelepiped of sizes 2−i× 1× 2j whose longest side is tangent to P . The key
property is that we can translate the support of uˆξ,≤2−i so that it is included in
the support of vˆη,≤2−i (by simply translating the center of the first to the center of
the second). Therefore the support of vˆη,≤2−i ∗ uˆξ,≤2−i is a translate of the support
of vˆη,≤2−i by the vector (ξ, ξ
2). Therefore if we keep ξ and k fixed and take η 6= η′
both in Aξ, then the supports of vˆη,≤2−i ∗ uˆξ,≤2−i and vˆη′,≤2−i ∗ uˆξ,≤2−i are disjoint.

5.2. Estimates: DX
0,1
2
,1
i · Yj,≤2−i → Yj,≤2−i.
The main result of this section is the following:
Proposition 8. We have the estimate:
(49) ||vj,≤2−i · ui||Yj,≤2−i . 2i−j||vj,≤2−i ||Yj · ||ui||DX0, 12 ,1
This result is a direct consequence of the following estimates:
(50) ||fj,≤2−i · gi,≤2i−2 ||Yj,≤2−i . 2i−j||fj,≤2−i ||Yj · ||gi,≤2i−2 ||DX0, 12 ,1
(51) ||fj,≤2−i · gi,≥2i−2 ||Yj,≤2−i . 2i−j||fj,≤2−i ||Yj · ||gi,≥2i−2 ||DX0, 12 ,1
(52) ||fj,≤2−i · gi||Yj,≤2−i . 2i−j||fj,≤2−i ||Yj · ||gi||DX0, 12 ,1
(53) ||fj,≤2−i · gi||DYj,≤2−i . 2i−j||fj,≤2−i ||DYj · ||gi||DX0, 12 ,1
Proof. Throughout this section we use the following decompositions:
(54) fj,≤2−i =
∑
η∈Ξ
fη,≤2−i
(55) gi = gi,≤2i−2 + gi,≥2i−2 =
∑
k
∑
ξ∈Ξi
gξ,ξ2±k +
∑
ξ∈Ξi
∑
l∈Iξ
gξ,l
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For more details about the decomposition in (55), see (12) and (13). We do not
want to bother about carrying the ± in gξ,ξ2±k in all computations. We choose to
work only with the gξ,ξ2+k (k will be positive) and completing the argument for
both choices of sign is a trivial matter.
We prove first (50). We make use of the decompositions in (54) and (55). We
define Θp = {η ∈ Ξ, |η| ≈ 2j : arg η ∈ [(p − 12 )2i−j pi2 , (p + 12 )2i−j pi2 ]}. The size
of
∑
η∈Θp
fˆη,≤2−i in the angular direction is ≈ 2i, therefore the interactions gˆi ∗∑
η∈Θp
fˆη,≤2−i have disjoint support with respect to p. As a consequence:
(56) ||Sj,≤2−i(gi · fj,≤2−i)||2Y ≈
∑
p
||Sj,≤2−i(gi ·
∑
η∈Θp
fη,≤2−i)||2Y
We decompose:
Sj,≤2−i(gi,≤2i−2 ·
∑
η∈Θp
fη,≤2−i) = Sj,≤2−i

 ∑
d≤2i−2
∑
ξ
2i+1d∑
k=2i−1d
gξ,ξ2+k



∑
η∈Θp
fη,≤2−i


From Lemma 8 we know that gξ,ξ2+k ·fη,≤2−i is supported in Aj,≤2−i iff | cosα| ≤
2−2i, where α is the angle between ξ and η. The angle between any two η’s in Θp is
at most 2i−j ≤ 2−2i and the angle between any two ξ’s in Ξi is either at least 2−2i or
the same. Therefore all ξ′s involved in the above summation have the same angular
localization; we just keep this in mind and not formalize it. What is important is
that we sum over a set containing ≈ 22i ξ’s. We continue with:
Sj,≤2−i

∑
ξ
∑
k
gξ,ξ2+k



∑
η∈Θp
fη,≤2−i

 =
∑
k
∑
ξ
∑
η∈Θp
(gξ,ξ2+k · fη,≤2−i)ξ+η,≤2−i =
∑
α
∑
l
∑
m∈Bα
∑
m′∈Aα
∑
k
∑
ξ
∑
η∈Θp
(χQmi gξ,ξ2+k · χTm′,lη fη,≤2−i)ξ+η,≤2−i
For fixed α and l,
∑
m∈Bα χTm
′,l
η
fη,≤2−i is essentially supported (in the physical
space) in a parallelepiped of sizes 2i × 2j × 1 which is independent of η ∈ Θp. The
position of this parallelepiped is function of α and l. Hence we have:
(57) ||Sj,≤2−i

∑
ξ
∑
k
gξ,ξ2+k



∑
η∈Θp
fη,≤2−i

 ||2Y ≈
∑
α
∑
l
||
∑
m∈Bα
∑
m′∈Aα
∑
k
∑
ξ
∑
η∈Θp
(χQm
i
gξ,ξ2+k · χTm′,lη fη,≤2−i)ξ+η,≤2−i ||
2
Y
We fix α, l and m ∈ Bα. Without losing the generality of the argument, we
choose l = 0. We fix ξ and k ∈ [2i−1d, 2i+1d]. We also want to drop the nota-
tion relocalization (·)η+ξ,≤2−i and we can do that by making the convention that
χgξ,ξ2+k · χfη has to be measured in Yη+ξ.
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We continue with:
||
∑
m′∈Aα
∑
η
χQmi gξ,ξ2+k · χTm′,0η fη,≤2−i ||
2
Y ≈
∑
m′∈Aα
∑
η∈Θp
∑
m′′
||χQm
i
gξ,ξ2+k · χTm′,0η fη,≤2−i ||
2
L1tL
2
x(T
m′′,0
η+ξ )
For fixed m′, let m′′ be such that Qmi ∩ Tm
′,0
η ∩ Tm
′′,0
η+ξ 6= ∅. The size of this
intersection in the direction of t is ≈ 2i−j , therefore we can estimate:
||χQmi gξ,ξ2+k · χTm′,0η f ||L1tL2x(Tm′′,0η+ξ ) . 2
i−j ||χQmi gξ,ξ2+k · χTm′,0η fη,≤2−i ||L∞t L2x .
2i−j ||χQm
i
gξ,ξ2+k||L∞ ||χTm′,0η fη,≤2−i ||L∞t L2x
Taking into account the result of Lemma 5 we can perform the l2m′ summation
and obtain:
||χQmi gξ,ξ2+k ·
∑
m′∈Aα
χ
T
m′,0
η
fη,≤2−i ||Yξ+η .
2i−j ||χQmi gξ,ξ2+k||L∞ ||
∑
m′∈Aα
χ
T
m′,0
η
fη,≤2−i ||Yη
Next we can perform the l2η summation to obtain:
||χQm
i
gξ,ξ2+k ·
∑
η∈Θp
∑
m′∈Aα
χ
T
m′,0
η
fη,≤2−i ||Yξ+η .
2i−j ||χQm
i
gξ,ξ2+k||L∞

∑
η∈Θp
||
∑
m′∈Aα
χ
T
m′,0
η
fη,≤2−i ||2Yη


1
2
We fix d ∈ Ii and perform the summation with respect to ξ and k ∈ [2i−1d, 2i+1d]:
||
∑
ξ
∑
k
χQmi gξ,ξ2+k ·
∑
η∈Θp
∑
m′∈Aα
χ
T
m′,0
η
fη,≤2−i ||Yξ+η .
2i−j2i(2id)
1
2

∑
ξ
∑
k
||χQmi gξ,ξ2+k||2L∞


1
2

∑
η∈Θp
||
∑
m′∈Aα
χ
T
m′,0
η
fη,≤2−i ||2Yη


1
2
We sum up with respect to m ∈ Bα:
||
∑
m∈Bα
∑
ξ
∑
k
χQm
i
gξ,ξ2+k ·
∑
η∈Θp
∑
m′∈Aα
χ
T
m′,0
η
fη,≤2−i ||Yξ+η .
2i−j2i(2id)
1
2
∑
m∈Bα

∑
ξ
∑
k
||χQmi gξ,ξ2+k||2L∞


1
2

∑
η∈Θp
||
∑
m′∈Aα
χ
T
m′,0
η
fη,≤2−i ||2Yη


1
2
.
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2i−j ||gi,d||
DX0,
1
2

∑
η∈Θp
||
∑
m′∈Aα
χ
T
m′,0
η
fη,≤2−i ||2Yη


1
2
In the last inequality we have used (43). We sum with respect to d:
||
∑
m∈Bα
∑
ξ
∑
k
χQmi gξ,ξ2+k ·
∑
η∈Θp
∑
m′∈Aα
χ
T
m′,0
η
fη,≤2−i ||Yξ+η .
2i−j ||gi,≤2i−2 ||DX0, 12 ,1

∑
η∈Θp
||
∑
m′∈Aα
χ
T
m′,0
η
fη,≤2−i ||2Yη


1
2
Now we make use of (57) and sum up with respect to α and l to obtain:
||Sj,≤2−i

∑
ξ
∑
k
gξ,ξ2+k



∑
η∈Θp
fη,≤2−i

 ||2Y .
2i−j ||gi,≤2i−2 ||DX0, 12 ,1

∑
η∈Θp
||fη,≤2−i ||2Yη


1
2
In the end we use (56) to perform the summation with respect to p and obtain
the claim in (50).
The argument for (51) is carried on in the same fashion. We have the estimate
(46) to replace (43) in this case.
(52) is the sum of (50) and (51).
(53) is the sum of the variants of (50) and (51) with decay. We sketch the proof
for:
(58) ||vj,≤2−i · ui,≤2i−2 ||DYj,≤2−i . 2i−j||vj,≤2−i ||DYj · ||ui,≤2i−2 ||DX0, 12 ,1
We follow the steps in the proof of (50). For fixed m˜ we decompose:
χQm˜j Sj,≤2
−i

∑
ξ
∑
k
gξ,ξ2+k



∑
η∈Θp
fη,≤2−i

 =
∑
α
∑
l
∑
m∈Bα
∑
m′∈Aα
∑
k
∑
ξ
∑
η∈Θp
χQm
i
gξ,ξ2+k · χTm′,lη χQm˜j fη,≤2−i
Then we continue the exact same argument, just that we always replace fη,≤2−i
by χQm˜j fη,≤2−i . We end up with:
∑
η
||χQm˜j (gi,≤2i−2 ·fj,≤2−i)η,≤2−i ||
2
Yη . 2
i−j ||gi,≤2i−2 ||DX0, 12 ,1
(∑
η
||χQm˜j fη,≤2−i ||
2
Yη
) 1
2
Summing over the set of m˜ with the property Qjm˜ ∩Lki 6= ∅, and then taking the
suppremum with respect to k and L gives us (58).

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5.3. Estimates: X
0,1
2
,1
i · Yj,≤2−i → X
0,1
2
,1
j,≥2−i
.
The main estimate in this section is the following:
Proposition 9. We have the estimate
(59) ||vj,≤2−i · ui||
X
0,− 1
2
j,≥2−i
. 2i−ji
1
2 ||vj,≤2−i ||Yj · ||ui||X0, 12 ,1
The proof of this result is split again into two parts. We claim:
(60) ||vj,≤2−i · ui,≤2i−2 ||
X
0,− 1
2
j,≥2−i
. 2i−ji
1
2 ||vj,≤2−i ||Yj · ||ui,≤2i−2 ||X0, 12 ,1
(61) ||vj,≤2−i · ui,≥2i−2 ||
X
0,− 1
2
j,≥2−i
. 2i−ji
1
2 ||vj,≤2−i ||Yj · ||ui,≥2i−2 ||L2
Proof. We decompose vj,≤2−i as in (54) and ui,≤2i−2 as in (55). We know from
previous section that:
(62) ||gi,≤2i−2 · fj,≤2−i ||2
X
0, 1
2
,1
j,≥2−i
≈
∑
p
||gi,≤2i−2 ·
∑
η∈Θp
fη,≤2−i ||2
X
0, 1
2
,1
j,≥2−i
For a fixed d2 ≥ 2−i, we decompose:
Sj,d2(gi,≤2−i ·
∑
η∈Θp
fη,≤2−i) = Sj,d2

22i−2∑
k=0
∑
ξ
gξ,ξ2+k



∑
η∈Θp
fη,≤2−i


From Lemma 8 we know that gξ,ξ2+k · fη,≤2−i is supported in Aj,d2 iff | cosα| ≤
2−id2, where α is the angle between ξ and η. The angle between any two η’s in
Θp is at most 2
i−j ≤ 2−2i and the angle between any two ξ’s in Ξi is either at
least 2−2i or the same. Therefore the ξ′s involved in the above summation have an
angular localization in a set of cardinality ≈ 2id2; we just keep this in mind and not
formalize it. What is really important is that we sum over a set containing ≈ 23id2
ξ’s.
For each gξ,ξ2+k and fη,≤2−i we can apply the result in (48):
||fη,≤2−i · gξ,ξ2+k||L2 . 2−
i+j
2 ||fη,≤2−i ||Yj ||gξ,ξ2+k||L2
Using the result in Lemma 8 we can perform the summation with respect to
η ∈ Θp:
||
∑
η∈Θp
fη,≤2−i · gξ,ξ2+k||L2 . 2−
i+j
2 ||
∑
η∈Θp
fη,≤2−i ||Yj ||gξ,ξ2+k||L2
Then we can perform the summation with respect to ξ:
||
∑
η∈Θp
fη,≤2−i · gi,2−ik||L2
j,d2
. 2−
i+j
2 (23id2)
1
2 ||
∑
η∈Θp
fη,≤2−i ||Yj ||gi,2−ik||L2
followed by the one with respect to k:
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||
∑
η∈Θp
fη,≤2−i · gi||L2
j,d2
. 2−
i+j
2 (23id2)
1
2 ||
∑
η∈Θp
fη,≤2−i ||Yj ||gi||X0, 12 ,1
In the end we perform the summation with respect to p and pass to X0,
1
2 norm:
||fj,≤2−i · gi||
X
0, 1
2
j,d2
. 2i−j||fj,≤2−i ||Yj ||gi||X0, 12 ,1
We sum up with respect to d2 (over a set of cardinality ≈ 2i) to obtain the
statement in (60).
Now we continue with the proof of (61). The approach is similar to the one
above, but we still outline the main steps. We decompose vj,≤2−i as in (54) and
ui,≥2i−2 as in (55). We know from previous section that:
(63) ||gi,≥2i−2 · fj,≤2−i ||2
X
0, 1
2
,1
j,≥2−i
≈
∑
p
||gi,≥2i−2 ·
∑
η∈Θp
fη,≤2−i ||2
X
0, 1
2
,1
j,≥2−i
For a fixed d2 ≥ 2−i, we decompose:
Sj,d2(gi,≤2−i ·
∑
η∈Θp
fη,≤2−i) = Sj,d2

∑
l
∑
n
∑
ξ∈Ξin
gξ,l



∑
η∈Θp
fη,≤2−i


From Lemma 8 we know that gξ,l · fη,≤2−i is supported in Aj,d2 iff | cosα| ≤
|ξ|−1d2, where α is the angle between ξ and η. The angle between any two η’s in
Θp is at most 2
i−j ≤ 2−2i and the angle between any two ξ’s in Ξin is either at least
n−1 = |ξ|−12−i or the same. Therefore the ξ′s involved in the above summation
have an angular localization in a set of cardinality ≈ 2id2; we will just keep this in
mind and not formalize it. What will be really important is that we sum over a set
containing ≈ 2id2 ξ’s from Ξin and over a set containing ≈ 23id2 ξ’s from Ξi.
The setup is exactly like in the proof of (60) with l playing the role of k and the
proof can be continued in the same fashion.

5.4. Estimates: X
0,1
2
,1
i ·X
0,1
2
,1
j,≥2−i
→ Yj,≤2−i.
The main estimate in this section is the following:
Proposition 10. We have the estimate
(64) ||vj,≥2−i · ui||Yj,≤2−i . 2i−ji
1
2 ||vj,≥2−i ||
X
0, 1
2
,1
j,≥2−i
· ||ui||
X
0, 1
2
,1
This can be obtained by duality from X
0,1
2
,1
i · Yj,≤2−i → X
0,1
2
,1
j,≥2−i
.
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5.5. Bilinear estimates on dyadic regions.
Proof of Theorem 7. We decompose
B(ui, vj) = Sj,≤2−iB(ui, vj) + Sj,≥2−iB(ui, vj) =
Sj,≤2−iB(ui, vj,≤2−i) + Sj,≤2−iB(ui, vj,≥2−i)+
Sj,≥2−iB(ui, vj,≤2−i) + Sj,≥2−iB(ui, vj,≥2−i)
For the first term we make use of (52) to obtain:
||Sj,≤2−iB(ui, vj,≤2−i)||Ys ≈ 2sj||Sj,≤2−iB(ui, vj,≤2−i)||Y .
i
1
2 2i2(s−1)j ||∇vj,≤2−i ||Y ||∇ui||DX0, 12 .
i
1
2 22i2sj ||vj,≤2−i ||Y ||ui||DX0, 12 ≈
i
1
2 2(2−s)i||vj,≤2−i ||Y s ||ui||DXs, 12 . i2
(2−s)i||vj,≤2−i ||Y s ||ui||DZs
For the second term we make use of (64) to obtain:
||Sj,≤2−iB(ui, vj,≥2−i)||Ys ≈ 2sj||Sj,≥2−iB(ui, vj,≥2−i)||Y .
i
1
2 2i2(s−1)j||∇vj,≥2−i ||
X
0, 1
2
· ||∇ui||
DX0,
1
2
.
i
1
2 2(2−s)i||vj,≥2−i ||
X
s, 1
2
· ||ui||
DXs,
1
2
.
i
3
2 2(2−s)i||vj,≥2−i ||Zs · ||ui||DZs
For the third term we use of (59) to obtain:
||Sj,≥2−iB(ui, vj,≤2−i)||
X
s,− 1
2
,1 ≈ 2sj ||Sj,≥2−iB(ui, vj,≤2−i)||
X
0,− 1
2
,1 .
i
3
2 2i2(s−1)j ||∇vj,≤2−i ||Y ||∇ui||DX0, 12 .
i
3
2 2(2−s)i||vj,≤2−i ||Y s ||ui||DXs, 12 . i
22(2−s)i||vj,≤2−i ||Y s ||ui||DZs
The fourth term had been handled in Theorem 6. By adding all the estimates
we obtain:
||B(u, v)||W sj . i
3
2 2(2−s)i||u||DZsi ||v||Zsj
In the end we can recover the decay via an argument similar to the one in
Proposition 7, part a). One would notice that over there we had to recover decay
of type Dj and all we used is that the high frequency comes with that decay. We
already worked out the conservation of decay for the first term, see (53).

38 IOAN BEJENARU
6. Bilinear estimates - Proof of Theorem 4
This is a standard argument once we have the bilinear estimates on dyadic pieces,
see (16), (17) and (39). For reference one could use Part 1, see the corresponding
section there.
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