1
Introduction 15
Reading is foundational to modern civilization, yet it is a very recently acquired cultural 16 skill. The substrates that allow us to fluently convert orthography to semantic 17 information are not well understood. The ventral occipitotemporal cortex (vOTC) has 18 been thought to decipher orthographic information of various levels of complexity, in a 19 posterior to anterior gradient (Binder et Patients participated in sub-lexical and lexical tasks specifically designed to 49 disambiguate the roles of sub-regions and top-down attentional modulation within the 50 vOTC. In the sub-lexical task, patients viewed strings of false font characters (FF), 51 infrequent letters (IL), frequent letters (FL), frequent bigrams (BG), frequent 52 quadrigrams (QG) or words (W) while detecting a non-letter target (Figure 1a,b ). In the 53 lexical task, patients attended to regular sentences, word lists or jabberwocky 54 sentences, all presented in rapid serial visual presentation format, followed by a forced 55 choice decision of presented vs non presented words (Figure 1c,d) . word frequency for the sentence stimuli. A frequency of 1 represents 10 instances per 65 million words and 4 meaning 10,000 instances per million words 66 67 Word responsive electrodes (defined as >20% gamma band activation above 68 baseline) were seen across the entire vOTC from the occipital pole to mid-fusiform 69 cortex in the left, language-dominant hemisphere, and only in the occipital pole of the 70 right hemisphere (Figure 2a ; Figure S1 ). Thus, we constrain all our analysis to the left 71 hemisphere. 72
Orthographic Processing in vOTC 73
We characterized activity in early (100-400 ms; presumably reflecting automatic visual 74 processes ) and late (400-600ms) windows. Based on our 75 earlier work (Forseth et al., 2018; Kadipasaoglu et al., 2016) and on other studies 76 detailing the roles of these regions (Lerma-Usabiaga et al., 2018; White et al., 2019) , 77
we also separated the vOTC into anterior and posterior sites (y = -40 mm). Anterior 78 sites in the vOTC were less responsive to FF and IL stimuli than to words throughout, 79 more so in the later time windows when this region stayed responsive to words for 80 longer than all other stimuli (Figure 2d ,f). Further, these anterior regions showed a 81 marked distinction between high and low frequency words (derived from an American 82 English language corpus, SUBTLEXus (Brysbaert and New, 2009) ) and a smaller 83 effect of word length (Figure 2e ,g). 84
Posterior regions responded the most to false fonts and did not distinguish between 85 other non-word stimuli in early time windows (100-400 ms), however at later time 86 points (400-600 ms) sensitivity to sub-lexical complexity was seen. In the lexical task, 87 these posterior sites were sensitive to word length and less so to word frequency. of all electrodes within the left vOTC ROI that were responsive to real words (>20% 91 activation over baseline) in patients that performed the sub-lexical task (blue), the 92 lexical task (red), those that performed both tasks (yellow) and those electrodes that 93
were not responsive (black). (b,c) Location of electrodes within single subjects, 94 6 demonstrating posterior-to-anterior changes in responses to each task. (d,f) Word 95 normalized selectivity profiles in the sub-lexical task at early (100-400ms; left) and late 96 (400-600ms; right) time points; (e,g) plots of broadband gamma activity (BGA; 70 -150 97
Hz) sensitivity to length, frequency (high frequency (HF) and low frequency (LF) 98 words), and lexical status. 99
100
To evaluate these effects at the population level, we performed a mixed-effects, 101 multilevel analysis (MEMA) of broadband gamma (70-150 Hz) activation between 100-102 400 ms, in grouped normalized 3D stereotactic space. This analysis is specifically 103 designed to account for sampling variations and to minimize effects of outliers (Argall MEMA map showed that written words activated the left vOTC from occipital pole to 107 mid-fusiform cortex ( Figure 3a ). We then used this map to delineate regions showing 108 preferential activation for words compared to non-word stimuli (Figure 3b ). A clear 109 posterior-to-anterior transition -from occipital cortex to mid-fusiform gyrus -was 110 observed. We again noted that in mid-fusiform cortex, responses to words were 111 predominant, it distinguished between IL stimuli and real words but it did not show 112 substantial difference between words and word-like stimuli (FL, BG and QG). This 113 selectivity pattern was reversed in posterior occipitotemporal cortex which was more 114 active for FF stimuli than for words. 115
To further characterize this spatial gradient, we plotted responses as a function of 116 electrode location along the y axis in Talairach space, there was a larger response to 117 FF from -100 to -60 mm, while other non-lexical stimuli (IL, FL, BG and QG) led to a 118 similar response to words (Figure 3c ). Between -60 and -40 mm, the response to IL 119 and, to a lesser extent, FL stimuli was significantly less than the response to words. 120
Around -40 mm in the antero-posterior axis in Talairach space, a distinct transition 121 occurred: the response to FF and IL collapsed to a low level -the response became 122 fully selective for words and word-like stimuli (BG and QG). 
Lexical Processing in Mid-Fusiform Cortex 158
Next, we sought to examine how this spatiotemporal lexical response pattern relates 159 to higher order processes, such as sentence reading, that engage the entire reading 160 network. Lexical contrasts (MEMA) between high vs. low frequency words and real vs. 161 pseudowords, of gamma activity between 100-400 ms after each word, revealed two 162 significant clusters consistent across both contrasts -the mid-fusiform cortex and 163 lateral occipitotemporal gyrus (Figure 4a ,b). In this task, where words were attended, 164
we saw an inversion of the word vs non-word selectivity seen in the previous, passive-165 viewing sub-lexical task -pseudowords showed greater activation than real words 166 large proportion of the variance of this region's activity (r 2 = 0.73), is explained by word 172 frequency (b = -8.5, p < 10 -40 ), word length has a much smaller effect (b = 1.8, p < 10 -173 4 ). The interaction between these factors did not significantly impact mid-fusiform 174 activity (b = -0.33, p = 0.34). Further, to eliminate the confound of transition 175 probabilities inherent to sentence construction, we analyzed activity for a word list 176 condition ( Figure S2 ). We found no significant interaction between word frequency and 177 whether words were presented in a syntactically correct sentence or in an unstructured 178 word list (b = -0.1, p = 0.87), disambiguating word frequency from predictability. We 179 also assessed effects of other closely related parameters thought to be crucial to 180 perceptual identification of words; bigram frequency and orthographic neighborhood 181 for the pseudoword stimuli in mid-fusiform cortex. There were no significant effects of 182 bigram frequency (b = 5.04, p = 0.08), mean positional bigram frequency (b = -0.14, p 183 = 0.94) or orthographic neighborhood (b = 5.19, p = 0.30). 184
We also evaluated the effects of word frequency on the latency of lexical determination 185 in mid-fusiform. We plotted the time course of activation in the mid-fusiform ROI to 186 high, mid and low frequency words and pseudowords, matched for word length. This 187 showed a clear association between word frequency and the latency of activity 188 separation between words and pseudowords -high frequency words (180 ms) were 189 distinguishable from pseudowords earliest, followed by mid-frequency words (270 ms) 190 and finally low frequency words (400 ms) ( Figure 4e ). To replicate this analysis at the level of individual electrodes rather than a surface-211 based population analysis, we performed a multiple linear regression using broadband 212 gamma activity at individual electrodes (Figure 4f ). This, like the MEMA (Figure 4a) , 213 also revealed distinct separations in activity between mid-fusiform cortex and lateral 214 occipitotemporal cortex. An LME model over time (Figure 4g ) showed an effect of word 215 length first at the occipital pole (75 ms) and then more anteriorly. Conversely, 216 frequency sensitivity appeared earliest in lateral occipitotemporal cortex and mid-217 fusiform cortex (150 ms) and spread posteriorly. 218
Across these two tasks, we see two temporal stages of lexical selectivity; initial 219 selectivity in mid-fusiform cortex followed by an anterior-to-posterior spread of 220 selectivity. In our final analysis, we used an unsupervised clustering algorithm, non- Instead, there was a sharp transition between posterior regions and mid-fusiform 288 cortex, where we see latency differences in processing of increasingly word-like letter 289 strings followed by an anterior-to-posterior spread of lexical selectivity. Based on the 290
hierarchy of word-likeness tested with the stimuli, the largest distinction was between 291 the IL condition and the FL condition. One possibility for this distinction between these 292 two classes of stimuli was that the IL condition consisted purely of consonant strings, 293 while 75% of strings in the FL condition contained at least one vowel -a minimal 294 requirement for plausibility in orthographic processing. Precisely which properties of 295 letter sequence dictate the discrete transition between plausible and implausible words 296 is an area of ongoing investigation. 297
Given previous behavioral and imaging results, we initially predicted sensitivity to 298 orthographic neighborhood or bigram frequency in this region, both of which have 299 previously been shown to influence speed and accuracy of non-word identification 300 and may be more indicative of how participants perform that particular task rather than 308 reflect the automatic word identification processes. 309
The existence of an anterior-to-posterior spread of lexical and sub-lexical information 310 from mid-fusiform cortex to earlier visual processing regions implies recursive 311 feedback and feedforward interactions between multiple stages of visual processing 312 within the ventral stream. This notion has a storied past in cognitive models of reading, While the involvement of mid-fusiform in aspects of both sub-lexical and lexical 320 processing in reading is reasonably unambiguous, the specificity of this region to 321 orthographic input needs more study, perhaps at scales smaller than afforded by the 322 electrodes used here. We have previously shown that the left mid-fusiform cortex is a 323 critical lexical hub for both visually and auditory cued naming (Conner et al., 2014; 324 Forseth et al., 2018) , and these data imply that it is in fact a multi-modal lexical hub 325 whose role includes encoding orthographic information. However, stimulation 326 to selective disruption of orthographic naming, potentially suggesting separable 329 orthographic specific regions in the mid-fusiform. This could also be interpreted as 330 there being a lack of redundant processing pathways for written language as 331 compared to other domains, resulting in orthographic processing being more 332 susceptible to disruption. 333
In summary, we have demonstrated a central role of the mid-fusiform cortex in the 334 early processing of the statistics of lexical and sub-lexical information in visual word 335 reading. We have characterized the activity of mid-fusiform cortex as being sensitive, 336 in both amplitude and latency, to the frequencies of occurrence of words in natural 337 language. Further, we have shown the existence of an anterior-to-posterior spread of 338 lexical information from mid-fusiform to earlier visual regions including classical 339
VWFA. 340

Materials and Methods 342
Participants: A total of 35 participants (17 male, 19-60 years, 5 left-handed, IQ 94 ± 343 13, age of epilepsy onset 19 ± 10 years) took part in the experiments after written 344 informed consent was obtained. All experimental procedures were reviewed and 345 approved by the Committee for the Protection of Human Subjects (CPHS) of the 346 University of Texas Health Science Center at Houston as Protocol Number HSC-MS-347 06-0385. Inclusion criteria for this study were that the participants were English native 348 speakers, left hemisphere dominant for language and did not have a significant 349 additional neurological history (e.g. previous resections, MR imaging abnormalities 350 such as malformations or hypoplasia). Three additional participants were tested but 351 were later excluded from the main analysis as they were determined to be right 352 hemisphere language dominant. Hemispheric dominance for language was 353 determined either by fMRI activation (n = 1) or intra-carotid sodium amobarbital 354 injection (n = 2). Following implantation, electrodes were localized by co-registration of pre-operative 369 anatomical 3T MRI and post-operative CT scans using a cost function in AFNI (Cox, 370 1996) . Electrode positions were projected onto a cortical surface model generated in 371
FreeSurfer , and displayed on the cortical surface model for 372 visualization (Pieters et al., 2013) . 373
Intracranial data were collected using the NeuroPort recording system (Blackrock 374
Microsystems, Salt Lake City, Utah), digitized at 2 kHz. They were imported into 375 MATLAB initially referenced to the white matter channel used as a reference by the 376 clinical acquisition system, visually inspected for line noise, artifacts and epileptic 377 activity. Electrodes with excessive line noise or localized to sites of seizure onset were 378 excluded. Each electrode was re-referenced offline to the common average of the 379 remaining channels. Trials contaminated by inter-ictal epileptic spikes were discarded. 380
Stimuli and Experimental Design: 27 participants undertook a sub-lexical processing 381 task and 28 participants undertook a rapid serial visual presentation (RSVP) sentence 382 reading task, reading real sentences, Jabberwocky sentences and word lists. 383
All stimuli were displayed on a 15.4" 2880x1800 LCD screen positioned at eye-level 384 at a distance of 80 cm and presented using Psychtoolbox (Kleiner et al., 2007) in 385
MATLAB. 386
Sub-Lexical Processing: Participants were presented with 80 runs, each six stimuli 387 in length and containing one six-character stimulus from each of six categories in a 388 pseudorandom order. Stimulus categories, in increasing order of sub-lexical 389 structure, were (1) false font strings, (2) infrequent letters, (3) frequent letters, (4) 390 frequent bigrams, (5) frequent quadrigrams and (6) words (Figure 1a ). n-gram 391 frequencies were calculated from the English Lexicon Project (Balota et al., 2007) . 392
False fonts used a custom-designed pseudo-font with fixed character spacing. Each 393 letter was replaced by an unfamiliar shape with an almost equal number of strokes 394 and angles and similar overall visual appearance. The stimuli were based on a 395 previous study (Vinckier et al., 2007) , converted for American English readers. 396
A 1500 ms fixation cross was presented between each run. During each run, each 397 stimulus was presented for 250 ms followed by a blank screen for 500 ms. Words 398 were presented in all capital letters in Arial font with a height of 150 pixels. To 399 maintain attention participants were tasked to press a button on seeing a target string 400 of ###### presented. The target stimulus was inserted randomly into 20 runs as an 401 additional stimulus and was excluded from analysis. Detection rate of the target 402 stimuli was 91 ± 10 %. 403
Sentence Reading: Participants were presented with eight-word sentences using an 404 RSVP format (Figure 1c ). A 1000 ms fixation cross was presented followed by each 405 word presented one at a time, each for 500 ms. Words were presented in all capital 406 letters in Arial font with a height of 150 pixels. To maintain the participants' attention, 407 after each sentence they were presented with a two alternative forced choice, 408 deciding which of two presented words was present in the preceding sentence, 409 responding via a key press. Only trials with a correct response were used for 410 analysis. Overall performance in this task was 92 ± 4 % with a response time of 2142 411 ± 782 ms. 412
Stimuli were presented in blocks containing 40 real sentences, 20 Jabberwocky 413 sentences and 20 word lists in a pseudorandom order. Each participant completed 414 between 2-4 blocks. 415
Word choice was based on stimuli used for a previous study (Fedorenko et al., 2016) . 416 Jabberwocky words were selected as pronounceable pseudowords, designed to fill 417 the syntactic role of nouns, verbs and adjectives by inclusion of relevant functional 418
morphemes. 419
Signal Analysis: A total of 5666 electrode contacts were implanted, 891 of these were 420 excluded from analysis due to proximity to the seizure onset zone, excessive interictal 421 spikes or line noise. 422
Electrode level analysis was limited to a region of interest (ROI) based on a brain 423 parcellation from the Human Connectome Project (Glasser et al., 2016) . The ROI 424 encompassed all areas deemed to be visually responsive in the Glasser atlas, 425
including the entire occipital lobe and most of the ventral temporal surface, excluding 426 parahippocampal and entorhinal regions (Figure 2b) . The factorization rank k = 2 was chosen for all analyses in this work. Repeat analyses 467 with higher ranks did not identify additional response types. Inputs to the factorization 468 were d-prime values (Figure 5a ) or z-scores (Figure 5b,c, Figure S3a ) that were half-469 wave rectified. These were calculated for the m electrodes at n time points for the 470 temporal analyses. Factorization generated a pair of class weights for each electrode 471 and a pair of class archetypes -the basis function for each class. Component ratio 472 was defined as the magnitude normalized ratio between the class weights at each 473 electrode. Magnitude was defined as the sum of class weights at each electrode. as that analyzed (Kadipasaoglu et al., 2014) . All maps were smoothed with a geodesic 486 Gaussian smoothing filter (3 mm full-width at half-maximum) for visual presentation. 487
Amplitude normalized maps were created by normalizing to the beta values of an 488 activation mask. The activation mask comprised of significant activation clusters 489 satisfying the following conditions; corrected p<0.01, beta>10% and coverage>2 490
patients. 491
To produce the activation movies, SB-MEMA was run on short, overlapping time 492 windows (150 ms width, 10 ms spacing) to generate the frames of movies portraying 493 cortical activity. 494
Linear Mixed Effects (LME) Modelling: For grouped electrode statistical tests, a linear 495 mixed effects model was used. LME models are an extension on a multiple linear 496 regression, incorporating fixed effects for fixed experimental variables and random 497 effects for uncontrolled variables. The fixed effects in our model were word length and 498 word frequency and our random effect was the patient. Word length refers to the 499 number of letters in the presented word. This variable was mean-centered to avoid an 500 intercept at an unattainable value, namely a zero-letter word. Word frequency was 501 converted to an ordinal variable to facilitate combination across patients. The ordinal 502
categories for frequency (f) were very high (f>3.5), high (2.5< f £3.5), mid (1.5< f £2.5), 503 low (0.5< f £1.5) and very low (f£0.5). The random effect of patient allowed a random 504 intercept for each patient to account for differences in mean response size between 505
patients. 506
These predictors were used to model the average BGA in the window 100-400ms after 507 word onset. Word responses within each length/frequency combination were 508 averaged within patient. Patients only contributed responses to length/frequency 509 combinations for which they had at least five word-epochs to be averaged together. 510
For single electrode analysis of the frequency effect a multiple linear regression was 511 used. Factors word length and word frequency were again used. Word length was 512 again mean-centered. Word frequency was treated as a continuous variable. For this 513 analysis all the word epochs from the sentence and word list conditions were used. 514
Results were corrected for multiple comparisons using a Benjamini-Hochberg False 515
Detection Rate (FDR) threshold of q<0.05. 516
Time courses of length and frequency representation were tested using the LME 517 model with 25 ms, non-overlapping windows. Significance was accepted at an FDR 518 corrected threshold of q<0.01. 519 520
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