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1. INTRODUCTION 
The theory of nonlinear boundary value problems is an extremely important and interesting 
area of research in differential equations. Conditions which guarantee the existence of solutions 
of such problems are important analysis theorems. Many authors investigated such problems 
formulating sufficient conditions for existence/uniqueness of solutions, see, for example, [1-3] 
and the references. The monotone iterative technique (based on lower and upper solutions) is 
an interesting and fruitful method for proving existence results, for details, see, for example, [4]. 
The constructive proofs of existence provide also procedures for computation of solutions. In 
this paper, this technique is used to differential equations with nonlinear muRipoint boundary 
conditions of the form 
x ' ( t )=f ( t ,x ( t ) ) ,  t•  J=[0 ,  T], T>0,  
o = g(x(to) ,  x ( t l ) , . . . ,  x(t,.)), (*) 
where 0 = to < tl < t2 < . . .  < t,.-~ < t~ = T, f • C( J  x R,R), g • C(R~+I,R). Note that the 
important class of problems with initial conditions x(0) = x0, periodic conditions x(0) = x(T)  or 
antiperiodic onditions x(0) = -x (T )  belongs to problems of type (1). There are two different 
approaches to such problems constructing monotone iterations based on lower and upper solutions 
or coupled lower and upper solutions (see [4-10]). 
In this paper, we are going to formulate sufficient conditions which guarantee that problem (1) 
(with nonlinear boundary conditions) has a solution (unique or extremal) under some monotone 
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conditions on g and one-sided (or two-sided) Lipschitz conditions on f and g. The case of Q 
weakly coupled solutions Y0, z0 of (1) with yo(t) < zo(t), t C J is considered in Section 2. The 
case when zo(t) < yo(t) on J is investigated in Section 3. This paper generalizes ome results 
of [4,5,7,9,10]. Some examples are given to illustrate obtained results. 
2. Q WEAKLY  COUPLED LOWER 
AND UPPER SOLUTIONS OF (1) 
Put S = {tt,t2,. . . ,tr}, Q = {tml,tm2,...,t,~d}. The set Q may be empty or Q c S. For 
example, if 
? .  
g(a0 ,a l , . . . ,a r )  = ao + Ek ia i  +l (2) 
i=1 
and if k~ > 0 for some fixed s, 1 < s < r, then t~ C Q. If k~ < 0 for all i = 1 ,2 , . . . , r ,  then Q is 
empty. 
Functions u,v c CI(J, ]~) are called Q weakly coupled (Q w.c.) lower and upper solutions of 
problem (1) if 
u'(t) < f(t, u(t)), 
v'(t) >_ f(t,v(t)), 
t e J, G(u,u,v,w) <_ O, 
t E J, G(v,u,v,~) >_ 0, 
where G(a, b, c, w) = g(a(0), w(b, c; t l ) , . . . ,  w(b, c; t,)), and 
{ u(ti), i f t iEQ,  v(ti), if ti E Q, @(u,v;ti) -- (3) 
w(u,v;t i)= u(ti), i f t i~Q,  v(ti), i f t i~tQ, 
for i = 1, 2 , . . . .  Note that if Q = S, then w(u, v; ti) = v(ti), @(u, v; ti) = u(ti) for i : 1, 2 , . . . ,  r, 
while if Q is empty, then w(u, v; ti) = u(ti), ~(u, v; ti) -= v(ti), i = 1, 2, . . . ,  r. In the case when Q 
is empty, we can also say that u, v are lower and upper solutions of problem (1), respectively. 
We introduce the following assumptions for later use: 
(H1) f E C(J  x R,l¢), g c C(]~r+l,~:~), 
(H2) Y0, z0 E CI( J ,  ]~) are Q w.c. lower and upper solutions of problem (1), and yo(t) <_ zo(t) 
on J ,  
(H3) there exists a constant M > 0 such that 
f ( t ,u ) - f ( t ,~)<M(~-u) ,  i fyo( t )<u<~t<zo(t ) ,  re  J, 
(Ha) if t~ c Q for fixed i E {1, 2, . . . ,  r}, then g is nondecreasing with respect o the (i + 1) st 
variable, while g is nonincreasing with respect o (i + 1) st variable if t~ ~ Q, 
(Hh) there exists a constant L > 0 such that 
g(u ,  V l , . . .  , Vr) -- g(U,  V l , . . .  , Vr) ~_ L(~ - u) 
ifyo(0) < u < g < z0(0), yo(t~) <_ v~ < zo(t~), i = 1 ,2 , . . . , r ,  
(H6) there exists a continuous function W such that 
f ( t ,~) - f ( t ,u )<_W(t ) (~t -u) ,  i fyo( t )<u<~t<zo(t ) ,  
(HT) there exist nonnegative constants Ki, i = 1,2 , . . . ,  r such that 
r 
g(a, - g(a, < Z - 
i=1 
tE  J, 
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where a E [y0(0), z0(0)], ui,~2i E [y0(ti), z0(ti)], i = 1, 2 , . . . ,  r and 
for i = 1, 2 , . . . , r ,  
1, if ti E Q and ui _> ~i, 
p i=  1, i f t i~Qandu i_<g i ,  
O, otherwise, 
(H8) there exists a constant K > 0, such that 
g(~, v l , . . . ,  v~) - g(~, v l , . . . ,  v~) > K(~ - ~) 
if y0(0) < u < ~ < z0(0), yo(ti) <_ vi <_ zo(ti), i = 1, 2 , . . . ,  r, and 
( /? )  E K iexp W(s)  ds < K. (4) 
i= l  
Let A = {a E C I ( J ,R)  : yo(t) <_ a(t) <_ z0(t), t E J} be nonempty for some yo,zo E CI( J ,R) .  
REMARK 1. It results from Assumptions (Ha), (Hb), (Ha), and (Hs) that W(t)  >_ -M,  t E J, 
O<K<_L .  
LEMMA 1. Let Assumptions (H1),(H3)-(Hb) hold. Let u,v E A be Q w.c. lower and upper 
solutions of problem (1), and yo(t) <_ u(t) < v(t) <_ zo(t) on J. Let y ,z  e C I ( J ,R)  and 
Then, 
y'(t) = f ( t ,u(t) )  - M[y(t) - u(t)], t e J, 
z'(t) = f ( t ,v(t) )  - M[z(t) - v(t)], t e J, 
0 = G(u, u, v, w) + L[y(0) - u(0)], 
0 = G(v, u, v, ~) + L[z(0) - v(0)]. 
~(t) < y(t) <_ z(t) < v(t), t e J, (5) 
and y, z are Q w.c. lower and upper solutions of problem (1). 
PROOF. Note that y and z are well defined. Put p = u - y, q = z - v. Then, by the assumption 
that u, v are Q w.c. lower and upper solutions of (1), we have 
0 = G(u, u, v, w) + L[y(0) - u(0)] < -Lp(O), 
0 = G(v,u,v,  ffJ) + L[z(0) -v (0) ]  >_ Lq(O), 
so p(o) < o, q(O) < o. Moreover, 
p'(t) < f(t ,  u(t)) - f(t ,  u(t)) + M[y(t) - ~(t)] = -Mp( t ) ,  
q' (t) <_ f (t, v(t) ) - f (t ,  v(t) ) - M[z(t) - v(t)] = -Mq( t ) .  
It gives p(t) <_ 0, q(t) <_ 0 on J, so u(t) <_ y(t), z(t) <_ v(t) on J. Now, let p = y - z. Then, in 
view of Assumptions (H4) and (Ha), we see that 
0 = G(u,u ,v ,w)  - G(v,u,v,@) + L~9(O) + v(O) - u(0)] 
> a(u,  u, v, @) - V(v, u, v, @) + Lip(O) + v(O) - u(0)] >_ Lp(O) 
because w(u,v;t i )  > @(u,v;ti) if ti C Q, and w(u,v;t i )  < @(u,v;ti) if ti ~ Q. Moreover, 
Assumption (H3) yields 
p'(t) = f(t ,  u(t) ) - f (t ,  v(t) ) - M~(t )  + v(t) - u(t)] _< -Mp( t ) .  
It shows y(t) <_ z(t) on J, so relation (5) holds. 
1098 T. JANKOWSKI 
Now, we need to show that y, z are Q w.c. lower and upper solutions of (1). Note that 
0 = G(u, u, v, w) - G(y, y, z, w) + G(y, y, z, w) + L[y(0) - u(0)] 
>_ G(y, y, z, w) + G(u, y, z, w) - G(y, y, z, w) + L[y(0) - u(0)] > G(y, y, z, w), 
0 = G(~, ~,~,~) - G(z, ~, z,~) + G(z, y, z, ~) 
< G(z,y, z,~) + G(., y, z, ~) - G(z,y,z,~) 
by Assumptions (H4) and (Hh). Moreover, 
+ L[z(0) - ~(o)1 
+ L[z(0) - v(0)] < G(z,  y, z, ~) ,  
y'(t) = f(t ,  u(t)) - f(t,  y(t)) + f(t ,  y(t)) - M[y(t) - u(t)] <__ f(t ,  y(t)), 
z'(t) = f(t ,  v(t)) - f(t ,  z(t)) + f(t ,  z(t)) - M[z(t) - v(t)] _> f(t ,  z(t)), 
by Assumption (H3). It ends the proof. | 
THEOREM 1. Let Assumptions (H1)-(H~ ) hold. Then, there exist monotone sequences { Yn , Zn } 
such that y~(t) - .  y(t), z~(t) - .  z(t) uniformly on J and yo(t) <_ y(t) < z(t) <_ ~o(t) on J. 
Moreover, i fQ is empty, then y, z E CI( J, ~) are extremal solutions of problem (1) in the set A. 
PROOF. Let 
y'~+l(t) = f ( t ,y~( t ) )  - M[yn+l( t )  - y~(t)], t e d, 
0 = G(y~, y~, z~, ~)  + L[y~+~(o) - y~(o)], 
z~+l(t ) = f ( t ,  z~(t)) - M[z~+l(t )  - z~(t)], t e J, 
0 = G(z~, y,~, z,~, ~)  + L[z~+l (0) - z~(0)], 
for n = O, 1, . . . .  
In view of Lemma 1, yo(t) <_ yl(t) <_ zl(t) _< zo(t), t c d, and Yl, zl are Q w.c. lower and upper 
solutions of (1). By induction, using again Lemma 1, we can show that 
yo(t) ~""  ~_ Yn-l(t) (_ yn(t) (_ zn(t) ~ Zn-l(t) ~_"" (_ z0(t), t E J 
for n = 1, 2 , . . . .  It results from the standard argument that sequences {Yn, zn} converge uniformly 
to their limit functions y,z  E CI(J,]~), respectively, and yo(t) <_ y(t) < z(t) < zo(t) on J. 
Let Q be empty. Then, w(y~,zn;ti) = y~(ti), ffJ(yn,z~;ti) = zn(ti) for i = 1 ,2 , . . . , r ,  n = 
0, 1 , . . . .  It shows that y and z are solutions of problem (1). 
It remains to show that y, z are extremal solutions of (1). Assume that fl is any solution of (1) 
such that yo(t) <_ fl(t) <_ zo(t), t E J. Put p = Yl - fl, q = fl - Zl. Then, 
o = G(yo, yo, zo, ~)  + L[yl  (o) - yo (o)] - g(Z(0),  Z ( t l ) , . . . ,  Z(tr) )  
~_ g(yo(O), f l ( t l ) , . . . ,  f l(tr)) -- g(fl(0), f l ( t l ) , . . .  , f l(tr)) if- L[y l (0)  - yo(0)] 
_> Lp(0),  
0 = C(zo, yo, zo, ~)  - g(9(0) ,  ~( t~) , . . . ,  ~(t~)) + n[zx(O) - zo(0)] 
< g(zo(O), f l ( t l ) , . . . ,  fl(t~)) - g(fl(0), f l (t l ) ,  • • •, fl(t~)) + L[zl (0) - zo(0)] 
< -Lq(O) ,  
by Assumptions (H4) and (Hh). Moreover, 
p'(t) = f(t ,  yo(t)) - f(t ,  fl(t)) - M[yl(t) - yo(t)] _< -Mp(t ) ,  
q'(t) = f(t,  fl(t)) - f(t ,  zo(t)) + M[zl(t) - zo(t)] _< -Mq(t ) ,  
Existence of Solutions of Differential Equations 1099 
by Assumption (H3). It shows yl(t) ~ ~(t) ~ zl(t) on J. By induction, we can prove that 
yo(t) <_ y~(t) <_ ~(t) <_ zn(t) <_ zo(t), t E J,  n = 0, 1 , . . . .  Taking the limit n ~ 0% we see that 
| y, z are extremal solutions of (1) in A. 
EXAMPLE l .  Consider the following problem 
x ' ( t )  = -x ( t )  - exp(x(t)) + 1, t e J = [0, 1], 
(6) 
0 = x(O)  - 0 .25x(0 .5 )  - 0 .25x(1)  - 1. 
The set Q is empty. Let yo(t) = 0, zo(t) = 5, t c J. 
f(t ,  zo(t)) = -4  - exp(5) < 0 = z~(t), t E J ,  and 
Note that f(t ,  yo(t)) = 0 = y~o(t), 
C(yo ,  yo, ~o, ~)  = yo(O) - o .2syo(O.S)  - o .2syo(1)  - 1 = -1  < o, 
C(zo, Y0, zo, ~)  = z0(0) - 0.25zo(0.5) - 0.25z0(1) - 1 = 1.5 > 0, 
so Y0, zo are Q w.c. lower and upper solutions of problem (6) (we can also say that y0, z0 are 
lower and upper solutions of (6), respectively). Indeed, Assumptions (H2)-(H5) hold with M = 
1 + exp(5), L = 1. Problem (6) has extremal solutions in the set A, by Theorem 1. 
THEOREM 2. Let Assumptions (H1)-(Hs) hold. Assume that Q is not empty. Then, problem (1) 
has in A a unique solution. 
PROOF. It results from the proof of Theorem 1, that yn(t) ~ y(t), zn(t) ~ z(t) uniformly on J, 
the pair (y, z) is a solution of the system 
y'(t) = f(t, y(t)), 
z'(t) = f(t ,  z(t)), 
and yo(t) <_ y(t) < z(t) <_ zo(t) on J. 
rE  J, G(y ,y ,z ,w)  =O, 
(7) 
to  J, G(z,y,z,~) =o 
We need to show that y(t) = z(t) on J. Let Q = 
{tm~,tm2,... ,tm~}. I f s  e Q, then w(yn,zn;s) = Z,~(S), W(yn, Zn;S) : yn(8) ,  SO w(y ,z ;8 )  : Z(S), 
@(y, Z;S) = y(s). Similarly, if s ~ Q, then w(y, z; s) = y(s), @(y, z; s) = z(s). It means that 
system (7) takes the form 
y'(t) = f( t ,y(t) ) ,  t e J, 
z'(t) " f ( t ,z( t ) ) ,  t e J, 
~(y(0), y, z) = 0, 
~(z(0), ~, z) = 0, 
where 
g(a, y ,  z )  -~ g(a ,  y ( t l ) ,  . . . , y( tml_ l )  , Z ( tml ) ,  y ( tml+l ) ,  . . . , y ( tm2_ l )  , Z ( tm2) ,  
y(tm2+i),..., y(tm~_l), z(tm~), y ( t~+l ) , . . . ,  y(tr)), 
g(a ,y ,z )  : g (a ,z ( t l ) , . . . ,  Z( tml-1) ,Y( tml) ,  Z ( tml+l ) , . . . ,Z ( tm2-1) ,y ( tm2) ,  
Z(tm2+l),. . . , Z(tmr-1), y(tm~), z(tm~+l), . . . , Z(tr)). 
Put p = z - y, so p(t) > 0 on J. Then, using Assumptions (HT) and (Hs) to the equality 
~(z(0), y, z) - ~(y(0), y, z) = ~(z(0), y, z) - ~(z(O), y, z) 
we obtMn 
Kp(o) <_ ~ K~p(t4. 
i= l  
Moreover, in view of Assumption (H6), we see that 
p'(t) = f(t ,  z(t)) - f ( t ,  y(t)) <_ w( t )p ( t ) ,  
(s) 
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SO 
This and (8) give 
(/o ) p(t) <_ exp W(s) ds p(O), t e J. (9) 
p(O) K -- ~ Ki exp W(s) ds <__ O. 
i=1 
By condition (4), p(0) < 0, and then p(t) <_ 0 on J, by (9). Hence, p(t) = 0 on J, so y(t) = z(t) 
on J. It proves that y is a solution of (1). 
It remains to show that V is tile unique solution of problem (1) in A. To do it let us assume 
that there exists another solution/3 C CI(J,]~) of (1) such that/3 C A. By induction, we can 
show that y~(t) <_ /3(t) <_ zn(t), t C J, n = 0,1, . . .  (the proof of this fact is similar to the 
corresponding one in the proof of Theorem 1). I f  now n -~ oo, then we see that/3(t) = y(t) on J. 
It proves that problem (1) has, in A, the unique solution. | 
EXAMPLE 2. Let us consider the following problem 
x'(t) = - exp(-t)x(t)  - sin(x(t)) + 1, t E J = [0, 1], 
7 
0 = x(O) - 0.25x(0.5) + 0.25x(1) 16" 
( lo) 
Indeed, Q = {1}. Put  yo(t) = 0, zo(t) = t+ 0.75, t 6 J .  Then, f ( t ,  yo(t ) )  = 1 > 0 = y~(t),  
f ( t ,  zo(t))  -- - exp( - t ) ( t  + 0.75) - sin(t + 0.75) + 1 < 1 = z~(t),  t e J ,  and 
O(yo, yo, zo, ~)  = yo(0) - 0.25yo(0.5) + 0 .25zo0)  - ~ = o, 
7 
a(zo ,  yo, zo, ~)  = z0(O) - 0.25zo(0.5) + 0.25yo(1) - ~ = o. 
It proves that Yo, zo are Q w.c. lower and upper solutions of problem (10). Note that Assump- 
tions (Ha)-(HT) hold with M = 2, L = 1, W(t) = 1 - exp(-t) ,  t E J, and K1 = K2 = 0.25. 
Moreover, K = 1, and 
E Ki exp - 
i=1 
exp(-s)  ds) ..~ 0.6392699733 < 1, 
so Assumption (Hs) is satisfied 
rein 2. 
REMARK 2. Assume that g has 
(i) Let Q be empty, so k~ < 
L = 1. Note that for r -- 
too. Hence, problem (10) has a unique solution in A, by Theo- 
form (2). 
0, i = 1, 2 , . . . ,  r. Then, Assumptions (H4) and (Hh) hold with 
I, l ---- O, we have a result of [4,6], see also [8]. 
(ii) If Q is not empty, then k~ > 0 for i 6 Q = {ml ,m2, . . . ,md} and ki < 0 for i C 
{1 ,2 , . . . , r}  \ Q. Assumptions (H4) and (Hh) bold. For l = 0, r = 1, t,~l = T, such 
problem was considered in [7,9,10], under an extra condition. 
(iii) For r = 1 with a nonlinear form for g some results are obtained in [5] under the assumptions 
that derivatives g~, gy exist. 
3. Q WEAKLY  COUPLED LOWER 
AND UPPER SOLUTIONS OF  (1)  
Let Q = {tml,tm2,... ,t,~d}. The set Q may be empty or Q c {to , t l , . . . , t~- l} .  
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Functions u, v E CI(J, 1~) are called Q weakly coupled (Q w.c.) lower and upper solutions of 
problem (1) 
u'(t) < f ( t ,u(t) ) ,  t ~ J, G(u ,v ,w,v)  < O, 
v'(t) > f(t ,v(t)) ,  t ~ J, d(u ,v ,@,u)  > O, 
where d(u, v, w, a) = g(w(u, v; to), . . . ,  ~(u, v; t~_~), a(T)) for w, @ define.d by (3) with Q instead 
of Q. 
We introduce the following assumptions for later use: 
(H9) Yo, z0 E Ci( J ,  R) are 0 w.c. lower and upper solutions of problem (1) and zo(t) < yo(t) 
on J ,  
(H10) there exists a constant M > 0 such that 
f ( t ,g ) - f ( t ,u )<_M( fz -u ) ,  i f zo ( t )<u<g<yo( t ) ,  t6 J ,  
(Hn) if t~ E Q for fixed i E {0, 1, . . . ,  r -- 1}, then g is nonincreasing with respect o the (i + 1) ~t 
variable, while g is nondeereasing with respect o (i + 1) ~t variable if t~ ~ (~, 
(Hn) there exists a constant L > 0 such that 
g(uo ,u i , . . . ,u~- i ,~)  -g (uo ,u i , . . . ,u r - i ,u )  ~ L (~-u)  
i fu i  E [zo(t{),yo(ti)], i : O, 1, . . .  ,r - 1, zo(T) < u < ~ < yo(T). 
Let /~ = {a E Ci(J,]~) : zo(t) < a(t) < yo(t), t E J} be nonempty for some functions 
yO,Z0 E Cl( J , ]~).  
LEMMA 2. Let Assumptions (HI) and (Hio)-(Hi2) hold. Let u, v E A be ~) w.c. lower and upper 
solutions of problem (1) and zo(t) <_ v(t) <_ u(t) <_ yo(t) on J. Let y, z E C~(J,R) and 
y'(t) = f(t ,u(t))  + M[y(t) - u(t)], t E J, 
z'(t) = f(t,  ~(t)) + M[z(t) - v(t)], t e J, 
0 : G(u ,v ,e ,u )  + L[y(T) - u(T)], 
0 : G(u ,v ,w,v)  + L[z(T) - v(T)]. 
Then~ 
~(t) <_ z(t) < y(t) <_ ~(t), t e J, 
and y, z are Q w.c. lower and upper solutions of (1). 
PROOF. Indeed, y and z are well defined. Put p = v - z, so 
0 = G(u, v, w, v) + L[z(T) - v(T)] _< - Lp(T ) ,  
p'(t) > f(t ,  v(t)) - f (t ,  v(t)) - M[z(t) - v(t)] = Mp(t), 
Put q(t) = exp( -Mt)p( t ) ,  t 6 J. It yields 
t6 J .  
q' (t) = - M exp ( -  Mt)p(t) + exp ( -Mt)p ' ( t )  
>_ -M exp( -Mt)p( t )  + M exp( -Mt)p( t )  = O, 
tE J .  
(11) 
It proves q(t) <_ q(T) = exp( -MT)p(T)  < 0 on J showing that p(t) < 0 on J, so v(t) <_ z(t), 
t E J. Similarly, we can show that y(t) <_ u(t) on J. Now, we need to show that z(t) < y(t), 
t E J. To do it let us put p = z - y. Then, by Assumptions (Hn) and (Hi2), we have 
0 = G(u, v, if:, u) - G(u, v, w, v) + L[y(T) - u(T) - z(T) + v(T)] 
< g(w(~, ~; to), w(~, ~; t l ) , . . . ,  ~.(~, ~; t~_l), ~(T)) 
- g(w(u, v; to), w(u, v; t l ) , . . . ,  w(u, v; tr - i ) ,  v(T)) + L[v(T) - u(T) - p(T)] 
< -np(T) ,  
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a~Id 
p'(t) = f(t ,  v(t)) - f(t ,  u(t)) + M[z(t) - v(t) - y(t) + u(t)] ~ Mp(t),  t e J, 
by Assumption (Hio). It shows p(t) <_ 0 on J, so z(t) < y(t), t ~ J. It means that relation (11) 
is satisfied. 
Moreover, by Assumption (HI0), we have 
y'(t) = f(t ,  u(t)) + M[y(t) - u(t)] - f (t ,  y(t)) + f(t ,  y(t)) <_ f ( t ,  y(t)), 
z'(t) = f(t,  v(t)) + M[z(t) - v(t)] - f(t ,  z(t)) + f(t ,  z(t)) >_ f(t ,  z(t)), 
and 
0 = ~(~, ~, w, ~) + L[:(T) - ~(T)] - 0 (y ,  ~, ~, z) + O(y, ~, ~, z) 
> G(y, z, w, z) + n[z(T) - v(T)] + g(w(y, z; to) , . . . ,  w(y, z; t~-l), v(T))  
- g(w(y, z; to) . . . .  , w(y, z; t~-l), z(T))  
> ~(y,z,~,z), 
0 -- G(u, v, ~, u) + n[y(T) - u(T)] - G(y, z, ~, y) + C(y, z, e ,  y) 
_< ~(y, ~, ~, y) + L[y(T) - ~(T)] + g(~(y, ~;t0) . . . .  , ~(y, z~ t~_~), ~(T)) 
- 9(~(Y, z; to ) , . . . ,  ~(y ,  z; t~_~), v(T)) 
< ~(y ,z ,~,y ) ,  
by Assumptions (Hll) and (HI2). It proves that y, z are (~ w.c. lower and upper solutions of (1). 
This completes the proof. | 
THEOP~EM 3. Let Assumptions (HI) and (H9 )-(H12) hold. Then, there exist monotone sequences 
{y~,z~} such that y~(t) ~ y(t), z,(t)  ~ z(t) uniformly on J and zo(t) <_ z(t) < y(t) < yo(t) 
on J. Moreover, if Q is empty, then y, z E Ct(J, ~) are extrem~I solutions of problem (1) in the 
set ~. 
PI~OOF. Let 
¢+1( t )  : y(t, y~,(t)) + M[y .+l ( t )  - v.(t)] ,  t e J, 
0 : G(y~,z~,~,y~) + L[yn+I(T) - y~(T)], 
z '+i ( t )  : y(t, z~(t)) + M[z~+l(t)  - ~n(t)], t e J, 
0 = O(y.~, z~,w, z~) + n[z~+l(T) - z~(T)], 
for n = 0,1, . . . .  By induction, in view of Lemma 3, we can prove that 
zo(t) <_ zi(t) <_... <_ zn-t(t )  <_ zn(t) <__ yn(t) <_ zn- l ( t )  <_..- <_ yt(t) <_ yo(t) 
for all naturM n and t E J. It results that sequences {Yn, z,~} converge uniformly to their limit 
functions y and z, respectively, and z0(t) <_ z(t) < y(t) <_ yo(t) on J. Indeed, y and z satisfy the 
s~tem 
¢( t )  = y(t,y(t)) ,  t e J, 
~'(t) = f ( t ,  ~(t)), t c J, 
0 = 5(y ,z ,~, ,y ) ,  
o = 5(y ,z ,w ,z ) .  
The rest of the proof is similar to the proof of Theorem 1, and therefore, it is omitted. | 
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THEOREM 4. Let Assumptions (H~) and (Hg)-(H12) hold. Assume that Q is not empty. More- 
over, assume that 
(1 °) there exists a continuous function W such that 
f ( t ,~t ) - f ( t ,u )~_W(t ) (~-u) ,  i f zo ( t )<u<~t<yo( t ) ,  t c J ,  
(2 °) there exist nonnegative constants Ki, i = 0,1,. . . ,  r - 1 such that 
r - -1  
g(~0, U l , ' - - ,  ?~r--1, a) - g(~to, ~t l , . . . ,  Ur-1, a) ~ E KiPilUi -- ~tit' 
i=0 
where a C [z0(T), yo(T)], u~, ~i e [z0(ti), yo(ti)] and 
1, ift i  C Q and u~ < ~,  
~i= 1, i f t i~Qandu~_>~i ,  
O, otherwise, 
for i = O, 1 , . . . , r -  1, 
(3 °) there exists a constant K > O, such that 
g(vo ,  v l , . . .  - 9( 0, V l , . . .  > - , )  
if zo(T) < u < ~ < yo(T), zo(t~) < vi <_ yo(t,), i = 0,1 , . . . , r -  1, and 
EK~exp W(s) ds < K. 
i=0 
Then, problem (1) has in ~ a unique solution. 
PROOF. We can show that sequences {Yn, zn} (from the proof of Theorem 3) converge uniformly 
on Y to a unique solution in A. The proof is similar to the proof of Theorem 2. | 
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