Astro-WISE is the first information system in astronomy which covers all aspects of data processing, storage and visualization. We show the various concepts behind the Astro-WISE, their realization and use, migration of Astro-WISE to other astronomical and non-astronomical information systems.
INTRODUCTION
Astro-WISE * 1 means Astronomical Wide-field Imaging System for Europe. The origin of the system is in the processing, calibrating, distributing and mining of the data of the Kilo Degree Survey (KIDS † ) currently running on the VLT (Very Large Telescope) Survey Telescope (VST) at ESO's site Paranal, Chile. KiDS is a weak lensing survey, searching for the cosmic evolution of dark matter and dark energy. The complete survey involves Petabytes of imaging data, at various states of reduction, and catalog of billions of sources observed in 9 different bands (after merging of KiDS with VIKING survey).
The development of the processing and data storage system for the optical image processing pipeline put a set of requirements:
* scalability of the system: any part of the system, i.e., data storage, data processing, metadata management, should be scalable with the increase of incoming data and the number of users involved in the data processing. The system should be scalable with respect to the data processing algorithms and pipelines, allowing the implementation of new pipelines and derive improved results from the same raw or intermediate data with new algorithms. The scalability of data mining should be possible, i.e. the system should satisfy all possible kinds of requests; from the retrieval of a single data item by identifier to a complicated archive study involving multiple complex queries.
* distributed system: any derivation of a result or search for a result should be possible by different users at different sites where the system is implemented. This makes it possible to optimally use shared resources.
* traceability: all activity in the system should leave a clear footprint so that it will be possible to trace the origin of any changes in the data and find an algorithm, input parameters, program and user who created a data item. This allows expert knowledge to be shared among all users of the system.
* adaptability. The system should be possible to adopt for a number of different scientific use-cases, providing resources, pipelines and expertise to perform a data processing according to user's interests on the same data set.
These requirements should guarantee that the system can handle massive reprocessing of the data with the storage of all processing parameters and links to the previous version of the data. The quality control is essential for the production of the science-ready end product.
Apart from the general requirement to the system there are requirements to the implementation of the data processing:
the system must implement a common data model which should ensure data provenance and full data lineage; the system must be distributed due to the distributed nature of the data processing -many institutions which participate in the data processing provide hardware, software, manpower and expertize at a number of sites all other Europe.
The considerations and the requirements above resulted in the concept of an integrated data-centric information system which was implemented in Astro-WISE and other systems based on WISE-Technology concept.
WISE-TECHNOLOGY CONCEPT
The WISE-Technology concept (WISE concept) defines an outline for an information system, i.e., data storage and processing system with integrated resources and expertize which allow the user to modify their own data creating user-specific version of an archive and share this version with other users.
The information system consists of three components: the data layer, business rules and the interfaces. The data layer in the case of the WISE concept is divided into two parts: the data part, which accumulate all data products stored in files and the metadata part, which stores everything but pixels of the image, i.e., processing parameters, quality information, validity flags, file sizes etc. The metadata part allows to implement a data model, the data part allows to store the data as files in a standard format, while business rules implemented in Python classes bind the metadata and the data layers. Interfaces provide user access to both the business rules and the data.
To implement Astro-WISE we use abstractions of storage, processing and database capabilities as a basis for the infrastructure for each of the layers of the system. The metadata layer is realized in a relational DBMS through an abstraction of the required database functionality, the data layer is put on the Astro-WISE data storage grid through an abstraction of storage and the processing grid is used to connect the user with the data and metadata layers by a number of interfaces for the data processing layer. Separation of these three infrastructures plays a key role in the flexibility of the system, as we will see below.
The metadata layer implements a list of necessary functionalities:
1. Inheritance of data objects. Using object-oriented programming, all objects within the system can inherit key properties of the parent object. All these properties are made persistent.
2. Full lineage. The linking (associations or references, or joins) between object instances in the database is maintained completely. Each data item in the system can be traced back to its origin. The tracing of the data object can be both forward and backward. For example, it is possible to find which raw frames were used to find magnitudes, shapes and position for this particular source and, at the same time, which sources were extracted from that particular raw frame.
3. Consistency. At each processing step, all processing parameters and the inputs which are used are kept within the system. Astro-WISE keeps the old versions of all data items along with all parameters used to produce them and all dependencies between objects.
4. Embarrassingly parallel and distributed processing, the administration of asynchronous processing is recorded in the metadata layer in a natural way.
Our requirements on distribution and multiple users propagate as key principles of the realization of metadata and data layers and business rules which form the core of the WISE approach:
1. Component based software engineering (CBSE). This is a modular approach to software development, each module can be developed independently and wrapped in the base language of the system (Python) to form a pipeline or workflow.
2. An object-oriented common data model used throughout the system. This means that each module, application and pipeline will deal with the unified data model for the whole cycle of data processing from the raw data to the final data product.
3. Persistence of all the data model objects. Each data product in the data processing chain is described as an object of a certain class and saved in the archive of the specific project along with the parameters used for data processing.
The Astro-WISE system is realized in the Python programming language. It allows to wrap any program into a Python module, library or class. The use of Python also allows to combine the principles of modular programming with object-oriented programming, so that each package in the system can be built and run independently with an object-oriented data model serving as glue between modules. At the same time, the logic behind pipelines and workflows in Astro-WISE allows the execution of part of the processing chain independently from the other parts.
The conceptual difference between Astro-WISE and other existing systems is that Astro-WISE moves from the usual for astronomy processing-centric approach to a data-centric approach. The data processing itself becomes an integral part of the archive.
The typical solution for the data processing and storage for Astronomy handles the data processing and the final data product delivered to the user as two completely separated entities. The data product usually is a result of the processing for the whole survey with fixed processing parameters used for the whole set of images. The user has access to reduced images and the catalog, both data products are stable within a "release", which usually refers to the sky coverage performed by the survey.
In this way the survey data center provides the user with a specific version of the data product that will not change over time, which covers most of the science use-cases.
Nevertheless there are a number of use-cases which can not be satisfied by the "standard" version. For example, in the search for objects like brown dwarfs or quasars it is important to lower the detection threshold which implies the reprocessing of the data. The user himself has to care about such reprocessing thereby reinventing the whole data processing system for the survey and involving his own resources. The Astro-WISE system allows to work on any use-case using the standard pipelines and performing programming on a minimal level -if this is necessary at all.
In the next sections we will review in detail the infrastructural layers of Astro-WISE and their implementation.
WISE ARCHITECTURE
We described above three infrastructural components of Astro-WISE: the relational DBMS (the metadata layer), dataserver (the data layer) and DPU (the processing layer). Combined with user interfaces these components build an Astro-WISE node -a detached Astro-WISE site which can operate independently from other sites. Multiple nodes can be combined to form a distributed system. Each node is independent from others in the sense that it is administrated independently and can handle both the data distributed over other nodes and the data restricted to this node only and shielded from other nodes. Figure 1 shows the elements of the node: * Data storage servers (dataservers).
* A metadata database to store a full description of each data file with links and references to other objects. * Astro-WISE programming environment (CLI) along to web services which give the user an ability to access to the stored data and launch a data processing. * Computing nodes for the data processing with DPU servers on top of their queuing system.
All these elements are optional, an Astro-WISE node can be installed without dataservers (dataservers from other nodes are used), metadata database or processing facilities. In fact an Astro-WISE node can be installed on a notebook as Astro-WISE environment only giving the user access to the system -if the user is not satisfied with web services on the remote nodes.
Presently Astro-WISE includes sites at Groningen University, Leiden University and Radboud University Nijmegen (The Netherlands), Argelander-Institut für Astronomie, Bonn and Universitäts-Sternwarte München (Germany) and Osservatorio Astronomico di Capodimonte, Napoli (Italy).
INTERFACES
The description of the Astro-WISE system would be incomplete without a description of a number of interfaces provided for the user. 2 The user can write his own applications in the Python language calling Astro-WISE libraries or can involve Astro-WISE services. The first case requires the use of the Astro-WISE Command Line Interface called AWE (Astro-WISE Environment), which can be installed on any site, PC or notebook
The Command Line Interface -CLI -supposes that the user writes his own programs using Python, but to browse the data or even to process observations there is no need to use the CLI. All operations required to perform this activity are possible with a set of standard web services of Astro-WISE. Of course, the use of the CLI gives to the user much more freedom in data processing. The CLI is more useful for experienced users working on a particular use-case, meanwhile web services are developed for routine operations during the data processing of the surveys.
The web interfaces are divided into two types: data browsing/exploration and data processing/qualification. The first group includes: * dbviewer ‡ -the metadata database interface which allows browsing and querying of all attributes of all persistent classes stored in the system, * quick data search § -allows querying on a limited subset of attributes of the data model (coordinate range and object name), and provides results of all projects in the database, * image cut out service ¶ and color image maker -these two services are for the astronomical image data type and allow to create a cut out of the image or to create a pseudo-color RGB image from three different images of the same part of the sky, * GMap * * -exploration tool of the Astro-WISE system using the GoogleSky interface.
Data processing / qualification interfaces are:
* target processing † † -the main web tool to process the data in Astro-WISE. This web interface allows users to go through pre-defined processing chains, submitting jobs on the Astro-WISE computing resources with the ability to select the computing node of Astro-WISE, * quality service ‡ ‡ -allows to estimate the quality of the data processing and set a flag highlighting the quality of the data, * CalTS * -web interface for identifying and qualifying calibration data.
All web services are built using a set of Python classes developed for Astro-WISE as a basis and uses a modular principle, which allows to create a new web service using components of older ones.
ASTRO-WISE: MIGRATION TO OTHER SYSTEMS
Astro-WISE is the first system which realizes the WISE-Technology concept and serves as a basis for the further development of information systems. In this section we describe the adaptivity of the parent system to new tasks and challenges -the LOFAR Long Term Archive and the Molgenis system.
The importance of the LOFAR Long Term Archive (LTA) for the development of WISE concept is the necessity to use an external infrastructure which should be included in the architecture to form a complete information system. We preserved all principles of Astro-WISE adding storage and processing which is not controlled by the system itself (BiGGrid † ). Additionally we integrated three different systems of Authorization and Authentication to make it possible for the LOFAR observatory to create new users and control resources in the system.
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Another significant development was achieved with the adaptation of Molgenis ‡ . Molgenis is a framework written in Java to build user interfaces and databases from definitions that are written in XML. From these definitions the database tables and webserver are generated. Its origins lie in biomedical applications. Historically Molgenis focused more on the interaction with the user to streamline the "protocols" (recipes for analysis) of researchers to keep track of analysis of results. On the other hand, the WISE technology focused more on the results from a processing perspective. This lead to the idea to combine the strengths of both frameworks and use some models that already existed in XML for Molgenis to generate a datamodel in Python for Astro-Wise. Then Molgenis could be extended to use the WISE infrastructure for distributed storage and processing.
The existing Molgenis XML model is organized in a common fashion through "module", "entity" and "field" where each field has a type of int, float, str or can be a reference type such as mref or xref. Most of these have a counterparts in the WISE framework which made it possible to write a conversion tool.
The webserver that is generated by Molgenis has to communicate to a database that it usually creates itself. However, in this case the database had to be generated by Astro-Wise because the frameworks did not have a backend for a common database (Oracle vs. non-Oracle). Instead of writing a new database backend for either framework it was decided to write an xmlrpc interface to encapsulate database queries and return their results. Since client software for all database flavors does not have to be present this functionality can be extended, e.g., since this is xmlrpc, a programming language independent implementation could also use the database in a way that the WISE framework dictates.
The approach developed and tested in the case of Molgenis allows to create a new information system based on Astro-WISE with all services starting from the data model coded in XML and to do this automatically. This approach allowed to decrease the time and resources spent for the developing and implementation of a new system significantly.
The next system which will be created with the approach tested on Molgenis is the data handling system for the Multi Unit Spectroscopic Explorer § at ESO's VLT at Paranal, Chile (MUSE).
CONCLUSION AND FUTURE WORK
The Astro-WISE information system, the first information system in Astronomy which combines all layers in the data handling, archiving and publishing, proved to be a reliable and flexible tool for the data processing.
Originally developed to process the data of Kilo Degree Survey (KiDS ¶ ) it triggered development of the unique approach to the architecture of scientific information systems (WISE-Technology concept).
Both Astro-WISE and the WISE concept are living systems which are open to the improvements. For the last 2 years further development of the WISE approach is hosted by Target and Target Holding . Target is an expertise center in the Northern Netherlands which is building a cluster of sensor network information systems and provides cooperation between a number of scientific projects and business partners like IBM and Oracle. Target creates and supports a hardware infrastructure for hosting tens of Petabytes of data for projects in astronomy, medicine, artificial intelligence and biology.
In this development the WISE concept was used to create new information systems extending the original Astro-WISE on new data models, new data storage and processing capacities and new fields.
