Abstract: Given that a time-delay system is stable for some delay h 0 > 0, a procedure is given to find the stability interval [h *
INTRODUCTION
This paper considers the robust stability of timedelay systems of the form
Following Kamen Kamen (1982) , the characteristic equation for (1) 
where Re(s) denotes the real part of s. Condition (3) implies asymptotic stability of (1) (see Bellman and Cooke (1963) Hale and Lunel (1993) Diekmann and Walther (1995)Nicolescu (2001) ).
Kamen Kamen (1982) introduced the notion of a system being asymptotically stable independent of delay. In this formulation, the polynomial a(s, z) is said to be asymptotically stable independent of delay (i.o.d.) iff Kamen (1982) a(s, e −hs ) = 0 for Re(s) ≥ 0, h ≥ 0.
Condition (4) implies asymptotic stability for the solutions of (1). Algebraic tests exist to check for stability i.o.d. are given in Chiasson and Lee (1985) Kamen (1982) . Given that the system is stable when h = 0, tests that determine the value h * such that the system is stable for 0 ≤ h < h * and unstable when h = h * are given in Hertz and Zeheb (1984a) Hertz and Zeheb (1984b) Chiasson (1988) .
In this paper, it is not assumed that the system is necessarily stable for h = 0. Specifically, given that a time-delay system is stable for some delay 1 or h = h * 2 . This is motivated by the fact that in some cases, the introduction of delay may have stabilizing effects (see for example Petterson and Werner (1991) Niculescu and Abdallah (1999) C.T. Abdallah and Byrne (1993) ) or by the Smith predictor structure as described later in the paper.
The remainder of the paper is divided as follows: In section 2 we prove the main result and illustrate via an example taken from Petterson and Werner (1991) . Section 3 discusses the robust stability of the Smith Predictor control structure using the results of section 2. Section 4 presents our conclusions and directions for future research.
MAIN RESULTS
Following Hertz and Zeheb (1984b) Chiasson and Lee (1985) Chiasson (1988) , the idea is to note that if a system is stable for some h 0 > 0, then as the system transitions from a stable to an unstable regime (as the delay h is either increased or decreased), it must have poles that cross over to the jω axis. In other words, at the point of transition, there must be roots of the form s = jω, z = e −jωh (Re(s) = 0, |z| = 1) of (2).
To exploit the above idea, an auxiliary polynomial a(s, z) is defined as
With this definition, the main result is now stated and proven.
Theorem It is assumed that the time-delay system (1) is stable for some h 0 > 0, that is,
Then a(s, e −hs ) = 0 for Re(s) ≥ 0 and h Given that the system is stable for h = h 0 , it follows that σ(h 0 ) < 0. By the above lemma, increasing h above h 0 , there is an h 2 which is the first value of the delay h > h 0 satisfying σ(h 2 ) = 0. For this value of h 2 , there is an s 2 such that
That is, s 2 = jω 2 , z 2 = e −jω2h2 (|z 2 | = 1). Further, s 2 = 0 as s 2 = 0 would imply that a(0, 1) = 0 contradicting the assumption (5). Clearly, (s 2 , z 2 ) also satisfiesã(s 2 , z 2 ) = 0 and thus h 2 = h *
.
On the other hand, by definition, σ(h * 2 ) = 0 so that the system is unstable when h = h * 2 . Similar arguments show there is an h * 1 such that the system is stable for h * 1 < h ≤ h 0 and unstable when h = h Remark Consider the special case where the characteristic polynomial is of the form
and any common zero of {a(s, z),ã(s, z)} of the form (jω 0 , z 0 ) satisfies 
So if G(s, e
−hs ) has a zero in the rhp for some h > 0 then there must be a pair (s
However, z = 1 requires s = 0 and the pair (0, 1) is not a zero G(s, e −hs ). Consequently, G(s, e −hs ) is stable independent of delay.
Theorem Any linear time-invariant finite-dimensional (i.e., delay free) which is both controllable and 2 Such pole-zero cancellations for time-delay systems were pointed out to the first author by Mark Spong. observable can be stabilized by delayed output feedback.
Proof For ease of presentation, consider the SISO case.
can be solved for x so that the state feedback may be written as
the system is stable (the observability hypothesis implies the invertibility of the given matrix). Noẇ
Modify the controller by replacing the derivatives by their finite differences to get
The closed-loop transfer function has the form
where
is stable by construction. Consequently, as h is increased from 0, there is a first h * > 0 such that G(s, e −hs ) has poles on the jω axis. So, for any 0 < h < h * , the system is stabilizable by output feedback. In practice, one would hope to find an h large enough such that the finite differences do not amplify the noise and also small enough so that the relative stability of the system is acceptable (i.e., the poles are far enough in the lhp.). (2001)) whose open-loop transfer function is G 0 (s) = 1/(s 2 + α 2 ). It follows from theorem 2 that this system is stabilizable by output feedback. However, to compare with the results in Petterson and Werner (1991) Niculescu and Abdallah (1999) , the compensator is chosen to be the positive feedback G c (s) = Ke −hs , K > 0 resulting in the closed-loop transfer function
Stabilization by Delayed Output Feedback
The interest here is to study the stability of this system, that is, the roots of the closed-loop characteristic polynomial a(s, e −hs )
This system is clearly unstable for h = 0 having poles on the jω axis at ±j
Eliminating s 2 gives z 2 K − K = 0 or z = ±1. The four common zeros are therefore
Solving for the delay values corresponding to these common zeros results in
..} can be arranged in increasing order. The above theorem implies that for all delay values between any two adjacent delays in this set, the system is either stable or unstable. Of course, for h ∈ {h 1m , h 2n | m = 0, 1, 2, ... n = 0, 1, 2, ...}, the system is unstable having poles on the jω axis. According to Theorem ??, to determine whether a particular interval corresponds to the system being stable requires finding a specific h in the interval for which the system is stable for this delay value. To do so, consider the first two values of h, that is, m = 0 and n = 0 resulting in
−hs ) is stable for h > 0 small enough. Consequently, by the above theorem, the system is stable for all h satisfying 0 < h < h 20 = π/ (α 2 + K). For h < h 20 the system is stable while for h = h 20 there are two poles s 0 = ±j (α 2 + K) on the jω axis. Consequently, for h = h 20 there can be no poles in the open right-half plane. Using this information, one can conclude that next interval, i.e., h 20 < h < min
3 is 3 A straightforward calculation shows min 2π 
and is valid to first order in ∆h, ∆s. Setting equation (6) 
As pointed out above, for this particular system, there are no poles in the open right-half plane for h = h 20 . As h is increased slightly from h 20 , the analysis shows that the poles at s 0 = ±j (α 2 + K) migrate to the right-half plane since Re(∆s) > 0. As the system is unstable for h = h 20 + ∆h, with ∆h > 0 and small, theorem ?? implies the system is unstable for
. These results are consistent with those given in Petterson and Werner (1991) Niculescu and Abdallah (1999) .
This system is clearly unstable for h = 0 having poles at
According to Definition 2, only the common zeros (s k , z k ) for which Re(s i ) = 0, s i = 0, and |z i | = 1 are considered. Solving for the delay values corresponding to these particular common zeros results in
By the continuity property given in lemma 2, it follows that σ(h) > 0 for h small enough and, consequently, the system must be unstable for 0 < h < π/ (α 2 + K). In the next interval, π/ (α 2 + K) < h < 3π/ (α 2 + K) nothing can be concluded based on theorem ??. Although the system has poles on the jω axis for h 20 = π/ (α 2 + K), a perturbation analysis cannot be used to test stability there. This is because it cannot be assumed that the system has no other poles in the open right-half plane since the system is unstable for h < h 20 .
Example Petterson and Werner (1991) Niculescu and Abdallah (1999) Here the previous system is reconsidered from the point of view of theorem 2. The open-loop system is still G 0 (s) = 1/(s 2 + α 2 ) with a statespace realization given by
Following theorem 2, the control is chosen as
y(t) y(t) − y(t − h) h
+ r resulting in the closed-loop transfer function
). The polynomials a (s, z),ã(s, z) are given by
The system is stable for h = 0 and, as h is increased, there is a first value h * for which a(s, e −h * s ) has roots on the imaginary axis. This means that when h = h * the polynomials a(s, z) andã(s, z) must have a common zero (s * , z * ) satisfying Re(s * ) = 0, |z * | = 1. To find the common zeros, s 2 is eliminated giving z 2 K − K = 0 or z = ±1. The four common zeros are therefore
The delay h 10 = 0 is eliminated since it has already been shown the system is stable for h = 0. Consequently, the first value of h correponding to roots on the imaginary axis is h 20 = π/ a 0 + 2k 1 /h. The system is stable for
Setting a 0 = r 2 , a 1 = 2r places the closed-loop poles at −r when h = 0. The above bounds on the delay become 0 ≤ h < −2 + √ 4 + π 2 /r = 1.724/r. Consequently, this indicates that the further these poles are placed in the lhp, the smaller the range of stability in the delay h.
ROBUST STABILITY OF THE SMITH PREDICTOR
The Smith Predictor control structure shown in Figure 2 provides a methodology to stabilize a time-delay system that has a pure process delay in the open-loop plant (Power and Simpson (1978) , p.230). Fig. 2 . The Smith-predictor feedback system.
Here the open-loop system is G 0 (s)e −sh0 and application of the feedback
with h = h 0 results in the closed-loop system transfer function Fig. 3 . The equivalent closed-loop system when h = h 0 .
Thus, if the delay h 0 is known precisely, the feedback structure shown in Figure 3 shows that it is sufficient to stabilize the delay-free system G 0 (s) using the compensator G c (s). However, if the delay h is uncertain, then the perfect cancellation of the Smith predictor structure does not materialize. Instead, the closed-loop transfer function is given by
, the characteristic equation of (8) may be written as
(9) where a 0 (s) = n(s)+d(s), a 1 (s) = −n(s). Here the delays h 0 , h are noncommensurate in general. By design, the compensator G c (s) is chosen so that (9) (or equivalently (7)) is stable for h = h 0 , that is, a 0 (s) is stable. The interest here is to determine the range of values of h about h 0 for which (9) is stable. As h is increased (or decreased) in value from h 0 , there is a first value h * for which the roots of (9) are on the jω axis, that is,
for some s * = jω * . To exploit this idea set z 0 = e −sh 0 , z = e −sh and define
Equation (10) implies that for h = h * , the poly-
and substituting this intoã(s, z 0 , z) results iñ
As a 0 (s) is stable by design, a 0 (s) and a 0 (−s) are not zero on the jω axis. Further, if a 1 (s) has a root on the jω axis, then this root cannot correspond to a root of a(s, z 0 , z) = a 0 (s) + a 1 (s) (z 0 − z) = 0 as this would obviously imply a 0 (s) has a root on jω axis.
The problem now is to find the roots of
for Re(s * ) = 0, |z * | = 1.
Solving (12) for z gives
and substituting this into (11) gives
Lemma For those values of ω for which |a 1 (jω)/a 0 (jω)| < 1/2, equation (12) with z = e −hjω cannot be zero for any h.
Proof With z = e −hjω and
, equation (12) can be rewritten as
Consequently, for those values of ω for which |a 1 (jω)/a 0 (jω)| < 1/2, there can be no roots of (12) on the jω axis.
Corollary If for all ω, |a 1 (jω)/a 0 (jω)| < 1/2, then the system (9) is stable independent of the delay value h.
Proof Follows directly from lemma 3.
Stability test
This lemma shows that one need only consider (14)(19) for |a 1 (jω)/a 0 (jω)| > 1/2. Then, with h 0 the fixed nominal value of the delay and z 0 = e −jh 0 ω , s = jω, one solves (14) for ω ∈ {ω :
for ω i ∈ {ω : |a 1 (jω)/a 0 (jω)| > 1/2}. With z 1 = e −jhω , s = jω in (19), each of the solutions ω i of (15) are then substituted into
and solved for the corresponding h ik , k = 1, 2, .... Then for each i, one selects the h ik1 that is closest and less than h 0 and the h ik 2 that is closest and greater than h 0 . Finally, h *
Example Let the system model be G 0 (s) = 1/s and the controller G c (s) = K > 0 in Figure  2 . The closed-loop characteristic polynomial is a(s, e −h0s , e
With h 0 = .25, K = .1, this can be solved numerically by finding the roots of r(ω) −h 0 ω− γ i (ω) = 0 for i = 1, 2. It turns out that r(ω) has no roots so this system is stable for all h ≥ 0.
Example Consider a variation of the previous example where a (s, e −h0s , e 
NUMERICAL EXAMPLE
In this section, an example is presented to illustrate the proposed technique. The double integrator (briefly discussed in the introduction, see also ?) and some simple extensions of it are considered.
Double integrator
Let us now re-consider equation ( 
where z = e −sh . Next, form the auxiliary polynomialã (s, z) = a(−s, 1/z)
Recalling the results in ?, set a(s, z) = 0 and solve for
This is then substituted for z in (18) to obtaiñ
If we now let s = jω, andã(jω, e −jωh ) = 0, we obtain (−jω) 2 (jω) 2 = (k 1 − k 2 e jωr 0 )(k 1 − k 2 e −jωr 0 )
The method here is that k 1 , k 2 , r 0 are chosen to satisfy have already been chosen according to (??) to make (17) stable when h = 0. Then, if the system becomes unstable as h is increased, then there must be a first value of h 0 for which (17) has a root on the jω 0 axis. Further, (18) must then be stable for 0 < h < h 0 . The point of the analysis leading to (20) is that any root on the jω 0 axis for h = h 0 must satisfy (20). In fact, we have the following ?:
