On considere l'équation ψ t − ∆ψ + c|ψ| p−1 ψ = 0 avec les conditions aux limites de Neumann dans un ouvert connexe borné de R n avec p > 1, c > 0 . On montre que si la donnée initiale est petite en norme L ∞ et si sa moyenne dépasse en valeur absolue un certain multiple de la puissance p de sa norme L ∞ , alors ψ(t, ·) décroit comme t − 1 (p−1) .
1 Introduction and position of the problem.
In this paper we consider the following nonlinear parabolic equation
where Ω is a bounded smooth open connected domain of R n and g ∈ C 1 (R) satisfies g(0) = 0 (1.2) and for some p > 1 ∃c > 0, ∀s ∈ R, 0 ≤ g ′ (s) ≤ c|s| p−1 . is well-known to be maximal monotone in L 2 (Ω. As a consequence of [2, 3] for any ψ 0 ∈ L 2 (Ω) there exists a unique weak solution of the equation
In addition it is well known that if ψ 0 ∈ L ∞ (Ω), ψ(t, ·) remains in L ∞ (Ω) for all t > 0. Finally [9] contains an estimate of the solution in C(Ω) and C 1 (Ω) for t > 0, which is valid for any sufficiently regular domain. We recall two results from [1] Theorem 1.1. Let g satisfy (1.2) and (1.3). Then any solution ψ of (1.1) satisfies the following alternative as t → ∞: either
where λ 2 > 0 is the second eigenvalue of A in D(A).
The proof of Theorem1.1 relies on the following basic fact. Defining the orthogonal projection P : H −→ N , where H = L 2 (Ω) and N = ker(A) is the set of constant functions, we recall
any solution of (1.1). Assume that g is locally Lipschitz and nondecreasing. Then we have
where . 2 denotes the norm in L 2 (Ω) and λ 2 > 0 is the second eigenvalue of −∆ in L 2 (Ω) with Neumann boundary conditions .
Finally in [1] the following result was established Proposition 1.3. Let g satisfy (1.2) and (1.3). Then if ψ(0, ·) ≥ 0 and ψ(0, ·) does not vanish a.e in Ω, the solution ψ of (1.1) satisfies (1.7).
It is a natural question, since constant initial data give rise to solutions which satisfy (1.7), to wander what can be said when the initial datum is close to a constant in some sense. One way of expressing proximity to a constant would be to assume that the average is large compared to the projection on the subspace of functions with average 0. The main result of this paper will show that such a condition actually implies (1.7) at least if ψ(0) is small enough in L ∞ (Ω). Actually our main result is more general and contains the fact that all solutions with constant non-zero initial data satisfy (1.7). 
Proof. Following the notation from [1] we set ψ = u + w, where u = P ψ and w = (I − P )ψ. By projecting (1.1) on N we have u ′ + P (g(ψ)) = 0, which can be rewritten as u ′ + g(u) = −P (g(ψ) − g(u)).
By the assumption (1.3), we deduce that
By Proposition 1.2 and the fact that P is contractive in all L p spaces we have the estimate
Assuming, by contradiction, that ψ does not satisfy (1.7), we observe that u is an exponentially decaying solution of
It is not difficult to check that such an exponentially decaying solution is unique since the difference of two solutions of this type is either 0 or bounded away from 0. From this information we shall get an estimate on u by a refinement of the fixed point argument used in [1] . More precisely we shall establish the following then for every function f satisfying
5)
there exists a unique function v ∈ C 1 (R + ) satisfying
and sup
Proof. As in [1] we look for a solution of the integral equation We consider the operator T : X → C(0, +∞) defined by
where γ = λ 2 , which reduces to
hence (2.1). Then u, being equal to v, satisfies
Making t = 0 in this inequality we find
contradicting the hypothesis.
Applications
Since the appearance of our main result is a bit involved, we derive a few simple consequences.
For ε > 0 small enough the solution of (1.1) with initial condition ψ(0) = εφ satisfies (1.7).
Then the solution of (1.1) with initial condition ψ(0) = φ satisfies (1.7). Then the solution of (1.1) with initial condition ψ(0) = φ satisfies (1.7).
We close this section by a concrete example Then the solution of (1.1) with initial condition ψ(0) = φ satisfies (1.7).
Proof. Obvious consequence of the previous corollaries with c = 3 and λ 2 = 1.
