In sports science education and research, the use of artificial intelligence methods along with feature selection algorithms can be of great help for developing prediction models where experimental studies based on measurements are not feasible. In this paper, we present a case study in regards to how sports science can benefit from the use of artificial intelligence methods combined with a feature selection algorithm. More specifically, the purpose of our study is to develop prediction models for upper body power (UBP), which is one of the most important factors affecting the performance of cross-country skiers during races. The dataset, which includes 75 subjects, was obtained from the College of Education, Health and Development of Montana State University. Multilayer Perceptron (MLP) and Single Decision Tree (SDT) along with the minimum-redundancy maximum-relevance (mRMR) feature selection algorithm were used to produce prediction models for predicting the 10-second UBP (UBP 10 ) and 60-second UBP (UBP 60 ). The predictor variables in the dataset are protocol, gender, age, body mass index (BMI), maximum oxygen uptake (VO 2 max), maximum heart rate (HRmax), time and heart rate at lactate threshold (HRLT) whereas UBP 10 and UBP 60 are the target variables. Based on the ranking scores of predictor variables assigned by the mRMR, 16 different prediction models have been developed. By using 10-fold cross-validation, the efficiency of the prediction models has been calculated with their multiple correlation coefficients (R's) and standard error of estimates (SEE's). The results show that using less amount of predictor variables than the full set of predictor variables can be useful for prediction of UBP 10 and UBP 60 with comparable error rates. The model consisting of the predictor variables gender, BMI, VO 2 max, HRLT and time yields the lowest SEE's for prediction of UBP 10 , while the model including the predictor variables gender, age, BMI and VO 2 max gives the lowest SEE's for prediction of UBP 60 , whichever regression method is used. Using these two models instead of the full set of predictor variables yields up to 4.95% and 6.83% decrement rates in SEE's for MLP and SDT based UBP prediction models, respectively.
Introduction
Cross-country skiing has increasingly become a popular sport that continues to evolve due to advances in training, equipment and ski techniques. Cross-country skiing is a very exhausting sport because the cross-country skiers intensively use all of upper and lower body musculature. A principle component in this sport is the ability to take advantage of the generating ability of UBP. UBP is defined as the rate at which work can be performed using the arm, shoulder and trunk muscles. UBP is the most fundamental determinant of cross-country ski race performance. (Marsland, 2012; Heil & Camenisch, 2014) .
Regardless of the frequency with which research efforts about UBP are presented in literature, the necessary equipment for measuring UBP is expensive and not commonly accessible. Previously conducted experiments regarding UBP measurements have been mainly performed on dedicated ergometers in special research laboratories. Moreover, there is no standardization in measurement Cross-country skiing has increasingly become a popular sport that continues to evolve due to advances in training, equipment and ski techniques. Cross-country skiing is a very exhausting sport because the cross-country skiers intensively use all of upper and lower body musculature. A principle component in this sport is the ability to take advantage of the generating ability of UBP. UBP is defined as the rate at which work can be performed using the arm, shoulder and trunk muscles. UBP is the most fundamental determinant of cross-country ski race performance. (Marsland , 2012; Heil & Camenisch, 2014) .
Regardless of the frequency with which research efforts about UBP are presented in literature, the necessary equipment for measuring UBP is expensive and not commonly accessible. Previously conducted experiments regarding UBP measurements have been mainly performed on dedicated ergometers in special research laboratories. Moreover, there is no standardization in measurement protocol of UBP. Consequently, it may be advantageous to predict rather than measure UBP using actual training data previously collected by tests on ergometers (Alsobrook & Heil, 2009 ).
In literature, numerous UBP prediction models were developed using different machine learning methods including Support Vector Machines (SVM), MLP, Generalized Regression Neural Network (GRNN), Radial Basis Function Neural Network, Decision Tree Forest, Cascade Correlation Network, Tree Boost, Gene Expression Programming and SDT (Akay, Abut, Daneshvar & Heil, 2015; Akay, Daneshvar, Isoglu & Heil, 2014; Akgol, Akay & Heil, 2015) . The results showed that among the machine learning methods, the performance of UBP prediction models based on SVM was superior. Additionally, in (Akay, Akgol, Turhan & Heil, 2014; machine learning methods were combined with feature selection algorithms including Relief-F and mRMR (Peng & Long, 2015) to build UBP prediction models and investigate the effect of predictor variables on UBP prediction. In general, the models developed by utilizing feature selection algorithms showed higher performance than the ones obtained without feature selection algorithms.
The purpose of this paper is to extend the study by developing new UBP prediction models and investigating the effect of predictor variables on 10-second UBP (UBP 10 ) and 60-second UBP (UBP 60 ) prediction using a dataset in which BMI is used instead of height and weight. More specifically, the ranking of the predictor variables has been calculated using the mRMR algorithm and 16 UBP prediction models have been developed utilizing MLP and SDT with respect to the ranking of the predictor variables. Upon comparing the results presented in this paper with the ones given in , it can be inferred that UBP prediction models including the predictor variables height and weight perform better than the ones including the predictor variable BMI. Ozciloglu, M. M., Akay, M. F. & Heil, D. (2017 The rest of the paper is organized as follows. Section 2 describes dataset generation. Section 3 introduces MLP and SDT based models. Section 4 gives results and discussion. Section 5 concludes the paper.
Dataset Generation
The dataset, which includes 75 subjects, was obtained from the College of Education, Health and Development of Montana State University (MSU). Subjects came three times to the MSU Movement Science/Human Performance Laboratory. In the first coming, researchers recorded subjects' physical information including weight, height and age. After that, subjects performed three trials of a 30 seconds test and then a 60 seconds test on a custom-built double poling ergometer.
Firstly, subjects exercised on the double poling ergometer for 5 minutes. After that, subjects relaxed for 3 minutes before performing three successive trials of a 30 seconds exercise. The skier speeded up power output for the first 20 seconds of the test before double poling at best effort the last 10 seconds. The mean power output which was calculated by the ergometer for the last 10 seconds was named UBP 10 . Before subjects gave 100% effort for the last two trials, they used the first of three trials as a practice, also warm-up, using roughly 80% of maximal effort during the last 10 seconds. Successive UBP 10 trials were divided to 3 minutes rest periods. Before exercising a single 60 seconds test, subjects relaxed for an additional 5 minutes. After that, subjects performed a single 60 seconds test during which the aim was to achieve the maximum average power output over the entire 60 seconds when starting from the last stop (Alsobrook & Heil, 2009) .
Statistical information about the dataset is shown in Table 1 . 
Methodology
Sixteen different models have been developed with the ranking scores of predictor variables calculated by the mRMR feature selection algorithm. Table 2 shows the ranking among the predictor variables for UBP 10 and UBP 60 obtained by the mRMR algorithm. Two different machine learning methods were used to create the models for predicting UBP 10 and UBP 60 of cross-country skiers. MLP is a feed-forward artificial neural network model that maps sets of input data onto a set of convenient outputs. Multiple layers of nodes generate MLP in a directed graph, with each layer totally linked to the next one (Delashmit, Walter & Manry, 2005) . The activation functions of the hidden layer and output layer as well as the amount of neurons in the hidden layer determine the performance of MLP based models. SDT is most commonly preferred in data mining issues to produce a model for guessing the value of a target attribute based on several input attributes. It follows the top down approach considering all attributes from root to leaf (Hamid, Ivanovich & Hamid, 2014) . The parameters affecting the performance of SDT based models are minimum rows in a node, minimum size node to split and maximum tree levels. Table 3 lists the ranges for values of the utilized parameters for MLP and SDT methods.
MLP and SDT methods. Table 4 and Table 5 show the SEE's and R's of MLP and SDT based models along with the predictor variables. The prediction models are sorted by SEE values in rising order. The following discussions can be made regarding the results obtained:
Results & Discussion
 In general, MLP based prediction models show better performance than SDT based models.

The SEE's of UBP 60 prediction models are in average 50.19% lower than the SEE's of UBP 10 prediction models.
The prediction model comprising of the predictor variables gender, BMI, VO 2 max, HRLT and time (Model 4) yields the lowest SEE's and highest R's for prediction of UBP 10 , while the model consisting of the predictor variables gender, age and BMI (Model 14) leads to the lowest SEE's and highest R's for prediction of UBP 60 , regardless of whether MLP or SDT has been used.
Using Model 4 instead of the full set of predictor variables yields 2.59% and 6.10% decrement rates in SEE's for MLP and SDT. Similarly, when Model 14 is used instead of the full set of predictor variables, the decrement rates in SEE's for MLP and SDT are 4.95%, 6.83%, respectively.
For predicting UBP 10 and UBP 60 , MLP based models give in average 16.00% and 14.49% lower SEE's than the ones given by the SDT based models.
The prediction models consisting of a single variable (i.e. gender) yield the highest SEE's and the lowest R's for prediction of UBP 10 and UBP 60 , regardless of whether MLP or SDT has been used.
Upon comparing the results presented in this paper with the ones given in , it can be inferred that UBP prediction models including the predictor variables height and weight perform better than the ones including the predictor variable BMI. More specifically, GRNN based models including height and weight yield in average 26.64% and 29.26% lower SEE's than MLP based models including BMI for predicting UBP 10 and UBP 60 , respectively.
Conclusion
This study demonstrates the fact that in sports science education and research, the use of artificial intelligence methods along with feature selection algorithms can be of great help for developing prediction models where experimental studies based on measurements are not feasible. In this study, various feature selection based models have been produced to predict UBP 10 and UBP 60 of crosscountry skiers by using the MLP and SDT methods. In general, MLP based models give the lowest SEE's and the highest R's. Future work can include using different machine learning methods combined with different feature selection algorithms to improve the accuracy of UBP prediction.
