A large literature has considered predictability of the mean or volatility of stock returns but little is known about whether the distribution of stock returns more generally is predictable. We explore this issue in a quantile regression framework and consider whether a range of economic state variables are helpful in predicting different quantiles of stock returns representing left tails, right tails or shoulders of the return distribution. Many variables are found to have an asymmetric effect on the return distribution, affecting lower, central and upper quantiles very differently. Out-of-sample forecasts suggest that upper quantiles of the return distribution can be predicted by means of economic state variables although the center of the return distribution is more difficult to predict. Economic gains from utilizing information in time-varying quantile forecasts are demonstrated through portfolio selection and option trading experiments. * We thank Torben Andersen, Tim Bollerslev, Peter Christoffersen as well as seminar participants at HEC, University of Montreal, University of Toronto, Goldman Sachs and CREATES, University of Aarhus, for helpful comments.
Introduction
Risk averse investors generally require an estimate of the entire distribution of future stock returns to make their portfolio decisions. This holds under standard preferences such as constant relative risk aversion as well as under loss or disappointment aversion (Gul (1991) ) or general preferences such as those considered by Kimball (1993) . Empirical evidence confirms that investors' interest in stock returns goes well beyond their mean and variance. Studies such as Harvey and Siddique (2000) and Dittmar (2002) consider three and four-moment CAPM specifications and find that higher order moments help explain cross-sectional variation in US stock returns and have significant effects on expected returns.
In view of the economic importance of the full return distribution for asset pricing, risk management and asset allocation purposes, surprisingly little is known about which parts of the return distribution are predictable and how they depend on economic state variables. For example, is the probability of encountering a significant drop in stock prices time-varying? Are periods with surges in market prices predictable and linked to particular states of the economy? Answers to these questions have important portfolio implications and help improve our understanding of the economic sources of return predictability. This paper proposes a novel approach to analyzing the predictability of different parts of the distribution of stock returns as represented by its individual quantiles. We consider quantile models that allow for dynamic effects from past quantiles and incorporate predictability from economic state variables. We choose the quantiles to represent different parts of the return distribution such as the left or right tails, center or 'shoulders'. Each quantile conveys valuable information.
For example, the median can be used to capture location information, scale information can be obtained through the inter-quartile range and skewness and kurtosis through the difference between tail quantiles such as the 5% or 95% quantiles. Our approach thus generalizes existing measures that have focused on predictable patterns in moments such as the mean, variance, skew and kurtosis of returns. Given sufficiently many quantiles, we obtain a clear picture of how the return distribution depends on economic state variables.
Closely related to our paper is a literature that has focused on forecasting either the mean or the volatility of stock returns. Some papers have found evidence of predictability of mean returns using valuation ratios such as the earnings-price ratio or the dividend yield, interest rate measures and a host of financial indicators such as corporate buybacks and payout ratios or macroeconomic variables such as inflation. 1 Findings of predictability of mean returns have been questioned, however, by Bossaerts and Hillion (1999) and Welch (2003, 2007) who argue that the parameters of return prediction models are estimated with insufficient precision to make ex-ante return forecasts valuable.
While the volatility of stock returns is known to follow a pronounced counter-cyclical pattern (Schwert (1989) ), there is relatively weak evidence that the level or volatility of macroeconomic state variables are helpful in predicting stock market volatility. Along with Schwert (1989) , Engle, Ghysels and Sohn (2007) find some evidence that inflation volatility helps predict the volatility of stock returns. However, Engle, Ghysels and Sohn (2007) also find that the volatility of interest rate spreads and growth in industrial production, GDP or the monetary base fail to consistently predict future volatility, with evidence being particularly weak in the post-WWII sample. This is consistent with the findings in Paye (2006) and Ghysels, Santa-Clara and Valkanov (2006) .
The difficulty experienced in establishing predictability of the conditional mean or variance through economic state variables does not imply that other parts of the return distribution cannot be predicted. To see this point, consider a simple prediction model relating monthly stock returns on the S&P500 index to the lagged default yield spread. Figure 1 compares the OLS estimate−which seeks to provide the best fit to expected returns−to estimates obtained using quantile regression.
The horizontal axis lists quantiles running from 0.05 through 0.95, while coefficient estimates showing the effect of the state variable on the individual quantiles along with standard error bands are listed on the vertical axis. If the standard linear prediction model were true, the quantile estimates should, like the OLS coefficients, be constant across all quantiles and hence be flat lines.
In fact, the quantile estimates follow a systematic pattern with large negative values in the left tail (for small quantiles) and large positive values in the right tail (for large quantiles). Moreover, whereas the OLS estimates fail to be significantly different from zero, the quantile estimates are mostly significant in the tails and 'shoulders' of the return distribution. The default spread thus appears to have little ability to predict the center (mean) of the return distribution but is capable of predicting tails of the return distribution. Clearly its failure to predict the mean return does not imply that the default spread is not a valuable state variable for investors. This conclusion turns out to hold more generally: We find evidence that few of the state variables from the literature on predictability of stock returns can predict the center of the return distribution, but that many of these variables predict other parts of the return distribution.
The main contributions of our paper are as follows. First, we propose a quantile approach to capturing predictability in the distribution of stock returns. Our quantile prediction analysis offers many advantages over previous studies. By considering several quantiles, we gain flexibility to capture the ability of economic state variables to track predictability of different parts of the return distribution. Unlike estimates of higher order moments of returns, quantiles are robust to outliers which frequently affect stock returns (Harvey and Siddique (2000) ) and can thus be estimated with greater precision than conventional moments of returns. Moreover, our approach is free of many of the parametric assumptions necessary when modeling the full return distribution. Finally, by considering sufficiently many quantiles, we obtain a relatively complete picture of time-variations in the return distribution which can be used for purposes of portfolio selection or asset pricing.
As our second contribution, we provide new and broader empirical evidence of predictability of US stock returns than previously available. We find that many of the state variables considered in the literature are useful in predicting either the left or right tails or 'shoulders' of the return distribution but not necessarily its center. For example, higher values of the smoothed earningsprice ratio or the term spread predominantly shift the upper quantiles of the return distribution to the right, thereby increasing the probability of surges in stock prices. Conversely, increased net equity expansion tends to precede large negative returns but has little ability to anticipate periods with large positive stock returns.
Our third contribution is to investigate the economic significance of predictability of return quantiles through an asset allocation exercise for an investor with power utility who combines stocks and T-bills. To this end we consider the out-of-sample asset allocation of an investor who uses our quantile forecasts to estimate the conditional return distribution. Gains from exploiting dynamic quantile forecasts in the asset allocation decisions appear to be sizeable in economic terms.
As our final contribution, we use our quantile models to predict events in the left and right tail of the distribution of stock returns. These predictions are compared to quantile forecasts implied by model-free options-based volatility estimates using the VIX contract traded on the Chicago Board Options Exchange (CBOE). This allows us to evaluate the information in the dynamic quantile forecasts relative to market information embedded in options prices. If (after adjusting for a volatility risk premium) the dynamic quantile forecasts suggest a higher chance of large positive (negative) returns than indicated by the VIX estimates, we buy call (put) options. If the converse holds we sell options. Payoffs from these trades are compared with passive investments in the same options. Finally, to evaluate the economic significance of predictability in the tails, we use a second order stochastic dominance criterion which does not require specifying investors' preferences. Our findings provide evidence that a risk averse investor trading in options would find it beneficial to use the information embedded in the dynamic quantile forecasts.
The outline of the paper is as follows. Section 2 introduces the quantile approach to return predictability. Section 3 presents the data set and reports empirical results. Section 4 conducts an out-of-sample forecasting experiment and compares the performance of the proposed quantile models to alternatives from the existing literature. Section 5 evaluates the quantile forecasts in an asset allocation experiment, while Section 6 compares our quantile predictions to VIX-implied or Black-Scholes implied quantiles and investigates the economic value of the quantile forecasts through options trading. Finally, Section 7 concludes.
Modeling Quantiles of the Distribution of Stock Returns
Solving an expected utility maximizing investor's portfolio selection problem requires a model for the distribution of asset returns. Only in special cases such as under mean-variance preferences or normally distributed returns, are the first and second moments of the return distribution sufficient to solve this problem. In general, however, more detailed information on the return distribution is needed to solve for the optimal portfolio weights and characterize the risk of asset returns (Rothschild and Stiglitz (1970) ).
To understand how different parts of the return distribution may depend on economic state variables, it is helpful to consider a range of quantiles located at separate points of the return distribution. Let α ∈ (0, 1) represent a particular quantile of interest. Varying α from values near zero (representing draws from the left tail of the return distribution) through middle values near one-half (representing the center) to values near one (representing the right tail) allows us to track variations in the complete return distribution. Moreover, by jointly considering a large number of quantiles, we can obtain a much richer picture of variations in the return distribution than is available from the mean and variance. This can be used to indicate evidence of conditional skew or kurtosis and can also be used to uncover periods with the potential for unusually large negative or positive returns or to form confidence intervals for the return distribution.
An advantage of our approach is that it allows the effect of economic state variables to vary across quantiles whereas parametric models of the full return distribution tend to smooth the effect of state variables across different parts of the return distribution. When the effect of state variables on the return distribution is highly asymmetric, as we shall later see holds empirically in many cases, this is likely to lead to misspecified parametric models of the conditional return distribution.
We next describe our approach to modeling time variation in quantiles of the distribution of stock returns.
Quantile Models
A large literature in finance has explored whether the conditional mean or volatility of stock returns, r t+1 , vary through time as captured by models of the form
where µ t and σ t are the conditional mean and volatility, respectively, while ε t+1 is a return innovation with mean zero, variance one and a distribution function, F ε , which is typically assumed to be time-invariant.
We are interested in analyzing whether state variables from the finance literature help predict parts of the return distribution beyond the mean and variance. To this end we model the conditional α-quantile of stock returns, denoted q α (r t+1 |F t ), where F t contains information known at time t.
For given values of the conditional mean and variance, the α−quantile of r t+1 implied by (1) is
For example, in the literature on predictability of mean returns it is common to assume that
, where x t represents predictor variables known at time t. In this case the quantile forecast becomes
If return innovations, ε, are symmetrically distributed, the median return forecast will be equal to the mean return forecast:
This is the most common model from the literature on return predictability, see Goyal and Welch (2007) . Such forecasts pertain to only one moment of the return distribution, namely its center.
There are good economic reasons, however, to explore if economic state variables can predict other parts of the return distribution. For example, evidence from different quantiles may help to interpret the economic source of return predictability and indicate whether it tracks time-varying risk, time-varying expected returns or perhaps even time-variations in the risk-return trade-off.
Moreover, the type of return predictability may yield insights into how it can best be incorporated in investors' portfolio choice.
To explore predictability of the return distribution beyond the mean and variance, we consider a class of models that allows the individual return quantiles to depend on economic state variables,
The local effect of x t on the α−quantile is assumed to be linear. However, since we allow the slope coefficient (β 1,α ) to differ across quantiles, the model is very flexible.
This specification nests many existing models from the literature. First, the benchmark nopredictability model that assumes constant (time-invariant) return quantiles arises as a special case of (5) with β 1,α = 0,
Similarly, the standard prediction model where x t simply shifts the conditional mean of the return distribution emerges when β 1,α does not vary across quantiles, i.e. β 1,α = β 1 for all α :
We next generalize (5) to allow for dynamic effects from past quantiles. To account for persistence in the distribution of stock returns, we follow Engle and Manganelli (2004) and include last period's conditional quantile and the absolute value of last period's return as predictor variables:
where q α (r t |F t−1 ) is the lagged α−quantile and |r t | is the lagged absolute return. This specification is consistent with volatility clustering in stock returns. 2 To gain intuition for the quantile models, note that if the effect of economic state variables on the return distribution arises through a volatility risk premium channel, we would expect to find the largest impact of such variables in the tails of the return distribution. To see this, suppose that return volatility varies in proportion with a state variable, x t , and that it earns a risk premium, κ (see, e.g. Merton (1980) ):
where ϕ 1 measures the volatility effect of x t . This specification implies quantiles of the form
where the slope coefficient β 
Estimation
We estimate the parameters of the quantile prediction model as follows. Following Koenker and Bassett (1978) , quantiles are estimated by replacing the conventional quadratic loss function underlying most empirical work on return predictability with the so-called 'tick' loss function where e t+1 = r t+1 −q α,t is the forecast error,q α,t = q α (r t+1 |F t ) is short-hand notation for the conditional quantile forecast computed at time t and 1{·} is the indicator function. Under this objective function, the optimal forecast is the conditional quantile. To see this, note that the first order condition associated with minimizing the expected value of (11) with respect to the forecast, q α,t , is the α−quantile of the return distribution (see Koenker (2005) )
where F t is the conditional distribution function of returns.
To obtain estimates of the parameters of the dynamic quantile specification in (8), we adopt the tick-exponential quasi maximum likelihood estimation approach proposed by Komunjer (2005) which extends the quantile regression method introduced by Koenker and Bassett (1978) . Estimates of the parameters θ α = (β 0,α , β 1,α , β 2,α , β 3,α ) solve the objectivê
where ϕ α t is a probability density from the tick-exponential family:
Komunjer (2005) establishes conditions under which the parameter estimates,θ α , are asymptotically normally distributed and provides methods for estimating their standard errors. 4 
Empirical Results
This section presents empirical results from applying the quantile models introduced in the previous section to explore in-sample predictability of US stock returns. In Section 4 we address out-ofsample predictability of the return distribution. 3 In particular, we estimate the model using the minimax representation of the optimization problem. We use a special case of the tick exponential family which makes the objective function a constant times the tick loss function in (11) . 4 When estimating the dynamic quantile specification in (8) we restrict the parameter on the lagged quantile, β 2,α , to lie between 0 and 1. To obtain an initial quantile, qα(r1|F0), we use the constant quantile as initial value and then estimate the model recursively.
Data
Our empirical analysis uses a data set comprising monthly stock returns along with a set of sixteen predictor variables previously analyzed in Goyal and Welch (2007) . 5 Stock returns are measured by the S&P500 index and include dividends. A short T-bill rate is subtracted from stock returns to obtain excess returns. The predictor variables we consider along with the data samples are listed in The predictor variables fall into four broad categories:
• Valuation ratios capturing some measure of 'fundamental' value to market value such as the -dividend-price ratio;
-dividend yield;
-earnings-price ratio;
-10-year earnings-price ratio;
-book-to-market ratio;
• Bond yield measures capturing the level or slope of the term structure or measures of default risk, including the -three-month T-bill rate;
-yield on long term government bonds;
-term spread as measured by the difference between the yield on long-term government bonds and the three-month T-bill rate;
-default yield spread as measured by the yield spread between BAA and AAA rated corporate bonds;
-default return spread as measured by the difference between the yield on long-term corporate bonds and government bonds; 5 We are grateful to Amit Goyal and Ivo Welch for providing this data.
• Estimates of equity risk such as the -cross-sectional equity premium, i.e. the relative valuations of high-and low-beta stocks;
-long term return;
-stock variance, i.e. a volatility estimate based on daily squared returns;
• Corporate finance variables, including the -dividend payout ratio measured by the log of the dividend-earnings ratio;
-net equity expansion measured by the ratio of 12-month net issues by NYSE-listed stocks over their end-year market capitalization;
Finally, we also consider the inflation rate measured by the rate of change in the consumer price index. Additional details on data sources and the construction of these variables are provided by Goyal and Welch (2007) .
Estimation Results
As a precursor to our quantile analysis, we first present full-sample estimates from OLS regressions of monthly stock returns on the individual predictor variables lagged one period. Table 2 shows that even at the 10% critical level only three of sixteen variables (inflation, the cross-sectional premium and net equity expansion) have significant predictive power over mean stock returns.
Since OLS estimates attempt to provide the best fit to the mean of the return distribution, we conclude from these results that predictability of the mean of US stock returns is rather weak. Only limited conclusions can be drawn from this evidence, however. In particular, we cannot conclude that the predictor variables fail to be useful for predicting other parts of the return distribution of interest to investors. For example, it could well be that a variable can predict events in the left tail (i.e. losses) although it fails to predict the center of the return distribution.
To explore this possibility, we next perform a series of quantile regressions for the univariate model in (5) Campbell (1987)) as is the payout ratio.
The standard linear return model (7) assumes that economic state variables have the same effect on the return distribution across all quantiles so β 1,α = β 1 for all values of α. This is not the typical pattern found in Table 3 . Many state variables work either in the tails but not in the center or they work in the left or right tail, but not in both. In fact, only two state variables, namely the stock variance and the default spread predict most (though not all) quantiles of the return distribution. Consistent with the risk story discussed earlier, the slope coefficients of both variables are generally greater in magnitude in the tails and switch signs from negative to positive. A rise in the default spread or stock variance is thus accompanied by an increased dispersion in future stock returns suggesting that these variables capture a predictable component in the riskiness of stock returns.
To gain intuition for this result, Figure 2 shows the quantiles of returns computed under three sets of values for the default spread: A middle scenario that sets this variable at its sample mean and scenarios where the default spread is set at its mean plus or minus two standard deviations.
Increasing the default spread shifts the lower quantiles downwards and the upper quantiles upwards, reflecting a greater chance of large negative or large positive returns. Conversely, if the default yield is reduced, the lower (upper) quantiles of the return distribution are shifted upwards (downwards), thereby reducing the probability of large returns.
Variables such as the 10-year average earnings-price ratio, the payout ratio, the T-bill rate or net equity issues have asymmetric effects on the return distribution. For example, increased corporate (net) issues precede lower returns, moving the lower quantiles further to the left. Corporate issues do not appear to have a similar ability to predict surges in returns as reflected in the upper quantiles of the return distribution. This suggests that managers time their equity issues to precede periods with falling stock prices (Baker and Wurgler (2000)) although they cannot scale back issuing activity prior to periods with strongly increasing stock prices.
Higher T-bill rates seem mainly to reduce the central and upper quantiles of the return distribution without having a similar effect on the lower quantiles. Low T-bill rates are thus associated with strong market performance, while conversely high T-bill rates do not augur bear markets.
To address if a particular state variable helps forecast some part of the return distribution, the last column of Table 3 reports Bonferroni p−values. These provide a summary measure of whether a given predictor variable is significant across any of the quantiles considered jointly and are robust to arbitrary dependencies across individual quantiles. By this criterion, close to half of the state variables are significant at the 5% critical level. This evidence stands in marked contrast to the earlier findings in Table 2 revealing weak (in-sample) predictability of the mean of stock returns.
We conclude that although most valuation ratios (e.g. the dividend yield or the earnings-price ratio) fail to predict any part of the return distribution, many of the predictor variables proposed in the finance literature, including the T-bill rate, inflation, the default yield, stock variance, payout ratio and net equity issues contain valuable information for predicting parts of the return distribution.
Quantiles and Higher Moments Of the Return Distribution
To assist with the economic interpretation of our results we next study how the conditional quantiles evolve over time. This achieves two objectives. First, it allows us to see how extensive the variation in the predicted quantiles is over time and whether return predictability varies across quantiles.
Second, it allows us to link movements in the quantiles to specific historical events, which provides another way of assessing the information embodied in the quantile forecasts. There is considerable variation over time in the conditional quantiles. Moreover, as witnessed by the frequent widening in both the lower and upper quantiles, this variation is highly persistent and much stronger in the tails than at the median. Some patterns in return predictability are clearly volatility driven. This includes the period following the oil price shocks of 1974/75 and a six-month period after the stock market crash of October 1987. Both episodes were associated with highly uncertain market conditions. 6 Despite their proximity there are very few crossings between the 90% and 95% quantile estimates or between the 5% and 10% quantile estimates. This is to be expected if our quantile model is correctly specified sinceq α 1 <q α 2 for α 1 < α 2 , even though we do not impose this restriction in our estimation.
At other times the lower tail quantiles decline significantly more than the upper quantiles rise, Measures of the shape of the stock return distribution such as the skew and kurtosis are typically estimated directly from sample observations on returns raised to the third and fourth power, respectively. This has the effect of increasing the sensitivity of the estimates to outliers and hence increases estimation error. This is even more of a concern when the moments are estimated conditionally in order to get a sense of time-variation in higher order moments.
To deal with this problem, robust quantile-based measures of skewness and kurtosis have been proposed. Extending the measure of skewness proposed by Bowley (1920) 
Differences in the distance between the first quartile and the median and the distance between the third quartile and the median are used here to capture skews in the return distribution. Similarly, building on the kurtosis measure proposed by Crow and Siddiqui (1967) , centered so as to be zero under the Gaussian distribution, we use the following conditional kurtosis measure:
In our calculations we follow Kim and White (2003) and set α and β to 0.025 and 0.25, respectively. Conversely, the conditional excess kurtosis of the return distribution, plotted in Figure 6 , is largely positive with peaks around the same periods where the return distribution has a negative skew, signalling greater risks during those points in time.
We conclude from these plots of the skew and kurtosis that our time-varying quantile estimates are highly informative for capturing changes in the conditional higher order moments of the stock return distribution. Unlike conventional measures, our estimates are not greatly affected by outliers in returns.
Does Any Variable Predict Return Quantiles Out-of-sample?
Ex-ante or out-of-sample predictability of stock returns remains an extensively debated question.
While many studies have documented in-sample predictability of mean returns, Welch (2003, 2007) find little evidence to suggest that expected returns can be predicted out-of-sample by any of the variables considered here, a conclusion supported by the evidence in Bossaerts and Hillion (1999) and Lettau and van Neiwerburgh (2007 
Forecasting Performance
To evaluate the forecasting performance of our quantile models out-of-sample, we estimate the parameters of the quantile prediction models using data from the start of the sample up to 1969:12.
One-step-ahead forecasts are then generated for returns in 1970 We present results for four quantile forecasting models, namely (i) the dynamic quantile specification ( (8)) based on each of the individual predictor variables; (ii) an equal-weighted combination of the forecasts from each of the univariate quantile models computed asq α,t = (1/16)
α,t is the conditional α−quantile associated with model i. This provides a way to incorporate multivariate information from the individual quantile forecasts without having to estimate additional parameters. Such simple averages have proved difficult to outperform in a variety of settings in economics and finance (Timmermann (2006) ); 7 (iii) a GARCH(1,1) specification which captures predictability in the volatility of stock returns; (iv) a constant or 'prevailing' quantile (PQ) model with no predictor variables (6) . This is the obvious 'no predictability' counterpart to the prevailing mean model used by Goyal and Welch (2007) .
As a first measure of model 'fit', Table 4 reports out-of-sample coverage ratios, i.e. the percentage of times that actual returns fall below the predicted α−quantile for α = {0.05, 0.1, 0.5, 0.9, 0.95}.
For most of the quantile models the coverage ratios are close to their correct values, i.e. roughly 5% of stock returns fall below the 5% quantile forecasts, roughly 10% of returns fall below the 10% quantile forecasts etc. This also holds on average as witnessed by the performance of the equal-weighted quantile combination and holds as well for the GARCH and PQ models. On this criterion at least, none of the quantile prediction models appears to be obviously misspecified.
To assess whether any of the dynamic quantile models performs better than the constant or 'prevailing' quantile model, Table 5 reports out-of-sample average loss for the models under consideration. This comparison uses the tick objective function (11) and thus provides a statistical measure of predictive accuracy based on the models' ability to predict if returns fall above or below a particular point. Studies such as Leitch and Tanner (1991) Averaging quantile forecasts across different predictor variables seems to add value as the simple equal-weighted quantile forecasts work very well. With only one exception, the equal-weighted quantile forecasts always generate lower out-of-sample loss than both the prevailing quantile and GARCH(1,1) quantile forecasts. Moreover, the simple equal-weighted quantile forecast improves upon the vast majority of the individual univariate quantile forecasts, most likely due to the benefits of including information from multiple predictor variables.
Significance of Time-Varying Quantiles
To explore if any of the dynamic quantile prediction models add significant information beyond the 'prevailing quantile' forecasts, we consider the weights on the univariate dynamic quantiles versus those on the prevailing quantile in a combined forecast. If the weights on the time-varying quantile forecasts are non-zero, we can conclude that they provide valuable information. The closer these weights are to one, the stronger is the evidence that the time-varying quantile forecasts add value beyond the prevailing quantiles.
Letq DQ α,t be the quantile forecast produced by the dynamic model (8), whileq P Q α,t is the corresponding prevailing quantile forecast based on (6). We are interested in testing whether information embedded inq DQ α,t helps improve on the forecasting performance of the prevailing quantile model. To this end we consider the combined quantile forecast
and test whetherλ DQ α = 0, where
where L α (.) is the tick loss function in (11).
The first order condition associated with this equation implies that the vector of optimal com-
From these moment conditions, estimates of
can be obtained via the generalized method of moments (GMM) using a vector of instruments z t and sample moments
We use a constant, the lagged covariate, the lagged return and lagged quantile forecasts as instruments except for the equal-weighted forecast combination where the lagged covariate is dropped. 8 8 The asymptotic distribution of the GMM estimates of λ α requires that the moment conditions are once differentiable. Since the indicator function in the moment condition (19) poses a problem, we follow Giacomini and Komunjer (2005) by replacing g(λ α ; r t+1 , z t ) with the following smooth approximation:
Here τ is a smoothing parameter which is set equal to 0.005. GMM estimation of the combination weights, λα, is carried out recursively using a heteroskedasticity and autocorrelation consistent weighting matrix. Recursive GMM estimation of optimal forecast combination weights requires choices of instruments, initial combination weights and an initial weighting matrix. The initial weighting matrix is always set to the identity matrix whereas we conduct a Table 6 reports empirical estimates of the combination weights when we apply GMM estimation to our data. In the left tail (α = 0.05 and α = 0.10) and the center (α = 0.50) of the return distribution there are few cases with significant weights on the time-varying quantile predictions.
Conversely, there are many instances where the weight on the prevailing quantile forecasts are significant at the 10% level (e.g., in 11 of 16 cases for α = 0.05 and α = 0.10).
Very different conclusions emerge for the right tail of the return distribution (α = 0.90 and α = 0.95) where virtually all of the dynamic quantile forecasts generate significant weights. Moreover, these weights are frequently quite large and always positive. These findings strongly suggest that it is possible to use economic state variables to produce better ex-ante forecasts of upper return quantiles than those associated with the prevailing quantile model which assumes no predictability.
The final row in Table 6 compares the out-of-sample performance of the equal-weighted quantile forecasts to that produced by forecasts based on the prevailing quantile model. As revealed by their large values close to one, the equal-weighted quantile forecasts dominate prevailing quantile forecasts in the upper parts of the return distribution, i.e. for α = 0.90 and α = 0.95. There is also some evidence that the equal-weighted quantile forecast dominates the prevailing quantile for α = 0.05.
We conclude from this analysis that, using statistical measures of forecast accuracy, there is substantial evidence that including information in economic state variables through dynamic quantile models helps predict time-variations in the distribution of stock returns in a way that the prevailing quantile model does not facilitate.
Economic Significance
To evaluate the economic significance of the information embedded in our quantile predictions of stock returns, we next consider their use in the out-of-sample asset allocation decisions of a risk averse investor with power utility.
global search for the best initial combination weights. We first generate 5000 random combination weights from a uniform distribution on [-2,2] and choose those 500 initial values with the smallest loss. We then estimate the optimal forecast combination weights via GMM for each of these 500 initial values and report the combination weights that generate the smallest value of the minimized objective function.
Portfolio Selection
Consider an investor who allocates w t W t of total wealth to stocks and the remainder, (1 − w t )W t to a risk-free asset, where W t is the initial wealth in period t. Without loss of generality we set W t = 1 so the wealth at time t + 1 is given by
where ρ t+1 is the return on the stock market index in excess of the risk-free rate, r f t . Following standard practice, we assume the investor is small and has no market impact. Moreover, we assume that the investor has power utility over terminal wealth,
where γ is the investor's coefficient of relative risk aversion. Portfolio weights for period t can be obtained as the solution to the following optimization problem:
where β is a subjective discount factor and E t [·] denotes the conditional expectation based on the investor's information set in period t. In a given period, we assume that the investor solves equation (22) , holds the optimal portfolio for one period and then reoptimizes the portfolio weights the following period based on new information. We set the investment horizon to one period and ignore any intertemporal hedging component in the investor's portfolio choice. The portfolio optimization problem in (22) can be written as
where f (ρ t+1 |F t ) is the conditional probability distribution of future excess returns based on the investor's information set in period t. To solve for the optimal weights, w * t , the investor thus needs an estimate of the conditional distribution of future (excess) stock returns.
We obtain this by using our quantile forecasts to approximate f (ρ t+1 |F t ) by assuming that stock returns in period t + 1 are piecewise uniformly distributed between the quantile forecasts formed in period t with exponentially decaying tails. Specifically, letq α,t denote the forecast of the α-quantile of the excess return distribution in period t + 1 based on the information set in period t. We assume that the distribution can be approximated by exp(
whereμ t andσ t are estimates of the center and dispersion of the return distribution which ensure that the return distribution is continuous at the 5% and 95% quantiles. 9 Using this expression for the conditional return distribution, the portfolio optimization problem in (23) can be written as: 
All the middle terms in the portfolio optimization problem (25) can be integrated analytically whereas the first and last terms need to be solved numerically for a given w t . Incorporating the analytical solutions to the integrals, the portfolio optimization problem simplifies to 
where γ = 1, 2 and w t = 0. The analytical solution to the middle integrals takes the following form for a log-utility investor:
where k α = 0.05 for α = {0.05, 0.90} and k α = 0.10 for α = {0.10, 0.20, . . . , 0.80}. 10 Each period the investor chooses the optimal portfolio weight, w * t , by solving (26) using quantile forecasts of the return distribution. To rule out short sales, we restrict the optimal portfolio weights to lie between zero and one. Moreover, we calculate the outer integrals in (26) numerically.
The resulting portfolio weights, ω * t , give rise to a realized utility next period of
We assess the economic value of the quantile forecasts through the associated certainty equivalence return (CER):
where 1/T T t=1 U (W * t ) is the mean realized utility and T is the total number of observations in the out-of-sample period. Table 7 presents empirical results based on our out-of-sample quantile forecasts over the period 1970-2005. We consider three levels of risk aversion, namely γ = 1 (log utility or low risk aversion), γ = 2.5 (corresponding to medium risk aversion) and γ = 5 (high risk aversion). First consider the results under logarithmic utility. For this case 9 of 16 univariate quantile prediction models yield higher CER values than the prevailing quantile model (PQ). Gains range from small improvements up to 3% per annum in the case of the term spread. The highest CER values are associated with the dynamic quantile forecasts that use inflation, the T-bill rate, term spread, long-term yield or longterm return as predictor variables. Investments based on forecasts from these models all improve on the CER of the PQ model by more than 1% per annum. Moreover, whereas the GARCH model is dominated by the PQ model, the equal-weighted quantile forecasts perform very well, producing a gain in the CER-value of nearly 2% over the constant distribution model.
Empirical Results
Turning to the medium risk aversion case (γ = 2.5), the dynamic quantile forecasts based on the T-bill rate, long-term yield, term spread, cross-sectional premium, long-term return and inflation continue to produce higher CER-values than the PQ model. Moreover, the CER-value associated with the equal-weighted forecast combination exceeds that of the PQ model by more than 70 basis points per annum.
Finally, when γ is raised to 5, the investor becomes more risk averse and hence is less inclined to exploit time-variations in the return distribution. This has the effect of dampening gains from information embedded in the dynamic quantile forecasts. Still, many of the univariate models continue to outperform the PQ model as does the equal-weighted average which produces a gain in the CER of nearly 40 basis points per annum relative to the benchmark. 11 We conclude that the evidence of predictable time-variations in the distribution of stock returns is sufficiently strong to be of economic value to a risk-averse investor. Moreover, when quantile forecasts from the univariate models are combined into a simple equal-weighted average, the resulting forecast produces higher certainty equivalent returns across different levels of risk aversion.
Option Trading Strategies
Our results thus far indicate that conditional quantile forecasts are of particular value in the tails of the return distribution and less so in its center. This raises the question of how investors can best exploit such information. It is natural to consider options whose strikes are selected to match predictability in the tails. We therefore next review a range of option trading strategies based on comparisons between dynamic quantile forecasts and quantile forecasts implied either by the Chicago Board of Exchange (CBOE) Volatility Index (VIX), which we refer to as VIX quantiles, or by the Black-Scholes implied volatility calculated using at-the-money S&P 500 options, which we refer to as IV quantiles.
Option-Implied Quantiles
Since its introduction by the CBOE in 1993, the VIX has been considered a leading measure of the market's near term volatility. It is a measure of market expectations of future volatility of the S&P 500 index implied by the options trading on this index. The VIX derives the expected volatility by averaging the weighted prices of a range of out-of-the-money puts and calls. For our purpose, the most important feature of the VIX is that it is model independent. This has several advantages. First, as it uses a weighted average of several option prices, it is a more robust measure than implied volatility from the Black-Scholes option pricing model. 12 Second, the VIX provides a measure of volatility close to those used by financial theorists and market practitioners, in part because it is valid under a broad set of assumptions on the dynamics governing stock returns. To be consistent with our return forecasts, we focus only on observations on the last trading day of each month. An option with an end-of-month expiration day would be ideal for our empirical study since this is the period used by our quantile models. However, the S&P 500 index options expire on Saturdays following the third Friday of the expiration month. The nearest term option therefore, on average, has a time to maturity of 17 days from the end of the month while the second nearest term option has a time to maturity of 45 days.
To obtain VIX-implied quantile forecasts of returns in a given month, we assume that the excess return distribution is centered on the prevailing mean with a standard deviation implied by the VIX on the last trading day of the previous month. Formally, let µ t denote the prevailing mean estimate of monthly excess returns at time t, and letσ V IX,t = V IX t / √ 12 denote the volatility implied by the VIX, where V IX t is the closing value of the VIX on the last trading day of month t. Assuming that continuously compounded returns are normally distributed, the forecast of the α-quantile of returns in month t + 1 given information at time t,q V IX α,t , is calculated as follows:
where q α,N is the α-quantile of the normal distribution. For comparison, a forecast of the BlackScholes implied α-quantile of returns in month t + 1 given information at time t,q IV α,t , is calculated as follows:q
whereσ IV,t is the monthly implied volatility computed from the S&P 500 index options. 13 We compare these option-implied quantile forecasts to the time-varying quantile predictions obtained from the equal-weighted quantile combination based on information available at the end of month t.
Because the VIX or implied volatility seek to measure the expected integrated variance under the risk-neutral measure, they are not directly comparable to our quantile forecasts which are computed under the actual, or objective, probability measure. In other words, the VIX or implied volatility cannot be interpreted as pure volatility forecasts but are a combination of a volatility forecast and a risk premium for the uncertainty surrounding future market volatility. While our quantile forecasts and the option-implied quantiles therefore cannot be directly compared, they can be expected to respond to the same sort of information about future volatility. Rather than modeling how the volatility risk premium evolves over time, we estimate its average value and consider whether the dynamic quantile forecasts,q DQ α,t , differ from the option-implied quantiles by more than their average historical difference, whose sample estimate we denote byq This approach allows for a volatility risk premium, albeit one that is quite simple. Our methodology can be refined at the cost of having to entertain a model for the volatility risk premium such as the square root specification which have been found to be plagued by its own biases, see Christoffersen et al. (2007) . Moreover, by considering deviations from the average historical difference our results reflect differences in the information embedded in the quantile forecasts and option volatility measures, respectively, and so our results are not due to the low average returns associated with investments in call or put options documented by Coval and Shumway (2001).
Trading Strategies
Our trading strategies focus on options with the two nearest expiration dates in order to straddle the forecast horizon of 30 calendar days used to compute the quantile forecasts. The average time to maturity of the two nearest-term options is generally close to 30 days, thus matching our forecast horizon.
We consider four quantile-based option trading strategies:
so our right-tail quantile forecast exceeds the option-implied quantile forecast by more than their average historical difference, then we buy the call option with the strike price closest to the predicted α-quantile of the index price at the end of month t + 1,q α,t . Otherwise, we do not trade in month t. 
Conversely, ifq
so the right-tail quantile forecast falls below the option-implied quantile forecast by more than their average historical difference, then we sell the call option with the strike price closest to the predicted α-quantile of the index price at the end of month t + 1,q α,t . Otherwise, we do not trade in month t. 
Ifq
so the left-tail quantile forecast falls below the option-implied quantile forecast by more than their average historical difference, then we buy the put option with the strike price closest to the predicted α-quantile of the index price at the end of month t + 1,q α,t . Otherwise, we do not trade in month t. 
Conversely, ifq
so the left-tail quantile forecast exceeds the option-implied quantile forecast by more than their average historical difference, then we sell the put option with the strike price closest to the predicted α-quantile of the index price at the end of month t + 1,q α,t . Otherwise, we do not trade in month t.
To gain intuition for these trading rules, note that if (30) is satisfied, then our quantile model predicts a higher chance of a large positive return in the following month than the option-implied quantile. In this situation the option market appears to underpredict the upside potential for the S&P 500, so we buy the matching call option at the current market prices. The intuition for the other strategies is similar and they attempt to take advantage of any discrepancy between the upside or downside potentials of market returns suggested by our quantile forecasts compared with the option-implied quantiles.
To avoid problems associated with stale prices or lack of liquidity, we only trade options that satisfy certain minimum volume constraints. In particular, we only trade options with a volume that is at least 10% of the most traded option on the same day. If there is no such option satisfying the minimum volume constraint, we do not trade in that month. 14 Payoffs from the option strategies are calculated assuming that the investor borrows or lends at the risk-free rate and that any payoff from the exercise of the option is invested at the risk-free rate. 15 For example, payoffs from the strategy in (30) are calculated assuming that the initial purchase is borrowed at the risk-free rate and is paid back when the second option expires and any payoff from the first option is invested at the risk-free rate until the second option expires.
Payoffs are calculated similarly for the other strategies and can be written as follows (suppressing, for simplicity, the t− and α−subscripts): 14 There are only few months where we do not trade because of a violation of the minimum volume constraint. 15 We use the continuously compounded 3-month T-bill rate on the last day of each month as the risk-free rate.
• Payoff from Strategy 1 =
0, otherwise.
(34)
• Payoff from Strategy 3 =
• Payoff from Strategy 4 =
Here S 1 and S 2 are the prices of the S&P 500 index on the first and second nearest option expiration dates. 16 Similarly, K 1 and K 2 are the strike prices of the options with the first and second nearest expiration dates, respectively, and P 1 and P 2 are the purchase prices of these options. r f 1 is the risk-free rate on the option purchase date, i.e. the last trading day of the month, whereas 16 The expiration date is the Saturday following the third Friday of the expiration month and the exercise-settlement value, S 1 or S 2 , is calculated using the opening price of the S&P 500 Index on the last business day (usually a Friday) before the expiration date. If the stock market does not open on the day on which the exercise-settlement value is determined, then we use the closing price of the S&P 500 Index on the last business day before the expiration date. r f 2 is the risk-free rate on the last business day before the first option expires. 17 Finally, T 1 is the number of days between the original option purchase date and the expiration date of the second option while T 2 is the number of days between the expiration dates of the two options.
To analyze whether our quantile forecasts provide economically valuable information for option trading, we compare the payoffs from our trading strategies to payoffs from benchmark strategies such as always buying options with matching strikes. Strategy 1 of selectively buying call options is thus compared to always buying call options; strategy 2 of selectively selling call options is compared to always selling call options; strategy 3 of selectively buying put options is compared to always buying put options; finally, strategy 4 of selectively selling put options is compared to always selling put options. Payoffs from these benchmark strategies are computed in a similar fashion to those from the corresponding strategies 1-4. We also do not trade when the minimum volume constraint is not satisfied in which case the benchmark payoff is assumed to be zero.
Stochastic Dominance Tests
Economic valuation of these trading strategies is made difficult by the nonlinear payoffs on the underlying options. To deal with this issue, we consider whether the payoffs from our selective option trading strategy second order stochastically dominate those from the benchmark based only on market information embedded in the corresponding call or put option prices and the implied volatility estimates. For assets with nonlinear payoffs such as options, the mean and variance are incomplete measures of the return distribution and stochastic dominance measures are more appropriate.
Second order stochastic dominance allows a comparison of payoffs for broader classes of utility than comparisons based on specific functional forms such as power utility and has been used to characterize risk in recent studies such as Post and Levy (2005) . If payoffs from the quantile-based option trades second order stochastically dominate benchmark payoffs, then any non-satiated, risk averse option investor should be willing to incorporate information from time-varying quantile predictions into his investment strategy.
To test if the payoffs from the quantile strategies second order stochastically dominate those from the corresponding benchmarks, we use the stochastic dominance tests recently proposed by Linton 17 If the risk-free rate is not available on the purchase date or the last trading day before the first option expires, then we use the first available observation before the corresponding day. 
where
is the integrated CDF defined as
Zero values of d * 2 suggest that the integrated CDF of the quantile trading rule uniformly falls below the integrated CDF of the benchmark. This makes the quantile trading rule desirable for nonsatiated investors with concave utility. The null hypothesis that payoffs from the quantile trading rule, Y Q,opt , second order stochastically dominate those from the benchmark, Y Bmk , is tested against the alternative that the benchmark dominates the quantile trading strategy: 
where 1{·} is the indicator function. Further details of the subsampling approach can be found in Linton et al. (2005) who also suggest methods to choose the best subsample size.
Using these p-values, we can test whether the payoffs from the quantile-based option trading strategies second order stochastically dominate the benchmark. Suppose we fail to reject the null hypothesis that the payoffs from our strategies stochastically dominate the benchmark while we conversely do reject that the benchmark payoffs stochastically dominate those from the quantilebased strategy. Then we conclude that our quantile strategy is 'better' than the benchmark and that our quantile forecasts provide useful information for option trading.
Empirical Results
Since our data on S&P 500 options begin in January 1990, our first trade uses the quantile forecasts Turning to the put options and thus forecasts of events in the left tail of the return distribution, it appears that the payoffs from the quantile-based strategy of selectively buying put options second order stochastically dominate those from the benchmark. The evidence is inconclusive, however, for the fourth strategy that selectively sells put options. This is consistent with some evidence of time-varying predictability of quantiles in the lower parts of the return distribution although the 18 In our empirical analysis, we set the subsample size, b, to 50 observations which gives a total of 142 subsamples to approximate the distribution of the test statistic. We also tried using a subsample size of 56 which corresponds to four times the square root of the sample size, one of the approaches suggested by Linton et al. (2005) . The results are very similar to the ones reported here. 19 A test statistic of zero means that the integrated CDF of the payoffs associated with the dynamic quantile forecasts at every point fall below the integrated CDF of the benchmark.
evidence appears to be somewhat weaker compared to that for the upper quantiles.
Very similar results are obtained when the payoffs associated with the dynamic quantile forecasts are compared to those from the Black-Scholes implied quantiles as shown in Panel B of Table 8 . We find that the dynamic quantile-based trades stochastically dominate the benchmark payoffs for all of the experiments involving call options. Moreover, the strategies of selectively buying put options stochastically dominate its passive benchmark while the results are inconclusive for the strategy of selectively selling put options.
Conclusion
We use dynamic quantile models to explore the extent to which different parts of the distribution of stock returns are predictable by means of economic state variables. Consistent with earlier studies we find little evidence to suggest that the center of the return distribution can be predicted.
However, our findings also suggest that many of the predictor variables proposed in the finance literature, including the T-bill rate, inflation, the default yield, stock variance, payout ratio and net equity issues contain valuable information for predicting parts of the return distribution. Our finding that many state variables work either in both tails but not in the center or in one tail but not in both suggests that variations in the conditional quantiles of the return distribution are not simply due to time-varying volatility. Interestingly, the evidence in support of out-of-sample predictability of stock returns is strongest in the right tail of the return distribution. While most previous work has focused on 'downside risk', the possibility of predicting periods with strong upside potential has not received nearly as much attention.
Our findings that predictability of return quantiles can be used to improve portfolio allocations for risk averse investors or to trade call and (to some extent) put options with desirable payoff distributions suggest promising economic gains from using information on the full return distribution. This could prove important also to studying hedge fund returns which are known to have option-like return characteristics (Mitchell and Pulvino (2001) ), structured products (Ang et al.
( 2005)) and other types of investments. It is our hope that the results in this paper will give rise to further investigation of predictability of the distribution of stock returns. * indicates significance at the 10% level ** indicates significance at the 5% level *** indicates significance at the 1% level produces forecasts of stock returns from a Generalized ARCH model, while the prevailing quantile (PQ) model assumes a constant return distribution but updates its parameters as new data arrives. Note: This figure plots the conditional excess kurtosis of returns based on dynamic quantile estimates that include the default yield as a predictor variable.
