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Résumé
Il est nécessaire de reconnaitre les espèces végétales afin de préserver la biodiversité desécosystèmes. L’identification d’une plante, habituellement effectuée par les experts, sebase sur l’observation de ses organes et en majeure partie sur des critères visuels. La
feuille est l’organe le plus utilisé grâce à sa facilité d’acquisition. De plus, celle-ci contient
une information importante sur la taxonomie de la plante. Ceci permet d’envisager d’uti-
liser l’analyse d’images pour élaborer un processus de reconnaissance automatique de
l’espèce végétale à partir de la donnée d’une image de feuille.
Nous introduisons une nouvelle approche d’identification d’espèces végétales, basée sur la
description des caractères foliaires suivants : la forme, les points saillants et la nervation.
En premier lieu, la forme de la feuille est représentée par des descripteurs locaux associés
aux points échantillonnés sur le contour. Différentes représentations triangulaires multi-
échelle sont introduites et comparées. Pour décrire les points saillants de la feuille, nous
proposons une représentation dérivée du contexte de forme (Shape Context). Finalement,
la nervation est extraite par la détection de structures linéaires élémentaires avec des outils
morphologiques. Le réseau de nervures extrait est décrit par ses directions principales et
sa répartition spatiale dans le contexte de la surface de la feuille.
Pour tous les descripteurs, une méthode de mise en correspondance locale est utilisée.
Des évaluations, menées sur six bases de feuilles publiques, montrent que nos approches
permettent généralement d’identifier l’espèce végétale de la feuille et que la fusion tardive
des descripteurs augmente la précision de l’identification.
Mots-clés : identification des espèces végétales, descripteur de forme 2D, représentation
triangulaire multi-échelle, contexte de forme, mise en correspondance locale, fusion tardive.
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Abstract
Plant species identification, usually performed by specialists, is based on the obser-vation of its organs and mostly on visual criteria. Thanks to its ease of acquisition,the leaf is the most used organ. In addition, it contains important information on
the taxonomy of the plant. This enables the use of computer vision and pattern recognition
techniques for developing an automatic recognition process of the plant species from a leaf
image. We introduce a new approach to identify plant species, based on the description
of the following leaf characteristics : its shape, its saillant points and its venation. First,
the shape of the leaf is represented by local descriptors associated to a set of points sam-
pled on the contour. Different multi-scale triangular representations are introduced and
compared. To describe the saillant points of the leaf, we propose a shape context based
representation. Finally, the venation is extracted by detecting elementary linear structures
with morphological tools. The venation network is described by its main directions and its
spatial distribution in the context of the leaf boundary. A local matching method is used for
all descriptors. Evaluations, conducted on six publicly available plant identification bench-
marks, show that our approaches identify the plant species of the leaf in most of the cases
and that the late fusion of the proposed descriptors improves the identification process.
Key words : plant species identification, 2D shape descriptor, multi-scale triangular repre-
sentation, shape context, local features matching, late fusion.
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L’intérêt pour l’économie de l’environnement a beaucoup augmenté ces dernières an-
nées. Cela s’est traduit, en particulier, par un nombre important de travaux dédiés à l’étude
ou à la classification des espèces vivantes. Différents outils numériques pour la classifica-
tion des espèces animales à partir d’une base d’images ont été proposés pour les oiseaux
[BLL+14, HMLZ14], les chiens [LKJB12], les papillons [KK14], les insectes [BPC+12], les
poissons [SGDS+10], etc. D’autres travaux se sont intéressés à l’étude des espèces végétales
à partir des images de plantes.
Les plantes jouent un rôle primordial dans l’équilibre des écosystèmes et d’une ma-
nière plus générale, dans la préservation de toute forme de vie sur notre planète. En effet,
les plantes sont à l’origine de l’oxygène contenu dans l’atmosphère. Elles constituent la
nourriture d’un très grand nombre d’espèces vivantes et représentent ainsi un élément
fondamental de la chaîne trophique (chaîne alimentaire). Selon une récente étude publiée
dans la revue PLoS Biology, Mora et al. [MTA+11] confirment que la terre abriterait environ
298 000 espèces de plantes dont 215 644 ont été décrites et cataloguées. Cela signifie que
près de 30% des espèces végétales connues restent non classées sans compter le grand
nombre d’espèces qui ne sont pas encore découvertes et qui ont besoin d’être identifiées.
Identifier une plante consiste à déterminer son espèce végétale. Ce processus est tradition-
nellement effectué par un botaniste ou un naturaliste. Ceux-ci se basent sur l’observation de
la plante et la connaissance des clefs de détermination. Une liste de caractères botaniques
est présentée dans [Ell09]. La majorité de ces caractéristiques peuvent être associées à des
attributs visuels comme c’est le cas de la feuille Mimosa de la figure 1.1.
Avec l’utilisation généralisée des appareils photographiques et l’explosion du nombre
d’images sur internet, les botanistes ne peuvent répondre à toutes les demandes d’identifi-
cation. L’existence d’outils numériques permettant d’assister ou de remplacer le botaniste
et de traiter un grand nombre de données s’avère très utile. Certains botanistes du CIRAD
ont proposé des outils interactifs descriptifs, comme l’outil IDAO (IDAO identification as-
sisted by computer) 1 (cf. Figure 1.1). Les méthodes numériques d’identification d’espèces
se basent sur l’analyse du contenu visuel des images. Elles permettent d’automatiser ou
d’améliorer le processus d’identification.
1. http ://idao.cirad.fr
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Figure 1.1 – Image de feuille de l’espèce Mimosa glauca L. Feuille alterne, composée, bipennée de
15 à 25 cm de long. Présence de 3 à 7 paires de pennes opposées de 4 à 8 cm de long, composées
d’une douzaine de paires de folioles linéaires-oblongues, ciliolées à sommet aigu, de 0.7 à 2 cm de
long et 2 à 5 mm de large. Images et description tirées de l’outil IDAO.
Différents projets de recherche proposent des applications d’identification d’images de
plantes, mobiles ou disponibles sur internet :
 Le système embarqué d’identification d’espèces végétales CLOVER [NHK05].
 Le projet américain LeafSnap, au sein duquel une application mobile d’identification
de plantes [KBB+12] a été développée via une collaboration entre l’université de Co-
lumbia et l’université de Maryland et dont la première version a été présentée dans
[BCF+08].
 Le projet Pl@ntNet 2 qui vise à mettre en œuvre une plateforme de partage de connais-
sances en botanique.
 Le projet ReVes 3[CTM+13, Cer13] qui a abouti au développement de l’application
mobile Folia dédiée à la reconnaissance des espèces végétales.
 L’application mobile Flora Finder 4 dévelopée par MEA Mobile qui vise à identifier
des espèces végétales natives en Nouvelle Zélande [WPDP12].
 La plateforme IHerbarium 5 qui propose une application iPhone de collecte d’images
et d’aide à l’identification.
Cette liste n’est pas exhaustive mais montre le grand intérêt du public et des professionnels
autour de cette problématique.
2. projet financé par Agropolis Fondation, voir http ://www.plantnet-project.org
3. http ://liris.univ-lyon2.fr/reves/
4. http ://www.otago.ac.nz/botany/florafinder/
5. http ://www.iherbarium.fr/
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Projet Pl@ntNet
Notre travail de thèse a été effectué dans le cadre du projet Pl@ntNet d’Agropolis Fonda-
tion. Ce projet est une initiative proposée par un consortium international dont les acteurs
principaux sont :
– AMAP : une unité mixte de recherche (botAnique et bioinforMatique de
l’Architecture des Plantes"). Elle regroupe des chercheurs et des botanistes de plu-
sieurs organismes (Cirad, Cnrs, Inra, Ird et l’université Montpellier 2). Ses travaux
sont dédiés à des problématiques liées à l’agronomie, la botanique et la foresterie.
– L’équipe-projet IMEDIA de l’Inria Paris-Rocquencourt dont les activités principales
sont le développement de nouvelles approches pour d’indexation, la structuration
efficace du contenu visuel, la recherche interactive et la navigation dans des bases
d’images, de vidéos ou de modèles 3D.
– Le réseau associatif Tela-Botanica 6 qui est en collaboration directe avec des cher-
cheurs, des professionnels et le grand public. Il développe des outils collaboratifs
afin de faciliter le partage d’informations et de connaissances entre les botanistes
francophones.
Au sein du projet Pl@ntNet, des collectes de données ont été effectuées, lors d’études
botaniques spécifiques ou via l’outil "Carnet en ligne" proposé par le réseau Tela-Botanica.
Elles ont permis de créer et d’enrichir des bases d’images botaniques annotées utilisées
par l’application Pl@ntNet-Identify 7 développée à partir du moteur de recherche Ikona-
maestro [BFF+01].
Notre objectif ici est d’introduire une approche innovante d’identification d’espèces par
l’analyse du contenu visuel d’images de plantes. Nous avons choisi d’explorer des mé-
thodes basées sur des modèles géométriques, intégrant notamment des descriptions locales
dans les images. Ces méthodes doivent :
– déterminer l’espèce végétale d’une feuille donnée en entrée i.e la bonne espèce doit
figurer dans les premières positions dans la liste des espèces retournée en réponse,
– être génériques et robustes aux variations de forme des feuilles d’une même espèce
végétale,
6. http ://www.tela-botanica.org/
7. http ://identify.plantnet-project.org/fr/
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– être intégrées dans un moteur de recherche d’images par le contenu [BFF+01].
Pour répondre à ces exigences, nous avons fait plusieurs propositions et études expéri-
mentales que nous pouvons présenter sous forme de contributions.
Description triangulaire de la forme de la feuille
Cette première contribution porte sur la description de la forme foliaire. Une famille
de descripteurs est introduite. Ceux-ci permettent d’effectuer une représentation locale ou
globale du contour de la feuille en fonctions des paramètres utilisés. Nous avons utilisé une
méthode de représentation du contour par des triangles à plusieurs échelles.
Corrélation spatiale entre les points saillants et le contour de la feuille
Une deuxième famille de descripteurs vise à représenter les points saillants de la feuille
via leurs relations spatiales ou vis-à-vis du contour. Pour ce faire, une extension du des-
cripteur contexte de forme (Shape Context) [BMP02] est proposée.
Extraction et description de la nervation
Un troisième ensemble de descripteurs est dédié à la représentation de la nervation de
la feuille. Ceci nécessite d’extraire le plus finement possible le réseau de nervures d’une
image de feuille puis le décrire.
Évaluation expérimentale approfondie
Nous avons effectué une évaluation systématique de nos descripteurs sur les principales
bases d’images de feuilles publiques. Pour chaque base, nous avons adopté les mesures de
performance utilisées par les approches existantes pour pouvoir comparer nos résultats.
Ce mémoire de thèse est structuré de la façon suivante :
– En premier lieu, nous passons en revue les différentes techniques introduites dans
la littérature pour décrire une feuille dans le chapitre 2. Les méthodes sont classées
selon le caractère foliaire utilisé.
– Dans le chapitre suivant, nous explicitons l’ensemble des approches proposées.
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– Le chapitre 4 est consacré à l’évaluation des descripteurs foliaires. Six base d’images
de feuilles publiques sont utilisées : Swedish [Söd01], Flavia [WBX+07], One-hundred
plant species (Leaf 100)[MCO13] et les bases ImageCLEF en 2011 [GBJ+11], 2012
[GBJ+12] et 2013 [GJB+13].
– Une description plus complète d’une feuille, résultant de la combinaison des descrip-
tions précédentes par fusion, est proposée et évaluée dans le cinquième chapitre.
– Finalement, en conclusion, nous dressons un bilan de nos contribution et proposons
des extensions de ce travail de thèse.
– Une annexe complète ce mémoire. Elle présente des résultats d’extraction de nervures
sur les images de feuilles de la base Flavia [WBX+07].
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Le processus d’identification de plantes s’effectue le plus souvent par l’observationd’un ou plusieurs organes (feuille, fleur, écorce, etc.). Chaque organe possède descaractères particuliers lui permettant d’être une source d’information détermi-
nante pour trouver l’espèce correspondante à la plante. Le choix de l’organe de base dans
le processus d’identification est guidé par certains critères :
– la quantité d’information taxonomique pertinente offerte par l’organe. Ce critère est
purement botanique et permet de répondre à la question suivante : Quel est pour un
expert l’organe le plus déterminant pour identifier une plante ?
– la présence de l’organe sur la plante, par exemple, une feuille est présente plus long-
temps qu’un fruit.
– il faut que le protocole d’acquisition soit simple à mettre en œuvre par l’utilisation
des appareils d’acquisition appropriés.
Nous nous intéressons aux approches numériques permettant d’effectuer l’identifica-
tion en se basant sur l’information visuelle disponible.
La plupart des méthodes publiées se basent sur l’analyse du contenu visuel des images
de feuilles pour la reconnaissance de plantes. Une feuille a l’avantage d’être accessible
et facilement acquise utilisant un appareil de photographie ou un scanner. De plus, elle
possède des caractères qui représentent souvent des indices clés pour l’identification : la
forme, la nervation ou la texture.
D’autres approches proposées sont basées sur l’étude d’autres organes qui ne sont pas
toujours présents sur la plante ou qui ne sont pas forcément déterminants : les fleurs
[DMR99, HCL+04, NZ08, Nil09] ; les racines [HJSS92] ; les écorces [HHD+06] ; les fruits
[ASS+11] ; plusieurs organes à la fois [GBB+12] (cf. [CCC+12] pour un état de l’art sur le
domaine).
Nous avons choisi de considérer le contenu foliaire comme base de notre système d’iden-
tification. Nous consacrons ce chapitre à la présentation des méthodes d’identification
de plantes par les feuilles. Nous y détaillerons les différentes orientations des chercheurs
pour la caractérisation des feuilles dans un système d’identification automatique de plantes.
2.1 Identification des plantes par les feuilles
Les méthodes d’identification de plantes basées sur les feuilles peuvent être classées en
fonction du caractère foliaire utilisé (cf. Figure 2.1) :
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 la forme : cette catégorie comporte deux sous catégories, des descripteurs génériques
de forme 2D qui ont été testés sur les images de feuilles et des mesures géométriques
spécifiques à la feuille, basées sur des connaissances botaniques.
 La nervation : elle constitue un caractère important de la feuille. Les approches exis-
tantes extraient en premier lieu le réseau de nervures puis proposent de le décrire et
d’étudier son impact dans l’identification de l’espèce.
 la texture : les approches basées sur la texture de la feuille représentent les struc-
tures locales du limbe. Les méthodes les plus courantes utilisent les ondelettes, les
filtres de Gabor et la dimension fractale. Un deuxième groupe d’approches propose
de nombreuses variantes du descripteur LBP (Local Binary Patterns).
 la couleur : il s’agit d’extraire des attributs colorimétriques à partir des images de
feuilles en couleur.
Figure 2.1 – Classification des méthodes d’identification des plantes par les feuilles
Dans les sections suivantes, nous nous focalisons sur la façon dont chaque caractère est
décrit dans la littérature.
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Figure 2.2 – Feuille simple et feuille composée
2.2 Description de la forme d’une feuille
2.2.1 La forme de la feuille en botanique
La forme de la feuille est une des caractéristiques les plus visibles et les plus stables.
Cela explique sa large utilisation dans le contexte d’identification des espèces végétales.
Deux grands types de feuilles sont distingués selon la forme globale (cf. Figure 2.2) :
– les feuilles simples qui possèdent un seul limbe continu. Un bourgeon est présent à
l’extrémité du pétiole. Des exemples de formes de feuilles simples sont montrés dans
la figure 2.4
– les feuilles composées qui possèdent plusieurs folioles se caractérisant par l’absence
de bourgeon à leur base, le bourgeon se trouve à la base du pétiole.
Ceci peut représenter une difficulté à prendre en compte pour les descripteurs de forme
foliaire car un bon descripteur de feuilles simples n’a pas forcément la même performance
sur les feuilles composées et vice versa. Un autre défi majeur est la similarité inter-classe et
la variabilité intra-classe des formes de feuilles (cf. Figure 2.3). Ce problème est un défi y
compris pour l’homme. Une expérimentation intéressante a été effectuée dans ce contexte.
Elle a consisté à proposer vingt images de vingt variétés de vigne différentes, très similaires
au niveau de la forme, à un expert pour les identifier. Cette expérimentation a été réitérée
trois fois en faisant varier la nature des images :
- des images originales
- des images du contour de la feuille
- des images du contour + nervures
Le résultat est reporté dans le tableau 2.1.
Nous pouvons conclure que la difficulté que représente la similarité inter-classe est non
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Figure 2.3 – Similarité inter-classe et variabilité intra-classe. Première ligne : similarité inter-classe
des variétés de vigne : Melon, Pinot et Gamay. Deuxième ligne : variabilité intra-classe de la variété
Ficus carica
Figure 2.4 – exemples de formes foliaires
négligeable, même pour un expert. Généralement, une information supplémentaire sur
d’autres caractères de la feuille est nécessaire.
Images originales Contour Contour + nervures
Pourcentage d’identification 93% 60% 86%
Table 2.1 – Résultats d’identification des variétés de vigne par un expert
2.2.2 Paramètres de forme
Un paramètre de forme est une mesure géométrique simple et globale de la forme. Nous
distinguons les paramètres de forme génériques [MKJ08] qui peuvent s’appliquer à n’im-
porte quelle forme et les paramètres de forme spécifiques qui sont issus des connaissances
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en botanique et qui calculent des mesures spécifiques aux feuilles.
Le paragraphe suivant est consacré à la définition des concepts de base nécessaires pour
introduire les paramètres de forme.
Figure 2.5 – Différents types de boîtes englobantes. De gauche à droite : boîte englobante, boîte
englobante minimale et boîte englobante maximale
Concepts de base
Forme
Une forme désigne une région R du plan, généralement connexe, définie dans un repère
donné R(X ,Y). R divise le plan en deux parties : une partie interne à la région R et une
partie externe à R qui correspond au fond. Dans la suite, nous utiliserons d’une façon
équivalente les termes forme et région pour désigner R.
Contour d’une forme
Le contour d’une forme Cont(R) est défini par l’ensemble des points qui représentent
la frontière séparant R du fond.
Boîte englobante
Elle est définie par un rectangle aligné BE(R) contenant la région R, défini par ses
dimensions xmax   xmin et ymax   ymin (cf. Figure 2.5) avec :
xmax : l’abscisse maximale de tous les points du contour de la forme.
xmin : l’abscisse minimale de tous les points du contour de la forme.
ymax : l’ordonnée maximale de tous les points du contour de la forme.
ymin : l’ordonnée minimale de tous les points du contour de la forme.
Notons que la boîte englobante n’est pas invariante à la rotation de R. De même, la largeur
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l et la hauteur h d’une forme sont définies de la manière suivante :
l = xmax   xmin et h = ymax   ymin (2.1)
Boîte englobante minimale
Elle est définie par un rectangle orienté BEMin(R) d’aire minimale contenant R (cf. Fi-
gure 2.5).
Boîte englobante maximale
Une boîte englobante maximale est définie par le rectangle orienté BEMax(R) d’aire
maximale contenant R et dont chaque côté touche le contour externe en au moins un point
(cf. Figure 2.5).
Enveloppe convexe
L’enveloppe convexe EC(R) correspond au plus petit ensemble convexe qui contient R
(cf. Figure 2.6(a)). Si R est convexe, R est alors égale à son enveloppe convexe.
Cercle inscrit
Le cercle inscrit de R est le cercle maximal Cinsc(R) de rayon ri contenu dans R (cf.
Figure 2.6(b)).
Cercle circonscrit
Le cercle circonscrit de R est le cercle minimal Ccirc(R) de rayon rc contenant R (cf.
Figure 2.6(c)).
Paramètres de forme génériques
Les paramètres de forme les plus courants dans la littérature sont les suivants :
 Aire (Area) [ASFRRGG11, CA10, WBX+07] : généralement exprimée en nombre de
pixels appartenant à la région.
A(R) = card(P) où P = fp(x, y) 2 Rg (2.2)
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(a) (b) (c)
Figure 2.6 – Enveloppe convexe et cercles (inscrit et circonscrit) d’une forme. (a) enveloppe
convexe (b) cercle inscrit (b) cercle circonscrit
 Périmètre (Perimeter) [ASFRRGG11, WBX+07] : nombre de points du contour de la
région Cont(R).
Perimeter(R) = card(Cont(R)) (2.3)
 Diamètre (Diameter) [WBX+07, CA10] : correspond à la distance maximale séparant
une paire de points distincts (pi, pj) du contour Cont(R).
Diameter(R) = max
pi2ContR , pj2Cont(R)
jjpj   pijj (2.4)
 Rectangularité (Rectangularity) [WBX+07, YMB12] : c’est le rapport des aires de la
région R et de sa boîte englobante BE(R).
Rectangularity(R) =
A(R)
A[BE(R)] (2.5)
 Sphéricité (Sphericity) [KNSS11a, YMB12] : correspond au rapport entre le rayon rc
du cercle circonscrit Ccirc(R) et le rayon ri du cercle inscrit Cinsc(R) de la région R.
Circularity(R) =
ri(R)
rc(R)
(2.6)
 Excentricité (Eccentricity) [ERAK+05, GPRG12, KNSS11a, WBX+07] : définie par le
rapport entre la longueur de l’axe d’inertie et celle de l’axe secondaire. Ceci équivaut
au calcul du rapport entre la largeur l et la hauteur h de la boîte englobante minimale
de la région BEMin(R). Une autre mesure, appelée Élongation, basée sur l’excentricité,
est définie par l’équation 2.8.
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Eccentricity(R) =
l
h
(2.7)
Elongation(R) = 1  Eccentricity(R) (2.8)
 Circularité (Circularity) [ERAK+05, MA04, SK00, WBX+07, YMB12] : est le rapport
des aires de la région R et du cercle C ayant le même périmètre que R.
Circularity(R) =
A(R)
A(C) avec Perimeter(R) = Perimeter(C) (2.9)
 Solidité (Solidity) [ERAK+05, YMB12] : mesure dénommée aussi Convex Area Ratio.
Elle correspond au rapport entre l’aire A(R) de la région et celle de son enveloppe
convexe A[EC(R)].
CAR(R) =
A(R)
A[EC(R)] (2.10)
 Rapport des périmètres (Convex Perimeter Ratio) : correspond au rapport entre
le périmètre de la région Perimeter(R) et de celui de son enveloppe convexe
Perimeter[EC(R)].
CPR(R) =
Perimeter(R)
Perimeter[EC(R)]
(2.11)
 Aspect Ratio [DWZ07, ERAK+05, GPRG12, SK00, WBX+07] : rapport entre la boîte
englobante minimale BEMin(R) de dimension l  h et la boîte englobante maximale
BEMax(R) de dimension L H
AR(R) =
L H
l  h (2.12)
Paramètres de forme spécifiques
Des paramètres de forme spécifiques, significatifs pour les botanistes ont été introduits.
Deux points caractéristiques sont souvent utilisés dans ce type de paramètres :
- L’apex : le sommet de la feuille, il est généralement identifié par la terminaison de la
nervure principale de la feuille.
- la base : le point d’attache entre le pétiole et le limbe.
Différentes techniques ont été proposées pour la détection automatique de ces deux points
particuliers [MYB12, RSBG13]. La figure 2.7 montre quelques distances spécifiques à la
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Figure 2.7 – Distances spécifiques à la feuille. L désigne la longueur du limbe, lm est la longueur
de la nervure centrale principale, la est la distance séparant l’apex et le point supérieur maximal de
la feuille et lb est la distance entre la base et le point inférieur maximal de la feuille. Notons que
L = la + lm + lb
feuille. D’une façon similaire, les paramètres spécifiques peuvent décrire les angles à l’apex,
la forme basale, la dentition et les lobes, etc.
2.2.3 Description de la forme
Descripteurs morphologiques
Un descripteur morphologique est un vecteur décrivant la morphologie d’une forme à
travers le codage d’un ou plusieurs paramètres de forme. Ceci peut être utilisé comme :
1- Une étape de filtrage [DWZ07, WCFW00, WCF03, CA10] :
– pour réduire l’espace de recherche dans un premier temps, c’est-à-dire exclure a priori
les images de feuilles qui sont très différentes.
– en combinaison avec d’autres types de descripteurs foliaires afin d’apporter plus de
précision lors de la caractérisation de la feuille.
C’est le cas le plus fréquent dans la littérature.
2- Base de l’identification. Dans ce cas, il s’agit d’une concaténation de paramètres de forme
(génériques ou spécifiques) ou un mélange entre ces deux types.
Examinons les travaux de la littérature qui utilisent les paramètres de forme pour pro-
céder à un premier filtrage des images afin d’éliminer les images fortement différentes par
rapport à une image requête.
- L’excentricité permet à Wang et al. [WCFW00, WCF03] de réduire l’espace de recherche
dans une première étape. Elle est ensuite retenue parmi d’autres descripteurs pour calculer
un score de classification dans la deuxième étape de l’algorithme. L’approche globale a
été évaluée sur des feuilles de plantes médicales. Cette base privée comporte 140 espèces
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région gauche région droite
Figure 2.8 – Deux régions considérées dans [UU12]. Figure extraite de [UU12]
contenant chacune dix images.
- Une démarche similaire a été proposée par Caballero et Aranda [CA10]. Une première
étape de l’algorithme consiste à réduire l’espace de recherche en utilisant trois descripteurs
morphologiques, à savoir : le rapport des aires de la région et de sa boîte englobante
minimale, l’excentricité et le diamètre. Chacun de ces descripteurs est testé avec différentes
valeurs de seuil comprises entre 0 et 1. Le meilleur seuil pour chaque descripteur est retenu
en fonction de trois mesures de pertinence des résultats : précision, rappel et pourcentage
de réduction de la base. Un descripteur de courbure est ensuite calculé sur l’ensemble
d’images résultant de la première étape. Pour évaluer cette méthode, les auteurs utilisent
une base de feuilles privée qui compte 300 images et 13 classes.
Du et al. [DWZ07] calculent neuf descripteurs morphologiques basés sur les paramètres
de forme. En plus de la description morphologique, les auteurs calculent des moments
invariants (voir paragraphe 2.2.3). Cette approche a été évaluée sur une base d’images de
feuilles privée comportant 400 images réparties en 20 classes.
Wang et Gao [WG13] combinent des descripteurs globaux de forme avec un descripteur
local de courbure. Pour décrire globalement la forme de la feuille, trois descripteurs mor-
phologiques sont utilisés : solidité, excentricité et rectangularité. Un score de dissimilarité
est défini à partir de ces trois descripteurs pour augmenter la précision de la classification.
Les expérimentations sont conduites sur la base Swedish [Söd01] et sur une base privée
qui comporte 1200 images de feuilles appartenant à 100 espèces. Sur la base Swedish, un
protocole d’évaluation (test Bullseye), rarement calculé pour cette base, a été utilisé. Les
résultats sont très proches de ceux de l’état de l’art mais le point fort de cette méthode
est surtout le temps de calcul réduit. D’ailleurs, ceci représente un avantage majeur de
l’utilisation des descripteurs morphologiques.
Uluturk et Ugur [UU12] utilisent exclusivement les paramètres de forme pour décrire la
forme foliaire. Ils comparent deux sous régions de la feuille au lieu de travailler sur son
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intégralité (cf. Figure 2.8). Trois descripteurs morphologiques sont calculés sur chaque sous
région, à savoir, le rapport des valeurs des aires, des rectangularités et des proportions. Ces
trois descripteurs sont enrichis par sept descripteurs morphologiques classiques calculés
sur toute la feuille. L’évaluation de cette approche est effectuée sur la base Flavia [WBX+07].
Un score d’identification de 92% a été obtenu. Tenant compte des caractéristiques de la base
Flavia, le score de 92% est un bon score mais sachant que les auteurs utilisent un ensemble
d’images d’apprentissage sept fois plus grand que l’ensemble d’images de test pour chaque
espèce, le score affiché ne reflète pas forcément la performance de cette approche.
Les descripteurs morphologiques sont extrêmement efficaces pour repérer les formes
qui sont très différentes d’une forme requête. Cela explique l’utilisation fréquente de ces
descripteurs pour réduire l’espace de recherche malgré le risque de propagation d’erreur.
Comme la majorité de ces descripteurs se basent sur le calcul de rapports de distances et
d’aires, ils sont invariants à la translation, à la rotation et, quand l’espace est normalisé, à
l’échelle. De plus, ils sont très faciles à calculer ce qui leur donne une importance accrue,
en particulier pour l’identification ou la classification des formes foliaires.
Cependant, les résultats obtenus par ces descripteurs dans la littérature montrent qu’ils
sont loin d’atteindre une précision très élevée. En effet, leur robustesse aux déformations
non-rigides et à l’occultation partielle est faible. De plus, ils sont très sensibles à la similarité
inter-classe et la variabilité intra-classe. C’est pourquoi les descripteurs morphologiques
sont généralement combinés avec d’autres types de descripteurs.
Descripteurs géométriques
Descripteurs de courbure
Les descripteurs de courbure représentent la forme en terme de concavités/convexités
de son contour. D’une façon générale, si nous considérons un repère orthonormé et une
courbe plane paramétrée g(t)(x(t), y(t)), la courbure est définie par :
g(t) =
x0(t).y00(t)  x00(t).y0(t)
(x02(t) + y02(t)) 32
(2.13)
La méthode de représentation de courbure CSS (Curvature Scale Space), proposée par
Mokhtarian et al. [MAK96], consiste à calculer les valeurs de courbure sur des contours à
différentes échelles et à différents niveaux de lissage. Le lissage est proportionnel à l’écart
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type s des gaussiennes successives appliquées au contour comme illustré dans la figure
2.10. Le descripteur CSS permet donc de décrire les convexités (par une courbure positive)
et les concavités (par une courbure négative) d’une forme.
Un CSS amélioré a été présenté dans [MA04] pour la classification des feuilles. Dans cette
méthode, les auteurs abordent le problème d’auto-intersection du contour qui se retrouve
souvent dans le cas des feuilles lobées ou composées à cause du recouvrement des lobes
ou des folioles.
Cette approche permet, de plus, de représenter le contour par un ensemble de points
caractéristiques correspondant aux extrema de courbure [CA10] (cf. Figure 2.9). Cerruti
et al. [CTCV13] introduisent une description structurelle du contour dérivée du CSS. Ils
calculent la courbure d’une façon différente et sans lissage gaussien.
Une autre description de courbure est introduite par Kumar et al. [KBB+12] dans leur
Figure 2.9 – Détection des points caractéristiques du contour dans [CA10] par l’application de
l’algorithme CSS. Points extraites à une échelle donnée s = 11. Figure extraite de [CA10]
Figure 2.10 – Description de courbure dans l’espace courbure-échelle (Curvature Scale Space).
Figure extraite de [MA04]
système d’identification de plantes sur mobile LeafSnap. Ils considèrent des cercles centrés
en des points échantillonnés sur le contour et calculent l’aire de la proportion de chaque
cercle qui est en intersection avec la région interne de la feuille à plusieurs échelles. Ainsi,
des histogrammes de courbure sont construits pour chaque image.
Les courbures locales sont approximées par des triangles dans [ARKF07, AKF08,
ERAK+05].
Alajlan et al. [ARKF07] représentent le contour des objets par des triangles à différentes
échelles dans leur approche Triangle Area Representation (TAR). Chaque triangle est décrit
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par son aire signée. Selon le signe de l’aire, le triangle décrit une concavité (aire positive),
une convexité (aire négative) ou bien une ligne droite (aire nulle). Pour réduire la sensibilité
Figure 2.11 – Description Triangle Area Representation (TAR). Figure extraite de [AKF08]
au bruit sur le contour des descripteurs TAR et CSS, El Rube et al. [ERAK+05] proposent
l’approche Multiscale Triangle Area Representation (MTAR), où ils appliquent la transfor-
mée d’ondelette à différents niveaux d’échelle avant de calculer le descripteur TAR. Les
auteurs montrent que cette approche a obtenu une meilleure précision que la méthode CSS
sur la base MPEG-7 [LLE00].
Alajlan et al. [AKF08] introduisent le Curvature Tree (CT) pour la représentation jointe
de la forme et de la topologie d’un objet. Ils étudient des relations d’inclusion des ob-
jets appartenant à de différentes images. La première étape consiste à établir un graphe
permettant une représentation hiérarchique de chaque image. Puis, chaque objet figurant
dans l’image est décrit avec le descripteur TAR. Cette approche a montré son efficacité
sur la base MPEG-7 [LLE00] et sur une base d’images médicales contenant des images
synthétiques et des images réelles.
Descripteurs CCD
Les méthodes se basant sur des calculs de distances ou/et d’angles, effectués sur le
contour externe de la forme ou par rapport à son barycentre, sont regroupées dans ce
paragraphe. Un descripteur parmi les plus utilisés est le Centroid Contour Distance (CCD)
qui calcule une séquence de distances entre le barycentre de la forme et les points du
contour externe. Une fois le sens de parcours des points du contour choisi, la forme est
représentée par une fonction 1D.
Cette représentation est intuitive et facile à calculer. De plus, elle est invariante par rap-
port à la translation et à l’échelle si le vecteur de distances est normalisé. Par contre, le
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descripteur CCD n’est pas invariant par rapport à la rotation car le point de départ pour
construire le vecteur de distances doit être fixe. Pour résoudre ce problème, il est possible
de chercher le décalage optimal qui permet de trouver une distance minimale entre deux
vecteurs mais ceci s’avère très coûteux en temps de calcul, en particulier si la taille du vec-
teur est importante.
Wang et al. [WCFW00] proposent une méthode efficace pour assurer l’invariance à la ro-
tation du descripteur CCD tout en évitant de choisir un point de départ. Les auteurs cal-
culent initialement des squelettes sur les images binaires. Ils considèrent ensuite les points
extrêmes (ending points) de chaque squelette (cf. Figure 2.12(a)) et repèrent les points du
contour les plus proches de ces points (cf. Figure 2.12(b)). Le décalage (shifting) du vecteur
se fait donc directement pour coïncider avec les points du contour détectés. Cette méthode
réduit considérablement le temps de calcul et assure l’invariance par rapport à la rotation.
(a) (b)
Figure 2.12 – Méthode de détection des points de référence. (a) squelette et les points extrêmes (b)
les points du contour les plus proches des points extrêmes. Figure extraite de [WCFW00]
Dimension fractale
La dimension fractale est issue de la géométrie fractale. Elle diffère par rapport à la
géométrie euclidienne par la définition de la dimension. En géométrie euclidienne, la di-
mension est exprimée par un entier naturel (0 : point, 1 : droite, 2 : plan, 3 :espace, etc.) alors
que la géométrie fractale supporte des valeurs de dimension intermédiaires. Cela a pour
but de représenter les irrégularités, trop importantes pour être décrites efficacement par la
géométrie euclidienne. L’application de la technique de la dimension fractale aux images
vise à analyser la complexité du contour [BB10, TFdFC04] ou de la texture en terme de son
irrégularité [BB09, MCGB13].
Bruno et al. [BdFd08] comparent deux techniques de dimension fractale pour décrire les
contours des feuilles : la méthode box-counting et la méthode de Minkowski multi-échelle
et démontrent que la deuxième méthode est plus efficace pour caractériser l’espèce.
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Figure 2.13 – La description Shape Context. Figure extraite de [BMP02]
Contexte de forme
Le descripteur de forme Shape Context (ou contexte de forme) a été proposé par Be-
longie et al. [BMP02]. L’idée de ce descripteur est de considérer un ensemble de N points
uniformément distribués sur le contour C = fp1, .., pi, ..., pNg et de représenter chaque
point pi par la distribution spatiale des autres points vus de ce point (cf. Figure 3.15).
La distance euclidienne (cf. Figure 2.14(a)) et l’angle sont calculés entre chaque paire de
points du contour. Les distances et les directions sont quantifiées respectivement en ND
et NA intervalles dans un repère log-polaire. Le descripteur Shape Context est stocké dans
un vecteur 2D de dimension ND  NA où chaque case contient le nombre de points du
contour appartenant au bin correspondant dans la représentation log-polaire. Ainsi, deux
points ayant une configuration spatiale proche seront représentés par des histogrammes
similaires. (cf. Figure 3.15). Deux travaux [LJ07, ZHW12] proposent une amélioration du
descripteur Shape Context en modifiant la distance euclidienne utilisée par [BMP02].
Ling et Jacobs [LJ07] introduisent le Inner Distance Shape Context où une distance in-
terne (inner-distance) remplace la distance euclidienne classique. La distance interne d’une
paire de points du contour (p, q) est définie comme la longueur du chemin le plus court
intérieur à la forme et joignant p et q (voir Figure 2.14(b)).
Zhi et al. [ZHW12] proposent de représenter la distance entre deux points du contour p
et q par la longueur de la plus petite portion du contour entre ces deux points (cf. Figure
2.14(c) ). Ils améliorent les résultats obtenus par l’approche Inner Shape Context sur les bases
ICL et Swedish [Söd01].
CHAPITRE 2. ETAT DE L’ART 25
(a) (b) (c)
Figure 2.14 – Distances proposées entre deux points du contour p et q dans une description Shape
Context (a) distance euclidienne [BMP02] (b) distance interne à la forme [LJ07] (c) longueur de l’arc
[ZHW12]
Figure 2.15 – Description CPDH (Contour Points Distribution Histogram). Figure extraite de
[SW11]
Les trois travaux cités ci-dessus souffrent d’un problème commun qui est le coût de
calcul et de comparaison d’un grand nombre d’histogrammes Shape Context. Certains
travaux proposent de réduire ce nombre et d’optimiser la description avec des techniques
diverses [XHS08, WFB+14, SW11].
Shu et Wu [SW11] introduisent le Contour Points Distribution Histogram (CPDH) où ils
représentent la distribution des points du contour par rapport au barycentre de la forme
(cf. Figure 2.15 ). Ils utilisent la même représentation log-polaire introduite par Belongie
et al. [BMP02]. Le descripteur CPDH peut être vu comme un descripteur Shape Context
global car il représente le contour d’une forme par rapport à son barycentre. Cette ap-
proche a été testée sur de multiple bases de formes génériques (MPEG-7 [LLE00], Kimia
[SCTK98, SKK04]) et a obtenu un meilleur score que les approches Shape Context [BMP02]
et IDSC [LJ07]. Cependant, dans le cas de description foliaire, la description sommaire de
la forme peut être insuffisante pour différencier des espèces végétales présentant une forte
similarité inter-classe.
Pour apporter plus de précision à cette description tout en réduisant le nombre d’his-
togrammes calculés, Xie et al. [XHS08] proposent le Skeletal Shape Context (SSC) où ils
calculent un ensemble optimal de points du contour à partir du squelette de la forme (cf.
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Figure 2.16). Les points optimaux sont généralement localisés sur les zones d’extrema de
courbure de la forme. Cette méthode obtient un score de classification supérieur à 89% sur
un sous-ensemble de la base Smithsonian contenant 912 images de feuilles uniformément
réparties en 38 espèces.
Figure 2.16 – Approche SSC (Skeletal Shape Context). a et b sont deux formes d’un éléphant. Les
quatre histogrammes correspondent aux points de terminaison A et B (de la première squelette) et
C et D (de la deuxième squelette). Notons la similarité des histogrammes des points de
terminaison (A,C) et (B,D) correspondants des deux formes. Figure extraite de [XHS08]
Plus récemment, Wang et al. [WFB+14] ont proposé une approche appelée "sac de frag-
ments du contour" (BCF) (cf. Figure 2.17). Cette méthode consiste à décomposer le contour
en fragments saillants par la méthode DCE (Discrete Contour Evolution). Chaque fragment
est ensuite décrit avec le descripteur Shape Context pour générer le shape code qui représente
tout le contour. Finalement, les auteurs utilisent le spatial pyramid matching (SPM) pour in-
clure la notion de distribution spatiale des fragments du contour. Ils obtiennent de très bons
résultats sur des bases de forme 2D génériques et sur la base d’image de feuilles Swedish
[Söd01].
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Figure 2.17 – L’approche Bag of Contour Fragments. Figure extraite de [WFB+14]
Descripteurs statistiques
Moments invariants
Les moments invariants sont calculés à l’intérieur d’une forme ou à partir de son contour
externe. Ils vérifient un certain nombre de propriétés d’invariance, ce qui explique leur large
utilisation dans la littérature. Parmi les moments les plus populaires, citons les moments
de Hu [Hu62] et les moments de Zernike [Tea80].
Rappelons tout d’abord la définition statistique d’un moment. Étant donné X une variable
aléatoire, le moment d’ordre k est défini en théorie de probabilité et en statistique comme
suit :
mk = E(Xk) (2.14)
où E(Xk) désigne l’espérance mathématique de la variable aléatoire Xk. Nous pouvons
donc déduire que le moment d’ordre 1 associé à une variable aléatoire est égal à son
espérance mathématique.
Les moments de Hu [Hu62] sont invariants en rotation, en translation et au change-
ment d’échelle. Si R est une région et p(xp, yp) un pixel de R, le moment d’ordre i+j de R
est donné par l’équation suivante :
mij(R) = å
p(x,y)2R
xip.y
j
p (2.15)
Les moments de Hu sont définis comme suit :
m1 = m20 +m02
m2 = (m20  m02)2 + 4m211
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m3 = (m30   3m12)2 + (m03   3m21)2
m4 = (m30 +m12)2 + (m03 +m21)2
m5 = (m30   3m12)(m30 + m12)((m30 + m12)2   3(m03 + m21)2) + (m03   3m21)(m03 +
m21)((m03 +m21)2   3(m30 +m12)2)
m6 = (m20  m02)((m30 +m12)2   (m03 +m21)2) + 4m11(m30 +m12)(m03 +m21)
m7 = (m30   3m12)(m03 + m21)((m03 + m21)2   3(m30 + m12)2)   (m03   3m21)(m30 +
m12)((m30 +m12)2   3(m03 +m21)2)
Les moments de Hu ont été combinés avec des descripteurs morphologiques pour dé-
crire la forme des feuilles dans [DWZ07].
D’autres moments ont été utilisés : Zhenjiang [Zhe00] a démontré l’utilité des moments
de Zernike pour la classification des variétés de roses. Les images ont été prises sur un
fond uniforme et la classification est basée sur la comparaison de leurs formes. Les auteurs
utilisent les moments pour décrire la rondeur (roundness) d’une rose.
Wang et al. [WHD+08] proposent une méthode basée sur les moments pour la classification
des images de plantes avec un fond non uniforme. Une segmentation par la ligne de par-
tage des eaux (LPE) contrôlée par des marqueurs est initialement effectuée afin d’extraire
les régions d’intérêt. La description des feuilles est ensuite réalisée avec sept moments de
Hu et douze moments de Zernike.
Une étude comparative de trois types de moments a été réalisée dans [ZSM11] afin d’éva-
luer leur efficacité dans un système d’identification de feuilles d’arbres. Cette comparaison
inclut les moments invariants de Zernike, les moments invariants de Legendre et les mo-
ments invariants de Tchebichef. La meilleure performance est obtenue avec les moments de
Tchebichef en réalisant 100% de bonne classification. Ce taux est à confirmer vue la taille
de la base sur laquelle la comparaison a été effectuée. En effet, la base de test est privée
et comporte 100 images de feuilles réparties en 10 espèces. De plus, les caractéristiques de
cette base en terme de variabilité-inter classe et variabilité intra-classe ne sont pas fournies.
Graphes complexes
Les graphes complexes constituent une représentation statistique du contour souvent
utilisée pour l’analyse des formes [BCB09, BB09, CFB11].
Backes et al. [BB09, BB10] représentent le contour par des graphes complexes où les nœuds
sont des points du contour et les arrêtes sont les distances euclidiennes les reliant. Seule-
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ment les distances inférieures à un seuil sont considérées. Casanova et al. [CFB11] ap-
pliquent les graphes complexes à l’identification des feuilles d’arbres lors de la tâche d’iden-
tification de plantes ImageCLEF 2011 [GBJ+11]. Ils adoptent la même représentation dans
[BCB09] et obtiennent le meilleur score d’identification sur des photographies de feuilles et
le meilleur score moyen considérant les trois catégories d’images de feuilles (scan, pseudo-
scan et photographies).
Descripteurs Fourier
Certaines approches utilisent la transformée de Fourier pour décrire la forme des
feuilles [KG82, RSH96, NMJS06, KNSS11b].
La transformée de Fourier 1D est une opération appliquée à un signal dans le domaine
fréquentiel. Elle permet de représenter en fréquence (développement sur une base d’ex-
ponentielles), des signaux qui ne sont pas périodiques. Par analogie, on trouve les séries
de Fourier pour les fonctions périodiques (développement sur la base de fonctions sinu-
soïdales). Une fonction non périodique peut être considérée comme une fonction dont la
période est infinie. Ce passage à l’infini nous fait passer des séries aux intégrales.
La transformée de Fourier 1D TF( f ) d’une fonction continue f est définie dans le domaine
fréquentiel par :
TF1D( f ) =
Z +¥
 ¥
f (x)e i2p f x dx (2.16)
La transformée de Fourier d’une fonction est donc la généralisation au cas non périodique
du calcul des coefficients de Fourier d’une fonction périodique.
Dans le cas d’une image (signal 2D), les basses fréquences représentent les surfaces
homogènes caractérisées par un changement d’intensité faible ou progressif. Les hautes
fréquences représentent des changements brusques d’intensité comme les contours ou le
bruit. L’équation 2.16 peut s’étendre aux signaux 2D comme suit :
TF2D( f ) = F(u, v) =
Z +¥
 ¥
Z +¥
 ¥
f (x, y)e i2p f (u.x+v.y) dxdy (2.17)
où x et y représentent les coordonnées spatiales et u et v sont les coordonnées spectrales.
Kuhl et Giardina [KG82] introduisent le Fourier elliptique (Elliptic Fourier EF) pour la
classification des contours fermés. Cette méthode utilise les coefficients de Fourier nor-
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malisés par rapport à des propriétés elliptiques et assure l’invariance par rapport aux
translations, rotations et aux changements d’échelle. La description de la forme par un
Fourier elliptique s’est avérée efficace pour la modélisation des pétales de fleurs [YION04]
et pour l’analyse de la forme foliaire dans un contexte d’identification d’espèces de plantes
[NMJS06].
Dans [KNSS11b], les auteurs présentent une approche d’identification de plantes combi-
nant la couleur, la nervation et la forme. Cette dernière est décrite avec un Fourier polaire
(Polar Fourier) où les coordonnées polaires remplacent les coordonnées spatiales.
2.3 Description de la nervation
Dans cette section, nous nous intéressons à un caractère particulier de la feuille : sa
nervation. Des méthodes d’extraction et de description de nervures ont été proposées dans
la littérature. Nous commençons par présenter la définition botanique de la nervation d’une
feuille dans le paragraphe 2.3.1. Les paragraphes 2.3.2 et 2.3.3 présentent respectivement
les travaux réalisés sur l’extraction et la description des nervures.
2.3.1 Nervation en botanique
La nervation désigne en botanique "l’ensemble et la disposition des nervures d’une
feuille" ce qui nous amène à définir une nervure. Elle est définie par "une ligne saillante
constituée de tissus conducteurs de certains organes (feuilles, pétales, sépales) et dans la-
quelle se trouve transportée la sève". La figure 2.18 montre la structure d’un réseau de
nervure d’une feuille. Nous distinguons la nervure principale (ou encore la nervure mé-
diane) à partir de laquelle sortent les nervures secondaires et puis les réseaux tertiaires. Les
plus petites structures de nervures sont appelées micro-nervures ou fabrique de nervures.
Plusieurs types de nervations sont également définis en botanique (voir Figure 2.19).
2.3.2 Extraction du réseau de nervures
Un grand nombre de méthodes d’extraction de nervures a été proposé dans la littéra-
ture. Elles peuvent être classées comme suit :
– les méthodes utilisant des détecteurs de contours génériques
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Figure 2.18 – Structure des nervures. 1 : nervure pricipale 2 : nervures secondaires 3 : nervures
tertiaires 4 : micro-nervures ou fabrique de nervures. Figure de [CCC+12]
Figure 2.19 – Types de nervations. De Gauche à doite : dichotomique, alternée, pennée, palmée et
curvinervée. Figure de [CCC+12]
– les méthodes de seuillage
– les méthodes morphologiques
– les méthodes de classification
Dans la première catégorie d’approches, les détecteurs de bord génériques utilisés peuvent
être Sobel, Canny , Perwitt, etc. Ces méthodes utilisent la variation des niveaux d’intensité
sur les images en niveaux de gris, ce qui nécessite que la couleur des nervures soit contras-
tée par rapport à la couleur interne du limbe. Cependant, cette hypothèse n’est pas toujours
vérifiée sur les feuilles (voir image à gauche dans la figure 2.19). De plus, un détecteur de
bord générique capte chaque variation importante en niveau de gris de la feuille et génère
par conséquent beaucoup de bruit. Le bruit peut être dû aux changements de luminosité,
à des éléments de texture ou encore à la présence de petites régions de la feuille dont la
couleur est différente (tâches, trous, etc.).
Park et al. [PHN06, PHN08] utilisent le détecteur de bord Canny pour l’extraction des
nervures.
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Les méthodes de seuillage cherchent à trouver un seuil optimal séparant le réseau de
nervures du reste des éléments de la feuille. Ces méthodes visent à éliminer toutes les
structures n’appartenant pas aux nervures. La difficulté principale réside dans le choix
d’un seuil global. En effet, il est très difficile de trouver un seuil optimal pour une image,
et c’est encore plus le cas si on considère un ensemble d’images. Afin d’éviter ce problème,
Bruno et al. [BdFd08] décomposent le limbe en petites régions et calculent un seuil pour
chacune d’entre elles. Il s’agit d’un seuillage adaptatif.
Les méthodes morphologiques [KNSS11b, EM12, SGG10] calculent un ensemble de filtres
morphologiques afin d’éliminer le bruit et ne garder que les structures qui correspondent
aux nervures. En morphologie mathématique, tous les filtres reposent sur un élément
structurant (SE). C’est un voisinage défini par un ensemble de pixels caractérisé par une
taille et une forme : linéaire, carré, disque, etc.
Enficiaud et Mouine [EM12] proposent une approche morphologique pour extraire les
nervures de feuilles de vigne. Une transformation Chapeau haut de forme est calculée afin
d’extraire le contraste local de la feuille. Des ouvertures directionnelles (avec des éléments
structurants linéaires) sont ensuite calculées sur l’image résultante de cette transformation
suivant différentes directions.
Abdulkadir et al. [KNSS11b] appliquent des ouvertures avec un élément structurant cir-
culaire sur l’image en niveaux de gris. Ils répètent quatre fois cette opération en faisant
varier le rayon de l’élément structurant et soustraient à chaque fois l’image originale de
l’image résultante de l’ouverture. Le résultat de cette approche est donné par la Figure
2.20. L’analyse du résultat d’extraction illustre deux phénomènes classiques :
- La discontinuité du réseau de nervures : elle est due généralement à un faible contraste
sur des parties des nervures mais peut être également expliquée par le choix d’un élément
structurant non adéquat.
- La présence des faux positifs : c’est un problème commun à la majorité des méthodes
d’extraction de nervures. Dans le cas de [KNSS11b], ceci est également dû au choix de
l’élément structurant circulaire. La forme circulaire n’est pas adaptée à la structure linéaire
du réseau de nervures et l’élimination des pixels de bruit n’est pas assez efficace.
Les méthodes de classification sont appliquées sur tous les pixels du limbe et attribuent
une étiquette à chaque pixel déterminant son appartenance au réseau de nervures. En effet,
deux classes sont définies : nervure ou non-nervure. Dans ce contexte, Fu et Chi [FC06]
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utilisent une méthode de classification basée sur un réseau de neurones pour décider si un
pixel p appartient aux nervures. L’apprentissage est effectué sur dix valeurs calculées sur
une fenêtre centrée en p. Les quatre premières valeurs sont les valeurs du gradient en p
suivant quatre directions et les six valeurs restantes visent à décrire l’intensité du pixel p
en fonction de son voisinage.
Cope et al. [CRBW10a] proposent une méthode d’extraction de nervures utilisant des
classifieurs successifs. L’apprentissage est effectué sur neuf valeurs similaires aux valeurs
calculées dans [FC06] sur un pixel p. Les classifieurs successifs basés sur l’algorithme géné-
tique décident ensuite si le pixel p appartient au réseau de nervures. Les auteurs montrent
que leur approche extrait les nervures principales et secondaires avec une grande précision
tout en minimisant le bruit (cf. Figure 2.21). Cette approche a été comparée avec une autre
méthode qui utilise l’algorithme de colonies de fourmis pour l’extraction des nervures.
Il s’est avéré que la méthode d’extraction, utilisant les classifieurs successifs, permet un
meilleur filtrage du bruit. Quant à la méthode basée sur les colonies de fourmis, elle assure
une meilleure continuité des nervures. Ils concluent qu’une combinaison entre les deux
méthodes pourrait améliorer la qualité du réseau de nervures extrait.
2.3.3 Description du réseau de nervures
Une fois le réseau de nervures extrait, il faut le décrire.
Park et al. [PHN08] extraient des points de courbure maximale sur les nervures. Ces points
sont considérés comme des points caractéristiques des nervures. Les auteurs estiment leur
densité de distribution. Ils montrent que cette information améliore le résultat d’identifica-
tion obtenu avec seulement des descripteurs de forme.
Nam et al. [NHK08] décrivent le réseau par un graphe G = (V , E) construit à partir de
deux ensembles : un ensemble de noeuds V où chaque noeud est un point caractéristique
Figure 2.20 – Résultat d’extraction de nervures dans [KNSS11b]. Figure extraite de [KNSS11b]
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Figure 2.21 – Résultat d’extraction de nervures dans [CRBW10a]. Figure extraite de [CRBW10a]
et un ensemble E décrivant les arêtes les reliant (cf. Figure 2.22). Les deux méthodes ci-
Figure 2.22 – Points caractéristiques des nervures et matrice d’adjacence dans [NHK08]. Figure
extraite de [NHK08]
tées ci-dessus [PHN08, NHK08] supposent que l’étape d’extraction produit un réseau de
nervures totalement connecté sinon les notions de points d’extrémité (ending points) et de
points de ramification perdent leur sens. Or en fait, les discontinuités des nervures sont
très fréquentes ce qui explique le fait que certaines approches ont recours à une phase de
reconstruction [EM12].
Dans [KNSS11b], les auteurs calculent le rapport entre la surface des nervures et la surface
de la feuille en terme de nombre de pixels. Ils obtiennent quatre descripteurs à partir de
quatre images de nervures différentes, calculées à l’aide des éléments structurants de diffé-
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rentes tailles.
La technique de dimension fractale a été également utilisée dans [BdFd08] pour la descrip-
tion des nervures.
2.4 Description de la texture
Il n’existe pas une définition conventionnelle de la texture dans une image. La texture
décrit généralement les éléments répétitifs dans une image. Pour les feuilles d’arbres, une
texture fait référence aux micro-nervures et aux petits motifs qui se répètent. Cinq mé-
thodes sont essentiellement utilisées pour décrire et caractériser la texture d’une feuilles.
Les méthodes les plus courantes sont basées sur la technique LBP ou sur les ondelettes.
2.4.1 Descripteurs LBP
Le descripteur de texture LBP (Local Binary Pattern) a été introduit par Ojala et al.
[OPH96]. Il a été largement utilisé dans diverses applications, essentiellement pour la
reconnaissance faciale. Le descripteur LBP est la représentation des structures spatiales
locales en comparant la valeur d’intensité de chaque pixel d’une image avec ses voisins.
L’opérateur LBP appliqué à un pixel p est défini comme suit :
LBP(P,R) =
P 1
å
p=0
s(qp   qc)2p (2.18)
où P désigne le nombre de pixels dans le voisinage défini par le rayon R, q est le niveau de
gris du pixel et la fonction s(x) = 1 si x  0 sinon s(x) = 0.
Deux types de codes LBP sont distingués : uniformes et non uniformes. Un code LBP
est dit uniforme s’il contient au plus deux transitions de 0 à 1 (ou l’inverse) quand il est
parcouru de manière circulaire ; sinon le code est non uniforme. Considérant un voisinage
de pixels, un code uniforme signifie qu’il y a une variation (croissante ou décroissante) uni-
forme par rapport à l’intensité du pixel central. Le code non uniforme, au contraire, décrit
une suite de variations croissantes et décroissantes par rapport à la valeur du pixel central.
Il est souvent représentatif du bruit.
En 2002, Ojala et al. [OPM02] proposent une approche multi-résolution du LBP qui est in-
variante par rapport à la rotation. A partir de cette méthode, un grand nombre de variantes
du LBP a été proposé. Les améliorations essentielles concernent la représentation du voisi-
nage, la représentation multi-échelle et multi-résolution, le seuillage effectué pour avoir le
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code binaire du voisinage, etc.
Différentes définitions du voisinage ont été proposées : Centralized BP [FW08, HPS09],
Three-patch et Four-patch LBP (TPLBP et FPLBP) [WHT08], Completed LBP (CLBP)
[GZZ10], Fuzzy LBP (FLBP) [IKM08] et Local Derivative Pattern (LDP) [ZGZL10].
Une étude comparative de toutes ces variantes du LBP est effectuée par Nanni et al. [NLB12]
sur six bases de test dont une base de feuilles. Ils en proposent une nouvelle variante (LQP).
2.4.2 Ondelettes
Une ondelette est définie en traitement du signal par une fonction oscillatoire qui est
similaire à la fonction de Fourier. La fonction de Gabor est définie par l’association d’une
gaussienne et d’une sinusoïde orientée (cf. Figure 2.23). L’application de cette fonction aux
images donne la fonction suivante définie dans le domaine spatial :
G(x, y, q, f ) = e
  12 (
x2
q
s2x
+
y2
q
s2y
)
cos(2p f xq) (2.19)
avec
xq = xcosq + ysinq
yq = ycosq   xsinq
où q est l’orientation de la sinusoïde, f la fréquence de la sinusoïde et sx et sy représentent
respectivement l’écart type de la gaussienne selon l’axe des abscisses et l’axes des ordon-
nées.
Les filtres de Gabor sont utilisés pour l’analyse de la texture des feuilles dans beaucoup
(a) (b)
Figure 2.23 – Transformée de Gabor. (a) représentation 3D de la fonction de Gabor normalisée
entre 0 et 255. (b) banc de filtres Gabor composé de 4 filtres avec différentes orientations.
d’approches [LZWM08, CdMSJB09, CRBW10b, KYU11]. D’autres auteurs proposent d’uti-
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Figure 2.24 – variation de la couleur des feuilles. De Gauche à droite : un ginkgo, un érable en
automne, un liquidambar en automne et un chêne rouge en automne. images dans
http ://classe5.voila.net/sciences/automne/automne.htm
liser les ondelettes de HAAR [ASF+11].
2.4.3 Autres descripteurs de texture
D’autres types d’approches ont été présentés. Certains d’entre eux sont basés sur la
dimension fractale [BB09, MCGB13] et d’autres méthodes utilisent les matrices de co-
occurence calculées à partir des images couleur [KYU11]. Dans le cadre de la campagne
d’évaluation ImageCLEF 2011, le descripteur Fourier associé à un voisinage des points
d’intérêt a été utilisé par la meilleure approche pour les feuilles scannées.
2.5 Description de la couleur des feuilles
2.5.1 Couleur des feuilles en botanique
La couleur de la feuille dépend de la présence d’un pigment appelé chlorophylle. Il a
pour rôle la sécrétion des sucres nécessaires à la nutrition de la plante à partir de l’énergie
provenant des rayons solaires. La chlorophylle est renouvelée en permanence durant la
période du printemps et de l’été. La présence intense de chlorophylle est à l’origine de la
couleur verte de la feuille. A la fin de l’été, le niveau de chlorophylle se met à décroitre
agissant ainsi directement sur la couleur de la feuille qui passe alors par différentes teintes ;
jaunes, orangées et rouges à mesure que les pigments se dégradent. Ceci est illustré dans
la Figure 2.24.
2.5.2 Méthodes de description de couleur des feuilles
Les premiers travaux utilisant la couleur des feuilles [FGU91, WMVBM95] avaient pour
but la détection des mauvaises herbes.
Franz et al. [FGU91] calculent trois indices colorimétriques : la moyenne, la variance et
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un indice d’asymétrie pour les canaux rouge et bleu de l’espace de couleurs RVB et un
coefficient de réflectance infrarouge sur des images contenant des mauvaises herbes.
Woebbecke et al. [WMVBM95] utilisent quatre valeurs dans l’espace de couleurs RVB pour
séparer les mauvaises herbes du fond sur des photographies. Ils concluent que l’utilisation
de la couleur peut s’avérer utile pour la segmentation des mauvaises herbes mais reste
inefficace pour la classification des différentes espèces.
El Fakih et al. [EFZP00] présentent une méthode pour différencier le blé et la plante de
soja des mauvaises herbes sur des images avec un fond naturel. Ils introduisent quatre
indices de couleur calculés sur les trois canaux de l’espace RVB. Ces indices représentent la
luminance et le contraste de chaque pixel appartenant aux feuilles. Une méthode statistique
est utilisée ensuite pour trouver la meilleure combinaison entre les indices calculés.
La couleur des feuilles n’est pas suffisamment discriminante dans un système d’identifica-
tion de plantes. En fait, elle dépend étroitement des saisons, des régions géographiques et
de l’exposition au soleil comme nous l’avons expliqué dans la paragraphe 2.5.1. Cependant,
la couleur peut améliorer l’identification lorsqu’elle est combinée avec d’autres primitives
de la feuille [KYU11, KNSS11b].
Kadir et al. [KNSS11b] présentent une approche d’identification de feuilles qui combine la
couleur, la forme et la nervation. Pour représenter la couleur, ils utilisent les trois indices
de couleur introduits dans [FGU91].
Deux techniques de description de couleur sont utilisées dans l’approche proposée par
Kebapci et al. [KYU11] : les histogrammes de couleur normalisés dans l’espace RVB (Rouge
Vert Bleu) et les matrices de co-occurrence calculées dans l’espace de couleurs TSL (teinte
saturation luminance).
Yanikoglu et al. [YAT12] proposent une approche de classification d’espèces de feuilles où
ils combinent des descripteurs de couleur, de texture et de forme. Pour décrire la couleur,
ils calculent des moments de couleur et les stockent dans un vecteur contenant vingt-sept
valeurs.
2.6 Comparaison et mise en correspondance
L’identification de l’espèce d’une image de feuille passe par une phase de comparaison
(matching) qui consiste à mettre en correspondance les images visuellement semblables.
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Ce processus suit l’un des deux schémas suivants :
- la recherche : cette technique dénommée Image retrieval se base sur la recherche d’images
similaires et permettant d’en déduire la classe de l’image requête.
- la classification : cette technique utilise les algorithmes classiques de classification i.e.
clustering) ou se base sur l’apprentissage automatique.
2.6.1 Recherche d’images par similarité (Image Retrieval)
C’est la technique de base utilisée par les CBIR (Content-based image retrieval) où trois
phases sont nécessaires :
L’étape initiale est l’indexation qui consiste à calculer et stocker des caractéristiques vi-
suelles de toutes les images d’une base. Elle est effectuée hors ligne, c’est-à-dire avant que
l’utilisateur ne commence à soumettre des requêtes. L’indexation produit, à partir d’une
base d’images, une base d’index comme le montre la Figure 2.25. Dans la base d’index,
chaque image est représentée par des descripteurs de ses attributs visuels. Dans le proces-
sus de recherche d’images par similarité, l’utilisateur sélectionne une image requête dont
la classe (espèce dans notre cas) est supposée inconnue. La signature de l’image requête
est calculée puis elle est comparée aux signatures se trouvant dans la base d’index. Lors de
cette comparaison, une distance est calculée entre chaque paire de signatures. Elle mesure
la similarité visuelle entre les images.
Le processus de comparaison suit l’un des schémas suivant :
– la recherche exhaustive où chaque signature est comparée à l’ensemble des signatures
restantes. Cette technique est très coûteuse en temps de calcul particulièrement si la
taille de la base est importante. Elle est donc rarement utilisée par les systèmes de
recherche par le contenu.
– la recherche approximative où chaque signature est comparée à un ensemble réduit
de signatures, choisi de façon à contenir un grand nombre de signatures similaires.
Les techniques de recherche approximative [JB08, JB11] sont généralement appliquées
dans le cas d’appariement à large échelle [JB09] mais ont également démontré leur
efficacité dans la recherche pertinente des images de feuilles similaires [GJY+11].
Après la comparaison, une liste ordonnée d’images similaires à l’image requête est éta-
blie. L’idée est d’exploiter cette liste afin d’estimer l’espèce. Une règle de décision se basant
sur les k images les plus similaires (k  nn : k-nearest neighbors) peut être utilisée.
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Les mesures de similarité utilisées dépendent du type de description choisi pour représen-
ter la feuille. Elles sont décrites dans le paragraphe suivant.
extraction des 
images similaires
calcul de 
la signature
comparaison
base d'images base d'index
hors ligne
utilisateur
image requête
indexation
Figure 2.25 – Architecture d’un système de recherche d’images par le contenu
Types de similarité
L’estimation de la ressemblance entre les images est conditionnée par les primitives
choisies pour les représenter. Elle est souvent exprimée par une mesure de similarité qui
consiste à trouver des métriques appropriées pour modéliser le degré de proximité entre
les images. Deux types de mesure de similarité sont distinguées :
- les mesures de similarité globale
- les mesures de similarité locale
Ces deux types sont discutés dans les deux paragraphes suivants.
Similarité globale
Une mesure de similarité globale permet de comparer deux images dans leur globalité.
Elle suppose que chaque image est décrite par une primitive globale (dite aussi complète).
Pour comparer deux images, il suffit de comparer leurs deux signatures respectives. Une
mesure de similarité globale a l’avantage d’être intuitive et rapide. En revanche, elle est
sensible au bruit puisqu’une légère différence au niveau visuel entre deux images peut
éventuellement conduire à des signatures très différentes. Les approches suivantes :
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Figure 2.26 – Description globale et description locale du contour
- les moments invariants,
- les descripteurs morphologiques issus des paramètres de forme,
- la dimension fractale,
- les histogrammes de couleur,
utilisent une similarité globale.
Similarité locale
Dans le cas d’une mesure de similarité locale, chaque primitive décrite correspond à
une partie visuelle partielle dans l’image (points d’intérêt, points du contour [MYVB12],
une petite fenêtre autour d’un point d’intérêt [GJY+11], etc.). La signature d’une image
est composée d’un ensemble de descripteurs 2.26. Chacun d’entre eux est associé à la
primitive locale qu’il décrit. Pendant la phase de comparaison, chaque signature locale
est comparée à l’ensemble des signatures locales des images de la base. D’une manière
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générale, deux images sont considérées comme similaires quand elles possèdent un grand
nombre de signatures locales similaires. Un exemple typique d’approches appartenant à
cette catégorie sont celles qui utilisent les points d’intérêt. La mesure de similarité locale
est, en général, robuste au bruit puisque une différence locale entre deux images n’a pas
une grande influence sur le calcul de similarité. La similarité locale offre aussi une certaine
robustesse à l’occultation partielle.
Les mesures de similarité, locales ou globales, dépendent du calcul d’une distance entre les
signatures ou les vecteurs. Les distances les plus courantes utilisées dans la littérature sont :
la distance euclidienne, la distance de Hamming et la distance de Hausdorff [GBVC+13].
2.6.2 Classification
La classification repose sur l’apprentissage automatique qui prend son origine dans le
domaine de l’intelligence artificielle. Son principe consiste en une étape d’apprentissage
où un système est entraîné, à partir d’un ensemble d’entrées, à prédire la classe d’une
image donnée. Ceci peut s’appliquer parfaitement à un système d’identification de plantes.
L’entrée du système d’apprentissage va être un ensemble d’attributs foliaires calculés au
préalable, et la sortie est le résultat de prédiction de l’espèce. Parmi les méthodes d’ap-
prentissage les plus utilisées pour l’identification des plantes, nous trouvons les machines à
vecteurs de support (Support Vector Machine, SVM) [NZ08, RSBG13, RWZ12], les réseaux
de neurones artificiels [ASFRRGG11, KNSS11a, ON00, SK00, UU12, WBX+07, ZSM11] et
les forêts aléatoires [Cer13].
2.7 Récapitulation et discussion
En se basant sur cet état de l’art et sur le tableau récapitulatif 2.2, nous pouvons souli-
gner que :
– la majorité des méthodes d’identification de feuilles sont basées sur l’analyse de la
forme. Cela reflète la grande importance de ce caractère foliaire et sa grande capacité
de distinction entre les espèces. La forme est toujours retenue dans les méthodes qui
combinent différents caractères de la feuille. En terme de taux d’identification, les
meilleures méthodes sont dans la plupart des cas, basées sur la forme.
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Approche caractère(s)
décrit(s)
descripteurs type de classification
Du et al. [DWZ07] forme descripteurs géométriques + moments inva-
riants
classification : MMC hy-
persphere
Wang et al.
[WCF03]
forme excentricité + centroid-contour distance (CCD)
+ angle code histogram (ACH)
Recherche
Caballero et
Aranda [CA10]
forme descripteurs géométriques + descripteur de
courbure
Recherche
Uluturk et Ugur
[UU12]
forme descripteurs géométriques Classification(réseau
de neurones probabi-
liste(PNN))
Cerruti et al.
[CTM+13]
forme descripteurs géométriques botaniques + histo-
grammes de courbure
classification
Ling et Jacobs
[LJ07]
forme Inner Distance Shape Context IDSC Recherche
Alajlan et al.
[ARKF07]
forme Triangle area reprsentation (TAR) Recherche
EL Rube et al.
[ERAK+05]
forme descripteurs géométriques + multiscale triangle
area reprsentation (MTAR)
Recherche
Wang et Gao
[WG13]
forme descripteurs géométriques + descripteur de
courbure
Recherche
Kumar et al.
[KBB+12]
forme Histogrammes de courbure Recherche
Bruno et al.
[BdFd08]
forme et
nervation
dimension fractale classification : linear dis-
criminant analysis (LDA)
Lin et al.
[LZWM08]
texture filtres de Gabor + LBP classification : SVM
Nanni et al.
[NLB12]
texture LBP classification : SVM
Casanova et al.
[CdMSJB09]
texture ondelettes de Gabor classification
Cope et al.
[CRBW10b]
texture filtres de Gabor classification
Backes et Bruno
[BB09]
texture dimension fractale multi-échelle classification :LDA
Franz et al.
[FGU91]
couleur moments de couleur classification
Nam et al.
[NHK08]
forme Minimum Perimeter Polygons (MPP) Recherche
nervation graphe de points caractéristiques + matrice
d’adjacence
Kadir et al.
[KNSS11a]
forme Polar Fourier
couleur moments de couleurs Recherche
nervation rapport d’aires nervures/feuille
Kebapci et al.
[KYU11]
forme SIFT + descripteurs botaniques + courbure
couleur histogrammes de couleur + matrices de co-
occurrence
Recherche
texture ondelettes de Gabor
Table 2.2 – Etat de l’art des méthodes d’identification/classification de feuilles.
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– peu d’approches se basent sur la couleur de la feuille. Cela confirme que la couleur
ne peut pas être une primitive déterminante dans un système d’identification d’es-
pèces végétales. Certaines approches récentes, proposent de la combiner avec d’autres
caractères plus discriminants mais son apport reste relativement minime.
– les approches basées sur les points d’intérêt, peu exploitées, ont pourtant obtenu de
bons scores dans les tâches d’identification de plantes ImageCLEF en 2011 [GBJ+11]
et en 2013 [GJB+13].
– les méthodes qui combinent plusieurs caractères foliaires obtiennent généralement de
bons résultats d’identification. Ceci provient certainement du choix des primitives et
de leur complémentarité.
Pour conclure, l’étude des méthodes existantes nous a permis d’identifier les points forts
et les limites de chaque type d’approches. Nous avons également remarqué que d’autres
approches prometteuses ne sont pas assez exploitées dans la problématique d’identification
d’espèces, notamment les approches locales.
2.8 Choix et Hypothèses
2.8.1 Types d’images
Dans ce travail, nous nous focalisons sur la description de la feuille. Une étape prélimi-
naire d’extraction des éléments saillants (comme le contour, la nervation, etc.) est nécessaire.
La complexité de cette étape varie selon la nature des images traitées. Les types d’images
sont liés à l’appareil (photographie, scanner, etc.) et au protocole d’acquisition.
Nous distinguons trois types d’images de feuilles (cf. Figure 2.27) :
– Les scans de feuilles : ce sont des images acquises via un scanner. Les scans sont
généralement des images de bonne qualité où le fond est complètement homogène.
– Les pseudo-scans : cette catégorie contient les images prises par un appareil de pho-
tographie sur un fond uniforme. Ces images peuvent comporter des ombres portées,
peuvent être floues ou avoir un problème de contraste.
– Les photographies : cette catégorie comporte les images prises librement sans aucune
contrainte sur le protocole d’acquisition. Dans ce cas, la feuille peut se confondre avec
le fond.
Ces trois types d’images sont présentés dans la figure 2.27.
Dans ce travail nous considérons les deux premiers types i.e les scans et les pseudo-scans.
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Figure 2.27 – Catégories d’images de feuilles. De gauche à droite : feuille scannée, pseudo-scan de
feuille et photographie de feuille.
2.8.2 Extraction du contour
La segmentation est une étape nécessaire pour décrire la forme de la feuille.
Les trois types d’images (scans, pseudo-scans et photographies) induisent des problèmes de
segmentation différents. Plus le fond est non homogène et bruité, plus la segmentation est
plus complexe. Dans le cas des photographies de feuilles, Cerruti et al. [CTM+13] ont pro-
posé une méthode de segmentation semi-automatique efficace. Dans le cas des scans et des
pseudo-scans, la plupart d’approches utilisent une méthode de seuillage. Néanmoins, Soa-
rez et Jacobs [SJ13] ont proposé une méthode de segmentation adaptée à ce type d’images
plus robuste qu’une méthode de seuillage.
Nous avons supposé tout d’abord que la forme d’une feuille peut être décrite par un unique
contour fermé. Pour isoler la feuille du fond, notre choix s’est porté sur la méthode de
seuillage d’Otsu [Ots79] utilisée dans de nombreux travaux. Elle consiste à séparer l’image
en deux régions en maximisant la variance entre les régions et en minimisant la variance
intra-région. La formulation mathématique de la variance intra-classe est définie par la
somme pondérée des variances des deux classes, donnée par l’équation suivante :
s2w(t) = w1(t)s1
2(t) +w2(t)s22 (t) (2.20)
Otsu a démontré que minimiser la variance intra-classe revient à maximiser la variance
inter-classe. Le seuil d’Otsu est donc la valeur de t, parmi tous les seuils possibles, qui
minimise s2w(t).
L’application de la méthode de seuillage d’Otsu est efficace si nous considérons la nature
des images traitées et elle permet généralement d’aboutir à une segmentation correcte de
la surface de la feuille. Néanmoins, certains résultats restent imparfaits. Les cas typiques
sont ceux des feuilles composées où il existe un recouvrement entre les folioles ou ceux
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(a) (b) (c) (d)
Figure 2.28 – Imperfections de segmentation avec la méthode de seuillage d’Otsu [Ots79] (a,b)
recouvrement des folioles dans une feuille composée de l’espèce Fraxinus angustifolia (c,d)
recouvrement des lobes d’une feuille simple lobée de l’éspèce Ficus carica
des feuilles simples lobées où les lobes se recouvrent comme l’illustre la figure 2.28. Nous
admettons ces petites imperfections du contour, inévitables dès lors que nous cherchons
à avoir un seul contour fermé. Notre optique consiste à remédier à ces incorrections de
contour en utilisant des descripteurs de forme robustes aux occultations partielles et aux
imprécisions sur le contour.
2.8.3 Identification basée sur la recherche par similarité
Notre travail doit s’intégrer à l’outil d’identification développé dans le cadre du projet
Pl@ntNet. Celui-ci utilise le moteur de recherche visuelle IKONA-Maestro [BFF+01] et se
fonde sur une recherche par similarité.
Processus d’identification
Le processus d’identification suppose que nous disposons d’une base d’images de
feuilles étiquetées. L’information indispensable qui doit figurer dans la vérité terrain est
le nom de l’espèce végétale de chaque image de la base. D’autres données comme par
exemple, l’individu (arbre) auquel appartient la feuille, ne sont pas nécessaires mais
peuvent êtres exploitées.
Intéressons-nous maintenant au processus d’identification de base.
Une étape d’indexation de l’ensemble de la base d’images étiquetées s’effectue hors ligne
(calcul de descripteurs + stockage dans la base d’index). La deuxième entrée est une image
requête dont l’espèce est supposée inconnue. Les étapes d’identification sont les suivantes :
 calcul de la signature de l’image requête
 comparaison de la signature de l’image requête avec celles des images indexées.
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 Calcul d’une liste ordonnée d’images similaires dont la similarité est décroissante
 Estimation de l’espèce de l’image requête à partir de la liste des k plus proches voisins
et d’une règle de décision.
Mesure de similarité locale
La plupart des descripteurs présentés dans la suite de ce manuscrit sont des descrip-
teurs locaux. Comme nous l’avons présenté dans le paragraphe 2.6.1, chaque image I est
décrite par n descripteurs d1, d2, ..., dn. La comparaison de chaque descripteur di avec l’en-
semble des descripteurs D de la base peut se ramener au problème de la recherche des plus
proches voisins dans un espace multidimensionnel de grande taille.
Afin d’accélérer ce processus, une technique de recherche dérivée de l’algorithme LSH (Lo-
cality Sensitive Hashing) est utilisée. Cet algorithme de recherche approximative apporte
une solution à la recherche des plus proches voisins en grande dimension en réduisant
l’espace et le coût de la recherche. L’idée est d’utiliser des fonctions de hachage "locality
sensitive", c’est-à-dire telles que deux points proches ont une forte probabilité d’obtenir la
même valeur de hachage et que deux points éloignés obtiennent une même valeur de ha-
chage avec une faible probabilité. Dans le cadre de cette thèse, une variante de LSH, la mé-
thode Posteriori Multi-Probe Locality Sensitive Hashing [JB08] implémentée dans [BFF+01]
est utilisée.
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Dans ce chapitre, nous présentons trois nouvelles méthodes de description defeuilles en utilisant différents caractères. En premier lieu, une méthode de des-cription de la forme foliaire est introduite. Elle se base sur une représentation
triangulaire multi-échelle du contour. Plusieurs façons de décrire les triangles à différentes
échelles sont étudiées. En deuxième lieu, nous proposons de décrire la feuille par ses points
saillants. Cela nécessite une étape d’extraction des points caractéristiques de la feuille. Puis,
pour décrire ces points, nous introduisons différents scénarios afin d’étudier l’impact des
aspects suivants dans l’identification :
– les relations spatiales entre les points saillants
– la corrélation spatiale entre les points saillants et le contour
– les caractéristiques visuelles locales autour des point saillants
Enfin, une approche d’extraction et de description de la nervation est présentée. L’ex-
traction des nervures est effectuée avec des outils morphologiques. Les réseaux de nervures
extraits sont ensuite décrits par leurs directions principales et leurs arrangements spatiaux.
3.1 Description triangulaire de la forme
La forme d’une feuille est un élément caractéristique pertinent dans l’identification des
plantes. Malgré les transformations que subit la feuille au cours de son cycle de dévelop-
pement, sa forme reste le caractère le plus intuitif pour guider le processus d’identification.
La caractérisation de la forme d’une feuille représente deux véritables défis : le premier
consiste à extraire correctement le contour et le deuxième consiste à l’exploiter et le décrire
de la manière la plus efficace.
Le premier challenge a été évoqué dans la littérature et peut se ramener à un problème de
segmentation. Des approches automatiques ou semi-automatiques ont été proposées pour
résoudre ce problème [CTM+13, GBVC+13, SJ13]. Dans ce présent travail, la problématique
de la segmentation a moins d’importance puisque nous nous sommes limités à des images
de feuilles prises sur un fond uniforme (des scans et des pseudo-scans). C’est la raison pour
laquelle nous avons choisi d’utiliser une simple méthode de seuillage [Ots79].
Nous nous focalisons sur le deuxième point qui porte sur la description de la forme foliaire.
Nous avons choisi de suivre une méthode de représentation triangulaire du contour. Nous
avons étudié les limites du descripteur triangulaire de forme TAR (Triangle Area Represen-
tation) [ARKF07] pour proposer un ensemble de descriptions alternatives. Trois nouvelles
représentations sont proposées et intégrées dans une approche locale.
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Figure 3.1 – Représentation TSR. A, B et C sont des composantes visuelles représentées par leurs
centre de gravité. M1, M2 et M3 représentent les points de milieu des côtés du triangle ABC. q1, q2
et q3 sont les angles aigus aux points M1, M2 et M3. Figure extraite de [GN01]
3.1.1 Représentation triangulaire entre des objets
La représentation triangulaire a été utilisée dans la littérature dans un contexte plus
général pour décrire les relations spatiales entre des entités visuelles dans une image
[GN01, PG08, HGBRM10]. Ces entités peuvent représenter des objets ou des régions d’in-
térêt.
Guru et Nagahushan introduisent la méthode TSR (Triangle Spatial Relationships). Elle
consiste à représenter chaque groupe de trois composantes visuelles, non colinéaires, par
un triangle (cf. Figure 3.1). Supposons que La, Lb et Lc sont respectivement les étiquettes
des composantes visuelles A, B et C, les auteurs décrivent le triangle de la figure 3.1 par un
quadruplet (Li1, Li2, Li3, q) choisi parmi six quadruplets possibles selon des critères définis
(se référer à [GN01] pour plus de détails).
La principale limite de cette méthode est qu’elle ne permet pas de représenter trois entités
visuelles colinéaires dans l’image. Pour résoudre cela, Punitha et Guru [PG08] proposent
une variante de TSR où ils rendent possible le calcul de l’angle q dans le cas de trois
composantes colinéaires.
Hoàng et al. [HGBRM10] introduisent la méthode D-TSR qui étend TSR. Ils l’appliquent
sur des entités visuelles locales basées sur les points saillants d’un modèle BoF (Bag of
Features). Afin de réduire la complexité de la représentation TSR, les auteurs suggèrent
de considérer les entités visuelles à l’intérieur d’un voisinage local. Ils proposent ensuite
plusieurs stratégies de représentation triangulaire suivant un point particulier, dit point
pivot (cf. Figure 3.2). La description du triangle formé par les trois composantes visuelles
est enrichie par l’ajout d’une information sur l’orientation des sommets et sur le facteur
d’échelle. Chaque triplet est représenté par sept valeurs.
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Figure 3.2 – Stratégies de représentation triangulaire. (a) Tous les triangles possibles (b) le point
pivot est le centre du voisinage (c) le point pivot est le premier point dans la liste (ici E1), sachant
que la liste est triée (c) le point pivot est le plus proche du barycentre de l’ensemble de points (d)
triangulation de Delaunay. Figure extraite de [HGBRM10]
La modélisation des relations spatiales en général est essentielle dans d’autres pro-
blèmes de reconnaissance de forme, comme par exemple, dans celui de la reconnaissance
des symboles (cf. [SLW12] et [SWL14]).
Les représentations triangulaires citées ci-dessus visent à décrire les relations spatiales entre
des entités visuelles dans une image. Nous nous focalisons dans la suite sur la représenta-
tion du contour externe d’un objet unique.
3.1.2 Représentation triangulaire locale du contour
(a) Description glo-
bale
(b) n = 7 (c) n = 5 (d) n = 3
Figure 3.3 – Portion du contour retenue suivant le paramètre n
La forme d’une feuille est représentée par un ensemble P composé de N points échan-
tillonnés sur son contour P = fp1, ..., pNg. Ces points sont distribués d’une façon uniforme
sur le contour et sont numérotés dans le sens des aiguilles d’une montre. Nous devons
sélectionner une portion du contour W  P pour décrire un point pi et son voisinage.
Cette portion du contour W est décrite par un ensemble de points appartenant à P et voi-
sins de pi. Nous définissons le paramètre n = 1, ..., N 12 tel queW peut s’écrire comme suit :
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W = fpi n, ..., pi 1, pi, pi+1, ..., pi+ng (3.1)
Ainsi, si par exemple n = 3, nous allons considérer la portion du contour qui relie :
- les 3 points de P voisins de pi, en partant dans le sens contraire des aiguilles d’une montre
- le point pi
- les 3 points de P voisins de pi, en partant dans le sens des aiguilles d’une montre
Nous pouvons alors trouver la cardinalité deW à partir de n et vice versa.
card(W) = (n 2) + 1 (3.2)
Le choix du paramètre n dépend du choix de description locale ou globale du contour. Plus
n est grand, plus la description d’un point pi se fait en fonction d’une plus grande portion
du contour (cf. Figure 3.3). La valeur maximale prise par le paramètre n est N 12 , et, dans ce
cas, la description de chaque point du contour inclut tous les autres points sur le contour,
il s’agit alors d’une description globale.
Chaque point est ensuite décrit par Ns triangles à différentes échelles. Dans la suite, Ns
désigne d’une manière équivalente le nombre de triangles et le nombre d’échelles. Nous in-
troduisons également une fonction de distance dm où m est la distance entre deux triangles
successifs. Cette fonction est soit linéaire dlinm soit logarithmique d
log
m . Ces deux types sont
présentés dans les deux paragraphes suivants.
Fonction de distance linéaire
Étant donné un contour P représenté par un ensemble de N points échantillonnés
fp1, ..., pNg. Une fonction de distance linéaire signifie l’utilisation de Ns triangles équi-
distants pour représenter chaque point du contour pi. Formellement, elle est définie de la
manière suivante :
dlinm (k) = km avec m  n et k  0 (3.3)
Dans l’équation 3.3, le paramètre m définit la distance entre deux triangles successifs en
terme de nombre de points p 2 P (cf.Figure 3.4). m peut être considéré comme un para-
mètre de lissage. En effet, en prenant des triangles successifs proches, ce qui correspond à
une faible valeur de m, nous favorisons la représentation des détails du contour. Par contre,
plus la valeur de m est élevée, plus les triangles représentent une description grossière du
contour.
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Figure 3.4 – Fonction de distance linéaire. Dans cet exemple Ns = 2. La première et la deuxième
échelles sont représentées respectivement par le triangle noir et le triangle rouge (a) dlin1 : d(1) = 1,
d(2) = 2 (b) dlin2 : d(1) = 2, d(2) = 4 (c) d
lin
3 : d
lin
3 (1) = 3, d
lin
3 (2) = 6
fonction de distance logarithmique
Dans le cas de la distance logarithmique, nous utilisons une échelle logarithmique pour
espacer les triangles successifs. L’idée sous-jacente est d’attribuer plus d’importance aux
points voisins d’un point pi qu’aux points plus éloignés. Elle est définie par l’équation
suivante :
dlogm (k) = mk avec m  n (3.4)
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(a) dlog2 , Ns = 3 (b) d
log
2 (1) = 2 (c) d
log
2 (2) = 4 (d) d
log
2 (3) = 8
Figure 3.5 – Fonction de distance logarithmique.
Discussion des paramètres n, m, Ns
Les paramètres n, m et Ns sont auto-corrélés et chaque paramètre dépend des deux
autres. En effet, si m = 1, cela signifie que n = Ns, c’est-à-dire, tous les triangles possibles
dans le voisinage défini par n seront utilisés. Le nombre d’échelles Ns est donc toujours
inférieur ou égal à n.
Dans notre implémentation, les deux paramètres m et n sont donnés en entrée de l’algo-
rithme. Le nombre de triangles (d’échelles) utilisé peut être déduit à partir de ces deux
paramètres. Par exemple :
- Si n = 8 et la distance entre deux triangles successifs est dlin2 , le nombre d’échelles va être
égal à 4 (Ns = 4) (voire figure 3.6(a)).
- Si n = 8 et la distance entre deux triangles successifs est dlin4 , le nombre d’échelles va être
égal à 2 (Ns = 2) (voire figure 3.6(b)).
En fait, nous définissons implicitement le nombre d’échelles Ns en spécifiant n et m. Géné-
ralement, n doit être divisible par m pour que les triangles puissent représenter l’intégralité
de la portion du contour W associée à n. Si ce n’est pas le cas, seulement les triangles for-
més par des points p 2 W seront pris en compte. Par exemple :
- Si n = 8 et la distance entre deux triangles successifs est dlin3 , le troisième triangle (triangle
en orange sur dans figure 3.6(c)) n’est pas pris en compte car il est formé par des points
n’appartenant pas tous àW .
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(a) (b) (c)
Figure 3.6 – Différentes valeurs de Ns en fonction de m et n
En résumé, la représentation triangulaire multi-échelle du contour, présentée dans ce
paragraphe, comporte les paramètres suivants :
- N : le contour est initialement quantifié en N points
- n : définit le voisinage d’un point de contour pi. Ce paramètre est exprimé en nombre de
points de contour sélectionnés de chaque côté de pi
- dm : fonction de distance entre deux triangles successifs
- Ns : nombre de triangles (d’échelles) utilisé pour décrire chaque point du contour. Ce
paramètre est déduit à partir de m et n.
Chaque point du contour pi, est représenté par Ns triangles. Pour décrire le contour, il
faut décrire ces triangles.
Dans le paragraphe 3.1.3, nous passons en revue le descripteur triangulaire de forme (TAR)
puis nous introduisons de nouvelles descriptions triangulaires dans la section 3.1.4.
3.1.3 TAR (Triangle Area Representation)
Alajlan et al. [ARKF07] calculent, dans la description TAR, la surface signée de chaque
triangle. Les deux avantages principaux de cette description sont :
- l’invariance aux transformations affines et la robustesse face au bruit et aux déformations
du contour.
- le fait d’introduire le signe de la surface d’un triangle permet de détecter les lieux de
concavité ou de convexité du contour. Une valeur négative, positive ou nulle de la surface
du triangle impliquent respectivement l’existence d’une convexité, d’une concavité ou
d’une ligne droite au voisinage de ce point.
CHAPITRE 3. APPROCHES PROPOSÉES 57
Figure 3.7 – Triangles de même surface
Supposons que (xi d(k), yi d(k)), (xi, yi) et (xi+d(k), yi+d(k)) soient les coordonnées respec-
tives des points pi d(k), pi et pi+d(k). La surface signée du triangle Tki formé par ces trois
points est donnée par la formule suivante :
A(Tki ) =
1
2

xi d(k) yi d(k) 1
xi yi 1
xi+d(k) yi+d(k) 1

(3.5)
Retenir la surface signée pour représenter un triangle permet de différencier les parties
concaves ou convexes du contour mais ne retient aucune information sur la forme locale
du contour. En effet, deux triangles de même surface peuvent avoir des formes différentes.
C’est le cas des triangles de la figure 3.7. En fait, ces trois triangles ne sont pas semblables.
Deux triangles sont dits semblables 1 lorsqu’ils vérifient une des propriétés suivantes :
(i) ils possèdent trois côtés dont les longueurs respectives sont proportionnelles,
(ii) ils possèdent un angle de même amplitude compris entre deux côtés dont les longueurs
respectives sont proportionnelles,
(iii) ils possèdent deux angles de même amplitude deux à deux.
La donnée de la surface d’un triangle ne permet pas de connaître l’amplitude de ses angles
ou les longueurs de ses côtés. Deux triangles de même surface ne vérifient a priori aucune
des propriétés citées ci-dessus. Par conséquent, la description TAR n’est pas appropriée
pour retrouver des triangles semblables. Dans ce qui suit, nous allons introduire trois nou-
velles représentations triangulaires qui respectent les propriétés des triangles semblables.
1. cf. Groupe Cojerem, Géométrie en situations : 1er4e notions pour l’élève, De Boeck Wesmael edition, p.
58-60, 1995.
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Figure 3.8 – Comparaison des représentations triangulaires
3.1.4 Descripteurs de forme proposés
TSL (Triangle Side Length Representation)
La représentation TSL est liée à la propriété (i) des triangles semblables. Elle retient les
longueurs des côtés.
Soit le triangle Tki formé par les points du contour pi d(k), pi et pi+d(k), k 2 f1, ...,Nsg.
Soient L1k, L2k et L3k les longueurs des côtés du triangle Tki triés dans un ordre ascendant
de longueur (L1k  L2k  L3k). Nous définissons Mk = L1k/L3k et Nk = L2k/L3k. Le
descripteur TSL d’un triangle Tki est défini comme suit :
TSL(Tki ) = (Mk,Nk) (3.6)
Cette description est invariante à la translation et la normalisation par la longueur maximale
des côtés assure l’invariance par rapport au changement d’échelle.
Examinons la figure 3.8 afin d’identifier les triangles qui ont la même description via TSL.
Si nous considérons que T1 est le triangle de base, T2 est le résultat d’une rotation et T3 est
l’image miroir de T1. Ces deux dernières transformations préservent les distances entre les
différents sommets du triangle T1. Le descripteur TSL est donc invariant à la rotation et à
l’image miroir. Le triangle T4 décrit une concavité du contour au point pi à la différence de
tous les autres triangles. La représentation TSL ne permet pas de repérer que le sommet
pi correspond à une concavité ou une convexité du contour. Le triangle T5 a un angle au
sommet pi différent de tous les autres triangles mais il est représenté de la même façon que
les autres parce que l’information de l’angle au sommet pi est absente dans la description
TSL. En fait, tous les triangles de la figure 3.8 sont semblables et ont la même description
TSL.
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TSLA (Triangle Side Length and an Angle Representation)
L’idée sous-jacente à cette description est de retenir le critère (ii) des triangles semblables
en représentant un triangle par l’amplitude de l’angle interne au sommet pi et les longueurs
des deux côtés les plus petits du triangle. Nous partons de l’hypothèse que TSLA va en-
richir la description TSL avec une information angulaire supplémentaire. En effet, l’angle
au sommet pi représente une information grossière sur la relation spatiale entre pi et les
deux autres sommets du triangle. L’ajout d’un angle pose plus de contraintes lors de la
comparaison des formes et nous espérons que cela va apporter une certaine précision pour
trouver des formes similaires.
Soit q l’amplitude de l’angle interne au sommet pi. La description TSLA peut alors s’écrire
comme suit :
TSLA(Tki ) = (Mk,Nk, q) avec (Mk,Nk) = TSL(T
k
i ) (3.7)
De même que TSL, la description TSLA est invariante à la translation, à la rotation, au
changement d’échelle et à l’effet miroir. Par contre, la signature TSLA n’est pas la même
pour tous les triangles de la figure 3.8. Dans le cas du triangle T5, l’angle au sommet pi est
différent de tous les autres triangles, la signature TSLA de T5 est donc différente de celle
des autres.
TOA (Triangle Oriented Angles Representation)
Pour la description TOA, nous proposons d’utiliser les angles orientés du triangle.
Soient fk = \pi d(k)pipi+d(k) et yk = \pipi+d(k)pi d(k) deux angles orientés consécutifs du
triangle Tki . Le descripteur TOA d’un triangle T
k
i est défini par l’expression suivante :
TOA(Tki ) = (fk,yk) (3.8)
p
k
p
i
p
ϕ
ψ
i+d(1)
p
i−d(1)
pk+d(1)
p
k−d(1)
Figure 3.9 – Description TOA
Examinons la figure 3.8 pour décrire les propriétés du descripteur TOA. Les deux tri-
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angles T1 et T2 ont la même signature TOA car la rotation préserve l’amplitude et l’orienta-
tion des angles. Contrairement à TSL et TSLA, l’encodage TOA du triangle T3 est différent
de celui de T1 et T2. En effet, l’image miroir préserve les amplitudes d’angles mais pas leurs
orientations. La signature TOA du triangle T4 est également différente de celle des triangles
T1 et T2. Cela s’explique par le fait que nous calculons des angles orientés entre les vecteurs
     !pi d(k)pi et      !pipi+d(k). L’orientation choisie est celle des aiguilles d’une montre. Cela va se
traduire en pratique par des angles aigus (fk  90 ,yk  90 ) dans le cas où le triangle
décrit une concavité locale et des angles obtus (fk  90 ,yk  90 ) dans le cas d’une
convexité. Le descripteur TOA permet donc de distinguer les parties concaves des parties
convexes du contour. La signature TOA de T5 est différente de celle de T1 et T2 puisque les
valeurs des angles aux sommets respectifs pi sont différentes.
En conclusion, la description TOA est invariante à la translation, à la rotation et au chan-
gement d’échelle. Elle permet de coder différemment les concavités et les convexités du
contour et elle est sensible à l’effet miroir.
Résumé des propriétés des descripteurs triangulaires proposées
Le tableau 3.1 résume les propriétés des différentes représentations triangulaires. Tous
les descripteurs sont invariants par rapport à la translation, à la rotation et au changement
d’échelle. La différence entre les descripteurs se situe au niveau de l’invariance par rapport
à l’image miroir et la distinction entre les concavités et les convexités du contour.
Descripteur
invariance
concavités/convexités
translation rotation échelle image miroir
TSL X X X X
TSLA X X X X
TOA X X X X
Table 3.1 – Propriétés des descriptions triangulaires : TSL ,TSLA et TOA
3.2 Contexte de forme étendu et points saillants
La description de la forme foliaire peut être insuffisante dans le cas d’une forte similarité
inter-espèce. Une information supplémentaire doit être incluse dans le processus d’identifi-
cation. Dans cette section, nous présentons une approche de description des points saillants
de la feuille. Les points saillants sont des points clefs de la feuille dont la position et les
caractéristiques visuelles locales peuvent s’avérer utiles pour l’identification d’espèces vé-
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gétales.
L’ approche d’identification basée sur les points saillants, que nous proposons, comporte
deux étapes :
- Détection de points clefs. Dans notre cas, un détecteur générique de points d’intérêt est
utilisé, à savoir, le détecteur de Harris.
- Description des points saillants. Nous avons choisi de considérer deux façons de décrire les
points extraits : leur répartition spatiale via un contexte de forme (Shape Context) étendu.
Nous enrichissons ensuite cette description par le calcul des descripteurs locaux dans un
voisinage autour des points d’intérêt. Cela vise à décrire la micro-texture et la forme locale
à l’intérieur des petites fenêtres (patchs) ayant pour origine les points saillants détectés.
3.2.1 Points saillants d’une feuille en botanique
En botanique, un point saillant d’une feuille est un point particulier présent sur la
grande majorité des feuilles et facilement identifiable par les experts. Deux points de la
feuille sont communément identifiés par les botanistes : la base qui est le point d’attache
entre le pétiole et le limbe et l’apex qui représente le sommet du limbe. En effet, les bota-
nistes s’intéressent particulièrement à la forme du contour au voisinage de ces deux points.
Ceci est illustré dans la figure 3.10.
Figure 3.10 – Régions basales (première ligne) : cunéiforme, convexe et arrondie et régions à l’apex
(deuxième ligne) : droite, convexe et arrondie
La base et l’apex ne sont pas les points uniques utilisés par les botanistes. Ceux-ci ont
généralement recours à un ensemble plus large de points saillants pour identifier l’espèce
d’une feuille. Cet ensemble inclut les points spéciaux sur le contour (sommets des lobes,
points de changement de courbure, etc.), les points de jonction et de terminaison des ner-
vures principales ou secondaires, etc. (cf. Figure 3.11).
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La définition botanique des points saillants peut être transposée dans le domaine de
Figure 3.11 – Exemple de points saillants d’une feuille
la vision par ordinateur. L’une des techniques les plus répandues est celle basée sur les
points d’intérêt. Les points d’intérêt sont situés à des endroits caractéristiques dans une
image comme par exemple les coins, les points d’intersection, etc. La localisation de ce
type de points est tout à fait pertinente pour décrire les images de feuilles. En effet, de
nombreuses feuilles se caractérisent par des variations importantes sur leurs contours
(feuilles dentées ou lobées) [MA04] ou par des points de jonction sur leur nervation
[PHN06, PHN08, NHK08].
Nous présentons dans le paragraphe suivant, la méthode de détection de points saillants
que nous avons utilisée.
3.2.2 Détection des points saillants
Les points saillants de la feuille proviennent des caractères foliaires différents (contour,
nervation, texture, etc.) et ne possèdent pas forcément les mêmes caractéristiques visuelles.
Il est donc très difficile de concevoir une méthode de détection de tous ces points. Nous
avons donc choisi de les approximer par un détecteur générique de points d’intérêt et plus
particulièrement d’utiliser un détecteur de coins.
Ce choix est motivé par le fait que les coins sont assez représentatifs des variations du
contour. De plus, ils sont appropriés pour trouver les jonctions du réseau de nervures.
L’un des premiers détecteurs de points d’intérêt est celui Moravec [Mor77]. Il s’agit d’un
détecteur de coins fonctionnant sur des images prises par une caméra implantée sur un
robot, dans le but de le guider de façon à éviter les obstacles. Un grand nombre de travaux
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proposant des améliorations du détecteur de Moravec a été proposé [Bea78, KR82, HS88].
Dans le paragraphe suivant, nous nous focalisons sur la présentation du détecteur de Harris
que nous avons retenu.
Détecteur de Harris
Harris et Stephen ont corrigé certaines limitations du détecteur de Moravec pour pro-
poser le détecteur de coins populaire : le détecteur de Harris.
Une étude comparative de plusieurs détecteurs de points d’intérêt a été menée par Schmid
et. al [SMB98, SMB00]. Les auteurs ont conclu que le détecteur de Harris est l’un des
plus stables en terme de répétabilité. Ce critère de base pour l’évaluation des détecteurs
de points d’intérêt consiste à vérifier que le même ensemble de points est détecté sous
certaines transformations de l’image : rotation, changement de luminance, etc.
Le critère de répétabilité est important dans la mesure où les bases d’images de feuilles
considérées contiennent généralement des feuilles avec rotation et changement d’échelle.
Nous avons utilisé la version du détecteur de Harris implémentée dans
IKONA/maestro [BFF+01] qui possède les caractéristiques suivantes :
- un détecteur de Harris sur les images en couleur proposé par Valérie Gouet dans [Gou00].
- un détecteur de Harris multi-échelle.
Notre choix a été conforté par les évaluations menées au sein de l’équipe IMEDIA dans le
cadre de la campagne d’évaluation ImageCLEF [GBJ+11]. Le but était d’étudier la perti-
nence des détecteurs de points d’intérêt Harris et SIFT/SURF dans le contexte particulier
d’identification d’espèces. Les évaluations ont montré que les descripteurs calculés sur les
points de Harris obtiennent le meilleur score d’identification.
Le nombre de points saillants extraits, que nous notons Nps, représente un paramètre
important. La figure 3.12 montre les points saillants détectés en faisant varier Nps. Nous
remarquons que lorsque le nombre Nps est très élevé (Nps > 600), beaucoup de de points
"bruit" sont détectés, c’est à dire, des points qui ne sont pas forcément caractéristiques de
le feuille.
Dans le cas inverse où le nombre de points de Harris est réduit (Nps < 200), cela approxime
assez bien une grande partie des points clefs de la feuille. Cette observation est générale
mais dépend étroitement du type et de la morphologie de la feuille.
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(a) Nps = 50 (b) Nps = 100
(c) Nps = 200 (d) Nps = 300
(e) Nps = 400 (f) Nps = 600
(g) Nps = 800 (h) Nps = 1000
Figure 3.12 – Variation du nombre de points saillants Nps détectés.
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En effet, nous avons observé que les points de Harris sont situés essentiellement sur le
contour si celui-ci présente de fortes variations (cas des feuilles dentées). Ceci est illustré
dans la figure 3.13. Dans le cas où le contour est lisse ou présente de faibles variations, les
points de Harris sont répartis entre le contour et l’intérieur du limbe. Les points internes
au limbe sont situés généralement sur la nervation ou les endroits de micro-texture (cf.
Figure 3.14).
(a) Nps = 50 (b) Nps = 100
(c) Nps = 200 (d) Nps = 300
Figure 3.13 – Points de Harris détectés sur une feuille dentée.
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(a) (b)
Figure 3.14 – Points de Harris sur la nervation et sur les éléments de texture. (a) points positionnés
sur la nervation (b) points positionnés sur la micro-texture (micro-nervures).
Après avoir détecté les points saillants avec le détecteur de Harris, il convient de les
décrire. Ceci est détaillé dans le paragraphe suivant.
3.2.3 Description des points saillants
Pour décrire l’ensemble de points saillants extraits, nous proposons un descripteur basé
sur le contexte de forme de Belongie et al. [BMP02] (cf. Section 3.2.3 ).
Contexte de forme (Shape Context)
Le descripteur de forme Shape Context (ou contexte de forme) a été proposé par Belongie
et al. [BMP02]. L’idée de ce descripteur est de considérer un ensemble de N points unifor-
mément distribués sur le contour C = fp1, .., pi, ..., pNg et de représenter chaque point pi
par la distribution spatiale des autres points vus de ce point. La distance euclidienne et
l’angle sont calculés entre chaque paire de points du contour. Les distances et les directions
sont quantifiées respectivement en ND et NA intervalles dans un repère log-polaire. Cette
méthode de quantification est utilisée par certains travaux [ASR07, LJ07, SI07]. Le descrip-
teur Shape Context est stocké dans un vecteur 2D de dimension ND  NA où chaque case
contient le nombre de points du contour appartenant au bin correspondant dans la repré-
sentation log-polaire. Ainsi, deux points ayant une configuration spatiale proche auront des
histogrammes similaires. (cf. Figure 3.15).
Contexte de forme étendu (Advanced Shape Context ASC)
Dans la description shape context, le même ensemble de points C est utilisé à la fois
pour :
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Figure 3.15 – La description Shape Context. Figure dans [BMP02]
- calculer les histogrammes spatiaux pour chaque pi 2 C.
- voter dans la description spatiale de chaque point pi, c’est à dire, le calcul d’un histo-
gramme shape context de pi utilise des points pj de C : fpj 2 C | pj 6= pig.
Dans ce paragraphe, nous proposons un descripteur ASC (Advanced Shape Context)
qui étend le contexte de forme classique en distinguant deux ensembles :
- un ensemble de calcul C : un histogramme est attribué à chaque point pi 2 C.
- un ensemble votant V . Le calcul de l’histogramme de chaque point pi 2 C se fait en
fonction des points pj 2 V
Dans le schéma ASC, et contrairement au descripteur Shape Context initial, les ensembles
C et V peuvent être distincts.
Étant donné un ensemble de n points V et un point p de R2 (p 2 C), le descripteur ASC
de C au point p est une représentation discrète de l’ensemble des n vecteurs définis par les
paires de points (p, q) avec q 2 V . ASC(p,V) est encodé par un histogramme où chaque
paire de points (p, q) représentée par une distance r et un angle q, contribue dans le bin k
défini en utilisant la quantification log-polaire introduite dans [BMP02]. Formellement, le
descripteur ASC d’un point p associé à un ensemble V est donné par l’équation suivante :
ASC(p,V)k =

q 2 V : q  p 2 binp(k)
	
(3.9)
Dans la suite, nous adoptons la notation suivante :
ASCC V
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pour désigner le descripteur de contexte de forme étendu où C est l’ensemble de calcul et
V est l’ensemble votant. En faisant varier les points de C et de V , nous définissons les trois
scénarios suivants :
ASCPC PC Relations spatiales entre les points du contour.
Dans ce scénario, l’ensemble de calcul C et l’ensemble votant V sont identiques et
sont référés par PC = fpoints quantifiés sur le contourg. Chaque ensemble contient
les points uniformément quantifiés sur le contour.
C = V = PC = fpoints échantillonnés sur le contourg
C’est une description identique à celle du contexte de forme proposée par Belongie
et al. [BMP02]. Les processus complets (description + mise en correspondance) sont
différents puisque Belongie et al. utilisent une approche de comparaison globale des
formes alors que nous allons utiliser une méthode de mise en correspondance locale
qui cherche les points du contour ayant des signatures similaires.
Figure 3.16 – Scénario ASCPC PC
ASCPS PS Relations spatiales entre les points saillants.
Comme dans le scénario précédent, C et V contiennent le même ensemble de points,
constitué des points saillants trouvés par le détecteur de Harris.
C = V = PS = fpoints saillants détectés avec le détecteur de Harrisg
D’une façon similaire à l’approche de recherche de logos [RnL10], nous cherchons,
à travers ce scénario, à étudier le rôle et l’impact des relations spatiales entre les
points saillants dans l’identification d’espèces végétales. En particulier, nous étudions
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la pertinence de la caractérisation d’une feuille par les relations spatiales entre ses
points saillants.
Figure 3.17 – Scénario ASCPS PS
ASCPS PC Corrélation spatiale entre les points saillants et le contour
En botanique, il existe un lien sémantique entre la nervation et la forme. Nous cher-
chons à travers ce scénario à exploiter cette information en représentant les points
saillants d’une feuille dans un contexte défini par son contour. Ce scénario vise à
étudier la corrélation spatiale entre les points d’intérêt et les points du contour de la
feuille.
L’ensemble de calcul est formé par les points de Harris et l’ensemble votant V est
composé de points du contour. Contrairement au scénario ASCPC PC, où l’ensemble
PC contient les points quantifiés sur le contour, PC est composé ici de tous les points
du contour.
C 6= V , C = PS = fPoints saillantsg et V = PC = fTous les points du contourg
Descripteurs locaux
Le descripteur ASCPS PC représente une information spatiale impliquant le contour et
les points d’intérêt mais ne contient aucune information sur la micro-texture locale dans le
voisinage des points saillants. Afin d’enrichir cette description, un ensemble de descripteurs
locaux est calculé sur un petit voisinage centré en chaque point saillant. Les descripteurs
locaux utilisés sont :
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Figure 3.18 – Scénario ASCPS PC. Les points rouges consitituent l’ensemble de clacul C et les
points en bleu constituent l’ensemble votant V
– un histogramme de Hough de taille 16 basé sur la transformée de Hough introduite
par Paul Hough en 1962. Elle est utilisée pour détecter des formes élémentaires dans
une image [Fer05] tels qu’une droite, cercle, ellipse, etc.
– un histogramme de Fourier basé sur la transformée de Fourier [Fer05] qui encode une
information relative à la fréquence des motifs élémentaires.
– un histogramme des directions du gradient
Afin d’assurer l’invariance à la rotation, le voisinage des points saillants est représenté
par des petites fenêtres orientées selon la direction principale du gradient à l’intérieur de
ces fenêtres. Ces trois descripteurs locaux associés à des points de Harris ont obtenu un
bon score d’identification sur les scans de feuilles dans [GJY+11].
Un quatrième scénario est proposé, il consiste à combiner le scénario ASCPS PC et les
descripteur locaux, cités ci-dessus, autour des points saillants. La combinaison revient à
concaténer les vecteurs associés. Ce scénario est noté eASCPS PC (enriched ASCPS PC).
Le tableau 3.2 résume les quatre scénarios proposés.
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Scénario Ensemble de calcul C Ensemble votant V But
ASCPC PC C = fpoints du contourg V = fpoints du contourg évaluation de la description
Shape Context
ASCPS PS C = fpoints saillantsg V = fpoints saillantsg étude de la pertinence de la re-
lation spatiale entre les points
saillants
ASCPS PC C = fpoints saillantsg V = fpoints du contourg étude de la corrélation spatiale
entre les points saillants d’une
feuille et son contour
eASCPS PC C = fpoints saillantsg V = fpoints du contourg enrichissement de la descrip-
tion ASCPS PC par des descrip-
teurs locaux autour des points
saillants pour décrire la micro-
texture
Table 3.2 – Scénarios étudiés
3.3 Extraction et description de la nervation
Les nervures constituent un caractère important de la feuille. Leur extraction représente
un véritable défi car leur apparence visuelle peut varier d’une image à une autre. De plus,
la netteté du réseau de nervures dépend à la fois du protocole d’acquisition des images et
des facteurs naturels (âge de la feuille, feuille morte, etc.). Ceci est illustré dans la figure
3.19.
Figure 3.19 – Exemples d’images de feuilles présentant une difficulté d’extraction de nervures.
Dans la littérature la nervation a rarement été utilisée comme caractère principal pour
l’identification des espèces végétales (voir chapitre 2). Elle est souvent considérée comme
une source d’information supplémentaire et, comme la couleur, elle est utilisée en com-
binaison avec des caractères plus discriminants de la feuille [KNSS11b, NHK08, PHN08].
Dans ce chapitre, nous proposons une approche d’identification basée principalement sur la
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description du réseau de nervures. Nous présentons une méthode d’extraction de nervures
où des outils de la morphologie mathématique sont utilisés, et une méthode de descrip-
tion qui considère plusieurs aspects de la nervation d’une feuille : les principales directions
du réseau de nervures, son arrangement spatial et sa corrélation spatiale dans un contexte
défini par le contour.
3.3.1 Opérateurs morphologiques
Les nervures d’une feuille peuvent être vues en vision par ordinateur comme des struc-
tures linéaires contrastées. Pour pouvoir les extraire, il est nécessaire d’utiliser les outils
appropriés. Nous avons choisi une approche morphologique pour l’extraction des nervures
en raison de la richesse des opérateurs qu’elle offre. En effet, les opérateurs morphologiques
peuvent jouer le rôle d’un filtre afin d’améliorer la qualité des images mais ils permettent
aussi d’extraire des éléments d’une certaine structure (cf. Paragraphe 3.3.2) grâce à la no-
tion d’élément structurant que nous expliquons dans la suite.
Un opérateur morphologique utilise un élément structurant que nous allons noter B. Celui-
ci est défini par un voisinage de pixels qui a pour origine un pixel de référence. B est carac-
térisé par sa forme et sa taille. Le choix de la forme et de la taille de l’élément structurant
est important et dépend de l’application. La figure 3.20 montre trois exemples d’éléments
structurants de forme différente. Tous les opérateurs morphologiques sont fondés sur la
Figure 3.20 – Éléments structurants. Pixel de référence en rouge et voisinage de pixels en bleu. (a) :
élément structurant carré de taille 5. (b) : élément structurant hexagonal de taille 5. (c) : élément
structurant linéaire de taille 7.
sélection d’un élément structurant.
Les deux opérateurs morphologiques de base sont l’érosion et la dilatation. Un grand
nombre d’opérateurs avancés peuvent être définis à partir de ceux-ci. Nous présentons
dans la section suivante les principaux opérateurs utilisés.
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Érosion
L’érosion ensembliste consiste à poser en chaque pixel x d’un objet X la question : l’élé-
ment structurant Bx est-il contenu entièrement dans X ?
L’ensemble érodé est constitué des points où la réponse à cette question est affirmative.
L’ensemble initial représente souvent les objets d’une image binaire ou le sous graphe d’une
image en niveaux de gris.
L’érosion d’un ensemble X par un élément structurant B, notée eB(X), est définie par l’en-
semble des points, x, tels que B est inclus dans X quand son origine est placée en x.
eB(X) = fx j Bx  Xg (3.10)
L’équation 3.10 peut aussi être écrite sous forme d’intersection d’un ensemble de transla-
tions. Ces translations sont définies par l’élément structurant.
eB(X) =
\
b2B
X b (3.11)
L’érosion peut être appliquée à des images binaires ou à des images en niveaux de gris :
l’érosion d’une image I par un élément structurant B, notée eB(I), est définie comme étant
le minimum des translations de I par les vecteurs –b de B.
eB(I) =
^
b2B
I b (3.12)
La valeur érodée d’un pixel donné x est la valeur minimum de l’image dans la fenêtre
définie par l’élément structurant quand son origine est placée en x :
eB(I)(x) = min
b2B
I(x+ b) (3.13)
L’érosion réduit les « pics » de niveaux de gris et élargit les « vallées » : elle tend donc à
homogénéiser l’image, à l’assombrir et à étaler le bord des objets les plus sombres comme
le montre la figure 3.21
Dilatation
La dilatation est l’opérateur dual de l’érosion. Elle consiste à poser en chaque pixel x
d’un objet X, la question : "l’élément structurant Bx intersecte-t-il l’ensemble X ?"
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Figure 3.21 – Érosion morphologique. (a) image originale en niveaux de gris ;(b) érosion avec un
élément structurant carré de taille 3 ; (c) érosion avec un élément structurant carré de taille 6 ; (d)
érosion avec un élément structurant carré de taille 10.
L’ensemble dilaté est constitué des points où la réponse à cette question est l’affirmative.
La dilatation d’un ensemble X par un élément structurant B, notée dB(X), est définie par
l’ensemble de points x tels que B intersecte X quand son origine coïncide avec x :
dB(X) = fx j B˘x \ X 6= Æg (3.14)
Dans l’équation 3.14, B˘ désigne l’élément structurant symétrique de B.
Notons que la dilatation d’un seul point donne comme sortie l’élément structurant centré
sur son origine. L’équation 3.14 peut aussi s’écrire sous forme d’unions de translations. Ces
translations sont définies par l’élément structurant.
dB(X) =
[
b2B
Xb (3.15)
La définition précédente peut être appliquée sur des images binaires ainsi que sur des
images en niveaux de gris : la dilatation d’une image I par un élément structurant B, notée
dB(I), est définie par le maximum de la translation de I par les vecteurs b de B.
dB(I) =
_
b2B
Ib (3.16)
La valeur dilatée d’un pixel x donné est le maximum de l’image dans la fenêtre définie
par l’élément structurant quand son origine est placée en x :
[dB(I)](x) = max
b2B
I(x+ b) (3.17)
Cette transformation comble les « vallées » et épaissit les « pics » : éclaircit l’image et
tend à faire disparaître les objets sombres.
La dilatation et l’érosion sont des transformations adjointes et respectent le principe
CHAPITRE 3. APPROCHES PROPOSÉES 75
Figure 3.22 – Dilatation morphologique. (a) image originale en niveaux de gris ; (b) dilatation avec
un élément structurant carré de taille 3 ; (c) dilatation avec un élément structurant carré de taille 6 ;
(d) dilatation avec un élément structurant carré de taille 10.
de la complémentarité. Cela signifie qu’une érosion sur une image est équivalente à la
dilatation sur l’image inverse avec le même élément structurant (et vice versa). Ces deux
transformations permettent d’introduire les opérateurs d’ouverture et de fermeture mor-
phologique.
Ouverture
L’ouverture d’une image I par un élément structurant B, notée gB(I), est définie par
l’érosion de I par B suivie d’une dilatation par l’élément structurant symétrique B˘.
gB(I) = dB˘  eB(I) (3.18)
L’ouverture supprime les pics mais préserve les vallées. Elle homogénéise l’image mais
préserve les objets sombres.
Figure 3.23 – Ouverture morphologique. (a) image en niveaux de gris originale ; (b) ouverture
avec un élément structurant carré de taille 3 ; (c) ouverture avec un élément structurant carré de
taille 6 ; (d) ouverture avec un élément structurant carré de taille 10.
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Fermeture
La fermeture d’une image I par un élément structurant B, notée jB(I), est définie par
la dilatation de I par un élément structurant B, suivie de l’érosion par l’élément structurant
symétrique B˘ :
jB(I) = eB˘  dB(I) (3.19)
La fermeture comble les vallées. Elle homogénéise et éclaircit l’image, comme le montre
la figure 3.24.
Figure 3.24 – Fermeture morphologique. (a) image en niveaux de gris originale ; (b) fermeture
avec un élément structurant carré de taille 3 ; (c) fermeture avec un élément structurant carré de
taille 6 ; (d) fermeture avec un élément structurant carré de taille 10.
3.3.2 Algorithme d’extraction de nervures
L’algorithme d’extraction de nervures comprend les étapes suivantes :
– Pré-filtrage. Cette étape vise à améliorer le contraste dans les images, en particulier,
le contraste des nervures par rapport à la couleur globale du limbe.
– Extraction des structures contrastées. Nous gardons dans cette étape l’ensemble des
structures présentant un contraste local. Le degré du contraste n’est pas mesuré : nous
traitons d’une façon équivalente les structures de faible ou de fort contraste. En effet,
il est très rare que la totalité du réseau de nervures soit fortement contrasté. Pour
cette raison, nous nous intéressons également aux structures de faible contraste afin
d’extraire un maximum d’information.
– Détection des structures linéaires. Nous nous intéressons dans cette étape aux petits
éléments contrastés dont la forme est linéaire. Pour ce faire, nous partons de l’hypo-
thèse que le réseau de nervures peut être approximé par un ensemble de segments.
Le résultat de cette étape est une première détection des nervures avec un nombre
important de faux positifs.
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– Post-filtrage. Celui-ci vise à éliminer les structures n’appartenant pas aux nervures.
Le processus décrit ci-dessus est représenté dans la Figure 3.25.
Figure 3.25 – Processus d’extraction des nervures
Les trois premières étapes de l’algorithme sont similaires à celles présentées dans
[EM12]. Les travaux effectués dans [EM12] entrent dans le cadre d’un stage précédent où
nous avons cherché à extraire les éléments saillants des feuilles de vigne (nervures, base,
lobes, etc.). L’idée de détecter des structures linéaires à partir des structures contrastées est
similaire à celle dans [EM12]. Cependant, l’algorithme global d’extraction est différent. Les
principales différences sont les suivantes :
– Les structures linéaires détectées dans [EM12] sont représentées à l’aide des poly-
nômes de deuxième degré en utilisant une régression linéaire. Dans notre algorithme,
et pour des raisons de simplicité, les structures linéaires sont considérées comme de
simples composantes connexes.
– Un seuil global a été utilisé dans [EM12] pour extraire les structures linéaires au-
dessus d’une certaine taille. Cela a généré un réseau de nervures déconnecté qui a
nécessité une phase de reconstruction. Cette démarche est très coûteuse en temps de
calcul. L’algorithme d’extraction que nous introduisons ici propose une nouvelle mé-
thode de filtrage basée sur le calcul d’un seuil adaptatif. Nous avons évité ainsi l’étape
de reconstruction des nervures déconnectées qui, en plus de son coût considérable,
n’est pas toujours efficace.
– L’objectif étant différent : dans [EM12], le but était d’identifier les nervures principales
parmi l’ensemble de nervures extraites, afin de détecter les sommets des lobes. Notre
objectif ici est d’utiliser l’intégralité du réseau de nervures pour étudier son impact
dans l’identification d’espèces.
– Finalement, notre travail précédent était spécifique aux feuilles ayant une nervation
palmée alors que nous cherchons ici à développer un algorithme d’extraction géné-
rique à tous les types de nervation.
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Dans les prochains paragraphes, nous détaillons la description de chaque étape de l’al-
gorithme d’extraction de nervures.
Amélioration de la qualité d’images
Une première étape de pré-filtrage est nécessaire pour améliorer la qualité d’images.
Pour ce faire, Meyer et Serra [MS89] ont introduit l’opérateur morphologique toggle-
mappings. Celui-ci vise à augmenter la netteté des structures contenues dans l’image. Nous
travaillons sur l’image d’intensité I en sélectionnant le canal vert du système de couleur
RGB. Le toggle-mappings est appliqué à chaque pixel p de I à partir d’une transformée
extensive T1 et une transformée anti-extensive T2 de la façon suivante :
ITM = [TM(I)](p) =
8<: [T1(I)](p) si [T1(I)  I](p)  [I   T2(I)](p)[T2(I)](p) sinon. (3.20)
Cet opérateur remplace la valeur de chaque pixel p d’une image I par la valeur prise parmi
[T1(I)](p) ou [T2(I)](p) qui lui est la plus proche. Cela a pour effet de mieux mettre en va-
leur le changement d’intensité dans un voisinage de pixels et par conséquent d’augmenter
la netteté des petites structures.
Dans notre cas, d’une manière similaire à Meyer et Serra [MS89] et Walter [Wal03], une
ouverture est utilisée comme transformée extensive T1 = g et une fermeture est utilisée
comme transformée anti-extensive T2 = j.
L’étape suivante, décrite ci-dessous, consiste à extraire les structures contrastées de la
feuille.
Extraction des structures contrastées
Dans cette étape, nous supposons que la couleur des nervures a un contraste différent
de celui du limbe. Cette hypothèse est souvent vérifiée dans le cas réel. Plus la différence de
contraste est élevée, plus facilement les détails du réseau de nervures peuvent être détectés.
L’utilisation d’un détecteur de bord classique pourrait être envisageable pour extraire les
zones de forte variance de luminosité sur l’image en niveau de gris. Cependant, nous avons
remarqué qu’un tel détecteur ne capte pas certains détails du réseau de nervures. De plus,
dans ce cas, ce sont essentiellement les bords des nervures qui sont repérés. En effet, quand
la nervure est épaisse, son intérieur n’est pas détecté car il ne présente pas une grande
variation de luminosité. Ceci est illustré dans la Figure 3.27 en fin de ce paragraphe.
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Nous avons choisi l’opérateur morphologique Chapeau Haut de Forme (CHDF) (top-hat
en anglais) qui remédie aux limites des détecteurs de bord. Il est appliqué sur des images
d’intensité pour détecter les structures contrastées. Il produit en sortie une image en ni-
veaux de gris, notée ici ICHDF, qui contient les zones de contraste local. Une valeur élevée
dans ICHDF correspond à une zone de contraste élevé. Le CHDF peut être obtenu de deux
manières différentes :
- En soustrayant l’image initiale de l’image de l’ouverture. Il s’agit dans ce cas du CHDF
blanc (white top-hat).
- En soustrayant l’image fermée de l’image initiale. Il s’agit dans ce cas du CHDF noir (black
top-hat).
Formellement, le CHDF est défini comme suit :
ICHDF = CHDFB(ITM) = gB(ITM)  ITM ou bien ICHDF = CHDFB(ITM) = ITM  jB(ITM)
(3.21)
Figure 3.26 – Transformation du Chapeau Haut De Forme (CHDF). (a) image originale inverse
d’intensité ; (b) image fermée ; (c) ICHDFbin : binarisation du résultat de CHDF.
Nous utilisons dans notre cas le CHDF noir car nous partons de l’hypothèse que les
nervures sont plus claires que la couleur globale de la feuille. Cette supposition est vérifiée
sur la grande majorité des feuilles, en particulier, sur celles de la base Flavia [WBX+07].
L’idée sous-jacente de la soustraction de l’image fermée de l’image initiale est d’éliminer
les structures contrastées dans un premier temps avec la fermeture. Ces structures réappa-
raissent dans la suite en réalisant la soustraction (cf. Figure 3.26). Ainsi une zone homogène
dans l’image d’intensité conduira à une zone très foncée dans l’image ICHDF et vice versa. Le
choix de l’élément structurant est encore une fois primordial. Pour faire disparaître toutes
les structures contrastées, en particulier celles qui appartiennent au réseau de nervures,
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il est nécessaire de choisir un élément structurant de taille suffisante pour contenir ces
structures. Nous avons essayé différentes tailles : TB = 3, TB = 5, TB = 7 et TB = 9. Nous
avons retenu un élément structurant carré de taille TB = 7 car il donne le meilleur résultat
en terme de détection des détails du réseau de nervures.
Afin de valider le choix de l’opérateur CHDF, comparons ses résultats avec ceux du
détecteur de bord Sobel (cf. Figure 3.27). La figure montre que l’image binaire du CHDF
ICHDFbin contient tous les détails du réseau de nervures mais également un très grand
nombre de faux positifs. Dans le cas de Sobel, le bruit est beaucoup plus réduit mais la
détection des détails du réseau est moins précise. Les résultats sur une région de la feuille,
contenant des nervures secondaires et tertiaires, illustrent clairement la différence entre les
deux méthodes. Les détails de la nervation sont mieux détectés avec l’opérateur CHDF et
le bruit présent n’a pas une grande importance à cette étape si l’on utilise une méthode de
filtrage dans la suite.
La prochaine étape consiste donc à isoler le réseau de nervures sur l’image ICHDFbin de
façon à éliminer les faux positifs et ne garder que les structures "nervures". Elle consiste en
un ensemble d’opérations effectuées sur ICHDFbin .
Figure 3.27 – Différence entre les opérateurs CHDF et Sobel. (a) Image originale en niveaux de
gris. (b) Structures contrastées détectées par l’opérateur morphologique Chapeau Haut de Forme
(CHDF. (c) Structures contrastées détectées par le détecteur de bord Sobel.
Détection des structures linéaires
Certains types de nervations contiennent des nervures parfaitement linéaires. Citons,
par exemple, la nervation dichotomique et la nervation parallèle. D’autres types de feuilles
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contiennent des nervures plus courbées (comme la nervation palmée et la nervation curvi-
nervée). Ces types sont présentés dans la figure 3.28. Dans les deux cas, nous partons de
l’hypothèse que le réseau de nervures peut être représenté par une suite de structures li-
néaires. Le but de cette étape est la détection de ces structures qui permettent de construire
l’intégralité du réseau.
L’image de départ est l’image du contraste ICHDFbin qui, bien qu’elle soit très bruitée, com-
porte un maximum de détails de la nervation. Notre but est de détecter le plus possible
de structures appartenant à la nervation. Le filtrage du bruit est effectué dans une étape
ultérieure.
Pour détecter les structures linéaires, des ouvertures morphologiques avec un élément
structurant linéaire sont utilisées. Pour pouvoir détecter des nervures dans différentes di-
rections, il convient de faire varier l’orientation de l’élément structurant.
Dans notre algorithme, huit directions sont considérées (elles ont les angles suivants par
rapport à l’horizontale : 0˚, 30˚, 45˚, 60˚, 90˚, 120˚, 135˚, 150˚). Les structures linéaires des
nervures sont d’abord détectées suivant ces huit directions. Puis l’union des huit images
résultantes (cf. Figure 3.29) est calculée :
gunion =
8[
i=1
giBi (3.22)
Figure 3.28 – Différents types de nervation (a) dichotomique (b) parallèle (c) palmée (d)
curvinervée
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(a)
(b)
(c)
Figure 3.29 – Ouvertures morphologiques directionnelles avec un élément structurant linéaire de
taille TB = 15. (a) Image originale. (b) Ouvertures directionnelles suivant huit directions. (c) Union
des huit ouvertures directionnelles.
L’image de l’union des ouvertures directionnelles est une première approximation du
réseau de nervure. Elle contient des nervures mieux isolées mais également beaucoup de
faux positifs. L’étape suivante est dédiée au filtrage.
Filtrage
Le but de cette étape est de garder les structures "nervures" tout en éliminant celles
"non nervures". Pour cela, il est nécessaire de modéliser le bruit qui constitue l’ensemble
des faux positifs. La figure 3.30 montre une détection des nervures avec des éléments
structurants de taille différente. Nous remarquons un très grand nombre de faux positifs
qui se réduit quand on augmente la taille de TB. Une idée serait donc d’utiliser un élément
structurant de grande taille. Cependant, l’utilisation d’un élément structurant de taille
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importante est restrictive et peut empêcher l’extraction de structures appartenant aux
nervures. Nous nous trouvons donc face à un problème classique de seuillage où il n’existe
pas de seuil optimal global.
Figure 3.30 – Effet de la variation de la taille de l’élément structurant. (a) Image couleur originale.
(b) TB = 3. (c) TB = 7. (d) TB = 11. (e) TB = 15.
Afin de résoudre le problème de seuil global, nous considérons séparément les huit
images d’ouvertures directionnelles et nous cherchons à obtenir un seuil approprié pour
chacune d’elles. Les images d’entrée considérées à cette étape sont les images d’ouvertures
directionnelles avec un élément structurant de taille TB = 3. Ce sont des images très
bruitées mais qui contiennent généralement l’intégralité du réseau de nervures.
Dans une première étape, toutes les composantes connexes de chaque image sont détectées.
En effet, l’ouverture détecte des structures linéaires qui, en cas d’adjacence, forment une
composante connexe que nous dénommons CC. Le diamètre de chaque composante est
calculé. Il correspond à la distance discrète maximale entre deux points de CC.
Diametre(CC) = maxfd(pi, pj)jpi, pj 2 CCg (3.23)
où d(pi, pj) est la distance discrète entre les points pi et pj.
Le diamètre est plus significatif que la surface car l’élongation d’une composante connexe
est un critère important du filtrage. En effet, plus la valeur du diamètre est élevée, plus la
composante connexe CC a une chance de faire partie des nervures car le bruit est représenté
généralement par des segments parasites de taille très réduite.
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Figure 3.31 – Graphes des diamètres des composantes connexes pour les trois premières images
d’ouvertures directionnelles. Un seuil adaptatif est calculé sur chaque graphe, il est représenté par
la ligne discontinue. L’image directionnelle filtrée en se basant sur ce seuil est montrée à droite de
chaque graphe.
Nous établissons une liste de diamètres des différentes composantes connexes CC pour
chaque image d’ouverture directionnelle. Dans la figure 3.31, des exemples de graphes de
diamètres sont montrés sur trois images. En axe des abscisses, nous avons la liste de compo-
santes connexes correspondant à une image directionnelle donnée. Les petits carrés rouges
représentent les tailles des diamètres associés à ces CC. L’analyse des graphes montre qu’il
existe un très grand nombre de composantes connexes de diamètre réduit. Nous remar-
quons une grande densité des petits carrés rouges pour de faibles valeurs de diamètre. A
l’inverse, nous observons sur les trois images des composantes connexes dont le diamètre a
une valeur élevée. Elle ne peuvent en aucun cas être des faux positifs et elles appartiennent
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certainement au réseau de nervures.
Donc les deux critères importants retenus sont :
- la valeur du diamètre d d’une composante connexe CC.
- la fréquence du diamètre d, en prenant en compte toutes les composantes connexes CC de
l’image.
Sur la base de ces deux critères, nous définissons la méthode de filtrage comme suit.
Pour chaque image d’ouverture directionnelle Io
Algorithme 1: Pseudo-Code de l’algorithme de filtrage des nervures
Données : Io : Image de nervures non filtrées
1 B : élément structurant de taille TB
Sorties : I f : Image binaire de nervures filtrées
/* Initialiser un seuil s */
2 s 0
/* Matrice d’occurrence de diamètres */
3 Occ nombre de composantes connexes CC de diamètre égal à d.
/* Liste de diamètres */
4 Ld  fd1, d2, ..., dng
5 Ld  fLd sans doublonsgLd
/* Calculer la moyenne moyd des diamètres de la liste Ld */
6 moyd  1card(Ld) å
n
i=0 di
7 pour chaque di 2 Ld faire
8 si Occ(di) > 3_ di < moyd alors
9 si di > s alors
10 s di
/* Éliminer toutes les composantes connexes CC ayant un
diamètre inférieur à s dans l’image Io */
11 pour chaque CCi 2 Io faire
12 si (diametre(CCi)  s alors
13 CCi  ?
Description de l’algorithme du filtrage
Le but de cet algorithme est d’éliminer les structures linéaires qui ont un diamètre inférieur
à un seuil s. Nous avons démontré qu’il n’existe pas un seuil global ou fixe. La valeur du
seuil doit donc être calculée en fonction des diamètres et de leur fréquence.
L’instruction 3 sert à initialiser la structure Occ contenant la fréquence de chaque diamètre
(par exemple, Occ(5) = 12 s’il existe 12 composantes connexes ayant un diamètre égal à 5).
Les instructions 4 à 5 visent à créer une liste de diamètres sans doublons. Si au moins une
composante connexe CC a pour diamètre d, d doit figurer une seule fois dans la liste Ld.
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Dans l’instruction 6, la moyenne de tous les diamètres de la liste Ld est calculée. L’étape
d’élimination des doublons dans Ld est primordiale car elle garantit que la moyenne n’est
pas affectée par la présence d’un grand nombre de CC de taille réduite. Les instructions de
7 à 13 présentent la fonction principale du filtrage : deux conditions sont utilisées, une sur
la fréquence du diamètre et une deuxième sur sa taille. Si l’une des conditions est vérifiée,
alors d pourrait être le seuil s recherché. Avec la condition sur la valeur de d, nous consi-
dérons que toutes les composantes connexes CC de taille inférieure à la moyenne moyd
sont des segments parasites. Des expérimentations ont été conduites pour étudier l’im-
pact du remplacement de la moyenne par la valeur médiane dans la liste Ld. Les résultats
étaient comparables si nous considérons l’union d’ouvertures directionnelles. L’évaluation
qualitative des réseaux de nervures extraits montre une légère précision supplémentaire en
calculant la moyenne moyd. C’est pour cette raison que le calcul de la valeur moyenne est
retenue lors du critère de longueur du diamètre.
La condition sur la fréquence suppose que s’il existe au moins trois CC de diamètre égal,
elles sont considérées comme du bruit. Cette condition concerne un cas fréquent rencontré
dans les images d’ouverture directionnelles. En effet, il existe des directions où toutes les
CC sont de taille réduite et ont des diamètres très proches. Cela est dû généralement à
l’absence de nervures dans cette direction (cf. Figure 3.32). La condition sur la fréquence
représente alors un filtre supplémentaire dans ce cas.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 3.32 – Illustration des deux critères du filtrage. (a,d,g) : exemple d’images d’ouvertures
directionnelles avec TB = 3. (b,e,h) : filtrage avec la condition sur la longueur des diamètres. (c,f,i) :
filtrage avec les deux conditions (longueur et fréquence des diamètres des CC).
La figure 3.33 montre un exemple de filtrage d’images d’ouvertures directionnelles. La
différence entre l’image d’union d’ouvertures avant et après le filtrage montre que l’algo-
rithme de filtrage élimine les faux positifs tout en gardant les structures appartenant à la
nervation.
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Figure 3.33 – Filtrage des images d’ouvertures directionnelles.
3.3.3 Résultats d’extraction des nervures
Un aperçu global des résultats d’extraction de nervures sur la base Flavia est donné
dans l’annexe A. Cela montre que le réseau de nervures est généralement extrait avec une
précision satisfaisante.
En revanche, la variété des feuilles de la base Flavia fait que sur certaines images, il est
moins évident de repérer les nervures. Cela est dû principalement au contraste très faible,
voire absent, sur certaines feuilles. Comme le montre la figure 3.34, ce phénomène peut se
produire sur une partie ou sur l’intégralité du réseau de nervures et représente la cause
principale des cas d’échec de notre algorithme d’extraction. En fait, la majorité des mé-
thodes d’extraction de nervation sont testées sur des bases de feuilles privées ou sur des
sous bases. En effet, il leur faut garantir une certaine qualité des images en sélectionnant
celles où les nervures sont fortement contrastées.
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Dans notre cas, nous avons utilisé la base publique Flavia pour l’extraction mais également
pour la description du réseau de nervures.
Figure 3.34 – Cas d’échec d’extraction de nervures. Première ligne : images originales, deuxième
ligne : nervures binaires, troisième ligne : nervures reportées sur les images originales.
Dans l’absence d’une vérité terrain pour évaluer l’approche d’extraction de nervures
proposée, comparons les réseaux extraits avec les résultats de la littérature.
Pour une comparaison raisonnable, nous nous basons sur les résultats de l’algorithme mor-
phologique d’extraction de nervures proposé par Abdul Kadir et al. [KNSS11b] qui utilise
des opérateurs de la morphologie mathématique. Plus précisément, les auteurs calculent
la soustraction de l’image en niveaux de gris à partir d’une ouverture morphologique, ce
qui revient à calculer l’opérateur CHDF. Ils appliquent ensuite un seuil global sur l’image
ICHDF afin de réduire les faux positifs. Si nous comparons cela avec notre approche, les au-
teurs s’arrêtent à l’étape de détection de structures contrastées. Dans notre approche, cette
étape est intermédiaire et elle est suivie d’une étape de détection des structures linéaires et
une étape de post-filtrage.
Examinons la figure 3.35 pour comparer nos résultats avec ceux de [KNSS11b]. Notre mé-
thode réduit considérablement les faux positifs et obtient des nervures mieux construites.
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Ceci s’explique par notre choix d’utiliser un élément structurant linéaire qui correspond
mieux à la morphologie des nervures alors que, dans [KNSS11b], les auteurs ne procèdent
pas à une étape de détection de structures linéaires. La deuxième différence est le fait que
le processus de filtrage est presque absent dans [KNSS11b] et se résume au seuillage de
l’image des structures contrastées ICHDF.
(a) (b) (c)
Figure 3.35 – Comparaison de notre approche avec la méthode morphologique d’extraction de
nervures utilisée dans [KNSS11b]. (a) image couleur originale de la base Flavia ; (b) nervures
extraites dans [KNSS11b] ; (c) nervures extraites par notre approche.
En fin de section, nous fournissons un pseudo-code pour l’algorithme d’extraction de
nervures
3.3.4 Description de la nervation
Une fois le réseau de nervures détecté, il faut le décrire en vue d’identifier l’espèce de la
feuille. L’utilisation de la nervation comme critère principal d’identification d’espèces vé-
gétales n’est pas courante dans la littérature. Nous avons présenté dans le paragraphe 2.3.3
les méthodes de description existantes. Nous rappelons que ces méthodes n’obtiennent
pas, généralement, une précision élevée. De plus, les approches d’identification des feuilles
via leurs nervations sont rarement évaluées sur des bases publiques (sauf [KNSS11b]).
Dans ce manuscrit, nous proposons un nouveau descripteur de nervures qui comprend
deux descriptions différentes des nervures :
- une détection des directions principales des nervures, non exploitées de manière assez
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Algorithme 2: Pseudo-Code de l’algorithme d’extraction de nervures
Données : I : Image couleur originale
1 B : élément structurant de taille TB
Sorties : Inervures : Image binaire des nervures
/* Calcul de l’image d’intensité du canal vert */
2 ING  canal_vert(I)
/* image d’intensité inverse */
3 Iinv  inverse(ING)
/* toggle mapping */
4 pour chaque p(x, y) 2 Iinv faire
5 si [g(Iinv)](p) - Iinv(p)  Iinv(p)  [j(Iinv)](p)  Iinv(p) alors
6 ITM(p) = [g(Iinv)](p)
7 sinon
8 ITM(p) = [j(Iinv)](p)
/* Chapeau haut de forme */
9 ICHDF  (ITM)  gB(ITM)
/* Binariser l’image du chapeau haut de forme */
10 ICHDFbin  Binariser(ICHDF)
/* Ouvertures directionnelles et filtrage */
11 pour i  1 a 8 faire
12 Ii  giBi(ICHDFbin)
13 Iif iltree  filtrage(Ii)
/* image binaire de nervures */
14 Inervure  S8i=1 Iif iltree
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profonde dans la littérature.
- une description spatiale des points de nervation.
Dans les deux sections suivantes, ces deux descriptions sont présentées.
Description des directions principales des nervures
Dans cette partie, nous cherchons à représenter le réseau de nervures par un ensemble
de structures linéaires (segments ou droites). Pour ce faire, notre choix s’est porté sur la
transformée de Hough qui s’avère utile pour la détection de droites dans une image et
qui présente des avantages dans notre cas particulier. En effet, il existe sur les réseaux
de nervures extraits un certain nombre de faux positifs et de nervures discontinues. La
transformée de Hough se caractérise par une bonne insensibilité au bruit et permet de
détecter des objets présentant des petites discontinuités ou étant partiellement occultés.
Rappelons tout d’abord le fondement théorique de la transformée de Hough. Soit D une
droite dans un repère (X,Y) qui a pour équation y = ax + b qui s’écrit d’une façon
équivalente  b = ax   y. Le principe consiste à projeter les coordonnées (x, y) dans un
espace de paramètres (A, B) appelé aussi domaine de Hough. La droite D est représen-
tée par un point (a, b) dans l’espace des paramètres . Notons également que les points
(x1, y1), ..., (xn, yn) d’une même droite D : y = ax + b seront représentés par n droites se
coupant en un point (a, b) dans l’espace des paramètres.
Figure 3.36 – Transformée de Hough sur des images de nervures.
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La figure 3.36 montre le résultat de l’application de la transformée de Hough sur des
images de nervures. Les deux premières images sont calculées à partir de feuilles de la
même espèce tandis que les deux dernières images correspondent à une autre espèce végé-
tale. Notons la similarité de la description de Hough pour les images de même classe et la
différence des signatures des images de classe différente. Cela confirme que la méthode de
Hough, appliquée aux nervures, est capable de fournir des signatures similaires pour les
images de même espèce.
Cependant, la transformée de Hough est, par définition, sensible à la rotation (cf. Figure
3.37). Cette étape nécessite un alignement qui peut se faire soit via un ACP soit en repé-
rant l’apex et la base pour identifier la direction principale de la feuille. En examinant les
images de la base de test Flavia que nous allons utiliser pour évaluer cette approche, nous
avons remarqué que, dans chaque classe, il existe suffisamment d’images qui ont le même
alignement. Donc, la sensibilité à la rotation de la description de Hough aura peu d’impact
surtout si nous considérons une faible valeur de k, en examinant les k plus proches voisins
de chaque image requête. Par contre, cela aura un impact sur le calcul de la MAP (Mean
Average Precision) puisque nous considérons toutes les images retournées (k = Nb avec Nb
le nombre d’images dans la base).
Figure 3.37 – Sensibilité à la rotation de la transformée de Hough
Description spatiale des nervures
Dans la littérature, la description spatiale des nervures est généralement exprimée à
l’aide des distances entre les points de jonction et les points de terminaison [PHN06,
CHAPITRE 3. APPROCHES PROPOSÉES 94
PHN08, NHK08]. Nous rappelons que ce type de description est fortement dépendant de
la qualité des nervures extraites et n’est pas adéquat pour décrire un réseau déconnecté ou
bruité.
Dans notre approche, nous cherchons à décrire les relations spatiales entre les points de
nervures en utilisant un des scénarios du contexte de forme étendu présenté dans le para-
graphe 3.2.3. Deux schémas sont proposés en faisant varier les points de l’ensemble votant :
ASCPN PN Relations spatiales entre les points nervures.
Ce scénario vise à décrire l’arrangement spatial des nervures via un contexte de
forme (cf. Figure 3.38) . L’ensemble de calcul et l’ensemble votant sont identiques
et contiennent les points de nervation. Cette description peut être utile pour une clas-
sification de feuilles selon le type de nervation.
C = V = PN = fpoints de nervationg
ASCPN PC Corrélation spatiale entre le réseau de nervures et le contour.
Dans le scénario précédent, deux réseaux de nervures ayant un arrangement spatial
proche auront des descripteurs similaires. Nous souhaitons apporter plus de capacité
de discrimination en intégrant l’information contour. Nous suggérons à travers ce
scénario que l’ensemble votant soit composé des points du contour, c’est à dire, il
s’agit de décrire la position des nervures dans un contexte défini par le contour (cf.
Figure 3.38). Les ensembles de calcul et de vote sont alors distincts et se définissent
comme suit :
C 6= V , C = PN = fPoints de nervationg et V = PC = fTous les points du contourg
Ce scénario est un cas particulier du scénario ASCPS PC défini dans 3.2.3. Dans ce
cas, les points saillants de la feuille sont représentés exclusivement par les points de
nervures.
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(a) Points de nervation (b) ASCPN PN (c) ASCPN PC
Figure 3.38 – Scénarios de description de nervures.
3.4 Conclusion
Dans ce chapitre, nous avons introduit différentes méthodes de description d’une feuille
pour permettre l’identification de son espèce végétale. Nous avons considéré trois caractères
foliaires : la forme, les points saillants et la nervation. Les méthodes d’extraction et de
description de chaque caractère sont résumées dans le tableau 3.3
Caractère Méthode d’extraction Méthode de description
Forme Seuillage d’Otsu Description triangulaire multi-échelle (TSL,
TSLA et TOA)
Points
saillants
Détecteur de Harris Contexte de forme étendu ASC
Nervation Méthode morphologique de détec-
tion des structures linéaires
Description des directions principales du ré-
seau de nervures (Hough) et description des
relations spatiales entre les points nervures
Table 3.3 – Résumé des approches proposées
Pour toutes les descriptions proposées de forme et de points saillants, nous avons utilisé
une approche de mise en correspondance locale décrite dans 2.8.3, page 46.
Le chapitre suivant sera consacré à l’évaluation de ces différentes méthodes de description
et à l’étude de l’impact de chaque caractère dans l’identification des espèces végétales.
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Nous présentons dans ce chapitre les évaluations des descripteurs proposés surdifférentes bases d’images de feuilles accessibles au grand public.Swedish [Söd01] (cf. Paragraphe 4.1.1) est la première base de feuilles publiée et
partagée. Elle est utilisée dans la littérature pour l’évaluation des descripteurs génériques
de forme et contient des images de feuilles simples et composées.
La base Flavia [WBX+07] (cf. Paragraphe 4.2.1) contient des images de bonne qualité
contenant des feuilles simples sans pétioles.Elle est surtout utilisée pour l’évaluation des
approches d’identification d’espèces végétales.
La base One hundered species (Leaf100) [MCO13] (cf. Paragraphe 4.3.1) comporte un
nombre plus important d’espèces. Elle contient uniquement des masques d’images bi-
naires. Par conséquent, nous n’avons évalué que les descripteurs de forme sur cette base.
Nous avons également utilisé les bases fournies par la campagne d’évaluation ImageCLEF
en 2011, 2012 et 2013. Ces bases contiennent des images de feuilles très variées appartenant
à trois catégories différentes : scan, pseudo-scan et photographie (cf.paragraphe 4.4.1). Elles
sont enrichies chaque année par de nouvelles images et de nouvelles espèces. Les bases
ImageCLEF sont plus proches du cas d’utilisation réel, en plus, elles représentent les bases
d’apprentissage du système d’identification utilisé dans le projet Pl@ntNet.
4.1 Évaluation sur la base Swedish
4.1.1 Caractéristiques de la base Swedish
La base Swedish [Söd01] contient 1125 images uniformément réparties en 15 classes.
Chaque espèce est représentée par 75 images (cf. Figure 4.1). Dans la base Swedish, deux
classes contiennent des feuilles composées tandis que les autres classes comportent des
feuilles simples.
Notons la grande similarité entre les feuilles des classes #1, #3 et #9. La principale difficulté
de cette base est de différencier ces classes.
La base Swedish a été largement utilisée : dans les approches génériques de description de
forme [BCF+08, WFB+14] et dans les méthodes d’identification d’espèces [RWZ12, ZHW12,
WG13].
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Figure 4.1 – La base Swedish. Une image par espèce est montrée.
Protocole d’évaluation
Le protocole d’évaluation commun utilisé sur Swedish consiste à diviser aléatoirement
chaque classe en un ensemble d’apprentissage composé de 25 images et un ensemble de
test contenant les 50 images restantes. Ici, la précision à Knn = 1 est calculée : nous vérifions
si la première image retournée appartient à la même espèce que l’image requête.
4.1.2 Résultats des descripteurs de forme sur la base Swedish
Étude de paramètres
Rappelons tout d’abord les paramètres des descripteurs triangulaires proposés :
- N : le contour est initialement quantifié en N points
- n : définit le voisinage d’un point de contour pi en terme de nombre de points de contour
sélectionnés de chaque côté de pi
- dlin/logm : fonction de distance où m désigne la distance entre triangles successifs
- Ns : nombre de triangles (d’échelles) utilisé pour décrire chaque point du contour
Le premier paramètre étudié est le nombre de points échantillonnés sur le contour N.
La précision de la première image retournée est calculée pour chaque valeur de N. Toutes
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les échelles sont considérées dans cette expérimentation (n = N2 -1, d
lin
1 ). Les résultats sont
montrés dans le tableau 4.1.
Nous remarquons que la précision de TSL, TSLA et TOA augmente avec le nombre de
points du contours utilisés. Cela est surtout visible pour le descripteur TSLA dont la
précision passe de 87.73 avec 200 points à 95.20 à 400 points. Cette hypothèse n’est pas
vérifiée pour la description TAR qui obtient la meilleure précision à 200 points mais la
précision à 400 points est assez proche.
N 50 100 200 400
TSL 80.13 83.73 87.73 95.20
TSLA 88.66 91.43 92.88 94.08
TOA 84.66 86.13 90.80 92.00
TAR 85.33 86.53 89.86 88.93
Table 4.1 – Variation de N
Nous retenons dans la suite 400 points échantillonnés sur le contour N = 400.
Intéressons-nous maintenant à étudier le paramètre n qui définit la longueur de la por-
tion du contour utilisée pour décrire un point du contour pi. Dans un premier temps, nous
gardons une distance linéaire entre les triangles successifs avec différentes valeurs de n. La
portion du contour correspondante à n est décrite respectivement avec cinq et dix triangles
(cf. Tableau 4.3).
Ns = 10
Descripteur n = 10 n = 20 n = 50 n = 100 n = 199
TSL 43.86 77.63 92.13 93.46 91.86
TSLA 40.93 78.66 93.33 94.13 91.73
TOA 44.26 80.19 92.80 94.26 91.20
TAR 49.46 64.00 80.40 87.17
Ns = 5
Descripteur n = 10 n = 20 n = 50 n = 100 n = 199
TSL 28.53 77.06 92.26 92.13 90.00
TSLA 29.06 80.66 94.53 93.73 91.20
TOA 39.20 85.46 92.13 92.93 89.33
TAR 42.80 61.20 80.93 82.53 79.86
Table 4.2 – MAP sur Swedish suivant n et Ns
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d dlin2 d
log
2
n 16 32 64 128 16 32 64 128
Ns 8 16 32 64 4 5 6 7
TSL 69.46 87.20 94.80 95.20 61.46 86.80 95.60 95.73
TSLA 71.46 88.40 94.26 94.93 64.66 89.46 96.53 96.33
TOA 76.26 87.33 94.80 95.20 75.46 92.40 96.00 94.26
Table 4.3 – MAP sur Swedish avec dlin2 et d
log
2
D’après le tableau 4.3, différents paramètres sont retenus pour chaque descripteur :
- TSL : n = 128, dlog2 ce qui correspond à 7 échelles (Ns = 7).
- TSLA : n = 64, dlog2 ce qui correspond à 6 échelles (Ns = 6).
- TOA : n = 64, dlog2 ce qui correspond à 6 échelles (Ns = 6). Le score obtenu par TOA avec
ces paramètres est légèrement meilleur au résultat de TOA publié dans [MYVB13].
Comparaison des descripteurs de forme sur Swedish
Reportons les meilleurs scores de TSL, TSLA, TOA et TAR dans le tableau 4.4. Le
descripteur TSLA obtient le meilleur score (96.53) comparé aux autres descripteurs trian-
gulaires. En deuxième position, nous trouvons TSL et TOA devant le descripteur TAR.
Méthode Précision à knn = 1 (%)
TSL 95.73
TSLA 96.53
TOA 96.00
TAR 90.40
Table 4.4 – Performance des descripteurs triangulaires de forme sur la base Swedish
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
TSL
TSLA
TOA
TAR
0
0.2
0.4
0.6
0.8
1
Figure 4.2 – Résultats des descripteurs triangulaires par classe sur la base Swedish.
La précision par classe est présentée dans la figure 4.2. Notons que 100% d’identification
1. méthodes testées dans [LJ07]
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correcte est enregistrée par un ou plusieurs descripteurs sur certaines classes (classes #2,
#7, #10, #12, #13, #14 et #15). Nous pouvons remarquer également une légère supériorité
du descripteur TSLA face aux autres descripteurs sur un certain nombre de classes.
Comme nous l’avons remarqué dans le paragraphe 4.1.1, la difficulté de la base Swedish
réside dans les problèmes de similarité inter-classe des classes #1, #3 et #9. Cela est confirmé
par la figure 4.2 qui montre que les erreurs d’identification se produisent principalement
au niveau de ces classes. Pour la classe #1, considérée comme la classe la plus difficile,
TSLA obtient le meilleur score, suivi de TSL et TOA.
autres
classe 9
classe 3
classe 1
classe 1 classe 3 classe 9
0
0.2
0.4
0.6
0.8
1
(a) TAR
classe 1 classe 3 classe 9
classe 1
classe 3
classe 9
autres
0.2
0
0.4
0.6
0.8
1
(b) TSLA
Figure 4.3 – Graphe de confusion entre les classes #1, #3 et #9
Nous avons calculé des graphes de confusion pour les trois classes #1, #3 et #9 afin
d’analyser les cas d’identification erronée (cf. Figure 4.3). Nous comparons à travers ces
graphes la robustesse des descriptions TAR et TSLA face à la similarité de forme inter-
classe.
Si nous examinons les deux graphes, il est évident qu’une grande partie des mauvaises
classifications est due à la similarité élevée entre les classes #1, #3 et #9. Dans le cas du
descripteur TAR, une partie non négligeable d’erreurs de classification provient également
de la confusion avec d’autres classes. Il est clair sur les deux graphes que TSLA traite le cas
de similarité inter-classes d’une façon beaucoup plus robuste que TAR. Par exemple, dans
le cas de la classe #3, TSLA réduit considérablement le taux de confusion avec les classes
#1 et #9. Cela est vérifié sur les trois classes.
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Identification des feuilles composées
Étudions les résultats des descripteurs triangulaires sur les feuilles composées de la
base Swedish, à savoir sur les deux classes #10 et #14. Les deux descripteurs TSLA et TOA
obtiennent 100% d’identification correcte sur ces deux classes en se basant sur la précision
de la première image retournée. Les descripteurs TSL et TAR obtiennent respectivement
des précisions moyennes (entre les deux classes) de 96.28% et 96.13%.
Dans ces deux classes, les formes globales sont différentes (cf. Figure 4.4), ce qui est
confirmé par les sous résultats obtenus par nos descripteurs.
Figure 4.4 – Segmentation des images de feuilles composées de la base Swedish. Première ligne :
image de feuille de la classe #10. Deuxième ligne : image de feuille de la classe #14.
Comparaison entre la description originale et la description locale de TAR
Dans la définition originale de la méthode TAR, Alajlan et al. [ARKF07] utilisent toutes
les échelles possibles pour décrire un point du contour. La méthode DSW (Dynamic Space
Wrapping) est utilisée pour la comparaison des formes. Cette approche a été évaluée sur
la base Swedish par Wang et Gao [WG13]. Les auteurs utilisent un score différent de celui
communément utilisé sur cette base. Ils calculent le score Bullseye défini comme suit :
Chaque image de la base est utilisée comme image requête et pour chaque réponse, le
nombre d’images de même espèce que l’image requête est calculé sur les 2 M images
retournées. M étant le nombre d’images dans chaque classe. Le score Bullseye est le rapport
du nombre total d’images pertinentes par le nombre maximal possible qui est égal à MNb
où Nb désigne le nombre d’images dans la base. Formellement, le score Bullseye SBullseye
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est défini de la manière suivante :
SBullseye =
åNbi=1 Ci
M Nb (4.1)
Nb : nombre d’images dans la base (1125 pour Swedish). M : nombre d’images par
classe (75 pour Swedish). Ci : pour la requête numéro i, Ri désigne le nombre d’images de
même espèce que l’image requête, sur les 2M images retournées. Nous suivons ce même
protocole d’évaluation pour pouvoir se comparer avec le résultat dans [WG13]. Le même
nombre de points échantillonnés sur le contour est également utilisé (N = 256). D’une
façon similaire à Alajlan et al. [ARKF07], toutes les échelles sont utilisées ce qui correspond
à n = Ns = 127 et une distance dlin1 entre deux triangles successifs. Le temps moyen par
requête est également mesuré. Les résultats sont reportés dans le tableau 4.5.
Méthode TAR + DSW [WG13] TAR+méthode de mise en
correspondance locale
Score Bullseye 84.23 79.06
Temps moyen par requête (ms) 28234 175
Table 4.5 – Comparaison entre la mise en correspondance globale [ARKF07] et locale de la
description TAR
Méthode TSL TSLA TOA TAR
Score Bullseye 85.92 87.73 86.52 83.97
Table 4.6 – Comparaison entre la mise en correspondance globale [ARKF07] et locale de la
description TAR
La description originale TAR obtient un meilleur score (84.23 contre 79.06). Cela peut
s’expliquer par le fait que la méthode DSW compare dans un premier temps la signature
TAR d’un point de contour à tous les autres signatures à une même échelle. Ensuite, la dis-
tance minimale est calculée dans la table DSW pour retrouver les formes similaires. Cette
méthode peut s’avérer plus précise que la mise en correspondance locale que nous utili-
sons où deux signatures TAR sont comparées tenant compte de toutes les échelles. De plus,
Alajlan et al. [ARKF07] augmentent la capacité de distinction entre les formes de classes
différentes par la définition d’une distance de dissimilarité qui utilise des descripteurs mor-
phologiques globaux. L’ajout de ces descripteurs a amélioré le score de classification sur les
bases de forme génériques telles que MPEG-7 [LLE00] et Kimia [SCTK98, SKK04].
Cependant, la méthode DSW est très coûteuse en temps de calcul. Si nous comparons le
temps moyen par requête entre la mise en correspondance locale et globale, la différence
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est considérable. Dans notre cas, le temps moyen par requête est réduit 161 fois par rap-
port l’approche TAR originale. En terme d’efficacité (précision + temps de calcul), notre
approche est globalement plus efficace.
Notons que les descripteurs TSL, TSLA et TOA obtiennent des scores meilleurs que celui
du TAR original avec un temps de calcul considérablement plus réduit.
4.1.3 Résultats du descripteur de contexte de forme étendu
Considérons les scénarios définis dans le contexte de forme étendu : ASCPC PC,
ASCPS PS, ASCPS PC et eASCPS PC sur la base Swedish. La performance de ASCPC PC
est évaluée en faisant varier le nombre N de points de contour et les autres scénarios sont
évalués en faisant varier le nombre Nps de points saillants.
N 50 100 200 400
ASCPC PC 85.60 88.80 91.46 91.73
Nps 50 100 200 400
ASCPS PS 63.45 78.31 80.05 57.29
ASCPS PC 87.95 92.36 93.57 91.03
eASCPS PC 81.65 88.75 91.03 90.36
Table 4.7 – Précision (knn = 1) du contexte de forme étendu sur la base Swedish
. N est le nombre de points échantillonnés du contour. Nps est le nombre de points
saillants.
En analysant les résultats du tableau 4.7, nous tirons les remarques suivantes :
– La précision du scénario ASCPC PC s’améliore quand le nombre de points du contour
augmente. Cependant, le gain du passage de 200 pts à 400 pts dans la description de
contour est faible (91.73 contre 91.46).
– Le fait de séparer l’ensemble de calcul et l’ensemble votant dans le scénario ASCPS PC
améliore les résultats du scénario ASCPC PC où l’ensemble de calcul et l’ensemble
votant sont identiques et sont composés des points du contour. L’amélioration est
nette surtout quand 100 points saillants sont utilisés (92.36 contre 88.80).
– Pour tous les scénarios utilisant les points saillants, le nombre optimal de points de
Harris est 200. La meilleure précision des trois scénarios est obtenue lorsque Nps =
200. Cela confirme notre observation initiale qui constate qu’à partir d’un certain
rang les points de Harris détectés représentent un bruit, c’est à dire leur localisation
est moins pertinente dans le contexte d’identification d’espèces. La figure 4.5 montre
l’évolution du nombre de points saillants détectés Nps sur une image de feuille de
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la base Swedish. Il est clair que lorsque 400 points saillants sont utilisés, un grand
nombre de points sont localisés dans des endroits pas toujours pertinents.
– Le scénario eASCPS PC n’améliore pas le scénario ASCPS PC en terme de précision.
Cependant, le scénario eASCPS PC améliore la valeur de MAP obtenue par ASCPS PC
(0.773 contre 0.692).
– Le scénario ASCPS PS n’atteint pas une précision élevée par rapport aux autres scé-
narios. Cela montre l’importance et la robustesse du contour dans la description de
la feuille.
(a) Nps = 50 (b) Nps = 100 (c) Nps = 200 (d) Nps = 400
Figure 4.5 – Évolution du nombre de points saillants détectés Nps sur une image de feuille de la
base Swedish.
Comparaison entre la mise en correspondance locale et globale de la description
Contexte de forme
Nous nous intéressons dans ce paragraphe à l’analyse des résultats des descripteurs
contexte de forme dans les deux cas où :
- une méthode de mise en correspondance globale est utilisée
- une méthode de mise en correspondance locale est utilisée
Pour ce faire, basons-nous sur les résultats fournis dans la littérature sur la base Swedish.
Le descripteur contexte de forme a été évalué dans [LJ07]. La méthode de mise en corres-
pondance utilisée est globale et basée sur la programmation dynamique. Dans ASCPC PC,
nous présentons une méthode de description identique mais elle est associée à une méthode
de mise en correspondance locale. Pour la comparaison, nous avons utilisé des ensembles
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d’apprentissage et de test identiques. Les résultats obtenus par les deux approches sont
présentés dans le tableau 4.8.
Méthode Précision à knn = 1 (%)
SC + DP [LJ07] 88.12
ASC128PC PC 89.86
ASC200PC PC 91.46
Table 4.8 – Comparaison entre la mise en correspondance locale et globale via les méthodes
SC+DP et ASCPC PC
Lorsque le même nombre de points échantillonnés sur le contour (N = 128) est utilisé,
ASCPC PC dépasse légèrement SC + DP. Si N = 200 dans ASCPC PC, l’écart en terme de
précision est plus élevé (91.46 contre 88.12). Cela montre d’une part, que le "matching"
local obtient des résultats comparables ou supérieurs à ceux du descripteur contexte de
forme lorsqu’il est associé à un "matching" global. De plus, le véritable gain ne se situe pas
seulement au niveau de la précision mais surtout au niveau de la performance en temps de
calcul. La programmation dynamique est coûteuse en temps CPU alors que la méthode de
comparaison locale utilisée dans notre cas est largement plus rapide. Cela est extrêmement
important dans le cas où les méthodes d’identification sont implémentées sur des appareils
embarqués.
4.1.4 Comparaison avec l’état de l’art
Nous retenons dans ce paragraphe les meilleurs résultats obtenus lors de l’étude de
paramètres réalisée sur Swedish.
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Méthode Entrée Score d’identification
TSL contour 95.73
TSLA contour 96.53
TOA contour 96.00
ASC400PC PC contour 91.73
ASC200PS PS image couleur 80.05
ASCPS200 PC image couleur 93.57
eASCPS200 PC image couleur 91.03
sPACT [WR08] image en niveaux de gris 97.92
Shape Tree [FS07] contour 96.28
SPTC+DP1 image en niveaux de gris 95.33
IDSC + DP1 contour 94.13
IDSC + learned distance [BYL+10] contour 93.80
sPACT (sur contour) [WR08] contour 90.77
Fourier1 contour 89.60
SC + DP1 contour 88.12
Söderkvist [Söd01] contour 82.40
Table 4.9 – Comparaison des résultats avec l’état de l’art sur la base Swedish
Examinons le tableau 4.9. Nous distinguons les approches de description de forme dont
l’entrée est le contour et les autres approches dont l’entrée est l’image intégrale (en niveaux
de gris ou couleur). Cette deuxième catégorie contient généralement des méthodes qui
utilisent l’information texture.
En analysant les résultats du tableau 4.9, nous remarquons que le descripteur TSLA est
le seul qui dépasse toutes les méthodes d’identification basée sur la forme mais il est
positionné deuxième considérant toutes les méthodes. Le meilleur score est obtenu par
l’approche sPACT [WR08] qui représente les structures locales de la feuille. Les descrip-
teurs TOA et TSL obtiennent le troisième et le quatrième meilleurs scores derrière TSLA
et la méthode Shape Tree [FS07] dans la catégorie des descripteurs de forme.
Le meilleur scénario dans le contexte de forme étendu ASCPS PC obtient une performance
comparable à la méthode IDSC + learned distance [BYL+10]. Ce scénario dépasse le des-
cripteur SC + DP et Fourier 1.
Les résultats obtenus sur la base Swedish montrent la pertinence des descripteurs proposés
particulièrement les descripteurs triangulaires de forme. Ces résultats sont à confirmer sur
d’autres bases de feuilles contenant plus d’images et d’espèces.
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4.2 Évaluation sur la base Flavia
4.2.1 Caractéristiques de la base Flavia
La base d’images Flavia [WBX+07] comporte 1907 images scannées de feuilles appar-
tenant à 32 espèces différentes. Un aperçu global des images de cette base est donné par
la figure 4.7. Chaque classe (espèce) contient entre 50 et 77 images. Le tableau 4.10 montre
la répartition des images dans les classes. Une classe contient en moyenne 59 images. Les
espèces sont donc suffisamment représentées. Les images proviennent de scans de feuilles
et le fond est complètement uniforme. Les images de cette base sont de bonne qualité. De
plus, Flavia ne contient que des feuilles simples et le pétiole est absent sur toutes les images.
En fait, les pétioles des feuilles peuvent avoir différentes longueurs et orientations et leur
présence peut entraîner une variabilité intra-classe considérable (cf. Figure 4.6). De plus, le
pétiole n’est pas utilisé par les botanistes pour identifier l’espèce d’une feuille.
Figure 4.6 – Différentes longueurs et orientations du pétiole (exemple de l’espèce Ginkgo).
Cependant, la base Flavia constitue un grand défi à cause de la similarité inter-classe et
la variabilité intra-classe. (cf. Figure 4.7).
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Figure 4.7 – Aperçu de la base Flavia. Une image par espèce est montrée.
Espèces (#1 à #16) Nombre d’images Espèces (#17 à #32) Nombre d’images
#1 59 #17 60
#2 63 #18 55
#3 72 #19 55
#4 73 #20 52
#5 56 #21 53
#6 62 #22 55
#7 52 #23 58
#8 59 #24 63
#9 50 #25 53
#10 63 #26 56
#11 52 #27 55
#12 56 #28 65
#13 77 #29 54
#14 62 #30 60
#15 61 #31 65
#16 66 #32 65
Table 4.10 – Répartition des images dans la base Flavia
Protocole d’évaluation
Les méthodes évaluées sur Flavia dans la littérature sont essentiellement des approches
d’identification d’espèces [KNSS11b, LKS+12, KSL14, UU12]. Le protocole d’évaluation
suivi par la plupart des méthodes est le calcul de la MAP (Mean Average Precision) et
des courbes de rappel/précision [LKS+12, KSL14]. Le taux d’identification est mesuré dans
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Ns = 10
Descripteur n = 10 n = 20 n = 50 n = 100 n = 199
TSL 0.513 0.600 0.659 0.643 0.438
TSLA 0.548 0.656 0.699 0.665 0.468
TOA 0.538 0.645 0.683 0.663 0.512
TAR 0.413 0.483 0.508 0.416 0.342
Ns = 5
Descripteur n = 10 n = 20 n = 50 n = 100 n = 199
TSL 0.486 0.569 0.629 0.631
TSLA 0.538 0.621 0.651 0.639 0.421
TOA 0.542 0.63 0.649 0.641 0.447
TAR 0.4 0.45 0.46 0.375 0.338
Table 4.11 – Variation de n et Ns
[KNSS11b] sur les k images les plus similaires avec k = 1, k = 3 et k = 5. Dans [UU12], un
apprentissage est effectué sur 35 images de chaque classe et l’ensemble de test comporte
seulement 5 images.
4.2.2 Résultats des descripteurs de forme
Étude de paramètres
Sur cette base, nous souhaitons utiliser les mêmes paramètres pour toutes les représen-
tations triangulaires afin d’effectuer une étude comparative. D’après les expérimentations
menées sur les bases Swedish et Flavia, l’utilisation de 400 points pour décrire le contour
conduit généralement à un bon résultat. Pour décrire un point p du contour, nous avons
étudié différentes représentations en faisant varier n. Nous partons d’une représentation
locale, c’est à dire avec n << N2   1 points du contour voisins de p pour la construction des
triangles, ou bien une représentation globale qui prend en compte tout le contour (Pour
N = 400, une description globale du contour correspond à n = 199). Pour décrire chaque
portion du contour définie par n nous avons utilisé deux configurations : Ns = 5 et Ns = 10.
Les résultats sont reportés dans le tableau 4.11.
Une autre expérimentation est menée afin de vérifier si l’utilisation d’une distance lo-
garithmique dlog2 améliore les résultats du tableau 4.11. Les paramètres utilisés sur la base
Swedish sont testés sur Flavia (cf. Tableau 4.12). Pour cette expérimentation, les meilleures
valeurs de MAP pour les quatres descripteurs correspondent à n = 64 (Ns = 6). Cependant,
ces résultats sont moins bons que ceux dans le tableau 4.11 obtenus avec n = 50, Ns = 10
et dlin5 .
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d dlin2 d
log
2
n 16 32 64 128 16 32 64 128
Ns 8 16 32 64 4 5 6 7
TSL 0.478 0.563 0.605 0.610 0.430 0.558 0.624 0.608
TSLA 0.619 0.619 0.651 0.659 0.474 0.617 0.681 0.658
TOA 0.607 0.607 0.641 0.642 0.493 0.592 0.664 0.623
TAR 0.422 0.468 0.486 0.497 0.391 0.479 0.503 0.482
Table 4.12 – MAP sur Flavia avec dlin2 et d
log
2
Comparaison des descriptions triangulaires
Figure 4.8 – Courbes de rappel/précision des descripteurs triangulaires sur la base Flavia
Comparons les courbes de rappel/précision pour les quatre descripteurs TAR, TSL
,TSLA et TOA présentées dans la figure 4.8 et étudions les résultats de MAP par classe (cf.
Figure 4.9).
La figure 4.8 montre que les trois descriptions proposées TSL ,TSLA et TOA sont meilleures
que TAR. La meilleure courbe de rappel/précision est obtenue par le descripteur TSLA
suivi par TOA et TSL. Ceci donne un aperçu général des performances des descripteurs
triangulaires sur la base Flavia. Analysons maintenant les résultats par classe (cf.Figure 4.9).
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Figure 4.9 – Comparaison des descripteurs triangulaires par classe sur la base Flavia
Un premier aspect à analyser, est d’étudier l’apport de l’ajout de l’angle au sommet
dans la description TSLA en comparant les performances de TSL et de TSLA. En moyenne
sur toutes les classes, TSLA améliore la MAP de TSL de + = 3,74%. Nous avons observé
que l’apport est net sur les feuilles de forme convexe. C’est le cas des classes #2, #14 et #19
où l’amélioration de TSLA par rapport à TSL est respectivement de + = 11%, + = 13% et
+ = 15% .
L’observation de la figure 4.9 permet de voir qu’il existe un écart important de performance
en fonction des classes. Par exemple, dans le cas des classes #9, #11, #12, #27 et #29, la valeur
de MAP est relativement faible alors que pour les classes #13 et #22, cette valeur est très
proche de 1. Examinons les images de ces classes pour pouvoir apporter une interprétation :
les classes #9, #11, #12, #27 et #29 présentent une forte similarité inter-espèce : les formes
des feuilles de ces espèces sont très proches. (voir Figure 4.10).
Figure 4.10 – Similarité de forme entre les classes (de gauche à droite) : #9, #11, #12, #27 et #29
Pour ces classes, TSLA et TOA obtiennent les meilleures valeurs moyennes de MAP
(0.35 et 0.34).
Comparons maintenant les descriptions basées sur les distances ou/et les angles (TSL,
TSLA et TOA) et la description qui propose d’utiliser l’aire des triangles (TAR). Le pre-
mier type est meilleur sur 31 classes parmi 32. Cela confirme que la forme locale d’un
triangle est un élément important dans la description du contour. Le seul cas où TAR dé-
passe TSL est celui de la classe #26. La particularité des feuilles de cette classe est que
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leur contour présente une concavité très caractéristique de l’espèce qui la différencie de
toutes les autres classes (cf. Figure 4.11). La description TAR propose une bonne approxi-
mation des concavités/convexités via les aires signées des triangles qui s’avère bien utile
pour cette classe. D’ailleurs, TOA, dont les angles orientés approximent aussi les lieux de
concavité/convexité, est le premier pour cette classe.
Figure 4.11 – concavité caractéristique de l’espèce #26 de la base Flavia
Cas d’occultation partielle
Certaines feuilles sont détériorées ou déchirées, ce qui pourrait correspondre à une
occultation partielle. En absence des données nécessaires, nous avons procédé à des bis-
sections manuelles sur les images des feuilles pour simuler leur occultation. Une sélection
aléatoire de cinq images de feuille d’espèces différentes de la base Flavia est effectuée. Nous
simulons ensuite trois types d’occultations :
1. occultation d’un lobe (Image I1 dans la figure 4.12),
2. occultation de la moitié de la feuille (Image I2, I3 et I4 dans la figure 4.12),
3. occultations partielles multiples (Image I5 dans la figure 4.12).
Les images I1, I2, I3, I4 et I5 appartiennent respectivement aux classes #21, #14, #25, #22, et
#5 qui présentent différentes formes de feuilles. Le nombre d’images constituant ces classes
est indiqué dans le tableau 4.10.
Les occultations manuelles éliminent entre 20% et 50% des points du contour. Les images
des feuilles occultées sont présentées dans la figure 4.12. Comme certains points de contour
sont plus sensibles (ou inversement plus robustes) à l’occultation partielle, le troisième type
d’occultation consiste à simuler des bissections affectant de multiples zones du contour
(voir l’image I5 dans la figure 4.12).
Nous avons effectué des requêtes à partir des images occultées et nous avons calculé
la précision sur les quinze premières images retournées. Les mêmes paramètres retenus
(N = 400, n = 50 et Ns = 10) sont utilisés dans cette expérimentation. Les résultats sont
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présentés dans la table 4.13.
I1 I2 I3 I4 I5
Figure 4.12 – Simulation des occultations partielles. Première ligne : images originales. Deuxième
ligne : images occultées
La moyenne des taux de classification sur les cinq images est supérieure à 90% pour
les descripteurs TSL ,TSLA et TOA. Le descripteur TOA obtient le meilleur score moyen
(96%) sur les images occultées. Il est suivi de TSL (94.4%).
Quand les images originales non occultées sont utilisées comme des images requêtes, tous
les descripteurs obtiennent 100% de classification correcte considérant les quinze premières
images retournées. L’information perdue est mesurée en terme de différence du score
d’identification en passant de l’image originale à l’image occultée comme image requête.
La quantité d’information perdue avec les images occultées reste faible avec un pourcen-
tage inférieur à 10%. La figure 4.13 montre deux requêtes avec l’image originale et l’image
occultée I5.
Nos trois descripteurs s’avèrent en général robustes à l’occultation partielle. De plus, notre
choix de "matching" local montre son efficacité dans ce cas puisque, même si la donnée
d’une partie des points de contour est fausse, les points restants peuvent jouer un rôle
important dans la phase de comparaison.
I1 I2 I3 I4 I5 Moyenne Information perdue
TSL 100 86.6 93.3 100 93.3 94.4 5.4
TSLA 100 100 93.3 100 60 90.6 9.4
TOA 100 100 100 100 80 96 4
TAR 93.3 86.6 80 100 73.3 86.6 13.4
Table 4.13 – Scores d’identification avec les images occultées.
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TSL
TSLA
TOA
TOA
TSL
TSLA
TOA
TAR
(a)
Figure 4.13 – Requêtes avec l’image I5 avant et après occultation. Les faux positifs sont entourés
d’une ligne rouge discontinue.
4.2.3 Résultats du contexte de forme étendu (ASC)
Le tableau 4.14 montre les résultats des scénarios du contexte de forme étendu sur Flavia
en terme deMAP et de précision. Nous avons fait varier le nombre de points de l’ensemble
de calcul dans chaque scénario.
N 50 100 200 400
ASCPC PC
Précision 90.14 89.45 90.50 90.81
MAP 0.537 0.534 0.532 0.529
Nps 50 100 200 400
ASCPS PS
Précision 55.06 74.20 82.43 87.04
MAP 0.207 0.326 0.401 0.441
ASCPS PC
Précision 94.54 96.22 95.85 93.27
MAP 0.563 0.587 0.586 0.561
eASCPS PC
Précision 86.15 90.61 94.96 96.27
MAP 0.553 0.624 0.681 0.712
Table 4.14 – Résultats des scénarios du contexte de forme étendu utilisant les points saillants
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Figure 4.14 – Comparaison entre ASCPC PC et ASCPS PC par classe sur la base Flavia
Commençons par comparer les deux scénarios ASCPC PC et ASCPS PC.
La figure 4.14 présente les valeurs de MAP par classe des descripteurs ASCPC PC et
ASCPS PC en utilisant respectivement 100 points du contour et 100 points Harris. Une ob-
servation générale de l’histogramme permet de constater que ASCPS PC est généralement
meilleur que ASCPC PC. Sur certaines classes (#3, #8, #10 et #21), la performance des deux
descripteurs est presque équivalente.
Analysons les cas où ASCPS PC se comporte mieux que ASCPC PC . Ceci est vérifié no-
tamment sur les classes #12 et #18 où la différence de MAP est importante mais également
sur les classes #2, #11, #19, #23 et #30. Un aperçu des feuilles de ces classes est donné dans
la figure 4.15 avec 100 points de Harris détectés sur chaque feuille. Il est clair qu’il s’agit
d’une similarité inter-classe. En effet, la forme des feuilles de ces espèces est similaire. Une
description grossière du contour s’avère insuffisante pour les différencier. L’utilisation des
points saillants de la feuille dans ce cas est plus pertinente. En effet, nous observons que
pour cinq des sept feuilles de forme similaire, une partie des points de Harris sont locali-
sés à l’intérieur du limbe, ce qui réduit considérablement la confusion entre les feuilles de
classes différentes car les caractéristiques internes du limbe (nervation, texture, etc.) sont
différentes
En moyenne sur les classes citées ci-dessus, ASCPS PC améliore la valeur de MAP de
ASCPC PC de +=14% et la précision de +=5%.
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Figure 4.15 – Points de Harris détectés sur des feuilles de formes similaires
D’après les résultats du tableau 4.14, nous pouvons noter que :
- Pour ASCPS PS
Une fois de plus, les résultats de ce scénario sont assez faibles comparés à ceux des autres
scénarios. Nous remarquons que sur la base Flavia, la performance de ce scénario s’améliore
lorsque le nombre de points saillants augmente mais reste loin d’atteindre une précision
très élevée. Cette évaluation confirme les résultats obtenus sur Swedish et nous pouvons
conclure que les relations spatiales entre les points saillants ne sont pas déterminantes dans
le processus d’identification.
- Pour ASCPS PC
Lorsque les points saillants sont décrits dans le contexte défini par le contour, les résultats
sont assez bons surtout en terme de précision (96.22% pour 100 points saillants utilisés).
Un ensemble réduit de points Harris donne généralement de bons scores d’identification.
De plus, il existe un gain important en temps CPU par rapport à l’utilisation d’un plus
grand nombre de points saillants. En outre, quand le nombre de points saillants augmente
les points saillants détectés par le détecteur de Harris ne sont plus caractéristiques de la
feuille. Sur Flavia, l’utilisation de 100 points présente un bon compromis.
- Pour eASCPS PC
L’ajout des descripteurs locaux autour des points saillants augmente la valeur de MAP. Par
contre, le nombre de points saillants utilisé doit être suffisamment élevé pour que l’apport
soit effectif. En effet, pour 50 et 100 points, eASCPS PC fait baisser la précision de ASCPS PC
en terme de précision. En revanche, à partir de 200 points, La précision et la valeur de MAP
sont nettement améliorés. Un autre point qui peut expliquer la bonne performance de ce
scénario est que la base Flavia, comme nous l’avons évoqué précédemment, contient des
images dont la qualité est assez bonne. Cela contribue à la qualité de la micro-texture de
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la feuille. Par conséquent, deux feuilles d’une même espèce auront des caractéristiques
visuelles locales proches. Rappelons que le scénario eASCPS PC n’avait pas amélioré les
résultats de ASCPS PC sur la base Swedish. Nous pouvons conclure que ce scénario est
particulièrement intéressant sur les images de feuilles de très bonne qualité.
4.2.4 Résultats des descripteurs de la nervation
Flavia est la seule base sur laquelle tous les descripteurs proposés sont évalués. En effet,
cette base contient des images de bonne qualité où les nervures sont assez contrastées.
Étude de paramètres
Échantillonnage des points de nervures
Les réseaux de nervures extraits des images de la base Flavia contiennent généralement
un grand nombre de points (En moyenne 34790 points par image). Un échantillonnage de
l’ensemble des points de nervure permet de réduire considérablement le temps de calcul.
Cinq échantillonnages aléatoires ont été testés, qui gardent respectivement 2%, 4%, 6%, 8%
et 10% du nombre total de points de nervures. Nous avons remarqué que les performances
enregistrées étaient très proches, avec un gain faible en temps de calcul entre le premier
(2%) et le dernier (10%) échantillonnage. Le taux d’échantillonnage a donc été fixé à 10%
car il présente le meilleur compromis. Nous n’avons pas testé d’échantillonnage supérieur
à 10% pour assurer un temps de calcul raisonnable.
Figure 4.16 – Comparaison par classe des deux configurations hough-4-4 et hough-7-7 sur la base
Flavia.
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Transformée de Hough
La transformée de Hough nécessite la discrétisation de l’espace de projection (A, B).
Nous avons testé deux configurations :
- hough-4-4 : A et B sont discrétisés chacun en 4 partitions.
- hough-7-7 : A et B sont discrétisés chacun en 7 partitions.
Les résultats de ces deux configurations sont présentés dans la Figure 4.16. La configuration
hough-7-7 montre une meilleure précision sur 31 des 32 classes de la base Flavia. De plus,
la différence entre hough-4-4 et hough-7-7 est importante sur certaines classes (#3, #11, #19,
#24, #31). Le temps de calcul du descripteur hough-7-7 est plus long, mais considérant la
grande amélioration apportée et la taille raisonnable de la base Flavia, nous avons choisi la
configuration hough-7-7 dans la suite de nos expérimentations.
Pour évaluer notre approche sur la base publique Flavia, nous comparons dans un premier
temps les résultats obtenus par les descriptions de Hough, ASCPN PC, ASCPN PC dans
le paragraphe 4.2.4. Une comparaison avec les approches existantes est ensuite réalisée
dans le paragraphe 4.2.5. Nous nous intéressons dans le paragraphe 4.2.4 à la comparaison
des résultats des descriptions ASCPN PN , ASCPN PC par rapport à ceux de ASCPS PS,
ASCPS PC, c’est à dire dans le cas où les points de nervures sont considérés comme les
points saillants.
Le protocole d’évaluation utilisé est la valeur de la MAP (Mean Average Precision) et la
précision à 1-NN.
Comparaison des descriptions de nervation Hough, ASCPN PN et ASCPN PC
Les figures 4.17 et 4.18 présentent les valeurs de MAP et de précision à Knn = 1 pour
chaque espèce de la base Flavia des descriptions ASCPN PN , ASCPN PC et Hough.
Examinons tout d’abord dans la figure 4.17 les valeurs de MAP obtenues par ces trois
descriptions. Une première observation de l’histogramme permet de noter que ASCPN PN
est généralement moins performant que les deux autres descriptions. De plus la valeur de
MAP de ASCPN PC est légèrement meilleure que celle de Hough : ASCPN PC obtient une
meilleure MAP pour 21 classes sur 32.
Focalisons-nous sur les classes où ASCPN PC est nettement supérieur à Hough. C’est le cas
des classes #3, #4, #5, #7, #21 et #25.
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Figure 4.17 – MAP de ASCPN PN , ASCPN PC et Hough par classe sur la base Flavia
Figure 4.18 – Précision de ASCPN PN , ASCPN PC et Hough par classe sur la base Flavia
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Les feuilles de la classe #4 possèdent une nervation particulière qui est caractérisée par une
nervure principale souvent très faiblement contrastée. La faible performance du descripteur
est due à la qualité du réseau de nervures extrait. En effet, quand les nervures sont peu
contrastées, la méthode d’extraction capte essentiellement du bruit (cf. Figure 4.19).
Figure 4.19 – Difficulté d’extraction de nervures pour la classe #4 de la base Flavia
Ce phénomène a moins d’influence sur le score du descripteur ASCPN PC grâce au vote
du contour dans la description spatiale.
Les classes #3, #5, #7, et #21 ont en commun une nervation palmée et par conséquent
l’arrangement de leurs nervures est proche. Il s’agit d’un cas de similarité inter-classes.
Dans la figure 4.20 les signatures visuelles de Hough sur les réseaux de nervures de feuilles
issues des classes #5, #7 et #21 sont présentées. Nous remarquons la grande similarité des
réseaux de nervures extraits et de leurs descriptions par la transformée de Hough. Par
contre, la forme des feuilles est très différente, ce qui explique les bons résultats obtenus
par le descripteur ASCPN PC pour ces espèces.
Figure 4.20 – Similarité de la nervation des classes #5, #7 et #21. Première ligne : une image couleur
de chaque classe. Deuxième ligne : nervures associées. Troisième ligne : transformées de Hough.
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Etudions maintenant le cas où la description de Hough est la meilleure. Ceci est visible
clairement pour les classes #1, #8, #9 et #14.
Les classes #1 et #14 possèdent respectivement une nervation dichotomique et une nerva-
tion parallèle. Ce sont deux types caractéristiques de l’espèce et très différents de celles des
autres classes. La Figure 4.21 montre des résultats d’extraction de nervures pour les classes
#1 et #14. La structure très particulière des réseaux de nervures rend leur approximation
par des droites via la méthode de Hough plus efficace pour les différencier que leur des-
cription spatiale. Ceci explique la précision élevée obtenue dans ces cas par la description
de Hough : 94% et 100%. Ces résultats sont comparables à ceux obtenus par un descripteur
de forme, à l’instar du scénario ASCPC PC qui obtient une précision de 98% et 100% sur
ces deux classes avec 200 points échantillonnés sur le contour.
Figure 4.21 – Exemples de nervures extraites de feuilles des classes #1 et #14 de la base Flavia.
Les feuilles des classes #8 et #9 ont des formes similaires mais des réseaux de nervures
visuellement différents. Comme le montre la Figure 4.22, l’information fournie par le réseau
de nervures s’avère plus pertinente que celle du contour. C’est pour cette raison que la
description de Hough a de meilleures performances que la description spatiale ASCPN PC
où les points du contour forment l’ensemble votant.
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Figure 4.22 – Similarité de forme entre les classes #8 et #9 de la base Flavia. Première colonne :
images originales. Deuxième colonne : contours. Troisième colonnes : nervures
Comparaison de ASCPS PC et de ASCPN PC
Nous avons présenté dans le chapitre précédent le descripteur ASCPS PC où l’ensemble
de calcul C est composé de points saillants donnés par le détecteur de Harris. Nous nous
intéressons dans ce paragraphe à l’évaluation du contexte de forme étendu suivant les
deux schémas suivants :
- L’ensemble de calcul C est composé des points de Harris (ASCPS PC)
- L’ensemble de calcul C est composé des points de nervures (ASCPN PC).
ASC Précision 1-NN (%) MAP (%)
ASCPS50 PC 94.54 56.36
ASCPS100 PC 96.22 58.70
ASCPS200 PC 95.85 58.69
ASCPN PC 86.83 53.81
Table 4.15 – Comparaison de la performance de ASCPS PC et de ASCPN PC.
L’examen des valeurs de précision et de MAP montre une supériorité du scénario
(ASCPS PC). La description de la feuille par ses points saillants s’avère plus efficace que sa
description par les points de nervures. En effet, les points saillants représentent des points
particuliers en provenance de différentes primitives de la feuille : contour, nervures, texture,
etc. Dans le cas des feuilles dentées par exemple, les points de Harris sont surtout localisés
sur le contour. ASCPS PC obtient une meilleure valeur de MAP que ASCPN PC pour 20
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classes sur 32 et dépasse largement ASCPN PC pour les classes #4, #18, et #32. Les feuilles
des classes #4 et #32 ne contiennent pas de nervures apparentes. Ces deux classes sont les
plus difficiles pour l’extraction de nervures. Les points de Harris fournissent alors une in-
formation plus pertinente car ils sont positionnés sur les éléments saillants du contour ou
sur des éléments de texture, qui ont plus d’importance dans le processus d’identification
dans le cas de ces classes.
(a) (b) (c)
Figure 4.23 – Similarité entre les feuilles des espèces #11 et #18. (a) Une feuille de la classe #11. (b)
Une feuille de la classe #18. (c) Dents sur le contour caractérisant la classe #18.
Les feuilles de la classe #18 possèdent le même type de nervation que celles de la classe
#11 (voir Figure 4.23). Elles ont également des formes très similaires. La différence prin-
cipale entre les feuilles de ces deux classes se situe au niveau des dents présentes sur le
contour des feuilles de la classe #18 (cf. Figure 4.23(c)). Cette information n’est pas prise
en compte par ASCPN PC alors qu’elle est très bien représentée avec les points de Harris
dans ASCPS PC. En effet, les dents sur le contour sont représentées par une suite de coins
alternés, efficacement repérés avec le détecteur de Harris (cf. Figure 4.24). Ceci permet d’ex-
pliquer la supériorité de ASCPS PC vis à vis de ASCPN PC pour la classe #18.
Figure 4.24 – Points de Harris sur une portion du contour d’une feuille de la classe #18 de la base
Flavia.
Figure 4.25 – Exemples de nervures extraites de feuilles des classes #3, #24 et #25.
CHAPITRE 4. EVALUATION 126
Le cas où ASCPN PC obtient une performance largement supérieure que ASCPS PC est
celui des classes #3, #24 et #25. Pour ces classes, ASCPN PC a une précision moyenne de
100% à 1-NN (97,3% pour ASCPS PC). Ce sont des exemples d’espèces où la corrélation
spatiale entre les nervures et le contour de la feuille est pertinente et assez discriminante.
De plus, la nervation des feuilles de ces classes est extraite avec une bonne précision (cf.
Figure 4.25).
4.2.5 Comparaison avec l’état de l’art
Plusieurs méthodes décrites dans [LKS+12] ont été testées sur la base Flavia. Afin de
comparer les performances de nos descripteurs avec ces méthodes, la même métrique d’éva-
luation est utilisée . Nous calculons la valeur de la précision moyenne (MAP : Mean Ave-
rage Precision) sur toute la base. Des courbes de rappel/précision sont également établies.
Les résultats sont reportés dans le Tableau 4.16. Les descripteurs TSL ,TSLA et TOA ob-
tiennent une valeur de MAP supérieure à toutes les approches évaluées dans [LKS+12].
Parmi les descripteurs triangulaires, la meilleure MAP est obtenue par TSLA, elle dépasse
largement la meilleure MAP de l’état de l’art (69.93 contre 57.21)
Les scénarios ASCPS100 PC et eASCPS400 PC obtiennent des valeurs de MAP supérieures à
celles dans [LKS+12]. Le descripteur eASCPS400 PC s’avère le meilleur sur la base Flavia avec
une MAP de 71.2 . Cela montre la pertinence de ce scénario en particulier quand les images
sont de bonne qualité, ce qui est le cas des images de la base Flavia.
Méthodes dans [LKS+12] D2 MSDM GEDT REM
MAP 0.428 0.479 0.480 0.572
Nos descripteurs MAP
TSL 0.659
TOA 0.683
TSLA 0.699
ASC50PC PC 0.537
ASC400PS PS 0.441
ASCPS100 PC 0.587
eASCPS400 PC 0.712
ASCPN PN 0.378
ASCPN PC 0.538
Hough 0.558
Table 4.16 – Comparaison des résultats de nos descripteurs avec ceux des méthodes évaluées dans
[LKS+12]
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4.3 Évaluation sur la base One-hundred plant species leaves
(Leaf100)
4.3.1 Caractéristiques de la base Leaf100
La base "One-hundred plant species leaves", que nous dénommons Leaf100, est une
nouvelle base de feuilles mise récemment à la disposition du grand public [MCO13]. Elle
comporte 1600 images réparties d’une façon uniforme sur 100 espèces contenant des feuilles
simples. Le nombre d’espèces est plus important que celui de Swedish (15 espèces) et de
Flavia (32 espèces). Les auteurs ne fournissent que les masques binaires des images seg-
mentées. Par conséquent, cette base ne pourra être utilisée que pour l’évaluation des des-
cripteurs de forme. La figure 4.26 montre un aperçu de cette base. Peu de travaux l’ont
utilisé vue sa date de création.
La base Leaf100 se caractérise par une très forte similarité inter-classe (cf. Figure 4.26).
4.3.2 Résultats des descripteurs de forme
Sur la base Leaf100, nous avons calculé la précision de la première image retournée
(knn = 1) et la valeur de MAP.
D’après l’étude de paramètres sur les autres bases, nous avons gardé 400 points échantillon-
nés pour décrire le contour. Différentes valeurs de n, Ns et m ont été testées. Les résultats
sont reportés dans les tableaux 4.17 et 4.18.
Lorsque n = 199, ceci correspond à une description complète du contour.
Ns 5 10
n 10 20 50 100 199 10 20 50 100 199
TSL 0.463 0.543 0.603 0.559 0.367 0.465 0.569 0.652 0.593 0.419
TSLA 0.518 0.606 0.631 0.564 0.394 0.487 0.63 0.66 0.62 0.454
TOA 0.513 0.592 0.564 0.519 0.395 0.491 0.601 0.663 0.57 0.448
TAR 0.258 0.339 0.404 0.334 0.298 0.26 0.367 0.5 0.385 0.367
Table 4.17 – MAP des descripteurs triangulaires de forme sur la base Leaf100
Ns 5 10
n 10 20 50 100 199 10 20 50 100 199
TSL 65.62 79.93 84.18 81.25 72.00 65.62 79.87 89.06 83.62 74.50
TSLA 73.25 86.00 87.00 81.62 74.12 68.12 86.25 89.12 86.25 78.00
TOA 69.75 84.12 81.00 77.50 71.93 66.43 81.81 88 82.31 74.06
TAR 45.31 60.43 69.50 61.25 59.56 42.31 62.43 78.43 68.75 70.00
Table 4.18 – Précision (knn = 1) des descripteurs triangulaires de forme sur la base Leaf100
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Figure 4.26 – Aperçu de la base Leaf100. Une image par classe est montrée
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En examinant les résultats, la meilleure configuration pour tous les descripteurs trian-
gulaires correspond aux paramètres suivants :
- N=400, n=5, dlin5 , Ns =10
De plus :
– Les descripteurs TSL, TSL et TOA obtiennent des scores très proches en terme de
précision et de MAP. Ils se positionnent tous les trois devant le descripteur TAR.
– Les ordres respectifs des résultats de précision et de MAP des descripteurs ne sont pas
identiques comme c’est souvent le cas pour les autres bases évaluées. Par exemple,
le descripteur TOA obtient la troisième meilleure précision alors qu’il a la meilleure
valeur de MAP. Ces deux métriques d’évaluation, bien que corrélées, ont une appli-
cation différente. La précision des k plus proches voisins est généralement utilisée par
les systèmes d’identification alors que la MAP est un critère de base dans l’évaluation
d’un système de recherche d’images par le contenu visuel.
– En considérant la précision et la valeur de MAP, le descripteur TSLA obtient, encore
une fois, la meilleure performance sur cette base. Pourtant, l’amélioration apportée
par rapport à TSL est très faible sur cette base.
Commençons par observer les classes où le descripteur TAR dépasse un ou plusieurs
autres descripteurs.
En terme de MAP, TAR est meilleur que tous les autres descripteurs dans 3% des classes.
Il dépasse le descripteur TSLA dans 4% des classes. L’écart moyen le plus important est
réalisé sur la classe #51 (espèce Pterocarya-Stenoptera), cf. Figure ) où TAR améliore le score
moyen des autres descripteur de 15.6%. Quelques images de cette classe sont montrées
dans la figure 4.27. Nous remarquons qu’il s’agit de feuilles dentées qui se caractérisent
par des variations importantes au niveau du contour. De plus, la forme globale de cette es-
pèce est similaire à celle d’autres classes, notamment des classes Quercus-Phellos et Quercus-
Rhysophylla (cf. Figure 4.28) qui possèdent un contour lisse. Donc, les dents représentent
une caractéristique distinctive dans ce cas. Cette information est efficacement décrite par
le descripteur TAR. Le descripteur TOA obtient la deuxième meilleure valeur de MAP sur
cette classe.
Figure 4.27 – Exemples d’images de l’espèce Pterocarya-Stenoptera dans la base Leaf100
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Numéro de la classe Espèce Précision MAPTSL TSLA TOA TAR TSL TSLA TOA TAR
#71 Quercus Kewensis 68.75 81.25 62.50 62.50 0.311 0.388 0.301 0.236
#88 Quercus x Hispanica 43.75 43.75 37.50 31.25 0.269 0.307 0.251 0.184
Table 4.19 – Résultats des descripteurs triangulaires sur les deux classes #71 et #88 de la base
Leaf100
Figure 4.28 – Similarité de forme entre les espèces, de gauche à droite, Pterocarya-Stenoptera,
Quercus-Phellos et Quercus-Rhysophylla
Robustesse à la similarité inter-classe
La similarité inter-classe constitue une difficulté classique pour la majorité des descrip-
teurs de forme.
Dans cette expérience, nous avons choisi de considérer le cas des deux espèces Quercus-x-
Hispanica et Quercus-Kewensis qui se caractérisent par une très forte similarité au niveau de
la forme, difficilement différentiable (cf. Figure 4.29).
Figure 4.29 – Similarité de forme entre les espèces #71 : Quercus-kewensis (Première ligne) et #88 :
Quercus-x-Hispanica (Deuxième ligne)
Les résultats obtenus sur ces deux classes (cf. Tableau 4.29) montrent que le descrip-
teur TSLA se comporte le mieux en terme de Précision et de MAP. En deuxième position,
nous trouvons le descripteur TSL. En effet, l’ajout de l’information sur l’angle interne dans
TSLA apporte plus de précision que TSL (81.25% contre 68.75% pour la première image
retournée) dans le cas de l’espèce Quercus Kewensis et réduit donc la confusion avec des
formes similaires provenant d’autres classes. Cette expérimentation montre que TSLA est
le descripteur triangulaire le plus approprié pour décrire des formes similaires de la base
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Leaf100. Cette observation a été confirmée dans le cas de la base Swedish, précédemment
utilisée.
4.4 Évaluation sur les scans et les pseudo-scans de feuilles d’Ima-
geCLEF 2011
4.4.1 Caractéristiques de la base ImageCLEF 2011 (Pl@ntLeaves)
ImageCLEF [GBJ+11] est une campagne d’évaluation qui comporte plusieurs tâches
dont la tâche d’identification des plantes qui nous intéresse. ImageCLEF 2011 propose 3
catégories d’images de feuilles appartenant à 71 espèces :
- des feuilles scannées (scans). Cette catégorie contient des images avec un fond complète-
ment uniforme.
- Pseudo-scans de feuilles. L’acquisition des images est réalisée avec un appareil de pho-
tographie sur un fond uniforme. Les pseudo-scans se caractérisent par un bruit dû au
protocole d’acquisition comme par exemple les ombres portées, le contraste de la feuille,
luminance irrégulière, etc. Cette catégorie contient également des feuilles mortes.
- Des photographies de feuilles avec un fond naturel.
Chaque catégorie est subdivisée en une base d’apprentissage et une base de test. Le but
consiste donc à trouver l’espèce de chaque feuille de test. Le score d’identification S pro-
posé par ImageCLEF est différent de celui calculé par des métriques classiques. Ce choix
est guidé par deux hypothèses :
- Les feuilles d’un même arbre (i.e d’un même individu) sont plus similaires entre elles que
deux feuilles de la même espèce mais provenant de deux arbres différents.
- Les photos prises par une même personne vont avoir un protocole d’acquisition similaire,
et donc peuvent comporter des similarités visuelles indépendantes des feuilles scannées ou
photographiées.
Nous nous intéressons ici aux deux premières catégories d’images (scans et pseudo-
scans). (cf. Figure 4.30). Le tableau 4.20 montre la répartition des images dans les deux
ensembles d’apprentissage et de test.
Le nombre d’individus désigne le nombre d’arbres à partir desquels les images sont prises.
Le nombre de contributeurs désigne le nombre de personnes participant à l’acquisition
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Catégorie Ensemble Nombre Nombre Nombre
d’images d’individus contributeurs
Scans
ensemble d’apprentissage 2349 151 17
ensemble de test 721 55 13
Pseudo-scans
ensemble d’apprentissage 717 51 2
ensemble de test 180 13 1
Table 4.20 – Composition des ensembles d’apprentissage et de test de la base Pl@ntLeaves dataset
Figure 4.30 – Scans et pseudo-scans de la base ImageCLEF 2011. une image par espèce est montrée.
Trois premières lignes : exemples de scans. Deux dernières lignes : exemples de pseudo-scans
d’images. Ces deux paramètres sont importants dans le calcul du score d’identification S
décrit dans le paragraphe suivant.
Protocole d’évaluation
Il s’agit de trouver l’espèce de chaque image de test en effectuant une recherche
d’images similaires dans la base d’apprentissage. Le score d’identification S est un score
de classification normalisée par espèce, individu (arbre) et contributeur . La formulation
mathématique de S est comme suit :
S =
1
U
U
å
u=1
1
Pu
Pu
å
p=1
1
Nu,p
Nu,p
å
p=1
su,p,n (4.2)
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U : nombre de contributeurs. Un contributeur est une personne qui a contribué avec au
moins une image de feuille se trouvant dans la base de test.
Pu : nombre d’individus observés par le uème contributeur.
Nu,p : nombre d’images prises du pème individu observé par le uème contributeur.
su,p,n : Score de classification (1 or 0) pour la nème image prise sur pème individu par le uème
contributeur.
4.4.2 Résultats des descripteurs de forme sur ImageCLEF2011
Ns = 10
Catégorie Scans Pseudo-scans
n 10 20 50 100 199 10 20 50 100 199
TSL 0.581 0.692 0.802 0.768 0.688 0.554 0.621 0.757 0.705 0.618
TSLA 0.577 0.699 0.796 0.751 0.676 0.565 0.646 0.780 0.724 0.621
TOA 0.593 0.702 0.794 0.769 0.689 0.569 0.657 0.779 0.726 0.637
TAR 0.522 0.643 0.721 0.711 0.622 0.497 0.549 0.636 0.615 0.532
Table 4.21 – Scores d’identification sur les scans et les pseudo-scans de test d’ImageCLEF2011 en
faisant varier n
Pour les deux catégories (scan et pseudo-scan), les meilleurs paramètres sont :
- N = 400, n = 50, dlin5 . Cela correspond à Ns = 10.
D’après les scores d’identification reportés dans le tableau 4.21, l’utilisation d’une valeur de
n << N 12 conduit généralement à une meilleure performance qu’une description globale
(n = 199). Ceci est vérifié quand n  20. Sur les scans, la performance des descripteurs
triangulaires TSL, TSLA et TOA est très proche. Sur les pseudo-scans, les meilleurs scores
d’identification de TSLA et TOA sont presque identiques et sont légèrement supérieurs à
celui de TSL.
La présence de pétiole sur un certain nombre d’images de test rend l’identification par la
forme plus difficile. En effet, les feuilles de même espèce peuvent avoir des pétioles de
forme très différente (longueur, orientation, etc.) comme le montre la figure 4.31. En outre,
la présence de bourgeon sur certaines images modifie la forme globale de la feuille (cf.
feuille à droite dans la figure 4.31) ).
Les images de test peuvent contenir des images de feuilles dont le contour est déformé
(cf. Figure 4.32). Ces déformations sont souvent dues à des facteurs externes affectant la
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Figure 4.31 – Différentes formes de pétioles des scans d’ImageCLEF 2011
Figure 4.32 – Déformations de contour d’une feuille de même espèce
feuille (maladies foliaires, perte de folioles sur les feuilles composées, etc.). Certaines dé-
formations de contour peuvent être vues comme des occultations partielles comme dans la
figure 4.32. La base ImageCLEF 2011 permet donc d’évaluer la robustesse des descripteurs
triangulaires face aux déformations de contour.
4.4.3 Résultats du contexte de forme étendu sur les scans et les pseudo-scans de test
Descripteur Scans Pseudo-cans
nec 20 50 100 200 400 20 50 100 200 400
ASCPC PC 0.544 0.702 0.705 0.703 0.717 0.493 0.686 0.677 0.683 0.691
ASCPS PS 0.115 0.399 0.487 0.533 0.548 0.09 0.291 0.322 0.359 0.366
ASCPS PC 0.647 0.702 0.669 0.616 0.616 0,6371 0.657 0.638 0.627 0.609
eASCPS PC 0.510 0.603 0.578 0.707 0.598 0.208 0.406 0.377 0.559 0.556
Table 4.22 – Scores d’identification du contexte de forme étendu sur la base de feuilles
ImageCLEF2011
La base de test d’ImageCLEF 2011 (scans + pseudo-scans) contient un certain nombre
d’images de feuilles mortes 4.33. Sur ces feuilles, il est moins évident de repérer des points
saillants pertinents. La nervation et la texture sont moins apparentes et difficilement détec-
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Figure 4.33 – Exemples d’images de feuilles mortes dans les pseudo-scans de test
d’ImageCLEF2011
(a) Nps = 50 (b) Nps = 100 (c) Nps = 200 (d) Nps = 400
Figure 4.34 – Détection de points saillants sur une feuille morte de la base de test
d’ImageCLEF2011
tées.
La figure 4.34 montre différents nombres de points de Harris détectés sur une image conte-
nant une feuille morte. Nous remarquons que les points de Harris détectés ne décrivent pas
forcément des caractéristiques pertinentes. De plus, un certain nombre de points saillants
est localisé sur le fond, en particulier sur les coins de l’ombre de la feuille.
Résultats du contexte de forme étendu sur la base d’apprentissage (scan et
pseudo-scan) d’ImageCLEF 2011
Dans cette expérimentation, nous avons fusionné la base d’apprentissage des scans et
des pseudo scans d’ImageCLEF2011 en une seule base comportant 3066 images. Nous
cherchons ici à évaluer les scénarios du contexte de forme étendu sur un grand nombre
d’images. De plus, les scans et les pseudo-scans ont un protocole d’acquisition différent.
Cela permet d’évaluer les descripteurs sur des images de différente qualité. Deux ensembles
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de points saillants sont utilisés :
- un ensemble qui comporte un nombre réduit de points saillants (50 points).
- un ensemble qui comporte un nombre assez grand de points saillants (400 points).
Cette expérimentation ne vise pas à étudier le nombre de points saillants optimal car cette
étude sera faite dans la suite dans l’évaluation des descripteurs sur l’ensemble de test. Le
but ici est d’évaluer le contexte de forme étendu sur un grand nombre d’images (3066
images).
La valeur de MAP est calculée pour chaque scénario et des courbes de rappel/précision
sont également établies dans la figure 4.35.
Les résultats sont reportés dans le tableau 4.23. Nous dénommons std la description qui
calcule des descripteurs locaux (voir paragraphe 3.2.3, page 69) autour des points saillants.
Scénario ASCPC PC ASCPS PS ASCPS PC std eASCPS PC
MAP (50 points) 0.36 0.14 0.40 0.45 0.50
MAP (400 points) 0.40 0.25 0.42 0.57 0.68
Table 4.23 – MAP des différents scénarios du contexte de forme étendu sur la base d’apprentissage
(scans+pseudo-scans) d’ImageCLEF 2011
Figure 4.35 – Courbe de rappel/précision avec 50 (à gauche) et 400 (à droite) points saillants
Le tableau 4.23 et les courbes de rappel/précision de la figure 4.35 permettent d’obser-
ver que :
– tous les descripteurs obtiennent de meilleurs résultats avec 400 points. Cependant,
nous remarquons que l’amélioration apportée dans le cas de ASCPS PC est minime.
Les courbes de rappel/précision de ASCPS PC ont presque la même allure en passant
de 50 à 400 points saillants. Cela confirme notre observation faite sur les autres bases
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sur le fait qu’à partir d’un certain seuil, le détecteur de Harris commence à détecter
des points non pertinents pour l’identification des feuilles. Nous avons remarqué que
si l’ensemble de calcul C est de taille réduite dans la description ASCPS PC, cela
réduit considérablement le temps de calcul sans pour autant conduire à une baisse
importante de performance.
– le scénario ASCPS PS obtient le moins bon résultat. La même conclusion faite lors des
évaluations sur les autres bases est confirmée. En effet, les relations spatiales entre
les points de Harris détectées ne sont pas assez discriminantes pour l’identification.
La corrélation spatiale entre les points Harris et le contour de la feuille est beaucoup
plus pertinente.
– ASCPS PC donne une meilleure courbe de rappel/précision que de ASCPC PC. L’écart
est surtout clair quand l’ensemble de calcul est de taille réduite (50 points). Avec
400 points, les résultats des deux descripteurs sont très proches. Un grand apport
de ASCPS PC vis à vis de ASCPC PC est qu’il est capable d’atteindre des résultats
meilleurs ou comparables avec un nombre de points saillants beaucoup plus petit.
La dimension de l’ensemble de calcul joue un rôle important, surtout dans l’étape
de mise en correspondance entre les images. En effet, si nous supposons que nous
allons à titre d’exemple faire une recherche exhaustive sur notre base, chaque point
de l’ensemble de calcul de taille nec, pi i = f1..necg est comparé à (n  3065) points.
Le nombre total de comparaisons effectuées est : (nec  3065  (3066). Le coût de
comparaison est extrêmement plus important quand nec passe de 50 à 400.
– Les descripteurs locaux std associés à des points Harris obtiennent une bonne valeur
de MAP qui s’améliore considérablement lorsque 400 points Harris sont utilisés. Cela
montre la pertinence des descriptions locales dans le voisinage des points saillants.
En revanche, cela nécessite un coût considérable en temps de calcul surtout lors de la
phase de comparaison et de mise en correspondance discutée ci-dessus.
– le descripteur eASC (enriched ASC) réalise le meilleur résultat en terme de MAP et
de courbe rappel/précision. La combinaison de la description spatiale (ASCPS PC) et
de la description locale (std) s’avère très utile pour caractériser une feuille sur la base
considérée.
Afin de mieux illustrer l’apport du contexte de forme étendu via le scénario ASCPS PC par
rapport à la description classique contexte de forme ASCPC PC, nous comparons dans la
Figure 4.36 les réponses de deux requêtes avec les descripteurs ASCPC PC et ASCPS PC sur
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une feuille Rhamnus alaternus. Cette espèce a une forme globale similaire à celle d’autres
espèces dans la base. Nous cherchons à travers cette expérimentation à étudier le compor-
tement des descripteurs ASCPC PC et ASCPS PC dans le cas de similarité inter-classe. Nous
analysons les résultats sur les quinze premières images retournées (knn=15).
Avec le descripteur ASCPC PC, 4 images sur 15 sont pertinentes, c’est à dire de la même
espèce que l’image requête. Ceci donne un taux de précision de 27%. Cela illustre les
limites du descripteur ASCPC PC et des descriptions grossières de la forme en général, et
confirme qu’une information supplémentaire est nécessaire pour être suffisamment robuste
à la similarité inter-espèces.
La figure 4.36(b) montre le résultat de la même requête en utilisant notre descripteur
ASCPS PC. Le taux de précision passe à 80% . Cela s’explique par le fait que ASCPS PC
inclut une information importante sur la corrélation spatiale entre les points saillants et
le contour. L’autre avantage de ASCPS PC est le fait que l’information contour n’est pas
ignorée : elle forme l’ensemble votant dans ASCPS PC. De plus, les points Harris peuvent
être localisés sur le contour, en particulier pour les feuilles lobées et dentées.
La figure 4.37 montre l’ensemble de points similaires lors de la phase de mise en cor-
respondance. Dans le cas de ASCPC PC, un certain nombre de points de l’image requête
est considéré comme similaire à celui de l’image retournée alors que l’image retournée
appartient à une autre espèce. Cela est dû à la grande similarité de la forme globale des
feuilles des deux espèces.
Dans le cas, de ASCPS PC les points saillants détectés sont répartis sur le contour, la nerva-
tion et à l’intérieur du limbe. L’image retournée est de même espèce que l’image requête.
Notons ici que nous avons utilisé ASCPS PC eu lieu de eASCPS PC pour prouver que même
en l’absence des descriptions locales std, la corrélation spatiale entre les points saillants et
le contour peut jouer un rôle primordial dans l’identification.
4.4.4 Comparaison avec l’état de l’art
Le tableau 4.24 présente les scores d’identification sur la base ImageCLEF 2011. La
majorité des descripteurs proposés dans cette thèse obtiennent des scores meilleurs que
ceux des participantes d’ImageCLEF 2011. Les descripteurs triangulaires se comportent le
mieux sur cette base même par rapport à DFH+GP [YMB12] qui obtient de très bons scores
d’identification sur les scans et les pseudo-scans.
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(a) ASCPC PC
(b) ASCPS PC
Figure 4.36 – Deux réponses avec la même image requête utilisant ASCPC PC et ASCPS PC.
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(a) (b)
ASCPC PC
(c) (d)
ASCPS PC
Figure 4.37 – (Mise en correspondances (matching) en utilisant ASCPC PC et ASCPS PC. (a) image
requête Rhamnus alaternus MM de la figure 4.36 et points impliqués dans le calcul de ASCPC PC
(b) image retournée en utilisant ASCPC PC : les points rouges sont les points mis en
correspondance (c) même image requête et points saillants détectés (d) image retournée en utilisant
ASCPS PC et points mis en correspondance (en rouge)
Participants
Score d’identification
Scans Pseudo-scans
IFSC USP run2 0.562 0.402
inria imedia plantnet run1 0.685 0.464
IFSC USP run1 0.411 0.430
LIRIS run3 0.546 0.513
LIRIS run1 0.539 0.543
Sabanci-okan-run1 0.682 0.476
LIRIS run2 0.530 0.508
LIRIS run4 0.537 0.538
inria imedia plantnet run2 0.477 0.554
IFSC USP run3 0.356 0.187
DFH+GP [YMB12] 0.778 0.725
TSL 0.802 0.757
TOA 0.794 0.780
TSLA 0.796 0.779
TAR 0.721 0.636
ASCPC PC 0.717 0.691
ASCPS PS 0.548 0.366
ASCPS PC 0.702 0.669
eASCPS PC 0.707 0.559
Table 4.24 – Comparaison avec les résultats de l’état de l’art sur la base ImageCLEF 2011
4.5 Evaluation sur les scans et les pseudo-scans de la base Image-
CLEF 2012
ImageCLEF 2012 est composée des images de 2011 et elle est enrichie par de nombreuses
nouvelles images et de nouvelles espèces [GBJ+12]. Elle contient 126 espèces.
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Les scans de feuilles sont répartis en 4870 images pour l’apprentissage et 1760 images
de test. Pour la catégorie pseudo-scan, l’ensemble d’apprentissage comporte 1819 images
et l’ensemble de test est composé de 907 images. Le nombre d’images et le nombre de
contributeurs dans les deux catégories sont présentés dans le tableau 4.25.
La métrique d’évaluation est légèrement modifiée par rapport à ImageCLEF 2011 mais le
score S désigne toujours la même classification normalisée. La différence réside dans la
manière de calculer su,p,n dans l’équation 4.2 (page 132) : le rang de l’espèce correcte de
chaque image de test est calculé dans la liste des espèces retournées. Un score 1k est attribué
à chaque image de test avec k le rang de l’espèce correcte : 1 si la première espèce retournée
correspond à celle de l’image de test.
Catégorie Ensemble Nombre Nombre de
d’images d’images contributeurs
Scans
ensemble d’apprentissage 4870 22
ensemble de test 1760 10
Pseudo-scans
ensemble d’apprentissage 1819 8
ensemble de test 907 10
Table 4.25 – Composition des ensembles d’apprentissage et de test de la base d’images de feuilles
d’ImageCLEF2012
4.5.1 Résultats des descripteurs de forme
Nous faisons varier les paramètres n et Ns d’une façon similaire à celle dont nous avons
procédé sur les autres bases (voir Tableau 4.26). La meilleure valeur n correspond approxi-
mativement au quart du contour (n=50 pour N=400). Encore une fois, la description locale
s’avère plus performante que la description globale. Les meilleurs paramètres sont simi-
laires à ceux trouvés sur la majorité des bases, à savoir :
- N = 400, n = 50 et dlin5 (Ns = 10).
La performance des descripteurs triangulaires est très proche sur les scans et sur les pseudo-
scans d’ImageCLEF 2012.
Catégorie Scan Pseudo-scan
n 10 20 50 100 199 10 20 50 100 199
TSL 0.41 0.484 0.52 0.492 0.402 0.413 0.571 0.61 0.595 0.536
TSLA 0.457 0.509 0.53 0.519 0.418 0.465 0.588 0.632 0.607 0.569
TOA 0.449 0.512 0.54 0.527 0.433 0.449 0.583 0.631 0.609 0.572
TAR 0.4 0.451 0.52 0.511 0.407 0.388 0.477 0.514 0.505 0.411
Table 4.26 – Scores d’identification sur les scans et les pseudo-scans de test d’ImageCLEF2012 en
faisant varier n
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Figure 4.38 – Erreur de segmentation sur les pseudo-scans de test d’ImageCLEF2012
Notons la difficulté d’extraction de contour sur certaines images de test, en particu-
lier les pseudo-scans. En effet, l’ombre de la feuille dû au protocole d’acquisition, produit
souvent des erreurs de segmentation ( cf. Figure 4.38).
4.5.2 Résultats du contexte de forme étendu
Les scores d’identification des scénarios du contexte de forme étendu sont montrés dans
le tableau 4.27. Le descripteur ASCPS PC se comporte le mieux sur les scans et améliore
légèrement les résultats de ASCPC PC. Sur les pseudo-scans, la description de forme via
ASCPC PC s’avère beaucoup plus efficace que le reste des scénarios utilisant les points
saillants. Comme nous l’avons remarqué précédemment, cela est dû principalement aux
bruits affectant les images 4.38. D’ailleurs, l’ajout des descripteurs locaux dans eASCPS PC
n’améliore pas les résultats obtenus par ASCPS PC.
Descripteur Score sur les scans Score sur les pseudo-scans
ASC50PC PC 0.465 0.581
ASC100PC PC 0.507 0.583
ASC200PC PC 0.522 0.586
ASCPS50 PC 0.506 0.284
ASCPS100 PC 0.510 0.409
ASCPS200 PC 0.482 0.397
eASCPS50 PC 0.492 0.191
eASCPS100 PC 0.463 0.326
eASCPS200 PC 0.387 0.299
Table 4.27 – Scores d’identification du contexte de forme étendu sur les scans et les pseudo-scans
de ImageCLEF2012
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Participants Type de méthode
Score d’identification
Scans Pseudo-scans
SABANCI OKAN run 2 semi-automatique 0.58 0.55
THEWHO run 3 semi-automatique 0.43 0.4
SABANCI OKAN run 1 automatique 0.58 0.55
IFSC USP run 1 semi-automatique 0.35 0.41
LIRIS Reves run 1 semi-automatique 0.42 0.51
INRIA Imedia PlantNet run 1 automatique 0.49 0.54
INRIA Imedia PlantNet run 2 automatique 0.39 0.59
THEWHO run 4 semi-automatique 0.37 0.35
LSIS DYNI run 3 automatique 0.41 0.42
THEWHO run 1 semi-automatique 0.37 0.34
TSL automatique 0.52 0.61
TOA automatique 0.54 0.63
TSLA automatique 0.53 0.63
TAR automatique 0.52 0.51
ASC200PC PC automatique 0.52 0.59
ASCPS100 PC automatique 0.51 0.41
eASCPS50 PC automatique 0.49 0.33
Table 4.28 – Scores d’identification sur les scans et les pseudo-scans de la base ImageCLEF 2012
4.5.3 Comparaison avec l’état de l’art
Le tableau 4.28 montre les scores d’identification obtenus par nos différents descrip-
teurs en comparaison avec ceux obtenus par les méthodes évaluées sur les scans et les
pseudo-scans de la base ImageCLEF2012 [GBJ+12]. Nous avons participé à cette campagne
d’évaluation avec une méthode d’identification des scans et une méthode sur les pseudo-
scans [BYM+12]. L’identifiant de notre participation est "INRIA Imedia PlantNet run 2".
Nous avons utilisé la méthode ASC200PC PC + mise en correspondance locale sur les pseudo-
scans. Elle a obtenu le meilleur score d’identification parmi les méthodes participantes. Sur
les scans, la méthode eASC200PS PC + mise en correspondance locale a été sélectionnée car
elle a donné le meilleur score d’identification sur la base d’apprentissage mais ceci n’a pas
été vérifié sur les scans de la base de test à cause de la qualité des images de test.
Les descripteurs triangulaires obtiennent des scores d’identification très semblables. Sur la
catégorie des pseudo-scans, TSLA et TOA obtiennent le meilleur score et dépassent toutes
les autres approches. Sur les scans de feuille, les descripteurs triangulaires obtiennent le
deuxième meilleur score d’identification.
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4.6 Évaluation sur la base ImageCLEF2013
La base ImageCLEF2013 est enrichie par rapport à ImageCLEF 2012. Les scans et les
pseudo-scans sont regroupés pour constituer une unique base. Elle comporte 9781 images
dans la base d’apprentissage et 1250 dans la base de test. Ces images représentent 250
espèces. La base ImageCLEF2013 est l’une parmi les bases disponibles contenant le plus
d’images et d’espèces.
Cela permet d’évaluer les descripteurs proposés sur un volume considérable d’images de
feuilles. En effet, quand le nombre d’espèces et d’images augmente, les cas de similarité
inter-classe et de variabilité intra-classe sont plus courants et par conséquent permettent
d’évaluer la robustesse des méthodes d’identification.
La répartition des images, de contributeurs et du nombre d’individus (arbres ou plantes)
dans les bases d’apprentissage et de test est reportée dans le tableau 4.29.
Ensemble Nombre Nombre Nombre
d’images d’individus de contributeurs
ensemble d’apprentissage 9781 732 36
ensemble de test 1250 14 150
Table 4.29 – Composition des ensembles d’apprentissage et de test de la base d’images de feuilles
d’ImageCLEF 2013
4.6.1 Résultats des descripteurs de forme
Pour évaluer les descripteurs triangulaires de forme sur la base de feuilles d’Image-
CLEF2013, le même nombre de points échantillonnés sur le contour N = 400 est utilisé.
Nous avons testé les trois configurations suivantes :
1. n = 40, dlin2 : pour décrire un point du contour pi, une portion représentant 20% du
contour est retenue. Elle est décrite par 20 triangles espacés de 2 points (m = 2). Le but
étant de tenir compte des détails de la portion du contour retenue en choisissant une
distance réduite entre deux triangles successifs (m = 2).
2. n = 50, dlin5 : pour décrire un point du contour pi, une portion représentant le quart
(25%) du contour est retenue. Elle est décrite par 10 triangles espacés de 5 points (dlin5 ). Ces
paramètres ont montré une certaine stabilité sur les bases précédemment évaluées.
3. n = 100, dlin10 : pour décrire un point du contour pi, une portion représentant 50% du
contour est retenue. Elle est décrite par 10 triangles espacés de 10 points (m = 10). Avec
ces paramètres, nous considérons une valeur plus élevée de n (longueur de la portion du
CHAPITRE 4. EVALUATION 145
Figure 4.39 – Difficulté d’extraction du contour sur la base de test d’ImageCLEF 2013
contour retenue).
n n = 40, dlin2 n = 50, d
lin
5 n = 100, d
lin
10
Ns 20 10 10
TSL 0.565 0.606 0.545
TSLA 0.569 0.629 0.551
TOA 0.589 0.602 0.548
TAR 0.506 0.534 0.493
Table 4.30 – Scores des descripteurs triangulaires sur la base ImageCLEF2013
D’après les scores d’identifications affichés dans le tableau 4.30, les meilleurs para-
mètres qui donnent les meilleurs résultats pour les quatre descripteurs sont :
- N + 400, n = 50, dlin5 , Ns = 10.
Ces paramètres se sont avérés stables sur l’ensemble des bases évaluées. Les scores obtenus
par TSL, TSLA et TOA sont proches. La supériorité de la description TSLA se confirme sur
cette base avec le meilleur score d’identification (0.629) comparé aux autres descripteurs
triangulaires.
Il est à noter aussi la difficulté d’extraction du contour sur certaines images de la base
de test d’ImageCLEF 2013 (cf.Figure 4.39). Cela est dû essentiellement aux problèmes
liés au protocole d’acquisition (contraste insuffisant, ombres portées, etc.). De plus, le
seuillage d’Otsu obtient généralement des résultats très satisfaisants sur les images de
feuilles avec un fond complètement uniforme (Scans) mais ce n’est pas toujours le cas sur
les pseudo-scans où les erreurs de segmentation sont courantes.
4.6.2 Résultats du contexte de forme étendu
Le tableau 4.31 montre les scores d’identification des scénarios du contexte de forme
étendu sur les images de test d’ImageCLEF2013. Le descripteur ASCPC PC se comporte le
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.40 – Points saillants détectés sur des images de test d’ImageCLEF 2013. De gauche à
droite : 50, 100, 200 et 400 points de Harris.
mieux sur la base de test. Le fait de regrouper les scans et les pseudo-scans dans la même
base rend un descripteur de forme plus efficace qu’un descripteur de points saillants. Nous
avons discuté de la difficulté d’extraction de points saillants pertinents sur les bases de test
d’ImageCLEF2011 et d’ImageCLEF2012. La même observation peut être faite sur la base de
test d’ImageCLEF 2013. En effet, en plus de certaines erreurs de segmentation, les points
de Harris sont localisés parfois sur le fond comme illustré dans la figure 4.40. Cela est dû
au bruit de fond caractérisant certaines images.
Descripteur Score
ASC50PCPC 0.452
ASC100PC PC 0.576
ASC200PC PC 0.581
ASCPS50 PC 0.478
ASCPS100 PC 0.364
ASCPS200 PC 0.273
eASCPS50 PC 0.348
eASCPS100 PC 0.282
eASCPS200 PC 0.251
Table 4.31 – Scores d’identification du contexte de forme étendu sur la base de feuilles
ImageCLEF2013
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4.6.3 Comparaison avec l’état de l’art
Comparons la performance de notre approche utilisant chaque descripteur avec celle
des méthodes participantes à la campagne ImageCLEF2013 5.10.
Le descripteur TSLA se distingue encore une fois en réalisant la meilleure performance
par rapport à toutes les autres méthodes. Les descripteurs triangulaires obtiennent généra-
lement de très bons scores malgré les erreurs de segmentation discutées précédemment :
TSL et TOA sont positionnés en deuxième et troisième position par rapport à la meilleure
performance des méthodes participantes.
Il est clair que, sur cette base, les descripteurs de forme, y compris la description ASCPC PC,
obtiennent des scores d’identification meilleurs que tous les scénarios utilisant les points
saillants. Le fait de regrouper les scans et les pseudo-scans dans une seule base rend la
tâche d’extraction des points saillants pertinents plus difficile.
10 Meilleures Participations Score d’identification S
Sabanci Okan Run 1 0.607
Inria PlantNet Run 2 0.577
Inria PlantNet Run 3 0.572
Inria PlantNet Run 1 0.557
Inria PlantNet Run 4 0.517
NlabUTokyo Run 1 0.509
NlabUTokyo Run 3 0.502
NlabUTokyo Run 2 0.502
Liris ReVeS Run 2 0.416
Liris ReVeS Run 1 0.412
TSL 0.606
TSLA 0.629
TOA 0.602
TAR 0.534
ASC200PC PC 0.581
ASCPS50 PC 0.478
eASCPS50 PC 0.348
Nos descripteurs
Table 4.32 – Comparaison des méthodes évaluées sur la base ImageCLEF 2013
4.7 Conclusion
Nous avons évalué les descripteurs proposés sur six bases publiques. Le tableau 4.33
montre les descripteurs évalués sur chaque base et leurs rangs respectifs. Pour le calcul des
rangs, le score moyen tenant compte de la valeur de MAP et de la précision est considéré
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pour les bases Flavia et Leaf100. Pour les bases ImageClef en 2011 (IC2011) et en 2012
(IC2012), le score moyen des catégories scan et pseudo-scan est utilisé pour le calcul des
rangs des descripteurs.
Bases d’images Swedish Flavia Leaf100 IC 2011 IC 2012 IC 2013
Descripteurs de forme
TSL 3(95.73) 4 3 3 3 2
TSLA 1(96.53) 2 1 1 2 1
TOA 2(96.00) 3 2 2 1 3
Contexte de forme étendu (ASC)
ASCPC PC 5 (91.73) 6 - 4 4 4
ASCPS PS 7 (80.05) 7 - 7 - -
ASCPS PC 4 (93.57) 5 - 5 5 5
eASCPS PC 6 (91.03) 1 - 6 6 6
Descripteur de nervation
Hough - 8 - - - -
ASCPN PN - 10 - - - -
ASCPN PC - 9 - - - -
Table 4.33 – Bases d’images de feuilles utilisées pour l’évaluation des descripteurs
Nous pouvons remarquer :
– la pertinence de la description de la forme foliaire et en particulier des descripteurs
triangulaires proposés. Le descripteur TSLA a montré une stabilité de performance
et il a obtenu le meilleur résultat sur la plupart des bases évaluées. La description
TOA a montré également une bonne précision, sa performance est comprable à celle
de TSLA.
L’étude des paramètres menée sur les différentes bases a permis de trouver des
paramètres assez stables qui permettent généralement d’obtenir une performance
optimale. Ces paramètres sont les suivants :
- N = 400, n = 50 et dlin5 (Ns = 10).
– Nous avons évalué et comparé les différents scénarios du contexte de forme étendu
sur cinq bases. Le scénario ASCPS PC qui vise à représenter la corrélation spatiale
entre les points saillants et le contour externe d’une feuille s’est avéré utile pour
décrire les feuilles. L’avantage principal de ce scénario est le fait d’atteindre une pré-
cision d’identification élevée avec un ensemble de calcul de taille relativement ré-
duite. Cela a une importance majeure dans l’étape de mise en correspondance des
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images. Lorsque ce scénario est enrichi avec les descripteurs locaux (eASCPS PC),
cela n’améliore pas forcément sa performance. Nous avons déduit que cela dépend
de la qualité des images de feuilles (feuilles mortes, ombres portées, etc.). En effet,
le scénario eASCPS PC a obtenu la meilleure MAP el la meilleure précision (knn=1)
sur la base Flavia qui contient des images de feuilles de bonne qualité. En revanche,
la performance a baissé sur les bases ImageCLEF en particulier sur la catégorie des
pseudo-scans.
– Nous avons évalué trois aspects du réseau de nervures : ses directions principales
(Hough), les relations spatiales entre les points de nervures (ASCPN PN) et sa corré-
lation spatiale avec le contour (ASCPN PC). Les trois descriptions ont obtenu de bons
résultats avec une supériorité de Hough.
Dans ce chapitre, tous les descripteurs sont évalués individuellement. Nous nous pro-
posons dans le prochain chapitre d’étudier la fusion des différentes descriptions proposées.
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Chapitre 5
Fusion des descriptions foliaires
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Dans ce chapitre, nous nous proposons d’étudier les fusions des descripteurs pré-sentés dans les chapitres précédents. Rappelons que nous avons introduit lesdescripteurs foliaires suivants :
– un descripteur de forme qui inclut trois représentations différentes : TSL, TSLA, et
TOA.
– une famille de descripteurs de points saillants via les scénarios du contexte de forme
étendu ASC.
– trois descriptions de nervation
La fusion utilisée est la fusion tardive, qui est une fusion des rangs établie après la
construction des listes des images similaires calculées à partir d’une image requête I et
un ensemble d’images D. Les méthodes de fusion tardive que nous avons utilisées sont
présentées dans un premier temps dans la section 5.1.
Nous présentons également le cas des requêtes multiples : c’est à dire celui où une
requête visuelle est composée d’un ensemble d’images de feuilles isssues d’un même
individu (arbre) au lieu d’une image unique.
5.1 Méthodes de fusion
En examinant les résultats présentés dans [HT05, LW12, RS03], nous avons choisi la fu-
sion basée sur le rang des images dans les listes de similarité.
Supposons que L1 ... Lq soient q listes ordonnées contenant les p images les plus similaires
à une image requête I, suivant les descripteurs d1 ... dq.
Soit Lm = Im1 (I)..., I
m
p (I), Iml (I) la l
me image de D la plus similaire à I utilisant le descripteur
dm.
Dans la suite, J appartient à U =
Sq
m=1 Lm, q > 1 et 1  m  q. Si J 2 Lm, nous notons
rm(J) l’index l tel que J = Iml (I).
Pour considérer le cas de présence/absence d’images dans les listes Lm lors de la combinai-
son, nous introduisons les fonctions h : U  f1...qg ! f0, 1g et wm : U ! f0, ..., pg définies
par :
h(J,m) =
8<: 1 si J 2 Lm0 sinon
wm(J) = h(J,m) (p+ 1  rm(J))
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Nous avons utilisé les méthodes suivantes pour fusionner les listes L1, ...Lq :
A.1 L’algorithme Borda Count (BC) [JHDH06]
BC(J) =
q
å
m=1
wm(J)
La liste finale contient les images de U triées dans un ordre décroissant suivant leur
valeur BC.
A.2 L’algorithme Inverse Rank Position (IRP) [JHDH06]
IRP(J) = 1/[ å
m2f1,...,qg et h(J,m)=1
1
rm(J)
]
La liste finale est ordonnée suivant un ordre croissant des valeurs IRP
Si les listes L1 ... Lq ne contiennent pas le même ensemble d’images, deux méthodes de
fusion supplémentaires BCCombMNZ et IRPCombMNZ, sont utilisées,
B.1 L’algorithme BCCombMNZ (CombMNZ dans [Lee97]) : où le résultat de fusion est
obtenu en multipliant la valeur BC par le nombre de listes qui ont un score h différent
de zéro :
BCCombMNZ(J) = (
q
å
m=1
h(J,m)) BC(J)
B.2 L’algorithme IRPCombMNZ étend de la même manière la méthode IRP :
IRPCombMNZ(J) = (
q
å
m=1
h(J,m)) IRP(J)
Comme notre but est l’identification de l’espèce, la fusion peut être effectuée sur LSm,
la liste ordonnée d’espèces établie à partir de la liste Lm des images les plus similaires.
Deux méthodes de fusion sont introduites et la liste résultante des espèces candidates est
ordonnée suivant leur valeurs de probabilité décroissantes WP ou MP :
C.1 Probabilité pondérée WP :
WP(s) = å
q
m=1Wm(s) Pm(s) avec
Wm(s) = maxS [Pm(s)/(å
q
m=1maxS (Pm(s)))]
C.2 Probabilité maximale MP :
MP(s) = max
1mq
[Pm(s)]
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5.2 Fusion de la description de la forme et des points saillants
Dans cette section, nous nous intéressons à la fusion de la description triangulaire de
forme (TSL, TSLA, TOA) et du descripteur ASCPS PC sur plusieurs bases. Commençons
par la base Flavia.
5.2.1 Comparaison et fusion des descripteurs sur la base Flavia
Dans le cas où la valeur de MAP est calculée, la totalité de la réponse à chaque requête
est utilisée et qui est égale au nombre d’images dans la base y compris l’image requête. Les
fusions basées sur les probabilités MP et WP ne pourront pas être utilisées dans ce cas là. Il
est de même pour les méthodes BCCombMNZ et IRPCombMNZ.
Descripteurs IRP BC
TSL + ASCPS 50 PC 69.87 67.79
TSLA + ASCPS 50 PC 71.81 68.96
TOA + ASCPS 50 PC 70.46 68.35
TAR + ASCPS 50 PC 63.34 62.54
TSL + ASCPS 100 PC 70.93 68.11
TSLA + ASCPS 100 PC 72.85 69.29
TOA + ASCPS 100 PC 71.48 68.73
TAR + ASCPS 100 PC 64.48 63.04
Table 5.1 – MAP de la fusion des descripteurs triangulaires de forme avec le descripteur de points
saillants ASCPS PC
Le tableau 5.7 montre les résultats de fusion des descripteurs de forme et de ASCPS PC
en faisant varier le nombre de points de l’ensemble de calcul.
En moyenne sur les huit configurations, la méthode de fusion IRP est la meilleure. Avec
cette méthode, l’apport de la fusion est toujours positif par rapport aux résultats des des-
cripteurs individuels. La meilleure valeur de MAP obtenue résulte de la fusion de TSLA et
de ASCPS100 PC avec la méthode IRP.
Retenons ces paramètres et analysons de plus près les résultats dans le cas de similarité
inter-classe. Prenons l’exemple des classes #18 et #19 et des classes #27 et #29.
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(a) Similarité entre les classes #18 et #19
(b) Similarité entre les classes #27 et #29
Figure 5.1 – Similarité inter-classe sur la base Flavia
Nous avons discuté dans les chapitres précédents le cas de similarité de forme inter-
classe et son impact sur la performance des descripteurs de forme. Ce cas est encore plus
complexe quand il s’agit des données botaniques. Nous avons montré des exemples dans
le chapitre 4 où il est très difficile de différencier, même visuellement, les feuilles de diffé-
rentes espèces.
La solution la plus appropriée consiste alors à inclure d’autres informations sur la feuille
provenant d’autre caractères. Dans cette optique nous avons développé trois descripteurs
de forme, de points saillants et de nervation dans le but d’augmenter l’efficacité de la des-
cription foliaire. Dans cette expérimentation, nous combinons la description de forme avec
celle des points saillants.
Le tableau 5.2 montre les résultats obtenus pour les classes (#18, #19) et (#27, #29). Sur
toutes ces classes, la fusion améliore les résultats obtenus par les descripteurs individuels
en terme de MAP et Précision. Ceci est illustré dans la figure 5.2. Nous remarquons aussi
que, généralement, le descripteur ASCPS PC est plus performant que TSLA sur les classes
de formes similaires. Malgré le vote du contour dans le descripteur ASCPS PC, les histo-
grammes spatiaux sont calculés réellement sur les points saillants (points de Harris). En
effet, dans le cas de formes similaires, ASCPS PC décrit des caractéristiques différentes (en-
sembles de points saillants distincts) dans un contexte similaire représenté par la forme.
C’est la raison pour laquelle, ASCPS PC est plus robuste à la similarité inter-classe.
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Classe #18
Métriques TSLA ASCPS PC TSLA+ ASCPS PC Apport moyen de la fusion (%)
Précision (knn=20) 64.36 72.55 75.36 6.91
MAP 0.473 0.502 0.571 8.35
Classe #19
Métriques TSLA ASCPS PC TSLA+ ASCPS PC Apport moyen de la fusion (%)
Précision (knn=20) 70.18 74.18 81.64 9.45
MAP 0.561 0.406 0.606 12.23
Classe #27
Métriques TSLA ASCPS PC TSLA+ ASCPS PC Apport moyen de la fusion (%)
Précision (knn=20) 53.00 49.82 59.45 8.05
MAP 0.317 0.271 0.341 4.66
Classe #29
Métriques TSLA ASCPS PC TSLA+ ASCPS PC Apport moyen de la fusion (%)
Précision (knn=20) 51.39 57.50 62.78 8.33
MAP 0.379 0.332 0.438 8.25
Table 5.2 – Apport de la fusion TSLA+ ASCPS PC sur les classes #18, #19, #27 et #29. La méthode
de fusion IRP est utilisée.
Figure 5.2 – Fusion des descriptions TSLA et ASCPS PC sur les classes #18, #19 et #27, #29
La figure 5.3 illustre par un exemple l’apport de la fusion d’un descripteur de forme
(TSL) et ASCPS PC sur une requête visuelle . Sur les cinq premières images retournées, TSL
et ASCPS PC obtiennent respectivement des taux de 3/5 et 4/5 d’identification correcte. Les
deux images non pertinentes retournées par le descripteur TSL sont dues au cas classique
de similarité inter-classes. Lorsque le descripteur TSL est fusionné avec ASCPS PC, la des-
cription devient plus robuste et les cinq premières images appartiennent à la bonne espèce
végétale.
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Figure 5.3 – Requêtes visuelles avec les descripteurs TSL (haut), ASCPS PC (milieu) et
TSL+ ASCPS PC (bas). Les images non pertinentes retournées sont encadrées avec un trait rouge
discontinu
5.2.2 Fusion des descripteurs de nervation
Descripteur Hough ASCPN PN ASCPN PC Hough+ ASCPN PN Hough+ ASCPN PC
Précision(knn=1) 79.18% 71.73% 86.83% 93.60% 96.46%
MAP 0.558 0.378 0.538 0.547 0.664
Table 5.3 – Résultats individuels des descripteurs de nervation
Méthode de fusion IRP BC
Descripteurs Hough+ ASCPN PN Hough+ ASCPN PC Hough+ ASCPN PN Hough+ ASCPN PC
Précision (knn=1) 83.32% 93.02% 93.60% 96.46%
MAP 0.522 0.633 0.546 0.664
Table 5.4 – Résultats de fusion des descripteurs de nervation
k-NN PFT+ [KNSS11b] Hough ASCPN PN ASCPN PC Hough+ ASCPN PN Hough+ ASCPN PC
1-NN 93.13% 79.18% 71.73% 86.83% 93.60% 96.46%
3-NN 97.81% 89.14% 83.74% 93.96% 97.53% 98.63%
5-NN 98.12% 93.60% 87.46% 96.48% 98.16% 99.03%
Table 5.5 – Comparaison des taux d’identification des descripteurs de nervation sur la base Flavia
Le tableau 5.5 présente les résultats obtenus par notre descripteur de nervures et ceux
de l’approche PFT+ [KNSS11b] qui combine un descripteur de nervures, un descripteur de
forme (Fourier polaire) et un descripteur de couleur (moments de couleur).
Nous avons suivi le même protocole d’évaluation que [KNSS11b] qui consiste à calculer le
taux d’identification (ROC) sur les k premières images retournées. Comme Abdulkadir et
al. ne fournissent pas les résultats individuels de chaque descripteur sur la base Flavia, la
comparaison est effectuée sur le résultat donné par leur approche combinant la forme, la
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nervation et la couleur.
Le descripteur de nervures Hough + ASCPN PC (que nous dénommons dans la suite
HASC) obtient le meilleur taux d’identification (supérieur à 99% sur les 5 premières images
retournées). Il dépasse le résultat obtenu par l’approche PFT+ qui utilise les nervures parmi
d’autres caractères. Nous pouvons noter : - L’efficacité de la fusion de la description des
directions des nervures via Hough et de la description spatiale. L’apport de la fusion est
net :
– Hough + ASCPN PN : + 21% par rapport à ASCPN PN et + 14% par rapport à
Hough pour la première image retournée.
– Hough+ ASCPN PC (HASC) : + 10% par rapport à ASCPN PC et + 17% par rap-
port à Hough pour la première image retournée.
- La robustesse du descripteur HASC face au bruit et aux discontinuités du réseau de
nervures extrait. Prenons le cas concret de la classe #22. Les feuilles de cette espèce se
caractérisent par une nervation très faiblement contrastée et la méthode d’extraction de
nervures produit souvent un réseau bruité et non-connecté sur ces feuilles (cf. Figure 5.4).
Par conséquent, c’est une espèce végétale difficilement identifiable via la nervation de ses
feuilles. La méthode PFT+ [KNSS11b] obtient 10% d’identification correcte sur cette classe
à 1-NN alors que HASC atteint le score de 98.18%. Cet excellent résultat s’explique par
le fait que la méthode de description de nervation HASC a une très bonne insensibilité
au bruit due en partie au système de vote de points d’une droite dans la description de
Hough. Le descripteur HASC permet la description du réseau de nervures bruité de la
feuille présentée dans la figure 5.4 avec une précision élevée.
Figure 5.4 – Réseau de nervures bruité et non connecté. (a) Image originale ; (b) nervures extraites
Comparons maintenant les performances des descriptions Hough, ASCPN PC et HASC
par classe sur la base Flavia. Nous avons interprété les cas où ASCPS PC est plus performant
que Hough et vice versa.
Nous pouvons conclure que le descripteur HASC est adapté à la description de nervures.
CHAPITRE 5. FUSION DES DESCRIPTIONS FOLIAIRES 159
Il a montré une bonne robustesse au bruit et aux discontinuités des réseaux extraits. Ainsi,
certains défauts d’extraction de nervures seront tolérés et moins contraignants lors de la
phase de description. Nous avons prouvé que l’utilisation de la nervation dans le processus
d’identification est envisageable et peut conduire à des résultats comparables à l’état de
l’art sur la base Flavia. Le descripteur HASC, fusion d’une description spatiale et d’une
description des principales directions des nervures a montré son efficacité sur l’ensemble
de la base Flavia.
En revanche, la procédure d’extraction et de description de la nervation dépend étroitement
de la qualité des images traitées. En fait, un contraste non suffisant des nervures peut
conduire à une forte baisse de performance même dans le cas des images de bonne qualité
comme celles de la base Flavia. Malgré un bon score d’identification, la nervation reste
moins discriminante que la forme de la feuille. De plus, le contour est beaucoup plus facile
à extraire que le réseau de nervures dans le cas des scans et des pseudo-scans de feuilles.
Néanmoins, l’utilisation de l’information fournie par la nervation est utile pour compléter
la description de forme. En effet, les feuilles de différentes espèces qui ont des formes
similaires sont plus facilement différentiables grâce à leurs nervures (classes #1, #8, #9,
#10).
5.3 Fusion de la description de la forme et de la nervation
Dans cette section, la feuille est décrite par sa forme et ses nervures. Cela nous permet
d’étudier plusieurs aspects :
– la pertinence de l’utilisation conjointe de ces deux caractères pour l’identification des
espèces
– l’apport de la nervation dans des cas de similarité de forme inter-espèce
– l’évaluation de notre approche d’extraction et de description de nervures en terme de
capacité à apporter une meilleure distinction entre les différentes espèces
– la comparaison avec les méthodes de la littérature qui combinent la forme et la ner-
vation
Nous nous proposons tout d’abord de comparer les résultats obtenus par les descripteurs
triangulaires de forme et le descripteur de nervures.
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Figure 5.5 – Comparaison de HASC et les descripteurs triangulaires de forme, par classe sur la
base Flavia
5.3.1 Comparaison entre les descriptions de forme et de nervures
Rappelons les résultats du descripteur de nervures HASC et ceux des descripteurs de
formes proposés.
Descripteurs Précision (knn = 20) MAP
TSLA 80.11 0.659
TSLA 82.91 0.697
TOA 82.35 0.683
HASC 84.44 0.664
Table 5.6 – Résultats des descripteurs triangulaires et du descripteur de nervation HASC sur Flavia
Dans une approche d’identification des plantes, il est commun d’attribuer à la forme
de la feuille beaucoup plus d’importante qu’à sa nervation. Le nombre de travaux de la
littérature qui exploitent chacun de ces caractères confirme cette observation. La difficulté
principale qui fait que la nervation est moins utilisée, est son extraction d’une façon précise.
Par conséquent, les méthodes de description de nervures ne sont pas très variées comme
c’est le cas des descripteurs de forme. Cela a été la motivation essentielle pour consacrer
une partie de nos travaux pour développer une approche d’identification des espèces végé-
tale utilisant l’information fournie par la nervation. A notre connaissance, il n’existe pas de
travaux qui fournissent des résultats d’un descripteur de nervures sur une base publique.
Les résultats du tableau 5.6 confirment que la nervation est capable d’obtenir des résultats
d’identification comparables avec les descripteurs de forme, du moins, sur la base Flavia.
Ceci peut s’expliquer par le fait que HASC tient compte du contexte du contour dans la
description spatiale des points de nervation.
Le descripteur HASC obtient une meilleure précision devant tous les descripteurs triangu-
laires de forme. En terme de MAP, il est positionné derrière TSLA et TOA.
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La figure 5.5 montre les résultats obtenus par classe. HASC dépasse tous les triangulaires
sur 9 classes sur 32. Pour la majorité de ces classes, nous remarquons un écart important
entre HASC et le reste des descripteurs. Nous examinons les images de ces classes et les
réponses des requêtes qu’elle donnent. Nous en déduisons qu’il s’agit encore une fois d’un
cas de la similarité inter-classe (cf. Figure 5.6).
Figure 5.6 – Formes similaires des feuilles des classe #6 et #12 et des classes #9 et #15 de la base
Flavia
La figure 5.5 montre bien que les résultats de HASC et des descripteurs triangulaires
sont dé-corrélés vu que l’information décrite est différente. Dans le paragraphe suivant,
nous allons vérifier la complémentarité des descripteurs de forme et de nervation lorsqu’ils
sont fusionnés.
5.3.2 Fusion des descripteurs de forme et de nervation
Le descripteur de nervures HASC a été évalué sur la base Flavia. Donc, la fusion avec
les descripteurs de forme est étudiée uniquement sur cette base. Les résultats de fusion sont
reportés dans le tableau 5.7.
Descripteurs IRP BC
TSL + HASC 0.716 0.756
TSLA+ HASC 0.726 0.760
TOA + HASC 0.718 0.755
Table 5.7 – MAP de la fusion des descripteurs triangulaires de forme avec le descripteur de
nervures HASC
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Figure 5.7 – Processus de la méthode des requêtes multiples
5.4 Requêtes multiples
Dans cette section nous introduisons une nouvelle méthode d’évaluation des descrip-
teurs via des requêtes multiples. Le principe est le suivant : au lieu de considérer le résultat
d’une image singulière pour trouver l’espèce, nous considérons le résultat donné par la
soumission d’un ensemble d’images provenant d’un même individu (i.e un même arbre)
comme requête). Les listes des images similaires sont calculées pour chaque image requête.
Elles sont ensuite fusionnées en une liste finale. (cf. Figure 5.7). La méthode des requêtes
multiples suppose qu’une information sur les individus auxquels appartiennent les images
est fournie. C’est le cas des bases ImageCLEF [GBJ+11, GBJ+12, GJB+13].
Les images des feuilles d’un même arbre peuvent avoir des caractéristiques visuellement
différentes à cause de la variabilité intra-espèce. Nous espérons, avec l’application des re-
quêtes multiples, améliorer l’identification des espèces végétales de façon à ce que chaque
image d’une plante contribue à l’identification.
Dans la suite, nous étudions l’apport de la méthode des requêtes multiples sur la base
ImageCLEF 2012.
5.4.1 Évaluation sur ImageCLEF 2012
Résultats des descripteurs individuels
Le score d’identification S est calculé en utilisant des requêtes multiples sur les scans et
les pseudo-scans. Nous le comparons au score obtenu avec des requêtes simples dans les
tableaux 5.8 et 5.9. Pour tous les descripteurs, les requêtes multiples permettent d’améliorer
le score d’identification.
Prenons le cas des scans. L’amélioration de la performance de TSL, TSLA et TOA est du
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Figure 5.8 – Exemples des pseudo-scans de test dans la base ImageCLEF.
même ordre de grandeur pour les trois descripteurs. Dans le cas de ASCPS PC, l’apport est
plus important. De plus, ASCPS PC obtient la moins bonne performance avec des requêtes
simples mais devient le meilleur dans le cas des requêtes multiples. L’information fournie
par chaque image d’un arbre donné, sur la corrélation spatiale entre ses points saillants et
son contour semble être plus utile que celle sur son contour seul, dans le cas des scans.
Sur les pseudo-scans, l’amélioration apportée par les requêtes multiples est assez im-
portante pour les descripteurs triangulaires alors qu’elle est relativement faible pour
ASCPS PC. Cela confirme deux observations :
– La pertinence de la description de la forme dans le cas des pseudo-scans par leur
forme. Les résultats avec les requêtes simples le montrent bien et les résultats avec
des requêtes multiples le confirment.
– les points saillants ne constituent pas un caractère déterminant d’identification des
pseudo-scans de feuilles. En effet, certaines images de la base de test contiennent des
feuilles mortes où il n’existe pas d’éléments saillants (nervation, texture, etc.) ou des
feuilles avec une luminance irrégulière.
L’évaluation de la méthode des requêtes multiples a montré qu’elle est capable d’amélio-
rer les scores d’identification des descripteurs individuels. Le meilleur score d’identification
des scans et des pseudo-scans est obtenu respectivement par ASCPS PC et TSLA.
Examinons maintenant si la fusion des descripteurs suivant la méthode de requêtes mul-
tiples va améliorer les processus d’identification. Ceci est discuté dans le paragraphe sui-
vant.
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Descripteur Requêtes simples Requêtes multiples (RM) Apport des requêtes multiples
TSL 0.521 0.587 6,6%
TSLA 0.518 0.581 6,3%
TOA 0.537 0.598 6,1%
ASCPS PC 0.510 0.615 10.5%
Table 5.8 – Résultats des descripteurs en utilisant les requêtes multiples sur les scans d’ImageCLEF
2012
Descripteur Requêtes simples Requêtes multiples (RM) Apport des requêtes multiples
TSL 0.556 0.690 13.4%
TSLA 0.612 0.789 17.7%
TOA 0.622 0.718 9.6%
ASCPS PC 0.409 0.454 4.45%
Table 5.9 – Résultats des descripteurs en utilisant les requêtes multiples sur les pseudo-scans
d’ImageCLEF 2012
Fusion des descriptions foliaires
Stratégies de fusion
Soient Q1, ...Qq q images de feuilles provenant du même arbre et constituant une requête
multiple et d1, ..., dk k descripteurs à combiner.
Il existe deux stratégies de fusion si plusieurs descripteurs sont combinés (cf.Figure 5.9) :
A. Pour chaque image requête Qi, k listes d’images similaires sont calculées avec k des-
cripteurs. Ces k listes sont combinées avec une méthode de fusion choisie parmi celles
décrites dans la section 5.1. Les q listes d’images résultantes elles sont alors fusion-
nées.
B. Pour chaque descripteur di pris parmi la liste des descripteurs d1, ..., dk, une liste
d’images similaires Li est établie à partir de la fusion des q listes de similarité cal-
culées avec di sur les images Q1, ...Qq. Une liste d’images correspondant à la requête
multiple Q1, ...,Qq sur la base en utilisant le descripteur di est donc construite. Ces
listes sont alors combinées (cf.Figure 5.9.B)
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Figure 5.9 – Les deux stratégies de fusion des descripteurs dans le cas de requêtes multiples.
’Multi’ désigne la fusion des listes des requêtes multiples. ’Desc_comb’ signifie la combinaison des
descripteurs
Résultats de fusion
Descripteur
Fusion A
IRP IRPCombMNZ BC BCCombMNZ MP WPr
TSL + ASCPS PC 0.640 0.653 0.628 0.615 0.476 0.568
TSLA+ ASCPS PC 0.636 0.671 0.657 0.653 0.486 0.551
TOA + ASCPS PC 0.657 0.655 0.663 0.647 0.476 0.593
Table 5.10 – Résultats de fusion avec des requêtes multiples sur les scans d’ImageCLEF 2012. La
méthode de fusion A est utilisée
Descripteur
Fusion B
IRP IRPCombMNZ BC BCCombMNZ MP WP
TSL + ASCPS PC 0.624 0.649 0.624 0.672 0.626 0.651
TSLA+ ASCPS PC 0.633 0.621 0.621 0.654 0.559 0.614
TOA + ASCPS PC 0.640 0.644 0.646 0.609 0.599 0.623
Table 5.11 – Résultats de fusion avec des requêtes multiples sur les scans d’ImageCLEF 2012. La
méthode de fusion B est utilisée
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Descripteur
Fusion A
IRP IRPCombMNZ BC BCCombMNZ MP WP
TSL + ASCPS PC (RM) 0.723 0.676 0.674 0.615 0.561 0.632
TSLA+ ASCPS PC (RM) 0.742 0.735 0.732 0.730 0.602 0.639
TOA + ASCPS PC (RM) 0.740 0.737 0.736 0.682 0.628 0.699
Table 5.12 – Scores d’identification de la fusion des descripteurs en utilisant des requêtes multiples
sur les pseudo-scans d’ImageCLEF 2012. La méthode de fusion A est utilisée
Descripteur
Fusion B
IRP IRPCombMNZ BC BCCombMNZ MP WP
TSL + ASCPS PC (RM) 0.724 0.714 0.592 0.596 0.627 0.681
TSLA+ ASCPS PC (RM) 0.791 0.730 0.674 0.660 0.707 0.624
TOA + ASCPS PC (RM) 0.739 0.740 0.676 0.682 0.659 0.619
Table 5.13 – Scores d’identification de la fusion des descripteurs en utilisant des requêtes multiples
sur les pseudo-scans d’ImageCLEF 2012. La méthode de fusion B est utilisée
5.4.2 Évaluation sur ImageCLEF 2013
Pour fixer les paramètres des descripteurs triangulaires, le même nombre de points
échantillonnés sur le contour N = 400 est utilisé et nous avons fait varier le reste des
paramètres : le nombre d’échelles Ns, la longueur de la portion du contour décrite n et la
fonction de distance entre deux triangles successifs dlin/log. Les scores d’identification des
trois descripteurs sont calculés en faisant varier ces paramètres. Les résultats sont donnés
par le tableau 5.14.
Descripteur Ns = 10, n = 50, d(k) = 5xk, Ns = 10, n = 100, d(k) = 10xk Ns = 20, n = 40, d(k) = 2xk
TSL 0.548 0.539 0.557
TSLA 0.569 0.541 0.626
TOA 0.582 0.535 0.538
Table 5.14 – Scores d’identification des descripteurs triangulaires avec une variation de paramètres
Pour l’évaluation du descripteur ASCPS PC, nous avons fait varier la taille de l’ensemble
de calcul. Pour des paramètres de 50 puis 100, ASCPS PC obtient respectivement un score
de 0.364 et de 0.478.
Dans la suite, les meilleurs paramètres pour chaque descripteur sont retenus. L’étape sui-
vante est consacrée la comparaison des résultats données par la méthode des requêtes
multiples, reportés dans le tableau 5.15.
Comme sur la base ImageCLEF 2012, l’apport de la méthode des requêtes multiples est
positif pour l’ensemble des descripteurs. L’apport le plus important est dans le cas du des-
cripteur ASCPS PC. TSLA obtient le meilleur score d’identification (0.65) en utilisant les
requêtes multiples sur cette base. Il est à noter que le score de TSLA (avec des requêtes
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simples ou multiples) dépasse toutes les méthodes de l’état de l’art évaluées sur la base
ImageCLEF 2013 [GJB+13] où le meilleur score de la littérature est de 0.607.
Descripteur Requêtes simples Requêtes multiples (RM) Apport des requêtes multiples
TSL 0.557 0.583 2.6%
TSLA 0.626 0.65 2.4%
TOA 0.582 0.607 2.5%
ASCPS PC 0.478 0.571 9.3%
Table 5.15 – Scores d’identification en utilisant les requêtes multiples sur la base ImageCLEF 2013
Le tableau 5.16 montre les résultats de fusion de ASCPS PC et les descripteurs triangu-
laires de forme. Les méthodes de fusion BCCombMNZ et BC sont les meilleures en tenant
compte des trois configurations. Le meilleur score d’identification est obtenu par la fusion
de TSLA et ASCPS PC avec la méthode BC. Cette fusion améliore les scores individuels
obtenus avec des requêtes simples mais n’améliore pas le score de TSLA obtenu avec les
requêtes multiples.
Pour la fusion des descripteurs en utilisant les requêtes multiples, nous avons utilisé la
stratégie de fusion A car elle est légèrement meilleure sur ImageCLEF 2012. De plus, les
deux stratégies ont des performances comparables. Les résultats reportés dans le tableau
5.17 confirment l’utilité de l’approche d’identification avec les requêtes multiples. Tous les
scores se sont améliorés par rapport à la fusion avec des requêtes simple. Nous arrivons
à dépasser largement la meilleure performance de la littérature grâce à la fusion TSLA+
ASCPS PC. (0.683 contre 0.607).
Les différentes expérimentations effectuées permettent de constater aussi que les méthodes
de fusion IRPCombMNZ, BC et BCCombMNZ se comportent généralement mieux que les
autres méthodes.
Descripteur IRP BCCombMNZ BC BCCombMNZ MP
TSL +ASCPS PC 0.583 0.593 0.596 0.601 0.58
TSLA+ASCPS PC 0.625 0.638 0.646 0.644 0.623
TOA +ASCPS PC 0.598 0.602 0.611 0.623 0.591
Table 5.16 – Scores d’identification de la fusion des descripteurs sur la base ImageCLEF 2013
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Descripteur IRP IRPCombMNZ BC BCCombMNZ MP
TSL +ASCPS PC (RM) 0.608 0.613 0.611 0.618 0.626
TSLA +ASCPS PC (RM) 0.671 0.683 0.683 0.669 0.664
TOA +ASCPS PC (RM) 0.618 0.633 0.653 0.659 0.621
Table 5.17 – Scores d’identification de la fusion des descripteurs en utilisant les requêtes multiples
sur la base ImageCLEF 2013
5.5 Comparaison avec l’état de l’art
Dans cette section, nous comparons nos meilleurs résultats d’identification avec ceux
de l’état de l’art sur trois bases publiques. Nous gardons pour chaque base, les meilleures
approches et les meilleurs paramètres discutés dans les sections précédentes.
5.5.1 Comparaison sur la base ImageCLEF 2012
Sur la base ImageCLEF 2012, la fusion des descripteurs triangulaires de forme et du
descripteur ASCPS PC s’avère extrêmement efficace. Le tableau 5.18 montre que la fusion
associée à des requêtes multiples (RM) dépasse largement les scores des méthodes évaluées
sur les deux catégories d’images scans et pseudo-scans d’ImageCLEF2012.
Scans Pseudo-scans
3 meilleurs scores des participants 0.58 0.59
0.49 0.55
0.47 0.54
TSL+ ASCPS PC (RM) 0.672 0.724
TSLA+ ASCPS PC (RM) 0.671 0.791
TOA+ ASCPS PC (RM) 0.663 0.740
Table 5.18 – Comparaison des scores d’identification sur la base ImageCLEF 2012
5.5.2 Comparaison sur la base ImageCLEF 2013
Considérons la tâche d’identification de plante d’ImageCLEF 2013. Notons que nous
avons participé à cette tâche avec 4 méthodes : Inria PlantNet Run 1, 2, 3 et 4. Toutes les
méthodes ont été positionnées derrière la meilleure performance obtenue dans Sabanci Okan
Run 1 (se référer à [GJB+13] pour les détails).
Avec un choix approprié des paramètres (cf. 4.6, page 144), il s’est avéré que plusieurs de
nos approches arrivent à dépasser le meilleur score obtenu dans ImageCLEF 2013. Les mé-
thodes sont listées dans le tableau 5.19.
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Figure 5.10 – Comparaison avec les méthodes ayant participé ImageCLEF2013
Le meilleur score d’identification est obtenu par la fusion TSLA+ ASCPS PC en suivant la
méthodes des requêtes multiples (RM). La figure 5.10 montre un aperçu sur le positionne-
ment des nos meilleures approches sur ImageCLEF 2013, par rapport aux autres approches.
Nos résultats
TSLA + ASCPS PC (RM) 0.683
TOA + ASCPS PC 0.659
TSLA (RM) 0.65
TOA + ASCPS PC 0.623
TSLA 0.62
TOA (RM) 0.607
Dix meilleurs scores des participants à ImageCLEF 2013
Sabanci Okan Run 1 0.607
Inria PlantNet Run 2 0.577
Inria PlantNet Run 3 0.572
Inria PlantNet Run 1 0.557
Inria PlantNet Run 4 0.517
NlabUTokyo Run 1 0.509
NlabUTokyo Run 3 0.502
NlabUTokyo Run 2 0.502
Liris ReVeS Run 2 0.416
Liris ReVeS Run 1 0.412
Table 5.19 – Comparaisons avec les résultats de l’état de l’art sur la base ImageCLEF2013. (RM)
correspond aux requêtes multiples
5.5.3 Comparaison sur la base Flavia
Nous évaluons dans cette expérimentation la performance de la fusion du descripteur
de forme TSLA et le descripteur de nervure HASC. La comparaison est effectuée avec la
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méthode PFT dans [KNSS11b] qui combine aussi un Fourier polaire sur la forme avec un
descripteur de nervures se basant sur le calcul du rapport entre la taille des nervures en
terme du nombre de pixels et celle du contour. Nous avons suivi la métrique d’évaluation de
[KNSS11b] qui consiste à calculer le taux d’identification (ROC) sur de multiples k  NN.
Les résultats de comparaison figurent dans le tableau 5.20. Nous arrivons à dépasser les
résultats de [KNSS11b] en utilisant le descripteur de nervure HASC individuellement et
en effectuant la fusion TSLA+ HASC. Le taux d’identification est très proche de 100% si
on considère les cinq premières images retournées. Cela montre de nouveau l’efficacité de
notre démarche globale.
k-NN PFT+ [KNSS11b] HASC TSLA+ HASC
1-NN 93.13% 96.46% 97.27%
3-NN 97.81% 98.63% 99.84%
5-NN 98.12% 99.03% 99.89%
Table 5.20 – Comparaison des taux d’identification de TSLA+HASC avec la méthode dans
[KNSS11b] qui combine la description de forme et de nervation sur la base Flavia
Une récente étude [KSL14] propose d’expérimenter un ensemble de descripteurs de
forme sur la base Flavia. Ces descripteurs sont testés individuellement puis en effectuent
des fusions. Nous désignons par AP dans la suite l’approche proposée dans [KSL14]. Les
auteurs calculent la valeur de MAP comme métrique d’évaluation. Nous comparons les
résultats individuels et fusionnés obtenus avec les nôtres respectivement dans les tableaux
5.22 et 5.21.
Nous remarquons que dans le cas des descripteurs individuels, tous nos descripteurs dé-
passent les résultats de l’état de l’art. ASCPS PC, HASC et les descripteurs triangulaires
(TOA et TSLA), bien qu’il décrivent des caractéristiques différentes de la feuille, obtiennent
des valeurs de MAP meilleures que celles dans [KSL14]. L’utilisation implicite de la forme
dans ASCPS PC et HASC à travers un vote du contour a bien montré sont utilité quand
ces descripteurs sont comparés à l’état de l’art. Notre meilleure descripteur de forme est
TSLA ; il obtient une MAP largement supérieure à la meilleure MAP dans [KSL14].
Pour la comparaison des résultats de la fusion, nous tirons les deux remarques suivantes :
– L’apport de la fusion est plus important sur nos descripteurs : 6.29% contre 3.34% si
nous comparons la différence entre les meilleures valeurs de MAP (individuelle et de
la fusion).
– Les résultats de fusion montrent un grand écart avec ceux de [KSL14]. Ceci peut
s’expliquer par le fait que les auteurs combinent essentiellement des descripteurs de
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contour alors que dans notre cas les descripteurs fusionnés décrivent différents carac-
tères de la feuille (forme, points saillants et nervation). Cette fusion de descriptions
des différents caractères permet de résoudre certains cas d’inter-similarité de forme
comme nous l’avons vu précédemment.
Kurtek et. al (2014) [KSL14]
Méthodes D2 AF MSDM GEDT AP SM
MAP 0.421 0.458 0.47 0.4708 0.523 0.554
Nos résultats
Nos descripteurs ASCPS PC TSL HASC TOA TSLA
MAP (%) 0.587 0.659 0.664 0.683 0.697
Table 5.21 – MAP de nos descripteurs individuels et MAP de ceux l’état de l’art sur la base Flavia.
D2, AF, MSDM, GEDT, AP et SM sont décrits dans [KSL14]
Kurtek et. al (2014) [KSL14]
Méthodes AP+D2 AP+MSDM AP+GEDT AP+AF AP+SM
MAP 0.537 0.538 0.546 0.558 0.587
Nos résultats
Nos résultats TSLA+ ASCPS PC TOA+ HASC TSL+ HASC TSLA+ HASC
MAP 0.728 0.755 0.756 0.760
Table 5.22 – MAP de la fusion de nos descripteurs et MAP de la fusion des descripteurs de l’art
sur la base Flavia
5.6 Conclusion
En conclusion, notre approche d’identification s’avère simple et efficace. La fusion
des différentes descriptions foliaires améliorent généralement l’identification. Ceci a été
confirmé expérimentalement. Nous avons de plus étudié l’apport de chaque descripteur
dans l’identification et avons identifié ses limites.
Après tout ce travail, nous pouvons constater que la tâche d’identification des espèces vé-
gétales est complexe. Le fait de choisir de décrire un unique caractère montre rapidement
ses limites. Finalement, ces expérimentations permettent de donner quelques recomman-
dations :
La forme de la feuille reste le caractère de base d’un système d’identification de plantes.
Dans le cadre de nos travaux, nous recommandons l’utilisation du descripteur TSLA car il
a montré une bonne stabilité de performance sur les différentes bases de feuilles. Tous les
descripteurs de forme sont mis en échec par la similarité inter-espèce. Le contexte botanique
est très particulier car ce cas peut représenter une réelle difficulté même pour les experts.
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Il est fréquent que la similarité inter-classe ne se résume pas à une simple ressemblance
de formes mais représente des formes parfaitement identiques. Dans ce cas précis, nous
pensons qu’il est inutile d’augmenter la robustesse du descripteur mais tout simplement,
il faut penser à enrichir la description avec un autre caractère foliaire afin de lever cette
ambiguïté.
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Cette thèse a été consacrée à l’identification automatique des espèces végétales à partir
de la donnée d’une ou de plusieurs images de feuilles issues d’un même arbre. Elle s’est
effectuée dans le cadre du projet Pl@ntNet et les développements ont été intégrés dans le
moteur de recherche par le contenu IKONA-Maestro [BFF+01].
Plus précisément, nous avons proposé de nouvelles descriptions foliaires robustes en sui-
vant une méthode de description géométrique locale pour la majorité des descripteurs :
– Un ensemble de représentations triangulaires multi-échelle du contour de la feuille a été
proposé. Trois types de descriptions des triangles ont été étudiés et comparés (TSL, TSLA,
TOA). Ces descriptions sont robustes à l’occultation partielle et aux déformations locales
du contour.
- Un deuxième groupe de descripteurs permet de décrire les corrélations entre les points
du contour (ASCPC PC), entre les points saillants (ASCPS PS) ou entre les points saillants et
le contour (ASCPS PC). Cette dernière description a obtenu les meilleurs scores par rapport
à toutes les descriptions de ce groupe sur l’ensemble des bases évaluées. Néanmoins, il est
à noter que cette description est sensible au bruit donc à la qualité de l’image de départ.
- La représentation du réseau de nervures a conduit à l’introduction de deux nouveaux
descripteurs dérivés du contexte de forme : ASCPN PN qui représente les relations spatiales
Description triangulaire 
         du contour
Description des points
saillants via un contexte
      de forme étendu
Description des directions 
principales et description 
             spatiale
Figure 6.1 – Résumé visuel des descriptions proposées
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des points de nervures entre eux et ASCPN PC qui représente la corrélation entre les points
de nervures et le contour de la feuille. Un descripteur global du réseau de nervures a été
également proposé (Hough). Il vise à détecter les directions principales des nervures.
L’évaluation sur la base Flavia a révélé que le descripteur Hough pris isolément obtenait le
meilleur score par rapport aux deux autres.
Une étude expérimentale a été effectuée sur six bases d’images de feuilles publiques.
Le tableau 6.1 montre les rangs respectifs des descripteurs proposés sur ces bases.
Bases d’images Swedish Flavia Leaf100 IC 2011 IC 2012 IC 2013
Descripteurs de forme
TSL 3 4 3 3 3 2
TSLA 1 2 1 1 2 1
TOA 2 3 2 2 1 3
Contexte de forme étendu (ASC)
ASCPC PC 5 6 - 4 4 4
ASCPS PS 7 7 - 7 - -
ASCPS PC 4 5 - 5 5 5
eASCPS PC 6 1 - 6 6 6
Descripteur de nervation
Hough - 8 - - - -
ASCPN PN - 10 - - - -
ASCPN PC - 9 - - - -
Table 6.1 – Rangs des descripteurs individuels développés dans cette thèse sur les six bases
utilisées
Cette étude nous a permis de recommander l’utilisation de la description TSLA pour
décrire la forme des feuilles avec les paramètres suivants :
– N = 400, n = 50, Ns = 10 (dlin5 ).
– Une deuxième configuration a obtenu des scores comparables sur les bases Swedish
et Flavia :
- N = 400, n = 64, Ns = 6 (d
log
2 ).
Les fusions tardives des descripteurs proposés ont permis d’améliorer les scores d’identi-
fication. Sur toutes les bases où la fusion tardive a été évaluée (Flavia, IC2012 et IC2013),
l’apport de la fusion a été clair notamment avec l’utilisation des requêtes multiples (RM).
Sur la majeure partie de l’ensemble des bases évaluées, nos descripteurs (individuels ou
fusionnés) ont pu dépasser les meilleurs scores de la littérature (cf. Tableau 6.2).
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Bases Métrique littérature Nos résultats Meilleures descriptions
Swedish Précision 1-NN 97.92 [WR08] 96.53 TSLA
Flavia
Précision 1-NN 93. 13 [KNSS11b] 97.27 TSLA+ HASC
MAP 0.587 [KSL14] 0.760 TSLA+ HASC
IC2011
Score S (scans) 0.778 [YMB12] 0.802 TSL
Score S (pseudo-scans) 0.725 [YMB12] 0.780 TOA
IC2012
Score S (scans) 0.58 [YAT12] 0.67 (TSLA ou TSLA)+ASCPS PC (RM)
Score S (pseudo scans) 0.59 [BYM+12] 0.79 TSLA+ ASCPS PC (RM)
IC2013 Score S 0.607 [YAY13] 0.683 TSLA+ ASCPS PC (RM)
Table 6.2 – Comparaison de nos meilleurs résultats avec ceux de la littérature
Applicabilité des approches proposées
Les objectifs mentionnés en introduction on été globalement atteints. En particulier,
nos descriptions triangulaires multi-échelle se sont avérées efficaces pour différencier des
formes délimitées par un contour fermé et assez proches les unes des autres.
Le cas de formes génériques 2D serait à étudier. Ce type de descripteurs pourrait aussi être
utilisé dans d’autres bases comme celle des fleurs d’orchidées de Tunisie présentée dans
[RSBG13]. Le cas d’un ensemble plus général d’images de fleurs est différent. En effet, la
couleur est un caractère fortement discriminant comme l’ont noté Nilsback et Zisserman
[NZ08]. De plus, la fleur est composée de plusieurs éléments et elle n’est pas forcément
plane. Cependant, une fusion des descripteurs introduits dans cette thèse pourrait être éva-
luée sur des images de fleurs.
L’approche morphologique d’extraction de nervures est générique et applicable à tout type
de réseaux. Une approche similaire a permis la détection de vaisseaux sanguins rétiniens
dans une image [Wal03] (cf. Figure 6.2). Elle pourrait également être transposée pour obte-
nir la nervation alaire d’insectes à partir d’images similaires à celle de la figure 6.2.
Figure 6.2 – vaisseaux rétiniens et nervation alaire chez les insectes
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Perspectives
L’étude de la feuille comme organe unique pour l’identification pourrait être étendue
de deux manières :
– 1- Photographies de feuilles avec un fond naturel
Nous avons considéré dans cette thèse des images de feuilles prises sur un fond
uniforme. Une extension possible de notre approche serait d’associer une méthode
de segmentation robuste pour pouvoir identifier l’espèce à partir des photographies
de feuilles. Ceci permettra l’utilisation du système d’identification par un plus grand
nombre d’utilisateurs.
– 2- Représentation plus complète de la feuille
La micro-texture de la feuille n’est représentée dans notre travail que dans le scénario
eASCPS PC d’une façon locale dans le voisinage de chaque point saillant. Il serait
judicieux de compléter la description existante de la feuille (contour, points saillants
et nervures) par un descripteur global de texture. Une approche de type LBP (Local
Binary Pattern) semble être prometteuse [WR08, RWZ12]. Ce nouveau descripteur
pourrait être fusionné avec nos descripteurs.
De plus, de nouvelles stratégies de fusion précoce et tardive pourraient également
être étudiées et comparées.
L’identification multi-organe et les données textuelles
Il est à noter que les botanistes utilisent aussi l’information fournie par d’autres organes
par la requête multi-organe [GBB+12] quand la donnée de la feuille ne permet pas de dé-
terminer l’espèce végétale. Dans le cadre du projet Pl@ntNet, des collectes de données ont
été effectuées afin de construire une base qui comporte des images de différents organes
d’arbres (feuille, fruit, fleur, écorce et rameau) [GJB+13].
Il serait judicieux de combiner les résultats obtenus sur les feuilles avec ceux obtenus sur
d’autres organes pour conforter l’identification.
De plus, des connaissances statistiques sur la localisation des espèces par rapport aux don-
nées terrain (GPS, nature du sol, etc.) pourraient être prises en compte lors du processus
d’identification.
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Nous consacrons cette annexe pour reporter les résultats d’extraction des nervures sur
la base Flavia. Une image par classe est montrée.
Les nervures principales et secondaires sont généralement extraites avec une bonne
précision. Une partie des nervures tertiaires est également extraite pour certaines classes.
Le nombre de faux positifs est relativement faible et dépend du contraste des nervures et
de la qualité des images. Quand celle-ci est bonne, la précision d’extraction est élevée avec
une absence quasi-totale du bruit, c’est le cas par exemple des images de la classe #24.
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Identification d’espèces végétales par une description
géométrique locale d’images de feuilles
Sofiene MOUINE
RESUME : L’identification d’une plante se base généralement sur l’observation de ses
organes. Nous avons utilisé l’analyse d’images pour élaborer un processus de reconnais-
sance automatique de l’espèce végétale à partir de la donnée d’une image de feuille.
La forme de la feuille est représentée par des descripteurs triangulaires multi-échelle locaux
associés aux points échantillonnés sur le contour. Une représentation dérivée du contexte
de forme (Shape Context) décrit ses points saillants. La nervation est extraite avec des ou-
tils morphologiques et le réseau de nervures est décrit par ses directions principales et sa
répartition spatiale dans le contexte de la surface de la feuille.
Les évaluations montrent que nos approches permettent une bonne d’identification de l’es-
pèce végétale et que la fusion tardive des descripteurs augmente sa précision.
MOTS-CLEFS : identification des espèces végétales, descripteur de forme 2D, représenta-
tion triangulaire multi-échelle, contexte de forme, mise en correspondance locale, fusion
tardive.
ABSTRACT : Plant species identification is based on the observation of its organs and
mostly on visual criteria. This enables the use of computer vision and pattern recognition
techniques for developing an automatic recognition process of the plant species from a leaf
image. The shape of the leaf is represented by local descriptors based on multi-scale trian-
gular representations associated to a set of points sampled on the contour. A shape context
based representation describes its saillant points. The venation is extracted by detecting
elementary linear structures with morphological tools and described by its main directions
and its spatial distribution in the context of the leaf boundary. Evaluations show that our
approaches identify the plant species of the leaf in most of the cases and that the late fusion
of the proposed descriptors improves the identification process.
KEY-WORDS : plant species identification, 2D shape descriptor, multi-scale triangular
representation, shape context, local features matching, late fusion.
