






at BEBC [33]. It is
the first example of a
D∗+ → (D0→K−pi+)pi+
decay where the evid-
ence is based on the
complete identification
of the final state. One
important factor in
the identification is the
ionisation energy loss,
which gives kaon tracks
at low momenta a lar-
ger thickness than pion
tracks and, for instance,
directly hints at the
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Open charm production in deep-inelastic scattering has been studied with the
ZEUS detector in collisions between 27.5 GeV positrons and 820 GeV protons
at the HERA storage ring. The decay of D∗(2010)± mesons has been ob-
served in the 1995 data set by reconstructing the daughter particles of the
decay mode D∗+ → (D0→K−pi+)pi+s (and the charge-conjugated channel) in
the central tracking detector (CTD). In the course of this work, a new an-
alysis program shell (EZ) has been developed, which simplifies especially the
study of individual particles and their decays. Furthermore, the potential of
the ionisation energy loss (dE/dx) in the CTD for particle identification has
been studied in detail.
In the restricted region of the D∗ phase space, 1.5 < p⊥D∗ < 10 GeV
and |ηD∗ | < 1.5, the integrated cross-section for D∗ production has been
measured to be 9.11 ± 0.63 +0.55−0.50 nb for the kinematic range y < 0.7 and
1 < Q2 < 600 GeV2, and 5.24 ± 0.42 +0.45−0.40 nb for 5 < Q2 < 100 GeV. Differen-
tial cross-sections have been measured as functions of Q2, W , p⊥D∗ and ηD∗ ,
and are compared to NLO predictions of perturbative QCD. The good agree-
ment observed permits use of the NLO calculation for the extrapolation of the
measured cross-sections to the full phase space, allowing the determination of
the charm contribution F c2 (x, Q
2) to the proton structure function F2, where
x is the Bjorken scaling variable. For fixed Q2, F c2 has been found to rise rap-
idly as x→0. NLO predictions for F c2 , based on the gluon density g(x, Q2)
in the proton as determined from the scaling violations of F2, agree with the













Messung der D∗±-Elektroproduktion bei HERA
Die Erzeugung charmanter Teilchen in tiefunelastischer Streuung wurde mit
dem ZEUS-Detektor beim HERA-Speicherring untersucht. Im Datennah-
mejahr 1995 stießen hier Positronen mit einer Strahl-Energie von 27.5 GeV
auf Protonen mit einer Energie von 820 GeV. D∗(2010)± Mesonen wur-
den nachgewiesen durch Rekonstruktion der Tochterteilchen aus dem Zerfall
D∗+ → (D0→K−pi+)pi+s (und dem ladungskonjugierten Kanal) mittels des
zentralen Spurdetektors (CTD). Zu diesem Zweck wurde fu¨r die Ereignisana-
lyse eine neue Programmumgebung (EZ) geschaffen, welche die Untersuchung
von Einzelteilchen und ihrer Zerfa¨lle erleichtert. Besonderes Augenmerk galt
der Nutzbarmachung des spezifischen Ionisationsverlustes dE/dx zur Hadron-
Identifikation.
In einem begrenzten Bereich des D∗ Phasenraums, 1.5 < p⊥D∗ < 10 GeV
und |ηD∗ | < 1.5, wurde der Wirkungsquerschnitt fu¨r D∗ Produktion gemes-
sen. Er betra¨gt 9.11 ± 0.63 +0.55−0.50 nb fu¨r y < 0.7 und 1 < Q2 < 600 GeV2,
bzw. 5.24 ± 0.42 +0.45−0.40 nb fu¨r 5 < Q2 < 100 GeV. Differentielle Wirkungsquer-
schnitte wurden als Funktion von Q2, W , p⊥D∗ und ηD∗ gemessen und werden
mit Vorhersagen der perturbativen QCD in na¨chstfu¨hrender Ordnung (NLO)
verglichen. Die gute U¨bereinstimmung zwischen Messung und Vorhersage ge-
stattet, diese zur Extrapolation der gemessenen Wirkungsquerschnitte auf den
gesamten D∗ Phasenraum heranzuziehen. Auf diese Weise konnte der char-
mante Beitrag F c2 zur Proton-Strukturfunktion F2 als Funktion von Q
2 und
Bjorken-x bestimmt werden. Bei festem Q2 zeigt F c2 einen steilen Anstieg fu¨r
x → 0. Die auf der Bestimmung der Gluondichte g(x) aus des Skalenver-
letzung von F2 beruhenden NLO-Vorhersagen sind in U¨bereinstimmung mit
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B. Straub, and N. Pavel
LUMI . . . . . Luminosity monitor
MC . . . . . . . Monte Carlo
mip . . . . . . . Minimum Ionising Particle
MOZART . Monte Carlo for ZEUS
Analysis, Reconstruction and
Trigger
MRS . . . . . . Martin, Roberts and Stirling
MRRS . . . . Martin, Roberts, Ryskin and
Stirling
MS . . . . . . . Modified Minimal Subtraction
renormalisation scheme
NC . . . . . . . Neutral Current
NEG . . . . . Non-Evaporable Getter
NLO . . . . . . Next-to-Leading Order
NMC . . . . . New Muon Collaboration,
former experiment at CERN
OPAL . . . . Omni-Purpose Apparatus
at LEP
PACS . . . . . Physics and Astronomy
Classification Scheme
PAI . . . . . . . Photon Absorption Ionisation
PDF . . . . . . Parton Distribution Function
PDG . . . . . Particle Data Group
PETRA . . . Positron-Elektron-Tandem-
Ring-Anlage
PGF . . . . . . Photon–Gluon Fusion
PIA . . . . . . Positron Intensity
Accumulator
PMT . . . . . Photomultiplier Tube
QCD . . . . . Quantum Chromo-Dynamics
QED . . . . . Quantum Electro-Dynamics
QPM . . . . . Quark Parton Model
RAPGAP . ‘Rapidity Gap’, Monte Carlo
program for the simulation of
ep scattering
RCAL . . . . Rear Calorimeter
RF . . . . . . . Radio Frequency
RSAM . . . . Rear presampler
RTD . . . . . . Rear Tracking Detector
SCSN-38 . . A brand of polystyrene
scintillator
SGI . . . . . . . Silicon Graphics Inc.,
a workstation maker
SINISTRA Electron finder by R. Sinkus
SLAC . . . . . Stanford Linear Accelerator
Center
SLT . . . . . . Second Level Trigger
SRTD . . . . Small angle Rear Tracking
Detector
TASSO . . . Two Arm Spectrometer
Solenoid, former PETRA
experiment
TLT . . . . . . Third Level Trigger
TPM . . . . . Triple Port Memory
VCTRAK . VXD & CTD Track recon-
struction package
VFN . . . . . . Variable Flavour Number
scheme
VXD . . . . . Vertex Detector
ZARAH . . . Zentrale (or ZEUS) Rechen-
anlage fu¨r HERA-Physik
ZEBRA . . . Data management system
ZEPHYR . ZEUS Physics Reconstruction
Program
ZEUS . . . . . A detector at HERA
(‘Z earch to Elucidate
Underlying Symmetry’)
1 Introduction
In 1964 Bjørken and Glashow [32] introduced on grounds of symmetry a new
quantum number, which they called charm, and postulated the existence of a
charmed meson doublet D and a charmed strange meson singlet S (later called
F, then D+s ). This hypothesis did not only extend the quark model [99, 103,
206] towards greater symmetry between quarks and leptons, it also provided
a natural explanation (the GIM mechanism [106]) for the observed selection
rules of the weak interaction, namely the nonobservation of flavour-changing
neutral currents in kaon decays. When a narrow resonance at 3.1 GeV was
found in 1974 at BNL [17] and at SLAC [18] (which lead to the discovery of
further, closely related states), it soon became clear that the particle called ‘J’
or ‘ψ’ can be identified with the postulated orthocharmonium vector meson
‘φc’ (notation of Ref. 100). In the following years, most states of the pseudo-
scalar and vector SU(4) hexadecuplets were found and their masses and many
of their decay fractions were measured. Charm spectroscopy is still an active
field, with the main issues being the search for rare decay modes beyond the
tree level, which could indicate new physics through CP violation or flavour-
changing neutral currents, and the search for DD mixing, which in the stand-
ard model is expected to be much smaller than for kaons or B mesons [104].
The charm quark, having a (scheme-dependent) mass of mc ∼ 1.5 GeV, is
much heavier than u, d and s quarks. The large mass provides a hard scale for
the scattering, equivalent to a spatial scale of r = 1/mc ∼ 0.1 fm. This scale is
small compared to the proton radius of 0.8 fm; therefore, charm production in
deep inelastic scattering is characterised by two hard scales, Q2 and mc. Ow-
ing to their large mass, charmed particles are almost exclusively produced at
the vertex of the hard interaction and not within the soft fragmentation. In
deep inelastic scattering, the leading charm production mechanism is photon–
gluon fusion (PGF) [4], which relates F c2 , the contribution of charm produc-
tion to the proton structure function F2, directly with the gluon density in the
proton; therefore the comparison of F c2 , as determined in this analysis, with
theoretical calculations based on the gluon density, which has been extracted
through a QCD analysis of the F2 scaling violations, provides an important
consistency test of perturbative QCD.
The presence of charm photoproduction at HERA was established soon
after the collider commenced operation in 1992 [82, 139]. Data collected in
1994 permitted for the first time the measurement of differential cross-sections
for charm production in deep inelastic scattering at HERA and a determin-
ation of the charm contribution to F2 [4]. The analysis of charm production
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in deep inelastic scattering presented in this report was performed using the
data taken with the ZEUS detector in 1995. The data sample is about twice
as large as that used before.
Charmed mesons (D0, D∗(2010)+ and charge conjugates) are reconstructed
from charged tracks recorded in the central tracking chamber. A concentrated
effort has been made to incorporate in this analysis not only the spatial infor-
mation but also the ionisation loss (dE/dx) measured in the chamber, so that
the detection of charmed mesons can be improved by means of particle identi-
fication. Hence a major part of this thesis is devoted to the discussion of the
performance of the tracking chamber.
2 Charm in Deep Inelastic Scattering















The scattering process between a lepton and a proton can be described by
the exchange of an electroweak current.† The leading process is the exchange
of a single boson, which may be a γ or Z (neutral current, NC) or a W±
(charged current, CC). In this analysis, inelastic neutral current collisions are
studied, as illustrated in Fig. 2.1. P and k are the 4-momenta of the incid-
ent particles, k′ is the 4-momentum of the outgoing electron‡, and q = k − k′
the 4-momentum of the boson exchanged. Since q is spacelike, one defines by
Q2 ≡ −q2 the negative value of the photon virtuality, which is a measure of
the transverse spatial resolution§ ∆ ∼
√
1/Q2 with which the electron probes
the proton. At Q2 ≈ 0 a quasi-real photon collinear with the incident elec-
tron strikes the proton—a regime hence called photoproduction; in that case,
the electron escapes the central detector through the beampipe. For Q2 values
above 1–3GeV2, however, the scattered electron is observed in the main calor-
imeter. This type of collision is denoted as electroproduction or deep inelastic
scattering (DIS).
Let the initial electron energy in the proton rest frame be Ee, and E
′
e after
the scattering; then the energy transferred to the proton of mass mp is ν ≡
Ee−E′e = (P · q)/mp. The proton mass is the minimum value for the mass W
of the outgoing hadronic system,
† For a general introduction and an overview over various aspects of HERA physics see, for
instance, Wolf [201].
‡Here and in the following, the word ‘electron’ is used as a generic term for both, electrons
and positrons.
§ Whenever appropriate, units have been chosen so that ~ = c = 1 and ε0 = µ0 = 1.
Otherwise the notation generally follows the IUPAP recommendations [71].
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The scaling variable x has been introduced by Bjorken [31]. In the na¨ıve quark
parton model (QPM), the electron scatters elastically off one of the independ-
ent constituent partons (quarks) of the proton and x is the momentum fraction
of the proton carried by the struck quark in a reference frame where the pro-
ton is very fast (‘infinite momentum frame’). In this picture, the struck quark
emerges from the proton forming a so-called current jet, which balances the
transverse momentum of the scattered electron, whereas the proton remnant,
consisting of partons not involved in this interaction, emerges in the direction
of the proton beam. In the proton rest frame, the quantity
y ≡ P · q






, νmax ≈ 48TeV ,
approximates the momentum fraction of the electron transferred to the pro-
ton, where s = (P + k)2 is the square of the ep centre of mass energy. For
fixed s, the values of any two of the invariant variables Q2, W 2, x and y are
sufficient for determining the kinematics of the scattering process.
Figure 2.2 shows the kinematic range covered by deep inelastic scattering
at HERA in comparison with fixed target experiments: values of x (and Q2)
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have been reached that are by a factor of hundred lower (more than a factor
of ten higher) than attained previously.
2.2 Proton Structure
The differential Born cross-section for neutral current deep inelastic ep scat-
tering (ep → e′X) can be expressed in leading order standard electroweak













where α is the electromagnetic coupling constant and the +(−) sign ap-
plies to e−p (e+p) scattering. The functions Fi are superpositions of the 8
structure functions F1,2 (purely electromagnetic), G1,2,3 (γZ interference) and
H1,2,3 (purely weak), where the magnitudes of the relative contributions of
(Fi, Gi,Hi) are governed by (1, χZ, χ
2
Z), respectively. The quantity χZ is given
by a function of the weak mixing angle θW and the ratio of the photon and Z
propagators,
χZ ≡ χZ(Q2) = 1




Inverting (2.2) one finds that at Q2 ∼ 21 000 GeV2 the electromagnetic, weak
and interference terms have the same weight [35], while at Q2 ∼ 1000 GeV2
weak interactions contribute to only ∼ 1% of the cross-section.
This analysis is restricted to a kinematic region where χZ  1, so that the
parity violating F3 contribution and the remaining contributions from Z ex-
change and γZ interference are small corrections (δ3, δZ) to the electromagnetic
cross-section. QED radiative corrections can be factorised in the leading log
approximation (LLA) and are accounted for by another correction δR ; they
are mostly related to radiation from the electron line of Fig. 2.1 owing to the
small electron mass. Their effect on measured cross-sections depends on the
sensitivity to radiation of the method used to reconstruct the event kinemat-
ics.
The cross-section contribution from the exchange of longitudinally polarised
photons is described by the structure function FL ≡ F2 − 2xF1. In the kin-
ematic range studied, the contribution from the FL term is small according to
QCD. It will be represented by the correction δL. The corrections δ3,L,Z,R are
assumed to be (approximately) independent of F2 and of each other, so that






[1 + (1− y)2]F2(x,Q2) (1∓ δ3 − δL)(1− δZ)(1 + δR) . (2.3)
O. Deppe, D* Electroproduction
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If all constituents of the proton had spin 1/2, as is the case in the quark–par-
ton model (QPM), only transverse photons would couple to the proton and
FL would vanish, so that the Callan–Gross relation [59], F2 = 2xF1, holds.
In the QPM, the electron scatters elastically off one of the pointlike quarks,
so that the scattering process and the structure functions depend only on a
single parameter, x. This scaling hypothesis was shown to approximately hold
in fixed-target ep scattering experiments for x & 0.1 (first seen at SLAC [46]).
These experimental observations strongly suggested that nucleons are made
of charged pointlike constituents, called quarks, which had been postulated
by models describing elementary particle phenomenology [103, 206]. Logar-
ithmic scaling violations observed at fixed-target deep inelastic scattering ex-
periments [65, 97] and the observation that charged partons carried only half
of the nucleon momentum [88] suggested the radiation of a strongly interact-
ing field quantum, the gluon, and led to the formulation of quantum chromo-
dynamics (QCD), the gauge theory of the strong interaction [99, 155]. Dir-
ect evidence for gluon radiation was provided by the observation of three-jet
events in e+e− annihilation at PETRA [45].
In QCD, the interaction between quarks is mediated by the exchange of
gluons, which couple to the colour charges of quarks and gluons. The quarks
in the proton may radiate and absorb gluons, which in turn can split into
quark–antiquark or gluon pairs. With decreasing wavelength of the probing
photon, i.e., with increasing Q2, more and more of these fluctuations can be
resolved. The observed scaling violations are closely related to the gluon dy-
namics inside the proton: for large x there is a depletion of quarks at high Q2
due to gluon bremsstrahlung, whereas at small x the number of quarks and
antiquarks increases as a result of gluon splitting (cf. Fig. 2.3).
To the probing electron the monochromatic proton beam looks like a beam
of partons with a broad momentum spectrum, which is described by the parton
distribution functions (PDFs) fi/p(x, µ
2) of the proton, where 1/µ is the spa-
tial resolution with which the proton is viewed. The ep scattering cross-section
σep can be expressed as the incoherent sum of electron–parton cross-sections











This is known as the factorisation theorem of perturbative QCD. The factor-
isation (or mass) scale µ2F provides the dividing line between what is considered
as the long-range inner dynamics of the proton (fi/p) and the short-range dy-
namics of the lepton–parton interaction (σei); it can in principle be chosen
arbitrarily without changing the physical cross-section. Choosing µ2F ≡ Q2
puts all fluctuations into the parton distribution, so that σei reduces to the
Born graph (eq→eq in zeroth order of the strong coupling constant αs); in




















































x bin i a constant
ci ≡ 0.6 (i − 0.4)




that case, F2 is a simple function of the densities of quarks and antiquarks







The initial parton distributions cannot be derived from first principles and
must be obtained from experiment. The electron–parton cross-sections, on the
other hand, can in principle be calculated perturbatively as an expansion in
the coupling constant αs, which itself depends on the renormalisation scale
µ2R, i.e., the characteristic energy scale (e.g. Q
2 in DIS, p⊥ of partons). In first







where nf is the number of active quark flavours with a mass less than the en-
ergy scale. One sees that for µ2R →∞ (short distances) the coupling strength
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vanishes, so that the partons behave as free particles (asymptotic freedom),
whereas for µ2R → 0 (long distances) the coupling grows beyond all bounds
(confinement). The parameter ΛQCD determines the scale at which coupling
becomes so large that confinement sets in. From the size of the proton its
order of magnitude can be estimated to be ΛQCD ∼ 1/0.8 fm = 0.25 GeV;
its actual value depends on nf and on the renormalisation scheme used, and
varies within 0.1–0.5 GeV.
One can ascribe all parton dynamics to the parton distributions entering
(2.4) by setting µ2F ≡ Q2 ; however, it is not possible to describe the dynamics
perturbatively down to an arbitrarily small scale µ2F. The calculation of the
matrix element in O(αs) for eq scattering, for instance, allows for the emis-
sion of a hard gluon, but must exclude the phase space below a certain min-
imum p⊥ of the radiated gluon; the collinear divergences below the minimum
p⊥ have to be factorised into the PDFs. There is no unique way of handling
the absorption of divergences of the matrix elements into the PDFs for all
processes to all orders and therefore the PDFs depend on the choice of the
renormalisation scheme. Conceptually, the structure function F2 results from
a summation to all orders and does not depend on the choice of the renormal-
isation scheme; the actual calculations however are of finite order and thereby
a renormalisation scheme dependence of the calculated F2 is introduced.
The parton distributions for a fixed, low value of µ2F = Q
2
0, give a picture
of how the proton looks like when probing it with poor spatial resolution; in
this regime one sees predominantly the scattering on the valence quarks. The
parton distribution can be evolved to µ2F = Q
2 > Q20 by allowing for the
possibility of partons to radiate or split. The probability of finding a parton i
emerging with a momentum fraction z from a parton j when the scale changes










2 + (1− z)2] , Pgg(z) = 6[ z1−z + 1−zz + z(1− z)] .
Then the evolution of the (anti-) quark (qi) and gluon (g) densities can be










































This formalism is known as DGLAP evolution [11, 86, 109, 110]. The coupled
equations can be solved numerically for any value of (Q2, x > x0), if input
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Fig. 2.4 Parton momentum densities of the MRSA set as a function of x at low and
at high values of Q2 [151]. Note that the gluon density has been scaled down by a
factor of ten for this diagram.
distributions are provided for a fixed value Q = Q20 for all x larger than a
starting value x0.
There are, in general, two different approaches for the determination of the
PDFs: global fits of rational functions to the data, which are the parton dens-
ity functions defined at a starting scale Q20 and evolved to higher Q
2 using
the DGLAP formalism. This procedure was chosen by Martin–Roberts–Stirl-
ing (MRS) and by the CTEQ collaboration. The other approach is based on
a model that starts from a valencelike input distribution at very low Q2 and
predicts F2 at larger values of Q
2 via QCD evolution, as adopted by Glu¨ck–
Reya–Vogt (GRV).
The MRS parametrisations of the parton momentum density functions xfi
are of the form
xfi(x) = Ai x
λi(1− x)ηi(1 + εi
√
x + γix) ,
where Ai, λi, ηi, εi, and γi are free parameters, except for restrictions given
by flavour and momentum sum rules. Figure 2.4 shows as an example the
parton momentum densities of the MRS A parametrisation [151], which has
been obtained using the next-to-leading order (NLO) DGLAP equations in
the MS renormalisation scheme at a starting scale of Q20 = 4 GeV
2. Similar
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results were obtained by the CTEQ collaboration, who used essentially the
same form for the parton distributions and chose Q20 = 2.56GeV
2 as a starting
scale for their CTEQ 4 parametrisation [142]. The input data include, besides
fixed-target data, the 1993 F2 measurements from HERA. The most striking
feature is the steep rise of F2 observed at HERA, leading to rapidly rising
parton momentum densities for x → 0.
Glu¨ck–Reya–Vogt [107] started from a very low scale of Q20 = 0.34GeV
2. In
the regime of the starting scale, the sea quarks and gluons follow the valence







xs(x,Q20) = 0 .
With increasing Q2, non-valencelike sea quarks and gluons are produced dy-
namically through DGLAP evolution.
The ZEUS collaboration chose an input scale of Q20 = 7GeV
2 for their NLO
fits to the ZEUS data [43, 81] and used a functional form similar to that of
Martin–Roberts–Stirling for parametrising the gluon momentum density, the
singlet quark momentum density and the density difference between up and
down quarks,
xg(x, Q20) = Agx
δg(1− x)ηg(1 + γgx) ,
xS(x,Q20) = Asx
δs(1− x)ηs(1 + γsx + εs
√
x) = 2x(u¯ + d¯ + s¯) ,
x∆(x,Q20) = A∆x
δ∆(1− x)η∆ = x(u + u¯)− x(d + d¯) .
The input distributions for the valence quarks were taken from the MRS D′−
set [150], which is based on fits to pre-HERA data. Strange quarks were as-
sumed to contribute 20% at Q2 = 4 GeV2. The evolution was done with three
active quark flavours, whereas the charm contribution was calculated in NLO
from photon gluon fusion (PGF); beauty quarks were neglected. Fixed target
measurements from NMC were used for constraining the fit at large x. Fig-
ure 2.5 shows the fit result for the gluon momentum density xg(x) at a fixed
Q2 = 20 GeV2 in comparison with fits performed by the H1 and NMC ex-
periments and with the results from global QCD analyses of MRS, CTEQ
and GRV [108, 142, 149]. The error band shows the combined statistical and
systematic uncertainty, which includes variations of the charm quark mass mc
and the strong coupling constant αs. A strong rise is seen with decreasing x.
All parametrisations are in good agreement within the uncertainties (∼ 15%
at x = 5 × 10−4), except for GRV 94 HO, which for x < 10−3 is steeper than
the other distributions.
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2.3 Identification of Charm
The aim of this analysis is the determination of the contribution from charm
production in deep inelastic scattering. When looking for charm in the had-
ronic final state, one distinguishes between the production of open or naked
charm, where the charm quarks fragment into charmed hadrons, and hidden
charm, where the charm quarks form a bound cc¯ state (e.g. J/ψ), which is
flavour-neutral. J/ψ mesons can cleanly be detected through their leptonic
decays into µ+µ− or e+e−, with a branching ratio of 6.0% for each chan-
nel [62]. They are copiously produced in elastic and diffractive processes,
since they carry the same quantum numbers as the photon. Their production
cross-section in PGF, however, is 20 times smaller than for open charm—
not only because the phase space is restricted by requiring the charm quarks
to be produced in a bound state, but also because the charm quarks have to
radiate away the colour charge of the initial gluon in order to form a meson,
whereas open charm quarks may carry any colour. D mesons have a comparat-
ively large production cross-section, but their branching ratios for all-charged-
particles decays are small.
Figure 2.6 shows the family of known D mesons. Mediated through strong
interactions, the heavier states immediately decay (widths of Γ ∼ 0.1–25MeV)
into the lighter D mesons plus another hadron or photon. The ground state
D mesons decay weakly into light particles with a lifetime of τ ∼ 10−12 s. If
















(preliminary) mc=1.3 - 1.8 GeV
(0.118±0.005)
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fits (taken from Ref. 52)













































































and the total angular
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qq system. Adapted
from Ref. 24, values
from Ref. 62.
their production vertex (typically by cτ ∼ 200 µm for pD = 3 GeV). Cur-
rently a micro-vertex detector is being constructed for ZEUS, which will help
recognising secondary vertices, providing a powerful tool for tagging charm
decays [168, 203].
Shortly after the discovery of the J/ψ and the ηc, Nussinov [156]—studying
their small mass difference—concluded that the mass difference between the
D∗ vector meson and the pseudoscalar D should be of the order of the pion
mass. If it was slightly larger, so he suggested, the presence of a slow pion in
the final state could serve as a distinctive signature for a D∗ decay and thus for
the presence of open charm. The first observation of the decay† D∗+ → D0pi+
was reported by Feldman et al . [91], who found the mass difference between
the D∗+ and the D0 to be, indeed, only slightly above the threshold of the
pion mass. The D∗± and D0 masses are [62]
mD∗± = 2010.0± 0.5 MeV and mD0 = 1864.6± 0.5 MeV , (2.5)
which implies that the kinetic energy of this decay is Q = 5.8 MeV. The pion
carries in the D∗ rest frame a momentum of only p∗pis = 39.6MeV and is justly
referred to as the ‘slow pion’. In order for the D∗ to be reliably detected in
†Due to the charge conjugation symmetry of the strong interaction, charge conjugation is
implied in the following and everything stated for the D∗+ meson applies to the D∗− analog-
ously.








































Approximate branching ratios for the
fragmentation of charm quarks into
charmed baryons and mesons
the ZEUS detector, the momentum of the slow pion transverse to the beam
needs to be p⊥pis & 0.1 GeV, corresponding to a D
∗ transverse momentum
of p⊥D∗ & 1.3 GeV.
† The slow pion hence not only carries the charge of the
decayed D∗—also their directions of flight are strongly correlated with each
other and with that of the fragmented quark.
Since the low-momentum track of the pis can be reconstructed with better
accuracy than the tracks from the D0 decay, the D∗±–D0 mass difference is
more precisely known than the absolute D∗± and D0 mass values,
∆m ≡ mD∗± −mD0 = 145.397± 0.030MeV . (2.6)
The branching fraction for this decay mode is [62]
B(D∗+ → D0pi+s ) = 68.3± 1.4% .
Figure 2.7 shows the branching fractions for charm fragmentation as expected
from basic symmetry arguments. About 20% of the charm quarks are ex-
pected to fragment into D∗+ mesons; this has been confirmed by OPAL [3],
measuring a value of
f(c → D∗+X) = 22.2± 1.4± 1.4%
for charm fragmentation into D∗+ mesons. Although the expected D∗+ pro-
duction rate is about half of that for D0 mesons (and D0’s emerge also from
D∗+ decays), the detection of D∗+ is favoured due to the clear experimental
signature provided by the presence of the characteristic slow pion.
At HERA, charmed particles are produced predominantly in jets; therefore,
the particles arising from charm decays have to be recognised within a narrow
†This number has been estimated as follows: the D∗ transverse momentum will be con-
sidered large enough if the probability for the outgoing slow pion to have p⊥pis & 0.1 GeV
is larger than 50%. This holds if p⊥D∗ is large enough to allow a slow pion to be re-
constructed that emerges at a decay angle θ∗pis = 90
◦, where θ∗pis is the angle between
the D∗ direction of flight and the slow pion trajectory in the rest frame of the D∗. In
this case ED∗/mD∗ = Epis/E
∗
pis = (mpis ⊕ 100 MeV)/(mpis ⊕ 39.6 MeV) ≈ 1.18, yielding
pD∗ ≈ 1.27 GeV. In the worst case of θ∗pis = 180◦, a D∗ momentum pD∗ > 2.2 GeV is required
to obtain ppis > 0.1 GeV.








The photon–gluon fusion process in lowest order
group of several other particles. For this reason, the lowest multiplicity decay
of the D0 into charged particles, D0 → K−pi+,† has been chosen for this study.
Its branching ratio [62],
B(D0 → K−pi+) = 3.85± 0.09% ,
is about half of that of the 4-prong decay D0 → K−pi+pi+pi−, but the back-
ground from misidentification and wrong combinations is substantially lower.
The total fraction of charm quarks that follow the described decay chain is
f(c → D∗+ → [D0→K−pi+] pis) = 0.584± 0.055% . (2.7)
2.4 The Charm Content of the Proton
The observation of charm in the final state of neutral-current DIS raises the
question of its origin. Possible sources are:
– Flavour excitation. One of the charm quarks of a g→cc¯ fluctuation (charm
sea) receives a large momentum transfer, so that the pair cannot recombine;
the other charm quark remains roughly collinear with the proton remnant.
– Photon–gluon fusion (PGF) [135]. The photon couples with a gluon of the
proton via a virtual charm quark (see Fig. 2.8). This situation is kinemat-
ically much different from the flavour excitation, because the outgoing c
and c quarks are back-to-back in the photon–gluon rest-frame. At small x,
†Also for the D0 charge conjugation is implied. It should be noted that electroweak CP
violation is expected to be small in the DD system. The rate of ‘wrong sign’ decays D0 →
K+pi− has been measured to be B(D0 → K+pi−)/B(D0 → K−pi+) = 0.31 ± 0.11% [112],
originating predominantly from doubly Cabibbo suppressed decay modes.
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PGF is expected to dominate the charm production due to the large gluon
content in the proton.
– Diffractive charm production [55]. The photon fluctuates into a cc¯ pair.
One of the charm quarks scatters diffractively off the proton via multi-gluon
exchange.
– Fragmentation [173]. Here charm quarks are not directly involved in the
hard scattering process, but emerge from gluon splitting in the parton
shower. At LEP the average number of gluons per hadronic Z0 decay that
split to cc¯ was found to be about 2.3% [8]. Since the typical jet energies are
much lower at HERA than at LEP (except for the proton remnant), the
suppression of charm production in fragmentation by the large mass of the
charm quark can be expected to be even stronger.
– Intrinsic charm [51]. It has been suggested [50] that at very large values
of x (x & 0.1) charm production at HERA is dominated by an intrinsic
component, that is, by a certain probability of the proton to be in a Fock
state that contains a cc¯ pair, |p〉 = α |uud〉+β |uudcc¯〉+ · · · . Intrinsic charm
would be emitted in DIS in the very forward, proton-beam direction and
may be observable in the ZEUS forward plug calorimeter [204], which has
been installed recently.
– Beauty decays. Charm quarks can also result from the decay of b quarks.
At the Q2 values of this analysis, beauty production is estimated to be
suppressed due to the large b mass by a factor of ∼ 50 relative to the cross-
section for charm production [76]. Observation of open beauty production
at HERA was recently reported [113, 200].
Since the charm quark mass† is larger than the proton mass, the treatment
of c quarks as partons inside the proton is not straightforward.‡ Considering
that the spatial resolution of the virtual photon is given by
√
1/Q2 , the scale
at which charm production should become visible is Q2 & 4m2c . Their pro-
duction is kinematically allowed as soon as the centre-of-mass energy sˆ of the
photon–gluon system in the PGF process reaches 2mc. In the fixed flavour
number (FFN) scheme charm is treated like the production of other massive
particles, that is, it appears only as a part of the final state and is not part of
the DGLAP evolution (nf = 3). For Q
2  m2c however, terms O(m2c/Q2) be-
come small and charm could be treated as any other flavour in the DGLAP
†The charm quark mass mc is not exactly known—not even unambiguously defined. Its
value depends on the scheme used for extracting it from the observed charmonium and
D meson masses. In the MS scheme, mc is a scale-dependent ‘running’ mass with a value of
m¯c(mc) ≈ 1.1–1.4 GeV [62]. This corresponds to a mass value of mPc ≈ 1.2–1.9 GeV at the
pole of the charm quark propagator. For free particles, the pole mass equals the observable
mass.
‡Conventionally, partons are assumed to have zero mass.
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formalism. In the variable flavour number (VFN) scheme the number of act-
ive quark flavours is nf = 3 below a threshold of Q
2 < µ20 ; for larger Q
2, charm
is included as an active flavour (usually as a massless parton). If the perturba-
tion series were calculable to all orders, both schemes would be equivalent. In
practice the calculation can only be carried out for a few leading terms (LO
or NLO), imposing scale dependencies on the results.
While the hard scattering process is described in terms of quasi-free par-
tons, the final state particles observed in the detector are hadrons (or leptons
from hadron decays). The formation of hadrons from partons cannot be cal-
culated perturbatively, but must be described by phenomenological models.
The process is called fragmentation, since an outgoing hadron h carries only a
fraction of the parton momentum k.† The probability density for h to have a
share z ≡ ph/k of the initial parton momentum can be described by fragment-






dz zDh(z) = 1 .
An outgoing quark is likely to form a meson if there is an antiquark with a
similar velocity. Pulling a light quark with similar velocity from the vacuum
costs only a small fraction of the heavy quark’s energy; accordingly for low
momenta (p2⊥ ∼ m2c), the fragmentation of the heavy quark is expected to be
hard, meaning that the momentum of the final state charm meson is close to
that of the initially outgoing heavy quark. This feature is expressed by the
function of Peterson et al . [159],
D(z) =
N
z [1− 1/z − εP/(1− z)]2
,
where N serves for the normalisation and εP is the momentum hardness par-
ameter, whose value depends on the heavy quark mass, the meson species
(esp. its spin), the production process and the energy range (owing to radi-
ative corrections). Leaving εP and the normalisation as free parameters, the
measured scaled momentum distributions at low energies can be well described
by this functional form (see Figure 2.9). At larger momentum (p2⊥  m2c), the
heavy quark can radiate a substantial amount of its energy before dressing
up as a meson; here the fragmentation is described more adequately by a
convolution of the nonperturbative function with a perturbative evolution. It
depends on the factorisation scheme, to what extent the gluon radiation is ac-
counted for by perturbative calculations or assigned to the nonperturbative
†The last, highly nonperturbative phase of the fragmentation process, in which a parton
transforms into a hadron, is called hadronisation. Sometimes this term also is used as a
synonym for fragmentation, which includes the parton cascade evolving between the hard
process and the hadronisation.
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Fig. 2.9
Charm fragmentation in e+e−
scattering [62]. The cross-sections
for the production of D0 and D∗+
mesons at
√
s ≈ 10GeV are shown as
functions of the scaled momentum.
Fits of the Peterson functional form
to these distributions (overlayed
curves) yield hardness parameter
values of εP(D
0) = 0.135 ± 0.01 and
εP(D
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Fig. 2.10 Measured distributions of the D∗± scaled momentum in e+e− annihilation at
centre-of-mass energies
√
s = 91.2 GeV (OPAL), 34.2 GeV (TASSO), 29 GeV (HRS)
and 10.5 GeV (ARGUS), compared with LO and NLO calculations based on fits to
the OPAL data [30]. For separation, the data have been scaled by powers of 10.
contribution of the Peterson function; therefore also εP is scheme dependent
and must be determined from fits to the experimental data. Figure 2.10 shows
a comparison of LO and NLO calculations by Binnewies et al . [30] with data
from e+e− annihilation at various centre-of-mass energies. For all energies the
nonperturbative part is determined by the same set of (N, εP). The fragment-
ation becomes softer as one goes to higher energies; the change in shape is
reproduced by the perturbative evolution.
The correct choice of the εP value to be used for theoretical calculations
of cross-sections at HERA is not obvious. Fits of the type performed for
e+e− data have not been done for HERA yet. It is difficult to compare
HERA data with e+e− annihilation, because at HERA the energy scale
√
scc¯
















Example for the hadronisation through string
fragmentation near the charm production
threshold
(i.e., the effective mass of the cc¯ system) is not fixed and the momentum scale
z cannot be defined in the same way as at LEP.† For the calculations done in
the framework of this analysis, a value of εP = 0.035 was used. This value was
obtained by the OPAL collaboration from fits of their experimental data [7] to
a convolution of JETSET parton showers [177] with the Peterson formalism.
Recently Nason and Oleari [154] fitted a convolution of an NLO calculation
with the Peterson fragmentation function (a convolution quite similar to the
one used in this analysis [118]) and obtained for OPAL data a slightly softer
value of εP = 0.041, whereas for the ARGUS data, which lie at a value of√
scc¯ closer to the range at HERA, the fit resulted in εP = 0.036.
‡
It is still unclear to what extent colour drag effects towards the proton rem-
nant affect charm fragmentation at HERA. The cc¯ pair produced in PGF
carries the colour of the incoming gluon, so that the charm quarks cannot
fragment in isolation, but must have some colour exchange with other partons
of the proton. In the extreme case of production near threshold (W ∼ 4GeV),
the only possibility to produce open charm is to combine the charm quarks
with the valence quarks of the proton, leading to γ∗p → Λ+c D0. The Lund
string fragmentation model [177] allows for this situation by spanning colour
singlet strings (colour flux tubes) between the c and the c quarks and the par-
tons (or diquarks) in the proton, and letting the strings independently form
(decay into) hadrons, as illustrated in Fig. 2.11. The preference for c versus
c quarks in the formation of charmed baryons is strongly reduced as soon as
the quark sea of the proton becomes kinematically accessible; however, it still
could lead to an observable D∗+–D∗− asymmetry (anticorrelated to the Λ+c –
Λ−c asymmetry). Such an asymmetry was measured in fixed-target photopro-
duction at FermiLab [16, 98], where the ratios R ≡ ND∗−/ND∗+ = 1.15 ± 0.07
at 〈W 〉 ≈ 15 GeV and R = 1.13± 0.03 at 〈W 〉 ≈ 20 GeV were obtained in the
channel D∗+ → (D0→K0pi+) pi+. The Lund model describes the asymmetry
only qualitatively, not quantitatively [98], so that currently no conclusion can
be drawn as to how large an asymmetry should be expected at HERA.
† For a thorough discussion of these issues see Ref. 187.
‡This value of εP does not conflict with the value given in Fig. 2.9, which resulted from
the fit of plain Peterson fragmentation, which has not been convoluted with perturbative
calculations.
3 HERA and ZEUS
3.1 The Hadron-Electron Ring Accelerator
Fig. 3.1 View of DESY from an aeroplane approaching Hamburg airport from the
west [85]. The location of the HERA and PETRA storage rings is indicated by
the dashed outlines. While most of the other DESY buildings are encircled by the
PETRA ring, the HERA south hall with the ZEUS detector is situated off the
DESY main ground at the place marked with S, right beside the trotting course.
The HERA facility [60] is the world’s first electron–proton storage ring. It
was built at the Deutsches Elektronen-Synchrotron (DESY, see Fig. 3.1) in
Hamburg during the years 1984–91. In May 1992 data taking was started.
Figure 3.2 shows the layout of HERA and its pre-accelerator system. Pro-
tons and electrons are stored in separate rings of 6.3 km circumference loc-
ated twenty to forty metres under ground level. The proton and electron (or
positron) bunches are accelerated to 820 GeV and 27.5 GeV, respectively, and
circulate in opposite directions. Since a magnetic field of 4.68 T is needed
to keep the protons on their orbit, the proton ring is equipped with super-
conducting dipole magnets (see Fig. 3.3). Their development and fabrication
– 31 –
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Fig. 3.2 HERA and its pre-accelerator system [195, 196]
posed one of the major technical challenges of the HERA project. For the
electron ring conventional magnets producing a field of 0.15 T are used.
Electrons are produced directly by an electron gun, whereas positrons are
obtained from interactions of electron bremsstrahlung in a tungsten target
leading to e+e− pair production. After magnetic filtering and acceleration to
450 MeV in the linear accelerator LINAC II, the positrons (electrons) are
stored in the positron intensity accumulator (PIA), which compresses the
beam to bunches compatible with the time structure in HERA. When a cur-
rent of I ≈ 60 mA (1995: 30 mA) is accumulated, a bunch is injected into the
DESY II synchrotron and accelerated to 7.5GeV. The bunches are transferred
to the PETRA storage ring and from there injected at 12 GeV into HERA,
where they are accelerated to their final energy of 27.5 GeV.
Protons are produced from H− ions, which are accelerated to 50 MeV in
a LINAC. The H− ions strip off their electrons when they pass a thin foil
after entering the DESY III storage ring. Eleven bunches with a spacing of
96 ns suited for HERA are accelerated to 7.5 GeV. In the PETRA storage
ring 70 bunches are accumulated, accelerated to 40 GeV and transferred to
HERA, where they are accelerated to their final energy of 820 GeV. HERA
can be filled with up to 210 bunches each of electrons and protons; in nor-
mal running however, a fraction of the 210 positions are reserved for unpaired
bunches, where either the electron or proton position is left empty in order to
permit background studies. The clockwise circulating electrons are brought to
collision with the anticlockwise revolving protons at zero crossing angle in the
north and south halls of the ring, where the experiments H1 [2] and ZEUS
are installed.
As the electrons revolve in the field of the bending magnets, the electron
beam becomes transversally polarised by virtue of the Sokolov–Ternov ef-
fect [179], a small asymmetry in the electron spin flip amplitude between up
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Fig. 3.3 View of the HERA tunnel [84]. The superconducting magnets of the proton
storage ring are mounted above the conventional magnets of the electron ring.
and down polarisation. Near the interaction point of the HERMES experi-
ment [123] located in the east hall, spin rotators are installed, which turn the
transverse polarisation into longitudinal polarisation. Here the scattering of
longitudinally polarised electrons off a polarised gas jet target is studied. Hy-
drogen, deuterium and helium-3 are used in turn as the target; in this way
the spin-dependent structure functions of protons and neutrons, and thereby
the origin of the nucleon spin, can be investigated. In the fourth experimental
area, the HERA-B experiment [170] is being constructed, which will study
CP violation in the BB system. The B mesons will be produced in interac-
tions of protons with a tungsten wire target, which is put into the halo of the
proton beam.
Since the summer of 1994 HERA is operated with positrons instead of elec-
trons, because the electron beam lifetime was limited to typically 2–3 hours at
a maximum current of 25 mA. This limit is presumably due to electron cap-
ture by positive ions escaping from the getter pumps which are integrated in
the dipole magnets of the electron ring [83].† With positrons, higher currents
and larger lifetimes of typically 8 hours can be achieved. While the neutral
current cross section for not-too-large Q2 is hardly affected by this change, the
charged current cross section drops by a large factor (∼ 10 at Q2 ∼ 104 GeV2),
† In preparation for the 1998 data taking, where electrons instead of positrons were used, the
titanium ion getter pumps were replaced by non-evaporable getter (NEG) pumps.
O. Deppe, D* Electroproduction
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 HERA luminosity 1992-95






























Fig. 3.4 Integrated luminosities of the HERA ring in 1992–95 and the luminosity
accepted by the ZEUS detector after requiring good detector efficiency and off-line
quality of the data [169]. The parallel vertical lines in the upper right corner of the
right diagram mark the periods where the z position of the nominal vertex was shifted.
Table 3.1 HERA beam parameters of 1995 in comparison with the design values
HERA parameter Unit Design value 1995 value
e beam p beam e beam p beam
Injection energy GeV 14 40 12 40
Beam energy GeV 30 820 27.5 820
Centre of mass energy GeV 314 300
Filling time min 15 20 45 60
Maximum current mA 58 160 30 55
Number of bunches 210 210 184 178
Horizontal beam size (rms) mm 0.301 0.276 0.239 0.185
Vertical beam size (rms) mm 0.067 0.087 0.055 0.058
Longitud. beam size (rms) mm 8.0 110 8.0 110
Int. luminosity pb−1 y−1 35 12.5
because the electroweak current couples to different quark flavours and the
xF3 term in (2.1) changes its sign when using positrons instead of electrons.
It is planned to run HERA in future alternatively with polarised electron and
positron beams in order to achieve a precise measurement of the electroweak
couplings of light quarks [61].
As shown in Fig. 3.4, the integrated luminosity of HERA has strongly in-
creased since the start-up in 1992. Table 3.1 compares the values of the 1995
beam parameters with the design values. In 1997, integrated luminosities of
up to
∫
dt L ∼ 1 pb−1 per week were achieved and the peak luminosity value
was close to the design luminosity. An upgrade of the storage ring and the
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detectors is foreseen for the shutdown in 1999/2000 [171]. It is expected to
increase the luminosity by a factor of 3–5. The consequences for the physics
programme are discussed in Ref. 128.
3.2 The General Purpose Detector ZEUS
The ZEUS detector [126] has a size of 12 m× 11 m× 20 m and weighs 3600 t.
It is built and operated by a collaboration of more than 450 physicists from
51 physics institutes in 12 different countries. The stage-one assembly, shown
in Fig. 3.5, was completed in 1991. Since then the detector underwent several
modifications and extensions. Figure 3.6 gives an overview of the main com-
ponents of the ZEUS detector.† Those of the more than twenty components
which are important for this analysis are discussed below in more detail.
†Not shown in Fig. 3.6 is the rucksack, a three-storey container building parallel to the the
detector (hidden behind it in the upper right corner of Fig. 3.5). Here the read-out and
trigger electronics is accommodated in 126 water cooled racks, linked by a local area network
with the control room and the data storage.
Fig. 3.5 Stage-one assembly of the ZEUS detector [126]. The open yoke permits a
view on the modules of the uranium–scintillator calorimeter (CAL).
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Fig. 3.6 Longitudinal (top) and transverse (bottom) cut through the ZEUS detector.
The electron beam enters the detector from the left (top figure), the proton beam
from the right, determining the positive-z or forward direction. The forward–back-
ward asymmetry of the detector layout reflects the asymmetry of the electron and
proton beam energies. The nominal interaction point is surrounded by the inner de-
tector, which consists of the central tracking detector (CTD) and the forward and
rear tracking devices (FDET, RTD). The inner detector is enclosed by a supercon-
ducting solenoid providing a magnetic field of 1.43 T. Outside the coil, the uranium–
scintillator calorimeter is situated, which is divided into three segments (F/B/RCAL),
enclosed by an iron yoke with an embedded backing calorimeter (BAC ). Inner and
outer muon detectors (F/B/RMUI, B/RMUO) are attached to the yoke and form the
outermost layer of the active detector. In the forward direction a separate toroidal
muon tracking system is installed (FMUON). The small angle rear tracking detector
SRTD, the rear presampler RSAM, and the hadron-electron separator HES are not
shown in this picture; they are mounted on the RCAL front face. The C5 beam mon-
itor is installed in a collimator directly behind the RCAL. The VETO WALL, which
consists of iron plated with scintillator, is placed 3 m behind the RCAL in electron
beam direction.
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Fig. 3.7
GEANT simulation of the impact of an
electron in the electromagnetic calorimeter.
Dashed lines indicate the trajectories of all
particles; the electron comes from the left
with an energy of 26 GeV.
The ZEUS coordinate system [102, 124] is a right-handed orthogonal sys-
tem. Its origin is situated in the nominal interaction point, with the z axis
pointing in the direction of the proton beam; the y axis points vertically up-
ward† and the x axis to the centre of the HERA ring.
3.2.1 The Uranium–Scintillator Calorimeter (CAL)
Calorimeters in particle physics measure the energy of particles by their ab-
sorption in a medium that becomes ionised or excited in shower processes.
The ZEUS calorimeter [14, 58, 79] has been designed as a sampling calorim-
eter (Fig. 3.7), where absorber layers alternate with scintillator layers, which
are optically read out. Such a device is especially suited for the measure-
ment of high energetic particles: roughly speaking, every secondary process
halves the energies of the particles in the shower; therefore the material depth
needed to fully absorb the particle shower rises only logarithmically with the
energy; furthermore, the fractional resolution of the measurement improves
with rising energy as σE/E ∝ 1
/√
E , owing to the statistical nature of the
measurement.
Uranium is an advantageous absorber for hadron calorimetry, since it pro-
vides a high yield of spallation neutrons. These impart their energy to the
hydrogen nuclei of the scintillator. Together with an additional contribution
of photons from neutron capture in the uranium, this helps compensating the
signal loss that hadrons suffer from the loss of binding energy, nuclear fission
fragments and from undetected decay products (neutrinos and minimum ion-
ising muons). Electrons and photons do not suffer such losses as they interact
predominantly with the atomic electrons and not with the nuclei.
In the ZEUS calorimeter, depleted uranium‡ plates of 3.3 mm thickness,
†As HERA has been constructed with a slight tilt of the ring plane for easier tunneling, the
proton beam is inclined by roughly 6 mrad; therefore the z and y axes are inclined by the
same amount.
‡DU, containing less than 0.2% 235U.
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Table 3.2 CAL segments and the angular ranges covered by them. The polar angle θ
is given with respect to the proton beam direction and is related to the pseudorapidity
by η ≡ − ln tan(θ/2) .
Segment Polar angle Pseudorapidity
FCAL, forward calorimeter 2.2◦ < θ < 39.9◦ 4.0 > η > 1.0
BCAL, barrel calorimeter 36.7◦ < θ < 129.1◦ 1.1 > η > −0.7
RCAL, rear calorimeter 128.1◦ < θ < 176.5◦ −0.7 > η > −3.5
encased in a thin stainless steel sheet (0.2/0.4 mm), serve as the absorber,
while SCSN-38 polystyrene scintillator layers of 2.6 mm thickness are used
for particle detection. For a signal integration time of 100 ns this configura-
tion provides equal signals for hadrons and electromagnetic particles (e, γ) of
the same initial energy (‘compensating calorimeter’). Indeed, test beam meas-
urements have verified that the signal heights for hadrons and electrons agree
within 3% for momenta greater than 2GeV. The permanent irradiation of the
calorimeter by particles from nuclear decays of the uranium plates is detected
and used for keeping the detector calibration stable within 1%.












respectively, where E is measured in GeV. For energies between 15 GeV and
110GeV the calorimeter response to electrons is linear within 1–2%. Very ener-
getic hadrons do not deposit all their energy within the CAL volume; for this
reason, the surrounding iron yoke is instrumented with a backing calorimeter
in order to capture leaking particle showers.
The CAL is divided into three independent segments (see Table 3.2), which
together cover 99.7% of 4pi solid angle around the nominal interaction point.
While the forward and rear calorimeters (FCAL and RCAL) have the shape
of planar discs, the BCAL encloses the inner detector cylindrically. The three
calorimeter segments are divided into 80 modules, the largest of which is shown
in Fig. 3.8.
The FCAL modules consist of 185 absorber and 185 scintillator layers,
which are transversely segmented to form calorimeter towers. The total depth
of an FCAL tower is 7 nuclear absorption lengths (7λ). The towers are longit-
udinally divided into three sections, the electromagnetic and hadronic calori-
meters (EMC, HAC 1 and HAC 2), which are read out independently. Elec-
tromagnetic particles deposit most or all of their energy in the front section
(EMC), which has a thickness of 26 radiation lengths (X0) and is transversally
segmented into cells of 5 cm×20cm. For energetic hadrons the particle shower
extends beyond the EMC into the HAC sections, which are 85 X0 deep each.
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Fig. 3.8
Cut-away view of a large
FCAL module [126]
The HAC cells are 20 cm × 20 cm wide. Wave length shifters guide the light
generated in the scintillator plates to photomultiplier tubes (PMTs) on either
side of the towers for measuring the pulse height and arrival time. For energy
deposits of more than 4GeV the resolution of the arrival time measurement is
better than 1 ns.
The RCAL modules have no HAC2 towers, because the hadron energies in
the backward direction are kinematically limited to the value of the electron
beam energy. The rear EMC is less fine segmented than in the FCAL and
has a cell size of 10 cm× 20 cm; however there are additional tracking devices
(RSAM, SRTD, HES) attached to the RCAL, which permit a substantial
enhancement of the identification and location of the scattered electron in this
calorimeter section.
The BCAL consists of 32 wedge-shaped modules, which are tilted by 2.5◦
in φ. Its EMC and HAC 1+2 sections are only 23 X0 and 52 X0 deep, re-
spectively, amounting to a total of 5λ. The front face dimensions of the EMC
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Fig. 3.9
Front view of the
RCAL [20]. The shaded
area marks the coverage of
the presampler.
towers are 4.9 cm× 23.3 cm. One HAC tower covers four EMC towers, except
for the front (rear) ring, where only two (three) EMC towers are covered by
one HAC tower.
The Presamplers. Scintillator tiles mounted in front of the CAL modules serve
as presamplers. They are read out with wavelength-shifting fibres. In 1995
FCAL and RCAL were equipped with presamplers, FSAM and RSAM [20];
the latter was used for this analysis. The scintillator tiles cover a large frac-
tion of the RCAL surface and match its HAC segmentation of 20 cm× 20 cm
(see Fig. 3.9). The purpose of this supplementary detector is to measure on
an event-by-event basis the energy loss of particles reaching the calorimeter,
which is primarily caused by preshowering in the material between the inter-
action point and the calorimeter front face. It can be regarded as an extra
scintillator layer of the sampling calorimeter, made of the same polystyrene
that was used for the CAL.
The Small Angle Rear Tracking Detector. A component for precise impact po-
sition measurement of the scattered electron and for energy correction in the
rear direction is the SRTD [21], which was installed in 1994, covering the small
angle region between the rear tracking detector (RTD) and the beampipe (see
Fig. 3.10). It consists of polystyrene scintillator strips (5 mm × 9.8 mm ×
240/440 mm), arranged in two planes of four 24 cm × 44 cm quadrants each,
as shown in Fig. 3.11. The SRTD provides a measurement of the scattered
lepton position with a resolution of 3 mm; furthermore, its timing informa-
tion is used by the first level trigger for rejecting upstream proton beam–gas
interactions.
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3.2.2 The Central Tracking Detector (CTD)
The tracking system of the ZEUS detector consists of the forward, central
and rear tracking devices.† They are placed within the magnetic field provided
by a superconducting coil (B = 1.43 T), which is indirectly cooled by liquid
helium and situated between CAL and CTD. The magnetic flux is returned
through the iron structures of the calorimeter and through the iron yoke; a
†The vertex detector (VXD), which was partly inoperational in 1995 due to radiation dam-






























Fig. 3.11 Orientation and numbering scheme of the strips of the two SRTD planes [21].
The strip raster is 0.98 cm× 24/28 cm. In 1995 the RCAL modules above and below
the beampipe hole have been moved closer together; the SRTD quadrants have been
moved accordingly, so that quadrants 2 and 4 are only separated by 8 cm.





Fig. 3.12 Wire positions of an octant of the CTD at the forward endplate. The larger
dots mark the sense wires. A group of 8 sense wires plus associated field-shaping wires
and drift-region define a cell, as indicated in superlayer 1. At the opposite endplate,
the even-numbered stereo layers are azimuthally displaced by approximately four cell
widths (see also Fig. 4.4). The arrows indicate how the magnetic field bends the
trajectories of positive and negative. Adapted from [96].
Table 3.3 Axial superlayers of the CTD. The angular ranges covered by each super-
layer refer to the cell centres; since the active volume extends from z = −99 cm to
z = 102 cm, the angular coverage is slightly asymmetric. The minimum transverse
momentum needed to reach the centre of the superlayer in a magnetic field of 1.43 T
is also given.
No # cells Polar angle Pseudorapidity p⊥min/ MeV
1 32 11.6◦ < θ < 168.0◦ 2.31 > η > -2.26 40
3 48 18.9◦ < θ < 160.5◦ 1.79 > η > -1.76 75
5 64 25.5◦ < θ < 153.8◦ 1.48 > η > -1.46 105
7 80 31.6◦ < θ < 147.6◦ 1.26 > η > -1.24 135
9 96 37.9◦ < θ < 142.3◦ 1.10 > η > -1.07 165
high-field solenoid (B = 5 T) situated behind the RCAL compensates the
effect of the main solenoid on the electron beam.
The principal component used for this analysis is the central tracking device
(CTD) [53, 96], a cylindrical wire drift chamber with an overall length of
240cm and an outer radius of 85 cm. The active volume has a length of 203cm
with inner and outer radii of 19 cm and 78.5 cm, respectively.
It contains 72 concentric sense wire layers, arranged in 9 superlayers (see
Fig. 3.12 and Table 3.3). Each superlayer is divided azimuthally into cells
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of 8 sense wires. The number of cells increases from 32 in superlayer 1 to
96 in superlayer 9. The total number of sense wires is 4608. The sense wires
are read out and digitised every 9.6 ns by flash analogue to digital converters
(FADCs) with a resolution of 8 bits. The position resolution achieved in (r,φ)
is 190 µm. The wires of the odd-numbered superlayers are stretched parallel
to the beam axis, whereas the even-numbered superlayers are tilted by stereo
angles of α ≈ ±5◦. With this configuration the z-position of a track can be
reconstructed with an accuracy of approx. 2mm. All wires of superlayer 1 and
half the wires of superlayers 3 and 5 are additionally instrumented with a z-
by-timing system—used primarily for trigger purposes—in which both ends
of the wires are read out and the z position is calculated from the difference
in the arrival times of the pulses at the two ends. This system achieves a z
resolution of 4.4cm [19]. For vertex-refitted tracks, the resolution in transverse
momentum is [115] (p⊥ in GeV)
σp⊥
p⊥
= 0.0058p⊥⊕ 0.0065⊕ 0.0014/p⊥ , (3.1)
where the first term corresponds to the resolution of the hit positions, the
second term to smearing from multiple scattering within the CTD and the
last term to multiple scattering before the CTD.
Figure 3.13 shows the layout of a CTD cell: eight sense wires, made of gold-
plated tungsten, alternate with 9 wires at ground potential in order to make
gain and drift field adjustment independent of each other; the boundaries
between neighbouring cells are defined by the field planes of 19 wires, two of
which at either end are at maximum negative potential; 4 shaper wires along
the radial boundary, together with the guard wires at the ends of the sense
wire chain, ensure the uniformity of the drift field, making the drift velocity of










































Superlayer 1, cell 4
Fig. 3.13
Layout of the CTD cell marked in
Fig. 3.12 [63]
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field is perpendicular to the electric field. The cells are inclined by an angle of
45◦ with respect to the radial direction, so that a straight track emitted at the
interaction point will cross the sense wire planes and almost always produce
hits that are close to one or more sense wires. These hits have a drift time
short enough (t < 96 ns) for the CTD first level trigger to assign the track
to the correct beam crossing. The variable parameters (electric and magnetic
fields, gas mixture) are tuned such that the Lorentz angle (see Sect. 4.3) also
equals 45◦. As a result, the electron drift paths are essentially azimuthal, i.e.,
perpendicular to high momentum tracks coming from the interaction point,
which ensures optimal resolution.
The CTD is filled with a gas mixture of argon, carbon dioxide and ethane
(in the ratio 83 : 5 : 12), which is bubbled through ethanol (see Sect. 4.7). This
mixture has been chosen on the grounds of safety and detector lifetime [34], al-
though a pure argon-ethane mixture (50 :50) would provide a better resolution
and less noise.
3.2.3 The Luminosity Detector
The luminosity, L ≡ N˙/σ, relates event rates N˙ with the cross section σ for
the process in question. The luminosity is determined from the rate of events
for a process of which the cross section is theoretically well-known. At ZEUS
the luminosity measurement is based on the Bethe–Heitler process, ep→ e′γp,
where an electron scatters off a proton under emission of a bremsstrahlung
photon. The total cross section of this QED process is about 326 mb for
photon energies 0.1 < Eγ < 26.7 GeV [160].
The bremsstrahlung photons emitted in ep collisions at the interaction point
leave the beampipe through a copper-beryllium window 82 m downstream in
electron beam direction and are detected in a 22 X0 deep lead-scintillator cal-
orimeter [15] at a distance of 107m from the interaction point (see Fig. 3.14).†
A carbon filter with a thickness adjustable between 0.5 X0 and 3.5 X0 shields
the photon calorimeter from synchrotron radiation. Layers of scintillator fin-
gers are embedded in the photon calorimeter for reconstructing the photon
impact point with a resolution of 2 mm. The energy resolution under exper-
imental conditions is σ(E)/E = 26%/
√
E , with E measured in GeV. The
differential cross section as a function of the photon energy, and thus the lu-
minosity, is calculable from the Bethe–Heitler formula [28]. The largest back-
ground arises from electron bremsstrahlung on the residual gas. This back-
ground shows almost the same experimental signature as the Bethe–Heitler
process. Measuring the currents in the paired and unpaired electron bunches
and the bremsstrahlung rate for the unpaired electron bunches, the beam–gas
†The information from a calorimeter located at a distance of 35 m from the interaction point
for the detection of the scattered electron is not directly used for the luminosity measure-
ment.
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LUMI System '95
Tagger 44m
Fig. 3.14 Structure and location of the ZEUS LUMI system. The shaded parallel-
ograms indicate size and position of the bending (B) and quadrupole (Q) magnets
(note the scale ratio of the axes, 30 : 1). During the 1994/95 winter shutdown the
44 m tagger was installed at the quadrupole magnet QL. It measures electrons that
are scattered under very small angles carrying energies in the range 23 < E′e < 26GeV
and is used for tagging photoproduction events with a corresponding centre of mass
energy within the range 70 < Wγp < 120 GeV. Adapted from Ref. 186.
background can be subtracted statistically. A detailed description of the pro-
cedure and the modifications to the first setup can be found in Refs. 160,161.
In 1995 an integrated luminosity of 6.73pb−1, including shifted-vertex runs,
was accumulated. The systematic error amounts to ±1.1% [87]. It is domin-
ated by the uncertainties of the cross section calculation and the calorimeter
energy scale.
3.3 Trigger and Data Acquisition
The rate of photoproduction and deep inelastic ep interactions is at the level
of 1–100 Hz, which is several orders of magnitude smaller than the rate for
background events (10–100 kHz), which mainly come from proton interactions
with the residual gas molecules upstream of the detector. The raw data infor-
mation from the roughly 250000 detector channels has a size of about 0.5MB.
Since the writing speed is limited to 0.5MB/s, it is essential to select the small
fraction of interesting physics events and reduce redundancies in the data on-
line at an early stage of the data acquisition. This reduction is accomplished
by a three-level trigger system [202], as illustrated in Fig. 3.15.
Each detector component has its own custom built front-end and read-out
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Fig. 3.15 The ZEUS trigger and data acquisition system. The event rates shown are
the design values. Taken from Ref. 158.
electronics and a local first level trigger (FLT), which provides a first de-
cision based on a subset of the data by means of very fast hardware as, e.g.,
programmable gate arrays, look-up tables, etc. The global first level trigger
(GFLT) synchronises the component triggers with the HERA clock. Each
bunch crossing is identified by a number (BCN), which is used for keeping
the entire system in phase. The GFLT expects the FLT decisions from the
subdetectors 31 clock cycles after the bunch crossing, and needs additional
15 clock cycles until an accept signal is generated from the logical or of 64
logical trigger slots. Since it can take additional cycles until the accept sig-
nal has been propagated, components like the calorimeter keep their signals
in data pipelines, which are 58 bunch crossings (5.5 µs) deep. The GFLT is
supposed to reduce the rate below 1 kHz.
Accepted events are fully digitised and copied to the second level trigger
(SLT), which again is local to most of the components. This step typically
takes 30 µs and thus creates ∼ 3% dead-time (considering the average GFLT
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rate of ∼ 1kHz). On the SLT level, objects like track momenta, the event ver-
tex and calorimeter clusters are reconstructed, permitting a more restrictive
trigger decision. The result is sent to the global SLT (GSLT) together with
the reconstructed variables for an overall evaluation. Like many of the SLTs,
the GSLT is based on a transputer network. Each transputer is devoted to
a particular task such as general vetoing or the recognition of certain event
signatures, leading to a further reduction down to the level of 50–100 Hz.
For each event that passes the GSLT, the data from the various components
are handed over to the event builder (EVB), which is a network of custom-
made transputer models with triple-ported memory (TPM). It combines all
the data of an event into a single record of ADAMO [94] database tables.
This is the data structure used at all subsequent levels up to the physics an-
alysis programs, and distributes the assembled events over the processor nodes
of the third level trigger (TLT).
The TLT is a computer farm of 36 Silicon Graphics (SGI) workstations.
Each workstation individually analyses and classifies a single event with a cus-
tom version of the off-line reconstruction software, which uses the full event
information. The accepted events pass the TLT at a rate of ∼ 5 Hz with a
size of ∼ 150KB each and are written onto a data summary tape (raw-DST),
which is sent to the on-line cluster for monitoring and to the event repository,
which is a tape robot in the DESY computing centre.
Later, a complete and final reconstruction of the events is performed off-
line, with filter programs provided by the ZEUS physics groups serving as
a fourth level trigger. A preselection bit-pattern is assigned to every event,
where each bit is associated with a group of selection criteria. Based on the
raw-DSTs, so-called mini-DSTs are written, which contain the event data
in a condensed form and reconstructed objects, e.g., the tracks of scattered
electrons found by the off-line software. In general, these mini-DSTs are the
input files for physics analysis programs, whereas the raw-DSTs are used for
background studies and data quality monitoring.
3.4 Off-Line Data Analysis
Figure 3.16 shows the dataflow of Monte Carlo simulation (MC) data and
real data processing. MC events are produced by AMADEUS, which is a
shell program for the actual physics event generator and serves as an interface
between the generator output and the ZEUS data structures. At this stage,
only the physics processes at the primary vertex are simulated, including the
particle decays mediated by strong interactions. All other decays of the outgo-
ing particles and interactions with the detector material are simulated by the
MOZART program, which is based on GEANT [105] with GHEISHA [93].
The trigger decision is performed by the CZAR program, which incorpor-
ates a simulation of all three trigger levels. At this stage, the produced MC
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data look like those coming from the real detector and can be handled by
the ZEPHYR reconstruction program; the initial generator information, the
so-called Monte Carlo truth is kept with the data sets.
It is worth noting that the same tools—like the analysis shells EAZE and
EZ, in which the event display LAZE, is embedded—can be used both on real
data and MC data. The analysis shells provide the framework for user sup-
plied analysis routines, which are called for each event after the data structures
have been read from tape. These analysis jobs are run on a dedicated batch
processing facility, the ZARAH [23] computer system (Fig. 3.17), a group of
multiprocessor SGI machines in combination with two tape robots. The jobs
are steered with control cards supplied by the user with his specific analysis
code.









































3.5 The EZ Analysis Shell
In the course of the analysis presented here, the new analysis shell EZ has
been developed, that provides a more advanced environment for physics an-
alysis than EAZE. The EZ program (see Ref. 77 for a detailed description)
is much inspired by the ALPHA package [9] of the ALEPH experiment at
LEP. The aim was to free the analysis job from the details of the data repres-
entation and to provide advanced analysis features. Since the organisation of
the ZEUS data structures reflects the structure of the hardware, the event is
described primarily by track parameters, numbers and energy values of pho-
tomultipliers that have fired, etc., and it was in the user’s responsibility to
obtain the physical variables from these data. However, the EZ program fills
its own data structures and gives easy access to physics variables, making a
detailed knowledge about the ZEUS data structures no longer necessary.
Instead of keeping individual tables for each object type, EZ copies all ob-
jects that basically can be described by 4-vectors (which EZ calculates from
the signal parameters) into a list of vectors, which is divided into sections
for each object type. Each individual object can be identified by its unique
number. Similarly, all vertices are gathered in a vertices list (see Fig. 3.18).
EZ provides a uniform interface to all information through Fortran state-
ment functions that take the object identifiers as their arguments. By circum-
venting the ADAMO table access package, these statement functions provide
O. Deppe, D* Electroproduction


















Inner Detector Fig. 3.19
Assignment of stability codes.
Negative values denote particles
that decay or interact with matter
before they could be seen in the
detector. Charged tracks are re-
garded being ‘visible’ (code > 0) as
soon as they leave the cylindrical
vertex region, whereas neutral
particles must reach the calor-
imeter outside the inner detector
volume. The daughters of these
particles carry a zero code.
a fast access directly to the underlying common block of the ZEBRA [54]
data management system. Through a list index, certain objects can quickly
be found. For example, the true momenta of all MC generated D∗+ mesons
are histogrammed by the following Fortran code:
iVec = KOccur(KSMC, KPart(’D*+’)) ! Find first D∗+ occurrence in MC section
do while (iVec .ne. KNil) ! Particle exists?
call HFill(7, ZP(iVec), 0., 1.) ! Fill momentum into histogram # 7
iVec = KFOccur(iVec) ! Go to next occurrence
end do
Many kinds of interrelations between objects are supported. For example,
there are statement functions that enable the user to navigate to the moth-
ers or daughters of particles, from the ‘true’ MC particle to its reconstruc-
ted track and vice versa, to the same particle in another Lorentz frame, to
other particles from the same production vertex, to and from the original data
banks. Of course, vector operations like adding, scaling, mass assignment or
Lorentz transformations are also easily done.
Other important and convenient features are macro-processing of the con-
trol cards, automatic histogram file administration and the assignment of sta-
bility codes to MC particles (see Fig. 3.19), which makes it easier to separ-
ate particles that leave the primary vertex from resonances and other short-
lived particles, and from those produced in interactions with the detector
material.
4 Particle Reconstruction and Identification














Pulse train on a
CTD signal wire
On its passage through the CTD, a charged particle interacts with the atomic
electrons of the gas and ionises it. Electrons and ions are kept from recom-
bination by their acceleration in opposite directions along a drift path, which
results from the superposition of the electric and the magnetic field in the
chamber. When the primary ionisation electrons—and those produced by sec-
ondary particles—have gained sufficient kinetic energy, they ionise other gas
molecules, and an avalanche is formed in the immediate neighbourhood of the
sense wire, where the electric field becomes very large. The high-voltage level
and the gas mixture have been chosen such that the drift cells operate as
proportional counters, i.e., the number of electrons in the avalanche remains
proportional to the number of primary electron-ion pairs, with a constant mul-
tiplication factor known as the gas gain, which is of the order of 104 for the
CTD [126].
The motion of the ions and electrons (which drift to the field wires and to
the sense wires, respectively) induces a pulse signal on the sense wire.† The
front-end (r, φ) read-out system acts like an RC differentiating circuit that
shorts the sense wire; therefore the time-integrated voltage of the preamplifier
output is expected to be proportional to the amount of primary ionisation.
This signal is digitised every 9.6 ns by an 8-bit FADC and kept in a pipeline
awaiting the FLT decision. For accepted events, the pipeline is read-out by
†The contributions of the electron and the ion motion to the induced voltage rises logarith-
mically with their respective path lengths. As most of the electron–ion pairs are produced
in the avalanche near the sense wire, the average drift path is much longer for the ions than
for the electrons and the induced signal is almost entirely due to the ion motion. The fast
electron pulse is additionally damped by the bandpass filter characteristic of the read-out
electronics.
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Fig. 4.2
CTD pulse area versus pulse
height [64]. For a wide range,
these are proportional to each
other, with a scaling factor of
5.75
a Digital Signal Processor (DSP), which searches for a sequence of digitisa-
tions showing the expected characteristic, a so-called pulse train, one sample
of which is shown in Fig. 4.1.
After subtracting the pedestal, the DSP determines the peak signal level,
which is denoted as the pulse height. The pulse height is, after correcting for
track angle effects (see Sect. 4.3), proportional to the integral over time of the
pulse above the pedestal (cf. Fig. 4.2). The pulse height is registered instead
of the area, because the latter suffers less from noise and—in case of a rapid
succession of pulses—the signal from a first pulse can be disentangled more
easily from the following pulses. However, the proportionality does not hold
for very large pulses, which drive the FADC into saturation, and for small
pulses, which are more affected by pulse shape variations depending on the hit
position (esp. near cell boundaries) and the track angle. The DSP determines
the arrival time as the moment when the pulse reaches 16% of its peak level
above pedestal. For this purpose, the pulse train entries are interpolated with
a granularity of 1/4 clock cycle (i.e. 2.4ns). The pulse heights and arrival times
are used for the spatial reconstruction of the particle trajectory and for the
identification of particles by their ionisation energy loss, as described below.
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4.2 Track Reconstruction
The arrival time of the signal pulse is converted into a spatial coordinate (hit)
by the time-to-distance relationship given by the drift velocity. Since only
the absolute value of the drift time is known, and not the drift direction, an
ambiguity is introduced as to which side of the wire the hit originated from.
Since the cell tilt of 45◦ with respect to the radial direction causes straight
tracks from the interaction point to cross at least one cell boundary within
a superlayer, this ambiguity can almost always be resolved when the pat-
tern recognition looks for track segments at the superlayer level, as illustrated
in Fig. 4.3. For the present analysis, the VC track reconstruction package
(VCTRAK [120]) was used, which is capable of combining all hits and track
segments of the inner detector (FDET, CTD, RTD), forming ‘global’ tracks.
It was restricted to use CTD hits only, because the details of the combined use
of CTD and the forward detectors, which requires a good knowledge of their
relative alignments, multiple scattering at the component boundaries, etc., are
currently not fully understood. The track finding algorithm first considers hits
in the axial superlayers only, constructing a track candidate in the (r,φ) plane.
Each track candidate begins as a track seed of 3 hits in an outer superlayer.
After adding a virtual hit at x = y = 0, which is retained throughout the
whole procedure, a circle arc is formed in the (r, φ) plane, which is followed
inward from the seed hits, gathering more axial hits on the way and updat-
ing the trajectory parameters accordingly. Then a pattern recognition routine
searches for stereo hits that match with the arc after being rotated. The z
position is given by the amount of rotation needed to superimpose the stereo
track segment on the existing track candidate (see Fig. 4.4). Since the match
has to be constrained by hits on both sides of a superlayer, tracks may begin
and end on the axial (odd-numbered) superlayers only; short tracks ending in
Fig. 4.3
Resolution of the left-right ambiguity by
pattern recognition [64]: Those hits that
line up to a track trajectory across cell
boundaries must be genuine hits (solid
rectangles); their mirrored counterparts
are ghost hits (open ellipses).















Fig. 4.4 Determination of the z-position from the stereo layers. For a sample cell of
a stereo layer, its orientation in the CTD is shown. It is tilted by a stereo angle
α ≈ 5◦ with respect to the beam axis, which is exaggerated in the sketch. The right
picture shows, as viewed from the forward endplate, for 5 discrete values of z (a–
e, as indicated on the left) how the position of a cell changes with respect to the
neighbouring axial layers. Thus from the displacement of the stereo hits with respect
to the hits on the axial layers, the z-position can directly be inferred. Adapted from
Ref. 166.
superlayer 1, however, are extrapolated into superlayer 2 in an attempt to col-
lect more hits.† Those hits that have been assigned to a track are marked as
‘taken’ and cannot be used for other tracks.
The procedure is repeated until all track seeds in the outermost superlayer
are used up, and then starts again with the next inner superlayer. In this
manner, the longest tracks are found first, then the shorter ones, down to
those which already end in superlayer 1. A second pass is done for picking
up those tracks which do not reach the beampipe. These can arise from the
decays of long-lived particles or from secondary interactions. It is also possible
that two trajectories have common hits in inner superlayers. These hits are
assigned to the longer track and are missing when reconstructing the shorter
one. Finally, all track candidates are fitted to a 5-parameter ideal helix by
‘swimming’ the trajectory outward using a simplified model of the magnetic
field and refining the parameters with every hit passed. The helix parameters
are
(ai) = ( φH, Q/R, QDH, ZH , cot θ ) ,
where φH is the angle between the helix tangent at the origin and the x-axis
in the (x, y) plane, Q the charge, R the local radius, DH the smallest distance
† Since the (s, z) plane pattern recognition fit provides a ‘quantum leap in track purity and
accuracy’ [152], only such tracks are considered in this analysis which reach at least from
superlayer 1 till superlayer 3 and thereby have full stereo information.
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between the helix and the origin in the (x, y) plane, and ZH the z-position of
this point of closest approach. The coordinates of each point on the helix are






 −(sin φ)/a2 + (1/a2 + a3) sin a1(cos φ)/a2 − (1/a2 + a3) cos a1
a4 + a5(a1 − φ)/a2

 ,
and with the momentum estimate p and θ = ±arctan(1/a5), the 3-momentum
is given by
( px, py, pz ) = ( p cos a1 sin θ, p sin a1 sin θ, p cos θ ) .
At the component boundaries, the helix is allowed to have a kink from mul-
tiple scattering, the angle of which is denoted by δS (see Fig. 4.5). For the
present analysis this was switched off as only hits inside the CTD were used
for the track fit.
Now the fit of the event vertex follows, which is done in three steps: first,
tracks that do not pass close to the beam-line are discarded from the fit;
then the weighted centre of gravity of the surviving tracks is calculated, where
tracks that contribute too much to the overall χ2 are dropped. The resulting
(x, y, z) is the start value for the full fit, which not only determines the final
value of the vertex position but also constrains the participating tracks to it
and then recalculates their helix parameters, which provide the azimuth, polar
angle and curvature (Q/R) at the vertex. The tracks that participated in the
final vertex fit will in the following be denoted as vertex-associated tracks.
4.3 Positive and Negative Tracks
With zero magnetic field, the ionisation electrons drift at an almost constant
velocity along the electric field lines towards the sense wires. In the presence
of a magnetic field, the Lorentz force deflects the electrons from this direc-
tion by an angle λ, called Lorentz angle (see Fig. 4.6). In the planar drift
approximation, where the electric and magnetic fields are assumed to be ho-
mogeneous, this angle has a constant value, which was designed for the CTD
to be 45◦. The angle ψ′ is the angle between the normal to the drift direction
and the tangent to the incident particle’s direction. For positive tracks, ψ′ is
positive, for negative tracks it is negative and for straight tracks from the ori-
gin it is zero. In the planar drift approximation, the pulse height on the sense
wire from particles of fixed velocity depends only on the absolute value of ψ′,
which directly enters the pulse height-to-area ratio (see Sect. 4.1).
Close to a sense wire the electric field becomes inhomogeneous and combin-
ing it with the magnetic field leads to a varying Lorentz angle. This causes




















Fig. 4.5 Track helix in the (x, y) plane,


























Fig. 4.6 Definition of the Lorentz angle (λ)














Fig. 4.7 Electron drift paths (solid lines) around a sense wire. The dashed lines indic-
ate the drift isochrones, the numbers denote the drift time in nanoseconds. Positive
and negative tracks turn to opposite directions in the magnetic field of the chamber
(arrows, cf. Fig. 3.12). Adapted from Ref. 64.
the drift paths to twist (illustrated in Fig. 4.7), which leads to a more subtle
dependence of the pulse height on ψ′. The more the drift paths of ionisation
electrons produced along a trajectory differ, the lower the pulse height-to-area
ratio is. The highest possible pulse is induced by a charged particle that moves
along an isochrone (see Fig. 4.7), so that all ionisation electrons arrive simul-
taneously at the sense wire. The arrows in Fig. 4.7 indicate for two typical
positively and negatively charged particles the direction they take in the pres-
ence of the magnetic field. Both trajectories are equally far apart from the
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sense wire and have the same absolute value of ψ′ ; however, the handedness of
the drift path twist favours the drift electrons from the positive track, so that
they arrive within a shorter time interval than those from the negative one.
The consequences of this asymmetry are:
– Positive and negative tracks have different pulse shapes.
– A pulse from a negative track has a larger time spread, making it more
likely to be broken by the DSP, i.e., to be misinterpreted as a series of
pulses.
– The pulse heights of positive and negative particles of fixed velocity differ
substantially.
– The single-hit efficiency, i.e., the probability that a track produces a recon-
structed hit on a sense wire, is smaller for negative than for positive tracks.
– Hits of negative tracks at large ψ′ angles are more likely to be lost.† There-
fore the average number of hits for positive and negative tracks differs most
at low p⊥. As a consequence, the number of reconstructed positive tracks
exceeds the number of negative tracks by ∼ 20% at p⊥ ≈ 0.4 GeV.
– The pulse peak of a negative track is less pronounced, leading to a larger
spread of the arrival times and thereby to a worse spatial resolution for a
single hit.
On the other hand, the cell tilt by 45◦ with respect to the radial direction is
oriented such that it favours negative tracks‡ :
– Negative tracks always cross the sense wire plane within a superlayer and
hence produce more close hits than positive tracks.
– The z-resolution of positive tracks suffers from the cell tilt asymmetry.
Since positive tracks cross cell boundaries less often within a superlayer
than negative tracks, the resolution of the left-right ambiguity and the z-
reconstruction by pattern recognition is more difficult for them. For neg-
ative tracks the efficiency of being assigned to the interaction vertex is at
maximum (90%) if the track has the maximum number of hits, whereas this
efficiency drops rapidly for positive tracks with more than 65 hits. This ef-
fect is caused by positive tracks with low momentum, which are bent so
much that they are almost parallel to the sense wire plane by the time they
reach superlayer 9; in that case, a displacement may be almost invisible in
† In addition, the gas gain is reduced for large-ψ′ tracks, because the avalanches from early
arriving electrons shield the sense wire charge.
‡The design decision to optimise the geometry for negative tracks was based on the assump-
tion that HERA would predominantly be operated with electrons. The aim was to assist as
much as possible the reconstruction of the scattered electron.
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the residuals (the differences between the fitted track position and the hit
measurements), but may have an impact on the track parameters.
Of course, the charge asymmetry caused by the cell tilt diminishes as the mo-
menta increase.
4.4 Energy Loss Through Ionisation
As discussed in Sect. 4.1, a charged particle is detected in the CTD by the
ionisation of the medium. The registered pulse height is proportional to the
number of primary electron-ion pairs. The average energy transfer from the
traversing particle needed for producing a single ion pair is higher than the
ionisation potential of the medium, because part of the energy transfer leads
only to an excitation of the gas atoms. For instance, the mean energy needed
to produce a single e-Ar+ pair is 26 eV, whereas the ionisation potential of Ar
is 15.8 eV only [144].
Along a path ∆x through the drift cell, the traversing particle undergoes
multiple collisions, and the number of primary ions produced is connected to
a certain energy loss in these collisions,









Note that this integral measures the energy loss in collisions, and does not
include the radiative energy loss, which in fact dominates [27] the slowing
down of electrons that originate from the interaction point and have enough
momentum to reach the CTD; however, in order to understand the pulse
heights measured by the CTD and use them for particle identification, we
have to study the ionisation energy loss.
4.4.1 The Bethe–Bloch Formula
Based on classical electrodynamics, Bohr has shown [39] that for fast particles
heavier than electrons, the ionisation energy loss in a given medium is propor-
tional to the square of the particle’s charge and is a function of its velocity
(up to small corrections).† This also holds for the results obtained from first-
order quantum-mechanical perturbation theory by Bethe, Møller, Bloch and
others. The average energy loss per unit pathlength is given by the Bethe–
Bloch formula [26, 37]. As a function of the spatial component of the particle’s
4-velocity, u ≡ p/m = βγ, where p and m are its momentum and mass, the
formula reads for particles other than electrons ‡
† For a concise semiclassical discussion of the average ionisation energy loss consult Jack-
son [130].
‡ For convenience we give dE/dx no negative sign, although an energy loss is calculated.

















with D ≡ 2pinee4/me ,
where me denotes the electron mass, ne the electron density of the medium, Z
its atomic number, and ze the charge of the traversing particle. To the original
formula, correction terms (2C(u)/Z, δ) have been added, which are explained
below (Sect. 4.4.2). Wmax is the maximum energy that can be transferred to










≈ 2meu2 for m  me, u  m
2me
. (4.2b)
For electrons, Wmax is half as large, because in this case the incident particle
and the struck atomic electron are indistinguishable after the scattering. At
large energy transfers, which are related to small impact parameters b ∝ W−2
(so-called close or hard collisions), spin and mass effects become important,
so that (4.2a) is exactly valid only for sufficiently fast, spinless particles much
heavier than electrons. However, when averaging only over energy transfers
up to a certain limit, Wsep ∼ 104–105 eV [188]—which is much larger than
the binding energies, yet sufficiently small, so that the impact parameter is
large compared to atomic dimensions and the particle thus can be treated as
pointlike—the energy loss caused by these distant or soft collisions is the same
















where dielectric screening has been neglected.
The central parameter of the Bethe–Bloch formula is the mean excitation
potential I per atomic electron, which is the logarithmic mean of the excita-
tion energy levels Ei weighted by the optical dipole oscillator strengths fi for




fi ln Ei . (4.4)
In the classical limit the oscillator strengths can be approximated by the relat-
ive number ni/Z of atomic electrons at the same energy level Ei, which obvi-
ously satisfies the sum rule
∑
i fi=1 .
† The use of a mean excitation potential
is one of the weak points of the Bethe–Bloch theory, since the Ei are difficult
†The exact quantum mechanical formulation has thoroughly been discussed by Fano [90].
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Fig. 4.8
The theoretical expectation
for the mean ionisation
energy loss of particles other
than electrons in the CTD
gas mixture as a function of
u = p/m: solid line, with
a correction for polarisation
of the medium; dashed line,
without correction. Note
the double-logarithmic scale.
to calculate and are exactly known only for atomic hydrogen [6], whose dE/dx
cannot be studied experimentally; therefore I must be extracted from actual
measurements; it is of the order of I ∼ 10 eV × Z for elements heavier than
oxygen.
Equation (4.1) indicates that particles of the same momentum but different
mass, i.e., of different velocity, can be distinguished by the different amount of
ionisation produced. Although some modifications are still necessary to make
the Bethe–Bloch formula applicable for particle identification, (4.1) presents
the gross features of the ionisation as a function of the particle’s velocity.
As can be seen from Fig. 4.8, 〈dE/dx〉 falls, at low velocities, rapidly with
increasing u. In the classical picture this can be explained by the fact that
the collision time τ = b/u, during which an atomic electron experiences the
electric field of a charged particle passing by at impact parameter b, becomes
shorter with increasing velocity. As a result, excitation processes become less
likely. In this region the behaviour of (4.1) is dominated by the term ∝ β−2 in
front of the square bracket; however, the actual slope is better approximated
by 〈dE/dx〉 ∝ β−5/3 [62].
For relativistic velocities (β ≈ 1), the term ∝ β−2 becomes constant and the
velocity dependence is determined by the behaviour of the square bracket of
(4.1); hence 〈dE/dx〉 rises logarithmically after passing through a minimum
at u ∼ 3.5 (‘relativistic rerise’). This rise occurs owing to two effects. First,
the contribution from close collisions, which have a small impact parameter
and therefore large W , rises with increasing Wmax (see (4.2b)). Second, the
contribution from distant collisions also rises, owing to the Lorentz boost of
the particle’s electric field, which contracts the longitudinal and inflates the
radial extension of the field, enabling more distant atoms to take part in the
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process (cf. the factor u2 in the logarithm). Under the simplifications made
for (4.1) and (4.2b) and ignoring any corrections, the two contributions are
approximately equal and grow beyond any bound with increasing velocity; on
the other hand, the polarisation of the atoms near the trajectory of the par-
ticle reduces the electric field seen by the electrons of more distant atoms and
diminishes the contribution from them, causing 〈dE/dx〉 to rise less dramat-
ically, as indicated by the solid line in Fig. 4.8.
4.4.2 Correction Terms
The dielectric screening of the particle’s charge, which limits the growth of
〈dE/dx〉 at highly relativistic velocities, obviously rises with the density of the
medium; it is therefore referred to as the density effect. Fermi quantified this
effect [92]; his calculations have been modified and extended by Sternheimer
et al . [182, 185]. Although these calculations are based on classical electro-
dynamics, they describe the measured energy loss reasonably well [75]. The
shortcomings in comparison with the results obtained from modelling ionisa-
tion through virtual photon absorption (photo absorption ionisation, PAI) and
relating dE/dx to the photon absorption cross-section [10] have been reduced
in the latest review of Sternheimer’s parameters [184].
The medium is represented by a dispersion oscillator model, like it was done
for the definition of the mean excitation energy (4.4). The contributions from
all oscillators, pertaining to isolated atoms or molecules, lead to a reduction





































The E˜i are the absorption edges adjusted by a factor specific to the medium
such that the energy levels Ei satisfy (4.4), and the fi are the occupation
numbers of the corresponding shells normalised by the atomic number. This
adjustment of the absorption edges is motivated by the fact that also excita-
tions to continuum states contribute, whose energy levels lie somewhat higher
than the corresponding absorption edge. Eplas is the energy of the atomic
electrons considered as a free electron gas, Eplas = ~
√
4pinee2/me . The lower
velocity limit u0 at which for an insulator the density effect sets in, can be








i = ε− 1 , (4.7)
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where ε is the static dielectric constant. In the high energy limit (β ≈ 1), the
medium behaves like a free electron gas, so that E2u → (1 + u2)E2plas and the
value of the square bracket in (4.5), denoted as δ(u), approaches






− 1 . (4.8)
The same result for the asymptotic high energy behaviour of 〈dE/dx〉 can be
obtained directly from (4.1) when considering the medium as a free electron
gas (replacing I by Eplas) and assuming the relativistic broadening of the elec-
tric field to be completely screened, so that distant collisions do not contribute,
viz. by subtracting (4.3) from (4.1), with Wsep = I. For dense materials the
asymptotic limit is reached shortly after the minimum, whereas for gases the
relativistic rerise remains undamped until u ∼ 30–100.
Another effect related to the dielectric properties of the medium is the en-
ergy loss due to Cˇerenkov radiation, which also is included in the relativistic
rerise of the Bethe–Bloch formula. In principle, it is necessary to subtract the
Cˇerenkov loss from (4.1) when calculating the energy deposited close to the
particle trajectory. The contribution from Cˇerenkov radiation is considerable
for H and He, but for the gases used in the CTD it accounts for only ∼ 1% of
the relativistic rise and can hence be neglected [183].
In the low-energy regime, when the particle’s velocity is comparable with
the orbital motion of the atomic electrons, additional correction terms are
needed to take the tight binding of inner atomic shells into account. These
inner shells gradually cease contributing to dE/dx when the incident particle
becomes slower. This effect is described by the term −2C(u)/Z in the square
bracket of (4.1), where Z is the atomic number and C(u) is approximated by
























which is valid for u > 0.13 .
4.4.3 Restricted and Most Probable Energy Loss
The Bethe–Bloch formula describes the mean energy loss, averaged over all
kinematically possible collisions. However, if the energy transfer to the struck
atomic electron becomes sufficiently large, the electron escapes from the vi-
cinity of the incident particle’s trajectory and deposits its energy away from
it (so-called δ-rays). Their contribution has to be removed when analysing
the ionisation along a particle’s trajectory. Equation (4.3) describes the en-
ergy loss restricted to energy transfers W < Wsep in the limit Wsep  Wmax.
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In order to obtain a more general formula, we will in the following explicitly
subtract the contribution from δ-rays from (4.1).
For heavy particles traversing a free electron gas, the number nδ of δ-rays

















Neglecting the spin-dependent terms and integrating (4.9) yields the total en-




























































In case that W0 < Wmax, the additional factor (1 + Wlim/Wmax) provides
a smooth transition between the mean (4.1) and the restricted mean energy
loss (4.3). It is worth noting that for W0  me this formula is valid for any
particle—also for electrons. For particles other than electrons, the inclusion of
the neglected spin-dependent terms changes the result for W0 < 1GeV by less
than 0.1% [131].
In the high energy limit the density effect removes the distant collision sin-
gularity ∝ lnu2 of (4.1) and, by restricting the energy transfer range, the close












which depends only on W0 and the atomic electron density of the medium.
When considering fast particles traversing thin absorbers, the statistical
character of the ionisation process becomes evident, and the energy loss is
subject to considerable fluctuations from its mean value. With rising particle
energy, the dE/dx distribution becomes more and more asymmetric owing to
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the fact that collisions where energies comparable with Wmax are transferred
to the struck electron become rare. Since the number of collisions within a
thin layer is rather small, the central limit theorem is no longer valid and the
most probable value may differ from the mean. Bohr [40] already pointed out
that in a layer of thickness ∆x the limit which separates frequent from rare
energy transfers is given by the energy ξ above which, on average, only one
δ-ray is produced. Integration of (4.9) yields




According to Landau [143], the most probable energy loss is given by (4.11)
with the energy transfer limit chosen to be W0 = ξ, if a numerical correction













− β2 − δ(u) + 0.198
]
, (4.12)
where for the correction the numerical value calculated by Maccabee and Pap-
worth [146] is given. However, this formula is valid only for sufficiently thin lay-
ers or fast enough particles, such that κ ≡ ξ/Wmax  1 and (∆E)mp  Ekin ,
where Ekin is the kinetic energy of the incident particle. Landaus calculation
assumes κ = 0 (i.e. Wmax → ∞). The distribution function f(∆x, ∆E) for
the probability that a particle will lose an amount ∆E of its initial energy
when traversing a layer of thickness ∆x is expressed by a universal function



















dv exp(v ln v + λv) ,
for v = ξp and an arbitrary σ > 0.
Landau’s distribution function (4.4.3) has been generalised by Vavilov [189]
for any κ, as shown for some sample values in Fig. 4.9. For larger values
of κ (esp. towards lower velocities), the distribution becomes more and more
symmetric and is almost Gaussian for κ ∼ 1.
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Fig. 4.9 Landau (L) and Vavilov distributions for various values of κ [144]
4.5 From Pulse Heights to dE / dx
In the following, the energy loss along the passage through the CTD will be
assumed to be so small that the variation of (dE/dx)ionis can be neglected; in
that case, every hit provides—at an arbitrary scale—an independent estimate
of the dE/dx of the track, because every sense wire is a separate proportional
counter [67]. For every hit the pulse height needs to be corrected for the differ-
ent path lengths ∆x, which depend on the ψ′ and λ angles, the superlayer and
wire-to-wire differences. Those hits are excluded that are in drift cell regions
where the drift velocity is not well understood or the electric field is non-uni-
form, for instance, close to the signal wires or the cell edges. Multiple hits on
a single wire with time separation ∆t < 100ns are discarded as are hits on bad
gain wires, which suffer from noise or ‘ringing’, causing the same pulse to be
recorded repeatedly.†
Figure 4.10 shows for an electron the distribution of the independent dE/dx
measurements as obtained from the data. It resembles the asymmetric shape of
a Landau or Vavilov distribution with a steep rise at the low flank (κ ∼ 10−5).
For a proton of similar momentum (but κ ∼ 0.05) the peak is shifted towards a
substantially higher number of FADC counts and the distribution rises much
less steeply and looks more symmetric (see Fig. 4.11). Although the Landau
formalism describes the energy loss in liquids and solids very well, it has been
shown that for very thin gas samples, as we find them in drift chambers under
atmospheric pressure, the energy loss spectrum for low-relativistic particle vel-
ocities cannot be described by Landau or Vavilov distributions [68, 164, 167];
nevertheless, for highly relativistic particles such as electrons traversing the
CTD, the peak position, i.e., the most probable value, coincides with the
Landau maximum. For slow hadrons, on the other hand, the peak coincides
with the value of the restricted mean energy loss. In principle, a more satis-
factory description of the energy loss spectrum can be achieved by the PAI
† For a complete list of the single-hit correction dependencies and screening cuts see
Ref. 119.
O. Deppe, D* Electroproduction
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Pulse height distribution of
a 700 MeV electron track
candidate. Two of the 67
hits are saturated. The
shaded area corresponds to
the 40 hits that have been
used for calculating the
truncated mean.



















Pulse height distribution of
a sample 720 MeV proton
track candidate.
model [10]; yet these difficult calculations were not tackled in the present an-
alysis, since they consider an ideal detector and the gain in accuracy due to
the better theoretical treatment will presumably be lost when proceeding from
the primary ionisation to the measured quantities.† A significant improvement
could be achieved if the full information from all pulses were taken into ac-
count—a procedure that does not seem feasible, as will be explained below.
A precise determination of the peak position of the dE/dx distribution can
be obtained by a maximum likelihood fit of a phenomenological distribution
function to the measured distribution, but this consumes too much computer
time if it has to be performed for all tracks of an event. In addition, with rising
integrated luminosity one cannot afford any longer to store the single hit infor-
mation of all tracks. However, almost the same accuracy can be achieved [133]
by selectively averaging the pulse heights. For this purpose, certain fractions
of the lowest pulses (which are subject to noise) and of the highest pulses are
removed from the sample, so that the average is close to the most probable
value. Discarding the lowest hits also removes noise and broken hits (see p. 57)
† See also remark on p. 61.
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that happened to lie near the trajectory. Usually they have a much lower
dE/dx than genuine hits. The percentage of hits to be removed is optimised
for best resolution. Note, if the fraction of selected hits is too low, the average
fluctuates owing to low statistics; if it is too high, the hits from the tails of the
distribution cause substantial fluctuations by their large weight. For the CTD
a rejection of the 10% lowest and the 30% highest pulses was chosen. Other
methods of averaging the data (e.g., calculating the median or the harmonic
mean) have been proven not to be superior [197].
A modified treatment [191] is necessary if for more than 30% of the hits the
pulse height is in the saturation† limit. This often happens to tracks at shal-
low polar angles, where the pulse heights can rise to very large values owing
to the long path lengths and where at the same time the total number of hits
is reduced, because these particles have traversed only a fraction of the wire
layers when they leave the CTD through its endplate. The per-hit correc-
tions cannot rectify it, because the pulse height must have a definite value in
order to be correctable. In that case, the following procedure is applied: All
saturated hits are removed before averaging; then the loss of their contribu-
tion is compensated by shifting the mean value towards a higher value. Since
the decrease of the average by the additional hit removal follows a linear pro-
gression, the resulting shift can be taken into account by a correction factor
a = f(0.7)/f([nkept − ntotsat]/nkept), which is a function of the number of
hits remaining after applying per-hit corrections,‡ nkept, and of the number of
saturated hits, ntotsat. The function f(x) is a polynomial fitted to the data,
f(x) ≡ 71.508x4 − 100.4x3 + 55.685x2 + 30.92x + 26.95 .
The resulting average is the variable truncated mean of the pulse heights hi,











with nlow = b0.1nkept + 0.5c , nused = nkept − nlow − nup ,
nup = b0.3nkept + 0.5c , nsat = max (0, ntotsat − nup) ,
ntrunc = nused − nsat ,
and a(nkept, ntotsat) = 1 for ntotsat 6 nup ,
where b· · ·c indicates the truncation of a number to its integer value (floor).
†The FADCs have a resolution of 8 bit. Pulses which have driven the FADC into saturation
are marked by the DSP using 4 extra bits.
‡Remember, only hits from the (r, φ) read-out enter the dE/dx calculation, while the track-
fit also uses z-by-timing hits (and hits in neighbouring tracking devices).
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A minimum of ntrunc = 4 hits is required; the maximum possible number is
ntrunc = b0.6 × 72c = 43.
The quantity 〈dE/dx〉VC is the ‘dE/dx’ value that is determined by the
VCTRAK program and stored together with nused, nsat and the reconstructed
track parameters on the DST.† Note that 〈dE/dx〉VC is stored as an integer
number, thus with a precision of ±1%, considering the typical value for a
minimum ionising particle (mip) of 〈dE/dx〉VC ∼ 50 FADC counts.
By virtue of the central limit theorem, 〈dE/dx〉VC can be expected to fol-
low a unique Gaussian distribution for particles of the same species and fixed
momentum, provided that the operational conditions of the CTD remain un-
changed and the number of hits used for calculating the mean is sufficiently
large. Remember that 〈dE/dx〉VC is closely related to, but not to be confused
with the actual ionisation energy loss. It is also not the mean ionisation. The
exact term for it would be ‘selectively averaged pulse height’. Although it is a
coarse simplification to call this quantity dE/dx, this is done here as well, in
order to be consistent with other publications.
4.6 Calibration of dE / dx
The measured 〈dE/dx〉VC values are affected by additional factors, for which
the pulse heights have not yet been corrected. Variations of the gas mix-
ture, the atmospheric pressure and the high voltage setup directly influence
the drift velocity and the gas gain in the CTD. The major effect of this is a
change of the pulse shapes so that the height–area relation is altered. The true
energy loss does not vary as much with these parameters; it linearly follows
the pressure variations, because the atomic electron density is proportional
to the pressure and the dE/dx slope is only affected logarithmically, which
is negligible considering that the atmospheric pressure variation in Hamburg
is ∆P ∼ ±2%. Thus it is sufficient to correct for the overall scale variation
caused by these factors. This correction can directly be applied to the trun-
cated mean values as they are found on the DST.
Since the contributions from different particle species can be attributed to
particular bands in the (dE/dx, p) distribution, the dE/dx scale of each run
can be determined by measuring the average of 〈dE/dx〉VC for one of the
bands in a momentum range, where the dE/dx value for the chosen band is
approximately constant; furthermore, the bands from the other particle spe-
cies must be sufficiently apart and the number of particles in the band under
study must be sufficiently large to permit a good fit of the mean. These re-
quirements are in general fulfilled for the pion band within the momentum
range of 300–400MeV, which corresponds to the velocity range u ∼ 2–3, where
† For 1995 data—except version 3 of the mini-DST—one must rerun the dE/dx reconstruc-
tion of VCTRAK in order to obtain the variable truncated mean.
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dE/dx for +ve tracks with 0.3 < p < 0.4 GeV  (FADC counts)
Fig. 4.12
〈dE/dx〉VC distribution
and fit of the pion band
in the momentum range
0.3 < p < 0.4 GeV for a
single run from the 1995
data. A Gaussian is a good
approximation for the main
peak—as expected, since
this is a distribution of
pulse height means.
particles in the CTD are nearly minimum ionising (see Fig. 4.8). By fitting
a Gaussian function to the pion peak, the number of FADC counts that cor-
respond to a mip is found. Such a fit is done for every reconstructed run as
part of the CTD data quality monitoring (DQM) and calibration procedure,
as documented in the so-called Zetsche plots [181].
Figure 4.12 shows the fit result for a single run of the 1995 data. The peak
at 50 FADC counts results from pions, which are copiously produced in jets.
Muons in this momentum range have about the same dE/dx, so that their
small contribution does not lead to a visible shift. The tail of the peak (at 60
to 80 counts) can be attributed to electrons and to the small number of pions
that have large pulse height fluctuations. The flat peak at about 95 counts
originates from kaons† and the smooth rise observed above 150 counts can be
attributed to protons, for which dE/dx falls steeply with rising momentum in
this momentum range. The spike at the upper end of the distribution and the
fact that the proton peak does not fade away at the upper end, reveal that in
1995 the strictly truncated and not the variable truncated mean was used on
this level of event processing; hence saturated hits were not fully removed.
†The flat peak could also be taken for a ‘2 mip peak’ at 100 counts, but what is shown in
Fig. 4.12 is a distribution of truncated means, not of single pulse heights. This means that
two particles would not only have to meet in a single point, they must have almost parallel,
very close trajectories (at a momentum of only p ∼ 0.4 GeV), in order to produce such a
double-hit peak. It should be noted in this context, that the DSP efficiency of resolving a
double hit into two separate hits is 50% at a distance of 2.5 mm [64].


















The fitted pion band position, which is misleadingly referred to as the av-
erage dE/dx of a run, defines the CTD mip although the actual dE/dx min-
imum lies at a pion momentum of p ≈ 550 MeV. The CTD mip is used for
normalising the dE/dx measurement, making the results from different runs
comparable. It corresponds to an energy loss of dE/dx ∼ 3 keV/cm under
nominal operation conditions.
In 1995 a single high voltage and gas mixture setup was used for the CTD;
therefore most of the dE/dx variations can be attributed to pressure vari-
ations. In Fig. 4.13, the fitted mip 〈dE/dx〉VC values of the 1995 runs are
shown versus the atmospheric pressure. It is at first glance surprising to see
〈dE/dx〉mipVC decrease with rising pressure. This phenomenon has been repro-
duced by a simulation of the ionisation avalanche in the vicinity of the sense
wires [174] and can be attributed to two factors: first there is an atomic excita-
tion edge of argon at 12 eV, which increasingly prohibits ionisation with rising
pressure, leading to a reduction of the gas gain; second, the drift velocity be-
comes reduced with higher density of the medium, altering the height-to-area
ratio of the pulses. Both effects together dominate over the rise of dE/dx with
increasing electron density.
By adjusting 〈dE/dx〉mipVC to a nominal pressure of 1013 mbar, the pressure
effects can be eliminated. It has been shown that the fluctuations which lead
to the spread of the variation in Fig. 4.13, depend on the run number. They
are anticorrelated with run-to-run variations of the drift velocity, the origin of
which is not definitely known [197]. The peak values of the variations seem to
occur predominantly after accesses to the detector, when the gas flow had to
be switched back from the bypass. Still, even after correcting also for the drift













Distribution of the per-event correction
factor Cevt for the 1995 data (adapted
from Ref. 198). Note the logarithmic
scale.
velocity variations, a systematic decrease of 〈dE/dx〉mipVC during the 1995 data
taking period can be observed. The possibility of an ageing effect, for instance
from deposits of polymerised ethane on the wires, is under study [114].
All effects discussed above affect only the overall scale of 〈dE/dx〉VC and
can be corrected for on a run-by-run basis by normalising to the mip value.
An additional correction on a per-event basis can be applied that accounts for
the pressure variation within long runs. For this purpose, the actual pressure
reading was recorded every ten minutes and stored in end-of-run files.† By
interpolation, the pressure at the time of a certain event can be obtained and
the dE/dx measurement can be corrected for by a factor [198, 199]
Cevt = 1 + (Pevt − 〈P 〉run)
C0
1 + C0(Pevt − P0) ,
P0 = 1013 mbar and C0 = −0.006 (1995) .
This correction is small (see Fig. 4.14): only for a very small fraction of the
events does it reach the percent level, but remains below 2%, which is about
the typical granularity of 〈dE/dx〉VC for minimum ionising particles.
Eventually an additional correction must be applied on a per-track basis in
order to allow for the gas gain reduction by space charge effects [122], which
give rise to further θ-dependence of 〈dE/dx〉VC that is not covered by the
per-hit path length correction.The problem is that the gas amplification may
saturate if the crossing angle between track and signal wire is such that the
length over which charges are collected is much shorter than the path length
of the ionising particle within the detection volume.‡ During the 1995 data
† Since the beginning of the 1997 data taking, this information is stored with the data in the
environmental records of the DST.
‡The gas gain can also be reduced by space charges that are produced by other particles in
the same event or from previous collisions (ep and background), by halo muons and by the
synchrotron radiation from the positron beam—which largely is shielded. The resulting de-
pendence of dE/dx on the luminosity (or rather the electron beam current) is partly covered


































taking the CTD high voltage was 2% lower than in 1994, which greatly re-
duced the effect seen previously [194]. Part of the remaining effect is already
accounted for by applying the variable instead of the strictly truncated mean
and thereby removing saturated hits. The remaining correction can be para-
metrised by a phenomenological function that has been fitted to the measured
(dE/dx, θ)-dependence [193]. In a first step, all other corrections are applied


































0 if 〈dE/dx〉norm < 1.05 ,
0.1 if 〈dE/dx〉norm > 1.12 ,
1.44 〈dE/dx〉norm − 1.5 otherwise.
The 〈dE/dx〉CTD value given by (4.13) is the quantity being taken as the
measured dE/dx.
Figure 4.15 shows the distribution of tracks from a DIS D∗± preselection
sample with a large number of hits in the (dE/dx, p) plane. A clear band
structure emerges, which can be associated with electrons, pions, kaons and
protons, as will be described below.
by the per-run corrections. Since the electron beam current drops significantly during a run,
there remains some variation within the run, which is not corrected for.
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4.7 Ionisation of the CTD Filling Gas
In order to determine from the 〈dE/dx〉CTD value observed for a single track
its probability to be produced by a particle of a certain species, the value
expected for such a particle and its variance must be known accurately. This
information can be obtained from fits to the measured distributions. Since
〈dE/dx〉CTD is closely related to the ionisation energy loss, its dependence on
the particle’s velocity can be expected to be similar to that of the restricted
(4.11) and the most probable energy loss (4.12); in particular, the variation of
this dependence with the gas mixture should be the same.
Table 4.1 lists the results from external chromatographic measurements of
the CTD gas mixture in 1995. The long-term stability of the composition is
excellent; short-term variations after restarting the gas system could be sig-
nificant (see previous section), but they have to be measured by the on-line
analysis system, which has a moderate accuracy.
Since dE/dx scales with the atomic electron density, the dE/dx of a mixture
with no chemical binding between the components can be assumed to be the
weighted sum of the contributions from each constituent (Bragg’s rule [44]),













This relation is certainly adequate for a low-density mixture, consisting pre-
dominantly of noble gases, like that used for the CTD. The dE/dx properties
are thus dominated by that of the Argon contribution. The admixtures play,
however, an important roˆle with respect to the ionisation yield: a fluctuation
of the CO2content by ±1% changes the gas gain by ±7%; a similar fluctuation
of the ethane content causes changes of ±10% [174]. The traces of alcohol va-
pour do not affect dE/dx, but the alcohol influences the gas gain indirectly
Table 4.1 CTD gas mixture in 1995. Results from gas chromatography analyses [172].
The measuring method is not very accurate for detecting the alcohol content; since
the alcohol contribution to dE/dx is negligible (cf. text), it has not been considered
when calculating the volume percentages of the other components.
Date Argon/% CO2/% Ethane/% (Ethanol/%)
09.06.95 82.735 4.767 12.497 (0.355)
11.08.95 82.663 4.747 12.589 (0.544)
15.09.95 82.691 4.657 12.652 (0.527)
15.11.95 82.821 4.634 12.545 (0.507)
average 82.73 4.70 12.57 (0.48)
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Table 4.2 Properties of the CTD gas components (taken mostly from Ref. 184). Zavg
is the average atomic number, Z/A the ratio of atomic number to atomic weight, % the
mass density, I the mean excitation potential, Eplas the plasma energy; X0, X1 and
mS are the Sternheimer parameters for the density correction, ∆max the maximum









eV X0 X1 mS
∆max
%
Argon 18.00 0.45059 1.6620 188.0 0.789 1.7635 4.4855 2.9618 3.7
CO2 7.33 0.49989 1.8421 85.0 0.874 1.6294 4.1825 3.3227 9.1
Ethane 2.25 0.59861 1.2532 45.4 0.789 1.5107 3.8743 3.6095 9.7
by prohibiting the build-up of deposits (esp. the growth of whiskers from eth-
ane polymerisation) on the wires [190]. Table 4.2 lists the material constants†
used for the evaluation of 〈dE/dx〉r (4.11) and (∆E/∆x)mp (4.12).
For the calculation of the density correction, Sternheimer [185] has fitted
an analytic function to the theoretical solutions of (4.5), which describes the




0 if X < X0 ,
(2 ln 10)X + CS if X > X1 ,
(2 ln 10)X + CS + a(X1 −X)mS otherwise,
with
CS ≡ −2 ln I
Eplas
− 1 and a ≡ −CS − (2 ln 10)X0
(X1 −X0)mS .
The values of X0, X1 and mS are listed in Table 4.2. The lower limit X0 is
determined by (4.7). The free parameters of the fit, X1 and mS, have been
chosen such that for X > X1 the density correction differs by less than 1.5%
from the asymptotic behaviour of (4.8), whereas in the intermediate region
the deviation of the approximation function a (X1 −X)mS from the precise
theoretical value has been minimised; the maximum deviation ∆max is given
in Table 4.2.
†Throughout the calculations of this analysis the values of the fundamental physical con-
stants have been taken from the 1986 adjustment [71].
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4.8 Construction of a dE / dx Parametrisation
Since positive and negative tracks produce different signals (see Sect. 4.3), all
studies have been done separately for the two charges. For consistency, the
illustration of the following will focus on negative tracks.
In Sect. 4.5 it was pointed out that in the low and high energy limits, the
measured pulse height average 〈dE/dx〉CTD should behave like the restric-
ted (4.11) and the most probable energy loss (4.12), respectively. Fits to the
(dE/dx, p) distribution have been performed with the result that, indeed, the
restricted energy loss formula (4.11) fits very well at low velocities, but over-
shoots the data after passing the minimum; conversely, the most probable
energy loss describes the data at high velocities but lies above the data when
passing the minimum towards lower momenta; consequently, the following an-









(a) c0〈dE/dx〉r(ppi0 , p, m) if p/m < u0 ,
(b) c1(∆E/∆x)mp(p
pi
1 , p, m) if p/m > u1 ,
(c) Sˆ3(p/m) in between.
The mass enters only weakly through the maximum energy transfer Wmax
(4.2a); apart from this, (dE/dx)fit is a function of u = p/m alone. The
function has 4 parameters to be adjusted: c0 and c1 normalise the function,
whereas ppi0 and p
pi
1 determine the slope—they are the pion momenta at the
minima of the respective functions. This set of parameters is convenient for
estimating starting values for the fit. The transformations to the parameters
of (4.11) and 4.12 are found by requiring the first derivatives to vanish at
ppi0,1. The parameters of the cubic spline, Sˆ3(p/m), are fixed by demanding a
smooth continuation of the other functions in u0 and u1. Since dE/dx is sup-
posed to be a convex function below values where the density correction sets
in, the spline must be a convex function, too, so that u0,1 are no longer free
parameters. Each time one value of the 4-parameter set is modified during the
fit, new u0,1 positions are found by requiring the direct line between them to












u˜1 − u˜0 .
The solution u˜0,1 of this equation is found by applying Newton’s method. Since
we seek an interpolation that is reasonably smooth also in the first derivative,
both points are pulled a bit further apart:
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Fig. 4.16
Composition of the dE/dx
parametrisation: (a) 〈dE/dx〉r
(without density correction),
(b) (∆E/∆x)mp, and (c) cu-
bic spline. The light lines indicate
how the components (a) and (b)
continue outside the regions of
their validity.



















Figure 4.16 illustrates how the spline function closes the gap between the re-
gions covered by the two energy loss functions.
It must be stressed that this is—although inspired by theory —a plain phe-
nomenological function; any other function could have been used that fits the
data equally well.
For the fit of (dE/dx)fit, the (dE/dx, p) distribution of tracks from a 1995
DIS D∗± preselection sample with nused > 38 was divided into logarithmically
spaced momentum slices, as shown in Fig. 4.15. The log10(dE/dx) projections
of each slice were fitted to a distribution function composed of 4 Gaussians—
corresponding to the contributions from electrons, pions, kaons and protons.
For each of the 4 Gaussians, the start value of its mean in each bin was taken
from the (dE/dx)fit of a previous iteration. Only one peak position at a time
was allowed to vary, while the other parameters remained fixed. When the fit
had become stable (∆χ2 < 0.1%) and the positions of all 4 peaks had been
iterated, the areas and widths of the peaks—of which the start values were
obtained from an average of the values for the current and the neighbouring
slices in the previous run—were allowed to vary, too. In Figure 4.17 the res-
ult of the 4-Gaussians fit for a sample momentum slice is displayed. Special
care was taken to make the fit procedure follow each component across the
band crossings. When starting with the final parametrisation, the procedure
succeeded without any human intervention.
Figure 4.18 shows the resulting band positions, which served as input for the
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n PION   220.4      0.
mean  0.7858E-02  0.3328E-02
sgm  0.4132E-01      0.
n PROTON   71.70      0.
mean  0.6395  0.1591E-01
sgm  0.8000E-01      0.
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mean  0.2989  0.2326E-02
sgm  0.3835E-01      0.
n ELECTR   99.04      0.
mean  0.1288  0.3853E-02
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Fig. 4.18 Measured centres of the  proton, N kaon, F electron and • pion bands and
the fitted dE/dx parametrisation. The error bars show the errors from the fits of
the peak positions. At about 530 MeV, the kaon band crosses the electron band.
Due to the abundance of kaons, the fit procedure could not disentangle the electron
contribution to this peak; instead it attributed a fluctuation below the pion band
to the electron band. The procedure ignored this erroneous data point when fitting
the dE/dx parametrisation, because it is too far apart from the value expected from
interpolating the neighbouring bins.




























Fig. 4.19 Fitted dE/dx parametrisation as a function of u = p/m. The weak mass
dependence at low velocities has been neglected for this plot. The data points from
Fig. 4.18 ( protons, Nkaons, F electrons and • pions) have been transformed accord-
ingly. The low data point at u ≈ 103 corresponds to that at p = 530MeV in Fig. 4.18.
least-squares fit of the (dE/dx)fit parametrisation. In the region of the relativ-
istic rerise of the hadron bands, p & 1.5 GeV, this procedure was not applied,
because it could not resolve the different hadron bands.† The fit resulted in
the following parameter values:
c0,1 = 1.793, 1.031 , p
pi
0,1 = 432.8, 594.4MeV , for positive tracks;
c0,1 = 2.341, 1.018 , p
pi
0,1 = 376.4, 593.9MeV , for negative tracks.
After a transition from p to u and ignoring the weak mass dependence of the
parametrisation, which enters only for slow heavy particles, all measurements
lie on a single curve given by the parametrisation (see Fig. 4.19). Figure 4.20
demonstrates that the parametrisation reproduces the (dE/dx,p) distribution.
At the high dE/dx, low p end of the proton band, the spread of the distri-
bution becomes larger towards higher dE/dx values (see also Fig. 4.26). This
effect is caused by tracks with very high pulses (height & 200 counts), which
have many saturated hits within the 60% hits considered for the truncated
mean; in that case, the peak shift is overcorrected by the variable truncated
mean method and too high values are obtained in comparison with tracks that
suffer less from saturation.
†A possible way of exploring this region could be to tag certain particle species (e.g. cosmic
muons) externally and fit them separately.














Fig. 4.20 The measured (dE/dx,p) distribution and the fitted dE/dx parametrisation
4.9 dE / dx Resolution and Particle Separation
In order to use dE/dx for particle identification not only the centres of the
particle bands in the (dE/dx, p) plane must be known but also their widths
as a function of the track properties. The uncertainty of dE/dx owing to the
finite momentum resolution can be estimated from the derivative of (dE/dx)fit






Figure 4.21 shows the contribution of the momentum uncertainty to the relat-
ive uncertainty of dE/dx as a function of p for tracks at a polar angle θ = 90◦
(i.e. p⊥ = p).
† It stays well below the percent level (except for slow kaons
and protons) and can be neglected. An explicit θ-dependence enters σdE/dx
through the uncertainty of the space-charge correction (neglected here) and,
indirectly, through the dependence on ntrunc, because tracks that leave the
CTD through the endplate have fewer hits.
† For this diagram an earlier σp⊥ parametrisation, σp⊥/p⊥ = 0.0058p⊥ ⊕ 0.016 (p⊥ in GeV),
was used instead of (3.1). This parametrisation was quoted in ZEUS publications up to very
recently [49]. It overestimates the multiple scattering inside the CTD, but neglects the mul-
tiple scattering occurring before a particle reaches the CTD; therefore this parametrisation
underestimates the p⊥ uncertainty at low momenta.



















The uncertainty of dE/dx
resulting from the momentum
resolution
The dependence of σdE/dx on ntrunc can be obtained by fitting the pion
band near its minimum (p = 0.4–0.5 GeV), where it is almost flat in dE/dx
and still separated from the other hadrons. Figure 4.22 shows the distribution
for about 106 tracks from this momentum range as a function of 〈dE/dx〉CTD
and ntrunc, which is the number of nonsaturated hits used for the truncated
mean. The integer arithmetic used for the truncation favours certain values of
nused ; therefore the even-numbered bins have been merged with the odd ones.
Most of the tracks pass all 9 superlayers and thus produce the peak at the
upper end of the distribution. The gaps around ntrunc = 15 and ntrunc = 23
are artefacts of the track reconstruction, which allows tracks only to end in
odd-numbered superlayers. Tracks that lie within these gaps lost hits through
inefficiencies of the chamber, or hits have been discarded at some stage of the
reconstruction process.
In addition to the long band at dE/dx ≈ 1, the distribution of the full track
sample has an extra peak in the (lowntrunc, lowdE/dx) corner—a feature that
disappears when reducing the sample to those tracks which are associated with
the primary vertex. The majority of the tracks in this peak are short tracks.
Their low dE/dx values are an indication that the fraction of noise hits or
broken hits contributing to these tracks is rather large; such hits are known
to have far lower dE/dx values than regular hits [64, 152]. Noise hits also
enter the tracks belonging to the long band in Fig. 4.22, but they usually are
removed by the truncation of the 10% lowest pulse heights, except for small
ntrunc ∼ 5, where they extend the spread of the band towards lower values
and pull the average a bit down. Since the electron band contributes near
dE/dx ≈ 1.4 and kaons towards the upper end, there is for all values of ntrunc
a tail towards higher dE/dx values.
For each value of ntrunc, a Gaussian was fitted to the dE/dx projection, for
dE/dx values from −3σ up to +12σ in order to exclude the electron tail. The
square of the σ value of the fitted Gaussians represents the dE/dx variance for
a fixed value of ntrunc ; it is displayed in Fig. 4.23. That the resolution improves
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mentum range
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The upper plot
shows the distribu-
tion for all tracks;
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Fig. 4.23
Variance of dE/dx as
a function of ntrunc for
negative tracks in the
momentum range p =
0.4–0.5 GeV
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Fig. 4.24 Deviation of the measured dE/dx values from the fitted dE/dx paramet-
risation for pions from exclusive ρ0 production in DIS. The upper plots show the
distribution of the pions in the (dE/dx, p) plane, separately for positive and negative
tracks; the lower histograms show the difference between the measured and the ex-
pected dE/dx values for this sample in terms of the fitted resolution. If the measured
dE/dx were described perfectly by the parametrisation, these distributions would
peak at zero and had a width of one.
the contamination from noise hits and Landau fluctuations leads to additional









ntrunc ⊕ 0.0018 ,
for negative and positive tracks, respectively. Thus the dE/dx resolution for
tracks having the maximum number of hits is 8% (design value: 6%). Fig-
ure 4.24 shows the result of a test of the parametrisations for the centre and
width of the dE/dx band for a single particle species. For this purpose, pi-
ons from exclusive ρ(700) production in DIS have been used. The deviations
of the single dE/dx measurements from the value expected for pions with the
measured momentum has been according to the σ value expected for particles








































Potential of the CTD to separate
different hadron species from
each other and from electrons,
for tracks with ntrunc = 32
with the same number ntrunc of used hits. A shift of the mean by about 0.08σ
towards larger values and a spread by ∼ 20% can be seen. This discrepancy
may be due to
– an underestimation of the pion dE/dx below 300MeV (cf. Sect. 7.3),
– the admixture of background particles (some points in the top plots Fig. 4.24
suggest that the sample contains traces of kaons and electrons),
– residual Landau tails in the distribution from tracks with low ntrunc,
– a possible slight variation of dE/dx as a function of ntrunc, the origin of
which is still unknown [192]. This can lead to a systematic shift, because
the band centres have been determined using only tracks with large ntrunc.
Knowing the band positions and widths, the particle separation power of the
CTD can be estimated from (dE/dx)fit. In the field of charm analysis, the
kaon–pion separation is important for the study of hadronic D meson decays
and the electron–hadron separation is relevant to studies of semileptonic de-
cays. Figure 4.25 shows the particle separation power for long tracks with
ntrunc = 32. The kaon–pion separation for these tracks is better than 2σ for
particle momenta below 0.7GeV. For the separation of electrons from hadrons
there are two small windows around 0.3 GeV and 0.8 GeV and a large region
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beginning at 1.5 GeV with a separation of more than 3σ. Note, due to the
small rate of electrons as compared to hadrons, they appear merely as a tail
of the hadron peak when looking at the dE/dx distribution above 1.2 GeV.
4.10 dE / dx Likelihood
How can one go about using dE/dx in a physics analysis? The answer de-
pends on the aim of the study. The measurement of charm cross-sections
from semileptonic decays, for instance, relies on counting the absolute number
of electrons produced; this number can be obtained by statistically subtract-
ing the contribution from particles other than electrons from the measured
dE/dx distributions of the candidate tracks within a given momentum bin.
For that purpose it is not necessary to know explicitly for every track in the
candidate sample whether it did originate from an electron or not; however,
clean reference dE/dx distributions for signal and background are needed for
the statistical subtraction and must be obtained using tagging methods other
than dE/dx.
When studying hadronic decays of charmed mesons, particle identification
through dE/dx can help in purifying the sample by reducing the background
from candidates with a wrong mass assignment. Here the total number of
tracks attributed to a certain particle species is of no interest; instead one
wants to know for each single track whether it possibly was produced by a
particle of a certain species. This question is not the same as asking how large
the probability is that the track belongs to a certain particle species: that
likelihood depends not only on the positions and widths of the dE/dx bands
but also on the relative abundances of the species as a function of the track
momentum. The abundances depend strongly on the track sample: compare,
for example, the dE/dx distribution near 350MeV of all tracks from a sample
run (Fig. 4.12) with that for the preselected 1995 DIS D∗± events with large
nused (Fig. 4.17).
The fits discussed above provide us with the mean and the standard devi-
ation of the dE/dx values measured for particles of fixed mass, momentum.
They also show that for sufficiently large ntrunc, log dE/dx follows a Gaussian
distribution. For a particle of known species i and momentum p we there-
fore can describe the deviation of a single dE/dx measurement from the ideal
dE/dx values in terms of the random variable
χ2i =
[ln 〈dE/dx〉CTD − ln (dE/dx)fit(p/mi)]2
σ2dE/dx(ntrunc)
,
of which the probability density is given by
















Fig. 4.26 Kaon tag using dE/dx likelihood. The dark dots in the (dE/dx, p) distribu-
tion mark tracks with `K > 1.4% (i.e. χ
2
K < 6); light dots mark tracks that fall below








We define the likelihood `i to be the probability of measuring the observed or
a larger value of χ2i ,










provided that the track under study belongs to species i. This likelihood can
be thought of as the significance of a statistical test. It is used for the re-
moval of tracks with low significance for mass hypothesis i from a sample, as
illustrated in Fig. 4.26. Being a significance level, the likelihood limit directly
provides an estimate of the amount of type I errors produced by this kind of
selection—for the sample presented in Fig. 4.26, for instance, we can expect
to lose ≈1.4% of the true kaons through the likelihood cut `K > 1.4%. The
integral (4.15) does not need to be evaluated for each track and hypothesis;
since `i is a monotonic function of χ
2
i obs, an identical selection is obtained by
applying a corresponding cut in χ2.
The exclusive production of φ(1020) mesons in the decay mode φ → K+K−
serves as an impressive example of a successful application of dE/dx likeli-
hood tagging at ZEUS [134, 111]. Since the sample contains only events with










a positive and a negative
track and assuming
them to be kaons; the
shaded histogram shows
the distribution after
removing all tracks with
`K < 0.1%. While




exactly two hadron tracks, and the momentum of at least one of the kaons is
in a region where the kaon and pion bands are well separated, the background
of pions from ρ0 production can be suppressed efficiently without reducing the
signal, as demonstrated in Fig. 4.27. For samples with not so clean conditions
as for the φ sample, it is often desirable to use tighter constrains on `i in order
to make the background rejection more powerful. However, this leads to unne-
cessary losses of events in (dE/dx, p) regions where the particle bands are well
separated. These losses can be prevented by accepting also candidates outside
the likelihood limit if the dE/dx likelihood assuming the track to belong to
desired particle species is still large compared to the likelihoods for other mass




where the sum extends over all particle species considered. It should be noted
that the quantity `normi is just a measure of how close a measured dE/dx
value is to the ideal value for species i as compared to other species. It is by
no means the likelihood of a track to belong to species i rather than to one of
the other species. A value of, say, `normpi = `
norm
K = 0.5 does not mean that a
track is equally likely to be a pion or kaon—it just means that the measured
dE/dx for this track is equally distant from the ideal values for kaons and
pions of the same momentum.
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4.11 Simulation of the dE / dx Measurement
The amount of ionisation produced by a charged particle traversing the CTD
is calculated in the simulation as follows: first the restricted mean energy loss
is looked up for the particle species and energy under consideration. This
value is then allowed to fluctuate according to the Landau theory. Look-up
tables are provided for electrons, positrons, muons and protons; the proton
table is used for other hadrons (e.g.kaons) after scaling the energy accordingly.
These values are accumulated for each sense wire over all GEANT steps of the
particle traversing its drift volume. The GEANT hits are converted to pulse
heights by per-wire conversion and smearing factors. Finally the pulse heights
are corrected for the wire gain, for geometric effects depending on the track
and field angles (θ, λ, ψ′) and on the z-position, according to the attenuation
along the wire.
Figure 4.28 shows the reconstructed 〈dE/dx〉norm values from MC tracks
(MOZART 14.3, GEANT 3.13) in comparison with the parametrisations fit-
ted to the data. The spread of the MC distribution is similar to that of the
data (see Fig. 4.20), but the rise of the hadron bands at low velocities is much
steeper in the MC simulation than in data; furthermore, the electron band
lies at a ≈15% larger value. In addition, the difference between negative and
positive tracks is exaggerated in the simulation as compared to the data.
The discrepancy between data and detector simulation makes it difficult to
calculate efficiency and purity of selection cuts that are based on dE/dx, be-
cause both quantities depend on the sample under study. For low-multiplicity
samples like the exclusive φ production (see Sect. 4.10), the efficiencies can in
principle be obtained from the data by applying tight cuts to either of the two
decay particles and studying the acceptance of the other. Yet the quantities
thus obtained are not universally applicable. At larger multiplicities like those
we typically find in open charm production, more than one or two particle
species contribute to the (dE/dx, p) distribution and the dE/dx measurement
deteriorates in a busy chamber, where wrong assignments of hits to tracks,
track crossings, local showering, etc., are more likely to happen.
Changing the MC code such that dE/dx features of the CTD are better
reproduced is a demanding task. It does not suffice to replace the values in
the dE/dx look-up tables of GEANT with values obtained from the fitted
parametrisation—this would solve the problem for either positive or negative
tracks; but in order to simulate also the values for the other charge correctly,
it is necessary to change via the ψ′ angle correction how the ionisation-to-
pulse-height transformation depends on the charge of the particle. Such a
modification, however, affects also the charge dependences of other quantities
(see Sect. 4.3), which already have been adjusted carefully in order to make




























Fig. 4.28 Energy loss 〈dE/dx〉CTD of positive (top) and negative (bottom) tracks as
assumed by the detector simulation. The lines represent the values of the paramet-
risations fitted to the data for electrons, pions, kaons and protons.
5 Physics Simulation
For the calculation of acceptances, Monte Carlo (MC) simulations of the par-
ticle interactions and of the detector response were employed. A full event
simulation consists of two steps: First an event generator calculates the pri-
mary scattering process at the parton level. Using a hadronisation model, the
final state particles are obtained. Particle decays at the primary vertex (i.e.,
strong and electromagnetic decays) are simulated at this stage.† The list of
4-vectors is handed over to the detector simulation, which calculates the de-
cays of long-lived particles and the detector response to the event. The ZEUS
detector is modelled by the MOZART program (cf. Sect. 3.4). Based on the
GEANT package [105], MOZART simulates for every particle its interaction
with the detector material, possible decays, the signals produced in the sensit-
ive components like tracking devices and calorimeters, and the digitisation of
the signals, including the various sources of noise.
Event generators divide the simulation of the scattering process, which is il-
lustrated in Fig. 5.1, into several phases.‡ Before generating events, the matrix
†The HERWIG generator restarts its hadronisation algorithm for the daughter particles of
strong decays.
‡The discussion concentrates on the hadronic side of the ep interaction; the phenomenology
of the leptonic side is comparatively simple and well described by QED.
proton
at rest



















Fig. 5.1 General scheme for the γ∗p scattering process [89]
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elements for the processes under study are calculated up to a certain order in
αs. For the simulation of a single event the generator chooses the flavour and
momentum of the incoming partons, according to the parton density distri-
butions, and the details of the hard subprocess, calculated from QCD matrix
elements. For events that fall into the phase space region of interest, some
terms of higher order in QCD can be added by evolving cascades of softer
subprocesses, including gluon emission and gluon splitting. While at large
time-scales the Lorentz-boosted proton resembles a flat pancake of independ-
ent partons (see figure, t = t0), the short time-scale of the interaction with the
boson exchanged makes the fluctuations inside the proton visible—not only
the struck parton is affected, but the recombination of the whole evolution is
disturbed by the impact. Most generators distinguish between the QCD cas-
cade originating from initial fluctuations (initial state parton shower) and that
which emerges from the hard subprocess (final state parton shower). These
shower processes are described by the DGLAP formalism (see Sect. 2.2), con-
sidering only the leading terms in ln Q2. While the calculations up to this
point are done on the parton level, in the last phase hadrons are formed from
the partons, which tend to be clustered in jets. The scattered electron plus
the produced hadrons define the final state that is handed over to the detector
simulation.
From the variety of event generators and parameter sets available, those
are chosen which give a reasonable description of the process under study.
For D∗ production in DIS, the process can be factorised into a QED sub-
process deflecting the incoming electron, and a QCD subprocess giving rise
to heavy flavour production; accordingly, the event selection and acceptance
studies can be done separately for the reconstruction of DIS, where details of
charm production and decay play a minor roˆle, and the reconstruction of the
outgoing D∗ meson, where the MC generator does not need to include QED
radiative corrections to the hard subprocess. The RAPGAP generator (Ver-
sion 2.05 [136, 137]) currently is the only program that provides a good overall
simulation of charm production and includes QED radiative corrections. Al-
ternatively other programs were used in order to estimate systematic effects
for the reconstruction of the event kinematics (LEPTO 6.3 [129]) and for
charm production and decay (HERWIG 5.8 [147]). In order to save comput-
ing time and disk space, all generators were setup such that only events with
at least on D∗ meson in the central region of the detector were fully processed
(|η| < 2). All MC programs were run with their default parameters.
The RAPGAP generator was originally designed for the simulation of dif-
fractive events (which are marked by a rapidity gap, hence its name). It now
simulates a large spectrum of processes, including heavy flavour production in
leading order PGF. RAPGAP calls HERACLES 4.4 [140, 180] for including
the simulation of QED radiation from the lepton line; it thereafter calcu-
lates the massive LO matrix element for the hard PGF subprocess γ∗g → cc¯
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(cf. Fig. 2.8). For this analysis, the proton parton density functions were taken
from the GRV94 HO set [108]. In RAPGAP the ARIADNE 4 program [145]
was called for adding the contribution from higher order QCD processes in the
coherent parton shower approach of the colour dipole model [13]. This model
does not distinguish between initial and final state cascades, but calculates a
coherent sum of them, including interference terms. ARIADNE4 provides the
best description of the observed hadronic final state in inclusive DIS [80].
For the charm quarks a mass of mc = 1.5 GeV was assumed. They were
fragmented using the Peterson model (see Sect. 2.4) with the hardness par-
ameter set to εP = 0.035; the other partons were hadronised following the
phenomenological approach of the Lund string model [12] as implemented in
JETSET 7.4 [177].
The LEPTO generator was interfaced with HERACLES in the framework
of the DJANGO6.2 [66] program. It computes the zeroth and first order mat-
rix elements for inclusive DIS, complemented by parton shower calculations
(ME+PS), and also uses Lund fragmentation. The HERWIG program is an-
other omni-purpose generator, but it does not include QED radiative correc-
tions. For this analysis, HERWIG was used to calculate the matrix element
for PGF charm production in LO, supplemented by LLA parton showers.
The hadronisation was simulated by the HERWIG-specific cluster fragment-
ation model, which by construction takes the mass of the charm quark into
account.
For the extrapolation of the measurements from the experimentally access-
ible kinematic range to the full phase space, the program HVQDIS 1.1 [118]
was used, which calculates differential charm production cross-sections for any
region of phase space and the heavy quark contributions to the structure func-
tions F2 and FL. It computes the LO and NLO QCD matrix elements for
PGF, where the latter includes the radiation of a third parton in addition to
the two outgoing charm quarks. The calculations are done in the fixed flavour
number nf = 3 scheme (FFN3), where the three light flavours (and the gluon)
are considered massless and active, whereas charm is produced perturbatively
(cf. Sect. 2.4). Peterson fragmentation was assumed with εP = 0.035.
For the acceptance studies, 60000 events with Q2 > 0.6 GeV were gener-
ated with RAPGAP; 30000 events each were generated with LEPTO and
HERWIG. RAPGAP has calculated the charm production cross-section to
be σcc¯ = 88.3 nb. Since all cc¯ events were forced to contain D
∗ → Kpipis
decays, the effective cross-section has to be scaled down by the production
fraction for this decay mode (2.7), yielding a corresponding luminosity of∫
dt L ≈ 58 pb−1 for the MC sample, which is about 10 times the luminosity
of the data sample.
6 Reconstruction of DIS Events
6.1 Electron Reconstruction
Neutral current deep inelastic scattering events in this analysis are charac-
terised by photon virtualities Q2 & 1 GeV, which are large enough to deflect
the scattered electron into the main calorimeter (CAL). The energy deposits
from electrons can be identified by their topology via software routines called
electron finders. Four different routines were used:
LOCAL uses local maximum clustering and defines a likelihood from the en-
ergy weighted radius of the cluster and the EMC contribution to the total
electron energy.
ELEC5 investigates the radius of the electromagnetic cluster, the energy shar-
ing between EMC and HAC, and the energy share inside and outside vari-
ous cones around the impact position.
EEXOTIC is based on a precursor of ELEC 5, with fine-tuning for special
topologies.
SINISTRA identifies electromagnetic clusters with a neural network, as will be
elaborated below.
During the 1995 data taking customised versions of the fast LOCAL and
ELEC 5 electron finders were run on the TLT for tagging DIS events. An
event was accepted if at least one of the finders detected an electron candidate
outside a box around the rear beam pipe. The size of the box varied during
the data taking period with increasing luminosity from (x × y) = ±12 cm ×
±6 cm (thus exploiting the full range that became accessible by an inward
shift of the central RCAL modules) up to ±14 cm × ±14 cm.
In the off-line reconstruction all four electron finders were run. For the
present analysis, the 1995 version of the SINISTRA [1, 176] electron finder
was chosen, which in general provides the largest efficiency and purity (see
Fig. 6.1). The electron acceptance decision of SINISTRA is based on the
topology of calorimeter islands. Islands are formed by comparing the energy
deposit of each calorimeter tower with that of its eight neighbours: if all neigh-
bours have lower energy, the tower becomes an island seed; otherwise the tower
is linked to its neighbour with the largest energy. In this way, the calorimeter
is divided into contiguous clusters around the local maxima of the energy dis-
tribution (see Fig. 6.2). Islands are called electromagnetic if they have at least
90% of their energy deposited inside a window of 3× 3 towers around the seed
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Fig. 6.1 Efficiency and purity of different electron finders as a function of the electron
energy [158]. The LOCAL electron finder, which is not included in these diagrams











energy deposit (arbitrary units)
Fig. 6.2
Example of the island cluster-
ing used by SINISTRA [1].
The numbers show the energy
deposits in arbitrary units;
the arrows indicate how indi-
vidual calorimeters towers are
linked together, forming islands
around the seed cells (marked
with dots). A distinctive fea-
ture of this clustering algorithm
is its power to split adjacent
energy deposits into separate
clusters if they are separated by
a valley of low energy towers.
and less than 1 GeV outside the window, and if more than 80% of the win-
dow energy falls into in the EMC section. For each electromagnetic island,
SINISTRA feeds the energy of all calorimeter cells in the 3× 3 tower window
into a neural network, together with the angle of incidence, which is obtained
from the position of the island and the reconstructed vertex. By summing ad-
jacent PMTs in the FCAL and BCAL towers, a similar granularity as for
the RCAL is obtained, so that for all calorimeter sections the same number
of 55 input variables characterise the candidate. The neural network determ-
ines a single output variable PSINI, which is a measure of the probability that
the candidate under study is the scattered electron. For the present analysis
a value PSINI > 0.9 was required.
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Fig. 6.3
Distribution of inactive mater-
ial in front of the calorimeter
as a function of the polar
angle [127]
In general, electrons deposit a substantial amount of energy in the inactive
material ahead of the calorimeter (cf. Fig. 6.3). The passive material consti-
tutes about 1–1.5 radiation lengths, except near the beampipe and in the area
of the support structure for the solenoid (θ ≈ 35◦, 135◦), where it amounts
up to 3 X0. For electrons emitted in the direction of the RCAL, the energy
lost in inactive material can be corrected for using the information from the
rear presampler, RSAM, and the SRTD. The correction constants were ob-
tained from the neutral current DIS event sample in the kinematic peak, from
quasi-elastic ρ0 production and from QED Compton events. Kinematic peak
events are constrained to the very low y region, where the scattered electron
energy is close to the electron beam energy and can be determined with an
accuracy of ∼ 0.5% from the scattering angle; in quasi-elastic ρ0 production
(ep → epρ0, ρ0 → pi+pi−), the electron energy is calculated from its scattering
angle and the pion momenta; QED Compton events (ep → epγ), where the
electron and the photon are contained in the calorimeter, are fully determined
by the measured scattering angles, because the transverse momentum of the
scattered proton is small. The energy loss in the inactive material in front of
the calorimeter is correlated with the energy deposited in the SRTD, yielding
corrected energies
Ecorr = 1.037 (ECAL + 0.028ESRTD)
for real data, and a similar relation for MC generated events [73]. Outside the
acceptance of the SRTD a similar correction [41] was applied using the rear
presampler,
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Ecorr = ECAL + 0.072ERSAM .
After applying these corrections, there remains an absolute scale uncertainty
of 2% at 10 GeV, gradually decreasing to 1% at 27.5 GeV.
The impact position of the electron is determined with a resolution of about
1 cm from the signal difference between the two PMTs of the hit cell and the
energy share of neighbouring cells. By making use of the position data from
the SRTD, the resolution is further improved to about 0.3 cm in the region of
its coverage.
6.2 Event Kinematics
In order to assign a recorded event to a certain kinematic regime, the Lorentz-
invariant variables characterising the inclusive DIS process must be accurately
known. The fact that both the hadronic final state and the scattered electron
of the events under study are registered in the detector, permits use of several
methods for the determination of the kinematics from observed quantities.
Figure 6.4 displays how the quantities used in the following are correlated
with certain regions of phase space.
The kinematics can be calculated from the energy E′e and polar angle θ of




E′e(1 + cos θ)
2Ee − E′e(1− cos θ)
, (6.1a)




(1− cos θ) , (6.1b)
Q2e = 2EeE
′
e(1 + cos θ) . (6.1c)
For the majority of the events in this analysis, which is characterised by small
electron scattering angles (i.e. large θ), the resolution of Q2e is governed by the
resolution of the angle measurement. The resolution of ye is best where E
′
e is
substantially smaller than the beam energy Ee.
The event kinematics can also be determined from the hadronic system,
which balances the transverse momentum of the scattered electron. Jacquet
and Blondel (JB) have shown [132] that it is not necessary to consider solely
hadrons of the current jet: the event kinematics can be reconstructed directly
from the transverse momentum and the difference (E − pz) of all hadrons
found in the calorimeter, independently from the reconstruction of jets (viz.
the current jet),









































































































































































Fig. 6.4 Iso-lines of electron and hadronic energies and polar angles in (x, Q2) phase



















The JB method is based on the assumption that the net transverse momentum
of particles lost through the beam hole is small and can be neglected. For low
values of yJB . 0.03 the resolution is much better than with the electron
method; however, the Q2JB resolution is always worse than Q
2
e .
The so-called hadronic angle, γ, under which hypothetically (in the frame-
work of the QPM) a struck massless parton of the proton with no primordial
O. Deppe, D* Electroproduction
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transverse momentum would emerge, can be calculated from the JB vari-
ables [25, 125],

















Q2JB(1− yJB)− 4E2e y2JB
Q2JB(1− yJB) + 4E2ey2JB
.
The event kinematics can also be determined from γ and θ alone (‘double




sin γ + sin θ + sin(θ + γ)
sin γ + sin θ − sin(θ + γ) ,
yDA =
sin θ (1− cos γ)




sin γ (1 + cos θ)
sin γ + sin θ − sin(θ + γ) .
The variable yDA is independent of the energies of the incoming particles and
hence resistent against initial state QED radiation.
The criteria for the choice of the reconstruction method are optimum reso-
lution and minimisation of systematic shifts, in order to avoid migrations, i.e.,
shifts of the reconstructed values to a kinematic regions different from that
of the true kinematics. Figure 6.5 demonstrates the reconstruction quality of
the different methods. The electron method and the Jacquet–Blondel method
provide the best resolution at high and low values of y, respectively, but they
both fall behind in the opposite y regime. In addition, yJB shows a system-
atic shift towards lower values for medium y and higher values for low y. The
double angle method, on the other hand, does not provide the best resolution,
but the resolution always remains acceptable; systematic shifts induced by the
uranium noise only appear at very low y, where the current jet emerges at
shallow angles. The energy deposits from noise in the BCAL cause the recon-
structed hadronic angle γ to become too large. Since we want to reconstruct
D∗ mesons in the CTD, sufficient genuine hadronic energy is guaranteed to
be found in the BCAL, so that this noise effect can be neglected. In com-
parison with the data from 1992–94, the accuracy of the electron method has
gained substantially through the presampler and SRTD corrections. At low
Q2 it now provides a Q2 resolution better than that of Q2DA.
In Monte Carlo studies the smallest migrations for the binning of this an-
alysis were found when using the electron method for the reconstruction of Q2
and a combination of the electron with the double angle method for the re-
construction of y and x. For this purpose, y is obtained from the mixture of
ye and yDA, weighted such that


















































































































Fig. 6.5 Comparison of the true values of the kinematic variables with the values re-
constructed using different methods (MC simulated events). In addition to the elec-
tron, Jacquet–Blondel and double angle methods, the ‘eDA’ method is also shown,
which uses a weighted mean of ye and yDA (see text).
yeDA ≡ y2e + yDA(1− yDA)
basically equals ye at high y, where the electron method has the best reso-
lution; yet, at low y, were ye becomes poor, yDA becomes dominating.
† The
variable x is calculated from Q2 and y by
†A similar method was used by H1 for measuring diffractive deep inelastic scattering [5].






It should be noted that the number of charm events is low and therefore the
kinematic bin size so large that the kinematic resolution and migrations have
negligible effects on the final results of this analysis.
6.3 Background Suppression
Of the quantities used for suppression of background from non-DIS events in
this analysis, the two most important ones will be discussed below in more
detail.
The excellent time resolution of the calorimeter of ∆t ∼ 1 ns for energy
deposits E > 4 GeV is used for the suppression of beam–gas and cosmic ray
events by requiring the arrival times of the energy deposits in the calorimeter
to be consistent with a collision of the beams within the nominal vertex re-
gion. For this purpose, energy-weighted sums of the time information from all
cells are calculated separately for the FCAL and RCAL and for the upper
and lower half of the BCAL. For each cell, the time is calibrated to be zero
for energy deposits produced by relativistic particles that originate from the
interaction point.
Figure 6.6 shows the distribution of the FCAL and RCAL arrival times,
and of the time differences between FCAL and RCAL and between the two
halves of the BCAL. Beam–gas events that are produced outside the in-
ner volume of the ZEUS detector reach first the RCAL (p–gas events) or
the FCAL (e–gas events) and only about 10 ns later the opposite calorimeter
segment. The GSLT removes most of such events by requiring the absolute
values of the RCAL and FCAL arrival times and their difference to be less
than 9 ns [70]. This cut is tightened off-line in the DIS DST selection to 8 ns.
The energy deposits in the upper half of the BCAL must not arrive more
than 10 ns earlier than those of the lower half, so that cosmic ray events are
removed where a muon traverses the BCAL in top-down direction.
For further suppression of these kinds of background and for the removal
of hard initial state radiative and photoproduction events, the difference δ
between the scalar and the longitudinal sum of all energy entries in the main




(Ei − pzi) + 2 Eγ , (6.3)
where Ei − pzi = Ei(1 − cos θi) and θi is the polar angle under which the
cell centre is seen from the primary vertex. For contained events, energy-mo-
mentum conservation demands this quantity to equal its value for the initial
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Fig. 6.6 Calorimeter timing cuts on the GSLT in 1995. The histograms show the time
and time-difference distributions; their hashed areas indicate which events have been
removed by the GSLT.
state, δ = 2Ee = 55 GeV. For photoproduction events, where the scattered
electron escapes through the rear beam hole, as well as for proton beam–gas
events a much smaller value of δ is expected. Electron beam–gas events, on
the other hand, have δ ≈ 2E, while muons from cosmic rays in the RCAL can
lead to a value of δ that is substantially larger than 55GeV.
The loss of particles that escape through the the forward beam hole has
little impact on the value of δ, because for them E ≈ pz ; however, losses
through the rear beam hole diminish δ, but for the process under study little
hadronic energy is expected in this region.
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6.4 Trigger Selection
For this analysis only those runs of the 1995 data were considered where all
major components used in this study (CAL, CTD, RSAM, SRTD) were fully
operational and the interaction point was close to its nominal position. This
period comprises 568 runs with an integrated luminosity of 6.08 pb−1. The
events were selected using inclusive trigger slots for DIS, which rely on finding
the scattered electron (positron) in the detector and do not take any specific
quantities of charm hadron production into account.
The first selection step in the off-line analysis was performed by the DST
selection bits, which are set by the event reconstruction program as the quasi
‘fourth level trigger’. These bits provide a preselection based on the com-
bination of various trigger bits—which in turn are determined from partially
reconstructed objects or precandidates (tracks, jets, electrons, etc.)—with re-
quirements on the objects of the full reconstruction. Since several FLT and
SLT slots contribute to the inclusive DIS selection bits, not only the cuts on
the variables from the full reconstruction must be refined for the final selec-
tion: also the exact trigger configuration must be specified. For this analysis
the selection was done at the trigger level as follows:
1. First level trigger. Since the main feature of a DIS event is the detection of
a scattered electron in the calorimeter, CAL FLT slots [178] were used for
this study. One of the following slots had to have fired:
FLT30 In one of the RCAL trigger towers (calorimeter quadrants) an
isolated EMC energy deposit of more than 2.5 GeV was found as
a precandidate for the scattered lepton (so-called RCAL-IsoE trig-
ger). Any accompanying entry in the HAC was lower than 0.95GeV
or less than 1/3 of the EMC energy. In addition, the total energy
deposited in the electromagnetic section of the RCAL was larger
than 3.75 GeV (‘REMCth’ trigger); furthermore, none of the veto
bits were allowed to be set by veto wall, the C5 beam monitor or
the SRTD.
FLT40 The EMC energy sums were larger than 4.776 GeV in the BCAL
or 3.404 GeV in the RCAL (‘REMC’ and ‘BEMC’ triggers). The
same vetoes apply as above.
2. Second level trigger.
DIS1 One of the DIS FLT slots (e.g. 30 or 44) fired, or the transverse
energy was larger than 25 GeV. Furthermore, δ > 29 GeV was re-
quired and the EMC energy in FCAL, BCAL or RCAL or the
FCAL HAC energy had to be larger than 2.5 GeV.
The SLT rejects events [69] where the calorimeter times are incompatible
with an ep collision close to the nominal vertex, or where the trigger resul-
ted from a photomultiplier spark.
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3. Third level trigger. Either of the following conditions must be met [38, 101]:
DIS01 ‘Low Q2 NC’. One of the DIS FLT slots fired (e.g. 30 or 44) and
the difference between energy and longitudinal momentum sums
was 30 < δ < 100 GeV. An electron candidate was found outside a
box of |x| < 12 cm and |y| < 6 cm around the backward beampipe
hole. This slot was prescaled by a fraction of 1/100 for high lumin-
osity runs.
DIS03 ‘Medium Q2 NC’. The same requirements as DIS 01, but without
prescaling; instead, when the luminosity increased, the box cut was
raised to ±12 cm×±12 cm up to run 12130, then ±13 cm×±13 cm
up to run 12186, and finally ±14 cm × ±14 cm from run 12187 on-
ward.
In order to reduce the number of trigger configurations to be considered
for this analysis, the sample was split into a low-luminosity subsample
(runs 11539–12568 and 12613–12761; 2.408 pb−1) and a high-luminosity
subsample (runs 12570–12576 and 12788–14056; 3.674 pb−1). For the low-
luminosity sample, slot DIS01 includes DIS03; events from the high-lumin-
osity sample were taken if DIS 03 fired (i.e., the small number of prescaled
events was excluded from this analysis). For the DIS 03 slot a constant box
cut of ±14 cm × ±14 cm was applied to the candidates from the TLT elec-
tron finders, leading to a uniform acceptance for the events from this trigger
slot.
4. DST selection bits. All of the following bits must be set:
DST09 At least one of the electron finders SINISTRA, ELEC5, LOCAL,
or EEXOTIC found an electron with an energy Ee > 4GeV.
DST10 The track reconstruction succeeded in finding an event vertex.
DST11 This is the main neutral current DIS bit. One of the DIS slots of
the TLT fired and the differences in the calorimeter arrival times
were less than 8 ns. The difference between the total and the lon-
gitudinal momentum sums of the event must be δ > 30 GeV.
Events classified by their topology as being induced by cosmic rays or beam
halo muons were rejected.
Of the 16.6 million events that were recorded during the run period considered,
2.4 million events survived the trigger-based preselection. The efficiency of the
trigger with respect to the off-line selection described in the next section was
found in the MC simulation to be rising from 65% for Q2 < 5GeV2 to 92% for
Q2 ≈ 7 GeV2 and to be larger than 95% for Q2 > 10 GeV2 (for y < 0.2 larger
than 99%).
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Fig. 6.7
Distribution of the vertex z-position in data
(points) and in MOZART (histogram). The
vertical lines indicate the cut at z = ±50 cm.
6.5 Off-Line Selection
In the off-line analysis, the electron finders were rerun and the following selec-
tion cuts were applied:
– The event vertex was required to lie within |z| < 50 cm. The event vertex
z-position is important for the calculation of polar angles in the event. Fig-
ure 6.7 shows the vertex distribution for data and MC simulation after the
preselection. The width of the main peak is governed by the proton bunch
length (cf. Table 3.1). There is a small secondary peak at z ≈ +70 cm (and
a tiny one at z ≈ −70 cm), called the proton satellite, which originates
from protons that were trapped in a neighbouring RF bucket and meet the
electrons about 2.5ns later. Since the secondary peak is not properly repro-
duced by MOZART, the vertex distribution is restricted to the interaction
region of the nominal proton bunch.
– An electron was found by the SINISTRA finder with a probability value
of PSINI > 0.9. This requirement suppresses most of the photoproduction
background from misidentified electrons [175].
– The electron box cut eventually was set to ±13 cm × ±7 cm for the low-lu-
minosity period and ±14 cm×±14 cm for the high-luminosity period. While
the larger box size follows the limit set by the TLT, the size of the smaller
box takes the electron shower spread into account, which affects the energy
and position measurement for electrons too close to the beam-hole.
– The corrected energy of the scattered electron must be E′e > 8 GeV. This
cut ensures a good efficiency (εSINI > 80%) of the electron finder and sup-
presses photoproduction background.
– The difference between the scalar and the longitudinal momentum sums
of the calorimeter energy entries, Eq. (6.3) must be within 35 < δ <
60 GeV. For the summation, the energy entries belonging to the scattered





















Fig. 6.8 (x,Q2) distribution of the selected DIS events in run 11548.
electron were replaced by the energy-corrected momentum vector of the
electron.
– The kinematic region was restricted to ye < 0.7. As can be seen from (6.1b)
and Fig. 6.4, the lower limit in the electron energy imposes an upper limit
on the kinematic variable y (for not-too-high Q2). Most events with larger
values of y are due to photoproduction background, where another object
was misidentified as the scattered electron. The y value obtained with the
electron method was used, because it provides the best resolution in this
regime. In many inclusive DIS analyses also a lower cut on y is applied;
such a cut is implicitly contained in this analysis by the demand of a D∗
candidate to be registered in the central region of the detector (see next
section).
Figure 6.8 shows for a sample run from the low-luminosity period the distri-
bution of the selected DIS events in the (x, Q2) plane. Towards low values
of Q2 the distribution is limited by the geometric acceptance of the RCAL.
Besides the absolute limit at Q2 ∼ 1 GeV2, corresponding to the boundaries
of the innermost RCAL modules above and below the beampipe, a second
edge can be discerned at Q2 ∼ 4 GeV2, which corresponds to the side bound-
aries of the beampipe hole. For runs of the high-luminosity period, the ab-
solute limit lies slightly above this second edge, on account of the quadratic
box cut at ±14 cm × ±14 cm. Towards high values of Q2 the final limit is
Q2 = s = 90 200 GeV2, but the event density becomes small much earlier,
owing to the steep decrease of the cross-section with Q2.
A total of 1.04 million events remained after the final DIS selection.
7 D∗± Reconstruction
7.1 Tracking Quality and D∗± Phase Space
As discussed in Sect. 2.3, the 3-prong decay channel D∗+ → [D0→K−pi+]pis (or
charge-conjugated) was chosen for this analysis of D∗ electroproduction. Only
those decays were considered where candidate tracks for all daughter particles
had been detected in the CTD, so that the 4-momenta of the D∗’s were fully
reconstructed. When searching for track combinations that might result from
a D∗ decay, it is important to use only tracks that can be expected to have
a high measuring precision and to restrict the analysis to a kinematic regime
where the reconstruction efficiency is sufficient for all decay products, so that
the acceptance corrections do not become large. In the present analysis, the
tracks must meet the following requirements:
– In 1995 the track reconstruction allowed only for a single vertex per event,
the primary vertex. The D0 decay length, in general, is smaller than the
vertex resolution of the CTD, so that the efficiency for tracks from D∗ de-
cays to be associated with the vertex is approximately the same as for the
other tracks. All candidate tracks were therefore required to be associated
with the reconstructed primary vertex. This removes in particular the back-
ground of low-momentum tracks (p⊥ . 0.2GeV) from secondary interactions
(see Fig. 7.1).
– Only tracks that reach superlayer 3 of the CTD were considered, in or-
der to take advantage of the considerable resolution enhancement provided
through the algorithms of the full stereo reconstruction. The implicit cuts
thus imposed on transverse momentum and pseudorapidity of the tracks
were raised off-line to p⊥ > 120 MeV and |η| < 1.75, in order to stay away
from the edge of acceptance.
Since the D∗ and pis momenta are closely correlated, the transverse momentum
threshold for the slow-pion track candidate limits the acceptance for low-p⊥ D
∗
mesons. For D∗’s emerging perpendicular to the beam direction (η = 0), the
acceptance starts to drop at p⊥D∗ ≈ 2.5 GeV and is zero for p⊥D∗ < 1.1 GeV.
For p⊥D∗ ≈ 1.5 GeV, half of the outgoing pis’s fulfil the requirement p⊥D∗ >
120 MeV.† The D∗ phase space is restricted to the region of high detector
acceptance, which is
†These numbers follow directly from the relativistic kinematics of two-body decays.
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Fig. 7.1 Transverse momentum spectra of all CTD tracks (solid), of the vertex-as-
sociated subsample (dashed) and of the vertex-associated tracks that reach at least
superlayer 3 (dotted). Tracks with low transverse momenta, p⊥ < 173 MeV, curl up
within the active volume of the CTD, giving rise to maxima related to the axial-su-
perlayer boundaries (cf. Table 3.3).
1.5 < p⊥D∗ < 10 GeV and |ηD∗ | < 1.5 .
The upper bound on the D∗ transverse momentum was chosen, because after
all other cuts only 1.6% of the D∗’s in the MC simulation have p⊥D∗ > 10GeV.
The lower bound is not only suggested by the slow pion acceptance; it is also
desirable from the theoretical point of view, because for low transverse mo-
menta, fragmentation effects become large.
After defining the D∗ phase space, additional cuts were introduced, which
reduce the backgrounds from light quark processes and wrong particle combin-
ations. Figure 7.2 shows the p⊥ distributions of kaon tracks from D
∗ decays in
the RAPGAP MC simulation, after the tracking and D∗ cuts have been ap-
plied. The distribution is limited at the low p⊥ end, predominantly by the cuts
that have been imposed before. From Fig. 7.1 it can be seen that the efficiency
and purity of the candidate tracks rises towards higher transverse momenta;
for instance, the fraction of vertex-associated tracks is 45% at p⊥ = 200 MeV,
but 66% at p⊥ = 400 MeV. Above p⊥ ∼ 350 MeV almost all tracks fulfil
the superlayer-3 requirement and the shape of the p⊥ distribution is no more
influenced by acceptance effects.
– For a further improvement of purity and resolution, a larger minimum trans-
verse momentum of p⊥ > 450 MeV is imposed on the candidate tracks from
D0 decays. This removes the low-p⊥ region where the acceptance is steeply
falling (see Fig. 7.2).
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Fig. 7.2 Transverse momentum distribution of kaon tracks from D0 decays in the
MC simulation after tracking and D∗ phase space cuts (the distribution is similar
for the decay pions). The shaded area indicates the tracks with transverse momenta
below 450 MeV. They account for 10.2% of the sample.
The suppression of random track combinations by a cut in the D0 decay angle
θ∗K, which is common in e
+e− physics (see, for example, Ref. 42), cannot be
applied at HERA, because the D∗ transverse momenta are generally lower, so
that the detector acceptance suppresses the collinear decays with highly asym-
metric momentum sharing as well as those background events which mimick
such decays; in the resulting cos θ∗K distributions, signal and background thus
have similar shape.
7.2 The D∗± Signal
The procedure applied for finding the D∗ mesons was as follows: In a first
step, pairs of oppositely charged CTD tracks that fulfil the requirements
above are combined to D0 candidates. Each of the two tracks is alternat-
ingly assumed to be a kaon or a pion, i.e., particle identification is not ap-
plied. Only those Kpi combinations are kept, whose mass is near the nominal
mass of the D0 meson, 1.4 < M(Kpi) < 2.3 GeV. Then a third track with
charge opposite to that of the kaon candidate is assumed to be the slow pion
and is combined with the two tracks of the D0 candidate, provided that the
mass difference to the plain Kpi combination is not much larger than the
pion mass, ∆M ≡ M(Kpipis) − M(Kpi) < 180 MeV. Only those candidates
are kept which fall into the D∗ signal region, 1.8 < M(Kpi) < 1.91 GeV and
143 < ∆M < 148 MeV.






















Distribution in (x, Q2)
of the D∗ candidates in
the signal region. The
diagonal and horizontal
lines indicate the bin-
ning chosen for further
analysis.
Figure 7.3 shows the distribution of the events from the signal region in the
(x, Q2) plane. The kinematic region for the present analysis was chosen to
be
1 < Q2 < 600GeV2 and y < 0.7 ,
A lower limit on y does not need to be set explicitly, because it follows from





For the statistical subtraction of the combinatorial background, also those
combinations were kept where the D0 candidate is composed of like-charge
tracks (wrong-charge combinations). Maintaining the requirement on the sign
of the slow pion’s charge ensures that fake D∗ candidates have charge ±1 and
thus almost the same phase space as the right-charge background.† However,
in order to increase the statistics of the background estimate by about 70%
and thereby reducing the statistical error of the signal by 17%, also combin-
ations with charge ±3 were kept. These combinations are stochastically disfa-
voured against the charge ±1 combinations, but Figure 7.4 demonstrates that
this induces no bias in the sample under study: no systematic shifts are visible
in the ∆M spectrum as well as in the M(Kpi) spectrum and the normalisa-
tion factors with respect to the right-charge random combinations are within
errors the same for the ∆M and M(Kpi) spectra. It also was checked that
the ηD∗ and p⊥D∗ distributions have the same shape for combinations with
† In fact, the combinatorial phase space for wrong-charge combinations is slightly smaller
than for right-charge combinations, because the candidate tracks for right-charge combin-
ations are taken from two independent samples (positive and negative tracks), while for
wrong-charge combinations both tracks are taken from the same sample, so that the number
of choices is reduced after the first track has been taken.




























Ratio of right-charge over
wrong-charge combinations
in the phase space outside
the signal region, shown
both for the ∆M and the
M(Kpi) spectrum. The
horizontal lines indicate
the average values of the
distributions.
charge ±1 and charge ±3. By scaling the wrong-charge combinations found in
the signal region with the normalisation factors found in the region above the
signal, the number of right-charge random combinations under the signal can
be estimated.
Figure 7.5 shows the D∗ candidate distribution after application of all selec-
tion cuts. A clear signal can be seen around the nominal values for D0 →K−pi+
and D∗(2010)+ → D0pi+ decays. By subtracting the background estimated
from the wrong-charge combinations, the number of D∗ mesons reconstructed
in the signal region of both distributions was measured to be 355± 24 candid-
ates over a background of 298± 23 candidates. Due to the low Q value of the
D∗+ → D0pi+ decay, the width of the ∆M peak can be attributed completely
to the experimental resolution; therefore a Gaussian distribution of the signal
superimposed on a background of the form
dN / d(∆M) = a(∆M −mpi)b
was assumed in fitting the ∆M distribution. An unbinned maximum-likeli-
hood fit results in 352 ± 32 candidates, in close agreement with the number
stated above and the yield of 351±34 candidates obtained from a least-squares
integral fit. The fitted peak position of ∆M = 145.42±0.08MeV is close to the
PDG value for the mass difference between D∗ and D0 (2.6); the experimental
resolution was measured to be σ = 0.93± 0.10MeV.
In addition to the background from random combinations, the M(Kpi) dis-
tribution contains signals from several decay modes other than D0 → Kpi.
These modes have higher particle multiplicity and were reconstructed only
partially; hence their Kpi masses are lower by at least the pi0 mass (which
is much larger than the experimental resolution, so that their contribution
to the Kpi signal is negligible). The wide bump seen at M(Kpi) . 1.75 GeV
can be attributed to D0 decays into Kρ0 or K∗pi; the additional excess over
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Fig. 7.5 M(Kpi) (top) and ∆M = M(Kpipis) − M(Kpi) (bottom) distributions of
the measured D∗ candidates after application of all selection cuts. Each histogram
contains the events that fall into the signal region of the distribution shown in the
other histogram; the signal regions around the peaks (1.80 < M(Kpi) < 1.91 GeV
and 143 < ∆M < 148 MeV) are marked with vertical lines. The distribution of the
right-charge combinations (dots) are compared with a parametrisation resulting from
an unbinned likelihood fit to this distribution (solid line) and with the background
estimate from wrong-charge combinations (dashed line).
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decays D0 → Kpipi. Since a fit to the ∆M distribution already provides
sufficiently precise results, a fit to the M(Kpi) resolution serves merely as a
cross-check. The fit region considered extends only over the upper mass range,
1.775 < M(Kpi) < 2.3 GeV. The signal is assumed to be Gaussian and the
background to fall exponentially. Since this fit is less constrained than the
∆M fit, which is tightly bound by the phase space edge at ∆M = mpi,
it is less precise. The fit yielded 327 ± 34 D∗ mesons contained in the
M(Kpi) peak; this agrees within errors with the result from the ∆M fit.
The experimental resolution is σM(Kpi) = 20.3 ± 2.3 MeV. The peak posi-
tion, M(Kpi) = 1857.8± 2.0 MeV, is 0.36% lower than the PDG value [62] for
the D0 mass, M(D0) = 1864.6± 0.5 MeV. A possible explanation for the shift
towards lower masses is the underestimation of the CTD momentum scale by
about 0.3%, which is within the uncertainty range of the absolute value for
the strength of the solenoidal magnetic field [153].
Alternatively to the background estimate from wrong-charge combinations
and from fitting the ∆M signal, the signal under the background was es-
timated by taking candidates from a control region above the nominal mass
range, 2.0 < M(Kpi) < 2.5GeV, and normalising it to the number of events ob-
served in the region 155 < ∆M < 180 GeV. The number of signal candidates
obtained is 364 ± 35. This method is somewhat problematic, as the candid-
ates for the background estimate come from another region of phase space
with higher particle momenta; therefore the control region cannot be taken
too large. Using side bands instead of a control region suffers similar prob-
lems. Hence the preferred method for subtracting the background is the use
of wrong-charge combinations; the unbinned fitting of the ∆M distribution is
used as a systematic check.
A sample event from the signal region is displayed in Fig. 7.6. It belongs to
a region of phase space, where the hadronic activity is low (W = 70 GeV), so
that the tracks from the D∗− candidate (p⊥D∗ = 3.1 GeV, ηD∗ = 1.1) are well
separated from other hadrons. The tracks from the D0 decay hit the BCAL;
the pis candidate (p⊥pis = 257MeV) reaches only to superlayer 7 and leaves the
CTD through the forward endplate.
O. Deppe, D* Electroproduction
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pi pi s
K
Fig. 7.6 A sample event from the signal region as visualised by the ZEUS event dis-
play, LAZE. Projections of the CAL and of the tracking chambers are shown in the
(z, r) plane (left) and in the (x, y) plane (right). The size of the energy entries in the
calorimeter is indicated by the area of the shaded rectangles. One entry in the RCAL
is labelled ‘24.’; it marks the electron found by SINISTRA (E′e = 24.9 GeV) The re-
constructed CTD tracks are shown as well; those belonging to the D∗− candidate are
labelled in the (x, y) view.
7.3 Enhancement of the Signal Using dE / dx
We will now check whether the D∗ signal can be improved by application of
the dE/dx tagging method introduced in Sect. 4.10. The potential background
reduction depends on the composition of the unrefined sample. Figure 7.7
shows the (dE/dx, p) distribution of tracks from right-charge combinations
in the signal region (1.8 < M(Kpi) < 1.91 GeV, 143 < ∆M < 148 MeV),
separately for tracks satisfying / not satisfying the following requirements:
– the number of non-saturated hits used for calculating the truncated dE/dx
mean must be sufficiently large, ntrunc > 8 (tracks that have lower values of
ntrunc are not included in Fig. 7.7);
– the probability (likelihood) that the observed value of dE/dx is measured
for a particle of mass mi that produced ntrunc non-saturated hits must be
`i > 1.4%, and
– the value of `i normalised by the sum over the likelihoods for the mass
assumptions j = K, pi, p, e must be `normi > 12%.
The last criterion has the purpose of increasing the efficiency of the selection
in those (dE/dx, p) regions where the hadron bands are well separated. This






















































































Fig. 7.7 (dE/dx, p) distribution of D∗ candidate tracks from the signal region, separ-
ately for the tracks assumed to be the K, pi or pis. The upper distributions show the
tracks accepted by the likelihood cuts, while the tracks that have been rejected are
shown below. Only tracks with ntrunc > 9 have been considered. Positive and negat-
ive tracks are shown together. The lines indicate the central dE/dx values expected
for e, pi, K and p (cf. Sect. 4.8)
is especially important for the slow-pion candidates where we see the meas-
ured band deviating from the expected position for momenta p . 0.3GeV (see
Fig. 7.7, bottom right). This cannot be attributed solely to the admixture of
electrons to this sample.†
Comparing the resulting distributions with the inclusive sample used for
the parametrisation fit (cf. Fig. 4.20), one finds that the D∗ candidate sample
already has a higher purity. The selection cuts applied to the tracks of the
†The dE/dx of slow pions rises more steeply towards low momenta than it does for other
hadrons of the same initial velocity. The effect was not seen when fitting the parametrisa-
tion, because for the purpose of obtaining high resolution only long tracks were used for the
fit, whereas a large fraction of the slow pions curl-up inside the chamber and do not reach
the outermost layers. The steeper slope means that the additional contribution to dE/dx
becomes larger with decreasing momentum; it therefore cannot be just a pathlength effect,
which would level off when approaching momenta at which the tracks curl. A possible ex-
planation is that the pions loose speed on their way through the CTD, so that the velocity is
on average lower than at the vertex. Particles heavier than pions but of the same speed suf-
fer the same absolute amount of ionisation loss as the pions; however, owing to their larger
inertia they loose much less speed. Therefore, at very low momentum (p ∼ 0.1 GeV) the re-
gistered ionisation loss of pions must be systematically larger than that of heavier hadrons.










Fig. 7.8 Application of dE/dx likelihood cuts on the D∗ data sample. The dots show
the ∆M distributions of the D∗ candidates inside the M(Kpi) signal window after all
selection cuts. The histogram shows the candidates of this sample which are rejected
by dE/dx cuts.
D∗ decay particles were chosen so that regions of low acceptance are excluded.
Since the background concentrates in these regions (low p⊥, high η), the cuts
are also quite selective. The strongest background suppression originates from
the low Q value of the decay, placing the signal peak close to the edge of the
phase space. Of the remaining combinatorial background, most particles are
pions or kaons; however, for the major part of the momentum region under
study, they are hardly distinguishable. Nevertheless, the signal can slightly be
improved by employing dE/dx information, since there is some background
left from tracks that have a low likelihood of belonging to the desired species.
Figure 7.7 suggests that electrons account for most of the identifiable back-
ground; some proton and (supposedly) deuteron candidates can also be seen
in the sample of rejected tracks (Fig. 7.7, bottom left).
The background reduction that can be achieved when applying the likeli-
hood cuts listed above to all three candidate tracks is demonstrated in Fig. 7.8;
it amounts to about 25% of the total background. Although these cuts are
rather loose, we must consider the loss through type I errors, i.e., the erro-
neous rejection of good candidates. From the likelihood requirements it can be
estimated that the loss is of the order of 4%. A least-squares integral fit yields
a number of 351 ± 34 signal candidates before and 345 ± 32 candidates after
application of the dE/dx cuts. In the sample of candidates rejected by the
dE/dx cuts the fit finds a residual signal of 20±9 events. These are consistent
with the na¨ıve expectation of 15± 4 events lost. The use of dE/dx likelihood


















Mass distribution of φ can-
didates after Ds preselec-
tion (dots) and the subset
of candidates that are re-
jected by dE/dx likelihood
cuts (histogram)
cuts remains a future option for this decay channel, when high statistics data
samples of other channels (e.g., exclusive K∗(892) production) exist, which
allow an independent determination of the cut efficiencies.
The applicability of dE/dx likelihood cuts was also tested in a study of
Ds photoproduction [205] in the decay channel D
±
s → (φ→K+K−) pi±, using
data of the 1996/97 running period. While the leading signature for the D∗ is
the slow pion, it is the resonant decay via the φ(1020) that helps in identify-
ing the Ds. The kinetic energy of the φ decay is rather low, Q ≈ 24MeV; this
—and the Zweig-suppression of the decay into pions—makes the φ relatively
narrow for a vector meson, but does not provide as tight a constraint as we
find it for the D∗ decay. The vector nature of the φ leads to a cos2 θ∗K distri-
bution of the decay angle of the K+ in the φ rest frame. This property can be
used to further reduce the background from random combinations, which is
isotropic. Figure 7.9 shows the mass distribution of φ(1020) candidates after
a Ds preselection, where all cuts of the final selection except explicit Ds phase
space cuts have been applied; for the φ candidates two oppositely charged
tracks where required with p⊥ > 0.75GeV, 20
◦ < θ < 160◦ and
∣∣cos3 θ∗K∣∣ > 0.15;
they were combined with a third track (p⊥ > 0.5GeV, 20
◦ < θ < 160◦) to form
a Ds candidate in the mass range 1.94 < mDs < 2.00 GeV. From an unbinned
fit to the mass signal around the nominal φ(1020) mass over a linear back-
ground, the number of Ds candidates was determined to be 1990 ± 133. The
figure also shows the background rejected when applying the same likelihood
cuts as above to the two kaons and the pion that emerge from the Ds decay.
Also here the loss of good candidates is expected to be of the order of 4%.
Fitting the rejected background, which is about 17% of the total background,



















Mass distribution of the
Ds candidates after all cuts
except for dE/dx likelihood
requirements (dots), and
of the subsample rejected
by dE/dx cuts (dashed
histogram)
yields a residual signal of 75± 37 events, thus a loss of 3.8± 1.9% of the good
candidates.
The mass distribution of the Ds candidates after applying the remaining
phase space cuts (115 < WJB < 250GeV, 3 < p⊥Ds < 12GeV, −1.5 < ηDs < 1.0)
is shown in Fig. 7.10. The background reduction through the dE/dx cuts is
again about 17%. There is no visible signal loss —the signal is as high after
the cuts and no signal is observed in the background. Thus, although the
amount of background suppression through the dE/dx cuts is low, the signal
is notably enhanced, because the background after the cuts is better behaved.
In addition, this channel allows (in principle) for the cuts on the kaon tracks
to determine the true efficiency of the cuts from the data, since they provide
two independent tags of the same kind.
7.4 DIS Acceptance for D∗± Events
Due to the small statistics of the D∗ sample, the kinematic bins are larger than
the experimental resolution and migrations between the bins can be neglected;
it is therefore sufficient to apply bin-by-bin correction factors, which are the
inverse of the binwise acceptances, provided that the MC sample has large






– kepi is the number of reconstructed events that fulfil the trigger conditions
of Sect. 6.4 and the off-line selection criteria of Sect. 6.5 and of which the
reconstructed kinematics belong to bin i, and
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– nepi is the number of events that were generated in the kinematic region
1 < Q2 < 600 GeV2 and y < 0.7 and of which the true kinematics fall into
bin i.
In both cases it was required that an outgoing D∗ meson was generated in the
restricted D∗ phase space region, p⊥D∗ > 1.5GeV and |ηD∗ | < 1.5. It must now
be clarified how the number of events was determined, since a small fraction of
the signal events (1.0±0.4% in data and 0.9±0.1% in the MC simulation) had
more than one right-charge candidate in the signal region. Although this can
partly be attributed to true double tags, where both charm quarks fragmented
as D∗’s and decayed through the 3-prong channel and were registered in the
central region of the detector (0.2% of the MC signal events, i.e., . 1 event
in the data), most of the double tags originate from random combinations,
where one of the tracks of a reconstructed D∗ was randomly interchanged with
another track in the event. In order not to introduce any bias by a best-
candidate selection, events with a second candidate are counted doubly; the
resulting excess will automatically be removed by the acceptance correction.
Before using the MC simulation for correcting the data it must be tested
whether the simulation gives a good description of the observable quantities.
Figure 7.11 shows for data and for events generated with RAPGAP, after all
DIS and D∗ selection cuts, the distribution of the reconstructed detector-level
quantities that are basic for the determination of the event kinematics: energy
and polar angle of the scattered electron, hadronic angle and δ =
∑
(E − pz),
and the z-position of the primary vertex. The MC distributions have been
normalised such that the total number of signal events is the same in data
and simulation.† In all histograms the combinatorial background has been
removed by subtracting the distributions obtained from wrong-charge combin-
ations. Good agreement between data and MC-generated events is observed.
In the MC simulation random combinations contribute at the level of a few
percent only; in the data, however, the background is substantial and its sub-
traction is crucial, because it biases the distributions.‡ Note that the signal-
to-background ratio in the data is in the order of unity; therefore the errors on
the distributions are not Poissonian. The generally good agreement between
data and MC distributions indicates that the background subtraction method
applied does not bias the result.
The binwise DIS acceptances as obtained from RAPGAP are displayed in
Fig. 7.12 as a function of the kinematic variables. The change between the
†Note that the LO MC simulation is only used for acceptance correction; hence the overall
normalisation (i.e., the actual cross section) is of less importance than the shape of the
distributions.
‡Unsubtracted background biases, for example, the Ee distribution towards low electron en-
ergies (high y), because the multiplicity of the hadronic final state is large and therefore the
rate of random combinations is high. This motivated the choice of the y binning (Fig. 7.3):
the high-y bins have larger signals than the low-y bins, but the combinatorial background is
also larger.
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Fig. 7.11
Reconstructed DIS quantities after
all selection cuts in data (dots) and
RAPGAP (histogram)
trigger configurations for the low-luminosity and high-luminosity periods was
taken into account by accepting all events that fired DIS 01 and reweighting
the events that did not fire DIS 03 simultaneously by the fraction by which
the low-luminosity periods contributed to the integrated luminosity (39.6%).
Averaged over the whole kinematic range, the DIS acceptance for events with
a D∗ generated in the restricted (p⊥, η) region is ε
ep = 63.0%; for the range
5 < Q2 < 100 GeV the acceptance is εep
5<Q2<100 GeV
= 78.9%. The acceptances
calculated with DJANGO closely agree with those from RAPGAP except for
Q2 . 15GeV2, where DJANGO yields acceptances that exceed the RAPGAP
values by up to 10%.
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Fig. 7.12
DIS acceptance as a function of Q2, x
and y for the low-luminosity (upper ◦)
and high luminosity (lower ◦) trigger
configurations and their luminosity-
weighted average (•)
7.5 D∗± Acceptance
In principle, the acceptance of D∗ mesons is determined by the acceptance
of their daughter particles; however, for the D∗ daughter particles only the
acceptance folded with the matching efficiency can be determined. A global
comparison of the generated D∗ mesons with the reconstructed candidates
does not suffer from that difficulty and, in addition, handles the combinator-
ial effect of multiple candidates within single events, which cannot be inferred










i is the number of D
∗ candidates that fulfil the selection criteria of
Sect. 7.1 and were reconstructed in bin i, and
– nD
∗
i is the number of generated D
∗ mesons that had true momenta p⊥D∗ >
1.5 GeV and |ηD∗ | < 1.5 and were generated in bin i.
Figures 7.13 and 7.14 show the uncorrected p⊥ and η distributions for data
and for the RAPGAP simulation. Within the statistical errors, there is reas-
onably good agreement between the distributions, although the η distributions
in the simulation seem to be shifted towards lower values of η. This effect is
slightly less pronounced in the HERWIG simulation (see Fig. 7.15), which
otherwise achieves a similar performance.
The D∗ acceptance as determined by the two MC simulations is shown in
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Fig. 7.13 Distributions of transverse momenta of D∗ mesons and their daughter

















































Fig. 7.14 Distributions of pseudorapidities of D∗ mesons and their daughter particles
in data (dots) and in the RAPGAP simulation (histogram)

















































Fig. 7.15 Distributions of pseudorapidities of D∗ mesons and their daughter particles






























Fig. 7.16 D∗ acceptance as a function of p⊥ (left) and η (right)
the acceptance for D∗(2010)± mesons is 39.0% as determined with RAPGAP
and 39.7% as determined with HERWIG, where the small difference results
from the different η distributions of the two simulations.
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7.6 Positive and Negative D∗± Candidates
From the charge dependence of the track reconstruction, especially for low
momentum tracks (see Sect. 4.3), we expect slow positive pions to be favoured
against the negative ones and thus the ∆M resolution as well as the D∗ accept-
ance to be larger for D∗+ than for D∗− Mesons. Figure 7.17 shows, for data
and for the MC simulation, the ∆M distributions separately for the D∗+ and
the D∗− candidates. Data and simulation agree well on the charge depend-
ence of the signal width, which widens from 0.7 ± 0.1 MeV (MC: 0.6 MeV)
for positive tracks to 1.2 ± 0.2 MeV (MC: 1.0 MeV) for negative tracks. It
can therefore be assumed that also the acceptance difference between D∗+
and D∗− is correctly modelled, esp. since all charge effects known from single
track distributions are well reproduced by the MOZART simulation (from
version 95v2 onwards; see, for instance, Ref. 72). From the RAPGAP simula-
tion 40.3% acceptance was obtained for positive tracks and 37.9% for negative
tracks. In the data 168.3±16.8 D∗+’s and 187.1±17.7 D∗−’s were found. This
11% difference rises to 18% after acceptance correction. Considering the stat-
istical error of the event numbers (∼ 10%), this difference is statistically not
significant, but may suggest some charge dependence of the cross-section for
















































Fig. 7.17 ∆M distributions for positive (left) and negative tracks (right) in data (top)
and MC simulation (bottom)
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a charge dependence has been seen [157, 57]. Whether a possible asymmetry
could be attributed to fragmentation effects (cf. Sect. 2.4) or to yet unknown
detector effects needs further study with more statistics.†
† Similar observations were made at FermiLab for W ∼ 20 GeV [98].
8 D∗± Cross-Sections and F2
c
8.1 Cross-Sections for D∗± Production
The D∗ electroproduction cross-section in the restricted phase region (1.5 <
p⊥D∗ < 10 GeV, |ηD∗ | < 1.5) can be calculated from the number of D∗ candid-






εDIS εD∗ B(D∗±→Kpipis) L , (8.1)
where ND∗ is the number of D
∗ candidates in the signal region after back-
ground subtraction, εDIS is the DIS acceptance (see Sect. 7.4), εD∗ the D
∗ ac-
ceptance (see Sect. 7.5), B(D∗±→Kpipis) = B(D∗±→D0pi+)×B(D0→K−pi+) =
2.63 ± 0.08% is the combined branching fraction for the decay chain studied
(see Sect. 2.3) and L≡ ∫dtL = 6.03pb−1 the integrated luminosity of the data
sample. Table 8.1 presents the cross-sections as determined for two different
Q2 ranges. The smaller Q2 interval corresponds to that of the published 1994
analysis; the earlier cross-section data agree well with the new measurement.
The measured cross-sections are compared with the result of the NLO QCD
calculation by Harris and Smith [117] as obtained with the HVQDIS [118] pro-
gram. For this calculation, the GRV 94 HO (NLO) set [108] from the parton
distribution function library [162] provided the input gluon and light quark
momentum densities.† The charm quark mass was set to mc = 1.5 GeV;
the factorisation and renormalisation scales were µ2F = µ
2
R = Q
2 + 4m2c ,
and for the charm branching the value measured by OPAL [3] was taken,
f(c→D∗+) = 0.222 ± 0.014 ± 0.014; Peterson fragmentation was applied with
εP = 0.035 (see Sect. 2.4). The prediction agrees reasonably well with the
measured cross-section, considering that a change of the charm quark mass in
the theoretical calculation by ±0.2 GeV varies the predicted cross-section by
±15–20%, making it the dominant uncertainty of the calculation.
The following systematic checks were performed (with the resulting frac-
tional change of the D∗ cross-section listed in brackets):
– The electron method instead of the double angle method was used for the
reconstruction of the event kinematics (−1.4%).
†The choice of the parton distribution set is conceptually limited by the fact that the NLO
calculation by Harris and Smith treats charm quarks as massive particles, which are pro-
duced in the hard subprocess, solely. The GRV 94 approach fits well into this framework as
it does not entail heavy quarks among the (massless) intrinsic partons. It uses the same
renormalisation scheme as HVQDIS (MS), which is required for a consistent calculation.
– 127 –
128 8 D∗± Cross-Sections and F2
c
Table 8.1 Integrated cross-section in the restricted (p⊥D∗ , ηD∗) region for y < 0.7 and
three different Q2 ranges. The first error given is statistical, the second systematic.
Q2 1–5 GeV2 5–100 GeV2 1–600 GeV2
ND∗ 52± 11 256± 20 355± 24
εDIS 21.8% 78.9% 63.0%




3.8± 0.8± 0.7 nb 5.24± 0.42 +0.45−0.40 nb 9.11± 0.63 +0.55−0.50 nb
σ (ZEUS 94) a 5.3± 1.0± 0.8 nb
σ (NLO, mc = 1.5 GeV) 3.6 nb 4.3 nb 8.2 nb
aThe D∗ phase space region of the 1994 analysis was 1.3 < p⊥D∗ < 9 GeV, |ηD∗ | < 1.5.
– The electron box cuts around the rear beampipe were loosened/tightened
by 0.5 cm (+1.5−1.2%).
– An additional cut yJB > 0.02 was introduced (+0.4%).
– The cut on the event vertex was removed (+1.4%).
– ND∗ was determined by an unbinned likelihood fit and not from background
subtraction using wrong charge combinations (−1%).
– The D0 mass window was widened/narrowed by ±20 MeV (+2.8/2.4%).
– The ∆M signal region was widened/narrowed by ±1 MeV (+1.2−0.8%).
– The transverse momentum cut on the slow pion was varied by ±10 MeV
(+3.2−4.1%).
– The transverse momentum cut on the kaon and pion from the D0 decay was
varied by ±50MeV (+1.5−2.3%).
– HERWIG was used instead of RAPGAP for calculating εD∗ (−1.7%).
– DJANGO was used instead of RAPGAP for calculating εDIS (+1.4%).
The overall systematic error is obtained by separately summing positive and
negative contributions in quadrature. Additional systematic uncertainties,
which are not included in the above errors, arise from
– the luminosity measurement (1.4%),
– the uncertainties of the D∗ and D0 branching fractions [62] (3.1%),
– contamination from photoproduction (∼ 1% as estimated from running the
event selection on simulated photoproduction events),
– the subsample of diffractively produced D∗ mesons (. 1%), which contrib-
ute about 6% of the cross-section [74] and might have selection efficiencies











































































Fig. 8.1 Differential cross-sections for the production of D∗± Mesons in the restricted
phase space region (see text) as functions of Q2, W , p⊥D∗ and ηD∗ for data (dots)
and the NLO QCD prediction of HVQDIS (band). The inner and outer error bars
denote the statistical errors and the statistical and systematic errors added in quad-
rature, respectively. There are additional systematic uncertainties of . 11%, which
have not been included in the error bars (see text). The shaded band for the cal-
culation corresponds to a variation of the charm quark mass between mc = 1.3 GeV
(upper limit of the band) and 1.7 GeV (lower limit).
slightly different from the rest of the sample, which is not accounted for in
the MC simulation,
– the charge dependence of the D∗ cross-section (see Sect. 7.6), which could
be due to an unknown detector effect (.10%).
The total expected uncertainty from these sources is .11%. Differential cross-
sections were obtained by replacing the total ND∗ and acceptances in (8.1)
with their bin-wise values and dividing by the bin width. Figure 8.1 shows
the differential cross-sections in bins of Q2, W , p⊥D∗ and ηD∗ . The fall-offs
observed in the Q2 and ηD∗ distributions mainly result from the decreasing
O. Deppe, D* Electroproduction
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photon flux factor in (2.1). The p⊥D∗ distribution is exponentially falling,
while the ηD∗ distribution is peaked in the central–forward region. Within
the uncertainty band for the charm quark mass, the NLO predictions from
HVQDIS are generally in good agreement with the data, except for a possible
shift in the ηD∗ distribution.
8.2 Determination of the Charm Structure Function F2
c
From the measured D∗ production cross-section, the cross-section for open
charm production can be determined by extrapolating from the restricted
to the full (p⊥, η) phase space using the NLO calculation and scaling the
result with the probability that a charm quark fragments into a D∗ meson,
f(c→D∗+),












where the factor 2 in the denominator allows for the charge-conjugated pro-
cess c→D∗−, which is assumed to have the same probability. The corrections
δb,g→cc¯ account for the fraction of D
∗ mesons that do not originate from charm
quarks produced in the hard subprocess, but from beauty decays or from
charm produced through gluon splitting in the fragmentation. The beauty
contribution δb is suppressed by the large mass of the beauty quark and is
expected to be of the order of 2% [76], integrated over the whole accessible
phase space. First preliminary measurements of open beauty photoproduction
at ZEUS [200] indicate that the beauty fraction—yet not the overall mag-
nitude—is well described by contemporary LO MC simulations. The fraction
of events containing a cc¯ pair produced in fragmentation has been measured
at OPAL to be 〈ng→cc¯〉 = 2.38 ± 0.48% [7]; H1 extrapolated this to HERA
energies, obtaining δg→cc¯ = 2 ± 2% for their restricted phase space region [4].
Since δb and δg→cc¯ can only roughly be estimated, but are expected to be
much smaller than the uncertainty of f(c→D∗+) of 9%, they are neglected in
the cross-section calculation.
HVQDIS was run with the same parameter setting as for the previous sec-
tion (mc = 1.5 GeV). For f(c→D∗+) again the value obtained by OPAL was
taken, thus neglecting the fragmentation differences between charm quarks
produced in photon–gluon fusion (PGF) at HERA and those produced in
hadronic Z decays at LEP.† The extrapolation factors obtained are listed in
†An example for a difference of this type is the hadronisation of a cc¯ pair as a bound cc¯ state
if the quark pair has been produced in a hard process: this is suppressed at LEP, while at
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Table 8.2 The factors C(p⊥,η) used for the extrapolation from the restricted
(p⊥D∗ , ηD∗) range to the full phase space as obtained with HVQDIS in NLO [116]
Q2 range y < 0.2 y < 0.7 0.2 < y < 0.7
90 < Q2 < 600 GeV2 1.80
35 < Q2 < 90 GeV2 2.32 1.79
17 < Q2 < 35 GeV2 2.55 2.21
39 < Q2 < 17 GeV2 3.02 2.73
5 < Q2 < 9 GeV2 3.73 3.28
1 < Q2 < 5 GeV2 4.81
Table 8.2. The extrapolation factors become large for low values of Q2, be-
cause in that regime the transverse momenta of the D∗ mesons are small and
often fall below the limit of the restricted phase space region.
The double differential open charm cross-section can be expressed in terms






[1 + (1− y)2]F c2 (x,Q2) . (8.2)
The correction terms in (2.3) are small and can be neglected (see below). In-
clusive calculations by Laenen et al . [141] infer the structure function F c2 from
the PGF matrix elements in NLO QCD, folded with the parton densities of
the proton. From the measured cross-sections, the values of F c2 can be ex-
tracted. Since F c2 varies only weakly within the kinematic bins, the simple
technique of correcting the calculation to the measurement by binwise factors
can be applied and we assume





F c2 theo(xˆi, Qˆ
2
i ) , (8.3)
where xˆi and Qˆ
2
i are the averages of x and Q
2 in bin i. Provided that the
calculation describes the data shapewise well, we can use it also to shift the
phase space position to another point (x,Q2), so that (8.3) holds in any point
not-too-far from the bin average,






The theoretical cross-sections were obtained with HVQDIS, while for the F c2
calculation the parametrisation by Riemersma et al . [165] was used. The same
HERA the cross section for this process could be as large as 200–400 pb for Q2 > 4 GeV2 [95],
which is a few percent of the D∗ cross section. Since the NLO calculation only considers
charm quarks produced dynamically from the gluon content of the proton, contributions
from other production mechanisms, e.g., from an intrinsic charm component in the proton,
are neglected, too.


























































Q2 = 25 GeV2 Q2 = 55/45 GeV2 Q2 = 170 GeV2
x
Fig. 8.2 The F c2 (x, Q
2) results of this analysis (1995) in comparison with HERA res-
ults from the 1994 data taking. In the fifth bin, the 1994 values lie at Q2 = 45 GeV.
An additional uncertainty of ∼ 25% is not included in the error bars (see text). The
curves show the NLO prediction for mc = 1.5 GeV using the gluon density extracted
by ZEUS [81].
parameter settings were used as above and the GRV 94 HO set provided the
input parton distributions.
Figure 8.2 shows the extracted structure function F c2 for the 10 kinematic
bins of Table 8.2. The unfolded F c2 values suffer additional uncertainties with
respect to the D∗ cross-section measurement, not included in the error bars:
– contributions from a charm component in the proton which is not produced
through PGF (H1 set an upper limit of 5% on the size of this contribu-
tion [4]),
– a possible admixture of charm production from beauty or through gluon
splitting in the fragmentation (both ∼ 2%, see above),

























































Q2 = 25 GeV2 Q2 = 55 GeV2 Q2 = 170 GeV2
x
Fig. 8.3 F c2 (x, Q
2) as determined from D∗ production, in comparison with the results
from a study of semileptonic charm decays [121] from the same year of data taking
(1995). The curves show the NLO prediction for mc = 1.5 GeV using the ZEUS 94.
– the influence of the choice of the input gluon distribution, which can be seen
from Fig. 8.4 to be less than 5–10%,
– the uncertainty of the charm quark mass, which adds an error of 15–20%,
– the contribution from the FL term, which has been estimated using the
program by Riemersma et al . [165] to be well below 1% for y < 0.2, but to
reach up to 7% for y = 0.6 at high Q2,
– QED radiative corrections of less than 4% (at high Q2) as estimated using
RAPGAP,
– the 9% uncertainty of the branching fraction f(c → D∗+). By taking the
OPAL value at µ = mZ, we neglected the scale dependence of this branch-
ing fraction, which is expected to grow by ∼ 8% if µ → 2mc [30].
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Fig. 8.4 F c2 (x, Q
2) from the 1995 data in comparison with predictions for differ-
ent structure functions. The band demonstrates the dependence on the choice of
the charm quark mass, which was varied between mc = 1.3 GeV (upper edge) and
mc = 1.7 GeV (lower edge of the band).
Added in quadrature, these uncertainties amount to an additional systematic
error of ∼ 25%.
A rise of F c2 with decreasing x is observed, which becomes steeper with
rising Q2. This behaviour can be understood as the result of the steeply rising
density of gluons in the proton as x → 0 [48, 81]. The results of this analysis
are in agreement with previous findings at HERA shown in the same figure.
Charm production can also be measured via the detection of the outgoing
charged lepton from semileptonic decays of charmed mesons. This approach
benefits from the much larger branching fraction f(c → `+) ∼ 10%, but
suffers from a large background of leptons produced in other processes and
from the fact that the presence of a neutrino in the final state makes it im-
possible to fully reconstruct the D meson and its momentum. The results of
such a study [121] are compared with this analysis in Fig. 8.3 (note that the
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higher statistics of the semileptonic decays allow a finer binning), showing a
good agreement between the results of the two experimentally very different
analyses.
In Fig. 8.4 the extracted structure function values are compared with F c2 pre-
dictions obtained using different parton distribution sets: GRV 94 HO [108],
MRRS [148] and the distributions obtained from a NLO QCD analysis per-
formed by the ZEUS collaboration with its 1994 data, ZEUS NLO 94 [81].
The impact of the charm quark mass uncertainty is shown as well. Within the
experimental error and the theoretical uncertainties, the measured F c2 values
and the theoretical predictions agree well.
9 Summary and Conclusions
An analysis of the production of D∗(2010)± mesons in deep inelastic scattering
at HERA has been presented. It is based on data taken with ZEUS in 1995.
The integrated luminosity of 6 pb−1 is about twice as large as what had been
used for the 1994 analysis published by ZEUS [47].
In the course of this study a new analysis shell program, EZ [77], has been
developed, which provides the user with a uniform interface to the generated
and reconstructed objects and in particular makes the study of single particles
and their decays straightforward. It has since become a central part of the
ZEUS event display program, LAZE.
A detailed study of particle identification by means of the ionisation energy
loss, dE/dx, in the CTD has been performed. A hadron identification method
using the likelihood of the dE/dx measurement has been developed and tested.
While this method has been found to allow a substantial background reduc-
tion in other studies of processes involving charm and strange particles, it has
yielded only a limited gain in the study of D∗ production presented here and
has not been used for the final results.
The integrated cross-section for D∗ production and differential cross-sec-
tions in Q2, W , p⊥D∗ and ηD∗ have been measured in the kinematic range
1 < Q2 < 600 GeV2 and y < 0.7 for a restricted region of the D∗ phase space,
1.5 < p⊥D∗ < 10 GeV and |ηD∗ | < 1.5. In this region, the integrated cross-sec-
tion has been determined as 9.11 ± 0.63 +0.55−0.50 nb; in the phase space region of
the 1994 ZEUS analysis, 5 < Q2 < 100GeV, the result is 5.24±0.42+0.45−0.40 nb, in
good agreement with the earlier measurement. The differential D∗ cross-sec-
tions fall exponentially in Q2 and p⊥D∗ . With respect to the ηD∗ distribution
a maximum is observed around ηD∗ ≈ 0.5. As a function of W , the D∗ cross-
section shows a slow fall-off with increasing W . Within the experimental and
theoretical uncertainties, the integrated and differential cross-sections are well
reproduced by NLO calculations [117] of perturbative QCD.
Using the NLO calculations, the measurements have been extrapolated to
the full D∗ phase space and the charm contribution F c2 to the proton struc-
ture function F2 has been determined. The unfolded F
c
2 values are in good
agreement with the 1994 ZEUS results and with results from an analysis of
semileptonic charm decays also using 1995 data [121]. F c2 has been found to
rise steeply towards low values of Bjorken-x; the rise becomes steeper with in-
creasing Q2. With photon–gluon fusion being the leading process, the observed
rise of F c2 is directly related to an increase of the gluon momentum density of
the proton, xg(x), as x → 0. The NLO QCD calculations [165] performed
– 137 –
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for F c2 using xg(g), as determined from the scaling violations of F2 observed
in the 1994 ZEUS data [81], show good agreement with the data. Therefore,
the data presented in this analysis provide an important consistency test of
perturbative quantum chromo-dynamics.
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