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Abstract—Traditional e-learning systems have been, typically, 
designed for a generic learner, irrespective of individual 
knowledge, skills and learning styles. In contrast, adaptive e-
learning systems can enhance learning by taking into account 
different learner characteristics and by personalising learning 
material. Although a large number of systems incorporating 
learning style have been deployed, there is a lack of 
comprehensive, comparative evaluations. This paper attempts 
to bridge this gap by comparing a number of adaptive e-
learning systems. It considers three main perspectives: the 
learner model, the domain model and the adaptation model. A 
set of criteria is generated for each perspective, and applied to 
a representative sample of adaptive e-learning systems. 
Keywords- learning technologies; learning style; learner 
model; domain model; adaptation model; adaptive e-learning 
systems 
I.  INTRODUCTION 
Learning can be defined as the process of acquiring 
knowledge or skills [1]. It involves three fundamental forms 
of interaction: learner-learner, learner-instructor and learner-
content [2]. However, traditional e-learning systems tend to 
neglect the diversity of learners, their abilities, their 
knowledge and skills, and the learning context. 
 Adaptation is often proposed as a way of overcoming 
these limitations. In the context of user system interaction it 
is defined as a process of tailoring a system to meet the 
user’s requirements and preferences [3]. Adaptive e-
learning systems can consider learner characteristics such as 
knowledge, affective state and learning style as a basis for 
providing adaptation. Among these characteristics, learning 
style is one of the most important factors in learning [4]–[6]. 
The scope of its applicability in e-learning has been an 
active area of research [7]. 
Adaptive e-learning systems based on learning style 
generally use different learning style models. This raises the 
issue of what models and theories are suitable and effective. 
In addition, there is a lack of high quality empirical 
evaluation regarding their effectiveness [7]–[10] and of 
comparative work on these systems [3], [7], [10]–[12]. 
Some investigations deal with adaptive systems in general 
[3], [11], [12], whereas others focus more specifically on 
adaptivity based on learning style [7]–[10]. 
 This paper attempts to bridge the gap in evaluation by 
using a more comprehensive approach to adaptivity in e-
learning systems. Three perspectives are considered in the 
comparison of a number of adaptive e-learning systems: 
learner model, domain model and adaptation model. 
The remainder of the paper is structured as follows: 
Section II presents the background on learning style and 
related models. Section III provides a comparative 
evaluation of some adaptive systems. Section IV offers 
some discussion on adaptivity, and Section V concludes the 
paper. 
II. BACKGROUND 
Adaptive e-learning systems (AESs) are an enhancement 
to the traditional, generic approach to learning systems; they 
personalise and recommend learning material to meet 
individual needs [18]. Different research themes are 
considered when dealing with AESs [3]. One theme 
concerns learner modelling and adaptation approaches. 
AESs normally build a learner model that incorporates 
different learner characteristics to support adaptation [3], 
[19].  Another theme is associated with the introduction of 
new adaptive techniques and methods in systems such as in 
MetaLinks [20] and INSPIRE [21], or with the development 
of frameworks and authoring tools for AESs such as in 
AHA! [22] and InterBook [23]. Reusability and 
interoperability of learning content in AESs is a more recent 
research theme. Learning material can be independent of the 
platform, and may be annotated in a way that facilitates 
adaptation. However, it has been suggested that AESs 
cannot be supported by the current generation of e-learning 
standards due to the complexity of adaptation [24], [25].  
Besides the identification of the learning style, an 
effective AES requires a clear commitment to a learner 
model, domain model and adaptation model [11]. Their 
characteristics are detailed below. 
A. Learning Style 
Learning style is considered as one of the most 
important factors in learning [5]. It is defined as a 
combination of cognitive, affective and psychological 
factors that indicate how a learner perceives, interacts with 
and responds to the learning environment [6]. Despite a lack 
of consensus, many educational theorists and psychologists 
agree that recognition of a learning style can make learning 
more effective [4]–[6], [17]. It has been argued that if a 
learner has a strong proclivity for a particular learning style, 
he/she may experience difficulties with learning material 
and learning environments that do not support the preferred 
learning style [5]. 
A significant number of learning style models and 
theories have been developed [13], principally by Kolb [14], 
Honey and Mumford [15], Dunn and Dunn [16] and Felder-
Silverman [5]. A comprehensive and clear learning style 
model has yet to be identified [17].  
B. Learner Model 
Learner modelling has been central to Intelligent 
Tutoring Systems (ITS) since 1970 [31]. An ITS uses the 
information encapsulated in the learner model in order to 
modify and adapt the way it interacts with a learner [9]. 
According to Self, a learner model is “what enables a 
system to care about a student” [32]. A number of learner 
characteristics can be maintained in a learner model. 
Essalmi et al. identify 16 attributes, including knowledge, 
skills, goals and learning style, motivation and emotion, as a 
source for providing adaptation [8]. 
Learner modelling involves different stages such as data 
elicitation, model representation and maintenance. Data 
elicitation is usually based on explicit methods via user-
generated feedback (such as questionnaires, like/dislike and 
rating) or implicit methods, which consider system-
generated feedback (such as mouse movements, time spent 
and page visits) [33], [34]. Although explicit methods are 
considered more reliable and more accurate [35], learners 
may be reluctant to provide explicit feedback [36]. In 
contrast, implicit methods allow learners to focus entirely 
on their main task. A large amount of data can be captured 
through an implicit method. However, the complexity of the 
processing, analysis and classification of data may outweigh 
its advantages. 
A good survey of relevant approaches and techniques 
over the last decade is provided by Chrysafiadi and Virvou 
who present the overlay, stereotype, Bayesian network and 
ontological models [37]. The key concept behind the 
overlay model is that the learner’s knowledge is a subset of 
the whole domain. Stereotype models classify a group of 
people who share the same preferences or interests, or 
follow a certain type of behaviour. Bayesian network can be 
used to represent a wide range of learner characteristics. The 
network contains nodes (i.e. variables) and arcs to define 
probabilistic relationships between those variables. The 
ontological model is an explicit specification of real-world 
concepts and their relationships. 
C. Domain Model 
A domain model is an abstract representation of part of 
the real world. It is composed of a set of domain knowledge 
elements [3] and is the result of capturing and structuring 
knowledge related to a specific domain [38]. Knowledge 
types can be mainly classified as declarative (i.e. the what?) 
or procedural (i.e. the how?). The structure of the domain 
models is particularly relevant in the field of ITS, expert 
systems and hypermedia systems [3], [39]. 
 A domain model can be represented in frame-based, 
network-based or logic-based schemes. A frame-based 
representation contains frames that have a number of 
attributes that describe learning concepts. A network-based 
representation is formed of nodes to represent concepts, and 
edges to represent the relationships between them. For 
example, a tree-like structure can be considered as a 
hierarchical network-based model. A logic-based 
representation usually deals with procedural knowledge 
which can be expressed as rules: if (condition) then 
(conclusion).  
An important concern in domain models is how to 
annotate metadata and organise learning material and 
learning objects, in particular. The role of learning objects is 
increasingly being recognised in learning systems. Weller 
defines a learning object as “a digital piece of learning 
material that addresses a clearly identifiable topic or 
learning outcome and has the potential to be reused in 
different contexts” [40]. Various standards and guidelines 
for describing, sequencing, storing, and manipulating 
learning objects have been proposed. Dublin Core and IEEE 
LOM, in particular, can potentially support the reuse of 
learning objects and enhance the adaptation process.  
D. Adaptation Model 
An adaptation model bridges the gap between the learner 
model and the domain model by matching relevant learning 
material, or sequence of objects, to the needs and 
characteristics of an individual learner. Brusilovsky put 
forward one of the most popular taxonomies for adaptive 
technology: adaptive presentation and adaptive navigation 
[18], [19]. More recently, Knutov et al. proposed adaptive 
content as a third category [11]. This combined taxonomy 
offers a useful perspective on what can be achieved in 
adaptive systems. 
Bunt, Carenini and Conati provide a comprehensive 
coverage of adaptive content and presentation techniques 
[41]. These cover various operations such as inserting, 
modifying, removing and sorting or zooming, layout 
changing and annotations. Adaptive navigation recommends 
selective learning paths and curriculum sequencing. Other 
examples include link generation, direct guidance and 
hiding. Brusilovsky reviews many adaptive navigation 
techniques and illustrates them with relevant examples [42]. 
III. COMPARATIVE EVALUATION 
This section offers a comparison of a representative 
sample of AESs by using three different perspectives: 
learner model, domain model and adaptation model. The 
systems were selected according to two criteria. First, each 
system should consider the learning style in a learner model 
as the main source of adaptation. Second, each system 
should contain at least three main models, including learner 
model, domain model and adaptation model. 
 In this comparison nine representative systems were 
selected: MASPLANG [43], [44], INSPIRE [21], iWeaver 
[45], TANGOW [46], [47], AHA! [22], WELSA [48], 
Protus [49], eTeacher [50] and LearnFit [51]. These systems 
differ in their focus on learner modelling approaches, 
learner characteristics, domain models, adaptation methods 
and application models. 
A. Learner Model 
The properties that are considered in each learner model 
are learner characteristics, representation, learning style 
model and data elicitation method. Table 1 gives a summary 
of learner models in the systems. The majority of AESs 
consider at most three learner model characteristics, 
knowledge, preference and learning style [8]. The most 
common combination includes level of knowledge and 
preferences. These characteristics are however not confined 
to the AESs that incorporate learning style [7], [8].  
The overlay model representation of learner knowledge 
is the most widely used representation. In MASPLANG 
[43], [44], INSPIRE [21] and TANGOW [46], [47], it 
allows the logging of learner’s actions and interactions to 
infer and build the learner model (i.e. inferred learner 
model). Protus [49] uses sequential pattern mining and 
association rules to recommend learning material based on 
visited pages and test results. An inferred learner model 
used in MASPLANG is generated from visits and time 
spent on learning material [43], [44]. eTeacher [50] and 
LearnFit [51] rely on Bayesian network to model learning 
styles. The stereotype representation, applied in WELSA 
aims to group learners based on their learning styles [48].  
A survey of AESs that integrate learning style identified 
the Felder-Silverman model [5] as the most preferred; it was 
used by approximately 50% of 74 peer-reviewed articles on 
that subject between 2000 and 2011 [7]. Other systems are 
based on the Honey and Mumford model [15],  the Dunn 
and Dunn model [52], and Myers-Briggs Type Indicator 
(MBTI) [53]. Some systems such as TANGOW [46], [47] 
and eTeacher [50] refer to subsets rather than to a full 
learning style model. 
With regard to data elicitation methods, systems such as 
INSPIRE [21], iWeaver [45] and TANGOW rely on explicit 
methods [46], [47] whereas Protus [49] and WELSA [48] 
use implicit techniques, such as visit and time spent on 
learning material. A combination of explicit and implicit 
methods is used in eTeacher [50], MASPLANG [43], [44] 
and LearnFit [51] systems. A manual selection of learning 
style proposed by INSPIRE [21] and AHA! [22] assumes 
that learners know their learning style before interacting 
with the system. 
B. Domain Model 
A domain model is viewed in terms of domain model 
representation, learning object standards and application 
domain. They are presented in Table 2 for each system. A 
hierarchical network, i.e. tree-like structure is the most used 
domain model representation; it may have an arbitrary 
number of levels. Table 2 displays AESs with 4-level [48], 
[50], [51] and 3-level [21], [46], [47], [49] hierarchical 
networks. 
Only three out of nine systems refer to e-learning 
standards such as IEEE LOM, SCORM or Dublin Core. The 
INSPIRE system [21] makes use of the ARIADNE 
Recommendation metadata standards whereas the Dublin 
Core standard is the basis for the WELSA system [48]. 
More appropriately, the IEEE LOM standard is used in the 
TABLE 1. LEARNER MODEL  
SYSTEM LEARNER 
CHARACTERISTICS 
MODELLED 
MODEL 
REPRESENTATION 
LEARNING STYLE MODEL DATA ELICITATION 
METHOD 
MASPLANG  Knowledge, 
Learning Style 
Overlay Model, 
Inferred Model 
Felder-Silverman Model Explicit (questionnaire), 
Implicit (student actions) 
INSPIRE 
 
Knowledge, 
Learning Style 
Overlay Model Honey and Mumford Model  Explicit (questionnaire), 
Manual 
iWeaver  
 
Preferences, 
Learning Style 
[not specified] The Dunn & Dunn Model  Explicit (questionnaire) 
TANGOW 
 
Knowledge, 
Learning Style 
Overlay Model Felder-Silverman Model: Only 2 
dimensions: understanding and 
perception.  
Explicit (questionnaire)  
AHA! 
 
Preferences, 
Learning Style 
Overlay Model Combination of several models  Manual 
eTeacher  
 
Performance, 
Learning Style 
Bayesian Network Felder-Silverman Model: Only 3 
dimensions: perception, processing and 
understanding. 
Explicit (questionnaire), 
Implicit (student actions) 
WELSA 
 
Learning Style Stereotype Model, 
Inferred Model 
Unified Learning Style Model (ULSM) Implicit (student actions) 
Protus 
 
Knowledge, 
Learning Style 
Inferred Model Felder-Silverman Model Explicit (questionnaire), 
Implicit (student actions) 
LearnFit  
 
Preferences, 
Learning Style 
Bayesian network Myers-Briggs Type Indicator (MBTI)  Explicit (questionnaire), 
Implicit (student actions) 
 
 
LearnFit system [51]. Finally, most application domains and 
courses are related to computer science topics. 
C. Adaptation Model 
This section compares adaptation models in AESs based 
on the taxonomy of adaptive technologies proposed by 
Brusilovsky [18], [19] and Knutov et al. [11]. Table 3 
identifies the adaptation methods used in the systems as 
adaptive content, presentation and navigation. 
The TANGOW [46], [47] and WELSA [48] systems 
apply a content fragment generation technique. A learning 
unit is divided into fragments, and the systems provide 
adaptation by composing and recommending an appropriate 
sequence of fragments. AHA! [22] and WELSA [48] 
implement a fragment dimming and stretch-text/highlight 
technique to learning material text and objects based on 
their relevance to learners. Link sorting/ordering is used to 
prioritise links depending on the learner model. This 
technique is utilised extensively in AESs. Link annotation 
has been applied in MASPLANG [43], [44], INSPIRE [21] 
and eTeacher [50]. Link generation, successfully 
implemented by Protus [49], LearnFit [51] and eTeacher 
[50], is considered as a relatively new technique in the field 
of adaptive navigation. Direct guidance is another popular 
technique; it allows learners to navigate easily to previous 
or next pages. Link hiding removes or disables links to less 
relevant pages or items. It is implemented by MASPLANG 
[43], [44], iWeaver [45], and TANGOW [46], [47].  
IV. DISCUSSION 
In this section the learner model, the domain model and 
the adaptation model are considered within the wider 
research context of AESs. 
A. Learner Model 
Although learner attributes such as knowledge, style, 
skills or affective state are the subject of intensive research, 
most models in AESs consider three learner attributes at the 
most [8]. The level of knowledge is considered in most 
systems [8], quite often in combination with learning style. 
Scant attention has been paid to incorporating affective 
state, learning style and motivation in a learner model with 
an AES. Leontidis and Halatsis note that system design 
tends to be based on cognitive states such as knowledge and 
skills, neglecting emotional factors, mood and personality of 
learners [57]. Martin and Briggs propose a framework for 
instructional design, calling for the integration of cognitive 
and affective states [58]. Similarly, O’Regan claims that 
affective state is inherently associated with e-learning [59].  
Although incorporating new combinations of learner 
attributes is desirable, selecting the most appropriate and 
effective learning style model and theory in AESs is still a 
contentious issue. The most widely used learning style 
model was proposed by Felder and Silverman [5] and is 
considered to be more appropriate than other models for e-
learning [7], [43], [44], [46], [47], [49], [50]. It provides 
extensive details on learning style categories and a valid 
tool for assessments; it also promotes a teaching style that 
corresponds to each learning style category.  
TABLE 2. DOMAIN MODEL  
SYSTEM MODEL REPRESENTATION LEARNING OBJECT STANDARD APPLICATION DOMAIN 
MASPLANG 
  
Hierarchal Network: 
Concepts, procedures, nodes and their relationship 
links 
None Computer Network: TCP/IP 
Protocols  
INSPIRE 
 
Hierarchal Network: 
Goals (topics to be learned), concepts (related lessons) 
and educational materials (facts, procedures, exercises) 
ARIADNE metadata standard. Computer Architecture 
iWeaver  
 
Hierarchal Network: 
Seven lessons 
None Interactive Multimedia and Web 
design  
TANGOW 
 
Hierarchal Network: 
Tasks, sub-tasks and educational materials  
None Theory of Computation 
AHA! 
 
Hierarchal Network:  
concepts and their relationship (prerequisite) 
None Adaptive Hypermedia 
eTeacher  
 
Hierarchal Network: 
Course, unit, topics and reading materials 
None Artificial Intelligence 
WELSA 
  
Hierarchal Network:  
Chapter, sections, sub-sections and learning objects 
Dublin Core and Ullrich Instructional 
Ontology [60]. 
Artificial Intelligence (Constraint 
satisfaction problems) 
Protus 
 
Hierarchal Network: 
Topics, lessons, and educational materials 
None Principles of Programming (Java) 
LearnFit  
 
Hierarchal Network:  
Course, chapter, concept and learning object 
IEEE LOM standard Introduction to PHP Programming 
 
 
A number of issues related to adaptation based on 
learning style have been raised. Brusilovsky and Millán 
point out that, “careful studies are rare and success stories 
are very few” [9]. To date, there has been little agreement 
on what aspects of learning style need to be modelled, and 
how to provide adaptation. Brown et al. call for more high-
quality work in evaluating the effectiveness of learning style 
in AESs [10]. Likewise, Akbulut and Cardak conclude that, 
“empirical and pedagogical evaluations of the current 
projects with more robust methodologies are needed” [7].  
Provision of AESs requires robust diagnosis of learner 
characteristics to build effective, accurate and reliable 
learner models. Little has been done to identify learning 
style implicitly and to support dynamic learner modelling 
[7]. Although an explicit approach based on questionnaires 
may be more reliable and accurate [35], learners may be less 
motivated to participate in a lengthy process [36]. The 
accuracy and currency of implicit methods is still an open 
question.  
In learner models, the level of knowledge is usually 
represented as an overlay model. Although this model is 
simple and effective in some cases, it cannot represent 
misconceptions and incorrect learner knowledge. It may 
therefore be inadequate on its own, and is often combined 
with other approaches. Stereotype representation, normally 
used to cluster learners based on pre-defined categories, 
may be useful in initialising the learner model quickly. 
However, it suffers from limitations in its manual 
management, and learners in such classes may never exist. 
Semantic Web, probabilistic models and data mining are 
driving more of the recent work on learner modelling. For 
semantic technologies, an ontological learner model 
provides reasoning mechanisms and reduces internal 
inconsistencies although the mapping between different 
ontologies and their maintenance presents a challenge. 
Representation of learner models may be based on 
probabilistic models and theories such as Bayesian networks 
as a well-established mathematical technique. This form of 
representation can be applied to a variety of learner’s 
characteristics such as emotion, learning style, knowledge 
and skills. Moreover, there are other approaches for 
supporting adaptation, for instance, based on fuzzy logic or 
evolutionary algorithms. These approaches and 
representations may be better viewed as complementary, 
rather than competitive approaches. Issues of accuracy and 
efficiency may be a serious impediment to the combination 
and application of a wide range of learner attributes in 
different contexts and domains. 
B. Domain Model 
The domain model is usually represented as a 
hierarchical network with different levels. This approach is 
widely used in AESs beside other representations such as 
frame-based and logic-based representations. This 
representation is flexible for storing and managing 
knowledge, and thus offers a powerful mechanism for 
domain modelling. Identifying the relationships between 
learning concepts may enhance the domain model 
representation and facilitate adaptation. 
Most AESs use computer science topics such as 
programming languages, networks and artificial intelligence 
as application domains. They appear particularly suitable for 
adaptive systems. Relevant learning content used in AESs is 
often referred to as learning resources, learning material or 
learning objects. It was noted, however, that learning 
content in most AESs does not conform to e-learning 
standards, a limitation that may prevent the sharing and 
reuse of learning objects in particular. This may indicate an 
undue reliance on less structured learning content in many 
AESs. 
The dynamic selection of learning objects is rarely 
addressed in AESs. Constructing appropriate learning paths, 
course sequencing and recommending appropriate learning 
objects in accordance with the learner’s characteristics is an 
effective form of adaptation in learning.   
C. Adaptation Model 
The adaptation model links the learner and the domain 
models by bridging the gap between learners and learning 
TABLE 3. ADAPTATION METHODS 
SYSTEM ADAPTIVE CONTENT ADAPTIVE PRESENTATION ADAPTIVE NAVIGATION 
MASPLANG  Link annotation, media format Direct guidance, link hiding 
INSPIRE  Link annotation, link sorting, media 
format 
Link generation, direct guidance 
iWeaver   Link sorting, media format Direct guidance, link hiding 
TANGOW Fragment generation Link sorting, media format Link generation, direct guidance, link hiding 
AHA! Fragment dimming, stretch-text/highlight Link sorting, media format Direct guidance 
eTeacher   Link annotation Link generation, direct guidance 
WELSA Fragment generation, fragment dimming, 
stretch-text/highlight 
Link sorting, media format  
Protus  Media format Link generation, direct guidance 
LearnFit   Media format Link generation, direct guidance 
 
 
material. An adaptation model is implemented by the 
application of a number of adaptive techniques. 
Content adaptation is not sufficiently applied in AESs. 
This may indicate a difficulty in applying adaptive content 
techniques effectively. One reason could be the effort to 
author different content fragments for a specific learning 
concept, so the system can adapt by selecting the most 
appropriate fragment. This technique is known as content 
fragment generation and applied in TANGOW [46], [47] 
and WELSA [48] systems. It may be effective in some 
cases; however, constructing different versions of learning 
material is also time-consuming and less productive. 
Another reason is that learning content cannot be easily read 
or understood by machines. There is always a need for a 
human to explicitly organise material to meet adaptation 
rules. It is only the case when learning material is known 
beforehand. Other techniques related to adaptive content are 
fragment dimming and stretch-text/highlight. The former is 
usually applied to text when it is not relevant to learners as 
in AHA! [22] and WELSA [48] systems. The latter is a 
useful technique and can effectively draw learners' attention 
to important content if it is applied appropriately. 
Zooming/scaling and layout changing techniques fall 
into the adaptive presentation category. They are not usually 
considered in AESs since their application in learning 
systems is not obvious. The relevance of these techniques 
depends on the situation. For visually-impaired learners 
specific learning objects may be zoomed into whereas for 
learners using tablets and small screen devices, layout 
changing may be appropriate. Adapting media format for 
learners constitutes another popular technique. Satisfaction 
with different media formats may depend on context and 
domain and requires careful measurement. Moreover, there 
should be a level of controllability on media formats.  
Link sorting/ordering is useful for non-contextual links, 
namely those not fundamentally related to the current 
learning object [42]. Thus, link sorting may work with 
external links that lead to other information sources. It may 
not be appropriate to use this technique in contextual links 
as it conflicts with usability standards such as consistency. 
Some learners may prefer the order of links and menus to be 
stable and to appear as they first encountered them. Instead 
of applying the sorting technique, link annotation may be 
more suitable and could be applied without interference 
with usability standards to determine the current status of 
the concept link, such as whether it has been visited or not.  
Another classic adaptive navigation technique is direct 
guidance. It is used in most AESs but has been superseded 
by new approaches such as curriculum sequencing and 
learning paths. This generates different learning paths for 
learners based on their preferences or knowledge level. 
Applied incorrectly, it may disrupt the learning process and 
disengage learners. The link hiding technique is related to 
adaptive navigation, and removes/hides irrelevant pages. It 
may be more useful if links are revealed gradually [42]. 
The process of adaptation should not be made in 
isolation; instead, data on other models should be available 
to inform the adaptation model. The main challenge is to 
determine which adaptive techniques are most effective in 
e-learning in the different classifications (i.e. adaptive 
content, presentation and navigation), and when and how 
AESs can provide adaptation in different cases, particularly 
for those that integrate learning style. 
Although, adaptive methods and techniques have been 
applied extensively, there is still a need for a reference 
model that can help in mapping learning content and 
instructional strategies into these techniques. 
D. Research Issues 
Although AESs may enhance learning and provide 
successful personalised services to learners, there are some 
barriers to optimal service provision. AES research seldom 
considers the usability challenges of adaptation. Jameson 
considers a number of usability threats to adaptivity 
including controllability, consistency, privacy, and 
predictability [54]. These challenges may outweigh the 
benefits of adaptivity in e-learning systems [30]. A possible 
research avenue is to compare AESs that afford learners 
some control over the adaptive behaviour with those that do 
not. This may assist in the identification of where adaptation 
should be applied [55].  
Collaborative learning and social network technologies 
are other issues that are not targeted in AESs.  Observing 
how learners with different learning styles interact with 
these systems can be a source of valuable information and 
provide better insight into designing AESs. This is 
particularly relevant if learning style is the main source of 
adaptation. 
Learning analytics, a recent concept in education, 
defined as the measurement, collection, analysis and 
reporting of learner-system interaction and their contexts 
[56], can also contribute to the understanding of learners’ 
needs and can optimise learning environments. It is applied, 
for instance, in Massive Open Online Courses (MOOCs) to 
investigate learner-course interaction.  
The impact of context-aware technologies in e-learning 
is another promising research area. Understanding the 
context of learner-system interaction is an important factor 
in the provision of adaptation and recommendation in AESs. 
V. CONCLUSION 
This paper has presented a comparison of adaptive e-
learning systems that incorporate learning style, in terms of 
three perspectives: learner model, domain model and 
adaptation model.  A set of relevant criteria was introduced 
in order to provide an insight into the range of methods and 
techniques used in a representative set of AESs. This 
investigation has promoted a particular approach to AESs’ 
comparative evaluation, and has raised a number of issues. 
Learner models are usually concerned with the level of 
knowledge and the learning style. However, different 
combinations of learner attributes have not yet been fully 
investigated. For example, more research is required into 
combining learning style with motivation, ability or 
emotion.  In this respect, a Bayesian network is a useful tool 
which has the potential for integrating different attributes.  
Domain models are usually represented as a hierarchical 
network and offer some flexibility in the management of 
knowledge. However, the relationships between learning 
concepts should be identified clearly to enhance these 
models. In addition, the adaptation process can be facilitated 
by the provision of learning content metadata that conforms 
to established e-learning standards. The absence of e-
learning standards in most of the AESs, which were 
considered points to learning content with limited structure, 
and highlights potential reusability limitations. 
A wider application of applying adaptive content 
techniques has suffered from the constraints of domain 
model representation and from a lack of understanding of 
learning material semantics. Furthermore, a reference model 
is required to support mapping content and instructional 
strategies into adaptive methods and techniques. This may 
provide a better approach to adaptivity in different learning 
contexts. 
Usability issues and research areas such as collaborative 
learning, social networks and context-awareness can assist 
in the development of AESs. Learning analytics and data 
mining techniques are also generating more interest. The 
learner-system interaction in AESs, in particular, generates 
useful data, which can contribute to a better understanding 
of AESs and to the design of better learner models. 
Future work will consider other perspectives such as 
instructional models and strategies, and will cover 
evaluation methodologies and the monitoring of AESs. 
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