Abstract. Inspired by a recent work by Berger, we introduce the concept of pointwise emergence. This concept provides with a new quantitative perspective into the study of non-existence of averages for dynamical systems. We show that high pointwise emergence on a large set appears for abundant dynamical systems: There is a dense subset of any Newhouse open set each element of which has super-polynomial pointwise emergence on a positive Lebesgue measure subset of the state space. Furthermore, the full shift has super-polynomial pointwise emergence on a residual subset of the state space.
Introduction
The study of infinitude or non-existence of averages for dynamical systems has a long history, despite being beyond the Smale-Palis program [33, 32, 14] which has been a guiding principle in modern dynamical systems theory. It is only 70's that Newhouse showed in [29] that there is a residual subset of any Newhouse open set (see Section 5 for precise definition) each element of which has infinitely many sinks. Furthermore, it is Bowen who first studied dynamics without time averages on a positive Lebesgue measure set (although it was never published by himself, see [37] ). On the other hand, it is recent that Berger [9] proved that typical dynamics (in the sense of Kolmogorov) in any Newhouse open set have infinitely many sinks, and that the first and third authors [26] showed that there is a dense subset of any Newhouse set each element of which has a positive Lebesgue measure set where time averages do not exist. We refer to [14, 9, 26] for detailed history.
Recently, Berger [10] introduced a quantitative viewpoint into the study of infinitude of averages, and further developed it in [12] with Bochi. In the paper [10] , he called a "global" -approximation of empirical measures (i.e. measures representing averages) of a dynamical system emergence at scale > 0 (where the word "emergence" is one of the most important concept in complexity science [28] , but had no rigorous formulation before [10] appeared), and showed that the growth rate of emergence in the limit → 0 captures the complexity of a dynamical system with infinitude of averages. Our purpose in this paper is to investigate "local" emergence (called pointwise emergence, Definition 1.1). We will see that pointwise emergence well adapts to the study of complexity of non-existence of averages, resulting in a strong contrast between pointwise emergence and (Berger's) emergence, see Remark 1.3. Furthermore, we prove that high pointwise emergence on a large set appears for abundant dynamical systems, both in hyperbolic case (Theorem A) and non-hyperbolic case (Theorem B).
1.1. Emergences. We first briefly recall definition of (metric) emergence. Let M be a compact smooth Riemmannian manifold, and f : M → M a C r -diffeomorphism with r ≥ 1. We study empirical measures {δ δ f j (x) (x ∈ M , n ≥ 1), where δ y is the Dirac measure at y ∈ M . Note that ϕdδ n x = 1/n n−1 j=0 ϕ(f j (x)) is the (partial) time average of a continuous function ϕ (along the orbit of x by f ) at n ≥ 1, so that the study of asymptotic behavior of {δ n x } n≥1 in weak * topology would be most fundamental in ergodic theory. We metrize the space P(M ) of probability measures on M , by the first Wasserstein metric d W 1 (see Section 2 for the definition of d W 1 ): notice that the topology with respect to d W 1 is equivalent to the weak * topology (refer to e.g. [41, Theorems 6.9] ; other classical metrics to metrize P(M ), such as Lévy-Prokhorov metirc, were also considered in [12] ).
In [10] , Berger defined the emergense E Leb ( ) ≡ E Leb ( , f ) of f at scale > 0 by .) This was called metric emergence in [12] , because they needed to distinguish it with another emergence (called topological emergence, see (1.4) for definition). We also use their terminology, that is, E Leb ( ) will be called metric emergence at scale > 0. (To be more precise, in [12] they also studied metric emergences E µ ( ) for any probability measure µ defined by (1.1) with µ instead of Leb, and obtained a variational principle for metric and topological emergences.)
The inequality in (1.1) means that {µ j } N j=1 approximates the statistics of f in the scale. Hence, once one fixes , the complexity of statistics of f "emerges" as E Leb ( ). Interesting examples are as follows: It is shown in [10, Section 1.2] that if f has finitely many ergodic probability measures such that the union of basins of the measures cover M up to zero Lebesgue measure sets, then E Leb ( ) is bounded by the number of the measures for any . On the other hand, lim →0 E Leb ( ) = ∞ if f has infinitely many sinks ( [10 Under the background of naive and massive uses of computer approximation of statistics in many branches of sciences, Berger started a program to prove that for each typical dynamics in an open set of the space of diffeomorphisms, the metric emergence is super-polynomial, that is, lim sup →0 log E Leb ( )/(− log ) = ∞ (or equivalently, lim sup →0 α E Leb ( ) = ∞ for any α ≥ 0), see [10, Problem 1.14]. Among computer scientists, an algorithm of super-polynomial complexity class is thought to be not feasible in practice by a computer [18] , so that the accomplishment of the program may give an alarm to the aforementioned optimistic trend. (The program is also reminiscent of Kaloshin's prominent quantitative study of generic dynamics in Newhouse open sets [24] , i.e. super-exponential growth of number of periodic orbits, which opened up a fruitful research field.) A great contribution to the program was recently made in [12] .
A feature of the metric emergence is the integration in (1.1) resulting in a grasp of "global" statistical information of the dynamics. In this paper, we consider more "local" emergence as follows. Definition 1.1. Given > 0 and x ∈ M , the pointwise emergence E x ( ) ≡ E x ( , f ) of f at scale at x is defined by
The pointwise emergence at x ∈ M is called super-polynomial if lim sup
→0
log E x ( ) − log = ∞.
Historic behavior.
We can see that pointwise emergence gives a quantitative perspective into non-existence of averages, or historic behavior. Recall that a point x ∈ M (or its forward orbit) is said to have historic behavior if lim n→∞ δ n x does not exist. (This terminology originates from Ruelle [36] ; see also [38] .) Although the set of points with historic behavior is a µ-zero measure set for any invariant measure µ due to Birkhoff's ergodic theorem, the set is known to be remarkably large for many dynamical systems.
Known dynamical systems with historic behavior on a measure-theoretically large set are as follows. It is a famous folklore that Bowen knew that a surface flow with heteroclinically connected two dissipative saddle points has a positive Lebesgue measure set consisting of points with historic behavior (see [22, 37] for precise proof). We emphasize that for Bowen's example, there are many "abnormal" results other than (but seemingly related with) historic behavior, refer to e.g. [4, 1, 2, 31, 3] . Although Bowen's example is easily broken by small perturbations, Kiriki and Soma [26] showed that there is a dense subset of any Newhouse open set in the set of C r surface diffeomorphisms (2 ≤ r < ∞) such that any element of the dense set has a positive Lebesgue measure set (indeed it is a wandering domain) consisting of points with historic behavior, by employing the best technology developed by Colli-Vargas [19] for wandering domains near homoclinic tangency. Recently, we learned from Pierre Berger and Sébastien Biebler that they extended it to the C ∞ and analytic cases (see also Remark 1.5). One can also find other interesting examples with a positive Lebesgue measure set consisting of points with historic behavior for some quadratic maps in [23] (refer also to [17] for its large deviation principle), for a locally dense class of 3-dimensional vector fields with heteroclinic cycles between periodic solutions in [27] , and for partially hyperbolic dynamics in [20] .
From topological viewpoint, we can find more examples with historic behavior on a large set. Takens [38] showed that the doubling map of the circle has a residual subset of the circle consisting of points with historic behavior. He remarked that the construction can be extended to any hyperbolic systems, and it was actually proven in [3] , together with several generalizations. For other generalizations of Takens' theorem for residual historic behavior, we refer to [7] for shifts with weak specification, [25] for geometric Lorenz flows, and [5] for C 1 diffeomorphisms with blenders as well as non-hyperbolic homoclinic classes. From independent background and method, a large contribution was made by thermodynamicists. A very incomplete list of them is [35, 6, 39, 15, 16, 13, 8] . We here merely mention that Pesin and Pitskel [35] showed that the full shift f curries full topological entropy and full Hausdorff dimension on the set of points with historic behavior. A fundamental relation between historic behavior and pointwise emergence is the following. Proposition 1.2. x has historic behavior if and only if lim →0 E x ( ) = ∞.
In order not to interrupt the exposition we postpone its proof until Section 4. We here note a key observation in the proof of Proposition 1.2. Let A x ≡ A x (f ) be the set of accumulation points of {δ n x (f )} n≥1 with respect to d W 1 . Then, x has historic behavior if and only if A x (f ) is nontrivial (i.e. #A x (f ) ≥ 1). Moreover, we have
Recall that -covering number of a subset Y of a metric space X is the minimal integer N such that there exist N balls B 1 , . . . , B N of radius in X satisfying that Y ⊂ N j=1 B j . A similar formula for metric emergence is seen by [12, Proposition 3.14] : if f is a conservative mapping, then
where M erg (f ) is the set of ergodic probability measures of f . In [12] , the quantity of the right-hand side of (1.4) is called the topological emergence of f at scale > 0, and its complexity and connection with metric emergence were deeply investigated. Remark 1.3. Unlike the similarity in definition, the properties of metric emergence and pointiwse emergence are in strong contrasts. Firstly, recall that if f has infinitely many sinks, then its metric emergence E Leb ( ) diverges in the limit → 0 ([10, Claim 1.13]). On the other hand, it is obvious that for such dynamics f , the pointwise emergence is trivial (i.e. E x ( ) = 1 for any > 0) on the basin of the sinks. Similarly, Berger and Bochi [12] constructed many conservative systems f on the annulus with diverging metric emergence ([12, Section 4]), while, since the constructed dynamics decomposes the annulus into f -invariant circles, one can easily see that pointwise emergence of the conservative system is trivial everywhere. Conversely, by virtue of Takens' construction for residual historic behavior ([38, Section 4]) and Proposition 1.2, for the doubling map f , the pointwise emergence diverges as → 0 on a residual subset of the state space. On the other hand, because of the unique existence of absolutely continuous ergodic probability measure of the doubling map, the metric emergence is trivial.
1.3. Main results. By examples in Subsection 1.2 together with Proposition 1.2, one can find many dynamical systems whose pointwise emergence diverges on a large set. However, to the best of our knowledge, the growth rate of pointwise emergence for any known result is only polynomial of degree 1 (with respect to −1 ). As mentioned in Remark 1.3, any known dynamical system with super-polynomial metric emergence is also not helpful to construct high pointwise emergence. However, we can show that there are abundant dynamical systems with super-polynomial pointwise emergence on a large set, both in hyperbolic and non-hyperbolic cases, which are our main results.
Note that due to the argument in [10, Proposition 1.10], the definition of pointwise emergence for smooth dynamics on a manifold given in Definition 1.1 can be literally translated to one for any Lipschitz continuous mapping on a metric space, in particular, for full shifts.
Theorem A. Let f : X → X be the full shift on X = {1, 2, . . . , m} N with m ≥ 2 endowed with the standard distance d X (x, y) =
Remark 1.2. It is straightforward to see that the conclusion of Theorem A holds for any expanding map on the circle due to the semi-conjugacy of expanding maps to full shifts. Furthermore, from the proof of Theorem A in Section 6, one can easily check that Theorem A with {1, 2, . . . , m} Z instead of {1, 2, . . . , m} N also holds, so that we can get super-polynomial pointwise emergence on a residual subset of (full) horseshoe. It is also highly likely that similar results hold for much more general classes of dynamical systems, such as dynamics in [7, 25, 3, 5] . Moreover, it is of great interest to see whether one can develop thermodynamical and multifractal formalism on the set of points with super-polynomial pointwise emergence, refer to e.g. [35, 6, 39] .
Our main theorem for pointwise emergence of non-hyperbolic dynamics is the following. Let Diff r (M ) be the space of C r diffeomorphisms on a closed surface M . 
In measure-theoretic context such as Theorem B, we can apply the following useful proposition (its proof will be given in Section 4).
The following result for metric emergence is an immediate consequence of Theorem B and Proposition 1.3.
Corollary C contributes to the previously-mentioned Berger program for metric emergence [10, Problem 1.14]. However, we emphasize that Theorem B would be substantially stronger than Corollary C, because metric emergence quantifies infinitude of averages while pointwise emergence quantifies non-existence of averages as explained in Remark 1.3. [12] has three advantages in comparing with Corollary C: One can find a residual subset of any Newhouse open set of Diff r (M ) with dim(M ) = 2 with 1 ≤ r ≤ ∞ such that any element of the subset enjoys superpolynomial metric emergence. Furthermore, one can see that the metric emergence is stretched exponential (with maximal exponent), that is,
Due to [12, Section 1.3], the emergence exponent (1.5) is the "maximal" exponent.
We conjecture that the stretched exponential growth with maximal exponent also holds for our dynamics and pointwise emergence in the following sense: there exists a dense subset D of any Newhouse open set of Diff r (M ) such that for each f ∈ D, one can find a positive Lebesgue measure set D ⊂ M satisfying that the union of ω-limit set of each point in D is a horseshoe Λ, and that
See Remark 4.3 for detail. We are indebted to Sébastien Biebler and Pierre Berger for this conjecture.
Remark 1.5. After completing the proof, we learned that Theorem B and Corollary C have close relation to the forthcoming paper by Pierre Berger and Sébastien Biebler, although they use technologies in complex dynamical systems theory.
Key definition and outline of proof
Our strategy of the proof of Theorem B is to argue by "code of wandering domains", which is precisely defined in Definition 2.1. We expect that this argument may work in a quite general situation. Furthermore, we note that the argument in the (short) proof of Theorem A is a "prototype" of one of Theorem B (an essential difference appears in Theorem 2.3 and Proposition 6.1).
We first give precise definitions to undefined terminologies in Section 1. For j = 1, 2, let p j : M × M → M be the canonical projection to the j-th coordinate, and (p j ) * π the pushforward measure of a probability measure π on M × M by p j . Let Π(µ, ν) be the set of probability measures π on M × M such that (p 1 ) * π = µ and (p 2 ) * π = ν. (Such a measure π is called a transport plan or coupling from µ to ν.) The first Wasserstein metric d W 1 is defined as
(The integral in this formula is called the cost of the transport plan π with respect to the cost function d M .) A standard reference for Wasserstein metric is [40, 41] . What we need in this paper is the following (Kantorovich-Rubinstein) dual representation of the first Wasserstein metric:
where Lip Let us also define a Newhouse open set. It was shown by Newhouse that, for any g ∈ Diff r (M ) (r ≥ 2) with a homoclinic tangency of a dissipative saddle fixed pointp, there is an open set O ⊂ Diff r (M ) whose closure contains g and such that any element of O is arbitrarily C r -approximated by a diffeomorphism f with a homoclinic tangency associated with a dissipative saddle fixed pointp f which is the continuation ofp, and moreover f has a C r -persistent tangency associated with some basic sets Λ f containing p f (i.e. there is a C r neighborhood of f any element of which has a homoclinic tangency for the continuation of Λ f ). Such an open set O is called a Newhouse open set (associated with g). See [30] .
Let B (x) be the ball with radius > 0 and centered at x ∈ M , and denote by O(p) and per(p) the orbit and period of a periodic point p, respectively. Recall
The following is the key definition in this paper.
be a sequence of nonnegative integers, and {m k } k≥1 a sequence of positive integers. We say that a wandering domain D ⊂ M of f is coded by { k } k≥1 over the base order {m k } k≥1 if there exist a fixed pointp of f , the set of periodic points {p
of f whose orbits are mutually disjoint, sequences { I k } k≥1 and {I k } k≥1 of discrete intervals, and sequences { k } k≥1 of positive numbers with lim k→∞ k = 0 satisfying the following conditions.
(C1) For any k ∈ N,
where
(C2) For any sufficiently large k ∈ N,
and #I k is a multiple of per(p ( k ) ). Furthermore,
exists as a strictly positive number.
See Figure 1 .
We say that a sequence of positive integer {m k } k≥1 is moderate if
We divide the proof of Theorem B into the following two theorems.
Theorem 2.2. For any moderate sequence of positive integers {m k } k≥1 , there is a sequence of nonnegative integers { k } k≥1 such that if f has a wandering domain D coded by { k } k≥1 over {m k } k≥1 , then we have 
The proof of Theorem 2.2 is given in Section 3 and 4, and the proof of Theorem 2.3 is given in Section 5. Section 6 is dedicated to the proof of Theorem A.
Realization of code with infinite dimensional simplex
Let f be a C r diffeomorphism with a wandering domain D coded by a sequence of nonnegative integers { k } k≥1 over a sequence of positive integers {m k }. Letp, {p ( ) } ≥0 and ζ be as in Definition 2.1. We denote the ergodic probability measure
For each ν ∈ P(M ), we define a probability measure ν by
We divide the proof of Theorem 2.2 into two steps. As the first step, we will show the following proposition, which may be of independent interest. Proposition 3.1. For any moderate sequence of positive integers {m k } k≥1 , there is a sequence of nonnegative integers { k } k≥1 such that if f has a wandering domain D coded by { k } k≥1 over {m k } k≥1 , then we have that
The proof of Proposition 3.1 is the goal of this section. We fix a moderate sequence of positive integers {m k } k≥1 throughout the rest of this section.
3.1. Reduction to A L . We start the proof of Proposition 3.1 by approximating the empirical measures {δ n x } n≥0 along the orbit of x in a wandering domain with a code by measures µ t with parameters t ∈ A L induced by the "traveling times" associated with the code.
Let K L be the set of sequences of increasing positive integers
. For a wandering domain D coded by a sequence of nonnegative integers over {m k } k≥1 , let k D be the minimal integer such that (C2) and (C3) in Definition 2.1 hold for all k ≥ k D . Recall the notation 
which is bounded by 2n m , so we get the conclusion. Lemma 3.5. For each x, y ∈ M ,
Proof. For any continuous function ϕ : M → R,
which is bounded by d M (x, y) when the Lipschitz constant of ϕ is 1. By (2.1),
Conversely, if we let ϕ 0 (z) = max{d M (x, y) − d M (x, z), 0} for z ∈ M , then ϕ 0 is a Lipschitz continuous function whose Lipschitz constant is bounded by 1, and
Note also that, for each j = 1, 2, 3,
On the other hand, since f n (x) ∈ B k (p) for all k ≥ 1 and n ∈ I k , it follows from Lemma 3.5 that
) for all k ≥ 1 and n ∈ I k , and #I k is a multiple of per(p ( k ) ), we get that
Therefore, by the assumption that { k } k≥1 is associated with k,
, and we have (3.9)
Furthermore, it is easy to check that (3.10)
By (3.6), (3.7), (3.8), (3.9) and (3.10), together with Lemma 3.4, we immediately get the conclusion.
Construction of
In this subsection, we rigorously define { k } k≥1 in Proposition 3.1, only by using combinatorial quantities induced by {m k } k≥1 , in particular, freely from dynamics (in Definition 2.1). We define T :
The following lemma is very elementary but crucial. Proof. Recall the notation N k = k j=1 m j . We also use the notation N k ,k = k j=k +1 m j for k < k, so that we have
By the assumption (2.2) for the moderate sequence {m k } k≥1 , we can take an integer k(0) >c such that
Therefore,
, and for each k > k(0),
is monotonically increasing with value in (0, 1).
So, there is a positive integer k(1) > k(0) such that
Assume that one can find k( ) > . . . > k(0) satisfying
. Then, by virtue of (3.11),
, and for each k > k( ),
implying that one can find k( + 1) > k( ) such that
. From this, the conclusion immediately follows. 
Then, it is easy to see that η is a surjective Lipschitz continuous mapping whose Lipschitz constant is bounded by L(L + 1), and
Therefore, we immediately get the conclusion by Lemma 3.6.
Let {˜ L } L≥0 be a sequence of positive numbers such that˜ L < 2 for each L ≥ 1 and
For simplicity, we consider an order in a L , and write
As a slight abuse of notation according to this order, we simply
of increasing positive integers, inductively with respect to (L, t) ∈ A. Let k 1,t1,1 = {k 1,t1,1 ( )} 1 =−1 be a finite sequence of increasing positive integers such that
We can take such k 1,t1,1 by virtue of Lemma 3.7. Assume that k L ,t is given for (L , t ) ∈ A, and (L, t) = (L , t ) + 1. Then we take k L,t = {k L,t ( )} L =−1 as a finite sequence of increasing positive integers such that
and that
Again, we can take such k L,t due to Lemma 3.
Finally, let { k } k≥1 be a sequence of nonnegative integers associated with k L,t for all (L, t) ∈ A.
3.3.
Completion of the proof. We will use the following lemma.
where µ t is given in (3.3) .
which implies the conclusion.
Proof of Proposition 3.1. Let { k } k≥1 be the sequence of nonnegative integers associated with {k L,t } (L,t)∈A defined in Subsection 3.2. Fix a C r diffeomorphism f with a wandering domain D coded by
. Then, it follows from Proposition 3.2 and (3.12) that
and from (3.13) and Lemma 3.8 that
Therefore, we get d W 1 δÑ x , µ t < for all x ∈ D. Since L ≥ 1, t ∈ ∆ L and > 0 are arbitrary, this completes the proof of Proposition 3.1.
Reduction to infinite dimensional simplex
The goal of this subsection is the following:
Proposition 4.1. Let f be a C r diffeomorphism with a wandering domain coded by a sequence of nonnegative integers over a sequence of positive integers. Let
Note that Theorem 2.2 immediately follows from Proposition 3.2 and 4.1, which (with Theorem 2.3) concludes Theorem B as explained in Section 2.
and L be a nonnegative integer attaining the minimum, that is,
For simplicity, we assume that ρ L ≤ 1. Let
Note that ι is a homeomorphism. We first show the following claim.
Proof. Let 0 ≡ 0 (T, S) be a nonnegative integer such that
We first consider the case when 0 > L . Let us consider ϕ 0 ∈ Lip
Then, by virtue of the dual representation of Wasserstein metric (2.1),
. Therefore, it holds
and we immediately get the claimed inequality. When 0 ≤ L , by considering ϕ 0 (instead of (4.1)) given by
we can get the conclusion.
When d W 1 (µ ι(T) , µ ι(S) ) ≤ 2 with some > 0, it follows from Claim 4.2 that
Thus, for each > 0 and µ ∈ P(M ),
is included in a ball with radius
(where B (µ) is the -ball with respect to d W 1 centered at µ). Therefore, by considering the volume of the balls, we get that, for any N ≥ 1 and µ 1 , . . . , µ N ∈ P(M ),
where Γ is the gamma function.
On the other hand, if {µ
. Therefore, the left-hand side of (4.2) is equal to 1 because
2 + 1 and recalling the fact
This completes the proof of Proposition 4.1.
Remark 4.3. We owe the following interesting observation to Pierre Berger. To obtain the conclusion in Proposition 4.1, {p ( ) } ≥0 are only required to be periodic points of f , in particular, we used no geometrical information of {p ( ) } ≥0 . On the other hand, it was observed in [12, Theorem 1.6] that the metric order (i.e. the exponent of stretched exponential growth of -covering number in the limit → 0) of a convex set in P(M ) can be estimated below by geometrical information of measures consisting of the convex set (in our context, it corresponds to ∪ L≥1 ∆ L ). Furthermore, from the proof in Section 5, one may find that {p ( ) } ≥0 can include all periodic points of a horseshoe Λ to which each point in the wandering domain D accumulates. This is the reason why we expect (1.6) to be true.
Proof of auxiliary propositions.
In the rest of this section, we prove auxiliary propositions in Section 1.
Proof of Proposition 1.2. Let x have historic behavior. Then, there are two distinct probability measures µ and ν included in A x . We first show that there is a connected set γ ⊂ A x including both µ and ν. Arguing by contradiction, suppose that there are disjoint open subsets γ 1 and γ 2 of P(M ) such that µ ∈ γ 1 and ν ∈ γ 2 . Let ρ be a positive number such that d W 1 (µ 1 , µ 2 ) > ρ for every µ 1 ∈ γ 1 and µ 2 ∈ γ 2 . It follows from an argument similar to one in the proof of Lemma 3.4 that one can find n 0 such that
) ≤ ρ for every n ≥ n 0 . This contradicts to that both µ and ν are accumulation points of {δ n x } n≥1 , and we get the claim.
Let N ( ) be the integer such that
Assume that there are probability measures µ j with j = 1, 2, . . . , N ( ) such that γ is a subset of
Since γ is a connected set, we can find J ⊂ {1, 2, . . . , N ( )} such that B = j∈J B (µ j ) is connected and γ ⊂ B. By the connectedness of B and (4.3), the diameter of B (i.e. max ν1,ν2∈B d W 1 (ν 1 , ν 2 )) is bounded by 2 #J ≤ 2 N ( ) < d W 1 (µ, ν) . This contradicts to that γ ⊂ B, and thus, we conclude that N ( ) < ( -covering number of γ) ≤ ( -covering number of A x ).
It follows from this inequality, (4.3) and (1.3) that
and we obtain the conclusion.
Proof of Proposition 1.3. Let N 0 be the maximal integer N such that for all probability measures {µ j } N j=1 on M , the inequality in (1.2) does not hold for any x ∈ D. Note that min x∈D E x ( , f ) = N 0 + 1.
Given probability measures {µ j } N0 j=1 on M , by definition of N 0 , we get lim sup
Therefore, it follows from Lebesgue's dominated convergence theorem together with [10, Proposition 1.10] that lim sup
Thus, the inequality in (1.1) with Leb(D) instead of is not satisfied by the probability measures {µ j } N0 j=1 , implying that E Leb (Leb(D) ) ≥ N 0 + 1. This completes the proof.
Persistent existence of arbitrary code
andf ∈ O. By definition of Newhouse open set,f has a dissipative saddle fixed pointp and a basic set Λ having a persistent homoclinic tangency such thatp ∈ Λ. We also fix a small neighborhood U(f ) off in O. Then there exists an element f of U(f ) which has the continuationp f ofp, a quadratic tangency associated witĥ p f and a basic set Λ f containingp f . Moreover, one can suppose that f is linear in a small neighborhood U (p f ) ofp f . That is, there exists a coordinate on
where λ, σ are the eigenvalues of the derivative Df (p f ) with 0 < |λ| < 1 and |σ| > 1 (see e.g. [34] ). Then we have the following proposition, which is a slightly modified version of the main theorem in [26] .
Proposition 5.1. There exists a moderate sequence {m k } k≥1 of positive integers such that, for any sequence { k } k≥1 of non-negative integers, there exists an element g of U(f ) satisfying the following conditions.
•
• g has a contracting wandering domain D coded by { k } k≥1 over {m k } k≥1 .
Here we explain how we modify f to construct g satisfying the conditions of Proposition 5. which consists of sub-intervals
Here we say that the word (w 1 · · · w k ) is the itinerary for the s(u)-bridge. From the definition, we have
Similarly, for the largest gap
Proof of Proposition 5.1. Here we use the following bridges of
for any k ≥ 1, where z 0 is the positive integer satisfying (8.5) 
In (5.3), the integer z k is either z 0 or z 0 + 1. In fact, these integers z k are chosen so as to construct a diffeomorphism with a contracting wandering domain D such that any forward orbit emanating from a point of D has historic behavior. The itinerary v k+1 is used just to show that the ω-limit set of the forward orbit contains Λ. In Proposition 5.1, such properties are not required. So, all z k are unified to z 0 and v k+1 is deleted. However, for the proof of the existence of a wandering domain, it is crucial that the orbit stays long time in a small neighborhood ofp. So the role of the itinerary 1 
. Here we set
As in the proof of Theorem A in [26] , there exists an element g of O which has a contracting wandering domain D such that g
is contained in the gap strip G u k for all sufficiently large k and some positive integer j k = O(k). Strictly the integer is presented as j k = N 2 + N 0 + i k + N 1 with respect to the notations in [26] , where N 1 , N 2 are positive integers different from N k defined as (5.4). Since the modification from f to g is supported in the interior of G u (0), the equality (Λ g , p(g)) = (Λ f , p(f )) holds. See Figure 2 . According to Lemma 7.1 in [26] , w k+1 is the itinerary of length n k+1 = O(k) which is arranged so that g N k (D) ⊂ Figure 2 . Travels of D by g.
we have lim k→∞ m k N k = 0. This means that {m k } k≥1 is moderate.
Now we take a sequence { k } k≥1 of non-negative integers arbitrarily. For any non-negative integer a with {k
be the periodic point of Λ g corresponding to the bi-infinite itinerary (y k ) Z , where
, the latter of which is one of our required conditions. Consider the discrete intervals Figure 3 . Then we have
) uniformly converge to zero as k → ∞, g satisfies the property (2.1) of Definition 2.1.
Residual super-polynomial pointwise emergence
In this section, we will prove Theorem A. We start the proof by considering an extension of Dowker's theorem [21, 38] for general continuous mapping. Let f : X → X be a Lipschitz continuous mapping on a metric space X. Assume that there are periodic points p ( ) ( ≥ 0) whose orbits are distinct. Let µ ( ) be the ergodic probability measure whose support is the orbit of p ( ) (refer to (3.1)), and
and A L is given in (3.4) (notice that ∆ L in this section is slightly different with one in Section 2). Let {˜ L } L≥0 be a sequence of positive numbers converging to 0 as L → ∞, and a L a finite subset of
We denote by SPE(f ) the set of points x ∈ X such that
and by IS(f ) the set of points x ∈ X such that
It follows from (the proof of) Proposition 4.1 that IS(f ) ⊂ SPE(f ).
The following proposition may be quite useful to show super-polynomial pointwise emergence on a topologically large set. Proposition 6.1. If there exists a point x ∈ IS(f ) whose orbit is dense in X, then IS(f ) is a residual subset of X.
Proof. Let A be a countable set given by A = L≥1 {L} × a L (refer to Section 5 for its order). We consider the set
which is a countable intersection of open subsets of X due to the continuity of y → d W 1 (δ n y , ν) for each n ≥ 1 and ν ∈ P(M ) (see [10, Proposition 1.10] ). We will see that R = IS(f ). Fix y ∈ R, and take
It is obvious that IS(f ) is forward invariant, that is, f (IS(f )) ⊂ IS(f ). Thus, the orbit of x is included in IS(f ), and by the assumption that the orbit of x is dense in X, IS(f ) = R is a residual subset of X. This completes the proof.
Throughout the rest of this section, we fix X = {0, 1, . . . , m} N with m ≥ 2 and the full shift f : X → X, and suppress it from notations. We also fix the set of periodic points {p ( ) } ≥0 of f such that the orbits of p ( ) and p ( ) are disjoint if = and that the union of the orbit of p ( ) over ≥ 0 is dense in X. For q = (q 0 q 1 . . .) ∈ X, we denote (q 0 q 1 . . . q n−1 ) ∈ {1, 2, . . . , m} n by [q] n . The following definition is analogous to Definition 2.1. Definition 6.2. We say that x ∈ X is coded by {( k , n k )} k≥1 ⊂ N 2 if x is concatenation of words {x (k) } k≥1 of finite length such that
Furthermore, for a finite set of positive integers n = {n( )} L =0 with L ≥ 1, we say that {( k , n k )} k≥1 is associated with n at k ≥ 1 if (6.1) k +j = j and n k +j = n(j) for each j ∈ [0, L].
Recall the notations δ Proof. Note that and thus, by virtue of Lemma 3.5,
which is bounded by m −1 n=0 m −(m −1−n) ≤ 2 due to the assumption of x and the definition of the metric d X on X = {1, 2, . . . , m} N . Combining this with (6.1) and (6.2), together with Lemma 3.4, we immediately get the conclusion.
The proof of next lemma is completely analogous to one of Lemma 3.7, so we leave it to the reader. We next define a good code {(n k , k )} k≥1 as in Section 4. We use {˜ L } L≥1 and {a L } L≥1 defined in the beginning of this section, and write a L = {t L,1 , . . . , t L,#a L }. We also use the notations in Lemma 6.3. As in Section 4, we consider a lexicographical order in A = L≥1 {L}×a L , and define finite sets n L,t = {n L,t ( )} L =0 of positive integers inductively with respect to (L, t) ∈ A. Denote L =0 n L,t ( )per(p ( ) ) by s L,t .
We let n 1,t1,1 = {n 1,t1,1 ( )} 1 =0 be a finite set of positive integers such that |t • m(n 1,t1,1 ) − t 1,1 | ≤˜ 1 , which is ensured to be possible by Lemma 6.4. Assume that n L ,t is given for (L , t ) ∈ A, and (L, t) = (L , t ) + 1. Then we take n L,t = {n L,t ( )} L =0 as a finite sequence of positive integers such that
We can take such n L,t due to Lemma 6.4. Let {( k , n k )} k≥1 be the concatenation of finite codes {( , n L,t ( ))} L =0 according to the lexicographical order of (L, t) ∈ A. In other words, for each (L, t) ∈ A, {( k , n k )} k≥1 is associated with n L,t = {n L,t ( )} L =0 at k = 1 + (L ,t )<(L,t) L . Let x ∈ X be a point coded by {( k , n k )} k≥1 . For given L ≥ 1, t ∈ ∆ L and > 0, let L ≥ L be an integer such that˜ L < /3 for allL ≥ L and that one can find s ∈ a L with d W 1 (µ t , µ s ) ≤ /3. Then, with the notationsñ = {n L ,s ( )} L =0 and n = (L,t)≤(L ,s) sL ,t , it follows from Lemma 6.3 and (6.4) that
On the other hand, by Lemma 3.8 and 6.4 together with (6.5), we get
Combining these estimates, we obtain d W 1 δñ x , µ t ≤ . Since L ≥ 1, t ∈ ∆ L and > 0 are arbitrary, we conclude that x ∈ IS(f ). Furthermore, it is obvious from the construction of x and {p ( ) } ≥0 that the orbit of x is dense in X. Therefore, by applying Proposition 4.1 and 6.1, we complete the proof of Theorem A.
