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Chapter 1
Introduction
Grazing incident ion bombardment is a novel technique to manipulate the
surface morphology in two opposite ways. On one hand it is possible to create
ultra smooth surfaces [1, 2, 3, 4, 5] by using the ion beam in a polishing way,
on the other hand the ion beam can also be used to pattern the surface with
a high quality of periodicity [6, 7, 8, 9, 10]. Until now the knowledge of the
atomic processes responsible for the formation of smooth surfaces or ripple
patterns is lacking.
K.C. Ruthe and S.A Barnett [11] show that it is possible to reduce the
roughness during the deposition of ZnO on glass and sapphire substrates
by bombarding the sample during the deposition with Ar+ ions at an an-
gle of incidence ϑ  80o. Due to the high melting temperature of ZnO
(Tm (ZnO) = 2245 K) almost no diffusion is present at room temperature and
it is difficult for the deposited material to access the energetically most favor-
able sites. The role of the ions is to make diffusion possible by transferring
their energy locally to the sample. The result is a much smoother film with
the additional ion bombardment. An application where the growth of thin
films with a low interface roughness is mandatory is the production of low
scattering loss mirrors used for example in neutron sources. These mirrors
are composed of a multilayer system with small spacings. Larger angles of
reflectivity are obtained by increasing the number of bilayers, whereas the
maximum of possible bilayers depends on the interface roughness. Here the
number of possible layers can be increased by using grazing incidence ion
bombardment during the growth of the different layers [12, 13].
The polishing of optical components [14] is also an opportunity for the
use of grazing incidence ion bombardment. High throughput x-ray optics
are only possible due to the polishing capabilities of grazing incidence ion
bombardment [15]. The same applies to the improvement of the quality of
UV optics [16] or of EUV lithography systems [17, 18]
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To pattern a surface, there are two different approaches. The top-down
approach which uses mainly lithographic processes is the first choice to pat-
tern surfaces over large areas. Structures of the size ≈ 100 nm are possible.
The minimum size realizable with this technique is limited by the wavelength
of the light. To create structures of even smaller size, new techniques such as
ion-beam lithography or the manipulation of the surface by scanning probe
microscopy are used. The drawback of these techniques is that this is a serial
process which is very slow compared to a parallel process where the whole
area is treated at the same time thus allowing only the processing of small
areas. The other approach is the bottom-up approach, where self organizing
capabilities of the surface are used to structure the sample over a large area in
the same time. The self-organization of the surface can be initiated by growth
or ion bombardment. The characteristics of the resulting morphology as the
periodicity, lateral dimensions or the shape of the structure are governed by
parameters like substrate temperature, ion fluence, ion energy, angle of in-
cidence or simply the sample surface symmetry. With this technique, sizes
< 10 nm can be achieved. Periodic structures on various substrates have been
realized [8, 9, 19, 20, 21, 22, 23, 24, 25]. A large scale application where graz-
ing incidence ion bombardment is used to nano structure a substrate is the
production of liquid crystal displays at IBM. A thin, transparent diamond-
like carbon film is exposed to grazing incidence ion bombardment at a low
energy. This causes a rearrangement of the surface atoms. Bringing the liquid
crystals in contact with the modified carbon film causes the former to align
all in one direction [26, 27, 28, 29].
As shown above, there are a lot of useful applications for grazing inci-
dence ion bombardment which justifies the in-depth analysis of the evolution
of the surface morphology for samples exposed to grazing incidence ion bom-
bardment. In this thesis, the initial formation as well as the evolution of a
periodic patten are analyzed. In chapter 2 the necessary theoretical founda-
tions are presented. An overview of existing work about pattern formation
using ion bombardment is given in chapter 3. The experimental set up and
the procedure to carry out the experiments are presented in chapter 4. In
chapter 5, a model to separate the sputtering yield for ions impinging on flat
terraces from the one for ions hitting into ascending step edges is presented.
This model is used to evaluate the two sputtering yields for the experimental
conditions used in the following experiments. In chapter 6, a new atomistic
model which explains the formation of periodic structures already for low ion
fluences F is introduced. The presented model explains the formation of pe-
riodic structures by how vacancy grooves form and interact with each other.
To validate the model it is applied to fluence-dependent sequences of exper-
iments performed at a temperature T = 450 K and T = 550 K respectively.
In chapter 7 the temperature-dependent evolution of the surface morphology
is analyzed in the temperature range from T = 250 K to 720 K for a constant
4
ion fluence of F = 20 MLE∗. Besides the roughness and the wavelength of
the surface morphology also the formation of facets and the evolution of the
defect density of the ripple pattern is analyzed. In chapter 8 the evolution of
the fluence dependency of the same characteristics is analyzed. The fluence
range is from F = 1 MLE to 300 MLE and the temperatures at which the
experiments are performed are T = 350 K, 450 K and 550 K. At the end of
this chapter a new kinetic method for the coarsening of the ripple pattern is
presented. As mentioned previously, the morphology which develops depends
on numerous parameters, from which here the temperature and fluence are
analyzed in detail. In chapter 9, the morphology dependence on the angle of
incidence ϑ, the ion energy E and the ion species is touched.
∗1 MLE (Mono-layer equivalent) can be seen as the ion dose at which each surface atom
gets hit by one ion in average. In the case of Pt(111) this is equivalent to: 1.53×1019 ions ·
m2.
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Chapter 2
Theoretical foundations
In this chapter the theoretical aspects underlying the experiments are pre-
sented. In the first part of this chapter the basics of the ion-solid body
interaction are exposed. The second part presents the results of molecular-
dynamic simulations in the precise context of the experimental results of this
work which examines the ion-Pt(111) interaction at grazing incidence ion
bombardment. The third part describes briefly the necessary atomic diffu-
sion processes needed to explain the results of the experiments.
The Bradley-Harper theory is commonly considered to be a reliable theo-
retical foundation in order to verify the results of experiments in the context
of ripple formation by grazing incidence ion bombardment. As this work is
founded on practical experiments dedicated to the ripple formation by grazing
incidence ion bombardment, it would seem normal to try to fit the results of
the experiments with the predicted results given by the theory. Therefore, the
fourth part describes in detail the said theory. As the theory has been com-
pleted by different authors in order to make it applicable to mono-crystalline
materials, a short presentation of these extensions is undertaken.
2.1 Interaction between ions and solids
In the grazing incidence experiments, atoms are ionized, accelerated by a
voltage U and sent towards the sample. The kinetic energy of an ion with
ionization N is then E = N · eU . If an ion with the kinetic energy E is
penetrating into the sample it will transfer its energy to the sample. Over
the distance dx the ion will release the energy dE. dE/dx is denoted as the
stopping power. The stopping power is composed of two parts: dE
dx
∣∣
nucl.
is the
energy which is dissipated to the atoms of the substrate by elastic impacts
and dE
dx
∣∣
elec.
is the energy dissipated to the electronic system of the sample.
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Figure 2.1: Schematics of a scattering process.
The energy transferred from the impinging ion to the atoms of the sample
can be calculated by the elementary collision theory. The incoming ion is
scattered by the repulsive Coulomb interaction between the atomic nuclei
of the ion and the sample atoms. In Fig. 2.1 a projectile with mass M1,
atomic number Z1 and energy E, is scattered by the angle φ
′ when hitting an
atom with mass M2 and atomic number Z2. During this process, the energy
E2 is transferred to the atom which is then scattered by the angle φ
′′. The
transferred energy is maximal for backscattering φ′ = 180o and is calculated
by the following equation:
E2max =
4M1M2
(M1 + M2)
2 E .
The total ion energy is only transferred to the target atom if both masses
M1 and M2 are identical. For the ion bombardment of a Pt sample with
Ar and Xe ions, as it is the case in this work, the maximal transferrable
energy calculates to: E2max = 0.56 · E and E2max = 0.96 · E respectively.
Due to their similar masses (MPt = 195 and MXe = 131), Xe ions transfer
more efficiently their energy to the platinum atoms compared to the Ar ions
(MAr = 40). Usually, the impinging ion is not backscattered, so that the
transferred amount of energy is much smaller. From the conservation of
energy and momentum results the angle φ′:
cosφ′ =
(
1− E2
E
) 1
2
+
1
2
(
1− M2
M1
)(
E2
E
)(
1− E2
E
)− 1
2
.
The stopping power by elastic collisions is given by [30]:
dE
dx
∣∣∣∣
nucl.
= −n
∫ E2max
0
E2 dσ (E,E2) (2.1)
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n is the density of particles of the target material and dσ (E,E2) is the differ-
ential cross section of a single collision. For high energetic ions, the interaction
between ion and atom is due to the Coulomb repulsion of the nuclei. Thus,
the cross section of Eq. (2.1) is known from Rutherford scattering to be:
dσ (E,E2) = π
M1
M2
Z21 Z
2
2 e
4 dE2
EE22
.
The interaction potential can be approximated by a screened Coulomb
potential of the type [31]:
V (r) =
Z1Z2
r
f (r/a)
where Z1 and Z2 are the atomic numbers of the atomic species, r the distance
separating both atoms, a the screening length and f (r/a) an interatomic
screening function.
The energy loss dE
dx
∣∣
elec.
dissipated to the electronic system is a consequence
of the interaction between the ion and the electronic system of the target.
This interaction consists of charge exchange, ionization of target atoms as
well as electronic excitations of the target material. As electronic excitations
in metallic conductors are not stable, their energy is transferred by electron-
phonon interactions to the lattice in the form of heat.
2.1.1 Normal incidence ion impacts
If, during a collision, the energy transferred to an atom is larger than the
displacement energy, then this atom can leave its lattice site and initiate
further collisions with neighboring atoms. By inducing second, third and
even higher order collisions, the atom initially hit by the ion loses its energy.
Such a collision cascade ends once the transferred energy is smaller than the
displacement energy. The higher mobility of the atoms in the area of the
collision cascade is interpreted as a locally higher temperature. This area is
designated as thermal spike. Molecular-Dynamic (MD)-simulations show that
after the equilibration among kinetic and potential energy, which typically
takes less than 1 ps, a local temperature can be defined for the thermal spike.
An ion energy of E = 1 keV is sufficient to create a thermal spike [32]. The
calculated temperatures are far higher than the melting temperature of the
target for ion energies E > 1 keV [32, 33].
After some pico seconds, the area of the thermal spike cools down to
the temperature of the crystal. Numerous different defects remain in the re-
crystallized location of the thermal spike. Fig. 2.2 shows an overview of the
various possible defects.
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Figure 2.2: Diagram of the different point defects created during an ion im-
pact.
If, during a collision cascade, inversion of momentum is possible, then
momentum can be transferred to a surface atom, which in turn can leave
the crystal. The process of removing atoms from the target is referred to
as sputtering. The average number of removed atoms per impinging ion is
denoted by the sputtering yield Y :
Y =
number of removed atoms
number of impinging ions
.
The sputtering yield for Ar+ ions with an energy of E = 5 keV hitting
onto the Pt(111) surface is found to be 7.4 atoms/ion [34].
Atoms can also be moved onto the surface, in which case they are called
adatoms. As atoms are removed from the crystal, there must be voids leftover.
In most cases, the missing atoms – vacancies – are located on the surface as
vacancy islands. Single vacancies which remain inside the target are denoted
as bulk vacancies. An adatom together with a bulk vacancy form a Schottky
defect. During a collision cascade, the last displaced atom can come to rest
in-between regular lattice sites; in this case it is denoted as an interstitial.
Analogous to a Schottky defect, an interstitial together with a bulk vacancy
form a Frenkel defect.
What happens to the impinging ion? If its momentum is inverted during
the collisions with target atoms, the ion can leave the crystal. In the opposite
case, the ion remains inside the target, either as an interstitial or inside a
bulk vacancy.
2.1.2 Off-normal incidence ion impacts
In the following the effect of the angle of incidence ϑ on the resulting damage
is discussed. A situation where an ion is impinging off-normal onto the sample
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surface is shown in Fig. 2.3. The angle of incidence is defined as the angle
between the surface normal and the direction of the ion. In the special case
of an angle of incidence ϑ close to 90o, ions can be reflected on the sample
surface. The angle at which these ions leave the surface ϑout is defined as the
angle between the surface normal and the direction of the outgoing ion.
Figure 2.3: Ion impinging off-normal onto a sample.
The energy perpendicular to the surface amounts only to:
E⊥ = E · cos2 ϑ (2.2)
Fig. 2.4 shows the angle-dependence of the sputtering yield Y for the spe-
cial case of the bombardment of a polycrystalline Cu sample with Ne+, Ar+,
Kr+ and Xe+ ions of an energy E = 1.05 keV [35]. In the representation, the
sputtering yield Y is normalized to the sputtering yield at normal incidence.
The sputtering yield is highly dependent on ϑ and reaches its maximum for
an angle of incidence ϑ  60o and is by a factor of almost 2.5 larger then
at normal incidence. Besides the angle of incidence ϑ, the sputtering yield
also depends on the ion energy E and the ion species or the material of the
sample.
The shape of the curve is not specific to this case but common for all kind
of materials. Although E⊥ is decreasing with increasing ϑ, the sputtering
yield Y is first increasing until it decreases for angles ϑ close to 90o. The
increase of the sputtering yield can be explained by considering the spot in
which the ion energy is deposited. In Fig. 2.5 (a) an ion impinging normal
onto the sample is shown. This ion penetrates the sample and transfers its
energy along its trajectory inside the sample. The result is a thermal spike
underneath the sample surface. If the ion is impinging off-normal onto the
sample (Fig. 2.5 (b)) the ion has to travel the same distance to transfer its
energy to the sample. As in the second case the trajectory of the ion remains
closer to the surface, also the ion energy is deposited nearer to the surface;
consequently the thermal spike – the area where the damage is created – is also
located closer to the surface (Fig. 2.5 (b)). This results in a higher sputtering
yield. For a specific angle the sputtering yield reaches its maximum and
from there on, the deposition of the energy still closer to the surface can no
longer compensate for the increasing effect of the cos2 ϑ term in Eq. 2.2. The
11
Theoretical foundations
Figure 2.4: Angle-dependence of the sputtering yield for the bombardment
of a polycrystalline Cu sample with Ne+, Ar+, Kr+ and Xe+ ions. The ion
energy is E = 1.05 keV. (Graph taken from reference: [35])
sputtering yield reaches its maximum typically around ϑ ≈ 70o and decreases
rapidly as ϑ→ 90o.
Figure 2.5: Location of the thermal spike underneath the surface for an ion
impinging (a) normal and (b) off-normal onto the sample.
The decrease of the sputtering yield for large ϑ is associated to the decrease
of E⊥. If the angle of incidence ϑ exceeds a critical angle, E⊥ gets so small
that the energy transferred to the sample is no longer sufficient to initiate
a collision cascade, nor to remove atoms from the target. There is no more
damage inflicted to the sample during the interaction between the impinging
ion and the sample. MD-simulations, discussed later, show that although
the amount of energy transferred to the sample is small and not sufficient
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to remove atoms from the sample, it is still important enough to generate
vacancies and adatoms.
Fig. 2.6 represents the results of calculations performed on this topic by
D. Danailov, K. Ga¨rtner and A. Caro [36]. In their simulations, they bombard
different fcc metal crystal (111) surfaces with ions and calculate the maximum
of the transverse energy component E⊥ up to which the impinging ions are
reflected specularly. The calculations are done for ions with Z = 1, ..., 86.
Figure 2.6: Calculations of the maximum transverse energy Ei⊥,max for pri-
mary ions with Z = 1, ..., 86 in order to achieve total reflection. The results
are for ion bombardment of different fcc metal (111) surfaces along the [110]-
direction. (Graph taken from reference: [36])
For Pt, the calculated values of E⊥,max for Ar+ (Z = 18) and Xe+ ions
(Z = 54) are E⊥,max = 95 eV and 170 eV respectively. With the Eq. (2.2),
these values translate into a minimal angle ϑmin. For Ar
+ and Xe+ ions with
an energy of E = 5 keV, ϑmin = 82
o respectively 84o.
If the transverse energy component E⊥ does not exceed this critical value,
then the ion is reflected specularly on the sample surface [36, 37, 38, 39].
The ions are not reflected in a single point, as shown in Fig. 2.7 (a) by the
ion trajectory represented by the solid line but the reflection of the ions is
rather the result of a correlated series of consecutive small-angle collisions
with the surface layer of atoms [39] as shown by the dashed-line trajectory in
Fig. 2.7 (a).
This multiple step process is better understood by first looking at the pos-
sible trajectories of a particle (or ion) impinging on an atom. Fig. 2.8 shows
the possible trajectories for a beam of projectiles or ions with energy E0 and
constant flux f onto a target consisting of a single atom. As the trajectories
get closer to the center of the target atom, the projectiles are deflected by an
increasing angle. For the projectile it is impossible to enter a defined volume
behind the target atom. This cone of parabolic shape is denoted as ”shadow
cone”. The fact that the projectile cannot enter the ”shadow cone” leads to
13
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Figure 2.7: Schematic representation of an ion impinging at grazing incidence
(a) onto a large flat terrace area and (b) into an ascending step edge.
a focussing of the particles close to the rim of the cone.
Figure 2.8: Sketch to illustrate the formation of a shadow cone in an atom-
atom collision. (Graph taken from reference: [31])
Considering not only one target atom but rather a string of atoms with
their respective shadow cones, it is possible to calculate the trajectories of
particles impinging onto a sample surface. Fig. 2.9 (a)-(c) sketches the tra-
jectories for 1 keV Ar atoms impinging at different angles of incidence ϑ onto
a string of Al atoms. For an angle of incidence ϑ = 60o (Fig. 2.9 (a)) a large
number of impinging particles is scattered with large angles. At this angle of
incidence it is possible for the Ar atoms to penetrate the string of Al atoms –
in the case of a three-dimensional crystal, this is equivalent to the impinging
particle penetrating into the crystal. By increasing the angle of incidence to
ϑ = 70o (Fig. 2.9 (b)) the shadow cones of neighboring atoms start to over-
lap. This prevents direct collisions with target atoms and prohibits particles
from penetrating the atom string. After increasing the angle of incidence
even more, to ϑ = 80o, the impinging atoms are no longer scattered by single
atoms. The simultaneous overlap of several cones results in the creation of a
well defined potential plane. The corrugation of the potential resulting from
the shadow cones, gets smoother as the angle of incidence ϑ increases. In the
case of the largest angle ϑ, all the impinging atoms, independently of their
lateral position, reach the same distance of closest approach and are reflected
specularly ϑ ≈ ϑout. In this situation the process of the reflection is the sum
of a large number of small-angle collision events.
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Figure 2.9: Sketch of trajectories for 1 keV Ar atoms scattered from a string
of Al atoms for the angles of incidence (a) ϑ = 60o, (b) 70o and (c) 80o.
(Graphs taken from reference: [31]).
An interesting phenomenon appears when the impinging particle encoun-
ters an ascending step edge on its trajectory. As shown in Fig. 2.10 it is then
possible for the particle to penetrate the crystal. The particle impinging onto
an ascending step edge is directed in-between the two topmost layers by the
shadowing cone of the atom forming the step edge. Once the atom succeeds
in penetrating the crystal, it is reflected alternately at the upper and lower
layer while traveling inside the crystal.
Figure 2.10: Sketch of possible trajectories for planar channelling between
atomic planes. (Graph taken from reference: [31]).
One finding of this work is that channeling events aid the evolution of the
surface morphology in a subtile way. Therefore, they are also discussed in the
context of molecular-dynamic simulations at a later place in this chapter.
In order to be reflected specularly at large angles of incidence ϑ, there
must be no surface defects along the area of interaction which can disturb
the correlated scattering process. If there are defects, for example ascending
or descending step edges as in Fig. 2.7 (b), then the ion trajectory is influenced
by their presence. The resulting angle of the outgoing ion beam will either be
smaller (descending step edges) than the incident angle or larger (ascending
step edges) [37].
Simulations show that the effect of ions being scattered at ascending and
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descending step edges can be used to monitor in-situ the evolution of the
surface roughness since this property is related to the step edge density on a
sample surface [37]. The technical feasibility has been proven experimentally
by measuring the real-time evolution of the surface roughness during epitaxial
growth on GaAs(001) [40] and Ag(100) [37].
As discussed above and shown in Fig. 2.4, the sputtering yield increases
with ϑ up to ϑ ≈ 70o and decreases rapidly for larger angles up to the point
where all the ions are reflected specularly. At this latter point, the sputtering
yield becomes zero. At this stage, surface defects – especially ascending step
edges – gain in importance. By looking along the direction of the ion beam,
an ascending step edge looks like a wall opposing the incoming ions. This
situation is close to an ion impinging normal onto the sample surface.
2.2 Molecular-dynamic simulations and geo-
metric model
The damage created by ions impinging onto ascending step edges has been
thoroughly analyzed by A. Friedrich and H. M. Urbassek by performing MD-
simulations [41, 42]. The experiments presented in this work are situated in
the context of a cooperation between the group of Prof. H.M. Urbassek from
the AG Computersimulationen und Materialwissenschaften of the Technische
Universia¨t Kaiserslautern and Prof. Th. Michely of the I. Physikalisches
Institut of the RWTH-Aachen. In the following the simulations performed in
this collaboration are presented.
2.2.1 Molecular-dynamic simulations
In the MD simulations performed by A. Friedrich and H.M. Urbassek, a
platinum crystal of the size larger then 40000 atoms is bombarded along
the [1¯1¯2]- and [11¯0]-directions with either Ar+ or Xe+ ions of the energy
E = 5 keV. The angle of incidence ϑ is varied in the range from ϑ = 50o to
85o. These parameters were selected in order to represent the experimental
conditions of the present work. At the beginning of each simulation, the
crystal has a temperature of T = 0 K. Each numerical result comes from the
average of 25 simulations.
The authors come to the conclusion that Ar+ ions impinging on a Pt(111)
surface with an energy of E = 5 keV and along the [1¯1¯2]-direction are all
reflected for angles of incidence ϑ  75o. For ions impinging along the more
open [11¯0]-direction, total reflection sets only in for angles ϑ  85o. The
angles at which Xe+ ions of the same energy are reflected are ϑ  70o along
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both crystallographic directions.
Apparently, the Ar+ ions penetrate the crystal more easily than the Xe+
ions. This can be attributed to the smaller radius of their nucleus. Qualita-
tively, this result is in agreement with the findings of D. Danailov presented
earlier [36]. Quantitatively, the angles at which the total reflection sets in
are found to be larger in the computer simulations performed by D. Danailov
than in the MD-simulations employed by A. Friedrich and H. M. Urbassek.
Fig. 2.11 shows the damage, in the form of sputtered atoms, inflicted
to a Pt(111) surface by impinging Ar+ (a) and Xe+ ions (b) of an energy
E = 5 keV. For both kinds of ions, Ar+ and Xe+, impinging along the
[1¯1¯2]-direction, the sputtering yield Y is the highest for an angle of incidence
ϑ = 60o. The calculated sputtering yields are Y = 20 atoms/ion for Ar+
and 30 atoms/ion for Xe+ ions, respectively. For the ions impinging along
the [11¯0]-direction, the highest sputtering yield is reached for Xe+ ions (Y =
45 atoms/ion) for the same angle ϑ = 60o for Ar+ ions the highest yield
(Y = 17 atoms/ion) is reached for an angle ϑ = 55o. For angles ϑ  80o the
sputtering yield is Y = 0.
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Figure 2.11: Sputtering yield Y in dependence of the angle of incidence ϑ for
5 keV Ar+ (a) and Xe+ (b) ions impinging on a Pt(111) surface along the
[1¯1¯2]- respectively [11¯0]-direction. (Data taken from reference: [41])
By increasing the angle of incidence, the sputtering yield Y is rapidly
decreasing until no more atoms are removed from the target and all the ions
are reflected specularly. Also the ions which are reflected specularly transfer
energy – although only a little amount – to the crystal. This little amount
is not large enough to remove atoms from the bulk but can be sufficient
to lift single atoms onto the sample surface. By analyzing movies of single
ion impacts, it is seen that a considerable amount of momentum can be
transmitted to such an adatom, so that the latter can travel a large distance
in a ballistic way. Although no material is removed from the sample, the
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generated adatoms and vacancies constitute defects at which the ions can
be scattered. Ions impinging into these small defects can transfer efficiently
energy and momentum to the sample, increasing thereby the sputtering yield.
Besides the analysis of the bombardment of a flat terrace, A. Friedrich and
H.M. Urbasek also analyzed the effect of ions impinging onto ascending step
edges oriented along a dense packed [11¯0]-direction. In addition to the angle-
dependency of the damage, the effect of the distance between the impact
point and the step edge is analyzed.
Fig. 2.12 shows the result of the sputtering yield Y for the bombardment
with Ar+ ions of an ascending step edge at an angle ϑ = 83o. The x-axis
represents a cut through the simulated crystal with an ascending step edge
at the position x = 0. It measures the distance from the ion impact point
to the step edge in units of the spacing of dense packed rows on the Pt(111)
surface.
Figure 2.12: Dependence of the sputtering yield Y calculated by MD simu-
lations as a function of the distance from the step location at x = 0. x/∆x
measures the distance from the ion impact point to the step edge in units of
the spacing of dense packed atomic rows on the Pt(111) surface.
Moving backward from the step edge, the sputtering yield curve can
be separated in three regimes. For ions impinging close to the step
edge [x ∼= (−1 ... − 4)∆x] (labeled (A)), Y is maximal; at a distance
[x ∼= (−5 ... − 10)∆x] (labeled (B)), Y is still different from zero, but much
lower than in the region close to the step edge; some lattice constants farther
away, [x ∼= (−11 ... − 13)∆x] (labeled (B)) Y increases again to reach almost
the same value as in the segment closest to the step edge. For ions impinging
on the surface outside of this range, the sputtering yield is zero.
A more in-depth explanation of the distance-dependent sputtering yield Y
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is given in the next section in conjunction with the geometrical model A.
Friedrich and H.M. Urbassek introduced in order to explain their findings.
2.2.2 Geometrical model
The rather strong variation of the sputtering yield for ions impinging close
to an ascending step edge can best be explained by the geometrical model
introduced by A. Friedrich and H. M. Urbassek [42].
Fig. 2.13 shows the cross-section of a surface with a step. At x = 0 an
ascending step edge of height ∆h is located where ∆h is the height difference
between two consecutive atomic layers. The ions are impinging from the left
side at an angle ϑ with respect to the surface normal.
Figure 2.13: Schematic side-view of a surface with a step. In this geometrical
model, ions entering the upper terrace (dashed line) between [−xc, 0] hit the
ascending step edge either directly or indirectly by reflection on the lower
terrace.
The ions impinging close to the step edge can either hit the step edge
directly or after being reflected on the lower terrace:
- Fig. 2.13 shows that an ion which crosses the continuation of the plane of
the top terrace (indicated by the dashed line) in the interval [−xc/2, 0]
is able to hit directly into the step edge;
- the ions impinging in the interval [−xc,−xc/2] will only hit into the
ascending step edge after having been reflected on the lower terrace.
All the ions which hit the step edge will create a considerable amount of
damage to the sample – the sputtering yield is high for all these ions and is
hereafter denoted by Y step.
All the ions which hit the surface far to the left impinge on the lower
terrace and are reflected without creating any damage – the sputtering yield
for these ions is low and is hereafter denoted by Y terr.
The distance xc is the critical distance up to which the ions are able to
hit into the step edge and is given by:
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xc = 2 ·∆h tanϑ . (2.3)
By expressing the height ∆h in terms of the distance to the nearest neigh-
bor a, Eq. (2.3) becomes:
xc = 2 ·
√
2/3 a tanϑ . (2.4)
By applying Eq. (2.4), for the case of Pt(111) (a = 2.775 A˚) and for
an angle of incidence ϑ = 83o, the critical distance xc calculates to 36.9 A˚.
The spacing of atomic rows in the [1¯1¯2]-direction for Pt(111) corresponds to
∆x = 2.40 A˚, thus xc/∆x translates to 15.4 atomic rows.
The geometrical model gives a simple explanation of the behavior of the
simulated sputtering yield. In Fig. 2.12, the sputtering yield is considerably
different from zero within the step edge zone of width [−xc, 0]. The aver-
age sputtering yield Y within this zone equals to Y step = 8.3 atoms per ion
and is denoted by the dashed line in Fig. 2.12. The two maxima labelled
by (A) and (C) indicate the impact zones where the ion hits – either di-
rectly [x ∼= (−2 ... − 4)∆x] or indirectly after reflection on the lower terrace
[x ∼= (−11 ... − 13)∆x] – into the atom forming the corner of the ascending
step edge. Hereby a high amount of momentum is transferred to near-surface
atoms, leading to a high sputtering yield. In the impact zone around −xc/2
denoted by (B), the sputtering yield, however, is quite small. In this case,
the ion impinges straight into the corner formed by the lower terrace and the
atom layer forming the top layer; A. Friedrich and H.M. Urbassek find in this
case that the projectile has a good chance to penetrate into the crystal and
to channel immediately underneath the top monolayer of the upper terrace,
and thus has a weaker interaction with the step edge atom.
The MD-simulations being carried out at an initial temperature T = 0 K,
implies that all the surface atoms are immobile and the corrugation is the
lowest possible. At a finite temperature, the surface atoms are no longer
immobile but they vibrate around their average position and thereby increase
the surface corrugation. An increase in the corrugation results in an increase
of the scattering and therefore narrows the angle for penetrating the crystal
and smoothens the structure visible in Fig. 2.12.
2.2.3 Damage pattern
As in molecular-dynamic simulations the simulated crystal has a size of several
thousand atoms, it is possible to get a realistic picture of the damage created
by a single ion impact.
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Fig. 2.14 shows two damage-patterns resulting from MD-simulations [41].
Displayed is a top-view of the simulated crystal. The ion is impinging along
the [1¯1¯2]-direction (from the top to the bottom of the picture). The upper
part of the topograph shows the lower terrace (green atoms) whereas the lower
part of the topograph represents the upper terrace (blue atoms) Viewed along
the ion beam direction, the ascending step edge separating both atomic layers
is a B-step∗.
di ≈ 50Å
Figure 2.14: Damage patterns obtained by MD-simulation of the ion bom-
bardment of a B-step by an Xe+ ion impinging along the [1¯1¯2]-direction at
a polar angle ϑ = 83o. In (a) the ion impinges at x/∆x = 0 and in (b) at
x/∆x = −6 = −xc/2. (Pictures taken from reference [41])
In both cases, the ascending step edge is bombarded by an Xe+ ion with
an energy E = 5 keV along the [1¯1¯2]-direction. The angle of incidence is
ϑ = 83o. The difference between (a) and (b) is the localisation of the impact
point of the ions relative to the step edge: in (a), the ion impacts at x/∆x = 0
which means that the ion is hitting directly into the atom forming the step
edge; in (b), the ion impinges at x/∆x = −6, which is equivalent to −xc/2,
which means that the ion hits into the corner formed by the step edge and
the lower terrace – this is the position where the ion can easily penetrate
underneath the top layer.
In the first case (Fig. 2.14 (a)), the collision transfers a lot of momentum
from the ion to the step edge atoms. As the entire ion energy is deposited in
a small region close to the step edge, the whole damage will also be located
close to the step edge. Qualitatively, the damage area can be described as a
crater surrounded by adatom clusters. Quantitatively, the analysis of several
different damage patterns reveals that in average 10 atoms are sputtered,
50 vacancies created and 40 adatoms deposited around the vacancy crater.
∗A B-step is a dense packed step edges oriented along a 〈110〉- direction and forms a
{111}-micro facet.
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Material is removed from the two topmost layers. The width of the damaged
area, which includes the vacancy crater and the adatom clusters on both
sides, is di ≈ 50 A˚.
In the second case (Fig. 2.14 (b)), the ion penetrates underneath the
top layer and is channeling in-between the two topmost layers. The energy
transfer from the ion to the sample is much less efficient than in the first case.
Here, while propagating in-between the two topmost layers, the ion kicks out
the atoms above it. The result is a long, narrow, one atom deep vacancy-
channel surrounded by several small adatom clusters. In contrast to the first
case, here the damage is not located close to the ion impact point, but reaches
far inside the upper terrace. In case (b), the crystal of the simulation is too
small to bring the ion to rest. As a result, the ion leaves the crystal without
having transferred all its energy to the simulated crystal. Consequently, the
simulation is unable to render the entire damage. This explains why the
calculated sputtering yield drops off significantly for the ions impinging at
the distance x/∆x = −xc/2 from the step edge (see also (B) in Fig. 2.12).
More recent MD-simulations of the bombardment of a Pt(111) surface
along the [11¯0]-direction with Ar+ ions of an energy E = 3 keV reveal that
the ions can travel by far more than 100 A˚ in the direction of the ion beam.
By doing this, the ion is reflected alternating at the upper and lower atomic
plane. On it’s trajectory, the ion kicks out the atoms above it, leaving behind
a thin narrow groove. The kicked-out atoms are either sputtered away or only
moved onto the top layer. In the latter case they are decorating the vacancy
channel as shown is Fig. 2.14 (b). Although in these new simulations a much
larger crystal is used, it is still to small too bring the ion to rest. The ion is still
able to leave the crystal without transferring all its energy to the latter. The
final morphology basically looks the same as in Fig. 2.14 (b): a thin, narrow,
straight vacancy groove aligned along the ion beam direction, starting at the
ascending step edge and ending at the boundaries of the crystal. Along the
sides of the groove are found numerous small adatom clusters.
2.3 Diffusion processes
An ion impact creates locally a lot of damage, mostly in the form of sputtered
atoms, vacancies and adatoms. By thermally activated diffusion processes,
these defects can adopt positions which are energetically more favorable. The
final morphology is an interplay of the damage created by ion impacts and
the thermally activated diffusion processes causing damage annealing.
Here, the most relevant atomic processes which are needed to explain the
ripple formation and evolution are discussed. The different processes are eluci-
dated with respect to the experimental parameters used throughout this work
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(An in-depth discussion of the diffusion theory is found in reference: [43]).
At different temperatures, the ripple morphology can be related to the
hierarchy of the diffusion processes at the step edges. Atomic processes are
relevant for the evolution of the morphology under the condition that they
occur in the same time-scale as the experiment. As a rule of thumb only
those processes which occur at a rate νi ≥ 1 s−1 are considered to be relevant
for the profiling of the morphology.
The average frequency νi at which a process occurs is given by the Arrhe-
nius law for thermally activated processes:
ν0,i = νi e
−Ed,i/kBT (2.5)
with ν0,i being the attempt frequency and Ed,i the energy barrier which has to
be overcome in the specific process under consideration; kB is the Boltzmann’s
constant and T the ambient temperature. Generally, a process-independent
attempt frequency ν0,i = ν0 = 5 × 1012 Hz is assumed. From Eq. (2.5), an
onset-temperature Tonset for a process which requires the atom to overcome
an energy barrier ∆Ed,i is deduced as:
Tonset =
∆Ed,i
kB ln
νi
ν0
≈ 400 K/eV ×∆Ed,i . (2.6)
For those experiments where the sample is only exposed to low ion flu-
ence F this rule of thumb can be applied without any objection. For exposures
to ion fluences F  20 MLE∗ the bombardment time exceeds 104 seconds and
atomic processes which are considered to be not relevant according to Eq. 2.6
start to influence the morphology of the ripple patterns. The same applies to
those experiments where the ripple pattern is annealed for prolonged times
t ≈ 103 seconds at high temperatures.
2.3.1 Diffusion on the terrace
In the hierarchy of diffusion processes, the diffusion of an adatom on a terrace
is the one which requires the smallest activation energy. For the diffusion of
adatoms on fcc(111) surface, there is no change in the coordination number
between the initial and the final site; at both sites the adatom is three-fold
coordinated (see Fig. 2.15). By experiments, the activation energy Ed for the
adatom diffusion on Pt(111) is found to be Ed = 0.26 eV [44]. With Eq. (2.6),
the onset-temperature is calculated to be T ≈ 100 K.
∗1 MLE (Mono-layer equivalent) can be seen as the ion dose at which each surface atom
gets hit by one ion in average. In the case of Pt(111) this is equivalent to: 1.53×1019 ions ·
m2.
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Figure 2.15: Ball model of an adatom diffusing on an fcc (111) surface. The
arrows indicate a possible random walk performed by the adatom.
If the temperature of the substrate is heigh enough (T > Tonset), then
adatoms can diffuse on the surface by performing a random walk as shown by
the arrows in Fig. 2.15. The adatoms diffuse until they find an energetically
more favorable site. These sites are those where the adatom has in-plane
neighbors, for example at step edges.
In the early stages of the erosion, the adatom diffusion is more important
than in later stages. At the beginning of the ion bombardment, large terraces
are still present. On these, the adatoms can diffuse for large distances before
being incorporated into step edges. As the ion bombardment goes on, the
step edge density increases, and the adatoms are more quickly incorporated
into these.
If the sample temperature is high enough, then it is also possible for
adatom clusters to diffuse on the sample surface. The activation energy
required for small clusters to diffuse increases with their size from Ed =
0.37± 0.02 eV for a dimer to 1.17± 0.04 eV for a heptamer [45, 46]. A com-
plete listing of the activation energies for the different cluster sizes up to the
heptamer is given in Tab. 2.1.
Cluster size Ed [eV] Tonset [K]
Pt1 0.260± 0.003 104
Pt2 0.37± 0.02 148
Pt3 0.52± 0.01 208
Pt4 0.57± 0.04 228
Pt5 0.78± 0.02 312
Pt6 0.89± 0.04 356
Pt7 1.17± 0.04 468
Table 2.1: Listing of the activation energies Ed for the diffusion of small Pt
clusters on the Pt(111) surface [47].
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2.3.2 Diffusion related to the step edges
To change the shape of structures created on an initially flat surface, material
has to be transported from one location to another. Besides adatom and
cluster diffusion, mass transport is also possible along step edges by step
edge diffusion. Fig. 2.16 shows a step edge atom (A) which is diffusing along a
dense packed step edge. The step edge atoms are five-fold coordinated. While
moving along the step edge, there is no change in the coordination number of
the atom. These atoms too are looking for energetically more favorable sites,
for example by attaching to kink sites like the atom labelled (B).
Figure 2.16: Ball model of a step edge atom (A) diffusing along a dense
packed step edge and an atom (B) detaching from a kink site.
For Pt(111), the activation energy for the diffusion along A-steps is smaller
than the diffusion along the B-step [48]. The activation energies are Ed =
0.6 eV and 0.7 eV respectively [49].
Considering the impact of step edge diffusion in reshaping structures, step
edge diffusion alone is not sufficient. Indeed the step edge atoms will diffuse
along the step edges until they are incorporated into a kink site (atom labeled
(B) in Fig. 2.16); at this moment the transport of mass will stop. Therefore,
the production of step edge atoms is a central process enabling or inhibiting
the mass transport along a step edge [50].
Step edge atoms can be produced by atoms detaching from kink sites and
reaching the step edge ((B) in Fig. 2.16). These atoms move from a six-
fold coordinated site to a five-fold coordinated one. The onset temperature
at which this process becomes relevant was determined experimentally to
be Tonset ≈ 450 K [51, 52]. The activation energy for the process of kink
detachment calculates to Ed ≈ 1.13 eV by relying on Eq. 2.6.
In the present work, the azimuthal orientation of the sample surface ac-
cording to the ion beam direction has to be taken into account. Here, the
direction of the incoming ion beam is along the [1¯1¯2]-direction. The ion beam
imposes to the structures the formation of step edges orientated along this
same direction. Therefore, the structures presented later are mainly framed
by step edges aligned along the [1¯1¯2]-direction.
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Figure 2.17: Ball model of a step edge atom diffusing along an open direction.
In contrast to the step edge shown in Fig. 2.16, here the step edges are
composed only of kink-sites. Consequently, an atom playing the role of a
step edge atom ((A) in Fig. 2.17) has to detach from a kink site for each
jump it undertakes. Therefore, step edge diffusion in the form of atoms
moving along dense packed step edges is not relevant for the experiments
presented in this work. As the step edge diffusion – movement along a step
edge – is substituted by kink detachment, it is the activation energy for
kink detachment Ed ≈ 1.13 eV [51, 52] which has to be brought on for step
edge diffusion. This activation energy translates with Eq. (2.6) to an onset
temperature Tonset ≈ 450 K.
Fig. 2.18 shows step edge detachment, the process where a five-fold co-
ordinated atom becomes a three-fold coordinated adatom. This mechanism
opens an additional possibility for mass transport; here, the atoms do not
move along a step edge but they detach from the latter and diffuse in the
form of adatoms across a terrace until they reattach at a different place. The
energy barrier for step edge detachment is found to be Ed  1.63 eV [53]
which translates to an onset temperature Tonset  650 K
Figure 2.18: Ball model which shows a step edge atom which is leaving the
step edge for the terrace.
Adatoms which are incorporated into a step edge might be attached at a
corner position as indicated in Fig. 2.19. There are two possibilities for this
atom, which is now four-fold coordinated, to access an energetically more
favorable position. The corner atom can either flip to its right side (A) to a
kink site and become six-fold coordinated or flip to its left side and become
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Figure 2.19: Ball model which shows corner flipping.
a five-fold coordinated step edge atom. The energy barrier to overcome is in
both cases Ed ≈ 0.20 eV [53]. The onset temperature calculated from this
activation energy is Tonset ≈ 80 K. The main effect of both processes is a
smoothening of the morphology.
2.3.3 Ehrlich-Schwoebel barrier
G. Ehrlich and F. G. Hudda [54] discovered that adatoms diffusing on top
of an island are reflected at the step edge. They assumed that an addi-
tional energy barrier must be overcome to access the lower terrace. Later on,
R. L. Schwoebel and E. J. Shipsey [55] introduced the potential landscape
including the additional energy barrier at the step edge which is known as
the Ehrlich-Schwoebel -barrier (ES-barrier).
Figure 2.20: Ball model for the Ehrlich-Schwoebel barrier at dense packed
step edges. The arrow indicates the reflection of the adatom at the step edge
by the additional energy barrier ∆ES.
Fig. 2.20 shows an adatom (A) which is approaching a step edge and
is reflected at the ES-barrier present at the straight step edge, as indicated
by the arrow. The adatom will only descend to the lower terrace with a
low probability and more likely revert to the inside of the upper terrace.
Experimentally and theoretically, the additional energy barrier due to the
presence of a step edge ∆ES is estimated to be within the span ranging from
∆ES = −0.04 eV [56] to 0.35 eV [57]. The discrepancy of this large range is
explained in experiments [58, 59] by different possible morphologies of the step
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edge. Accordingly, straight step edges have a high ∆ES and highly kinked step
edges have a low ∆ES. An arbitrary shaped step edge containing a mixture
of straight and of kinked step edges will have an ES-barrier with a value
situated in-between ∆EBS respectively ∆E
A
S and ∆E
kink
S . Consequently one
can only speak of an effective additional barrier ∆EeffS whose value depends
on the morphology of the step edge.
In this work the ion bombardment is along the [1¯1¯2]-direction and the
resulting structures are mostly framed by highly kinked step edges. Thus the
effective ES-barrier ∆EeffS will be negligible. Consequently, adatoms reaching
a step edge will not be reflected by the additional energy barrier as indicated
by the arrow in Fig. 2.20, but can diffuse more easily onto the lower terrace
as shown in Fig. 2.21.
Figure 2.21: Ball model for the Ehrlich-Schwoebel barrier at a highly kinked
step edge. Due to the absence of an additional energy barrier ∆ES, the
adatom diffuses to the lower terrace without being reflected.
2.3.4 Diffusion of vacancies
Fig. 2.22 illustrates the diffusion of a single vacancy towards the left by the
diffusion of an atom towards the right as indicated by the arrow. The diffusion
of vacancies requires in this instance the jump of an atom from an eight-fold
coordinated site to another eight-fold coordinated site. The diffusion of single
vacancies sets in at a temperature T = 180 K [60]
The annealing of single vacancies at step edges is possible by two mecha-
nisms shown in Fig. 2.23. The vacancies can anneal by intralayer diffusion (a),
here the vacancies are incorporated into a descending step edge (the vacancy
(A) and the step edge atom (B) will exchange their position). The activa-
tion energy for this process should be similar to the activation for vacancy
diffusion and the corresponding onset temperature is then Tonset ≈ 180 K.
Another possibility is the annealing by intralayer diffusion (b). In this case
the vacancy reaches an ascending step edge. In order to be annealed, an
atom (B) from the upper layer has to move into the vacancy (A). Since here
a seven-fold coordinated atom (B) has to detach from the step edge, this
process necessitates a high activation Ed. The onset temperature for the
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Figure 2.22: Ball model illustrating the diffusion of vacancies. The vacancy
diffuses towards the left by the diffusion of an atom towards the right, as
indicated by the arrow.
annealing of vacancies at ascending step edges is found to be in the range
Tonset ≈ 600− 700K [61]
Vacancy islands are generated by the accumulation of the vacancies cre-
ated by numerous single ion impacts. A single ion impact generates only a
couple of vacancies which can diffuse on the sample surface and which can
form a large vacancy island by agglomerating. The shape of the vacancy is-
land is governed by the interplay of the diffusion processes which are relevant
at the given sample temperature.
Figure 2.23: Ball model illustrating the diffusion of vacancies. The vacancy
diffuses towards the left by the diffusion of an atom towards the right, as
indicated by the arrow.
At high temperatures, where all the different diffusion processes are ac-
tivated, especially those which are relevant for an efficient mass transport
like step edge detachment, kink detachment and step edge diffusion, the
vacancy islands can evolve to the energetically most favorable shape – the
equilibrium shape. The equilibrium shapes of vacancy islands are compact
and framed by dense packed step edges. Compact vacancy island shapes are
found for Pt(111) [62, 63, 64, 65], Cu(111) [66], Au(111) [67], Cu(001) [68, 69],
Ag(001) [70], Ni(001) [71] and Si(001) [72]. The shapes of these vacancy is-
lands reflect the symmetry of the sample surface. While the metal (111)
surfaces evolve into hexagonally shaped vacancy islands, the metal (001) sur-
faces form square shaped islands and the Si(001) surface forms rectangular
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shaped vacancy islands. At low temperatures, the evolution towards the
equilibrium shape is prohibited by the restricted or not existent transport of
material along the step edges or across the terrace. In this case the vacancy
islands will acquire an irregular shape with fractal-like side branches.
During the ion bombardment, damage is not only created at the surface
layer but also inside the crystal. This subsurface damage (interstitials, single
bulk vacancies or bulk vacancy clusters) is invisible to the STM. By annealing
experiments the onset-temperatures for the annealing of the different kinds
of bulk damage was determined, thus interstitials and bulk vacancies become
mobile at T > 500 K [65]. Ion bombardment and annealing experiments per-
formed at different temperatures show that vacancies and vacancy clusters can
remain trapped underneath the surface up to temperatures T  650 K [65].
2.4 Bradley-Harper, a continuum theory
The first experiment creating a ripple pattern by particle bombardment was
performed in 1962 by M. Navez et al. [73]. In this experiment, charged air
molecules were accelerated by a voltage U = 4 kV towards a glass sample.
Different experiments with constant ion flux, constant irradiation time and
variable angle of incidence were performed. Fig. 2.24 shows the different
results. At normal incidence ion bombardment ϑ = 0o, only small craters of
equal size and similar lateral spacing were created (Fig. 2.24 (c)). Due to the
isotropic surface of the amorphous glass substrate, no preferential direction
can be identified. At an angle ϑ = 30o, ripples oriented perpendicular to
the ion beam direction develop on the sample (Fig. 2.24 (d)). By increasing
the angle of incidence to ϑ = 80o (Fig. 2.24 (b)), the orientation of the
ripple pattern rotates by 90o, so that the ripples were parallel to the ion
beam direction. In this experiment it was observed, that there is an angle
of incidence in-between ϑ = 30o and 80o at which the ripples change their
orientation. This phenomenon is known as ripple rotation.
2.4.1 Detailed presentation of the Bradley-Harper the-
ory
The experiments of Navez et al. was the motivation for P. Sigmund [74]
and, later on, R. Bradley and J. Harper [75] to develop a continuum the-
ory which describes the temporal evolution of the surface morphology during
ion bombardment. In general, this theory is valid for amorphous materials.
First Sigmund showed that surfaces containing a small local unevenness are
30
2.4 Bradley-Harper, a continuum theory
Figure 2.24: (a) shows the experiental setup used by M. Navez. Picture (b)-
(d) show the topographs of a glass sample after the irradiation of 6 hours with
4 keV air molecules with an angle of incidence of: (b) ϑ = 30o, (c) 0o and
80o. The direction of the incident ion beam is indicated by the white arrow
in the top left corner of each picture. (Pictures taken from reference [73])
unstable, later Bradley and Harper developed their theory to explain rip-
ple formation, ripple rotation as well as the temperature dependence of the
wavelength λ of the ripples.
The Sigmund theory [74] assumes that an impinging ion hits the sample
surface in the point r ′ and penetrates into the target for the distance a.
Hereby the energy E of the ion is transferred to and distributed in the
solid. This causes an energy density FD (r − r ′) at the point r of the sample
(Fig. 2.25). A further assumption is that the sputtered volume SD (r − r ′) da
Figure 2.25: Schematic representation of a single ion impact.
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at the point r, due to the impact at the point r ′, is proportional to the amount
of energy deposited at the point r:
SD (r − r ′) da = ΛFD (r − r ′) da , (2.7)
where Λ is a constant characterizing the target material. By integration over
the bombarded area A′ and multiplication by the flux f , the volume v(r )da
of removed material at the surface-element da is obtained:
v(r )da = fda
∫
SD (r − r ′) dA′ = fΛda
∫
FD (r − r ′) dA′ , (2.8)
with v(r ) being the erosion speed, i.e. the speed with which the surface
retracts. The dimension of Eq. (2.8) is removed volume per time.
For the energy distribution FD(r−r ′) Sigmund assumes a Gaussian func-
tion. A comparison with calculations of collision cascades [76] justifies this
assumption. The energy distribution is given by:
FD (r − r ′) = E
(2π)3/2αβ2
exp
[
−(z˜ − z˜
′(x˜ ′, y˜ ′) + a)2
2α2
−
(x˜− x˜ ′)2 + (y˜ − y˜ ′)2
2β2
]
, (2.9)
where E is the total energy deposited, a is the average depth at which the
energy is deposited, α and β are the width of the distribution parallel and
perpendicular to the ion beam direction. For this purpose a new coordinate-
system S˜ is chosen such that the ion beam is parallel to the z˜-axis and the
ions propagate in the negative z˜-direction. The surface height z˜(x˜, y˜) is then
a function of x˜ and y˜.
For the determination of the curvature-dependent sputtering yield in an
arbitrary point O the following coordinate system S is used (see Fig. 2.26):
the origin of the coordinate system is in O and the direction of the z-axis is
oriented along the local surface normal in this point. The direction of the
ion beam is within the x-, z- plane and the local angle of incidence is then
denoted by φ whereas the angle of incidence with respect to the normal of
the average surface is ϑ.
Let us consider the erosion speed at the point O, whose coordinates are
given by r = 0 and where the radius of curvature is R (R > 0 for a convex and
R < 0 for a concave curvature). Ions impinging at the angle of incidence ϑ
relative to the normal of the average surface impinge in the point O at the
local angle of incidence φ. For the sake of simplicity a surface independent
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Figure 2.26: Coordinate system
on y is considered. This surface shows only a curvature in the x-direction.
The transformation from S to S˜ is given by:
x˜ = x · cosφ + z · sin φ
y˜ = y
z˜ = −x · sinφ + z · cosφ .
In the case of a R, the surface can be described by:
z(x, y) = z(x) = −1
2
x2
R
.
The local ion flux f(φ, x) arriving at the surface in P (see Fig. 2.26)
depends on the angle between the ion beam and the local inclination of the
surface δ(x):
f(φ, x) = cos(φ + δ(x))f , (2.10)
where δ(x) = sin(x/R) ≈ x/R for x R. Applying the addition theorem to
Eq. 2.10 and considering that δ(x) ≈ x/R and cos δ ≈ 1 for x R follows:
f(φ, x) = (cosφ cos δ(x)− sin φ sin δ) f ≈ (cosφ− x/R sin φ) f . (2.11)
Furthermore the small arc segment between (x, h(x)) and (x + dx, h(x +
dx)) is dx. f(φ, x)da denotes the ions impinging in the point P in an area
element da = dx dy per time unit. By introducing (2.11) and (2.9) in (2.8),
with ˜r = 0 and symplifying by da, follows:
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v(φ,r ) =
ΛEf
(2π)3/2 αβ2
∫ ∫ (
cosφ− x
R
sin φ
)
·
exp
[
−(a− z˜
′)2
2α2
− x˜
′2 + y˜′2
2β2
]
dx dy
=
ΛEf
(2π)3/2 αβ2
∫ ∫ (
cosφ− x
R
sin φ
)
·
exp
[
−(a + x sinφ− z cosφ)
2
2α2
− (x cosφ + z sin φ)
2 + y2
2β2
]
dx dy
=
ΛEf
(2π)3/2 αβ2
∫ ∫ (
cosφ− x
R
sin φ
)
·
exp
[
−(a + x sin φ +
x2
2R
cosφ)2
2α2
− (x cos θ −
x2
2R
sin θ)
2β2
]
dx dy .
The integration over y results in a factor of
∫
exp[−y2/2β2] = β√2π which
results in:
v(φ,r ) =
ΛEf
2παβ
∫ (
cosφ− x
R
sinφ
)
exp
[
−(a + x sinφ +
x2
2R
cos φ)2
2α2
−
(
x cos θ − x2
2R
sin θ
)2
2β2

 dx . (2.12)
Substituting ξ = x/R in Eq. (2.12) results:
v(φ,r ) =
ΛEfR
2παβ
∫
(cosφ− ξ sinφ) exp
{
− R
2
2α2
[ a
R
+ ξ sinφ+
1
2
ξ2 cosφ
]2
− R
2
2β2
[
ξ cosφ− 1
2
ξ2 sinφ
]2}
dξ .
By squaring the parentheses and substituting ζ = ξ R/a, the following
equation ensues:
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v(φ,r ) =
ΛEfa
2παβ
exp
(
− a
2
sα2
)∫ (
cosφ− a
R
ζ sin φ
)
exp
{
−Aζ − 1
2
(
B1 +
a
R
B2
)
ζ2
+
a
R
Cζ3 −
( a
R
)2
Dζ4
}
dζ . (2.13)
In order to simplify this equation, the terms A, B1, B2, C and D, which
are independent in ζ and positive in the range 0 < φ < 2/π are introduced:
A =
( a
α
)2
sin φ ,
B1 =
( a
α
)2
sin2 φ +
(
a
β
)2
cos2 φ ,
B2 =
( a
α
)2
cos φ ,
C =
1
2
[(
a
β
)2
−
( a
α
)2]
sin φ cosφ ,
D =
1
8
[(
a
β
)2
sin2 φ−
( a
α
)2
cos2 φ
]
.
The integral in Eq. (2.13) cannot be solved analytically but as a R the
integrant can be expanded to first order in a/R, resulting in the following
Gaussian integral:
v(φ,r ) ≈ ΛEfa
2παβ
exp
(
− a
2
2α2
)∫
e−Aζ−1/2B1ζ
2
{
cosφ− a
R[
ζ sinφ +
1
2
B2ζ
2 cos φ− Cζ3 cosφ
]}
dζ .
By neglecting the non-linear terms this integral can be solved analytically:
v(φ,r ) ≈ ΛEfa√
2π αβ
B
−1/2
1 exp
(
− a
2
2α2
+
A2
2B1
)[
cosφ + Γ1(φ)
a
R
]
(2.14)
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where:
Γ1(φ) =
A
B1
sinφ− B2
2B1
(
1 +
A2
B1
)
cosφ− AC
B21
(
3 +
A2
B1
)
cosφ .
The sputtering yield corresponds to
Y0(φ) = nv(φ,R =∞)/(f cosφ) (2.15)
and for a planar surface it is deduced to:
Y0(φ) =
ΛEna√
2π αβ
exp
(
− a
2
2α2
)
B−1/2(φ) exp
(
A2(φ)
2B1(φ)
)
.
Here, n is the number of atoms per unit of volume. In the range 0 < φ <
π/2, the sputtering yield Y0 (shown in Fig. 2.27) increases monotonously.
However, this theory does not take into account the reflection of incident ions
at the sample surface and thus overestimates the sputtering yield for angles
of incidence close to π/2.
Figure 2.27: Sputtering yield for a planar surface according to the Bradley-
Harper theory.
The effect of a surface curvature on the sputtering is first analyzed for the
case of normal incident ions φ = 0. If φ = 0 then Γ1(0) < 0 and the sign of the
term containing Γ1(φ) in Eq. (2.14) is determined by the sign of R. Therefore
v(φ,R) > v(φ,∞) for R < 0 (concave curved surface) and v(φ,R) < v(φ,∞)
for R > 0 (convex curved surface). As a result the surface will erode faster in
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valleys than on mountains. On surfaces which present periodic perturbations,
this leads to an instability which amplifies the amplitude of the perturbations
with time.
Physically, this can be explained by looking at ions impinging on a con-
cave respectively convex shaped surface. Fig. 2.28 represents both cases. Five
ions hit each surface. Their points of impact are separated laterally by equal
distances, and they all penetrate to the same depth into the target material.
The distances from the center of the gaussian energy distributions to the con-
sidered areas O′ for the concave, and O, for the convex shaped surface, are
much larger for the convex than for the concave shaped surface. This means
that the total deposited energy is larger in O′ than in O. As in Sigmund’s the-
ory the removed material in one point is proportional to the energy deposited
in this point, the predicted sputtering yield is higher inside valleys than on
the top of mountains, thus valleys deepen faster than hills are removed.
a
O
a
O’
Figure 2.28: Schematics of ion impacts on a convex (a) and concave (b)
shaped surface. The distances from the outside impact areas to the center O
are longer for the concave (a) then for the convex (b) shaped surface. The
result is a higher sputtering yield in O′ than in O.
As Γ1(φ) is a continuous function, this instability also shows up for small
angles of incidence φ 
= 0. In the transition to large angles, the local ion flux
onto the surface gets smaller for the areas inside the valleys and increases for
the areas located on mountains. This non-uniform distribution of the ions on
the surface counteracts the effect elucidated previously.
Lets assume now a surface which also depends on the y-direction. The
speed of erosion is then given by:
v(φ, c1, c2) = (f/n)Y0(φ) [cosφ− Γ1(φ)c1 − Γ2(φ)c2] (2.16)
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with:
Γ2(φ) =
β2
a2
cosφ
(
1
2
B2 +
AC
B1
)
and
c1 = a
∂2h
∂x2
(0) ; c2 = a
∂2h
∂y2
(0) .
The local curvatures in x-direction and y-direction are
(
∂2h
∂x2
(0) = 1/Rx
)
and
(
∂2h
∂y2
(0) = 1/Ry
)
respectively. By equating c2 = 0, the previous case is
obtained, in which the surface is only dependent on the x-direction. Now, as
the dependency of the sputtering yield on the surface curvature is known, the
evolution with time of the surface h(x, y, t) can be analyzed.
The considered surface should only deviate slightly from a planar plane.
The average surface is located here too in the x-, y- plane and the surface
height should vary only weakly, so that the requirements for the calculation
of the curvature-dependent sputtering yield are still fulfilled. The direction
of the ion beam is in the x-, z- plane. By using Eq. (2.16) results then:
∂h
∂t
= −v(φ, c1, c2) . (2.17)
Here, the local impact angle is φ = ϑ− arctan(∂h
∂x
) ≈ ϑ− ∂h
∂x
, wherein ϑ
is the angle of incidence with regard to the global surface. Thus follows from
Eq. (2.17):
∂h
∂t
= −v
(
ϑ− ∂h
∂x
, a
∂2h
∂x2
, a
∂2h
∂x2
)
= −f
n
Y0
(
ϑ− ∂h
∂x
)[
cos
(
ϑ− ∂h
∂x
)
− Γ1
(
ϑ− ∂h
∂x
)
a
∂2h
∂x2
−
Γ2
(
ϑ− ∂h
∂x
)
a
∂2h
∂y2
]
= −f
n
Y0
(
ϑ− ∂h
∂x
)
cos
(
ϑ− ∂h
∂x
)
+
fa
n
Y0
(
ϑ− ∂h
∂x
)
·[
Γ1
(
ϑ− ∂h
∂x
)
∂2h
∂x2
+ Γ2
(
ϑ− ∂h
∂x
)
∂2h
∂y2
]
. (2.18)
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According to Eq. (2.15):
v0
(
ϑ− ∂h
∂x
)
=
f
n
Y0
(
ϑ− ∂h
∂x
)
cos
(
ϑ− ∂h
∂x
)
(2.19)
with v0(ϑ− ∂h∂x) = v0(ϑ− ∂h∂x , R =∞) being the erosion speed of an undisturbed
surface. By introducing (2.19) in (2.18) follows:
∂h
∂t
= −v0
(
ϑ− ∂h
∂x
)
+
fa
n
Y0
(
ϑ− ∂h
∂x
) [
Γ1
(
ϑ− ∂h
∂x
)
∂2h
∂x2
+
Γ2
(
ϑ− ∂h
∂x
)
∂2h
∂x2
]
. (2.20)
As (∂h/∂x) is small by precondition, Eq. (2.20) can be expanded by (ϑ−
∂h/∂x) in ϑ:
∂h
∂t
= −v0(ϑ) + v′0(ϑ)
∂h
∂x
+
fa
n
Y0(ϑ)
[
Γ1(ϑ)
∂2h
∂x2
+ Γ2(ϑ)
∂2h
∂y2
]
. (2.21)
This is a linear inhomogenious partial differential equation. The associ-
ated homogenious partial differential equation is:
∂hhom
∂t
= v′0(ϑ)
∂hhom
∂x
+
fa
n
Y0(ϑ)
[
Γ1(ϑ)
∂2hhom
∂x2
+ Γ2(ϑ)
∂2hhom
∂y2
]
.(2.22)
Due to the linearity, the principle of superposition is valid for the ho-
mogenious differential Eq. (2.22). The solution for this equation is found to
be:
hhom(x, y, t) = A exp [i(kxx + kxy − ωt) + rt] . (2.23)
Each superposition of 2.23 is then a solution of (2.22):
hhom(x, y, t) =
∫ ∫
kx ky
A(kx, ky) exp [i(kxx + kyy−
ω(kx, ky)t) + r(kx, ky)t] .
The sum of a solution of a homogenious differential equation and a partic-
ular solution to the corresponding inhomogenious differential equation gen-
erates a solution to this inhomogenious differential equation. A particular
solution of (2.22) is:
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h(x, y, t) = −v0(ϑ)t .
The general solution to the inhomogenious differential Eq. (2.22) is then:
h(x, y, t) = −v0(ϑ) t +
∫ ∫
kx ky
A(kx ky) exp [i(kxx + kxy−
ω(kx ky) t) + r(kx ky) t] .
In order to investigate the time-dependence of the surface evolution more
thoroughly in a first step, a harmoniously disturbed surface is assumed. By
taking advantage in a later step of the principle of superposition, any dis-
turbance of the surface can be super-positioned. In the following, a surface
morphology which matches the form is assumed:
h(x, y, 0) = A · exp [i(kxx + kyy)] .
Then as shown previously:
h(x, y, t) = −v0(ϑ)t + A · exp [i(kxx + kxy − ωt) + rt] (2.24)
is a solution. By introducing this result into the differential Eq. (2.22), the
requirements for ω(kx)and r(kx, ky) are obtained:
−v0(ϑ) + A · exp [i(kxx + kyy − ωt) + rt] (r − iω) =
−v0 + v′0 A · exp [i(kxx + kyy − ωt) + rt] ikx −
fa
n
Y0(ϑ)(
Γ1(ϑ)k
2
x + Γ2(ϑ)k
2
y
)
A · exp [i(kxx + kyy − ωt) + rt]
⇔ (r − iω) = v′0(ϑ)ikx −
fa
n
Y0(ϑ)
(
Γ1(ϑ)k
2
x + Γ2(ϑ)k
2
y
)
.
The real part as well as the imaginary part on both sides of the equa-
tion must match each other. Consequently the following conditions must be
fullfiled:
−ωkx = v′0(ϑ)kx
r(kx, ky) = −fa
n
Y0(ϑ)
(
Γ1(ϑ)k
2
x + Γ2(ϑ)k
2
y
)
. (2.25)
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The frequency will vanish for normal incidence ion bombardment. This
means that a mountain will always remain a mountain and that a valley will
always remain a valley.
The influence of r is much more interesting. The larger the values for r get,
the faster the amplitude A exp(rt) of the perturbation increases. A random
uneaven surface, whose fourier transformation contains the whole frequency
spectra, will develop those wave numbers whose amplitudes diverge fastest.
From Eq. (2.25) can be deduced that perturbations which diverge the quickest
are those with large kx and ky – this means that smaller structures diverge
faster than larger ones. This result is in contradiction with all the expe-
rimental findings which show only ripple patterns with a finite wavelength.
To remove this discrepancy, the surface diffusion, which seems to contribute
highly to the ripple formation, is taken into account. Therefore, the Eq. (2.22)
is extended by −B · ∇2∇2h:
∂h
∂t
= −v0(ϑ) + ∂v0(ϑ)
∂ϑ
∂h
∂x
+
fa
n
Y0(ϑ)
[
Γ1(ϑ)
∂2h
∂x2
+ Γ2(ϑ)
∂2h
∂y2
]
− B · ∇2∇2h
= v0(ϑ) +
∂v0(ϑ)
∂ϑ
∂h
∂x
+
fa
n
Y0(ϑ)
[
Γ1(ϑ)
∂2h
∂x2
+ Γ2(ϑ)
∂2h
∂y2
]
−
B
(
∂4h
∂x4
+ 2
∂4h
∂x2∂y2
+
∂4h
∂y4
)
(2.26)
with:
B =
γν
n2kBT
D0 exp
(
−∆E
kBT
)
. (2.27)
Here γ is the surface free energy per unit area, ν the surface atomic density,
n the volume atomic density and D0 exp
(
− ∆E
kBT
)
the surface self-diffusivity.
This equation can be solved similar to Eq. (2.24) with different conditions
for ω and r. By introducing Eq. (2.24) into Eq. (2.26), the outcome is:
r − iω = ikxv′0(x)−
fa
n
Y0(ϑ)
(
Γ1(ϑ)k
2
x + Γ2(ϑ)k
2
y
)−
B
(
k4x + 2k
2
xk
2
y + k
4
y
)
.
With the constraint that the real and imaginary parts must be equal on
both sides of the equation, results the same expression for the frequency but
a different one for r:
r = −fa
n
Y0(ϑ)
[
Γ1(ϑ)k
2
x + Γ2(ϑ)k
2
y
]−B (k2x + k2y) .
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In the presence of a perturbed surface, those wavelengths for which r
is maximal will develop over time. Herefore, independent waves in the x-
and -y direction are considered. For waves with a wave vector kx in the x-
direction (ky = 0), the outcome of the periodicity of the waves is given by the
determination of the extremes:
r(kx) = −fa
n
Y0(ϑ)Γ1(ϑ)k
2
x − Bk4y
⇔ ∂
∂kx
r(kx) = −2fa
n
Y0(ϑ)Γ1(ϑ)kx − 4Bk3x != 0 .
From this are resulting two possible solutions for kx:
i) k2x = 0
ii) k2x = −
fa
n
y0(ϑ)Γ1(ϑ) . (2.28)
The same reasoning applied to a wave-vector ky in the y-direction gives:
k2y = −
fa
n
Y0(ϑ)Γ2(ϑ) . (2.29)
The resulting wavelengths λi are then:
λx =
2π
kx
= 2π
√
− 2Bn
faY0(ϑ)Γ1(ϑ)
(2.30)
λy =
2π
ky
= 2π
√
− 2Bn
faY0(ϑ)Γ2(ϑ)
. (2.31)
For the orientation of the waves it is decisive if kx > ky or kx < ky. A
comparison of Eq. (2.30) and Eq. (2.31) shows that it is also decisive if Γ1(ϑ) or
Γ2(ϑ) is lager. Fig. 2.29 shows λx(ϑ) and λy(ϑ). For small ϑ, the ripple wave-
vector is oriented along the projection of the ion beam but at grazing incidence
ion bombardment, the wave-vector is oriented perpendicular to the ion beam
projection. At the point of intersection of both curves, ripple rotation sets
in, which means that the orientation of the waves is rotating by 90o.
Fig. 2.29 shows the effect of the ripple rotation by considering the local
energy density at the sample surface. For small angles of incidence ϑ, the
surface will form ripples oriented perpendicular to the ion beam. Here, the
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centers of the collision-cascades on the slopes which go downhill when looking
in the direction of the ion beam, are closer to the surface than the centers of
the collision-cascades at the opposite side of the ripples. From this results a
fast erosion speed at the slopes of the ripples. Consequently, a surface with
a wave-pattern perturbation will enhance this wave-pattern in time.
Figure 2.29: Representation of λx(ϑ) and λy(ϑ). Ripple rotation occurs at
the section of both curves. The parameters for the computation are chosen
in such a way as to amplify the effect of the ripple rotation.
By increasing the angle of incidence, the energy deposited close to the
surface increases on the downhill flanks. But due to the local inclination of
the surface, the ion flux arriving here decreases. At grazing incidence ion
bombardment, the latter effect is dominating the first one and the surface is
developing ripples orientated along the ion beam projection. With such an
orientation of the ripples the erosion speed is higher in the pits than on the
ripple crests as shown in Fig. 2.30. This difference in the erosion speeds will
enhance over time the initial ripple pattern orientated along the projection
of the ion beam.
Figure 2.30: Ripple formation at (a) steep angles of incidence ϑ and (b)
grazing angles of incidence ϑ.
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In a last step, the effect of the temperature on the resulting wavelength λi
can be taken into account. Herefore
λi = 2π

−2γνD0 exp
(
− ∆E
kBT
)
fankBTY0Γi(ϑ)


1/2
. (2.32)
In general, the wavelength is given by:
λ ∝ 1√
fT
e
− ∆E
kBT .
Applied to amorphous materials, the Bradley-Harper theory is very suc-
cessful in predicting the resulting wavelength and orientation or the ripple
pattern. It can also be applied to crystalline semi-conductors, as here the ion
impacts amorphize the substrate locally and as thus the relation to the axis
of high symmetry of the sample is lost.
In order to extend the BH-theory to a larger field of materials, extensions
are applied to it, some of which are described in the next section.
2.4.2 Extensions to the Bradley-Harper theory
The Bradley-Harper theory is the first successful attempt to model the effects
which appear during grazing incidence ion bombardment. In this form, the
BH-theory is able to explain the formation of a periodic ripple morphology
and also the phenomenon of ripple rotation.
But the BH-theory has some severe limitations. For example, it pre-
dicts an unlimited, exponential increase of the ripple amplitude. The
wavelength of the ripples which develops in the BH-theory is temperature-
dependent, although experimental findings show that this is not necessarily
the case [7, 9, 77]. Furthermore the BH-theory allows only ripple orientations
parallel or perpendicular to the ion beam direction, although it is possible to
create experimentally ripple formations which are aligned neither parallel nor
perpendicular to the ion beam [78]
By comparing the results predicted by the BH-theory to experimental
findings, it is obvious that a theory going beyond the BH-theory is needed.
In this sense, extensions and modifications are applied to the BH-theory in
order to better describe the experimental findings.
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Addition of non-linear terms
One flaw of the BH-theory is that it neglects terms of second or higher order in
a/R to describe the sample curvature. This restricts the the area of validity of
the BH-theory to morphologies which show only small-amplitude structures.
In order to remedy this restriction, Cuerno and Baraba´si [79] take into
account second order terms of the expansion of the surface description. Still,
they ignore terms of even higher order and also cross term contributions. The
temporal height evolution is then:
∂h(x, y, t)
∂t
 −ν(ϕ,RX, RY)
√
1 + (∇h)2 . (2.33)
The consideration of the second order terms adds the following non-linear
terms to the BH-equation:
λx
2
(
∂h
∂x
)2
+
λy
2
(
∂h
∂y
)2
.
As the ions arriving at the surface are randomly distributed over the
surface area and also in time, Cuerno and Barabasi add a term accounting
for the stochastic arrival of the ions by adding a Gaussian white noise η(x, y, t)
with zero mean and a variance proportional to the ion flux f .
The new equation which establishes the Cuerno and Baraba´si (CB) model
is:
∂h
∂t
= −v0(θ) + ∂v0(θ)
∂θ
∂h
∂x
+
fa
n
Y0(θ)
[
Γ1(θ)
∂2
∂x2
+ Γ2(θ)
∂2h
∂y2
]
+
λx
2
(
∂h
∂x
)2
+
λy
2
(
∂h
∂y
)2
− B · ∇2∇2h + η(x, y, t) . (2.34)
All the parameters (v0, γ, λx, λy, νx and νy) appearing in the new
Eq. (2.34) can be computed from Eq. (2.33) in terms of physical parameters
which characterize the sputtering process. The original linear BH-equation
(Eq. 2.26) is obtained by setting the parameters of the non-linear terms and
the noise term (λx, λy and η(x, y, t)) to zero.
The CB-model now predicts a power-law σ ∝ F β for the scaling of the
roughness; whereas the BH-theory predicts an exponential σ ∝ exp(F ) be-
havior for small fluences F .
45
Theoretical foundations
Smoothening by viscous flow
By bombarding the Ge(001) surface with 1 keV Xe+ ions at different tem-
peratures, Chason et al. [80] identify three different temperature regimes for
the temporal evolution of the roughness. At low temperatures T = 150o C,
after an initial increase the roughness remains constant at a low value. At
intermediate temperatures T = 250o C, the roughness increases exponentially
with time. At high temperatures T = 350o C, the roughness increases only
slowly with time.
Figure 2.31: Temporal-evolution of the roughness σ at different temperatures.
(Graph taken from reference [80])
The authors explain the presence of the different temperature regimes by
smoothening by viscous flow. A curved sample surface tries to relax itself in
order to reduce its surface free energy. The tension of such a surface produces
shear stress resulting in forces tangential to the surface causing viscous flow
of material. To explain this mechanism, the authors start by expressing an
arbitrary surface in terms of its spacial frequencies:
h (q, t) =
∫
g (r, t) exp (−iq · r ) d2r
with h (q, t) being the spectrum of the spacial frequencies contained in the
surface and g (r, t) the distribution of the surface heights relative to the aver-
age. The roughness σ can then be related to these spacial frequencies by the
following expression:
σ2(t) =
∫ ∣∣∣h((q), t)∣∣∣2 d2q/L2
where L is the lateral coherence length of the measurement. If only smoothen-
ing by viscous flow and diffusion is considered, then a periodic structure will
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decay according to [81, 82] as:
d |h (q, t)|2 /dt = − (Fq + Dq4) |h (q, t)|2
where F = γ/η and Fq are the rate of relaxation by viscous flow and
D = 2DSγΩ
2ν/kT and Dq4 is the rate of relaxation due to surface diffu-
sion respectively. Here η is the viscosity, DS is the surface diffusivity, Ω is
the atomic volume, ν is the number of atoms per surface unit and γ is the
surface free energy. The driving force for the relaxation of the surface is for
both mechanism the reduction of the surface free energy γ.
The roughening is due to the impinging ions, which remove material from
the surface. This process is of stochastic nature as the ions are arriving ran-
domly distributed onto the surface. Accounting for the curvature-dependent
sputtering yield introduced by Sigmund [74, 76] leads to the following rough-
ening term:
d |h(q, t)|2 /dt = Sq2 |h(q, t)|2
where
S = f
[
A1 cos
2(ϕ) + A2 sin
2(ϕ)
]
and f is the ion flux, ϕ is the azimuthal angle between the ion beam and the
direction of the surface wave vector q, A1 and A2 are the curvature-dependent
sputtering yields which depend on the dimension of the Gaussian-bell of the
energy distribution and the angle of incidence ϑ. By the combination of both,
the smoothening and roughening terms, the following equation for h(q, t)
results:
d |h(q, t)|2 /dt = Rq |h(q, t)|2 + α
where
Rq = −Fq + Sq2 −Dq4 .
The integration results in:
|h(q, t)|2 = |h0 (q )|2 exp(Rqt) + (α/Rq) [exp(Rqt)− 1] , (2.35)
where h0(q ) is the initial roughness spectrum. By analyzing Eq. 2.35 it is
possible to explain the different behaviors at different temperatures. If Rq is
positive, then the amplitude Fourier components will increase exponentially
while the amplitude will reach a steady-state value of [α/R] if Rq is negative.
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The preferred wave vector q and fastest growth rate R are determined by the
maximum value ofRq. The temperature-dependent evolution of the roughness
is then explained as follows:
- for temperatures T ≥ 250o C, the substrate remains crystalline during
the ion bombardment, therefore viscous flow is not present and F = 0.
In this case the maximum value of Rq determining the preferred wave
vector q can be explicitly calculated to Rq = [S
2/4D] resulting in a
preferred wave vector of q = (SD/2D)1/2.
- at higher temperatures T = 300o C, D increases, so that Rq = [S
2/4D]
decreases, which explains a slower increase in roughness at these tem-
peratures.
- at lower temperatures T = 150o C, the substrate is amorphized by
the ion bombardment, so that F is no longer zero and Rq can become
negative. In this case, the temporal height evolution |h (q, t)|2 evolves
to a small steady-state value which is equivalent to a low roughness.
One further comment about the initial development of |h(q, t)|2: if the
initial surface is flat, then |h(q, t)|2 initially growth linearly as the random
fluctuations of the impinging ions take time to create the initial amplitude
at q which only then can be amplified by the instabilities.
Ion-induced smoothening
Although the CB-model extends the range of validity by introducing non-
linar terms to the BH-model, it is still not able to explain the temperature-
independence of the wavelength λ at low temperatures [77, 7]. Makeev et
al. [83] try to remedy this behavior by taking into account that the ions im-
pinging onto the sample surface can transfer energy and momentum to sur-
face adatoms and change thereby there diffusion behavior. The combination
of surface diffusion and the contribution of the ion impacts is denoted as ef-
fective diffusion. However, according to the authors, for ion energies at which
material is eroded, the effective diffusion becomes temperature independent
resulting in the development of a temperature-independent wavelength at low
temperatures.
Furthermore, they demonstrate the possibility for a new mechanism for
ion-induced diffusion, where the the preferential erosion of the ion beam ap-
pears as surface diffusion. The effective ion-induced diffusion (ESD) is de-
noted by DI and depends only on the ion energy, ion flux, angle of incidence
and penetration depth of the ions. Similar to the development of the BH-
theory [75] a new equation for the evolution of the surface height is derived:
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∂h
∂t
= −v0 + γ ∂h
∂x
+ νx
∂2h
∂x2
+ νy
∂2h
∂y2
+
λx
2
(
∂h
∂x
)2
+
λy
2
(
∂h
∂y
)2
−
DIx
∂4h
∂x4
−DIy
∂4h
∂y4
.
Here ν0 is the erosion rate, the second term, containing γ describes a
uniform motion of the sample surface, νx and νy represent ion-induced surface
tension terms, λx and λy represent the slope-dependence of the erosion rate
and DIx and D
I
y are the ion-induced ESD coefficients which involve no mass
transport along the sample surface.
The smoothening of the ion beam without involving any surface diffusion is
explained as follows. Depending on the local surface morphology, some parts
of the sample are eroded faster than other parts. In a coordinate system
where the x-, y-plane represents the average surface height, and whose origin
is moving downward as the sample is eroded, the locally different erosion
speeds are perceived as a reorganization of the sample surface.
Stochastic nonlinear continuum equation
Recently Makeev et al. [84] derived a stochastic nonlinear continuum equa-
tion in order to describe the evolution of the surface morphology during ion
bombardment of amorphous surfaces. To set up their model they start by
considering the deposition of atoms on a surface. The deposited atoms can
diffuse and if this diffusion is the only relaxation mechanism, then the sur-
face height h (during the deposition of material) follows from the following
equation:
∂h
∂t
+∇ ·j = 0
with j being the surface current density tangent to the surface. Generally, j
is given by the gradient of the chemical potential µ:
j ∝ −∇µ(r, t) ≡ −∇2 δF [h]
δh
µ minimizes the free energy functional of the surface F [h]. F [h] is taken to
be proportional to the total surface:
F [h] =
∫
dr
√
g
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where g ≡ 1+ (∂xh)2 +(∂yh)2. Neglecting third order and higher powers, the
hight evolution becomes:
∂h
∂t
= −K∇2(∇2h) ≡ −K∇4 . (2.36)
Due to the randomness of the sputtering erosion, the ion flux f may be
homogeneous at a large scale but locally there might be random fluctuations,
η(x, t) ≡ δf(x, t). The ion flux can be included in Eq. 2.36 by assuming the
ion flux to be the average ion flux f plus the noise η, which has a zero average.
Eq. 2.36 becomes then:
∂h
∂t
= −K∇4 − f + η(x, t) .
By considering Sigmund’s theory of sputtering, Makeev et al. obtain for
the height evolution in time the following equation:
∂h
∂t
= −v0 + γ ∂h
∂x
+ ξx
(
∂h
∂x
)(
∂2h
∂x2
)
+ ξy
(
∂h
∂y
)(
∂2h
∂y2
)
+
νx
∂2h
∂x2
+ νy
∂2h
∂y2
+ Ω1
∂3h
∂x3
+ Ω2
∂3h
∂x∂y2
−
Dxy
∂4h
∂x2∂y2
−Dxx∂
4h
∂x4
−Dyy ∂
4h
∂y4
−K∇4h +
λx
2
(
∂h
∂x
)2
+
λy
2
(
∂h
∂y
)2
+ η(x, y, t) . (2.37)
The expressions for the different coefficients of Eq. 2.37 are given in ap-
pendix C. In the case of thermally activated surface diffusion and ion-induced
effective smoothening, Eq. 2.37 describes the nonlinear time evolution of a
surface during ion bombardment.
A detailed discussion, based on multidimensional phase diagrams, of the
predicted morphologies and dynamical behaviours is given in reference [84].
Nevertheless it is noteworthy to mention that numerical calculations show
separation in time of the linear and nonlinear terms of Eq. 2.37. There is a
critical time tc up to which the morphology is determined by the linear terms
and after which it is determined by the nonlinear terms.
Anisotropic materials and Ehrlich-Schwoebel barrier
The BH-theory being a continuum theory it is the best suited for amorphous
materials. If the BH-theory is to be applied to crystalline materials, the
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differential equation describing the surface morphology must be changed in
order to take into account the properties of these materials. In contrast to
amorphous materials, crystalline materials are anisotropic and might posses
additionally an Ehrlich-Schwoebel barrier.
In order to better explain their experiments performed on Cu(110),
Rusponi et al. [78] propose to modify the diffusive term −D∇2(∇2h) of the
CB-model, describing only isotropic diffusion on a flat surface.
On a metal surface, the diffusion of adatoms or vacancies is anisotropic. In
the vertical direction, the mobility of adatoms and vacancies can be influenced
by the presence of an Ehrlich-Schwoebel barrier and in the horizontal plane,
it can be different along different crystallographic directions.
In the special case of Cu(110) the diffusive term from the CB-model is
replaced by:
−S001∂
2h
∂y2
− S11¯0∂
2h
∂x2
−D001∂
4h
∂y4
−D11¯0∂
4h
∂x4
(2.38)
The first two terms represent the diffusion in the vertical direction – from
one terrace to a lower one. Here S001 ∝ 1 − R001 and S11¯0 ∝ 1 − R11¯0 with
R001 = exp [−Es001/kBT ] and R11¯0 = exp
[−Es11¯o/kBT ] are the ratios of the
probabilities for an adatom to descend to a lower terrace or to be reflected
back on the terrace.
The last two terms describe the diffusion in the horizontal plane along the
〈11¯0〉-direction respectively the 〈001〉-direction. D001 ∝ exp [−Ed001/kBT ]
and D11¯0 ∝ exp
[−Ed11¯0/kBT ] with Ed001 and Ed11¯0 representing the activa-
tion energies for the diffusion along the 〈11¯0〉-direction respectively 〈001〉-
direction.
The modified diffusion term (Eq. (2.38)) given here for the special case of
a (110) surface, can be expressed in a more generalized form [8]. The diffusion
term is then:
∑
n
(
Dn
∂4h
∂n4
− Sn ∂
2h
∂n2
)
. (2.39)
After substitution of the diffusion term in the CB-model and adding the
smoothening term |A (E, θ)| proposed by Carter et al. [85], the new differential
equation will be:
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∂h
∂t
= −v0 + γ ∂h
∂x
+ νx
∂2h
∂x2
+ νy
∂2h
∂y2
+
λx
2
(
∂h
∂x
)2
+
λy
2
(
∂h
∂y
)2
+
|A (E, θ)| −
∑
n
(
Dn
∂4h
∂n 4
− Sn ∂
2h
∂n 2
)
+ η(x, y, t) . (2.40)
According to the authors, with this new equation, containing an
anisotropic diffusion term, accounting for different diffusivities along the dif-
ferent crystallographic directions and furthermore containing a new diffusion
term accounting for the possible presence of an Ehrlich-Schwoebel barrier, it
is possible to model the evolution of ripple patterns on crystalline materials.
However, a detailed analysis of the behavior of the material current j
shows that the terms of Eq. 2.38 or Eq. 2.39 respectively, which describe
the current due to the presence of an ES-barrier do not reflect the situation
present during the creation of ripple patterns. The total adatom current j
can be written as the sum of the current jES related to the ES-barrier and
the current jD related to the surface diffusion.
Here, jES is assumed to be proportional to the slope m of the surface, which
is only true for wide terraces∗. However the slopes of the ripples consist only
of narrow terraces. To illustrate the material current jES in function of the
slope m, two vincinal surfaces of different slope are shown in Fig. 2.32. In the
presence of a step edge barrier, the adatoms are reflected at the descending
step edge and incorporated into the ascending step edge resulting in an uphill
current. The magnitude of this current is proportional to the mean distance d
the adatoms travel uphill until they are incorporated into the step edge.
d equals the half width of the terraces and is indicated by the arrows. An
increase of the slope m results in terraces of smaller width and consequently
in a smaller uphill material current. Therefore the current jES related to the
ES-barrier is not proportional to the slope |m| as assumed by the authors but
rather proportional to 1/ |m| [43].
Figure 2.32: Adatom current on a vicinal surface with a low (a) and a steep
slope (b).
∗Terraces which are wider than the distance between islands in the first layer during
growth.
52
Chapter 3
Pattern formation by ion
bombardment – review of
previous experimental work
Since Navez et al. performed the first experiments with grazing incident
ion bombardment [73], several groups investigated the same topic. Most of
the experimental work on this topic is performed on amorphous semiconduc-
tors [77, 80, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94]. Nevertheless, the formation
of ripple patterns and their evolution is also analyzed for polycrystalline [95]
and crystalline [7, 70, 78, 96, 97, 98, 99, 100, 101] metals.
Regular structures cannot only be created by grazing incident but also
by normal incident ion bombardment. In this way it is possible to create
square pits on Cu(001) [68, 69, 102, 103]. Hexagonal pits can be formed on
Pt(111) [62, 63, 64, 65], Ag(111) [102], Au(111) [67] or Cu(111) [66, 102].
Rectangular pits of periodic ripples can be acheaved on Ag(110) [96] or
Cu(110) [70].
As the experiments presented in this work are all performed on a Pt(111)
surface, the discussion focuses on experiments involving crystalline metal sam-
ples.
The multitude of the different possible parameters can be assembled in
two groups:
- parameters related to the ion beam like the ion species, ion energy E,
angle of incidence ϑ with respect to the surface normal, ion flux f and
ion fluence F
- parameters related to the sample like the sample material, the azimuthal
orientation of the sample surface according to the ion beam – especially
in the case of crystalline materials, and the sample temperature T .
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The most prominent parameters according to which the evolution of the
ripple morphology is analyzed are the angle of incidence ϑ, the sample tem-
perature T and the ion fluence F . As in the present work the ripple formation
and evolution are analyzed primarily in function of the ion fluence F and the
sample temperature T the discussion of previous work is also focussed on
these two parameters.
3.1 Continuum approach
It is widely accepted to model the evolution of ripple patterns in the frame-
work of the Bradley-Harper theory. It is not astonishing that such a high
amount of importance is accredited to this theory, since it does not only
predict the formation of a ripple pattern during grazing incidence ion bom-
bardment, but it is also able to reproduce the phenomena of ripple rotation.
Much importance is applied to the temporal development of the wavelength
and roughness according to a power-law, although the exact meaning of the
different exponents is not well known. Nevertheless the works commented
hereafter reveal some interesting findings.
3.1.1 Crystalline materials
C. Boragno et al. analyze in situ the evolution of the ripple formation
on Ag(110) during off-normal ion bombardment ϑ = 16o with 1 keV Ar+
ions [97]. The evolution of the wavelength with increasing ion fluence is
measured by grazing incidence small angle scattering (GISAAXS) for different
temperatures. Additionally, the possible formation of facets is measured by
crystal truncation rods (CTR).
The temporal evolution of the diffracted intensity for different tempera-
tures T reveals that at the highest temperature T = 335 K, the sample is
eroded by step retraction (the signal remains almost constant) and at tem-
peratures T < 335 K, three-dimensional structures develop (the signal drops
rapidly after the ion bombardment sets in).
The analysis reveals the formation of ripples along the 〈001〉-direction,
whose wavelength increases with the ion fluence. Representing the fluence-
dependent wavelength λ in a log-log plot reveals a clear power-law behavior
with the exponents being equal to 1/z = 0.16±0.01 at T = 215 K, 0.13±0.01
at 195 K and 0.13± 0.01 at 245 K.
The slopes found on the ripple patterns are analyzed for different temper-
atures after an irradiation time of one hour. The slopes are analyzed along
the 〈001〉- and the 〈11¯0〉-directions. These results are shown in Fig. 3.1.
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Figure 3.1: Temperature-dependent evolution of facets of ripples aligned along
the 〈001〉- (H scans) and 〈11¯0〉-direction (K scans) on Ag(110). (Graph taken
from reference [97])
At the temperature T = 135 K, the surface shows only a corrugation along
the 〈001〉-direction. By increasing the temperature, a corrugation along the
〈11¯0〉-direction appears, indicating that the surface morphology shows rectan-
gular mounds. Along both directions, the slopes are flat at low temperatures,
reach a maximum for intermediate temperatures and become flatter again
for even higher temperatures. Along the 〈001〉-direction, the slopes show a
maximum of 12o at T = 215 K and a maximum of 10o at T = 265 K along
the 〈11¯0〉-direction.
S. Rusponi et al. analyze the ripple formation on Ag(110) for temper-
atures ranging from T = 230 K to 400 K [96]. In addition to the effect of the
temperature at which the ion bombardment is performed, they also investi-
gated the effect of changing the angle of incidence ϑ and the ion flux f . The
sample is irradiated with Ar+ ions with an energy between E = 500 eV and
1.5 keV. After the ion bombardment, the sample is cooled down to T = 200 K
in order to prevent the morphology from annealing.
For an angle of incidence ϑ = 0o and an ion fluence F = 32 MLE, three
different temperature regimes are identified (see Fig. 3.2). For temperatures
around T = 300 K (b), long ripples are observed. At lower temperatures,
the ripple pattern does not present any long-range order structure and at
higher temperatures T = 320 K (c), the ripple patterns start to vanish and
disappears completely for even higher temperatures.
These different temperature regimes are explained by considering the tem-
perature hierarchy of the different diffusion processes and also the asymmetry
of the Ag(110) surface. At low temperatures T < 250 K, the in-channel jumps
(diffusion along the 〈11¯0〉-direction) are the dominant diffusion process and
the interlayer mass transport is mostly inhibited, resulting in a morphology
of elongated holes recalling the surface symmetry. In the temperature range
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Figure 3.2: STM topographs of the temperature-dependent evolution of
Ag(110). The different temperarutres are (a) T = 230 K, (b) 300 K and
(c) 320 K. (Pictures taken from reference [96])
250 K < T < 320 K, the interlayer diffusion along the 〈11¯0〉-direction gains
in importance and acts together with the diffusion along the same direction
to form the ripple pattern arranged along the 〈11¯0〉-direction. At even higher
temperatures T > 320 K, interlayer mass transport along the 〈001〉-direction
sets in and results in an effective smoothening mechanism.
At the temperature T = 300 K, where the ripple pattern shows well
pronounced ripples, these are aligned along the 〈11¯0〉-direction. The average
separation of the ripples λ = 630± 130 A˚. It is found that the periodicity is
independent from the angle of incidence as well as from the azimuthal angle.
The formation of a ripple pattern sets in for an ion energy E > 800 eV and
the structure does not change considerably with increasing ion energy.
If the sample is not cooled down after the ion bombardment at T = 300 K
(Fig. 3.3 (b)), the ripple morphology is smoothened by diffusion. Pictures
from the same spot reveal that immediately after the ion bombardment
(Fig. 3.3 (a)) the number of exposed layers is 21, while 140 minutes later
is is only 17. The smoothening is due to the interlayer diffusion along the
〈001〉-direction.
At T = 300 K, the morphology depends also on the ion flux f . After
the bombardment with a fluence of F = 10.5 MLE and an ion flux f =
0.035 MLE · s−1, a pronounced ripple pattern develops whereas no periodicity
develops if the ion flux is decreased to f = 0.01 MLE · s−1.
G. Costantini et al. analyze the temperature-dependent evolution of
nano-structures on an Ag(001) surface during normal incident ion bombard-
ment with 1 keV Ar+ ions [70]. For different sample-temperatures ranging
from T = 100 K to 500 K, the sample is exposed to the same ion dose calcu-
lated to erode 10 atomic layers. Following the ion bombardment, the sample
surface is imaged by STM.
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Figure 3.3: STM topographs showing the same spot (a) immediately after
the ion bombardment and (b) after annealing at T = 300 K for 140 min.
(Pictures taken from reference [96])
The temperature dependence of the roughness σ shows two distinct
regimes (see Fig. 3.5). For low temperatures from T = 100 K to 380 K,
the roughness increases with the sample temperature T . After reaching its
maximum at T = 380 K, the roughness decreases rapidly for even higher tem-
peratures. For temperatures T > 440 K, the sample surface remains smooth
during the ion bombardment; here the sample is eroded layer-by-layer. The
authors, wondering about this behavior, explain the temperature dependence
of the roughness by the following mechanism:
At the lowest temperatures almost no diffusion is present so that each
ion impact generates a small vacancy cluster. As the ions are impinging
randomly onto the surface, the sample surface will be covered randomly by
small vacancy clusters, resulting in the layer-by-layer erosion.
At slightly higher temperatures T ∼= 240 K, step edge diffusion sets in.
The vacancies created by a single ion impact still remain localized at the
impact point. As a result, also at these temperatures only small vacancy
clusters form. The only change is that, due to the step edge diffusion, the
vacancy islands develop smooth step edges. In this case too it is still difficult
to remove atoms from the bottom layer of the small vacancy islands, so that
the erosion of the lower layer only sets in when the upper layer is almost
completely removed. Here too the roughness will be low and the erosion will
be layer-by-layer like.
At higher temperatures, the diffusion of adatoms and vacancies sets in.
Here, the small vacancy clusters created by one single ion impact can diffuse
on the surface and grow to large vacancy islands. These large vacancy islands
offer enough space to nucleate new vacancy islands on a lower layer, resulting
in a higher roughness. The adatoms produced at these temperatures (T 
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Figure 3.4: Flux-dependent ripple formation of Ag(110) at T = 300 K: (a)
low flux f = 0.001 MLE/cdots−1 and (b) high flux f = 0.035 MLE · s−1.
(Pictures taken from reference [96])
380 K) are not able to influence significantly the morphology. Some adatoms
will annihilate with vacancies, but as material is removed during the process
of ion bombardment, they cannot compensate all the vacancies. The adatoms
can also diffuse to a step edge, and will be incorporated here. Attached to
a step edge, they can diffuse along the latter and smoothen the step edges.
The presence of an Ehrlich-Schwoebel barrier would limit the inter-layer mass
transport, render more difficult the annihilation of vacancies by adatoms and
therefore enhance the roughness.
Although for temperatures T > 380 K, the amount of diffusion still in-
creases – which should result in an increase of the roughness – the roughness
decreases rapidly for these temperatures. This behavior is explained by the
onset of step edge detachment. Atoms detaching from the step edges in-
crease the adatom density on the terraces, which results in an increase of the
annihilation of vacancies and consequently a decrease of the roughness. At
temperatures T > 440 K, the production of adatoms by step edge detachment
is so effective that all the vacancies created by the ion impacts are refilled by
adatoms and the erosion changes back to layer-by-layer erosion.
An analysis of the temperature-dependent roughness evolution by using
Ne+ instead of Ar+ ions [99] reveals the same behavior.
Boragno et al. analyze by GISAAXS and CTR the time evolution of
the Cu(110) surface during the ion bombardment with 1 keV Ar+ ions [100].
The temperature-range of the analysis is from T = 100 K to 320 K.
Qualitatively, at low temperatures the ripples are aligned along the 〈100〉-
direction; at intermediate temperatures, the morphology changes to a mound
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Figure 3.5: Temperature-dependence of the surface roughness on Ag(001).
(Graph taken from reference [70])
structure and at high temperatures, the ripples are aligned along the 〈11¯0〉-
direction. The formation of a mound structure at intermediate temperatures
is a consequence of the presence of a periodicity along both directions.
The temporal evolution of the wavelength of the ripple pattern aligned
along the 〈100〉-direction, shown in Fig. 3.6 (a), reveals three different regimes.
In all three regimes, the evolution follows a power-law λ = F 1/z. The expo-
nent 1/z decreases for increasing temperature: 1/z = 0.13 at T = 180 K, 0.08
at 220 K and 0.05 at 250 K.
Figure 3.6: Temporal evolution of the wavelength λ along the 〈11¯0〉-direction
(a) and the 〈11¯0〉-direction (b) for Cu(110). (Graph taken from reference
[100])
Along the 〈11¯0〉-direction (see Fig. 3.6 (b)) the evolution of the wavelength
follows a power-law only for the temperature T = 250 K with an exponent
1/z = 0.17. In contrast to this, at the lower temperature T = 220 K, the
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development of the wavelength does no longer follow a power-law, but is found
to increase even faster.
S. Rusponi et al. analyze the temporal evolution of the Cu(110) surface
during ion bombardment at low temperature T = 180 K [104]. In these
experiments the sample is bombarded with 1 keV Ar+ ions at an angle of
incidence ϑ = 45o.
The RMS-roughness is found to follow a power-law σ ∝ F β with an ex-
ponent of β = 0.43± 0.08. Also for an angle of incidence ϑ = 70o the RMS-
roughness follows a power law, but only with a lower exponent β = 0.20±0.05.
In both cases, the roughness does not saturate even in more than two decades.
For normal incident ion bombardment the roughness saturates at a low value.
In this case only four atomic layers are uncovered.
The analysis of the wavelength λ reveals furthermore a development fol-
lowing a power-law λ ∝ F 1/z for all angles of incidence ϑ. The different
exponents are: 1/z = 0.26 ± 0.02 for an angle of incidence ϑ = 45o and
0.13± 0.02 for 70o.
S. Rusponi et al. analyze the orientation of the ripples generated during
normal and grazing incident ion bombardment on a Cu(110) sample in de-
pendence of the substrate temperature T , the angle of incidence ϑ of the ion
beam as well as the azimuthal orientation δ of the sample with respect to the
ion beam [78]. Here, the Cu(110) sample is bombarded with Ar+ ions with
an energy E = 1 keV for different values of the ion flux f and ion fluence F .
After the ion bombardment, the sample is cooled down to T = 100 K and
imaged by STM.
Figure 3.7: Dependency of the ripple orientation on the azimuthal orientation
of the sample with respect to the ion beam direction. The angle of incidence
ϑ = 45o and the azimuthal angle is (a) δ = 0o, (b) 45o and (c) 90o. (Graph
taken from reference [78])
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For normal incident ion bombardment, the temperature-dependent evolu-
tion of the ripple pattern is as follows: at the lowest temperature T = 180 K,
the surface morphology is rough. In the temperature range 250 K < T <
270 K, a well defined ripple pattern develops; the wavelength of this ripple
pattern is λ ∼= 20 nm and the ripples are aligned along the 〈001〉-direction.
An increase to T = 320 K results in an degradation of the ripple pattern.
Increasing the temperature further to 350 K < T < 360 K yields a new ripple
pattern with a wavelength λ ∼= 100 nm and ripples aligned along the 〈11¯0〉-
direction. At even higher temperatures the sample is eroded layer-by-layer.
The dependency on the crystallographic direction δ of the ripple pattern’s
orientation has been analyzed for the different angles of incidence ϑ = 45o
and 70o. For ϑ = 70o, the orientation of the ripples is always parallel to
the ion beam direction, independent of the crystallographic orientation δ. If
the angle of incidence is changed to ϑ = 45o, the ripples are always oriented
along the 〈001〉-direction, independent of the crystallographic orientation of
the sample.
The explanation of these results is based on the new equation (see
Eq. 2.40) introduced by the authors and discussed in the previous chapter.
W. L. Chan et al. performed grazing incident ion bombardment on a
Cu(001) sample [105]. The ion beam consists of Ar+ ions with an energy of
E = 800 eV, the angle of incidence ϑ = 70o and the projection of the ion
beam is along the [100]-direction. The sample temperature is changed in the
range from T = 415 K to 455 K and the ion fluxes to which the sample is
exposed range from f = 1.1× 1014 to 3.4× 1014 ions cm−2s−1.
Their analysis reveals that the wavelength of the ripples follows a power-
law λ ∼ F 1/z with an exponent 1/z = 0.06. At the beginning of the ion
15°0° 30° 45°
Figure 3.8: AFM topographs of ripple formation on Cu(001) for different
azimuthal angles between the [100]-direction and the ion beam direction (in-
dicated by the arrows): (a) 0o, (b) 15o, c 30o and (d) 45o. (Graph taken from
reference [105])
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bombardment, the amplitude of the ripples increases exponentially, as it is
predicted by the non-linear BH-theory proposed by Cuerno and Baraba´si [79].
For larger fluences, the amplitude of the ripples goes into saturation.
In further experiments they change the azimuthal angle ϕ in steps of 15o.
In the case of an orientation along the major crystallographic directions
(Fig. 3.8 (a) and (d)), the ripple pattern is well aligned along the ion beam.
In the case of an misalignment by ϕ = 15o (Fig. 3.8 (b)), one part of the
ripples is aligned along the ion beam whereas the other part remains aligned
along the major crystallographic directions. For an misalignment of ϕ = 30o
(Fig. 3.8 (c)), most of the ripples are aligned along the ion beam direction
while still some segments remain oriented along the main crystallographic
directions.
3.1.2 Polycrystalline materials
Recently P. Karmakar et al. [95] analyzed the ripple formation on poly-
crystalline thin metal films. The analyzed metal films e.g. Au, Pt, Ag, Cu
and Co, are created by sputter deposition onto Si(100) wafers; afterwards,
these samples are exposed to a mass-analyzed 5-27 keV Ar+ ion beam. The
angle of incidence is varied from ϑ = 10o to 80o. The surface morphology is
then analyzed by atomic force microscopy. Fig. 3.9 shows the different mor-
phologies for the sequence of Pt experiments, (a) after the deposition of the
Pt-layer and prior to the ion bombardment, (b) after the ion bombardment
incident at an angle ϑ = 60o, (c) ϑ = 70o and (d) ϑ = 80o. The direction of
the ion beam is from the top to the bottom of the picture.
Figure 3.9: Ion bombardment of a polycrystalline Pt sample. (a) sample
prior to the ion bombardment, (b) sample after the irradiation at an angle
of incidence ϑ = 60o, (c) ϑ = 70o and (d) ϑ = 80o. (Pictures taken from
reference: [95])
The analysis of the surface morphology reveals a typical bump-like struc-
ture for the as-deposited films (Fig. 3.9 (a)). The morphology evolves from
a mound structure for angles of incidence ϑ ∼ 50o. A further increase of the
angle of incidence ϑ results in a surface morphology consisting of a regular
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ripple pattern. First, the wave vector of the ripples is oriented parallel to the
ion beam ϑ = 60o (Fig. 3.9 (b)); at an angle of incidence ϑ = 70o (Fig. 3.9 (c)),
the morphology changes to tiny cones aligned along the direction of the ion
beam and at an angle of incidence ϑ = 80o (Fig. 3.9 (d)), the surface mor-
phology develops ripples with a wave vector aligned perpendicular to the ion
beam direction.
As the small grains in a polycrystalline film are randomly orientated, an
Ehrlich-Schwoebel barrier can be excluded for these materials [106]. P. Kar-
makar et al. derive the wavelength to be λ = 2π
√
2Dyy/ |νy| with Dyy being
the ion induced smoothening coefficient in the y-direction as described by
Makeev et al. [84]. Their calculations show that the calculated wavelength
underestimates considerably those of the experiment. One reason for this is
that the BH-theory predicts a wavelength which is independent of the ion
fluence while experimentally it is found that the wavelength behaves like a
power-law λ ∼ F 1/z. For the case of Pt, P. Karmakar et al. measure an
exponent 1/z = 0.53.
Experiments performed by the same group indicate that an ion fluence
F ≈ 1015 ions/cm2 which is roughly equivalent to 1 MLE is sufficient to
create a ripple pattern on metal substrates, whereas on Si an ion fluence
larger by two orders of magnitude is needed.
3.1.3 Amorphous materials
Ch. Umbach et al. analyze the temperature-dependent development of
the wavelength for the bombardment of a SiO2 sample with 1 keV Ar
+ ions
at an angle of incidence ϑ = 45o [107]. The evolution of the sample surface
is analyzed by real-time grazing-incidence small-angle x-ray scattering (RT-
GISAXS).
The results represented in Fig. 3.10 show that for temperatures T <
200 oC, the wavelength λ does not depend on the substrate temperature. Only
for higher temperatures T > 200 oC the wavelength shows an Arrhenius-like
behavior and increases for increasing temperatures.
Similar behaviors are also found for the ripple formation on GaAs and
InP. S. W. MacLaren et al. [77] bombarded a GaAs sample with Cs+ and
O+ ions and analyzed the temperature-dependence of the resulting ripple
morphologies.
After the irradiation of the GaAs sample with Cs+, a pronounced ripple
pattern develops. In contrast to this, no ripples are found when the ion
bombardment is done at T = −30 oC. An analysis of the ripple wavelength
for the sample temperature ranging from room temperature to T = 200 oC
shows that the ripple wavelength increases with temperatures from T = 45 oC
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Figure 3.10: Temperature-dependence of the wavelength on SiO2. (Graph
taken from reference: [107])
to 100 oC.
The bombardment effects of a Si sample with Xe+ ions at an angle of inci-
dence of 45o is analyzed by G. Carter et al. [85]. The resulting morphology
is analyzed by AFM.
For the bombardment with 40 and 20 keV ions at a temperature T =
300 K, they find that initially the wavelength remains constant over a large
fluence range while the amplitude of the generated ripples increases lin-
ear with the fluence. For the bombardment with ions of a lower energy
E = 10 keV and 20 keV, the wavelengths which develop are similar, but the
increase in amplitude is much lower.
T. M. Mayer et al. [88] analyze the temporal evolution of the rough-
ness [88]. Therefore, a SiO2 sample is bombarded with Xe
+ ions of an energy
E = 1 keV impinging at an angle ϑ = 55o and analyzed in situ by dispersive
x-ray reflectivity and atomic force microscopy.
The evolution of the roughness reveals a linear behavior for a fluence up to
F = 8×1015 ions cm−2. To enable the analyzation of the roughness evolution
by AFM, the sample was exposed to fluences F up to 2× 1016 ions cm−2.
In further experiments, SiO2 samples are roughened to a roughness σ =
0.7−1 nm by Xe+ bombardment as described previously. After an annealing
step to desorb implanted Xe, the sample is bombarded with light ions like
H+ or He+.
The roughness σ as a function of fluence F decays exponentially due to
the exposure to the H+ respectively He+ ion beam. Ions with a higher energy
are more effective in smoothening the surface. In the range from 25o C to
500o C, only a weak temperature-dependency of the smoothening effect is
found.
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E. Chason et al. analyze the fluence-dependent evolution of the rough-
ness for different temperatures [80] (see Fig: 3.11 (a)). They bombard Ge(001)
surface with 1 keV Xe+ ions at an angle of incidence ϑ = 55o along the 〈110〉-
direction.
In their analysis they find three different temperatures regimes. At the
highest temperature T = 300o C the surface roughens only slowly and the
roughness increases sub-linearly with the ion fluence. At intermediate tem-
peratures T = 250o C, the roughness increases exponentially with the ion
fluence. At low temperatures T = 150o C, the roughness reaches a steady-
state value and does not increase above this value.
Figure 3.11: Temporal-evolution of the roughness σ at different temperatures
(a). Smoothening by ion bombardment at T = 25o C of a pre-roughened
sample (b). (Graph taken from reference [80])
RHEED measurements show that the sample remains crystalline during
the bombardment at T = 300o C and 250o C, but turns amorphous during
the bombardment at T = 150o C.
In an interesting experiment (see Fig. 3.11 (b)) they first bombard the
sample at T = 300o C. During this step, the roughness increases fast to an
RMS value of σ = 1.0. In a second step, they let the roughened sample cool
down to room temperature (T = 25o C) and resume the bombardment. Dur-
ing this second step, the roughness decreases exponentially to an RMS value
of σ = 0.3, while the sample state changes from crystalline to amorphous.
3.2 Atomistic approach
It was only recently that groups started to take a different approach for the
modeling of pattern formation, especially on crystalline materials. The new
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approach distances itself from the theory in favor of an atomistic model. In
the present work too, this new approach is adopted in order to develop a
new model for the development of periodic patterns and to understand the
evolution of ripple patterns. The probably most prominent work adopting this
approach is done by S. van Dijken et al. who analyze the pattern formation
by grazing incident ion bombardment on Cu(001) [7].
After bombarding the sample with 800 eV Ar+ ions at an angle of inci-
dence ϑ = 80o, they observe the resulting surface morphology by Spot Profile
Analyzing - Low Energy Electron Diffraction (SPA-LEED). Fig. 3.12 shows
the temperature dependence of the average groove separation (wavelength λ
of the ripple pattern) which develops in the temperature range T = 150 K to
300 K. Two different temperature regimes are identified: for temperatures
T < 200 K, the wavelength of the ripple pattern is temperature independent
and for temperatures T > 200 K, the wavelength increases with temperature.
From the slope in the temperature-dependent regime, an activation energy of
E = 0.3 eV is evaluated, which translates into the activation energy calcu-
lated for the diffusion of vacancies.
Figure 3.12: Temperature-dependence of the wavelength λ on Cu(001) after
an irradiation with a fluence F = 12 MLE of 800 eV Ar+ ions at an angle of
incidence ϑ = 80o. (Graph taken from reference [7])
In the same work, van Dijken et al. propose a mechanism explaining the
formation of a regular ripple pattern. At the beginning, the vacancies result-
ing from the ion bombardment nucleate to stable vacancy clusters. These
vacancy clusters grow in the direction of the ions beam, since the ascending
step edges are not shielded by neighbors and the ion flux is increased in these
spots due to geometrical reasons. The vacancy clusters growing in length
will first coalesce in the direction along the ion beam. After the coalescence,
the vacancy grooves – still not well aligned – are smoothened by thermody-
namics which tries to reduce the kink concentration by the atomic process of
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step edge diffusion and by the preferential erosion of material at kink sites
which are exposed to the incoming ion beam. The high degree of ordering
perpendicular to the ion beam direction is related to the vacancy generation
on the terraces separating neighboring vacancy grooves. The vacancy grooves
which are created here are most likely incorporated into the step edges of the
vacancy grooves. Due to statistical reasons, on wide terraces are generated
more vacancies than on narrow ones, resulting in a faster erosion of the de-
scending step edges of large terraces than narrow ones. The periodicity of the
vacancy grooves pattern is increased by this mechanism, where the centers of
gravity of distant vacancy grooves approach each other while those of close
by vacancy grooves tend to move away from each other.
3.3 Summary
To conclude this chapter a summery of the different experimental findings con-
cerning the temperature and fluence-dependent evolution of the wavelength
and the roughness is given.
3.3.1 Evolution of the wavelength
Overall, the spacing between the ripples is increasing with increasing ion
fluence. Generally the development of the wavelength follows a power-law
λ ∼ F 1/z whereas the possible exponents span a wide range from low values
1/z = 0.05 on Cu(110) at a temperature T = 250 K [100] to large values
1/z = 0.53 [95] for the case of the bombardment on polycrystalline platinum.
There are also cases where the wavelength develops differently then a power-
law. When Si is bombarded at a temperature T = 300 K [85], the wavelength
first stays constant before it starts to increase linearly with the ion fluence.
On Cu(110) at a temperature T = 220 K, the wavelength along the 〈11¯0〉-
direction increases even faster then a power-law [100].
The temperature-dependent evolution of the wavelength resolves into
three different regimes [77, 96, 104]. At low temperatures the surface remains
flat – no structures are created. At intermediate temperatures the ripples are
created, and at high temperatures ripples are no longer created. It is found
that the wavelength in the second temperature regime behaves as follows:
first the spacing of the ripples remains constant – temperature independent
behavior; and for higher temperatures, the separation of the structures in-
creases with the temperature – temperature-dependent behavior [7, 96, 107].
If the fluence-dependent wavelength develops according to a power-law, then
the exponent z can be different for different temperatures.
The temperature-dependent evolution of the steepness of the slopes on
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Ag(110) [97] along the 〈001〉 and 〈11¯0〉-directions first increases with rising
temperature to reach a maximum at T = 215K and 265 K respectively and
then decreases for even higher temperatures.
3.3.2 Evolution of the roughness
In the temperature regime where a clear ripple pattern develops, the rough-
ness seems to follow a power-law σ ∼ F β [88, 104, 108]. Different exponents
are found e.g. β = 0.43 or 0.20 on Cu(110) according to the angle of inci-
dence ϑ, or an exponent β = 1 on SiO2 [88].
Similar to the temperature-dependent evolution of the wavelength, also
the evolution of the roughness on metals as well as on semiconductors can
be divided into three different regimes [61, 62, 70, 80, 97, 109]. For low
temperatures, the roughness remains low; at intermediate temperatures the
roughness increases with increasing temperatures and at high temperatures
the roughness is decreasing again to very low values.
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Experimental set-up and
procedures
The experiments to study the ripple formation and evolution on the Pt(111)
surface by grazing incidence ion bombardment are performed in an ultra high
vacuum (UHV) system and the resulting morphologies are imaged by scanning
tunneling microscopy (STM).
To make the analysis possible, the UHV-system has to fulfill some condi-
tions. In order to analyze the effect of the ion beam onto the sample without
the interference of adsorbates, the background pressure has to be very low.
Furthermore, it should be possible to modify the angle between the ion beam
and the surface normal while still being able to cool the sample to temper-
atures as low as possible. The present chapter describes the system as well
as the modifications introduced. It presents too the procedure to set up and
characterize the ion beam as-well as the procedure to prepare the sample.
4.1 UHV-system
The UHV-system used to perform the experiments is shown in Fig. 4.1
and 4.2. A more in-depth review of the system used is found in the ref-
erences: [51, 110, 111, 112, 113, 114]. The different parts which constitute the
system can be grouped in three categories:
The mounting of the system. The UHV-chamber (1) is mounted onto a
frame (2), which is suspended to the ceiling by four springs (3) placed at
each corner of the frame. The fixation by springs makes sure the system is
insulated from low frequency vibrations, especially during the recording of
the STM-pictures. During the time where no STM-pictures are recorded, the
frame can be immobilized by fixing it on four posts (4).
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Figure 4.1: Side view of the UHV-chamber. The details are explained in the
text.
The pumps to create and maintain the vacuum. The creation and main-
tenance of a base pressure in the range of 5 · 10−11 mBar is a complicated
and technically challenging task. All the pumps connected to the system are
enumerated hereafter: turbo-molecular pump (5) with an upstream rotary
pump, ion pump (6), cold trap (7) in combination with a titan sublimation
pump (8) and a getter module (9).
The inner life of the system. The sample (10), in this case a platinum
single crystal, is fixed to the sample holder (11). The sample holder is fixed
to a heavy stainless steel block (12) which lies in the manipulator (13). The
precise ion current can be measured by a Faraday-cup (14) mounted in the
center of the manipulator. The sample is connected by a copper braid to
the cryostat (15). A differentially pumped, mass-filtered ion source (16) is
used to perform the ion bombardment. A screwdriver is mounted on a wob-
blestick (17) to set the angle between the sample surface normal and the
ion beam. A quadrupole mass spectrometer (18) to analyze the composition
of the background pressure and the main analysis tool – an inverted beetle
STM (19) – complete the equipment.
Fig. 4.2 shows a cross section of the chamber at the position of the ion
source. The ions, which are produced in the ion source (21) are accelerated to-
wards the sample (10). On their way to the target, they pass a Wien-filter (20)
where they are selected according to their mass/energy ratio. After passing
the Wien-filter, which is tilted by 4o in order to filter out neutral particles, the
ions access a deflection unit (19). To grant a low pressure in the main cham-
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Figure 4.2: Cross section of the UHV chamber which represents the arrange-
ment of the ion source, sample and the two Faraday cups. Details are given
in the text.
ber, this system (ion source, Wien-filter and deflection unit) is pumped differ-
entially by a small turbo-molecular pump (22). The ion beam enters the main
chamber along an horizontal axis and is directed towards the center of the
sample (10) fixed on the sample holder (11) which can be tilted along an axis
perpendicular to the ion beam. The tilting of the sample holder is achieved
by releasing the setting-screw (23) with the screwdriver (17) mounted on a
wobble-stick. The ion current can be measured at the location of the sample
center thanks to a Faraday-cup (14) mounted directly on the manipulator.
The reflected ion beam is measured by a second Faraday-cup (24) mounted
on a x,y,z manipulator.
4.2 System modifications
The challenge is to design a sample holder which can be tilted but which
remains at the same time rigid in order to allow the imaging of the surface
morphology by STM without the perturbations due to vibrations. Further-
more, a good thermal insulation of the sample against its surroundings should
bee guaranteed.
Fig. 4.2 shows the alignment of the ion source and of the sample. The
ion enters the chamber along a horizontal axis. If the sample is oriented in
parallel to the ion beam ϑ = 90o, then the ions are streaking the sample
surface. As indicated in the figure, the sample can be tilted towards the ion
beam so that ϑ < 90o. The reflected ion beam can then be captured by the
mobile Faraday-cup on the opposite side of the ion source. The advantage of
aligning the different components this way is that the sample needs only to
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be tilted by small angles to achieve large angles ϑ between the ion beam and
the surface normal.
In detail, the sample fixation is realized as shown in the inset of Fig. 4.2.
The sample (10) is clamped by tree tungsten leaf springs to the sample
holder (11). In-between the sample and the sample holder are located three
small sapphire balls. In order to allow the sample holder to be tilted, it is
resting on two posts which are fixed to the stainless steel block (12). On both
sides of the sample holder are cantilevers: On the cantilever (26) close to
the ion source, a spring (27) is pulling the sample holder, in order to tilt the
sample into the ion beam. To avoid the spring from pulling the sample holder
all the way down, a setting-screw (23) which limits the possible tilting is fixed
on the cantilever (28) at the opposite side. By turning this setting-screw in
or out with the screwdriwer∗ (17), the sample can be tilted by a precise angle.
Figure 4.3: Illustration of the rotation of the sample along an axis lying in
the surface plane (a) and (b) and an axis located underneath the surface (c)
and (d).
A symmetric rotation along the center of the sample surface is only possi-
ble if the axis of rotation lies within the plane spun by the sample surface. If
the axis of rotation lies underneath the sample surface, then the sample will
not rotate symmetrically along the surface center but will perform a rolling
movement. The two different cases are shown in Fig. 4.3 (a)-(d). In each
picture, the axis of rotation is indicated by a cross, and the center of the
sample surface by a blue dot. In the upper case, picture (a) and (b), the
axis of rotation is located at the sample surface and the rotational movement
is symmetric. In the lower case, picture (c) and (e), the axis of rotation
is located underneath the surface; here, the sample surface makes a rolling
movement, which also induces a tilting of the sample, but the center of the
sample is shifted towards the lower left. In order to avoid this side effect, the
axis of rotation is placed as close as possible to the sample surface.
∗The screwdriver is a hexagon wrench key with a ball-shaped head which allows an
angle between the screw and the screwdriver.
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The spring used to tilt the sample is made as strong as possible in order
to achieve a tight seating of the sample holder for any set angle. The force
exercised by the spring will change, as the sample is tilted, but by locating
both fixation points as far as possible from each other, ∆l/l can be made
small, which will result in an as constant as possible force exercised by the
spring.
The setting-screw to adjust the sample angle is made out of bronze to
prevent it from vacuum-welding to the taped hole in which it rotates. The
outside of the screw’s head is plated with platinum in order to avoid back
sputtering of impurities.
The sample can be heated by thermal radiation from a tungsten fila-
ment (29) (see Fig. 4.2) which is placed beneath the sample holder. To reach
temperatures T > 550 K the sample can be heated additionally by electron
bombardment. To keep the background pressure low, it is wise to heat only
the sample while its surroundings should be kept at a temperature as low as
possible; the filament is therefore placed into a Wendell (30) which will focus
the emitted electrons of the e-beam heating towards the sample. In order to
shield the surroundings from heating up too much a copper cylinder (31) is
placed around the Wendell.
To cool the sample, the sample holder is connected by a copper braid to a
cryostat, which can be operated by liquid nitrogen or liquid helium, depending
on the temperature needed. Temperatures in the low kelvin range can only be
achieved if the losses of the cooling power are minimized. Therefore, special
care has been applied to the parts which connect the sample holder to the base
plate. Fig. 4.2 shows that there are three possible paths to dissipate cooling
power by thermal conductivity to the surroundings: the posts on which the
sample holder rests, the setting-screw and the spring.
- The two central posts on which the sample holder rests are the most
prominent links with its surroundings. A small glass ball is placed
in-between the sample holder and the posts. Thanks to the very low
thermal conductivity of glass, this layer acts as a barrier to the heat flow.
The heat conductivity of the posts is decreased further by reducing the
cross sectional area of the posts to a minimum by using thin-walled
tubes for the upper part of the posts.
- The setting-screw too acts as a drain to the cooling power. Therefore
this screw is made out of a thin-walled tube. In addition to this pre-
caution, the contact area between the sample holder and the cantilever
which leads to the setting-screw is minimized by countersinking the
cantilever at the place where it overlaps the sample holder.
- The spring which pulls on the sample holder should guarantee a strong
fixation of the latter; simultaneously it should limit the loss of cooling
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power. The first requirement does not allow to simply reduce the cross
sectional area of the spring, because doing so would result in a too weak
spring. The second prerequisite is met because the path length via the
spring wire from the sample holder to the lower fixation point of the
spring is so long, that the temperature gradient along this path is small
and the cooling loss minimal.
With all these optimizations to reduce the loss of cooling power to a
minimum, sample temperatures as low as T = 38 K are reached by using
liquid helium as cooling medium.
4.3 Ion current measurement
To make reliable statements about the used ion fluence F , it is necessary
to measure the exact ion current arriving at the center of the sample. The
current in this spot can be measured by a Faraday-cup which is mounted
on the manipulator and whose aperture is at the same height as the sample
center. The cup can be positioned in front of the ion beam by displacing the
manipulator.
To calculate the ion flux hitting onto the sample, the following values must
be known: the radius of the Faraday-cup aperture rcup, the current measured
in the Faraday-cup Icup and the density of atoms in one crystal layer ρ. With
these values, the particle flux jcup is given by:
jcup =
Icup
e
with e being the elementary charge.
Furthermore, the particle density at the aperture of the Faraday-cup is:
δ =
jcup
πr2cup
=
Icup
eπr2cup
.
For a normal incident ion beam (ϑ = 0) the flux f of particles at the
surface would then be in [MLE · s−1]:
f(ϑ=0) =
Icup
ρeπr2cup
.
At grazing incidence ion bombardment, the angle ϑ between the sample
surface normal and the ion beam has to be considered; therefore the ion flux f
arriving at the surface becomes a function of ϑ: f → f(ϑ):
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f(ϑ) =
Icup
ρeπr2cup
· cosϑ .
4.4 Ion beam alignment and characterization
Setting up the ion beam in such a manner that the ion bombardment can be
performed at well known parameters is another big challenge. The difficulty
is best pointed out by considering that the sample used in the experiments
is 6 mm in diameter and that the angle of incidence ϑ = 83o. The resulting
projection calculates to 0.7 mm.
Although the dimensions of the different components which constitute
the experimental setup are well known, and the different parts are machined
with great care, it would be a mistake to simply assume that the ion beam is
automatically aligned horizontally with the system and illuminates homoge-
neously the thin line constituting the projection of the sample.
Here is the description of the ion beam’s set-up achieving an exposure
with maximal homogeneity
In a first step, the zero-position of the sample is set horizontally relative
to the chamber respectively parallel ϑ = 90o to the incoming ion beam. The
UHV-chamber offers two viewports at the angles of ±45o through which the
sample position can be gauged by the use of a laser beam. As the sample
surface is located at the center of the chamber, the laser beam sent in through
one of the viewports is reflected on the sample and can be screened at the
second viewport. In fact, this method works so well that more than one laser
spot is observed on the sample if the sample is well aligned horizontally. The
multiplicity of laser spots on the sample is due to multiple reflections of the
laser beam at the inside of the viewports. When the zero-position of the
sample is found, its position is fixed by locking the two nuts on the thread of
the setting-screw (see (32) in Fig. 4.2).
To measure the ion current arriving at the sample, the Faraday-cup
mounted on the manipulator is adjusted vertically in such a way that its
aperture is at the same height as the sample surface. This alignment too can
be monitored by the use of a laser beam. Therefore the laser beam is aligned
tangent to the sample surface and then the the manipulator is shifted until
the faraday cup is at the location of the laser beam. If then the laser beam
does not hit the opening of the Faraday-cup, its position must be readjusted.
The calibration of the setting-screw and the adjustment of the parameters
of the scanning unit are rather time consuming preparations∗.
∗If the angle of incidence ϑ is kept constant during all the planned experiments then,
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Figure 4.4: Measured height difference ∆hN between the direct and reflected
ion beams at the distance l from the sample center.
In order to know how many turns on the setting-screw equal what angle ϑ,
the setting-screw is calibrated. For higher precision, these measurements are
performed with a non-widened ion beam. The calibration is done by first
determining the vertical position of the direct, non reflected, ion beam. Ef-
fectively this is done by recording the intensity profile in the vertical direction
around the position of the maximal intensity. The center is determined to
be in the middle of the two positions where the measured intensity drops to
half the maximal measured intensity. This calibration having been done, the
sample is tilted by N turns of the setting-screw and positioned into the ion
beam. One part of the impinging ions is reflected. The mobile F-cup is moved
by the distance ∆h = h0 − hN in the vertical direction to find the maximum
intensity of the reflected ion beam. The distances h0 and hN can be read with
high precision from the micrometer-screw of the manipulator. The horizontal
separation l between the sample center and the position where the reflected
intensity is measured is determined while the system is open. By the use of
trigonometry the angle of incidence can be related to the number of turns
performed on the setting-screw with the following equation:
∆hN
l
= tan(180o − 2 ϑ) = − tan(2 ϑ) .
This procedure is repeated for several numbers of turns on the setting-
screw. Table 4.1 gives an overview of the calculated angles of incidence for
the tilting of the sample by different numbers of turns of the setting-screw.
These values can be represented in a graph and fitted by a straight line
(see Fig. 4.5). For most of the experiments founding this work, an angle of
incidence ϑ = 83o is used, which equals 6 turns and 158o of the setting-screw.
In the next step, the ion beam is focussed to the center of the sample.
This is done by positioning the Faraday-cup on the manipulator in front of
the incoming ion beam and by profiling the beam while deviating it first along
due to the rolling movement of the sample center while changing the angle of incidence ϑ,
it would be best to align the aperture of the Faraday-cup to the center of the tilted sample.
76
4.4 Ion beam alignment and characterization
N hN ∆hN ϑN
direct beam 23.30 0 0
4 16.75 6.55 86.07
6 12.10 11.20 83.35
8 8.00 15.30 81.05
Table 4.1: Calibration of the setting-screw. Listed are the calculated angles
of incidence ϑ for the tilting of the sample by different amounts of turns of
the setting-screw.
the horizontal and afterwards along the vertical direction. The deflection is
then set in such a way that the center of the detected intensity hits the F-cup.
After the ion beam is centered on the sample it is widened in both directions
so that a plateau of the dimensions 6.5 mm× 1.0 mm is reached.
First the beam is widened in the x-direction. By recording profiles of the
beam intensity, the beam width can be adjusted until a plateau of a width
of 6.5 mm is achieved. The width of the beam in the vertical direction is
then set by assuming that the scanning unit behaves in the same way in
both directions, assumption which is based on the informations given by the
calibration sheets of the manufacturer of the ion source [115]. In the vertical
direction, the beam is widened to 1 mm for a calculated width of projection of
the sample of 0.7 mm for an angle of incidence ϑ = 83o. After the widening in
the vertical direction the position of the center in this direction is verified by
analyzing a profile of the intensity by deviating the ion beam in the vertical
Figure 4.5: Calibration of the setting-screw. The graph shows how many
turns the setting-screw must be turned in order to set a precise angle between
the sample surface normal and the ion beam.
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direction along the F-cup. A possible shift of the center of the ion beam due
to the widening can then be corrected.
To close the discussion of the the set-up of the ion beam, there is one
additional way to control the accuracy of the angle between the ion beam and
the surface normal. Fig. 4.6 shows the Pt(111) surface after the irradiation
with an ion fluence of 20 MLE and an ion flux f = 1.15 · 10−3 MLE/s at an
angle of incidence ϑ set to 86o according to the calibration of the setting-screw.
The ion beam direction is indicated by the arrow in the top right corner. The
STM-topograph shows only scratches along the ion beam and almost only
descending steps in the direction of the ion beam. Beneath the center of the
picture is an area where the ion beam leads to a more pronounced ripple
creation as one would expect (the ripple creation and evolution are discussed
in detail in the following chapters).
Figure 4.6: STM topograph of the Pt(111) surface after 5 keV Ar+ bombard-
ment at 450 K. The angle of incidence ϑ = 86o. The sample surface shows a
high density of descending step edges and the development of ripples only in
the area beneath the center of the picture. Picture (b) shows a zoom-in from
the area where the ion beam is assumed to be parallel to the sample surface.
The topograph size is 2450 A˚ × 2450 A˚ and and the size of the zoom-in is
600 A˚ × 600 A˚. The direction of the incoming ion beam is indicated in the
top right corner.
But how to explain that the surface can develop into two completely dif-
ferent morphologies? Due to the high concentration of descending step edges,
the average sample surface is almost parallel to the ion beam, and the latter
is only able to scratch the surface. In the area where the ripples appear, the
angle between the ion beam and the surface normal must be smaller, which
is due to the presence of larger terraces respectively to a lower step density.
The real angle between the flat sample surface and the ion beam can be
estimated by assuming that the ion beam is parallel to the stepped surface
in the point where the ripples disappear. By measuring the terrace width in
these points, and knowing the height difference ∆h between two consecutive
78
4.5 Sample preparation
layers, the average surface slope can be calculated for these points. With
the assumption that here the ion beam is parallel to the average surface, the
local inclination of the surface must equal the real angle between the ion
beam and the flat sample surface. The angle of incidence calculated by this
method results to ϑ = (88 ± 0.16)o indicating an offset of 2o with the set
angle of ϑ = 86o. Considering the extensive process to set up the ion beam,
this large offset would be a disappointing result. Therefore in an additional
experiment∗ the sample is irradiated at an angle of incidence ϑ = 90o. If
the true angle of incidence is larger by 2o than the calculated one, then the
ion beam cannot reach the sample surface; but the STM-topographs reveal
damage, located exclusively at the step edge. Therefore the ion beam must be
oriented parallel or close to parallel to the sample surface. Concluding from
this experiment, the angle of incidence resulting from the calibration must
be much more accurate than the ±2o obtained by the rather rough method
described before.
4.5 Sample preparation
In order to perform high quality experiments, the sample surface has to be
freed from all kinds of impurities. The most frequent contaminations on
platinum samples are: P [116], Ca [116, 117], C [116] and Co [118]. The
cleaning procedure can be differentiated into two cases.
After venting the system, the sample needs a more thorough cleaning
than during the normal operating sequence. If the sample is exposed to
the atmosphere, its surface is covered by a high amount of carbon. The
carbon is removed most effectively by reactive ion bombardment. Reactive ion
bombardment consists in glowing the sample at a temperature T = 773 K
in an oxygen background atmosphere of 5 · 10−7 mBar and in simultaneously
bombarding the sample surface with Ar+ ions with an energy of E = 5 keV.
After the sample underwent this procedure for 8 hours, no more carbon can
be detected on the sample surface, by a control through STM-imaging.
A new sample contains small amounts of P, Ca and Co which influence
the experiments. The best way to get rid of these impurities is to create a
depletion zone underneath the surface. By annealing the sample to high tem-
peratures T > 1300 K these impurities segregate from the bulk to the sample
surface where they can be removed by ion bombardment. By performing cy-
cles of annealing at high temperatures and ion bombardment, it is possible to
create a depletion zone and thereby reducing the amount of impurities seg-
regating to the sample surface during the experiments by avoiding annealing
temperatures T > 1300 K.
∗In this case it is impossible to indicate an ion fluence F or an ion flux f as the ion
beam is parallel to the sample surface.
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The cleaning procedure prior to an experiment is found to be much more
simple, because only the impurities which adsorbed from the background
pressure during the time between two consecutive experiments need to be
removed. In a first step, the sample is annealed at a temperature T = 1273 K
for a duration of 30 seconds. After this annealing step, the sample is bom-
barded with Ar+ ions with an energy E = 5 keV for at least one hour. The
angle between the sample surface normal and the incoming ion beam is set
to ϑ = 80o. In a last step, the sample is tilted back to the horizontal position
and annealed shortly to a temperature T = 1273 K. This preparation proce-
dure results in a clean surface with atomically flat terraces with a width of
typically 2000 A˚ as can be seen in the STM topographs of Fig. 5.2.
4.6 Experimental procedure
Immediately after the preparation, the different parameters for the experi-
ment are set. The sample is tilted to the right angle and the sample heat-
ing/cooling is switched on. Prior to the ion bombardment, the ion beam
position and current are fine-tuned. Therefore, the Faraday-cup mounted on
the manipulator is moved in front of the ion beam. First, the ion current is
set to the right value by widening or narrowing the ion beam in the vertical
scanning direction. After this, the position of the ion current plateau in the
vertical direction is checked by deviating the ion beam along the vertical di-
rection over the Faraday-cup. Any slipping of the center is then adjusted by
moving the center of the ion beam. While the heating or cooling is stabiliz-
ing at the set temperature, the ion current is monitored in order to see if it
remains stable at the set value. If necessary the ion current is corrected by
readjusting the vertical width of the ion beam.
After the final tuning of the ion beam is completed and the sample tem-
perature is stabilized at the set value, the beam is blanked out and the sample
is positioned in front of the ion beam. After this, the sample is exposed to
the ion beam.
Immediately after the bombardment, the sample heating is switched off.
The sample then cools down to room temperature or, for experiments per-
formed below room temperature, to the minimal temperature reached by liq-
uid nitrogen respectively liquid helium. This procedure prevents undesirable
annealing of the surface morphology after the ion bombardment.
To calculate the precise ion fluence to which the sample was exposed, the
ion current is measured again after the ion bombardment. Normally the ion
current stays constant during the irradiation time. In the case of a difference
between the ion current set at the beginning and the current measured at the
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end of the experiment, the used ion fluence F is given by the average of both
measured currents, multiplied by the exposure time.
Finally, the sample is tilted back to its horizontal position and the surface
morphology is imaged by STM.
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Chapter 5
Morphology-dependent
sputtering yield
As shown in chapter 2, the amount of the damage created by each ion impact
depends heavily on the way the ions impinge onto the sample surface.
Figure 5.1: Schematic representation of an ion : (a) impinging normal onto
the surface, (b) hitting a large flat surface area and (c) impinging into an
ascending step edge
For ions which impinge normal on the surface, a constant sputtering yield,
not or only slightly dependent on the morphology of the sample is expected.
Ions which impinge close to the step edge might have a different sputtering
yield as those impinging far away from step edges, but this difference in the
sputtering yield should not exceed a few %. In this case an average sputtering
yield Y for all the ions is assumed.
For grazing incidence ion bombardment, the situation is completely differ-
ent. Here the morphology of the sample is important. As seen previously, ions
impinging onto flat terraces are most likely reflected without damaging the
sample, or inflict only little damage to the sample. But those ions which hit
into defects like ascending step edges create a rather large amount of damage
to the surface. Here one can no longer speak of one average sputtering yield
but one has to assume an average sputtering yield Y which is a mixture of
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the sputtering yield for ions hitting into ascending step edges Y step and the
sputtering yield for ions hitting onto flat terrace areas Y terr.
In this chapter a new evaluation method for both sputtering yields is
presented.
5.1 Fluence-dependent sputtering yield
For the purpose of evaluating the two different sputtering yields, a fluence-
dependent experiment sequence is performed. Except for the ion fluence F , all
the other parameters are kept constant. The sample temperature T = 720 K,
and the angle of incidence is ϑ = 83o. The ions used are Ar+ with an energy
E = 5 keV and an ion flux f = 1.15 · 10−3 MLE · s−1.
Fig. 5.2 shows a sequence of STM-topographs where the sample has been
exposed to different ion fluences ranging from F = 0.13 MLE to 2.25 MLE.
The direction of the incoming ion beam is indicated by the arrow in the top
right corner of picture (a).
The STM-topographs show vacancy islands bordered by monatomic high
steps, which are created by the accumulation of vacancies produced by the
ions impinging onto the sample surface. As expected, the amount of removed
material Θ increases with an increasing ion fluence from (a) to (j). The island
density stays almost constant up to an ion fluence F  1.0 MLE. Only for
fluences F > 1.0 MLE single islands start to coalesce and the island density
nx starts to decrease, which can clearly be seen in picture (i) where an ion
fluence F = 1.75 MLE is used. The island size distribution is very narrow for
ion fluences F  1.0 MLE – up to this fluence, all the islands are of similar
size. Only at higher fluences, the island size distribution starts to broaden,
mainly due to the sudden growth of single islands by coalescence.
In these experiments the shape of the vacancy islands is governed by the
efficient diffusion at T = 720 K. Up to a fluence F = 1.22 MLE the diffusion
is sufficient for the islands to develop the typical hexagonal equilibrium shape.
Only for larger fluences (see picture (i) and (j)) the islands do not only grow
by further erosion due to the ion beam but also by coalescence. In this case
the islands suddenly grow by a large amount and the diffusion is no longer
able to relax the island to the typical hexagonal shape on the time scale of the
experiment – moreover the island size distribution becomes broader due to co-
alescence. Nevertheless, also here the islands are framed by the energetically
favorable dense packed step edges oriented along the 〈110〉-directions.
The quantitative evaluation of the removed material θ in function of the
ion fluence F is shown in the graph 5.3. The solid dots represent the expe-
rimental findings from the experiments shown in Fig. 5.2 and the solid line,
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Figure 5.2: (a)-(j) STM topographs of Pt(111) after 5 keV Ar+ ion bombard-
ment at the temperature T = 720 K. The ion fluences are: (a) F = 0.13 MLE,
(b) 0.25 MLE, (c) 0.39 MLE, (d) 0.50 MLE, (e) 0.63 MLE, (f) 0.75 MLE,
(g) 1.0 MLE, (h) 1.22 MLE, (i) 1.75 MLE and (j) 2.25 MLE. The topograph
size is always 2450 A˚× 2450 A˚ and the direction of the incoming ion beam is
indicated in the top right corner of (a).
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intended to guide the eye, is a fit with a polynomial function of third degree
passing through the origin to the experimental values.
At very low fluences, the curve sets in with a low slope. This is due to
the fact that at the very beginning of the ion bombardment, all the ions hit
onto flat terrace areas. Most of these ions are reflected specularly without
creating any damage and the remaining ions create only little damage. The
average sputtering yield Y is dominated by Y terr.
Figure 5.3: The dots represent the experimental values for the removed mate-
rial at different ion fluences. The solid line is a fit to the experimental values
and intended to guide the eye.
Slowly, small vacancy islands nucleate and the possibility for ions to hit
into ascending step edges rises. From here on, the higher sputtering yield
Y step at step edges comes into play and results in an increase of the average
sputtering yield Y with the increase of the exposed step length by the growth
of the vacancy islands. At an ion fluence around F = 1 MLE, the slope
reaches its maximum. It decreases again for larger fluences. The decrease
of the slope coincidences with the onset of coalescence. The coalescence of
islands causes a decrease in step edge density which translates to a decrease
of the average sputtering yield Y . At high ion fluences F ≥ 1.75 MLE, the
step edge concentration is considerably reduced by island coalescence and the
sputtering yield is almost as low as at the beginning of the ion bombardment.
Whereas each of the two different sputtering yields Y step and Y terr is con-
stant in time, the average sputtering yield Y is changing considerably during
the ion bombardment. This change of the sputtering yield is correlated to
the increase (F  1.0 MLE) and following decrease (F > 1.0 MLE) of the
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step edge concentration. Effectively, the average sputtering yield becomes
dependent on time or ion fluence: Y → Y (F ).
5.2 Temperature-dependent sputtering yield
One important result from the previous experiments is that although the two
sputtering yields Y step and Y terr are constant, the average sputtering yield
Y can be subject to large changes. This change is a result of the fluence-
dependent step edge concentration which necessitates a fluence-dependent
weighting of the two sputtering yields. Besides changing the step edge con-
centration with the ion fluence, it is possible to achieve the same effect by
growing the vacancy islands at different temperatures.
Fig. 5.4 shows a sequence of STM-topographs where the temperature has
been decreased from T = 720 K (a) down to 625 K (f). All the experiments
make use of the same ion fluence F = 0.5 MLE. The parameters for the ion
beam are the same as for the fluence-dependent experiments discussed in the
previous section.
Figure 5.4: (a)-(d) STM topographs of Pt(111) after the irradiation with an
ion fluence F = 0.5 MLE at the temperatures T = 720 K (a), 700 K (b),
675 K (c), 650 K (d), 637 K (e) and 625 K (f) respectivly. The topograph
size is always 2450 A˚× 2450 A˚ and the direction of the incoming ion beam is
indicated in the top right corner of (a).
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The removed material Θ in dependency of the sample temperature is rep-
resented in the graph of Fig. 5.5 as the solid black dots. Θ increases by a
factor of three from F = 0.12 ML at the highest temperature of T = 720 K
to 0.45 ML at T = 650 K. The increase in the amount of removed material
for the same ion fluence is so large that it can easily be noticed by simply
comparing the two adjacent pictures (a) and (d) in Fig. 5.4, where the sample
temperatures are T = 720 K and 650 K respectively. The maximum for the
amount of eroded material is reached at a temperature between T = 637 K
and 650 K. For even lower temperatures, the amount of removed material de-
creases again. The average sputtering yield becomes temperature-dependent:
Y → Y (T ).
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Figure 5.5: The filled dots are the experimental values for the temperature-
dependence of the removed material Θ for a used ion fluence of F = 0.5 MLE.
The lines are to guide the eye.
The increase of the amount of removed material from temperatures
T = 720 K to 650 K can be explained by the simultaneous increase of the
island density. By lowering the sample temperature, the vacancies become
less mobile, which results in a higher island density. A higher island density is
synonymous to a higher step edge concentration which translates into a larger
average sputtering yield and consequently into a larger amount of removed
material for the same used ion fluence.
The sudden decrease of the amount of removed material for the temper-
ature T < 650 K cannot be explained by means of a change of the step edge
concentration. The reason for the tremendous drop is that for temperatures
T < 650 K damage in the form of bulk vacancies and bulk vacancy clusters
remains trapped underneath the sample surface [65]. As STM is only sensitive
to vacancies at the sample surface, this missing material remains undiscovered
and is not accounted for in the quantitative evaluation of Fig. 5.5.
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At all the temperatures, the diffusion is high enough to make the islands
adopt their hexagonal equilibrium shape. The island size distribution is the
narrowest at the temperature T = 720 K and broadens towards lower tem-
peratures. For temperatures from T = 637 K to 650 K, there is even erosion
in the second layer; small vacancies islands are formed in the second layer.
For the temperature T = 625 K, no nucleation in the second layer is found.
The reason for this is probably the small size of the vacancy islands which
does not permit the nucleation of vacancy islands in the next lower layer.
5.3 Physical model for grazing incidence ion
bombardment
As a starting point to model the time-dependent sputtering yield Y (F ), this
work choses the geometrical model presented in chapter 2. The conclusion of
this model is that all the ions which impinge in the range [−xc, 0], projected
in the direction parallel to the ion beam, from an ascending step edge, remove
material with the sputtering yield Y step. All the other ions remove material
only with the sputtering yield Y terr.
5.3.1 Boundary conditions and range of validity
Modeling a physical problem in all its details can be a very complex task.
It is therefore convenient to simplify a problem as much as possible. The
applied simplifications may imply that the developed model is only valid in-
between some specific boundary conditions. The applied simplifications may
also reduce the area of validity of the model. This section describes the
simplifications which are made during the elaboration of the model and the
consequences they have on the area of validity.
All the vacancy islands are nucleated simultaneously at the beginning of
the ion bombardment, so that already at the time t = 0 the island density
reaches the island saturation density. In reality, the island saturation density
of vacancy islands during erosion, or of adatom islands during growth, is not
reached instantaneously but only after some time t > 0.
The island density stays constant. In the model, all the islands nucleate
simultaneously at the beginning of the ion bombardment at t = 0. In other
words, the model assumes a constant island density equal to the island sat-
uration density for the whole duration of the experiment. During real ion
bombardment, there are three different regimes:
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- at the beginning of the ion bombardment, the islands nucleate and reach
after a short time the saturation island density;
- then, for a longer period, the density stays constant, while the islands
grow in size;
- finally, the islands grow so large that they start to touch each other –
they coalesce. Starting from here, the island density begins to decrease
again.
All the islands have the same size. The model assumes that all the islands
have the same size during their growth. In reality the islands are distributed
randomly on the sample surface. Some islands are separated by large dis-
tances while other islands are closer together. The former have larger cap-
ture areas than the latter and consequently they can accumulate vacancies
from a larger surface area, which translates into a faster growth-speed of
these vacancy islands. The result will be islands of different sizes. The island
size distribution can be wider or narrower depending on the experimental
conditions.
All these simplifications together imply a cut-down of the area of validity
of the presented model. The most restrictive simplification here is the ne-
cessity for a constant island density. At the beginning of the erosion when
the islands grow only in size, this condition is fulfilled, but for a removal
Θ > 1 MLE (see also Fig. 5.2 (h)), the islands grow so large that they coa-
lesce with neighboring ones, causing the failure of the model.
5.3.2 Extension of the geometrical model to 3rd dimen-
sions
While the geometrical model describes the situation for one ion hitting on a
predefined step edge in a 2-dimensional way, a physical model, which takes
into account the typical morphology created during ion bombardment is pre-
sented for the modelling of a more realistic surface.
The average sputtering yield Y is dependent on the amount of material
removed with either the sputtering yield Y step or Y terr. Y can then be written
as:
Y = α · Y step + β · Y terr . (5.1)
Considering a sample surface with not only one vacancy island but rather
with a given vacancy island density, the hole surface can be divided into two
separate area lots with different sputtering yields. On one side, the area
90
5.3 Physical model for grazing incidence ion bombardment
Astep which is the sum of all the areas astep where the impinging ions remove
material with the sputtering yield Y step,and on the other side, the area Aterr,
which is the remaining area where the impinging ions are most likely reflected
and remove material with the much lower sputtering yield Y terr. Aterr can also
be written as 1− Astep.
As the size and shape of the islands are fluence-dependent, the average
sputtering yield also becomes dependent on the used ion fluence. This average
is then given by the following differential equation:
Y (F ) =
dΘ
dF
= Astep · Y step + (1− Astep) · Y terr (5.2)
The most prominent change caused by the physical model is that it no
longer considers only the 2-dimensional situation of the cross-section of a step
edge, but rather the 3-dimensional situation of a hexagonally shaped vacancy
island. Knowing from the geometrical model that all the ions which impinge
in the range [−xc, 0] in front of an ascending step edge remove material with
the sputtering yield Y step, this distance can be translated to the step edge
area astep by considering the lateral dimension of a vacancy island. For large
islands, the impact area astep is in a good approximation astep ≈ lxc. This
equals to the sum of the solid and hashed areas in Fig. 5.6.
l
xc
Figure 5.6: Shows a hexagonal vacancy island of the dimension l. The blue
area of width xc represents the step edge area a
step.
5.3.3 General solution
STM-pictures are static and reveal only the total amount of removed material.
To separate the total amount of removed material into the material removed
by ions hitting into step edge areas Θstep and the material removed by ions
hitting onto the terrace Θterr, the differential equation: (5.2) has to be solved.
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As a starting point, a hexagonal vacancy island as shown in Fig. 5.6 is
taken. The critical distance xc can be deduced from the geometrical model
described previously:
xc = 2
√
2/3 a/ tanα
where a is the distance to the nearest neighbor, which in the case for Pt(111)
equals to 2.775 A˚ and in the special case of the experiments presented here
α = 7o.
By assuming regular hexagonal shaped islands, the area of one island
becomes:
aisland = l2
√
27
64
(5.3)
with l being the diameter of an island as indicated in Fig. 5.6. astep, the area
contributing with the higher sputtering yield Y step equals then:
astep = l xc . (5.4)
As the next step, an expression for Astep which equals the sum of all astep,
must be found:
Astep = 2 xc
4
√
4
27
√
Θ
nx
nx . (5.5)
In this equation, Θ is the total amount of removed material and nx is the
vacancy island density.
The final expression for equation: (5.2) is then:
dΘ
dF
= Y terr
{
1− 2
[
2
√
2
3
a/ tanα
]
4
√
4
27
√
Θnx
}
+
Y step
{
2
[
2
√
2
3
a/ tanα
]
4
√
4
27
√
Θnx
}
. (5.6)
By making the substitution:
K = 2
[
2
√
2
3
a/ tanα
]
4
√
4
27
√
nx
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the solution to solve becomes:
dΘ
dF
= Y terr +K (Y step − Y terr)√Θ . (5.7)
This equation has no analytical solution but can easily be solved numeri-
cally by using software like Mathematica [119].
5.3.4 Transition from small to large islands
As mentioned above, to calculate astep by lxc is only an approximation. lxc
equals the solid and the hashed areas in Fig. 5.6 or Fig. 5.7 (a), whereas
the true area astep equals only to the solid area. By using equation: (5.4) to
calculate astep, the value of astep is overestimated by the two hashed triangles
at each side of the vacancy island. The ions impinging in the hashed areas
do not hit the lower terrace, but the upper one, and contribute only with the
lower sputtering yield Y terr.
l
xc xc
Figure 5.7: (a) shows a large l  xc island. The sum of the hashed and solid
blue areas forms astep whereas the hashed area represents the overestimation
of astep. (b) represents a small l  xc island where the overestimation gains
much more importance.
For large islands the overestimation of astep by the hashed areas is of no
importance, but for small islands the overestimation can become of impor-
tance. Therefore, for small islands with l > 8/(3
√
3) · xc∗, astep is no longer
given by lxc but rather by a
step = aisland.
The transition in the method to calculate astep leeds to a branching condi-
tion up from which amount of removed material Θ the calculation of astep has
to be changed. This branching condition will depend on the island density
nx and the critical island size a
island
critical which is given by:
∗For an island with the diameter l = 8/(3
√
3) · xc the step edge area astep equals the
area of the island itself.
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aislandcritical =
16
27

2
√
2
3
a/ tanα︸ ︷︷ ︸
xc


2√
27
4
The critical coverage Θcritical resumes to:
Θcritical = a
island
critical · nx =
16
27
x2c
√
27
4
· nx
5.4 Separation of both sputtering yields
As already mentioned, the removed amount of material Θ, visible in the
STM-topographs in Fig. 5.2, is the cumulative result of ions hitting into
step edges and ions impinging onto flat terraces. It is impossible to separate
both sputtering yields Y step and Y terr from one single STM-topograph. Only
the analysis of the fluence-dependent removal makes the estimation of both
sputtering yields possible.
5.4.1 Application of the model to the experiment
In this section, the physical model is first applied to the experimental results
of the fluence-dependent experiments presented in Fig. 5.2. Quantitative
results for both sputtering yields are obtained by fitting the experimental
data with the differential equation: (5.7), Y step and Y terr being the only fitting
parameters.
Before doing so, one question remains: how do the simplifications made
in the physical model fit the experimental results and what fluence range
corresponds to the area of validity?
- All the islands nucleate at t = 0. As the island density does no more
increase after an ion fluence F = 0.13 MLE, the assumption that all
the islands nucleate simultaneously at t = 0 is valid.
- The island density stays constant. For the fluence range from F =
0 MLE to 1.0 MLE, the island density does only show slight changes,
which could be interpreted as fluctuations around some constant value.
Only for fluences F > 1.0 MLE coalescence starts to set in and the
island density drops rapidly.
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- All the islands have the same size. Looking at the pictures 5.2 (a)-(g),
which correspond to the ion fluences F  1.0 MLE, the island sizes
of the single islands seem to be all of comparable size. Only at higher
fluences does the island size distribution get broader, due to coalescence
which sets in at the same point.
The sum of the limitations of the three boundary conditions cuts the mean-
ingful area of validity of the model down to the fluence range [0, 1.0] MLE.
Although removal for higher fluences can be calculated, only the results for
fluences up to F = 1.0 MLE have been used.
Figure 5.8: This graph shows the application of the presented model to the
experimental values. The dots represent the experimental values for the re-
moved coverage. The solid line represents the calculation by the model. The
dashed line shows the results of the calculation for fluences larger than the
area of validity. The hashed area represents the part of Θ removed by ions
impinging onto Aterr whereas the area above the hashed area represents the
part of Θ removed by ions hitting into ascending step edges.
In Fig. 5.8 the removed material Θ is represented in dependence of the
used ion fluence F . The experimental results are represented by the solid
dots and the calculated values by the solid line. The calculation has been
fitted to the experimental data for fluences up to F  1.0 MLE.
The removed material can also be calculated for ion fluences F > 1.0 MLE
as indicated by the dashed line, but the outcome is questionable. In this
fluence range, the slope of the calculation continues to increase whereas the
slope of the experimental values is already decreasing.
The graph shows that the calculation is able to render the experimental
findings qualitatively as well as quantitatively in the fluence range for which
the physical model is valid.
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The bent-down in the slope of the removed material for ion fluences F >
1 MLE cannot be reproduced by the physical model. The reason for the
failure of the model is the fact that the model does not take into account the
coalescence of vacancy islands and the consequential decrease of the island
and step edge density. The model assumes a higher than real island density,
which results in an overestimation of Astep; this overestimation increases as
more and more islands are coalescing.
As shown in equation: (5.1), the total amount of removed material Θ
can be divided into two parts: the material removed by ions hitting into
ascending step edges Θstep and the material eroded by ions hitting onto flat
terraces Θterr.
In Fig. 5.8, Θterr is represented by the hashed area which can be calculated
as follows:
Θterr = Y terr ·
∫ F
0
df
[
1−Astep(f)] , (5.8)
it grows nearly linearly with time as Aterr stays close to 1 during the entire
experiment.
The second part, which is removed by the ions hitting into ascending step
edges, Θstep equals the area above the hashed area and underneath the solid
line representing the best fit. This part grows much stronger than linearly.
Assuming Y terr = 0, once all the initial nuclei are given, Θstep would grow
quadratically as the increase of Θ with F is proportional to
√
Θ.
At the very beginning of the experiment, Θterr is contributing the largest
part to Θ. This is due to the fact that at the beginning of the experiment
there are no step edges, so that Astep and therefore Θstep is very small. But
rapidly, as small islands nucleate, Astep increases and as Y step is much larger as
Y terr, Θstep becomes the most important contribution to the overall removed
material Θ.
The fluence-dependent experiments are performed at a high temperature
T = 720 K in the presence of a lot of diffusion so that the island density nx
is low. This means that Θcritical will still be small when the growing islands
cross the branching condition for the calculation of astep. The transition
from regime 1 to regime 2 happens here in a such an early stage that the
overestimation can be neglected by ignoring the first regime. Nevertheless,
all the calculations have been performed by considering both regimes.
The same model can also be applied to the temperature-dependent results
presented in Fig. 5.4. Also here the experimental data is fitted with the
differential equation: (5.7), Y step and Y terr are the only fitting parameters
while the island densities nx for the different temperatures is determined
from the STM-topographs.
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The result of the calculation, represented by the hollow circles in Fig. 5.9,
is able to reproduce the tremendous increase of the amount of removed mate-
rial by decreasing the temperature from T = 720 K down to 650 K. But the
model fails for temperatures lower than 650 K. Whereas the experimentally
determined amount of removed material decreases for temperatures lower
than 650 K, the calculated amount of removed material increases down to the
temperature T = 637 K and remains constant for even lower temperatures.
Figure 5.9: The filled dots are the experimental values for the temperature-
dependence of the removed material Θ for a used ion fluence F = 0.5 MLE.
The open circles represent the values as calculated by the model. The lines
are to guide the eye.
Supposing the decrease of the visible amount of removed material for
temperatures T  637 K is due to bulk vacancies and bulk vacancy clusters
trapped below the surface, then the physical model is failing at this point
because it does not take into account this possibility.
The development of a plateau for low temperatures however is a property
of the physical model. For temperatures T  637 K, in the model, the
lateral dimension l of the islands stays smaller than xc up to the used ion
fluence F = 0.5 MLE. This means that the surface area Astep is always equal
to the total removed material Θ and independent of the island density nx;
consequently, the amount of removed material must be constant.
With decreasing temperatures T the diffusion diminishes and therefore
the island density nx is much higher. The higher nx induces a much higher
total amount of removed material Θcritical at the point where the branching
condition is reached – the erosion stays for a longer time in the first regime.
Trying to simulate the temperature-dependent experiments only with the sec-
ond regime will lead to a considerable overestimation of the removed material,
so that at low temperatures it is imperative to consider both regimes.
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5.4.2 Error discussion
Regrettably, a reliable determination of both sputtering yields Y step and Y terr
turns out to be more complex than the sole consideration of the fluence-
dependent or temperature-dependent measurements presented above. A three
dimensional representation of χ, the sum of the quadratic deviations to the
fitted data from the experiments (see Fig. 5.10), reveals a high correlation
among the two sputtering yields which is hinted by the elongated profile of
the minima of χ. A too low value for Y step can be compensated by a too high
value for Y terr and vice versa.
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Figure 5.10: Three-dimensional representation of χ for different pairs of Y step
and Y terr. (a) represents the error for the fit of the fluence-dependent data
and (b) for the temperature-dependent data.
The effect of the correlation between Y step and Y terr is illustrated in
Fig. 5.11 for the fluence-dependent experiments. In this graph, as a refer-
ence, the blue curve represents the best fit to the experimental data. The
dashed curve represents the removed material calculated with a numerical
value for Y terr lowered by ≈ 1/3 to 0.05 atoms/ion.
The qualitative behavior of the new curve is similar to the best fit. As
shown previously, at the beginning of the erosion process the material is
mainly removed by the ions hitting onto flat terraces. Due to the lower value
of Y terr, the total amount of removed material and consequently the step edge
concentration stays lower than in the case of the best fit. In this case the
value for χ will be larger.
The backlog in the amount of removed material and step edge concentra-
tion generated at the beginning of the erosion process by a too low value for
Y terr can be compensated by a too high value for Y step. For the solid black
curve in the same graph, in addition to lowering Y terr by a factor of 1/3, Y step
is increased in order to minimize χ again. It can bee seen that both curves,
the black solid one and the blue one, representing the best fit, almost overlap.
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Figure 5.11: The blue curve shows the best fit to the experimental values.
The dashed curve shows a calculation where Y terr was reduced to 0.05 while
Y step remained unchanged. For the solid curve, Y step has been adjusted in
order to minimize the error.
The same is possible for an initially too high Y terr which can be compen-
sated by a lower value for Y step. This high correlation of both values will end
up in a large error for both sputtering yields Y step and Y terr.
In order to narrow down the errors, both, the fluence-dependent and the
temperature-dependent experiments are considered simultaneously. Fortu-
nately the course and location of the valley of the smallest errors are different
for the fluence-dependent (see Fig. 5.10 (a)) and the temperature-dependent
(see Fig. 5.10 (b)) experiments. Taking simultaneously into consideration χ
from both experiments makes it possible to confine the error to a reasonably
small value.
Finally, the fit parameters are Y step = 8.4 and Y terr = 0.08, with the esti-
mated errors for Y step and Y terr to 1.5 and 0.03 respectively. The experimental
results are in excellent agrement with the molecular-dynamic simulations pre-
sented in chapter 2, which yield Y step = 8.3 and Y terr = 0 at the temperature
T = 0 K.
For ions hitting into ascending step edges, the sputtering yield is compa-
rable to the sputtering yield found for ions of the same kind and the same
energy impinging normally onto the surface (Y = 7.4 removed atoms per
ion [34]). This can be explained by the fact that for grazing incidence ion
bombardment, an ascending step edge corresponds roughly to a flat terrace
exposed to normal incident ion bombardment.
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5.5 Formation of chains of islands
By analyzing the morphology created at T = 625 K shown in Fig. 5.12 one
finds small vacancy islands which are aligned along a line parallel to the
ion beam. In a zoom-in (picture (b)), the alignment of the vacancy islands
is indicated by the blue lines, which are oriented parallel to the ion beam
direction.
Figure 5.12: STM topographs of Pt(111) after the irradiation with a fluence
F = 0.5 MLE at the temperature T = 625 K. In picture (b), which shows
a zoom-in of picture (a), the alignment of the vacancy islands is indicated
by the blue lines parallel to the ion beam. The size of the topograph (a) is
2450 A˚ × 2450 A˚ and the size of the zoom-in is 600 A˚ × 600 A˚.
Knowing that the ions are distributed randomly over the surface and that
the vacancy islands nucleate with random distribution on the surface, there
is no straightforward explanation for the phenomenon of vacancy islands ar-
ranging themselfes in chains oriented parallel to the ion beam direction.
5.5.1 Explaining the formation of chains of islands by
pinching off small islands
One possible explanation for this phenomenon is shown in Fig. 5.13. The
idea is that initially small compact vacancy island nucleate (see picture (a)).
As shown previously, the ion beam is preferentially eroding material at the
ascending step edge, which action tends to elongate the vacancy island. Due
to the restrained diffusion at T = 625 K, the island is no longer able to
reshape itself into a compact island, but will rather remain elongated and
will even grow in length as the ion bombardment continues (see picture (b)).
Although the diffusion is restrained, some diffusion is still present and
this weak diffusion is sufficient to cause the step edge to fluctuate. These
fluctuations of the step edge imply fluctuations of the width of the vacancy
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Figure 5.13: Formation of chains of islands by snap-in. Small vacancy clusters
grow elongated grooves by the preferential erosion at the ascending step edge
(a). Although diffusion is low, the step edges of the vacancy grooves are
fluctuating, and by chance the two side step edges might touch each other
and pinching off one part of the groove (b). By several of these snap-ins, a
vacancy groove can be divided into a chain of islands (c).
island. In some cases, the fluctuations may result in a snap-in of the vacancy
island and pinch-off of small islands. This phenomenon of pinching-off of small
islands from worm-like grooves is also found for Cu(100) and Ag(110) [120].
In this scenario, the result will not be one long narrow vacancy island, but
rather a chain of small compact vacancy islands aligned along the ion beam
direction.
5.5.2 Explaining the formation of chains of islands by
chanelling
The scenario of the pinching-off of small islands is hereafter rejected in favor
of the mechanism of ions channeling in-between the two topmost layers.
Fig. 5.14 shows an STM-topograph of the Pt(111) surface after the irra-
diation with an ion fluence F = 0.5 MLE at the temperature T = 550 K.
The ion beam direction is indicated by the arrow in the top right corner.
Viewed along the ion beam direction, the STM-image contains four preex-
isting, ascending step edges oriented almost perpendicular to the ion beam.
In contrast to the STM-topographs shown in Fig. 5.4, the islands are here
distributed rather inhomogeneously. Most of the islands can be found on the
upper terrace close to the ascending step edges while the island density is
much lower on the terrace areas distant from the step edges.
Not only are the vacancy islands concentrated close to the step edges
(Fig. 5.14), but they are also arranged in chains aligned parallel along the ion
beam direction.
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Figure 5.14: STM topograph of Pt(111) after the irradiation with a ion fluence
of F = 0.5 MLE at a temperature of T = 550 K. The island density is
noticeably higher close to the step edges as on the terraces. The size of the
topograph is 2450 A˚ × 2450 A˚ and the direction of the ion beam is indicated
in the top right corner.
If the alignment of the islands along chains oriented parallel to the ion
beam is explained by the snapping-in of elongated islands, the higher con-
centration of the islands close to the step edges remains unexplained by this
cause. Both facts, the alignment and the higher concentration close to ascend-
ing step edges can however be explained by the phenomenon of the channeling
of ions which penetrate in-between the two topmost layers.
The MD-simulation shows that a considerable high fraction of the ions
which impinginge close to the distance of xc/2, can penetrate in-between
the two top layers and can then channel in-between these (see Fig. 2.12).
Furthermore, the same simulations show that the ion can channel by far
more then 100 A˚ in the direction of the ion beam.
This situation is shown in Fig. 5.15. After a vacancy island is created (pic-
ture (a)), ions can penetrate underneath the topmost layer at the ascending
step edge of the vacancy island. Along its path the ion kicks out atoms from
the top layer creating hereby a vacancy channel decorated by small adatom
clusters as shown in picture (b). After the ion has slowed down, it transfers
energy to the crystal by a large angle scattering event, so that at the end
of its trajectory the ion will create a large amount of damage in one small
spot (picture (b)). If the sample temperature allows diffusion of adatoms and
small adatom clusters, then the thin narrow groove which the ion creates can
be refilled by the adatoms deposited along this channel. The final situation of
this scenario is sketched in picture (c); here two small vacancy islands aligned
along the ion beam direction remain, after the channel between the origin of
the channeling and the new vacancy island has been closed.
After this, ions impinging into the newly nucleated vacancy cluster can
grow the latter to a larger vacancy island which can then act as the starting
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Figure 5.15: Formation of chains of islands by channeling. After the creation
of a small vacancy cluster (a) the ascending step edge of the latter can act
as the origin for channeling event. The channelling ion will create a narrow
groove decorated by adatom clusters (b). Finally the ion creates a vacancy
cluster at the end of its trajectory and the vacancy groove is closed by the
diffusing adatom clusters (c).
point for a new channeling event, which will then create one more vacancy
island aligned along the same direction as the previous ones. By this mech-
anism it is possible to successively create a chain of several vacancy islands
aligned along the ion beam direction.
In Fig. 5.14 the starting point for the creation of the islands located close
to the ascending step edge is not an island as described above, but rather a
preexisting step edge on the sample surface. The vacancy islands located in
the second row are then created by channeling events which have their origin
at ascending step edges of the vacancy islands located immediately above the
terrace’s step edge.
From the fact that the vacancy island density close to the step edge is
much higher then at the terrace areas located at some distance from the
step edge shows that it is much easier to nucleate new vacancy islands by a
channeling event then by removing atoms from a flat terrace area.
5.6 Single ion impacts
In order to observe single ion impacts into ascending B-steps, the sample is
exposed in a first step to an ion fluence F = 0.5 MLE at a temperature
T = 720 K in order to create regular hexagonal shaped vacancy islands which
present an ascending B-step edge oriented perpendicular to the ion beam. The
morphology resulting from this is shown in Fig. 5.2 (a). In a second step this
pre-structured sample is exposed to a low ion fluence F = 0.01 MLE at the
temperature T = 350 K. At this temperature not much diffusion is present,
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di ≈ 50 Å
di ≈ 50 Å
Figure 5.16: (a)-(f) STM topographs of Pt(111) after the irradiation with
a fluence F = 0.01 MLE at the temperature T = 350 K. Picture (a)-(c)
show damage of single ions on ascending B-steps while pictures (d)-(e) show
impacts on flat terraces. The topograph size is 300 A˚ × 300 A˚.
so that the damage created by single ions is not completely annealed. The
ions being distributed randomly, the fluence is chosen such that it is possible
to clearly associate each ion impact with the damage it creates.
Fig. 5.16 shows STM-topographs of different damage patterns. The topo-
graph size is 300 A˚ × 300 A˚ and the direction of the ion beam is indicated
in the top right corner of picture (a). The circles in the pictures regroup the
area damaged by one single ion impact. The first three pictures (a)-(c) show
the damage created by single ions impinging onto ascending step edges. Two
different kinds of damage pattern can be identified:
- in some cases almost all the damage, adatom and vacancy clusters, is
located at a distance of ≈ 50 A˚ from the ascending step edge (impact
(D) and (E) in picture (c)). These kinds of damage patterns can be at-
tributed to channeling events (described in the previous section), where
the channel created by the ion traveling in-between the two topmost
layers is refilled by the deposited adatom clusters and at the end of the
trajectory a vacancy and adatom cluster remain.
- different from these impacts are the ones in picture (a) and (b). Here the
damage is constricted to a much smaller area located close to the impact
104
5.6 Single ion impacts
point of the ion. The damage pattern can consist of only a vacancy
cluster (impact (A)) in which case the adatom clusters created during
the ion impact refilled a part of the vacancy cluster or are incorporated
into the step edge. It is also possible that the damage pattern consists
of adatom and vacancy clusters. Impact (C) in picture (b) shows such
an impact, where an elongated vacancy cluster is surrounded by two
adatom clusters while the ion impact (B) consists only of one adatom
cluster and a small indentation at the step edge. These damage pattern
are rather generated by direct hits into the step edge then by channeling
events.
In this experiment not all ions are impinging into ascending step edges.
In contrast most of them hit onto flat terrace areas. Damage patterns created
by these ions are shown in Fig. 5.16 (d)-(f). The morphologies of the damage
patterns created by ions impinging onto flat terraces look all similar. They
can be described as one small vacancy cluster surrounded by three to four
adatom clusters (impacts (G)-(J)). Only the impact (F) is surrounded by only
one adatom cluster. The reason for this might be its proximity to the step
edge to its left. As at the temperature T = 350 K single adatoms and small
adatom clusters are mobile, some of the adatom clusters created during the
impact may have been incorporated into the step edge.
The width of the area influenced by one ion impact is indicated in pic-
ture (b) of Fig. 5.16 for an ion hitting into an ascending step edge and in
picture (f) for an ion impinging onto a flat terrace. In both cases the width
of the impact area is di ≈ 50 A˚.
One additional finding of this experiment is that the ions impinging onto
the flat terraces create much more damage then expected by considering the
low sputtering yield Y step = 0.08 for these events. A possible explanation for
this is that the damage seen in the pictures is composed of as many adatoms
as vacancies so that although there is a considerable amount of damage no
atoms are sputtered. These small defects present an effective point of attack
to the impinging ions to transfer their energy and momentum to the sample.
On a sidenote, the generation of a large amount of vacancy islands/adatom
clusters increases the average sputtering yield for low ion fluences at low
temperatures. The reason for this is that while at higher temperatures single
adatoms and adatom clusters are mobile and the damage created by ions
hitting onto flat terraces is annealed by a recombination of the generated
adatoms and vacancies, in contrast to this, at sufficiently low temperatures,
neither adatom clusters nor single adatoms are mobile and the adatoms do
not recombine with the vacancies. The consequence of this is that at low
temperatures there is a much higher concentration of these defects present on
the sample surface which renders more efficient the energy and momentum
transfer to the sample, resulting in a higher sputtering rate. This mechanism
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is most efficient at the onset of the erosion where the sample morphology
consists mainly of large flat terraces.
The damage pattern of single ion impacts onto flat terraces can be com-
pared to the damage patterns generated by the MD-simulations but there
are some differences, as in the latter the ions are reflected for angles of in-
cidence ϑ > 75o without damaging the sample surface. A comparison with
damage patterns created by normal incident ion bombardment reveals that
in both cases the damage patterns look similar: a vacancy cluster surrounded
by several small adatom clusters. However the conditions in which these ex-
periments are carried out do not permit a quantitative evaluation neither of
the sputtering yield, nor of the number of adatoms or vacancies created by
one single ion impact and consequently do not allow a comparison of these
numbers with the findings for normal incident ion impacts.
The damage patterns generated by the MD-simulation for ions impinging
into ascending step edges can be divided into two categories:
- ions impinging either directly [x ∼= (−2...− 4)∆x] or after being re-
flected from the lower terrace [x ∼= (−1...− 13)∆x] create a compact
vacancy cluster surrounded by adatom clusters. The typical width of
the influenced area is di ≈ 50 A˚;
- ions impinging around −xc/2, straight into the corner formed by the
two topmost layers, can penetrate in-between the two topmost layers
and leave a long, narrow, straight vacancy channel surrounded by only
small adatom clusters. The width of the influenced area di  50 A˚ in
this case.
By comparing the damage patterns in Fig. 5.16 to the damage pat-
terns generated by the MD-simulation represented in Fig. 2.14, the events
shown in picture 5.16 (c) seems to correspond to channeling events similar to
Fig. 2.14 (b). Here, the vacancy groove is not surrounded by adatom clus-
ters, and the vacancy channel created seems to be longer then for the other
damage patterns located at step edges.
The damage patterns located at step edges in the pictures (b), (e) and (f)
are all surrounded by large adatom clusters, and the vacancy channel seems
to be shorter than the one in picture (c). The morphology of these damage
patterns is closer to the one shown in Fig. 2.14 (a). For these damage patterns,
the width of the influenced area is also similar to the one calculated by the
MD-simulations of di ≈ 50 A˚.
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Development of periodicity
In this chapter an atomistic model able to explain the development of a regular
pattern will be presented. In contrast to continuum models, this one is able to
explain the formation of a periodic pattern for ion fluences in the MLE range.
Prior to this, and in order to develop the model, the following text explains
how randomly distributed single ion impacts evolve into elongated vacancy
islands arranged along the ion beam direction. The mechanism for the initial
formation of vacancy grooves is discussed for two distinct cases, first for the
temperature T  450 K in the absence of step edge diffusion and later for the
temperature T > 450 K where the step edge diffusion is relevant. Later on,
an atomistic model able to explain the formation of a periodic pattern based
on a sequence of STM-topographs is presented. This model is also discussed
for the two distinct temperature ranges (T  450 K and T > 450 K). As
the final part of the chapter shows, the Bradley-Harper theory is not suited
to reproduce the pattern formation of these experiments, which is one more
argument in favor of a new, atomistic model.
6.1 From single ion impacts to vacancy
grooves
In a first step, a model explaining how elongated vacancy grooves oriented
along the ion beam direction develop from randomly distributed single ion
impacts is established. Two different cases have to be distinguished. For
temperatures T  450 K, step edge diffusion is irrelevant and the resulting
morphology is essentially governed by the effect of the ion beam. At temper-
atures T > 450 K, step edge diffusion is present and plays an important role
during the creation of the morphology.
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6.1.1 Formation of vacancy grooves at T  450 K
Fig. 6.1 (a)-(e) shows a sequence of STM topographs where the sample is
exposed to an ion flux f = 1.15 · 10−3 MLE · s−1 for the ion fluences F =
0.5 MLE, 1.0 MLE, 5 MLE and 20 MLE at the temperature T = 450 K. For
the lowest ion fluence F = 0.5 MLE (Fig. 6.1 (a)), the resulting morphology
consists primarily of two different types of structures. On one hand side there
is a large number of small, randomly distributed, compact vacancy islands.
In some cases, the vacancy islands form chains oriented along the ion beam
direction. On the other hand side, numerous elongated vacancy grooves,
aligned along the ion beam direction are found distributed in-between the
compact vacancy islands. The width of these vacancy grooves is similar to
the width of the compact vacancy islands while their length can be up to
several 100 A˚. Additionally a large number of small compact adatom clusters
is distributed in-between the the two kinds of vacancy structures.
In the center of Fig. 6.1 (a) is a preexisting ascending step edge oriented
almost perpendicular to the ion beam direction (Fig. 6.1 (d) shows a zoom-in
of this area). At the onset of this step edge are found only elongated vacancy
islands which are separated by the same characteristic distance. Due to the
higher erosion speed at the ascending step edge compared to the flat terrace,
the morphology which develops here offers in advance an image of the mor-
phology which will develop on terraces only at a higher ion fluence. As a
matter of fact, after increasing the ion fluence to F = 1.0 MLE (Fig. 6.1 (b)),
long grooves, spaced by the same characteristic distance, are found on the ter-
races too. Up to this fluence, F = 1 MLE, the pattern still looks somewhat
disordered; the grooves are not perfectly ordered, they have a small length
and are straight only over short distances. On other crystalline metals only
a low ion fluence F is necessary to create a periodic pattern; on Ag(100) [9]
and Cu(110) [104] an irradiation with an ion fluence F = 1 MLE and 4 MLE
respectively is sufficient to create the onset of a periodic pattern. On poly-
crystalline metal films [95] a periodic pattern develops after the exposure to
an ion fluence F ≈ 1 MLE.
At an ion fluence F = 5 MLE (Fig. 6.1 (c)) the morphology changes
from a pattern of vacancy grooves to a pattern of ripples. At this stage the
ripples present numerous ramifications and local deviations from the ion beam
direction. By increasing the ion fluence to F = 20 MLE (Fig. 6.1 (e)) the
ion beam erodes selectively the kinks, translating into a more regular ripple
pattern as observed. A more detailed analysis of the evolution of these ripple
patterns is given in the later chapters because these patterns are seen on
several occasions in the STM-topographs.
The evolution of the damage created by single ion impacts up to the point
where elongated vacancy islands are forming, can be explained by referring
to three results from the previous chapters.
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Figure 6.1: Fluence-dependent measurements at T = 450 K. The ion fluences
are: F = 0.5 MLE (a), 1.0 MLE (b), 5 MLE (c) and 20 MLE (e). The
direction of the incoming ion beam is indicated by the arrow in the top
right corner of picture (a). The size of the topographs is 2450 A˚ × 2450 A˚.
Picture (d) is a zoom-in of (a); its size is 610 A˚ × 610 A˚
- STM-topographs of damage patterns created by single ions impinging
onto flat terrace areas show that the damage is confined to an area
surrounding the ion impact location. The damage resulting from the
ion impact consists of a compact vacancy cluster surrounded by several
adatom clusters.
- The MD-simulations and experimental findings show that the material
removed during the ion bombardment is preferentially removed at as-
cending step edges. An impact on an ascending step edge does not only
removes material, but also creates some small adatom clusters on the
upper terrace. The width of the influenced area can be estimated to
di ≈ 50 A˚. Due to the creation of adatom islands around the vacancy is-
land, the whole influenced width is larger than the width of the vacancy
island itself.
- The MD-simulations show that it is possible for ions impinging into
ascending step edges to penetrate underneath the topmost layer and
channel over a distance dch > 100 A˚. By this mechanism it is possible
to create chains of vacancy islands aligned along the ion beam direction.
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Ions, hitting randomly distributed on flat terrace areas create most likely
single vacancies or small vacancy clusters which can diffuse on the sample
surface. If these vacancies meet each other, they can agglomerate and form
larger, stable and immobile vacancy cluster which can then act as a nucleus for
the formation of a vacancy groove as shown in Fig. 6.2 (a). Ions hitting into
the ascending step edge of this vacancy cluster remove material preferentially
in this spot. Consequently, the once compact vacancy islands will grow in the
direction of the ion beam [7] (Fig. 6.2 (b)). As at this low temperature step
edge diffusion is not relevant and the vacancy grooves have no possibility
to relax to a compact, energetically more favorable, shape, they will keep
their elongated form. As no relaxation is involved in the formation of these
vacancy grooves, their width will be similar to the width di ≈ 50 A˚ of the
area influenced by a single ion hitting into an ascending step edge.
≈ 50 Å
Figure 6.2: After the nucleation of an vacancy island (a), the ion beam
erodes material preferentially at the ascending step edge. The vacancy is-
land grows (b) in the direction of the ion beam and forms a nano-groove.
Adatoms which are created during an ion impact are distributed towards the
sides and front. An area of the width di ≈ 50 A˚ is influenced.
Additionally to the vacancy grooves, Fig. 6.1 (a) also reveals the presence
of chains of small vacancy islands created by successive channeling events.
These are either standing alone or in front of vacancy grooves. During the
process of erosion these small islands will be eaten up one by one and will be
incorporated into the growing vacancy groove. By the creation of these chains
of vacancy islands in front of a groove, material is removed simultaneously in
several fronts, increasing thereby the growth speed of the grooves.
6.1.2 Formation of elongated structures at T > 450 K
In order to explain the formation of elongated vacancy islands in the pres-
ence of step edge diffusion, a sequence of experiments at the temperature
T = 550 K is performed. Fig. 6.3 shows the STM-topographs where the sam-
ple is exposed to an increasing ion fluence from F = 0.5 MLE to 2.0 MLE at
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an ion flux f = 1.15 · 10−3 MLE · s−1. At the lowest ion fluence F = 0.5 MLE
(Fig. 6.3 (a)) the morphology is composed mostly of compact almost hexag-
onally shaped vacancy islands. Material is only removed in the first layer
except for the largest vacancy islands where the erosion takes also place in
the second layer. In the center of the topograph is located an ascending step
edge. Whereas at the temperature T = 450 K a morphology with regularly
spaced vacancy grooves develops, here the pattern which develops at the step
edge remains irregular. At this temperature too, chains of vacancy islands
oriented along the ion beam direction form. For an ion fluence F = 0.75 MLE
the morphology changes to a mixture of compact vacancy islands and vacancy
grooves oriented along the ion beam direction. Finally at the highest fluence
F = 2.0 MLE the morphology reveals a regular pattern of grooves which are
up to four layers deep.
Figure 6.3: Morphology evolution for low fluences F at the temperature T =
550 K. The ion fluences are: (a) F = 0.5 MLE, (b) 0.75 MLE and (c)
2.0 MLE. The size of the topographs is 2450 A˚ ×2450 A˚ and the direction of
the ion beam is indicated by the arrow in the top right corner of picture (a).
In contrast to the previous case, here, in addition to the effect of the ion
beam, also the step edge diffusion has to be taken into account. The nucle-
ation of stable vacancy islands works according to the same mechanism as for
temperatures T  450 K by the accumulation of vacancies to a stable, immo-
bile vacancy cluster (see Fig. 6.4 (a)). Independently of the temperature, the
ion beam removes preferentially material at the ascending step edge tending
hereby to elongate the vacancy island along its direction as indicated by the
dashed oval in Fig. 6.4 (b). However, step edge diffusion tends to minimize
the total island energy and thereby keeps the island shape compact. Thus the
vacancy island shapes are much wider than the width of the area influenced
by a single ion impact di ≈ 50 A˚.
Again, each vacancy island acts as the starting point for channeling events,
resulting in the chains of vacancy islands aligned along the ion beam direction
seen in Fig. 6.3 (a) after an ion fluence F = 0.5 MLE. The noticeably change
in the aspect of the morphology by the only small increase of the ion fluence
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Figure 6.4: After the nucleation of an vacancy island (a), the ion beam erodes
material preferentially at the ascending step edge. Although the ion beam
tends to elongate the vacancy island, the vacancy island relaxes to a compact
shape due to the presence of the step edge diffusion.
from F = 0.5 MLE to 0.75 MLE is related to the formation of these chains
of vacancy islands.
The vacancy islands are created by two different mechanism. On the one
hand side they are the result from the agglomeration of diffusing vacancies
and vacancy clusters to stable immobile vacancy islands and on the other
hand side, they are created by channeling events starting from these vacancy
islands. The former mechanism results in an homogeneous island density
whereas the latter creates vacancy islands arranged in chains oriented along
the ion beam direction. The overall outcome is that the vacancy islands
are closer spaced in the direction parallel as in the direction perpendicular
to the ion beam. By increasing the ion fluence the vacancy islands grow
larger while remaining compact. At some point, they grow so large that
they coalesce with the closest neighboring vacancy islands, i.e. with the
neighboring islands in the ion beam direction. The coalescence provokes a
sudden change in size, so important that the step edge diffusion is no longer
sufficient to relax the resulting vacancy grooves back to a compact shape,
resulting in vacancy grooves. Some vacancy grooves show side-branches or
a misalignment to the ion beam direction. These anomalies are due to the
coalescence of neighboring islands which are not well aligned along the ion
beam direction or located side by side.
The vacancy islands and grooves formed at an ion fluence F = 0.75 MLE
are analyzed according to their length l‖ parallel to the ion beam direction.
The result is shown in the histogram in Fig. 6.5. In order to obtain rea-
sonable statistics, more than 5500 islands are evaluated. If the islands grow
continuously solely due to the removal of material by the ion beam, then
the length distribution should follow an exponential-like decay. But in the
present case, the length distribution shows an overall exponential-like decay
with some peaks for the island-length of l‖ = 105 A˚ labeled (A), 150 A˚ (B)
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Figure 6.5: Histogram of the length l‖ distribution of vacancy grooves after
an ion fluence F = 0.75 MLE at a temperature T = 550 K.
and 225 A˚ (C). These peaks are only possible if islands of a specific size are
frequently coalescing, forming thereby an island of one of the specific length
l‖. Coalescence of islands with statistically distributed sizes would only cause
a broadening of the distribution without privileging specific island lengths.
One plausible explanation for this finding is that the distance at which
channeling nucleates new islands shows an accumulation at a specific distance.
This explains the discrete increments between (A), (B) and (C).
The preferential erosion at ascending step edges together with the step
edge diffusion (or abscence of step edge diffusion at T = 450 K) can explain
the formation of elongated islands oriented parallel to the ion beam as well
as their growth into the direction of the ion beam. But these two mechanism
are not sufficient by themselves to explain why the vacancy islands/grooves
are all separated by the same characteristic distance after an ion fluence of
only F ≈ 1 MLE at the most.
6.2 Formation of a periodic ripple pattern
In this section is presented a new atomistic model which explains the forma-
tion of a periodic ripple patten. This mechanism has to be differentiated into
two cases, one for the conditions at temperatures T  450 K where no step
edge diffusion is present and one at T > 450 K where step edge diffusion is
relevant.
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6.2.1 Mechanism at T  450 K
The STM-topographs in Fig. 6.1 (a) show that initially all the vacancy islands
and grooves are distributed randomly in the direction normal to the ion beam.
If all these islands and grooves would simply grow in the direction of the ion
beam, a pattern of randomly spaced grooves would be the result. However,
Fig. 6.1 (b) shows that, after an ion fluence of only F = 1.0 MLE, the grooves
are separated laterally by the same characteristic distance! This fact can only
be explained by a mechanism which allows the grooves to shift laterally and
reorganize themselves.
Hereafter is presented a mechanism, which is based on the interaction
among closly spaced grooves, and which allows for lateral shifting of two
neighboring grooves.
no interaction repulsion attraction
Figure 6.6: Represented are the three possible cases of ripple interaction for
different spacings d of two neighboring vacancy grooves. (a) d di, (b) d ≈ di
and (c) d < di.
The different possible scenarios are displayed in Fig. 6.6 (a)-(f). A growing
groove influences an area of the width di/2 (di being the width influenced by
a single ion impact) towards the left and right hand side. Three different
cases can be distinguished:
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1) In the simplest case, the lateral spacing between the two grooves is
much larger than di; the grooves will continue to grow independently
from each other as shown in Fig. 6.6 (d). There is no interaction in-
between the two neighboring grooves.
More interesting are the cases where the spacing between the grooves
is in the range of di.
2) If the distance between two grooves is approximately di (Fig. 6.6 (b)
and (e)), then the first groove present will be partially filled by the
adatoms created by the following groove. The result is shown in
Fig. 6.6 (e). The center line of the overgrown groove is pushed to-
wards the right – further away from the incoming groove. Both grooves
interact repulsively.
3) In the third case the distance between the two grooves is smaller than di
(Fig. 6.6 (c) and (f)). Here, the two grooves are almost in line and when
both touch each other they coalesce and form one long groove. Although
only one groove remains, the centerline of the resulting groove, com-
pared to the already present one, is shifted to the left – closer towards
the incoming groove. In this case, the grooves interact attractively.
The result of this mechanism – where grooves which grow closely spaced
from each other can interact attractively or repulsively – is a characteristic
spacing between the grooves. After an ion fluence F = 1.0 MLE (Fig. 6.1 (b)),
the overall morphology shows a picture of grooves which have a characteristic
spacing, but they are short and rather curved (only straight over short dis-
tances). This stage can be described as the point where the ripples hit onto
each other and are about to rearrange themselves. With further increasing ion
fluence the ripples are polished into straighter ones by the preferential removal
of material at kinks which are exposed more efficiently to the ion beam [7]
(see Fig. 6.1 (c). At the same time, material is removed from deeper layers
and the morphology no longer shows a picture of grooves but a picture of
remainings. Increasing the fluence even more (F = 20 MLE) the morphology
evolves to a typical ripple pattern.
6.2.2 Mechanism at T > 450 K
At these temperatures T > 450 K, the effect of the ion beam and the mecha-
nism described above are present too, but step edge diffusion has to be taken
into account. With rising temperature the importance switches from the ef-
fects of the ion beam to the effects due to the diffusion. Here a different
mechanism, involving the diffusion of vacancies and adatoms, contributes to
the creation of a periodic ripple pattern.
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During the nucleation phase, new vacancy islands nucleate whereas the
possibility for the nucleation of a new vacancy island in-between two existing
ones is limited by the width of the terrace dt separating both vacancy is-
lands/grooves. In Fig. 6.7 the two possible situations are illustrated. On the
left hand side (Fig. 6.7 (a)-(c)) the ions hit on a narrow terrace, separating
two vacancy grooves, while on the right hand side (Fig. 6.7 (d)-(f)) they hit
on a wide terrace framed by vacancy grooves on each side. In the first case, it
is most likely that the vacancies which are created by the ion impacts reach
one of the neighboring vacancy grooves (picture (b) and (c)) before a second
vacancy is created in the same area. In this case it is impossible to nucleate a
new vacancy island in-between two existing vacancy grooves. The nucleation
probability of new vacancy grooves on small terraces is thus diminished. This
depletion effect causes already a first tendency of vacancy groove ordering. In
the second case, the residence time of the first vacancy is much longer which
makes allows for a second vacancy to be generated in the same area before
the first one is incorporated in one of the neighboring vacancy grooves. In
this case the two vacancies can agglomerate and form an additional vacancy
island in-between the two existing vacancy grooves.
dtdt
Figure 6.7: Represented are the effects by the vacancies generated at the
topmost terrace in-between close spaced (a)-(c) and distant spaced vacancy
grooves (d)-(f).
After the saturation density of vacancy grooves is reached, the morphology
consists of randomly distributed vacancy grooves which have to interact in
order to rearrange themselves in a periodic pattern. In this case, the evolution
of the morphology is governed by the creation of adatoms and vacancies at
the topmost terraces in-between and at the bottoms of the present vacancy
grooves.
The ions hitting on the terraces in-between and on the bottom of the va-
cancy grooves impinge only onto flat surface areas. Therefore they generate a
considerable number of adatoms and vacancies whereby the number of vacan-
cies is slightly larger than the one of adatoms since some atoms are effectively
sputtered (Y terr = 0.08 atoms/ion). The effect of the lateral rearrangement
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of the vacancy grooves by the adatom and vacancy production on the upper
and lower terrace can be analyzed separately.
Effect of the vacancies created on the upper terrace
In Fig. 6.8 are shown four vacancy grooves, where the two middle one are
separated by a wider terrace than the remaining ones. The lateral rearrange-
ment due to the vacancies generated at the terrace works as described by
van Dijken et al. [7]. Due to statistical reasons, the number of vacancies gen-
erated on the large terrace is higher than the one generated on the narrow
one. Assuming that all the vacancies diffuse until they are incorporated in
the step edges (indicated by the dashed areas), the center vacancy grooves
grow more in the direction of the wide terrace then in the direction of the
narrow ones. Finally the vacancy grooves become more regularly spaced by
this process.
Figure 6.8: Effect of the vacancies generated on the topmost terrace on the
spacing of vacancy grooves.
Effect of the adatoms created on the upper terrace
While the ions impinge on the top terrace, they create not only vacancies but
also adatoms. Similar to the vacancies, they too influence the evolution of
the morphology as shown in Fig. 6.9. The number of generated adatoms is
for the same reasons higher on wide terraces than on narrow ones.
Since the step edges are all aligned along the [1¯1¯2]-direction, they don’t
present any Ehrlich-Schwoebel barrier and all the adatoms are incorporated
into the step edges as soon as they reach the latter (indicated by the dashed
areas). Vacancy grooves separated by wide terraces repel each other, while
those separated by narrow terraces attract each other, resulting in a less
regular pattern.
Concluding, the creation of vacancies on the topmost layer helps to develop
a more regular pattern while the creation of adatoms has the opposite effect.
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Figure 6.9: Effect of the adatoms generated on the topmost terrace on the
spacing of vacancy grooves.
Taking into account that these vacancies and adatoms are generated by ions
impinging onto flat terrace areas where only 0.08 atoms per ion are sputtered,
only slightly more vacancies than adatoms are generated, so that the effect
of the vacancies outweighs slightly the effect of the adatoms.
Effect of the vacancies created on the lower terrace
Analogous to the ions impinging on the topmost layer, also the ions impinging
onto the bottom layer of the vacancy grooves generate adatoms and vacancies.
Fig. 6.10 shows the effect of the vacancies. At T = 550 K, vacancies and
small vacancy clusters are mobile and diffuse at the bottom layer of the
trenches. They will reach sooner or later an ascending step edge but they
can’t be incorporated into the latter since the onset temperature for the
annealing of vacancies at ascending step edges is much higher Tonset ≈ 600 K−
700 K [61, 108]. The vacancies will all remain in the lower layer and increase
the depth of the vacancy grooves by one atomic layer, without contributing
to the rearrangement of the vacancy groves.
Figure 6.10: Effect of the vacancies generated on the bottom terrace on the
spacing of vacancy grooves.
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Effect of the adatoms created on the lower terrace
Fig. 6.11 shows the effect of the adatoms generated by ions impinging onto
the bottom layer of the vacancy grooves. In the present situation are shown
four terraces where the two middle ones are separated by a wider vacancy
groove than the remaining ones. Contrarily to the vacancies, the adatoms
are easily incorporated into step edges (indicated by the dashed areas). For
the same reasons as discussed above, inside the wide grooves are generated
more adatoms then inside the narrow ones. Consequently, the terraces grow
more in the direction of the wide vacancy groove then in the direction of the
narrow ones. Analogously to the vacancies generated at the topmost terraces,
the result is a more regular spacing of the vacancy grooves.
Figure 6.11: Effect of the adatoms generated on the bottom terrace on the
spacing of vacancy grooves.
The main difference between the process on the top and on the bottom
layer is that at the topmost layer almost all the vacancies recombine with
the adatoms generated at the same time, either immediately at the impact
location of the impinging ion or the latest after their incorporation into the
step edges. Therefore the regulating effect of the vacancies is minimal. At
the bottom of the vacancy grooves, the adatoms and vacancies remain most
likely separated so that both effects do not compensate each other. The
vacancies generated here have no effect on the regularity of the pattern, they
only increase the amplitude of the vacancy grooves whereas the adatoms
increase the regularity of the pattern. Since here the generated adatoms and
vacancies cannot recombine at the step edge, the remaining regulating effect
of the adatoms created at the bottom of the vacancy grooves is much stronger
than the regulating effect of the vacancies created at the topmost terraces.
6.3 Necessity of adatom diffusion
Besides the formation of larger vacancy clusters, by the agglomeration of
several vacancies and vacancy clusters, from which the islands start to grow
into nano-grooves, the model relies up to T = 450 K only on the effect induced
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by single ion impacts on already present structures. One new question arises:
Is the sole effect of the ion impacts sufficient to create a periodic ripple pattern
or may some diffusion processes be involved?
In the experiment sequence presented in Fig. 6.1 a periodicity develops.
These experiments are performed at T = 450 K where step edge diffusion
and the generation of step edge atoms by kink dissociation is not relevant; as
a conclusion, both diffusion processes can be ruled out as the cause of ripple
formation.
Step edge detachment, a process which requires an even higher activation
energy than step edge diffusion can also be ruled out as the cause for the
ripple formation.
The only atomic processes which might be involved in the formation of rip-
ple pattern are those who are already activated at temperatures T  450 K,
like corner flipping or the diffusion of adatoms, vacancies, small adatom clus-
ters and small vacancy clusters. The required clarification is established by
two experiments which result in the morphologies shown in Fig. 6.12.
Figure 6.12: Surface morphology after the irradiaton with (a) an ion fluence
F = 70 MLE at the temperature T = 100 K and after the exposure (b)
to a fluence F = 5 MLE at T = 350 K. The size of the topographs is
1225 A˚ ×1225 A˚. The direction of the ion beam is indicated in the top right
corner of each picture.
The first experiment exposes the Pt(111) surface to an ion flux f = 1.15 ·
10−3 MLE · s−1 for an ion fluence F = 70 MLE at a temperature T = 100 K.
The second experiment exposes the same sample at the same ion flux f to a
fluence of only F = 5 MLE, but at a temperature T = 350 K.
At the temperature T = 100 K, even after an exposure to an ion fluence
F = 70 MLE, neither ripples nor a periodic structure develop; the surface
shows only streaks along the ion beam direction. In contrast to this, at the
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temperature T = 350 K, (picture b), an ion fluence F = 5 MLE is largely
sufficient to create a pronounced periodic ripple pattern.
Although the sample is irradiated with an ion fluence F = 70 MLE at the
temperature T = 100 K, only three to four layers are visible in both cases. At
T = 350 K, a low ion fluence is already sufficient to produce a ripple pattern
while at the lower temperature even a prolonged exposure to the ion beam
creates only faint streaks oriented along the ion beam. At T = 100 K, almost
no diffusion is present, as adatom diffusion (the diffusion process requiring the
least activation energy) sets only in at T ≈ 100 K. In the absence of diffusion,
no smoothening takes place in-between succeeding ion impacts, rendering it
impossible for the ions to dig into deeper layers. In this case, the result is a
self-affine morphology consisting of the superposition of randomly distributed
damage patterns of single ion impacts. At T = 350 K, diffusion of small
adatom clusters and vacancy clusters is possible; this makes a smoothening
of the morphology in-between two succeeding ion impacts possible. This little
amount of diffusion/smoothening is already sufficient to create more compact
structures which enable the ion beam do dig into deeper layers, stabilizing
hereby the hills and valleys and leading to the formation of a ripple pattern.
Both experiments show that the sole effect of the ion impacts is not suffi-
cient to create a ripple structure. It seems that some smoothening, induced
by diffusion, is necessary to permit the surface to develop a periodic ripple
structure. On the other hand, too much diffusion (see chapter 7) is also hin-
dering the surface to develop a periodic ripple structure. Concluding, there
is only a temperature window in which a periodic ripple pattern can develop.
For too low or too high temperatures there will only be layer-by-layer like
erosion.
6.4 Failure of the Bradley-Harper theory
This section is an attempt to match the different parameters necessary to
calculate the wavelength according to the Bradley-Harper theory with the
Eq. (2.32). Next are listed the different parameters:
Ion flux f : Experimentally the ion flux is measured by a Faraday-cup with
an aperture  = 0.9 mm. The ion current measured during the experiments
is I = 15 nA. So the resulting ion flux will be:
f =
4 I
πd 2
1
N e
= 1.47 · 10−3 ions s−1 A˚−2 .
In the experimental work the ions are single charged : N = 1 and e is the
elementary charge: e = 1.602 · 10−19 A s.
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Global angle of incidence ϑ: The angle between the surface normal and
the ion beam ϑ = 83o.
Atomic density n: The atomic density of crystalline platinum is:
n = 6.676 · 10−2 atoms A˚−3
Atomic surface density ν: The surface density of atoms on the Pt(111)
surface is:
ν = 0.1508 atons A˚
−2
Diffusion prefactor D0: According to [45] a typical diffusion prefactor is:
D0 ≈ 2 · 1013 A˚2 s−1 .
Activation energy ∆E: The energetic barrier ∆E for the surface diffusion
is probably similar to the activation energy for step edge detachment as this
process is able to smoothen the structures. Later on, this value is chosen in
such a way that the calculated wavelength will fit the experimentally findings
at the temperature T = 450 K.
Surface energy γ of Pt(111): According to [121] the surface energy of
Pt(111) is:
γ = 0.13 eV A˚
−2
.
Shape and location of the collision cascade: According to Sigmund, the
collision cascade has a gaussian-like shape. The center of the gaussian bell is
located underneath the surface at the distance a . The standard deviations
in the directions along and perpendicular to the ion beam are denoted by α
and β. a and α can be estimated by using SRIM [122], a software package
simulating the interaction between ions and solid targets:
a = 11 A˚ and α = 19.4 A˚ .
The standard deviation β in the direction perpendicular to the ion beam
is estimated by analizing the ion distribution resulting from the SRIM-
simulations. The shape of the ion distribution is almost elliptical. The ratio
of both axes can be equated by the ratio between α and β. By this method:
β = 10.39 A˚ .
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Energy : The kinetic energy of the Ar+ ions used in the experiment is
E = 5 keV. We assume, that all this energy is transferred to the target.
The BH-model assumes a 3-dimensional gaussian bell for the energy distri-
bution, which is located entirely underneath the sample surface. However,
TRIM simulations for 5 keV Ar+ ions show that the energy distribution is
not completely located underneath the sample surface but one part of the
gaussian bell reaches into vacuum. In the BH-model, the energy contained
in the cut-off part is not transferred to the sample; in order to compensate
the lost energy, the ion energy in the BH-model has to be increased by this
energy amount and consequently  > E. For the calculation of , the energy
density FD(r ) is integrated over the part of the gaussian bell located inside
the target. The energy value calculated this way must equal the ion energy
E.
FD(r ) =

(2π)3/2 αβ2
exp
[
−(z + a)
2
2α2
− x
2 + y2
2β2
]
E =
∫ 0
−∞
∫ ∞
−∞
∫ ∞
−∞
FD(r ) dx dy dz
=

(2π)3/2 α
∫ 0
−∞
∫ ∞
−∞
∫ ∞
−∞

(2π)3/2
exp
[
−(z + a)
2
2α2
− x
2 + y2
2β2
]
dx dy dz
=
√
2πα
∫ 0
−∞
exp
[
−(z + a)
2
2α2
]
dz
=

2
(1 + erfc(a)) ≈ 0.714 · 
⇔  = 7 keV .
Λ is the ratio between the energy density and the removed volume: To
ascertain the constant of proportionality Λ which gives the ratio between the
energy density FD(r ) at the surface and the removed volume at this point
(see also Eq. (2.7)), the whole energy dE, which is deposited underneath the
surface down to a depth of dz must be determined. The energy density is:
FD(r ) =

(2π)3/2 αβ2
exp
[
−(z + a)
2
2α2
− x
2 + y2
2β2
]
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and
dE
dz
∣∣∣∣
z=0
=
∫ ∫
FD(r ) dx dy
∣∣∣∣
z=0
=
∫ ∫

(2π)(3/2) αβ2
exp
[
−x
2 + y2
2β2
− a
2
2α2
]
dx dy
=

(2π)3/2 αβ2
e
“
− a2
2α2
” ∫
e
− α2
2β2 dx
∫
e
− y2
2β2 dy
=
√
2πα
e
“
− a2
2α2
”
= 122.6 ev · A˚−1 .
Λ is defined by:
SD(r ) dx dy = Λ FD(r ) dx dy
⇔
∫ ∫
SD(r ) dx dy︸ ︷︷ ︸
VSP
= Λ
∫ ∫
FD(r ) dx dy︸ ︷︷ ︸
dE
dx |z=0
. (6.1)
Here, VSP is the average volume removed by one ion. Combined with
SRIM-simulations which give an average sputtering yield of Y = 5.06 atoms
per ion and a lattice constant of dPt = 3.9131 A˚, the removed volume per ion
results in:
VSP =
d3Pt
4
Y = 75.797 A˚
3
.
Out of Eq. (6.1) follows:
Λ =
VSP(
dE
dz
)∣∣
z=0
= 0.6182 A˚
4 · eV−1 .
On the basis of all these values, ∆E is fitted so that the wavelength
calculated according to the BH-theory fits the experimentally determined
wavelength λy(T = 450 K) = 126.7 A˚. The expression for the wavelength
perpendicular to the ion beam direction according to the BH-theory is:
λy(T ) =
√
− 8 π
2νD0
nfakBTY0(ϑ)Γ(ϑ)
exp
(
− ∆E
2kBT
)
. (6.2)
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Inserting the calculated values for: a, α, β and ϑ arrives at:
Y0(ϑ) = 10.806 and Γ2(ϑ) = −7.162 · 10−3 .
Solving equation (6.2) ∆E results to:
∆E = − ln
[
−λ
2
y(T )nfakBTY0(ϑ)Γ2(ϑ)
8 πνD0
]
kBT = 1.58 eV .
This activation energy is within the expected range. With all these pa-
rameters the wavelength for different temperatures can be calculated and
compared to the experimental findings. Fig. 6.13 represents the experimental
wavelength for the temperature range from T = 250 K up to 720 K as well as
the calculated wavelength λ according to BH-theory. The experimental values
which are discussed in the next chapter are represented by the hollow circles
while the numerical values calculated by the BH-theory are represented by
the solid circles.
Figure 6.13: Temperature-dependence of the experimental wavelength and
the wavelength calculated by the BH-theory. (Both curves are adjusted to
the temperature T = 450 K.)
As can be seen, the wavelength calculated by the BH-theory deviates by
several orders of magnitude from the experimental values! It seems obvi-
ous that the BH-theory is not adequate to describe the phenomena observed
during grazing incidence ion bombardment.
The formation of ripple pattern in the BH-theory is based on the curvature
dependence of the sputtering yield Y . Material is preferentially removed
inside the valleys rather than on top of the hills. Due to this instability, the
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valleys deepen faster than the hills are removed. The curvature-dependent
sputtering yield resulting from the BH-theory is:
Y (ϑ, κ) = Y0(ϑ)
[
1− aκΓ2(ϑ)
cosϑ
]
− nκB
f cosϑ
k2y (6.3)
where κ is the local curvature of the surface. With this equation it tis possible
to calculate the difference in the sputtering yield on top of the hills and at
the bottom of the valleys. The experiment (see Fig. 6.1 (b)) shows that at
T = 450 K a periodic pattern, with a typical ripple-separation of di ≈ 50 A˚
and a ripple amplitude of one atomic layer ∆h = 2.266 A˚, develops for an
ion fluence F = 1 MLE. By increasing the ion fluence to F ≈ 2 MLE
the separation of the ripples remains almost constant while the amplitude
increases by the hight of one atomic layer. Such a surface can be modeled by a
sine-wave with an amplitude of ∆h/2. The difference between the sputtering
yield for ions impinging at the top of the hills and at the bottom of the
valleys ∆Y = 0.37%. With Y0(ϑ) = 10.806, according to the BH-theory, an
additional ion fluence F ≈ 25 MLE is needed to increase the amplitude of
the ripples by one additional atomic layer. In terms of removed material,
this means that it is necessary to remove ≈ 250 ML until the hight difference
between the top of the crests and the bottoms of the trenches is increased by
the height of one atomic layer.
The BH-theory fails because approximations which are not justifiable for
the case of grazing incidence ion bombardment on Pt(111) were made for its
elaboration. The most important deficiencies are elucidated hereafter:
Aspects of great importance to grazing incidence ion bombardment which
remain out of consideration are:
- irradiated material is preferentially removed at ascending step edges;
- on flat terraces, impinging ions are more often reflected then not
- the creation of adatoms is completely neglected;
- the dependency of the surface energy on the surface orientation is of
great importance while working on monocrystaline metals.
The BH-theory requires a continuoues target as well as a continuous ion
beam. As all kind of matter is composed of atoms, the first condition cannot
be fulfilled. The second assumption of a continuos ion beam is difficult to
fulfill, as the ion bombardment is the result of numerous single, discrete ion
impacts, although the discrete nature can be neglected for structures of large
dimensions and high ion fluences.
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In the case discussed here, the wavelength of the created structure is sim-
ilar to the width of the collision cascades. However, the BH-theory assumes
that the lateral dimensions of the collision cascades are much smaller than
the resulting wavelength of the structure.
Conclusion: The development of a periodic structure, even for very low
fluences, can only be explained by taking into consideration the atomic pro-
cesses during the ion bombardment.
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Chapter 7
Temperature-dependent
evolution of the ripple pattern
at an ion fluence of 20 MLE
While the previous chapters analyze how a periodic morphology can de-
velop from randomly distributed ion impacts, this chapter focuses on the
temperature-dependent evolution of the surface morphology after the irra-
diation with an ion fluence F = 20 MLE. The ion bombardment is per-
formed with 5 keV Ar+ ions at an angle of incidence ϑ = 83o and an ion
flux f = 1.15 · 10−3 MLE · s−1. The sample temperature is altered in the
range from T = 250 K up to 720 K. In addition to the usual analysis like
wavelength λ of the ripple pattern and the RMS-roughness σ, the slope of
possible facets and the defects contained in the pattern are analyzed.
7.1 Evolution of the wavelength
Fig. 7.1 (a)-(f) represents the STM-topographs after ion bombardment with
an ion fluence of 20 MLE at temperatures from T = 250 K to 720 K. By ana-
lyzing the STM-topographs, the temperature range in which the experiments
are performed can be divided into two ranges.
For temperatures up to T = 450 K (Fig. 7.1 (a)-(c)), the wavelength
remains almost constant and the ripples are all aligned perfectly parallel to
the direction of the incoming ion beam. For the temperatures higher than
T = 450 K (Fig. 7.1 (d)-(f)), the wavelength λ is visibly increasing with
temperature T , and the ripples start to deviate from the alignment along
the ion beam direction. Pits, small ones at the temperature T = 550 K
(picture (d)) and large ones at T = 625 K (picture (e)), start to develop
inside the trenches. In picture (f), which shows a much larger surface area of
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Figure 7.1: STM-topographs of Pt(111) after the irradiation with an ion
fluence F = 20 MLE at the tempeartures: (a) T = 250 K, (b) 350 K,
(c) 450 K, (d) 550 K, (e) 625 K and (f) 720 K. The topograph size is
2450 A˚× 2450 A˚ for the pictures (a)-(e) and 4900 A˚× 4900 A˚ for the picture
(f). The direction of the incoming ion beam is indicated by the arrow in the
top right corner of picture (a).
4900 A˚ × 4900 A˚, no ripples can be found any longer, only some elongated
one-atom-heigh bars develop like the one which can be identified in the top
right corner. Here, at the temperature T = 720 K, the sample is eroded
layer-by-layer. Layer-by-layer erosion at this high temperature is also seen
for normal incidence ion bombardment [62, 108, 61, 109].
The wavelength λ of the ripple pattern is evaluated by placing a profile
line perpendicular to the ion beam direction across the picture and measuring
the distance λi between two neighboring trenches. The average wavelength
λ and its error are calculated from a large set of ripple widths. The more
accepted method for the evaluation of the wavelength of a ripple pattern con-
sists in using the height-height correlation function. However both methods
yield slightly different numeric values, furthermore the method measuring the
individual separations λi between neighboring ripples is also possible for low
ion fluences F  1 MLE, where the height-height correlation function fails
due to the low quality pattern. In Fig. 7.2, the wavelength λ is represented
for the temperature range from T = 250 K to 720 K. For T = 720 K, a lower
limit for the wavelength is estimated to λ(T=720 K) = 2500 A˚. The dashed con-
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0
Figure 7.2: Temperature-dependent wavelength after the irradiation with a
fluence of 20 MLE.
tinuation after T = 625 K indicates the trend of the wavelength’s behavior
towards the lower limit of the wavelength at the temperature T = 720 K.
A similar behaviour of the wavelength evolution (constant at low tem-
peratures and increasing at high temperatures) is also found on Ag(001) [70]
Ag(110) [8, 96, 97], Cu(001) [7] and on SiO2 [107]. The analysis over a nar-
rower temperature range of the wavelength reveals an increase of the wave-
length with temperature for Cu(110) [100] or GaAs [77].
In the previous chapter it is shown that the initial wavelength, developing
at F ≈ 1 MLE, depends on the sample temperature T . Herefore, a sequence
of experiments (see Fig. 7.3) at an ion fluence F = 0.5 MLE and the same
temperatures T than in the experiments performed at F = 20 MLE is per-
formed. Here too, two different temperature ranges can be identified. The
transition between the two temperature regimes happens also here around
T ≈ 450 K.
In the lower temperature range T  450 K (Fig. 7.3 (a)-(c)), the morphol-
ogy consists mostly of narrow vacancy grooves aligned along the ion beam
direction, small vacancy islands and small adatom clusters. At T = 450 K,
the grooves are very straight and can reach a length of several hundreds A˚.
At the lower temperature T = 350 K (Fig. 7.3 (b)), the grooves develop ram-
ifications and interconnections between neighboring grooves. At the lowest
temperature T = 250 K (Fig. 7.3 (a)), the number of ramifications increases
even more and they become fractal-like. The structures which develop have
at all temperatures similar lateral dimensions.
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Figure 7.3: STM-topographs of Pt(111) after the irradiation with an ion
fluence F = 0.5 MLE at the tempeartures: (a) T = 250 K, (b) 350 K,
(c) 450 K, (d) 550 K, (e) 625 K and (f) 720 K. The size of the topographs
is 1225 A˚× 1225 A˚. The direction of the incoming ion beam is indicated by
the arrow in the top right corner of picture (a).
In the upper temperature range (Fig. 7.3 (d)-(f)), the vacancy islands
are compact and grow larger and larger towards higher temperatures. At
T = 550 K, although the shapes of the vacancy islands are compact, they are
still irregular but, with increasing temperature, T = 625 K, they become also
more regular. At the highest temperature T = 720 K, the vacancy islands
show the typical hexagonal equilibrium shape.
In the lower temperature range T  450 K, the characteristic width of the
resulting structures is temperature-independent, resulting in a temperature-
independent wavelength at larger fluences F = 20 MLE. However, in the
upper temperature range T > 450 K, the lateral width of the initial structures
gets larger and larger as the temperature and diffusion increase, explaining
thereby the temperature-dependent development of the wavelength λ. It can
not be ruled out that, in addition to the initial structure size, also diffusion
processes such as annealing of vacancies at ascending step edges and step edge
detachment, which both set in successively as the temperature rises, influence
the temporal evolution of the wavelength λ.
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7.2 Evolution of the roughness
Beside the wavelength, the RMS-roughness too is an important characteristic
in describing the surface morphology. The RMS-roughness σ is defined by:
σ2 = 〈(h(x, y)− h )2〉x,y
where h(x, y) is the local height at the point (x, y) and h = 〈h(x, y)〉x,y is the
average height of the considered area.
The RMS-roughness σ is the standard deviation of the height of each sur-
face point from the average surface height. For the evaluation of the rough-
ness, only the best pictures, without any visible tip effects, are considered.
The numerical value of the RMS-roughness is calculated by the WSxM soft-
ware [123]. The only parameter this application needs in order to calculate
the roughness is the total height from the lowest to the highest point of the
considered picture. To get this information, a profile line is placed in an area
where the different terraces can be distinguished. By evaluating the height
difference of one atomic step in units of grayscale values and knowing that
the height difference between two atomic layers is ∆h = 2.265 A˚, it is possible
to calculate the total height difference from the lowest to the highest point
in the STM-picture.
This procedure is done in several spots in each picture. The error of
the height calibration is given by the standard deviation. The relative error
for the RMS-roughness calculated by WSxM equals the relative error of the
height calibration.
Fig. 7.4 represents the temperature-dependent RMS-roughness σ(T ) for
the experiments displayed in Fig. 7.1 (a)-(f). The roughness is increasing
monotonously from T = 250 K to 550 K and is decreasing quickly for the
temperatures T = 625 K and 720 K.
A similar behavior for the roughness evolution (increase at low and de-
crease at high temperatures) is found for normal incident ion bombardment
on Ag(001) [70], Ag(110) [8] and Ge(001) [80]. The decrease of the roughness
σ at temperatures T > 550 K for the special case of Pt(111) is supported
by experiments by Poelsema et al. [61, 109] for grazing incident ion bom-
bardment and by Michely et al. [62] for normal and off-normal incidence ion
bombardment.
The increase from the temperature T = 250 K to 550 K is due to the
increasing diffusion. Considering the experiments from the previous chap-
ter, where the sample is bombarded at the temperature T = 100 K, it is
obvious that the roughness remains low even after a propagated exposure
of F = 70 MLE. In this case, each ion impact generates a vacancy cluster
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Figure 7.4: Temperature-dependent RMS-roughness σ(T ) for an ion fluence
of 20 MLE.
surrounded by several adatom clusters. The randomly impinging ions cover
the surface by a multitude of vacancy and adatom clusters. Here, the surface
will be eroded in a layer-by-layer way. At the lowest temperature T = 250 K,
single adatoms, vacancies and small adatom clusters can diffuse on the sam-
ple surface. Hence, the damage created by one ion impact is still the same,
but due to the diffusion, the vacancies and adatoms can agglomerate to larger
entities, furthermore the diffusion ensures some smoothening of the generated
structures. As the structures which form are still small, it remains difficult to
remove material from the next lower layer. As a result, at the temperature
T = 250 K, the roughness will remain low. The little amount of diffusion
present at this temperature is already sufficient to allow the formation of
ripples in contrast to the temperature T = 100 K.
By increasing the temperature further T = 350 K and 450 K, also the
diffusion gets more relevant as even larger adatom and vacancy clusters are
mobile. Here, wider, elongated vacancy grooves develop and this enables the
ion beam to remove material from the next lower layer. One part of these
adatoms will diffuse to step edges where they will be incorporated, other
ones can recombine with the vacancies created in the next lower layer. Since
material is removed, not all vacancies in the next lower layer are annihilated
by adatoms (the annealing of vacancies at ascending step edges is only possible
at higher temperatures [61]) and the ion beam starts to create structures of
a higher amplitude, resulting in an increase of the roughness σ.
At the temperature T = 550 K, additionally to the diffusion already
present at lower temperatures, step edge diffusion becomes relevant. All these
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diffusion processes together enable the formation of large compact vacancy
islands enabling the ion beam to dig more easily into deeper layers, explaining
the further increase of the roughness σ.
Above T = 600 K, although the diffusion is still increasing, the roughness
starts to decrease rapidly. Here, two different diffusion processes compete
against each other. On the one hand side, the diffusion still increases, result-
ing in the formation of even larger compact vacancy islands at the bottom
of the trenches. On these large vacancy islands it is easy for the ion beam
to create vacancies in the next lower layer. But on the other hand, at tem-
peratures T  600 K, the annealing of vacancies at ascending step edges sets
in [61], reducing hereby the probability for the nucleation of stable vacancy
islands in the next lower layer. In addition to this, at T  700 K, step edge
detachment sets in, so that the adatom concentration on the terraces is all the
time high and newly created vacancies are immediately annihilated, resulting
in a layer-by-layer-like erosion at T = 720 K.
On the one hand side, the diffusion of vacancies and adatoms as well as the
step edge diffusion increase but on the other hand side step edge detachment
sets in at the temperature T ≈ 700 K. The former still favor the creation
of deeper pits, increasing hereby the roughness even more whereas the step
edge detachment tends to smoothen the surface.
Atoms detaching from step edges can diffuse on the surface; when they
reach an descending step edge, they will be incorporated into the lower ter-
race from where they can detach again. This process constitutes a downhill
material flow, where the valleys are filled at the cost of the crests, resulting
in a smoothening effect and consequently in lower roughness σ.
Although the temperature-dependent development of the roughness can
be explained by considering solely the effects of the diffusion, also the defects
in the ripple patterns (discussed in the next section) and the formation of
facets at different temperatures (discussed in a later section) take part in the
evolution of the roughness.
7.3 Defect analysis
The traditional way of analyzing ripple patterns consists in studying the
evolution of the roughness and wavelength of the ripples. In this work, for the
first time, the defect densities contained in the ripple patterns are analyzed.
The general ripple pattern is very regular and the ripples can grow to
the length of several thousand A˚, as can be seen in Fig. 7.5 which shows an
overview of 4900 A˚ × 4900 A˚ for an ion fluence F = 20 MLE at a sample
temperature T = 450 K. A closer look at the STM-topograph shows that
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Figure 7.5: STM topograph of Pt(111) after the exposure to an ion fluence
F = 20 MLE at the temperature T = 450 K. To accentuate the ripples and
the defects of the pattern, the crests are traced with lines and the different
defects are labelled with the symbols listed in table: 7.1. The topograph size
is 4900 A˚× 4900 A˚ and the direction of the ion beam is from the top right to
the bottom left.
the pattern is far from being perfect. Although the ripples look straight, the
crests do not follow perfect straight lines. And as the ripples are not infinitely
long, they must start and end at some point, generating hereby defects in the
pattern. In order to accentuate the defects and the deviation of the crest-lines
from perfect straight lines, they are retraced in Fig. 7.5. The different kinds
of defects are labelled with the symbols listed in Table: 7.1
The analysis of the temperature-dependent evolution of the defects being
a new method to characterize ripple patterns, some rules are fixed hereafter
according to which the defects are analyzed.
One important convention is that the direction for looking at the STM-
topographs is the direction of the incoming ion beam. Looking from the
wrong direction makes ripples end where they should start and vice versa!
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As mentioned previously, defects appear at the beginning and at the end
of a ripple. An analysis of the STM-topographs of the sample being exposed
to ion fluences heigh enough to generate ripples F ≥ 5 MLE shows that
new ripples form either by simply starting or by the splitting of an already
existing ripple into two new ones. Similarly to the starting point, the ripples
end either by simply vanishing or by the coalescence of two old ripples into
one single new one. As a matter of fact, the analysis reveals four possible
defects.
Referring to Table 7.1, defects listed in the same column have the same
effect : an additional ripple is either created by a start or a split defect;
a ripple disapears either by vanshing or by coalescing with another ripple.
Defects listed in the same row are complementary to each other : in each row
are listed defects which work along a similar mechanism. In the first row
are found the defects which involve only one ripple for the creation or the
removal of a ripple. In the second row are listed the defects which involve
two ripples for the creation or removal of an existing ripple.
Defect Description Symbol Symbol Description Defect
Start
A new rip-
ple grows out
from nowhere
A ripple just
vanishes End
Split
One existing
ripple splits
up into two
Two existing
ripples merge
into one
Coalescence
Table 7.1: In this table are listed the different kinds of defects found in the
ripple pattern.
Two rules are established to evaluate the different kinds of defects. In
some cases, the defects can be immediately assigned to the correct category,
but in some other cases it is not obvious if a defect is a start or a split
respectively an end or a coalescence. In these doubtful cases, the defects are
analyzed by placing a profile line across the defect in question.
Fig. 7.6 represents schematic profile lines for a start respectively an end (a)
and for a split respectively a coalescence (b) defect. Hereafter only the dif-
ferentiation between a start and split is described. The procedure for dif-
ferentiation between an end and a coalescence is working analogously. Both
profile lines show two ripples labeled A and B. In-between the two ripples is
a minima. By moving the profile closer to the defect, the minima in-between
the two ripples will vanish at some point and only one ripple will remain. By
placing the profile line slightly before the point where ripple B disappears, two
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Figure 7.6: Profile lines to distinguish the different kinds of defects. (a) profile
for a start respectively an end and (b) for an split respectively a coalescence.
(For explanations see text)
cases are possible: either ∆r ≥ ∆h/2 as shown in Fig. 7.6 (a); then, the de-
fect is considered as a starting point; or ∆r  ∆h/2 as shown in Fig. 7.6 (b);
then the defect is considered as a splitting point.
If these rules are applied to the STM-topographs, the resulting pictures
look like the one in Fig. 7.5 from which the defect density for each kind of
defect as well as the overall defect density can be determined. In order to com-
pare the defect densities for different sample temperatures, the densities are
normalized by λ2 in order to compensate for the different wavelengths. The
effect of the normalization can be visualized by rescaling the STM-topographs
in such a way that the same number of ripples is shown for each temperature.
Fig. 7.7 (a)-(e) represent the rescaled STM-topographs from Fig. 7.1 (a)-
(e). The sizes of the rescaled pictures are: (a) 956 A˚ × 956 A˚, T = 250 K;
(b) 1066 A˚ × 1066 A˚, T = 350 K; (c) 1139 A˚ × 1139 A˚, T = 450 K; (d)
2450 A˚ × 2450 A˚, T = 550 K and (e) 4866 A˚ × 4866 A˚, T = 625 K. The
crests of the ripples are retraced with a line, and the defects are provided
with the corresponding symbols from Table 7.1.
The total rescaled defect density is represented in Fig. 7.8 by the orange
squares. The density increases monotonously with the temperature. Further-
more, the behavior is similar to the temperature-dependent behavior of the
wavelength λ. Here the whole temperature range can be divided into two
distinct regimes too. In the lower temperature range T  450 K, the rescaled
defect density rises only slightly (it remains almost constant) whereas in the
upper temperature range T > 450 K, the rescaled defect density rises much
faster.
Why do defects form more easily at higher than at lower temperatures? In
the underlying experiments, the ion bombardment is along the [1¯1¯2]-direction.
As at temperatures T  450 K the ripples are mainly created by the effects
of the ion beam, the orientation of the ripples reflects the direction of the ion
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Figure 7.7: STM-topographs from the sequence presented in Fig. 7.1. The
pictures are rescaled, so that they show the same wavelength. To emphasize
the different defects, the crests of the ripples are superposed by a line and the
defects are denoted by the symbols listed in table 7.1. The sizes of the different
pictures are: (a) 956 A˚× 956 A˚, (b) 1066 A˚× 1066 A˚, (c) 1139 A˚× 1139 A˚,
(d) 2450 A˚× 2450 A˚ and (e) 4866 A˚× 4866 A˚.
beam. Consequently they are framed by energetically unfavorable, highly-
kinked step edges.
At temperatures T > 450 K, the ion beam creates ripples oriented along
its direction but the step edge diffusion which is present makes it possible
for the ripples to rearrange themselves along the dense packed, energetically
more favorable 〈110〉-directions, as is illustrated with an overview for T =
625 K in Fig. 7.9. Ripples preferring to align themselves rather along dense
packed crystallographic directions than along the ion beam direction are also
seen for Cu(110) [78] and Cu(001) [105]. In average, the ripples are still
aligned parallel to the ion beam, but they are composed by segments aligned
alternately along the [1¯1¯2]-direction or 〈110〉-directions. On the one hand side,
the alignment of the ripples along 〈110〉-directions results in an energetically
more favorable structure, but on the other hand, ripples aligned along this
direction are no longer parallel to the ion beam and therefore offer a much
better point of attack to the ions. (A) in Fig. 7.9 points to two crests aligned
parallel to the ion beam whereas (B) points towards two segments which are
aligned along dense packed directions. It is clearly seen that the former are
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Figure 7.8: Representation of the temperature-dependent defect densities for
an ion fluence F = 20 MLE.
much higher (bright color) and therefore eroded less efficiently whereas the
latter are much lower (darker color) and therefore eroded much faster. Since
the erosion is faster at the misaligned crests, these segments can be easily
cut-through by the ion beam, resulting in additional defects. (C) shows a
crest where the topmost layer has just been cut-through.
The higher the temperature, the more effective the step edge diffusion and
the stronger the tendency of the ripples to align along the 〈110〉-directions.
This can be seen by comparing Fig. 7.7 (d) and (e). At the temperature
T = 550 K, the ripples are still straight and only start to deviate from the
[1¯1¯2]-direction, whereas at T = 625 K, the crest lines are ondulated and
deviate in many places from the ion beam direction. The increase of the
deviations from the direction parallel to the ion beam with temperature,
increases the possibilities for the ion beam to cut through the ripples and
therefore the defect densities increase with the temperature.
Besides the total rescaled defect density represented by the orange squares,
Fig. 7.8 shows also the different defect densities normalized to the correspond-
ing wavelength in dependence of the sample temperature. The separate anal-
ysis of the different kinds of defects reveals some interesting findings.
To make the reading of the graph (Fig. 7.8) more easy, the different kinds
of defects are labeled in the following way:
- defects which have the same effect and which are listed in the same
column in Table 7.1, have the same color. The defects which result in
an additional ripple are colored in blue, and those which remove a ripple
are colored in red;
140
7.3 Defect analysis
Figure 7.9: STM topograph of Pt(111) after the exposure to an ion fluence
F = 20 MLE at the temperature T = 625 K. (A) labels two crests which are
aligned along the ion beam direction and therefore are eroded less efficiently
and (B) labels two crests aligned along dense packed directions. (C) points
to a crest which is aligned along the dense packed direction and is being cut
through by the ion beam. The topograph size is 4900 A˚ × 4900 A˚ and the
direction of the ion beam is from the top right to the bottom left.
- defects which involve the same number of ripples, and are listed in the
same row in Table 7.1 are either represented by hollow or solid symbols.
Those involving one ripple are represented by full symbols and those
which involve two ripples are represented by hollow symbols.
The analysis of the different defect densities reveals that for the creation
as well as for the removal of a ripple, there is one kind of defect which is more
frequent than the other one. In this sense, most of the ripples are created by
the splitting of one ripple into two, and only a few emerge from a simple start
defect. The removal of a ripple behaves in the opposite way, as most of the
ripples vanish by simply ending, and only few are removed by the coalescence
of two ripples into one. By referring to Table 7.1, in each column and each row
is found one defect which is frequent and one which is less frequent whereas
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on the diagonals are found either defects which are frequent or which are
rare. An explanation for this phenomena is given in the next chapter while
analyzing the fluence-dependent evolution of the ripples.
Now, that the temperature-dependence of the rescaled defects is analyzed,
the question, how the defects influence the roughness σ, still remains. To ex-
plain this, a closer look at a typical STM-topograph is necessary. Fig. 7.10 (a)
shows a typical ripple pattern after the sample is irradiated at T = 450 K
with an ion fluence F = 20 MLE Ar+ ions with an energy E = 5 keV. The
topograph size is 2450 A˚ × 2450 A˚ and the direction of the ion beam is in-
dicated by the arrow in the top right corner. Fig. 7.10 (b) and (c) show
zoom-ins (610 A˚ × 610 A˚) of the squares in topograph (a). Fig. 7.10 (b)
represents a spot where the morphology is regular and contains no defects,
whereas Fig. 7.10 (c) shows the typical morphology of a defect (the present
spot shows an end and the onset of a split defect).
Figure 7.10: (a) STM-topograph pof Pt(111) after the exposure to an ion
fluence F = 20 MLE at the temperature T = 450 K. Picture (b) shows a
zoom-in to a defect-free area and picture (c) to an area containing two close-
by defects. The topograph size is 2450 A˚ × 2450 A˚ for picture (a) and and
610 A˚ × 610 A˚ for the zoom-ins. The direction of the ion beam is from the
top right to the bottom left.
The comparison of both zoom-ins reveals that the grooves surrounding
defects are much deeper (darker color) than the trenches in the defect-free
pattern. This shows that each defect adds an additional amount to the rough-
ness σ. From the combination of this result with the temperature-dependent
increase of the rescaled defect density can be drawn the conclusion that de-
fects contribute to the overall temperature-dependent behavior of the RMS-
roughness σ.
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7.4 Facet analysis
For ripples being several mono-layers heigh, the question arises wether they
develop facets on their side walls. The ripples are aligned along the [1¯1¯2]-
direction and the steepness of the facets is given by the width of successive
terraces. For ripples which have a height of at least two layers, the terraces
flanked by [1¯1¯2] step edges can either be equidistant as shown in Fig. 7.11 (a)
or separated by different distances as shown in Fig. 7.11 (b). In the first case,
the step edges are within one plane and the slope of the side wall is constant
over a distance of at least two steps. In this case we call the slope facetted. In
the second case, each terrace has a different width and no facets are present.
Figure 7.11: Slopes formed by step edges. In (a) the step edges are equidistant
so that the step edges are within a plane and form a facet. In (b) the step
edges are not spaced equally and therefore do not form a facet.
The slopes of the facets can only be changed by discrete amounts, as the
width of a terrace can only be changed by the width of one atomic row (see
Fig. 7.11 (a)-(c)). For terraces flanked by [1¯1¯2] step edges, the possible facets
for ripples oriented along the [1¯1¯2]-direction can be found by the following
way: the Miller indices hi, ki, li of facet i are:
 hiki
li

 =

 i + 3i− 1
i + 1


where the indices for odd i must be divided by 2. As mentioned previously, the
slopes mi of these possible facets take discrete numerical values. The slopes mi
are taken from profile lines placed along the [11¯0]-direction, perpendicularly
to the [1¯1¯2]-orientated facets. A profile line along a flat terrace on the Pt(111)
surface results in the slope: m∞ = 0. In general, the slope of the facet with
the orientation (hi, ki, li) is then:
mi =
√
8
3
1
i + 1
.
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[111]
[11-0]
[1-1-2]
Figure 7.12: Shown are three different facets formed by step edges along
[1¯1¯2]-directions. The orientations of the facets are: (a) (9 5 7), (b) (4 2 3)
and (c) (7 3 5).
The slopes of the side walls of the ripples are then analyzed and if the slope
stays constant over a distance larger than the height difference corresponding
to at least three atomic height steps (∼= 6.8 A˚), then this slope is considered to
be a facet. An overview of the different possible facets and the corresponding
slopes is given in Table. 7.2.
i (hi ki li) mi i (hi ki li) mi
0 (3 -1 -1) 1.6330 5 (4 2 3) 0.2722
1 (2 0 1) 0.8165 6 (9 5 7) 0.2333
2 (5 1 3) 0.5443 7 (5 3 4) 0.2041
3 (3 1 2) 0.4082 8 (11 7 9) 0.1814
4 (7 3 5) 0.3266 9 (6 4 5) 0.1633
Table 7.2: Overview of the Miller indices hi, ki, li and the corresponding slopes
mi of the ten steepest slopes.
The results of the facet analysys for the temperatures T = 350 K, 450 K,
550 K and 625 K is represented in Fig. 7.13. Each result is the arithmetic
mean of all the acquired facet slope values of one experiment and the indicated
error is the standard deviation of the averaged value.
For the temperature T = 250 K, no facets are evaluated. Though a ripple
pattern develops, the height of the structure is only rarely higher than three
atomic layers, so that the identification according to the rules established
above is not possible. The average slope for the temperatures T = 350 K and
550 K is almost identical. The facet that can be assigned to the slope is the
(7 3 5) facet. For the temperature T = 625 K, the (11 7 9) facet is within the
range of the error-bars for the evaluated slope. For T = 450 K, no facet is
found to be within the error-bars of the evaluated slope. The reason for this
gap can be explained by looking at the distribution of the evaluated slopes
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Figure 7.13: Average facet slope for the temperatures T = 350 K, 450 K,
550 K and 625 K. The dashed lines represent the slopes of possible facets
(see also table 7.2).
represented in the histogram 7.14. The slope distribution shows that the
average slope is a mixture of slopes of which each corresponds to a different
facet. The histogram also reveals that the evaluated slopes, which do not
fit to a facet, are rare. The facet slopes are the steepest for T = 450 K and
flatter for lower and higher temperatures. The same temperature dependence
is also found for Ag(110) along the 〈001〉- as well as the 〈11¯0〉-direction [97].
Figure 7.14: Histogram of the facets for an ion fluence of F = 20 MLE at a
temperature T = 450 K.
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How do the observations of the temperature-dependent development of
the wavelength, RMS-roughness and the development of different facets for
different temperatures fit together? Fig. 7.15 (a)-(d) shows profile lines for
the temperatures T = 350 K, 450 K, 550 K and 625 K. All the profiles span
the same length, and the range of the y-axis is the same one in all cases,
so that the different representations can easily be compared to each other.
For the temperatures T = 350 K and 450 K, the wavelength is almost the
same but the RMS-roughness is considerably higher at T = 450 K than at
350 K. This demonstrates that the structures of similar lateral dimensions
must deviate stronger from the average surface height at T = 450 K than at
the lower temperature. This can only be achieved with facets of a steeper
slope (see Fig. 7.13).
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Figure 7.15: Profiles along the [11¯0]-direction of ripple pattern created at the
temperatures: (a) T = 350 K, (b) 450 K, (c) 550 K and (d) 625 K.
At T = 550 K, the ripples are framed by facets of a more flat slope than at
T = 450 K although the RMS-roughness is higher at T = 550 K. In this case,
the wavelength at T = 550 K is much wider than at T = 450 K; therefore,
here the structures can achieve a larger deviation from the average surface
height with even flatter facets.
As seen before, by increasing the temperature from T = 550 K to 625 K,
the roughness starts to decrease. The much larger wavelength at T = 625 K
should compensate for the smaller slopes of the facets. Additionally to this,
the ripples develop plateaus at the top of the crests and at the bottom of
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the trenches. The plateaus can be seen as a cut-off of the tips at the crests
and the bottoms of the trenches. As a surface area distant from the average
surface height adds a higher contribution to the RMS-roughness than an area
which is closer to the average height, the clipping-off of the parts most distant
from the average reduces the roughness.
7.5 Annealing of ripples to higher tempera-
tures
In a further step the annealing mechanism of the ripples is analyzed. For this
purpose, a ripple pattern is created by exposing the sample at the temperature
T = 450 K to an ion fluence F = 20 MLE and an ion flux f = 4.6 ·10−3 MLE ·
s−1 of Ar+ ions with an energy of 5 keV. Thereafter, the sample is annealed
for t = 1 hour at different temperatures.
Fig. 7.16 shows the result of the annealing experiments. Picture (a) rep-
resents the ripple pattern prior to the annealing whereas the pictures (b)
to (e) show the surface morphology after being annealed at (b) T = 450 K,
(c) 500 K, (d) 550 K and (e) 625 K.
The change of the morphology for the different annealing temperatures
can best be seen by analyzing the STM-topographs shown in Fig. 7.16 and
by drawing profile lines along the [11¯0]-direction, as shown in Fig. 7.17. Im-
mediately after the ion bombardment (Fig. 7.16 (a)) the ripples are framed by
straight, smooth step edges aligned along the [1¯1¯2]-direction. The formation
of thin grooves at the bottom of the trenches and thin adatom islands on top
of the crests is best seen in the pointed shape of the profile in Fig. 7.17 (a).
Here it is important to note that the annealing time in the experiments
is t = 3600 s. This prolonged duration has to be taken into account while
assigning onset temperatures to the different atomic processes. The onset
temperatures calculated by Eq. 2.6 are only valid for experiments on the
time-scale of 1 second. In order to identify the responsible mechanism for
the annealing of the ripples, the onset temperatures Tonset have to be rescaled
to the duration of the annealing time t = 3600 s. Tab. 7.3 shows the onset
temperatures rescaled according to:
T
′
onset = Tonset ln
ν
ν0
/ ln
ν
′
ν0
with ν = 1 Hz, ν
′
= 1/3600 Hz and ν0 = 5 · 1012 Hz. At the rescaled onset
temperatures, the considered atomic process only occurs once per annealing
time t = 3600 s.
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Atomic process Tonset [K] T
′
onset [K]
Kink detachment  450  350
Vacancy annealing  600  490
Step edge detachment  700  570
Table 7.3: Rescaled onset temperatures for kink detachment, vacancy anneal-
ing at ascending step edges and step edge detachment.
After the annealing at the lowest temperature T = 450 K (Fig. 7.16 (b)),
subtile changes are identified in the morphology. The STM-topographs reveal
that the step edges of the ripples are no longer straight, but now they are
wavy. The thin adatom islands on top of the crests are now wider and more
compact. The formation of these wider structures on top of the crests leads
to the formation of small plateaus at these spots, as can be seen in the profile
in Fig. 7.17 (b). These changes can be attributed to the generation of step
edge atoms by king detachment and to the step edge diffusion – which at
Figure 7.16: Surface morphology after the irradiation with an ion fluence
F = 20 MLE at the temperature T = 450 K (a) and additionally annealing
for one hour at a temperature of (b) T = 450 K, (c) 500 K, (d) 550 K and
(e) 625 K. The size of the topographs is 2450 A˚ ×2450 A˚ and of the zoom-ins
is 700 A˚ ×700 A˚. The direction of the ion beam is indicated in the top right
corner of picture (a) and (c).
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Figure 7.17: Profiles along the [11¯0]-direction of the ripple pattern (a) and of
the same morphology after being annealed for t = 1 hour at (b) T = 450 K,
(c) T = 500 K and (d) T = 550 K.
this time-scale are both relevant already at T ≈ 350 K. Diffusion tries to
reshape the elongated adatom islands on top of the crests to energetically
more favorable, compact ones.
Annealing the same morphology at the temperature T = 500 K
(Fig. 7.16 (c)) leads to the formation of wider plateaus (see profile in
Fig. 7.17 (c)). Also the step edges of the ripples become more wavy than
at the lower annealing temperature. Additionally, the grooves in-between
two crests seem to melt together and vanish. This effect is best seen close
to split/coalescence defects or in the zoom-in, where the groove separating
the two ripples in the center of the picture is vanishing from the top to the
bottom of the picture. The closing of the trenches in-between neighboring
ripples is due to the step edge diffusion trying to reduce the step edge energy
and also to the annealing of vacancies at ascending step edges which is here
already relevant at T ≈ 490 K.
By increasing the annealing temperature to T = 550 K (Fig. 7.16 (d)), the
plateaus which develop become even wider (see profile in Fig. 7.17 (d)), the
step edges framing the ripples become rougher and rougher. Clearly identi-
fying each single ripple starts to get difficult, as neighboring ones completely
merge together to form one single ripple of double width.
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At the highest annealing temperature T = 625 K (Fig. 7.16 (e)), it is
no longer possible to identify ripples, as neighboring ripples have completely
merged together. A morphology of elongated structures aligned along the ion
beam direction is the result. The vacancy and adatom islands present in the
picture are mostly framed by dense packed step edges. At this stage there
are no longer more than 4-5 layers visible. The increased melt-down speed at
this annealing temperature is due to step edge detachment, relevant on this
time-scale at T ≈ 570 K.
Fig. 7.18 shows the roughness σ of the ripple morphology after the anneal-
ing at the different temperatures. The solid symbols represent the roughness
of the annealed morphology and the open symbol at T = 450 K represents
the roughness prior to the annealing. The roughness is the highest for the
not-annealed sample and decreases with increasing annealing temperature,
which is in agreement with the profiles of Fig. 7.17 which reveal a decrease of
the ripple amplitude with increasing annealing temperature.
Figure 7.18: The solid dots represent the RMS-roughness of the ripple
morphology created at the temperature T = 450 K with an ion fluence
F = 20 MLE being annealed for t = 1 hour at different temperatures. The
numerical value represented by the open circle represents the roughness of
the ripple morphology prior to the annealing.
These changes in the morphology, which are revealed by the STM-
topographs, the profiles and the roughness can be explained by the consider-
ation of intra- and interlayer mass-transport.
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Effects of intra-layer mass-transport
The transition from straight but kinked step edges prior to the annealing,
to less kinked and curved step edges, after the annealing, is related to the
tendency to reduce the step-free energy. During the ion bombardment at the
temperature T = 450 K, all the step edges are forced by the ion beam to align
along the [1¯1¯2]-direction which is energetically unfavorable (see Fig. 7.19 (a)).
After the ion beam is switched off, the morphology created by the ion beam
can relax to an energetically more favorable configuration. According to the
rescaled onset temperatures (see Tab. 7.3), step edge diffusion and the gener-
ation of step edge atoms by kink detachment are relevant at T = 450 K and
induce changes in the morphology. The step edge diffusion enables the step
edge to fluctuate around its average shape in order to probe for energetically
more favorable configurations resulting in an undulated step edge framed by
step edge segments aligned along the 〈110〉-directions (see Fig. 7.19 (b)).
Figure 7.19: After the ion bombardment the ripples are framed by highly-
kinked step edges oriented along the [1¯1¯2]-direction (a). During the annealing
the step edges of the ripples fluctuate around there average shape and adopt
a wavy pattern, which in average is still oriented along the [1¯1¯2]-direction
while locally the border consists of small segments oriented along the 〈110〉-
directions (b).
By rising the annealing temperature to T  500 K, step edge diffusion
and the resulting mass transport gain in importance. Also at this tempera-
ture the step edges fluctuate around there average shape (see Fig. 7.20 (a))
resulting in the curved step edges. As at this temperature the diffusion is
much more important, the resulting amplitudes of the fluctuations are larger.
In some cases the fluctuations are so large that terraces of neighboring rip-
ples touch each other (see Fig. 7.20 (b)). Once such an interconnection is
established, it is difficult to break it up again. Since diffusion tries to reduce
the step-free energy, the area where both terraces meet is reshaped to look
more like a partial hexagon, resulting in an enlarging and stabilizing of the
interconnection (see Fig. 7.20 (c)).
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Figure 7.20: If the ripple pattern is annealed at T ≥ 500 K then the fluctua-
tions of the step edges are larger then at annealing temperature of T = 450 K.
In this case neighboring ripples are able to touch each other (b) and build
wide interconnections (c).
In the STM-topograph it can also be seen that the trenches between neigh-
boring ripples start to vanish. Especially grooves starting from a coales-
cence/split defect seem to close like a zipper. The filling up of the trenches
at these spots works similar to the mechanism described above. Here, the
points where two neighboring ripples are touching each other are the defects
themselves (Fig. 7.21 (a)). In this case, diffusion brings additional material to
these spots in order to fill the gap between the to neighboring terraces which
touch each other (Fig. 7.21 (b) and (c)). With this mechanism, the step free-
energy is reduced by removing step edge length on each side of the trench.
These annealing phenomena become even more important by increasing the
annealing temperature to T = 550 K and 625 K.
Figure 7.21: Neighboring ripples which are touching each other (a) can be
merged by the accumulation of further material in these spots like closing a
zipper (b) and (c).
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Effects of inter-layer mass-transport
Starting at the annealing temperature T = 550 K it becomes visible that the
ripples begin to shrink in height and additionally they become broader. Both
changes are closely related to each other. The reduction of the ripple height is
due to the filling of the trenches at the cost of the crests. Since at T = 550 K
step edge detachment is not relevant, even at the time-scale of t = 1 hour a
different mechanism must be present here.
The STM-topographs of Fig. 7.16 show that the thin long adatom islands
present immediately after the ion bombardment on the topmost layer of the
crests retract to more compact – wider but shorter – adatom islands during
the annealing. Already at the lowest annealing temperature T = 450 K, small
plateaus develop at the top of the crests (see Fig. 7.17). Step edge diffusion
tends to reshape the thin, long adatom islands on the top of the crests to
more compact vacancy islands (see Fig. 7.22 (a)). Hereby the adatom islands
become shorter but also wider and at some point they touch the step edge
of the terrace on which they reside (Fig. 7.22 (b)). Further atoms reaching
these spots most likely descent the step edge and are incorporating into the
Figure 7.22: Ripple annealing mechanism. (a) Compaction of the topmost
adatom island by step edge diffusion. (b) Widening of the lower terrace
on cost of the upper layer (c) enabling further compaction of the top most
adatom islands. (d) Final configuration of a ripple with a compact island on
top of it.
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lower layer (Fig. 7.22 (b)). By this process the layer underneath the topmost
adatom islands gains in width at the cost of the latter and offers the possibility
for the topmost adatom island to widen even further (Fig. 7.22 (c)). This
process can then repeat itself, until the topmost island acquiresa compact
shape (Fig. 7.22 (d)).
In a side-view, the mechanism looks as follows: first the topmost adatom
islands become wider (Fig. 7.23 (a)) and grow closer to the step edge of the
supporting layer. At the moment when the adatom island reaches the step
edge of the lower terrace, it is possible for additional material to be incor-
porated into the lower terrace, which then grows at the cost of the adatom
island (Fig. 7.23 (b) and (c)) and creates room for the adatom island to widen
further (Fig. 7.23 (d)). By this process the lower layers are closed at the cost
of the top layers (Fig. 7.23 (e)).
Figure 7.23: (a) Widening of the top most adatom island due to the compacta-
tion. (b) Widening of the lower terraces due to atoms diffusing to descending
step edges. (c) and (d) Further widening of the topmost adatom islands due
to the widening of the lower terraces. (e) Final configuration where the lowest
layer is closed by atoms emanating from the top layer.
The down-hill current of material effects the evolution of the morphology
during the annealing in two ways:
- moving atoms from the topmost layers towards lower layers results in a
recombination of the vacancies at the bottom of the trenches with the
adatoms at the top of the crests. This change in the vertical direction
has a smoothening effect by reducing the total height of the ripples and
consequently decreases the RMS-roughness σ,
- moving atoms from upper layers towards lower layers will grow the latter
in width. Hereby the ripples broaden and approach each other which
finally leads to the merging of neighboring ripples.
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Chapter 8
Fluence dependence
Knowing now how the morphology depends on temperature T for a fixed
ion fluence F , the evolution of the morphology is analyzed for different ion
fluences at constant temperature T . For this purpose the Pt(111) surface is
irradiated with 5 keV Ar+ ions at the angle of incidence ϑ = 83o. The ion
fluence F is altered from F = 1 MLE to 300 MLE. The fluence-dependency
is analyzed for the temperatures T = 350 K, 450 K and 550 K. In order
to reduce the duration of the ion bombardment especially to achieve an ion
fluence of F = 300 MLE, the ion flux is chosen to be f = 4.6 · 10−3 MLE · s−1
which is an increase by a factor of 4 compared to the temperature-dependent
experiments discussed in the previous chapter. The choice of the temperatures
at which this analysis is performed is such that the two lower temperatures are
in the regime where step edge diffusion is not yet relevant and the resulting
morphology is governed mainly by the ion beam. The highest temperature
is chosen to be in the regime where the step edge diffusion is active and the
morphology is influenced by it as well as by the ion beam.
8.1 Evolution of the roughness
In this place, the fluence dependency of the RMS-roughness σ is analyzed for
three different temperatures T . Fig. 8.1 shows a sequence of STM-topographs,
where the Pt(111) surface is exposed to an ion fluence F = 1 MLE (pic-
ture (a)), 5 MLE (b), 20 MLE (c), 70 MLE (d), 160 MLE (e) and 300 MLE (f)
at the temperature T = 450 K. After an ion fluence F = 1 MLE (Fig. 8.1 (a))
the morphology consists of an intermixture of small vacancy grooves and
elongated adatom islands. As discussed above, this is the stage at which the
vacancy grooves are about to interact with each other and to rearrange them-
selves into a periodic pattern. By increasing the ion fluence to F = 5 MLE
(Fig. 8.1 (b)) the aspect changes from a morphology of vacancy grooves to
a morphology of crests/ripples. At this stage the ripples are still short and
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Figure 8.1: STM-topographs of Pt(111) after the irradiation with an ion
fluence: (a) F = 1 MLE, (b) 5 MLE, (c) 20 MLE, (d) 70 MLE, (e) 160 MLE
and (f) 300 MLE at the temperature T = 450 K. The topograph size is always
2450 A˚× 2450 A˚ and the direction of the incoming ion beam is indicated by
the arrow in the top right corner of picture (a).
the pattern contains lots of defects. With increasing ion fluence F the am-
plitude of the ripples also increases. A further raise of the ion fluence to
F = 20 MLE (Fig. 8.1 (c)) reveals the polishing capabilities of the grazing
incident ion beam, resulting in longer ripples and in a pattern containing less
defects. This trend is pursued by increasing the ion fluence to F = 70 MLE
(Fig. 8.1 (d)) and 160 MLE (Fig. 8.1 (e)). At this stage, as will bee seen
later in more details, a change occurs; the defects spread over a longer area,
for example ripples do not end abruptly but they only vanish slowly, result-
ing in an intermixture of wide and narrow ripples. This trend is even more
pronounced at an ion fluence F = 300 MLE (Fig. 8.1 (f)).
In the STM-topographs presented in Fig. 8.2 the Pt(111) surface is ex-
posed to the same ion fluences F but at the lower temperature T = 350 K.
The morphologies created at the different ion fluences look similar to the ones
created at T = 450 K. The only difference that can be identified by looking
at the STM-topographs is that especially at low ion fluences the structures
look smaller and rougher than at T = 450 K. The differences become easier
visible by analyzing the roughness σ and wavelength λ in detail. The reason
for the similar appearance of both experiment sequences is that both are per-
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Figure 8.2: STM-topographs of Pt(111) after the irradiation with an ion
fluence: (a) F = 1 MLE, (b) 5 MLE, (c) 20 MLE, (d) 7 MLE and (f) 300 MLE
at the temperature T = 350 K. The topograph size is always 2450 A˚×2450 A˚
and the direction of the incoming ion beam is indicated by the arrow in the
top right corner of picture (a).
formed in the temperature range T  450 K where step edge diffusion is not
relevant.
Important changes in the morphology occur only after the temperature is
increased to T = 550 K. Fig. 8.3 shows STM-topographs where the Pt(111)
surface is exposed to different ion fluences at the temperature T = 550 K.
After an ion fluence F = 1 MLE (Fig. 8.3 (a)), the morphology consists
of wide vacancy grooves. Material which is removed from the second layer
is reshaped by the step edge diffusion to energetically favorable, compact
shapes. By increasing the ion fluence to F = 5 MLE (Fig. 8.3 (b)) the
morphology changes from a pattern of vacancy grooves to a pattern of ripples.
At the bottom of the trenches numerous compact vacancy islands can still
be identified. At this stage the ripples still consist of only small segments
and they are ondulated. At an ion fluence F = 20 MLE (Fig. 8.3 (c)) the
ripples become much longer and straighter. The vacancy islands found at the
bottom of the trenches at F = 5 MLE start do disappear in favor of elongated
vacancy grooves. These changes in morphology continue by increasing the ion
fluence to F = 70 MLE (Fig. 8.3 (d)). At even larger fluences F = 160 MLE
(Fig. 8.3 (e)) and 300 MLE (Fig. 8.3 (f)) only vacancy grooves are found at
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Figure 8.3: STM-topographs of Pt(111) after the irradiation with an ion
fluence: (a) F = 1 MLE, (b) 5 MLE, (c) 20 MLE, (d) 70 MLE, (e) 160 MLE
and (f) 300 MLE at the temperature T = 550 K. The topograph size is always
2450 A˚× 2450 A˚ and the direction of the incoming ion beam is indicated by
the arrow in the top right corner of picture (a).
the bottom of the trenches. The ripples seem to become more irregular in
hight (some ripples are high (bright color) while other ones are low (dark
color)) and also in width; narrow ripples are found side by side with wide
ones.
The quantitative evaluation of the fluence-dependent evolution of the
roughness σ in the range from F = 1 MLE to 300 MLE for the tempera-
tures T = 350 K, 450 K and 550 K is represented in Fig. 8.4. The increase of
the roughness with increasing ion fluence F follows a power-law σ ∝ F α (indi-
cated by the dashed lines) for all three temperatures. The exponents calculate
to: α350K = 0.50, α450K = 0.48 and α550K = 0.59. The fluence-dependency of
the roughness σ can be divided in two distinct temperature ranges, separated
by the onset temperature for step edge diffusion T ≈ 450 K. For the lower
two temperatures (T = 350 K and 450 K) the numerical values of the rough-
ness σ are similar, but considerably lower then at T = 550 K. The step edge
diffusion, relevant in the upper temperature range, is not only responsible for
the higher roughness at an ion fluence F = 20 MLE (see Chapter 7), but the
mechanism explained there is valid for all ion fluences F .
At T = 550 K it is not only the numerical value of the roughness σ which is
158
8.2 Evolution of the wavelength
Figure 8.4: Representation of the fluence-dependent evolution of the RMS-
roughness σ for the temperatures T = 350 K, 450 K and 550 K The dashed
lines represent a fit for the fluence range F  300 MLE by a power-law.
higher for each ion fluence F and also the speed at which it increases (reflected
by the exponent calculated from the power-law behavior) is higher then at
the two lower temperatures (T = 550 K and T = 450 K). This behavior is
reflected by the increasing spread between the curve for T = 550 K and the
curves for T = 350 K and 450 K respectively.
8.2 Evolution of the wavelength
Similar to the roughness σ also the wavelength λ is fluence-dependent. Fig. 8.5
shows in a log-log plot the coarsening behavior in the fluence range from
F = 1 MLE to 300 MLE for the temperatures T = 350 K, 450 K and 550 K.
The curves for T = 350 K and 450 K almost overlap (the numerical values
of λ for T = 450 K being slightly larger than those for T = 350 K) whereas
the values for T = 550 K are much larger for the same ion fluence F . This
is in agreement with the finding for the temperature-dependent evolution of
the wavelength for a constant ion fluence F = 20 MLE. There too, the
wavelength is almost temperature-independent for T  450 K and increases
rapidly for T > 450 K where the step edge diffusion sets in.
The shapes of all the curves show the same behavior for the three different
temperatures. For low ion fluences F  70 MLE the increase of the wave-
length λ follows a power-law λ ∝ F β while for fluences F > 70 MLE, the speed
at which λ increases starts to accelerate. An evident explanation or this ac-
celeration is not found, although it might be related to the fluence-dependent
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Figure 8.5: Representation of the fluence-dependent evolution of the wafe-
length λ for the temperatures T = 350 K, 450 K and 550 K The dashed lines
represent a fit for the fluence range F  70 MLE where the evolution of the
wavelength λ follows a power-law.
evolution of the rescaled defect-densities, which reveal also a change in be-
havior for ion fluences F > 70 MLE. In the fluence range F  70 MLE
where the evolution of the wavelength λ follows a power-law, a corresponding
exponent β for the three different temperatures can be evaluated. The three
exponents are: β350K = 0.21, β450K = 0.22 and β550K = 0.15. Once again,
the temperature range can be divided into two distinct ranges separated by
the onset of the step edge diffusion T ≈ 450 K. In the lower temperature
range the speed at which the wavelength increases is higher (reflected by
β = 0.21− 0.22) than in the upper temperature range (β = 0.15).
8.3 Quality of the pattern
A further parameter to describe the ripple pattern is its quality q. For this
analysis, profiles are placed perpendicular to the ripples and the width λi of
the single ripples is measured. Fig. 8.6 shows the histograms for the experi-
ments presented earlier in this chapter. The x- and y-axis of all the histograms
are scaled identically in order to make them comparable. With increasing ion
fluence F the maximum of the histogram shifts towards larger wavelength λi
while the distribution gets broader. For ion fluences F  70 MLE, the his-
tograms reveal a distribution with a sharp maximum whereas for ion fluences
F  70 MLE, the distribution broadens fast. For these high ion fluences it is
possible to find side by side ripples which are either very wide or very narrow.
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Figure 8.6: Histograms of the wavelength λ for the temperatures T = 350 K
((a)-(f)), 450 K ((g)-(l)) and 550 K ((m)-(r)) for the ion fluences F = 1 MLE
to 300 MLE.
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One possible explanation of the extreme broadening of the histograms for
ion fluences F > 70 MLE is the morphology of the start and end defects.
The ripples do not start or end abruptly, but it takes some distance for the
ripple to decay from their average height to the bottom of the trenches. This
distance, which can be regarded as the length of the defect, increases with the
ion fluence, as the amplitude of the ripples increases. Over the distance of
the defect, it is not only the height of the ripple which decreases (for an end
defect) but the ripple shrinks also in width. The fact that, on the one hand
side the rescaled defect-densities increase for ion fluences F > 70 MLE (the
average length of the ripples must decrease) and on the other hand side the
length of the defects increases with the ion fluence (the length along which
the width of the ripples changes from 0 to λ) explains that along one profile
line the width of the ripples λi varies a lot.
As a quantification for the quality q of the ripple pattern, the normalized
standard-deviation is choosen which is the standard-deviation divided by the
average wavelength. By choosing this representation to quantify the qual-
ity q, a lower numerical value represents a better quality. Fig. 8.7 shows the
fluence-dependent development of the quality q of the ripple pattern for the
temperatures T = 350 K, 450 K and 550 K.
Figure 8.7: Fluence-dependent quality q of the ripple pattern for the temper-
atures T = 350 K, 450 K and 550 K.
The quality q for the temperatures T = 350 K and 450 K behave similarly.
At the beginning of the erosion F = 1 MLE the quality of the ripple pattern
is relatively bad; at this stage the pattern is irregular and consists only of
short vacancy grooves as can be seen in the STM-topographs (Fig. 8.2 and
Fig. 8.1). By increasing the ion fluence F the vacancy grooves evolve to
ripples which get longer and longer as the ion fluence increases. At this
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stage the ion beam reveals its polishing capability by preferentially eroding
material in those spots which are not aligned along the ion beam direction.
For both temperatures, the highest quality is achieved with an ion fluence
F ≈ 20 MLE whereas at T = 450 K the achievable quality is better than the
one at T = 350 K.
At the temperature T = 550 K the initial behavior of the quality q is
the same. First the quality increases to reach its best between an ion fluence
F = 20MLE to 70 MLE and then it decreases for F = 160 MLE. For even
higher ion fluences F = 300 MLE, the behavior deviates from the one for the
lower temperatures T = 350 K and 450 K; here the quality q increases again,
which can also be seen in the histogram for these experiments, which shows
a more pronounced maximum; up to this point, there is no explanation for
this behavior.
8.4 Defect analysis
In chapter 7, the analysis of the defects contained in a ripple pattern is in-
troduced and applied for a fixed ion fluence to the temperature-dependent
evolution of the ripple patterns. In this place, the fluence-dependence of the
rescaled defect densities is analyzed for the temperatures T = 350 K, 450 K
and 550 K and represented in Fig. 8.8.
The sum of the rescaled defects behaves similar in all three cases. For the
lower two temperatures T = 350 K and 450 K, the sum of the rescaled defect
density decreases up to an ion fluence F = 70 MLE and increases for fluences
F > 70 MLE. At the temperature T = 550 K the sum of the rescaled defect
density decreases up to an ion fluence F = 160 MLE before it increases again.
A comparison of this result with the fluence-dependent behavior of the
pattern quality q reveals that there is a correlation between both properties.
For all three temperatures T the pattern quality q increases and reaches its
maximum around the same ion fluence F where the sum of the rescaled defect
density reaches its minimum. For higher ion fluences the pattern quality
degrades while the sum of the rescaled defect densities increases again. It
can be concluded that a high pattern quality can be achieved by reducing the
defect concentration as far as possible. The increase of the pattern quality
and the reduction of the rescaled defect densities for low ion fluences are
related to the polishing effect of the ion beam. But there is a drawback. The
pattern quality as well as the rescaled defect densities cannot be optimized
infinitely by continuing to increase the ion fluence. For too high ion fluences
new defects are introduced into the morphology, which influence the pattern
quality to its worse.
The sum of the rescaled defect densities does not only correlate with the
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Figure 8.8: Fluence-dependent rescaled defect densities for the temperatures
T = 350 K (a), 450 K (b) and 550 K (c).
pattern quality q but also with the fluence dependency of the wavelength λ.
For ion fluences F > 70 MLE the speed at which the wavelength increases
starts to accelerate (see Fig. 8.5). In the next section, a new coarsening mech-
anism, explaining the increase of the wavelength by the erasure of ripples, will
be presented. Since in this mechanism, the possibility to remove a ripple (and
thereby increasing the wavelength λ) is linked to the presence of defects, the
increase of the rescaled defect densities explains the increase of the coarsening
speed for F > 70 MLE.
The fluence-dependent analysis of the different rescaled defect-densities
can be divided into two fluence ranges. For low ion fluences (F  70 MLE
for T  450 K and F  160 MLE for T = 550 K) the analysis reveals
the same spread between the start/coalescence and end/split defects as the
temperature-dependent analysis. Here the start and coalescence defects are
much more uncommon as their complements too. An explanation for this
spread is given in the next section together with the presentation of the
model for coarsening by ripple erasure. For larger ion fluences where the
different rescaled defect densities start to increase the spread between the
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start/coalescence and end/splitt defects is no longer preserved. In this fluence
range, defects which were only rare previously can become frequent and vise
versa. At this stage no precise pattern for the detailed development of the
different rescaled defect densities is recognized.
8.5 Coarsening by ripple erasure
The evaluation of the fluence-dependent wavelength λ shows that it increases
with the ion fluence. This increase of the wavelength implies a decrease of
the ripple density – which means that single ripples must vanish over time.
Unfortunately the STM-pictures do only show snap-shots and no continuous
recording of the evolution of the wavelength. Analyzing STM-topographs
reveals that all the ripples are of similar height which leads to the conclusion
that single ripples do not vanish trough erosion.
At the beginning of the erosion, the morphology consists only of vacancy
grooves. Each of them has one start and one end defect, resulting in the same
density of these kinds of defects. But at an ion fluence F = 5 MLE where the
morphology changes from a morphology of vacancy grooves to a morphology
of ripples, the rescaled defect-density of the start defects is considerably lower
than the one of the end defects (see Fig. 8.8). This gap between both defects
is maintained up to a fluence F = 70 MLE for T  450 K and F = 160 MLE
for T = 550 K. The same is true for the coalescence and split defects. A
reason for the faster decrease of some of the defects compared to the other
ones is found in the way these defects are exposed to or are shielded from the
ion beam.
The new mechanism of coarsening by ripple erasure is based on the fact
that the start defects are efficiently exposed to the ion beam. A start defect
(shown in Fig. 8.9) consists of a bunch of ascending step edges and can be
treated similar to the ascending step edge of a vacancy island. The erasure
speed v of the ripple (distance the ripple retracts per ion fluence) calculates
to:
v = 2
√
2/3 a tanϑ︸ ︷︷ ︸
xc
·Y step ·∆x [nm ·MLE−1]
where a is the distance to the nearest neighbor, ϑ the angle of incidence, Y step
the sputtering yield for ions impinging onto ascending step edges and ∆x the
spacing between dense packed rows.
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Figure 8.9: The figure shows a ripple with a start defect as beginning. The ef-
fective crosssection of the ripple, which catches the ions which will contribute
to the erosion, is colored in grey.
For the special case of the Pt(111) surface, an angle of incidence ϑ = 83o
and a sputtering yield for ions impinging into ascending step edges Y step = 8.4
atoms/ion, the erasure speed calculates to v = 74
[
nm ·MLE−1].
The consequence for the morphology is that all those ripple segments
which begin with a start defect are erased at a high speed with increasing
ion fluence, which reduces hereby the ripple density. From this follows an
increase of the average wavelength. Fig. 8.10 illustrates the mechanism of
coarsening by ripple erasure. Picture (a) shows a periodic pattern where
the middle ripple begins by a start defect. When this ripple is removed, a
wide gap remains between the two neighboring ones. In order to reshape
the morphology to a regular pattern, the ripples neighboring the removed
one have to approach each other. Once they are curved towards the gap
created by the removal of a ripple, the outer side of the bent (labeled (A)
in Fig. 8.10 (a)) is more efficiently exposed to the ion beam resulting in an
approaching of the two neighboring ripples while the whole surface moves
down in average. The final result (Fig. 8.10 b) is a regular ripple pattern
with a wider spacing of neighboring ripples – a larger wavelength λ.
In opposition to the start defect, the end defect is well shielded from the
ion-beam, therefore this defect will remain immobile. The difference in the
way both defects are exposed to the ion beam is also the explanation why the
density of end defects is much higher than the one of the start defects.
A similar approach can be applied to the coalescence- and split defects
shown in Fig. 8.11. A coalescence defect (Fig. 8.11 (a)) can be described
as two neighboring ripples bending towards each other, until they meet and
merge together. This configuration acts like a funnel and the ions which hit
onto the inside of either of these ripples are focused onto the defect (the point
where the two ripples merge together) increasing the ion flux and consequently
the erosion rate at this point. A split defect (Fig. 8.11 (b)) shows the converse
structure; here two ripples emerge from one spot and they are bent so that
they move away from each other. If ions are hitting onto the two emerging
ripples they are scattered, reducing hereby the ion flux hitting onto the defect.
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Figure 8.10: (a) shows a morphology with five ripples. The center one, which
begins with a start defect, is removed efficiently by the impinging ions. The
remaining four ripples occupy the empty space. Figure (b) shows the resulting
larger wavelength.
Like the end- and start defects, also the split- and coalescence defects
show a disparity in their occurrence. In the case of the start/end defects
it is the one which is the most efficiently exposed to the ion beam which
occurs most rarely. It is the more efficient exposure to the ion beam which
makes that these defects are removed more easily from the morphology. In
the case of the coalescence- and split defects it is the coalescence defect which
is the more unfrequent one, and in fact, it is also this defect which is exposed
more efficiently to the ion-beam than its counterpart. In the case of these
two defects, the disparity in their occurrence is due to the focussing of the
ions onto the point where the two ripples merge into one, cutting thereby
one of the ripples through (see Fig. 8.12). The cut-through of a coalescence
defect adds to the disparity between the coalescence and split defects, by the
Figure 8.11: In figure (a) two ions which impinge onto the inside of a coales-
cence defect are focussed towards the spot where both ripples merge together.
In Figure (b) two ions hit onto the outside of the two ripples emerging from
a split defect. These ions are scattered away, reducing thereby the ion flux
at the defect.
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removal of a coalescence defect but also to the disparity between the start
and end defects by transforming the coalescence- into an end defect.
Figure 8.12: Figure (a) shows how the ions hitting onto a coalescence defect
are focused towards the spot where the two ripples merge together. The higher
ion flux in this spot entails the cut-through of one of the ripples constituting
the defect.
The overall decrease of the rescaled defect density up to an ion fluence
F = 70 MLE is explained by the mechanism for the coarsening by ripple
erasure. Due to the enhanced erosion at the start defects, sooner or later
all the ripple segments which begin with a start defect are removed from
the morphology. By the complete removal of each of these segments the
defect constituting the ending point (either a coalescence or end defect) is
also removed, reducing hereby the different- as well as the overall rescaled
defect densities. Up to this point no explanation for the increase of the
rescaled defect densities for ion fluences F > 70 MLE is found.
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Chapter 9
Angle- and energy-dependent
evolution of the ripple pattern
at an ion fluence of 20 MLE
Although the emphasis of this work is to analyze the evolution of the ripple
pattern in dependency of the temperature and the ion fluence, some experi-
ments analyzing the energy- and angle-dependence sare performed.
9.1 Angle dependence
In order to analyze the influence of the angle of incidence ϑ on the develop-
ment of the ripple patterns, three different experiments, shown in Fig. 9.1,
are performed. In all three experiments the sample is irradiated at the tem-
perature T = 450 K with an ion fluence F = 20 MLE and an ion flux
f = 1.15 · 10−3 MLE · s−1 of 5 keV Ar+ ions. Only the angle of incidence is
changed by ±3o resulting in the following angles: ϑ = 80o in picture (a), 83o
in (b) and 86o in (c).
The analysis of the wavelength λ represented by the hollow squares in
Fig. 9.2 (right y-axis) reveals that it decreases only slightly by increasing the
angle of incidence ϑ. Also the pattern quality q remains almost constant when
the angle of incidence is changed only by ±3o.
The angle-dependency of the RMS-roughness σ, represented by the solid
circles in Fig. 9.2 (left y-axis), decreases for increasing ϑ. This tendency
can be explained by two different mechanism. The analysis of the fluence-
dependence shows that at a constant angle of incidence ϑ and at a constant
temperature T the roughness σ and the wavelength λ increase with rising ion-
fluence F and accordingly with the amount of eroded material. Hence from
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Figure 9.1: STM topography of the Pt(111) surface after 5 keV Ar+ ion
bombardment at the temperature T = 450 K. The angles of incidence ϑ are:
(a) 80o, (b) 83o and (c) 86o. The ion fluence is 20 MLE and the ion flux
f = 1.15 ·10−3 MLE · s−1 is the same for all three angles. The direction of the
incoming ion beam is indicated by the arow in the top right corner of each
picture. The topograph size is always 2450 A˚× 2450 A˚.
the fact that both, the wavelength λ and the roughness σ, are decreasing
with an increasing angle of incidence ϑ, the conclusion can be drawn that the
removed material is decreasing with increasing ϑ at constant ion fluence F .
The reason for this is that with increasing angles of incidence ϑ it gets more
difficult for the impinging ions to transfer their energy to flat terrace areas.
Consequently it gets also more difficult to remove material from the next
lower layer, resulting in a lower overall amplitude of the ripples and a lower
Figure 9.2: Angle dependence of the RMS-roughness σ (left y-axis) and the
wavelength λ (right y-axis).
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roughness σ of the morphology for the same ion fluence F . An additional
explanation is given by the consideration of the angle-dependent evolution of
the defect densities, represented in Fig. 9.3. Among others, one important
result of chapter 7 is that each defect contributes with an additional amount
to the overall roughness. Given that here the sum of the defect densities
decreases towards larger angles, this additional contribution too decreases,
explaining hereby the decrease in roughness σ.
Figure 9.3: Rescaled defect densities of the ripple pattern created at the
temperature T = 450 K with an ion fluence F = 20 MLE at different angles
of incidence ϑ.
The detailed analysis of the different rescaled defect densities (see Fig. 9.3)
reveals that with increasing angles of incidence ϑ the spread between the
end/split and start/coalescence defects gets more and more relevant. The
decrease of the rescaled density of the start defects is explained by consider-
ing the geometrical model. With increasing angles of incidence, the critical
distance xc increases too. Consequently the start defects collect a larger
amount of ions, increasing thereby the erasure speed of the ripples emerging
from a start defect. Parallel to the start defects, the rescaled density of the
coalescence defects decreases too. The coalescence defects – similar to the
start defects – become also more efficiently exposed to the ion beam. For
increasing angles of incidence ϑ, the focussing effect and the rate at which
the coalescence defects are transformed into end defects increase. In contrast
to this, the rescaled densites of the end and splitting defects rise slightly from
an angle of incidence ϑ = 80o to 83o, while for a further increase to ϑ = 86o
both rescaled densities remain almost constant. The increase of the rescaled
defect densities from ϑ = 80o to 83o is most likely due to a better shielding
at larger angles which prevents the removal of these defects. An increase to
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even larger angles ϑ = 86o seems not to enhance the shielding from the ions
and therefore the rescaled defect densities do not increase further.
The decrease of the different rescaled defect densities (or the sum of the
rescaled defect densities) is also reflected in the morphology of the ripple
pattern. Although the quality q of the ripple pattern is similar for all three
angles of incidence ϑ, the overall regularity of the ripple pattern seems to
increase towards larger angles of incidence, since the polishing effect of the
ion beam increases with increasing angles of incidence ϑ.
9.2 Energy-dependence
The effect of the ion energy E is also analyzed by a sequence of three exper-
iments shown in Fig. 9.4. In these experiments the sample is irradiated at
the temperature T = 450 K with an ion fluence F = 20 MLE. In order to
span the widest possible energy range, Xe+ and Xe++ instead of Ar+ ions are
used. Although the maximal acceleration voltage of the ion source is only
Umax = 5000 V, it is possible to generate ions with an energy E = 10 keV by
using double-charged Xe-ions.
Figure 9.4: (a)-(c) show STM topographs where the Pt(111) surface is ex-
posed to an ion fluence F = 20 MLE of Xe ions. The ion energies are: (a)
E = 2 keV, (b) 5 keV and (c) 10 keV. The direction of the incoming ion
beam is indicated in the top right corner of picture (a). The topograph size
is always 2450 A˚× 2450 A˚.
Fig. 9.4 (a)-(c) shows the surface morphology for an ion fluence F =
20 MLE at the temperature T = 450 K. The energies used are: (a) E = 2 keV,
(b) 5 keV and (c) 10 keV respectively. Unfortunately, the yield of double
charged ions is much lower then for single charged ones. Therefore the ion
flux for the 2 keV and 5 keV experiments is f = 1.15 · 10−3 MLE · s−1;
for the 10 keV experiment the ion flux was decreased by a factor of 4 to
f = 2.88 · 10−4 MLE · s−1. At T = 450 K, the reduction of the ion flux f
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should be only of little effect. Experiments in which the sample is exposed to
an ion fluence F = 20 MLE of Ar+ ions at an ion flux f = 1.15·10−3 MLE·s−1
and an ion flux f = 4.6 ·10−3 MLE · s−1 respectively, show that at T = 450 K,
the wavelength decreases only by a factor of 1.08 while at T = 550 K, the
same increase of the ion flux results in a decrease of the wavelength by a
factor of 1.6. The reason for this decrease is that all the diffusion processes
which might influence the resulting morphology (e.g. generation of step edge
atoms by kink detachment and step edge detachment) are not relevant on the
time-scale of the experiments performed at T = 450 K.
The analysis of the wavelength λ, represented by the hollow squares in
Fig. 9.5, reveals a linear increase of λ with the ion energy. Also the rough-
ness σ reveals a linear behavior with the ion energy E. The the previous
chapter shows that the roughness σ increases with the ion fluence F or the
amount of removed material. As the sputtering yield increases with the ion
energy E [34], an increase of the ion energy E, at fixed ion fluence F , results
in a larger amount of removed material, which explains the energy-dependent
behavior of the roughness σ.
Figure 9.5: Energy dependence of the RMS-roughness σ (left y-axis) and the
wavelength λ (right y-axis).
The wavelength λ can be influenced by two different factors. On the one
hand side, similar to the roughness σ, λ too increases with the ion fluence F
or the amount of removed material. On the other hand side, the development
of the wavelength might also depend on the initial wavelength (developing at
F ≈ 1 MLE) which is determined by the damage created by one single ion
impact onto an ascending step edge. Since the sputtering yield Y increases
with the ion energy E, it is reasonable to assume that the lateral dimensions
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of the damage pattern of a single ion impinging onto an ascending step edge
increase too with the ion energy E.
In order to determine which of these mechanisms is responsible for the
increase of the wavelength λ, the energy-dependent experiments performed
at a fixed ion fluence F = 20 MLE are compared to the fluence-dependent
experiments performed at a fixed ion energy E = 5 keV. In the energy-
dependent experiments, an increase of the ion energy from E = 2 keV to
10 keV results in an increase of the roughness σ by a factor of 1.87 and an
increase of the wavelength λ by a factor of 1.96. In the fluence-dependent
experiments, the same increase (a factor of 1.88) of the roughness is achieved
by increasing the ion fluence from F = 5 MLE to 20 MLE, resulting in an
increase of the wavelength by a factor of only 1.4. Therefore, the increase
of the wavelength by a factor of almost two cannot solely be due to the
increase of the removed material due to the increase of the ion energy from
E = 2 keV to 10 keV. Consequently, also the initial wavelength must influence
the temporal-development of the wavelength λ. To separate both effects
(initial wavelength and energy-dependent amount of removed material) the
wavelength λ is plotted in function of a rescaled ion fluence F (full symbols
in Fig. 9.6) which comprises the energy-dependence of the sputtering yield
as culculated by SRIM [122] and represented in Tab. 9.1. The rescaled ion
fluence F is calculated by:
F = F · Y (E)
Y (E = 5 keV)
where Y (E) is the energy-dependent sputtering yield (in the present case E =
2 keV and 10 keV respectively) and where Y (E = 5 keV) is the sputtering
yield for an ion energy E = 5 keV. As a next step, all three wavelengths are
extrapolated for an ion fluence F = 1 MLE by assuming the same power-law
behavior (λ ∝ F 0.22) for the bombardment with Xe+ as with Ar+-ions at
T = 450 K (hollow symbols in Fig. 9.6).
Ion Ion energy E [keV]  damaged area [A˚] Y
Xe+ 2 9 4.87
Xe+ 5 15 8.09
Xe++ 10 21 10.51
Table 9.1: Listing of the radial dimensions of the damaged area due to ion
impacts and the sputtering yield Y for Xe+ ions of various energies E as
calculated by SRIM [122].
If the energy-dependence of the wavelength λ were only depend on the
amount of removed material, then all three wavelengths would be on one line
representing the power-law behavior λ ∝ F 0.22 and the initial wavelength
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Figure 9.6: Representation of the wavelengths for different ion energies in
function of the rescaled ion fluence (solid symbols). The hollow symbols
show the extrapolation to F = 1 MLE by the power-law behavior λ ∝ F 0.22.
forming at F ≈ 1 MLE would all be the same. In the present case, this is
not so; here the initial wavelength increases with the ion energy, which is
not astonishing as the diameter of the area damaged by a single ion impact
increases with the ion energy too (see Table 9.1).
All the rescaled defect densities are energy independent and remain con-
stant over the analyzed energy range. The spread between start/end and
coalescence/split defect is also present in these experiments. From the fluence-
dependent analysis one would expect a decrease of the defect densities with
increasing ion energy E since the amount of removed material increases. A
possible explanation for this behavior is found by taking into account the
way in which material is removed. With increasing ion energy E, the sput-
tering yield increases [34] and also the diameter of the damaged area (see
Tab. 9.1). For simplification, in the following is assumed that an increase of
the ion energy by a factor of two corresponds to an increase of the ion fluence
by a factor of two. A single ion with the double energy will affect a larger
(wider and longer) surface area, whereas two successive ions of the energy
E will affect an area which is longer but not wider. In the latter case, the
ion beam is better focussed (resulting in a higher energy density) and deploys
better polishing capabilities then in the first case (resulting in a more efficient
removal of the defects).
The energy-dependent analysis of the ripple pattern’s quality (Fig. 9.7)
reveals an increase of the quality for an increase of the ion energy from E =
2 keV to 5 keV, but the quality remains constant for even higher ion energies.
Also the energy-dependent development of the quality is best explained by
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Figure 9.7: Energy-dependent evolution of the ripple pattern’s quality.
taking into account the fluence-dependent development of the quality. At
low fluences F the ripple pattern is chaotic, resulting in a low quality. By
increasing the ion fluence, the quality increases too, to reach its maximum for
an ion fluence between F = 20 MLE and 70 MLE. For even higher fluences,
the quality deteriorates again. To achieve the best possible quality of the
ripple patterns, a minimal amount of material must be removed. For Xe+
ions of an energy E = 2 keV, an ion fluence F ≈ 20 MLE is not sufficient to
achieve this goal. By increasing the ion energy to E = 5 keV, more material
is removed by the same ion fluence F , resulting in an increase of the pattern’s
quality. A further increase of the ion energy to E = 10 keV shows neither an
ameliorating nor a deteriorating effect on the ripple pattern’s quality. The
conclusion is that the optimal ion energy E for Xe+ ions and an ion fluence
F = 20 MLE is situated in-between 5  E  10 keV.
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Chapter 10
Summary and Outlook
10.1 Summary
In the present thesis, a UHV-system was modified in order to allow grazing in-
cidence ion bombardment experiments. The particularity of the modifications
is such that it is now possible to tilt the sample holder while the sample tem-
perature can still be changed in the temperature-range 40 K < T < 1500 K.
Furthermore, the fixation of the sample holder prevents all kinds of vibrations,
allowing the recording of high quality STM-topographs.
In a first step, for single Ar+ ions with an energy of 5 keV hitting at an
angle of incidence ϑ = 83o onto the surface, the step-edge yield Y step and the
terrace yield Y terr were evaluated. Herefore, a fluence-dependent sequence of
experiments at a fixed temperature T = 720 K and a temperature-dependent
sequence of experiments at a fixed ion-fluence F = 0.5 MLE were performed.
A model was developed to evaluate both sputtering yields with a reasonably
small error, by taking simultaneously into account both experiment sequences.
The two sputtering yields are found to be Y step = 8.4 ± 1.5 atoms/ion and
Y terr = 0.08±0.03 atoms/ion respectively. The analysis of the damage created
at ascending step edges revealed that it is possible for ions to penetrate into
the crystal and channel in-between the two topmost layers, creating hereby
damage several nm distant from the step edge. This mechanism can consid-
erably enhance the formation of vacancy grooves aligned along the ion beam
direction.
By analyzing the damage created by single ions and small ion-fluences im-
pinging onto flat terrace areas and into ascending step edges, it was possible
to establish a model explaining the formation of vacancy grooves and the de-
velopment of periodic ripple patterns for ion-fluences as low as F = 1.0 MLE.
For temperatures T  450 K, the formation of elongated vacancy grooves is
solely due to the effect of the ion beam, which erodes material preferentially
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at ascending step edges. At higher temperatures T > 450 K, diffusion pro-
cesses like the creation of step edge atoms by kink detachment overshadow
the effect of the ion beam by relaxing the vacancy islands to compact shapes.
It was found that at these temperatures the creation by channeling events
of chains of vacancy islands aligned parallel to the ion beam direction facil-
itates the formation of vacancy grooves oriented along this same direction.
For temperatures T  450 K where diffusion effects are dominated by the
ion beam, periodic patterns are the result of the attractive/repulsive interac-
tion in-between growing vacancy grooves. In the upper temperature regime
T > 450 K where diffusion processes (formation of step edge atoms by kink
detachment, step edge diffusion, etc.) are important, the formation of regular
spaced ripple patterns is mainly due to the adatoms generated at the bottoms
of vacancy grooves.
The temperature-dependence of the ripple formation has been analyzed
in the temperature range 250 K  T  720 K for a fixed ion fluence
F = 20 MLE. The wavelength λ remains almost constant up to T = 450 K
and increases rapidly for higher temperatures. For temperatures T  720 K,
ripples do no longer develop. The creation of step edge atoms by kink de-
tachment and step edge diffusion have been identified as the atomic process
responsible for the increase of λ for T > 450 K. The RMS-roughness σ in-
creases with temperatures up to T = 550 K and then decrease rapidly for
even higher temperatures T . The increase of the roughness is due to the
combination of increasing cluster diffusion, the formation of plateaus at the
top of the crests and on the bottoms of the trenches and an enhanced defect
formation for T > 450 K. The decrease of the roughness σ for T  625 K
is due to a downhill current of material induced by step edge detachment
and the annealing of vacancies at ascending step edges. Exposing the sample
at T = 100 K to the ion beam does not result in the formation of a ripple
pattern, even for ion fluences as high as F = 70 MLE, which leads to the
conclusion ripple formation is only possible within a temperature window.
This work, for the first time, analyzes in detail the defects which are present
in a ripple patterns. Four different kinds of defects are identified: start and
split defects result in an additional ripple while the end and coalescence de-
fects remove one ripple from the morphology. The temperature-dependent
analysis of the defect densities rescaled by λ2 reveals that they increase only
slowly up to T = 450 K. The speed-up of the increase for T > 450 K is
due to the step edge diffusion enabling the ripples to deviate from the [1¯1¯2]-
direction and increasing their exposure to the ion beam. A spread in the
defect densities of the start/end and coalescence/split is explained by a new
mechanism for coarsening by ripple erasure. Annealing experiments of ripple
pattern formed at T = 450 K by an ion fluence F = 20 MLE show that the
ripples melt down as soon as diffusion gets important enough to influence the
morphology. In the topmost layer, compact adatom islands are created as
soon as the generation of step edge atoms by kink detachment and step edge
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diffusion is possible. At some point, these compacted adatom islands become
so wide that they touch the step edge framing their supporting layer, enabling
step edge atoms to descend to the next lower layer. By this mechanism, the
trenches at the bottom of the ripples are filled at the cost of the crests. At
heigh enough temperatures, where step edge detachment and the annealing
of vacancies at ascending step edges is possible, the melt-down speed of the
ripples is increasing tremendously.
The fluence-dependent analysis of the evolution of the ripple patterns re-
veals that the evolution of the RMS-roughness σ follows a power-law for the
analyzed fluence range F = 1 MLE to 300 MLE. In the lower tempera-
ture regime T  450 K, the exponents determined from the power-law are
identical but lower than those in the upper temperature regime T > 450 K.
The development of the wavelength λ follows a power-law only for ion flu-
ences F  70 MLE and increases even faster for higher ion fluences F . The
quality q of the ripple patterns increases up to an ion fluence F ≈ 70 MLE
and deteriorates for higher ion fluences F . Both behaviors correlate with the
fluence-dependent development of the rescaled defect densities. Up to an ion
fluence F ≈ 70 MLE the sum of the rescaled defect densities decreases only to
increase again for larger F . The coarsening of the ripple pattern is explained
by a new model based on the erasure of single ripples.
The dependency on the angle of incidence ϑ is analyzed for 5 keV Ar+
ions at a temperature T = 450 K for a fixed ion fluence F = 20 MLE. While
the wavelength λ decreases only slightly in the range from ϑ = 80o to 86o,
the roughness σ shows a more pronounced decrease. The development of
both is attributed to the removal of less material with an increasing angle of
incidence ϑ for a fixed ion fluence F . The sum of the defect densities decreases,
which is due to the enhanced polishing capability of the ion beam at ϑ = 86o.
The spread between the start/end and coalescence/split defect increases also
with ϑ which is due to a more efficient exposure of the more rare defects
to and a better shielding of the more frequent defects from the ion beam at
increased ϑ. Although the defect density is decreased with increasing ϑ, the
quality of the ripple pattern remains constant.
The effect of the ion energy E onto the ripple patterns is analyzed in the
range from E = 2 keV to 10 keV for a fixed ion fluence F = 20 MLE of
Xe+ and Xe++ ions at the temperature T = 450 K. The roughness σ as
well as the wavelength λ increase linearly with the ion energy E. The energy-
dependence of the roughness σ is due to the increase of the amount of removed
material with increasing ion energy. The increase of the wavelength λ can-
not be explained solely by the energy-dependent increase of the amount of
removed material. Here, the initial wavelength, developing at F ≈ 1 MLE,
contributes to the energy-dependent development of the wavelength λ. The
ion energy has no effect onto the different defect densities although here too
a spread between the start/end and coalescence/split defects is present. An
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enhancement of he quality q of the ripple patterns is only achieved by increas-
ing the ion energy from E = 2 keV to 5 keV and remains constant for even
higher energies E. The fluence-dependent analysis reveals that the quality q
of the ripple pattern can be enhanced by the increased removal of material
although at some point the quality q deteriorates again. As the sputtering
yield is energy-dependent, the amount of removed material can be changed
for a fixed ion fluence by changing the ion energy E. For a fixed ion fluence
F = 20 MLE, the optimum amount of material is removed with ions with an
energy 5 keV  E  10 keV.
10.2 Outlook
In the experiments in this work, the direction of the ion beam is along the
[1¯1¯2]-direction resulting in ripples framed by highly kinked step edges. It
would be highly desirable to perform similar experiments with the ion beam
aligned along the [11¯0]-direction resulting in ripples framed by energetically
more favorable, dense packed step edges. Most promising would be to com-
pare temperature-dependent experiments at a fixed ion fluence F = 20 MLE.
If the ion bombardment is along the [11¯0]-direction, there is no longer a rea-
son for the ripples to deviate from the ion beam direction. At temperatures
T  450 K, the morphology will not change much, but at higher temperatures
where the step edge diffusion is relevant, the ripples should no longer undu-
late, and therefore form a ripple pattern of a higher quality and containing
less defects.
By irradiating the sample successively along all three 〈110〉-directions it is
highly possible that a regular pattern of dots [124], reflecting the hexagonal
symmetry of the Pt(111) surface, shall develop. By changing the tempera-
ture T and ion fluence F , it should be possible to manipulate the properties
of the dot patterns such as the spacing in-between neighboring dots, the dot’s
height, the quality of the dot patterns...
In-situ experiments, either by recording STM-topographs during the ion
bombardment or by imaging the sample surface by Low Energy Electron
Microscopy (LEEM) during the ion bombardment, are a possibility to verify
the proposed mechanism for the coarsening by ripple erasure. With the same
experiments the effect of the ion beam onto the other defects as well as the
reason for the spread between pairs of complementary kinds of defects could
also be figured out. Such experiments could also clarify the acceleration of
the coarsening speed, and the increase of the defect densities for ion fluences
F > 70 MLE.
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Measurement of the reflected
ion current
By the mobile Faraday-cup (see (24) in Fig.: 4.2) it is possible to collect the
ions which are reflected specularly on the sample. The ions will then transfer
their charge to the Faraday-cup resulting in a current, which can be measured.
The concept of this in-situ measurement is that those ions which hit onto a
flat terrace are most likely reflected specularly in the direction of the Faraday-
cup and those ions which impinge into ascending step edges are scattered into
all directions. According to this, the intensity of the reflected ion current
contains the information of the step edge concentration present on the sample
surface.
At the beginning of the ion bombardment, the sample surface is flat
and the step edge concentration is very low, which translates into a high
specularly-reflected ion current. With the ongoing ion bombardment, vacancy
islands are created and the step edge concentration on the sample surface in-
creases. Due to the rising step edge concentration, more and more ions are
scattered which translates into a decrease of the measured ion current in the
Faraday-cup.
Two different scenarios are possible:
layer by layer erosion. At the beginning of the ion bombardment, the
sample surface consists of large flat terraces and the step edge concen-
tration is low – the reflected ion current is large. Slowly vacancy islands
nucleate, the step edge concentration rises, more and more ions are scat-
tered and the measured current starts to decrease. While the vacancy
islands continue to grow, also the step edge concentration increases and
the reflected ion current continues to decrease. At some point, the va-
cancy islands start to coalesce which translates into a decrease of the
181
Measurement of the reflected ion current
step edge concentration, a decrease of the scattered ions and an increase
in the measured ion current. The step edge concentration continues to
decrease and the reflected ion current continues to increase until the
first mono-layer is completely removed. After the first mono-layer is
removed, the loop restarts by the nucleation of vacancy islands in the
second layer. The intensity of the reflected ion current will show os-
cillations which are synchronous with the removal of integer layers of
material.
3-dimensional erosion. In this case the sample surface shows at the
beginning of the ion bombardment only flat terraces which are trans-
formed into deep valleys with the ongoing ion bombardment. In this
case, the reflected ion current will be the highest at the beginning of
the ion bombardment and will monotonously decrease during the ion
bombardment as the concentration of the step edges rises.
In the set-up used for the present work, the ion current collected by
the Faraday-cup is measured by an electrometer ”Model 6514 Programmable
Electrometer” from Keithley [125] and automatically recorded on a computer
by a program written in Labview from National Instruments [126].
Figure A.1: Time-dependent measurement of the reflected ion current.
Fig.: A.1 shows the recording of the specularly-reflected ion current during
an experiment where the Pt(111) surface is exposed to an ion fluence F =
20 MLE at the temperature T = 350 K. The ion current is the highest
immediately after the ion beam is switched on. The reflected ion current
drops immediately due to the increase of the step edge concentration.
At the beginning of the erosion, the measured current drops fast in order
to stabilize at a constant value. This behavior of the signal translates to
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an initially fast increase in the step edge concentration until a saturation
concentration is reached. From thereon the step edge concentration remains
constant.
Unfortunately the present set-up is not able to measure reliably the
specularly-reflected ion current at elevated temperatures T > 450 K, where
layer-by-layer erosion is expected and the recorded signal shows the typical
oscillations. The problem results from the necessity to use the electron-beam
heating to reach temperatures T > 450 K. It might be that the electron-
beam heating produces a considerable amount of secondary electrons which
influence the measured current to the point that no longer a positive current
but rather a negative one is measured. With the actual set-up, it is not pos-
sible to separate the total measured current into the part contributed by the
reflected ions and the part contributed by the secondary electrons.
A possible solution to this problem is to set the front plate of the Faraday-
cup to a negative potential in order to repell the negative charged secondary
electrons. A different approach planned for the future is to replace the
Faraday-cup by a multi-channel plate, which would, in addition to the anal-
ysis of the position of the reflected ion beam, also allow the analysis of the
divergence of the reflected ion beam.
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Repoling piezo ceramics
Due to aging, high temperature or high voltage, piezo ceramics can loose
their piezo electric capabilities. If this happens, it is still possible to repole
the piezo ceramics.
In STM-imaging, a partially depolarized piezo will most probably be rec-
ognized through distortions in the recorded STM-topographs which can’t be
explained by physical arguments, for example through monatomic heigh steps
which bend at a different location after the STM has been moved by a fraction
of a picture. Fig. B.1 shows two STM-topographs where the STM has been
moved for a small distance. In picture (a) there are three features, framed
by a circle, which are more or less aligned horizontally whereas in picture
(b) the two leftmost features moved closer together and the rightmost shifted
upwards. Surprisingly it also seems that at this location all the step edges
bend towards the top. By analyzing the pictures further it appears that the
upward bend is always located at the same position in the STM-topograph,
independently of the location of the STM on the sample. All these facts
together point to an abnormal behavior of the STM.
In this particular case, the recorded pictures do not look that bad; there
is only a distortion in one half of the picture, which might indicate that there
is only one malfunctioning piezo.
To identify the malfunctioning piezo the following method is applied. The
STM is positioned on the sample holder so that the STM-tip is in tunnel-
ing contact. Then all the xy-piezos are disconnected from the electronics in
order to make it possible to apply a specific voltage to each of the different
electrodes. In the next step a voltage is applied to all the electrodes of one
piezo. This will result in an elongation or shrinkage of this piezo, which can be
observed by the STM-electronics through a change in the voltage applied to
the z-piezo in order to compensate the change in height of the xy-piezo. The
voltage which needs to be applied to the z-piezo to compensate the change in
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Figure B.1: STM-topographs reflecting the distortions due to a depolarized
piezo ceramic. In (a) the three features framed by the circle are almost aligned
horizontally while in (b) te alignment of the features changed.
length of the xy-piezo should be linear – a doubling of the voltage applied to
the xy-piezo should result in a doubling in the compensating voltage applied
to the z-piezo.
In the case of a working STM, all the piezos should behave in the same way.
In this particular case there was one piezo which behaved much differently
inasmuch that a much higher voltage had to be applied in order to achieve
the same length change as for the other two piezos.
The partially depolarized piezo can be repoled at room temperature by
applying a dc-voltage between the inner and outer electrodes of the piezo
tube. The voltage has to be adjusted to the thickness of the piezoelectric
element and can be calculated by the following rule of thumb:
10 volts per 25 micrometers = 0.4 V · µm−1
By convention, the polarity of the outer electrode is positive for piezo
tubes, but it is always wise to check the technical information of the manu-
facturer. In this case the recipe didn’t result in any amelioration. In the next
step the applied voltage has been increased to 0.8 V ·µm−1 and applied for 16
hours which resulted in a correction of the behaviour but not in a complete
adjustment. Only after applying a voltage of 1.0 V ·µm−1 for about 70 hours,
the repoling of the bad piezo was successful.
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Appendix C
Expressions for the coefficients
of equation 2.37
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2(a2µ − a2σ)c2(15a2σs2f 2 + 10a6σs4f + a10σ s6)
}
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Dyy = F
a3
24
1
f 5
3a2σ
a2µ
{
f 4c2
}
Dxy = F
6a3
24
1
f 5
f 2
a2µ
{−2(a2σs2)f 2 + a2σc2(f 2 + a4σs2f) + 2(a2µ − a2σ)c2(3a2σs2f + a6σs4)}
F ≡ Jpa
σµ
√
2πf
e−a
2
σa
2
µc
2/2f
with aσ ≡ aσ , aµ ≡ aµ , s ≡ sin θ, c ≡ cos θ and f ≡ a2σs2 + a2µc2
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