Abstract. Figà-Talamanca characterized the space of Fourier multipliers as the dual space of a certain Banach space. In this paper, we characterize the space of maximal Fourier multipliers as a dual space.
1. Introduction. Let S(R n ) and S ′ (R n ) be the Schwartz spaces of all rapidly decreasing smooth functions and tempered distributions, respectively. The space M p (R n ) of Fourier multipliers consists of all m ∈ L ∞ (R n ) such that T m is bounded on L p (R n ), where T m is defined by T m f = F −1 [m f ] for f ∈ S(R n ). We define the norm on M p (R n ) by m M p = sup T m f L p , where the supremum is taken over all f ∈ S(R n ) such that f L p = 1. Let C 0 (R n ) be the space of all continuous functions such that lim |x|→∞ f (x) = 0. For 1 < p < ∞, p ′ is the conjugate exponent of p (that is, 1/p + 1/p ′ = 1). Let Z and N be the sets of all integers and positive integers, respectively. The space A p (R n ) consists of all f ∈ C 0 (R n ) which can be written as f = i∈N f i * g i in L ∞ (R n ), where {f i } i∈N , {g i } i∈N ⊂ S(R n ) and i∈N f i L p g i L p ′ < ∞. Then the norm f A p is the infimum of the last sums over all representations of f . for f ∈ S(R n ) ( [3] , [4] ). We denote by max M p (R n ) the space of all m ∈ L ∞ (R n ) such that M m is bounded on L p (R n ). We define the norm on max M p (R n ) by
Then max M p (R n ) is a Banach space (Proposition 3.1). The purpose of this paper is to characterize max M p (R n ) as the dual space of a certain normed space. The space A p (R n ) consists of all f ∈ C 0 (R n ) which can be written as
where
Note that, if the last condition is satisfied, then
We note that the right hand side of (1) is independent of the representation of f (Lemma 3.6). Our main result is the following.
2. Preliminaries. We define the Fourier transform F f and the inverse Fourier transform
We also define the Fourier transform F u and the inverse Fourier transform
Note that, if u is an appropriate function, then u, ψ = Ì R n u(x)ψ(x) dx. For u ∈ S ′ (R n ) and ψ ∈ S(R n ), the convolution u * ψ is defined by u * ψ(x) = u, τ xψ , where τ xψ (y) =ψ(y − x) andψ(y) = ψ(−y). As usual, for a function ψ on R n and t > 0, we write ψ t (x) = t −n ψ(x/t).
The Hardy-Littlewood maximal operator M is defined by Lemma 2.1. Let ψ be a function on R n which is dominated by a nonnegative, radial , decreasing (as a function on (0, ∞)) and integrable function. Then there exists a constant C > 0 such that
for all locally integrable functions f .
Proofs.
Throughout the rest of the paper, we always assume 1 < p < ∞.
On the other hand, since {m k } is a Cauchy sequence, for any ε > 0 there exists N ∈ N such that
where the supremum is taken over all f ∈ S(R n ) such that f L p = 1. Therefore, by Fatou's lemma, we get
The proof is complete.
Proof. We only prove that, if f ∈ A p (R n ) and
we see that
Hence, the arbitrariness of ε gives f, ψ = 0. The proof is complete.
The following lemma appears as [8, (1.2) ].
for all f, g ∈ S(R n ) and j ∈ Z. Since m(t·) M p = m M p for all t > 0, by Lemmas 3.3 and 3.4, we also have
This gives (2) and (3), we get
for each i ∈ N and j ∈ Z. Hence, by the Lebesgue dominated convergence theorem, we get lim ε→0 i∈N j∈Z
This completes the proof.
Lemma 3.6. Let m ∈ M p (R n ). Then we can define a linear functional ϕ m on A p (R n ) by (1).
Proof. To define ϕ m , we need to show that, if {f
i,j (0).
To do this, we define {f
2 , . . .}, and {{g
Hence, by Lemma 3.5, we get i∈N j∈Z
i,j (0) = 0.
Thus, the values i∈N j∈Z T m(2 j ·) f i * g i,j (0) are independent of the representations of f . In the same way, we can prove the linearity of ϕ m .
We are now ready to prove Theorem 1 given in the introduction.
Proof of Theorem 1. We first prove that, if
taking the infimum over all the representations of f , we have
where the supremum is taken over all f ∈ S(R n ) and finitely supported sequences
For ε > 0, we can find f ε ∈ S(R n ) and a finitely supported sequence
Since {g ε,j } ⊂ S(R n ) is a finitely supported sequence, we have j∈Z f ε *
Hence, the arbitrariness of ε gives ϕ m (
We next prove that, if ϕ ∈ A p (R n ) * , then there exists m ∈ max M p (R n ) such that ϕ = ϕ m . We note that, if f, g ∈ S(R n ) and j ∈ Z, then f * g(
We define a linear operator 
give m j = m 0 (2 j ·). We write m = m 0 . Then we have
for all f, g ∈ S(R n ) and j ∈ Z. To show m ∈ max M p (R n ), we define a space S by S = {{g j } j∈Z ⊂ S(R n ) : {g j } j∈Z is a finitely supported sequence}. We note that, if f ∈ S(R n ) and
From the boundedness of ϕ, it follows that
Now, (4) and
for all j 0 ∈ Z, where δ j,j 0 = 1 if j = j 0 and δ j,j 0 = 0 if j = j 0 . So, we get
That is, m ∈ max M p (R n ). Finally, we prove ϕ m = ϕ. Let f ∈ S(R n ) and {g j } j ⊂ S(R n ) satisfy f L p j∈Z g j L p ′ < ∞. We note that j∈Z f * g j (2 j ·) ∈ A p (R n ). Since |j|≤N f * g j (2 j ·) → j∈Z f * g j (2 j ·) in A p (R n ) as N → ∞, using the continuity and linearity of ϕ and (4), we have Let f = i∈N j∈Z f * g j (2 j ·) ∈ A p (R n ), where {f i }, {g i,j } i,j ⊂ S(R n ) satisfy i∈N j∈Z f i L p g i,j L p ′ < ∞. Since The proof is complete.
