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Abstract In this paper, we consider the initial-boundary value problem for
the time-dependent Maxwell–Schro¨dinger equations in the Coulomb gauge.
We first prove the global existence of weak solutions to the equations. Next we
propose an energy-conserving fully discrete finite element scheme for the sys-
tem and prove the existence and uniqueness of solutions to the discrete system.
The optimal error estimates for the numerical scheme without any time-step
restrictions are then derived. Numerical results are provided to support our
theoretical analysis.
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1 Introduction
In this paper, we consider one of the fundamental equations of nonrelativitic
quantum mechanics, the Maxwell–Schro¨dinger (M-S) system, which describes
the time-evolution of an electron within its self-consistent generated and ex-
ternal electromagnetic fields. In this system, the Schro¨dinger’s equation can
be written as follows:
i~
∂Ψ
∂t
=
{ 1
2m
[i~∇+ qA]2 + qφ+ V
}
Ψ in ΩT , (1)
where ΩT = Ω × (0, T ). Here Ψ , m, and q denote the wave function, the
mass, and the charge of the electron, respectively. V is the time-independent
potential energy and is assumed to be bounded in this paper. The magnetic
potential A and the electric potential φ are obtained by solving the following
equations:
E = −∇φ−
∂A
∂t
, B = ∇×A, (2)
where the electric fields E and the magnetic fields B satisfy the Maxwell’s
equations:
∇×E+
∂B
∂t
= 0, ∇ ·B = 0,
1
µ
∇×B− ǫ
∂E
∂t
= J, ∇ · (ǫE) = ρ.
(3)
Here ǫ and µ denote the electric permittivity and the magnetic permeability
of the material, respectively. The charge density ρ and the current density J
are defined as follows
ρ = q|Ψ |2, J = −
iq~
2m
(
Ψ∗∇Ψ − Ψ∇Ψ∗
)
−
|q|2
m
|Ψ |2A, (4)
where Ψ∗ denotes the conjugate of Ψ .
Substituting (2) into (3) and combining (1) and (4), we have the following
M-S system
i~
∂Ψ
∂t
=
{
1
2m
[i~∇+ qA]2 + qφ+ V
}
Ψ in ΩT ,
−
∂
∂t
∇ ·
(
ǫA
)
−∇ ·
(
ǫ∇φ
)
= q|Ψ |2 in ΩT ,
ǫ
∂2A
∂t2
+∇×
(
µ−1∇×A
)
+ ǫ
∂(∇φ)
∂t
= J in ΩT ,
J = −
iq~
2m
(
Ψ∗∇Ψ − Ψ∇Ψ∗
)
−
|q|2
m
|Ψ |2A in ΩT ,
Ψ, φ,A subject to the appropriate initial and boundary conditions.
(5)
We assume that Ω is a bounded domain in Rd (d = 2, 3). The total energy of
the system, at time t, are defined as follows
E(t) =
∫
Ω
(1
2
∣∣ (i∇+ qA)Ψ(t,x)∣∣2 + V |Ψ(t,x)|2
+
ǫ
2
|E(t,x)|2 +
1
2µ
|B(t,x)|2
)
dx.
(6)
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For a smooth solution (Ψ,A, φ) satisfying certain appropriate boundary con-
ditions, the energy is a conserved quantity.
It is well known that the solutions of the above M-S system are not uniquely
determined. In fact, the M-S system is invariant under the gauge transforma-
tion:
Ψ −→ Ψ ′ = eiχΨ, A −→ A′ = A+∇χ, φ −→ φ′ = φ−
∂χ
∂t
, (7)
for any sufficiently smooth function χ : Ω × (0, T ) → R. That is, if (Ψ,A, φ)
satisfies M-S system, then so does (Ψ ′,A′, φ′).
In view of the gauge freedom, to obtain mathematically well-posed equa-
tions, we can impose some extra constraint, commonly known as gauge choice,
on the solutions of the M-S system. In this paper, we study the M-S system
in the Coulomb gauge, i.e. ∇ ·A = 0.
By employing the atomic units, i.e. ~ = m = q = 1, and assuming that
ǫ = µ = 1, the M-S system in the Coulomb gauge (M-S-C) can be reformulated
as follow: 
−i
∂Ψ
∂t
+
1
2
(i∇+A)
2
Ψ + V Ψ + φΨ = 0 in ΩT ,
∂2A
∂t2
+∇× (∇×A) +
∂(∇φ)
∂t
+
i
2
(
Ψ∗∇Ψ − Ψ∇Ψ∗
)
+|Ψ |2A = 0 in ΩT ,
∇ ·A = 0, −∆φ = |Ψ |2 in ΩT .
(8)
In this paper, the M-S-C system (8) is considered in conjunction with the
following initial boundary conditions:{
Ψ(x, t) = 0, A(x, t) × n = 0, φ(x, t) = 0 on ∂Ω × (0, T ),
Ψ(x, 0) = Ψ0(x), A(x, 0) = A0(x), At(x, 0) = A1(x) in Ω,
(9)
with ∇ ·A0 = ∇ ·A1 = 0.
In the M-S-C system, the energy E(t) takes the following form
E(t) =
∫
Ω
(
1
2
∣∣ [i∇+ qA]Ψ ∣∣2 + V |Ψ |2 + 1
2
∣∣∂A
∂t
∣∣2 + 1
2
|∇ ×A|2 +
1
2
|∇φ|2
)
dx.
(10)
Remark 1 The boundary condition Ψ(x, t) = 0 implies that the particle is con-
fined in the domainΩ. The boundary conditionsA(x, t)×n = 0 and φ(x, t) = 0
denote the perfect conductive boundary condition (PEC). We refer readers to
[6] for the determination of the boundary conditions for the vector potential
A and the scalar potential φ in different electromagnetic environment.
The existence and uniqueness of (smooth) solutions to the time-dependent
M-S equations (5) in all of R2 or R3 have been studied in [11,17,18,19].
However, these results don’t hold for bounded domains because some impor-
tant tools used in these work can’t apply to bounded domains. For example,
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Strichartz estimates and many tools from Fourier analysis. In this paper, we
will prove the existence of weak solutions to the M-S-C system in a bounded
smooth domain by Galerkin’s method and compactness arguments. To the
best of our knowledge, this is the first result on the existence of weak solutions
to the inital-boundary problem of the M-S-C system in a bounded smooth
domain.
In recent years, with the development of nanotechnology, there has been
considerable interest in developing physical models and numerical methods to
simulate light-matter interaction at the nanoscale. Due to the natural coupling
of the electromagnetic fields and quantum effects, the Maxwell–Schro¨dinger
model is widely used in simulating self-induced transparency in quantum dot
systems [12], laser-molecule interaction [13], carrier dynamics in nanodevices
[21] and molecular nanopolaritonics [15]. However, in these existing methods,
the Maxwell’s equations of field type (3), instead of the potential type in (5),
are usually coupled to the Schro¨dinger’s equation through the dipole approxi-
mation or by extracting the vector potential A and the scalar potential φ from
the electric field E and the magnetic fieldH [1,20,26,29]. In part because there
exists robust numerical algorithms for the Maxwell’s equations (3), for exam-
ple, the time domain finite difference (FDTD) method, the transmission line
matrix (TLM) method, etc. Recently, RYU [22] used the FDTD scheme to dis-
cretize the Maxwell–Schro¨dinger equations (5) directly in the Lorentz gauge
to simulate a single electron in an artificial atom excited by an incoming elec-
tromagnetic field. But so far, there are rather limited studies on the numerical
algorithms of the M-S system (5) as well as their convergence analysis.
In this paper we will present a fully discrete finite element method for
solving the problem (8)-(9) and show that it is equivalent to a fully discrete
Crank–Nicolson scheme based on mixed finite element method. We will show
that our scheme maintains the conservation properties of the original system.
Compared with the commonly used method which couples the Maxwell’s equa-
tions of field type with the Schro¨dinger’s equation and solves the system by the
FDTD method, our method keeps the total charge and energy of the discrete
system conserved and may suffer from less restriction in the time step-size
since we use the Crank–Nicolson scheme in the time direction. In this paper
we establish the optimal error estimates for the proposed method without any
restrictions on the spatial mesh step h and the time step τ . In general it is very
difficult to derive error estimates without any restrictions on the spatial mesh
step and the time step for the highly complicated, nonlinear equations since
the inverse inequalities are usually used to bound the nonlinear terms. In this
paper we avoid using the inverse inequalities due to two aspects. On the one
hand, we deduce some stability estimates of the approximate solutions by using
the conservation properties of our scheme. More importantly, we take advan-
tage of the special structures of the system and make some difficult nonlinear
terms in the Schro¨dinger’s equation and the Maxwell’s equations respectively
cancel out. To the best of our knowledge, this is the first theoretical analysis
on the numerical algorithms for the M-S-C system (8).
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The rest of this paper is organized as follows. In section 2 we introduce
some notation and prove the existence of weak solutions to the M-S-C system
(8)-(9). In section 3, we present two fully discrete finite element schemes for the
M-S-C system and show that they are equivalent. Section 4 is devoted to the
proof of energy-conserving property of the discrete system and some stability
estimates of the approximate solutions. In section 5, we prove the existence
and uniqueness of solutions to the discrete system. The optimal error estimates
without any restrictions on the time step are derived in section 6. We provide
some numerical experiments in section 7 to confirm our theoretical analysis.
2 Global existence of weak solutions to the M-S-C system
In this section, we study the existence of weak solutions to the M-S-C system
(8) together with the initial-boundary conditions (9) in a bounded smooth
domain. For simplicity, We introduce some notation below.
For any nonnegative integer s, we denote W s,p(Ω) as the conventional
Sobolev spaces of the real-valued functions defined in Ω and W s,p0 (Ω) as the
subspace of W s,p(Ω) consisting of functions whose traces are zero on ∂Ω.
As usual, we denote Hs(Ω) = W s,2(Ω), Hs0 (Ω) = W
s,2
0 (Ω), and L
p(Ω) =
W 0,p(Ω), respectively. We use Hs(Ω) = {u+ iv |u, v ∈ Hs(Ω)} and Lp(Ω) =
{u+iv |u, v ∈ Lp(Ω)} with calligraphic letters for Sobolev spaces and Lebesgue
spaces of the complex-valued functions, respectively. Furthermore, letHs(Ω) =
[Hs(Ω)]d and Lp(Ω) = [Lp(Ω)]d with bold faced letters be Sobolev spaces and
Lebesgue spaces of the vector-valued functions with d components (d=2, 3).
The dual spaces ofHs0(Ω),H
s
0(Ω), andH
s
0(Ω) are denoted byH
−s(Ω),H−s(Ω),
andH−s(Ω), respectively. L2 inner-products inHs(Ω),Hs(Ω), andHs(Ω) are
denoted by (·, ·) without ambiguity.
In particular, we consider the following subspaces of H1(Ω) and L2(Ω):
H1t (Ω) = {v ∈ H
1(Ω) | v × n = 0 on ∂Ω},
H1t,0(Ω) = {v ∈ H
1
t (Ω) | ∇ · v = 0},
L20(Ω) = {v ∈ L
2(Ω) | ∇ · v = 0 weakly }.
The semi-norms on H1t (Ω) and H
1
t,0(Ω) are defined by
|u|H1t := ‖∇ · u‖L2(Ω) + ‖∇× u‖L2(Ω), |u|H1t,0 := ‖∇× u‖L2(Ω),
both of which are equivalent to the standard H1(Ω)-norm ‖u‖H1(Ω) [10].
To take into account the time dependence, for any Banach space W and
integer s ≥ 1, we define function spaces C
(
[0, T ], W
)
, C
(
(0, T ), W
)
, and
Cs0
(
(0, T ), W
)
consisting ofW -valued functions in C[0, T ], C(0, T ), and Cs0(0, T ),
respectively.
We now give two definitions of weak solution to the M-S-C system (8)
together with the initial-boundary conditions (9).
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Definition 1 (Weak solution I) (Ψ, A, φ) is a weak solution of type I to
(8)-(9), if
Ψ ∈ C
(
[0, T ];L2(Ω)
)
∩ L∞
(
0, T ;H10(Ω)
)
,
∂Ψ
∂t
∈ L∞
(
0, T ;H−1(Ω)
)
, (11a)
φ ∈ C
(
[0, T ];L2(Ω)
)
∩ L∞
(
0, T ;H10(Ω)
)
,
∂φ
∂t
∈ L∞
(
0, T ;L2(Ω)
)
, (11b)
A ∈ C
(
[0, T ]; L2(Ω)
)
∩ L∞
(
0, T ; H1t,0(Ω)
)
, (11c)
∂A
∂t
∈ C
(
[0, T ];
(
H1t,0(Ω)
)′ )
∩ L∞
(
0, T ; L2(Ω)
)
, (11d)
with the initial condition Ψ(·, 0) ∈ H10(Ω),A(·, 0) ∈ H
1
t,0(Ω),At(·, 0) ∈ L
2
0(Ω),
and the variational equations
∫ T
0
[
i
(
Ψ,
∂Ψ˜
∂t
)
+
1
2
(
(i∇+A)Ψ, (i∇+A) Ψ˜
)
+
(
V Ψ, Ψ˜
)
+
(
φΨ, Ψ˜
)]
dt = 0,
(12)∫ T
0
[(
A,
∂2A˜
∂t2
)+
(
∇×A,∇×A˜
)
+
( i
2
(Ψ∗∇Ψ−Ψ∇Ψ∗), A˜
)
+
(
|Ψ |2A, A˜
)]
dt = 0,
(13)∫ T
0
[(
∇φ, ∇φ˜
)
−
(
|Ψ |2, φ˜
)]
dt = 0, (14)
hold for all Ψ˜ ∈ C10
(
(0, T ); H10(Ω)
)
, A˜ ∈ C20
(
(0, T ); H1t,0(Ω)
)
and φ˜ ∈ C
(
(0, T );
H10 (Ω)
)
.
Definition 2 (Weak solution II) (Ψ, A, φ) is a weak solution of type II to
(8)-(9), if (11a), (11b), (12) and (14) in Definition 1 are satisfied and
A ∈ C
(
[0, T ]; L2(Ω)
)
∩ L∞
(
0, T ; H1t (Ω)
)
, (15a)
∂A
∂t
∈ C
(
[0, T ]; (H1t (Ω))
′
)
∩ L∞
(
0, T ; L2(Ω)
)
, (15b)
∫ T
0
[(
A,
∂2A˜
∂t2
) +
(
∇×A,∇× A˜
)
+
( i
2
(Ψ∗∇Ψ − Ψ∇Ψ∗), A˜
)
−
(∂φ
∂t
, ∇ · A˜
)
+
(
|Ψ |2A, A˜
)]
dt = 0, ∀A˜ ∈ C20
(
(0, T ); H1t (Ω)
)
.
(16)
The following theorem shows that the above two definitons of weak solu-
tions are equivalent.
Theorem 1 The weak solutions to the M-S-C system defined in Definiton 1
and Definition 2 are equivalent.
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Proof It suffices to show that the vector potential A in Definiton 1 and Defini-
ton 2 are consistent.
For any ϕ(x) ∈ H10 (Ω) ∩ H
2(Ω), η(t) ∈ C10 (0, T ), by choosing Ψ˜ = ηΨϕ
in (12), φ˜ = dηdtϕ in (14), and taking the imaginary part of (12), we have∫ T
0
[(∂ρ
∂t
, ϕ
)
−
(
J, ∇ϕ
)]
η(t)dt = 0,∫ T
0
[(∂φ
∂t
, ∆ϕ
)
+
(∂ρ
∂t
, ϕ
)]
η(t)dt = 0,
(17)
where
ρ = |Ψ |2, J = −
i
2
(Ψ∗∇Ψ − Ψ∇Ψ∗)− |Ψ |2A. (18)
Since η(t) is arbitrary, from (17) we see that(∂φ
∂t
, ∆ϕ
)
+
(
J, ∇ϕ
)
= 0, ∀ϕ ∈ H10 (Ω) ∩H
2(Ω). (19)
For any v ∈ H1t (Ω), we have the Helmholtz decomposition [10]:
v = v0 +∇ϕ, v0 ∈ H
1
t,0(Ω), ϕ ∈ H
1
0 (Ω) ∩H
2(Ω), (20)
‖v0‖H1 ≤ C‖v‖H1 , ‖ϕ‖H2 ≤ C‖v‖H1 . (21)
We first prove that the vector potential A given by Definition 1 satisfies
(15a), (15b), and (16) in Definition 2. Obviously A satisfies (15a). Thanks to
(11c) and (11d), we deduce that(∂A
∂t
, ∇ϕ) = 0, ∀ϕ ∈ H10 (Ω) ∩H
2(Ω). (22)
Then
∂A
∂t
∈ C
(
[0, T ]; (H1t (Ω))
′
)
(23)
follows from (11d), (20)-(22) and thus A satisfies (15b). Since ∇ ·A = 0, by
using (19), we have∫ T
0
[(
A,
∂2A˜
∂t2
) +
(
∇×A,∇× A˜
)
+
( i
2
(Ψ∗∇Ψ − Ψ∇Ψ∗), A˜
)
+
(
|Ψ |2A, A˜
)
−
(∂φ
∂t
, ∇ · A˜
)]
dt = 0, ∀A˜ ∈ C20
(
(0, T ); ∇
(
H10 (Ω) ∩H
2(Ω)
))
.
(24)
By applying (13), (24), and the Helmholtz docomposition (20), we find that
A satisfies (16).
Next we assume that A is the vector potential given by Definition 2. It
is easy to see that A satisfies (11d) and (14). For any η(t) ∈ C20 (0, T ), ϕ ∈
H10 (Ω) ∩H
2(Ω), take A˜ = η∇ϕ in (16) and employ (19) to find∫ T
0
(
∇ ·A, ϕ)
d2η
dt2
dt = 0, (25)
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which implies that
∇ ·A = 0. (26)
Consequently A satisfies (11c) and we complete the proof of this theorem.
Remark 2 Theorem 1 shows that weak solutions II satisfy ∇·A = 0 implicity.
Next we use the Galerkin method and compactness arguments to prove the
existence of weak solutions to (8)-(9).
We first introduce two lemmas to construct finite dimensional subspaces
of H10(Ω), H
1
t,0(Ω), and H
1
0 (Ω).
Lemma 1 Suppose that Ω ⊂ Rd(d = 2, 3) is a bounded smooth domain. Then
there exists a sequence {uk}
∞
k=1 being an orthogonal basis of H
1
0 (Ω) as well
as an orthonormal basis of L2(Ω). Here uk ∈ H
1
0 (Ω) is an eigenfunction
corresponding to λk: {
−∆uk = λkuk in Ω,
uk = 0 on ∂Ω,
for k = 1, 2 · · · .
The proof of Lemma 1 is given in [8]. It is worth pointing out that the
conclusion is also true for complex-valued functions, i.e. there exists a sequence
{ϕk}
∞
k=1 being an orthogonal basis of H
1
0(Ω) as well as an orthonormal basis
of L2(Ω).
Lemma 2 Suppose that Ω ⊂ Rd(d = 2, 3) is a bounded smooth domain. Then
there exists an orthonormal basis {vk}
∞
k=1 of L
2(Ω), where vk ∈ H
1
t,0(Ω) is
an eigenfunction corresponding to µk:{
∇×∇× vk = µkvk in Ω,
vk × n = 0 on ∂Ω,
for k = 1, 2 · · · . Furthermore, {vk}
∞
k=1 is an orthogonal basis of H
1
t,0(Ω).
Proof Let L : H1t,0(Ω)→
(
H1t,0(Ω)
)′
be defined by
(Lu, v) = (∇× u, ∇× v), ∀u,v ∈ H1t,0(Ω).
By the Lax-Milgram theorem, L−1 :
(
H1t,0(Ω)
)′
→ H1t,0(Ω) exists and is
bounded. Since H1t,0(Ω) is compactly embedded into L
2(Ω), S = L−1 is a
bounded, linear, compact operator mapping L2(Ω) into itself. It is easy to
show that S is self-adjoint. Then by the Hilbert-Schmidt theorm, there exists
a countable orthonormal basis {vk}
∞
k=1 of L
2(Ω) consisting of eigenfunctions
of S. The proof of {vk}
∞
k=1 being an orthogonal basis of H
1
t,0(Ω) is straight-
foward.
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Let Zn, Zn, and Zn be n-dimensional subspaces of H
1
0(Ω), H
1
t,0(Ω), and
H10 (Ω), respectively,
Zn = span{ϕ1, · · · , ϕn}, Zn = span{v1, · · · ,vn}, Zn = span{u1, · · · , un},
where {ϕk}
∞
k=1, {vk}
∞
k=1, and {uk}
∞
k=1 are given in Lemma 1 and 2.
For each n, we can construct the Galerkin approximate solutions of weak
solutions to the M-S-C system in the sense of Definition 1 as follows.
Find Ψn(t) =
∑n
j=1 hjn(t)ϕj ∈ Zn,An(t) =
∑n
j=1 gjn(t)vj ∈ Zn, and φn(t) =∑n
j=1 fjn(t)uj ∈ Zn such that
−i(
∂Ψn
∂t
, ϕj) +
1
2
((i∇+An)Ψn, (i∇+An)ϕj) + (V Ψn, ϕj) + (φnΨn, ϕj) = 0,
(
∂2An
∂t2
,vj) + (∇×An,∇× vj) +
( i
2
(Ψ∗n∇Ψn − Ψn∇Ψ
∗
n),vj
)
+(|Ψn|
2An,vj) = 0,
(∇φn, ∇uj) = (|Ψn|
2, uj),
Ψn(0) = PnΨ0, An(0) = PnA0,
∂An
∂t
(0) = PnA1
(27)
for any t ∈ (0, T ), j = 1, 2, · · · , n. Here Pn and Pn denote the orthogonal
projection onto Zn and Zn, respectively.
Using the local existence and uniqueness theory on ODEs, we can show
that the nonlinear differential system (27) has a unique local solution defined
on some interval [0, Tn]. Next we derive some a priori estimates to extend the
local solution to a global solution defined on [0, T ]. In this paper, the following
lemma will be used frequently.
Lemma 3 Let 2 < p < 6. Suppose that Ω ⊂ Rd, d ≥ 2 is a bounded Lipschitz
domain. Then for each ǫ > 0, there exists some constant Cǫ depending on ǫ
(and on p and Ω) such that
‖u‖Lp 6 ǫ‖∇u‖L2 + Cǫ‖u‖L2, ∀u ∈ H
1
0(Ω).
Lemma 1 can be proved by applying Sobolev’s embedding thorems, Poincare´’s
inequality, and the following lemma in [27].
Lemma 4 Let W0, W , and W1 be three Banach spaces such that W0 ⊂W ⊂
W1, the injection of W into W1 being continuous, and the injection of W0 into
W is compact. Then for each ǫ > 0, there exists some constant Cǫ depending
on ǫ (and on the spaces W0, W , W1) such that
‖u‖W 6 ǫ‖u‖W0 + Cǫ‖u‖W1 , ∀u ∈ W0.
We define the energy En(t) of the approximate system (27) as follows.
En(t) =
∫
Ω
(1
2
∣∣ [i∇+An]Ψn∣∣2 + V |Ψn|2 + 1
2
∣∣∂An
∂t
∣∣2
+
1
2
|∇ ×An|
2 +
1
2
|∇φn|
2
)
dx.
(28)
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Lemma 5 For any t ∈ (0, T ], if the solution (Ψn(t),An(t), φn(t)) of the ap-
proximate system (27) exists, we have the conservation of total charge and
energy
‖Ψn(t)‖
2
L2 = ‖Ψn(0)‖
2
L2 , En(t) = En(0). (29)
Proof (29)1 can be proved by multiplying the first equation of (27) by hjn,
summing j = 1, 2, · · · , n, and taking the imaginary part.
To prove (29)2, we first multiply the first equation of (27) by
d
dthjn, sum
j = 1, 2, · · · , n, and take the real part. We discover
d
dt
∫
Ω
(1
2
∣∣ [i∇+An]Ψn∣∣2 + V |Ψn|2) dx− (|Ψn|2An, ∂An
∂t
)
−
( i
2
(Ψ∗n∇Ψn − Ψn∇Ψ
∗
n),
∂An
∂t
)
+
(
φn,
∂
∂t
|Ψn|
2
)
= 0.
(30)
Multiplying the second equation of (27) by ddtgjn , summation gives
d
dt
∫
Ω
(1
2
∣∣∂An
∂t
∣∣2 + 1
2
|∇ ×An|
2
)
dx+
(
|Ψn|
2An,
∂An
∂t
)
+
( i
2
(Ψ∗n∇Ψn − Ψn∇Ψ
∗
n),
∂An
∂t
)
= 0.
(31)
Differentiating both sides of the third equation of (27) with respect to t,
multiplying it by fjn and summing j = 1, 2, · · · , n, we obtain
1
2
d
dt
∫
Ω
|∇φn|
2 dx−
( ∂
∂t
|Ψn|
2, φn
)
= 0. (32)
Adding (30), (31), and (32) together completes the proof of Lemma 2.
We now establish some estimates of the solution (Ψn(t),An(t), φn(t)).
Theorem 2 For any t ∈ (0, T ], if the solution (Ψn(t),An(t), φn(t)) exists,
then it satisfies the estimates
‖Ψn‖H1 + ‖An‖H1 + ‖φn‖H1 ≤ C, (33)
‖
∂Ψn
∂t
‖H−1 + ‖
∂An
∂t
‖L2 + ‖
∂2An
∂t2
‖(H1t,0)′ + ‖
∂φn
∂t
‖L2 ≤ C, (34)
where C is independent of t and n.
Proof By the definition of initial data (Ψn(0),An(0), φn(0)), it is easy to show
that En(0) ≤ C. Thus by applying (29), we have
‖
(
i∇+An
)
Ψn‖L2 + ‖
∂An
∂t
‖L2 + ‖∇×An‖L2 + ‖∇φn‖L2 ≤ C. (35)
Since the semi-norm in H1t,0(Ω) is equivalent to H
1-norm, we get
‖An‖H1 ≤ C. (36)
Mathematical and numerical analysis of M-S equations 11
Then Sobolev’s imbedding theorem implies that
‖An‖Lp ≤ C, (37)
with 1 ≤ p ≤ 6 for d = 3 and 1 ≤ p <∞ for d = 2.
Using Lemma 1, we further prove
‖AnΨn‖L2 ≤ ‖An‖L6‖Ψn‖L3 ≤ C‖Ψn‖L3 ≤ C‖Ψn‖L2 +
1
2
‖∇Ψn‖L2 . (38)
From (35), (38) and Lemma 2, we deduce
‖∇Ψn‖L2 ≤ ‖ (i∇+An)Ψn‖L2 + ‖AnΨn‖L2 ≤ C +
1
2
‖∇Ψn‖L2 .
Consequently, we obtain
‖Ψn‖H1 ≤ C. (39)
By applying Poincare´’s inequality and (35), we see that
‖φn‖H1 ≤ C. (40)
Therefore, (33) is proved by combining (36), (39), and (40).
To estimate ‖∂Ψn∂t ‖H−1 , we first fix ω ∈ H
1
0(Ω) with ‖ω‖H10 ≤ 1. Note that
{ϕn}
∞
n=1 is an orthogonal basis of H
1
0(Ω) as well as an orthonormal basis of
L2(Ω). Thus we can write ω = ω1 + ω2, where ω1 ∈ Zn = span{ϕk}
n
k=1 and
(ω2, ϕk) = 0 for k = 1, · · · , n. It is clear that ‖ω
1‖H1
0
≤ 1. Then the first
equation of (27) implies that
〈∂Ψn
∂t
, ω
〉
H−1,H1
0
=
(∂Ψn
∂t
, ω
)
=
(∂Ψn
∂t
, ω1
)
= −
i
2
((i∇+An)Ψn, (i∇+An)ω
1)− i(V Ψn, ω
1)− i(φnΨn, ω
1).
Thus by applying (33), we obtain∣∣〈∂Ψn
∂t
, ω
〉
H−1,H1
0
∣∣ ≤ C‖ω1‖H1
0
≤ C, (41)
which implies that
‖
∂Ψn
∂t
‖H−1 ≤ C. (42)
Similarly, we can prove
‖
∂2An
∂t2
‖(H1t,0)′ ≤ C. (43)
It remains to show ‖∂φn∂t ‖L2 ≤ C. In order to estimate ‖
∂φn
∂t ‖L2 , we fix f ∈
L2(Ω) and find ψn ∈ Zn = span{uk}
n
k=1 such that
(∇ψn, ∇u) = (f, u) ∀u ∈ Zn. (44)
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Then by differentiating both sides of the third equation of (27) with respect
to t and using (44), we have(∂φn
∂t
, f
)
=
(
∇
∂φn
∂t
, ∇ψn
)
=
( ∂
∂t
|Ψn|
2, ψn
)
. (45)
Thus from (42) and (39), we deduce∣∣(∂φn
∂t
, f
)∣∣ ≤ C‖∂Ψn
∂t
‖H−1‖Ψn‖H1‖ψn‖H2 ≤ C‖ψn‖H2 . (46)
Next we will prove ‖ψn‖H2 ≤ C‖f‖L2. Note that each basis function uj ∈ Zn
satisfies −∆uj = λjuj . By (44), we have
(−∆ψn, −∆uj) = (−∆ψn, λjuj) = λj(∇ψn, ∇uj) = λj(f, uj) = (f, −∆uj).
(47)
It follows that
‖∆ψn‖
2
L2 = (−∆ψn, −∆ψn) = (f, −∆ψn) ≤ ‖f‖L2‖∆ψn‖L2 , (48)
which implies that
‖∆ψn‖L2 ≤ ‖f‖L2. (49)
It is easy to show ‖∇ψn‖L2 ≤ C‖f‖L2. Hence we get
‖ψn‖H2 ≤ C‖f‖L2. (50)
Combining (46) and (50), we find ‖∂φn∂t ‖L2 ≤ C. Thus we complete the proof
of Theorem 2.
Using the above energy estimates, we have
Corollary 1 Given T > 0, the nonlinear differential system (27) has a unique
global solution (Ψn,An, φn), which satisfies (33) and (34).
We now quote a compactness lemma which can be found in [25].
Lemma 6 Let B0, B, B1 be three Banach spaces such that B0 ⊂ B ⊂ B1
with continuous embedding and the embedding B0 ⊂ B is compact. Suppose F
is a bounded set in L∞(a, b;B0) such that
∂F
∂t = {
∂f
∂t | f ∈ F} is bounded in
Lp(a, b;B1) for some p > 1. Then F is relatively compact in C([0, T ];B).
From Lemma 6 and Theorem 2, we deduce that there exists Ψ ∈ C([0, T ];
Lp(Ω))∩L∞((0, T );H10(Ω)), A ∈ C([0, T ];L
p(Ω))∩L∞((0, T );H1t,0(Ω)), φ ∈
C([0, T ];Lp(Ω)) ∩ L∞((0, T );H10 (Ω)) and a subsequence {(Ψnk ,Ank , φnk)}
such that as nk →∞
Ψnk → Ψ in C([0, T ];L
p(Ω)), Ψnk ⇀ Ψ in L
∞(0, T ;H10(Ω)) weak-star,
Ank → A in C([0, T ];L
p(Ω)), Ank ⇀ A in L
∞(0, T ;H1t,0(Ω)) weak-star,
φnk → φ in C([0, T ];L
p(Ω)), φnk ⇀ φ in L
∞(0, T ;H10 (Ω)) weak-star.
(51)
Here 1 < p <∞ for d = 2 and 1 < p < 6 for d = 3.
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Furthermore, we have the following convergence properties for time deriva-
tives of {(Ψnk ,Ank , φnk)}.
∂Ψnk
∂t
⇀
∂Ψ
∂t
in L∞(0, T ;H−1(Ω)) weak-star,
∂φnk
∂t
⇀
∂φ
∂t
in L∞(0, T ;L2(Ω)) weak-star,
∂Ank
∂t
⇀
∂A
∂t
in L∞(0, T ;L2(Ω)) weak-star,
∂2Ank
∂t2
⇀
∂2A
∂t2
in L∞(0, T ; (H1t,0(Ω))
′) weak-star.
(52)
Passing to the limits nk →∞ in our Galerkin appriximations, we obtain
Theorem 3 Given T > 0, there exists a weak solution (Ψ,A, φ) to the M-S-C
system (8)-(9) in the sense of Definition 1, which satisfies the conservation of
the total energy:
E(t) = E(0). (53)
where E(t) is given in (10).
Here we omit the proof of the weak limit satisfies (12)-(14) since the tech-
nique is standard.
Remark 3 By making a slight modification of the proof in this section, Theo-
rem 3 holds for the M-S-C system with bounded coefficients:
−i
∂Ψ
∂t
+
1
2
(
i∇+A
)
·
( 1
m(x)
(i∇+A)Ψ
)
+ V Ψ + φΨ = 0, (x, t) ∈ Ω × (0, T ),
∂2A
∂t2
+∇× (µ−1(x)∇×A) +
∂(∇φ)
∂t
+
i
2m(x)
(
Ψ∗∇Ψ − Ψ∇Ψ∗
)
+
1
m(x)
|Ψ |2A = 0, (x, t) ∈ Ω × (0, T ),
∇ ·A = 0, −∆φ = |Ψ |2, (x, t) ∈ Ω × (0, T ),
(54)
where 0 < α0 ≤ m(x) ≤ α1, 0 < β0 ≤ µ(x) ≤ β1.
In particular, Theorem 3 holds for the M-S-C system with rapidly oscil-
lating discontinuous coefficients arising from the modeling of a heterogeneous
structure with a periodic microstructure, i.e.m(x) = a(xε ), µ(x) = b(
x
ε ), where
a(ξ), b(ξ) are 1-periodic in ξ and ε > 0 is a small parameter. Furthermore, if
E(0), the initial energy, is independent of ε, then E(t) is also independent of ε.
3 Fully discrete finite element scheme
In this section, we consider the fully discretization of the M-S-C system (8)-
(9) by the Galerkin finite element method in space together with the Crank-
Nicolson scheme in time. In the following of the paper, we assume that Ω is a
bounded Lipschitz polyhedron convex domain in R3.
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Let us first triangulate the space domain Ω and assume that Th = {K}
is a regular partition of Ω into tetrahedrons of maximal diameter h. Without
loss of generality, we assume that 0 < h < 1. We denote by Pr(K) the space
of polynomials of degree r defined on the element K. In the rest of this paper,
we assume that r ≤ 2 unless otherwise specified. For a given partition Th, we
define the classical Lagrange finite element space
Y rh = {uh ∈ C(Ω) : uh|K ∈ Pr(K), ∀ K ∈ Th}. (55)
We have the following finite element subspaces of H10 (Ω), H
1
0(Ω), and
H1t (Ω)
Xrh = Y
r
h ∩H
1
0 (Ω), X
r
h = X
r
h ⊕ iX
r
h, Xh =
(
Y 2h
)3
∩H1t (Ω). (56)
Let Ih, Ih, and Ih be the commonly used Lagrange interpolation on X
r
h ,
Xrh, and Xh, respectively. For r = 1, 2, 1 ≤ s ≤ r + 1, we have the following
interpolation error estimates [2]:
‖ψ − Ihψ‖L2 + h‖ψ − Ihψ‖H1 ≤ Ch
s‖ψ‖Hs , ∀ψ ∈ H
1
0(Ω) ∩H
r+1(Ω),
(57a)
‖u− Ihu‖L2 + h‖u− Ihu‖H1 ≤ Ch
s‖u‖Hs , ∀u ∈ H
1
0 (Ω) ∩H
r+1(Ω), (57b)
‖v− Ihv‖L2 + h‖v− Ihv‖H1 ≤ Ch
s‖v‖Hs , ∀v ∈ H
1
t (Ω) ∩H
r+1(Ω). (57c)
We approximate the scalar potential φ and the wave function Ψ in Xrh and
X rh respectively, and find the approximate solution of the vector potential A
in a subspace of Xh:
X0h = {vh ∈ Xh | (∇ · vh, qh) = 0, ∀qh ∈ X
1
h}. (58)
It is important to note that X0h * H1t,0(Ω) since for each vh ∈ X0h, we only
have ρh(∇ ·vh) = 0, where ρh is the orthogonal projection of L
2(Ω) onto X1h.
We now claim that there exists an interpolation operator ih : H
1
t,0(Ω) →
X0h, such that for every v ∈ H
1
t,0(Ω) ∩H
r+1(Ω),
‖v − ihv‖H1 ≤ Ch
r‖v‖Hr+1 . (59)
By the mixed finite element theory [3,10], we can ensure (59) by applying (57c)
and the following discrete inf-sup condition: there exists a positive constant
β, independent of h, such that
sup
vh∈Xh
(
∇ · vh, qh
)
‖vh‖H1
≥ β ‖qh‖L2, ∀ qh ∈ X
1
h. (60)
For X˜h =
(
Y 2h
)3
∩H10(Ω), X˜h = Y
1
h , the following discrete inf-sup condition
for Hood-Taylor element is proved in [3] by Verfu¨rth’s trick:
sup
vh∈X˜h
(
∇ · vh, qh
)
‖vh‖H1
≥ β ‖qh‖L2/R, ∀ qh ∈ X˜h. (61)
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The technique used in the proof of (61) can be applied directly to prove (60)
by virtue of the fact that X˜h ⊂ Xh, X
1
h ⊂ X˜h and the following continuous
inf-sup condition:
sup
v∈H1t (Ω)
(
∇ · v, q
)
‖v‖H1
≥ β ‖q‖L2, ∀ q ∈ L
2(Ω). (62)
For more details, see [3]. Thus (59) is verified.
Let pih : H
1
t (Ω)→ X0h be a Ritz projection as follows: ∀A ∈ H
1
t (Ω), find
pihA ∈ X0h such that(
∇ · (A− pihA), ∇ · v
)
+
(
∇× (A− pihA), ∇× v
)
= 0, ∀v ∈ X0h. (63)
Owing to (59), we have the following error estimate of pih.
‖v− pihv‖H1 ≤ Ch
r‖v‖Hr+1 , ∀v ∈ H
1
t,0(Ω) ∩H
r+1(Ω). (64)
To define our fully discrete scheme, we divide the time interval (0, T ) into
M uniform subintervals using the nodal points
0 = t0 < t1 < · · · < tM = T,
with tk = kτ and τ = T/M . We denote uk = u(·, tk) for any given functions
u ∈ C
(
(0, T ); W
)
with a Banach space W . For a given sequence {uk}Mk=0, we
introduce the following notation:
∂τu
k = (uk − uk−1)/τ, ∂2τu
k = (∂τu
k − ∂τu
k−1)/τ,
uk = (uk + uk−1)/2, u˜k = (uk + uk−2)/2,
(65)
For convenience, Let us assume that A−1 is defined by
A−1 = A(·, 0)− τ
∂A
∂t
(·, 0) = A0 − τA1, (66)
which is an approximation of A(·,−τ) with second order accuracy.
Using the above notation, we can formulate our first fully discrete finite
element scheme for the M-S-C system as follows.
Scheme (I). For k = 0, 1, · · · ,M , find (Ψkh ,A
k
h, φ
k
h) ∈ X
r
h × X0h × X
r
h
such that
Ψ0h = IhΨ0, A
0
h = pihA0, A
−1
h = A
0
h − τ pihA1, (67)
and for any ϕ ∈ X rh , v ∈ X0h, u ∈ X
r
h, the following equations hold:
−i(∂τΨ
k
h , ϕ) +
1
2
(
(i∇+A
k
h)Ψ
k
h, (i∇+A
k
h)ϕ
)
+
(
(V + φ
k
h)Ψ
k
h, ϕ
)
= 0,
(∂2τA
k
h,v) +
(
∇× A˜kh,∇× v
)
+
(
∇ · A˜kh,∇ · v
)
+
(
|Ψk−1h |
2A
k
h +A
k−1
h
2
, v
)
+
( i
2
(
(Ψk−1h )
∗∇Ψk−1h − Ψ
k−1
h ∇(Ψ
k−1
h )
∗)
,v
)
= 0,
(∇φkh, ∇u) = (|Ψ
k
h |
2, u).
(68)
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Remark 4 In Section 2 we prove that weak solutions in Definition 1 and Defini-
tion 2 are equivalent. However, from the standpoint of finite element numerical
computation, we choose to approximate weak solutions of the M-S-C system
in the sense of Definition 2 instead of Definition 1 since it is very difficult to
construct finite element subspaces of H1t,0(Ω). We know that weak solutions
of type II in Definition 2 imply that A is divergence-free although we only
require A in H1t (Ω). In the discrete level, if we approximate A in Xh, it is
difficult to degisn time integration schemes to ensure a discrete analogue of
∇ · A = 0, i.e. Ph(∇ ·Ah) = 0, where Ph denotes the orthogonal projection
of L2(Ω) onto some finite element space. Thus we approximate A in X0h to
enforce the projection of ∇ ·Ah onto X
1
h vanishes. Moreover, for the purpose
of theoretical analysis, we add an extra term
(
∇ · A˜kh, ∇ · v
)
to the discrete
system (68). It turns out that this term is indispensable to the proof of the
error estimates and the existence of solutions to the discrete system (68).
Apart from introducing the subspace X0h of Xh, we can also introduce a
Lagrangian multiplier pkh to relax the divergence-free constraint of A
k
h at each
time step. We now give another fully discrete scheme based on the mixed finite
element method as follows.
Scheme (II). Let Ψ0h = IhΨ0, A
0
h = pihA0, A
−1
h = A
0
h − τ pihA1,
(69)
and for k = 1, 2, · · · ,M , find (Ψkh , A
k
h, p
k
h, φ
k
h) ∈ X
r
h×Xh×X
1
h×X
r
h satisfying

−i(∂τΨ
k
h , ϕ) +
1
2
(
(i∇+A
k
h)Ψ
k
h, (i∇+A
k
h)ϕ
)
+
(
(V + φ
k
h)Ψ
k
h, ϕ
)
= 0,
∀ϕ ∈ X rh ,
(∂2τA
k
h,v) +
(
∇× A˜kh,∇× v
)
+
(
∇ · A˜kh,∇ · v
)
+
(
|Ψk−1h |
2A
k
h +A
k−1
h
2
, v
)
+
(
pkh, ∇ · v
)
+
( i
2
(
(Ψk−1h )
∗∇Ψk−1h − Ψ
k−1
h ∇(Ψ
k−1
h )
∗)
, v
)
= 0, ∀v ∈ Xh,(
∇ ·Akh, q
)
= 0, ∀ q ∈ X1h,
(∇φkh, ∇u) = (|Ψ
k
h |
2, u), ∀ u ∈ Xrh.
(70)
At each time step, the equation
(∂2τA
k
h,v) +
(
∇× A˜kh,∇× v
)
+
(
∇ · A˜kh,∇ · v
)
+
(
|Ψk−1h |
2A
k
h +A
k−1
h
2
, v
)
+
( i
2
(
(Ψk−1h )
∗∇Ψk−1h − Ψ
k−1
h ∇(Ψ
k−1
h )
∗)
,v
)
= 0, ∀v ∈ X0h
(71)
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in scheme (I) and
(∂2τA
k
h,v) +
(
∇× A˜kh,∇× v
)
+
(
∇ · A˜kh,∇ · v
)
+
(
|Ψk−1h |
2A
k
h +A
k−1
h
2
, v
)
+
(
pkh, ∇ · v
)
+
( i
2
(
(Ψk−1h )
∗∇Ψk−1h − Ψ
k−1
h ∇(Ψ
k−1
h )
∗)
, v
)
= 0, ∀v ∈ Xh,(
∇ ·Akh, q
)
= 0, ∀ q ∈ X1h
(72)
in scheme (II) are decoupled from the other two equations, respectively. Due to
the discrete inf-sup condition (60) and the coercivity of the bilinear functional
akh(·, ·) in Xh, where
akh(u, v) =
(
∇× u,∇× v
)
+
(
∇ · u,∇ · v
)
+
2
τ2
(u,v)
+
1
2
(
|Ψk−1h |
2u, v
)
, ∀u,v ∈ Xh,
(73)
we know that there exists a unique solution to (71) and (72), respectively. It
is easy to see that Akh in (72) satisfies (71) and thus the two above equations
admit the same solution Akh. Consequently, scheme (I) and scheme (II) are
mathematically equivalent. However, scheme (I) is easier to perform theoretical
analysis while scheme (II) is easier to carry out numerical computation.
At each time step, we first solve (71) or (72) and obtain Akh. Then we
substitute it into (70) and solve the nonlinear subsystem concerning Ψkh and
φkh. The existence and uniqueness of solutions to this subsystem is proved in
Section 5. In practical computations, we can apply the Picard simple iterative
method or the Newton iterative method to solve the nonlinear subsystem.
For convenience, we define the following bilinear forms:
B(A;Ψ, ϕ) = ((i∇+A)Ψ, (i∇+A)ϕ) ,
D(u, v) = (∇ · u, ∇ · v) + (∇× u, ∇× v),
f(Ψ, ϕ) =
i
2
(ϕ∗∇Ψ − Ψ∇ϕ∗).
(74)
Then (68) in scheme (I) can be rewritten as follows: for k = 1, 2, · · · ,M ,
−i(∂τΨ
k
h , ϕ) +
1
2
B(A
k
h; Ψ
k
h, ϕ) + (V Ψ
k
h, ϕ) + (φ
k
hΨ
k
h, ϕ) = 0, ∀ϕ ∈ X
r
h ,
(∂2τA
k
h,v) +D(A˜
k
h,v) +
(
f(Ψk−1h , Ψ
k−1
h ),v
)
+
(
|Ψk−1h |
2A
k
h +A
k−1
h
2
,v
)
= 0,
∀v ∈ X0h,
(∇φkh, ∇u) = (|Ψ
k
h |
2, u), ∀u ∈ Xrh.
(75)
In this paper we assume that the M-S-C system (8)-(9) has one and only
one weak solution (Ψ,A, φ) in the sense of Definition 2 and the following
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regularity conditions are satisfied:
Ψ, Ψt ∈ L
∞(0, T ;Hr+1(Ω)), Ψtt, Ψttt ∈ L
∞(0, T ;H1(Ω)),
Ψtttt ∈ L
2(0, T ;L2(Ω)),
A,At ∈ L
∞(0, T ;Hr+1(Ω)), Att ∈ L
∞(0, T ;H1(Ω))
Attt ∈ L
2(0, T ;H1(Ω)), Atttt ∈ L
2(0, T ;L2(Ω)),
φ, φt ∈ L
∞(0, T ;Hr+1(Ω)), φtt ∈ L
∞(0, T ;H1(Ω)),
φttt ∈ L
∞(0, T ;L2(Ω)), φtttt ∈ L
2(0, T ;L2(Ω)).
(76)
For the initial conditions (Ψ0,A0,A1) , we assume that
Ψ0 ∈ H
r+1(Ω) ∩H10(Ω), A0,A1 ∈ H
r+1(Ω) ∩H1t,0(Ω). (77)
We now give the main convergence result in this paper as follows:
Theorem 4 Suppose that Ω ⊂ R3 is a bounded Lipschitz polyhedral convex
domain. Let (Ψ,A, φ) be the unique solution to the M-S-C system (8)-(9) ,
and let (Ψkh ,A
k
h, φ
k
h) be the numerical solution to the discrete system (67)-(68).
Under the assumptions (76) and (77), we have the following error estimates
max
1≤k≤M
[
‖Ψkh − Ψ
k‖2H1(Ω) + ‖A
k
h −A
k‖2
H1(Ω) + ‖φ
k
h − φ
k‖2H1(Ω)
]
≤ C(h2r + τ4),
(78)
where Ψk = Ψ(·, tk), Ak = A(·, tk), φk = φ(·, tk), r ≤ 2, and C is a constant
independent of h and τ .
4 Stability estimates
In this section we first show the discrete system (67)-(68) maintains the conser-
vation of the total charge and energy. Then we deduce some stability estimates
of the discrete solutions, which will be used to derive the error estimates in
next section.
First we define the energy of the discrete system (67)-(68) as follows:
Ekh =
1
2
B(A
k
h; Ψ
k
h , Ψ
k
h ) + (V Ψ
k
h , Ψ
k
h ) +
1
2
‖∇φkh‖
2
L2
+
1
2
‖∂τA
k
h‖
2
L2
+
1
4
D(Akh, A
k
h) +
1
4
D(Ak−1h , A
k−1
h ).
(79)
Lemma 7 and Theorem 5 in the following are the discrete analogues of
Lemma 5 and Theorem 2, respectively.
Lemma 7 For k = 1, 2 · · · ,M , the solution (Ψkh ,A
k
h, φ
k
h) of the discrete sys-
tem (67)-(68) satisfies
‖Ψkh‖
2
L2 = ‖Ψ
0
h‖
2
L2 , E
k
h = E
0
h. (80)
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Proof The proof the this lemma is very similar to its continuous counterpart.
For (80)1 we can simply choose ϕ = Ψ
k
h in (75)1 and take its imaginary part.
To prove (80)2, we first notice that
Re
[
B
(
A
k
h;Ψ
k
h, ∂τΨ
k
h
)]
=
1
2
∂τB(A
k
h;Ψ
k
h , Ψ
k
h )
+
1
2τ
[
B(A
k−1
h ;Ψ
k−1
h , Ψ
k−1
h )−B(A
k
h;Ψ
k−1
h , Ψ
k−1
h )
]
+
1
2τ
Re
[
B(A
k
h;Ψ
k−1
h , Ψ
k
h )−B(A
k
h;Ψ
k
h , Ψ
k−1
h )
]
.
(81)
We also have the following identities by direct calculations
B(A;ψ, ϕ) = (∇ψ,∇ϕ) + (Aψ,Aϕ) + 2(f(ψ, ϕ),A),
B(A;ψ, ϕ) −B(A˜;ψ, ϕ) =
(
(A+ A˜)ψϕ∗,A− A˜
)
+ 2(f(ψ, ϕ),A− A˜),
(82)
from which we deduce
Re
[
B(A
k
h;Ψ
k−1
h , Ψ
k
h )−B(A
k
h;Ψ
k
h , Ψ
k−1
h )
]
= 0. (83)
Thus we get
Re
[
B
(
A
k
h;Ψ
k
h, ∂τΨ
k
h
)]
=
1
2
∂τB(A
k
h;Ψ
k
h , Ψ
k
h )
−
(
|Ψk−1h |
2A
k
h +A
k−1
h
2
,
A
k
h −A
k−1
h
τ
)
−
(
f(Ψk−1h , Ψ
k−1
h ),
A
k
h −A
k−1
h
τ
)
.
(84)
Also we have
Re
[(
V Ψ
k
h, ∂τΨ
k
h
)]
=
1
2
∂τ
(
V Ψkh , Ψ
k
h
)
, Re
[(
φ
k
hΨ
k
h, ∂τΨ
k
h
)]
=
1
2
(
φ
k
h, ∂τ |Ψ
k
h |
2
)
.
(85)
By choosing ϕ = ∂τΨ
k
h in (75)1, taking the real part of the equation and
combining with (84) and (85), we get
1
2
∂τ‖
(
i∇+A
k
h
)
Ψkh‖
2
L2
+ ∂τ
(
V Ψkh , Ψ
k
h
)
+
(
φ
k
h, ∂τ |Ψ
k
h |
2
)
−
(
|Ψk−1h |
2A
k
h +A
k−1
h
2
,
A
k
h −A
k−1
h
τ
)
−
(
f(Ψk−1h , Ψ
k−1
h ),
A
k
h −A
k−1
h
τ
)
= 0.
(86)
Next by taking v = 12τ (A
k
h −A
k−2
h ) and adding it to (86), we obtain
∂τ
(
1
2
B(A
k
h;Ψ
k
h , Ψ
k
h ) +
(
V Ψkh , Ψ
k
h
)
+
1
2
‖∂τA
k
h‖
2
L2
)
+∂τ
(
1
4
‖∇×Akh‖
2
L2
+
1
4
‖∇×Ak−1h ‖
2
L2
)
+
(
φ
k
h, ∂τ |Ψ
k
h |
2
)
= 0.
(87)
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Finally it is easy to deduce the following equation from the last equation of
(75):
(∇ ∂τφ
k
h, ∇u) = (∂τ |Ψ
k
h |
2, u), ∀u ∈ Xrh. (88)
Take u = φ
k
h in (88), insert it into (87) and we complete the proof of (80)2.
Theorem 5 The solution of the discrete system (74) fulfills the following es-
timate
‖Ψkh‖H1 + ‖∂τA
k
h‖L2 + ‖A
k
h‖H1 + ‖φ
k
h‖H1 ≤ C, (89)
where C is independent of h, τ and k.
The proof of this theorem is very similar to its continuous counterpart, i.e.
Theorem 2, and thus we omit the proof.
5 Solvability of the discrete system
In this section we consider the existence and uniqueness of the solutions to the
discrete system (67)-(68). To prove it, we first introduce a useful lemma in [4]
as follows.
Lemma 8 Let
(
H, 〈·, ·〉
)
be a finite-dimensional inner product space, ‖ · ‖H be
the associated norm, and g : H −→ H be continuous. Assume that
∃α > 0, ∀z ∈ H, ‖z‖H = α, Re〈g(z), z〉 > 0.
Then there exists a z0 ∈ H such that g(z0) = 0 and ‖z0‖H ≤ α.
Theorem 6 For any
(
Ψk−1h ,A
k−2
h ,A
k−1
h , φ
k−1
h
)
satisfies (89), there exists a
solution
(
Ψkh ,A
k
h, φ
k
h
)
to the discrete system (68). Furthermore, if the time step
τ is sufficiently small, the solution is unique.
Proof As noted in Section 3, to solve the discrete system (67)-(68), we need
to solve (71) and the following subsystem alternately.
−i(∂τΨ
k
h , ϕ) +
1
2
(
(i∇+A
k
h)Ψ
k
h, (i∇+A
k
h)ϕ
)
+
(
(V + φ
k
h)Ψ
k
h, ϕ
)
= 0,
∀ϕ ∈ X rh ,
(∇φkh, ∇u) = (|Ψ
k
h |
2, u), ∀u ∈ Xrh,
(90)
Since we have proved the solvability of (71) in Section 3, we only need to
consider the solvability of (90), which can be rewritten as follows:
(Ψ
k
h, ϕ) = (Ψ
k−1
h , ϕ)− i
τ
4
B(A
k
h; Ψ
k
h, ϕ)− i
τ
2
(
(V + φ
k
h)Ψ
k
h, ϕ
)
, ∀ϕ ∈ X rh
(∇φ
k
h, ∇u) =
(1
2
(|Ψk−1h |
2 + |2Ψ
k
h − Ψ
k−1
h |
2), u
)
, ∀u ∈ Xrh.
(91)
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For a given h, assume that {u1, u2, · · · , uN} is a basis of X
r
h. Note that
X rh = X
r
h ⊕ iX
r
h. Then φ
k
h, Ψ
k
h, and Ψ
k−1
h can be written as follows
φ
k
h =
N∑
j=1
ajuj , Ψ
k
h =
N∑
j=1
bjuj, Ψ
k−1
h =
N∑
j=1
cjuj , (92)
where
a = (a1, · · · , aN)
T ∈ RN , b = (b1, · · · , bN )T ∈ CN , c = (c1, · · · , cN)T ∈ CN .
(93)
Denote by
W =
(
wij
)
∈ RN×N , r = (r1, · · · , rN )T ∈ RN ,
S =
(
sij
)
∈ RN×N , Q =
(
qij
)
∈ RN×N ,
(94)
where
wij = (ui, uj), ri =
1
2
(
|Ψk−1h |
2 + |2Ψ
k
h − Ψ
k−1
h |
2, ui
)
,
sij = B(A
k
h; ui, uj), qij =
(
(V + φ
k
h)ui, uj
)
i, j = 1, · · · , N.
(95)
Using the above notation, we can write (91) in the form of matrix:
Wb =Wc− i
τ
4
Sb− i
τ
2
Qb, Wa = r, Q = Q(a), r = r(b), (96)
or a more compact form
b = c− i
τ
4
W−1Sb− i
τ
2
W−1Q(b)b. (97)
Now we define a finite dimensional space
(
H, 〈·, ·〉
)
and a mapping g :
H −→ H as following:
H = CN , 〈e1, e2〉 = (e2)∗We1, ∀e1, e2 ∈ H,
g(e) = e− c+ i
τ
4
W−1Se+ i
τ
2
W−1Q(e)e, ∀e ∈ H,
(98)
where (e2)
∗ denotes the conjugate transpose of e2 andW , S and Q are defined
in (94)-(95). Obviously g is continuous. Moreover,
Re〈g(e), e〉 = ‖e‖2H − Re〈c, e〉 ≥ ‖e‖H
(
‖e‖H − ‖c‖H
)
, ∀ e ∈ H, (99)
which implies that
Re〈g(e), e〉 > 0, if ‖e‖H = ‖c‖H + 1. (100)
Thus the existence of b and a = W−1r(b) for (97) follows from Lemma 8.
Combining with the existence of Akh, we obtain the existence of
(
Ψkh ,A
k
h, φ
k
h
)
to the discrete system (68).
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Now we study the uniqueness of the solutions to (90). Let (Ψkh , φ
k
h) and
(Ψˆkh , φˆ
k
h) be two solutions of (90). Set η = Ψ
k
h − Ψˆ
k
h , ψ = φ
k
h− φˆ
k
h. They satisfy
−i(η, ϕ) +
τ
4
B(A
k
h; η, ϕ) +
τ
2
(
(V + φ
k
h)η, ϕ
)
+
τ
4
(
(Ψˆkh + Ψ
k−1
h )ψ, ϕ
)
= 0,
∀ϕ ∈ X rh ,
(∇ψ, ∇u) = ((Ψkh )
∗η + η∗Ψˆkh , u), ∀u ∈ X
r
h,
(101)
By choosing ϕ = η in the first equation of (101) and taking its imaginary part,
we obtain
‖η‖L2 ≤ Cτ‖ψ‖L6 . (102)
Take u = ψ in the second equation of (101) and we get
‖ψ‖L6 ≤ C‖∇ψ‖L2 ≤ C‖η‖L2 . (103)
By substituting (103) into (102) and taking τ sufficiently small, we find η = 0
and consequently obtain the uniqueness of the solutions.
6 The error estimates
We now turn to the proof of Theorem 4. Set eΨ = IhΨ − Ψ , eA = pihA −A
and eφ = Ihφ − φ, where Ih, pih and Ih are defined in Section 3. From the
regularity assumption and the interpolation error estimates (57a), (57b) and
(64), we deduce
‖eΨ‖H1 + ‖eA‖H1 + ‖eφ‖H1 ≤ Ch
r. (104)
By using standard finite element theory [2] and the regularity assumption
(76), we also have
‖IhΨ‖L∞ + ‖∇IhΨ‖L3 + ‖pihA‖H1 ≤ C. (105)
In the rest of this paper, we need the following discrete integration by parts
formulas.
M∑
k=1
(ak − ak−1)bk = aM bM − a0b1 −
M−1∑
k=1
ak(bk+1 − bk).
M∑
k=1
(ak − ak−1)bk = aM bM − a0b0 −
M∑
k=1
ak−1(bk − bk−1).
(106)
To simplify the notation , we denote by θkΨ = Ψ
k
h − IhΨ
k, θk
A
= Akh − pihA
k
and θkφ = φ
k
h − Ihφ
k. In view of the interpolation error estimates (104), we
only need to prove that for k = 1, 2, · · · ,M , there holds
‖θkΨ‖H1 + ‖θ
k
A
‖H1 + ‖θ
k
φ‖H1 ≤ C(h
r + τ2). (107)
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By assuming that
∂Ψ
∂t
∈ L2(0, T ;L2(Ω)),
∂2A
∂t2
∈ L2(0, T ;L2(Ω)), (108)
the weak solution (Ψ,A, φ) of the M-S-C system in sense of Definition 2 satisfies
−i
(∂Ψ
∂t
, ϕ
)
+
1
2
B
(
A;Ψ, ϕ
)
+
(
V Ψ, ϕ
)
+
(
φΨ, ϕ
)
= 0, ∀ϕ ∈ H10(Ω),(∂2A
∂t2
, v
)
+
(
∇×A, ∇× v
)
−
(∂φ
∂t
, ∇ · v
)
+
(
f(Ψ, Ψ), v
)
+
(
|Ψ |2A,v
)
= 0,
∀v ∈ H1t (Ω),(
∇φ, ∇u
)
=
(
|Ψ |2, u
)
, ∀u ∈ H10 (Ω).
(109)
Subtracting the discrete sysytem (75) from (109) and noting that∇·Ak−1 = 0,
we have
−2i
(
∂τθ
k
Ψ , ϕ
)
+B
(
A
k
h; θ
k
Ψ , ϕ
)
= 2i
(
∂τIhΨ
k − (Ψt)
k− 1
2 , ϕ
)
+2
(
V (Ψk−
1
2 − Ψ
k
h), ϕ
)
+B
(
Ak−
1
2 ; (Ψk−
1
2 − IhΨ
k
), ϕ
)
+2
(
φk−
1
2Ψk−
1
2 − φ
k
hΨ
k
h, ϕ
)
+
(
B
(
Ak−
1
2 ; IhΨ
k
, ϕ
)
−B
(
A
k
h; IhΨ
k
, ϕ
))
:=
5∑
i=1
V ki (ϕ), ∀ϕ ∈ X
r
h ,
(110)(
∂2τθ
k
A
, v
)
+D
(
θ˜k
A
, v
)
=
(
(Att)
k−1 − ∂2τpihA
k, v
)
+D
(
Ak−1 − pihA
k
, v
)
−
(
(φt)
k−1, ∇ · v
)
+
(
|Ψk−1|2Ak−1 − |Ψk−1h |
2A
k
h +A
k−1
h
2
, v
)
+
(
f(Ψk−1, Ψk−1)− f(Ψk−1h , Ψ
k−1
h ), v
)
:=
5∑
i=1
Uki (v), ∀v ∈ X0h,
(111)(
∇θkφ, ∇u
)
=
(
∇(φk − Ihφ
k),∇u
)
+
(
|Ψkh |
2 − |Ψk|2, u
)
, ∀u ∈ Xrh. (112)
In the following of the section, we analyze the above three error equations
term by term, respectively.
6.1 Estimates for (110)
First, by taking ϕ = θ
k
Ψ in (110), the imaginary part of the equation implies
1
τ
(
‖θkΨ‖
2
L2 − ‖θ
k−1
Ψ ‖
2
L2
)
= −Im
5∑
i=1
V ki (θ
k
Ψ ) ≤
5∑
i=1
|V ki (θ
k
Ψ )|. (113)
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Now we are going to estimate the terms V ki (θ
k
Ψ ), i = 1, · · · , 5 one by one. By
the error estimates for the interpolation operator Ih and the regularity of Ψ
in (76), we see that
|V k1 (θ
k
Ψ )|+ |V
k
2 (θ
k
Ψ )| ≤ C
(
τ4 + h2r
)
+ C‖θ
k
Ψ‖
2
L2 . (114)
Thanks to
B(A;ψ, ϕ) = (∇ψ,∇ϕ) +
(
|A|2ψ, ϕ
)
+ i (ϕ∗∇ψ − ψ∇ϕ∗,A)
≤ C‖∇ψ‖L2‖∇ϕ‖L2 , ∀A ∈ L
6(Ω), ψ, ϕ ∈ H10(Ω),
(115)
and
V k3 (θ
k
Ψ ) = B(A
k− 1
2 ; (Ψ
k
− IhΨ
k
), θ
k
Ψ ) +B(A
k− 1
2 ; (Ψk−
1
2 − Ψ
k
), θ
k
Ψ ), (116)
we get
|V k3 (θ
k
Ψ )| ≤ C
(
h2r + τ4
)
+ C‖∇θ
k
Ψ‖
2
L2
. (117)
In order to estimate V k4 (θ
k
Ψ ), we first decompose it as follows.
V k4 (θ
k
Ψ ) =
(
(Ψk−
1
2 − IhΨ
k− 1
2 )φk−
1
2 , θ
k
Ψ
)
+
(
Ih(Ψ
k− 1
2 − Ψ
k
)φk−
1
2 , θ
k
Ψ
)
+
(
(IhΨ
k
− Ψ
k
h)φ
k− 1
2 , θ
k
Ψ
)
+
(
Ψ
k
h(φ
k− 1
2 − Ihφ
k− 1
2 ), θ
k
Ψ
)
+
(
Ψ
k
hIh(φ
k− 1
2 − φ
k
), θ
k
Ψ
)
+
(
Ψ
k
h(Ihφ
k
− φ
k
h), θ
k
Ψ
)
(118)
By using Theorem 5, the regularity assumption, and the properties of the
interpolation operators, we obtain from (118) that
|V k4 (θ
k
Ψ )| ≤ C
(
h2r + τ4
)
+ C
(
‖∇θ
k
Ψ‖
2
L2
+ ‖∇θ
k
φ‖
2
L2
)
. (119)
Notice that
V k5 (θ
k
Ψ ) =
[
B(A
k
h; IhΨ
k
, θ
k
Ψ )−B(pihA
k
; IhΨ
k
, θ
k
Ψ )
]
+
[
B(pihA
k
; IhΨ
k
, θ
k
Ψ )
−B(A
k
; IhΨ
k
, θ
k
Ψ )
]
+
[
B(A
k
; IhΨ
k
, θ
k
Ψ )−B(A
k− 1
2 ; IhΨ
k
, θ
k
Ψ )
]
.
(120)
By applying (82) and Theorem 5, it is easy to see that
|V k5 (θ
k
Ψ )| ≤ C
(
h2r + τ4
)
+ C
(
D(θ
k
A, θ
k
A) + ‖∇θ
k
Ψ‖
2
L2
)
. (121)
Now multiplying (113) by τ , summing over k = 1, 2, · · · ,m, and applying the
above estimates , we have
‖θmΨ ‖
2
L2 ≤ C
(
h2r + τ4
)
+ Cτ
m∑
k=1
(
D(θ
k
A
, θ
k
A
) + ‖∇θ
k
Ψ‖
2
L2
+ ‖∇θ
k
φ‖
2
L2
)
≤ C
(
h2r + τ4
)
+ Cτ
m∑
k=0
(
D(θk
A
, θk
A
) + ‖∇θkΨ‖
2
L2
+ ‖∇θkφ‖
2
L2
)
.
(122)
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Next, we take ϕ = ∂τθ
k
Ψ in (110), which gives
−2i(∂τθ
k
Ψ , ∂τθ
k
Ψ ) +B
(
A
k
h; θ
k
Ψ , ∂τθ
k
Ψ
)
=
5∑
j=1
V kj (∂τθ
k
Ψ ). (123)
From the real part of (123) and (82), we obtain
1
2τ
(
B(A
k
h; θ
k
Ψ , θ
k
Ψ )−B(A
k−1
h ; θ
k−1
Ψ , θ
k−1
Ψ )
)
=
5∑
j=1
Re
[
V kj (∂τθ
k
Ψ )
]
+
(1
2
(A
k
h +A
k−1
h )|θ
k−1
Ψ |
2,
1
2
(∂τA
k
h + ∂τA
k−1
h )
)
+
(
f(θk−1Ψ , θ
k−1
Ψ ),
1
2
(∂τA
k
h + ∂τA
k−1
h )
)
,
(124)
which yields
1
2
B(A
m
h ; θ
m
Ψ , θ
m
Ψ ) =
1
2
B(A
0
h; θ
0
Ψ , θ
0
Ψ ) + τ
5∑
j=1
m∑
k=1
Re
[
V kj (∂τθ
k
Ψ )
]
+τ
m∑
k=1
(1
2
(A
k
h +A
k−1
h )|θ
k−1
Ψ |
2, ∂τA
k
h
)
+ τ
m∑
k=1
(
f(θk−1Ψ , θ
k−1
Ψ ), ∂τA
k
h
)
.
(125)
From Theorem 5, we deduce
m∑
k=1
(1
2
(A
k
h +A
k−1
h )|θ
k−1
Ψ |
2, ∂τA
k
h
)
≤
m∑
k=1
‖A
k
h +A
k−1
h ‖L6‖θ
k−1
Ψ ‖
2
L6‖∂τA
k
h‖L2
≤ C
m∑
k=1
‖θk−1Ψ ‖
2
L6 ≤ C
m∑
k=0
‖∇θkΨ‖
2
L2
,
m∑
k=1
(
f(θk−1Ψ , θ
k−1
Ψ ), ∂τpihA
k
)
≤
m∑
k=1
‖∇θk−1Ψ ‖L2‖θ
k−1
Ψ ‖L6‖∂τpihA
k
‖L3
≤ C
m∑
k=0
‖∇θkΨ‖
2
L2
.
(126)
Denoting by
Jk1 =
(
f(θk−1Ψ , θ
k−1
Ψ ), ∂τθ
k
A
)
, (127)
we have
1
2
B(A
m
h ; θ
m
Ψ , θ
m
Ψ ) ≤ Ch
2r + Cτ
m∑
k=0
‖∇θkΨ‖
2
L2
+τ
m∑
k=1
Jk1 + τ
5∑
j=1
m∑
k=1
Re
[
V kj (∂τθ
k
Ψ )
]
.
(128)
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Now let us estimate
∑m
k=1 Re
[
V kj (∂τθ
k
Ψ )
]
, j = 1, · · · , 5 term by term. In
light of (106), we get
τ
m∑
k=1
V k1 (∂τθ
k
Ψ ) = 2i
m∑
k=1
(
∂τIhΨ
k − (Ψt)
k− 1
2 , θkΨ − θ
k−1
Ψ
)
= 2i
(
∂τIhΨ
m − (Ψt)
m− 1
2 , θmΨ
)
− 2i
(
∂τIhΨ
1 − (Ψt)
1
2 , θ0Ψ
)
−2i
m−1∑
k=1
(
∂τIhΨ
k+1 − ∂τIhΨ
k − (Ψt)
k+ 1
2 + (Ψt)
k− 1
2 , θkΨ
)
.
(129)
By employing the regularity assumption and the error estimates of interpola-
tion operators, we see that
|τ
m∑
k=1
V k1 (∂τθ
k
Ψ )| ≤ C
(
h2r + τ4
)
+ C‖θmΨ ‖
2
L2 + Cτ
m−1∑
k=1
‖θkΨ‖
2
L2 . (130)
The second term can be rewritten as
τV k2 (∂τθ
k
Ψ ) = 2
(
V (Ψk−
1
2 − Ψ
k
h), θ
k
Ψ − θ
k−1
Ψ
)
= 2
(
V (Ψk−
1
2 − IhΨ
k
), θkΨ − θ
k−1
Ψ
)
− 2
(
V (
1
2
(θkΨ + θ
k−1
Ψ ), θ
k
Ψ − θ
k−1
Ψ
)
.
Arguing as before, we obtain
∣∣τ m∑
k=1
Re
[
V k2 (∂τθ
k
Ψ )
]∣∣ ≤ C(h2r + τ4)+ C‖θmΨ ‖2L2 + Cτ m−1∑
k=1
‖θkΨ‖
2
L2 . (131)
By the definition of the bilinear functional B(A;ψ, ϕ) in (74), we can
rewrite τV k3 (∂τθ
k
Ψ ) as follows:
τV k3 (∂τθ
k
Ψ ) =
(
∇(Ψk−
1
2 − IhΨ
k
), ∇(θkΨ − θ
k−1
Ψ )
)
+
(
|Ak−
1
2 |2(Ψk−
1
2 − IhΨ
k
), θkΨ − θ
k−1
Ψ
)
+i
(
∇(Ψk−
1
2 − IhΨ
k
)Ak−
1
2 , θkΨ − θ
k−1
Ψ
)
−i
(
(Ψk−
1
2 − IhΨ
k
)Ak−
1
2 , ∇θkΨ −∇θ
k−1
Ψ
)
.
(132)
By employing (106), (57a), the regularity assumption (76), and the Young’s
inequality, we can prove the following estimate
|τ
m∑
k=1
V k3 (∂τθ
k
Ψ )| ≤ C
(
h2r + τ4
)
+ C‖θmΨ ‖
2
L2 +
1
32
‖∇θmΨ ‖
2
L2
+ Cτ
m∑
k=0
‖∇θkΨ‖
2
L2
(133)
by some standard but tedious arguments which are analogous to the estimate
of
∑m
k=1 V
k
1 (∂τθ
k
Ψ ). Due to space limitations, we omit the proof here.
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To estimate the term τV k4 (∂τθ
k
Ψ ), we rewrite it by
τV k4 (∂τθ
k
Ψ ) = 2
(
φk−
1
2Ψk−
1
2 − Ihφ
k
IhΨ
k
, θkΨ − θ
k−1
Ψ
)
− 2
(
Ihφ
k
θ
k
Ψ , θ
k
Ψ − θ
k−1
Ψ
)
−2
(
IhΨ
k
θ
k
φ, θ
k
Ψ − θ
k−1
Ψ
)
− 2
(
θ
k
φθ
k
Ψ , θ
k
Ψ − θ
k−1
Ψ
)
.
(134)
Arguing as before, we can obtain
|
m∑
k=1
(
φk−
1
2Ψk−
1
2 − Ihφ
k
IhΨ
k
, θkΨ − θ
k−1
Ψ
)
| ≤ C(h2r + τ4)
+C‖θmΨ ‖
2
L2 + Cτ
m∑
k=0
‖θkΨ‖
2
L2 ,∣∣Re m∑
k=1
(
Ihφ
k
θ
k
Ψ , θ
k
Ψ − θ
k−1
Ψ
)∣∣ ≤ C(h2r + τ4) + C‖θmΨ ‖2L2 + 132‖∇θmΨ ‖2L2
+Cτ
m∑
k=0
‖∇θkΨ‖
2
L2
.
(135)
The real part of the last two terms on the right hand side of (134) can be
decomposed as follows:
Re
[(
IhΨ
k
θ
k
φ, θ
k
Ψ − θ
k−1
Ψ
)
+
(
θ
k
φθ
k
Ψ , θ
k
Ψ − θ
k−1
Ψ
)]
= Re
[(
IhΨ
k
(θkΨ − θ
k−1
Ψ )
∗, θ
k
φ
)]
+
1
2
(
|θkΨ |
2 − |θk−1Ψ |
2, θ
k
φ
)
= Re
[(
IhΨ
k(θkΨ )
∗ − IhΨ
k−1(θk−1Ψ )
∗, θ
k
φ
)]
+
1
2
(
|θkΨ |
2 − |θk−1Ψ |
2, θ
k
φ
)
−Re
[(
θ
k
φ(IhΨ
k − IhΨ
k−1), θ
k
Ψ
)]
=
1
2
(
|Ψkh |
2 − |IhΨ
k|2, θ
k
φ
)
−
1
2
(
|Ψk−1h |
2 − |IhΨ
k−1|2, θ
k
φ
)
−Re
[(
θ
k
φ(IhΨ
k − IhΨ
k−1), θ
k
Ψ
)]
.
(136)
Combining (134)-(136) and setting
Jk2 =
(
|Ψkh |
2 − |IhΨ
k|2, θ
k
φ
)
−
(
|Ψk−1h |
2 − |IhΨ
k−1|2, θ
k
φ
)
, (137)
we obtain
τ
m∑
k=1
Re
[
V k4 (∂τθ
k
Ψ )
]
≤ C
(
h2r + τ4
)
+ C‖θmΨ ‖
2
L2 +
1
32
‖∇θmΨ ‖
2
L2
+Cτ
m∑
k=0
(
‖∇θkΨ‖
2
L2
+ ‖∇θkφ‖
2
L2
)
−
m∑
k=1
Jk2 .
(138)
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We now focus on the analysis of τV k5 (∂τθ
k
Ψ ), which can be rewritten as
τV k5 (∂τθ
k
Ψ ) =
[
B(Ak−
1
2 ; IhΨ
k
, θkΨ − θ
k−1
Ψ )−B(A
k
; IhΨ
k
, θkΨ − θ
k−1
Ψ )
]
+
[
B(A
k
; IhΨ
k
, θkΨ − θ
k−1
Ψ )−B(pihA
k
; IhΨ
k
, θkΨ − θ
k−1
Ψ )
]
+
[
B(pihA
k
; IhΨ
k
, θkΨ − θ
k−1
Ψ )−B(A
k
h; IhΨ
k
, θkΨ − θ
k−1
Ψ )
]
:= V k,15 + V
k,2
5 + V
k,3
5 .
(139)
By applying (82) and (106) and arguing as before, we deduce
|
m∑
k=1
V k,15 |+ |
m∑
k=1
V k,25 | ≤ C
(
h2r + τ4
)
+ C‖θmΨ ‖
2
L2
+
1
32
‖∇θmΨ ‖
2
L2
+ Cτ
m∑
k=1
‖∇θkΨ‖
2
L2
.
(140)
In order to estimate |
m∑
k=1
V k,35 |, we rewrite it as follows.
m∑
k=1
V k,35 =
m∑
k=1
(
IhΨ
k
(pihA
k
+A
k
h)(pihA
k
−A
k
h), θ
k
Ψ − θ
k−1
Ψ
)
−
m∑
k=1
i
(
IhΨ
k
(pihA
k
−A
k
h), ∇θ
k
Ψ −∇θ
k−1
Ψ
)
+
m∑
k=1
i
(
∇IhΨ
k
(pihA
k
−A
k
h), θ
k
Ψ − θ
k−1
Ψ
)
:= T1 + T2 + T3.
(141)
We decompose the term T1 as follows.
T1 =
m∑
k=1
(
IhΨ
k
(pihA
k
+A
k
h)(pihA
k
−A
k
h), θ
k
Ψ − θ
k−1
Ψ
)
= −
(
IhΨ
m
(pihA
m
+A
m
h )θ
m
A
, θmΨ
)
+
(
IhΨ
0
(pihA
0
+A
0
h)θ
0
A
, θ0Ψ
)
+
m∑
k=1
(
IhΨ
k
(pihA
k
+A
k
h)θ
k
A
− IhΨ
k−1
(pihA
k−1
+A
k−1
h )θ
k−1
A
, θk−1Ψ
)
.
(142)
By applying the Young’s inequality and Theorem 5, we can estimate the
first two terms on the right side of (142) by
|
(
IhΨ
m
(pihA
m
+A
m
h )θ
m
A, θ
m
Ψ
)
|+ |
(
IhΨ
0
(pihA
0
+A
0
h)θ
0
A, θ
0
Ψ
)
|
≤
1
16
D(θ
m
A, θ
m
A) + C‖θ
m
Ψ ‖
2
L2 + Ch
2r.
(143)
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Since
(
IhΨ
k
(pihA
k
+A
k
h)θ
k
A − IhΨ
k−1
(pihA
k−1
+A
k−1
h )θ
k−1
A , θ
k−1
Ψ
)
= τ
(
IhΨ
k
(pihA
k
+A
k
h)
θ
k
A
− θ
k−1
A
τ
, θk−1Ψ
)
+τ
(
IhΨ
k
− IhΨ
k−1
τ
(pihA
k
+A
k
h)θ
k−1
A
, θk−1Ψ
)
+τ
(
IhΨ
k−1
θ
k−1
A
(pihAk − pihAk−1
τ
+
A
k
h −A
k−1
h
τ
)
, θk−1Ψ
)
,
(144)
we deduce
|
(
IhΨ
k
(pihA
k
+A
k
h)θ
k
A − IhΨ
k−1
(pihA
k−1
+A
k−1
h )θ
k−1
A , θ
k−1
Ψ
)
|
≤ τ‖IhΨ
k
‖L6‖pihA
k
+A
k
h‖L6‖∂τθ
k
A‖L2‖θ
k−1
Ψ ‖L6
+τ‖∂τIhΨ
k
‖L2‖pihA
k
+A
k
h‖L6‖θ
k−1
A ‖L6‖θ
k−1
Ψ ‖L6
+τ‖IhΨ
k−1
‖L6‖θ
k−1
A
‖L6‖∂τpihA
k
+ ∂τA
k
h‖L2‖θ
k−1
Ψ ‖L6
≤ Cτ
(
‖∂τθ
k
A‖L2 + ‖θ
k−1
A ‖H1
)
‖θk−1Ψ ‖H1
≤ Cτ
(
‖∂τθ
k
A
‖2
L2
+D(θ
k−1
A
, θ
k−1
A
) + ‖∇θk−1Ψ ‖
2
L2
)
(145)
by applying Theorem 5.
Hence we get the estimate of T1 as follows.
|T1| ≤
1
16
D(θ
m
A
, θ
m
A
) + C‖θmΨ ‖
2
L2 + Ch
2r
+Cτ
m∑
k=0
(
‖∂τθ
k
A
‖2
L2
+D(θk
A
, θk
A
) + ‖∇θkΨ‖
2
L2
)
.
(146)
By virtue of (106) and integrating by parts, we discover
iT2 =
m∑
k=1
(
IhΨ
k
(pihA
k
−A
k
h), ∇θ
k
Ψ −∇θ
k−1
Ψ
)
=
(
∇IhΨ
m
θ
m
A
, θmΨ
)
+
(
IhΨ
m
∇ · θ
m
A
, θmΨ
)
+
(
IhΨ
0
θ
0
A
, ∇θ0Ψ
)
+
m∑
k=1
(
IhΨ
k
θ
k
A
− IhΨ
k−1
θ
k−1
A
, ∇θk−1Ψ
)
,
(147)
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By using Young’s inequality and (105), we can estimate the first three terms
on the right side of (147) as follows:
|
(
∇IhΨ
m
θ
m
A, θ
m
Ψ
)
|+ |
(
IhΨ
m
∇ · θ
m
A, θ
m
Ψ
)
|+ |
(
IhΨ
0
θ
0
A, ∇θ
0
Ψ
)
|
≤ ‖∇IhΨ
m
‖L3‖θ
m
A‖L6‖θ
m
Ψ ‖L2 + ‖IhΨ
m
‖L∞‖∇ · θ
m
A‖L2‖θ
m
Ψ ‖L2 + Ch
2r
≤ C‖θ
m
A‖H1‖θ
m
Ψ ‖L2 + Ch
2r ≤
1
16
D(θ
m
A, θ
m
A) + C‖θ
m
Ψ ‖
2
L2 + Ch
2r.
(148)
The last term at the right side of (147) satisfies the following estimate.
|
m∑
k=1
(
IhΨ
k
θ
k
A − IhΨ
k−1
θ
k−1
A , ∇θ
k−1
Ψ
)
|
≤ τ
m∑
k=1
(
‖∂τIhΨ
k
‖L3‖θ
k
A
‖L6‖∇θ
k−1
Ψ ‖L2 + ‖IhΨ
k−1
‖L∞‖∂τθ
k
A
‖L2‖∇θ
k−1
Ψ ‖L2
)
≤ Cτ
m∑
k=0
(
D(θk
A
, θk
A
) + ‖∂τθ
k
A
‖2
L2
+ ‖∇θkΨ‖
2
L2
)
.
(149)
Hence we get
|T2| ≤
1
16
D(θ
m
A
, θ
m
A
) + C‖θmΨ ‖
2
L2 + Ch
2r
+Cτ
m∑
k=0
(
D(θk
A
, θk
A
) + ‖∂τθ
k
A
‖2
L2
+ ‖∇θkΨ‖
2
L2
)
.
(150)
Reasoning as before, we can estimate T3 as follows.
|T3| =
∣∣i m∑
k=1
(
∇IhΨ
k
(pihA
k
−A
k
h), θ
k
Ψ − θ
k−1
Ψ
)∣∣
≤
1
16
D(θ
m
A
, θ
m
A
) + C‖θmΨ ‖
2
L2 + Ch
2r
+Cτ
m∑
k=0
(
D(θk
A
, θk
A
) + ‖∂τθ
k
A
‖2
L2
+ ‖∇θkΨ‖
2
L2
)
.
(151)
Combining (146), (150), and (151) implies
|
m∑
k=1
V k,35 | ≤
3
16
D(θ
m
A
, θ
m
A
) + C‖θmΨ ‖
2
L2 + Ch
2r
+Cτ
m∑
k=0
(
D(θk
A
, θk
A
) + ‖∂τθ
k
A
‖2
L2
+ ‖∇θkΨ‖
2
L2
)
,
(152)
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and thus
|τ
m∑
k=1
V k5 (∂τθ
k
Ψ )| ≤ |
m∑
k=1
V k,15 |+ |
m∑
k=1
V k,25 |+ |
m∑
k=1
V k,35 |
≤ C
(
h2r + τ4
)
+
3
16
D(θ
m
A, θ
m
A) +
1
32
‖∇θmΨ ‖
2
L2
+ C‖θmΨ ‖
2
L2
+Cτ
m∑
k=0
(
D(θk
A
, θk
A
) + ‖∂τθ
k
A
‖2
L2
+ ‖∇θkΨ‖
2
L2
)
.
(153)
Now substituting (130), (131), (133), (138), and (153) into (128), we have
1
2
B(A
m
h ; θ
m
Ψ , θ
m
Ψ ) +
m∑
k=1
Jk2 ≤ C
(
h2r + τ4
)
+
3
32
‖∇θmΨ ‖
2
L2
+
3
16
D(θ
m
A
, θ
m
A
)
+C‖θmΨ ‖
2
L2 + τ
m∑
k=1
Jk1 + Cτ
m∑
k=0
(
‖∇θkΨ‖
2
L2
+ ‖∇θkφ‖
2
L2
+D(θkA, θ
k
A) + ‖∂τθ
k
A‖
2
L2
)
.
(154)
Arguing as in the proof of Theorem 2, we have
9
32
‖∇θmΨ ‖
2
L2
≤ B(A
m
h ; θ
m
Ψ , θ
m
Ψ ) + C‖θ
m
Ψ ‖
2
L2 . (155)
Consequently, by inserting (155) into (154), we find
3
64
‖∇θmΨ ‖
2
L2
+
m∑
k=1
Jk2 ≤ C
(
h2r + τ4
)
+
3
16
D(θ
m
A
, θ
m
A
) + C‖θmΨ ‖
2
L2
+τ
m∑
k=1
Jk1 + Cτ
m∑
k=0
(
‖∇θkΨ‖
2
L2
+ ‖∇θkφ‖
2
L2
+D(θk
A
, θk
A
) + ‖∂τθ
k
A
‖2
L2
)
.
(156)
By substituting (122) into (156), we end up with
3
64
‖∇θmΨ ‖
2
L2
+
m∑
k=1
Jk2 ≤ C
(
h2r + τ4
)
+
3
16
D(θ
m
A , θ
m
A) + τ
m∑
k=1
Jk1
+Cτ
m∑
k=0
(
‖∇θkΨ‖
2
L2
+ ‖∇θkφ‖
2
L2
+D(θkA, θ
k
A) + ‖∂τθ
k
A‖
2
L2
)
.
(157)
6.2 Estimates for (111)
Taking v = 12τ (θ
k
A
− θk−2
A
) in (111), we see that(
∂2τθ
k
A,
1
2
(∂τθ
k
A + ∂τθ
k−1
A
)
)
+D
(
θ˜k
A
,
1
2
(∂τθ
k
A + ∂τθ
k−1
A
)
)
=
1
2τ
(
‖∂τθ
k
A‖
2
L2
− ‖∂τθ
k−1
A
‖2
L2
)
+
1
4τ
(
D(θkA, θ
k
A)− (D(θ
k−2
A
, θk−2
A
)
)
=
5∑
i=1
Uki (∂τθ
k
A
),
(158)
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which leads to
1
2
‖∂τθ
m
A
‖2
L2
+
1
4
D(θm
A
, θm
A
) +
1
4
D(θm−1
A
, θm−1
A
)
=
1
2
‖∂τθ
0
A‖
2
L2
+
1
4
D(θ0A, θ
0
A) +
1
4
D(θ−1
A
, θ−1
A
) + τ
m∑
k=1
5∑
i=1
Uki (∂τθ
k
A)
≤ Ch2r + τ
m∑
k=1
5∑
i=1
Uki (∂τθ
k
A).
(159)
Now we estimate
m∑
k=1
Uki (∂τθ
k
A
), i = 1, 2, 3, 4, 5. Under the regularity assump-
tion of A in (76), we have
τ
m∑
k=1
|Uk1 (∂τθ
k
A)| ≤ C
(
h2r + τ4
)
+ Cτ
m∑
k=1
‖∂τθ
k
A‖
2
L2
. (160)
Applying (106), the regularity assumption, and the Young’s inequality, we can
bound τ
∑m
k=1 U
k
2 (∂τθ
k
A
) as follows.
τ
m∑
k=1
Uk2 (∂τθ
k
A) ≤ C
(
h2r + τ4
)
+ Cτ
m∑
k=0
D
(
θkA, θ
k
A
)
+
1
32
D (θm
A
, θm
A
) +
1
32
D
(
θm−1
A
, θm−1
A
)
.
(161)
Since ∂τθ
k
A ∈ X0h, we have( 1
2τ
(Ihφ
k − Ihφ
k−2), ∇ · ∂τθ
k
A
)
= 0, (162)
from which we deduce
Uk3 (∂τθ
k
A) = −
(
(φt)
k−1, ∇ · ∂τθ
k
A
)
= −
(
(φt)
k−1 −
1
2τ
(φk − φk−2), ∇ · ∂τθ
k
A
)
−
( 1
2τ
(φk − φk−2)−
1
2τ
(Ihφ
k − Ihφ
k−2), ∇ · ∂τθ
k
A
)
.
(163)
By applying (106) and reasoning as before, we have
τ
m∑
k=1
Uk3 (∂τθ
k
A) ≤ C
(
h2r + τ4
)
+ Cτ
m∑
k=0
D
(
θkA, θ
k
A
)
+
1
32
D (θm
A
, θm
A
) +
1
32
D
(
θm−1
A
, θm−1
A
)
.
(164)
By applying Theorem 5 and the regularity assumption, the terms τ
∑m
k=1
Uk4 (∂τθ
k
A
) can be estimated by a standard argument.
τ
m∑
k=1
Uk4 (∂τθ
k
A
) ≤ C
(
h2r + τ4
)
+ Cτ
m∑
k=0
(
‖∇θkΨ‖
2
L2
+ ‖∂τθ
k
A
‖2
L2
)
. (165)
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To estimate
m∑
k=1
Uk5 (∂τθ
k
A), we first rewrite U
k
5 (∂τθ
k
A) as follows.
Uk5 (∂τθ
k
A
) =
(
f(Ψk−1, Ψk−1)− f(IhΨ
k−1, IhΨ
k−1), ∂τθ
k
A
)
+
(
f(IhΨ
k−1, IhΨ
k−1)− f(Ψk−1h , Ψ
k−1
h ), ∂τθ
k
A
)
:= Uk,15 (∂τθ
k
A
) + Uk,25 (∂τθ
k
A
).
(166)
A simple calculation shows that
f(ψ, ψ)− f(ϕ, ϕ) =
i
2
(ψ∗∇ψ − ψ∇ψ∗)−
i
2
(ϕ∗∇ϕ− ϕ∇ϕ∗)
= −
i
2
(ϕ∗∇(ϕ− ψ)− ϕ∇(ϕ− ψ)∗) +
i
2
((ϕ− ψ)∇ψ∗ − (ϕ− ψ)∗∇ψ) ,
(167)
and consequently, we have
Uk,15 (∂τθ
k
A
) =
(
f(Ψk−1, Ψk−1)− f(IhΨ
k−1, IhΨ
k−1), ∂τθ
k
A
)
≤ C
(
h2r + ‖∂τθ
k
A
‖2
L2
) (168)
by applying (104) and (105).
Similarly, by employing (105), we deduce
Uk,25 (∂τθ
k
A
) =
(
f(IhΨ
k−1, IhΨ
k−1)− f(Ψk−1h , Ψ
k−1
h ), ∂τθ
k
A
)
= −
i
2
(
(θk−1Ψ )
∗∇θk−1Ψ − θ
k−1
Ψ ∇(θ
k−1
Ψ )
∗, ∂τθ
k
A
)
−
i
2
(
(IhΨ
k−1)∗∇θk−1Ψ − IhΨ
k−1∇(θk−1Ψ )
∗, ∂τθ
k
A
)
+
i
2
(
θk−1Ψ ∇(IhΨ
k−1)∗ − (θk−1Ψ )
∗∇IhΨ
k−1, ∂τθ
k
A
)
≤ −
(
f(θk−1Ψ , θ
k−1
Ψ ), ∂τθ
k
A
)
+ C‖IhΨ
k−1‖L∞‖∇θ
k−1
Ψ ‖L2‖∂τθ
k
A
‖L2
+C‖∇IhΨ
k−1‖L3‖θ
k−1
Ψ ‖L6‖∂τθ
k
A
‖L2
≤ −
(
f(θk−1Ψ , θ
k−1
Ψ ), ∂τθ
k
A
)
+ C
(
‖∇θk−1Ψ ‖
2
L2
+ ‖∂τθ
k
A
‖2
L2
)
.
(169)
Therefore, we have
τ
m∑
k=1
Uk5 (∂τθ
k
A
) ≤ Ch2r − τ
m∑
k=1
(
f(θk−1Ψ , θ
k−1
Ψ ), ∂τθ
k
A
)
+Cτ
m∑
k=0
(
‖∇θkΨ‖
2
L2
+ ‖∂τθ
k
A
‖2
L2
)
.
(170)
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Substituting (160), (161), (164), (165), and (170) into (159) and recalling
the definition of Jk1 in (127), we obtain
1
2
‖∂τθ
m
A‖
2
L2
+
3
16
D(θmA , θ
m
A ) +
3
16
D(θm−1
A
, θm−1
A
)
≤ C
(
h2r + τ4
)
+ Cτ
m∑
k=0
(
D(θk
A
, θk
A
) + ‖∂τθ
k
A
‖2
L2
+ ‖∇θkΨ‖
2
L2
)
− τ
m∑
k=1
Jk1 .
(171)
6.3 Estimates for (112)
We can deduce the estimate of ∇θkφ by a standard argument.
‖∇θkφ‖
2
L2
≤ Ch2r + C‖∇θkΨ‖
2
L2
, k = 0, 1, · · · ,m. (172)
From (112) we know that(
∂τ∇θ
k
φ, ∇u
)
=
(
∂τ∇e
k
φ, ∇u
)
+
1
τ
(
|Ψkh |
2−|Ψk|2−|Ψk−1h |
2+|Ψk−1|2, u
)
, ∀u ∈ Xrh.
(173)
By taking u = θ
k
φ in (173) and recalling the definition of J
k
2 in (137), we find
1
2τ
(
‖∇θkφ‖
2
L2
− ‖∇θk−1φ ‖
2
L2
)
=
(
∂τ∇e
k
φ, ∇θ
k
φ
)
+
1
τ
Jk2
+
1
τ
(
|IhΨ
k|2 − |Ψk|2 − |IhΨ
k−1|2 + |Ψk−1|2, θ
k
φ
)
,
(174)
which implies that
1
2
‖∇θmφ ‖
2
L2
=
1
2
‖∇θ0φ‖
2
L2
+ τ
m∑
k=1
(
∂τ∇e
k
φ, ∇θ
k
φ
)
+
m∑
k=1
Jk2
+
m∑
k=1
(
|IhΨ
k|2 − |Ψk|2 − |IhΨ
k−1|2 + |Ψk−1|2, θ
k
φ
)
.
(175)
Employing the error estimates of interpolation operators and the regularity
assumption, we obtain
τ
m∑
k=1
(
∂τ∇e
k
φ, ∇θ
k
φ
)
≤ Ch2r + Cτ
m∑
k=0
‖∇θkφ‖
2
L2
,
m∑
k=1
(
|IhΨ
k|2 − |Ψk|2 − |IhΨ
k−1|2 + |Ψk−1|2, θ
k
φ
)
≤ Ch2r + Cτ
m∑
k=0
‖∇θkφ‖
2
L2
.
(176)
It follows that
1
2
‖∇θmφ ‖
2
L2
≤ Ch2r + Cτ
m∑
k=0
‖∇θkφ‖
2
L2
+
m∑
k=1
Jk2 . (177)
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By combining (157), (171), and (177), we finally obtain
3
64
‖∇θmΨ ‖
2
L2
+
1
2
‖∇θmφ ‖
2
L2
+
1
2
‖∂τθ
m
A‖
2
L2
+
3
32
D(θmA , θ
m
A) +
3
32
D(θm−1
A
, θm−1
A
)
≤ C
(
h2r + τ4
)
+ Cτ
m∑
k=0
(
‖∇θkΨ‖
2
L2
+ ‖∇θkφ‖
2
L2
+D(θk
A
, θk
A
) + ‖∂τθ
k
A
‖2
L2
)
,
(178)
which yields the desired estimate (107) by using the discrete Gronwall’s in-
equality.
7 numerical experiments
In this section, we present two numerical examples to confirm our theoretical
analysis.
Example 1 To verify the conservation of total charge and energy of our scheme,
we consider the M-S-C system (8)-(9) with the initial datas:
Ψ(x, 0) = 2 sin(πx1) sin(πx2) sin(πx3) + 2 sin(2πx1) sin(2πx2) sin(2πx3),
A(x, 0) = A0(x) =
(
5 sin(2πx3)(1 − cos(2πx1)) sin(πx2), 0,
5 sin(2πx1)(1 − cos(2πx3)) sin(πx2)
)
,
At(x, 0) = A1(x) = 0.
In this example we take Ω = (0, 1)3, V (x) = 5.0, T = 4.0, and the time step
τ = 0.01.
The domain is partitioned into uniform tetrahedrals with 51 nodes in each
direction and 6 × 503 elements in total. We solve the M-S-C system by the
scheme (70) using mixed finite element method with r = 2.
The evolutions of the total charge and energy of the discrete system are
displayed in Fig.1, which clearly show that our algorithm almost exactly keeps
the conservation of the total charge and energy of the system.
Example 2 We consider the following M-S-C system:
−i
∂Ψ
∂t
+
1
2
(i∇+A)2 Ψ + V Ψ + φΨ = g(x, t), (x, t) ∈ Ω × (0, T ),
∂2A
∂t2
+∇× (∇×A) +
∂(∇φ)
∂t
+
i
2
(
Ψ∗∇Ψ − Ψ∇Ψ∗
)
+|Ψ |2A = f(x, t), (x, t) ∈ Ω × (0, T ),
∇ ·A = 0, −∆φ− |Ψ |2 = h(x, t), (x, t) ∈ Ω × (0, T )
Ψ(x, t) = 0, A(x, t)× n = 0, φ(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ).
(179)
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x
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)
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2
b
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646.0
Ek h
Fig. 1 Example 1 : (a) The evolution of the total charge ‖Ψk
h
‖2
L2
; (b) The evolution of the
total energy Ek
h
of the discrete system.
with the exact solution (Ψ,A, φ)
Ψ(x, t) = 5.0eiπt sin(2πx1) sin(2πx2) sin(2πx3),
A(x, t) = sin(πt)
(
cos(πx1) sin(πx2) sin(πx3), sin(πx1) cos(πx2) sin(πx3),
−2 sin(πx1) sin(πx2) cos(πx3)
)
+ cos(πt)
(
sin(2πx3)(1− cos(2πx1)) sin(πx2),
0, sin(2πx1)(1− cos(2πx3)) sin(πx2)
)
,
φ(x, t) = 4 sin(πt)x1x2x3(1− x1)(1 − x2)(1 − x3)
+ cos(πt) sin(πx1) sin(πx2) sin(πx3).
where V (x) = 12 (x
2
1+x
2
2+x
2
3) and the right-hand side functions g(x, t), f(x, t)
and h(x, t) are determined by the exact solution.
In this example, we set Ω = (0, 1)3 and T = 2. We take a uniform tetrahe-
dral partition with N +1 nodes in each direction and 6N3 elements in total as
in the example 1. The M-S-C system (179) are solved by the proposed scheme
(70) with r = 1, 2, which are denoted by linear element method and quadratic
element method, respectively. To test the convergence order of our scheme,
we pick τ = h
1
2 for the linear element method and τ = h for the quadratic
element method respectively. We present numerical results for the linear el-
ement method and the quadratic element method at the final time T = 2.0
in Tables 1 and 2, respectively. We can clearly see that the convergence rate
of the quadratic element method agrees with our theoretical analysis while
the linear element method has better convergence order than our theoretical
analysis, which is partially because we use a quadratic element approximation
of the vector potential A.
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Table 1 H1 error of linear FEM with h = 1
N
and τ = h
1
2 .
‖ΨM
h
− Ψ(·, 2)‖H1 ‖A
M
h
−A(·, 2)‖
H1
‖φM
h
− φ(·, 2)‖H1
N=25 3.3481e-01 2.8513e-01 4.0193e-02
N=50 1.5649e-01 1.1960e-01 1.6210e-02
N=100 6.9587e-02 4.5826e-02 7.0549e-03
order 1.13 1.33 1.25
Table 2 H1 error of quadratic FEM with h = 1
N
and τ = h.
‖ΨM
h
− Ψ(·, 2)‖H1 ‖A
M
h
−A(·, 2)‖
H1
‖φM
h
− φ(·, 2)‖H1
N=25 2.3605e-02 1.5911e-02 6.8377e-03
N=50 6.1967e-03 4.1329e-03 1.6405e-03
N=100 1.5204e-03 9.4441e-04 3.9781e-04
order 1.97 2.04 2.05
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