In this paper we study spectral ow for paths of signature operators associated to analytic paths of at connections on an odd dimensional manifold with boundary. We provide a topological method for computing the \ rst order" spectral ow using cup products.
1 Introduction 1.1. This paper has as its goal the computation of spectral ow for paths of signature operators corresponding to analytic paths of at connections on an odd-dimensional manifold with boundary. Our approach to this problem is to apply the results of analytic perturbation theory. This theory asserts that an analytic path of self-adjoint operators (appropriately de ned) has analytically varying eigenvectors and eigenvalues 9]. Thus one can study how the spectrum changes along an analytic path by studying the derivatives of the eigenvalues at a point. In particular, one can study the spectral ow near a particular parameter value by calculating the lowest order non-vanishing derivative of each eigenvalue passing through zero at that parameter value.
Flat connections on a principal G-bundle are parameterized by the variety of representations of the fundamental group, R(X) = Hom( 1 X; G). In fact this parameterization can be taken to be analytic 7] , so that analytic paths of representations give rise to analytic paths of at connections. An analytic path of at connections can be coupled with a geometric di erential operator to de ne a path of di erential operators. On a closed manifold the corresponding path of operators is analytic, and so analytic perturbation theory applies. For a manifold with boundary, the results of 12] show that imposing Atiyah-PatodiSinger (APS) boundary conditions 1] yields an analytic path of self-adjoint operators in the sense of 9] and so analytic perturbation theory applies in this case as well. In this way the odd signature operator (which is half the tangential operator of the signature operator) can be coupled to an analytic path of at connections, providing a topologically interesting path of self-adjoint operators, which we will denote by D t . For each of these at connections, the Hodge theorem identi es the kernel of the correponding twisted signature operator with the cohomology of X (with local coe cients corresponding to the connection). Thus the Hodge theorem allows one to detect when an eigenvalue crosses zero ( (t 0 ) = 0) by examining when the cohomology jumps up in dimension. In this paper we show that rst-order information about the spectrum, i.e. the derivative 0 (t 0 ), can be computed from the cup product structure of these cohomology spaces (in the case in which (t 0 ) = 0). Thus, the main results (Theorems 5.1 and 5.2) can be thought of as \ rst order" generalizations of the Hodge theorem for analytic paths of representations. In the case in which X is closed, it has been shown (see 11] and 6]) that the lowest order nonvanishing derivative of (t) can always be expressed in terms of higher Massey products in the cohomology of X . Though there are strong indications that such a theorem should be true for manifolds with boundary, we have not as yet been able to prove it (see 13] for more on this subject).
1.2 We now outline the contents of this paper. In Section 2 we de ne a sequence of matrices associated to an analytic path of self-adjoint operators whose signatures determine the spectral ow. We then describe how an analytic path of U(k) representations of the fundamental group of an odd-dimensional manifold with boundary X gives rise to a path of twisted odd signature operators, and by imposing APS boundary conditions an analytic path of self-adjoint operators. We also introduce related cohomology groups and cup products. The technique of \stretching the collar" is introduced in Section 3. Fourier expansions along the collar of the boundary of X are used to relate the kernel of the odd signature operator with suitable APS boundary conditions to cohomology.
In Section 4 we introduce two Hermitian forms, B andB , on cohomology.
We prove that these forms have the same signatures, and relate their kernels to a \derived" cohomology. One of these forms,B , can be de ned entirely connections, that it be ne when restricted to the boundary. Moreover, in that paper we only de ned the form B , not the formB ; hence it was not clear that the signature of B was an invariant of homotopy type. In the current paper, all of these technical problems are solved. The results in this paper are also related to those in a recent article by Farber and Levine 5] . In the case of a closed odd-dimensional manifold, those authors de ne a sequence of forms on H l (X; V ). Their forms are de ned using a linking pairing on the cohomology of X with coe cients in a module over the ring of formal power series de ned using an analytic path of at connections. The rst of their forms coincides with our reduced rst order formB . Farber and Levine then show that the sum of the signatures of their forms give the local contribution to the spectral ow along the analytic arc of at connections. The main information in our paper which is not in Farber and Levine is that we consider the case of a manifold with boundary, for which boundary conditions and stretching arguments are required. In addition we write the rst order form explicitly in terms of cup products.
If some of the eigenvalues passing through 0 at t = 0 have vanishing rst derivatives then in order to compute their contribution to spectral ow one needs to calculate their rst nonvanishing higher-order derivatives. There is a sequence of forms whose domains are subquotients of H ev (X; V ) and whose signatures give the contributions of these higher-order derivatives to spectral ow. These forms were rst de ned by Farber and Levine 5] for closed manifolds as indicated in the previous paragraph. In subsequent work ( 11] The spectral ow through t = 0 can be computed once one knows the sign of the rst non-vanishing derivative of i (t) at t = 0 for those eigenvalues satisfying i (0) = 0. We make this assertion precise as follows: Let S r = fi 2 Zj d k i dt k jt=0 = 0 for all k < rg Let M r be the diagonal matrix with entries: f d r i dt r jt=0 g i2S r :
The following easy result is the basic principle on which our approach rests:
Theorem 2.1. The signatures of the matrices M 2r+1 determine the spectral ow of the family D t through t = 0.
Proof. Notice that the eigenvalues are varying analytically. Hence either i (t) = 0 for all t, or else i (t) = i;r t r + o(t r ), so that if r is odd i (t) contributes sign( i;r ) to the spectral ow, and 0 if r is even.
u t A similar analysis applies when studying paths of the form D t , t 2 0; ). In this case, we de ne the spectral ow of D t through t = 0 as the di erence #fij i (0) = 0 and i (t) > 0 for small t > 0g ?#fij i (0) = 0 and i (t) < 0 for small t > 0g
with the i (t) as above. Theorem 2.1 easily generalizes to this case, however notice that the signatures of all the M r are needed to determine the spectral ow, not just those with r odd. In this paper our goal is to compute the eigenvalues of the matrix M 1 for the case in which D t is the path of signature operators associated to a path of at connections on an odd-dimensional manifold with boundary. I.e., we wish to compute the rst derivatives of those eigenvalues passing through 0 at time t = 0.
2.2. Let X 2l?1 be an oriented, compact odd-dimensional manifold with possibly non-empty boundary. Assume that X has been given a Riemannian metric which is isometric to a product 0; 1] @X on a collar of the boundary. Throughout this paper we will let J denote either the parameter interval (? ; ) or, occasionally, 0; ). De ne an analytic path of representations to be a path : J ! Hom( 1 X; U(k)) so that for each x 2 1 X , the path t 7 ! t (x) 2 U(k) C k 2 is real-analytic. This is the same as saying that t is an analytic path in the real-algebraic variety Hom( 1 X; U(k)). We next de ne the relevant cohomology groups and cup products. Let V be some Hermitian vector space and let r : U(k) ! U(V ) be a unitary representation. Then the composite 1 X t ?!U(k) r ?!U(V ) de nes a system of local coe cients on X whose cohomology we denote by H (X; V t ). By restricting the coe cients to the boundary we obtain a local coe cient system on Y giving cohomology H (Y ; V t ). Similarly we have a relative cohomology group H (X; Y ; V t ). De ne H (X; V t ) to be the image of the relative cohomology in the absolute: H (X; V t ) = Im (H (X; Y ; V t ) ! H (X; V t )):
Cup products on cohomology with local coe cients are constructed from equivariant bilinear forms on the coe cients. In what follows, we will use two different bilinear forms to de ne two types of cup products: a dot product arising from the positive de nite Hermitian inner product on V , and a second type of cup product induced by the action of the Lie algebra u(k) on V .
To be precise, let K : V V ! C be the Hermitian inner product on V .
We will refer to any cup product de ned using the inner product K on the coe cients as a dot product. For we use the \dot product" notation for this pairing also. The other cup product we will need is obtained from the bilinear form coming from the action u(k), the Lie algebra of U(k), on V . Composing the representation t : 1 X ! U(k) with the adjoint representation ad : U(k) ! GL(u(k)), one obtains another system of local coe cients over X , with ber the Lie algebra u(k). It is traditional to denote the corresponding cohomology groups by H (X; ad t ) and H (Y ; ad t ). The di erential of r, dr : u(k) ! End(V ), gives V the structure of a module over u(k), i.e. a bilinear form r : u(k) V ! V: This gives H (X; V t ) the structure of a module over H (X; ad t ); To distinguish this product from the dot product de ned above we will denote it by H (X; ad t ) H (X; V t ) 3 ( ; ) 7 ! r( )( ) 2 H (X; V t ):
Since the action of r is skew-Hermitian the two products are related by the formula: r( )(x) y = (?1) j jjxj+1 x r( )(y): 2.3. Let A be a at connection on a principal bundle P over X with holonomy 0 . (Assume, as before, that : J ! Hom( 1 X; U(k)) is an analytic path of representations.) We x forever an identi cation of the restriction of P to the collar with (P), whereP denotes the restriction of P to the boundary of X and : 0; 1] @X ! f1g @X denotes the projection. We assume that A is in cylindrical form on the collar, that is, A is the product of a at connection A on the boundary with the trivial connection in the normal direction. Any at connection with holonomy 0 is gauge equivalent to such a connection. Corollary 4.3 of 7] shows that (perhaps after shortening the interval J ) one can nd a sequence a i 2 1 X (adP); i = 1; 2; of smooth 1-forms with values in the Lie algebra bundle ad P = P ad u(k) in cylindrical form so that
is a path of at connections with holonomies given by the path t . The sum converges in the C k norm for all k. For Remark. Comparing higher coe cients of t gives the sequence of expressions:
?2d A a n = n?1 X k=1 a k ; a n?k ]:
This says that the \homogeneous Massey powers" of a 1 , fa 1 ; ; a 1 g all vanish.
For a de nition of Massey products in a di erential graded-commutative Lie algebra see 19]; see also 11] for applications of these Massey products to the closed manifold case.
We will let a 1 denote both the form and its cohomology class in H 1 (X; ad 0 ). The image of a 1 in the group cohomology H 1 ( 1 (X); ad 0 ) is just the Zariski tangent vector to the path t of representations at t = 0. This symplectic inner product is independent of the Riemannian metric (because the appearing in the de nition of cancels with the in the de nition of the L 2 inner product). The kernel ofD t is the set ofdÂ t -harmonic forms, which we denote by Ht. By the DeRham and Hodge theorems H p t = H p (Y ; V t ). Moreover, preserves harmonic forms, and the induced symplectic structure on H (Y ; V t ) coincides (up to i) with the dot product : H p (Y ; V t ) H 2l?2?p (Y ; V t ) ! C de ned above. We restate the important assumption made in the introduction.
One can couple an operator to
Since the connectionÂ t is at, this assumption is equivalent to assuming that the dimension of H (Y ; V t ) = Ht is independent of t. With this assumption, the kernels of the operatorsD t form a nite dimensional symplectic vector subbundle H Y (Ê) J over the interval J whose ber over t is Ht.
As a topological object, one can think of this as a symplectic bundle with ber H (Y ; V t ). Notice however that H has more structure coming from the Riemannian metric on X : the involution induces a complex structure on H, and H has a Hermitian metric induced by restricting the L 2 inner product on
We turn the path D t into a path of self-adjoint operators by imposing AtiyahPatodi-Singer boundary conditions. To do this, rst x an analytic path of Lagrangians Lt Ht. What this means is that Lt is spanned by paths of vectors e i (t); i = 1; : : :; 1 2 dim(H t ) which have an expansion e i (t) = P j a i;j (t) j (t) with j (t); j = 1; : : :; dim(H t ) analytic paths ofD t -harmonic forms (which exist by analytic perturbation theory since Y is closed) and a i;j (t) are analytic functions.
Then use Lt to de ne the path of self-adjoint operators
where L 2 ( p^2 p T X E; Lt P + (t)) denotes the L 2 -closure of the space of those sections of p^2 p T X E whose restrictions to Y lie in the sum of Lt and the positive eigenspace P + (t) ofD t , and D t (L +P + ) is the restriction of D t .
The main theorem of 12] states that D t (L +P + ) forms an analytic path of selfadjoint operators and hence one can nd an L 2 -basis of analytically varying eigenvectors and corresponding analytically varying eigenvalues for D t (L +P + ).
Proposition 5.2 of 7] shows that the set of t 2 J where the kernel of D t (L +P + ) jumps up is discrete, and so we may assume by shrinking the interval J if necessary that the kernel jumps up only at t = 0. In particular, the path D t (L +P + ) de nes the sequence of matrices M r as in 2.1 corresponding to the jump at t = 0.
Thus the triple ( : J ! Hom( 1 X; U(k)); r : U(k) ! U(V ); Lt) determines an integer, namely the spectral ow of the family D t (L +P + ) through t = 0, and this spectral ow is determined by the signatures, dimension and kernels of the matrices M r .
3 Stretching the Collar 3.1. The crudest approximation to the spectral ow is the dimension of the kernel of D t (L +P + ) as t varies. We will now show how to identify this kernel with a certain cohomology group. In the next section we will show how the \ rst order part" of the spectral ow (i.e. the signature of the matrix M 1 ) can be understood in terms of cup products in the cohomology of X . First, we will need a \stretched" version of X . Let X(R) = X 0;1] Y ( 0; R] Y ): Thus X(R) corresponds to X with a long tube added to the boundary. Similarly let X(1) denote X with an in nitely long tube 0; 1) Y added to the boundary. Since the connection A and the forms a i are cylindrical, there is an obvious way to extend the operator D t to X(R) and X(1). We We can motivate the introduction of the stretched manifold in the following way.
Our goal is to relate cohomological invariants constructed from cup products to invariants constructed from di erential forms and wedge products. Consider for example the intersection form on an oriented manifold X d with boundary.
There is a well de ned non-degenerate cup product H p (X; C) a^b:
Thus the stretching procedure is a convenient way of relating cup products to wedge products on a manifold with boundary. . One may assume that Ht = spanf i g n i=?n , so that i (t) = 0 for ?n i n and that the Lagrangian Lt is the span of i (t) for i = 1; ; n by a change of basis.
We now turn to properties of the operators D t which are independent of the parameter t. For notational ease we will therefore temporarily drop the subscript t. The following assertions hold for every value of t. We can therefore integrate by parts: This form clearly depends only on the homotopy type of X . Notice that B(x; y) = i l (r(a 1 )(x) y) = i l (?1) (l?1) 2 +1 x r(a 1 )(y) = i l (?1) l+l(l?1) (r(a 1 )(y) x) =B(y; x): ThusB is Hermitian and has a well-de ned signature. Notice that if x 2 H l?1 (X; V 0 ) satis esB(x; y) = 0 for all y 2 H l?1 (X; V 0 ), then non-degeneracy of the dot product implies that r(a 1 )(x) = 0. We summarize: Proposition 4.2. The signature of the reduced rst order formB is a homotopy invariant of X . Moreover, the kernel ofB is fx 2 H l?1 (X; V 0 ) j r(a 1 )(x) = 0g:
We next relate the reduced rst order formB to a larger form which has the same signature asB . This larger form is de ned on all the even cohomology, and it is the form which will arise in the proof of the main theorem in the next section. We will show that this larger form is the direct sum of the reduced rst order form and a hyperbolic form, and so the signatures of B andB coincide. Finally we compute the kernel of B . If x 2 H ev (X; V 0 ) satis es B(x; y) = 0 for all y 2 H ev (X; V 0 ), then r(a 1 )(x 2(l?p?1) ) y 2p +r(a 1 )( x 2(l?p) ) y 2p = 0 for any y. Since e f = e f it follows that r(a 1 )(x 2(l?p?1) ) r(a 1 )( x 2(l?p) ) = 0 for some appropriate sign. But < r(a 1 )(e); r(a 1 )(f) >= r(a 1 )(e) r(a 1 )(f) = r(a 1 ) 2 (e) f = 0 and so r(a 1 )(x 2(l?p?1) ) and r(a 1 )( x 2(l?p) ) are orthogonal. Hence r(a 1 )(x 2(l?p?1) ) and r(a 1 )( x 2(l?p) ) both equal 0, and so r(a 1 )(x) = 0 = r(a 1 )( x). Now < r(a 1 )e; f >= r(a 1 )(e) f = e r(a 1 )( f) = < e; r(a 1 )( f) > : Therefore r(a 1 ) is the adjoint of r(a 1 ) up to sign. It follows in the usual way that the cohomology of the complex ( H (X; V 0 ); r(a 1 )) is isomorphic to the kernel of r(a 1 ) + r(a 1 ) , which in turn is isomorphic to the intersection of the kernels of r(a 1 ) and r(a 1 ) . We conclude that the set of x 2 H ev (X; V 0 ) satisfying B(x; y) = 0 for all y 2 H ev (X; V 0 ) coincides with the even dimensional cohomology of the complex ( H ev (X; V 0 ); r(a 1 )). u t 4.3. f(x 0 ; x 2 ) j 0 = r(a 1 )(x 0 ) = r(a 1 )(x 2 ) = r(a 1 )( x 2 )g; which is isomorphic to the even cohomology of the complex (H (X; V 0 ); r(a 1 )).
The formB : H 1 (X; V 0 ) H 1 (X; V 0 ) ! C is de ned bỹ B(x; y) = ?r(a 1 )(x) y: Its kernel is the set fx j r(a 1 )(x) = 0g. Notice that the signature of B is metric independent since it equals the signature ofB . Moreover, the dimension of the kernel of B is also metric independent since it equals the dimension of the even cohomology of the complex (H (X; V 0 ); r(a 1 )).
The reduced form has a much simpler and, in particular, metric independent expression than the total form. In the next section we will see that the signature and kernel of the total form provide precisely the information we need to calculate the rst order spectral ow. (For speci c computations, using these forms, of spectral ow on 3-manifolds, see 10].) 5 The Main Theorems Then the signature of the reduced rst-order formB is equal to the sum of the signs of the derivatives of the eigenvalues of D t which pass through 0 at t = 0. This is what we call the \ rst order spectral ow" of D t at t = 0. Moreover, if the cohomology of (H (X; V 0 ); r(a 1 )) is zero, then the signature ofB equals the spectral ow through t = 0 of the family D t .
Proof. Choose an analytic path of at connections A t using the main results is non-zero in general. However, both of these di culties can be overcome by stretching the collar of X ; we will prove that both f _ i (0); j (0)g j@X and < _ D 0 x; y > ?B(x; y) approach zero as the metric on X is deformed so that the collar becomes increasingly long. Hence, the eigenvalues of the form B give the limiting values (as the collar becomes in nitely long) of the derivatives of the eigenvalues of D t which pass through 0. If the rst order form B is degenerate, then a further di culty seems to arise: what if the time-derivative of an eigenvalue of D t is, say, positive for each nite collar-length, but its limit as the collar becomes in nite is 0? Then the forms de ned above would simply tell us that 0 is the limiting value of this derivative, which would not tell us the rst order spectral ow of the compact manifold (i.e., with nite collar) in which we were originally interested. The solution to this problem lies in the main theorems of 13] , in which we show that this phenomenon cannot occur. In other words, if the time derivative of an eigenvalue of of D t approaches 0 as the collar becomes in nitely long, then that derivative must already have been 0 for all nite collar lengths. Thus the theorems in this section really do give the rst order spectral ow. We will give a more detailed discussion of this phenomenon in the statement and proof of Theorem 5.3, below.
We assemble our notation and assumptions: : J ! Hom( 1 (X); U(k)) is an analytic path of representations on a compact manifold X with collar isometric to 0; 1] Y . We are given a representation r : U(k) ! U(V ) of U(k) on a Hermitian vector space V . For each t, V t is the system of local coe cients given by the composite r t . We assume that dim H (Y ; V t ) is independent of t 2 J . We let D t denote the odd signature operator on X coupled to the at connection with holonomy r t . We choose an analytic path Lt of Lagrangians in H (Y ; V t ) so that at t = 0, L0 is transverse to N0 Here u denotes the collar coordinate. We recall that p (t) are the orthonormal set of eigenvectors for the tangential operatorD t , and p (t) their corresponding eigenvalues; the indexing is chosen so that ?p (t) = ? p (t) and p (t) = 0 for p = ?n; ; ?1; 1; n, moreover Lt = spanf p (t)j1 p ng. (Also 0 (t) = 0).
Since the R i (t) satisfy P + (t)+L t boundary conditions on X(R), we know that a u t
We will also need the following estimate. 
On the other hand, the eigenvalues p grow like p 1=(dimY ) ( 8] The lemma follows by setting K = K 1 + K 2 . u t We turn to the second term in (5:1). Since R i (t) satis es P + (t)+L t boundary conditions, its restriction to the boundary of X(R) equals X p>0 a R i;p (t; R) p (t):
Therefore, the restriction of the derivative of R i (t) at t = 0 to fRg Y equals P p>0 d dtt=0 (a R i;p (t; R) p (t)). Suppose q > n. Then Again we can easily estimate j < R i ; R j > j R;1) Y j < Ke ? n+1 R for some K independent of i; j; or R. Remark. Here S m is just the permutation group. Hence this lemma says that for R large enough, the set f _ R i g is arbitrarily close to the set of eigenvalues of B .
Proof. Suppose not. Then there exists an > 0 and an unbounded sequence u t
