ABSTRACT The characterization of wideband underwater acoustic (UWA) multi-path signals is investigated in this paper. The UWA multi-path channel can be considered as a sparse model and it causes changes of the transmitted signal on Doppler factor, time delay, and amplitude, thus the signal component from each path can be differentiated from the set of parameters. This paper proposes an FrFT-based method to estimate the channel parameters, which can decompose and retrieve the multi-path signals from the UWA channels. The proposed algorithm proceeds in an iterative manner and returns a set of estimated parameters at each turn. The estimated time delay is obtained directly without any extra correlation computation. Then, the estimated component is extracted by eliminating its FrFT result from the fractional domain. Compared to the existing methods, the most improvement is that the method can be applied to the wideband LFM signals with a wider frequency range in low signal-to-noise environment. Because the indirect subtractions avoid the bad chain effect caused by the low resolution or estimation error. The effectiveness of the method is confirmed by several simulations with low and high frequency. The performance is compared with a matching pursuit-based algorithm and an FrFT-based algorithm. It is shown that the proposed method outperforms the existing algorithms in low-frequency multi-component separation as well as estimation accuracy.
I. INTRODUCTION
The characterization of underwater signals in terms of propagation channel attributes is essential for many applications, such as underwater communications, sonar systems, and marine environment monitoring [1] - [3] . However, the underwater acoustic (UWA) channels suffer from doubly selective (time and frequency domains) effects [4] , attributed to the Doppler effect and long delay spread due to the following reasons: variable environmental noises; fluctuating water surface mobility between the transmitter and receiver; and depth-varying sound speed profiles [5] . At the physical layer, effective channel estimation for the UWA multi-path channels is quite challenging for large multi-path spread and significant Doppler effects [6] , [7] . The channels are usually considered to have a sparse structure in practical engineering, so that the channel impulse response (CIR) parameters are dominated by several nonzero elements [8] , [9] , while other components could be neglected. Therefore, only the parameters of dominant paths need to be concerned for the UWA channel estimation.
Moreover, the UWA channel is wideband in nature and the Doppler effects have different frequency shifts throughout the bandwidth. Due to its nature, Doppler effects should be treated as Doppler scale factors [10] , which compress or dilate the signals in the time domain. Therefore, the parameters that characterize the UWA multi-path channel can be the Doppler factor, the time delay and the amplitude. The Doppler factor of each component may be different owing to the distinct angles of propagation path, as described in [11] - [13] , thus we adopt the multi-scale multi-lag (MSML) model for the UWA multi-path channels in this paper [14] . In real environments, multi-path signals are presented embedded in noise. The signals may be overlapping in timefrequency domain, and there have been some methods to separate the multi-path signals and estimate the propagation channel.
The method in [12] considers a uniform Doppler compensation in all the paths called uniform matching pursuit (UMP) algorithm. However, the performance will decrease when the Doppler effects of the paths are apparently differentiated with each other. In [13] , the geometrical matching pursuit (GMP) algorithm is used for the multi-path CIR estimation in wireless communication. Then some researchers adopt generalized orthogonal matching pursuit (OMP) algorithm [9] , [15] to eliminate the convergence problem in the matching pursuit (MP) methods based on re-selection of the basic vectors [9] . These algorithms have to generate a huge dictionary, which is comprised by the signals with different scales factors and time delays. The requirement of high parameter resolution and the repeatable matching processes of long sequences lead to the extensive calculation. In addition, a modified particle swarm optimization (MPSO) algorithm is proposed in [6] , which employs a zero correlation zone sequence as the training sequence, and utilizes its excellent correlation properties. In [16] and [17] , a warping ambiguity lag-Doppler filtering (WALF) method is introduced, whereas it has difficulty to decompose the deeply overlapping components.
Recently, methods based on fractional Fourier transform (FrFT) is adopted extensively to separate the multi-component signals in many signal processing applications [18] - [21] . FrFT as a generalized form of Fourier transform, plays great performance in signal concentration in fractional domain, and has better detection and estimation capabilities for LFM signals. Though FrFT-based methods, the estimation of the Doppler factors can be converted into searching for the optimal fractional order of the received signal's FrFT results. For the digital signal processing, a fast O(N log N ) algorithm has been proposed in [22] , which calculates an approximation to the discrete FrFT samples with sufficient accuracy.
Some methods employ FrFT in their multi-path signal processing, as it takes advantage of the knowledge of transmitted signals. The method in [18] uses the fractional frequency domain filtering to decompose the received signal. In [23] , the separation process consists of finding few points on either side of the component to be extracted and zeroing all values outside this range in the fractional plane, and then applying the inverse FrFT of the corresponding order to obtain the component. These methods could not separate the signals which are too closed with each other and may not obtain much clear component from the overlapping signal. In [4] , a greedy algorithm based on a FrFT dictionary matrix is proposed to retrieve the channel coefficients, whereas it cannot be used in the environment with strong Doppler factor due to its inaccurate delay estimation. Zhao et al. [14] also utilizes FrFT to explore the channel characteristic, while it uses the correlation operation again to estimate the time delay and the amplitude, which may be an extra and unnecessary operation.
Furthermore, the existing methods in [13] and [14] separate the multi-path components by eliminating the resampled versions of the original transmitted signal from the received signal in the time domain, which are mostly applied in underwater communication. However, the frequency band and sampling rate in other applications (for example, sonar system, marine environment monitoring, etc.), are much lower. Therefore, the above methods may be inappropriate for many estimations of multi-path signals due to the lower SNR and resolution.
In this paper, we consider the sparsity of the physical model for the UWA multi-path channels, and propose a new iterative algorithm to decompose the multi-path signal in low SNR environment sequentially. The received signal is considered as a composited of a small number of components, that only have changes on the Doppler factors, time delays and amplitudes. The Doppler factor is estimated by find out the optimal factional order of the received signal's FrFT, corresponding to the optimal rotation angle (ORA), where the transformed signal forms an impulse and reaches a maximum amplitude. The method applies a coarse-to-fine mode to search the ORA, which is introduced in [14] and [24] . However, we improve the algorithm by reducing the order range as possible. Once the ORA of the most dominant component is determined, the time delay can be figured out through a corresponding mapping relation, and the estimated amplitude is obtained by the proportional relation between the received signal and the retrieved normalized component. Then, the method separates the estimated component by eliminating its FrFT result of each order in the fractional plane to proceed the next iteration.
Compared to the methods mentioned above in [13] , [14] , and [17] , the proposed method can be applied to the wideband LFM signals with a wider frequency range. Because the existing methods use the time-domain subtraction in the iteration to extract the retrieved component. However, in the digital signal processing, a bias from the discrete grids of sparse delay causes off-grid effect, which will be exacerbated in UWA channels. The error of the residual signal caused by the biased subtraction may aggravate the error between different time delays, and results in successive CIR estimation error. Hence, the proposed method is the better algorithm for separating the overlapping components, because it avoids the direct signal subtractions in time domain and will not create successive error. Moreover, the FrFT result of the retrieved component under each order in each iteration will be stored to reduce the computation amount for the next estimation. Finally, our method can adopt two stopping criterion: firstly, we can set the sparsity, i.e., the number of the iterations. If the sparsity is variable, the criterion can be set by a threshold of the residual error as well, which is a trade-off between the noise variance and the estimation error [5] .
The investigation in this paper will be a contribution to UWA communications to equalize channels. It is also meaningful for the fields of passive tomography and active target detection when the relative target-sonar movement is unknown [12] , [25] . This paper is organized as follows. Section II presents the UWA multi-path channel model. The FrFT-based parameter estimation method is proposed in Section III, and the corresponding theory is presented. The iterative FrFT-based parameter estimation algorithm for UWA multi-path channels is proposed in Section IV. The simulations and comparisons are given in Section V. Finally, we close in Section VI with conclusions.
II. THE MODEL OF UWA MULTI-PATH CHANNELS
The UWA multipath channels usually show the sparsity both in the time and frequency domain [11] , [13] , so that the UWA channels are considered as sparse channels, and the CIR coefficients are dominated by several nonzero components.
In the literature, the UWA channel can be modeled as a sum of multiple time-varying impulse responses, which can be expressed as [6] and [14] 
where L is the number of the propagation paths, A i (t), η i , and τ i is the time-varying amplitude, the Doppler factor and the time delay of the i-th propagation path respectively. The amplitude attenuation A i (t) is due to the travel distance, the physics of the sea surface and bottom reflections and the propagation losses [11] . Here it can be assumed to maintain constant during the transmission: A i (t) ≈ A i , because we focus on the effect of the Doppler factor and time delay in this paper. Therefore, the relationship between the received signal r (t) and the transmitted signal s (t) in the multi-path model can be represented as
where w (t) is the oceanic noise. The Doppler factors and time delays could be differentiated for individual paths, and such model is also called multi-scale multi-lag (MSML) model. Since the UWA channel is characterized by a limited number of dominant echoes, the several sets of parameters {A i , η i , τ i } are going to describe the channel. If some prior information is known, including the ocean depth, the relative geomatical relationship of the transmitter and receiver, the sound velocity, etc., the parameters of the sound rays can be obtained and a special UWA channel model can be built in simulations. A LFM signal is adopted as the transmitted signal in this paper, which can be given as
where f 0 and B denote the center frequency and the bandwidth respectively. T is the pulse width of the signal, k = B/T is the modulation slope. In the duration, the starting frequency is f l = f 0 − B/2, and the ending frequency is
According to the CIR of the UWA channel, the received signal is
with
where f l and k are the starting frequency and the modulation slope of the received signal. ϕ is the phase difference during the transmission. We can conclude that the received signal is also a LFM signal, whereas with different parameters. Therefore, the parameter estimation methods for LFM signals are still valid to the received signals.
III. FRFT-BASED PARAMETER ESTIMATION METHOD
FrFT is a generalization of the classical Fourier transform, and it becomes a useful tool based on the rotation of the timefrequency plane [26] , [27] . The FrFT of order p is defined as
where φ = pπ/2 denotes the rotation angle, K φ (t, u) denotes the transformation kernel, which is defined as
where the complex amplitude factor is A φ = √ 1 − j cot φ. The FrFT of the LFM signal has been widely analyzed in literatures. The peak amplitude reaches a maximum yielding an optimal rotation angle (ORA) φ * , which is given as
and the optimal fractional order is obtained as p * = 2φ * /π.
A. ESTIMATION OF THE DOPPLER FACTOR
The power of the LFM signal diverged in time-frequency domain has access to be concentrated in the optimal fractional Fourier domain. Accordingly, the relationship between the frequency modulation slope k and the ORA φ * is derived as
Refer to (4), the initial frequency and the modulation slope of the received signal are likely to change during the transmission, which are given in (5). The chirp rate is proportional to η 2 , and it will be more sensitive to the Doppler effect in the FrFT.
As illustrated in Fig.1 , the line segment ab denotes the original transmitted signal with its ORA φ * , which gathers the signal energy at a certain value on the rotated u − v plane (as denoted in the dashed line). The received signal from a single propagation path is denoted by the line segment a b , and the received LFM signal has different modulation slope and arrival time. The ORA of a b is φ * , and the corresponding fractional coordinate system is the u − v plane. Therefore, the Doppler factor of a b can be derived by the two ORAs, i.e.,
In the absence of such information, Numerous FrFT computations and comparisons are need to search for the updated ORA φ * . Refer to [14] and [24] , the coarse-to-fine searching method can be applied to increase efficiency, which is introduced in the next section. Ozaktas et al. proposed a fast FrFT algorithm for digital signal [22] , which is carried out by re-scaling the frequency and time dimension. Assume the signal data is digitized with a sampling rate Fs, and it has T WL Fs samples, where T WL is the duration of the processed signal. In [22] , the lengths of the time and frequency intervals are set to be the same, that is the dimensionless quantity √ T WL Fs. The frequency dimension is multiplied by the scaling parameter S = √ T WL /Fs, and the time dimension is divided by S. The converted frequency and time dimensions become f = fS and t = (t − T WL /2) /S respectively. Accordingly, the modulation slope of the processed signal changes to be
The Doppler factor of the received signal can be derived from the relationship aŝ
B. ESTIMATION OF THE TIME DELAY
In most of the cases in the real environment, the complete knowledge of the transmitted signal is known, whereas the received signal need to be detected and estimated. For example, the arrival time of the echo from an active sonar is the key message for target localization. The time-delay deviation between the signal components from different paths is necessary for the equalizer design of the UWA channel. In many literatures, the FrFT has been used to estimate the Doppler factor [14] , [20] , [26] , wheares few of them determine the time delay by FrFT. One calculates the cross-correlation to obtain the arrival time, which is an extra operation and increase the systematic complexity somewhat [14] . Actually, according to the digital FrFT algorithm, the time delay can be obtained directly though the projection in the fractional domain, as soon as the Doppler factor has been determined accurately.
As shown in Fig.1 , a and b represent the starting and ending points of the received signal, which correspond to their respective time and frequency. In the original timefrequency coordinate system, consider the arrival time of the received signal (the time coordinate of a ) is τ , the starting frequency is f l = ηf l . After digitizing the time dimension as
where η is the Doppler factor of the received signal. The intersection point of the f -axis and the extension line of a b is point c , as shown in Fig.1 . In a similar way, under the new coordinate, point c is represented as
Consequently, the projection of the vector oc on the u -axis is the vector od . The length of od can be read by the FrFT result plane, which corresponds to the value of the FrFT peak on the u -axis. The theoretical length of od can be obtained as
where l oc is the length of the vector oc , φ * is the ORA of the received signal a b . Accordingly, the estimated arrival time of the received signal can be derived aŝ
After studying the mapping relationship of the timefrequency domain and the FrFT domain, the uniqueness of the estimation of the time delay is proved as follow. Namely, it needs to be proved that the result given from (16) corresponds to the unique and accurate time delay of the signal component.
As shown in Fig.2 , there are four line segments (denoted as l 1 , l 2 , l 3 and l 4 ) which represent four signal components of the multi-path signal. If l 1 and l 2 are on the same extension line, the two components with different arrival time have the same Doppler factor. In this case, the estimated time delays of the two will be equal by the projection method proposed above. However, as the analysis as follow, this situation will not happen in one multi-path signal.
With regard to the parameters of two different LFM signals (denoted as x and y in (17)) in Fig.2 , there are four cases could happen as follows The emphasis is the analysis of 'x = 1, y = 2', which is a special example belongs to Case 4. As shown in Fig.2 , the signal l 1 and l 2 are on the same extension line L, whereas their different time delays seem to be indistinguishable. According to the LFM signal form given in (3), the instantaneous frequency of the transmitted signal is derived as
and the frequency range is f (t) ∈ [f l , f h ]. A signal component of the received multi-path signal is given in (4), and it maintains the LFM format through the Delay-Doppler effect. Its instantaneous frequency is
where the frequency range is f r (t)
Accordingly, if the two components in one multi-path signal have the same Doppler factor, their changed starting frequencies should be the same as well. Therefore, the case 'x = 1, y = 2' does not occur in one multi-path signal, and 'x = 1, y = 3' is the possible case. The time delay obtained by the mapping formula in (16) , is distinguishable and unique for estimation.
C. ESTIMATION OF THE AMPLITUDE
The parameter estimation for UWA multi-path channels includes the Doppler factor, the time delay and the amplitude. There is a sharp pulse for LFM signal in the FrFT domain with an ORA. Due to the property of FrFT, the maximum value is proportional to the amplitude of the processed signal, which can be expressed as
where A is the constant amplitude. Hence, once the Doppler factor is estimation, the normalized LFM signal with the estimated Doppler factor η can be obtained as
Then the corresponding amplitude can be estimated by the ratio between the maximum FrFT values of the processed signal r (t) and the normalized signal x (t).
With the parameter estimation of the Doppler factor, the time delay and the amplitude (in (12), (16) and (22)), an impulse response function of this path can be retrieved asĥ (t) = Aδ η t −τ .
D. ACCURACY ANALYSIS OF THE METHOD
Some channel estimation methods apply the MP algorithm [5] , [12] , [13] . By this brute force approach, all possible combinations of {η, τ } are tried, and the best solution is the one with the maximum cross-correlation value [6] . The accuracy is limited by the interval of the two parameters and the method costs high computing resource. An improved method uses FrFT to search for the optimal Doppler factor [14] , whereas it obtains the time delay estimation by the extra cross-correlation calculation. This operation is redundant hence we propose the mapping formula to obtain the estimated time delay directly. The accuracy of the Doppler factor depends on the searching step size, and also decides the accuracy of the time delay estimation. According to (16) , the estimated time delay can be seen as a function depends on the ORA. Therefore, the relative precision formula of the time delay can be given as
7924 VOLUME 7, 2019 where φ * is the precision of the ORA searching, τ/τ is the relative precision of the estimated time delay. To improve the accuracy of the parameter estimation, it is computational infeasible to decrease the searching step of the ORA in the whole range. A coarse-to-fine searching mode can be applied to reduce the calculating amount [24] . As introduced in some literatures, this mode refines the ORA gradually by several rounds, to obtain a more accurate parameter estimation.
IV. ITERATIVE FRFT-BASED ALGORITHM FOR UWA MULTI-PATH CHANNELS A. COARSE-TO-FINE SEARCHING ALGORITHM
In general, the relative velocity range of the transmitter and receiver is known in advance. Assume the range of the Doppler factor is [η l , η h ], the corresponding searching range of the optimal order for digital FrFT can be obtained as
The FrFT order range is [p l , p h ] (if p l < p h ) in the searching, and the calculating amount is decreased by reducing the range considerably.
If we do not have the prior knowledge of the transmission, we have to search the whole FrFT order range [0, 4) inevitably. According to the symmetry of the FrFT domain, the searching range can be reduced to the interval [0, 2). The digital FrFT computation method proposed in [22] utilizes the properties of the FrFT to obtain a decreased order range [0.5, 1.5] in the computation, and the classical method has been applied widely. Algorithm 1 is introduced to increase the precision of the ORA at small time cost as possible.
The optimal order can be figured out accurately by a few runs iterations. For example, assume the order range is [0.5, 1.5], and the initial resolution η is 0.1, the final precision will be 0.001 by three iterations, at most 30 FrFT computations. If we use the equidistant searching to obtain the same precision, the number of the FrFT computations will be 1000. Therefore, this algorithm provides an accurate result by a simple structure and small calculating amount.
B. ITERATIVE FRFT-BASED ALGORITHM FOR MULTI-PATH PARAMETER ESTIMATION
In previous researches, the MP/OMP algorithm [9] , [13] , [28] and the FrFT algorithm [14] are used to decompose the multipath signals in UWA channels. The former needs to build a complete signal dictionary, including the Doppler-scaled and time-shifted versions of the transmitted signal to find out the best matching atoms. The signal dictionary will be enlarged with the resolutions increasing. The latter method decreases the computation cost by searching for the ORA in the FrFT domain to estimate the Doppler factor. However, the method use the correlation operation again to estimate the Inspired by the thought of the iterative method and the advantage of the FrFT for LFM signal estimation, we propose an iterative FrFT-based method of parameter estimation, which can separate and retrieve the multi-path signals in UWA channels. The proposed method proceeds in an iterative manner and returns a set of estimated parameters at each turn, including the Doppler factor, the time delay and the amplitude of the signal component in each path. Compared to the existing fractional Fourier Transform-Cross correlation (FrFT-CC) method in [14] , the most improvement is that it can estimate the time delay directly without any extra computation. Furthermore, the proposed method separates the multi-path signals by eliminating the estimated components' FrFT results from the FrFT domain, and the indirect subtractions avoid the bad chain effect caused by the low resolution or estimation error in low frequency band. In other words, the inaccurate preceding estimation will not influence the estimations of the residual signal components from other paths.
On the basis theory of the UWA multi-path channels, each component of the received signal may have different Doppler factors with different time delays [11] - [13] .
For each iteration, the Doppler factor is confirmed by searching for the ORA of FrFT, the time delay is obtained directly by the derived equation (16) , and then the amplitude is estimated by the ratio between the FrFT peak value and its normalized retrieved component (resampled version of the transmitted signal). Moreover, all the FrFT result of each rotation angle is stored and may be utilized in the next iteration, to reduce the computational amount as best possible. The process for implementing the iterative FrFT-based parameter estimation algorithm is described as Algorithm 2.
There are usually two strategies to set the stopping criterion of the iterative algorithm [5] . Firstly, the UWA multi-path channels are sparse both in time and frequency domain. This is variable and this scenario is unavoidable in practice, that means we can estimate a limit number of propagation paths. The positive integer L can be set as the maximum number of the iterations, considering the calculating quantity. Secondly, we can also consider to meet the stopping criterion, when the peak value of the FrFT result is under a certain residual error threshold (the minimum residual error variance depends on the signal SNR). In many engineering applications, the setting of the SNR threshold is more practical than the sparsity selection. Actually, the SNR of the received signal is empirical. Therefore, if the modulus of the residual signal is bigger than the setting threshold, the algorithm can run their iterations. The residual signal can be obtained by the inverse FrFT (iFrFT) of the residual FrFT result [23] . This stopping criterion is more reasonable for different UWA multi-path models.
The FrFT results of the retrieved components under each rotation order will be stored in the library to reduce the computation cost as possible. In other word, once scanning the residual FrFT results under a particular rotation order, which has been computed, the proposed method invokes the results directly to guarantee a fast process. Each iteration can use the previous FrFT results in the library to search out the new local maximum, which can be described as Step 4 in Algorithm 2. Through the proposed method, the correlative multi-path components can be extracted rapidly. The Doppler factors with different values can be distinguished and estimated precisely.
Compared to the methods in [13] and [14] , the proposed method replaces the direct time-domain signal subtraction by the FrFT output subtraction. As a result, the rest parameter estimation will not be influenced severely, even though there are serious overlaps between the multi-path signal components.
V. SIMULATIONS AND COMPARISONS
In this section, the proposed method of parameter estimation is evaluated by computer simulation. Firstly, we evaluate the performance of the multi-path components separation in the time-frequency domain. Then we make comparisons with different criterias. 
A. SIMULATION RESULTS
The CIR of the UWA multi-path channel is generated following the ray tracing model, and the parameters of the channel and the transmitted LFM signal are assumed as follows.
1) In the simulations, we consider an eight-path channel, whose amplitude follows uniform distribution. The sound velocity is 1500m/s. The depth of the ocean is 300m, and the depths of the transmitter and the receiver are 100m and 110m respectively. The radial velocity between them is 4m/s and their distance is 800m.
2) The frequency range of the transmitted LFM signal is 1000Hz-2000Hz, and the signal duration is 2s. 3) In the digital signal processing, the sampling rate is 6000Hz and the window length of the processed data is 5s. Based on the multi-path model, the received signal with irrelative oceanic noise is generated, as shown in Fig.3 . The SNR of the signal is 5dB. As observed in Fig.3 , the arrivals from different paths cannot be distinguished in the time domain or the frequency domain. However, the overlapping components can be separated in sequence according to their energy level by the proposed method. The residual FrFT outputs in the first three iterations are shown in Fig.4-6 . In the FrFT plane, each signal component is characterized by an ''X''-shape belt across the plane, and the peak is at the cross point of the belt, which corresponds to the optimal order and the time delay. As shown in Fig.4 , in the first iteration, the residual FrFT output is the whole FrFT result of the received signal, as described in Step 3 of Algorithm 2. We can see the eight multi-path components have different optimal orders in the FrFT domain, and the first arrival is the dominant component with the strongest amplitude.
As expected, the parameters of the signal from each path is estimated one by one. Fig.5 and Fig.6 are the residual FrFT outputs of the residual components in the second and third iterations. It can be observed in Fig.6 , the FrFT outputs of the first and second components are extracted well to ensure the estimation performance in the next iterations. In other word, the outputs of the former components are removed without modifying the FrFT outputs of the other components.
The final estimation result of the received signal is shown as Fig.7 . The proposed method retrieves the CIR during the iterations. Different Doppler factors are considered for different propagation paths. Then the time delay and the amplitude are computed out based on the estimated Doppler factor. The crosses in Fig.7 are the theoretical parameters of the VOLUME 7, 2019 The comparison result of the existing FrFT-CC method in [14] is shown in Fig.8 . The simulation condition is same as Fig.7 , including the signal parameters, the UWA channel parameters and the estimation resolution. The FrFT-CC method separatesthe strongest componet in each iteration by eliminating the resampled and delayed version of the transmitted signal from the received signal directly.
The first two dominant components are estimated accurately as well (the first and the third arrivals). However, the estimation errors are produced beginning with the third iteration. Because the method uses the time-domain subtraction between the received signal and the retrieved component to proceed the next estimated. The error of a few sampling points results in the phase error, and the subtraction becomes the continuous superimposition of the third dominant component (the second arrival). Therefore, the subsequent iterations become the repetitive estimations and retrieves of the third dominant component for three times. Similarly, the method makes mistakes for the forth component estimation again.
For the communication frequency band signals, the existing methods in [6] , [12] , and [14] have a satisfying estimation performance. However, the proposed method can be used into much more applications with a wider frequency range. The simulation above (Fig.3-Fig.7 ) has verified the performance of the proposed method in low frequency band, and the simulation in Fig.9 further validates the implement in high frequency band. The time duration of the transmitted signal is 0.05s, the frequency range is 5kH-15kHz. The sampling rate is 80kHz, and the velocity resolution is 0.2m/s. Fig.9 shows the accurate estimation results for the eight paths as well. 
B. COMPARISONS WITH DIFFERENT CRITERIAS
In this part, we compare the proposed method with the matching pursuit (MP) method [12] . The MP method builds a complete signal dictionary including all the possible Doppler scaled time delayed versions of the transmitted signal. Then the method uses matching filter to search for the Doppler factor, and obtains the estimated time delay by the crosscorrelation between the resampled version and the received signal. The estimated amplitude is the value of the correlation peak.
To evaluate the performance of the proposed method, we construct a signal dictionary corresponding to delayDoppler spreading function (DDSF) [6] , [14] . The DDSF is denoted as h (η, τ ), which is a continuous function and takes the temporal Doppler factor η and time delay τ as variables.
Therefore, the received signal can be expressed as
where √ η is the normalization factor caused by Doppler effect. DDSF can describe any linear time-varying channels, such as wideband UWA multi-path channels.
DDSF partitions a mesh into uniform parts on the delayDoppler plane. Each atom represents the time delayed Doppler scaled version of the transmitted signal. The atoms are uniformly sampled on the scale factors with the interval η = 0.001 and the time delay interval of the adjacent atoms is one sampling point. To be specific, assume h (η, τ ) = 0,
, where η h and η l denote the upper and lower bound of the Doppler factor, τ max denotes the maximum time delay of the channel. Therefore, the discrete DDSF can be represented as
where
, with the discrete scale and time interval η and τ on the two dimensional plane. ζ m,n is the sampling value of the (m, n)-th element of the DDSF, hence the discrete received signal can be represented as 
1) PERFORMANCE COMPARISON OF THE DDSF ESTIMATION
We use the normalized mean squared error (NMSE) to evaluate the accuracy of the estimation results. Using the estimated Doppler factor, time delay and amplitude by the MP method [12] and Algorithm 2, the DDSF matrix can be rebuilt from (28) , and the discrete NMSE is given as
whereĤ [m, n] = η m ζ m,n is the discrete DDSF estimation in the simulation. The NMSEs of the DDSF estimation using MP and the proposed method versus SNR are drawn in Fig.10 . It can be seen the estimation results of the proposed method are more accurate over −10dB. The MP method shows a stable performance with the SNR increasing, whereas the performance of the proposed method is gradually getting better.
2) PERFORMANCE COMPARISON OF THE DOPPLER FACTOR ESTIMATION
Then, we compare the estimation accuracy of the Doppler factors. The NMSEs of the estimated Doppler factor can be defined as
where L is the number of the dominant paths. The results are shown in Fig.11 , the proposed method outperforms the MP method when SNR surpasses −8dB, and the accuracy of the estimated Doppler factor becomes better significantly. VOLUME 7, 2019 3) PERFORMANCE COMPARISON OF THE TIME DELAY ESTIMATION Further, we turn to investigate the NMSEs of the estimation accuracy of the time delays. From the analysis of the proposed method above, the accuracy of the time delay in the estimation is closely related to the accuracy of the estimated Doppler factor. Algorithm 1 provides a coarse-to-fine searching mode and improves the precision of the estimation as possible. The MP and the proposed method are executed under the same searching resolution in this simulation, and the NMSE of their estimated time delays are given as
and the results are shown in Fig.12 , the estimated time delay of the proposed method is more accurate than MP evidently over −4dB. Because the estimated time delay is the mapping value corresponding to the estimated Doppler factor. Algorithm 2 provides a more precise result of Doppler factor for LFM signals, hence the estimation performance of the time delay will be better with the improvement. As a comparison, we note that the performance of the MP method is stable but does not become better with the SNR increasing. Not as Algorithm 2, the NMSEs of the DDSF, Doppler factors and time delays decrease evidently in Fig.10-12 . It is result from the superiority of LFM Doppler estimation when using the FrFT. The scale resolution of LFM signals is much better in the FrFT domain and the more accurate Doppler estimation brings better delay estimation. However, the MP method uses the matching filter to obtain the optimal Doppler factor, and the result may be inaccurate due to the overlaps of the multi-path signals, which leads to the inaccurate time delay estimation.
The estimation method in this paper has great performance in many aspects. It has satisfying estimation results for the UWA multi-path channel, no matter the frequency range of the transmitted LFM signal is high or low, even for the low SNR environment as well. The method utilizes FrFT in the estimation to obtain the optimal Doppler factor, and the time delay is a derived mapping value which does not need any extra computation. Moreover, once the former estimation iterations are completed, the latter iterations will not be influenced by the results, nor compensate for the estimation error. Because the novel method avoids the direct time-domain subtractions of the multi-path signals, which may cause greater deviation as happens in many existing methods.
Therefore, the proposed method improves the performance of the parameter estimation, and it is more effective for a wider frequency range and low SNR in the UWA multi-path channel.
VI. CONCLUSION
In this paper, the wideband UWA channels are modeled to depict the multi-path structure. The path-based parameters include the Doppler factor, the time delay and the amplitude, which are considered to be differentiated from each path. An iterative FrFT-based approach is proposed to characterize the signal propagation over the UWA multi-path channel, with an unknown relative movement between a transmitter and a receiver. The Doppler factor can be estimated by searching for the ORA in the FrFT plane, and the time delay is directly obtained by the mapping formula derived in this paper. Then the signal components are retrieved from the residual FrFT results successively.
The performance gain of the proposed method is demonstrated by comparing the estimation accuracies of the DDSF, the Doppler factor and the time delay in the simulations. Compared to the MP method, it provides a more flexible and accurate Doppler factor estimation. Moreover, the approach can be applied to a wider frequency range and maintains great performance under low SNR environment. Because it avoids the direct subtractions of multi-path signals in the time domain, and the subsequent estimations will not be influenced nor compensate for the estimation error. These advantages make the new algorithm surpasses the existing methods in some ways. 
