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Abstract
We present direct and recursive constructions for some classes of cyclic i-perfect k-cycle systems
with special attention to cyclic Steiner k-cycle systems and cyclic Kirkman k-cycle systems.
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1. Introduction
Given a graph  and an integer k3, a (, Ck)-design (see [21] or [28]) is a set B of
k-cycles with vertices in V () such that any {x, y} ∈ E() is an edge of exactly one cycle
ofB.
A k-cycle system of order v is a (Kv, Ck)-design, where Kv is the complete graph on
v vertices. It exists if and only if v is an odd integer not smaller than k with v(v − 1)
divisible by 2k. This important result has been established by Alspach and Gavlas [3] in
the case of k odd (for another very recent proof see [11]) and by Šajna [32] in the case of
k even.
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A (, Ck)-design B is i-perfect if for any {x, y} ∈ E() there is exactly one cycle of
B in which x and y have distance i. Of course i cannot be greater than  k2, the diameter
of a k-cycle. Also, a (, Ck)-design with k even is never k/2-perfect. In fact, the size of a
(, Ck)-designB is |E()|/k and, for a ﬁxedB ∈ B, there are exactly k/2 unordered pairs
of vertices occurring at distance k/2 in B. This implies that the edges of whose endpoints
are distant k/2 in some cycle of B are at most |E()|/2. Given I ⊆ {1, 2, . . . ,  k2}, by
saying that a (, Ck)-design is I-perfect, we mean it is i-perfect for all i ∈ I . An I-perfect
(Kv, Ck)-design with k odd and I ={1, 2, . . . , (k− 1)/2} is called a Steiner k-cycle system
of order v and it will be denoted by SkS(v). The spectrum of values of v for which there
exists a Steiner pentagon system of order v has been determined by Lindner and Stinson
[24]. Manduchi [25] proved the existence of a 2-perfect heptagon system of order v for any
admissible v and more recently Bennett et al. [4] proved the existence of a Steiner heptagon
system of order v for each admissible v > 861. They also show that there are at most 21
unknown orders below this bound. Interesting results about 2-perfect cycle systems can be
found in [2,23].
A SkS(v) together with a partition of its cycles into 2-factors ofKv (or if you prefer, into
parallel classes) is said to be a Kirkman k-cycle system (KkS(v) in short).
A (, Ck)-design B is regular under an additive group G if V () = G and if B =
(b0, b1, . . . , bk−1) ∈ B implies that B + g = (b0 + g, b1 + g, . . . , bk−1 + g) is also in B
for any g ∈ G.
Analogously, a KkS(v) is regular under a groupG if the underlying SkS(v) is such and if,
for any 2-factorP={B1, . . . , Bv/k} of theKkS(v), we have thatP+g={B1+g, . . . , Bv/k+
g} is also a 2-factor of the KkS(v) for all g ∈ G.
If a (, Ck)-design or SkS(v) or KkS(v) is regular under Zv where v = |V ()|, one
naturally says it is cyclic.
The existence problem for cyclic k-cycle systems has generated a considerable amount
of interest. By now it has been solved for orders v congruent to 1 or kmod 2k as follows.
Theorem 1.1. If v ≡ 1 or k (mod 2k), then there exists a cyclic k-cycle system of order v
with the only deﬁnite exceptions of (v, k) = (9, 3), (15, 15) and (q, q) with q a nonprime
prime power.
The papers contributing to this result are [13,14,22,26,29–31,33]. Additional references
are [6,7,18,19].
We note that for cyclic i-perfect cycle systems with i > 1 there is no result comparable
with the above theorem. The major known results that we have found can be summarized
as follows.
Theorem 1.2. (i) (Linder and Rodger [23, Lemma 2.1]) If k is an odd prime, then there
exists a cyclic SkS(k).
(ii) (Linder and Rodger [23, Lemma 2.2]) If p ≡ 1 (mod 2k) is a prime and k is odd, then
there exists a cyclic SkS(p).
(iii) (Adams and Billington [2]) There exists a cyclic 2-perfect (Kv, Ck)-design for
v = 2k + 1 with k ∈ {12, 16, 17, 19}, for v = 4k + 1 with k ∈ {11, 12, 16, 17, 19, 23},
for (v, k)= (115, 19), and, ﬁnally, for v ∈ {97, 161, 193} and k = 16.
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This paper provides constructions for some classes of regular (mostly cyclic) i-perfect
(, Ck)-designs with  = Kv and v ≡ 1 (mod 2k) or  = Km×k (the complete m-partite
graph with parts of size k) and m odd. In particular, we will get some classes of cyclic
SkS’s and cyclic KkS’s. We also prove the existence of a 2-perfect (though not regular)
k-cycle system of order v = km for any pair (k,m) with k ∈ {15, 21, 25, 27, 33, 35, 39}
and m ≡ ±1 (mod 6) with the only possible exception of (k,m)= (27, 5).
2. The method of partial differences for the construction of regular i-perfect
(,Ck)-designs
The method of partial differences recently successfully exploited in the construction of
cyclic k-cycle systems (see [13,14,33]) allows us to describe any cyclic i-perfect (, Ck)-
design with =Kv or Km×n as follows.
Given a k-cycle A = (a0, a1, . . . , ak−1) with vertices in an abelian group G and given
i ∈ {1, 2, . . . , k/2}, we deﬁne a list of partial i-differences from A as the multiset
iA= {±(ah+i − ah) | 0h<k/d},
where the subscripts are taken modulo k and, where d, the type of A, is the order of the
stabilizer of A under the natural action of G:
d = |{g ∈ G : A+ g = A}|.
So, in the case thatG=Zv , d is the largest divisor of gcd(v, k) such that (a0+ k/d, a1+
k/d, . . . , ak−1 + k/d) = A. When d = 1 the list iA will be denoted by iA. More gen-
erally, given a setF of k-cycles with vertices in G, we deﬁne iF as the union (counting
multiplicities) of all multisets iA with A ∈F.
It is not hard to see that if A is a k-cycle with vertices in G and if [A] is its orbit under
G, then two elements x, y ∈ G occur at distance i in as many cycles of [A] as many times
x − y appears in A. This observation allows us to establish the following results:
Proposition 2.1. An I-perfect (Kv, Ck)-design that is regular under G is equivalent to a
setF of k-cycles in G (base cycles) such that iF=G− {0} for all i ∈ I .
Proposition 2.2. An I-perfect (Km×n, Ck)-design that is regular under G is equivalent to
a setF of k-cycles in G (base cycles) such that iF=G−H for all i ∈ I , where H is a
subgroup of G of order n.
As an application of Proposition 2.1 we construct a cyclic 2-perfect (K51, C15)-design.
Consider the following 15-cycles with vertices in Z51:
A= (0, 1, 3, 6, 2, 8, 13, 4, 19, 11, 31, 20, 48, 41, 24),
B = (0, 10, 29, 42, 9, 34, 44, 12, 25, 43, 17, 27, 46, 8, 26),
C = (0, 12, 26, 48, 13, 34, 46, 9, 31, 47, 17, 29, 43, 14, 30).
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One can easily check that A is of type 1 while both B and C are of type 3. We have
1A= 1A=±{1, 2, 3, 4, 6, 5, 9, 15, 8, 20, 11, 23, 7, 17, 24},
2A= 2A=±{3, 5, 1, 2, 11, 4, 6, 7, 12, 9, 17, 21, 24, 10, 23},
1B =±{10, 19, 13, 18, 25}, 2B =±{22, 19, 20, 8, 16},
1C =±{12, 14, 22, 16, 21}, 2C =±{25, 15, 13, 14, 18}.
SettingF = {A,B,C}, we see that 1F = 2F = Z51 − {0} so thatF is a set of base
cycles for the required cyclic 2-perfect (K51, C15)-design. Explicitly, the required design
is the following
{A+ i | 0 i50} ∪ {B + i | 0 i16} ∪ {C + i | 0 i16}.
To construct classes of cyclic i-perfect (Kv, Ck)-designs for some i2 and with v /≡ 1
or K (mod 2k) (like the example given above) seems to be quite a difﬁcult task. We will
prove that if a cyclic SkS(v) exists, then v is necessarily congruent to 1 or kmod 2k and, in
the second case, k must be a prime.
3. Cyclic i-perfect (Kp,Ck) designs with p a prime
If p is a prime congruent to 1mod 2k, it is possible to exploit the multiplicative structure
of the ﬁeld on p elements to get cyclic (Kp,Ck)-designs that are i-perfect for several values
of i, maybe for all possible values of i.
Construction 3.1. Let k = 2en with n odd and let p ≡ 1 (mod 2k) be a prime. Let  be a
nth primitive root in Zp, take a 2e-tuple (x0, x1, . . . , x2e−1) of elements of Zp belonging to
pairwise distinct cosets of 〈〉, and consider the k-cycle A= (a0, a1, . . . , ak−1) deﬁned by
the rule
ai = qxr for i = 2eq + r, 0r < 2e
or, more explicitly,
A= (x0, x1, . . . , x2e−1, x0, x1, . . . , x2e−1, . . . , n−1x0, n−1x1, . . . , n−1x2e−1).
It is easy to see that we have
iA= 〈−〉 · Li for 1 ik/2,
where 〈−〉 is the group of 2nth roots of unity modp and where Li is the following list of
size 2e:
Li = {ah+i − ah | 0h2e − 1}.
Let I be a subset of {1, 2, . . . , k/2} containing 1 and assume that for each i ∈ I
the list Li has exactly one element in each coset of the group H of 2eth powers mod p.
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Then, taking a complete system S of representatives for the cosets of 〈−〉 inH , and setting
F = {(sa0, sa1, . . . , sak−1) | s ∈ S}, we immediately have that iF = Zp − {0} so that
F is the set of base cycles of a cyclic I -perfect (Kp,Ck)-design.
Example 3.2. By way of illustration, let us apply the above construction to get a cyclic
{1, 2, 3, 4, 5}-perfect (K97, C12) design. Here we have e = 2 and n = 3. Take  = 35 as
primitive 3rd root of unity mod 97 and consider a 12-cycle with vertices in Z97 of the
following form:
A= (1, x, y, z, 35, 35x, 35y, 35z, 61, 61x, 61y, 61z).
We have iA= 〈−35〉 · Li where L1 = {x − 1, y − x, z− y, 35− z},
L2 = {y − 1, z− x, 35− y, 35x − z}, L3 = {z− 1, 35− x, 35x − y, 35y − z},
L4 = {34, 34x, 34y, 34z}, L5 = {35x − 1, 35y − x, 35z− y, 61− z}.
Check that the choice of (x, y, z) = (12, 40, 76) makes the ﬁve lists L1, …, L5 evenly
distributed over the 4th powersmod97.Now takeS={1, 4, 6, 9} as systemof representatives
for the cosets of 〈−35〉 in the group of 4th powers mod 97. Then, applying Construction
3.1, we have that
A= (1, 12, 40, 76, 35, 32, 42, 41, 61, 53, 15, 77),
4A= (4, 48, 63, 13, 43, 31, 71, 67, 50, 18, 60, 17),
6A= (6, 72, 46, 68, 16, 95, 58, 52, 75, 27, 90, 74),
9A= (9, 11, 69, 5, 24, 94, 87, 78, 64, 89, 38, 14)
are the base 12-cycles of the required cyclic {1, 2, 3, 4, 5} perfect (K97, C12)-design.
It is straightforward to see that if we apply Construction 3.1 in the case of e= 0, then we
re-establish Theorem 1.2(ii).
We point out that to applyConstruction 3.1 becomes increasinglymore difﬁcult with large
e and |I |. Let us show what this construction gives in the cases of e = 1, 2 and I = {1, 2}.
Construction 3.3. Let k ≡ 2 (mod 4), let p ≡ 1 (mod 2k) be a prime, let  be a primitive
k/2th root of unity mod p, and let S be a complete system of representatives for the cosets
of 〈−〉 in the group of squares mod p. Then, if there exists a nonsquare x in Zp such that
(x − 1)(x − ) is also a nonsquare, the cycles
(s, sx, s, sx, s2, sx2, . . . , sk/2−1, sxk/2−1) for all s ∈ S
are the base cycles of a cyclic 2-perfect (Kp,Ck)-design.
The reader may easily recognize that the design obtainable by means of the above
construction is, more precisely, {1, 2, 4, 6, . . . , k/2− 1}-perfect.
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Construction 3.4. Let k ≡ 4 (mod 8), let p ≡ 1 (mod 2k) be a prime, let  be a primitive
k/4th root of unitymod p, and let S be a complete system of representatives for the cosets of
〈−〉 in the group of 4th powersmod p. Then, if there exists a triple (x, y, z) of elements of
Zp such that both the quadruples {x−1, x−y, y−z, z−} and {y−1, x−z, y−, z−x}
are evenly distributed among the cosets of 4th powers mod p, the cycles
(s, sx, sy, sz, s, sx, sy, sz, s2, sx2, sy2, sz2, . . . ,
sk/4−1, sxk/4−1, syk/4−1, szk/4−1)
with s running in S, are the base cycles of a cyclic 2-perfect (Kp,Ck)-design.
Applying the Theorem ofWeil on multiplicative character sums as recently done in many
constructions for combinatorial designs (see, e.g., [10,15,16]), it is possible to see that an
element x ∈ Zp as in Construction 3.3 always exists. The same theorem also allows to see
that a triple (x, y, z) ∈ Z3p as in Construction 3.4 exists for all primes p>p0 = 265, 561.
On the other hand, we have checked by computer that such a triple also exists for all primes
pp0. In the table below we give our computer results for p< 400 and to the right of
each triple {x, y, z}we report the maximumM for which this triple gives a cyclic I -perfect
(Kp,Ck)-design with I = {1, 2, . . . ,M}.
k p  {x, y, z} M
12 73 8 {3, 47, 33} 4
12 97 35 {12, 40, 76} 5
12 193 84 {23, 82, 176} 5
12 241 15 {27, 74, 70} 5
12 313 214 {6, 63, 65} 5
12 337 128 {17, 94, 69} 5
20 41 10 {2, 32, 15} 3
20 241 91 {44, 21, 61} 6
20 281 86 {74, 66, 96} 6
28 113 49 {3, 78, 36} 5
28 281 86 {166,270,80} 5
28 337 175 {161,76,24} 4
36 73 2 {3, 29, 63} 4
44 89 64 {12, 53, 35} 6
44 353 140 {90,67,65} 7
52 313 103 {89, 6, 73} 6
60 241 54 {104,195,174} 8
68 137 122 {28, 110, 114} 6
84 337 31 {31, 35, 25} 6
116 233 37 {9, 77, 87} 5
140 281 98 {55, 20, 76} 6
156 313 256 {32, 89, 59} 7
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Thus, we can state the following theorems.
Theorem 3.5. For any k ≡ 2 (mod 4) with k6 and any prime p ≡ 1 (mod 2k) there
exists a cyclic {1, 2, 4, 6, . . . , k/2− 1}-perfect (Kp,Ck)-design.
Theorem 3.6. For any k ≡ 4 (mod 8) with k12 and any prime p ≡ 1 (mod 2k) there
exists a cyclic 2- perfect (Kp,Ck)-design.
4. Constructions for regular I-perfect (Km×k,Ck)-designs
In this section, given any sequence of length k, all subscripts will be understood mod k.
Given any positive odd integer k, we deﬁne a square k-sequence to be the sequence
k = (0,1, . . . ,k−1) of integers mod k where i = i2. Also, we deﬁne the weight of k
to be the maximum number of occurrences of an integer in k .
Given an odd integer k whose prime factorization is k=pe11 . . . penn , setw(k)=2f pg11 . . .
p
gn
n , where f is the number of indices i such that ei is odd and where gi = ei/2 for
i = 1, . . . , n. In particular, observe that if k is a product of n pairwise distinct primes, then
w(k)= 2n. We have:
Proposition 4.1. If k is an odd positive integer, then k has weight w(k).
Proof. Given integers  and k, let S(k) be the solution set of the congruence x2 ≡
 (mod k). We have to prove that, for a ﬁxed odd k, the maximum size of S(k) is w(k). By
the Chinese Remainder Theorem if k = tu with t and u coprime integers, then |S(k)| =
|S(t)| · |S(u)|. Thus, it is enough to prove the proposition in the case where k = pe with
p an odd prime and e a positive integer.
If e is even we have S0(pe)= {ipe/2 | 0 ipe/2− 1} and hence |S0(pe)| =pe/2. Also,
it is easy to see that for 1pe − 1 we have |S(pe)|<pe/2.
If e is odd we have Spe−1(pe) = {ip(e+1)/2 ± p(e−1)/2 | 0 ip(e−1)/2 − 1} and hence
|Spe−1(pe)| = 2p(e−1)/2. Also, it is easy to see that for 1pe − 1 we have |S(pe)|
2p(e−1)/2. The assertion follows. 
A useful property of k is that for any h ∈ U(Zk) (the group of units of Zk) we have
{h+i − i | 0 ik − 1} = Zk .
Wemention that Lindner and Rodger [23] essentially usek with k prime (as special case
of what they call k-sequences) to prove the existence of a 2-perfect (Km×k, Ck)-design with
odd m = 3. As a consequence, they also get the existence of a 2-perfect (Kmk, Ck)-design
with k and m as above. Here, more generally, we implicitly use k and its nice prop-
erty mentioned above for constructing regular i-perfect (Km×k, Ck)-designs for any i and
any k.
Let k andm be odd integers and let Y = (y0, y1, . . . , yk−1) be a sequence of elements of
Zm satisfying the following properties:
(1) yk−h =−yh for all h (and hence y0 = 0);
(2) i ≡ j (mod k) with i /≡ j (mod k) ⇒ yi − yj ∈ U(Zm).
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Let I (Y ) be the subset of {1, 2, . . . , (k − 1)/2} deﬁned as follows:
I (Y )= {i ∈ {1, 2, . . . , (k − 1)/2} ∩ U(Zk) : y+i − y ∈ U(Zm) ∀}.
Consider the k-cycle A = (a0, a1, . . . , ak−1) with vertices in Zk ⊕ Zm deﬁned by ai =
(i , yi) for 0 ik − 1. It is important to note that A and all its multiples A · (1, j) =
((0, jy0), (1, jy1), (2, jy2), . . . , (k−1, jyk−1))with j ∈ Zm−{0}, are indeed k-cycles
(that is, they do not have repeated vertices) because of property (2).
Now, ﬁx i ∈ I (Y ) (so that there exists the inverse of 2imod k) and deﬁne i (x) ∈ Zk by
i (x)= (x − i2)/(2i) (mod k). For any x ∈ Zk , the pairs (x,±(yi (x)+i − yi (x))) belong
to iA since we have ai (x)+i − ai (x) = (x, yi (x)+i − yi (x)) and a−i (x)−i − a−i (x) =
(x, y−i (x)−i − y−i (x)), which is equal to (x, yi (x) − yi (x)+i ) by (1).
Since iA has size k, by the pigeon-hole principle we may write
iA=
k−1⋃
x=0
{x} × {±(yi (x)+i − yi (x))}.
On the other hand, y+i − y is a unit of Zm for any  by the deﬁnition of I (Y ). So, if
F= {(1, j) · A | 1j(m− 1)/2}, then we obviously have
iF=
k−1⋃
x=0
{x} ×

(m−1)/2⋃
j=1
±j · (yi (x)+i − yi (x))

= (Zk ⊕ Zm)− (Zk ⊕ {0}).
So, in view of Proposition 2.2 we may state:
Theorem 4.2. Let k,m be odd integers and suppose Y=(y0, y1, . . . , yk−1) is a sequence of
elements ofZm satisfying properties (1) and (2). If 1 ∈ I (Y ) then there exists a I (Y )-perfect
(Km×k, Ck)-design that is regular under Zk ⊕ Zm.
We point out that Theorem 4.2 is not useful when w(k), the weight of k , is greater than
m. In this case, by the pigeon-hole principle, no sequence Y of k integers modulo m can
satisfy condition (2).
We also observe that Theorem 4.2 cannot be applied to get i-perfect (Km×k, Ck)designs
with m ≡ 3 (mod 6) and i > 1. Assume, on the contrary, that m ≡ 3 (mod 6) and let Y be a
sequence of k integers modulo m satisfying (1) and (2) with I (Y ) ⊃ {1, i} for some i > 1.
We cannot have yh ≡ 0 (mod 3) for h = 0, otherwise we would have h = k−h = h2 and
yh−yk−h=2yh ≡ 0 (mod 3), contradicting (2). Also, wemust have yh+1−yh /≡ 0 (mod 3)
for each h since 1 ∈ I (Y ). It follows that Y =±(0, 1,−1, 1,−1, . . . , 1,−1) (mod 3). This
implies that y(−1)i+i − y(−1)i ≡ 0 (mod 3), contradicting i ∈ I (Y ).
Example 4.3. Let k = 27 and let m ≡ ±1 (mod 6) but m = 5. Consider the sequence
Y = (y0, y1, . . . , y26) of integers mod m with
(y0, . . . , y13)= (0, 1, 2, 3, 1, 5, 9, 1, 5, 3, 4, 2, 6,−2)
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and y27−i = −yi for i = 1, . . . , 13. Check that Y satisﬁes conditions (1) and (2) and that
we have 1, 2 ∈ I (Y ). So, if A = ((0, y0), (1, y1), . . . , (i2, yi), . . . , (1, y26)), all possible
translates (under Z27⊕Zm) of the cycles (1, j) ·A (with 1j(m− 1)/2) form a cyclic
2-perfect (Km×27, C27)-design.
Now we show some applications of Theorem 4.2:
Theorem 4.4. If k and m are odd integers with the smallest prime factor of m greater than
or equal to k, then there exists a regular I-perfect (Km×k, Ck)-design with I = {1, 2, . . . ,
(k − 1)/2} ∩ U(Zk).
Proof. Given k = 2t + 1 and m as in the statement, the sequence of integers modm
Y = (0, 1, 2, . . . , t − 1, t,−t,−(t − 1), . . . ,−2,−1)
trivially satisﬁes property (1). For any pair of distinct i, j we have |yi − yj |2t = k− 1 so
that, by hypothesis, |yi − yj | is smaller than the least prime factor of m. This assures that
yi − yj ∈ U(Zm) (hence, that (2) holds) and that I (Y )= {1, 2, . . . , (k − 1)/2} ∩ U(Zk).
The assertion follows from Theorem 4.2. 
In the above theorem the hypothesis that the least prime in m is not smaller than k
(or equivalently, that gcd(m, (k − 1)!) = 1) is quite strong. However, it can be con-
siderably weakened if we need i-perfect (Km×k, Ck)-designs only for some
speciﬁc i.
Theorem 4.5. If k > 3 is a prime, then there exists a regular 2-perfect (Km×k, Ck)-design
for any m ≡ ±1mod 6.
Proof. Consider the sequence Y = (y0, y1, . . . , yk−1) satisfying (1) where, for h= 1, . . . ,
(k − 1)/2, yh is deﬁned by
yh =
{1 if h ≡ 1 (mod 3),
2 if h ≡ 2 (mod 3),
4 if h ≡ 0 (mod 3).
It is readily seen that (2) holds, that the set {y+1 − y | 0k − 1} is contained
in{1, 2,−3,−4,−8}, and that the set {y+2 − y | 0k − 1} is contained in
{−1, 2,−2, 3,−3,−6}. So, having gcd(m, 6)= 1, we are sure that I (Y ) contains 1 and 2.
The assertion follows from Theorem 4.2. 
Theorem 4.6. If k=pq with p and q primes, 3p<q, then there exists a regular 2-perfect
(Km×k, Ck)-design for any m ≡ ±1 (mod 6) with the only possible exceptions of m = 5
and m= 7.
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Proof. For k= 2t + 1 andm> 7, consider the sequence Y = (y0, y1, . . . , yk−1) of integers
modm satisfying (1), where, for h= 1, . . . , t , yh is deﬁned by
yh =


5 if h ≡ t + 1 (mod 3) and j ≡ h (mod k) for some j <h,
3 if h ≡ t + 1 (mod 3) and j /≡ h (mod k) for all j <h,
2 if h ≡ t + 2 (mod 3) and j ≡ h (mod k) for some j <h,
4 if h ≡ t + 2 (mod 3) and j /≡ h (mod k) for all j <h,
6 if h ≡ t + 3 (mod 3) and j ≡ h (mod k) for some j <h,
1 if h ≡ t + 3 (mod 3) and j /≡ h (mod k) for all j <h.
It is not hard to see that Y satisﬁes condition (2).
Both y1 − y0 = y1 and y2 − y0 = y2 belong to the set {1, 3, 4} and hence they are units
of Zm.
Also, it is immediate to see that for 1 t−1we have y+1−y ∈ {1,−1, 2,−3, 4} ⊂
U(Zm) and that for 1 t−2 we have y+2−y ∈ {1,−1, 2,−2, 3,−3,−4} ⊂ U(Zm).
From y1 ∈ {1, 3, 4} we also have yk−1 − y1 ∈ {−2,−6, 8} ⊂ U(Zm).
Finally, note that (yt−1, yt ) = (2, 6) which implies yt+1 − yt = −12 ∈ U(Zm) and
yt+1 − yt−1 =−8 ∈ U(Zm).
These observations allows us to see that {1, 2} ⊂ I (Y ).
The assertion follows from Theorem 4.2. 
We conjecture that in the above theorem the exceptions m= 5, 7 may be removed.
Indeed, for m ∈ {5, 7} we have found a regular 2-perfect (Km×k, Ck)-design via
Theorem 4.2 for any k = pq < 40 with p and q odd primes. Such a design can be found
using a sequence Y of integers mod m as follows:
k = 9: Y = (0, 1, 2, 3, 1, . . .),
k = 15: Y = (0, 1, 2, 4, 3, 1, 2, 4, . . .),
k = 21: Y = (0, 1, 2, 3, 1, 4, 2, 1, 3, 4, 2, . . .),
k = 25: Y = (0, 1, 2, 3, 1, 2, 3, 1, 2, 3, 1, 2, 4, . . .),
k = 33: Y = (0, 1, 2, 3, 4, 1, 3, 2, 4, 1, 2, 3, 4, 1, 2, 3, 1, . . .),
k = 35: Y = (0, 1, 2, 4, 1, 2, 3, 1, 2, 3, 1, 2, 4, 1, 2, 3, 1, 2, . . .),
k = 39: Y = (0, 1, 2, 3, 1, 2, 3, 1, 4, 2, 1, 4, 2, 1, 3, 4, 2, 3, 1, 2, . . .).
Note that of each Y we have only reported the ﬁrst half (from y0 to y(k−1)/2) since the
second half (from y(k−1)/2 to yk−1) may be determined from the ﬁrst one using (1).
5. Some new classes of 2-perfect cycle systems
It is almost obvious that a (Km×k, Ck)-design together with a (Kk, Ck)-design (Hamil-
tonian k-cycle system) gives a (Kkm,Ck)-design.
If the component designs are cyclic (i-perfect), the resultant design is cyclic (i-perfect)
as well. Thus, in view of Theorem 1.2(i) and of Theorem 4.5, we may state:
Theorem 5.1. If k > 3 is a prime andm ≡ ±1 (mod 6), then there exists a regular 2-perfect
(Kkm,Ck)-design that is cyclic if k is not a factor of m.
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It seems quite difﬁcult to construct 2-perfect cyclic Hamiltonian k-cycle systems with
k composite. We shall exhibit a 2-perfect 1-rotational Hamiltonian k-cycle system for
k ∈ {15, 21, 25, 27, 33, 35, 39}. A k-cycle system B is 1-rotational if its vertices are in
Zv−1 ∪ {∞} and if B ∈ B implies that B + 1 ∈ B (under the rule that ∞ + 1 = ∞).
We mention that the existence problem for 1-rotational (Kv, Ck)-designs with v ≡ 1 or
k (mod 2k) has been solved in [12,27].
The cycles of our 1-rotationalHamiltonian k-cycle system for k ∈ {15, 21, 25, 27, 33, 35,
39} are the (k − 1)/2 distinct translates (mod k − 1) of a single Hamiltonian k-cycle Ak of
type 2. In the following table we present the generating k-cycleAk of a 1-rotational 2-perfect
Hamiltonian k-cycle system. In each Ak we report only the vertices∞, a1, a2, …, a(k−1)/2
since ah for (k + 1)/2hk − 1 can be determined by the rule ah = ak−h + (k − 1)/2.
A15 = (∞, 0, 2, 13, 5, 1, 10, 11, . . .),
A21 = (∞, 0, 1, 4, 13, 19, 6, 8, 12, 7, 15, . . .),
A25 = (∞, 0, 2, 1, 6, 16, 23, 10, 7, 15, 9, 5, 20, . . .),
A27 = (∞, 0, 1, 3, 6, 2, 22, 11, 4, 18, 10, 20, 25, 8, . . .),
A33 = (∞, 0, 2, 1, 4, 9, 26, 30, 7, 27, 3, 21, 15, 28, 6, 13, 24, . . .),
A35 = (∞, 0, 1, 3, 6, 2, 12, 21, 32, 25, 5, 13, 31, 26, 7, 28, 16, 10, . . .),
A39 = (∞, 0, 2, 1, 4, 8, 13, 22, 34, 18, 26, 36, 11, 25, 14, 31, 24, 9, 29, 35, . . .).
As far as the authors are aware, no 1-rotational 2-perfect Hamiltonian k-cycle system
was known before (the 2-perfect Hamiltonian 15-cycle system presented by Adams and
Billington [2] is 2-rotational but not 1-rotational).
The above 2-perfect Hamiltonian cycle systems together with some constructions given
in Section 4 allow us to state:
Theorem 5.2. For k ∈ {15, 21, 25, 27, 33, 35, 39} and anym ≡ ±1 (mod 6) there exists a
2-perfect (Kkm,Ck)-design with the possible exception of (k,m)= (27, 5).
6. A recursive construction
In this section, we present a composition construction method for cyclic i-perfect k-cycle
systems using a well known recursive construction for cyclic BIBDs via difference matrices
(see [17] or [9]).
Theorem 6.1. If there exists a cyclic i-perfect (Kv, Ck) design with v ≡ 1 (mod 2k) and
a cyclic i-perfect (Kw,Ck) design with gcd(i, w) = 1, then there exists a cyclic i-perfect
(Kvw,Ck) design.
Proof. Let A1, . . . , An be the base cycles of a cyclic i-perfect (Kv, Ck) design with Ah =
(ah0, ah1, . . . , ah,k−1) and let B1, . . . , Bm be the base cycles of a cyclic i-perfect (Kw,Ck)
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design with Bh = (bh0, bh1, . . . , bh,k−1). For h= 1, . . . , n and j = 0, 1, . . . , w − 1 set
Ahj = (ah0, ah1 + jv, . . . , ah,k−1 + (k − 1)jv).
Also, for h= 1, . . . , m set B ′h = (vbh0, vbh1, . . . , vbh,k−1). It is not difﬁcult to check that{Ahj | 1hn; 0jw−1}∪{B ′h | 1hm} is a set of base cycles of a cyclic i-perfect
(Kvw,Ck)-design. 
Combining the above result with Theorems 3.5 and 3.6 we can state the following
corollary.
Corollary 6.2. If 4<k /≡ 0 (mod 8), then there exists a 2-perfect (Kv, Ck)-design for any
v whose prime factors are all congruent to 1mod 2k.
7. Existence of cyclic Steiner cycle systems
As pointed out by Lindner and Rodger [23], determining the spectrum of Steiner k-cycle
systems is a very difﬁcult problem. Here, we are able to say something about cyclic SkS’s.
First of all, we have
Theorem 7.1. A cyclic Steiner k-cycle system of order v may possibly exist only if we have
v ≡ 1 (mod 2k), or v =mk with k an odd prime and 3 = m odd.
Proof. Recall that in a k-cycle B = (b0, b1, . . . , bk−1) of type d we have bi+k/d = bi +
(bk/d − b0) for each i (where the subscripts have to be taken mod k). It easily follows
that if B is a k-cycle of type d > 1, then the list k/dB is k/d times ±{bk/d − b0}. This
observation, together with Proposition 2.1, implies that all base cycles of a perfect cyclic
(Kv, Ck)-design are of type 1 or k.
So, letF be a set of base cycles of a perfect cyclic (Kv, Ck)-design. Denote by x and y
the number of base cycles ofF of type 1 and k, respectively. The cycles of type 1 produce
exactly 2k partial differences while those of type k produce exactly 2 differences. Thus, by
Proposition 2.1 we have
2kx + 2y = v − 1. (1)
In the case of y = 0 we obviously have v ≡ 1 (mod 2k).
If y = 0 there is a cycle of type k so that k divides v. Reducing (1) mod k we get
y ≡ (k− 1)/2 (mod k) and hence y(k− 1)/2. On the other hand the cycles of type k are
exactly those of the form (0, u, 2u, . . . , (k − 1)u) with gcd(u, k)= 1 so that their number
is at most (k)/2 where  is the Euler -function. It follows that (k − 1)/2y(k)/2.
This is possible if and only if k is prime and y = (k − 1)/2.
It remains to prove that no cyclic SkS(3k) with k a prime exists. This is well known
for k = 3. Assume ad absurdum thatF is a set of base cycles of a cyclic SkS(3k) with a
prime k5. From the above paragraph,F consists of the setF′ = {(0, 3u, 6u, . . . , 3(k−
1)u) | 1u(k−1)/2} of all possible cycles of type k plus one cycleA=(a0, a1, . . . , ak−1)
of type 1. Then, since iF
′ = {3u, 6u, . . . , 3(k−1)u} for i=1, . . . , (k−1)/2, no multiple
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of 3 can appear in iA for i = 1, . . . , (k − 1)/2. This, for i = 1, 2, would imply that
any three consecutive vertices of A are pairwise distinct modulo 3. In this case, however,
the length k of A would be divisible by 3 contradicting that k is a prime. The assertion
follows. 
Now, exploiting some results given in the previous section, we can state:
Theorem 7.2. Given an odd integer k, a cyclic SkS(v) exists in each of the following
cases:
• v = p1p2 . . . pn with pi prime congruent to 1 (mod 2k) for each i;
• v = km with k prime and gcd(k!,m)= 1.
Proof. In the ﬁrst case it sufﬁces to combine Theorem 1.2(ii) with Theorem 6.1. In the
second case we have to use the already mentioned cyclic SkS(k) given by Lindner and
Rodger (Theorem 3.3) with Theorem 4.4. 
Finally, observe that a cyclic SkS(v)with k primemaybe very easily determinedwhenever
there exists a cyclic Steiner 2-design (see [5] for the deﬁnition) of order v and block size k
(S(2, k, v) in short).
Proposition 7.3. If there exists a cyclic S(2, k, v) with k prime, then there exists a cyclic
Steiner k-cycle system of order v.
Proof. It is known that if there exists a cyclicS(2, k, v) thenwehave v ≡ 1or k(modk2−k).
First case: If v ≡ 1 (mod k2−k), there exists a (v, k, 1) cyclic difference family (see [1] or
[5]), namely, a setF of k-subsets ofZv whose list of differences (in the usual sense) covers
Zv − {0} exactly once. For each block B = {b0, b1, . . . , bk−1} ∈ F consider the cycles
B1, . . . , B(k−1)/2 deﬁned by Bi = (b0, bi, b2i , . . . , b(k−1)i ) where the subscripts have to be
understood mod k. It is straightforward to check thatF∗ = {Bi |B ∈F; 1 i(k−1)/2}
is a set of base cycles of a cyclic SkS(v).
Second case: If v ≡ k (mod k2 − k), there exists a (v, k, k, 1) cyclic difference fam-
ily (see [9]), namely, a set F of k-subsets of Zv whose list of differences covers Zv −
{0, v/k, 2v/k, . . . , (k − 1)v/k} exactly once. Deﬁning F∗ as in the ﬁrst case, it is easy
to see that F∗, together with the cycles of a cyclic SkS(k) (existent by Theorem 1.2(i))
with vertex set {0, v/k, 2v/k, . . . , (k − 1)v/k}, is a set of base cycles of a cyclic
SkS(v). 
Corollary 7.4. If k is a Fermat prime, then there exists a cyclic SkS(k2 − k + 1).
Proof. If k is a Fermat prime (that is, a prime of the form k= 2n + 1), there exists a cyclic
(k2 − k + 1, k, 1) difference set (the one generating the projective plane of order 2n). The
result then follows from the ﬁrst case of Proposition 7.3. 
As an easy example, starting from the (21, 5, 1) cyclic difference set {0, 3, 4, 9, 11}
we obtain the two 5-cycles (0, 3, 4, 9, 11) and (0, 4, 11, 3, 9) generating a cyclic
S5S(21).
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8. A class of cyclic Kirkman k-cycle systems
Genma et al. [20] prove the existence of a cyclic KT S(3m) (as usual, KTS stands for
K3S) for any m whose prime factors are all congruent to 1mod 6. Their nice construction
may be generalized as follows.
Theorem 8.1. If k is a prime, then there exists a cyclic KkS(km) for any m whose prime
factors are all congruent to 1mod 2k.
Proof. Let us identify Zkm with Zk ⊕ Zm. Reasoning as in Theorem 3.1 in [8], one may
see that the hypothesis onm implies that Zm admits a unit  of order k such that both i − 1
and i + 1 are also units for 1 ik − 1.
This also implies that if S is a complete system of representatives for the orbits of 〈−〉
on Zm − {0}, we have S〈−〉 = Zm − {0}.
Fix such a system S, set T = S ∪ −S, and consider the following k-cycles with vertices
in Zk ⊕ Zm:
Aj = ((0, 0), (j, 0), (2j, 0), . . . , ((k − 1)j, 0)) for all j ∈ {1, 2, . . . , (k − 1)/2},
Bs = ((0, s), (0, s), (0, s2), . . . , (0, sk−1)) for all s ∈ S,
C(h,t) = ((0, t), (h, t), (2h, t2), . . . , ((k − 1)h, tk−1))
for all (h, t) ∈ {1, 2, . . . , (k − 1)/2} × T .
We point out that the Aj are of type k while the Bs and the C(h,t) are of type 1. It is
readily seen that for i = 1, . . . , (k − 1)/2 we have
iAj = {(ij , 0), (−ij , 0)},
iBs = {0} × [s(i − 1)〈−〉],
iC(h,t) = {±ih} × (t (i − 1)〈〉).
Hence we have:
(k−1)/2⋃
j=1
iAj = (Zk − {0})× {0},
⋃
s∈S
iBs = {0} × ((i − 1)S〈−〉)= {0} × (Zm − {0}),
(k−1)/2⋃
h=1
⋃
t∈T
iC(h,t) =
(k−1)/2⋃
h=1
{±ih} × [(i − 1)T 〈〉)] = (Zk − {0})× (Zm − {0}).
The above equalities imply that the collection
F=
{
Aj | 1j k − 12
}
∪ {Bs | s ∈ S} ∪
{
C(h,t) | 1h k − 12 ; t ∈ T
}
is the set of base cycles of a cyclic SkS(kv).
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Now note that the collections of k-cycles
P= {A1} ∪ {Bs + (x, 0) | 0xk − 1; s ∈ S}∪
{C(1,t) + (x, 0) | 0xk − 1; t ∈ −S},
Qj = {Aj + (0, y) | 0ym− 1} with 2j k − 12 ,
R(h,t) = {C(h,t) + (0, y) | 0ym− 1}
with
(
2h k − 1
2
and t ∈ T
)
or (h= 1 and t ∈ S)
are parallel classes of our SkS(km). Let us examine how Zk ⊕ Zm acts on them.
The stabilizer ofP is Zk ⊕ {0} and hence its orbit is [P] = {P+ (0, y) | 0ym− 1}.
The cycles appearing in [P] are exactly those belonging to the orbits of the cycles A1, Bs
with s ∈ S, and C(1,t) with t ∈ −S. Also, no cycle appears in [P] more than once.
For j = 2, . . . , (k − 1)/2, the parallel class Qj is ﬁxed by Zk ⊕Zm and it consists of all
cycles belonging to the orbit of Aj .
Finally, for (h, t) ∈ ({2, . . . , (k − 1)/2} × T ) ∪ ({1} × S), the stabilizer of R(h,t) is
{0} ⊕ Zm and hence its orbit is [R(h,t)] = {R(h,t) + (x, 0) | 0xk − 1}. The cycles
appearing in [R(h,t)] are exactly those of the orbit of C(h,t) and none of them appears more
than once.
This orbit analysis allows to conclude that the parallel classes listed above are the base
parallel classes of a cyclic KkS(km). The assertion follows. 
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