We prove, using a theorem of W. Schmidt, that if the sequence of partial quotients of the continued fraction expansion of a positive irrational real number takes only two values, and begins with arbitrary long blocks which are ''almost squares,'' then this number is either quadratic or transcendental. This result applies in particular to real numbers whose partial quotients form a Sturmian (or quasi-Sturmian) sequence, or are given by the sequence (1+ (NnaM mod 2) ) n \ 0 , or are a ''repetitive'' fixed point of a binary morphism satisfying some technical conditions.
INTRODUCTION
It is generally believed that the partial quotients in the continued fraction expansion of an algebraic real number of degree > 2 are ''random.'' In particular it is conjectured that an irrational real number whose continued fraction expansion has bounded partial quotients is either quadratic-in which case the sequence of partial quotients is ultimately periodic-or transcendental. (It seems that the question has been first asked by Khintchine [35] , see the quotation in [54] .)
Although this conjecture seems quite out of reach, some particular cases of it are known to be true, if the sequence of partial quotients has extra properties [9, 40, 43] . In particular the third author proved the following theorem [49] .
Theorem 1 (Queffélec) . Let a and b be two distinct positive integers, and let (u n ) n \ 0 be the Thue-Morse sequence on the alphabet {a, b} (i.e., u n =a if the sum of the binary digits of n is even and u n =b if the sum of the binary digits of n is odd). Then the number x=[0, u 0 , u 1 , u 2 
, ...] is transcendental.
One of the key ideas in the proof is the use of a theorem of Schmidt in [53] , which roughly says that an algebraic nonquadratic real number cannot be approximated too closely by quadratic numbers. The methods in Queffélec's proof were inspired by a paper of the second author [23] (some of the techniques of which were actually already given in [22] ), where the following result is proved. In [23] the second author asks whether the condition ''to have an infinite number of even-indexed convergents that have even numerators'' is verified by almost all irrational numbers a. This question was answered positively in [31] . Our main theorem below shows in particular that all numbers x(a), for a irrational, are transcendental. Before stating our main theorem we recall definitions and notations:
Theorem 2 (Davison). Let a be a positive irrational number. Define the sequence of integers (u n ) n \ 0 on {1, 2} by u n =1+(NnaM mod 2). If the continued fraction expansion of a has an infinite number of even-indexed convergents that have even numerators, then the real number x(a)
:
Definitions and Notations
-The block-complexity p of a finitely-valued sequence is defined by: for all n \ 1, p(n) is the number of blocks of length n that occur in the sequence.
-A finitely-valued sequence is called quasi-Sturmian if it not ultimately periodic, and if its block-complexity p has the property that there exist two positive integers n 0 and c such that p(n) [ n+c for n \ n 0 .
-A sequence (t n ) n \ 0 is called Sturmian if and only if it satisfies, for some irrational a ¥ (0, 1) and some real number b, either t n =N(n+1) a+bM − Nna+bM for all n \ 0 or t n =K(n+1) a+bL − Kna+bL for all n \ 0. (Here, as usual, NyM and KyL denote the lower and upper integer parts of y.)
-If W is a word on a finite alphabet A, i.e., an element of the free monoid generated by A for the concatenation, we denote by |W| its length, i.e., the number of its letters.
-In the sequel morphism means homomorphism of the free monoid.
- 
A COMBINATORIAL CONSEQUENCE OF SCHMIDT'S THEOREM
In this section we give a combinatorial condition on the continued fraction expansion of an irrational number t which, via the nice theorem of Schmidt in [53] , implies the transcendence of t. This result is written ''between lines'' in [23] and [49] . Before stating Schmidt's theorem [53] , we first recall a definition. 
We will need the following lemma on continued fraction expansions. Lemma 1. 
Let t ¥ (0, 1) be a number with periodic continued fraction expansion
Since t ¥ (0, 1), we have p n [ q n for every n \ 1, hence, since the sequence (q n ) n \ 0 is nondecreasing, 
In order to apply Schmidt's theorem, it suffices to prove that there exists a real number B > 3, such that q
In fact this will then give
TRANSCENDENCE OF STURMIAN FRACTIONS
Now, in order to prove the existence of such a B, it suffices to prove that the inequality 3 log q |U k | < 2 log q |U k V k | holds: we have
A SEMIGROUP OF MATRICES
In this section we study a semigroup of matrices that was already studied in [22] . The version we give here for the sake of completeness is slightly different. 
.
We denote by S(A, B) the semigroup under matrix multiplication generated by A and B. We also define 
Remark 1.
• We denote the trace of a matrix M by tr(M), its spectral radius by r(M), and its L 2 -norm by ||M||. Note that for any real square matrix we have ||M||=`r(M t M) . Hence, since the matrices A and B are symmetric, we have ||A||=r(A) and ||B||=r(B).
• We have S(A, B)=S
(the determinant of every matrix X in S(A, B) is equal to ± 1).
• X ¥ S + (A, B) if and only if X can be expressed as the product of elements of a word on the alphabet {A, B} with even length \ 2.
•
Remark 2.
• For any X ¥ S + (A, B), the equation F X (x)=x has two distinct solutions that we denote by x X and y X , with x X < y X . It is clear that, if x X < x < y X , then x < F X (x) < y X , and if x > y X , then F X (x) < x.
We now state the main theorem of this section. 
Before proving this theorem we need six lemmas describing properties of the semigroup S(A, B).
Proof. We write X as a word of length say n on the alphabet {A, B}. The inequalities clearly hold if n=1, since then X=A or X=B. The general case is proved by induction on n. L Remark 3. In [22] a different result is proved, namely that the set T of all 2 × 2 matrices X=( Of course this semigroup contains the semigroup generated by A and B. We will only need the inequality a \ d, but to prove it by induction we needed either the semigroup T or Lemma 2 above.
Proof. As noted, the matrix M has real distinct eigenvalues. It is easy to see that
Now tr(X)=a+d, and tr(MX)=am 1 +bm 3 +cm 2 +dm 4 . Hence
We have the following inequalities
).
Proof. We have:
(Hint: to prove for example the inequality y BA < y B , the reader can consider the function
Proof. The proof is by induction on the (odd) length of X as a word on the alphabet {A, B}.
which is true since
This is a consequence of Lemma 4 above which gives
The possible values of
. These four numbers are positive: namely, using the induction hypothesis we have F X (x AB ) \ x BA , and the claim is a consequence of the inequality (see Lemma 4)
g and bx AB +a have the same sign, which gives b
Hence, using Lemma 4, the remark that x A 2 =x A and x B 2 =x B , and the induction hypothesis, we have
Since
Now, using Equation (1) again, we have two cases
Hence, finally,
and the lemma is proved. L Lemmas 3 and 5 easily give the following lemma.
The previous lemma will imply the following result.
given by a word on {A, B} of length n, and where the matrix A occurs k times. We have
In either cases the result is clear.
If
is given by a word of length (n − 2) where the matrix A occurs (k − 1) times (the trace of a product of matrices is invariant when the matrices are cyclically permuted). Hence, using Lemma 6, we have tr(W n (A, B)) > r(AB) tr(W n − 2 (A, B) ). An easy recurrence on n odd ends the proof.
We are now ready for the proof of Theorem 5.
Proof of Theorem 5. We first write
where W n (A, B) is an element of S(A, B) of length n.
We now prove the upper bound. Let k be the number of A's in W n (A, B), we have
Let us prove the lower bound, i.e., if
(the cases d=1/2 and 1/2 < d [ 1 are similar). Since the sequence (q n ) n \ 0 is nondecreasing we may take the lim inf over odd integers. Let n be a large odd integer. Suppose that Ä{j ¥ {0, 1, ..., n}, u j =a}=k < n/2. We have
hence, using Lemmas 2 and 7,
Let l > m be the (real) eigenvalues of the matrix B. We have l > 1 and |m| < 1. Hence
. L
TRANSCENDENCE OF BINARY CONTINUED FRACTIONS
In this section we combine Theorems 4 and 5 to obtain transcendence results for real numbers whose infinite continued fraction expansion contains only two different partial quotients.
A General Theorem
We begin with a general theorem. 
This inequality is in particular satisfied, if either a \ 2 and c > 1.64803, or a=1 and c \ 1.7.
Proof. Let d be the frequency of a's in the sequence (u n ) n \ 0 . Using Theorems 4 and 5, we see that it suffices to prove that
where
with r=log r(A), s=log r(B), and t=log r(AB).
Using that t=log r(AB) [ log ||AB|| [ log(||A|| ||B||)=log(r(A) r(B))= r+s, and that r < s (since a < b), we see that H(d) is nondecreasing for
Now it is easy to compute the spectral radii of A, B and AB,
We thus have c > 1, 2) and the larger to (12, 13) . It then suffices to show that F (12) and F (13) are positive, which is straightforward.
Remark 4. Note that the constants given in Theorem 6 are not optimal. A more precise computation shows for example that the constant 1.7 in the second case can be improved to 1.69333.
Sturmian Sequences and Binary Sequences of Subaffine Block-Complexity
Sturmian sequences were defined in the introduction. We recall that a sequence u=(u n
Sturmian sequences are exactly the sequences whose block-complexity satisfies p(n)=n+1 for all n \ 1 (i.e., the sequences containing exactly n+1 factors-or subwords-of length n for all n \ 1): see the paper of Morse and Hedlund [44] , see also the paper of Coven and Hedlund [19] . Since Morse and Hedlund also proved in [44] that a sequence such that there exists an n for which p(n) [ n must be ultimately periodic, Sturmian sequences are the ''simplest'' sequences on two letters that are not ultimately periodic.
The next proposition is probably classical. The proof we give was inspired by Berstel [10, 11] (see also [39] ).
Step 2 can be found in [36] . [0, a 1 , a 2 , a 3 , . ..]. Let (X n ) n \ − 1 be the sequence of words on {0, 1} defined by
1, and, for n \ 2, X n =X a n n − 1 X n − 2 . We further define, for n \ 2, the words Z n and T n by X n =Z n T n and |T n |=2. We then have the following properties.
3. For n \ 3, the word X n+2 begins with X 1+a n+1 n Z n − 1 . 4. For every n \ 1, the word X n is the prefix of length q n (q n is the denominator of the n-th partial quotient of a) of the characteristic Sturmian sequence (N(n+1) aM − NnaM) n \ 1 . (N(n+1) aM − NnaM) n \ 1 begins with the square X n X n whose length is arbitrarily large as n Q ..
For every n \ 5 the characteristic Sturmian sequence

Proof.
1. This is clear from the definition of X n . 2. (See [36] .) We prove this relation by induction. We first check it for n=3:
which is exactly X 2 Z 3 . Now we suppose that, for some n \ 3,
We note that
We thus have
i.e.,
We have
Hence X n+2 begins with X a n+1 n X n − 1 X n (remember a n+2 and a n+1 are both \ 1), i.e., with X a n+1 n X n − 1 Z n which, from the previous assertion, is equal to X a n+1 n X n Z n − 1 and we are done.
TRANSCENDENCE OF STURMIAN FRACTIONS
4. This is very classical and goes back to Smith [56] . 5. This assertion is an easy consequence of Assertions 3 and 4. L Remark 5. A different proof that a characteristic Sturmian sequence begins in arbitrarily long squares can be deduced from a result in [51] (which is dual to a result in [7] 
(0).
We prove now that this repetition property is actually true for all Sturmian sequences.
Proposition 2. Any Sturmian sequence u begins in arbitrarily long squares.
Proof. Let u be a Sturmian sequence. We can assume that u takes values 0 and 1. We recall that a block (or factor) w of the sequence u is called right special if both w0 and w1 are factors of u. It is called left special if both 0w and 1w are factors of u. It is called bispecial if it is both right and left special. Since the block-complexity of our sequence u satisfies p(n+1) − p(n)=1, there is for each n exactly one right special factor of length n and exactly one left special factor of length n. Hence for each left special factor w of the sequence u there exists a unique letter a ¥ {0, 1} such that wa is also a left special factor.
If u is a characteristic Sturmian sequence the result holds from Proposition 1. If the sequence u is not characteristic, then it begins in only finitely many left special factors. (If infinitely many prefixes were left special factors, then both sequences 0u and 1u would be Sturmian, and it is easy to see that this implies that the sequence u is a characteristic sequence, see for example [39, Proposition 2.
1.22]).
Since u is not ultimately periodic and since it is uniformly recurrent (each factor occurring in u occurs infinitely many times and with bounded gaps), it follows that u begins in an infinite number of right special factors. Thus u begins in infinitely many right special factors (w n ) which are not left special. Let w be a right special factor of u. By a first return to w we mean a factor z of u with exactly two occurrences of w, one at the beginning of the word and one at the end of the word. We will need the following lemma.
Lemma 8. Let w be right special and let z be a first return to w. Then |z| [ 2 |w|+1.
Proof. Since u contains exactly |w|+1 many factors of length |w|, if |z| > 2 |w|+1 there would exist a factor v ] w of u of length |w| which occurs at least twice in z. Hence z contains a factor t which is a first return to v. It follows that w does not occur in t and hence no prefix of t of length greater than or equal to the length of v is right special. But then every occurrence of v in u is an occurrence of t in u. Since v is a suffix of t it follows that u is ultimately periodic, a contradiction. Hence |z| [ 2 |w|+1 . L It follows from the above lemma that a first return to w is either of the form wv for some factor v of length |v| [ |w| or of the form waw for some letter a ¥ {0, 1}. Each right special factor w has exactly two first returns, and exactly one is right special. Now suppose w is a prefix of u which is right special but not left special. Then u begins in a first return to w. If u begins in a first return to w of length [ 2 |w| then u begins in a square. Otherwise u begins in a first return to w of the form waw for some letter a ¥ {0, 1}. Note in this case the other first return to w is of the form wv with |v| [ |w|. In fact, if the other first return to w were of the form wbw with b ] a, then w would be left special contrary to hypothesis. Case 1. waw is right special. If u begins in a first return to waw of length [ 2 |waw| then u begins in a square. Otherwise u begins in a first return to waw of the form wawbwaw. Since w is not left special, a=b and hence u begins in the square wawa.
Case 2. waw is not right special. In this case wv (the other first return to w) is right special, every occurrence of waw is an occurrence of wawv (otherwise u would be ultimately periodic) and there exists n \ 1 so that wawv n is right special and u begins in wawv n . In this case we claim that each first return to wawv n is of length [ 2 |wawv n |. In fact suppose to the contrary that a first return to wawv n is of the form wawv n bwawv n . Since w is not left special, a=b and so we have that u contains the factor wawv n awawv n . Since w is a suffix of wv n (in fact w is a suffix of wv), the word wawv n awawv n contains wawaw as a factor. But since we are in the case where waw in not right special, the word wawaw cannot occur in u for otherwise u would be ultimately periodic. Thus u begins in a first return to wawv n of length [ 2 |wawv n | and hence u begins in a square.
Thus we proved that u always begins in a square. But since the right special factors w can be taken to be arbitrarily long, it follows that the squares generated at the beginning of u are also arbitrarily long. This concludes the proof of Proposition 2. L Remark 6.
• A slight variant of the above argument can be used [33] to show that for each Sturmian word u and for every positive integer n, the sequence u begins in an infinite number of factors of the form XXx where x is a prefix of X and |x| \ n. Also in [33] the authors give necessary and sufficient conditions ensuring that |x|/|X| is bounded away from zero.
• Damanik, Killip, and Lenz gave recently an independent proof of Proposition 2 above in [20] .
• For squares anywhere in Sturmian sequences see [48] . For ''almost cubes'' anywhere in Sturmian sequences in relation with a transcendence result see [28] . For maximal powers occurring anywhere in characteristic Sturmian sequences and in Sturmian sequences see [11, 15, 21, 51, 57] . For a related question, see [34] .
The next proposition states that a quasi-Sturmian sequence is a simple transformation of a Sturmian sequence. First it is not hard to see that a sequence is quasi-Sturmian if and only if there exist two positive integers n 1 and cOE such that p(n)=n+cOE for n \ n 1 [18, Lemma 1.3] . The following result is due to Paul [46] in the uniformly recurrent case, and to Coven [18] in the general case (see also [1, 2, 16, 26, 28, 32] ). We give here the formulation in [16] (where the term ''quasi-Sturmian'' seems to have been used for the first time).
Proposition 3. A sequence u on the alphabet S is quasi-Sturmian if and only if it can be written as u=wk(v), where w is a finite word, v is a Sturmian sequence on the binary alphabet {0, 1}, and k is a morphism from
We can now state a theorem that addresses the first assertion in the main theorem given in the introduction. Proof. The theorem is a consequence of Theorem 6 and of Propositions 2 and 3. L
Sequences (1+([na] mod 2)) n \ 1
We prove here the second assertion in the main theorem stated in the introduction, hence generalizing the result of the second author in [23] (see also [31] ). We first need the following proposition.
Proposition 4. Let a be an irrational real number. Let (v n ) n \ 1 be the sequence defined by v n = (NnaM mod 2) . This sequence begins with infinitely many words U k V k , such that: |U k | Q ., the word V k is a prefix of the word mod 2) . We thus can restrict ourselves to 0 < a < 2. We distinguish two cases, 0 < a < 1 and 1 < a < 2.
If the sequence u=(u n ) n \ 1 begins with a square XX, and if X contains an even number of 1's, then the sequence v=(v n ) n \ 1 also begins with a square of same length. Taking the notations of Proposition 1 above, we have that u begins with X n X n . The number of 1's in X n , say r n , satisfies a recurrence relation coming from the recurrence relation for X n , namely -n \ 2, r n+2 =a n+2 r n+1 +r n .
We thus see that if all r n are odd for n large enough, then all a n are even for n large enough. Hence we have two cases:
• either there are infinitely many n's such that r n is even. For these n's the square X n X n in the sequence u gives rise to a square of same length in the sequence v, and we are done.
• or all r n are odd from some point on. This implies that all a n are even for n large enough. Hence either the a n 's are all equal to 2 from some point on, or there are infinitely many n's such that a n is larger than or equal to 4.
f Suppose there are infinitely many n's such that a n is larger than or equal to 4. For these n's, the sequence u begins with X n X n X n X n (actually with X n X n X n X n X n , from Proposition 1). We proceed as above, replacing X n in the previous case by (X n X n ) that does contain an even number of 1's.
f
contains an even number of 1's, the word (X n X n )(X n Z n − 1 ) gives rise to a word V n W n in the sequence v such that W n is a prefix of V n , and
Since all a n 's are equal to 2 from some point on, this quantity converges to 2+`2 2 =1.70710... > 1.7 (remember that q n+2 =a n+2 q n+1 +q n =2q n+1 +q n for n large enough) and we can apply Theorem 6.
In order to ensure that a square (or an ''almost-square'') in the sequence u gives rise to a square (or to an ''almost-square'') in the sequence v, it suffices that the number of 1's and the length of the word that is (almost) repeated have the same parity. Taking the notations of Proposition 1 above, we have that u begins with X n X n . Let again be r n the number of 1's in the word X n , and let a n be the length of X n . These quantities satisfy the (same) recurrence relations -n \ 2, r n+2 =a n+2 r n+1 +r n , -n \ 2, a n+2 =a n+2 a n+1 +a n .
Hence their sum R=r+a also satisfies the same recurrence relation
Thus we can argue exactly as above, replacing r n by R n . L Remark 7. Let a be an irrational real number. Generalizations of the sequence (u n ) n \ 1 defined by u n =1+(NnaM mod 2), considered above as well as in [23] and [31] , were also studied from the point of view of their (block-)complexity function in [52] , and from a geometrical and arithmetical point of view in [24] and [25] . These sequences were also studied in [29] .
We are now ready for the following theorem. -As noted in Remark 4, the constant 1.7 in Theorem 9 above is not optimal. In particular it can be replaced by 1.69333.
-This theorem applies for example to the doubling period sequence defined as the fixed point of the morphism 1 Q 12, 2 Q 11, where 1 and 2 can be replaced by any two distinct integers. Namely, this sequence begins with (1211)(121) and 7/4=1.75 > 1.7.
-This theorem applies to the Thue-Morse sequence on any alphabet {a, b} provided inf{a, b} \ 2. Namely the Thue-Morse sequence on {a, b} is the fixed point beginning in a of the morphism a Q ab, b Q ba. Hence it begins with (abb)(ab) and 5/3 > 1.64803. But this theorem does not apply to the Thue-Morse sequence on {1, b} for any b > 1. In this case a more precise computation is needed (see [49] , see also below). Note that the methods to compute the traces of products of matrices given by the Thue-Morse sequence in [49] can be compared to the results in [5] and [8] that have applications in physics (see [47] for a history of the subject).
-This theorem slightly modified also applies to the number r 0 occurring in [17, 
Then u=(u n ) n \ 1 where u n =Na(n+1)M − NanM for all n \ 1 and a is given by a=[0, a 1 +1, a 2 , a 3 , a 4 , . ..] where (a n ) n \ 1 is the sequence of run lengths in t:
The sequence (a n ) n \ 1 is the fixed point of the morphism 1 Q 121 and 2 Q 12221 (see for example [4, p. 307] or [55, p. 354] ; other occurrences of this sequence can be found in [3, 14] ). As in the previous example, we deduce that a is a transcendental number (of course a is a homographic image of the number r 0 above). But a is also equal to the frequency of 1 in u, hence the frequencies of 0 and 1 in u are each transcendental. Moreover, Berthé showed in [12] that the frequency of each block v occurring in u can be written as aa+b where a and b are integers obtained from the continued fraction expansion of a. Hence we deduce that the frequency of each block v in u is transcendental. Note that a general result on the composition of morphisms ''along'' a morphism as in the definition of the sequence u above (including examples with transcendental frequencies) can be found in [58] . -In the examples above, the existence of frequencies is a consequence of the primitivity of the morphisms. But the primitivity is not needed. It is easy to modify slightly the arguments above to prove that the result holds for the Chacon sequence that is the infinite fixed point of the non-primitive morphism 1 Q 1121, 2 Q 2, where 1 and 2 can be replaced by any two distinct integers. Namely this sequence begins with arbitrarily large squares (since it begins with 11). Furthermore the frequencies exist, this is for example a consequence of a result proved in [27] : the Chacon sequence can be obtained by first taking the fixed point beginning with C of the (primitive) morphism on the alphabet {A, B, C} defined by A Q AB, B Q CAB, C Q CCAB, second by taking the pointwise image of this fixed point by the map A Q 2, B Q 1, C Q 1.
-As a consequence of a result of Baker [9] (the example below is explicitly given in [54] ), if the continued fraction expansion of z is z : =[0, 1, 2, 2, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 2, 1 .., then z is transcendental. Note that this sequence of partial quotients is a fixed point of the morphism on {0, 1, 2} defined by 0 Q 01, 1 Q 22, 2 Q 11 that is not primitive. The sequence of partial quotients is not minimal, since it contains arbitrarily long runs of 1's, hence contrarily to the Chacon sequence above, it cannot be obtained as the pointwise image of a primitive morphism (see [30] ). Note also that no tail of this sequence begins with arbitrarily long ''almost squares''. Hence the number z is a typical example of a real number whose transcendence cannot be obtained using the results above.
The second author noted experimentally in 1997 that the denominators q n of the convergents of the real number x :=[0, 2, 1, 1, 2, 1, 2, 2, 1, . ..] (whose partial quotients are given by the Thue-Morse sequence on {1, 2}) have the property that the limit of q 1/n n when n goes to infinity exists. This result and much more was recently proved by the third author [50] . Define the Lévy constant of the real number x :=[a, a 0 , a 1 , a 2 , . ..] to be the limit, if it exists, lim n Q . log(q n )/n, where q n is the denominator of the n-th convergent of the continued fraction expansion of x. It is known [37] that almost all positive real numbers have a Lévy constant, equal to p 2 /12 log 2. The third author proved in [50] the existence of the Lévy constant for any positive real number whose continued fraction expansion is a fixed point of a primitive morphism. Combined with Theorem 4, this statement implies the following result [50] . tends to a limit when n Q .. We suppose that the sequence u=(u n ) n \ 1 is the fixed point of a primitive morphism. Let W be the closure of the orbit of the sequence u under the shift S. The primitivity hypothesis for the morphism implies the existence of a unique shift-invariant probability measure n on W. Let j be the map that associates with the sequence (w n ) n \ 1 ¥ W the real number  [0, w 1 , w 2 , . ..]. We know from Assertion (2) in Lemma 1 that j is continuous. Furthermore it is clear that j p S=T p j. Now Since j is continuous, and since the compact set j(W) does not contain 0, the function log p j is continuous on W. The existence of the limit of
log(j(S j (u))) when n Q . is then a consequence of the following results due respectively to Oxtoby [45, Assertion (5.5)], and to Michel [41, 42] .
Theorem 11 [45] . Let K be a compact set and S a continuous transformation on K. The following statements are equivalent:
• the dynamical system (K, T) is uniquely ergodic, • for each continous function f on K, it holds that (f(x)+f(S(x))+ · · · +f(S n − 1 (x)))/n converges uniformly on K to a constant.
Theorem 12 [41, 42] . Let W be the closure of the orbit under the shift S of a sequence that is a fixed point of a primitive morphism, then the dynamical system (W, S) is strictly ergodic (i.e., minimal and uniquely ergodic).
CONCLUSION
Finding arbitrarily long ''almost squares'' at the beginning of the sequence of partial quotients in a continued fraction expansion was the key point in proving the transcendence results above. Note that [28] (see also [6] ) proves transcendence results of real numbers whose base b expansion contains arbitrarily long ''almost cubes'' anywhere. In the same vein, finding long squares in a sequence of potentials was the key point for the study of the spectrum of one-dimensional Schrödinger operators in [13] .
