I. INTRODUCTION
This correspondence is motivated by the comments of Gu et al. [1] on the convergence analysis of the method presented in [2] for the blind separation of instantaneous linear mixtures of signals (sources). This method is based on a cost function J which combines a constant modulus (CM) term with a cross-correlation term using a weighting parameter . The basic premise of this cost function is that the CM term allows for the blind extraction of a single signal while the cross-correlation term prevents the extraction of the same signal multiple times.
Since J is not a quadratic form of the separating system coefficients and involves higher order statistics, we carried out in [2] an analysis of its stationary points to illustrate the suitability of the proposed method for multiuser communication applications. In the sequel, we present our reply to the two comments made in [1] regarding this analysis.
II. REPLY TO COMMENT 1
The first comment refers to the desired stationary points where each output extracts a single and different signal. Despite the result being correct, Gu et al. point out that our demonstration of them being local minima is incomplete. Gu et al. provide in [1] proof of our statement based on examining the cost function when a small number is added to the desired stationary points. We recognize that the demonstration in [2] is not complete because we only examined the determinant of all the upper left submatrices of the Hessian matrix H G J at the desired stationary points [2, Eqs. (20) and (25)]. Since some of these determinants are equal to zero, we should have examined the determinant of all the principal submatrices to ensure that H G J is positive semidefinite. It is straightforward to show that these two equations vanish only when = 1. As a consequence, the convergence to the undesirable stationary point given by (6) can be avoided by simply selecting 6 = 1. Unfortunately, the existence of other undesirable minima in group 6 is still an open question and a more detailed analysis should be carried out in order to provide a definitive answer. Nevertheless, we want to recall that the analysis of the stationary points in J is rather cumbersome and for this reason we only considered two sources and a two-output separating system. We did not succeed in extending the analysis to the general case of N sources. On the other hand, we investigated in [3] a more general family of cost functions for blind source separation which utilizes the Shalvi and Weinstein criterion 1 for blind equalization [4] and fourth-order cross cumulants, instead of cross correlations. Both terms are related through a weighting parameter that we denoted by . The stationary point analysis of is carried out in [3] for the general case of N complex-valued sources. If all the sources are either sub-Gaussian or super-Gaussian, we show that the condition > 0 is sufficient to guarantee that the desired stationary points where each output extracts a single source are local minima. In addition, the condition > 1 is sufficient to ensure that the cost function does not contain any undesired local minima. Comment 2 does not apply to since no similar counterexample can be provided to refute that it does not contain undesired local minima. The pitfall in the convergence analysis of [2] does not occur in [3] .
I. INTRODUCTION
Direction-of-arrival (DOA) estimation using an array of spatially distributed sensors has received a significant attention in the signal processing literature. Initial motivation was the military framework with applications such as radar and sonar. More recently, DOA estimation has also been applied to other frameworks such as friendly communication. For these numerous applications, the resolving power of the algorithm is of the utmost importance. This is why various algorithms have been proposed in the literature with a resolution which is better than 
