In this paper we address the problem of identifying differences between populations of trees. An example of such populations are estimations of the context tree of a Variable Length Markov Chain, an important modeling tool that have been used recently for protein classification without sequence alignment. Our approach is based on a hypothesis test proposed recently by Balding et al (2004) (BFFS-test), which involves a Kolmogorov type statistics that roughly speaking, maximizes the difference between the expected distance structure that characterize the samples of the populations. This characteristic make it suitable even for applications where the populations have the same expected mean tree, but a different occupancy node probability (marginal expected value) at some node. A naive approach to calculate effectively the test statistic is quite difficult, since it is based on a supremo defined over the space of all trees, which grows exponentially fast. We show how to transform this problem into a max-flow over a network which can be solved using a Ford Fulkerson algorithm in polynomial time on the maximal number of nodes of the random tree. We also describe conditions that imply the characterization of the measure by the marginal distributions of each node (occupancy node probabilities) of the random tree, which validate the use of the BFFS-test for measure discrimination. We study the performance of the test via simulations on Galton-Watson processes. We also discuss a real data example of genomics. We consider a protein functionality family as a random variable assuming values in the space of context trees and conjecture that different families induce different random variables. The context tree of a protein is then seen as a realization of the random variable corresponding to its family. We test (simultaneously) differences among 10 families of proteins, transforming their amino acid chains into trees via the PST algorithm from .
Introduction
Random trees have long been an important modeling tool. Tree models arise naturally when a collection of observed objects are all descended from a common ancestor via a process of duplication followed by gradual differentiation. There are two broad approaches to constructing random evolutionary trees in this setting: forwards in time "branching process" models, such as the Galton-Watson process, and backwards-in-time "coalescent" models such as Kingman's coalescent introduced in Kingman (1982) . But there are other trees in the statistics and computer science literature, like phylogenetic or evolutionary trees, probabilistic trees, search trees, tries and others, all of them with particularities related to the field of applications from whom have arisen. Some important references, among others, for these constructions are Holmes (1999) for the classical approach to phylogeny, Sturmfels and Patcher (2005) for the new ideas of algebraic statistics and Devroye (1998) for the classical computer science approach to probabilistic trees, tries and its relationships with branching processes.
In this paper we consider trees that have a root and evolve forward in time in discrete generations, and each parent node has up to m offspring nodes in the next generation, as in Balding, Ferrari, Fraiman and Sued (2004) , BFFS from now on. Otter (1949) and Neveu (1986) define a tree as a subset of the nodes satisfying the condition "son present implies father present", the natural sigma algebra is the minimal one containing cylinders, sets of trees defined by the presence/absence of a finite number of nodes. The natural topology is the one generated by the cylinders as open sets. Under distances associated to this topology the space of trees is a compact metric space. In this context, BFFS prove law of large numbers for empiric samples of trees and an invariance principle on the space of continuous functions defined on the space of trees. In many cases, binary search trees, tries, and other probabilistic trees can be embedded into this set-up, see for instance Devroye (1998) . Also, metric spaces of finite trees have been considered in Leonardi (2007) to study the evolutionary tree associated to the phylogeny of the FGF and Globin protein families.
The BFFS test is a Kolmogorov-Smirnov-type goodness-of-fit test for the one-sample and twosample problems. We address the following topics related to this test: (a) the identifiability of the measure by the test statistic, (b) the computability of the test statistic (c) examples via Monte Carlo simulation for Galton-Watson related trees and (d) an example of simultaneous comparison of the coherence of 10 protein families.
The statistic for the two-samples BFFS test is a supremum over t ∈ T of the difference of the empiric mean distances of t to each of the two samples,
see (8) and (12) later, and the analogous for the one-sample problem. We prove that the test works for quite general distributions on the space of trees, but do not distinguish between measures with the same marginal distributions on each node (occupancy node probabilities). When the random trees have a Markovian structure as defined in (14) we show that the marginals identify the measure. In this case the function g T also identifies the measure describing the law of T ; here g T (t), defined in (8) is the distance between the d-mean tree associated to T and the tree t. This is done in Section 2 where we also introduce the BFFS test.
The computation of the test is a priory a difficult task; a naive search would involve an exponential complexity of the algorithm on the number of potential nodes. A major point of this paper is to show that the problem can be re-expressed as to find the maximal flow on a graph constructed as a function of the sample(s). The approach is inspired on the search of the Maximum a Posteriori in Bayesian image reconstruction using the Ising model, as proposed by Greig, Porteous and Seheult (1989); see also Kolmogorov and Zabih (2004) . The max-flow problem can be solved in a polynomial time on the number of nodes of the maximal tree, using Ford-Fulkerson type algorithms. In Section 3 we develop the algorithm to calculate the BFFS test statistic. In Section 4 we try the test on several examples, in particular in the Galton-Watson process, an example of law determined by the expectation of the distance g T . The performance of the test is explored using Monte-Carlo methods.
In Section 5 we show an example of simultaneous comparison of the coherence of 10 protein families, performed using a two step procedure:
1. First we associate a tree to each amino acid chain via the Probabilistic Suffix Trees (PST) algorithm; obtaining 10 samples of trees of maximum depth 3.
2. Second, we apply a Bonferroni correction to the 45 pairwise BFFS based comparisons, that means, we perform each test with a level of significance of α = 0.05/45 = 0.001 to get a simultaneous comparison of the 10 families, with overall level α = 0.05.
Despite the crude nature of the Bonferroni method, the hypothesis of equal distribution is rejected, confirming the coherence of the selected protein families. The procedure is described in some detail in Section 5.
The proofs of selected results can be found in the Appendix.
Trees, distances and tests
Start defining a full tree. Consider an alphabet A = {1, . . . , m}, with m ≥ 2 integer, representing the maximum number of children of a given node of the tree. Let V = ∪ n≥0 ({1} × {1, . . . , m} n ) = {1, 11, 12, . . . , 1m, 111, 112 . . . }, the set of finite sequences of elements in A, all of them starting with the symbol 1. Elements of V are called nodes and the node 1 is called root of the tree. The full tree is the oriented grapht = ( V , E) with edges E ⊂ V × V given by E = {(v, va) : v ∈ V , a ∈ A}, where va is the sequence obtained by concatenation of v and a. In the full tree each node has exactly m outgoing edges to its offsprings and one ingoing edge from her father, except for the root who has only outgoing edges. The node v = 1a 2 . . . a k is said to belong to the generation k; in this case we write gen(v) = k. Generation 1 has only one node, the root.
We define tree as a function t : V → {0, 1} satisfying
for all v ∈ V and a ∈ A. If t(1) = 0 we get the empty tree. Let T be the set of trees. Abusing notation, a tree t is identified with the graph t = (V, E) with V = {v ∈ V : t(v) = 1} and (3)
The depth of the tree t is defined by max{gen(v) : v ∈ t}. Figure 1 shows a tree of depth 2. Let φ : V → R + be a strictly positive function such that v∈ e V φ(v) < ∞ and consider the distance
With this distance (T , d) becomes a compact metric space. We denote B the σ-field of Borel subsets of T , induced by the metric d.
In particular we use the function
for z < m −3/2 .
A random tree with distribution ν is a measurable function
for any Borel set A ∈ B, where (Ω, F , P) is a probability space and ν a probability on (T , B). The expected distance from a tree t to a random tree T is defined by
For a random sample T = (T 1 , . . . , T n ) of T (independent random trees with the same law as T ), the empiric expected distance of a tree t to the sample is defined by
BFFS show a law of large numbers, that is, as n → ∞ g T (t) converges uniformly to g T (t) and an invariance principle, that is, the process
converges weakly to a Gaussian process with mean zero and the same covariances as the process
. When T is non countable the condition z < m −3/2 is necessary for the invariance principle, where z is the parameter entering in the definition of the distance (5) and (6) . In the particular case m = 2 this condition reads z < 2 −3/2 ∼ 0.3535.
The BFFS test for differences of populations Let ν, ν * be distributions on T . The twosample problem is to test
using i.i.d. random samples T = (T 1 , . . . , T n ) and T * = (T * 1 , . . . , T * m ) with distribution ν and ν * respectively. BFFS propose the statistic
which under H 0 has approximately the law of the supremum over t of a Gaussian process indexed by t ∈ T . Determining the quantiles q α using the asymptotic law, the null hypothesis is rejected at level α when sup
If ν and ν * are unknown, a Monte Carlo simulation is devised to obtain the quantiles, using bootstrap techniques to "sample from the samples". See Sections 4 and 5.
Do the mean distances determine a measure? When the mean distances g T determine the probability ν we can use g T for statistical tests comparing measures. We show in Lemma 2.1 that g T determines the law of the marginals (T (v), v ∈ V ). Proposition 2.2 says that, under Markov type hypotheses, the marginal distributions determine the measure.
For a random tree T denote by µ T (v) and σ 2 T (v) the mean (occupancy node v probability) and variance of T (v),
Lemma 2.1 Let T and T ′ be random trees. Then, g T (t) = g T ′ (t) for all t ∈ T if and only if
The proof is given in Appendix A. Different measures may have the same g T . For instance consider A = {1, 2} and ν 1 , ν 2 defined by:
Then, if T ∼ ν 1 and T ′ ∼ ν 2 , the marginals µ T (v) = µ T ′ (v) for all v ∈Ṽ . Lemma 2.1 implies that in general the functions g T and g T ′ do not help to solve the discrimination problem. But in some cases these functions do discriminate. To show that we need some extra notation. For a set I of nodes denote T I the restriction of T to I and T I = 1 means that T (v) = 1 for all v ∈ I, while T I = 0, means that T (v) = 0 for all v ∈ I.
Let v be a node, and a, b ∈ A. We shall call v father of va, va son of v, and va brother of vb. Let f : V \ {1} → V be a function such that for each v = 1, f (v) is father or brother of v, and f n (v) = 1 for some n = n(v) ∈ N. Notice that, in this case, f −1 (v) is empty or formed up by brothers and sons of v. We call such a function a tree-shift. Consider for instance the function f that assigns to a node its father.
Let T be a random tree with discrete distribution ν (i.e.
t∈T ν(t) = 1). We say that T satisfies a Markov hypotheses if there exists a tree-shift f such that if v = f (w), then
Proposition 2.2 Under the Markov hypotheses, the marginals
The proof is given in the Appendix A.
Examples of measures satisfying the Markov hypotheses
The alphabet for the following examples is A = {1, . . . , m}.
, we obtain a tree with ν({1}) = p, and when T (v) = 1, T (va) is Bernoulli with parameter p, for a ∈ A. We call such tree distributions pseudo Galton-Watson processes.
2. Let f be defined by f (v1) = v, and f (v(a + 1)) = va for 1 ≤ a < m. That is v = f (w) if w is the eldest brother and v is the father of w, or if v is the nearest older brother of v. Let now p 0 , . . . , p m be given probabilities, with p 0 > 0 and p 0 + · · · + p m = 1. If
we obtain the classical Galton-Watson process, with parameter probabilities p 0 , . . . , p m .
Network formulation of the variational problem
Let M be a natural number and
In the sequel we consider measures with support in T M , the set of trees contained in V M , and recall that E is the set of edges defined at the beginning of Section 2. Abusing notation we write V instead of V M . We look for sets of trees at which the supremum (12) is attained:
for the two and one sample problem respectively, where T is a random tree and g
Let ϕ : V → R be a real function and t ϕ : V → {0, 1} be the function defined by t ϕ (v) = 1{ϕ(v) < 0}. Define the family of Hamiltonians
Next proposition shows that to maximize (15 i) is equivalent to minimize H β,ϕ for two specific ϕ; the same is valid for (15 ii). This is the main point in this section. Denote by T the empiric mean of the sample
T is not a tree but for the lexicographic order in V , T is an increasing function on the nodes.
where γ(v) is the number of parents of v minus the number of children of v (see (58)). Then the set arg min
The proof of Proposition 3.1 is given in Appendix B.
Associated Network In analogy with Greig, Porteous and Seheult (1989), the network associated to a finite tree ( V , E) and the Hamiltonian H β,ϕ given in (16) is the following undirected graph (V, E) with capacities associated to the edges. Let s (source) and b (sink) be two extra nodes and
and define the capacities by c(
These two sets define a cut of the network
The next result has been proven in Greig et al.(1989) ; we include a short proof for completeness.
Proposition 3.2 It holds that c(t) = H β,ϕ (t).
Proof. In the cut C(t) we find two type of edges: external and internal. For the external edges,
for v ∈ V , and for the internal edges,
for (v, v ′ ) ∈ E. The result follows.
Proposition 3.2 shows that the problem of minimizing H β,ϕ (t) is equivalent to find a minimum cut in its associated network. This problem can be solved by means of the Ford-Fulkerson type of algorithm described in Greig et al (1989) . In the examples of Section 4 we use the implementation of Kolmogorov and Zabih (2004) .
Simulation results
In this section we perform the test for the two-sample problem (11) using samples T and T * with distribution ν and ν * concentrating in T M , M = 8. We compute the BFFS statistic W given in (12) using the approach of Section 3. In practice, since the underlying distribution under the null hypothesis is unknown, we should bootstrap from the pooled sample to obtain each pair of bootstrap samples. Since in this case we know ν and ν * , we estimate the quantiles with Monte Carlo simulation, as follows.
1. Quantile (a) Generate two samples of size n both from 
Power
(a) Generate sample 1 from ν, sample 2 from ν * and compute W using them. Model 1: Binomial. Let ν be the law of a Galton-Watson process with offspring distribution Binomial(2, p) and ν * is the same with parameter p * . We use p = 0.5 and p * = 0.6, 0.7, 0.8. Table 1 shows the percentage of rejection over 1000 tests of level α = 0.10, 0.05, 0.01 for sample sizes n = 31, 51, 125. The results show the consistency of the BFFS test for alternatives with any value of p = 0.5. For this simple model, small sample sizes are enough to get high power.
Model 2: Mixture of Binomials.
Let ν be the law of a Galton-Watson process with offspring distribution a mixture of Binomials. Independently at each node with probability q use a Binomial(2, p 1 ), otherwise a Binomial(2, p 2 ). For ν * we use q * , p * 1 and p * 2 . But we take q = q * = 0.5 in the examples. Figure 2 shows histograms of the test statistic values obtained in 1000 iterations, for sample sizes 31 (left) and 131 (right) respectively. We have plot the test statistic under null hypothesis on red and the one under the alternative on blue. The distance parameter was z = 0.35. The expected mean at each node is the same because p 1 + p 2 = p * 1 + p * 2 ; the distributions under the null and alternative hypothesis are close to each other but the BFFS test needs only a moderate sample size to give high power to the test. In Table 2 we evaluate the power of the test for three different values of the test level (α, as 0.01,0.05 and 0.1), in the same way as in Table 1 . There is a common hierarchical approach to protein classification: first, the proteins are grouped accordingly to the way they fold in a 3D structure. Then they are distributed among superfamilies, consisting on proteins that are suspected to be homologous or evolutionary related to some common ancestor protein. Superfamilies contain more than one family sharing the same fold and ancestors (such that each member must be related to at least a member of the other families of the super family) but each family must have, presumably, its own functionality. Coherent families have strong similarities, but less coherent ones have more ambiguous links. Some families are also Other related ideas may be found in Bejerano (2003) and Leonardi (2007) . A VLMC is a stochastic process introduced by Rissanen (1983) in information theory, see also Bühlmann and Wyner (1999) . In this model the probability of occurrence of each symbol at a given time depends on a finite number of precedent symbols. The number of relevant precedent symbols may be variable and depends on each specific sub-sequence. More precisely, a VLMC is a stochastic process (X n ) n∈Z , with values on a finite alphabet A, such that where x r s represents the sequence x s , x s+1 , . . . , x r and k is a stopping time that depends on the sequence x n−k , . . . , x n−1 . As the process is homogeneous the relevant past sequences (x n−k , . . . , x n−1 ) do not depend on n and are denoted by (x −k , . . . , x −1 ). Each relevant past (x −k , . . . , x −1 ) is called a context. The set of contexts can be represented as a rooted tree τ , where each complete path from the leaves to the root represents a context. Calling p the transition probabilities associated to each context in τ given by (24) , the pair (τ, p), called probabilistic context tree, has all information relevant to the model, see Rissanen (1983) and Bühlmann et al (1999) . As an example, take a binary alphabet A = {1, 2} and transition probabilities
(25) so that, if x n−1 = 2, then k = 1 and X n = 1 with probability 0.2; otherwise k = 2 and X n = 1 with probability 0.7 if both x n−1 = x n−2 = 1 or with probability 0.4 if x n−1 = 1 and x n−2 = 2. The set of contexts is τ = {11, 21, 2}. The corresponding probabilistic context tree is represented in Figure 6 (a). Leonardi et. al (2007) introduced a distance in the space of trees and used a clustering methodology to study the similarity between protein sequences. This approach permits the use of traditional distance based pattern recognition methods to classify proteins, make them emerge from the bulk as families and check the validity of known families.
Functionality families as random variables
In this paper, we consider a family as a random variable assuming values in the space of context trees and conjecture that different families induce different random variables. The context tree of a protein is then seen as a realization of the random variable corresponding to its family. Let T 3 be the space of trees with m = 20 possible children per node (the symbols of the amino acid alphabet), and fixed maximum length M = 3 with the distance defined in (5) and (6) We run all the pairwise tests at level 0.001. We also run the tests under the null hypothesis splitting each data set at random in two subsets. Table 3 shows the critical and the observed values for all pairwise tests of different families (non-diagonal terms). For the null hypotheses the observed value and the p-value appear in boldface at the diagonal. Despite the crude nature of the Bonferroni method, the hypothesis of equal distribution is rejected in all cases when the samples came from different populations, confirming the coherence of the selected protein families. In the case of the same family split in halves, we can observe p-values ranging from 0.12 to 0.90, values that can be used also to analyze the coherence of the family.
Final Remarks
We have addressed the problem of identifying differences between populations of trees. Our approach was based on a hypothesis test proposed recently by Balding et al (2004) . We have proposed a way to compute its statistic, and we have applied the test to Galton-Watson processes. The examples show that the test is powerful and that it can be applied to reasonably large trees. In some examples the leaves of the tree may be more important than the root and its neighbors. In this case one might propose a different distance, or a different weight to the nodes when computing the distance. Our context works with quite general underlying distributions and distances, that allows -in principle-to include trees coming from different fields.
For particular distributions (like Galton-Watson processes with Binomial offspring distribution) more simple tailor-made test can be developed. For instance, in this case we may take advantage Table 3 : Critical value and observed value of 45 pairwise comparisons at level α = 0.001. Test rejects when the observed value is greater than the critical value. In boldface, observed value and p-value when testing the same population, N = 2000. The distance's parameter zeta is equal to 0.35. that we know that at each node we have independent Binomial distributions, and perform a simpler test. On the contrary, our test tends to be universal for a quite general family of distributions over trees: the family of distributions that are determined by the expected distance function.
Our simulations show that the BFFS test is able to distinguish between distributions determined by the node-marginal distributions, which is a reasonably large family of distributions for applications. This class includes tree laws with Markovian hypothesis, as shown in Proposition 2.2.
We have shown also a novel application to the outline of protein families. The main idea behind that application is to consider each family as a random variable assuming values in the space of context trees and conjecture that different families induce different random variables. The context tree of each object of the family is then seen as a realization of the random variable corresponding to its family, therefore differences between them can be tested simultaneously via the BFFS test. Amino Acid chains are natural candidates for this type of modeling, but any suitable codification of an object with a finite alphabet will make this model arise. The context tree of the chain will have all the information that is needed for discrimination, only if the codification is correct. So this kind of testing will not only reinforce the idea of good clustering, but will give evidence about the suitability of the codification. In the case of protein functionality, the goals are only classification and clustering, codification is out of question, but in other problems, like classification of written reports where codification of the reports are usually made in order to reduce dimensionality or to extract features, the suitability of the codification is also an important goal, see Jeske and Liu (2004) and Jeske and Liu (2006) . A bad codification could decrease the power of discrimination of the data set. But also, the codification could represent a conjecture made over style or prosody of speech or written text as it has been done by Veilleux et al (1990) in a general setting, and Dorea et al (1997) and Frota et al (2001) for the case of differences between Brazilian and European Portuguese. We believe that our context can be of great importance for addressing several problems of Computational Linguistics, Natural Language Modeling and Speech Processing.
Computing Notes
The code to compute the test statistic is available from Jorge R. Busch (jbusch@fi.uba.ar) upon request. Calculation reported here used Scilab INRIA http://www.scilab.org/ and C++ code from and Kolmogorov and Zabih (2004) .
The computational burden for our algorithm allows us to work with trees with up to 3 20 nodes. Each p-value involves 1001 test statistic calculations, taking an average of 65 minutes to be complete, with a Pentium Core 2 duo with 1Gb of RAM memory. The size of each sample is the size of the family, which range from 500 members to 31, and have a great impact in the computing time. We worked with trees of depth three and up to 20 offsprings per node. If the database is sparse enough, the code is able to handle trees with 20 generations and up to 20 offsprings. Most VLMC approaches to classification of protein families set the depth of the trees equal to 20, in order to be sure to observe all the contexts relevant for discrimination, as in Bejerano (2003), but Leonardi (2007) shows that the same performance can be achieved with shorter trees. In our case, our experiments show that there is no need for longer trees.
A Mean distances and Markovian hypotheses
In this Appendix we show Lemma 2.1 and Proposition 2.2. If ν is a distribution on T , and T is a random tree with distribution ν, then by a simple computation,
Proof of Lemma 2.1 Notice first that from (27) it follows that
which implies that if
. This proves sufficiency.
To prove necessity we proceed by induction. When g T (t) = g T ′ (t) for all t ∈ T , from (28) we obtain
for all t ∈ T . Letting t = ∅, the empty tree, and t = {1} in (29), we obtain
Thus, µ T (1) = µ T ′ (1).
Inductive step Let t ∈ T , and h ∈ V \ {t} such that t h := t ∪ {h} ∈ T . We show that if
and it follows that µ T (h) = µ T ′ (h).
It is easy to prove the following lemma Lemma A.1 If T is a random tree satisfying the Markov hypotheses with tree-shift f then, given
Proof of Proposition 2.2 First, notice that
From Lemma A.1,
Let t be a not empty finite tree, t = V and h be a node such that h ∈ t and v = f (h) ∈ t. We shall show that
First, we have
On the other hand,
From (38) and (39) it follows that
This shows (37). Our main statement follows now by induction from (36) and (37), noticing that any finite tree may be constructed from {1} in this way.
B Redefining the variational problem
In this Appendix we prove Proposition 3.1 for the variational problem (15 ii). The case (15 i) is analogous. Let T = (T 1 , . . . , T n ) be a random sample with law ν. A simple computation shows that
where
Lemma B.1 The set (15 ii) is contained in the union of the sets arg min
arg min
Proof. From (27) and (42),
Since to maximize |A(t)| is sufficient to minimize A(t) and −A(t), the result follows.
Notice that
The maximization problem is then reduced to find trees that minimize ±L(t). In order to handle both minimizing problems simultaneously, we consider the general problem of minimizing 
Configurations given by (50) are not necessarily trees.
Let l − and l + the values of the minimum and maximum of L(t) over Σ:
where V − is the set of all nodes where ∆(v) < 0 and V + is the set of all nodes where ∆(v) > 0. Notice that
Configurations of Σ that are not trees are penalized with the number of orphan nodes:
It is clear that P(t) ≥ 0 and P(t) = 0 if and only if t ∈ T . Consider Hamiltonian functions of the form
where β is a positive constant.
Trees minimizing L will also minimize H β for all positive β: If t ∈ T ∩ arg min t∈Σ L(y), then t ∈ arg min y∈Σ H β (y) for all β > 0. On the other hand, if β is big enough we expect the configurations minimizing H β (t) to be trees. Since on the set of trees the form P(t) vanishes, the minimizing trees should also minimize L(t). This is proven in the following Lemma. 
Proof. For all t ∈ Σ it holds H β (t) ≥ l − + β v:t(v)=0 a∈A t(va).
If t is not a tree, there exists v ∈ V and a ∈ A such that t(v) = 0 and t(va) = 1, hence
by (52). On the other hand, H β (t) = L(t) ≤ l + for any tree t. Hence, for these values of β, if t is not a tree, then H β (t) > max y∈T H β (y), and the result follows. 
to get (60).
Proof of Proposition 3.1 We prove the Proposition for the case (15 ii). The case (15 i) is analogous. By Lemma B.1, the set (15 ii) is contained in the union of (43) and (44). By (47) and (48) this is the same as to find trees minimizing L(t) for ∆(t) = T(t) − µ T (t) and for −∆(t). Fix ∆ and take β > v∈ e V φ(v). By Lemma B.3, to minimize L(t) in the space of trees is the same as to minimize H β in the space of configurations Σ. When ϕ is given by (59),
where K 1 = v∈ e V ϕ(v) − does not depend on t. Hence, to minimize H β is the same as to minimize H β,ϕ . Switching ∆ to −∆ we get the proposition.
