A new collocation method, namely the generalized fractional order of the Chebyshev orthogonal functions (GFCFs) collocation method, is given for solving some nonlinear boundary value problems in the semiinfinite domain, such as equations of the unsteady isothermal flow of a gas, the third grade fluid, the Blasius, and the field equation determining the vortex profile. The method reduces the solution of the problem to the solution of a nonlinear system of algebraic equations. To illustrate the reliability of the method, the numerical results of the present method are compared with several numerical results.
Introduction
In this section, some necessary preliminary which are useful for our method have been introduced.
The Chebyshev functions
The Chebyshev polynomials have frequently been used in numerical analysis including polynomial approximation, Gauss-quadrature integration, integral and differen-*Corresponding Author: Kourosh Parand: Department of Computer Sciences, Shahid Beheshti University, G.C., Tehran, Iran and Member of research group of Scientific Computing, Shahid Beheshti University, G.C., Tehran, Iran, E-mail: k_parand@sbu.ac.ir Mehdi Delkhosh: Department of Computer Sciences, Shahid Beheshti University, G.C., Tehran, Iran tial equations and spectral methods. Chebyshev polynomials have many properties, for example orthogonal, recursive, simple real roots, complete in the space of polynomials. For these reasons, many researchers have employed these polynomials in their research [1, 2] .
Using some transformations, the number of researchers extended Chebyshev polynomials to semiinfinite or infinite domains, for example by using x = t−L t+L , L > 0 the rational Chebyshev functions are introduced [3, 4] .
In the proposed work, by transformation x = 1−2(
α, η > 0 on the Chebyshev polynomials of the first kind, the generalized fractional order of the Chebyshev orthogonal functions (GFCF) in the interval [0, η] have been introduced, that we can use them to solve differential equations.
Basic definitions
In this section, some basic definitions and theorems have been expressed [5] [6] [7] . Definition 1. For any real function f (t), t > 0, if there exists a real number p > μ, such that f (t) = t p f 1 (t), where f 1 (t) ∈ C(0, ∞), is said to be in space Cμ, μ ∈ , and it is in the space C n μ if and only if f (n) ∈ Cμ , n ∈ N. 
Definition 2. Suppose that f (t), g(t) ∈ C(0, η) and w(t) is
Proof. See Ref. [13] .
We know that, the solution of some equations is generated by fractional powers or the structure of the solution of some equations is not exactly known. For example, one of the famous equations that its solution is generated by fractional powers is Thomas-Fermi equation [14, 15] . Baker [15] has proved that the solution of Thomas-Fermi equation is generated by the powers of t 1 2 . For these reasons, in this paper, we decided to solve equations using the fractional basis, namely the generalized fractional order of the Chebyshev function (GFCF), in order to obtain acceptable results.
The GFCFs are introduced as a new basis for Spectral methods and this basis can be used to develop a framework or theory in Spectral methods. In this research, the fractional basis was used for solving nonlinear ordinary differential equations and it provided insight into an important issue.
Recently, some researchers have introduced the fractional basis of various basic functions and have used them in their research, such as the fractional-order Euler functions [4] , the fractional-order Legendre functions [6, 8] , the fractional-order Bessel functions [9] , the fractional-order Jacobi functions [10, 11] , and the fractional-order Bernoulli functions [12] .
The organization of the paper is expressed as follows: In section 2, the GFCFs and their properties are obtained. In section 3, the proposed method is applied for solving some nonlinear boundary value problems in the semiinfinite domain. Finally, a brief conclusion is given in the last section.
Generalized Fractional order of the Chebyshev Functions
In this section, first, the generalized fractional order of the Chebyshev functions (GFCFs) of the first kind have been defined and then some properties and convergence of them for our method have been provided. 
The GFCFs definition
The η FT α n (t) can be obtained using the recursive relation as follows:
The analytical form of η FT α n (t) of degree nα is given by
where The GFCFs are orthogonal with respect to the weight
where δ mn is Kronecker delta, c 0 = 2, and cn = 1 for n 1. The Eq. (4) is provable using the properties of orthogonality in the Chebyshev polynomials.
Figs. 1 show graphs of GFCFs for various values of n and α and η = 5.
Approximation of functions
Any function y(t) ∈ C[0, η] can be expanded as the follows: where the coefficients an are obtained by inner product:
and using the property of orthogonality in the GFCFs:
In practice, we have to use first m-terms GFCFs and approximate y(t):
where
Convergence of the method
The following theorem shows that by increasing m, the approximation solution f m(t) is convergent to f (t) exponentially. 
Proof. By theorem 1,
. Now, by taking the square roots, the theorem can be proved. Eq. (8) shows that if m → ∞ then || f (t) − fm(t) ||w→ 0.
Theorem 3.
The generalized fractional order of the Chebyshev function, η FT α n (t), has precisely n real zeros on interval (0, η) in the form
Moreover,
FT α n (t) has precisely n − 1 real zeros on interval (0, η) in the following points:
Proof. The Chebyshev polynomial T n(x) has n real zeros [16] :
Therefore Tn(x) can be written as
.
α . Also, we know that, the real zeros of d dt Tn(t) occurs in the following points:
Same as in the previous, the absolute extremes
Examples
Many problems arising in fluid dynamics, quantum mechanics, astrophysics, and other fields are defined on infinite or semi-infinite domains. There are different approaches for solving this type of equation, such as numerical, analytical, and semi-analytical methods. In this section, we attempt to introduce a numerical method, based on the generalized fractional order of the Chebyshev orthogonal functions for solving this type of equations.
The unsteady isothermal flow of a gas
One of the important nonlinear ordinary differential equations that occurs on semi-infinite domain is the unsteady gas equation:
where 0 β 1 is a real constant and the boundary conditions are:
A substantial amount of numerical and analytical work has been invested so far in this model [17] . The main reason of this interest is that the approximation can be used for many engineering purposes. As stated before, the problem of Eq. (9) was handled by Kidder [17] where a perturbation technique is carried out to include terms of the second order. Wazwaz [18] has solved this equation nonlinearly by modifying the decomposition method and Pade approximation. Parand et al. [19, 20] , and Taghavi et al. [21] have also applied the rational Jacobi functions, Bessel function collocation method, and modified generalized Laguerre polynomials for solving this equation. Rezaei et al. [22] have applied two numerical methods based on Sinc and rational Legendre functions to solve gas flow through a micro-nano-porous media. Rad et al. [23] have solved this equation by two numerical and analytical solutions based on Homotopy analysis method and Hermite functions collocation method. Recently, Parand et al. [19] have used the combination of the quasilinearization method and the rational Jacobi function collocation method, and have obtained an accurate solution to the equation, the value of initial slope is calculated as −1.1917906497194217341228284 for β = 0.50. Now, we solve this equation by using GFCF collocation method.
For satisfying the boundary conditions, we satisfy the Eq. (10) as follows:
where λ is an arbitrary real constant and ym(t) is defined in Eq. (5). So, y m(0) = 1 and ym(t) = 0 when t tends to ∞, and the boundary conditions (10) are satisfied for all λ > 0, and is defined in the semi-infinite domain.
To apply the collocation method, we construct the residual function by substituting y m(t) in Eq. (11) for y(t) in the unsteady gas equation (9):
The equations for obtaining the coefficient
arise from equalizing Res(t) to zero on m collocation points:
In this study, the roots of the GFCFs in the interval [0, η] (Theorem 3) are used as collocation points. By solving the obtained set of equations, we have the approximating function y m(t). Table 1 shows the value of y ′ (0) by the present method and comparison it with the values of Bessel function collocation (BFC) [20] , Shooting method [24] , and RBF [24] for β = 0.25, 0.50, 0.75 with m = 35 and α = 0.50. w by the present method for various values of m, β = 0.50, and α = 0.50. Table 3 shows the values of y(t) for various values of t by the present method and comparison it with the values of perturbation (PB) [17] , Bessel function collocation (BFC) [20] , modified generalized Laguerre (MGL) [21] , Runge-Kutta method (RK) [24] , RBF [24] , and finite difference (FD) [25] , with m = 35 and α = 0.50. Figure 2 shows the graphs of y(t) and y ′ (t) from the so- 
The third grade fluid in a porous half space
The boundary value problem modelling the steady state flow of a third grade fluid in a porous half space on the semi-infinite domain is as follows:
where b 1 and b 2 are real constants and the boundary conditions for this equation:
Some researchers approximate the third grade fluid equations in a porous half space; for example, Ahmad [26] by applying the Homotopy analysis method, Kazem et al. [27] by applying the radial basis functions collocation method, Parand and Hajizadeh [28] by applying the modified rational Christov functions collocation method, Baharifard et al. [29] by applying the rational and exponential Legendre Tau method. For satisfying the boundary conditions, we satisfy the Eq. (14) as follows:
where λ is an arbitrary real constant and y m(t) is defined in Eq. (5). So, y m(0) = 1, and ym(t) = 0 when t tends to ∞, and the boundary conditions (14) are satisfied for all λ > 0, and is defined in the semi-infinite domain. We construct the residual function as follows:
As before, by solving the obtained set of equations, we have the approximating function y m(t). Table 4 shows the obtained values of y ′ (0) by the present method and comparison it with the values of Gaussian RBF (G-RBF) [27] , rational Christov functions (RCF) [28] , Shooting method [29] , rational Legendre Tau method (RLT) [29] , and exponential Legendre Tau method (ELT) [29] for various values of b 1 and b 2 , with m = 20 and α = 0.50. Table 5 Table 7 shows the obtained values of y(t) for various values of t by the present method and comparison it with the values of Homotopy analysis method (HAM) [26] , Gaussian RBF (G-RBF) [27] , rational Christov functions (RCF) [28] , rational Legendre Tau method (RLT) [29] , and exponential Legendre Tau method (ELT) [29] , with m = 20 and α = 0.50. 
The Blasius equation
Another of important third-order nonlinear ordinary differential equations that occurs in the semi-infinite domain is the Blasius equation: where the boundary conditions for this equation are as follows:
In recent years, different methods have been used to solve the Blasius equation. For example, Liao [30] by applying the Homotopy analysis method (HAM), Yu and Chen [31] by applying the differential transformation method, Wang [32] by applying the Adomian decomposition method (ADM), Hashim [33] by applying the ADM Pade approach, Cortell [34] by applying the Runge-Kutta algorithm, Wazwaz [35] by applying the modified Adomian decomposition method, Parand et al. [36, 37] by applying Bessel functions of the first kind and the rational Chebyshev functions. In 2008, Boyd [38] has solved the Blasius equation and has reported the accurate solution of 0.33205733621519630 for f ′′ (0).
For satisfying the boundary conditions, we satisfy the Eq. (18) as follows: where λ is an arbitrary real constant and ym(t) is defined in Eq. (5). So, y m(0) = 0, ym ′ (0) = 0, and ym ′ (t) = 1 when t tends to ∞, and the boundary conditions (18) are satisfied for all λ > 0, and is defined in the semi-infinite domain. We construct the residual function as follows: [3, 36] , and Boyd [38] . Table 9 shows the obtained values of y ′′ (0) and || 
The field equation determining the vortex profile
Finally, we consider the field equation determining the vortex profile: where the boundary conditions for this equation are as follows:
where y(t) is a real function and n ∈ Z. A major problem of the this boundary conditions amounts to find the value(s) of the free parameter, k n, to ensure the boundary conditions (22) 
This equation is examined in the static, rotationally symmetric global vortex in a Ginzburg-Landau effective theory [40] , which has numerous applications ranging from condensed matter to cosmic strings [41] . Some re- 
where λ is an arbitrary real constant and ym(t) is defined in Eq. (5). So the boundary conditions (22) are satisfied for all λ > 0, and is defined in the semi-infinite domain. We construct the residual function as follows: Table 14 shows the values of k n by the present method with m = 40 and α = 0.50, and comparison it with the values of Shooting method [42] , Boisseau et al. [42] , and Amore & Fernandez [43] . by the present method for various values of α and m = 40.
As can be seen, the results for α = 0.50 and α = 1.00 are almost identical. Table 17 shows the obtained values of y(t) by the present method for various values of n and t with m = 40 and α = 0.50. Figure 6 shows the graphs of residual errors of Eq. (24) and the graphs of the obtained solutions for the field equation by the present method with m = 40 and α = 0.50. Figure 7 shows the graphs of 1 n! y (n) (t) for n = 1, 2, 3, and 4, and the graphs of log(|a i |) for n = 2, 3, and 4 to show the convergence of the method. 
Conclusion
The main goal of this paper is introducing a new orthogonal fractional basis, namely the generalized fractional order of the Chebyshev orthogonal functions (GFCF), for solving nonlinear boundary value problems in the semiinfinite domain. Solving these problems is difficult because they have a boundary condition in the infinite. But we used these new basis to solve them and obtained the good results. The present results show that new basis for the collocation Spectral method is efficient and applicable. A comparison was made of the numerical solution of other researchers and the present method. It has been shown that the present method has provided an acceptable approach for solving these types of equations. 
