The paper considers the stationary Poisson Boolean model with spherical grains and proposes a family of nonparametric estimators for the radius distribution. These estimators are based on observed distances and radii, weighted in an appropriate way. They are ratio-unbiased and asymptotically consistent for growing observation window. It is shown that the asymptotic variance exists and is given by a fairly explicit integral expression. Asymptotic normality is established under a suitable integrability assumption on the weight function. The paper also provides a short discussion of related estimators as well as a simulation study.
Introduction
We consider a stationary random closed set Z in R d (d ≥ 2) which is given as a union of random balls of the form
where B(x, r) is a closed Euclidean ball with radius r ≥ 0 centered at x ∈ R d , Φ := {ξ n : n ≥ 1} is a stationary Poisson point process on R d , and the sequence (R n ) n≥1 is independent of Φ and is formed by independent non-negative random variables with common distribution G. Let R be a generic random variable with distribution G. We will always assume that it has a finite 2d-th moment, that is,
Definition (1.1) provides an important model in stochastic geometry with numerous applications in physics and materials science, for instance. The set Z is called a stationary Boolean model with spherical grains. A simulated realization for d = 2 is shown in Figure 1 . It is a fundamental statistical problem to retrieve information on G based on an observation of Z in a bounded window W . Our aim in this paper is to propose and study a family of nonparametric estimators of G. The nonparametric estimation of the radius distribution G has been studied before; see [3, Chapter 5.6 ], [14] or [16] . In [16] a kernel estimator is obtained by the method of tangent points. The asymptotic properties of this estimator are studied in [8] . For earlier work on statistics for the Boolean model, we refer to [19, Chapter 3.3] , [15] and the references therein.
In the following, we assume that all random elements are defined on an underlying probability space (Ω, F, P). For a Borel set A ⊂ R d , we write Φ(A) := card{n ≥ 1 : ξ n ∈ A} and assume that Φ has a positive and finite intensity For s, r ≥ 0, we write B s,r := sB ⊕ rB d for the Minkowski sum of sB and rB d . Let |A| d denote the d-dimensional Lebesgue measure of a set A ⊂ R d , let κ k := |B k | k = π k/2 /Γ(1 + k/2) denote the volume of the k-dimensional unit ball and write V j (B) for the j-th intrinsic volume of B (see [20, Chapter 14.3] ). Then, for t ∈ R + := [0, ∞), the empty space function F B of Z is given by The empty space function is a useful summary statistics of random sets (see [19, 5] ). In the case of a strictly convex gauge body B a detailed study of F B for (non-stationary) germ-grain models can be found in [9] . We denote the complementary empty space function byF B (t) := 1 − F B (t). In view of (1.3) this is a rather weak assumption on f . Moreover, we assume that the origin is an interior point of B if P(R = 0) > 0. This assumption ensures that h B (t, r) > 0 for t ∈ (0, ∞) and G-almost all r ∈ R + . By Fubini's theorem and (1.4), we obtain
Eη A (C) = γ β |A| d G(C).
(1.7)
Consider a compact convex observation window W ⊂ R d with |W | d > 0. We propose an estimator G for G based on the information contained in the data d B (x, Z), r B (x, Z) : x ∈ W \ Z . Note that these data may also require information from outside W . The estimator is given by 8) where C ⊂ R + is a Borel set. If the denominator in (1.8) is zero, then the numerator is zero as well, and we use the convention 0/0 := 0. From (1.7) we see that Eη W (C) = γ β |W | d G(C) and Eη W (R + ) = γ β |W | d . This means that G is a ratio-unbiased estimator of G. The paper is organized as follows. In Section 2 we study second order properties of (1.5). We show that the asymptotic variance exists and is given by a fairly explicit integral expression. Consequently, the estimator (1.8) is asymptotically weakly consistent as the compact convex observation window W is expanding. Strong consistency follows from the spatial ergodic theorem. Section 3 contains the proof of asymptotic normality under an integrability assumption on the function f . In Section 4 we consider the estimator G in the plane and for the spherical (B = B(o, 1)) as well as for the linear case (B a segment). We also discuss some related estimators. A simulation study is performed to compare the behaviour of different discrete versions of these estimators of the radius distribution G.
Second order properties
For a Borel set A ⊂ R d , we define the restricted Boolean model as
Clearly, Z(A) is not stationary unless A = R d . Further, for t ∈ R + the complementary empty space function of Z(A) with respect to x ∈ R d is defined bȳ
In particular, we haveF R d B (x; t) =F B (t). For Borel sets A 1 , A 2 ⊂ R d and t 1 , t 2 ∈ R + , it will be convenient to introduce the complementary second-order empty space function with respect to
This function is related to the second-order contact distribution function which is studied in [1] . In order to obtain a more concise statement in the subsequent Lemma 2.1 (and again in the proof of Theorem 3.1), we introduce for given Borel sets
respectively, which are defined by
and
.
If the arguments of these two functions are clear from the context, they are sometimes omitted.
Proof. For n ∈ N, x ∈ R d , and i ∈ {1, 2}, we define the event
Applying Mecke's formula (see [20, Corollary 3.2 .3]), we obtain
where
Finally,
Our aim is to analyze the second-order properties of the random measure η A given by (1.5) . For this reason, we work with the complementary second-order empty space function (2.2). For A 1 = A 2 = R d , t 1 , t 2 ∈ R + , and u = x 2 − x 1 , by the stationarity of Z this function turns intō
Observe that for any u ∈ R d and t 1 , t 2 ∈ R + , we havē
These inequalities will be used subsequently. In addition, we shall need the assumption 
for u ∈ R d , and
Proof. To abbreviate the notation, we define the function
for t ∈ [0, ∞] and r ∈ R + , with the previous conventions in the cases where t ∈ {0, ∞}. Recall also that h B (t, r) > 0 for t ∈ (0, ∞) and G-almost all r ∈ R + . Using Fubini's theorem and stationarity, we get
By Lemma 2.1 with
and the reflection invariance of Lebesgue measure, we deduce that
The assertion now follows by recalling (2.11). The integrability of τ 1 (C, ·) and τ 2 (C, ·), which is explicitly stated in (2.15), will be shown in the proof of Theorem 2.4 and is implied by the assumption (2.8).
Remark 2.3. Recall that · denotes the Euclidean norm on
Hence, τ 1 (C, u) and τ 2 (C, u) from Proposition 2.2 may be slightly simplified. In particular, then we have
Hausdorff measure, and ∂B(x, r) is the boundary of B(x, r). We used that f ( x − r) + is non-zero only if x > r. Then x = (s + r)v for s > 0 and v ∈ S d−1 .
Next we state a special case of [10, Theorem 2.1 and Remark 3.1] in the form needed in the present context. Letg : R d → [0, ∞] be measurable, and let K, B ⊂ R d be convex bodies such that o ∈ B and K, B are in general relative position. Since in our application, we shall only need the case K = rB d , for r ∈ R + , the assumption of general relative position will be satisfied for any choice of B. Then we have
where B * := −B and the mixed support measures 
. In particular, this yields for any measurable functionf :
We now turn to the asymptotic properties of the ratio-unbiased estimator (1.8). Our setting is similar to [15] , where all limit theorems refer to a growing observation window in R d . More formally, we consider a sequence (W n ) n∈N of compact, convex sets W n ⊂ R d such that W n ⊂ W n+1 for all n ∈ N and the inradius of W n tends to ∞ as n → ∞.
Theorem 2.4. Assume that (2.8) is fulfilled. Then
The asymptotic variance is finite and given by
where τ 1 (C, u) and τ 2 (C, u) are defined in (2.9) and (2.10), respectively.
Hence, we obtain
Thus, [11, Lemma 10.15 (ii)] implies that
Therefore Lebesgue's dominated convergence theorem and Proposition 2.2 yield (2.13) provided that
Using (2.7) we have
An application of (2.12) shows that
and thus we obtain
where we use thatF B (t) ≤ exp{−4ct} and assumption (2.8).
In order to show that
we first rewrite q(u; x 1 , x 2 , r 1 , r 2 ) as the difference of two non-negative terms, that is, q = q 1 − q 2 with
which is non-negative by (2.6), and
for u, x 1 , x 2 ∈ R d and r 1 , r 2 ∈ R + . Using (2.4), (2.7) and the inequality 1 − e −a ≤ a, for a ≥ 0, we get
Moreover, the inequality 1
Combining these bounds, we arrive at
The preceding expression splits naturally into three summands which will be bounded from above separately. For the first bound, we observe that by Fubini's theorem
Then we apply (2.12) to get
and hence the Cauchy-Schwarz inequality, the convexity of s → s p , p ≥ 1, and
where c 1 , c 2 , c 3 denote finite constants independent of the expectation or t 1 , t 2 . From this and (2.8) it follows again that the first summand is finite. Since d B x 2 , B(u, r 2 ) ≤ t 1 if and only if u ∈ x 2 + B t 1 ,r 2 , applying Fubini's theorem and (2.12) (twice) we obtain for the second summand that
which is finite by the same reasoning as above.
The third summand can be treated in exactly the same way.
To prove positivity of the asymptotic variance we use the fact that the variance of any squareintegrable function H(Ψ) of the Poisson process Ψ := {(ξ n , R n ) : n ≥ 1} satisfies the inequality
see, e.g., [13, Theorem 4.2] . In our case this means that
Here the last identity follows from the stationarity of Z and g is as defined in (2.11). By (1.4),
Assume now that 0 < G(C) < 1 and let C ′ := R + \ C. Recalling the definition (2.11) of g, we obtain from (2.16) that
Applying Jensen's inequality with the normalization of 1{r ∈ C ′ , y ∈ W } dy G(dr), we get
Hence it is sufficient to show that
This is true, since the inner integral is positive for all r, t > 0 and since both Remark 2.6. Let G n (C) be given by (1.8) with W = W n . Theorem 2.4 implies that G n (C) is asymptotically weakly consistent. Indeed, (1.7) and
ensure that η Wn (C)/|W n | d converges to γ β G(C) in probability as n → ∞. Especially,
Hence, by the continuous mapping theorem, η Wn (C)/η W (R + ) converges to G(C) in probability as n → ∞. This is in accordance with the following proposition which even shows that G n (C) is asymptotically strongly consistent.
Proposition 2.7. For any Borel set
Proof. The mapping W → η W (C) defined by (1.5) is a random measure on R d depending on the Boolean model Z in a translation-invariant way. As the Boolean model is ergodic (see [20, Theorem 9.3 .5]) we can apply the spatial ergodic theorem (see [11, Corollary 10.19] ) to conclude that
Applying this to the numerator as well as to the denominator in (1.8), we obtain the desired result.
Asymptotic normality
In this section we study the asymptotic normality of the ratio-unbiased estimator (1.8) for the radius distribution G of our stationary Boolean model Z with spherical grains. The proof will be based on approximation by m-dependent random fields. This idea comes from [7] , where the same technique was used to prove the central limit theorem for random measures which are associated with the Boolean model in an additive way. In contrast to [7] , the contribution of an individual grain to the random measure A → η A (C) is not determined by the grain alone, but does depend on a random number of other grains in a non-trivial manner. Therefore the results of [7] do not apply in our setting. We consider, for n ∈ N and a Borel set C ⊂ R + , the estimator
where W n := [−n, n) d and η Wn is given in (1.5). First we concentrate on the asymptotic normality of the numerator η Wn (C). In addition to (1.6), we shall need the integrability condition
which is more restrictive than (2.8).
Theorem 3.1. Assume that (1.6) and (3.1) are fulfilled. Then, for any Borel set C ⊂ R + ,
where σ 2 (C) is given by (2.14).
Proof. We fix a Borel set C ⊂ R + and skip the dependence on C in the notation. Let
where g is given by (2.11). For some fixed integer m, we put
Wn . It is easily seen that {η 
where N n (z) is the cardinality of {(z 1 , z 2 ) ∈ I n × I n : z 2 − z 1 = z}, which may be bounded by
z ) = 0 for z > 2m, the limit of (σ (m) n ) 2 as n → ∞ exists and satisfies
Next we show that E(η
Proceeding as in the proof of Proposition 2.2 and boundingF
A,A B (·) as well as (1 − 1{·}1{·}) by 1, we get
The right-hand side increases if A is replaced by R d . Arguing then as in the proof of Theorem 2.4, we obtain
Therefore, the central limit theorem for stationary m-dependent random fields (see, e.g., [17] ) yields that 
The first term goes to zero as n → ∞ by Theorem 2.4, the last term goes to zero as n → ∞ as well, for any m ∈ N, by (3.2). By Minkowski's inequality, the middle term can be bounded as
Wn .
Therefore, (3.3) follows if we can show that
By Chebyshev's inequality, (3.5) also implies (3.4). The variance in (3.5) satisfies
Therefore, the proof will be finished when we show that
Consider a fixed z ∈ Z d . Then the covariance can be written as
where, for Borel sets
is expressed in Lemma 2.1 as
Here we skip the arguments x 1 , x 2 , y, r, respectively x 1 , x 2 , y 1 , y 2 , r 1 , r 2 , of the functions I 1 (A 1 , A 2 ) and I 2 (A 1 , A 2 ), which were defined before Lemma 2.1. We shall treat both parts of c A 1 ,A 2 (x 1 , x 2 ) separately. Our aim is to prove that
tend to zero as m → ∞. Observe that S 1 , S 2 depend on m via the dependence of F o , F z on m. First, we consider S 1 . We rewrite
with t 1 = d B x 1 , B(y, r) and t 2 = d B x 2 , B(y, r) . For notational simplicity, write
for x 1 , x 2 ∈ R d and t 1 , t 2 ∈ R + . We suppress the dependence on z in ν 2 (x 2 , t 2 ). From (2.3) and the inequality 1 − e −a ≤ a, for a ≥ 0, we obtain for x 1 , x 2 ∈ R d and t 1 , t 2 ∈ R + that
Analogously,
Furthermore,
gives
because by the Cauchy-Schwarz inequality
for any random sets X 1 and X 2 . Combining (3.6), (3.7) and (3.9), we obtain 10) where t 1 = d B x 1 , B(y, r) and t 2 = d B x 2 , B(y, r) . If x 1 ∈ E o and x 2 ∈ E z , then ν 1 (x 1 , t 1 ) is bounded by ν(t 1 ) and ν 2 (x 2 , t 2 ) is bounded by ν(t 2 ), where
where c 1 is a finite constant that does not depend on t. If
Then, by (3.10) and the substitutions x 1 − y → x 1 and x 2 − y → x 2 , we get
and thus
where v(t 1 , t 2 , r) := ψ(t 1 , r) + ν(t 1 ) ψ(t 2 , r) + ν(t 2 ) + ν(t 1 )ν(t 2 ), t 1 , t 2 , r ∈ R + . Now Fubini's theorem, two applications of (2.12) and definition (2.11) of g yield
Our moment assumption (1.2) ensures that E E o ⊕ B t,R d < ∞ and therefore ν(t) → 0 as m → ∞ by Lebesgue's dominated convergence theorem. By (3.11) and (3.1), another application of Lebesgue's dominated convergence theorem shows that S 1 → 0 as m → ∞. Next, we proceed with S 2 . From (2.4) and the inequality 1 − e −a ≤ a, for a ≥ 0, we obtain for
where κ B is defined in (2.5), and
Therefore,
Finally, using (3.8) we get
, which leads to
In the following, we use (3.12) -(3.15) with
. Moreover, we define
Next, we fix x 1 ∈ E o and x 2 ∈ E z , for the moment, and distinguish several cases.
1. If y 1 ∈ F c o and y 2 ∈ F c z , then t 1 ≥ (m − r 1 ) + /c B , t 2 ≥ (m − r 2 ) + /c B and using (3.12) we get
2. If y 1 ∈ F o and y 2 ∈ F c z ∩ F o , then t 2 ≥ (m − r 2 ) + /c B and using (3.13) we get
3. If y 1 ∈ F o and y 2 ∈ F c z ∩ F c o , then t 2 ≥ (m − r 2 ) + /c B and using (3.13) we get
4. If y 1 ∈ F c o ∩ F z and y 2 ∈ F z , then t 1 ≥ (m − r 1 ) + /c B and using (3.14) we get
5. If y 1 ∈ F c o ∩ F c z and y 2 ∈ F z , then t 1 ≥ (m − r 1 ) + /c B and using (3.14) we get
6. If y 1 ∈ F o ∩ F z and y 2 ∈ F z ∩ F o , then by (3.9) and (3.15),
7. If y 1 ∈ F o ∩ F c z and y 2 ∈ F z ∩ F o , then by (3.6), (3.9) and (3.15),
8. If y 1 ∈ F o ∩ F z and y 2 ∈ F z ∩ F c o , then by (3.7), (3.9) and (3.15), 
Altogether this gives
does not depend on z. We recall the dependence of χ 1 , χ 2 on x 1 , x 2 , y 1 , y 2 and then carry out the substitutions x 1 − y 1 → x 1 and x 2 − y 2 → x 2 to get
To the inner integrals we apply the relations
In the last two equations we used [20, Theorem 5.2.1]. Consequently, (2.12) and (2.11) yield (3.11) , the Cauchy-Schwarz inequality and assumption (3.1), it follows from the Lebesgue dominated convergence theorem that S 2 → 0 as m → ∞. Now we are dealing with the asymptotic normality of G n (C).
and σ 2 (·) is given by (2.14)
Proof. Using (2.17) and Slutsky's theorem, the weak limit of |W n | d G n (C) − G(C) coincides with the weak limit of
Observing that
we can proceed along the same lines as in the proof of Theorem 3.1 and obtain
provided we can identify the asymptotic variance σ 2 G (C) of Y n . Theorem 2.4 implies that
Since η Wn (·) is additive, we obtain from Theorem 2.4 that
Inserting this result into (3.17) we obtain (3.16) upon some simplification.
To prove the last assertion, we defineg(t, s) := (1{s ∈ C} − G(C))f (t)h B (t, s) −1 and assume that 0 < G(C) < 1. For a convex body W ⊂ R d we need to consider the variance of
As in the proof of the positivity assertion in Theorem 2.4 we obtain that
By (1.4) and the definition ofg the second expectation on the above right-hand side vanishes for all y ∈ W and r ≥ 0. Thereforẽ
Again as in the proof of Theorem 2.4 we let C ′ := R + \C and obtain from Jensen's inequality and (3.18) that
where c > 0 is a constant not depending on W . Hence it is sufficient to show that
By (2.12) the above integral equals G(C ′ ) R dFB (t)f (t) dt, which is positive by (1.6).
where the weight w i is given by
For B = B 2 we have h B 2 (t, r) = 2π(t + r) (see Remark 2.3), hence if f (t) = ε −1 1{t ≤ ε} then
If we let ε → 0, the weights converge to w i = l i /(2πr i ) if r i > 0 and to w i = 1 if r i = l i = 0. Then the estimator becomes
with l i /r i interpreted as 2π if r i = l i = 0. Notice also that the outer sampling window W (ε) then shrinks to W , so that in the limit only information in W is needed. The estimator G o was discussed by Hall [3, Chapter 5.6] (more generally, he considered estimators of EA(R), for a given function A; G o corresponds to the case A = 1 C ). For B = [0, u] (with u ∈ {±e 1 , ±e 2 }), assuming (in the linear case) that G({0}) = 0 and hence r i > 0, and again choosing f (t) = ε −1 1{t ≤ ε}, we get h B (t, r) = 2r and
dx.
This yields an estimator G l,u in the limit ε → 0, which is given by
Here, l i (u) is the length of the projection of the visible part of C i in direction u (projected onto the line orthogonal to u). The estimator can be improved by combining u = e 1 , −e 1 , e 2 , −e 2 , G l := 1 4 G l,e 1 + G l,−e 1 + G l,e 2 + G l,−e 2 .
For applications, it would be natural to choose ε = 1 which yields weights
and gives the estimator
Hence, in this case and with u = e 1 , information in [0, 2] × [0, 1] would be required and the estimation is based on the areas of the regions A i ⊂ [0, 1] 2 . Of course, the estimation can be again improved by combining the estimators for u = e 1 , −e 1 , e 2 , −e 2 which are available if Z is observed in [−1, 2] 2 . If we do not have information from outside W , then we may use a minus sampling approach and replace W by the eroded window W ⊖ε := {x ∈ W : x + εB ⊂ W }, i.e. we consider the following estimator
Another possibility would be to use the naive approach which ignores edge effects. Then we have the uncorrected estimator Besides minus sampling there exist more sophisticated methods of edge correction in the statistics of spatial point processes. We adopt the idea of local minus sampling that was originally applied in [4] to the estimation of the nearest neighbour distance distribution function for stationary point processes (see also [5] ). We use only points that are closer to Z than to the boundary of the window W . This gives the Hanisch type estimator Note that for B = [0, u] the estimators G H and G u coincide.
In practical applications one has to replace in (1.5) the integration with respect to Lebesgue measure by an integration with respect to a discrete measure. This still gives a ratio-unbiased estimator of G.
We compare the performance of the different estimators discussed above through computer simulations. We simulate a stationary planar Boolean model with spherical grains, given by (1.1). The observation window W is the unit square [0, 1] 2 . The distribution G is assumed to be uniform on (0.05, 0.1). We approximate the integrals over W by Riemannian sums over a rectangular grid of points L h ∩ W , where L h := (k − 1/2)h, (l − 1/2)h : k, l ∈ N .
For our purposes, we choose h = 1/300. We take f (t) = ε −1 1{t ≤ ε} for different choices of ε and compare the estimator G, given by (1.8), with the estimators G o (for spherical B) and G l (for linear B) corresponding to the limiting case ε → 0. The estimators G ⊖ε , G u and G H are also evaluated. For linear B = [0, u] we always combine the corresponding estimators for u = e 1 , −e 1 , e 2 , −e 2 , this leads to a noticeable improvement.
The radius distribution G is uniquely determined by the distribution function G(t) = G([0, t]), t ≥ 0. We measure the quality of the estimators by the Kolmogorov-Smirnov distance We have generated 100 independent realizations of the Boolean model Z with chosen intensity γ. For each realization we have determined several estimators under study. The sample means of corresponding Kolmogorov-Smirnov and Cramér-von Mises distances over 100 simulations are demonstrated in Table 1 for γ = 25 and in Table 2 for γ = 100. The results show that smaller values of ε are more
