Aromatic amines are prevalently used in a wide variety of industries and are ubiquitous in foods and environment. Many of this class of compounds are potentially mutagenic or even carcinogenic, and the assessment and prediction of their mutagenicity are of practical importance because mutagenicity and carcinogenicity are toxicological end points that play major roles in the genesis of cancer and tumor. Quantitative structure-activity relationship of a homogeneous set of mutagenicity data (TA98 1 S9), which was comprehensively compiled from literature, was developed by four machine learning methods, namely hierarchical support vector regression (HSVR), support vector machine, radial basis function neural networks, and genetic function algorithm. The predictions by these models are in good agreement with the experimental observations for those molecules in the training set (n 5 97, r In addition, several validation criteria were adopted to verify those generated models, and a set of outliers was deliberately selected to examine the robustness of these four predictive models (n 5 14, r 2 5 0.35-0.84, RMSE 5 0.55-1.21, SD 5 0.25-0.72). Finally, various crosscomparison schemes, namely forward comparisons, backward comparisons, and most common molecule comparisons, with assorted published predictive models were carried out. Our results indicate that the HSVR model is the most accurate, robust, and consistent and can be employed as a tool for predicting mutagenicity of aromatic amines.
Aromatic amines are a class of chemicals, which contain one or more amino or imino groups attached to an aromatic ring, and are commonly used in a variety of industries for manufacturing dyes and pigments, rubbers, pharmaceutical and agricultural products, plastics, textile, and cosmetics (Baan et al., 2008) . In addition, they can be found in grilled meats and fish, environmental pollution, and tobacco smoke (Lilla et al., 2005) .
In certain circumstances, aromatic amines can be metabolized and transported via the blood to the bladder where they can bind to DNA (Ilett et al., 1991) , which may cause DNA mutation in some cases and consequent mutagenicity (Hakimelahi and Khodarahmi, 2005) . A recent study also demonstrated that aromatic amines in the consumption of cooked meat are associated with a higher bladder cancer risk for people with N-acetyl transferase 2 (NAT2) genotype (Lumbreras et al., 2008) . Consequently, a link between exposure to aromatic amines and bladder cancer has been unequivocally found (de Vocht et al., 2009; Vineis and Pirastu, 1997) .
Because of the prominent toxicity of aromatic amines and their ubiquitous roles in a variety of industries and environments, they have been subjected to intense scrutiny, especially by the governmental agencies (Vračko, 2006) . Thus, it is of practical importance to develop a system to predict genotoxicity of aromatic amines. Of all assay systems, the most prevalent one is the Ames test, which is based on a Salmonella typhimurium bacterial assay to measure genetic damage caused by chemicals. It has been shown that Ames test is closely related to rodent carcinogenicity (Ames et al., 1975; Mortelmans and Zeiger, 2000) as well as the human carcinogenicity (Soderman, 1982) . Animal test, conversely, is time consuming, costly, and less humanitarian (Benigni et al., 2000) . Of various bacterial strains, TA100, designed for detecting base pair substitution mutations, and TA98, designated for capturing frame-shift mutations, were found to be most prevalent strains for mutagenicity testing. This study was exclusively focused on mutagenicity study of aromatic amines in the S. typhimurium TA98 strain with S9 microsomial activation.
Mechanistically, in the case of Ames test, an aromatic amine can undergo oxidation reaction in the presence of enzymes, viz. cytochrome P450 residing in S9 to from an aromatic hydroxylamine intermediate, which, in turn, can further produce an nitrenium ion, viz. an electrophilic intermediate per se, giving rise to a covalently bonded DNA adduct and resulting in mutagenicity. An aromatic nitro, nevertheless, can also form a DNA adduct thought a similar process except that it will require reduction to take place in the initial stage to give rise to the same aromatic hydroxylamine intermediate (Hakimelahi and Khodarahmi, 2005) . It has been demonstrated that different chemical classes may go through different mutagenicity and carcinogenicity mechanisms (Passerini, 2003) , which, in turn, will require different predictive models. Because of their different activation sites, Debnath et al. (1992a) adopted different sets of descriptors to describe the mutagenicity of aromatic amines and aromatic nitro compounds.
Nevertheless, ambiguity can be arisen when the aromatic amines include a nitro-substituted group because there is no compelling evidence to support the predominance of active site to form nitrenium intermediate between these two functional groups (Debnath et al., 1992a) , which, in turn, will give rise to different values for those descriptors that depend on the selection of active site. The descriptor q C2 , e.g., was adopted by Hatch et al. (1996) to account the charge on the C 2 atom attached to the NO 2 or NH 2 group). Consequently, different selections of activation sites will yield different q C2 values as a result. As such, in order to warrant the data certainty, all nitro-substituted aromatic amines were excluded from this investigation. Debnath et al. (1992a) were the first to develop the predictive models using only log P, I L , E HOMO , and E LUMO as descriptors by the partial least square (PLS) regression scheme. Subsequently, more predictive models have been proposed (Basak et al., 2001; Benigni et al., 1998; Bhat et al., 2005; Casalegno et al., 2006; Cash, 2001; Cash et al., 2005; Gramatica et al., 2003; Maran et al., 1999; Toropov and Toropova, 2001; Toropov et al., 2009; Torres-Cartas et al., 2007; Valkova et al., 2004; Vračko et al., 2004) . Most of them were derived using techniques such as multiple linear regression (MLR) and PLS to explore the linear relationship between descriptors and mutagenicity. Nevertheless, there is no warrant that such linearity can always be valid. For example, Debnath et al. observed positive association between log P and logTA98 values in some molecules and negative association between some others. This suggests a possibility of the existence of a nonlinear relationship between log P and logTA98. Conversely, machine learning (ML) techniques can extract nonlinear correlations between input and output that are otherwise often mishandled by linear approaches. More importantly, it has been demonstrated that predictive models using ML techniques generally perform better than their conventional linear counterparts (Hou et al., 2009) . Herein, our objective was to use ML techniques to develop in silico models to predict mutagenicity of aromatic amines based on the most comprehensive data collection from the literature.
MATERIALS AND METHODS
Datasets. Comprehensive literature search was carried out to retrieve experimental mutagenicity data toward S. typhimurium TA98 þ S9 microsomial preparation, which are expressed by the logarithm of the number of revertants per nanomole, and data were compiled from different sources (Benigni et al., 2007; Beudot et al., 1998; Debnath et al., 1992a; Glende et al., 2001 Glende et al., , 2002 Ludolph et al., 2001; Novak and Rajagopal, 2002) in order to maximize the structural diversity. Furthermore, all chemical structures were cautiously inspected and only those with definite stereochemistry were selected because compounds with different chirality, in general, will give rise to different biological activities (Hutt, 2006; Lu, 2007) . All molecules compiled for this investigation, their SMILES strings, CAS numbers, TA98 values, and literature references are listed in Supplementary table 1.
Molecular descriptors. Full geometry optimization was performed for all molecules enlisted in this study at the B3LYP/6-31G** level using the Gaussian 03 package (Gaussian, Wallingford, CT). Calculations were carried out in the dimethyl sulfoxide solvent system because it has been suggested that solvent plays a critical role in determining the mutagenicity (Zeiger, 2001 ). In addition, atomic charges were also computed by the molecular electrostatic potential-based method of Merz and Kollman (Besler et al., 1990) . HOMO and LUMO energies (i.e., E HOMO and E LUMO ) of each molecule were retrieved from optimization calculation; and the corresponding energy gaps (DE LUMO-HOMO ) were also calculated. In addition, g03 was also employed to calculate the Hü ckel HOMO and LUMO energies, the charge on the exocyclic nitrogen atom, and q C2 because of their roles in regulating mutagenicity as suggested (Debnath et al., 1992b; Hatch et al., 1996) .
A total of more than 200 one-, two-, and three-dimensional molecular descriptors of those optimized molecules were calculated using the DiscoveryStudio package (Accelrys, San Diego, CA) and E-Dragon (available at the Web site http://www.vcclab.org/lab/edragon/). These descriptors include electronic descriptors, spatial descriptors, structural descriptors, thermodynamic descriptors, topological descriptors, and E-state indices. In addition, descriptors adopted in published predictive models were also computed. The log P values, e.g., were calculated using the EPI Suite package (available at the Web site http://www.epa.gov/oppt/exposure/pubs/episuite.htm).
Descriptor preprocessing and selection. It has been suggested that an overfitting model may be resulted from using too many input parameters for model development (Burden et al., 2000) . As a result, objective variable preprocessing was carried out to eliminate the redundant information in the preliminary phase according to the following steps: (1) eliminating descriptors that are not available for all structures and descriptors that show little or no variations in magnitude for all structures; and (2) eliminating descriptors, whose correlation with other descriptors exceeds 0.80 by pairwise correlation test.
It can be expected that these descriptors vary substantially in magnitudes because they encode various aspects of molecular information. As a result, it is plausible to transform the original descriptors into a more consistent range by centering and scaling (Kettaneh et al., 2005) , so that those descriptors with larger ranges will not outweigh the descriptors with smaller ranges. Therefore, the descriptors were normalized with Equation 1:
where x ij was the jth descriptor of the ith compound,x ij was the normalized descriptor of x ij , <x j > was the mean value of the jth descriptor, and n was number of samples.
Genetic PLSs (G/PLS) technique was then adopted to select those significant descriptors because it has been proven to be a powerful and efficient tool for descriptor selection (Drew et al., 1999) . In addition, the ''recursive feature elimination'' method (Guyon et al., 2002) was employed to remove relatively unimportant descriptors. In each execution, a descriptor was removed, followed by a single execution of the model development using all the remaining descriptors. The procedure was repeated for each descriptor. Then, the model PREDICTING MUTAGENICITY BY MACHINE LEARNING ranked the descriptors according to their contribution to the result while the least contributing descriptor was removed from the collection.
Set selections. Compounds were randomly partitioned into the training set and test set, with an approximate 4:1 ratio in the numbers of molecules to generate the predictive models and to validate the built models, respectively. The chemical and biological distributions for those molecules in both sets were also securitized to ensure high levels of similarity, which are of critical importance to a predictive model (Golbraikh et al., 2003) .
Moreover, it is believed that a predictive model should have high levels of extrapolation capacity, i.e., they can maintain the predictivity power when applied to molecules that are structurally distinct from those to develop the model (Leong et al., 2009b) . As a result, those molecules assayed by Glende et al. (2002) were deliberately designated as the outlier set to verify the robustness of predictive models because they are substantially different from those in the training set and test set in the space determined by the first principal components (see the ''Results'' section) as suggested (Hubert and Engelen, 2004) .
Hierarchical support vector regression. In contrast to any other QSAR schemes, including the traditional and ML, which always have to trade-off between both characteristics (Netzeva et al., 2005) , recently, a novel hierarchical support vector regression (HSVR) scheme, which can simultaneously take into consideration the characteristics of a global predictive model and a local predictive model, namely broader coverage of applicability domain (AD) and higher level of predictivity, respectively, has been reported (Leong et al., 2009a) . HSVR was performed as described previously (Leong et al., 2009a) . Briefly, different sets of descriptors were assembled to represent various local models using the support vector regression (SVR) scheme, which was carried out using the LIBSVM package (software available at http://www.csie.ntu.edu.tw/~cjlin/ libsvm), and kernel type of radial basis function was used, and all calculations were assisted by an in-house perl script to systemically scan through those runtime parameters. Finally, a group of plausible SVR candidates were compiled to construct a support vector regression ensemble, which, in turn, was subjected to regression by another SVR to form the final HSVR model, viz. a global model per se.
Support vector machine. Support vector machine (SVM), which was developed by Vapnik et al. (Cortes and Vapnik, 1995) , has been extensively used in a wide variety of applications (Goldman and Walters, 2006; Ivanciuc, 2007; Noble, 2006) . SVM was originally developed for classification and was subsequently adapted to solve regression problems by mapping the input data into a higher-dimension feature space via a nonlinear mapping, followed by linear regression in this space (Vapnik et al., 1997) . In contrast to traditional regression methods, which develop predictive models by minimizing the training error, SVM regression takes into account both the training error and the model complexity. As such, SVM usually performs better than traditional regression methods because of its dimensional independence, limited number of freedom, excellent generalization capability, global optimum, and little effort to implement (Schölkopf and Smola, 2002) . SVM regression calculations were carried out in the same way as the HSVR model development (vide supra) except that all descriptors employed by every member in the ensemble were assembled.
Radial basis function neural networks. Radial basis function neural networks (RBFNNs) can be considered as a special version of feed-forward neural network (FFNN), which is composed of three layers, namely input layer, hidden layer, and output layer. In contrast to any other version of FFNNs, the input layer does not process the information; instead it only functions by transferring the input vectors to the hidden layer, which consists of a number of neurons, whose activation functions are radial basis functions (RBFs) to carry out nonlinear transformation from the input information. The most often used RBF is a Gaussian function, which is characterized by a center and a width. As a result, the performances of RBFNN predominately depend on the number of RBF as well as the width and center of each RBF. The theory of RBFNN has been explained in detail elsewhere (Kecman, 2001 ). The practical realization was carried out using the RBFNN script M-file implemented in MATLAB in this study, and the optimal performances of RBFNNs were yielded by systemically tuning those factors.
Genetic function algorithm. The genetic function approximation (GFA) (Rogers and Hopfinger, 1994) , which involves the combination of multivariate adaptive regression splines algorithm with genetic algorithm, was executed using the GFA module implemented in the DiscoveryStudio package. In GFA, random combinations of the molecular descriptors are generated to yield a series of initial predictive models, which, in turn, are subjected to multivariate linear regression. The best-fitting models are allowed to ''breed'' or exchange descriptors to produce progeny new models. The population of models is ''evolved'' by repeatedly performing the genetic crossover operation to recombine the terms of the better performing models as generations are bred in the way that the approximation rapidly converges to the population of models that best fit the training set data. In contrast to other regression techniques, GFA produces a population of models instead of a single model. A final model can then be chosen based on the examining population of well-fitting models.
Model evaluation. The predictive power of a theoretical model was determined by several statistics. In addition to the correlation coefficient (r 2 ) and SD between the observed and predicted values, the prediction error sum of squares (PRESS) was computed as:
where y i and ŷ i are the observed and predicted values for the object i, respectively, D i is the corresponding residual, and n is the number of samples. The root mean square error (RMSE) was evaluated by
In addition, the mean of absolute error (MAE) was also calculated by
Furthermore, three criteria proposed by Golbraikh et al. (2003) were also employed to further gauge the predictivity of all generated models, namely
where q 2 and r 2 are the cross-validation coefficient and correlation coefficient, respectively; and r 2 o and k are the correlation coefficient and slope of the regression line (predicted vs. observed values) through the origin, respectively. More importantly, the last two criteria were also applied to the test set and outlier set in addition to the training set as suggested by Benfenati et al. (2007) . Nevertheless, Equation 7 was considered extremely stringent, and a modified version was proposed (Benfenati et al., 2007) as follows:
where r 
An r 2 m value of larger than 0.5 is necessary to warrant the predictive power of a generated model.
Finally, all built models were subjected to an internal validation by carrying out the 10-fold cross-validation because of its superiority (Leong, 2007) . In the 10-fold cross-validation, the dataset is randomly divided into 10 subsets of approximately equal sizes, viz. similar sample numbers, of which one of the subsets is retained as validation data and the remaining data are used for model development. This process is repeated 10 times until each subset has been left out once as the validation data and the total errors from the 10 validation calculations are averaged. The correlation coefficient of cross-validation is estimated by
and a QSAR model with better predictivity will give rise to a higher value of q 2 (Pan et al., 2008) .
RESULTS

Dataset Selection
Of 122 molecules enrolled in this study, 97 and 25 molecules (i.e., approximately four-fifths and one-fifth of samples) were randomly chosen for the training set and test set. Figure 1 displays the projection of all molecules adopted in this study. As shown, both sets exhibited high levels of similarity in chemical space, spanned by the first three principal components, which explain 81.5% of the variance in the original data.
As exhibited in Figure 2 , the histograms of logTA98, log P, molecular weight (MW), surface area, and molecular volume in density form (Scott, 2010) for all molecules in the training set and test set render their biological and chemical similarity between both sets. Therefore, the quality of dataset partition can be assured.
On the other hand, as much as possible, molecules in the outlier set should be as dissimilar to those in the training set so that the extrapolation power of generated models can be challenged. In fact, those outliers designated in this study are very different from those in the training set as illustrated in Figure 1 , in which all molecules in the outlier set are entirely situated outside the perimeter of training set, depicting the fact that they are far away from the AD of model generations and serve as a good measure of robustness of a predictive model. In addition, the high levels of dissimilarity between the training set and outlier set can be further illustrated by those histograms shown in Figure 2 .
HSVR
The SVR ensemble was constructed by comprising four SVR models, designated by SVR A, SVR B, SVR C, and SVR D, which adopted 9, 6, 8, and 8 descriptors, respectively (see Table 1 ). The SVR ensemble was further subjected to regression by another SVR to generate the HSVR model, which collectively adopted only 16 descriptors. As a result, the ratio of the number of molecules in the training set to that of descriptors was 6:1, viz. larger than 5, which is a threshold needed to generate a reliable predictive model (Walker et al., 2003) .
In contrast to the HSVR model, those four SVR models in the ensemble adopted various combinations of descriptors, depicting the nature of local models as manifested by the fact that some residuals generated by the SVR models are smaller than the corresponding residuals yielded by the HSVR model in the training set and test set (Supplementary table 1) . Nevertheless, the HSVR model, in general, executed better than any individual model in the ensemble in the training set and test set as illustrated by Figures 3 and 4 , in which the distances between those points predicted by HSVR and the regression line with slope of 1.00, viz. the ideal regression line, are generally shorter than their SVR A, SVR B, SVR C, and SVR D counterparts. When applied to those molecules in the outlier set, the HSVR model even showed more pronounced predominance (Supplementary table 1 and Fig. 5 ). This, indeed, can be expected because local models are usually lack of extrapolation capacity. As such, the HSVR model is more robust, which is of critical importance to a predictive model (Gnanadesikan and Kettenring, 1972) .
As briefly summarized by Table 2 of Gramatica et al. (2003) , most of descriptors listed in Table 1 have already been employed by published models. Nevertheless, descriptors such as Kier and Hall's third-order cluster molecular connectivity index (CHI-3_C), fractional shadow index for the XY plane (Shadow-XYfrac), relative positive charge (Jurs-RPCG), atomic charge weighted positive surface area (Jurs-PPSA-3), and multigraph information content index (CIC) have hitherto not been reported. Conversely, MW, e.g., was selected by Torres-Cartas et al. (2007) for model development, whereas it was not adopted in this study. These seeming inconsistencies can be clarified by the fact that CHI-3_C, for instance, is highly related to MW for all molecules enrolled in this study (data not shown here), suggesting that it is plausible to use CHI-3_C in place of MW. Similarly, it is also reasonable to substitute CIC for SIC employed by Basak et al. (2001) because both descriptors are highly related to each other.
Furthermore, it is of necessity to employ descriptors Shadow-XYfrac and Jurs-PPSA-3 because they are closely FIG. 2. Histograms of (A) logTA98, (B) log P, (C) MW, (D) surface area, and (E) molecular volume in density form for all molecules in the training set, test set, and outlier set. 502 associated with mutagenicity levels for those molecules enrolled by Ludolph et al. (2001) and Novak and Rajagopal (2002) , respectively. Descriptor Jurs-RPCG, conversely, was chosen because of its inverse correlation with mutagenicity of those compounds with more negative charge-bearing functional groups, such as halogens. Thus, it can be concluded that those descriptors adopted in this study were designated for a special group of molecules or, if they have never been reported, served as replacements.
Statistical assessments of the HSVR model in the training set, test set, and outlier set, namely r 2 , RMSE, maximal residual (D Max ), MAE, SD, q 2 , r 2 m , and Equations (5)-(9) are listed in Tables 2-4 . Of 97 and 25 molecules in the training set and test set, the HSVR model only produced five and six predictions, respectively, whose residuals were > 1.00; and the D Max values were merely 1.36 and 1.19 in the training set and test set, respectively. This indicates that the HSVR model is highly accurate and can be further supported by the PREDICTING MUTAGENICITY BY MACHINE LEARNING insignificant RMSE, MAE, and SD values in both sets. In addition, the fulfillment of all validation criteria in the training set and test set also warrants its predictivity. Statically, the high values of r 2 given rise by the HSVR model (0.93 and 0.85 in the training set and test set, respectively) signify the fact that this theoretical model exhibited highly statistical significance between the theoretical model and the input data. The 10-fold cross-validation of the HSVR model yielded the correlation coefficient q 2 of 0.93. More importantly, these little differences between both r 2 values and between r 2 and q 2 values assured that HSVR is a well-trained predictive model because it will otherwise result in, at least, one substantial difference in case of overtraining, which can be further manifested by its smallest RMSE parameters in the training set (0.51) and test set (0.65) as well as the small difference both values.
Little performance decreases were yielded when the HSVR model was applied to those molecules in the outlier (Supplementary tables 1 and 4) . In fact, the HSVR model performed slightly better in the outlier set than in the test set as indicated by all statistical parameters except r 2 (Tables 3 and 4 ), suggesting that this HSVR model can maintain similar levels of predictivity when applied to the interpolation and extrapolation samples. Conversely, most of other QSAR methods will usually result in various levels of performance deterioration from the training set to the outlier set because they usually fail to maintain the same level of performance once those samples are outside the coverage of AD. As a result, it can be asserted that the HSVR model is very robust because it is very insensitive to the outliers (Gnanadesikan and Kettenring, 1972) , which is an unusual and yet critically important characteristic for a predictive model.
SVM, RBFNN, and GFA
Other three ML models, namely SVM, RBFNN, and GFA, were built by combining those descriptors adopted by SVR A, SVR B, SVR C, and SVR D in the SVR ensemble (Table 1) . Supplementary table 1 lists the prediction results of those molecules in the training set, test set, and outlier set, respectively, and Tables 2-4 summarize the corresponding statistical assessments, respectively.
As indicated by those statistical numbers listed in Table 2 , these three ML models gave rise to predictions that are in agreement with experimental values in the training set (Supplementary table 1) . Furthermore, the fulfillment of all validation requirements also states the fact that these models are accurate. In contrast to HSVR, various levels of overtraining, albeit marginally, can be observed for these three ML models as depicted by the differences between the parameters r 2 and q 2 as well as their relatively large RMSE values. In fact, these three ML models were outperformed by HSVR in the training set as denoted by all statistical parameters. The D Max values, e.g., were 1.36, 2.83, 2.71, and 2.50 generated by HSVR, SVM, RBFNN, and GFA, respectively, asserting the fact that HSVR is the most accurate model. Of these three ML models, SVM showed slightly better performance than RBFNN and GFA as illustrated by the parameters r 2 , RMSE, Model proposed by Debnath et al. (1992a) . and q 2 . It should be noted that RBFNN and GFA executed similarly in the training set because their statistical assessments were in close range (except r 2 m ). These three ML models did not show significant levels of performance decrease when applied to the test set (Table 3) . The parameters D Max and SD yielded by these three ML models in the test are even slightly smaller than those in the training set, and all the statistical parameters but r 2 support the fact that the GFA model performed modestly better in the test set than in the training set. In addition, they can meet all validation criteria, suggesting the statistical significance of these models. Nevertheless, as the same observation found in the training set, all the statistical evaluations affirm the fact that the HSVR model outperformed these three ML models in the test set.
Like any other predictive models, which are generally very sensitive to the outliers, the performances of these three ML models unanimously decreased from the training set to the outlier set (Tables 2 and 4 ). For example, the highest r 2 was given rise by RBFNN, with a value of 0.63, which decreased by 0.18 and 0.13 from the training set and test set, respectively. In addition, the D Max values generated by RBFNN and GFA even increased to 2.00 and 2.37, respectively, whereas SVM produced a modest value of 1.60. The r 2 m values even showed more pronounced deteriorations because none of these three ML models yielded a value of more than 0.35 as compared with HSVR (0.83). In general, SVM executed slightly better than RBFNN and GFA in the outlier set and HSVR evidently outperformed these three ML models.
DISCUSSION
To compare the performances of these four ML models with the published traditional QSAR models, the PLS model developed by Debnath et al. (1992a) and the MLR model built by Gramatica et al. (2003) were selected to predict all molecules adopted in this study because those descriptors employed by both models were accessible. The statistical evaluations of prediction results in the training set, test set, and outlier set are listed in Tables 2-4, respectively.
The MLR model showed better performance than the PLS model in the training set as asserted by larger r 2 and r 2 m , and smaller RMSE, D Max , MAE, and SD (Table 2 ). The maximum prediction deviation in the training set generated by PLS resulted from the prediction of 118, with a considerable value of 5.64, whose residuals were 3.72 by MLR and no more than 1.18 by the four ML models. Similar observations can also be found in the predictions of 116 and 124. In fact, such substantial discrepancies between the linear and ML models for predicting these molecules can be attributed to the lack of descriptor molar refractivity (MR) or any other one related to the steric effect of the whole molecule in the linear models in contrast to their ML counterparts, resulting in neglecting the impact of bulky substitute on the whole molecule. The influences of MR and steric effect on mutagenicity were reported elsewhere (Benigni and Zito, 2004; Benigni et al., 1994; Hakimelahi and Khodarahmi, 2005) . Moreover, the prediction of 128 generated the maximum residual by MLR in the training set, with a value of 4.01, and PLS also produced a sizeable residual of 5.23. However, none of the ML models gave rise to a deviation of more than 0.90 for the prediction of the same molecule. In addition to 128, presumably because of missing the descriptor Jurs-PPSA-3, which was highly correlated with mutagenicity, the predictions of any other molecules adopted by Novak and Rajagopal (2002) exhibited great errors by PLS and MLR. As a result, it can be asserted that these four ML models unequivocally outperformed those selected published models in the training set as manifested by those statistical parameters.
Unlike their ML counterparts, the performances of both linear models increased substantially from the training set to Equation 7 Equation 8 Equation 7 Equation 8 (Tables 2 and 3) , especially PLS, which performed better than some of ML models in terms of the statistical evaluations. The parameter r 2 evaluated by PLS (0.77), e.g., is only smaller than that by HSVR (0.85) and larger than those by the other three ML models, despite the fact that the RMSE and MAE values obtained by the PLS model are still larger than those obtained by SVM, RBFNN, and GFA. Of six predictive models, even the smallest r 2 in the test set is 0.60 produced by PLS. Such unusual performance improvement by both linear models can be realized by the fact that, of 25 samples in the test set, 19 molecules were also included in their model development, viz. 76% of coverage. The performance of the MLR model, on the other hand, was inferior to its ML counterparts in all aspects. Consequently, PLS showed better performance than MLR in the test set, which is opposite to the results observed in the training set. Nevertheless, both linear models failed to meet Equation 7 as compared with their ML counterparts, suggesting that the four ML models executed better than their linear counterparts in the test set.
Furthermore, both linear models executed extremely poorly when applied to those samples in the outlier set as compared with those in the training set and test set as indicated by all statistical assessments. The r 2 values, e.g., are 0.21 and 0.38 yielded by PLS and MLR, respectively. The PLS model even showed pronounced deteriorations as exhibited by the large value of D Max (4.59) and the small value of r 2 m (0.13). When the total performances in all three sets were taken into consideration, the four ML model executed better than the MLR model, which, in turn, functioned slightly better than the PLS model. In addition, more pronounced performance variations among data sets were produced by both linear models because of their quite sensitivity to the outliers, which consequently will limit their applicability.
It has been suggested that different ADs may result in different optimal predictive models (Tetko et al., 2008) . As a result, the backward model comparisons were carried out by applying the four ML models to all molecules but those with nitro-substituted group selected to develop various predictive models (Basak et al., 2001; Bhat et al., 2005; Cash, 2001; Cash et al., 2005; Debnath et al., 1992a; Gramatica et al., 2003; Toropov and Toropova, 2001; Toropov et al., 2009; TorresCartas et al., 2007) because of their different activation sites (vide supra). The prediction values were excerpted from their published data and were further subjected to statistical and validation evaluations as mentioned above. The results are summarized in Tables 5-13. Cash employed 6, 6, and 9 E-state indices to develop three MLR predictive models (Table 5) , which showed little performance alterations after the removal of those molecules with nitro-substituted group from the samples. For instance, the r 2 value of Equation 3, i.e., 9-descriptor model, evaluated based on the original 95 sample was 0.77 and remained intact after eliminating 22 nitro-substituted molecules, viz. 75 samples. Furthermore, these three models were fully optimized because their r 2 values are modest and they can comply with all validation criteria even the most stringent Equation 7. Nevertheless, their D Max values, yielded by the prediction of 20, were considerably larger than their ML counterparts. Actually, 20 was considered as an outlier by Cash and that can be further manifested by the fact that these three MLR models showed better performances after the removal of 20, which, nevertheless, barely exerted any impact on the four ML models, especially the HSVR model, whose statistical parameters almost remained intact with and without 20, suggesting that 20 was located within the AD of these four ML models as compared with the three MLR models. In general, these three MLR models showed comparative performance with RBFNN and GFA without the outlier and yet worse execution than HSVR and SVM. Basak et al. (2001) developed a 9-descriptor model, whose SD value increased from 0.91 in the original data pool of 95 samples to 0.54 in that of 78 samples without aromatic nitrocontaining molecules (Table 6 ). This derived model, in general, executed well as demonstrated by those statistic parameters and validation criteria except D Max , which, nevertheless, was substantially reduced to 1.46 after discarding six outliers. In fact, when those outliers were not taken into account, this theoretical model showed better performance as asserted by all the statistical numbers and exceeded RBFNN and GFA. However, its respectable execution still failed to surmount SVM and HSVR. Equation 6 Equation 7 Equation 8 All ( 
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The four ML models performed better than the 4-descriptor PLS predictive model derived by Debnath et al. (1992a) in every aspect when applied to all 86 molecules (Table 7) . For instance, the parameter D Max of the PLS model was 3.16, resulted from the prediction of 20, which was considered as an outlier by Debnath et al. A similar observation can also be found in the study by Cash (2001) (vide supra). Eliminations of outliers actually improved the performance of the PLS model as manifested by those statistical parameters, and, actually, this PLS showed slightly better performance than GFA and similar performance to RBFNN. Conversely, little variations were observed from the four ML models after the rejection of outliers especially HSVR, which barely showed any performance discrepancies between both sets of samples, suggesting that this PLS model is very sensitive to outliers. It can be asserted that the HSVR and SVM models outperformed this PLS model, which, in turn, executed similarly to the RBFNN and GFA models based on the statistical evaluations.
The statistical parameters listed in Table 8 indicate that the predictive model proposed by Torres-Cartas et al. (2007) Equation 6 Equation 7 Equation 8 All ( Equation 6 Equation 7 Equation 8 Equation 6 Equation 7 Equation 8 Equation 6 Equation 7 Equation 8 All ( This work.
PREDICTING MUTAGENICITY BY MACHINE LEARNING performed slightly better than the RBFNN and GFA models and only marginally worse than the HSVR and SVM models, assuring its great accuracy that seems to be an unusual characteristic for a linear model. For instance, the r 2 value yielded by this MLR model was 0.88, which is larger than those by RBFNN (0.85) and GFA (0.74) and smaller than those by HSVR (0.89) and SVM (0.90). Nevertheless, this predictive model was developed based on a very small number of samples, implying a smaller AD, which, in turn, can easily construct an accurate predictive model with mediocre applications (Tetko et al., 2006) .
Numerous studies have demonstrated the superiority of ML techniques over their linear counterparts, which is consistent with the study by Bhat et al. (2005) , in which 10-descriptor artificial neural network (ANN) model clearly outperformed those three best MLR (BMLR) models using 4, 5, and 6 descriptors as asserted by those statistical numbers displayed in Table 9 . In fact, these three BMLR models performed slightly worse than RBFNN and GFA, which, in turn, executed marginally worse than the ANN model, which cannot surmount the superiority of HSVR and SVM like any other studies mentioned above. Moreover, the subtle discrepancies between this ANN model and GFA can be plausibly attributed to the variations in descriptor selections, which were resulted from different samples in the training set, viz. different ADs.
It should be noted that those predictive models produced by Cash (2001) , Basak et al. (2001) , Debnath et al. (1992a) , Torres-Cartas et al. (2007) , and Bhat et al. (2005) as mentioned above were solely based on samples in the training set and they were never challenged by any other samples. Consequently, these models were not assured by internal or external validations, which severely restrict its reliability . However, an ideal study should be developed and validated by those samples in the training set and test set, respectively (Golbraikh et al., 2003) , which is the normal way to partition samples in most of investigations. Nevertheless, substantial performance discrepancies between both sets are not uncommon as illustrated by the MLR models built by Cash et al. (2005) and by Gramatica et al. (2003) (Tables 10 and 11 , respectively), rendering their overfitting nature (Reunanen, 2003) and impairing their generalization (Orr, 1995) , despite the fact that these MLR models showed similar levels of predictivity as RBFNN and GFA in the training set. All statistical parameters further confirm the predominance of four ML models in the test set especially HSVR and SVM, which only showed negligible variations between both sets in both studies and outperformed any other predictive models. When all molecules in the training set and test set were combined, HSVR and SVM still executed Equation 6 Equation 7 Equation 8 Training set (n ¼ 78) MLR Equation 6 Equation 7 Equation 8 Training 508 better than BPFNN and GFA, which, in turn, worked better than the MLR models. For instance, the parameter MAE given by the Cash et al. (2005) was 3.52, which is much larger than any one yielded by ML models (Table 10) . Similarly, these four ML models produced much smaller MAE values than the MLR model derived by Gramatica et al. (2003) (Table 11) . In some cases, the overtraining problem can be exonerated, even by a linear model, when the study is well designed. For example, the least square model generated by Toropov and Toropova (2001) did not show any considerable discrepancy between the training set and test set, and even when all molecules were taken into consideration (Table 12 ), implying that this model was well trained. Nevertheless, the predictivity of this model was not outstanding as manifested by the fact that it did not perform better than any of the ML models even in the training set and both HSVR and SVM still outperformed this least square (LS) model. Toropov et al. (2009) used Monte Carlo (MC) method based on 10 descriptors to optimize the predictive model (Table 13) , which was further subjected to internal and external validations. Unlike any predictive models mentioned above that were developed and verified by samples in the training set and test set, respectively, this MC model not only maintained very consistent performances in different data sets but showed very high levels of predictivity. In fact, this MC model almost executed better than both of RBFNN and GFA in every aspect. Nevertheless, this MC model, like any other published predictive models, exerted no better performance than HSVR and SVM, regardless in the training set, in the test set, or in the pool of total molecules.
It can be observed from the backward model comparisons mentioned above that most of published models were not well designed because they were not verified by external validation or overtrained because they showed substantial performance differences between the training set and the test set. The least square model proposed by Toropov and Toropova (2001) managed to maintain similar performances in both sets, whereas its predictivity was limited. Only the MC model derived by Toropov et al. (2009) demonstrated high levels of predictivity and performance consistence and it even functioned better than RBFNN and GFA. Nevertheless, the HSVR model still outperformed any other models in almost every aspect, followed by SVM despite the fact that those published models were fully optimized based on their sample collections.
It can be argued that every predictive model was optimally derived based on its selected molecules and it can be biased to compare their performances based on different molecular selections. Alternatively, a more unbiased evaluation of the model performance can be carried out by selecting the most common molecules adopted by most of published predictive models and their statistical assessments are further subjected to comparison. As a result, seven predictive models (Basak et al., 2001; Casalegno et al., 2006; Cash, 2001; Maran et al., 1999; Toropov and Toropova, 2001; Toropov et al., 2009; Vračko et al., 2004) , including linear and ML models, were selected along with the four ML models developed in this study and 78 the most common molecules were selected. The statistical evaluations are summarized in Table 14 . In general, the predictions by these 11 in silico models are in good agreement with observed values for these 78 molecules as manifested by their modest r 2 values of 0.74-0.91. More importantly, they fulfilled all statistical validation requirements, even the most stringent Equation 7. Nevertheless, these seven published in silico models showed various declines in SD when applied to these common samples, suggesting that their levels of predictive more or less rely on the chemical structures. The CPNN model proposed by Vračko et al. (2004) , e.g., gave rise to an SD value of 0.97 in the original training set and that of 0.54 in the common sample set, viz. a decrease of 0.43. In contrast, these four ML models only displayed variations of 0.02-0.15, implying that their levels of predictive are more consistent regardless of the selected chemical structures.
Furthermore, the LS model proposed by Toropov and Toropova (2001) yielded the lowest r 2 and r 2 m , and the highest RMSE and SD, indicting that this LS model is the worst performer. The HSVR model, conversely, produced the highest r 2 and r 2 m , the lowest RMSE, D Max , and SD, and the second lowest MAE, indicating that the HSVR model is the best predictive model. In fact, the superiority of HSVR and inferiority of LS can be illustrated by the radar chart of Figure 6 , in which six statistical parameters, namely r 2 , RMSE, D Max , MAE, SD, and r 2 m , were normalized in such a way that the best performer for a given parameter was ranked highest. For instance, the lower the RMSE value, the better the predictive model. Accordingly, the parameter RMSE yielded by HSVR was the lowest (0.60) among these 11 predictive models and was ranked highest after normalization. It can be observed from Figure 6 that HSVR yielded five largest radii, proclaiming its predominance, whereas LS produced three smallest and the other three smaller radii, depicting its disadvantage.
Of 11 predictive models, the SVM model gave rise to the smallest MAE, the second largest r 2 and r 2 m , and the third smallest RMSE, and the ANN model developed by Casalegno et al. (2006) generated the largest r 2 m , the second largest r 2 , the second smallest RMSE, D Max , and SD, and the third smallest MAE, suggesting that they performed better than the other predictive models except HSVR. In addition, the MLR model by Maran et al. (1999) and the MC model by Toropov et al. (2009) exhibited modest levels of predictivity relative the others except HSVR, SVM, and ANN as manifested by Figure 6 . The discrepancies among the other six predictive models, nevertheless, were not so pronounced, implying their similar levels of performances.
In conclusion, four in silico models were developed in this study using the HSVR, SVM, RBFNN, and GFA ML schemes to predict the mutagenicity of aromatic amines in S. typhimurium TA98 strain with S9 mix. Generally, the predictions by these four ML predictive models are in agreement with experimental values for those molecules in the training set, test set, Equation 6 Equation 7 Equation 8 Equation 6 Equation 7 Equation 8 Training 510 and outlier set. Various statistical evaluations and validation criteria also support their accuracy and predictivity. They were further cross-compared with a number of published theoretical models, including linear and nonlinear models, by forward comparisons, backward comparisons, and the most common molecules. Our results and various model comparisons unequivocally demonstrated the superiority of HSVR by its outstanding predictivity, generalization capabilities, and robustness that plausibly can be attributed to its unique nature by combining the advantageous characteristics of local model and global model, viz. higher level of predictivity and broader AD. Thus, it can be asserted, based on the above-mentioned facts, that this accurate and robust HSVR model can be employed as a tool for predicting mutagenicity of aromatic amines determined in S. typhimurium TA98 strain with S9 mix.
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