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Abstract 
Computer models of the geometry of the real world have a 
tendency to assume that the shapes and positions of objects can be 
described exactly. However, real surfaces are subject to 
irregularities such as bumps and undulations and so do not have 
perfect, mathematically definable forms. Engineers recognise this 
fact and so assign tolerance specifications to their designs. 
This thesis develops a representation of geometric tolerance 
and uncertainty in assemblies of rigid parts. Geometric 
tolerances are defined by tolerance zones which are regions in 
which the real surface must lie. Parts in an assembly can slop 
about and so their positions are uncertain. 
Toleranced parts and assemblies of toleranced parts are 
represented by networks of tolerance zones and datums. Each arc 
in the network represents a relationship implied by the tolerance 
specification or by a contact between the parts. It is shown how 
all geometric constraints can be converted to an algebraic form. 
Useful results can be obtained from the network of tolerance 
zones and datums. For example it is possible to determine whether 
the parts of an assembly can be guaranteed to fit together. It is 
also possible to determine the maximum slop that could occur in 
the assembly assuming that the parts satisfy the tolerance 
specification. 
Two applications of this work are (1) tolerance checking 
during design and (2) analysis of uncertainty build-up in a robot 
assembly plan. I n the former, a designer could check a proposed 
tolerance specification to make sure that certain design 
requirements are satisfied. In the latter, knowledge of 
manufacturing tolerances of parts being manipulated can be used to 
determine the constraints on the positions of the parts when they 
are in contact with other parts. 
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c Set inclusion 
c() A c -function. Also appears as c2(), c2(), ... 
(page 199) 
Co A function of a c -function with the useful 
property that it is bounded by constants. 
(page 206) 
comp Set complement 
CSG Constructive Solid Geometry. 
E Extent of a feature or of overlap between two 
features. (page 61) 
Ex, Ey, Ez Extents of a feature or of overlap between two 
features measured parallel to coordinate system 
axes. (page 64) 
F A nominal feature. (page 93) 
G A real feature. (page 93) 
H An extended feature. (page 93) 
H' and H" Congruent copies of an extended feature. 
(page 94) 
1,, 12, 
MI, m2, ... Offsets used in the definition of tolerance 
zones where tolerance type is unimportant. 
m2>12, m2>12f etc. Usually m,>0, m2>0 etc. and 
1 ,<0, 12<0, etc. (page 1941) 
MMC Maximum material condition. (page 85) 
n Set intersection 
O(d;S) Offset solid with offset d of solid S. 
(page 92) 
P Absolute position or MMC-position tolerance 
parameter. (page 95) 
P , and P 2 Position tolerance parameters. (page 102) 
Q Orientation tolerance parameter. (page 96) 
S and S2 Size tolerance parameters. (page 914) 
sdist Signed distance. (page 124 and appendix 1) 
SUP and INF Algorithms for evaluating the bounds of an 
expression constrained by a set of 
inequalities. (page 65 and appendix 2). 
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Tf Form tolerance parameter. (page 94) 
U Set union 
x A vector of DOF;variables. (page 176) 
Ax Ay AZ 
A9 AO (Sloppy) degree of freedom (DOF) variables 
representing the relative position of items 
when they are free to move. x, y and z 
indicate translations parallel to x-, y-, and 
z-axes of a coordinate system and 9, 0 and 
represent rotations about these axes. (page 56) 
dx dy dz 
de 60 d (Rigid) degree of freedom (DOF) variables 
representing the relative position of items 
when there is no movement. (page 128) 
AD dd General degree of freedom variables. (pages 57 
and 156) 
E: Set membership 
Au, Aa1, 
AA2 and AA3 
Non; standard translational degree of freedom 
variables used in the definition of c - 
functions. AX, is used for features such as 
tabs which have distinct surfaces that can make 
contact. (pages 197 and 198) 
A The vector (AA1,AA2,Ae,AO,A0. (page 199) 
8 The boundary of a set 
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Chapter 1: INTRODUCTION 
1.1. GEOMETRIC UNCERTAINTY 
Computer models of the geometry of the real world have a 
tendency to assume that the shapes and positions of objects can be 
described exactly. However, real surfaces are subject to 
irregularities such as bumps and undulations and so do not have 
perfect, mathematically definable forms. The positions of objects 
are also subject to uncertainty. Engineers recognise this fact 
and so assign tolerance specifications to their designs to 
indicate the amount of variation that can be tolerated. 
This thesis develops a representation of geometric tolerance 
and uncertainty in assemblies of rigid parts. Geometric 
tolerances are defined by tolerance zones which are regions in 
which the real surface must lie. Parts in an assembly can slop 
about and so their positions are uncertain. 
The geometric variations to be described in this thesis will 
be referred to as uncertainties. They are not considered to be 
errors since they are an unavoidable aspect of the real world. 
Only small geometric uncertainties will be dealt with. These 
are typically invisible to a human observer and are small compared 
with the nominal dimensions of the objects. Two types of 
uncertainty are considered- 
o uncertainty in the shape of parts, usually referred to 
as "tolerance", and 
uncertainty in the positions of parts. 
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Uncertainty in shape includes variations in dimensions and 
variations in the form of surfaces. A design specification of a 
part will often state how much tolerance is acceptable. There are 
standards used by engineers to define tolerance and a vast amount 
of knowledge exists about how manufacturing processes affect 
tolerance. The representations presented in this thesis follow 
engineering standards as closely as possible. 
Uncertainty in position occurs in assemblies of parts where 
the parts can slop about. The positions of the parts are 
constrained by the contacts that occur between them but the parts 
do not fit perfectly. The uncertainty in positions of objects 
during the planning of assembly by robot will also be considered. 
In some situations uncertainties combine to produce larger 
uncertainties. It is often useful to predict uncertainties which 
result from the combination of other uncertainties. The following 
two examples illustrate the sort of problems that can be tackled 
by the work presented in this thesis. 
The first involves the build up of tolerances in a part 
containing two holes (figure 1 .1 . 1 ). Using standard tolerancing 
techniques, to be described later in this thesis (chapter 4) each 
hole is given a tolerance of position relative to datum faces A 
and B and each has a tolerance on its diameter. Suppose that, the 
width of the material between the two holes is critical so that 
there is an upper and a lower bound on the values which it is 
allowed. This distance is affected by the uncertainty in position 
of each hole and by the uncertainty in diameter of each hole. 
Hence, to verify that the distance will be between the required 
bounds in all instances of the part all these uncertainties have 
to be taken into account. 
The second example involves checking the possibility of an 
insertion of a peg, by a robot, through holes in two plates 
(figure 1.1.2(i)). The lower plate has been placed in a jig by the 
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Critical dimension 
The tolerances in the sizes and positions of the holes 
all contribute to the uncertainty in the critical 
dimension. Position tolerance is indicated by the 
symbol $ and the tolerance on the holes' diameters by 
the symbol 0. 
Figure 1.1.1 
one. The position of the upper plate is constrained by the edges 
of the lower plate which is, in turn, constrained by the Jig. The 
two plates form a subassembly and the positions of the parts are 
constrained by the surfaces which come into contact. The top 
plate can slop about on the bottom plate by an amount which 
depends on the exact values of the outer dimension of the top 
plate and the inner dimension of the bottom plate. If the upper 
plate has minimum size and the lower plate has maximum size then 
the slop will be at a maximum. Conversely the slop will be at a 
minimum if the upper plate has maximum size and the lower plate 
has minimum size. Since the sizes are unknown (though they may be 
bounded in a known way) there is a range of possible amounts of 
slop. 
Now suppose that the peg is to be inserted through the holes. 
The alignment of the holes is important to ensure that the 





Above, can the peg be guaranteed to enter both holes? 
Below, maximum misalignment of the two holes. 
Figure 1.1.2 
combination of uncertainties in the following: 
The position of the holes in their respective plates; 
The sizes of the plates; 
The position of one plate with respect to the other. 
Maximum misalignment of the holes occurs when the following 
conditions all hold (figure 1.1.2(ii )): 
The top plate has minimum size; 
The internal dimension of the bottom plate is at a 
maximum; 
The holes are maximally displaced from the centre of the 
plates but in opposite directions; 
The top plate is at its maximum displacement with 
respect to the lower plate in the direction which 
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maximises the misalignment of the holes; 
In general, it is not easy to predict the conditions that give 
rise to greatest uncertainty in a critical dimension or alignment. 
In the first of these examples the designer of the part might 
like to know whether the design was satisfactory. In the second 
example, it would be useful if a system generating a robot plan 
could estimate whether uncertainties are going to prevent 
operation of the plan. It is the goal of this thesis to describe 
a representation of geometrically toleranced parts with uncertain 
positions that will allow a system to make such predictions. 
Note that there is a reverse problem which can be expressed 
as the following question. Given the required properties of an 
assembly of parts, what uncertainty in the shape of the parts can 
be tolerated? This is an under constrained problem. It is not 
tackled in this thesis though a method is suggested in chapter 7 
which is a straightforward extension of the work in this thesis. 
To clarify the scope of the thesis examples will be given of 
types of geometric uncertainty which are not dealt with. In 
general these are larger variations and would be visible to a 
human observer. The following is a list of such types of 
uncertainty: 
Uncertainty about whether an object or feature of an 
object is absent or present; 
Variations in position with the same order of magnitude 
as dimensions of the objects; 
Variations in shape or position which make the presence 
or absence of some topological condition uncertain (eg. 
whether or not two surfaces overlap). 
Variations in angle for which trigonometric 
linearisations (eg. sin(A)=A) cannot be made. 
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1.2. TOLERANCES AND THE DESIGN OF TOLERANCED PARTS 
It is impossible to manufacture perfectly formed parts. 
There will always be inaccurate dimensions and imperfect surfaces. 
Although the inaccuracies and imperfections might be reduced till 
they are negligible the production cost would be raised 
prohibitively. However, the designer can allocate tolerances 
which state how much variation fr an the nominal shape can be 
tolerated if the part is to function satisfactorily. 
One method of expressing tolerance is to include an allowed 
variation beside each dimension. On an engineering drawing such 
dimensions are indicated by double ended arrows with ranges such 
as "10±0.01" beside them. 
A problem with this type of tolerance is that it is not 
obvious how to define dimensions on objects which are imperfectly 
formed and whose surfaces have undulations or roughness. For 
example, how can the diameter of a hole be defined when it is not 
exactly circular? To cope with such problems the field of 
geometric tolerancing was developed. Tolerances are defined by 
zones in which the actual surface must lie. For example, the form 
of a hole can be defined, as shown in figure 1.2.1, by saying that 
its surface has to lie in a zone which is a cylindrical shell with 
a fixed thickness. The size of the hole could be constrained by 
fixing the diameter of the cylindrical shell. 
The variation in the dimensions of parts can be subjected to 
a statistical analysis using knowledge of the manufacturing 
processes. The probability that a part will be outside the design 
tolerance could be estimated. 
Parts can be checked to make sure that they satisfy a 
tolerance specification with measuring apparatus which is made 
more accurately than the part itself. Unacceptable parts can be 
rejected. It is satisfactory if a small number of parts are 
outside the limits requested at the design stage. This is 
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A tolerance zone used to define a tolerance on a 
nominally cylindrical feature. The real surface must be 
contained in the zone. 
Figure 1.2.1 
because, it may be more economical to reject a small percentage of 
parts than to use a more accurate manufacturing process (Michael 
and Sidall 1981, Parkinson 1984). 
A statistical analysis of dimensions at design time would 
allow estimation of the percentage of parts that will be rejected. 
However, statistical distributions are often difficult to predict 
and for this reason they have been not been dealt with in this 
thesis. 
This is equivalent to the assumption that dimensions are 
evenly distributed over their possible range: they have a square 
distribution. This is often a reasonable assumption, anyway, for 
the following reason. A production run will tend to produce 
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dimensions in a distribution which is approximately normal. 
However due to tool wear different production runs will have 
different normal distributions associated with then and if the 
mean varies by an amount greater than the width of the normal 
distribution then the resultant distribution is approximately 
square. Bj¢rke's book (Bj¢rke), to be discussed in the chapter 2, 
contains a detailed account of this subject. 
The problem of design is to find a tolerance specification 
that satisfies the constraints of functionality and manufacture. 
The manufacture of a part involves processes with unavoidable 
inaccuracies. If the tolerances imposed are too strict then it 
may be impossible to find processes by which the part can be 
manufactured or manufactured economically. A machined part is 
affected by inaccuracies in clamps, jigs and cutting tools. Tool 
wear means that over time trends occur in the shape of parts 
produced. 
This thesis is mostly concerned, however, with checking that 
a design satisfies functionality requirements. This is done by 
assessing the build up of tolerance on each critical dimension. 
It is not always obvious how individual tolerances contribute to a 
given dimension. A simple example of this problem was illustrated 
in figure 1.1.1. 
Another requirement of a tolerance specification is that it 
should be complete and free of redundancy. A tolerance 
specification would be redundant, for example, if the tolerance on 
the size or position of some feature of the-part were defined in 
more than one way. A tolerance specification would not be 
complete if it left the position or size of some feature 
undefined. 
The tolerance on a position or size of a feature may result 
from the build up of uncertainties from different processes. 
Therefore, it would be useful to be able to determine the build up 
of tolerance so as to determine if the resulting part can be 
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guaranteed to satisfy the tolerance specification. A design 
requirement that two surfaces are to be accurately positioned 
relative to one another can be most easily guaranteed by holding 
the part by one of these surfaces while the second is cut. 
Suppose that two surfaces are cut during different setups. 
The uncertainty in their relative position is the combination of 
uncertainties in the relative positions of the support surfaces 
used during the setups and the uncertainty in the position of the 
cutting tool relative to the surfaces of the jig that hold the 
part. 
It follows that in order to check that a tolerance 
specification is satisfactory it must be possible to assess the 
combined effects of uncertainty from various sources. This thesis 
shows how this can be done. 
Much of the work described in this thesis deals with 
assemblies of parts. Some points concerning assemblies of parts 
are given here to throw light on the problems involved. 
In an assembly the positions of parts are constrained by the 
contacts between them. The exact positions of the parts cannot, 
in general, be determined because the parts fit together loosely. 
Instead a set of positions can be associated with each part. This 
set defines the position uncertainty of the part. 
To understand an assembly of parts both variation in shape 
and variation in position need to be taken into account. 
Variation in shape occurs between different manufactured instances 
of the same part. This happens for each part in the assembly 
independently. However, the shape of each part is fixed in each 
instance of the assembly (assuming that they are made of a rigid 
material). On the other hand, the positions of parts are not 
fixed in a given instance of the assembly. 
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The set of possible positions of a part in an assembly is 
affected by the shapes of the individual parts. Hence, a set of 
sets of possible positions can be associated with each part. 
There are several interesting questions that can be asked 
about a structure of toleranced parts. For example consider 
figure 1.2.2(i) showing a conical spigot fitted into a frame and 
held in place by a peg. Since none of the parts fit perfectly 
into any of the others the spigot will be able to move about 
inside the frame. 
Figure 1.2.2 also shows some problems that might occur if the 
parts have too much tolerance and these are listed below. These 
situations might only occur when certain dimensions of the parts 
are near extremes of their ranges in ways that combine 
unfavourably. 
Figure (ii). The parts might not fit together. 
Figure (iii). The spigot might be forced to an 
unacceptable position. In the figure the spigot is 
forced to be inclined as a result of the holes being 
inclined in opposite directions. 
Figure (iv). The spigot is able to attain an inclination 
which might be unacceptable (though it is not forced 
into this position). 
Figure M. The maximum possible slop of the spigot in 
the frame might be unacceptably large. 
Chapter 6 shows how such problems can be predicted from a 
computational representation of the assembly. 
Each time an assembly is constructed parts must be selected 
from the family of non identical instances of each part. Parts 
could be chosen deliberately so that they fit together as well as 
possible or they could be picked at random. Although deliberate 
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(i) The nominal spigot, frame and peg. 
(ii) to (v) Problems that can occur when there is too 




this technique is not normally used because of the problem of 
finding replacement parts. It would be difficult to formalise 
such techniques. 
Assembling parts picked at random is the technique most often 
used and is the one that will be dealt with in this thesis. As a 




1.3. UNCERTAINTIES IN ROBOTIC APPLICATIONS 
A robot performing a task is affected by uncertainties both 
in its own mechanism and in the world around it. When planning a 
task for a robot it is useful to analyse these uncertainties. The 
extent to which uncertainties need to be considered depends on the 
precision of the task. This section shows how the analysis of a 
static structure of parts is useful in robotics and discusses 
other ways that uncertainty needs to be dealt with. 
Two applications to which robots have been commercially 
applied are paint-spraying and welding. In paint-spraying small 
geometric ("non-topological") uncertainty is not a problem due to 
the low precision of the task. Some welding tasks can be 
performed satisfactorily by using setups that reduce uncertainty 
to an acceptable level. In other tasks uncertainty can be 
overcome by using a sensor in closed loop control. For example, 
vision sensing has been used satisfactorily to enable a robot to 
follow the edge of two sheets of metal being welded (Clocksin et 
al 1982). 
In assembly tasks precision becomes more important and 
therefore the work in this thesis is more relevant to this 
application. Parts to be assembled are often available frcm 
feeders. The manipulator moves the parts from the feeders and 
assembles them on the workbench. Parts may be held to the 
workbench in jigs or clamps. Some parts will be placed on top of 
or inserted into other parts. 
There are three causes for uncertainty in the actual 
positions of parts to be manipulated during robotic assembly. 
Firstly, the initial positions of parts have uncertainty. Parts 
are provided by a feeder which will often put constraints on the 
position of the part. The amount of variation in position of 
delivered parts depends on the feeder being used and possibly on 
the set-up of a particular feeder. However, it will often be 




Secondly, the position of the robot's end effector is subject 
to uncertainty. The robot will not go exactly to the commanded 
position. This type of uncertainty may be known from experience 
with the robot or from manufacturer's specifications. 
Thirdly, the sizes and shapes of parts are variable. 
Tolerances specify how much the parts can deviate from their ideal 
shape. Tolerances are usually known from specifications given by 
the manufacturer of the parts. 
All uncertainties in actual positions of parts result as a 
build up of combinations of these three types. For example, 
suppose a part is picked up by a robot and then put down somewhere 
else. The position of the part in the gripper depends on the 
position of the gripper when the part was picked up and on the 
position of the part before it is picked up. The position of the 
part after it is released depends on the position of the part in 
the gripper and the position of the gripper at the time of 
release. Hence the uncertainty in the final position of the part 
depends on the uncertainty in the initial position of the part and 
the uncertainties in the initial and final positions of the robot. 
The part will be placed in contact with the workbench, a jig or 
other parts. An understanding of these interactions is necessary 
to determine the final constraints on the parts. 
The position of a given feature of the part will be affected, 
in addition, by the tolerance between the feature and the surfaces 
used to grasp the part. This may not be a dimension which was 
specified directly by the manufacturer of the part and so must be 
inferred from dimensions and tolerances that were specified. The 
work in this thesis can be applied to this problem. 
Another major application of this thesis involves the 
partially assembled structure on the workbench which appears 
during assembly. When planning an insertion of a part into the 
structure it is useful to know the uncertainties in the structure 
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so as to determine whether the part can be guaranteed to fit 
satisfactorily. This requires analysis of the uncertainties in a 
static assembly. 
Consider again the example shown in figure 1.1.2 and suppose 
that the robot approaches holding a peg which is to be inserted 
through both holes. The robot stops with the peg poised above the 
hole. We are interested in the uncertainty in the relative 
position of the peg and the hole. This is the combination of the 
uncertainty in the following: the position of the gripper, the 
position of the part in the gripper and the position of the hole 
relative to the workbench. The latter can be calculated by 
analysing the dimensions and tolerances of the two plates and the 
Jig. 
Now, suppose that the tip of the peg has penetrated the 
opening of the hole as shown in figure 1.3.1. (Although the peg 
and the hole are chamfered we are dealing with the moment before 
the chamfer has become effective.) To allow penetration to occur 
the upper plate and the peg must satisfy the constraint that the 
entrance of the hole contains the tip of the peg. The initial 
constraints must guarantee that this will occur. 
The situations before and after penetration can be treated as 
static structures of parts and thus can be handled by the work in 
this thesis. The set of possible positions of the plate relative 
to the peg before penetration must be contained in the set of 
possible positions after penetration. Therefore, the first 
situation must be at least as tightly constrained as the second. 
In general this thesis deals with the prediction of 
uncertainty bounds. If the predicted uncertainty bound is too 
large to be acceptable then uncertainty reducing steps can be 
introduced into the plan. 
One method of reducing uncertainty is by the use of sensors. 
After sensing the uncertainty in the part's position will be 
reduced. However there will be uncertainty in the measurement 
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The tip of the peg has penetrated the entrance of the 
hole. 
Figure 1.3.1 
made by the sensor. Hence a sensor introduces uncertainty and to 
be useful it must be a smaller uncertainty than what was present 
before use of the sensor. Analysis of uncertainties introduced by 
a sensor is necessary to determine whether the sensor will provide 
sufficient uncertainty reduction. 
Another method of reducing uncertainty is by making movements 
so that geometric relationships are created between objects. For 
example, a part held in a robot's gripper could be moved until it 
makes contact with some other part which is fixed to the 
workbench. The relative position of the contacting surfaces is 
then known with hopefully less uncertainty than previously and 
from this the position of the gripped object relative to the 
robot's gripper could be deduced. 
An assumption made in this thesis is that the size of 
uncertainties is predictable. However, in a complex and changing 
workstation there may be too many sources of uncertainty to keep 
track of them all. As a result, there may be situations where the 
size of uncertainties are unpredictable. An alternative method 
for dealing with uncertainties has been suggested by Dufay and 
Latombe (1984). Basically this involves learning what variations 
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occur In a robot plan by executing it several times. Initially 
the uncertainties are assumed large and many sensor readings are 
made during plan execution. If, after several runs of the plan, a 
sensor reading is found to be unnecessary it can be dropped from 
the plan or a less rigorous test can be substituted for it. A 
difficulty arises if an uncertainty is initially assumed to be 
smaller than it really is. An initial analysis of the 
uncertainties would be useful for this reason. 
1.4. THE GENERAL APPROACH 
In this thesis there are three domains over which 
uncertainties are analysed: 
Assemblies of perfectly formed parts; 
Single toleranced parts; 
Assemblies of toleranced parts. 
The first of these is the subject of chapter 3. Here, there is 
uncertainty of position but no uncertainty of shape. The 
representation of position uncertainty has to be investigated. A 
network is constructed with nodes representing parts and arcs 
representing possible contacts between pairs of features. From 
the geometry of each contact a set of inequality constraints is 
derived and are attached to the associated arc of the network. 
Techniques are described for analysing such a network of 
constraints. The result is a set of constraints on the positions 
of the parts which represent the effect of all possible contacts 
between them. The basic technique of analysing a network of 
inequality constraints is used in all three of the domains. 
Chapter 4 describes a formalism of geometric tolerancing 
developed by Requicha (1983a) and makes some comments on this. 
This is used as a basis on which to build the work of the 
Page 24 
Introduction 
following two chapters. 
In chapter 5-single toleranced parts are dealt with. There 
is uncertainty of shape but no uncertainty of position. A network 
is constructed with nodes to represent tolerance zones and datums 
and arcs to represent relationships between them. The ways that 
relationships occur are categorised and each category is dealt 
with in detail. It is explained how constraints can be associated 
with each arc. The network is analysed to determine constraints 
on the relative position of chosen features. 
Chapter 6 deals with the domain of assemblies of toleranced 
parts in which there is both uncertainty in shape and uncertainty 
in position. It is shown how the constraints arising from 
contacts between imperfect surfaces can be represented. Each part 
gives rise to its own network of features and datums and the 
networks are linked by relationships which represent possible 
contacts. The result of analysing this network is to determine 
extremal positions attainable by parts and bounds on the amount of 
slop in the assembly. It is also possible to determine whether 
the parts can be guaranteed to fit together. 
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There are two main categories of work described in this chapter. 
Firstly there is work involving tolerances mostly in computer 
aided design applications. Most of this takes an allocation of 
dimensional tolerances (as opposed to geometric or form 
tolerances) and analyses it to make sure that the design 
requirements are satisfied. Work by Requicha, however, produces a 
formalism for geometric tolerances. Secondly, there is work 
involving uncertainties in off-line robot programming. This 
involves uncertainty in the positions of objects and in sensors 
but only deals with uncertainty in shape to a limited extent. 
2.1. RELATED WORK CONCERNING TOLERANCES 
The work to be described in this section covers various 
aspects of the tolerance analysis problem. To understand the 
contribution provided by each piece of work the components that 
would be involved in a complete computerised system for tolerance 
analysis are described below and illustrated in figure 2.1.1. 
Firstly, the representation must have a clear semantics and 
be based on a sound formalism. Unless this is done the precise 
meaning of the representation is not clear. Traditional 
tolerancing standards are unclear in many respects and contain 
ambiguity. There are many points to be clarified if tolerances 
are to be represented computationally. The biggest problems occur 
in geometric tolerancing but formalisms are also necessary for 
plus/minus tolerancing and the statistics of tolerances. 
Secondly, a system must have a means of representing geometry 
and its variability. This representation must describe the 







A formalism of geometry along with a computational 
representation describes a particular geometric 
situation. Calculations performed on information in the 
representation yield constraints on dimensions or 
positions of particular interest. 
Figure 2.1.1 
objects. The computational representation can be interpreted 
using the formalism. The result is a description of the geometry 
of a particular geometry along with its variability. 
Thirdly, it must be possible to obtain results from the 
representation. This can be done by performing calculations on 
the information stored in the computational representation. The 
validity of these calculations can be checked if the 
representation is based on a formalism. The results are usually 
in the form of constraints on dimensions or constraints on 
positions of features and parts. A method of representing these 
constraints must be available. 
Ideally, analysis of tolerances will take place as part of a 
larger system used, for example, as a design tool or a robot 
planning tool. Therefore, it is useful to link a tolerancing 





of a particular 
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system to a general geometric modeller. Up to the present, 
commercially available geometric modellers include no 
representation of tolerances though some research is being done on 
this area. Although same of the work to be described below 
includes geometric models these have been developed specifically 
for the tolerancing system involved and are isolated from wider 
applications. 
Bjgrke's book "Computer-Aided Tolerancing" (BJgrke) discusses 
many aspects of tolerancing. He produces a useful classification 
of dimensions and investigates their properties. Some of these 
classifications will be given in detail below. 
Bjgrke makes use of chains of toleranced dimensions which 
contribute to a dimension of particular importance called a "sum- 
dimension" because it is usually the vector-sum of the 
contributory dimensions. Dimensions must form a linear sequence: 
he does not investigate what happens when parallel dimensions 
provide contributions to the same sum-dimension. A dimension may 
be between two features of the same part or may be between 
features of different parts. Dimensions between different parts 
may be subject to change as the parts slop about relative to one 
another. He defines four different binary categorisations of 
dimensions: 
1. Spans and gaps; A span is a dimension between two 
features of the same part. It has a fixed value. A gap 
is a dimension between features of different parts. Its 
value is variable. 
2. Line vectors and plane vectors; A line vector is a 
dimension parallel to the sum dimension. A plane vector 
is not parallel to the sum dimension. 
3. Lumped direction and distributed direction; A plane 
vector dimension may have a unique direction in which 
case it is said to have lumped direction. A plane 




4. Lumped magnitude and distributed magnitude (figure 
2.1.2); This is applicable to gaps only. In the first 
case the dimension between the axes of the peg and the 
hole has lumped magnitude because some force keeps the 
peg in contact with one side of the hole. In the second 
case the peg is completely free to move about inside the 
hole and so the dimension has distributed magnitude. 
(1) 
(i) A dimension with lumped magnitude. 
(ii) A dimension with distributed magnitude. 
Figure 2.1.2 
Most spans have lumped direction but figure 2.1.3 shows an 
example of a span with distributed direction. The rod is 
nominally concentric with the bush but is actually slightly 
eccentric due to manufacturing error. The bush is welded into 
a hole in the plate. The dimension between the axis of the hole 
and the axis of the rod has distributed direction. 
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The dimension between the centre of the hole (filled by 
the bush) and the axis of the rod is a span with 
distributed direction. 
Figure 2.1.3 
Figure 2.1.4 shows an example of a gap with distributed 
direction. The dimension is between the axis of the peg and the 
axis of the hole. 
A chain of dimensions is assessed in one direction only. The 
contribution of each dimension to the total variation in the sum- 
dimension is affected by the inclination of the dimension with 
respect to the sum-dimension. In the case of dimensions with 
variable direction or magnitude (usually caused by slop between 
the parts) the relevant component of their total variation must be 
determined. All variations in the appropriate direction are 
simply added together. 
Bjq,rke investigates different statistical distributions of 
tolerances that are likely to occur from manufacturing procedures. 
Each contributes to a sum-dimension in a way depending on the type 
of dimension. The types of statistical distribution are 
classified so that they can be dealt with by a computerised system 
on a case by case basis. One example of a statistical 
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A dimension between the axis of a peg and the axis of a 
hole which is a gap with distributed direction. 
Figure 2.1.4 
distribution that he investigates is the moving normal 
distribution. This allows tool wear to be accounted for. Each 
production run produces dimensions which lie in a normal 
distribution but the median value and the spread of the 
distribution varies monotonically with tool wear. 
Given a chain of dimensions with specified properties his 
work allows the build up of tolerances in the chain to be 
determined. Hence design requirements can be verified from design 
specifications. Since dimensions and their tolerances have been 
classified automation of this process becomes feasible. 
BjOrke's analysis of tolerance build up is limited in two 
ways. Firstly, variation is assessed along a single direction. 
Variations in angle and interaction between variations in 
different directions cannot be assessed. Secondly, no 
differentiation is made between variations in positions of parts 
and variations in positions of features within a part. This means 
that the method for determining results about assemblies, such as 




The input to a computerised tolerancing system using Bj rke's 
formalisations would take the form of specifications of chains of 
dimensions and attributes attached to each dimension. No mention 
is given of how such information could be attached to or derived 
from a geometric model. 
Hoffman (1982) describes a representation for the constraints 
obtained from toleranced parts. An instance of a part is 
represented as a vector, x, of parameters describing the positions 
of edges, vertices and faces of the part. There is no geometric 
model, as such: it is assumed that the model has been reduced to a 
set of suitable parameters. 
A tolerance specification is represented as a set of 
inequalities involving x of the form, 
L5f(x)SU, 
where f is a scalar function and L and U are numbers. However, it 
is not stated how these inequalities are to be derived from a 
designer's tolerance specification. 
A production plan is thought of as a sequence of processes 
each of which produces one or more features. Each process is 
modelled as the set of constraints which the parameters 
representing the features must satisfy after the process has taken 
place. The constraints arise from the known inaccuracy of the 
processes and the inaccuracy of the setup during the process. 
Hence there are two sets of constraints, one representing the 
intended class of possible parts and the other representing the 
actual class of parts that would be manufactured. Linear 
programming is used to determine whether or not the class of parts 
produced is contained in the class of intended parts. 
Hoffman has represented the constraints involved in analysis 
of a toleranced part in a concise form. However, his assumption 
that a part can be parameterised means that imperfect form cannot 
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be treated in the same way. He does not mention how the 
constraints could be derived from geometric models or from a 
designer's specification. Nor does he say how to convert a 
production plan into constraints. 
The work of Hillyard (1978), in contrast to the work of 
Bj4rke and Hoffman, makes use of geometric models which allow 
tolerance specifications to be attached. His representation is 
reminiscent of "boundary representations" commonly used in solid 
modellers in that the topology of a part is defined by a network 
of vertices, edges and faces. However, the sizes and positions of 
the entities are not represented directly. Instead, dimensions 
are added to the topology in the form of "stiffeners". A 
stiffener can be attached to vertices, edges or faces according to 
the type of dimension it represents. They can be imagined as 
rigid mechanisms attached to the floppy structure of the topology. 
However, there are many dimensions not represented explicitly 
in an engineering drawing and stiffeners must be present to 
represent these. For example, the faces which appear to be 
perpendicular on a drawing should be assumed to be perpendicular 
unless there is information to the contrary. 
An example of a stiffener is a dimension between two vertices 
represented as a rigid rod whose ends are attached to the 
vertices. A tolerance can be added to the dimension by inserting 
a conceptual "piston" into the rod so that its length can vary by 
a certain amount but so that it remains straight (figure 2.1.5). 
A toleranced angle can be represented by a curved rod whose ends 
are attached to two edges and which contains a curved piston as 
shown in figure 2.1.6. More complex stiffeners are needed in 
three dimensions. Each stiffener has one or more parameters 
associated with it. These represent the extension and contraction 





A stiffener fixing, within a certain tolerance, the 
dimension between two vertices. 
Figure 2.1.5 
edge 
A stiffener fixing, within a certain tolerance, the 
angle between two edges. 
Figure 2.1.6 
Hillyard has produced a classification of all stiffeners 
required to represent different types of dimensions. He expresses 
the constraints implied by stiffeners as equations between vertex 
parameters and stiffener parameters. Thus there are two levels at 
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which the shape of a part is parameterised: by parameters on 
stiffeners and by parameters on vertices. The constraints on the 
former follow directly from the tolerance specification whilst 
constraints on the latter are more useful from the point of view 
of checking a tolerance scheme though they are not known directly. 
The two sets of parameters are linked by the equations implied by 
each stiffener. 
Obtaining results from the representation requires inverting 
the set of equations obtained from all of the stiffeners. This is 
difficult when there are many parameters involved and when the 
equations are complex. 
In conclusion, Hillyard has described a modelling system that 
integrates dimensions and tolerances. The method seems to be 
compatible with widely available boundary representation modelling 
systems though no discussion is given on such a link. He has 
classified all types of dimensions that can occur and listed the 
constraints that each imposes. However, the representation does 
not enable the introduction of geometric tolerances: all edges and 
faces are assumed to have perfect form. The constraints obtained 
make it possible to deduce whether a tolerance scheme is 
satisfactory. 
A problem in his geometric models is that positions of faces 
are not represented directly. If a face has more than three 
vertices then there is no plane that contains them all. It is not 
obvious how the variation in position of a face can be inferred in 
a consistent way from the variations in positions of its vertices. 
None of the work discussed so far has dealt with geometric 
tolerances. Requicha (1983a and 1983b), however, has developed a 
formalism of geometric tolerancing that clarifies and generalises 
standard tolerancing practice. It has allowed the computational 
representation of tolerances described in this thesis to be 
developed. His intention was to follow as closely as possible 
standard tolerancing practice. Ambiguities have been removed and 
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tolerances have been generalised to be independent of feature 
shape. For example tolerances of flatness and cylindricity have 
been replaced by a single form tolerance which can be applied to a 
plane or a cylinder or any other shape of feature. 
He gives only a hint as to how use can be made of the 
formalism. It is however, a much more rigorous description of 
what is actually meant by tolerances than any other work described 
here and has made possible much of the work described in this 
thesis. Chapter 4 gives a detailed account of the contents of 
Requicha's paper and so further discussion will be left till then. 
In another paper, Requicha and Chan (1985) describe a 
constructive solid geometry (CSG) modelling system to which 
tolerance information has been attached. This is based on the 
formalism in the previous paper. The goal of this work is to 
allow process planning to take account of the required tolerances 
of the part. No attempt is made to analyse the tolerance scheme 
for functionality or consistency. The tolerance information is 
stored in a "variational graph". It has nodes representing 
features and datums. Attributes representing tolerances are 
attached to each feature. 
Each feature is associated with a face of a CSG primitive - 
the simple geometric solids which appear at the leaves of the CSG 
tree. Since the same CSG primitive may appear at more than one 
leaf of the tree care must be taken to give unique specifications 
of occurrences of primitives. 
The paper discusses problems that occur during editing of the 
CSG model and the variational graph. The two entities must be 




A usable system that could deal with tolerances would be 
based on a sound formalism and would contain a geometric model 
which included tolerance information. It would allow constraints 
to be derived fran the model and would allow the constraints to be 
solved to answer questions concerning the toleranced part. 
However, all the work discussed here tackles this sequence of 
problems in a limited way. 
Bjgrke formalises dimensional tolerances and their behaviour 
by forming classifications and shows how results can be obtained. 
However, he does not include a geometric model of any kind. 
Requicha describes a very useful formalism of geometric tolerances 
in his first paper. This is the only work that deals with 
geometric tolerances. In his second paper, coauthored by Chan, he 
uses this to attach geometric tolerances to a CSG model. However 
they do not tackle the problem of deriving results from the model. 
The only work that covers all three points mentioned at the 
end of the introduction to this section is Hillyard. Hillyard 
describes how results can be obtained from a geometric model with 
dimensional tolerances. However, because he considers that all 
edges and vertices are well defined his formalism is limited to 
dimensional tolerances. 
Hoffman shows how results can be obtained from constraints 
representing the possible variations in positions of features. He 
does not show how the constraints can be derived and does not 
include a geometric model or a formalism of tolerances. 
Requicha's formalism and generalisation of standard 
tolerancing practice has formed a basis for the work presented in 
this thesis. It is has allowed methods for representing 
toleranced parts and assemblies of toleranced parts to be found. 
Requicha has focussed on geometric tolerances as opposed to the 
dimensional tolerances of most of the work described above. The 
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representation is based upon surface features in contrast to edges 
and vertices as is the case with Hillyard's work. 
2.2. RELATED WORK CONCERNING INEQUALITY CONSTRAINTS IN ROBOTICS 
Inequality constraints are used to represent incomplete 
information in robot planning. They can represent uncertainty in 
the knowledge of the planner when it is generating the plan or 
uncertainty in the knowledge of the controller when the plan is 
being executed. The former occurs when certain facts about task 
parameters are not yet determined. In sane cases a definite value 
must be chosen for these parameters at run-time that satisfies the 
constraints. However, this is not always the case and so a plan- 
time uncertainty may also be a run-time uncertainty. Run-time 
uncertainties are variations in locations and sizes of objects 
which cannot be determined even at run-time. In this thesis all 
uncertainty can be classified as run-time uncertainty since it is 
unavoidable. However, the work described here is also relevant to 
plan-time uncertainty. 
Listed below are sources of run-time uncertainty that must be 
taken into consideration when planning a robot task. 
o The positions at which parts are provided. 
o The position of the manipulator. 
o Sensor readings. 
o The shapes of parts to be manipulated. 
The work to be described below shows how knowledge of 
uncertainty can be derived from the first three of the above 
sources. However, uncertainty in shape receives little attention. 
Although it is mentioned by Brooks (1983), it is not treated any 
differently from position uncertainty. 
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Some work has assumed knowledge of the size of uncertainties 
in the planning of a robot task. For example, Lozano-PCrez et al 
(1984) evaluate fine motion trajectories which can be guaranteed 
to operate in the presence of uncertainty in position and velocity 
of the robot. Yin (1984) uses verification vision to determine 
the position of objects. A "tolerance" is assigned to the 
position of objects so that bounds can be determined on the 
position of the image of the object. However, neither of these 
say how the uncertainties are to be determined. 
There are certain topics of particular interest to this 
thesis which are dealt with to different degrees by the work 
described below. The topics are: 
1. The world must be represented in a way which allows 
uncertainty information to be attached. 
2. Uncertainty must be represented. In all cases described 
below inequalities are used though the variables have 
different semantics in different cases. 
3. Initial constraints must be obtained from some source. 
Either they can be assumed to be already provided or 
they can be derived from analysis of the geometry. 
4. Inferences must be performed on initial constraints to 
determine how they combine and to determine the end 
results. 
Part of Taylor's thesis (1976) deals with the representation 
and analysis of geometric uncertainty. He uses a representation 
of geometry which is similar to that used in the object-level 
programming language, RAPT, discussed in chapter 3. Basically, a 
part is represented as a collection of features each of which has 
given size and position relative to some global coordinate system 
of the part. A pair of features may have a relationship between 
them to represent the fact that these features are in contact. 
Such a relationship constrains the positions of the parts. 
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Taylor discusses two different methods by which uncertainty 
can be dealt with. 
The first method deals with plan-time constraints on the 
positions of two contacting parts. Constraints are represented as 
inequalities involving variables representing the positions of the 
objects. The constraints are determined from knowledge of the 
sizes of the contacting features. Geometric models are used which 
consist of collections of surface features whose shape and 
position are known. A contact can take place between any pair of 
similarly shaped features. Techniques are provided by which the 
constraints from multiple contacts can be combined to find their 
total effect on the positions of the parts. 
One disadvantage of this type of representation is that the 
analysis techniques can only be applied if there are enough 
constraints to determine the axis of rotation. Therefore, 
"imperfect contacts" (chapter 3) cannot be dealt with since these 
may allow limited rotation about any axis. Nor is it obvious how 
this representation can be extended to deal with other types of 
uncertainty. 
The second method for representing uncertainty, suggested by 
Taylor, involves differential approximations. The approximations 
are reasonable only when rotations are small. These are run-time 
uncertainties. The advantage of this method over the previous one 
is that the axis of rotation need not be determined. It also 
introduces the possibility of dealing with kinematic chains of 
parts. For example, he gives an example of an axle held in a 
clamp in which both the position of the axle in the clamp and the 
position of the clamp on the table are uncertain. The system can 
determine the uncertainty in position of the axle relative to the 
table. 
Unfortunately, he does not go into how such uncertainties can 
be derived from geometric models. It is assumed that the user of 
the system knows what the initial uncertainties are. He does not 
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suggest how arbitrarily complex assemblies could be analysed. 
Taylor's two representations of position uncertainty are 
complementary. The first can be used to make an initial analysis 
involving large uncertainties. When uncertainties have been 
reduced the second method can be utilised. At the outset 
uncertainties are often large and in most cases there is only one 
axis of large uncertain rotation because many contacts allow only 
one rotation. Therefore, the first representation of uncertainty 
is suitable. However, most assembly operations require 
uncertainty to be small before they can be performed. This 
implies that sensors or other uncertainty reducing operations must 
be included at some point in the plan. At the point in the plan 
after uncertainty reduction and before the assembly operation an 
analysis restricted to small uncertainties is possible. This is 
where Taylor's second representation can be brought into play. 
In conclusion, Taylor describes two ways that bounded 
locations of toleranced parts can be represented by inequality 
constraints. Both have a role to play in determining and 
verifying a plan for robot assembly. Two areas not covered by 
Taylor are the derivation of small uncertainties from contacting 
surfaces and the generalisation of kinematics in assemblies of 
parts. Nor does he deal with parts whose shapes are uncertain. 
Brooks (1983) formalises the propagation of uncertainties 
through robot plans. The types of uncertainty that can be 
supported by his techniques include uncertainty in location of the 
robot and the work pieces and uncertainty in sensor readings. A 
plan consists of a sequence of actions in which there may be 
incompletely specified parameters representing plan-time 
uncertainty. 
The world is represented by sets of variables and sets of 
inequality constraints involving these variables. Every action is 
described as a set of inequalities involving initial variables and 
final variables. There is a set of constraints that must be 
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satisfied before an action can take place. For example, if an 
action involves the robot picking a part off a table then the sum 
of the uncertainty in the positions of the robot and the part must 
be less than a certain amount. The state of the world after each 
action must allow the operation of the next action. 
An important part of the representation is that every real- 
world quantity, such as a position or a dimension, has a nominal 
component and an uncertain component (uncertain at run-time). The 
sum of these components equals the value of the quantity in the 
real world. At plan time the nominal part may be unknown. 
However, it is possible that during planning it will become 
constrained and so at execution time the nominal part may be 
known. The uncertain part of any quantity, on the other hand, is 
always unknown even at execution time. 
A sensor is represented as a constraint between the 
uncertainty in the measurement of the quantity and the nominal 
value of the quantity. The action of making a sensor reading is 
represented as an equality between the variables representing the 
result of the reading and variables representing the physical 
quantity being measured. Suppose the quantity being measured is 
represented by nominal component N and an uncertainty component U 
and that the reading consists of nominal and uncertainty 
components, Ns and Us. Then the following constraint holds: 
N+U = N +U 
s s 
Instead of validating whether a plan will succeed or fail an 
attempt is made to find additional sets of constraints that will 
ensure that it will succeed. Firstly, constraints involving only 
nominal variables are sought for. If that is unsuccessful then an 
attempt is made to find suitable constraints involving the 
uncertainty variables. In this case there is an additional 
requirement that there must be a sensor available that could 
achieve these constraints. 
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Thus, there are two ways that the system can make suggestions 
about the plan in order to keep run-time uncertainty at a level 
which allows operation of the plan. 
o Firstly, constraints may be placed on the plan 
parameters. 
o Secondly, appropriate sensor readings may be inserted at 
appropriate points in the plan. 
There is no geometric model in this work. Instead all 
geometric constraints are assumed to have been reduced to 
algebraic constraints. There is no appreciation of the geometry 
of simple actions. For example, if a part is moved from one place 
to another then the fact that its final position uncertainty is a 
combination of its initial uncertainty and the robot's position 
uncertainties must be input as inequalities involving relevant 
variables. Brooks provides useful formalisations of many areas 
involving uncertainty in robot plans. 
The major analytical tool used to deduce results from 
constraints is the SUPINF algorithm. This is described in (Brooks 
1981). It allows the bounds of a variable constrained by a given 
set of inequalities to be determined. Since this algorithm plays 
an important part in this thesis it will be described in more 
detail in section 3.5 and appendix 2. 
Conclusion 
Neither Taylor nor Brooks deal specifically with toleranced 
parts. They deal mainly with uncertainties in position of parts. 
The approach taken by Taylor is to derive uncertainties partly 
from geometric models and to determine the build up of these 
uncertainties and the effect of combinations of constraints. He 
does not generalise the methods to an assembly of arbitrary 
complexity. Brooks produces a useful formalism and considers many 
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interesting issues, for example, dealing with uncertainties in 
sensors. 
There are several ways in which the work described here has 
contributed to this thesis. Most importantly is Requicha's work 
which will be described extensively in chapter 4. Brooks has 
provided useful comments on the nature of uncertainty and has 
described a useful formalism of uncertainties in robot plans. The 
SUPINF algorithm has been of direct relevance to this thesis. 
Other work provides interesting comparisons with this thesis in 
the areas covered and the methods by which they have been 
achieved. 
A subject not considered by any of the work described in this 
chapter concerns imperfect surfaces in contact. The only work 
which says anything about uncertainties between contacting parts 
is (1) Bjorke one of whose dimension classifications concerns 
dimensions between parts and (2) Taylor who derives constraints 
from perfect contacts between perfect features. Nor has very much 
been achieved regarding the representation and analysis of a 
geometrically toleranced part in a computer. 
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Introduction 
This chapter shows how a structure of poorly fitting but 
perfectly formed (nominal) parts can be analysed. The exact 
position of each part is uncertain because they can slop about in 
the assembly. It is assumed, however, that parts can only deviate 
from their nominal positions by a small amount. The parts are 
prevented from making larger deviations by the contacts that occur 
between them (Fleming 1985a and 1985b). 
The following assumptions are made about parts and assemblies 
of parts. 
o All parts are rigid. 
o Parts are not glued or bolted to one another in any way. 
o The nominal position of each part is known. 
o The parts are not subject to any force such as gravity 
or tightened bolts. 
Note that forces constrain the positions of parts. For example, 
if a block is above a table with nothing between the two objects 
then gravity would constrain the block to be in contact with the 
table. Such a constraint cannot be inferred if gravity is 
ignored. 
The surfaces of parts are to be divided into features which 
are simple geometric entities such as planes, cylinders and 
spheres etc. The size of features is assumed to be much larger 
than the amount that parts can deviate from their nominal 
positions. 
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There is a set of pairs of features between which potential 
contacts can occur. This implies that the features can come into 
contact or can be separated. It is assumed that all pairs of 
potentially contacting features are known. 
In the first section of this chapter the off-line robot 
programming language, RAPT, is introduced. RAPT includes a 
powerful geometric reasoning system which forms the basis for some 
of the work described in this thesis. As it stands RAPT has no 
concept of geometric uncertainty but the representation of nominal 
parts in the uncertainty reasoning system, to be described here, 
closely follows the representation used by RAPT. Section 2 
discusses improvements to RAPT's representation of geometry 
necessary for supporting analysis of uncertainty. Section 3 shows 
how uncertain positions can be represented by inequality 
constraints. Each contact between parts gives rise to constraints 
on their positions. In section 4 it will be shown how these 
constraints can be evaluated from the shape of the features in 
contact. Ultimately the positions of the parts are determined by 
the combined effect of all of these constraints and section 6 will 
show how this can be achieved. 
3.1. INTRODUCTION TO RAPT 
In this thesis the representation of nominal geometry is 
based on the representation used by the object-level robot 
programming system, RAPT. RAPT has been developed in the 
Department of Artificial Intelligence at the University of 
Edinburgh (Ambler et al 1983) and (Popplestone and Ambler 1981). 
RAPT includes a powerful geometric reasoning system. It 
allows the shapes of parts to be defined and a program for their 
assembly to be described. The required contacts between the parts 
are described by "geometric relationships" between features of the 
parts. A motion of the robot can be described by stating the 
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relationships that the motion should attain. 
Features 
A part is a rigid solid object whose surface is represented 
as a collection of features. A feature is a simple geometric 
surface such as a plane, a cylinder or a sphere. Planes and 
cylinders are unbounded and have infinite extent. Points and 
lines are represented as spheres and cylinders of zero radius. 
Each feature has a coordinate system attached to it and the 
position of that coordinate system relative to the main coordinate 
system of the part is given. Feature coordinate systems are 
attached in standard configurations. For example, the coordinate 
system of a plane has its x-axis normal to the plane and its 
origin lying in the plane. The coordinate system of a cylinder 
has its x-axis parallel to the cylinder's axis and its origin 
lying on the axis. 
Each feature and part is given a name. A feature can be 
specified by giving the names of the feature and the part to which 
it belongs. 
There are various convenient ways that the positions of 
features can be specified. For example a plane may be stated as 
being parallel to another feature and a certain distance from it 
or may be made to pass through three given points. The 
description of a part can be incomplete since only the features 
important to the manipulation plan need be defined. 
Geometric Relationships 
Geometric relationships are used, in RAPT, to describe how 
parts interact. A feature of one part may fit into or be against 
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a feature of another part. For example a box lying on a table has 
its bottom surface against the top of the table. This condition is 
described by asserting an AGAINST-relationship between the feature 
representing the bottom of the box and the feature representing 
the top of the table. Similarly, if a cylindrical peg is 
inserted into a cylindrical hole then a FITS-relationship is said 
to hold between the features representing the peg and the hole. 
A relationship between two parts removes sane of their 
relative degrees of freedom. A completely free part has six 
degrees of freedom which can be taken to be three rotations and 
three translations. However if two parts have a geometric 
relationship between them then sane of their relative degrees of 
freedom are removed. For example if an AGAINST-relationship holds 
between two planar features then only three degrees of freedom are 
possible: two translations and one rotation. Motion can take 
place in these degrees of freedom while still preserving the 
relationship. A FITS-relationship between two cylindrical 
features constrains their axes to be colinear. There are, then, 
two possible degrees of freedom: one rotation and one translation. 
There are other types of relationship which are not usually 
present in the initial model of the assembly but arise as a result 
of the inferences described in the next section. One of these is 
the FIX-relationship which allows no degrees of freedom. 
Reasoning 
RAPT can perform inferences over geometric relationships to 
find further constraints on the positions of the parts. If 
sufficient relationships have been provided then eventually the 
nominal locations of all parts will be deduced. The two inferences 
are illustrated in figure 3.1.1. 
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The two inferences performed by RAPT. The first 
replaces a pair of parallel arcs by a single arc. The 
second introduces a new arc which has the same effect as 
two arcs in series. 
Figure 3.1.1 
Each relationship applies between two parts and constrains 
their relative location. The parts can be represented by the 
nodes of a network and the relationships by arcs. The network is 
analysed to find loops which will be called "cycles". The 
simplest cycle involves just two parts and two relationships and 
is referred to as a 2-cycle. 
The first type of inference, called "pairing", replaces the 
two relationships in a 2-cycle by a single equivalent 
relationship. New features are generated and the new relationship 
acts between these. For example two plane-against-plane 
relationships may exist between two parts with perpendicular 
planes. There is one linear degree of freedom possible: the parts 
may slide parallel to the edge at the intersection of the planes 
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the edges at the intersections of the planes. A relationship is 
set up between them called a "LIN-relationship". It states that 
the x-axes of the coordinate systems of the new features are 
colinear and their y- and z-axes are parallel. 
Two non-parallel plane-against-plane relationships allow 
a single degree of freedom. 
Figure 3.1.2 
If the planes on these parts were parallel instead of 
perpendicular then the two relationships together would be no more 
constraining than the relationships individually. In this case 
one of the relationships is deleted. If it is physically 
impossible to make both relationships simultaneously then an error 
is reported. 
When all 2-cycles have been removed by replacing pairs of 
relationships by a single equivalent relationship then larger 
cycles are searched for. They are dealt with using the following 
inference, called "chaining". 
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Suppose there is a relationship between parts A and B and a 
relationship between parts B and C. Then in some instances a 
relationship can be deduced between A and C. For example consider 
two parts with a hole in each and a peg inserted through both 
holes, (figure 3.1.3). The peg forms a FITS-relationship with 
each of the parts. The result is that the holes in the two parts 
are constrained to be colinear. There is a rule which says that, 
in general, we can deduce a colinear relationship between two 
parts whenever they are linked by a third part which forms 




Two parallel FITS-relationships creating a colinear 
relationship. 
Figure 3.1.3 
Another example is two rectangular blocks one on top of the 
other on a flat table. The bottom of the top block is constrained 
to be parallel with the table and at a fixed distance from it. An 
AGAINST-relationship is formed between the table top and an 
imaginary surface at a fixed distance above the table. 
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A 3-cycle can be dealt with using the two inferences as 
follows. Firstly, chaining is used to produce a new relationship 
between two of the parts. There is now a 2-cycle which can be 
reduced by application of pairing. The resulting relationship 
expresses the combined effect of all three relationships in the 
original 3-cycle. 
RAPT has a look-up table for each of the two inference 
methods. Each table has an entry for every pair of relationship 
types to which the inference can be applied. The table indicates 
the type of the new relationship and explains how to produce the 
new features between which the relationship holds. Also included 
are certain conditions which the input relationships must satisfy. 
For example, sane inferences can only be made if the features 
involved are parallel. 
Limitations of RAPT 
There are four major deficiencies in the current RAPT system. 
Firstly, descriptions of parts in RAPT are incomplete in two ways. 
All features (excluding spheres and points) are assumed to be 
infinite and so they have no defined boundary. 
The second deficiency of RAPT is that descriptions of parts 
are often incomplete because only a subset of their features are 
specified. This is because specifying all features is unnecessary 
and would create redundant constraints. 
Thirdly, RAPT assumes that the world is perfect. Whenever 
two parts are fitted together there will be a small amount of 
movement in all degrees of freedom (unless the parts are somehow 
bound together). However, RAPT assumes that some degrees of 
freedom are removed completely. 
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Fourthly, RAPT assumes that parts have ideal geometric shape. 
No account is taken of the fact that the shape of a real part is 
imperfect and is infinitely complex and that there is infinite 
variation between different copies of the same part. 
Hence RAPT cannot deal with geometric uncertainties in any 
way. Before uncertainty analysis can be added to RAPT it would be 
necessary to enhance the representation of parts. 
3.2. NOMINAL GEOMETRY 
The representation of toleranced parts consists of two 
components: the nominal description and the tolerance 
specification. This scheme is followed by both Hillyard (1978) 
and Requicha (1983a and 1983b). The representation of the 
tolerance specification will be left till chapters 4 and 
nominal description will be described in this section. 
5. The 
The representation of parts closely follows the 
representation used in RAPT in that the surface of a part is 
divided into features which are simple geometric entities such as 
planes and cylindrical surfaces. Line features and point-features 
will not be dealt with. The position of each feature is 
known with respect to the main coordinate system of the part. 
The main difference from representation in RAPT is that all 
features are finite. Each feature has an extent which refers to 
the area that its surface covers. The extent of a feature is 
determined by its boundary. 
Some features have the property of size. In the case of 
cylinders and spheres this refers to their diameter. Planar 
features, however, do not have size. The area covered by a planar 
feature is referred to as its extent. 
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The parts must be described to the system in greater detail 
than is in general required by RAPT. Relationships can be 
redundant in RAPT's nominal analysis but important in an 
uncertainty analysis. For example consider a rod which fits 
through two colinear holes. In RAPT one of the holes could be 
omitted from the description because both relationships imply the 
same constraints on the rod. However, in analysing uncertainties 
we are interested in the possible variation of the inclination of 
the rod. This variation is greatly reduced when there are two 
holes instead of one hole. The description of geometry in a 
system for analysing uncertainties must include all features which 
can make contact with other features. 
An assumption to be made about assemblies of parts is that 
the parts are not fixed to one another in any way. Their 
positions are constrained only by the contacts between them. 
The concept of a potential contact is introduced. A 
potential contact between two features implies that the pair of 
features may come into contact or that they may be separated. 
Each potential contact puts constraints on the positions of the 
parts involved because the features cannot penetrate one another. 
A potential contact is equivalent to a geometric relationship in 
RAPT though the constraints it implies are weaker. This is 
because a RAPT relationship removes some degrees of freedom 
altogether whereas a potential contact merely puts restrictions on 
them. 
3.3. REPRESENTATION OF POSITIONS 
Each part has a nominal position. This is an abstract 
concept introduced because it is useful to have an ideal position 
for parts from which their deviations can be measured. When given 
the nominal shapes of parts and the relationships between them 
RAPT will infer the nominal positions 
of the parts. They are 
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specified relative to some world coordinate system. 
A position can be defined with six values representing three 
translations and three rotations. They will be denoted x, y, z, 
e, q and i where x, y and z represent the position of the part's 
origin in space and e, and i represent its orientation. The 
relationship between axes of rotation and directions of 
translation is shown using the right-hand coordinate system in 
figure 3.3.1. 
The axes about which rotations 5, 0 and , are taken. 
Figure 3.3.1 
3.3.1. Position Uncertainties 
The position of a part is subject to uncertainty. An 
uncertainty in a position is defined to be the set of possible 
deviations of the position from its nominal value: it can be 
thought of as a set of values that the position can take. This 
section will describe the representation of constraints used to 
define this set. 
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Suppose a part can undergo small variations from its nominal 
position. A coordinate system in a part can be used to define six 
degrees of freedom by taking three translations parallel to the 
axes and three rotations about the axes. Small variations from 
the nominal position will be expressed in terms of variables 
referred to as "degree of freedom (DOF) variables". They will be 
denoted by Ax, Ay, Az, A6, A0 and p, the A prefix being used to 
indicate that these are small variations. 
Constraints may be represented as inequalities involving 
these variables. Of course the precise form of the inequalities 
depends on the choice of coordinate system. We shall say that a 
set of inequalities represents an uncertainty with respect to a 
particular coordinate system. 
There will be many coordinate systems in each part. When a 
set of constraints is initially generated a coordinate system must 
be chosen with respect to which to represent it. Later, a 
different coordinate system may be found to be preferable and the 
inequalities need to be converted so that they represent the same 
uncertainty but with respect to a different coordinate system. 
Two representations are equivalent if they define the same set of 
possible positions for the part. 
The DOF-variables of the old coordinate system can be 
expressed in terms of the DOF-variables of the new coordinate 
system. The inequalities are converted simply by substituting 
each occurrence of an old DOF-variable in the inequalities by an 
equivalent expression involving the new DOF-variables. 
It is useful to think of position uncertainties in terms of 
configuration space. This is a term used by Lozano-P6rez (1979) 
in discussing collision avoidance algorithms. A point in a part's 
configuration space corresponds to the position and orientation of 
the part. It follows that the set of possible positions specified 
by an uncertainty can be represented by a region of configuration 
space. For convenience the origin of configuration space of a 
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part will be taken to be the nominal position, for that part, 
output by RAPT. 
Often there will be inequalities, for each DOF-variable, AD, 
of the form, 
expression) 5 AD 5 expression2, 
where the expression) and expression2 do not involve AD but may 
involve other DOF-variables. The two expressions will be referred 
to as the bounds of AD. 
In general the expressions can be of arbitrary complexity. 
They may be non-linear and involve trigonometric functions. 
However, it is often useful to make simplifications to approximate 
the bounding expressions to allow them to be analysed more easily. 
This introduces inaccuracy. The following section discusses 
approximations and their validity. 
3.3.2. Approximations 
Since the expressions involved in inequality constraints may 
become complex it is useful to make simplifications so that the 
inequalities are easier to analyse. However simplifications 
inevitably mean that the inequalities only approximately represent 
the region of configuration space that they are intended to 
represent. Nonetheless, there are two types of simplification 
which can be made that still allow useful results to be obtained. 
Firstly, some simplifications made to the inequalities have 
effects which are small enough to be ignored. For example, under 
the assumption that all rotations are small, trigonometric 
functions can be linearised (sin(A6)=A0 , cos(G0)=1). 
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Secondly, there are simplifications to the inequalities which 
cause larger changes to the region of configuration space. 
Sometimes it is possible to tolerate a set of inequalities which 
overestimates the actual region of configuration space and 
sometimes it is possible to tolerate an underestimate. Here, an 
overestimate of a region of configuration space is defined to be a 
region containing the actual region and an underestimate is 
defined to be a region contained in the actual region. Whether it 
is an overestimate or an underestimate that can be tolerated 
depends on the results that are ultimately required. Sometimes we 
require to find an upper bound to some value and then an 
overestimate is satisfactory and sometimes we requires a lower 
bound and then an underestimate is satisfactory. 
Put another way, sane properties of an actual region of 
configuration space can be verified by testing the property on an 
overestimate of the actual region whilst others can be verified on 
an underestimate. 
As an example of the first case suppose we require to test 
that some actual region, R, is contained in sane set T. Let R be 
an overestimate of R. Then if R is found to be contained in T then 
we know that R is also contained in T. Figure 3.3.2 is a Venn- 
diagram illustrating this. 
For the second case suppose we require to test that R is 
non-empty. Let R be an underestimate of R. Then if R is found to 
be non-empty then we know that R is also non-empty. 
Note that in both cases we cannot infer the opposite case. 
We cannot infer, for example, that R is not contained in T because 
R is not contained in T. Figure 3.3.3 shows R contained in T but 
R not contained in T. 
The two properties mentioned above are useful for analysing a 
structure of parts. If the region of configuration space for a 
part is contained in a set T then it implies that the parts are 
held with a tightness represented by the size of T. T can be 
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If an over-estimate of R is contained in T then R must 
be contained in T. 
Figure 3.3.2 
If an overestimate of R is not contained in T then we 
cannot deduce that R is not contained in T. 
Figure 3.3.3 
chosen to reflect the required tightness of the parts. The second 
property that, a region of configuration space is non-empty, is 
useful for testing that there exist valid positions for a part. 
If the configuration space for a part is empty then there are no 
possible positions for the part implying that the parts cannot be 
fitted together. 
In practice the above considerations allow all inequalities 
to be linearised in DOF-variables. Rotational terms can be 
linearised by keeping all rotations small. This allows 
tri gonometri c approximations to be made: sin (A8) = A8 and 
cos(A8) = 1. These can be put under the category of small 
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approximations. Larger approximations arise when linearising 
inequalities associated with contacts between curved surfaces and 
when the area of overlap of features is approximated. In these 
cases it is possible to arrange that larger approximations are 
overestimates or underestimates. 
3.4. DERIVATION OF CONSTRAINTS FROM RELATIONSHIPS 
In RAPT a relationship between two parts removes some of the 
degrees of freedom of the parts. In the presence of uncertainty, 
however, no degrees of freedom are removed completely though they 
are constrained by the relationship. 
A potential contact between two features constrains the 
positions of their associated parts. Each feature has a material 
side and a non-material side and the material sides do not 
intersect. This is a geometric constraint. It can be converted 
to an algebraic constraint involving DOF-variables by considering 
the "signed distance" between the two features. A signed distance 
is defined as follows. 
1. When the material sides of the features do not interfere 
it equals the distance between the closest points of the 
features; 
2. When the material sides do interfere it is negative and 
represents the shortest distance that one of the parts 
could be moved to remove interference. 
3. When the features are in contact it equals zero. 
Despite the three part definition the signed distance is a 
continuous function of the relative position of the parts. 
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Example 1: Two-Dimensional Peg In Hole 
Consider figure 3.4.1 showing a peg of diameter, Dpeg, 
loosely fitting in a hole of diameter, Dhole. For simplicity, 
this example is two-dimensional. A coordinate system is 
positioned at the midpoint of the range of overlap. There is only 
one rotation denoted by 0. It acts about an axis through the 
origin of the coordinate system perpendicular to the page. 
Translation along the axis of the peg is unconstrained. 
The range of overlap of the peg and the hole is illustrated 
and has length, E. The difference between the diameters of the 
hole and the peg, Dhole-Dpeg, will be denoted by Ddiff. The 
signed distance between the features, assuming linearisation of 
the rotations is, 
Ddiff + min(Ay+(E/2)A0, -oy+(E/2)po, Ay-(E/2)A0, -Ay-(E/2)A6). 
Therefore the constraints on their positions can be written, 
Ddiff ± Ay ± (E/2)Ae ? 0, 
which represents four inequalities with different combinations of 
plus and minus signs. Note that these inequalities represent the 
required region of configuration space exactly except for the 
linearisation of rotations which fall in the category of small 
approximations. 
Example 2: Three-Dimensional Cylindrical Peg in Hole 
The constraints arising from a three-dimensional peg in hole 
(figure 3.4.2) are similar to those in the two-dimensional case 
except that there are more degrees of freedom. There are two 
constrained rotations, p and ,y, about axes perpendicular to the 
cylinders' axes and two constrained translations, y and z along 
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Opeg 
ij x E 
Dhole; 
A peg loosely fitting in a hole in two dimensions. 
Figure 3.4.1 
axes perpendicular to the cylinders' axes. Again, the peg and 
hole overlap by an amount E and the difference between the 
diameters of the peg and the hole will be denoted by Ddiff. 
The constraint that the signed distance between the features 
is greater than or equal to zero can be expressed as, 
Ddiff- min( (6y+a(E/2)6p)+(6z+a(E/2)6q) ) Z 0 C1 
a=±l 
where the terms with a equal to ±1 correspond to the two ends of 
the overlap between the peg and the hole. 
C1 accurately describes the region of configuration space 
(except for the linearisation of trigonometric functions). 
However, this expression is nonlinear and can only be made linear 
at the expense of introducing approximation. Constraints on oy 
and pz can be separated to produce inequalities of the form 
-A < 6y±(E/2)6p A, 
-A 5 6z±(E/2)60 A. 
C2 
The approximation can be made an overestimate or an underestimate 
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A peg loosely fitting in a hole in three dimensions. 
Figure 3.4.2 
by appropriate choice of A. Figure 3.4.3(i) shows a cross-section 
of the peg and hole and figure 3.4.3(ii) shows the associated 
region of configuration space. Figures 3.4.3(iii) and 3.4.3(iv) 
show possible over and underestimates of the actual region which 
could be obtained by constraints of the form C2. The overestimate 
is obtained by letting 
A=(Dhole-Dpeg)/2 
and the underestimate by letting 
A=(Dhole-Dpeg)/ (2v) . 
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Dhole 
(1) 
Dhole Dpeg Dhole Dpeg (Dho1e Dpeg)/F 
(i) A peg in a hole. 
(ii) Configuration space of the peg relative to the 
hole. 
(iii) An overestimate of the configuration space. 
(iv) An underestimate of the configuration space. 
Figure 3.4.3 
A potential contact between two planes with a nominal 
separation of S and overlapping on a rectangle E 
y 
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Example 3: Potentially Contacting Planes 
As another example consider a plane-against-plane 
relationship shown in figure 3.4.4. The area of overlap of the 
features is assumed to be a rectangle with dimensions E 
Y 
and Ez as 
illustrated and the features have a nominal separation of S. When 
the area of overlap is not a rectangle it can be approximated by 
enclosing it in a rectangle or by fitting a rectangle inside it. 
In the former case tighter constraints will be obtained causing an 
underestimate for the set of possible positions. In the latter 
case an overestimate will be obtained. A coordinate system is 
chosen at the midpoint of the rectangle. 
The signed distance between the features being greater than 
or equal to zero implies that, with linear approximations, 
S + Ax ± (Ey/2)At ± (Ez/2)A4 : 0. 
Although the relationship itself does not restrict rotations to be 
small it can be assumed that there are other relationships which 
do so. For example, consider a tab fitting into a slot. There 
are two potential contacts between planes and together they force 
rotations to be small as long as the difference between the widths 
of the tab and slot is a lot smaller than the extent of their 
overlap. 
3.5. SUP AND INF 
Before going on to describe how constraints can be 
manipulated, two procedures SUP and INF will be introduced. These 
can be used for obtaining useful results about how a set of 
inequalities puts bounds on variables. Algorithms for SUP and INF 
are taken directly from Brooks (1981) and are described in more 
detail in appendix 2. 
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Let A be an expression, V a set of variables and C a set of 
inequality constraints. Then: 
SUP(A, C, V) 
returns an expression involving only variables in V which is an 
upper bound for A assuming that constraints C hold. If V is empty 
then a number is returned. If the inequalities in C are linear 
then the result can be guaranteed to be a least upper bound for A. 
For example suppose 
C = { w5y , w5x , x5z , zS2 }. 
Then the following results would be evaluated 
SUP(w, C, {w}) = w, (SUP(A,C,V)=A if A is a variable 
and if V contains A) 
SUP(w, C, {x,y,z}) = min(x,y), 
SUP(w, C, {y,z}) = min(y,z), 
SUP(w, C, {y}) = min (y, 2) , 
SUP(w, C, {}) = 2. 
If the inequality "zS2" had been omitted from C then SUP(w, C, {}) 
would evaluate to - since no numeric bound could then be found. 
Similarly, 
INF(A, C, V), 
returns a lower bound expression for expression A subject to C and 
which involves variables V. A greatest lower bound is obtained if 
the inequalities are linear. 
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3.6. COMBINING CONSTRAINTS 
Suppose that each relationship in an assembly has been 
analysed to find the constraints that it implies on the relative 
positions of the parts. A network has been generated with nodes 
representing parts. For each relationship there is an arc 
carrying the constraints generated from that relationship. These 
constraints can be combined to determine the constraints on the 
assembly. 
Suppose we want to find the constraints on the relative 
position of two parts, A and B, of an assembly. There may be arcs 
from A to B and the constraints from these act on A and B 
directly. There may also be paths from A to B via other parts. 
Some of these paths add further constraints though others will 
not. For example, in figure 3.6.1, parts A and B are in contact 
but are also linked by part C. Constraints are generated from 




Parts A and B are in contact but are also linked by part C. 
Figure 3.6.1 
There are two types of inference which are made on the 
network of constraints. They will be described in detail in the 
following paragraphs. They correspond to the two types of 
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inference, pairing and chaining, made by RAPT to find the nominal 
positions of parts described in section 3.1 under "Reasoning" and 
illustrated in figure 3.1.1. 
An algorithm is described for deciding the order to apply the 
inferences. This will also be applicable to the networks 
discussed in following chapters. 
3.6.1. Intersecting Constraints 
Two parts may have two sets of constraints acting on their 
relative positions. The first type of inference finds a set of 
constraints that expresses the combined effect of both of them. 
This inference corresponds to RAPT's inference called pairing. It 
would simply be a matter of taking the union of the constraint 
sets were it not for the fact that the constraints apply at 
different features of the parts. The sets of inequalities contain 
different DOF-variables since each feature has its own coordinate 
system. 
It was mentioned in 3.3.1 how a set of inequalities can be 
converted to represent the same uncertainty with respect to a 
different coordinate system. All the sets of constraints to be 
combined must be converted to a common coordinate system. This 
coordinate system can be chosen arbitrarily. The required set of 
constraints is, then, simply the union of all the constraints 
represented in the common coordinate system. 
Note that the constraint sets input to the inference may all 
be overestimates or may all be underestimates but they may not be 
a mixture of over and underestimates. The output constraint set 
will be an over or underestimate according to the input 
constraints. The inference itself, however, is accurate and so if 
all inputs accurately represent their regions of configuration 
space then the output will also be accurate. 
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A rod held by two bearings. If constraints are derived 
at each bearing relative to coordinate systems at A and 
B what are the combined constraints relative to 
coordinate systems at C? 
Figure 3.6.2 
As an example to illustrate the process, consider the rod 
held by two bearings shown in figure 3.6.2. For simplicity, the 
example will be taken in only two dimensions. Each end of the rod 
fits into a hole in the frame. Constraints are derived from each 
of these relationships. The letter A, in the diagram, shows the 
position of two coincident coordinate systems associated with the 
left Hand relationship. They remain coincident only while the 
parts are in their nominal positions: one coordinate system is 
fixed relative to the rod and the other is fixed relative to the 
frame. Similarly there are two coincident coordinate systems 
associated with the right hand relationship, marked B. 
From the left-hand relationship constraints are generated 
relative to coordinate systems at A. Let Drod and Dhole be the 
diameters of the rod and hole respectively and let Ddiff be the 
difference between the diameters, Dhole-Drod. Let E be the 
distance that the rod extends into the hole (see figure 3.6.2). 
The constraints obtained are then (note ± signs), 
-Ddiff/2 ± (E/2)A6 Ay 5 Ddiff/2 = (E/2)A6, 
-Ddiff/E A6 6 Ddiff/E. 
C1 
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The right-hand relationship also gives rise to similar constraints 
relative to coordinate system B. Figures 3.6.3(1) and (ii) show 
the regions of configuration space described by these constraints. 
(I) (II) (III) 
(i) and (ii) show the regions of configuration space 
obtained at the individual relationships in figure 3.6.2 
relative to their respective coordinate systems. 
(iii) shows these relative to coordinate system C. 
Figure 3.6.3 
A coordinate system, C, is chosen half-way along the rod as 
shown in the diagram. It is separated from A and from B by a 
distance T. Again, this is actually two coincident coordinate 
systems, one attached to the rod and one to the frame. 
Constraints C1 are converted to be relative to C. The result is, 
-Ddiff/2 + (T±E/2)De 5 oy 5 Ddiff/2 + (T±E/2)69, 
-Ddiff/E < A8 Ddiff/E, 
C2 
where T is the separation of coordinate systems A and C equal to 
the separation of coordinate systems B and C. 
Constraints relative to C which express the effect of the 
right-hand relationship are identical to C2 except that T has a 
minus sign. This is because the translation from A to C is the 
negative of the translation from B to C: 
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-Ddiff/2 + (-T±E/2)ae S Ay S Ddiff/2 - (-TtE/2)AO, 
-Ddiff/E S 66 S Ddiff/E. 
C3 
The combined effect of the two relationships can be expressed by 
the union of constraint sets C2 and C3. Figure 3.6.3(iii) shows 
the regions of configuration space obtained at coordinate system C 
and their intersection. 
3.6.2. Summing Constraints 
Uncertainties tend to build up along a kinematic chain. In 
figure 3.6.14 part 3 is subject to uncertainty caused by its 
relationship to part 2 and the relationship between parts 2 and 1. 
What constraints can be found on part 3 relative to part 1? This 
inference is equivalent to the "chaining" inference of RAPT. 
x 2 3 
What are the constraints on part 3 relative to part 1? 
Figure 3.6.4 
There are relationships between parts 1 and 2 and between 
parts 2 and 3. Coordinate system A is centred on the range of 
overlap of parts 1 and 2 and coordinate system B is centred on the 
range of overlap of parts 2 and 3. Only the degrees of freedom Ay 
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and De will be considered in this example. 
Introduce the notation Cpq(S) to be the region of 
configuration space of part p relative to part q with respect to 
coordinate system S. 
We know C32(B) and C21(A) and want to find C31(B) or C (A). 
It is simplest to find C31(B) and this can afterwards be converted 
to C31(A) by suitable change of variables. Initially, constraints 
are derived relative to the coordinate system associated with the 
relationship (figures 3.6.5(1) and (ii)). However, they must both 
be expressed in terms of the same coordinate system before they 
can be combined. Figure 3.6.5(iii) shows C21(B), the region of 
configuration space of the first relationship relative to 
coordinate system B. 
The DOF-variables representing the position of part, p, 
relative to part, q, (with respect to coordinate system B) will be 
denoted by, 
Axpq' 
DYpq, ..., D)pq 
and ppq will denote the vector, 
(Oxpq, DYpq, Ozpq, Depq, AOpq' A41pq). 
Then the small uncertainty assumption means that these vectors can 
be added together in the following way: 
p3 1 = p3 2 + P2 1 
In other words for OD in (ax, Ay, Oz, pe, MO, A*) 
OD33 - OD32 + OD21. 
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Graphs representing the following regions of 
configuration space fran the relationships in figure 
3.6.4: 
(i) C21(A) (iii) C21(B) 
(ii) C32(B) (iv) C31(B) 
Only two degrees of freedom have been shown. The 
construction of graph (iv) from graphs (ii) and (iii) 
has been shown and for clarity has not been hashed. 
Figure 3.6.5 
For all possible positions of part 3 relative to part 1 there 
must be a position for part 2 which satisfies the constraints 
relative to part 1 and relative to part 3. In other words, the 
subset of configuration space, C3 1 (B) , satisfies the following 
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property: 
For all positions, p,,, in C31(B) there exists p2, in 
C21 (B) and p,, in c32(B) with p3 1 equal to the vector 
sum of p,, and P21- 
Therefore, 
C31(B) = (P+q: P C C21(B) , q c C22(B)}. 
Figure 3.6.5(iv) illustrates the resultant subset of configuration 
space found by summing those illustrated in (ii) and (iii). 
An analytical method which allows the inequalities which 
describe C31(B) to be derived fran those which describe C32(B) and 
C21(B) will now be described. 
In the following, pq stands for either 32 or 21. 
Suppose that each inequality in Cpq involving ADpq is solved 
for ADpq. The resulting inequalities can be divided into two 
categories: those which provide an upper bound expression for ADpq 
and those which provide a lower bound. A single expression 
bounding ADpq above can be constructed by taking the minimum of 
these upper bound expressions. It will be denoted by UPPER(ADpq). 
Similarly, a lower bound for ADpq can be constructed by taking the 
maximum of the lower bound expressions and will be denoted by 
LOWER(ADpq). 
UPPER(ADpq) and LOWER(ADpq) can be expressed in terms of SUP 
and INF as follows, where V is the set of all DOF-variables 
excluding ADpq: 
UPPER(ADpq) = SUP( ADpq, Cpq, V 
LOWER(tDpq) = INF( ADpq, Cpq, V ). 
It will be assumed that these can be written as the minimum or 
maximum of linear expressions of DOF-variables as follows with 
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Here, aij, aij 
sik 
and sik' are all constants. Each minimum and 
maximum is indexed by a variable j , j ' , k or k'. The range of 
these depends on the number of linear expressions involved in each 
particular case. 
Define SUPVAL and INFVAL to be procedures which return 
values, as opposed to expressions, bounding a DOF-variable. They 
are equivalent to SUP and INF with third argument 
empty set: 
SUPVAL(ADpq) = SUP( ADpq, Cpq, {} ), 
INFVAL(ADpq) = INF( ADpq, Cpq, {} ). 
equal to the 
We are now in a position to find a set of inequalities which 
represent C31(B). This is done by finding expressions that bound 
each of the DOF-variables, AD31, above and below. Hence, C31(B) 
consists of inequalities with the form 
AD31 < expression or expression 5 AD31 
All variables occurring in the expressions must represent 
components of the position of part 3 relative to part 1: they must 
be subscripted 31. 
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Summations (1) are again indexed by i ranging over the set 
{x,y,z,9,,,}-{D}. Minimums and maximums are indexed by j, j', k 
or k' and these range over the same sets that they ranged over in 
the expansions of UPPER and LOWER. First upper bounds for AD31 
are found. There are two ways that this can be done. 
AD31 = AD32 + AD21 
5 UPPER(AD32) + UPPER(AD21) 
min( aijAi32 
j i 
+ min( aikAi21 
k i 
min( a..(Ai32+Ai21) - Ai21 





aijAi21 ) + 
1 
min( I aikA12 
k i 
ai kA12 1 
ai1INFVAL(Ai21) ) + min( JaikSUPVAL(A121) ) 
Note that ai , sik, INFVAL(Ai21) and SUPVAL(Ai21) can all be j 
replaced by numbers and so the only variables in this expression 
have subscript 31. Hence this expression has the required form 
and is an upper bound for AD31. In the last step Ai21 was 
replaced by its SUPVAL and INFVAL. Another upper bound for AD31 
can be found by replacing Ai32 by its SUPVAL and INFVAL: 
AD3 1 = AD3 2 + AD2 1 
< UPPER(AD32) + UPPER(AD21) 
min( aijAi32 J 
min( ai jAi32 
= min( 1 a. Ai32 
j i 1 j 
+ min( ikAi21 
k i 







a.k Ai31 - L aik&i32 J 
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min( lai') SUPVAL(Ai32) ) + min( 8ikA131 8ikINFVAL(Ai32) 
j i k i i 
In a similar way it possible to find two lower bounds for AD31: 




AD31 ? max( aijINFVAL(Ai32) J + 
max( ik'Ai31 - gik,SUPVAL(A121) . 
k' i i 
Therefore, in general two inequalities bounding AD31 above and two 
bounding it below are obtained. Since there are 6 DOF-variables, 
AD31, it follows that C31(B) is in general expressed by 24 
inequalities with the above forms. 
The inference which has been described in this section can be 
applied iteratively to kinematic chains with more than three 
links. Suppose, nodes A, B, C and D are linked in a chain by 
three relationships. The first application of the inference can 
be applied to the relationships between A and B and between B and 
C to obtain constraints between A and C. The second application 
can be applied to the relationships between A and C and between C 
and D to obtain a relationship between A and D. 
3.6.3. Application of the Inferences 
This section presents an algorithm that applies the two 
inferences in an appropriate order to find the total constraints 
between any two nodes of a network. The basic idea is that each 
path between the two nodes imposes constraints on the nodes. The 
effect of each path is found using the summation inference and the 
combined effect of different paths can be found using the 
intersection inference. 
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One problem is that there may be a very large number of paths 
between the nodes. For example if there are four arcs between 
nodes A and B and four arcs between nodes B and C then the total 
number of paths from A to C is sixteen. Any reduction in the 
number of paths is welcome since in a complicated network the 
paths may be very numerous. One method is to replace sets of arcs 
between the same two nodes by a single arc. The application of 
the intersection inference will do this. If this is done for 
every pair of parts between which there are multiple arcs then the 
number of paths between the nodes is greatly reduced. 
Suppose that the nodes between which constraints are to be 
derived are denoted A and B. The algorithm has the following 
stages. 
1. Replace sets of arcs between pairs of parts by a single 
arc using the intersection inference. 
2. Find all paths from A to B. 
3. For each path apply the summation inference as many 
times as is necessary to find the constraints implied by 
that path on A and B. 
4. Lastly, apply the intersection inference to the 
constraints derived from all paths. 
There could be a large number of paths despite the first step 
of the algorithm. This will be true especially in the networks 
that appear in subsequent chapters. It is possible to reduce the 
size of the search, however, by a "branch and bound" technique. 
Paths can be ignored if they provide constraints which are 
obviously weaker than previously considered paths. For example, a 
path would provide no constraints if it contained two contacts 
between planar features with one contact perpendicular to the 
other. When a path does provide constraints a rough estimate of 
numeric bounds could be made of the bounds on all variables. 
These could then be compared with a rough estimate of the bounds 
implied by previous paths. 
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The search should be made depth first and the constraints 
evaluated for each path in turn. When a path has been processed 
its constraints can be intersected with the constraints from other 
paths already processed. However, if, during processing of a 
path, the constraints are found to be weaker than what is already 
known then the rest of the path can be ignored. Other paths which 
share the relationships examined in the discarded path can also be 
ignored. 
3.7. IMPLEMENTATION 
A system has been implemented based on the work in this 
chapter. The input to the system is a description of a set of 
parts. Each part is represented as a set of features with given 
position relative to some central coordinate system of the part. 
Each feature has an extent. A list of pairs of features which can 
come into contact is input. The nominal position of each part is 
given. 
From this information the system works out bounds on the 
positions of the parts. The following are some of the 
calculations which it performs. 
Find the extent of overlap of two features given the 
nominal positions of their respective parts. 
Find the constraints implied by the contact between two 
features. There is a different set of constraints for 
each type of feature. Initially, the constraints are 
expressed with respect to the feature coordinate 
systems. 
Make change of variables in the constraints so that they 
are expressed with respect to the main coordinate 
systems of the respective parts. 
Given two sets of constraints between parts A and B find 
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a set of constraints which expresses the total effect of 
the original constraint sets. This i s trivial and 
merely involves taking the union of the constraint sets. 
Given constraints between parts A and B and between 
parts B and C find the resulting constraints between 
parts A and C. This assumes that a common coordinate 
system in part B is used for the two sets of 
constraints. 
Given a set of constraints involving many degree of 
freedom variables find the upper and lower bounds which 
it implies on any of the variables. This uses the 
SUPINF algorithm (appendix 2). 
So far, the implementation has been performed for two-dimensional 
geometry only. No path finding has yet been included. A depth 
first search would be preferable to a breadth first search. This 
would allow paths to be rejected if it is found that after a 
partial examination they provide very weak or no constraints. 
3.8. CONCLUSION 
This chapter started by describing the object-level robot 
programming system, RAPT, which provides a basis for some of the 
work described in this thesis. The representation of nominal 
geometry in an uncertainty reasoning system could closely follow 
the representation used by RAPT. 
It was explained how position uncertainties of perfectly 
formed parts in an assembly can be found. 
The position uncertainty of each part is represented by a set 
of inequalities involving the degree of freedom variables of the 
parts. The form of the inequalities depends on what coordinate 
system is chosen. It is useful to be able to convert a set of 
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inequalities representing an uncertainty in one coordinate system 
to a set of inequalities representing the same uncertainty with 
respect to a different coordinate system. 
Each potential contact between features is converted to 
constraints on the relative positions of the features. The 
constraints thus derived are combined by two inference techniques. 
The first takes constraints frcu parallel relationships and 
outputs their combined effect. The second takes a chain of parts 
with relationships between them and outputs constraints between 
parts at the ends of the chain. Using these techniques it is 
possible to find constraints on the position of parts in a 
structure of arbitrary complexity. 
The following similarities exist with the work of Taylor 
(1976) (see section 2.2). 
A part is represented as a collection of features. 
Relationships between pairs of features represent 
possible contacts. 
Relationships give rise to constraints in the form of 
inequalities. 
The constraints are analysed to determine possible 
variations in the position of the parts. 
The main differences in this thesis frcu Taylor's work are the 
following. 
Taylor does not analyse imperfect contacts. He derives 
constraints from the overlap between contacting features 
or inputs the constraints into the system directly. 
He does not formalise the analysis of assemblies of 
arbitrary complexity. 
He uses linear programming techniques for analysing 
linear constraints and specialised inferences for 
analysing non-linear constraints. The SUPINF algorithm 
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has the advantage that it can be generalised to non- 
linear constraints. 
o The network of parts and potential contacts has no 
counterpart in Taylor's work. 
Although the work presented here has similarities to Taylor's 
work it is more general in terms of the complexity of the 
kinematics that can be handled. Contacts between surfaces are not 
assumed to be perfect and all constraints are derived from 
geometry. The techniques used for analysing the constraints are 
more general. In chapters 5 and 6 similar techniques will be used 
to analyse the networks that arise in the presence of toleranced 
parts. 
Page 82 
Chapter 4: INTRODUCTION TO TOLERANCES 
This chapter introduces tolerances, the ways they can be 
allocated and a theory of geometrical tolerances. The first 
section deals with traditional methods of tolerancing and the 
standards used. The second section explains a formalism of 
tolerances developed by Requicha at the University of Rochester 
(1983a). This formalism is used in chapters 5 and 6 to build a 
computational representation of tolerances. The following section 
discusses a selection of related topics. 
The ultimate goal of providing tolerance information is to 
state what variations in the shape of a part are acceptable. A 
major requirement is that the part should function correctly. The 
tolerances allocated indicate the possible variations that can be 
tolerated if the part is to function correctly. The tolerances 
must be large enough to allow the part to be manufactured 
economically. If there is too much tolerance then there is no 
guarantee that the part will function properly. If there is too 
little tolerance then it will be difficult to manufacture the 
part. 
4.1. STANDARD TOLERANCING TECHNIQUES 
The standards which engineers use to specify tolerances are 
defined by British Standards in (BS 308). In this section an 
outline will be given of the different techniques used. 
An engineering drawing contains dimensions to indicate the 
sizes of features and relationships between features. A dimension 
can be a distance or an angle. Any dimension may be given a 
tolerance which indicates an upper and a lower bound for the 
dimension. Examples of dimensions are the following. 
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The distance between two features such as holes; 
The size of a feature such as the length of a shaft or 
the diameter of a hole. 
Dimensions are shown on engineering drawings by double ended 
arrows spanning the distance which the dimension refers to. The 
nominal length and tolerance of a dimension are included next to 
the arrow as 10±0.01 for example. This method of tolerancing will 
be referred to as plus/minus tolerancing. 
A problem with toleranced dimensions is that dimensions are 
not easily defined on an actual instance of a part. This is 
because the surface of a manufactured part is not perfectly 
formed. For example, surfaces which are nominally flat will 
inevitably contain undulations or roughness. It is impossible to 
define a unique distance between two such surfaces because the 
distance varies depending on the precise points between which the 
measurement is made. The following questions might be asked. 
How can the diameter of a hole be defined when the hole 
is not perfectly round? 
How can the distance be defined between two holes which 
are not perfectly round? 
How can the distance between two imperfect planes be 
defined? 
There are standard techniques for defining tolerances which 
allow these problems to be bypassed. The techniques are called 
"geometric tolerancing" and are described in British Standards 
308, part 3 (BS 308). Use is made of tolerance zones, which are 
regions of space, in which the surface of a feature must lie. 
They allow the size and position of a feature to be constrained in 
a simple way even allowing for the feature's shape to be 
irregular. For example the size of a feature can be defined by a 
zone which has a specified size and a specified thickness. The 
real surface has to lie inside this zone. 
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The well-formedness of a surface can also be specified by a 
tolerance zone. For example, tolerance of flatness applied to a 
nominally flat surface states that the actual surface must lie 
between two planes separated by a given distance. A tolerance of 
cylindricity applied to a nominally cylindrical surface states 
that the actual surface must lie in a cylindrical zone with a 
given thickness. 
The position tolerance given to a feature is often defined at 
the maximum material condition (MMC) of the feature. This implies 
that the stated position tolerance holds only when the feature 
contains maximum material. In the case of a cylindrical shaft the 
maximum material condition occurs when the shaft has maximum 
diameter. In the case of a cylindrical hole the maximum material 
condition occurs when the hole has minimum diameter. If the 
feature has a diameter which differs from the diameter 
corresponding to maximum material by a certain amount then its 
position tolerance can be increased by an equal amount. For 
example consider a shaft with diameter 1.0±0.01 and a position 
tolerance of 0.02 at MMC. MMC occurs when the diameter is 1.01. 
If the shaft actually has a diameter of 0.995 (ie. 0.015 less 
than MMC) then the allowable variation in position is 
0.02 + 0.015 = 0.035. 
The position of a feature may be defined relative to other 
features by using datuns. A datum is an imaginary surface or line 
fixed in a part and located relative to sane surface feature. 
Three examples of datums are (1) the axis of a hole, (2) the plane 
defined by a planar feature and (3) the plane of symmetry of two 
parallel holes. 
The position of a feature is usually defined relative to a 
set of datums. For example, figure 4.1.1 shows how a hole with a 
position tolerance of 0.01 relative to two datum faces A and B 
appears on an engineering drawing. The tolerance is indicated by 
a box with a symbol to indicate the type of tolerance, a value to 
indicate the amount of tolerance and letters to indicate the 
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relevant datums. 
An example to show how tolerances are indicated on an 
engineering drawing. The hole has a position tolerance 
relative to datums A and B. 
Figure 4. 1 . 1 
The use of datums in the design specification may reflect the 
process of manufacture. While a feature is being cut the part 
must be supported somehow. Imperfections in the surfaces 
supporting the part will affect the position of the feature being 
cut. Hence, the feature ends up being positioned relative to the 
supporting features. The use of datums can also reflect the 
function of a part. It may be important that two holes are 
positioned accurately relative to one another so that they can be 
used to attach another part. Their position relative to some 
other feature may not be so important. 
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4.2. TOLERANCE SEMANTICS 
Requicha (1983a) has formalised and generalised the standard 
practices described above. Such a formalism is necessary before 
an attempt can be made to represent tolerances computationally and 
before inferences about toleranced parts can be made. Therefore, 
a detailed account of Requicha's paper is given here. It is 
important to understand the formalism before proceeding with the 
rest of this thesis. 
4.2.1. Variational Classes 
A variational class of a part is a set of objects which are 
acceptable instances of the part. They differ only in ways 
allowed by the tolerance specification and so are all functionally 
equivalent. A variational class of a part is specified by its 
tolerance specification. The semantics of tolerances are 
described by mathematical procedures which are used to check the 
membership of an object in the variational class. 
4.2.2. Features 
The surface of a nominal part is divided into two-dimensional 
regions called nominal features. The surface of an instance of 
the part is divided into real features each one corresponding to a 
nominal feature. For each nominal feature there is a set of 
assertions that the corresponding real feature must satisfy. 
These assertions contain the tolerance information. 
It is often necessary to attach a set of assertions to a 
group of features. In this case a set of features are taken 
together as a composite feature. The assertions are applied to 
the composite feature. The term "simple feature" is used to refer 
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to a feature which is not composite. 
Each feature has a corresponding extended feature. This is a 
possibly infinite solid whose surface contains the nominal 
feature. The extended feature must have material on the same side 
that the nominal feature has material. Its surface should be as 
simple as possible whilst satisfying the property that it contains 
the nominal feature. 
Examples of nominal features and their corresponding extended 
features are shown in figure 4.2.1. The extended feature 
associated with a cylindrical shaft is an infinitely long cylinder 
whose surface coincides with the nominal feature. A feature 
consisting of two plane faces joined at an angle has an extended 
feature which is the intersection of two planar half-spaces whose 
surfaces are coplanar with the nominal surfaces and which have 
material on the same side that the nominal faces have material. 
A more precise definition of an extended feature can be given 
in terms of constructive solid geometry (CSG). The extended 
feature is built from unions and intersection of primitive half- 
spaces. No half-space may be included if it contributes to the 
surface of the extended feature but not to the surface of the 
nominal feature. The material side of a half-space must be the 
same as the material side of the portion of nominal feature to 
which it contributes. 
Not all surfaces can define extended features in this way. 
Such surfaces are not valid features. An example is a pair of 
parallel, but not coplanar, planes with their normals pointing in 
the same direction. 
4.2.3. Datums 
A datum is an infinite plane, an infinite straight line or a 
point embedded in a part. It may be defined by any nominally 
* Constructive solid geometry see Re;,u.ii c a (19S3- A). 
Page 88 
Introduction to Tolerances 
Examples of two nominal features (above) and the 
corresponding extended features (below). 
Figure 4.2.1 
symmetric feature. The datum is the plane, line or point of 
symmetry of the feature. A datum may also be defined by a planar 
feature and in this case the datum is the infinite plane coplanar 
with the feature. 
There is a measuring procedure used to define a datum on a 
real feature when the feature is symmetric. A copy is taken of 
the associated extended feature and is scaled and oriented so that 
it contains the real feature. The scaling factor is chosen to be 
the smallest possible which can create this condition. The 
orientation is chosen such that the scaling factor can be as small 
as possible. The plane, line or point of symmetry of the scaled 
copy is the datum for the real feature. Sometimes, centrepoints, 
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lines or planes defined in this way are called measured entities. 
In chapter 5 the geometry of the measuring procedure will be 
analysed. The scaled and oriented copy of the extended feature 
will then be referred to as the measuring solid. 
For a planar feature the datum is taken as a plane which just 
rests against the real feature. Its position is chosen so that 
the volume between the datum and the real feature is reduced to a 
minimum. 
These procedures do not define a unique datum for all real 
features. There may be several suitable positions of the 
measuring solid with the same minimum size. However, the 
measuring procedure does allow bounds on the possible positions of 
a datum to be determined for a feature with a given tolerance 
specification. Such bounds will be determined in chapter 5. 
A datum can be defined by any composite feature as long as it 
is symmetric. For example, two parallel cylindrical pegs could be 
treated as a composite feature and could define a datum as shown 
in figure 4.2.2. 
A group of datums is sometimes treated as a single unit 
referred to as a system of datums. 
Sometimes a system of datums is ordered. The datums are 
defined sequentially starting with the primary datum. It is 
located using the measuring procedure on its associated feature, 
or in the case of a planar feature, by resting the plane against 
the feature, as already described. Subsequent datums are located 
relative to their associated features in the same way but with the 
additional constraint that their position relative to datums 
already defined must be "correct". That is, the relative position 
of all datums in the system must be the same as the relative 
position of their corresponding nominal features. 
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A composite feature consisting of two cylinders and a 
planar datum defined by it. 
Figure 4.2.2 
Figure 14.2.3 shows an example of an ordered system of two 
datums. The primary datum rests against its associated feature. 
The secondary datum also rests against its associated feature but 
with the additional constraint that it is perpendicular to the 
primary datum. It only manages to contact its associated real 
feature at one point. 
4.2.4. Offset Solids 
The definition of tolerances uses "offset solids". These are 
derived from a solid by growing it or shrinking it by a small 
amount. A positive offset means that the solid has been grown and 
a negative offset that it has been shrunk. For a non-negative 
offset, d, the offset solid of solid, S, may be written formally 
as 
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A datum-system in which A is primary and B is secondary. 
Figure 4.2.3 
0(d;S) = {p: dist(p,S)Sd) where d20. 
The function "dist(p,S)" is defined as the distance from p to the 
point of S which is closest to p. 
For negative offsets the complement of S is grown by a 
positive amount and then the complement taken of the result giving 
0 (d; S) = comp 0 (-d; comp S) where d<O. 
"comp" is used here to represent taking the complement of a set. 
4.2.5. Tolerance Definitions 
The definitions of tolerance types described here are 
applicable to any shape of feature and are therefore more general 
than those of standard tolerancing practice. The general 
principle for tolerance definition is that the real feature must 
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lie inside a "tolerance zone". Most tolerance zones are produced 
by taking the set difference of two offset solids of an extended 
feature. The result is a shell of finite thickness similarly 
shaped to the surface of the extended feature. For example the 
tolerance zone of a cylindrical feature is an infinite cylindrical 
shell (figure 4.2.4). The thickness, diameter, orientation and 
position of the zone may be defined or undefined depending on the 
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Figure 4.2.4 
Different tolerance types will be defined below using the 
following notation. 
F is a nominal feature, 
G is the real feature corresponding to F on a certain 
instance of the part, 
H is the extended feature corresponding to F. 
The symbol "c" is used to represent set inclusion. 
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Form Tolerance 
A form tolerance specifies how much roughness of the surface 
is permitted. The real feature must lie in a tolerance zone with 
a specified thickness. The position of the tolerance zone is 
undefined. A form tolerance with parameter Tf has a zone 
constructed from two offset solids with offsets whose difference 
is Tf . Formally this is expressed by 
G c 0(d,;H')-O(d2;H') where d,-d2 - Tf, 
where H' is a congruent instance of H. Hence H' is the result of H 
subjected to some unspecified rigid transformation. This ensures 
that the position of the zone is undefined. 
Size Tolerance 
A size tolerance is defined using two parameters, S, and S2 , 
(S1>S2) used as offsets of two offset solids. The position of the 
tolerance zone is undefined. The real feature must lie between 
the surfaces of the offset solids. Formally, 
G c O(S1;H')-O(S2;H'). 
Again H' is a congruent instance of H. Note that size tolerance 
is equivalent to form tolerance when applied to a planar feature. 
Position Tolerances 
One type of position tolerance is the absolute position 
tolerance. This is a very strict form of tolerance. The real 
feature must lie in a tolerance zone whose size, thickness and 
position are all defined. The position is fixed relative to a 
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specified system of datums. Formally, an absolute position 
tolerance with parameter P is defined as 
G c O(P/2;H') - 0(-P/2;H'), 
where H' is congruent to H and is correctly positioned with 
respect to a certain specified system of datums. This means that 
the position of H' relative to the datums must be the same as the 
position of F relative to the nominal features corresponding to 
the datums. 
A maximum material condition (MMC) position tolerance 
(described in section 4.1) is defined as follows. Suppose the 
feature has a size tolerance with parameters S, and S2. Then a 
MMC position tolerance with parameter P implies that 
G c 0(S,+P;H'), 
where H' is congruent to H and correctly positioned relative to a 
specified system of datums. The idea behind standard MMC-position 
tolerances, that the variation in position of the feature 
increases as the amount of material in the feature decreases, 
holds in this definition. 
An example of the way datums are used is shown in figure 
4.2.5. This is an exaggerated illustration of the real surfaces, 
datums and tolerance zone implied by the drawing in figure 4.1.1. 
The hole lies nominally at a distance of 5 units from two 
perpendicular faces. The zone of position tolerance must 
therefore be 5 units fran each of the datums associated with the 
two faces. 
A feature can define a datum which in turn can define the 
position of other features. The features and datums and the 
relationships between them form a network: the nodes represent 
features and datums and the arcs represent relationships. In 
chapter 5 the network will be discussed in more detail and it will 
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An exaggerated real part showing datums and tolerance 
zone. The zone lies at a location fixed relative to the 
datuns. 
Figure 4.2.5 
be shown how the network can be analysed to find how tolerances on 
one feature affect another feature. 
Orientation Tolerance 
An orientation tolerance constrains the orientation of a 
feature but not its position. The tolerance zone has fixed 
thickness and orientation but undefined position and size. If the 
tolerance has parameter, Q, then 
G c 0(d1;H')-0(d2;H') where dl-d2 - Q 
and H' is correctly orientated but not necessarily correctly 
positioned relative to a specified system of datums. 
Page 96 
Introduction to Tolerances 
The next two types of tolerance have not been dealt with in 
the rest of the thesis but have been included here for 
completeness. The reader could, therefore, skip these if desired 
and go straight to section 4.3. 
Measured centreline 
The definition of a "regardless of feature size" (RFS) 
position tolerance. 
Figure 4.2.6 
Regardless of Feature Size (RFS) Position Tolerance 
An RFS-position tolerance constrains the position of a 
feature without constraining its size. The tolerance is 
interpreted in Requicha's formalism as follows. 
Basically the tolerance is defined by putting constraints on 
the position of a measured entity defined by the feature. (Recall 
that a measured entity is equivalent to a datum and is defined by 
the measuring procedure.) The position of the measured entity is 
constrained by a zone which has finite extent unlike tolerance 
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zones described previously. The zone is correctly positioned 
relative to some specified system of datums. It has an extent 
which is bounded in the same way as the extent of the nominal 
feature. 
For example, consider a cylindrical feature. It defines a 
measured centreline. The nominal cylinder is bounded by two 
planes as shown in figure 4.2.6. If the tolerance parameter is P 
then the zone is a cylinder with diameter P and bounded by the 
planes that bound the nominal feature. It has correct position 
relative to a specified datum-system. The portion of the measured 
centreline of the real feature that lies between the bounding 
planes must lie inside the zone. 
The definition of a curve tolerance. 
Figure 4.2.7 
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Curve Tolerances 
A curve tolerance applied to a cylinder is equivalent to the 
tolerance of roundness used in standard practice. Two-dimensional 
tolerance zones are used (figure 4.2.7). Let P be the set of all 
planes perpendicular to sane axis of the feature. This will 
usually be a measured entity defined by the feature. A real 
feature satisfies a curve tolerance with parameter C if the result 
of intersecting the real feature with any plane in P lies in a 
two-dimensional zone which is the intersection of P and a three- 
dimensional zone defined as for form tolerances but with a 
parameter, C. A zone with different diameter and position can be 
used for each plane in P. Planes which do not intersect the real 
feature can be ignored. 
4.3. CONSTRAINTS BETWEEN TOLERANCE TYPES 
The following tolerance types have all been defined with 
tolerance zones which are the set difference of two offset solids: 
form, size, orientation and absolute position. Whenever more than 
one of these are applied to the same feature there are constraints 
which their parameters can be assumed to satisfy. 
Some types of tolerance imply others. For example a feature 
with a size tolerance with parameters S1 and S2 implies that the 
feature has a form tolerance with parameter S1-S2. Therefore, 
there is no point in applying an explicit form tolerance unless it 
has a parameter less than S1-S2. However, to simplify the 
computational representation of a tolerance specification (the 
subject of chapter 5) it is convenient to assume that all features 
have a form tolerance. If a feature has size tolerance but no 
explicit form tolerance then it can be understood that it has form 
tolerance with parameter S1-S2. In a similar way an orientation 
tolerance implies a form tolerance and an absolute position 
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tolerance implies form, size and orientation tolerances. The 
implications between tolerance types are shown in figure 4.3.1. 
Next to the arcs are shown the constraints that their parameters 
can be assumed to satisfy. Tf, Q and P are the parameters for 
form, orientation and position tolerances respectively and S, and 
SZ are the parameters for size tolerance. 
Since all features must have their position constrained it 
follows that all must have a position tolerance. As a result, it 
can be assumed that the four tolerance types, form, size, 







Implications between tolerance types. Parameters for 
each tolerance type are shown in brackets. Constraints 
are shown beside the arcs. 
Figure 4.3.1 
IIMC-Position Tolerances 
The above diagram does not include MMC-position tolerance 
though this is an important tolerance type. Rather than include 
the absolute and MMC position tolerances as separate types of 
tolerance it is simpler to generalise them to a single position 
tolerance. The MMC-position tolerance is defined using only one 
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offset-solid whilst the absolute position tolerance is defined as 
the set difference of two offset solids. However, a MMC-position 
tolerance zone has a region which cannot be entered by the surface 
of the real feature since the feature must also satisfy a size 
tolerance. This is illustrated for a cylindrical feature in 
figure 4.3.2. This region can be removed without affecting the 
class of possible real features allowed by the zone. The result 
is a zone with similar topology and properties to the zone of 








A zone of MMC-position tolerance and a zone of size 
tolerance (shown hashed) associated with the same 
feature. The size tolerance zone is at its maximum 
displacement, P+S1-S2, relative to the other zone. 
There is a region of the MMC-position tolerance zone 
which cannot be entered by a real feature. 
Figure 4.3.2 
It follows that a generalisation of both the MMC and the 
absolute position tolerances can be defined by a zone, 
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O(P1;H') - O(PZ;H"). 
Here H' is a copy of the associated extended feature with correct 
position with respect to specified datums. The MMC-position 
tolerance requires P2 to be chosen small enough so that the region 
which is removed does not affect the class of possible real 
features. In figure 4.3.2 it can be seen that for a cylindrical 
feature P2 should be less than or equal to 2SZ-S1-P. P1 should be 
P+S1. An absolute position tolerance with parameter P is obtained 
by letting P1=-PZ=P/2. 
Including the MMC-position tolerance in figure 4.3.1 we 
obtain figure 4.3.3. 










Implications between tolerance types when MMC-position 
tolerance is included. 
Figure 4.3.3 
Further Constraints Between Tolerance Parameters 
There are other less obvious constraints between tolerance 
parameters. Suppose we have tolerances of size and position 
applied to the same feature with zones 
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Unused ' Size ' Unused 
region tolerance region 
zones 
Constraints between size and position tolerance 
parameters. The size tolerance zone is shown hashed and 
has maximum displacement relative to the position 
tolerance zone. 
Figure 4.3.4 
Figure 4.3.4 shows two situations (concerning a cylindrical 
feature) in which a zone of position tolerance has unnecessary 
thickness. In the first the maximum possible displacement of the 
size tolerance zone relative to the position tolerance zone is 
S,-P2 and in the second it is P1-S2. In both cases there is an 
unused region of the position tolerance zone that the size 
tolerance zone cannot intersect. These are bounded by dashed 
lines in figure 4.3.4. In the first case the position tolerance 
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parameter, P2, can be replaced by S2-(P1-S2) if this is larger 
than P2. In the second case P, can be replaced by S1+(S1-P2) if 
this is less than P1. Hence it can be assumed that 
2S2-P1 S P2 and P1 S 2S1-P2. 
Similar constraints could be obtained for other types of feature. 
4.4. DIMENSIONS BETWEEN TWO FEATURES WITH NO PREFERRED DATUM 
Requicha states that all features have their position defined 
relative to a datum and that in general there is a tree of datums 
and features. At the top of this tree is a master datum. 
Therefore, all features are ultimately dependent on the master 
datum. 
A contradiction to this statement occurs, however, when a 
part has a dimension between two features as in figure 4.4.1. In 
this case there is no concept of a master datum. The relationship 
between the features is symmetrical and it seems unreasonable that 
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Three methods of interpreting this situation in terms of 
tolerance zones and measured entities (datums) were considered. 
Each can be represented as a network of zones and datums in a way 
which is compatible with the representation to be built up during 
the next chapter. Firstly, each feature could lie in a zone of 
position tolerance. The sum of the parameters of each zone should 
equal the total variation allowed by the dimension. The distance 
between the zones must be equal to the midpoint of the range of 
the dimension. The situation can be represented as a network 
(figure 4.4.2, method 1) by two nodes to represent the zones 
connected by an arc which contains constraints fixing the distance 
between the nodes. 
Method 1: 0 
Method 2: T T 
Method 3: 
Methods of representing a position tolerance between two 
features with no master datum. The circle nodes 




For example suppose there is a dimension of 10 
+0 
_0.02 between 
two features. It is equivalent to a dimension of 9.995±0.015. 
The tolerance would be satisfied if the features were contained in 
zones with thickness 0.15 separated by 9.95. 
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Secondly, the dimension could constrain the relative position 
of measured entities defined by each feature. The distance 
between the two datums should be within the range of the 
toleranced dimension. This constraint is satisfactory with point 
datums. However, in the case of linear and planar datums which 
may not be parallel the constraint should only be applied to a 
portion of each corresponding to the extent of the nominal 
feature. The result can be represented by the network shown in 
figure 4.4.2, (method 2). Each of the measured entities is shown 
linked to its associated feature. The measured entities have an 
arc between them to represent the constraint on their relative 
position. This method has similarities to the RFS-position 
tolerance: the sizes of the features are not constrained. 
Thirdly, each feature could be positioned relative to a 
measured entity defined by the other feature. This can be 
represented by the network shown in figure 4.4.2, method 3. In 
figure 4.4.1 the right-hand plane would lie in a tolerance zone 
correctly positioned relative to a datum defined by the left-hand 
plane. Conversely the left-hand plane would lie in a tolerance 
zone correctly positioned relative to a datum defined by the 
right-hand plane. The thickness of each zone should be equal to 
the total variation allowed by the dimension. 
The first method produces the simplest network, only one arc 
being needed to describe the relationship between the features. 
The constraints implied by the second method do not constrain the 
size of the features and so this is similar to a RFS-position 
tolerance. The third method produces a more complex network and 
has no obvious connection with standard tolerancing practice. 
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4.5. DIFFERENT FEATURE ALLOCATIONS AND TOLERANCE SPECIFICATIONS 
There are many ways in which the surface of a part can be 
divided into features. The only limitation on the shape of a 
feature is that an extended feature must be definable from it. 
The feature allocation is an important component of a tolerance 
scheme. Different tolerance schemes might be equivalent but it is 
an open problem to decide whether they are or not. 
For instance, consider a slot consisting of two parallel 
planes. The slot can be considered as a single feature and can be 
given a size tolerance. Alternatively each plane can be thought 
of as a separate feature and a position tolerance can be applied 
between them. In both schemes the distance between the planes and 
their relative orientation are constrained. It seems that the two 
tolerancing schemes are equivalent. 
Broadly, there are two types of tolerance: those that act 
between features and those that act within a feature. In the 
first category are position and orientation tolerances and in the 
second are form and size tolerances. Position tolerances define 
the position of a feature relative to a datum which is centred on 
another feature. Size and form tolerances act on single features. 
A position tolerance on a feature A relative to a feature B 
applies constraints similar to a size tolerance on the composite 
feature consisting of A and B. It seems that there would be 
schemes with a maximal number of tolerances between features and 
schemes with maximal number of tolerances within features. The 
former would be associated with a feature allocation with a 
maximal number of simple features and the second with a maximal 
number of composite features. In chapter 5 the methods by which 
tolerances are allocated to composite features will be considered. 
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4.6. CONCLUSION 
This chapter has briefly described the standard techniques, 
dimensionsal tolerancing and geometric tolerancing, used by 
engineers to define tolerance specifications. A formalism and 
generalisation of geometric tolerances developed by Requicha has 
been described. This formalism has been used as a foundation for 
the work described in the next two chapters. 
In Requicha's formalism there are basic tolerance types 
defined in such a way that they are applicable to features of any 
shape. Most tolerance types use zones which are the set 
difference of two offset solids. Exceptions to these are MMC- 
position tolerance, RFS position tolerance and curve tolerances. 
The latter two have not been dealt with in the rest of this 
thesis. It has been shown that MMC-position tolerances can be 
expressed equivalently by zones which are the set difference of 
two offset solids. Hence, only zones with this form need be 
considered from now on. 
The use of datums has been formalised. A method was 
explained by which their position can be defined relative to a 
real feature with imperfect form. 
It was mentioned that networks of features and datums arise. 
A feature can been located by a datum centred on some other 
feature which is in turn located by another datum and so on. A 
master datum ultimately defines the positions of all features. 
However, dimensions between pairs of features create a situation 
where there is no obvious master datum. 
Various constraints that exist between the parameters of 
different tolerance types applied to the same feature were 
explained (section 4.3). These will simplify the computational 
representation of tolerances explained in the next chapter by 
allowing default values to be given to tolerance types that have 
not been specified explicitly. 
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Introduction 
This chapter describes how a toleranced part can be 
represented in a computer. The basic idea is to construct a 
network of tolerance zones and datums linked by arcs containing 
constraints on their relative positions. This will be called a 
zone-datum network. Much of this chapter will explain the 
properties of geometric relationships between tolerance zones and 
datums. Each relationship gives rise to constraints which are 
attached to arcs in the zone-datum network. 
A tolerance specification describes a set of regions of three- 
dimensional space that could be occupied by valid instances of the 
part. The set is called a variational class. A representation of 
a toleranced part stored in a computer attempts to describe the 
same variational class. 
An assumption to be made fray now on is that a tolerance 
specification is only useful if all copies of the part that it 
defines are functional. Hence any required property of the 
toleranced part must be true for all copies of the part that 
satisfy the tolerance specification. This is because statistical 
distributions of tolerances is an area not covered by this thesis. 
A measurement or a calculation that applies to only sane instances 
of a part is useless without statistical information. Although, 
for example, it might be satisfactory if only 99% of parts 
manufactured are functional and for there to be 1% wastage it is 
impossible to know, without statistical information, what these 
percentages are. Hence all measurements and calculations must 
apply to 100% of parts. 
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The different situations in which constraints arise will be 
discussed. Each will be explained in terms of its representation 
in the zone-datum network. It will be shown how the 
representation can be analysed to obtain information about the 
toleranced part. The first section gives an example to show 
situations where relationships occur. 
5.1. EXAMPLE 
An example is presented here which shows many of the ways 
that geometric relationships occur. The part shown in figure 
5.1.1 is explained and a network of its features and datums is 
presented as a preliminary to the zone-datum network. 
The part is a plate with two groups of four holes. The 
function of the holes is to attach two dials. Therefore, the 
holes in each group must be positioned accurately if they are to 
meet up with holes in the dials. However the relative position of 
the two dials is not critical and so the relative position of the 
two hole groups need not be defined so accurately. 
An ordered datum system is defined by two sides of the plate. 
The primary datum A is associated with the horizontal side of the 
plate and the secondary datum B with the vertical side. They are 
constrained to be perpendicular since the nominal features are 
perpendicular. 
The two large holes are positioned with respect to datums A 
and B with a relatively large tolerance of 0.1. Each defines a 
line datum, denoted by C and D, corresponding to its axis of 
symmetry. There are three small holes round each large hole with 
a position tolerance of 0.01. Three of the small holes are 
positioned relative to the datum-system consisting of primary 
datum C and secondary datum A. The distance of their position 
tolerance zones from C is fixed and the angle of the line from C 
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A part with two large holes and six small holes. 
Position tolerances are indicated by boxes containing 
the size of the tolerance and letters to indicate the 
datums relative to which the feature is positioned. The 
order of the letters shows the ordering of the datum- 
system constructed from these datums. The large holes 
are located relative to the sides A and B of the plate 
and the small holes are located relative to their 
nearest large hole and side A of the plate. 
Figure 5.1.1 
to one of the zones must be correct relative to the angle of A. 
The other three small holes are positioned similarly but relative 
to datums D and A. 
A network can be created as shown in figure 5.1.2 with 
circle nodes representing features and cross nodes representing 
datums and directed arcs to show which items (features and datums) 
define which other items. Every datum is defined by a feature and 
every feature (except for the sides of the plate) is located 
relative to one or more datums. The six nodes at the bottom 
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represent the small holes. All other nodes are annotated. Note 
that, in this network circle nodes represent features. In zone- 
datum networks features with more than one tolerance are 
represented by having a circle node to represent each zone. 
The network of features and datuns for the part in 
figure 5.1.1. 
Figure 5.1.2 
Datums and features are treated as separate entities in the 
network. This is consistent with Requicha's formalism but is not 
made clear in an engineering drawing. 
As a first step towards understanding the nature of the arcs 
in the network consider the exaggerated illustration of the real 
part in figure 5.1.3. As a simplification only one set of holes 
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relative to C. 
An exaggeration of a portiondthe part in figure 5.1.1. 
The large tolerance zone is correctly positioned with 
respect to A and B. The small tolerance zones are 
correctly positioned with respect to C. 
Figure 5.1.3 
is shown. Datums and tolerance zones are included and the actual 
surfaces of the part are shown by bold lines. Using this 
illustration it will be shown how there are constraints on the 
positions of datums and tolerance zones. 
Datums A and B both rest against their associated features. 
Datum A rests as closely as possible against its associated 
feature. Datum B is secondary, however, and so is constrained to 
be perpendicular to A and, in the illustration, only touches its 
associated feature at one end. 
The tolerance zone of the large hole lies at a distance of 5 
units from each of A and B since the nominal hole lies at 5 units 
from each of the nominal faces corresponding to the datums. The 
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real surface of the hole satisfies the tolerance specification 
only if it lies in this zone. 
The measuring procedure (section 4.2.3) is used on this 
surface to define datum C. The datum ends up near the centre of 
the tolerance zone. It is not exactly centred on the zone but 
lies within a distance from it determined by the thickness of the 
zone (figure 5.9.7, p145). The tolerance zones of the small holes 
all lie at the correct distance from datum C and their direction 
from C is correct relative to datum A. The actual surfaces of 
these holes lie in their respective zones. 
In this example there are three types of relationship between 
datums and tolerance zones. 
Firstly, datums in a datum system are correctly 
positioned with respect to one another. 
Secondly, tolerance zones are correctly positioned with 
respect to specified datums. 
Thirdly, datums are centred on their associated features 
and so are approximately aligned with the corresponding 
tolerance zones. 
A fourth type of relationship would occur if features with more 
than one type of tolerance had been included. Each relationship 
puts constraints on the positions of tolerance zones and datums. 
Before discussing them further there are several topics that need 
to be formalised. 
5.2. REPRESENTATION OF NOMINAL FEATURES, TOLERANCE ZONES 
AND DATUMS 
The computational representation of a toleranced part 
consists of three types of geometric entity. These are, 
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1. A decomposition of the surface of the part into nominal 
features; 
2. Tolerance zones associated with nominal features; 
3. Datums and systems of datums. 
Requicha defined all of these but the following will describe what 
is required if they are to be represented computationally. 
Representation of Nominal Features 
Definitions of simple and composite features were given in 
chapter 4. The description of nominal features in a tolerance 
specification has simple features which are simple geometric 
surfaces and composite features which are sets of simple features. 
Note that a simple geometric surface might be split into more 
than one simple feature. This would enable a tolerance to be 
applied to only part of a surface and is conventionally indicated 
on a drawing as in figure 5.2.1. 
0.01 
0 
A tolerance of flatness applied to only part of a surface. 
Figure 5.2.1 
A simple nominal feature can be represented by a description 
of the shape and position of its surface plus a description of the 
boundary of the surface. The boundary defines the extent of the 
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feature. Figure 5.2.2 illustrates the boundary of a plane feature 
and of a cylindrical feature. A nominal feature has a coordinate 
system attached to it and it will be assumed that for planes and 
cylinders the coordinate system will be positioned as described in 
section 3.1 under "Features". 
A zv 
Feature boundaries 
Boundaries of a planar feature and a cylindrical feature. 
Figure 5.2.2 
Representation of Tolerance Zones 
The second type of geometric entity in the tolerance 
specification is the tolerance zone. These were formalised in 
section 4.2.4. They define a volume in which the real surface 
must lie. The representation of a tolerance zone has four 
components: 
1. A pointer to the associated nominal feature (simple or 
composite). 
2. A name, indicating the type of tolerance (form, size, 
position, orientation). 
3. One or two tolerance parameters. The meaning of these 
depends on the type of tolerance but usually they define 
the thickness of the zone. 
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4. In the case of position and orientation tolerances there 
are pointers to datums or datum-systems. 
The constraints on the shape and position of a zone can be deduced 
from this information if Requicha's formalism is followed. 
Zones can be one of four types: form, size, orientation or 
position. Tolerance parameters are assumed to satisfy the 
constraints shown in figure 4.3.3. An MMC-position tolerance with 
a size tolerance can be converted to a position tolerance as 
described in section 4.3 and can, therefore, be specified with 
this representation. 
Representation of Datums 
The third type of geometric entity is the datum. Datums were 
formalised in section 4.2.3. A simple datum is a point, an 
infinite line or an infinite plane and may be easily represented. 
It has a coordinate system and a pointer to a simple or composite 
feature. A datum-system is a set of simple datums which may or 
may not be ordered. 
5.3. COMPUTATIONAL REPRESENTATIONS AND FORMALISMS 
The set of allowable shapes of a part is called its 
variational class. The formalism presented in the last chapter 
along with a tolerance specification for a part is a mathematical 
description of a variational class. In the current chapter it is 
shown how the variation.al class can be described in a computer. 
This description will be referred to as a "computational 
representation" or simply a "representation". 
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The validity of a computational representation can be checked 
by determining if it can be used to answer certain questions 
correctly. Questions asked in the real world are measurements and 
questions asked about the representation are calculations or 
simulated measurements. A similar scheme is suggested by Requicha 
(1977). Note that whilst a measurement performed on a single 
instance of a part returns a single value a calculation returns a 
set of values. This is because the calculation operates on a 
description of the complete set of possible parts and returns the 
set of all possible values that could be obtained from the 
measurement. 
A calculation may return values which do not correspond 
exactly with the measurement it simulates for two reasons: either 
the representation itself may be an approximation or the 
calculation may be an approximation. 
Let V be the variational class of a part and let V' be a 
variational class defined by an inaccurate representation. Let m 
be a measurement so that m(i) is the value obtained by the 
measurement if it is applied to an instance of the part denoted by 
i (icV). Let m(V) be the set of all possible values of the 
measurement i.e. {m(i): icV}. Let m' be a calculation 
corresponding to m so that m'(V') is the set of values obtained by 
applying m' to the computational representation of the variational 
class. Ideally, m'(V') would equal m(V) but it will be shown that 
it is acceptable if m'(V') contains m(V). 
In the introduction to this chapter it was shown that any 
design requirement must hold for all parts in the variational 
class. Suppose that we require the result of a measurement, m(i ), 
to be within a certain range. Then it follows that all members of 
m(V) must be in this range. Therefore, any design requirement, 
involving dimension, m, can be written in the form, 
m(V) is contained in M, 
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for some set M. 
Assuming m'(V') contains m(V) we can deduce that m(V) is 
contained in M knowing that m'(V') is contained in M. Hence it is 
possible to test whether design requirements hold using an 
inaccurate representation. 
The converse, that m'(V') is not contained in M, does not 
imply that m(V) is not contained in M. Therefore, we have only a 
partial decision procedure for deciding whether or not a tolerance 
specification is satisfactory: either the specification is 
satisfactory or it might not be satisfactory. Further discussion 
on such partial decision procedures can be found in Brooks (1983). 
The question arises as to how much inaccuracy can be 
tolerated if useful results are to be obtained from the 
representation. A system that always returned the result that the 
requirements might not be satisfied would be useless even though 
it would always be correct. A system must be accurate enough to 
be useful. 
It is not easy to define how accurate a system should be. 
One useful property, however, would be the following. Suppose 
that, in the real world, a part satisfies its design requirements 
when one of its dimensions is given a tolerance of T or less. It 
should be possible to predict fr an the representation that 
tightening the tolerance on that dimension does cause the 
requirements to be satisfied. However, a system might be 
acceptable if the required tightening on this particular tolerance 
was predicted to be sane value T' less than T. A system would be 
unacceptable if it could not predict that tightening the tolerance 
caused the design requirements to be satisfied. 
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5.4. VARIATIONAL CLASSES AND ZONE-DATUM STRUCTURES 
A description of a variational class in the computational 
representation has the form of a set of tolerance zones and datums 
linked by constraints. No direct mention is made in the 
representation of real surfaces or of the shapes of real parts. 
The following is a discussion on how the set of zones and datums 
with constrained positions relates to the variational class of a 
part. 
Every toleranced part has a variational class as defined in 
section 4.2.1, which is a set of regions of three-dimensional 
space (R3) which copies of the part can occupy. A member of a 
variational class will be called an instance of the part and the 
symbol i will usually denote this. 
The positions of the zones and datums of a part are 
constrained relative to one another in ways that will be described 
later in this chapter. A "configuration" of a set of n zones and 
datums will mean an n-tuple each component of which represents the 
position of one of the zones or datums. Each component can be 
represented as an ordered list of DOF-variables. The set of zones 
and datums in a definite configuration can be thought of as a 
rigid structure. It will be called a zone-datum structure or ZDS 
for short. There is a set of such configurations for which the 
constraints on the positions of zones and datums are satisfied and 
this will be called the ZDS set. The symbol Z will usually be 
used to denote a ZDS set and a member of Z will usually be denoted 
by I. 
Hence, the representation describes a set of possible zone- 
datum structures. However, the variational class of a part is a 
set of regions of space. The link between these two sets is 
described in the following paragraph. 
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Suppose V is a variational class for a part and Z is its ZDS 
set. For each member of Z there is an equivalent subset of V. 
Therefore, a mapping can be defined from Z to the set of subsets 
of V. Call this mapping a. Given a zone-datum structure, I in Z, 
a(I) is the subset of V representing instances of the part whose 
surfaces are contained in the zones of I. 
Conversely, but not so importantly, there is a mapping 
from V to the set of subsets of Z such that for all i in Z and for 
all I in a'(i), a(I) contains i. In other words a'(i) is the set 
of zone-datum structures that could give rise to i. 
5.5. EXTENT-SOLIDS OF FEATURES 
Informally, an extent-solid is a solid which is bounded in 
the same way as a nominal feature but extends infinitely in 
directions along normals to the nominal feature. They allow the 
extent of a feature to be specified in a convenient way. They are 
used for isolating the portions of tolerance zones, datums and 
real features which correspond to the extent of the nominal 
feature. Figure 5.5.2, to be explained further below, shows sane 
features and their extent-solids. 
The extent-solid of a feature has the following properties. 
1. It contains the nominal feature. 
2. Its surface contains the boundary of the nominal 
feature. 
3. Where its surface intersects the boundary of the nominal 
feature its surface is normal to the nominal feature 
(figure 5.5.1). 
The formal definition of an extent-solid first requires the 
definition of an offset surface of a feature. Let F be a nominal 
feature consisting of simple features and let H be its extended 
Page 121 
Representing Toleranced Parts Computationally 
Surface of 
extent solid 
The surface of an extent-solid must be normal to the 
nominal feature where the two meet. 
Figure 5.5.1 
feature. Let d be a number. Then the offset surface of F is 
defined as the result of projecting F onto the surface of O(H;d) 
or more precisely as 
{pc3O(d;H): there exists a point on F whose distance from p is d). 
Note that for many features the offset solid is empty when d is 
below a certain (negative) value. For such values of d the offset 
surface is undefined. 
The extent-solid is defined as the set of all points which 
lie on an offset surface of the feature for any offset for which 
the offset surface is defined. It is the volume swept out by the 
offset solid as the offset increases to infinity and decreases to 
negative infinity or to the minimum value for which the offset 
solid is defined. 
Figure 5.5.2 shows extent-solids for several features and 
includes offset surfaces for two composite features. 
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Nominal features and their corresponding extent-solids. 
Above, a planar feature and a cylindrical feature. 
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The extent-solid can be used to define the significant 
portion of a tolerance zone. This is obtained by intersecting the 
zone with the extent-solid of the feature. Although most 
tolerance zones have infinite extent, a real feature only 
"occupies" a finite portion of a zone. The zone can be cut down 
to a finite extent equal to the extent of the nominal feature 
without significantly affecting the class of real features which 
it can contain. A real feature might extend slightly beyond the 
significant portion of the zone. However, the amount that it 
extends will be much less than the nominal size of the feature and 
is therefore not important. 
5.6. SIGNED DISTANCES 
In section 3.4 the concept of a signed distance was 
introduced for finding constraints between features. In this 
section signed distances are formalised using offset solids. 
Let A and B be two regions of space. Let d be the minimum 
value for which A intersects 0(d;B). Then the signed distance 
between A and B (denoted sdist(A,B)) is defined to be d. 
Note that if A and B intersect then the minimum value of d 
for which A and 0(d;B) intersect is negative. However, if A and B 
do not intersect then d must be positive. In this case d is the 
straightforward distance between A and B. This can be seen as 
follows. Let the distance between A and B be d so that there 
exists a point p in A whose distance from B is d. Then p is a 
member of 0(d;B). Hence, A intersects 0(d;B). We also need to 
show that A does not intersect 0(d';B) for d'<d. If A did 
intersect 0(d';B) then a contradiction would arise since there 
would be a point in A whose distance from B was less than or equal 
to d'. It follows that the distance between A and B is the 
minimum value of d for which A and 0(d;B) intersect. Hence, 
according to the definition above, the signed-distance between A 
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and B is d. 
Often we will be interested in the signed distance between 
two objects, A and B, with variable position. In this case 
sdist(A,B) converts to an expression involving the position 
variables of the objects. 
This allows certain geometric constraints to be converted to 
an algebraic form. For example, the condition that A and B do not 
intersect can be converted to the algebraic constraint, 
sdist(A,B) > 0. 
If the interiors of A and B do not intersect then 
sdist(A,B) a 0. 
In this thesis the boundaries of volumes are not usually important 
so these two conditions are not usually differentiated. The 
condition that A is contained in B can be written, 
sdist(A,com p(B)) ; 0, 
where "comp" represents set complement. 
Appendix 1 explains how signed distances can be evaluated in 
the particular situations where they are required later in this 
thesis. 
5.7. THE DISTRIBUTION OF AIR AND MATERIAL IN A ZONE 
A zone expressed as 01-02, where O1 and 02 are offset solids 
of an extended feature, divides space into three disjoint regions, 
comp(01), 01-02 and O2. Let E be the extent-solid of the zone's 
feature and consider the distribution of air and material in 
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comp(O1 )nE, (01-02)nE and 02nE (figure 5.7-1). The symbol "n" is 
used to represent set intersection. This will be useful for 
deriving constraints in relationships involving zones in section 
5.9 and in chapter 6. 
A zone splits space into three regions. In the 
significant portion of the zone material and air can be 
guaranteed to lie close to the within and outside 
surfaces of the zone. Areas containing question marks - 
inside the zone and far away fran the zone - can contain 
either air or material. 
Figure 5.7.1 
To a good approximation the real feature is contained in 
(01-02)nE with one side of the real feature being air and the 
other being material. It follows that every point of (01-02)nE 
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could be either air or material. 
Points in O2nE, on the other hand, are guaranteed to lie in 
material if they are close to the surface of 0Z. Conversely, 
points in comp(0,)nE are guaranteed to lie in air if they are 
close to the surface of 0Z. Thus there are layers of air and 
material surrounding the zone. 
The thickness of the layers of air and material depends on 
the presence of other features. However, a feature is often 
considered independently of all others and then it is unimportant 
what happens far away from the surfaces of 0, and 02. In this 
case it is convenient to consider that the region, O2nE, is 
entirely material and that the region, comp(0, )nE, is entirely 
air. In the future this assumption will sometimes be made without 
comment. The regions will be referred to as the air and material 
regions of the zone. 
5.8. POSITIONS OF TOLERANCE ZONES AND DATUMS 
This section describes how the positions of zones and datums 
can be represented. The next section will show how constraints 
arise on their positions and so a representation is needed for 
position constraints. Basically, the method used for defining the 
positions of tolerance zones and datums is the same as for 
defining the positions of parts in chapter 3. Variations in the 
positions of zones and datums are assumed to be very small 
compared to the size of features. 
All zones and datums have a coordinate system attached to 
them. The position of both types of item (zones and datums) is 
variable and so is not necessarily the same as the position of the 
corresponding nominal feature. A position is measured relative to 
its nominal value and can be expressed as the rotational and 
translational displacements that are necessary to arrive at the 
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actual position from the nominal position. The coordinate system 
is used to define the three rotations and three translations and a 
variable is associated with each. The variables are called DOF- 
variables and will be denoted dx, dy, bz, de, 60 and 6*. 
Rotations 8, 0 and i are about the x, y and z-axes of the 
coordinate system respectively (figure 3.3.1, P55). They are 
analogous to the DOF-variables used in chapter 3 to represent 
variations in positions of parts. However, note that capital A's 
were used in chapter 3 whereas small 6's are used here. In 
chapter 6 both types of DOF-variable will be used and the 
different notation will indicate variations in the shape of parts 
and variations in the positions of parts. 
A set of DOF-variables will be associated with each 
relationship between zones and datums. Each relationship has its 
own set of DOF-variables. However, for simplicity the set of 
symbols given in the last paragraph will be used when no confusion 
can arise. Where it is necessary to differentiate between DOF- 
variables from different relationships the relationships will be 
numbered and the DOF-variables will be subscripted with the 
relevant number. 
The constraints to be derived in the next section will be 
expressed as equalities or inequalities involving DOF-variables. 
Note that most zones and datums have less than six degrees of 
freedom because many motions map the items onto themselves. 
Therefore, these motions can be ignored. Figure 5.8.1 shows 
examples of zones and datums with their degrees of freedom; an 
infinite plane has two rotations and one translation; an infinite 
line has two translations and two rotations; an infinite cone has 
two rotations and three translations; a point has three 
translations and no rotations. The motions which map an entity 
onto itself will be called redundant. 
Sometimes, it is convenient to define the nominal position of 
an item in terms of all of its degrees of freedom despite some 
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Infinite daturns and zones have less than six degrees of 
freedom. Arrows indicate the degrees of freedom that 
they do have. 
Figure 5.8.1 
being redundant. A coordinate system attached to the item makes 
this possible since the position of a coordinate system is 
affected by all degrees of freedom. 
5.9. RELATIONSHIPS BETWEEN ZONES AND DATUMS 
A part is to be represented as a zone-datum network which has 
zones and datums as nodes linked by arcs to represent 
relationships between them. Each arc joins two zones or datums 
which have some geometric relationship between them. The 
geometric relationship can be converted to a set of inequalities 
which are then attached to the arc. 
The zone-datum network has many similarities to the network 
of parts and relationships in chapter 3. Each relationship can be 
analysed in isolation from all other relationships. This is 
because a relationship implies constraints on the positions of 
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just two zones or datums and says nothing about any other zones or 
datums. When constraints have been attached to each relationship 
then the network can be analysed in a manner similar to the 
network of chapter 3. 
There are several ways in which geometric relationships 
between zones and datums occur. 
1. The position of a zone of position tolerance has a fixed 
position relative to some specified datum. 
2. The relative position of the datums in a datum system 
are fixed. 
3. The relative position of tolerance zones associated with 
the same feature are constrained. This is because they 
must intersect over a large enough volume to contain the 
real feature. 
4. The position of a datum is constrained, via the 
measuring procedure relative to the zones of its 
associated feature. 
Numbers 1, 2 and 4 were introduced in the example of section 5.1 
and number 3 is mentioned for the first time here. All four ways 
that relationships occur will be discussed in detail in this 
section. Each gives rise to a geometric constraint which is 
converted to an algebraic constraint in the form of a set of 
inequalities. This section only deals with simple features: 
composite features are left until section 5.10. 
5.9.1. Relationships Locating Zones Relative to Datums 
This type of relationship occurs when a zone of position or 
orientation tolerance has fixed location or orientation relative 
to a datum. In the example of section 5.1 the tolerance zones of 
the large holes were positioned by datums A and B. Therefore, each 
of these zones of position tolerance makes a relationship with 
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both of A and B. 
Each relationship removes some degrees of freedom from the 
relative position of the datum and the zone. Since fewer than six 
parameters are usually required to define the position of a datum 
or a zone it follows that the number of degrees of freedom 
constrained in the relationship will in general be less than six. 
However, it is sometimes useful to put constraints on some of the 
redundant degrees of freedom. This is possible if the zone has a 
coordinate system attached to it. 
For example, consider figure 5.9.1(i) showing a part with one 
small hole and two large holes. The large holes define a datum 
system, AB, which is used to locate the small hole. Datum A is 
primary and datum B is secondary. Therefore, A and B are parallel 
and are separated by the same distance that the axes of the 
nominal features are separated. 
The axis of the tolerance zone of the small hole must lie on 
the plane containing the two datums. Unfortunately, this is a 
geometric relationship between three items and so is not directly 
representable in the zone-datum network where all relationships 
act between pairs of items. Therefore, it is necessary to find a 
way of expressing the position of the small hole relative to each 
of A and B independently. 
The position of the tolerance zone of the small hole lies at 
a fixed distance from each of the datums. This can be represented 
as two relationships each between the tolerance zone and one of 
the datums. Each relationship constrains the zone to lie on a 
circle centered on the datum as shown in figure 5.9.1(ii). The 
intersection of these occurs at a single point and so fixes the 
position of the zone. 
Note that the constraints here are non-linear. Under the 
assumption that tolerances are small, however, it is possible to 
linearise constraints in most circumstances without causing major 
inaccuracies. However, in the situation described here problems 
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do arise. 
Linearising the constraints means that each relationship 
constrains the axis of the zone to be parallel with the datums and 
to lie on a plane as shown in figure 5.9.1(iii). Algebraically 
the constraints are 
6z=0 , 60=0 , d*=O. 
(Note that, in general, DOF-variables are equated with zero in 
this type of relationship because zero is the nominal value of a 
DOF-variable.) The problem is that, each relationship now implies 
the same constraints and so the union of both sets of constraints 
is the same as a single set of constraints. Hence the position of 
the zone is not uniquely determined. 
It is possible to overcome this problem by attaching a 
coordinate system to the zone (as in figure 5.9.1(i)). It can now 
be said that the zone (1) lies at a fixed distance from each datum 
and (2) has its y-axis colinear with each datum. The constraints 
arising from these two conditions do uniquely define the position 
of the zone even when linear approximations are made. 
The constraints imposed by the datums on the zone are now 
(with linear approximation) 
Datum A: 6y-a68=O , dz=O , 60=0 , 6*=0, 
Datum B: 6y-b6e=O , dz=O , 60=0 , 6*=0, 
where a and b are the distances between the axis of the respective 
datum and the axis of the zone. Together these imply that 
6y=0 , dz=O , 58=0 , 4=0 , WO. 
These are strong enough to uniquely determine the position of the 
zone. The redundant degree of freedom 68 has provided constraints 
due to its interaction with non-redundant degree of freedom dy. 
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(i) 
00 
0.0 1 A B 
The small hole, in figure (1), is positioned relative to 
the two datums defined by the large holes. Each datum 
constrains the tolerance zone of the small hole to lie 
on one of the arcs in figure (ii). However, 
linearisation of the constraints means that each datum 
constrains the zone to lie on the plane shown in (iii). 
Thus its position is no longer uniquely defined. 
Figure 5.9.1 
To summarise, the position of a tolerance zone should be 
expressed relative to each datum individually because each 
relationship involves only two zones or datums. Linearising 
constraints can mean that they no longer have a unique solution 
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but attaching a coordinate system to the zone means that stronger 
conditions can be obtained which do give a unique solution. 
Another problem is the choice of suitable coordinate systems 
relative to which to derive the constraints. It is often 
convenient to derive the constraints relative to coordinate 
systems other than the main coordinate systems of the zones or 
datums. This ensures that the constraints take a standard form. 
Then, by making suitable variable substitutions the constraints 
can be converted to the main coordinate systems. Convenient 
coordinate systems should be chosen to be coincident with the 
coordinate systems of the datums. 
For example, consider the constraints on a zone relative to a 
linear datum with a coordinate system attached to the datum with 
x-axis colinear with the datum. The constraints take the 
following standard form with respect to this coordinate system: 
dY=O , 6z=0 , 6=0 , 5p=0. 
Note that in general the constraints from this type of 
relationship equate DOF-variables or expressions of DOF-variables 
to zero. This is because zero is the nominal value of a DOF- 
variable. 
Suppose the zone is located 5 units from the datum in the 
direction of the y-axis. DOF-variables associated with the zone's 
coordinate system will be denoted with a dash. They are related 
to the DOF-variables of the datum's coordinate system by 
6x=dx'+56ip', 6Y=6Y', 6z=6z'+56e', de=de', 60=60', 8p=d'. 
Hence, the constraints on the zone in terms relative to its own 
coordinate system are 
SY'=O , 6z'+56e'=O , dq'=O , sip'=0. 
Page 134 
Representing Toleranced Parts Computationally 
Constraints relative to the coordinate system of a datum 
take a standard form. These can be converted to the zone's 
coordinate system by suitable change of variable. This technique 
of choosing a convenient coordinate system so that constraints 
initially have a standard form is also useful with other types of 
relationship. 
5.9.2. Relationships Between Datums in a Datum-System 
In general a datum-system is a partially ordered set of 
datums. Datums in ordered datum-systems have fixed positions 
relative to one another according to the relative positions of 
their associated nominal features. In the example of section 5.1 
the two planar datums are perpendicular because their associated 
features are perpendicular. The angle between the datums is fixed 
and so rotation of the secondary datum about an axis parallel with 
the line of intersection of the datums is constrained. However, 
all other degrees of freedom are unconstrained. As with the 
previous relationship type the constraints equate DOF-variables 
with zero. In this example the constraint is 
6q=O. 
The degrees of freedom which are constrained depend on the types 
of datums involved and the disposition of the datums. For 
example, a datum-system consisting of two perpendicular 
intersecting line datums (x-axes colinear with the datums) would 
give the same constraint as above. However, a datum-system 
consisting of two parallel line datums, such that their y-axes lie 
in the common plane of the datums, would have the constraints, 
6Y=O, 5q=0, 64,=O. 
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-.r 
Extent of feature 
Above, extreme relative inclination and, below, extreme 
translational displacements of two zones, associated 
with the same planar feature, given that a real feature 
has to fit in their intersection. 
Figure 5.9.2 
5.9.3. Zones Associated with a Single Feature 
The previous two relationship types involved equality 
constraints but the following two involve inequalities. The 
extent of a feature is important in these relationships. Although 
the extent of a real feature varies between instances of the part 
the approximation is made that it is the same as the extent of the 
nominal feature. Use will be made of the "significant portions" 
of zones (see end of section 5.5). 
This section discusses the constraints on the positions of 
zones associated with a single feature. Although size and form 
tolerance zones have position which is completely undefined by the 
formalism their positions are constrained by a simple geometrical 
consideration: there must be room in the intersection of the zones 
for a real surface. The real feature has as extent which is 
approximately the same as the nominal feature. 
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Consider a planar feature with a form tolerance and a 
position tolerance. Figure 5.9.2 shows, firstly, two zones of 
planar features at their extreme inclination given that a surface 
with the required extent has to fit inside them. Any larger 
inclination would cause the length of the region of intersection 
to be shortened. Secondly, figure 5.9.2 shows the most extreme 
translational displacement that can occur if the zones are to 
intersect. 
n 
The maximum and minimum size of a form tolerance zone 
(lesser thickness) relative to a position tolerance zone 
(greater thickness). In these situations the real 
feature is forced to lie in the plane of intersection of 
the zones. 
Figure 5.9.3 
Now consider a cylinder with a form tolerance and a position 
tolerance. The size of the form-tolerance zone is undefined by 
the formalism but is constrained by having to intersect the 
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position-tolerance zone. Figure 5.9.3 shows the minimum and 
maximum sizes of a cylindrical form tolerance zone that are 
attainable. Extremes of inclination and translational 
displacement occur in a similar way to figures 5.9.2(i) and (ii ). 
The geometric constraint on the relative position of two 
zones can be expressed in terms of air and material regions of the 
zones. Recall from section 5.7 that each zone has a material 
region and an air region. If two zones are associated with the 
same real feature then the material region of one zone must not 
intersect the air region of the other zone. This condition is 
illustrated in figure 5.9.3A. In figures 5.9.3A(i) and (ii) the 
air region of one zone does intersect the material region of the 
other. It can be seen that this results in the zones intersecting 
over a length which is shorter than the extent of the feature. In 
figure 5.9.3A(iii), however, there is no contradiction since air 
regions do not intersect material regions. 
Note that nothing has been said about the boundaries of air 
and material regions. It will be assumed that the above condition 
applies only to the interiors of air and material regions. Thus 
the interiors of the air and material regions do not intersect. 
This means that the resulting algebraic constraints contain 
and "?" instead of "<" and ">" . 
non 
Suppose that a feature has two tolerances with zones defined 
by 01-02 and o1-02 where 01, 02, of and o2 are all offset solids. 
Suppose the extent-solid of the feature is E. Then the material 
regions are 02nE and o2nE and the air regions are eomp(01)nE and 
comp(o1)nE. The condition that two regions do not intersect can 
be expressed by saying that the signed distance between them is 
greater than zero. Hence the non-intersection of air and material 
regions can be expressed algebraically as, 
sdist( O2nE , com p(o1)nE ) ; 0 and 
sdist( o2nE , comp(01)nE ) 1 0. 
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(1) 
REGIONS OF CONTRADICTION 
Constraints between air and material regions of two 
zones associated with the same feature. In (i) and (ii) 
there is a contradiction since air regions and material 
regions intersect. In (iii) there is no contradiction. 
Figure 5.9.3A 
These convert to inequalities involving DOF-variables of the 
zones. If one of the zones is of form tolerance then there will 
be an additional variable representing the size of this zone. 
As an example consider a slot feature consisting of two 
parallel rectangular planes facing one another with nominal 
dimensions A by B and with nominal separation W (figure 5.9.4(1)). 
The extent-solid of the feature denoted by E is an infinitely long 
rectangular prism whose cross-section has dimensions A by B. 
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Suppose the feature has a position tolerance and a size tolerance 
defined, respectively, by zones, 
O(P1;H')-O(P2;H') and O(S1;H")-O(S2;H"), 
where H' and H" are copies of the associated extended feature. 
Because H' is used in the definition of a zone of position 
tolerance it must be correctly positioned relative to sane datum- 
system. 
The positions of the zones are constrained in terms of signed 
distances as follows: 
sdist( comp(O(P1;H'))nE , O(S2;H") ) = 0, C1 
sdist( comp(O(S1;H"))nE , O(P2;H') ) = 0. 
The solids occurring in the first of these expressions are shown 
in figure 5.9.4(ii). The solids in the second expression are 
similar except that the widths of the slot and the block are 
respectively W+2S1 and W+2P2. Each expression is the signed 
distance between a slot and a block fitting in the slot. Due to 
the small uncertainty assumption the two objects only come into 
contact between surfaces that correspond to the nominal feature. 
These are the faces that form the gaps between the solids in 
figure 5.9.4(ii). A general signed distance expression between 
such a slot of width W, and a block of width W2 both with cross- 
section A by B is 
(W1-W2)/2 - 16xl - (A/2)1601 - (Bi2)I6vp1 
where x, and ,y are directions and rotations indicated in figure 
5.9.4(ii). Hence, the algebraic constraints on the positions of 
the two tolerance zones are 
P1-S2 - laxl - (Ai2)16,1 - (Bi2)l6,yl a 0, 
P2-S1 - laxl - (Ai2)16,1 - (Bi2)I5pJ a 0. 
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(I) 
(i) A slot feature and (ii) the solids associated solids 
that occur in the above signed distance expression, C1. 
Figure 5.9.4 
Note that for a system to derive these constraints it 
has to 
know how a signed distance can be expressed in terms of DOF- 
variables. It has to know this or be able to 
derive this for 
every feature that occurs. Appendix 1 explains how this can be 
done. 
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It has not been proved that the constraints obtained by these 
methods are the best available. In fact, it is sanetimes possible 
to tighten the constraints without reducing the class of possible 
real features that could be contained in the intersection of the 
zones. For example consider a planar feature with two zones 
associated with it. Figure 5.9.5(1) shows the extreme relative 
displacement of the zones. In this situation the only possible 
surface lies along the common boundary of the zones. However this 
surface could also arise when the zones have less displacement as 
shown in figure 5.9.5(11). In fact all of the surfaces that could 
arise from the situation in figure 5.9.5(iii), where the zones 
overlap, could also arise in situation (ii). Therefore the 
maximum displacement of the zones could be taken as situation (ii) 
without reducing the class of possible real features. 
(i) 
Two tolerance zones associated with a planar feature. 
All possible surfaces in situations (i) and (iii) could 
also be obtained in situation (ii). 
Figure 5.9.5 
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A similar result is obtained for a feature of any shape if 
there is a form tolerance involved. For example, figure 5.9.6 
shows the maximum and minimum size that need be taken by a 
cylindrical zone of form tolerance relative to a position 
tolerance zone. Compare this with figure 5.9.3. 
The maximum and minimum size that need ever be taken by 
a form tolerance zone (lesser thickness) relative to a 
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5.9.4. Datum-Defining Relationships 
Every datum is defined by a planar feature or by a symmetric 
feature which may be simple or composite, though only simple 
features are considered in this section. In the example of 
section 5.1 datums C and D were defined by the large holes and so 
made relationships with their tolerance zones. 
There are constraints on the relative position of a datum and 
the zones of its associated feature. For example, a line datum 
centred on a cylindrical feature is approximately parallel with 
the zone and is approximately coaxial with it in the significant 
portion of the zone as shown in figure 5.9.7. The maximum possible 
deviation of the datum from the axis of symmetry of the zone, 
inside the significant portion of the zone, depends on the 
possible deviation in the surface from its nominal shape and 
position. This in turn depends on the thickness of the zone. 
The position of a datum relative to a symmetric feature of an 
actual part is constrained geometrically by the "measuring 
procedure" defined in section 4.2.5. Use is made of an expanded 
and orientated copy of the extended feature. It is called the 
"measuring solid" and can be expressed as 0(d;H') where H' is a 
copy of the extended feature. The number, d, in this expression 
will be called the size of the measuring solid. 
Suppose that we require to find the constraints on the 
position of the datum relative to a zone Z=O(T1;H")-O(T2;H"). 
Also, suppose that a feature satisfies a size tolerance with 
parameters S1 and S2 (If Z is a zone of size tolerance then 
S1=T1 and S2=T2.) There are two geometric conditions that the 
measuring solid satisfies which will be referred to as Measuring 
Solid Constraints 1 and 2. 
Measuring Solid Constraint 1. The maximum required size 
of the measuring solid is that which is large enough to 
contain the significant portion of the size tolerance 
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Significant portion 
of zone 
The position of a datum is approximately colinear with a 
tolerance zone in the significant portion of the zone. 
Figure 5.9.7 
zone. 
This ensures that it will be large enough to contain any possible 
real feature. If d=S,, the larger of the size tolerance 
parameters, then the measuring solid can be orientated so that it 
contains the zone. Its surface will then be coincident with the 
surface of the size tolerance zone. It follows that d need never 
be greater than S1. 
o Measuring Solid Constraint 2. The measuring solid must 
enclose the material region of the zone Z. 
This is because every instance of the part has material in the 
material region of the zone, at least close to the zone. The 
measuring solid must enclose the surface of the real feature or, 
equivalently, all material close to the feature. 
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Figure 5.9.8 shows a section through a cylindrical zone with 
the measuring solid at the most extreme inclination that satisfies 
the above constraints. The diameter of the measuring solid is 
(approximately) equal to the outer diameter of the zone and it 
contains the material region of the zone. 
The maximum inclination of a measuring solid allowed by 
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The second constraint can be expressed in terms of signed 
distances as 
sdist(comp(O(d;H')) , O(T2;H")nE) L 0. C2 
Since the constraints will be weakest when the measuring solid has 
maximum size, d can be replaced by S1 in this expression to obtain 
an expression from which bounds on the relative position of H' and 
H" can be obtained. 
It is not obvious that these methods result in constraints 
which are the strongest attainable constraints. However, the 
following will show that for a cylindrical feature (and a slot 
feature), at least, the constraints obtained are realistic. 
Figure 5.9.9 shows the same zone as figure 5.9.8 containing a 
real feature. The real feature has been chosen so that slightly 
more than half of its surface is inclined and the other half is 
parallel with the zone. A measuring solid enclosing this surface 
attains minimum size if it is parallel with the inclined part of 
the surface. (Note that, if less than half of the surface had 
been inclined then the measuring solid would attain minimum size 
by being parallel with the zone.) The inclination of the datum 
implied by this surface is the same as the maximum inclination 
derived from the geometric constraints above. A comparison of 
figures 5.9.8 and 5.9.9 will show this. Therefore, for a 
cylindrical feature, at least, the constraints derived from the 
geometric conditions are accurate. 
As an example, suppose that C2 is applied to a cylindrical 
shaft feature with nominal length E defining a linear datum. The 
measuring solid is an infinitely long cylinder. The signed 
distance between the complement of the measuring solid, 0(d;H'), 
and the material region of the zone O(T2;H") is given by, 
d-T2- dy+(E/2)oW 2+ dz+(E/2)d¢ 2. 
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The same zone as figure 5.9.8 showing that there does 
exist a surface which gives rise to this inclination of 
the measuring solid. 
Figure 5.9.9 
This expression must be greater than or equal to zero. d can be 
replaced by its upper bound, Si, so that the constraints are as 
general as possible. Hence the constraint on the position of the 
datum relative to the tolerance zone is 
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S,-T2- dy+(E1 2)6 2+ dz+(E/2)6O 2 : 0. 
This applies to a zone of any tolerance type. However, if the 
zone is of form tolerance then T2 and T, are variable. 
Nonetheless, it can be assumed that T,SS1 (see discussion 
associated with figure 5.9.6) and that T,-T2-Tf, the form 
tolerance parameter. Therefore, T2+Tf5S, and so TfSS,-T2. Hence 
S1-T2 can be replaced by Tf in the above. 
Planar Features and other Simple Cases 
So far the discussion of this section has dealt with datums 
defined using a measuring solid and so has not been applicable to 
planar features. For these it is necessary to use inspection to 
decide what are the worst possible inclinations and displacements 
of a datum relative to a tolerance zone. In a similar way 
constraints could be found for certain simply shaped commonly 
occurring symmetric features such as cylinders, cones and spheres. 
In this way constraints would be obtained more accurate than those 
obtained by the general technique. The constraints obtained in 
this way could be catalogued. 
Examples of worst cases will be given for a planar feature 
with a position tolerance. Figure 5.9.10 shows sections through 
its zone and different possible shapes of the real feature. The 
surfaces were chosen to give datums with extreme inclinations and 
displacements. In figure 5.9.10(i) the surface was chosen so that 
the datum attains maximum inclination. Slightly more than half of 
the real surface is inclined and the rest is parallel to the zone. 
The best way to rest a plane against this feature is to let it be 
parallel with the inclined part of the surface. (If more than 
half of the surface had been inclined then the best location for 
the datum would be parallel with the zone.) In figures 5.9.10(ii) 
and (iii) the surface is such that the datum attains extreme 
translational displacement in either direction. 
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-Datum plane 
x )8 
yj -' Ez 
(i) P-P 
Ey 
Extremes of possible inclination and translational 
displacement of a datum relative to a zone of a planar 
feature. They are found by considering possible 
surfaces that fit in the zone. 
Figure 5.9.10 
Suppose, that the nominal feature has a rectangular extent 
with dimensions Ey by Ez. The length of the inclined part of the 
surface in figure 5.9.10(i) is Ey/2 and the thickness of the zone 
is the difference between the tolerance parameters P1 and P2. 
This allows bounds on 8p to be determined and, similarly, bounds 
on 6x and gq can be found: 
P2 5 5X 5 P1, 
-2(P1-P2 )/Ey d 2(P1-P2)/Ey 
-2(P1-P2)/Ez 60 2(P1-P2)/Ez. 
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Planar Features with more than one Tolerance Type 
Suppose a rectangular planar feature has extent E 
y 
by E and 
z 
has a position tolerance with parameters, P, and P2, and a form 
tolerance with parameter F. A datum defined by the feature is 
shown at its maximum attainable inclination in figure 5.9.11. By 
comparison with figure 5.9.10 it can be seen that the presence of 
the form tolerance prevents the datum from attaining such a large 
inclination. 
A planar feature with two tolerances and the maximum 
inclination attainable by the datum. 
Figure 5.9.11 
Inspection of the geometry of the figure shows that the 
inclination of the datum is constrained by 
and similarly, 
-(P1-P2+F)/Ey 8V 5 (Pt-P2+F)/Ey 
-(PI-P2+F)/EZ 8¢ 5 (P1-P2+F)/EZ. 
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Translation of the datum is constrained by 
P2 5 6x 5 P1. 
Other Features with more than One Tolerance Type 
If a feature has more than one tolerance type then the 
position of the datum is constrained relative to each of the 
zones. It would be convenient if the network of zones and datums 
for a feature with position, size and form tolerances defining a 
datum could be as shown in figure 5.9.12. The zones are 
constrained relative to one another by a relationship of the type 
described in section 5.9.3. Also, each zone makes a relationship 
with the datum. Constraints could be associated with each of 
these relationships as described earlier in this section using the 
two Measuring Solid Constraints. 
A datum makes a relationship with each zone of its 
associated feature. P=zone of position tolerance, 
S=zone of size tolerance, F=zone of form tolerance. 
Figure 5.9.12 
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Unfortunately, the total constraints on the datum can be 
stronger than implied by constraints fram individual arcs in this 
network. This is because the surface lies in the intersection of 
zones. 
As an example, suppose a cylindrical feature has a form 
tolerance and a position tolerance and defines a datum. The 
network of relationships is the simplified version of figure 
5.9.12 shown in figure 5.9.13. The relationships are numbered 1, 2 
and 3. Figure 5.9.11(i) shows the maximum inclination of a datum 
assuming that the surface of the cylinder lies in its position 
tolerance zone. This is the bound on the inclination implied by 
the constraints of relationship 1 alone. Figure 5.9.14(ii) shows 
the maximum inclination assuming that the surface lies in its form 
tolerance zone. The form tolerance zone is at its maximum allowed 
inclination relative to the position tolerance zone. The 
resulting inclination of the datum is implied by relationships 2 
and 3. Figure 5.9.14(iii) shows the actual maximum inclination of 
the datum when the real feature lies in the intersection of the 
zones. 
The network of relationships for the example illustrated 
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The maximum inclination of the datum when (i) the 
surface lies only in the position tolerance zone, (ii) 
the surface lies only in the form tolerance zone and 
(iii) the surface lies in the intersection of the zones. 
In (iii) the measuring solid is at a smaller inclination 
than in either of (i) or (ii). 
Figure 5.9.1 4 (Continued on next page) 
Hence, the total constraints on the position of the datum 
obtained from the network in figure 5.9.13 are not maximally 
strong. However, it can be guaranteed that they are weaker than 
reality because the constraints in each arc are correct. 
Therefore, the constraints obtained are sufficient in the absence 
of better techniques. 
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Measuring solid 
Position 
t l o erance Form / 
tolerance one 
zone 
Figure 5.9.14 continued 
Secondary Datums 
The position of a secondary datum is constrained relative to 
the tolerance zones of its associated feature but the constraints 
are weaker than they would be if the datum were primary. This is 
obvious from figure 5.1.3 where the primary datum was forced to be 
parallel with the overall trend of its associated feature but the 
secondary datum only touched its associated feature at one point. 
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In section 5.9.3 the constraints between a secondary datum 
and a primary datum were discussed. Sane degrees of freedom of 
the secondary datum are determined by its relationship with the 
primary datum and as a result are not affected by the feature 
associated with the secondary datum. Therefore, there are certain 
degrees of freedom which do not occur in the inequalities of the 
relationships between the secondary datum and its associated 
tolerance zones. 
It is possible to derive the constraints that a secondary 
datum has with a zone from the constraints that the datum would 
have if it were primary. Certain variables have to be eliminated. 
Let C, and C2 be the sets of constraints that primary and 
secondary datums, respectively, would have with a zone and let D, 
and D2 be the variables appearing in C1 and C2. The solution set 
of C2 should be the projection of the solution set of C1 from 
space(Dl) to space(D2)' 
Firstly, define space(V) to be the cartesian-product of the 
sets of values (usually all of real numbers) which can be taken by 
variables in V. Then, C2 satisfies the following: pcspace(D2) is a 
solution of C2 if and only if there is a gespace(D,) which is a 
solution to C1 such that the d-components of p and q are equal for 
all 6d in D2. 
The inequalities in C2 can be derived from those in C1 as 
follows. Let DOF-variable, 6d, be a member of D2. Find the SUP 
and INF of 6d in terms of variables in D2-{dd}. Then two 
inequalities can be constructed with 6d less than or equal to its 
SUP and with 6d greater than or equal to its INF. C2 consists of 
all such inequalities with 6d in D2. Formally, 
C2 = { INF(Sd,C D2-{Sd}) < 6d < SUP(Sd,C D2-{Sd}) : 6d c D2 } 
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It is possible for a datum to appear in more than one datum- 
system and for it to be primary in one datum-system and secondary 
in another (for example). In the example of section 5.1 datums A 
and B formed a datum-system in which datum A was primary. Also 
datums A and C formed a datum-system in which A was secondary. In 
the first case A is constrained only by its associated feature but 
in the second case it is also constrained to be the correct 
distance from C. However, since the constraints on A in the two 
situations are different it follows that the two occurrences of A 
should be represented as separate entities. Similarly, A appears 
in datum-system AD. Therefore, there should be three distinct 
nodes in the zone-datum network corresponding to A. 
This is quite reasonable if one thinks of the manufacturing 
process. The two datum systems represent two different ways in 
which the part was clamped while the holes were drilled. Since 
the face associated with datum A is imperfect there is no reason 
to suppose that the part will rest in identical positions in the 
two set-ups. 
5.9.5. Approximations in Constraints 
The inequality constraints obtained in the last two types of 
relationship described above contain approximations. 
Approximations may be acceptable for two reasons. Either they are 
small enough to be ignored or they result in an overestimate of 
the class of zone datum structures (and hence an overestimate of 
the variational class) as described in section 5.3. Thus it can be 
acceptable to slacken constraints. Situations where 
approximations occur are the following. 
Firstly, the extent of a real feature is approximated to be 
the same as the nominal feature. Wherever a value representing 
the extent of a feature appears in one of the inequalities it 
should actually be a variable bounded according to the variation 
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Correct 
angle 
A as primary 
datum in system AB 
A as secondary 
datum in system AC 
B 
Two instances of datum A one of which is a primary datum 
in system AB and the other is a secondary datum in 
system AC. 
Figure 5.9.15 
in size of the feature. However, this type of approximation can 
be ignored when tolerances are much smaller than the extent of 
features. 
Secondly, it may be necessary to approximate the extent of a 
feature if its extent has a complex shape. This is because the 
resulting inequalities could be too complex to be handled by the 
system. The extent can be underestimated and simplified so that 
the resulting constraints on the datum are slackened and 
simplified. 
Thirdly, the techniques for finding constraints between zones 
associated with the same feature and between a datum and the zones 
of its associated feature can produce constraints that are weaker 
than would occur in reality. This is because the geometric 
constraints from which the algebraic constraints are derived do 
not present a complete picture. Again these are acceptable 
because the constraints are slackened and the variational class is 
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5.9.6. The Example of Section 5.1 Again 
Figure 5.9.16 shows the complete formalised network for the 
part presented in section 5.1 with the addition of a size and a 
form tolerance applied to each feature. Each feature is 
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represented by three nodes to represent the three tolerance zones 
of position, size and form associated with it. The following is a 
list of situations where relationships occur. 
1. Between a position-tolerance zone and the two datums 
that locate it; 
2. Between the two datums of each datum-system; 
3. Between tolerance zones associated with the same 
feature; 
4. Between a datum and the zones of the feature that 
defines it. 
5.10. COMPOSITE FEATURES 
A composite feature is a set of simple features. There are 
two reasons for defining composite features. 
Firstly, a datum may be defined using more than one simple 
feature. For example, the ends of the shaft shown in figure 
5.10.1 could together define a line datum denoted as A-B in 
standard practice. Requicha's formalism requires that a composite 
feature comprising the simple features (A and B in the figure) be 
defined and that the datum be associated with this composite 
feature. 
Secondly, a tolerance may be applied over a larger portion of 
the surface of a part than a single simple feature. Again 
Requicha's formalism requires that a composite feature be defined 
as the relevant surface portion and that the tolerance be applied 
to the composite feature. A composite feature may exist for both 
of these reasons or for just one of them. 
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001 A-B 
The two ends of the shaft define a datum denoted A-B. 
Figure 5.10.1 
Three different ways will be presented for representing 
composite features each of which is compatible with the zone-datum 
network described in previous sections. The first representation 
is used when the composite feature defines a datum but the simple 
features have been toleranced separately. The second and third 
representations are applicable when a tolerance has been applied 
to a whole composite feature. 
Representation 1: Suppose that each simple feature comprising the 
composite feature has been toleranced separately and that the 
composite feature defines a datum. The composite feature can be 
considered as individual simple features when representing the 
zones as nodes in the network. The position of the datum is 
affected by the surface of each simple feature and is therefore 
constrained relative to each zone of each simple feature. As an 
example, the portion of zone-datum network for a composite feature 
defining a datum and consisting of three simple features each with 
three tolerances is shown in figure 5.10.2(1). 
Representation 2: Suppose that tolerances have been applied to the 
whole of the composite feature. There is one zone for each 
tolerance and each should contain the real feature. Each zone 
could appear as a single node in the network resulting in a zone- 
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(1) 
-I- Representation 2 
NO 
The zone-datum networks of the three representations of 
composite features. These can be generalised to cases 
with different numbers of simple features or tolerance 
types. 
(i). Each simple feature toleranced separately. Three 
simple features each with three tolerance types. 
(ii). A composite feature toleranced as a whole with 
nodes representing complete zones. Two tolerance types. 
(iii). A composite feature toleranced as a whole with 
each node representing a subzone. Three simple features 
each with two tolerance types. 
Figure 5.10.2 
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datum network which is identical to that arising from a simple 
feature. For example, a composite feature with two tolerances 
defining a datum would have the zone-datum network shown in figure 
5.10.2(ii ). 
Representation 3: This representation has been developed because 
it is often useful for the simple features that make up a 
composite feature to appear explicitly in the network. This is 
done by splitting the zones into subzones (in a way to be 
described later) each corresponding to a simple feature. Each 
subzone appears as a node in the network. Figure 5.10.2(iii) 
shows the resulting portion of zone-datum network for a composite 
feature assuming there are two tolerances and three simple 
features. Also included is a datum defined by the composite 
feature. Horizontal arcs in this diagram link the subzones that 
comprise a single zone and these will be described later. The 
vertical arcs represent relationships expressing the fact that 
there must be roan in the intersection of the subzones for a real 
feature. The datum makes a relationship with each subzone. 
Representation 3 is important when a part is to be mated with 
others with "incompatible" feature allocations (see discussion in 
section 4.5) or when a composite feature is to be mated with a set 
of simple features which have not been defined as a composite 
feature. For example, it is quite feasible that there could be a 
composite feature consisting of a round ended slot into which two 
parallel cylindrical pegs are inserted (figure 5.10.3). 
Constraints between two contacting features can be most easily 
represented if the individual simple features appear explicitly in 
the zone-datum network. This point will be returned to in 
chapter 6. 
The reader should be aware that the first representation is 
separated from the second and third by the way the part has been 
toleranced by a designer. The second and third representations 
are chosen according to which is most convenient, the second being 
the simplest and the third being the most flexible. 
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Two simple features (shafts) inserted into a composite 
feature (round-ended slot). This shows how feature 
allocations of two mated parts may be incompatible. 
Figure 5.10.3 
The rest of this section explains how constraints can be 
associated with the arcs in each of the three representations 
though many of the relationships in the three representations can 
be handled in the same way as the relationships that occur with 
simple features. 
In representation 2 all the relationships can be handled in 
the same way as those discussed in the last section. There are 
(1) relationships between zones and (2) relationships between a 
zone and the datum. These types of relationship were the subject 
of sections 5.9.3 and 5.9.4. The only difficulty is that there is 
a much greater variety of types of composite features than there 
is of simple features. A signed distance expression has to be 
known for each shape of feature that will occur. An algorithm 
that could do this is outlined in Appendix 1 
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Other relationships which need no further explanation are 
those between zones in representation 1. This is because this 
type of relationship (between zones of a simple feature) was 
described in section 5.9.3. 
The rest of this section is divided into two parts. 
The first shows how a zone of a composite feature is 
split into subzones and how constraints can be 
associated with the all of the arcs in representation 3. 
It turns out that the constraints are quite 
straightforward. 
The second part shows how constraints are associated 
with the relationships in representation 1 between a 
datum and zones of individual simple features. 
5.10.1. Splitting the Zone of a Composite Feature into Subzones 
The general idea is to consider the zone of a composite 
feature as a union of subzones each of which corresponds to one of 
the simple features. Each subzone is given a corresponding node 
in the network. If the subzones together are to constrain the 
real feature in the same way as the entire zone then the union of 
the subzones should equal the original zone. Therefore, the 
subzones should satisfy the following constraints. 
1. Their relative positions must be the same as the 
relative positions of the associated nominal simple 
features. 
2. The offsets of the offset solids used to generate the 
subzones must all be identical. 
I t is convenient if the subzones are disjoint from one another. 
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As an example, consider the round ended slot which is shown 
along with its tolerance zone in figures 5.10.4(i) and (ii). 
There are four simple features, two planar and two cylindrical. 
The tolerance zone is shown divided into four subzones each 
corresponding to one of the cylinders or one of the planes. The 
zone (and hence the subzones) extends infinitely upwards and 
downwards. 
(i) (ii) 'Subzones 
A composite feature and its tolerance zone divided into 
four subzones. The zone actually has infinite extent 
upwards and downwards. 
Figure 5.10.4 
Suppose that the slot has both a size tolerance and a 
position tolerance applied to it. Then, there are two zones each 
divided into four subzones. There are four situations where 
relationships occur in this network and these will be dealt with 
in turn. 
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Firstly, each subzone of position tolerance is correctly 
positioned relative to a datum. These relationships are of the 
type discussed in section 5.9.1. 
Secondly, the horizontal arcs between subzones have 
constraints which say that they have the same position relative to 
one another as the nominal simple features. Each of these 
relationships fixes sane of the six DOF-variables to zero (cf. the 
relationship types described in sections 5.9.1 and 5.9.2). 
Thirdly, the vertical arcs express the fact that the 
intersection of subzones of the same simple feature must be large 
enough to contain the real feature. The constraints can be 
evaluated in the same way as constraints between normal tolerance 
zones (as opposed to subzones). For example, if a separate 
tolerance were applied to each of the simple features representing 
the cylindrical ends of the slot in figure 5.10.4 then the 
associated tolerance zones would be complete cylinders. This 
contrasts with the subzones which are half cylinders. However, 
the significant portions of these zones and subzones are 
identical. Since the constraints between zones of the same 
feature are determined by the shape of their significant portions 
it follows that the methods described in section 5.9.3 can be used 
to find constraints between subzones. 
Fourthly, the datum defined by the feature makes a 
relationship with each of the subzones. However, it is more 
convenient to consider the constraints that this datum has with 
each complete zone. This requires using the two Measuring 
Procedure Constraints from section 5.9.4 with the measuring solid 
and the zone derived from the entire feature. It is necessary to 
know the signed distance between two solids derived from the 
composite feature. The constraints can then be applied to each of 
the arcs between the datum defined by the feature and a subzone. 
This results in degeneracy since each the arcs leading to an 
associated set of subzones obtain the same constraints. However, 
the degeneracy will not cause any problems. 
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In conclusion, the tolerance zone of a composite feature can 
be represented as a network with nodes representing subzones which 
correspond to simple features. This method is compatible with the 
zone-datum network built up over the previous sections. The 
constraints associated with the arcs are derived in ways which are 
similar to those for simple features. Therefore, only a short 
discussion about these constraints was required here. 
The existence of simple features is explicit in the network 
of this representation and so allows mated parts with unmatching 
feature allocations to be handled. 
5.10.2. Datums Defined by Composite Features with Features 
Toleranced Individually 
This section explains the derivation of constraints on the 
position of a datum in representation 1 (figure 5.10.2(i)). Each 
simple feature is toleranced separately but the datum is defined 
by the entire composite feature. The situation is more complex 
than previous examples of constraints on datums. This is because 
the position of the datum is affected by the surface of each 
simple feature and these are entirely independent. Each is 
contained in different zones whose relative positions are not 
directly known. In the most general case each zone would be 
located relative to a different datum. The datums could be 
constrained relative to one another in a complex way. This 
contrasts with the simpler situation described above where the 
subzones containing portions of a feature all had well defined 
relative positions. 
Note first that the measuring solid of a composite feature 
may consist of disjoint components. For example, consider a 
feature consisting of two parallel holes. However, the components 
have fixed positions relative to one another and each component is 
subject to the same expansion or contraction. Thus if an extent 
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solid H can be split into two disconnected components H, and H2 
then the measuring solid can be expressed as 0(d;H,) U 0(d;H2) 
where Hi and Hz are obtained from H, and H2 by applying the same 
rigid transformation. 
The two Measuring Solid Constraints given for simple features 
in section 5.9.4, are used here adapted slightly to be relevant to 
composite features. 
o Firstly, the maximum required size of the measuring 
solid is such that it can contain all of the significant 
portions of the size tolerance zones of the simple 
features that make up the composite feature. 
The relative positions of the size tolerance zones are not known, 
directly. In the simple feature case the size of the zone was the 
maximum required size of the measuring solid but here the size 
depends in a complex way on the constraints on the relative 
positions of the zones. 
o Secondly, the measuring solid must contain the material 
region of each zone. 
There are two stages to the analysis corresponding to these two 
constraints. First, the maximum required size of the measuring 
solid must be determined. Next, the constraints on the position 
of the measuring solid with this size must be determined relative 
to the material region of each zone. These constraints can be 
applied to each of the arcs between the datum and the zones. 
STAGE 1: Determining the Maximum Size of the Measuring Solid 
This was a trivial operation in the case of simple features 
and with composite features toleranced as a whole but here the 
situation is complicated by the variable positions of the 
individual zones. 
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Remember that the maximum required size of the measuring 
solid depends only on size tolerances. Therefore, in STAGE 1 all 
references to tolerance zones refer to size tolerance zones. 
As an example consider a composite feature consisting of two 
parallel cylindrical shafts. Its measuring solid consists of two 
infinitely long parallel cylinders with variable radii but with 
the distance between their axes fixed equal to the distance 
between the axes of the nominal features. In figure 5.10.5(i) the 
size tolerance zones of the simple features are shown at their 
nominal positions. The maximum size of the measuring solid that 
is required for a real feature lying inside these zones is such 
that its surface is coincident with the "outer" surface of the 
zones (ie. the surface next to the air region of the zone). 
However, if the zones are moved away from their nominal positions 
then the size of the measuring solid must be increased. 
For instance, suppose that one of the zones is displaced 
translationally as in figure 5.10.5(ii). It is not possible to 
enclose the significant portions of the zones simply by 
translating the measuring solid. (Recall that the distance and 
angle between its two components is fixed.) Instead it is 
necessary to increase the size of the measuring solid. The 
increase in size is half of the displacement undergone by the 
zone. 
Also consider that one of the cylinders is rotated (figure 
5.10.5(iii)). Again the measuring solid must be increased in size 
if it is to enclose the significant portions of the zones. The 
amount of increase is half the change in angle multiplied by the 
length of the nominal feature. 
The maximum size of the measuring solid, therefore, depends 
on how the positions of the zones are constrained: the further 
they can deviate from their nominal positions the larger is the 
maximum required size of the measuring solid. A method will be 
given for finding the maximum size of the measuring solid assuming 
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The maximum required size of a measuring solid of a 
composite feature with zones with variable position. 
Only the significant portions of the zones are shown. 
The measuring solid consists of two disjoint parallel 
cylinders whose axes are separated by a fixed distance. 
The measuring solid is shown at its maximum required 
size for the zones in the positions shown. In (i) the 
zones are at their nominal positions. In (ii) one zone 
has been displaced to the right. In (iii) one zone has 
been rotated clockwise. 
Figure 5.10.5 
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that these constraints are known. In general the constraints are 
the result of combining constraints attached to the arcs in the 
zone-datum network. The next section will explain how this done. 
There are three stages to finding the maximum size of the 
measuring solid. 
Stage 1: Assume that the zones (of size tolerance) and 
the measuring solid all have arbitrary positions. Find 
an expression for the smallest size of the measuring 
solid that will enclose the significant portions of the 
zones in terms of the positions of all these items. 
Stage 2: Now fix the position of the measuring solid but 
keep the positions of the zones arbitrary. The position 
of the measuring solid is selected so that its size can 
be decreased as much as possible while containing the 
zones. Find an expression for the size of the measuring 
solid under these conditions in terms of the positions 
of the zones. This involves taking the INF of the 
expression derived in Stage 1 over appropriate variables 
and constraints. 
Stage 3: Let the positions of the zones be constrained 
by some set of constraints. The position of the 
measuring solid is again constrained as in stage 2. 
Find the maximum size of the measuring solid under these 
conditions. This involves taking the SUP of the 
expression resulting from stage 2 over the constraints 
on the positions of the zones. 
To explain how these calculations can be carried out score 
notation must be introduced to represent the positions of the 
zones and measuring solid. Let the volumes of space occupied by 
the significant portions of the size tolerance zones be denoted 
S1(P1), S2(P2)0 ..., Sn(pn), 
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where p,, p2, ..., pn are the positions of the zones as vectors of 
DOF-variables. Nominal positions, are represented by these being 
zero. The values of pi, i=1 , ... ,n are constrained by some set of 
constraints which will be denoted, Cz (Constraints on the zones). 
The region of space occupied by the measuring solid (MS) can 
be written as the union of n components corresponding to the 
simple features: 
MS(p,s) = MS, (P,s) U MS2(p,s) U ... U MSn(P,s ) 
where p is the position of each component relative to its nominal 
position as a vector of DOF-variables and s is the offset used to 
produce the measuring solid from the copy of the extended feature 
and is referred to as the "size" of the measuring solid. Note 
that, the position and size of each component of the measuring 
solid are the same. 
Stage 1 involves finding the minimum value of d for which the 
measuring solid, MS(p,d) contains each of the significant portions 
of the zones. It turns out that this is the negative of the 
minimum of signed distances between comp(MSi(p,0)) and Si(pi) for 
i=1,...,n. This is proved by making a series of inferences, as 
follows, where "<=>" should be read "if and only if". 
d is the minimum value for which MS(p,d) contains all of 
S, (P1 ). ..., Sn(Pn). 
<=> d is the minimum value for which comp(MS(p,d)) does not 
intersect any of S,(p,), Sn(pn). 
<=> d is the minimum value for which 
sdist( comp(MSi(p,d)) , Si(pi) ) a 0 for i=1,...,n. 
<=> sdist( comp(MSi(p,d)) , Si(pi) ) = 0 for some i between 
1 and n and this expression is less than or equal to zero 
for all other i between 1 and n. 
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[Because decreasing d decreases the signed distance 
expression.] 
<_> min[ sdist( comp(MSi(p,d)) , Si(pi) ) ] = 0 
i=1,..,n 
<=> min[ sdist( com p(MSi(p,0)) , Si(pi) ) ] _ -d. 
i=1,..,n 
[The last implication derives from the fact that MSi(p,d) 
is an offset solid, with offset d, of sane solid and 
that 
sdist(A,B) = sdist(O(d;A),B)-d 
and hence 
sdist(com p(A),B) = sdist(comp(O(d;A)),B)+d. ] 
It follows that the result of stage 1 is 
d = -min[ sdist( comp(MSi(p,0)) , Si(pi) ) ]. C1 
i=1,..,n 
This contains variables p, p1 , p2, pn. The signed distance 
expressions all involve simple features. It can be assumed that 
these expressions can be expressed in terms of DOF-variables. 
The SUPINF-algorithm can be used to perform stage 2 of the 
calculation. We need to find the minimum of the above expression 
for d in terms of p,, ..., pn while letting p vary. This is given 
by, 
INF( d, {}, {pl,...,pn} ), C2 
where d is given by C1. Unfortunately SUP and INF do not work 
well if their first argument is a complicated expression and their 
second argument contains few or no constraints. It is possible to 
turn things round by introducing a variable, T, satisfying the 
following constraints to be denoted CT: 
T ; -sdist( com p(MS1(p,0)) , S1(p1) ), 
} CT 
T a -sdist( com p(MSn(p,0)) , Sn(pn) ]' 
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Then C2 can be rewritten as 
INF( T, CT, {P...... Pn} ). C3 
The result is an expression involving pi (i=1,...,n), but not p. 
The expression represents the minimum size of the measuring solid 
in terms of pi - the positions of the zones. 
In stage three of the calculation it is assumed that the pi 
satisfy constraints Cz. The result of this calculation is the 
maximum required size of the measuring solid and will be denoted 
dmax. 
It is the SUP of C3 over Cz: 
dmax = 
SUP( INF(T, CT, {p...... pn}) , Cz , {} ). C4 
The SUP ensures that we find the maximum size that can occur 
due to variation in position of the zones whereas the INF ensures 
that the position of the measuring solid is chosen to minimise its 
size. 
STAGE 2: The Constraints on the Measuring Solid Relative 
to the Least Material Solid 
Having found the maximum size for the measuring solid we can 
move on to stage two of the derivation of constraints between a 
datum of a composite feature and a zone of one of the simple 
features. Use is made of the fact that the material region of 
each zone must be enclosed by the measuring solid. 
The relationships between the zones and the datum can be 
considered individually and so we need only be concerned with a 
single zone in the analysis presented here. Let Mati(q) denote 
the space occupied by the material region (the least material 
solid) of any of the zones of simple feature i when its position 
is q. 
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The signed distance between the complement of the measuring 
solid and Mati (q) must be greater than or equal to zero. To 
obtain the most general constraints the measuring solid should 
have its maximum size, dmax' giving the constraint, 
sdist( Mat(q) , c onp(MSi(p,dmax)) ) " 0. 
This expression involves variables representing the positions 
of the the zone and datum. However, the constraints applied to 
the relationship between the zone and datum must involve the DOF- 
variables of that relationship. The vector of these DOF- 
variables, to be denoted x, is given by x=p-q. 
Suppose that the zone and the measuring solid are both given 
a translation of -q. Then, the above expression will continue to 
hold. Therefore, it follows that 
sdist( Mati(0) , conp(MSi(x,dmax)) ) 
a 
0. 
This is the constraint to be applied to the relationship between 
the datum and the zone of feature i. 
The constraints thus obtained put an upper bound on the set 
of possible relative positions of each zone and the datum but 
there is no guarantee that they describe the set exactly. 
Although for some features it can be shown that the constraints do 
represent the worst possible case, in general this is not true. 
However, they are sufficient in the absence of any stricter 
constraints. 
-----000----- 
In conclusion, there are three ways of representing composite 
features in the zone-datum network. 
The first is applied if each simple feature is 
toleranced individually. 
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o The second is applied if a tolerance has been given to 
the whole composite feature and if it is satisfactory 
for the zones of the composite feature to appear as 
single nodes in the network. 
The third is also applied if a tolerance has been given 
to the whole composite feature but if it is desirable 
for the individual simple features to appear explicitly 
in the network. 
It was explained how constraints can be attached to each of the 
arcs in the networks of each of these representations. In many 
cases the techniques described for simple features are applicable. 
There are two major complications. Firstly, zones are split into 
subzones in representation 3. In this case there is an additional 
type of relationship occurring between the subzones that make up a 
composite zone. 
Secondly, constraints must be associated with the arcs in 
representation 1 which lead to the datum defined by the feature. 
The problem is that the features are toleranced independently but 
the position of the datum is affected by the surface of each 
feature. 
5.11. OBTAINING RESULTS FROM THE REPRESENTATION 
This section shows how results can be obtained from analysis 
of the zone-datum network. The total constraints on a pair of 
nodes are found by combining constraints in the network. 
The zone-datum network derived in this chapter is analogous 
in many ways to the network of nominal parts derived in chapter 3. 
In both cases the arcs represent constraints on the relative 
positions of the nodes. The constraints take the form of 
inequalities. 
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The networks of this chapter and of chapter 3 represent 
different physical situations, however. In chapter 3 the 
constraints represented bounds on motion between the parts. If a 
force were applied to one part in the structure then the parts 
would accommodate to that force: more than one part might move and 
the positions attained by the parts would be such that they give 
maximum displacement to the point at which the force was applied. 
On the other hand, the physical situation in this chapter 
consists of features whose positions are fixed in a single part: 
they are determined at the time of manufacture and are subject to 
whatever random variations occurred at that time. Suppose that 
each manufacturing process in the production of the part is 
completely independent of all others. The position of a certain 
feature might be dependent on several manufacturing processes. 
Such a feature would attain maximum deviation only if all the 
processes produced results with maximum deviation from their 
nominal value. Although this is possible it has a low 
probability. Therefore, the probability distribution of the 
location of a feature may not be uniform. This contrasts with the 
situation in chapter 3 where it is likely that a part will attain 
its maximum deviation. 
Despite this it is useful to determine worst possible cases 
for the locations of features in a part. Therefore, analysis of 
the sort used in chapter 3 is used again here to find bounds on 
ranges. 
There are two types of inference illustrated diagrammatically 
in figure 3.1.1. The first takes a set of parallel arcs between 
two nodes and replaces them by a single arc containing constraints 
expressing the total effect of the constraints in the original 
arcs. The second inference takes three nodes, A, B and C with an 
arc between A and B and an arc between B and C. The inference 
finds constraints on C relative to A and attaches these to a new 
arc between A and C. Using these two inferences it is possible to 
find the constraints on the relative position of any two nodes 
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which take into account all relationships between zones and 
datums. 
The order of application of the inferences is determined as 
described in section 3.1 under "Application of the Inferences". 
Basically all paths between two chosen nodes are found. The 
constraints implied by each path are combined using repeated 
application of the second inference described above. The results 
from each path are combined using the first inference. 
Reducing the Number of Paths to be Analysed by Considering the 
order of Manufacture of Features 
It is useful to have means by which the number of paths to be 
analysed can be reduced. One way to do this assumes that the 
order that features were produced during manufacture can be 
determined from the zone-datum network. For example if hole B is 
located relative to a datum defined by hole A then it follows that 
A must have been produced before B. A path cannot imply 
constraints if it involves relationships which only existed after 
the path's terminal features had been produced. Put another way, 
the positions of two features cannot be affected by features which 
do not yet exist. 
A causal direction can be associated with certain arcs in the 
network to show the order in which the features have been 
produced. This can be done for all arcs which link a zone to a 
datum. The arc should be directed to show which came first during 
manufacture. When the datum is being used to locate the zone the 
direction should be from the datum to the zone. When the zone 
defines the datum the direction should be from the zone to the 
datum. Arcs between two datums or between two zones are left 
undirected. Figure 5.11.1 shows the network of figure 5.9.16 with 
directions attached to appropriate arcs. 
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The zone-datum network shown previously in figure 5.9.16 
for the part in figure 5.1.1 with arcs given a direction 
according to their order of manufacture. 
Figure 5.11.1 
For example, suppose we want to find constraints on the 
positions of the large holes in the part shown in figure 5.1.1 
with this network. These holes were cut after the two planes 
defining datums A and B but before any of the six small holes. 
Therefore the positions of the large holes could not have been 
affected by the positions of the small holes though they could be 
affected by the positions of the planes defining A and B. As a 
result it is not necessary to consider any of the paths between 
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the large holes which go via the nodes representing the small 
holes. We shall say that there is no causal explanation for 
constraints along such paths. 
Note that all zone-datum networks in this thesis have been 
drawn such that directed arcs are in the downwards direction. 
This allows us to say that one node is "above" (or "below") 
another if all directed arcs between them point in the direction 
from the first to the second (or second to first). 
A path between two nodes A and B must not go lower than both 
of A and B, since otherwise it would be passing through nodes 
associated with features that did not exist when the positions of 
A and B were determined. 
The same rule must apply to any section of the path. If 
nodes C and D lie on the path then the section of the path between 
C and D must not go lower than both of C and D. Therefore, the 
positions of two nodes A and B are constrained only by paths with 
one of the following properties which are illustrated in figure 
5.11.2. 
All directed arcs in the path point in the direction A 
to B; 
All directed arcs in the path point in the direction B 
to A; 
The path contains a node C such that all directed arcs 
between A and C have direction C to A and all directed 
arcs between C and B have direction C to B. (In this 
case the path constrains the relative position of A and 
B because both are constrained relative to C.) 
If the order of manufacture of features is known then only paths 
with one of these properties need be considered when finding the 
constraints on nodes A and B. 
Page 181 
Representing Toleranced Parts Computationally 
Paths which put constraints on A and B must contain arcs 
with one of these causal orderings. 
Figure 5.11.2 
Obtaining Useful Results 
So far it has been shown how constraints can be found on the 
positions of zones and datums. Since these do not exist in a real 
part these results are not directly useful. It is more useful to 
find the positions of real features contained in the zones. This 
depends on how the position of a real imperfect feature is 
measured. Some suggested methods are the following. 
Firstly, it might be acceptable to assume that the form 
of the surface is perfect when measuring its position. 
If this is so then the result of such a measurement 
could be predicted by adding the variation in position 
of the surface inside the zone to the variation in 
position of the zone. 
For example, figure 5.11.3 shows the greatest inclination and 
translational displacements of a perfect real feature inside a 
planar zone. The assumption that the feature has perfect form 
avoids the question of how the position of an imperfect feature 
can be defined. It will be an acceptable approximation in many 
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circumstances. 
Extremes of inclination and translational displacements 
for a perfectly formed surface inside a zone. 
Figure 5.11.3 
o Secondly, the position of a feature could be measured by 
resting some surface against it and measuring the 
position of this surface. 
The result of this could be predicted by letting the feature 
define a datum. The variation in position of the datum is taken 
as the variation in position of the feature. This assumes that 
the position of a datum defined by a feature is the same as the 
position of a surface resting against the feature. 
o Thirdly, the distance between two surfaces could be 
measured at single points for example by using calipers 
whose arms touch the surfaces at single points. 
The result of such a measurement could be predicted by adding the 
thicknesses of the zones to the variation in position of the 
zones. For example, suppose two parallel planar zones are 
separated by a distance of s±d and that they have thicknesses t, 
and t2 (figure 5.11.4). Then the distance between surfaces 
contained in the zones measured at single points varies between 
s-d and s+d+ti+t2. 
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s+d s+d+t+t2 
i.. 
The variation in distance between two surface points 
contained in two zones whose separation is variable. 
Figure 5.11.4 
The real feature may be contained in more than one tolerance 
zone. Each zone implies different constraints on the position of 
the real feature. The total constraints on the position of the 
feature is a combination of these constraints. 
5.12. CONCLUSION 
This chapter has shown how a geometrically toleranced part 
can be represented in a computer. The geometry of relationships 
between tolerance zones and datums has been analysed. Parts with 
unknown and variable shape are represented by datums and tolerance 
zones both of which are ideal geometric objects. A zone-datum 
network is produced with arcs representing constraints between 
zones and datums. The representation allows each feature of the 
part to have tolerances of form, size, orientation, absolute 
position and MMC-position as defined by Requicha. 
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An understanding has been developed of the geometry of 
relationships between tolerance zones and datums. Two of the most 
difficult problems were deciding (1) how a datum is located 
relative to a tolerance zone of its associated feature and (2) how 
zones of the same feature are located relative to one another. 
The possibility of some features being composite made these 
problems more difficult. 
The derivation of constraints between zones and datums is 
made by two types of technique both of which would be 
straightforward to implement. Firstly, the possible sets of 
constraints for a given type of relationship could be stored in a 
catalogue. In the relationships between datums in a datum-system 
and between a datum and a zone located with respect to it there 
are only a small number of possible situations and so they can be 
catalogued easily. 
Secondly, sane constraints are derived using signed 
distances. A catalogue could be available of signed distance 
expressions for different shapes of feature. In most cases signed 
distance expressions only have to be known for simple features. 
Constraints on relationships involving composite features can 
usually be evaluated using signed distance expressions for their 
component simple features. 
Derivation of constraints using signed distances as described 
in this chapter does not always produce constraints that are 
realistic. However, the constraints are useful because they 
provide a bound on the set of positions of the items which are 
being constrained. It is not obvious how to obtain techniques 
that provide stronger, more realistic constraints that can be 
applied to any type of feature. 
The network of zones and datums can be analysed to answer 
questions about the extreme relative position of features. The 
representation of a part is similar to the representation of an 
assembly of perfectly formed parts described in chapter 3. 
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Chapter 6: ASSEMBLIES OF TOLERANCED PARTS 
Introduction 
Given an assembly of toleranced parts there are many 
interesting questions that are useful to answer. For example it 
is important to know whether the parts of an assembly will fit 
together no matter what instances of the parts are chosen for 
assembly. Other questions involve the maximum or minimum slop or 
maximum displacement attainable by a part. In general there are 
many ways that the shapes of parts can vary and it is not easy to 
find the worst case over all variations. 
Use is made of concepts from previous chapters: assemblies of 
parts from chapter 3 and toleranced parts from chapters 4 and 5. 
As a result, there are two types of variation. Firstly there is 
variation in positions of parts (dealt with in chapter 3). The 
variables which represent this variation are called sloppy 
variables. They are the DOF-variables introduced in chapter 3 and 
are denoted by a capital A prefix. 
Secondly, there is variation in the shape of parts (dealt 
with in chapters 4 and 5). This is represented by rigid variables 
which describe the positions and sizes of the zones and datums 
that make up the part. They are called rigid variables because 
they describe possible variations between instances of a rigid 
structure. Rigid DOF-variables are denoted by a small S prefix. 
Variation represented by sloppy variables occurs within each 
instance of the assembly produced whereas variation represented by 
rigid variables occurs between different assembly instances. (An 
assembly instance is created by choosing an instance of each of 
the parts and assembling them.) The shape of each part is 
constant in a single instance but is variable if many instances 
Page 187 
Asssblies of Toleranced Parts 
are considered. Each part in an assembly instance has a set of 
possible positions and this set is different in different 
instances of the assembly. It follows that a set of sets of 
positions can be associated with each part. 
Constraints are represented by a set of inequalities 
involving both types of variable. Usually, it is possible to 
divide the inequalities into two categories, 
inequalities involving sloppy variables and rigid 
variables and 
inequalities involving only rigid variables. 
Each solution to the latter inequalities represents a possible 
assembly instance. For each of these solutions the former 
inequalities have a different solution set over the sloppy 
variables. A solution of the former inequalities represents a set 
of configurations of the assembly. Thus the complete set of 
inequalities represents a set of sets of configurations of the 
assembly. 
A simple graph may be drawn, as shown in figure 6.0.1, with 
axes to represent sloppy and rigid variables. Since the graph is 
two-dimensional only one sloppy variable and one rigid variable 
can be included. Inequalities containing only the rigid variable 
have a solution set represented by a horizontal band on the graph. 
The solution to inequalities which include both types of variable 
is a region bounded by curved lines. 
Certain assumptions, listed below, have been made about parts 
and assemblies of parts. These assumptions were specified in the 
introduction to chapter 3. 
All parts are rigid. 
Parts are not glued or bolted to one another in any way. 
The nominal position of each part is known. 
The parts deviate only by short distances from their 
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The representation of the solution to inequalities over 
rigid and sloppy variables as a graph. The horizontal 
lines bound a region representing the solution to 
inequalities involving only rigid variables. The curved 
lines bound a region representing the solution to 
inequalities with both rigid and sloppy variables. 
Figure 6.0.1 
nominal positions. 
The parts are not subject to gravity or any other force 
and therefore their positions are constrained only by 
their contacts with other parts. 
There is a set of potential contacts between pairs of 
features which allow the features to be in contact or to 
separated by a small amount. Each potential contact 
acts between regions of two features and due to the 
small uncertainty assumption the size and shape of such 
regions are known to a good approximation. 
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An additional assumption made about assemblies of toleranced 
parts is that during the process of assembly the parts are 
selected randomly. This means that the shape of a part is 
completely independent of all other parts. Therefore, two parts 
at opposite extremes of their tolerance range might end up in the 
same assembly. For example a peg with maximum possible diameter 
might be inserted into a hole with minimum possible diameter or 
vice versa. The tolerance specification must be strict enough for 
these extremes to be functional. (An alternative method of 
assembly would be to choose parts with the goal of attaining as 
good a fit as possible. Although this would allow better fits 
between parts to be obtained it is not much used in practice. 
Hence, this type of assembly has not been dealt with in this 
thesis.) 
Introduction to the Zone-Datum Network of an Assembly 
An assembly of parts is to be represented as a large network 
of zones and datums. Each part creates its own network of zones 
and datums. These networks are linked by relationships between 
zones whose associated real features have a potential contact 
between them. Section 1 of this chapter formalises these 
relationships. 
Representing assemblies of parts in this way means that they 
can be analysed in the same way as single parts. Analysis of the 
network proceeds in a similar way to that described in the last 
chapter. The constraints that result can be used to answer 
questions about the assembly. 
A simple assembly is shown in figure 6.0.2 along with its 
zone-datum network. Both pegs of the upper part have a position 
tolerance with respect to datum A and both holes of the lower part 
have a position tolerance with respect to datum B. On top of this, 
each peg and hole has a size tolerance. Each peg is potentially 
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A simple assembly and its zone-datum network. Dashed 
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The zone datum network of the above assembly if the two 
pegs of the upper part were toleranced as a single 
composite feature. 
Figure 6.0.3 
in contact with one of the holes. For simplicity, contact between 
the horizontal plane surfaces is ignored. 
The zone-datum network of the assembly is shown with solid 
lines to represent relationships between zones and datums of the 
same part and dashed lines to represent relationships between 
zones of different parts (the ones of interest here). Note that, 
for each potential contact, there are two of these relationships, 
one between the position tolerance zones and one between the size 
tolerance zones. 
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Composite features can be incorporated into this 
representation. Suppose that the two pegs on the upper part are 
defined as a composite feature to which a position tolerance and a 
size tolerance are applied but that the holes of the lower part 
are separate simple features. The feature allocation of the two 
parts are now incompatible: the composite feature makes a 
potential contact with each of the simple features. Using 
representation 3 of composite features (figure 5.10.2(iii), 
section 5.10) the situation can be represented by the network in 
figure 6.0.3. The nodes, of the upper part correspond to subzones 
of the individual pegs and are linked by relationships which 
indicate that they have fixed positions relative to one another. 
6.1. CONSTRAINTS FROM CONTACTS 
When two zones contain real features that are potentially in 
contact their positions are constrained. This section formalises 
such constraints and shows how they can be represented. Account 
has to be taken of the fact that there is an infinite number of 
different surfaces that can be contained in the zones and that 
each possible pair of surfaces constrains the zones in a different 
way. 
An Example 
To start with a simplified example will be given. After that 
a more formal analysis of the derivation of the constraints 
between zones containing features potentially in contact will be 
given. The example will aid visualisation of the problem. 
Consider two planar features potentially in contact. Their 
tolerance zones (figure 6.1.1(i)) are defined as 
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0(m,;H;) - 0(11;H,') and O(m2;Hz) - 0(12;H2) 
where H; and HZ are copies of the extended features of the two 
features. Offsets m, and m2 are usually positive and 11 and 12 
are usually negative. Coordinate systems are located in the zones 
in the standard way (section 3.1 under "Features") except that for 
convenience the two coordinate systems are given the same 
orientations. The goal is to find constraints on the relative 
positions of the zones. 
For simplicity, in this example, only one degree of freedom 
Ax is considered and is measured in the direction normal to the 
surfaces of the zones. Ax is zero when the origins of the 
coordinate systems are coincident. 
Another simplification is that the real feature is assumed to 
be a perfect plane parallel with the nominal feature but with 
variable position in the x-direction. 
For any such surfaces, (see figure 6.1.1M), there is some 
number c such that 
Ax = c 
when the features are in contact. Hence a potential contact 
constrains Ax by an inequality of the form 
Ax = c. 
Figures 6.1 .1 (ii) and (iii) show cases where the real features are 
coincident wi th the boundaries of the zones. From these 
situations, extreme values of c can be predicted by considering 
the value of Ax when the surfaces are in contact. Simple analysis 
of the geometry in figures (ii) and (iii) shows that the following 
hold, 
m1+m2 ; c and c IZ 11+12. 
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Two zones of planar features containing real features 
which are potentially in contact. (i) Real features are 
at arbitrary positions. (ii) and (iii) Real features 
are at extreme positions. 
Figure 6.1.1 
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Hence, c is bounded above by m,+m2 and below by 11+12. The 
complete set of constraints between the two zones can be written, 
AX a c, m1+m2 a c a 11+12. C1 
Note that c is like a rigid variable since it has a fixed 
value in each instance of the assembly whereas Ax is variable in 
each instance. For each value of c there is a different range of 
Ax. However, it will be shown below that, in general, c must be 
replaced by a function of sloppy variables and then must be 
treated as a different type of entity. 
The General Case 
The above example was restricted in that only one degree of 
freedom was involved. In general, all degrees of freedom are 
constrained and interact so that the inequalities describing the 
constraints between the zones must involve all degrees of freedom. 
The constraints between two zones containing surfaces in contact 
have a form similar to constraints C1 but with two 
generalisations. Firstly, Ax is replaced by an expression 
involving many DOF-variables. 
Secondly, c is replaced by a function with sloppy DOF- 
variables as arguments. This function reflects the effect of the 
uneven surfaces of the features. Figure 6.1.2 shows that when 
rotations and all translations are allowed then the lower bound of 
Ax is dependent on these degrees of freedom. This is because the 
point of contact is not uniquely determined. The function 
expresses Ax in terms of other sloppy variables. Although the 
function can never be known precisely due to the potentially 
complex shape of the surfaces it satisfies properties that make it 
easy to handle. 
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Two real features in contact. Translation in the y- 
direction and rotation both affect the x-component of 
the positions of the features when they are in contact 
due to the uneven surfaces. 
Figure 6.1.2 
Unfortunately it is not convenient in general to express the 
function which replaces c in terms of standard degrees of freedom. 
Therefore a set of more convenient non-standard degrees of freedom 
is introduced. 
The main requirement of the new degrees of freedom is that 
there is a variable which always increases as contact between the 
surfaces is broken. The new degrees of freedom are denoted pu, 
AX, and AX,. (There are only three new degrees of freedom because 
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the standard rotational degrees of freedom, oe, e$ and Dj, are to 
be used as well.) The new degrees of freedom are translations but 
need not be orthogonal. They can be expressed in terms of 
standard DOF-variables (Ax.... pip) but the relationship between the 
two sets of variables depends on the type of features (planar, 
cylindrical etc.) that we are dealing with. 
The new DOF-variables are chosen as follows. First, pu must 
have the property that if the nominal features are in contact then 
increasing Du moves the parts in the direction of the normal of 
the surfaces taken at the point of contact. Thus increasing pu 
breaks the contact. Next, AX, and Dal are chosen so that Du, AX, 
and pat can be used to uniquely specify any position ignoring 
rotation. ou, Da, and pat should be expressed using standard 
translational DOF-variables and not rotational DOF-variables. 
Three examples of contacting features and their associated 
non-standard DOF-variables are given here. Firstly, in the case 
of planar features with their x-axes pointing out of the planes All 
is simply equivalent to Ax. This is because the planes can be 
separated by increasing Ax. Then, so that pu, pa, and pat are a 
complete set of translational degrees of freedom, pa, and Dal are 
chosen to be equivalent to Ay and Oz. 
Secondly, consider the case of a cylindrical peg in a 
cylindrical hole with x-axes pointing along their axes. Du is 
- Dye+_ z2. The minus sign in front of the square root is necessary 
so that pu increases as the surfaces are separated. pa, and pat 
can be chosen as, sign(Dy)tan-1(ey/ez) and Ax. 
Thirdly, contact between a tab in a slot with x-axes normal 
to their faces is broken by motion in one of two directions 
depending on which faces of the tab and slot are in contact. All 
chosen as -JOxj has the correct property. However, since for each 
value of Du there are two values of Ox there is no easy way to 
choose pa, and pat so that any position can be defined uniquely. 
It is necessary to introduce a new parameter, DA3, which has value 
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1 when ex is positive or zero and value -1 when ex is negative. 
cal and eA2 can be chosen as Ay and ez. 
In the discussions in this chapter the possible existence of 
eA3 will usually be ignored because it is straightforward to 
introduce eA3 where necessary. 
Now that these degrees of freedom have been defined they will 
be used to explain the constraints on the positions of two zones 
containing features in contact. Define A to be the vector of five 
DOF -vari abl es , 
Then, for any pair of features in contact it is possible to find 
some function, c, such that 
eu=c(7). C2 
This function corresponds to the variable c in the example given 
earlier. In that example c was the value of ex at contact. In 
general, however, there is no unique value of ex at contact 
because it is dependent on the value of other degrees of freedom. 
In the example there was a different value of variable c for each 
possible pair of surfaces and, correspondingly, there is a 
different function c for each possible pair of surfaces. In 
general, such functions will be called c-functions. Since the 
exact shape of real features is unknown the exact behaviour of a 
c-function is also unknown. 
Since ey, increases as the features are separated it follows 
that the potential contact is described by the constraint, 
euzc(1) C3 
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In the case of a tab in a slot Du--IexJ and there are two 
pairs of contacting surfaces. Since there are two values of AA,, 
C3, in this case, actually represents two inequalities, 
It will now be shown that there are constraints on c- 
functions with a form similar to the constraints on the variable 
c in the earlier example. 
For a given feature there is a class of possible surfaces 
satisfying its tolerance specification. Each pair of possible 
surfaces in contact gives rise to a different function, c. Hence 
there is a class of possible c-functions. The derivation of 
constraints on c-functions requires consideration of two typical 
tolerance zones containing features in contact. First, some 
notation is introduced. 
Let F1 and F2 be nominal features with extended features H 
and H2. Let Z1 and Z2 be two zones defined by 
Z1 = 0(m1;H,) - 0(11;H,) and Z2 = O(m2;H2 ) - 0(12;H2 ), 
1 
where Hi and H; are copies of H1 and H2. The features have 
extent-solids E1 and E2. 
The solid of minimum material of a zone is defined as the 
material region of the zone intersected with the extent solid of 
the feature. It represents a region from which material cannot be 
removed (in the vicinity of the significant portion of the zone) 
without generating a surface which violates the tolerance 
specification. 
Conversely, the solid of maximum material of a zone is equal 
to the complement of the air region of the zone intersected with 
the feature's extent solid. It represents a solid to which 
material cannot be added without violating the tolerance 
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specification (in the vicinity of the significant portion of the 
zone at least). M11 M2, L, and L2 are illustrated for a planar 
feature in figure 6.1.3 and can be expressed as, 
Mi = O(mi;Hi) n Ei and Li O(li;Hi) n Ei, (i=1,2). 
Also define solids, N, and N2, shown in figure 6.1.3, part of 
whose surfaces are coincident with the extended features and which 
are intermediate between the maximum and minimum material solids. 
These parts of their surfaces are congruent with the nominal 
feature. 
N. = Hi n Ei, (i=1,2). 
The constraints on the positions of the zones can be written 
in terms of signed distances (cf. the relationships involving 
inequalities in section 5.9.3 and 5.9.4). It can be assumed that 
an expression for signed distance between N, and N2 is known (see 
appendix 1). The signed distance expression depends on the 
nominal overlap of the features. Suppose that the relative 
position of two zones is given by pu and A. Then, define 
sdist(pu,A,N,,N2) to be the signed distance between N, and N2 
when the position of the coordinate systems in the zones is given 
by pu and A. 
It is also possible to define signed distances between L, and 
L2 and between M, and M2, sdist(pu,A,L,,L2) and sdist(pu,A,M,,M2). 
Again Au and A are measured with respect to the coordinate systems 
in the zones. When rotations are small the three signed distance 
expressions are related by the following, as shown by examination 
of figure 6.1.4, 
sdist(Au,A,L,,L2)+1,+12 
= sdist(pu,A,N N2) _ 
sdist(pu,A,M1,M2)+m,+m2, 
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(I) 
NO 
(i) Maximum material solids. 
(ii) Minimum material solids. 
(iii) Intermediate solids part of whose surfaces are 
coincident with H, and H. 
Figure 6.1.3 
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where m 11 
9 
m2 and 12 are the offsets used in the definition of 
the zones. 
Closest points of: 
LI&L2 1N,&N2M&M 
The signed distances between minimum and between maximum 
material solids and between N, and N2 are linked by a 
simple relationship given in the text. 
Figure 6.1.4 
Note that these sdist expressions increase with increasing AV 
(though they are not equivalent to Du since they include 
dependence on other degrees of freedom.) Therefore, from C3 it is 
possible to write the following constraint: 
sdist(pu,A,N,,N2) ; sdist(c(A),A,N,,N2). C4 
Its right hand side is the signed distance between N, and N2 when 
the features are in contact. Its left hand side is the signed 
distance when they are not in contact. It has an advantage over 
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C3 in that constraints on the expression on its right hand side 
can be determined easily. These constraints will be derived in 
the following paragraphs. 
The positions of two zones are constrained by the fact that 
regions containing material do not intersect. Therefore, when the 
real features are in contact it can be guaranteed that the minimum 
material regions do not intersect since these are guaranteed to be 
totally material. Regions containing air, however, do intersect. 
During contact of the real features the following two conditions 
hold (see figure 6.1.5). They were also true in the above example. 
o Contact Condition 1: Regions containing only material do 
not intersect. Therefore the minimum material solids do 
not intersect. L, n L2 = 0- 
o Contact Condition 2: Regions containing partly air and 
partly material do intersect. Therefore the maximum 
material solids do intersect. M, n M2 : 0. 
These conditions only apply strictly to the interiors of the 
regions involved. So the interiors of L, and L2 do not intersect 
but the interiors of M, and M2 do intersect. However, it is 
sometimes convenient and causes no problems to assume that the 
conditions extend to the boundaries of these regions. 
The two contact conditions are converted to an algebraic form 
using signed distances. The first condition implies that the 
signed distance between L, and L2 is greater than or equal to 
zero. Since contact of the real features is occurring Au is equal 
to c(A) giving, 
sdist(c(A),A,L,,L2) = 0. C5 
The second condition implies that the signed distance between M, 
and M2 is less than or equal to zero and again this occurs at 
contact, 
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The "Contact Conditions" imply that the hashed regions 
(definitely containing material) do not intersect and 
that the regions containing question marks (possibly 
containing material) do intersect. 
Figure 6.1.5 
sdist(c(A),A,M,,M2) 5 0. C6 
The above two inequalities may be expressed in terms of signed 
distances between N, and Nz as follows: 
m,+m2 = sdist(c(A),A,N,,N2) ? 1,+1z. C7 
The result is a numeric upper and lower bound for the right hand 
side of C4. 
Together with C4 this gives the complete set of constraints 
on Du and A as, 
sdist(Du,A,L,,L2) ; sdist(c(A),A,N,,N2) and 
m,+m2 ; sdist(c(A),A,N,,N2) : 1,+12. 
C8 
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The usefulness of these constraints needs some explanation. 
Firstly, though, compare them with C1 which concluded the example. 
On the left hand side of the first inequality is an expression 
involving DOF-variables. On its right hand side is an expression 
involving function c (in place of rigid variable c in the example) 
which is bounded above and below by sums of the tolerance zone 
offsets in the second inequality. 
A more useful form of C8 may be obtained as follows. Make 
the replacement 
C(A) = sdist(c(A),A,N,,N2). 
The only important property of C(A) will be its upper and lower 
bounds given by the second inequality of C8 and so it will never 
need expansion into more tractable concepts: C W can be treated 
as a single symbol. 
The properties of C(A) are illustrated by the graph in figure 
6.1.6. The horizontal axis of the graph represents a component of 
A and the vertical axis represents C(A). Note that, this graph 
should not be compared to the one in figure 6.0.1 since their 
vertical axes refer to different concepts: C(A) is not a "rigid 
quantity" in that it is variable in any instance of the assembly. 
Each curve on this graph would arise from a different instance of 
the contacting surfaces. 
The constraints from a relationship between zones containing 
features in contact can now be written, 
sdist(Au,A,N,,N2) = C(A) and 
m,+m2 ; C(A) : 1,+12. 
C9 
The first inequality contains a signed distance expression in 
terms of Ap and A. However, it can be replaced by a signed 
distance expression involving standard DOF-variables by making 
suitable substitutions. An example of this will be given shortly. 
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The properties of C(A). Five different C(A) are shown - 
each corresponds to a different instance of the surfaces 
involved. 
Figure 6.1.6 
These constraints can be derived computationally. To 
appreciate this consider the following three points. 
Firstly, the signed distance expression can be derived using 
the same methods that were used to evaluate signed distances in 
sections 5.9.3 and 5.9.4. Assume that the features in contact 
have the same nominal shape (planar, cylindrical etc.). An 
algorithm for evaluating signed distances is given in appendix 1 
and is the same as that used for evaluating signed distances in 
chapter 5. The only difference is that in chapter 5 the nominal 
extent of a single feature was used but here the extent of the 
nominal overlap of two features must be used. 
Secondly, the values m,, m2, 1, and 12 are all obtained 
directly from the tolerance parameters of the features involved. 
Thirdly, C(A) can usually be treated as though it were a 
variable. The fact that it depends on A is irrelevant in most 
situations. 
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Example 
An example will be given to illustrate how constraints are 
derived in practice in the case of a cylindrical shaft in a 
cylindrical hole. The hole is subject to a tolerance of 
unspecified type whose zone is defined as the set difference of 
two offset-solids with offsets, m, and 1,. The tolerance zone of 
the peg is defined similarly but its tolerance zone has offsets, 
m2 and 1 2 . The type of the tolerance has been left open since it 
does not affect the form of constraints obtained. The nominal 
radii of the hole and peg are R and r respectively. 
Suitable parameters pu, pal, pat for a cylindrical peg in a 
hole were given previously as 
ou a - oy2+Az2 
AA, = sign(Ay)tan-1(AY/oz), AA2=Ax. 
Let C be a function such that 
ml+m2 = C(A) a 1,+12. 
where Then, pu and A are constrained by a 
set of constraints of the form C9. 
The signed distance in terms of standard degrees of freedom 
between the nominal peg and hole (with radii R and r) overlapping 
by an amount E is 
(oy+(E/2)Ai,)2 + (Az+(E/2)hq)2 + R-r. 
This can be substituted for sdist(Au,A,N,,N2) in C9 to yield, 
(AY+(E/2)Ai,)2 + (Az+(E/2)Aq)2 + R-r : C(A) 
C10 
m,+m2 = C(A) -Z 1,+12. 
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To show how results can be obtained from these constraints make 
the simplification that Az-A*.A -0. Then the first of the above 
two inequalities becomes, 
(DYI + R-r a C(A) 
which implies, 
-C(A) + R-r 2 AY = C(A) - (R-r). 
C(A) can be substituted by any value in the range indicated by the 
second inequality in C10 (or by any function of DOF-variables 
which stays within this range). As a result, the maximum and 
minimum ranges for Ay are found to be, 
-m,-m2 + R-r : Ay = m1+m2 - (R-r) 
and 
-1,-12 + R-r 2 Ay = 11+1 2 - (R-r). 
Note that for the peg to fit in the hole the upper bound of the 
minimum range must be greater than the associated lower bound. 
Therefore, 
-1,-12 + R-r - 1 +12 - (R-r) 
which implies 
R-r : 1,+12. 
Features with more than One Tolerance Type 
The example given at the beginning of section 6.1 will be 
extended to demonstrate what happens when both features have a 
size tolerance and a position tolerance applied to them. The main 
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purpose of this example is to illustrate a problem which arises 
when there are two relationships associated with the same 
potential contact. The situation is shown in figure 6.1.7(1). 
Again, only one degree of freedom is being considered so the zones 
are assumed to remain parallel. The two zones of each feature 
must intersect since the real feature lies in both of them. The 
network of relationships is shown in figure 6.1.7(11) and the 
relationships have been numbered 1 to 4. DOE-variables will be 
subscripted with the number of the relationship with which they 
are associated. 
Relationships 1 and 2 represent the potential contact of the 
features. Suppose that the zones in relationship 1 have pairs of 
offsets m1,1, and m2,12 and that the zones of relationship 2 have 
pairs of offsets m3,13 and m,,,l,,. Then the constraints in these 
relationships have the same form as Cl: 
Relationship 1: px, a c m,+m2 : c, = 11+12, 
Relationship 2: Ax2 ? c2, m3+my ' c2 a 13+1a. 
where the variables c, and c2 are equivalent to the variable c in 
the first example of this section. They represent the nominal 
position of the zones when the real features they contain are in 
contact. Thus, the values of c, and c2 depend on where the real 
features lie inside the zones. 
An important point is that there is a constraint between c1 
and c2. This is because c1 and c2 both depend on the same pair of 
real features: although relationships 1 and 2 involve different 
zones they involve the same real features. It will be shown how 
this dependence can be expressed. 
Constraints in relationships 3 and 4 arise from the fact that 
there must be room in the intersection of the zones for a real 
feature and can be expressed as, 
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Relationship 3: max(m1-1 m3-1,) 2 dx, a min(-m,+l,,-m,+1,) 
Relationship 4: max(m2-l4,m4-12) 
'a 6X4 a min(-m2 +1 41-M4 +1 2) 
When the real features are in contact then, 
Ax, = c, , Ax2 = c2. 
Ax, and px2 represent the relative positions of the real features 
measured with respect to coordinate systems attached to different 
zones. These coordinate systems are constrained relative to one 
another by relationships 3 and 4. The DOF-variables In these 
relationships are the displacements between the coordinate 
systems. Therefore, 
Ax, + ax4 _ Ax2 + 8x3. 
Another way to understand this equality is to notice that the path 
through the network in figure 6.1.7(ii) consisting of 
relationships 1 and 4 and the path consisting of relationships 2 
and 3 start and end with the same nodes. The sum of the DOF- 
variables on each path represents the relative position of the 
start and end nodes and therefore the sums must be identical. 
The next step is to suppose that the real features are in 
contact. Then Ax, and Axe can be substituted by c, and c2 
respectively to obtain, 
c, + 6x,, c2 + 8x,. C11 
This constraint can be used to express the fact that it is the 
same real surfaces that give rise to the constraints in 
relationships 1 and 2. It is not attached to any relationship but 
links the variables c, and c2 occurring in relationships 1 and 2. 
Another example will be given of features in contact subject 
to more than one tolerance. Consider a tab in a slot each with a 
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Size tolerance zones 
I I I I 
1, l3 m3 m, 
I 1 II 
m 2 m4 1413 
1 
Position tolerance zones 
(i) 
1 
(i) A potential contact between two features each 
contained in two zones. 
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position tolerance and a size tolerance and with zone-datum 
network as figure 6.1.7(11). DOF-variables Ax, and Axe are now 
bounded above and below by "c-variables" c,, c;, c2 and ci: 
C; Z Ax, Z c, , c; Z Axe Z c2. 
There is a constraint relating c, and c; to c2 and cz: 
c;-c, = c2-c2. C12 
This is because Ax, and Axe represent displacements between the 
same real features and so the size of the range of Ax, must be the 
same as the size of the range of Axe. 
This discussion will now be extended to the more general case 
where there is more than one degree of freedom. We now have c- 
functions instead of variables. Constraints between c-functions 
associated with the same potential contact will be derived. 
Suppose two such relationships have the following constraints in 
the form of C9: 
s,(x,) Z C,(A,), 
a, Z C,(1,) Z b, 
and 
62(x2) Z C2(A2), 
a2 Z C2(As) Z b2 
where s,(x,) and s2(x2) are functions of vectors of standard DOF- 
variables equivalent to the "sdist(Au,1,N,,N2)" of C9 and a,, a2, 
b, and b2 are constants. 
Also suppose that the vectors of DOF-variables of the 
relationships between zones belonging to the same feature are x3 
and x,,. Then, a generalised form of C11 is 
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C1(A1) + 21 = C2(A2) + 23. 
Now consider a three-dimensional tab in a three-dimensional 
slot. There is a constraint with a form similar to C12. Let 
a=(AA11AA211,ee,e0,A*) and Then the 
constraint is 
C1(1) - C1(1) = c2(12) - C2(A2). 
In effect this says that the slop is the same whether it is 
measured relative to the coordinate systems of one pair of zones 
or relative to the coordinate systems of the other pair of zones. 
-----00000----- 
This section has discussed the geometry of contacts between 
toleranced features. It has been shown how a contact between two 
features contained in given tolerance zones can be expressed in an 
algebraic form. The resulting constraints are attached to the 
relevant relationship between tolerance zones. c-functions were 
introduced to represent the unpredictable irregularities of the 
surfaces in contact. In the final subsection it was shown that 
different c-functions associated with the same potential contact 
have a constraint between them. 
6.2. FORMALISING THE PROBLEM 
The constraints obtained in the last section contain c- 
functions and variables corresponding to sloppy and rigid 
variations. It is important to understand the semantics of these 
to see how results can be obtained from the constraints. They do 
not correspond directly with variations in the real world but 
rather with variations in zone-datum structures. 
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For this reason, it is helpful to extend the concepts of 
variational classes and zone-datum structures (ZDS), introduced in 
section 5.4, to a form convenient for assemblies. A ZDS of a part 
corresponds to a possible configuration of the zones and datums of 
the part and can be thought of as a rigid structure. For each ZDS 
of a part there is a corresponding subset of the variational class 
of the part whose members are instances of the part with surfaces 
fitting inside the zones of the ZDS. 
The variational class of an assembly is defined as the 
cartesian cross-product of the variational classes of the 
individual parts. The members of this variational class are 
called instances of the assembly and are n-tuples (where n is the 
number of parts) each component of which is an instance of one of 
the parts. 
Similarly, the set of ZDS's of an assembly is defined as the 
cartesian cross-product of the sets of ZDS's of the individual 
parts. Its members are n-tuples, each component of which is a ZDS 
of one of the parts, and are called ZDS's of the assembly. 
The mapping a, also introduced in 5.4, between ZDS's and 
subsets of the variational class, can also be extended to deal 
with assemblies in the obvious way. If I is the ZDS of an 
assembly then a(I) is the subset of the variational class of the 
assembly whose surfaces are contained in the zones of I. 
The symbols used for ZDS's and variational classes of 
assemblies and instances of these will be the same as the symbols 
for individual parts except that bold type will be used. 
Figure 6.2.1 summarises these concepts. On the left is a 
region representing the set of ZDS's of an assembly. Each point 
in it is associated with a point from each of the ZDS sets of each 
of the individual parts. A point in one of these regions 
represents a rigid structure of zones. These points map onto the 
set of subsets of the variational class of each part. Finally the 
members of these sets are shown connected to regions in the 
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variational classes all of which are contained in the set of 
subsets of R3. 
Set of zone- Sets of zone- Sets of varia- Set of all 
datum struct- datum struct- tional classes subsets of R3. 
ures of an ures of indiv- of individual Contains sets 
assembly. idual parts. parts. of subsets of R3 
corresponding to 
the variational 
classes of the 
parts . 
Figure 6.2.1 
So far the concepts in this section have treated an assembly 
as a collection of parts without saying anything about the 
positions of the parts in the assembly. Now, the configuration of 
an instance of an assembly and of a ZDS of an assembly will be 
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defined . 
Formally, the configuration of an assembly can be defined as 
an n-tuple each component of which is a vector describing the 
position of one of the parts. Let c be an assembly configuration 
and let C be the space of all configurations. Not all members of 
C are attainable by an assembly instance since the positions of 
the parts are constrained by the contacts that occur between them. 
That is, the parts cannot interfere. 
Similarly the configuration of a ZDS of an assembly can be 
defined. The position of a ZDS of a part is measured with respect 
to some coordinate system chosen in it. The configuration of a 
ZDS of an assembly is defined as the n-tuple of positions of the 
individual ZDS's. 
A mapping (figure 6.2.2) exists between the variational class 
of the assembly V and the set of subsets of configurations of the 
assembly. Let i be a member of the variational class V and define 
Y(i) to be the subset of C consisting of configurations for which 
the parts in i do not interfere. The notation I(S), where S is a 





The mapping between the variational class of an assembly 
V and the set of assembly configurations. 
Figure 6.2.2 
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Given a ZDS I there is a set of subsets of C, Y(a(I)), 
associated with it. Each member of Y(a(I)) is a subset of C which 
can arise from an assembly instance whose surface is contained in 
the zones of I. 
The set of sets of conf igurations that can occur with 
assembly instances satisfying the tolerance specification is the 
union of all sets of sets of configurations associated with all 
ZDS's. It is given by, 
U Y(o(I)) 
IEZ 
where Z is the set of all ZDS's. 
It is often useful to deal with the relative positions of two 
parts or of two features rather than with the configuration of the 
entire assembly. Although the relative position of a pair of 
imperfect features is, of course, impossible to define the 
relative position of two zones that contain the features is easily 
defined. Given a configuration of a ZDS the relative position of 
two chosen zones can be isolated. Since there is a set of 
possible sets of configurations of the ZDS's it follows that there 
is a set of possible sets of positions of any pair of zones. 
In conclusion, the variational class and ZDS of an assembly 
can be defined. It is possible to define the configuration of a 
ZDS of an assembly. There is a set of possible sets of 
configurations which can be taken by a ZDS of an assembly. 
Correspondingly, there is a set of possible sets of relative 
positions of any pair of zones in any ZDS of an assembly. 
The Interpretation of Variables and c-f unction 
in Terms of Zone-Datum Structures 
Now that zone-datum structures of assemblies have been 
formalised the semantics of rigid and sloppy variables and c- 
functions can be given. 
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o Sloppy DOF-variables parameterise the configurations of 
a ZDS of the assembly. For a given ZDS (with fixed 
positions for the zones and datums of each part) there 
is a range of values that can be taken by the sloppy 
variables corresponding to the possible configurations 
of the ZDS. 
o Rigid variables represent the variations that can occur 
between different ZDS's. A given ZDS has fixed values 
of the rigid variables. Constraints on the rigid 
variables define the set of all possible ZDS's. 
o The variability of c-functions represents the variations 
in the shape of a part that can occur within a ZDS. 
6.3. CONSTRAINTS IMPLIED BY PATHS IN THE NETWORK 
The introduction of this chapter explained how an assembly of 
toleranced parts can be represented as a network of zones and 
datums. Section 6.1 explained how constraints can be associated 
with the relationships of this network representing potential 
contacts. This section and the next describe how the constraints 
can be combined and how results can be obtained from the 
constraints. 
The techniques used are similar to those described in 
chapters 3 and 5 to analyse a network of constraints. There are 
three steps: 
1. All paths between two chosen nodes are found. 
2. The total constraints implied by each path are 
evaluated. 
3. The combined effect of all paths is found. 
The presence of both rigid and sloppy variables is an additional 
complication with toleranced assemblies. As a result the 
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constraints end up with a more complex form. 
The resulting constraints can be analysed using the SUPINF 
algorithm to determine useful information about the assembly. 
This is the subject of section 6.4. 
6.3.1. Finding Paths 
Suppose there are two features, possibly belonging to 
different parts, whose variation in relative position is to be 
evaluated. A node associated with each feature is chosen and the 
constraints are evaluated between these. 
The problem of finding all paths between two nodes was dealt 
with in chapters 3 and 5. In chapter 3 it was suggested that a 
breadth first search is preferable to a depth first search. 
Some of the paths yield redundant constraints and these paths 
can be ignored. As a result, the quantity of paths to be analysed 
can be substantially reduced. Two ways that paths may be 
redundant were the following. 
Firstly, from chapter 3, a path may yield constraints which, 
from a quick estimate, are obviously weaker than constraints 
implied by paths already investigated. 
Secondly, from chapter 5, some paths are found to be 
redundant by considering the order in which features are 
manufactured. The relative position of two features is 
independent of features produced after them. A path is said to be 
"causally redundant" if it cannot imply constraints for such a 
reason. Since each part in an assembly is considered to have been 
manufactured independently of all other parts it follows that 
causally redundant paths through an assembly can be detected by 
considering the portions of the path inside each individual part. 
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Part 1 
Part 2 
A path between nodes A and D is indicated by bold lines. 
However, rerouting the section of the path between B and 
C so that it stays within part 2 means that the 
constraints implied by this section are stronger. 
Therefore, the entire path as shown can be ignored. 
Figure 6.3.1 
There is another situation in which certain paths can be 
rejected: a path which enters and leaves the same part more than 
once does not imply useful constraints. This can be understood by 
considering the example of such a path shown in figure 6.3.1. This 
path can be divided into three sections A to B, B to C and C to D. 
The constraints implied on A and D by the path are the combination 
of the constraints in each section. If the constraints on any 
section can be strengthened by rerouting that section then the 
entire original path is redundant. 
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The section between B and C passes through part 3. However, 
since B and C both belong to the same part, the relative position 
of B and C is independent of part 3. Therefore, rerouting the 
section between B and C so that it stays in part 2 produces a path 
whose constraints are stronger than the original path. As a 
result, the original path as shown in figure 6.3.1 between A and D 
can be ignored. 
6.3.2. Evaluating Constraints Implied by Individual Paths 
Given two nodes associated with the features in the zone- 
datum network there is a set of sloppy DOF-variables that 
represent the relative positions of the nodes. Certain paths in 
the network between the two nodes contribute constraints on these 
variables. 
An assembly in which there are two "paths" between 
datums A and B. 
Figure 6.3.2 
An example is given here which shows how constraints could be 
derived for the relative position of the two datums in the 
assembly shown in figure 6.3.2. This is the same as the assembly 
presented in the introduction of this chapter except that the size 
tolerances have been omitted. A path is shown in figure 6.3.3 
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between nodes A and B representing the datums. The path goes via 
C representing one of the tabs and D representing one of the 
slots. Relationships (1) and (3) are rigid relationships and 
relationship (2) is a sloppy relationship. The constraints 
associated with each relationship in the x-direction are shown in 
the figure. Here capital letters J, K, L, ..., R represent 
constants which depend on the tolerance parameters. W and w are 
the widths of the slot and the tab respectively. 
Note that relationship (2) provides both an upper and a lower 
bound for Ax2 because the tab and slot bound motion in both 
directions. There is a parameter involved in the constraints 
which takes on a value ±1. In section 6.1 (p198) the occasional 
need for this parameter, denoted by AX3, was explained. The 
symbol A will continue to represent the vector of AX,, AX2 and the 
rotational DOF-variables. The c-function involved will be written 
in the format c(A,±1) with the second argument representing the 
value of AX3. 
(1) (2) (3) 
A--------------------C---------------------D---------------------B 
J S 6x, 5 K Ax2+(W -w)/2 2 c(A,1) Q 5 dx3 S R 
L 5 c(A,1) 5 M 
-Axe+(W-w)/2 2 c(A,-1) 
N 5 c(A,-1) 5 P 
The constraints associated with the path between datums 
A and D via tab and slot B and C in figure 6.3.2. 
Figure 6.3.3 
Introduce a DOF-variable Ax which represents the x-component 
of the relative position of A and B. Ax is equal to the sum of the 
x-components of the relative positions involved in each of the 
relationships (1), (2) and (3). Therefore, 
AX = dx, + AX2 + 6x3. 
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The upper and lower bounds of Ax in terms of rigid variables and 
c-functions are found by substituting the upper and lower bounds 
of px2 to get 
dx, 
dx, 
+ c(,1,1)-(W-w)/2 + 6x3 
SAxS 
+ c(A,-1)+(W-w)/2 + 6x3, 
Cl 
and the rigid variables and c-functions, 5x,, dx3, c(A,1) and 
c(A,-1) are constrained by individual relationships as indicated 
in figure 6.3.3. 
6.3.3. Combining Constraints from Multiple Paths 
Nodes A and B are also linked by a path which passes via 
nodes E and F representing the other tab and slot in figure 6.3.1. 
This path and the DOF-variables constrained by each relationship 
are shown in figure 6.3.4. The constraints associated with each 
relationship have not been included because their form is similar 
to those in figure 6.3.3. The equality 
Ax = 5x,, + Ax5 + dx6 
holds. Substitution of the upper and lower bounds of Ax5 creates 
expressions which are upper and lower bounds of Ax. Since these 
are the only two paths between A and B it follows that these 
constraints along with C1, provide the total constraints on A and 
B. Assuming that constraints from different paths are expressed in 
terms of the same coordinate system it is simply a matter of 
taking the union of the sets of inequalities obtained from each 
path. 
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dx4 Ax, dx6 
0--------------------0--------------------0--------------------0 
A E F B 
The path between datums A and B via tab and slot E and F 
in figure 6.3.2. 
Figure 6.3.4 
6.3.4. The General Form of Constraints 
The constraints resulting from the analysis of a path contain 
three types of item, sloppy variables, rigid variables and c- 
functions. 
o There are at most six sloppy variables and they 
represent the components of the relative position of the 
path's terminal nodes. 
o There are rigid DOF-variables originating from each 
rigid relationship in the path and other rigid variables 
representing the sizes of zones along the path. 
o There is a c-function originating from each sloppy 
relationship. 
The set of inequalities (and equalities which can be thought of as 
two opposing inequalities) can be split into three categories as 
follows. 
o Inequalities involving sloppy DOF-variables. These 
bound a sloppy DOF-variable above or below by an 
expression involving rigid variables and c-functions. 
o Inequalities arising from individual relationships 
bounding rigid variables and c-functions. 
o Equalities linking the c-functions associated with 
different relationships but the same potential contact. 
Some notation relating to the first of these categories is 
introduced. 
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A graph showing MIN(AD,p) and MAX(AD,p). The horizontal 
lines represent bounds on a rigid variable. To keep the 
graph two-dimensional it has been necessary to show only 
one rigid variable. 
Figure 6.3.5 
Notation: Let AD be a DOF-variable. Define MAX(AD,p) 
and MIN(AD,p) to be expressions which contains no sloppy 
variables and which bound AD above and below 
(respectively) and which are implied by a path denoted 
p. MAX(AD,p) is infinite if the path puts no upper bound 
on AD and MIN(AD,p) is negative infinite if the path 
puts no lower bound on AD. 
Hence for each path p there are six inequalities, for each of the 
six sloppy DOF-variables, of the form 
MIN(AD,p) S AD S MAX(AD,p). 
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If there are a total of n paths denoted by p,, p2, ..., pn between 
the two nodes then each sloppy variable AD is constrained by 
max( MIN(AD,P,) , .. . , MIN(tD,Pn) 
5 AD 5 
min( MAX(AD,P,) , . .. , MAX(tD,pn) ) 
The rigid variables and c-functions occurring in these 
inequalities are constrained by the inequalities in the second and 
third categories. 
At the beginning of this chapter a simple graph was given 
which aids visualisation of the solution to these inequalities. 
It is given again in figure 6.3.5 with the lines representing 
MAX(AD,p) and MIN(AD,p) indicated. 
6.4. OBTAINING RESULTS FROM THE CONSTRAINTS 
This section shows how useful results can be obtained from 
the constraints obtained in the last section. It is shown how 
extreme displacements of position or inclination of a part can be 
determined. It is also shown how extremes of slop can be 
determined. These results can be used to determine if a 
toleranced assembly can be guaranteed to satisfy its functionality 
requirements. For example, it is possible to determine if the 
parts will ever fail to fit together. 
6.4.1. Extreme Positions 
An extremal position of a part is the maximum or minimum 
attainable displacement of the part relative to some other part in 
a specified direction or rotation. Other parts are assumed to be 
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7/ 
A simple assembly. 
Figure 6.4.1 




free to move and to accommodate to let the displacement of the 
part increase as much as possible. It is as though a force were 
applied between two parts so that they move until they are blocked 
by contacts with other parts. 
Consider the assembly shown in figure 6.4.1. The spigot is 
held in the frame by the peg. Suppose we are interested in the 
angle that the base of the spigot takes relative to the base of 
the frame. 
The extreme inclination of the base of the spigot relative to 
the frame could be attained by applying a rotational force to the 
spigot whilst holding the frame stationary and leaving the peg 
free to move. The angle at which the spigot comes to rest will 
vary from one assembly instance to another: there is a range of 
possible values. 
Two questions that might be asked about the extremes of this 
angle are, 
o What is the maximum attainable angle over all instances 
of the assembly? 
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o What is the maximum angle that can be guaranteed to be 
attainable? 
These questions can be represented in a graphical form as 
shown in figure 6.4.2. The horizontal axis of the graph represents 
a sloppy DOF-variable associated with the inclination with which 
we are concerned. The vertical axis is a rigid variable. (This 
is a simplification, of course, since there are many rigid 
variables.) 
In graph (i) the maximum and minimum values of the angle 
(represented by DOF-variable AD in the graph) that could be 
attained over all instances of the assembly are indicated. In 
graphs (ii) and (iii) the minimum value of the upper bound of the 
angle and the maximum value of its lower bound are illustrated. 
In graph (ii) an angle in the range -1°to 1°can be guaranteed to 
be attainable but in (iii) an angle in this range cannot be 
guaranteed to be attainable. This is because there are allowed 
values of the rigid variable for which the range of AD does not 
intersect the range -1°to 1°. 
The above questions can be answered by finding an expression 
for the maximum and minimum values of the inclination in terms of 
rigid variables and c-functions. Then, the extreme values of 
these expressions can be evaluated. 
6.4.1.1. Evaluating Extreme Positions 
Let the two features whose extreme positions are to be 
evaluated be associated with nodes A and B. Let the set of 
inequalities derived from analysis of all paths between A and B be 
denoted by Is U Ir where Is contains all inequalities involving 
sloppy variables and Ir contains all inequalities not involving 
sloppy variables. Hence Ir includes all inequalities (and 
equalities) from categories 2 and 3 described at the end of 
section 6.3. 
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(i) The two points indicated are the minimum and maximum 
values of AD attainable in any assembly. 
(ii) and (iii) The maximum of MIN(AD) and the minimum of 
MAX(AD) are indicated. 
In (ii) AD can attain a value between -1°and 1° for any 
allowed value of the rigid variable. In (iii) there are 
allowed values of the rigid variable for which AD cannot 
enter the range -1° to 1° 
Figure 6.4.2 
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Notation: Let AD be the DOF-variable expressing a 
component of the relative position of A and B. Then 
MAX(AD) is defined to be the minimum of all of MAX(AD,p) 
(introduced in section 6.3.4, p226) for all paths p 
between A and B. Similarly, MIN(AD) is defined to be the 
maximum of all of MIN(AD,p) for all paths p between A 
and B. 
MIN(AD) and MAX(AD) are expressions in terms of rigid 
variables and c-functions which bound AD above and below. 
Evaluating these for particular values of the rigid variables and 
c-functions gives the extreme vlaues of AD in an instance of the 
assembly. 
MAX(AD) and MIN(AD) are represented by the curved lines in 
the graphs in figure 6.4.2. 
MAX(AD) and MIN(AD) can also be expressed in terms of SUP and 
INF taken over inequalities Is. Let R be the set of rigid 
variables and C be the set of c-functions. Then, 
MIN(AD) = INF(AD, Is, R U C), 
MAX(AD) = SUP(AD, Is, R U C). 
The extreme points indicated in figure 6.4.2 can be evaluated 
by taking the SUP and INF of MIN(AD) and MAX(AD) over constraints 
Ir. The points indicated in figure 6.4.2(1) are 
SUP( MAX(AD), Ir, {} ) and INF( MIN(AD), Ir, {} . 
The points indicated in figures 6.4.2(ii) and (iii) are 
SUP( MIN(AD), Ir, {} ) and INF( MAX(AD), Ir, {} . 
Suppose that AD represents the angle between the base of the 
spigot and the base of the frame. The requirement that AD must 
be between, say, -3 and 3 degrees in all assemblies can be 
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expressed as 
-3 5 INF( MIN(AD), Ir, {} ) , SUP( MAX(AD), Ir, {} ) 5 3 
This ensures that the range of AD is contained in the range 
-3 to 3. The requirement that AD must be able to attain an angle 
between, say, -1 and 1 degree in all assemblies can be expressed 
as 
-1 5 INF( MAX(AD), Ir, {} ) , SUP( MIN(AD), Ir, {} ) 5 1. 
This ensures that the range of AD intersects the range -1 to 1. 
This condition is illustrated by the graph in figure 6.4.2(11). 
6.4.1.2. Evaluation of Extreme Positions in a Simple Example 
The example discussed here involves a tab in a slot each 
satisfying a position tolerance and a size tolerance. This 
example is simple enough to allow evaluation of extreme positions 
by simple analysis of the geometry. These results will be 
compared with an algebraic analysis using SUP and INF as described 
above. 
This example will be used to demonstrate the importance of 
constraints in category 3 described at the end of section 6.3. 
Geometric and algebraic analyses will be carried out in the 
presence and absence of these constraints. 
The tolerance zones of the two features, a tab and a slot, 
are shown in figure 6.4.3. There are four relationships between 
these zones forming the network which is also shown in figure 
6.4.3. Relationships 1 and 2 between zones of different features 
represent the fact that they contain features in contact. 
Relationships 3 and 4 between zones of the same feature represent 
the fact that there must be room in their intersection for a real 
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feature. 
To simplify the algebra later in this section both position 
tolerance zones are given the same offsets, p and -p, and the size 
tolerance zones are both given offsets s and -s (p>s>O). The 
nominal separation of the nominal tab and slot is g. 
Let us restrict attention to translation in the x-direction. 
Each relationship has a DOF-variable associated with this 
direction and they will be denoted by Ax,, px2, dx3 and 6x,. 
Let c, (A,) and c2 (A2) be c-functions associated with 
relationships 1 and 2 respectively. Relationships 1 and 2 give 
rise to inequalities of the form of C9 in section 6.1: 
s(Dui,Ai) ; ci(Ai) , M. = ci(Ai) ? L. (i=1,2) 
where, L. and Mi are constants. Notation used here is similar to 




AX, = Ayi, Dal = Ozi, Da3 = sign(Axi) and so 
Ai = (Ayi,Ozi,sign(Axi),Aei,0Oi,0yi) 
s(DUi,Ai) = g+Dui = g-lAxil, 
M1 = -L, = 2p, 
M2 = -L2 = 2s. 
However, since Axi are the only degrees of freedom being 
considered the only important component of A. is sign(pxi). This 
corresponds to the parameter pA3 introduced on page 198. 
Therefore, for simplicity, ci(Ai) will be written ci(1) or ci(-1) 
when the sign of Axi is known (i=1,2). 
Hence the inequalities from relationships 1 and 2 can be 
written 
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s sp 
-Ps S p I-I I 
9 9 
Position and size tolerance zones for a tab in a slot. 
Both position tolerance zones have offsets p and -p. 
Both size tolerance zones have offsets s and -s. The tab 
and slot are potentially in contact. The nominal 
separation of their nominal surfaces is g. The network 
of relationships numbered 1 to 4 is also shown. 
Figure 6.4.3 
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g-IAxi) a ci(Ai) , Mi a ci(ai) a Li. 
The first of these inequalities implies 
g-ci (ai) a Axi a ci (ai)-g 
which may be rewritten as 
g-c1(1) a Axi a ci(-1)-g. 
Hence, each relationship implies the constraints as follows. 
Relationship 1: g-c, (1) a Ax, a c, (-1)-g , 2p a c, (a,) a -2p 
Relationship 2: g-c2(1) a Axe a c2(-1)-g , 2s a c2(A2) a -2s 
Relationship 3: p+s a dx3 >_ -p-s 
Relationship 4: p+s _a dxa a -p-s 
Suppose we are interested in finding the extreme relative position 
of the two position tolerance zones. There are two paths between 
their associated nodes. The first consists simply of relationship 
1 and the second consists of relationships 3, 2 and 4 in that 
order. Let Ax be the DOF-variable which represents the x- 
component of the relative positions of these nodes. Ax is related 
to the other DOF-variables by, 
Ax = Ax, , 
Ax = dx3 + AX2 - 6X4- 
Hence it follows that 
Ax, dx3 + Axe - Sxy. 
C1 
When the surfaces of the features are in contact Ax, and ax, can 
be replaced by the c-function expressions that bound them in the 
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constraints for relationships 1 and 2. Either they must both be 
replaced by their upper bounds or both by their lower bounds 
depending on which sides of the tab and slot are in contact. 
After cancelling occurrences of g the following equalities are 
obtained: 
C,(-l) - 6x3 + c2(-1) - 6x" 
c,(1) a -6x3 + c2(1) + 5x,. 
C2 
This is the constraint which expresses the fact that relationships 
1 and 2 represent contact between the same surfaces. It will be 
interesting to observe what happens when this constraint is taken 
into account and what happens when it is ignored. First of all a 
geometric analysis will be made. 
Geometric Analysis 
Figure 6.4.4 shows the zones with a real feature lying in 
their intersection. Thus constraint C2 is satisfied here. 
Suppose we want to find bounds on MAX(Ax), the value of Ax when 
contact occurs between the surfaces on the right hand side in 
figure 6.4.4. In figures 6.4.4(1) and (ii) surfaces have been 
chosen which give maximum and minimum values of MAX(Ax). By 
inspection it can be seen that 
g-2p 5 MAX(Ax) 5 g+2p. 
Now suppose that C2 is not satisfied. This means that 
different surfaces are involved in relationships 1 and 2 and each 
surface is contained in its respective zone. This situation can 
be modelled geometrically by considering that each part has two 
separate parallel features each contained in zones that do not 
overlap as shown in figure 6.4.5. Although one zone has been 
displaced in the y-direction from its proper place this does not 
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The zones of figure 6.4.3 with real surfaces lying in 
their intersection. The relative positions of the zones 
and real features in the zones chosen to cause (i ) 
maximum and (ii) minimum of MAX(Ax). 
Figure 6.4.4 
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What would happen if the real feature was not 
constrained to lie in the intersection of the zones? 
This hypothetical case is modelled here by separating 
the zones. Again, relative positions of the zones and 
real features inside the zones have been chosen to cause 
(i) maximum and (ii) minimum of MAX(Ax). In (ii) it has 
been necessary to displace the zones by an amount X in 
the x-direction since g-2p-4s is negative. 
Figure 6.4.5 
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affect constraints on motion in the x-direction. 
The real features in figures 6.4.5(i) and (ii) have been 
chosen which give rise to extreme values of MAX (Ax) . In figure 
6.4.5(i) the maximum value of MAX(Ax) is obtained and in figure 
6.4.5(ii) its minimum is obtained. By inspection the constraints 
on MAX(Ax) are seen to be 
g-(P+2s)-(p+2s) 5 MAX(Ax) 5 g+2p. 
Note that the lower bound of MAX(Ax) is affected by the 
presence of C2 but the upper bound is unaffected. These results 
will now be used to demonstrate that correct results can be 
obtained from an algebraic analysis. 
Algebraic Analysis 
MAX(Ax), the upper bound of Ax in terms of rigid variables 
(6x3 and 6x,,) and c-functions (c, (A) and c2 (A)) is obtained from 
the two equalities in C1 by replacing Ax, and Axe by their upper 
bounds. The minimum is taken of the two results to get 
MAX(Ax) = min(g-c,(1), 6X3+g-c2(1)-6xj 
The SUP and INF can be taken of this expression to find the 
maximum and minimum possible value of the MAX(Ax). SUP and INF in 
effect replace occurrences of variables by expressions which are 
known to bound the variables above or below. 
The algorithms SUP and INF are described in detail in 
Appendix 2. Here, however, it is sufficient to follow the 
following steps. 
1. Expand expressions so that as many terms cancel as 
possible. 
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2. Replace c-functions by expressions in terms of rigid 
variables that bound the c-functions above or below as 
appropriate. When finding SUP the replacement should 
cause an increase. When finding INF the replacement 
should cause a decrease. Evaluating the replacement 
expression sometimes involves a recursive application of 
SUP and INF. 
3. Cancel as many terms as possible. 
4. Repeat step 2 but replacing rigid variables with 
expressions that bound them above or below. The 
expressions should not include any rigid variables or 
c-functions. 
5. Simplify. 
Note that the cancellations (steps 1 and 3) are necessary in 
practice to get the best use of SUP and INF. For example applying 
SUP directly to the degenerate expression x-x (according to rule 5 
of appendix 2) without prior simplification would give 
SUP(x-x,C,{}) = SUP(x,C,{})-INF(x,C,{}) 
and this would probably not evaluate to zero. However, prior 
simplification of the expression would result in an evaluation of 
SUP(O,C, {}) which is zero. 
First let us evaluate SUP and INF of the c-functions so that 
these expressions are available to make the replacements described 
in stage 2 above. 
The (in)equalities which involve c-functions are obtained 
from relationships 1 and 2 and from C2. They are repeated here: 
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1. 2p a c, (il) Z -2p, 
2. 2s z cZ (t1) Z -29, 
3. c,(-1) - dx3 + c2(-1) - oX,,, 
4. c, (1) - -dx3 + CZ (1) + 6X,. 
c,(1) is bounded above by 2p (from inequality 1) and by 
-6x3+c2(1)+dx4 (fran equality 4). Therefore, c,(1) is bounded 
above by min(2p,-6x3+c2(1)+6x). In the notation of appendix 2 
this expression is UPPER (c, (1)) . It can be used to replace c, (1) 
but includes c2 (1 ) which must in turn be replaced by an expression 
that bounds it above. Upper bounds of c2 (1) are obtained from 
inequality 2 and from a rearrangement of inequality 4. However, 
the latter produces an occurrence of c,(1) which is what we were 
trying to get rid of in the first case. Hence inequality 4 should 
be ignored in making this replacement of c2(1). Therefore c2 (1) 
is replaced simply by 2s (from inequality 2). The resulting 
expression that can replace cl(1) is 
SUP(c,(1),Ir,{0x,,6x4}) = min(2p,-dx3+2s+dx,,). 
The following can be found in a similar way: 
SUP(c2(1),Ir,[6x3,6x4)) = min( 2s, dx3+2p-6x4), 
INF(c,(1),Ir,[6x3,6X4}) = max(-2p,-dx3-2s+dx4), 
INF(c2(1),Ir,[6x3,ox4)) = max(-2s, 6x3-2p-Ox4). 
and 
SUP(c1(-1),Ir1{6x3,6x4}) = min( 2p, dx3+2s-dx4), 
SUP(c2(-1),Ir,{6x3,64 }) = min( 2s,-dx3+2p+6X4). 
INF(c,(-1),Ir,{6x3,64 }) = max(-2p, 0x3-2s-dx4), 
INF(c2(-1),Ir,{6x3,64}) = max(-2s,-0x3-2p+dx4). 
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Now let us find the SUP and INF of 6x3 and ox, so that these 
can be inserted at the appropriate point (step 4 above). 6x3 and 
6x, are constrained by the inequalities 
-p-s 5 6x3 5 P+s, 
-p-s 5 6x, 5 p+s. 
Hence 
SUP(6x3,Ir,{}) - p+s , SUP(6x"Ir,{}) . p+s , 
INF(6x3,Ir,{}) - -p-s , INF(6x,,Ir,{}) - -p-s . 
SUP and INF of MAX(Ax) with C2 
First the evaluation of SUP of MAX(px) will be demonstrated. 
SUP( MAX(px) , Ir , {} 
= SUP( min(g-c,(1),6x3+g-c2(1)-ox4) , Ir , {} [see p239] 
[ Replace c,(1) and c2(1) by their INF as given above. 
Since they are preceded by a minus sign this results in 
an increase of the expression. ] 
SUP( min( g-max( -2p , -6x3-2s+6x, ) , 
g-max( -2s , 6x3-2p-6x ) +6x3-dx Ir , {} 
= SUP( min( 2p , 
2s+6x3-6xy , 
2s+6x3-6x , 
2p ) +g , Ir, 
[ Replace 6x3 by its SUP, p+s, since it is preceded by a 
plus sign and ox4 by its INF, -p-s, since it is preceded 
by a minus sign. ] 
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- min( 2p , 
2s+p+s+p+s 
2s+p+s+p+s 
2p ) +g 
- min( 2p , 2p+4s ) +g 
= 2p +g [ s>0 
Now the evaluation of the INF of MAX(Ax) is demonstrated. The 
expressions replacing c,(1) and c2(1) are upper bounds and are 
respectively, 
min( 2p , -6x3+2s+6x,, ) and min( 2s , 6x3+2p-6x,, ). 
These are obtained in the same way as the lower bound replacements 
described above. Hence, 
INF( MAX(Ax), Ir , {} 
= INF( min(g-c,(1) , 6x3+g-c2(1)-dxj) , Ir , {} 
= INF( min( g-min( 2p , 2s-6x3+8x,, ) 
g-min( 2s , 2p+6x3-6x,, ) +dx3-dx, ' r . 
{} 
= INF( min( max( -2p , -2s+6x3-6x,, ) , 
max( -2s+dx3-6x,, , -2p ) J +g , Ir {} 
[ Replace dx3 by -p-s and 6x4 by p+s. 
= min( max( -2p , -p-s-2s-p-s 
max( -p-s-2s-p-s , -2p ) ) +g 
= min( -2p,-2p ) +g 
= g-2p. 
Thus the result is that 
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g-2p 5 MAX(px) 5 g+2p 
which is consistent with the geometric analysis illustrated in 
figure 6.4.4. Hence, it is possible to obtain correct results by 
using SUP and INF on the constraints obtained from a zone-datum 
network of an assembly. 
SUP and INF of KAX(Ax) without C2 
To show that the constraint C2 really is important the 
evaluations of SUP and INF of MAX(px) will be repeated ignoring 
this constraint. 
c1(1) and c2(1) are now bounded below simply by -2p and -2s 
respectively and above by 2p and 2s respectively. 
SUP( MAX(px) , Ir , {} 
SUP( min(g-c, (1) , dx3+g-c2 (1)-5x,,) , Ir , {} 
[ Step 3 is omitted and steps 2 and 4 performed 
together. Replace c, (1) , c2 (1) , 6x,, by their INFs and 
dx3 by its SUP. 
= min( g+2p , p+s+g+2s+p+s 
= g+2p+min( 0, 4s 
= g+2p, since s>0. 
INF( MAX(px) , Ir , {} 
INF( min(g-c,(1) , dx3+g-c2(1)-dx,,) , Ir , {} 
[ Replace c1(1), C2(1)1 6x,, by their SUPS and dx3 by its 
INF. ) 
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= min( g-2p , -p-s+g-2s -p-s 
= -2p+ g + min ( 0 , -4s 
= -2p+g-4s 
These are the same results obtained from the geometry shown in 
figure 6.4.5. 
6.4.2. Slop 
The slop between two parts in a givers direction or rotation 
is the difference between the upper and lower bounds of the DOF - 
variable associated with that motion. It is a measure of the 
looseness of fit of two parts. Basically, the slop is found by 
taking the difference between the SUP and the INF of the sloppy 
DOF-variable associated with the motion. 
The amount of slop that can be tolerated might be specified 
in the design specification. An upper bound on slop could be 
chosen to limit the total amount of slop that could occur and 
ensure that the parts fitted tightly enough. A suitable lower 
bound on slop could be chosen to ensure that the parts slide 
together freely during assembly. 
A general requirement is that minimum slop must be greater 
than zero. If an evaluation of minimum slop ever gives a negative 
result then this implies that some instances of the parts cannot 
be assembled. This is because there would be no possible 
positions of the parts such that they do not interfere. An 
exception to this rule is that the requirement for an interference 
fit is equivalent to a requirement for negative slop. 
Formally, the slop of one part relative to another can be 
specified by stating a direction or a rotation along which the 
slop is to be measured. It is the difference between the two 
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extreme positions that can be associated with this direction. All 
other parts are assumed to move freely. 
In the graphs in figure 6.4.6 slop is taken as the difference 
between the upper and lower bounds of the sloppy variable within 
the range of allowed values of the rigid variable. In figure 
6.4.6(i) maximum slop is the maximum horizontal width of the 
shaded region and minimum slop is its minimum width. In figure 
6.4.6(ii) the minimum slop is negative: there is a region of the 
solution to the constraints on the rigid variables for which there 
is no solution to the sloppy variables. This implies that there 
are instances of the assembly whose parts do not fit together. 
Once a set of inequalities has been obtained as described in 
section 6.3 evaluation of slop takes place using similar 
techniques to those described for finding extreme positions. Let 
the set of inequalities be Is U Ir where Is includes all 
inequalities that involve sloppy variables and Ir includes all 
inequalities that do not involve sloppy variables. Let AD be a 
DOF-variable associated with the direction or rotation along which 
slop is to be measured. Let R be the set of rigid variables and C 
be the set of c-functions. 
An expression which gives slop in terms of rigid variables 
and c-functions is 
SUP(AD, Is, R U C) - INF(AD, Is, R U C), 
which can be expressed, using the notation defined earlier (p231) 
as 
MAX(pD) - MIN(AD). 
Maximum and minimum slop are obtained simply by taking the SUP 
and 
INF, of this expression over I r : 
SUP( SUP(AD, Is, R U C) - INF(AD, Is, R U C) , Ir , 
{} ), 
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(i) Maximum and minimum slop on a graph of a rigid 
variable against a sloppy variable. 
(ii) If minimum slop is negative then there is a 
solution to the rigid variable which does not have a 
solution in the sloppy variable. Therefore, some 
instances of the parts do not fit together. 
Figure 6.4.6 
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INF( SUP(AD, Is, R U C) - INF(AD, Is, R U C) , Ir {} . 
6.4.2.1. Evaluation of Slop in a Simple Example 
This example uses the same two features as in the earlier 
example. The situation is illustrated in figure 6.4.3. As 
before, it will be interesting to observe what happens when 
constraints between c-functions are ignored. 
Geometric Analysis 
First consider figures 6.4.7 (i) and (ii). These show the 
zones and a real feature lying in their intersection. The real 
features have been chosen to give maximum and minimum slop. It 
can be seen by inspection of this figure that 
2g-4s < MAX(px)-MIN(Ax) 5 2g+4s. 
Figures 6.4.8 (i) and (ii) model the situation when the 
constraint, C2, between c-functions is ignored. The bounds on the 
slop in this situation are given by 
2g-4s-4p 5 MAX(Ax)-MIN(Ax) 5 2g+4s. 
Algebraic Analysis 
The evaluation of SUP and INF of MAX(px)-MIN(Ax) will be 
demonstrated in the presence and absence of C2. The five steps 
for evaluation of SUP and INF given in the previous example 
(pp239-240) will be followed again here. Recall the following 
SUPS and INFs of c-functions and rigid variables: 
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Real features lying in the zones of figure 6.4.3. The 
relative positions of the zones and the real features 












A model of the hypothetical case where the real feature 
need not lie in the intersection of the zones (of. 
figure 6.4-5). The relative positions of the zones and 
the real features have been chosen to give rise to 
maximum and minimum slop. 
Figure 6.4.8 
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SUP(c,(1), Ir,(6x 6X.)) - min( 2p,-6x,+2s+6x4), 
SUP(c2(1), Ir{6xdx,,)) - min( 2s, 6x,+2p-5x4), 
INF(c,(1), Ir,{dx3,dx,,}) - max(-2p,-6x3-2s+6x,,), 
INF(c2(1), Ir[6x3P6X4)) - max(-2s, 6x3-2p-6x,,), 
SUP(c,(-1),Ir,{dx3.6X.)) - min( 2p, dx3+2s-dx,,). 
SUP(c2(-1),Ir[6x3,6x4}) = min( 2s,-6x,+2p+6x4). 
INF(C,(-1),Ir.f6x3,dx,,)) - max(-2p, dx3-2s-6x,,), 
INF(c2(-1),Ir,{6x3,dx,,}) - max(-2s,-dx3-2p+dx,,), 
and the following SUPS and INFs of rigid variables: 
SUP(6x31Ir,{}) = p+s , SUP(dx,,,Ir,{}) . p+s 
INF(6x3,Ir,{)) _ -p-s , INF(dx,,,Ir,{}) _ -p-s 
The DOF-variable ex represents the x-component of the relative 
position of the zones of position tolerance. It is related to 
other DOF-variables (p235) by 
AX = dx3 + Dx2 - 6X4' (Cl) 
Also recall (p236) the following constraints between c-functions: 
cl(-1) - 6x3 + c2(-1) - 6x41 
c1(1) = -6x3 + c2(1) + 6x11. 
MAX(Ax) and MIN(.x) are given by 
MAX(ex) = min(g-cl(1) , 6x3+g-c2(1)-ox,, ) and 
MIN(ex) = min(c,(-1)-g, 6x3-g+c2(-1)-dxa) 
(C 2) 
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SUP and INF of MAX(Ax)-MIN(Ax) with C2 
First assume that C2 holds. 
SUP( MAX(px)-MIN(Ax) , Ir , fl ) 
= SUP( min(g-c,(1), 6x,+g-c2(1)-6x4 ) - 
max(c,(-1)-g,6x,+c2(-1)-g-dx4) 
, Ir , 0 ) 
[ Expand to allow some terms to cancel. ] 
= SUP( min( -c,(1)-c,(-1) , 
-c,(1)-c2(-1)-6x,+6x,, 
-c2(1)-c,(-1)+6x3-6x4 , 
-c2(1)-c2(-1) ) +2g 
[ Replace c, (1) , c,(-1), c2 (1) and c2(-1) by their INFs. ] 
= SUP( min( -max( -2p , -6x3-2s+6x,, ) 
max( -2p , 6x3-2s-6x,, 
- 
-max( -2p , -6x3-2s+6x,, ) - 
max( -2s , -6x3-2p+6x,, ) -6x3+6X4 
-max( -2s , 6x3-2p-6x4 ) - 
max( -2p , 6x3-2s-6x4 ) +6x3-6x4 
-max( -2s , 6x3-2p-6x4 ) 
max( -2s , -6x3-2p+6x4 ) 
- 
J +2g , Ir , 0 ) 
= SUP( min( min( 4p , 2p+2s-6x3+6x4 , 2s+2p+6X3-6x,, , 4s ) 
min( 2p+2s-6x3+6X4 , 4p , 4s , 2s+2p+6x3-6x4 ) 
, 
min( 2s+2p+6x3-6x4 , 4s , 4p , 2p+2s-dx,+6X4 
min( 4s , 2s+2p+6x3-6x4 , 2p+2s-6x3+6x4 , 4p ) 
+2g , Ir , {} ) 
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= SUP( min( 4p , 4s , 2p+2s+6x,-6x , 2p+2s-6x,+6x ) +2g 
Ir , {} 
[ Replace 5x3 and 6x4 by their SUPS when they are 
preceded by a plus sign and by their INFs when they are 
preceded by a minus sign. ] 
- min( 4p , 4s , 2p+2s+2(p+s) , 2p+2s+2(p+s) ) +2g 
= min( 4p , 4s , 4s+4p ) +2g [ p>s>O ] 
= 4s+2g 
Now the minimum slop will be calculated. 
INF( MAX(Ax)-MIN(tx) , Ir , {} 
) - = INF( min(g-c,(1) , 6x3+g-c2(1)-6x4 
max(c,(-1)-g , 6x3+c2(-1)-g-6x4) Ir + 
[ Expand to allow some terms to cancel. ] 




-c2(1)-c2(-1) ) +2g , I , 
r 
{} 
[ Replace c,(1), c,(-1), c2(1) and c2(-1) by their SUPS. ] 
= INF( min( -min( 2p , -6x3+2s+6x,, ) - 
min( 2p , 6x3+2s-dx,, ) 
-min( 2p , -6x3+2s+6x,, ) - 
min( 2s , -6x3+2p+6x4 ) -dx,+dx,, 
-min( 2s , 6x3+2p-6x4 ) - 
min( 2p , 6x3+2s-6x,, ) +6x3-dx 
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-min( 2s , ax3+2p-ax ) - 
min( 2s , -ax3+2p+ax,, ) 
+2g , Ir {} ) 
= INF( min( max( -4p , -2p-2s-6x,+6x4 , -2s-2p+6x3-6x , -4s ) , 
max( -2p-2s-6x,+6x4 , -4p , -4s , -2s-2p-ax,+ax4 ) , 
max( -2s-2p+6x3-6x,, , -4s , -4p , -2p-2s+6x,-6x4 ) , 
max( -4s , -2s-2p+6x,-6x4 , -2p-2s-6x3+6x4 , -4p ) 
+2g , Ir , { } ) 
[ Replace ax, and 6x4 by their SUPS when they are 
preceded by a plus sign and by their INFs when they are 
preceded by a minus sign. ] 
= min( max( -4p , -2p-2s-2(p+s) , -2p-2s-2(p+s) , -4s 
max( -2p-2s-2(p+s) , -4p , -4s , -2s-2p-2(p+s) 
max( -2s-2p-2(p+s) , -4s , -4p , -2p-2s-2(p+s) 
max( -4s , -2s-2p-2(p+s) , -2p-2s-2(p+s) , -4p ) 
+2g , Ir {} ) 
= min( max( -4p , -4p-4s , -4p-4s , -4s 
max( -4p-4s , -4p , -4s , -4s-4p 
max( -4s-4p , -4s , -4p , -4p-4s 
max( -4s , -4s-4p , -4p-4s , -4p ) 
+2g Ir , {} ) 
= min( -4s , -4s , -4s , -4s ) +2g [ p>s>O ] 
-4s+2g. 
These examples have demonstrated that it is possible to use the 
SUPINF algorithm to derive maximum and minimum slop from the 
constraints contained in a zone-datum network. The results are 
the same as those obtained from a geometric analysis. 
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SUP and IMF of MAX (Az)-MIN(Az) without C2 
The effect of ignoring the constraints C2 between c-functions 
associated with the same potential contact was modelled 
geometrically. Now it will be shown that repeating the above 
evaluations of SUP and INF of MAX(Ax)-MIN(Ax) whilst ignoring the 
constraint between c-functions yields the result expected from 
geometry. 
SUP( MAX(Ax)-MIN(Ax) , Ir , {) ) 
= SUP( min(g-c,(1) , 6x,+g-c2(1)-6x,. 
max(c,(-1)-g, 6x3+c2(-1)-g-6x,.) , Ir , {} ) 
[ Expand to allow some terms to cancel. ] 
= SUP( min( -c,(1)-c,(-1) , 
-c,(1)-c2(-1)-6x3+6xh 
-c2 (1)-c, (-1)+bx,-bx,, 
-c2(1)-c2(-1) ) +2g Ir . {} 
[ The INFs of c,(±1) and c2(±1) are now simply -2p and 
-2s respectively. 
= SUP( min( 2p-(-2p) , 
2p-(-2s)-6x3+6xy . 
2s-(-2p)+6x3-6xh , 
2s-(-2s) ) +2g 
[ Replace ±6X3 and ±6xh by p+s. 
- min( 4p , 4s , 2p+2s+2(p+s) , 2p+2s+2(p+s) ) +2g 
= min( 4p , 4s , 4s+4p ) +2g [ P>s>O 
- 4s+2g 
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And the minimum slop ... 
INF( MAX(px)-MIN(1x) , Ir , {} 
- INF( min(g-c,(1), dx3+g-c2(1)-6x,, ) - 
max(c, (-1)-g,6x3+C2 (-1)-g-ox,,) , Ir , {} 
[ Expand to allow some terms to cancel. ] 
= INF( min( -c,(1)-c,(-1) , 
-C, (1)-c2 (-1)-6x3+6x4 
-c2(1)-c,(-1)+6x3-6x,, 
-c2(1)-c2(-1) ) +2g ' Ir (} ) 
[ The SUPS of c,(±1) and c2(±1) are 2p and 2s 
respectively. ] 
= INF( min( -2p-2p , 
-2p-2s-6x3+6x4 , 
-2s-2p+dx3-6x,, , 
-2s-2s ) +2g 
C Replace ±6x3 and ±6x4 by p+s. ] 
= min( -4p , -2p-2s-2(p+s) , -2s-2p-2(p+s) , -4s ) +2g 
= -4p-4s+2g 
This is the value of minimum slop predicted from the situation 
shown in figure 6.4.5(ii). 
It follows that the SUPINF algorithm can be used to evaluate 
properties of an assembly including extreme attainable positions 
and maximum and minimum slop. From this information the 
satisfaction of design requirements by an assembly to which 
tolerances have been allocated can be decided. 
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6.5. CONCLUSION 
This chapter has shown that an assembly of parts can be 
represented as a zone-datum network. Relationships have been 
introduced between tolerance zones which contain features that are 
potentially in contact. If the features have more than one 
tolerance zone then there will be several relationships to 
represent each potential contact. Since each of these 
relationships involves the same pair of real surfaces a constraint 
must be introduced to represent this fact. 
The geometry of imperfect features potentially in contact was 
discussed in detail. The resulting algebraic constraints contain 
"c-functions" which express the effect of the imperfections of the 
surfaces. Although, the exact nature of c-functions are not known 
it can be shown that they are bounded above and below in a simple 
way. After this it is possible to treat them in the same way as a 
variable bounded above and below. 
In practice the constraints associated with relationships 
between zones of different features can be evaluated using signed 
distances. This technique was also used in chapter 5. 
The network has a similar structure to networks dealt with in 
earlier chapters and so can be handled in a similar way. The form 
of the constraints obtained is complicated by the presence of two 
types of variable, rigid variables and sloppy variables. Results 
can be obtained from the constraints using the SUPINF algorithm. 
The tools required for analysis of assemblies of parts, 
including signed distances, path finding and the SUPINF algorithm 
were all discussed in previous chapters. 
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This thesis has tackled the problem of representation and analysis 
of geometric tolerances in assemblies of parts. A computational 
representation of geometrically toleranced parts has been 
achieved. Assemblies of such parts can also be represented and 
this has been supported by an understanding of the geometry of 
contacts between toleranced features. 
The representation of geometric tolerances is based on the 
sound formalism described by Requicha (1983a). This makes use of 
tolerance zones with properties depending on the type of tolerance 
and datums which are points, lines or planes fixed in the part. 
Basically, parts were represented as a network of 
relationships between tolerance zones and datums. Constraints 
between zones and datums are derived from knowledge of the 
geometry and are attached to the arcs of the network. In some 
types of relationships there are only a few physical possibilities 
and a catalogue could be constructed of constraints for each of 
these. In other types of relationship the constraints are derived 
from standard procedures that have been described in detail. 
An assembly of parts can be analysed to find the how the 
positions of its parts or their features are constrained. This is 
done by combining the constraints in the network to find the total 
constraints between two of its nodes. These constraints express 
the possible variation in position of the tolerance zones or 
datums associated with the nodes. Given two features of a part it 
is possible to calculate the variation in their position caused by 
the tolerance specification. Given two features of different 
parts in an assembly it is possible to find the variation in their 
relative position taking into account variations in size and shape 
of the parts and sloppy fits between parts in the assembly. It is 
possible to calculate whether the parts will ever fail to be able 
to fit together. 
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These results allow the functionality requirements of a part 
or of an assembly of parts to be checked. 
The following are some aspects of the work which, as far as 
it is known, have not been covered by previous work. 
Geometric tolerancing has been dealt with in terms of 
representation and inferencing. Geometric tolerances 
offer the advantage of increased realism over 
dimensional tolerances since the latter assume that the 
form of a surface is perfect. 
Methods for representing and analysing assemblies of 
toleranced parts have been produced. 
The geometry of contacts between toleranced features has 
been formalised. 
There is no restriction on the regions of surface to 
which a tolerance can be applied except that the region 
must be definable as a feature (simple of composite). 
This means that parts in an assembly can have 
incompatible tolerance allocations. 
A classification of geometric relationships between 
tolerance zones and datums has been produced. 
Parts and assemblies of parts are represented as a 
network of tolerance zones and datums. No explicit 
mention is made of their features. 
Some major assumptions of the work are the following. 
All uncertainties are assumed to be small. That is, 
variations in size and position are small compared to 
the nominal size of features. 
Parts are assumed to be rigid and do not change their 
shape at all. 
Parts in an assembly are not held together in any way 
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(for example by bolts or by glue). Positions of parts 
are constrained only by the contacts between them. 
Parts are not subject to any forces such as gravity. 
Hence they are free to move in any direction. 
The statistics of tolerances has not been dealt with. 
This is equivalent to making the assumption that a 
toleranced distance between two features can have any 
value within its given range with equal probability. 
Tolerances on different parts or on different features 
of the same part are assumed to be completely 
independent. 
Parts are chosen for assembly in a random manner. 
7.1. The Basic Approach 
Throughout, networks are built of constraints on the relative 
positions of items which are either nominal parts or tolerance 
zones and datums. The constraints are represented as inequalities 
derived from consideration of geometric relationships between the 
items. The combined effect of the constraints is deduced by 
making inferences on the constraints. 
In chapter 3 the problem was to find the uncertainty in 
position of parts in an assembly. The parts were assumed to be 
perfectly formed but poorly fitting. A network was built with 
nodes representing parts and arcs representing possible contacts 
between them. The constraints derive from the fact that features 
of the parts do not interfere. It was assumed that the parts have 
fixed and known dimensions. It was shown how the amount of slop 
of parts in an assembly can be calculated. 
Chapter 4 described a formalism of geometric tolerances 
developed by Requicha. The constraints that exist between 
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tolerance parameters associated with the same feature were 
investigated. Sane additional comments were made about tolerance 
schemes and toleranced dimensions. 
Chapter 5 described a representation of single toleranced 
parts. A network was constructed that had nodes representing 
tolerance zones and datums. The arcs represent relationships and 
fall into four main categories. Firstly, the positions of the 
individual datums that make up a datum-system are constrained. 
Secondly, the zone of position tolerance of a feature is 
constrained relative to some specified datum-system. Thirdly, the 
zones that describe a single feature have their positions 
constrained by the fact that there must be room in their 
intersection for a real feature. Fourthly, the position of a 
datum is constrained relative to the zones of its associated 
feature. The last two types of relationship convert to inequality 
constraints whereas the first two convert to equalities. 
Representations for composite features were described. These 
allow tolerances to be applied and datums to be defined by regions 
of a part's surface larger than a simple feature. Composite 
features can be represented within the zone-datum network. 
In chapter 6 assemblies of toleranced parts were dealt with. 
Again a network was constructed with nodes representing tolerance 
zones and datums. The networks arising from individual parts were 
linked by new arcs representing possible contacts between the 
parts. The geometry of contacts between toleranced features was 
formalised. The constraints contained two types of variable: 
those representing variation in shape and those representing 




The work has two main application areas: verification of 
tolerance specifications during design and uncertainty analysis in 
off-line robot programming. 
Tolerance verification During Design 
A tolerance specification must be satisfactory from the point 
of view of manufacture, economics and functionality. A lot of 
tedious work is involved in manually checking a tolerance 
specification. A computerised system could reduce this workload 
and allow more time for experimentation with different designs. 
The work as presented here can check tolerance specifications 
suggested by a designer. 
Many design requirements can be expressed in terms of the 
sets of positions that could be obtained by the parts in the 
assembly. By deriving the set of positions attainable by each 
part in an assembly the work of this thesis allows such design 
requirements to be checked. 
Suggestions will be made in the next section about how this 
work could actually be used to derive tolerance specifications 
that meet given requirements. 
Robot Planning in the Presence of Uncertainty 
Off-line progamming of robotic assembly provides the other 
application for this work. Automatic assembly planning is 
necessary in small batch robotic assembly so as to avoid wasting 
time with the robot out of action. Appreciation of the 
uncertainties involved allows sensing operations and other 
uncertainty reducing operations to be planned for. One of the 
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most geometrically complex problems in analysis of the 
uncertainties occurs when many parts are in contact. Such is the 
case with a set of parts which have been partially assembled on 
the workbench. This problem can be handled by work in this 
thesis. The information obtained from this analysis can be 
integrated with knowledge of other sources of uncertainty to 
decide whether the next part can be inserted. 
Other sources of geometric uncertainty in robotic assembly 
include (1) uncertainty in the position of the robot, (2) 
uncertainty in the position of parts provided to the robot and (3) 
uncertainty in sensor readings. The introductory chapter gave an 
example which gives insight into how robot position uncertainty 
could be handled. In a workable system different types of 
uncertainty should have compatible representations. 
Another problem in robot planning is how to model uncertainty 
reduction. This occurs, firstly, when a sensor measures a 
quantity and secondly when new geometric relationships are 
created. In the former case the uncertainty in the measured 
quantity is reduced to the uncertainty of the sensor. An example 
of the latter occurs when a part is grasped. The uncertainty of 
the part is reduced by its newly formed relationships with the 
gri pper . 
7.3. Limitations and Possible Improvements 
Some limitations of the work are discussed below along with 




Attention has been restricted to small uncertainties since 
these occur for many reasons such as the following. 
o Manufacturing tolerances are always very small. 
o Assemblies are rarely manufactured in which non- 
functional movement (slop) of a part is large. 
o During a close fitting robotic assembly operation 
uncertainty must have been reduced somehow to a small 
level. However, since it is never possible to remove 
uncertainty altogether it is important to analyse the 
remaining uncertainty. It is reasonable to assume that 
uncertainty is small at this time. 
The last point needs further discussion since, initially at least, 
uncertainties in the environment of a robot can be large. 
However, parts usually fit snugly and so precise movements are 
required to fit them together. Therefore, a robot plan always 
contains stages at which analysis of small uncertainties is 
appropriate. 
Since, objects might be provided with a large amount of 
position uncertainty this must be reduced by, for example, a 
suitable sensor such as a camera or by creating new geometric 
relationships. After such operations the position of the part has 
a small uncertainty corresponding, for example, to the resolution 
of the camera or the accuracy of the new relationship. It is then 
appropriate to make an analysis which assumes uncertainties are 
small. 
A planning system could contain packages for handling large 
uncertainty and small uncertainty. The former would insert steps 
into the plan that reduce uncertainty to a level where the latter 
can be applied. 
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Improved Representation of Uncertainty 
A deficiency with the representation of uncertainty in this 
thesis is that it does not include statistical information. 
Quantities are given bounds but the distribution of the quantity 
within the bounds is not handled. Improved results could be 
obtained by attaching a statistical distribution to any range of 
values. 
Suppose that a dimension has a 99% chance of lying within a 
range which is much smaller than that indicated by the bounds. It 
may be satisfactory if 1% of cases are ignored and so the 
effective range is the smaller one. 
A case against using statistical distributions is that they 
are often difficult to determine in the first place. However, 
work by BjOrke summarised in chapter 2 shows how the manufacturing 
procedure can be used to predict distributions. 
In many cases it is satisfactory to assume that square 
distributions are involved. However, the result of performing 
inferences on values with square distributions does not have a 
square distribution. 
A representation of uncertainty could combine statistical 
distributions with upper and lower bounds. (It would be necessary 
to ensure that the integral of the distribution over the range is 
unity.) We would want to know how distributions combine. In this 
thesis two inferences - intersection and summation - were used for 
combining constraints. Perhaps analogous inferences could be 
found for uncertainties with statistical distributions though this 




Many results obtained by the analyses described in this 
thesis are approximate. It has been shown that certain types of 
approximate result are satisfactory from the point of view of 
determining functionality because they force a design to have less 
rather than more uncertainty. However, from the point of view of 
economic manufacture tolerances should not be much smaller than 
necessary. Therefore, approximations in results should be 
minimised. 
Approximations arise from the following sources: 
Linearisation of rotations; 
Simplification of feature extents; 
Linearisation of constraints from curved features; 
Relationships have geometric constraints associated with 
them and algorithms have been described for converting 
these to algebraic constraints. However, in some cases 
the algorithms produce algebraic constraints which do 
not express the full effect of the geometric 
constraints. 
The first of these is small enough to be ignored if uncertainties 
are always small. The second and third are larger approximations 
but it can be ensured that they are over or underestimates as 
appropriate. They can only be removed at the expense of 
increasing the complexity of the constraints. It is difficult to 
know how significant these are without experimentation. The last 
type of approximation can only be removed by developing improved 
methods of obtaining the algebraic constraints from the geometry. 
It is not clear that such methods exist in general. 
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Other Types of Tolerance 
Two types of tolerance defined by Requicha have been not been 
included in the computational representation of tolerances 
described in chapter 5. They are the RFS-position tolerance and 
curve tolerances formalised at the end of section 4.2. In 
Requicha's formalism a RFS-position tolerance is defined by a 
constraint on a measured entity (equivalent to a datum) defined by 
the feature. The measured entity lies inside a bounded zone with 
position constrained relative to some other datum. A curve 
tolerance is similar in many ways to a form tolerance but uses 
two-dimensional tolerance zones. 
A suggestion for representing RFS-position tolerances is the 
following. Suppose a feature satisfies a size tolerance and a 
RFS-position tolerance (a feature satisfying only the latter would 
be underconstrained) then the network of tolerance zones and 
datums would be as shown in figure 7.3.1. The bounded zone is 
constrained relative to some datum. A measured entity of the 
feature is constrained relative to the bounded zone by the fact 
that it must lie inside it. The size tolerance zone is 
constrained relative to the measured entity. This is a similar 
type of relationship to that between a datum and a zone of the 
feature that defines the datum. 
Curve tolerances do not seem to affect extremes of position 
or possible movements between parts and therefore would not affect 
the analyses described in this thesis. However, it might be 
possible to deal with curve tolerances by replacing them with 
combinations of other tolerances as was done with MMC-position 
tolerances (section 4.3). 
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O Bounded zone 
--I-Measured entity 
O Size tolerance zone 
A suggestion for representing a RFS-position tolerance 
in the zone-datum network. 
Figure 7.3.1 
Forces and Fixtures 
Throughout it has been assumed that the positions of parts 
are constrained only by the fact that the parts do not intersect. 
However positions are also affected by forces acting on the parts 
such as gravity and by fixtures such as bolts or glue. The result 
is that positions can be very much more constrained than is 
suggested by the condition that they do not intersect. 
Suppose a block is resting on a table as shown in figure 
7.3.2. The constraint that the block does not intersect the table 
does not prevent situations such as (i) and (ii). The presence of 
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gravity, however, means that (iii) is the only plausible 
situation. 
(I) (II) ( III) 
The position of the block is constrained by the block 
not intersecting the table. 
(i) and (ii) Without gravity. (iii) With gravity. 
Figure 7.3.2 
Consider two nominally flat plates bolted together as shown 
in figure 7.3.3. As far as non-intersection is concerned their 
positions could be as in M. However, if it is known that the 
bolt has been tightened then they must take on the positions shown 
in (ii ). Figure 7.3.3(iii) demonstrates that the resulting 
position of the plates for these instances of the plates depends 
on the location of the bolt. Therefore, the way that their 
positions are constrained, over all possible instances, may also 
be dependent on the location of the bolt. 
A possible method for handling these situations would be to 
change certain potential contacts into unconditional contacts 
taking note of the axis along which force is applied. In both 
examples, above, there is a force acting between the two parts. 
In the first case the force acts down from the centre of gravity 






Two nominally flat plates bolted together. 
(i ) Positions constrained simply by non-intersection 
of the parts. 
(ii) Positions are further constrained by the fact that 
the tightened bolt asserts a force on the plates. 
(iii) The resulting positions of these instances of the 
plates depend on the location of the bolt. 
Figure 7.3.3 
There is a problem with this method, however, in that, in 
general, it is difficult to decide which features are forced into 
contact. The actual surfaces that end up bearing the weight or 
force depend on the exact dimensions of the parts and so might 
vary from one part to another. 
Another problem is to decide what positions are taken up by 
the plates when they are fixed by more than one bolt. 
Glue causes an unconditional contact. The parts take up 
positions depending on the properties of the glue and how the 
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parts were pressed together when the glue was applied. 
In addition to creating an unconditional contact bolts and 
glue cause the position of the two parts to have fixed positions 
relative to one another. All relative degrees of freedom of the 
parts are removed. 
Dynamic Structures 
Only static structures have been considered in this thesis. 
As a result it has been possible to assume that a nominal position 
is known for each part. Dynamic situations such as the insertion 
of a part by a robot into a subassembly can be analysed as a 
series of static situations. However, there are effects that 
arise because the situation is truly dynamic. For example the 
amount of clearance needed between a peg being inserted into a 
hole might depend on the roughness of the surfaces of the peg and 
the hole. This effect has not been dealt with. 
Derivation of Tolerance Specifications and Dimensions 
All the work presented in this thesis has inferred unknown 
ranges of dimensions and positions from tolerances and ranges of 
positions which are known or can be calculated. This means that 
the variation in critical dimensions and positions can be 
evaluated and special requirements can be checked. However, we 
may want to make the reverse inference. Given requirements such 
as bounds on critical dimensions or on the relative position of 
certain parts we might want to know what tolerance allocation 
would guarantee these. 
The former direction of inference allows a tolerance 
specification to be checked whereas the latter derives a tolerance 
specification from constraints imposed by the functionality of the 
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object. In general the reverse inference is under-constrained and 
is therefore more difficult. 
One method of handling the reverse inference would be to 
associate variables with dimensions or tolerance parameters whose 
values are unknown. Then the techniques described in this thesis 
could be applied to this parameterised geometry. The extra 
variables involved could be carried through the inferences without 
any difficulties except that the algebra would be more involved. 
Throughout this thesis it has been assumed that dimensions and 
tolerances have known values. Despite this, the theory could be 
applied to a parameterised geometry. 
One practical difficulty with parameterising the geometry is 
that the algebra would be more complex since extra variables would 
appear in the constraints. However, interaction with an 
experienced user would help to keep the algebra at a manageable 
level. The user could select a few dimensions or tolerances to 
vary whilst keeping all others constant. In choosing appropriate 
dimensions or tolerances the user would make use of intuitive and 
unprogrammable knowledge. The system would be told which 
dimensions or tolerances to vary and the system would reply with 
constraints that must apply to these dimensions or tolerances if 
the design requirements are to be satisfied. 
User interaction would also be useful for resolving problems 
in robot programming. Here, the user could make a wide variety of 
suggestions such as where in a plan to insert a sensing operation 
or an uncertainty reducing movement or possible design changes to 
the parts being manipulated. The system could reply with 
quantitative information about how accurate a particular sensor 
must be, what range of sizes a given dimension must have or what 




This section describes the requirements of a system based on 
the work in this thesis. Implementation of the work will 
initially take place as an enhancement to RAPT (section 3.1). The 
current extent of implementation, (section 3.7) covers the work 
described in chapter 3. 
Features and Datums 
The representation of parts should be compatible with the 
representation used by RAPT and should include all the information 
that RAPT needs to access. The basic components of their 
representation are surface features. The representation of 
features was described in section 3.1 but to make analysis of 
uncertainties as described in this thesis the addition of feature 
boundaries and tolerance attributes are required. Feature 
boundaries do not exist at present in models used by RAPT. 
However, RAPT has been linked to a CSG body modeller which 
contains more complete geometric models. The link has been used 
to create graphic output from RAPT. It is hoped that the same 
link will allow RAPT to extract boundary information from the 
mod el l er . 
Each tolerance attribute includes (1) a name to indicate the 
tolerance type, (2) tolerance parameters and (3) in some cases a 
pointer to some datum system (section 5.2). The user could 
allocate these as part of the definition of each feature. Before 
a tolerance could be applied to a composite feature (section 5.10) 
the feature would have to be created by specifying a set of 
already created simple features. If editing were to be allowed 
then consistency checks would have to be performed. For example, 
it would make no sense to remove a simple feature if it were used 
in the definition of a composite feature. 
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Datums (section 4.2.3) are geometrically the same as RAPT 
features and so can be represented in exactly the same way. Each 
must contain a pointer to a feature which must be symmetric or 
planar. Each datum also has a nominal location in the part. To 
define a datum the user would input the datum type and the feature 
which defines it. In same cases this would hp enough to define 
its nominal location. However, for some secoi datums it is 
also necessary to specify its relationship with the associated 
primary datum. 
The Zone-Datum Network 
The representation of a part consists of features and datums 
with tolerance attributes attached to features. Links exist 
between (1) a feature and the datum-system indicated by pointers 
in its position and orientation tolerance attributes and (2) a 
datum and its associated feature. By searching the representation 
for all situations where relationships between zones and datums 
occur a zone-datum network can be constructed (section 5.9.5). 
There must be a node in the network for each datum and a node for 
each tolerance attribute to represent a tolerance zone. 
Assemblies of parts are described by listing the pairs of 
features between which a potential contact can occur. The zone- 
datum networks of individual parts are linked by arcs between each 
pair of zones associated with features potentially in contact. 
Constraints must be attached to each arc of this network. 
Some of the information needed to derive the constraints can be 
catalogued because the possible number of different geometries is 
limited. This is particularly true for relationships whose 
constraints are equalities. 
For example, the constraints between a zone of position 
tolerance and a datum (section 5.9.1) depend on the type of 
feature and datum and on their relative disposition: whether they 
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are parallel or whether they intersect etc. The size of the 
catalogue of constraints for this type of relationship can be 
estimated as follows. There are three types of datum: planar, 
linear and point. The types of feature is small and four types, 
planar, cylindrical, conical and spherical might be sufficient. 
There are a few configurations of each type of zone relative to 
each type of datum which can be typically categorised as parallel, 
perpendicular, coaxial, coplanar etc. Hence, it is estimated that 
the number of cases in the catalogue of this type of relationship 
is of the order of 50. 
Constraints for sane types of relationships (sections 5.9.3, 
5.9.4 and 6.1) can be calculated using signed distances (section 
5.6). An algorithm must be available for calculating these 
(appendix 1). In the case of relationships in which just one 
feature is involved (for example, between a datum and zones of its 
associated feature) the algorithm must be given the extent of the 
feature. When two features are involved (as in the case of 
relationships representing potential contacts, section 6.1) the 
intersection of the extents of the features must be provided to 
the algorithm. The type of features involved is also important. 
Analysis of the Constraints 
Analysis of the network of constraints (sections 3.6, 5.11, 
6.3 and 6.4) requires the ability to perform the following 
operations: 
1. Find all paths between two chosen nodes in the network 
and reject those which are known to contribute no 
constraints. 
2. Combine the constraints along each path. 
3. Use the SUPINF algorithm to obtain results from the 
constraints (section 3.5 and appendix 2). 
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Paths between two nodes could be found using a depth first 
search. Paths should visit a node no more than once. As each 
link is added to the path currently being investigated the 
constraints could be combined with what has gone before. It might 
be found that after the constraints on a section of the path have 
been combined it is found that they are weaker than the 
constraints on a previous path. In this case the current path and 
all others which contain the same section can be ignored. In this 
way the number of paths to be considered can be reduced. A 
breadth first search would not allow this simplification to be 
made. 
In conclusion, this section has discussed the issues involved 
with implementing the work in this thesis. A major portion of the 
work will be to create a suitable representation of geometry with 
convenient input and output. Use will be made of RAPT's 
representation of geometry along with the interface between RAPT 
and a body modeller. There would be consistency maintenance 
problems if editing were performed. 
Implementation of the procedures for performing analyses 
described in this thesis should be straightforward. Catalogues of 
constraints would have to be constructed and an algorithm for 
finding signed distances would need to be created. Many of the 
constraint manipulation routines have already been implemented as 
described in chapter 3. 
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Signed distances were formalised in section 5.6. They were 
used for the evaluation of constraints in sections 5.9.3, 5.9.4, 
5.10 and 6.1. In sections 5.9.3, 5.9.4 and 5.10 an expression is 
required which gives 
sdist( 0(H;d,)nE , comp(0(H';d2))nE ) (1) 
in terms of DOF-variables, where H is an extended feature of a 
nominal feature F, E is the extent-solid of F and H' is a 
congruent copy of H. d, and d2 are numbers. The two solids 
involved in this expression are illustrated in figure Al for a 
planar feature and a cylindrical feature. Under the small 
uncertainty assumption only the surfaces of these solids that 
correspond to the nominal feature can come into contact and so 
only these need to be considered. 
In section 6.1 contacts between two different features 
are considered. Although it is assumed that the features have the 
same geometric type they may have different extents. However, 
matters can be simplified by projecting the extent of one feature 
onto the other and taking the intersection of the two extents. 
The result is called the extent of "overlap" of the features. It 
is possible to define an extent solid E for the overlap. Then the 
signed distance expression required in chapter 6 can be written 
sdist( 0(H,;d,)nE , comp(0(HZ;d2))nE 
where H, and H2 are the extended features of nominal features F, 
and F2, H2 is a congruent copy of H2 and d, and d2 are numbers. 
An algorithm for finding the distance between two objects is 









when H and H' coincident. (i) 
The solids involved in expression (1) when (i) F is a 
planar feature and (ii) F is a cylindrical feature. 
Figure Al 
closest points of the objects. Basically, it operates by finding 
the minimum distance between pairs of items, one item from each 
object, with the following types: 
face-face face-edge face-vertex 
edge-edge edge-vertex vertex-vertex. 
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The minimum of all the distances thus obtained is the distance 
between the objects. 
In practice, the task is made easier by finding the minimum 
distances between unbounded versions of the faces and edges. The 
minimum distance between two items occurs between two points on 
the items. These are called the "closest points". If the closest 
points of the unbounded versions of two items are found to be 
outside the boundary of the items then the closest distance 
between the bounded versions of the items will be found when 
considering the distances between the boundary elements of the 
items. This follows from the fact that the closest point on a 
face to some other item either occurs on the face itself or on one 
of the edges that bounds the face. The closest point of an edge 
to another item either occurs on the edge itself or on a vertex 
that bounds the edge. 
This algorithm can be applied to the evaluation of signed 
distances. Signed distances can be evaluated by looking at the 
same pairs of types of item. 
In the problem of interest here, several simplifications can 
be made to the algorithm for the following reasons: (1) we know 
which pair of faces of the objects come close to one another so 
all other faces can be ignored, (2) the faces have the same 
geometric shape, (3) the two faces are bounded in the same way and 
(4) the objects only deviate a small distance from their nominal 
position. 
The problem is reduced to finding the signed distance between 
the pair of faces indicated as being able to contact in figure Al. 
Each face has a material side and an air side. The signed 
distance between a pair of faces is, by definition, negative if 
their material sides intersect, zero if the faces touch and 
positive otherwise. The signed distance between an edge (or a 
vertex) and a face is similarly negative if the edge (or vertex) 




Denote the faces between which the signed distance is to be 
evaluated by A and B. One of the faces, say A, can be considered 
to be unbounded without making any difference to the signed 
distance between A and B. This is because the faces only deviate 
a small distance from their nominal positions: the region over 
which they overlap is approximately the same as the extent of the 
faces themselves. As a result the edges and vertices that 
surround A can be ignored. Hence instead of evaluating signed 
distances between all of the pairs of item types given above it is 
sufficient to evaluate signed distances between the following 
pairs of items. 
Unbounded face A and unbounded face B. 
Unbounded face A and unbounded edges of B. 
Unbounded face A and vertices of B. 
The minimum should be taken of signed distances between these 
pairs of items rejecting certain pairs as follows. 
The pair consisting of face A and face B should be 
rejected if the closest point on B to A falls outside 
the boundary of face B. 
A pair consisting of face A and an edge of B should be 
rejected if the closest point on this edge of B to A 
falls outside the boundary of the edge of B. 
Examples will be given of how signed distances can be evaluated 
between solids arising from planar features and cylindrical 
features. This will be followed by a description of an algorithm 
that could evaluate a signed distance expression for a feature 
with any given geometric type and extent. 
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Surfaces arising from a planar feature with polygonal 
extent. The unbounded version of A and the bounded 
version of B are shown. Nominally the planes are 
separated by d2-d,. 
Figure A2 
Example - Planar features 
In the case of planar features with polygonal extent (figure 
A2) it turns out that we only need to consider signed distances 
between one face A (considered unbounded) and the vertices of the 
other face B. Signed distances between face A and face B and 
between A and edges of B fall into the categories for rejection 
given above. 
Suppose that when A and B are at their nominal positions then 
they are both parallel with the yz-plane. From expression (1) it 
is seen that the nominal separation of A and B is d2-d,. Suppose 
that, at their nominal positions, A passes through the origin and 
B is coincident with the plane x=d2-d,. Suppose that there are n 
vertices of B with coordinates (d2-d,,yi,zi) when B is at its 
nominal position (i=1,...,n). The material side of A has x<O and 
the material side of B has x>d2-d,. 
When A and B are at their nominal positions the signed 
distance between A and each vertex of B is d2-d,. If B is moved 
by an amount given by DOF-variables (6x,6y,6z,66,64,6p) then 
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vertex i is displaced by 
(6x,6y,6z)+(6e,60,6*)X(O,yi,zi 
where x represents the vector product. We are interested in the 
component of this vector along the normal of A. It is 
6x+zi 6-yi 6. 
Therefore, the signed distance between A and vertex i of B is 
d2-dl+6x+zi60-yi6- 
The signed distance between A and B is the minimum of these 
expressions for i=1 , ... ,n. Thus, 
sdist( O(H;d,)nE , com p(O(H';d2))nE ) = d2-d1+6x+ min(zi6q-yiW 
i=1,..,n 
Example - Cylindrical Features 
Suppose that the feature F is a segment of a cylinder (figure 
A3). The extent of the cylinder is defined by a length along its 
axis and by the angle that it extends around its axis. A and B 
are cylindrical surfaces with their axes nominally coincident with 
the x-axis. Suppose that the length of the cylinder is E and that 
it is bounded by planes x=±E/2. Suppose that the cylindrical 
feature extends from an angle a to an angle g about the x-axis 
measured from the y-axis. 
The faces A and B are each bounded by four edges, two of 
which are straight lines and are parallel with the x-axis and two 
of which are circular arcs centred on the x-axis. There are four 
vertices where these edges meet. 
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Cylindrical surfaces arising from a cylindrical feature. 
The unbounded version of A and the bounded version of B 
are shown. The angular extent of the feature is defined 
by the angles a and a measured from the y-axis. The 
upper circular arc on the boundary of B undergoes a 
translation in the yz-plane of ( 6y+E6i/2 , 6z+ES/2 ). 
Figure A3 
The signed distance between A and B can be found by 
considering signed distances between, 
o the unbounded version of A and the unbounded versions of 
the circular edges of B, 
o the unbounded version of A and the vertices of B. 
Signed distances between faces A and B and between A and the 
straight edges of B can be rejected. 
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Let us first consider the signed distance between the 
unbounded circular arcs of B and unbounded face A. The x-direction 
can be ignored during this process. Vectors written with two 
components will represent directions in the yz-plane. Angles in 
this plane will be measured relative to the positive y-axis which 
is given angle zero. 
One circular arc has x=E/2 and the other has x=-E/2. 
Nominally the signed distance between one of the arcs and surface 
A is d2-dl. Suppose that B is moved from its nominal position by 
(6x,6y,6z,68,6 ,6p). The arc with x=E/2 undergoes the displacement 
(figure A3), 
(6y,6z)+(E12)(6Vr,60) _ (6y+E6Vr/2,6z+E60/2). 
The point on the arc which ends up being closest to A depends on 
the direction of this vector: 
tan- 1((6y+E6/2)/(6z+E6/2)). 
If this is between a and a then the closest point on the arc to A 
lies between the bounds of the arc. In this case the signed 
distance between the bounded arc and the unbounded version of A is 
given by 
d2-d1- (6y+E6ip/2)2+(6z+E6 /2)2 
If the direction is not between a and a then we must 
determine the signed distance between A and the vertices at the 
ends of this arc. The vertices are displaced by the same vector 
as the arc on which they lie: 
(6y+E6p/2,6z+E6q/2). 
However, we must find the component of this vector in the 
direction of the normal of the surface of A taken near to the 
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relevant vertex. For the vertex with angle a the normal is 
(cosa,sina) and so the required component is 
(6y+E6/2,6z+E6¢/2).(cosa,sina) - cosa(6y+E6*/2)+sina(6z+E60/2) 
where "." is the scalar vector product. Therefore the signed 
distance of the vertex from A is 
d2-dl-cosa(6y+E6/2)-sina(6z+E6/2). 
Similarly the signed distance to A from the vertex with angle 8 is 
d2-d,-coss(6y+E6p/2)-sin8(6z+E60/2). 
Similar expressions are obtained for the edge and vertices with 
x=-E/2 by replacing E with -E. 
Finally, the resulting signed distance between A and B can be 
expressed as min(P,Q) where P and Q are given by the following: 
If a S tan-1((6y+E6p/2)/(6z+E6¢/2)) 5 8 
then let P = d2-dl- (6y+E6tp/2)2+(6z+E6c/2)2 
otherwise let P = min[ d2-d,-cosY(6y+E6tp/2)-sinY(6z+E60/2) ]. 
Y=a,B 
If a S tan-1((6y-E6p/2)/(6z-E64,/2)) <_ 8 
then let Q = d2-d,-/(d2)2+(6z-E6¢/2)2 




In General ... 
An algorithm to calculate a signed distance for any shape of 
feature could be implemented using these techniques. It would 
have to know how to calculate signed distances between the 
following pairs of items: 
1. Two unbounded faces; 
2. An unbounded edge and an unbounded face; 
3. A vertex and an unbounded face. 
It would also have to be able to determine the closest points of 
these pairs of items and determine if they are within the bounds 
of the items. 
Catalogues can be produced of signed distances between the 
pairs of items given above. This would require classification of 
the types of faces and edges that are involved. Faces have the 
same set of types that simple nominal features have (eg. planar, 
cylindrical, spherical and cylindrical). For each type of face 
there would be a set of possible edge types that could bound that 
face. In the planar feature example above only one type of edge 
was involved: all edges were linear. In the cylindrical feature 
example there were two types of edge: linear, parallel to the 
cylinder's axis and, circular, about the cylinder's axis. 
Hence it follows that signed distances between the pairs of 
items given above only need to be known for a small number of 
cases. 
The algorithm would also have to have to work out the closest 
point of an unbounded face or unbounded edge to another unbounded 
face. It would have to check that this point lies within the 
bounds of the face or edge. The required information could be 
catalogued according to type of face and type of edge. The 
catalogue would contain procedures for calculating: 
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1. Whether the closest point of two faces lies within the 
bounds of the face where the face is bounded by edges 
restricted to a few types. 
2. Whether the closest point of an edge to a face is within 
the bounds of that edge. 
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A complete specification of the algorithms for SUP and INF is 
given by Brooks in (1981). Here, a summary of these algorithms is 
given which shows how they can be used to handle linear 
expressions and constraints. 
Basically these algorithms find the bounds on a variable or 
an expression subject to a set of inequality constraints. The 
algorithms take three arguments. The first is an expression whose 
bounds are to be determined. The second argument, C, is a set of 
inequality constraints that must be satisfied by the variables 
occurring in the expression of the first argument. The third, V, 
is a set of variables which may occur in the bounds of the 
expression output by the algorithm. If this set is empty then 
numeric bounds will be determined. Examples of the result of 
calling SUP with a variety of different third arguments are given 
in section 3.5. 
First define UPPER(A,C) and LOWER(A,C) where A is a variable 
and C is a set of inequality constraints. UPPER(A,C) is an 
expression which does not contain A and which bounds A above. 
LOWER(A,C) is similar but bounds A below. 
UPPER(A,C) is obtained directly from the inequalities in C as 
follows. For each inequality in C containing A solve that 
inequality for A. Collect together all expressions obtained in 
this way which bound A above (rejecting expressions which bound A 
below) and denote them by El, E2, ..., E n. Then 
UPPER(A,C) = min(E,,E2,...,En). 
Also define LOWER(A,C) as an expression which bounds A below 
and which is obtained from the inequalities in C in a similar way. 
The following table shows the output from SUP if its three 
arguments are denoted by A, C and V. The right hand column 
contains actions that are performed if A satisfies the 
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corresponding condition in the left hand column. The definition 
of INF can be obtained by making the textual substitutions 
"SUP" -, "INF", "INF" -, "SUP", "UPPER" -, "LOWER", 
"min" "max", "S" "Z" and "co ., tt -m" . 
Condition Actions 
1. A is a number Output A 
2. A is a variable contained 
in V. Output A 
3. A is a variable not contained 
in V. Let 
B=SUP( UPPER(A,C), C, V U {A) ). 
a. If A does not occur in B then 
output B. 
b. If A does not occur in B then 
solve ASB for A to get 
ASB' where A does not 
occur in A. Output B'. 
4. A = A1+A2 Output SUP(A,,C,V)+SUP(A2,C,V). 
5. A = A,-A2 Output SUP(A,,C,V)-INF(A2,C,V). 
6. A = min(A,,A2) Output 
min( SUP(A,C,V) , SUP(B,C,V) ). 
7. A = rB where r is a number. 
If r>O, output rSUP(B,C,V). 
If r<O, output rINF(B,C,V). 
8. A matches none of the above. Output -. 
In effect, variables occurring in the expression in the first 
argument of SUP but which do not occur in its third argument are 
replaced by expressions which bound the variables above. However, 
the expression used to replace a variable may itself contain 
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variables that need replacing and so SUP must be applied 
recursively to this expression. To prevent an infinite loop the 
replacement expression must not include variables that have 
already been replaced. This process is represented by step 3 
above. If A consists of an expression involving summations, 
differences or minimums of terms then SUP is applied to each of 
the terms in the expression. This is represented by steps 4, 5 
and 6. 
Example 
Suppose C is the set of inequalities 
{ 1+Y 5 x 5 10-y , 5-y S x 5 6+y }. 
The evaluation of SUP(x-y,C,{x}) would proceed as follows. 
SUP(x-y,C,{}) 
SUP(x,C,{}) - INF(y,C,{}) 
UPPER(x,C) = min(10-y,6+y). 
SUP(min(10-y,6+y),C,{x}) _ 
min( 10-INF(y,C,{x}) , 6+SUP(y,C,{x}) ) 
LOWER(y,C)=max(x-6,5-x). 
INF( max(x-6,5-x),C,{x,y) ) = max(x-6,5-x). 
So, INF(y,C,{x}) = max(x-6,5-x). 
UPPER(y,C)=min(x-1,10-x). 
INF(min(x-1,10-x),C,{x,y}) = min(x-1,1O-x). 
So, SUP(y,C,{x}) = minx-1,10-x). 
min(10-max(x-6,5-x) , 6+min(x-1,10-x)) 
min(16-x,5+x,5+x,16-x) _ 
min(16-x,5+x). 
Solving x S min(16-x,5+x) gives x58. 
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So, SUP(x,C,{}) - 8. 
LOWER(y,C) - max(x-6,5-x). 
INF( max(x-6,5-x),C,{y} ) 
max( INF(x,C,{y})-6 , 5-SUP(x,C,{y}) ) 
LOWER(x,C) = max(1+y,5-Y). 
INF(max(1+y,5-Y),C,{y,x}) - max(1+y,5-y).. 
So, INF(x,C,{y}) = max(1+y,5-Y). 
UPPER(x,C) = min(10-y,6+y). 
SUP(min(10-y,6+y),C,{y,x}) = min(10-y,6+y). 
So, SUP(x,C,{y}) = min(10-y,6+y). 
max( max(1+y,5-y)-6 , 5-min(1O-y,6+y) 
max(y-5,-1-y,y-5,-1-y) _ 
max(y-5,-1-y). 
Solving y 5 max(y-5,-1-y) gives y 5 -0.5. 
So INF(y,C,{}) = -0.5. 
Therefore, SUP(x-y,C,{}) = SUP(x,C,{}) - INF(y,C,{}) 
= 8-(-0.5) = 8.5. 
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