Introduction
The accuracy of a diagnostic test can be measured by its sensitivity and specificity, which are defined as the probabilities of correctly identifying the diseased and non-diseased subjects, respectively. When the response of a test is continuous, we need to choose a cut-off point for positivity of disease in order to compute sensitivity and specificity of the test. Let Y and X be the results of a continuous-scale test for a diseased and a nondiseased subject, respectively. For a given cut-off point c, the sensitivity and specificity of the test are defined as
respectively, where F and G are the distribution functions of X and Y , respectively. Therefore, for a fixed value of specificity at p, the corresponding sensitivity of the test is
(p)), where F −1 (p) is the inverse function of F (p). The ROC curve, R(p), is a plot of sensitivity against 1-specificity as the cut-off point c runs through the whole range of possible test values. In practice, the optimal cut-off point is not known because the distribution function F of the non-diseased population is unknown. The area under the curve (AUC), defined as δ = 1 o R(p)dp, is the most commonly used summary measure of diagnostic accuracy for a continuous-scale diagnostic test. Bamber (1975) showed that the AUC δ = P (Y ≥ X). This can be interpreted as the probability that in a randomly selected pair of diseased and non-diseased subjects, the test value of the diseased subject is higher than or equal to that of the non-diseased subject. In a more general context, Wolfe and Hogg (1971) recommended the use of this index as a general measure for the differences between two distributions.
One important problem for the inference on the AUC is how to construct a confidence interval for δ. Let X 1 , . . . , X m be test results of a random sample of non-diseased subjects and Y 1 , . . . , Y n be test results of a random sample of diseased subjects. Traditionally, the well known Mann-Whitney (hereafter MW) two-sample rank statistic, defined by
is used as a non-parametric estimator of the AUC. Based on the asymptotic normality of MW statistic, we can construct a confidence interval (hereafter MW interval) for AUC.
Although the MW estimator of the AUC is known to be unbiased, and the coverage probability of the MW interval is asymptotically correct, the normal approximation based MW interval suffers from low coverage accuracy for high values of the AUC (e.g., 0.80 to 0.95, which are of most interest in diagnostic tests) when sample sizes for diseased and non-diseased subjects are small and unequal. Therefore, it is desirable to find an reliable alternative approach for constructing a confidence interval of the AUC.
Empirical likelihood (hereafter EL) (Owen, 1990 (Owen, , 2001 ) is a popular non-parametric method traditionally used for providing confidence intervals for the mean. The EL method has many advantages over other non-parametric methods. For example, it has better small sample performance than approaches based on normal approximation, and it studentizes internally, thereby eliminating the need for a pivot; see Hall and LaScala (1990) , and
Owen (2001) for a more discussion.
In this paper, we develop an empirical likelihood (EL) approach for the inference on the AUC. The main difficulty of developing the EL method for the AUC is that the standard EL method can not be directly applied to the AUC setting when F and G are unknown.
We must use an adjusted EL method (cf. section 2). These kinds of adjustment are simple and work well for many applications Jing, 2001, 2003; Wang, Oliver and Härdle, 2004; . In Section 2 we develop the EL theory for the AUC and propose an EL based confidence interval for the AUC. In Section 3 we extend the EL inference on the AUC developed in Section 2 to stratified samples. In Section 4, we conduct simulation studies to compare the relative performance of the proposed EL based interval with the existing normal approximation based intervals and bootstrap intervals for the AUC. In Section 5, we apply our EL interval for the AUC to a real example. The proof of the EL theory is deferred until the appendix.
Empirical Likelihood Method for AUC
For test value Y from a diseased subject, Pepe and Cai (2002) defined the placement value as
This value can be interpreted as the proportion of non-diseased subjects with their test values larger than Y . It essentially marks the placement of Y within the non-diseased distribution. It is easily seen that
Noticing this relationship between the AUC (δ) and the placement value U , we can derive an empirical likelihood procedure for the AUC. Let p = (p 1 , p 2 , · · · , p n ) be a probability vector, i.e., n j=1 p j = 1 and p j ≥ 0 for all j. The profile empirical likelihood for AUC, evaluated at the true value δ 0 of δ, can be defined as
Since placement values U j 's depend on the unknown distribution function F of the non-diseased population, replacing F by its empirical distribution F , we get an estimated empirical likelihood for AUC:
Then, by the Lagrange multiplier, we can easily
where λ is the solution of
Note that n j=1 p j , subject to
. So we define the empirical likelihood ratio at δ 0 as
.
Hence the corresponding empirical log-likelihood ratio is
where λ is the solution to the equation (1).
Since U j 's are not independent, we cannot apply the standard empirical likelihood theory to derive the asymptotic distribution of our empirical likelihood ratio l(δ 0 ). However, in Appendix A, we show that l(δ 0 ) still follows a scaled χ 2 distribution. We summarize the asymptotic distribution of the empirical log-likelihood ratio for the AUC in the following theorem.
The following theorem establishes the asymptotic distribution of the empirical loglikelihood ratio for AUC. 
where the scale constant r(δ 0 ) is Empirical likelihood confidence intervals for the AUC can be constructed as follows.
Let
where
Then from Theorem 2.1, R α (δ) gives an approximate confidence interval for the AUC with asymptotically correct coverage probability 1 − α, i.e.,
EL Intervals for AUC with Stratified Samples
In this section we extend the EL inference on the AUC, developed in Section 2, to stratified samples. Suppose we have L institutions participating in an ROC study of a continuous-scale diagnostic test. We use l to index the lth institution. Let X l and Y l be the results of a continuous-scale test for a non-diseased and a diseased subject in the lth institution, F l and G l are the distribution functions of X l and Y l , respectively. Let X l1 , . . . , X lm l be test results of a random sample of non-diseased patients and Y l1 , . . . , Y ln l be test results of a random sample of diseased subjects in the lth institution.
In this paper, we don't assume that F l 's and G l 's are homogeneous across institutions.
Instead, we allow F l 's and G l 's to be different by institutions and only assume the accuracy of the test is the same across institutions. That is, we assume that
where δ l denotes the AUC for the lth institution. This is the same assumption made in Tsimikas, Bosch, Coull and Barmi (2002) when the response of a diagnostic test is categorical (ordinal rating).
in Section 2, we can define the profile EL for the common diagnostic accuracy as measured by the AUC, δ, as follows:
The corresponding empirical log-likelihood ratio is
where λ l is the solution to the following equation:
Once again, we cannot use the standard empirical likelihood theory to derive the asymptotic distribution of l(δ 0 ) because U lj 's are not independent. In Appendix, we show that
the asymptotic distribution of l(δ 0 ) is still a weighted sum of independent χ 2 distributions.
We summarize the asymptotic result in the following theorem. That is,
where the weights
Here We can then construct the EL confidence interval for the common AUC as follows.
where c 1−α is the (1−α)-th quantile of the weighted chi-square distribution
. In practice, a simple Monte Carlo simulation is needed to calculate the critical value c 1−α in (8). This can be done by first generating a large number of realizations of
L,1 and then taking c 1−α to be the (1 − α)-th sample quantile. Then, from the earlier discussion, R α (δ) gives an approximate confidence interval for the AUC with asymptotically correct coverage probability 1 − α.
Simulation Studies for EL Intervals
In this section, we report the three simulation studies for evaluating coverage accuracy and interval length of the newly proposed EL interval for the AUC when the AUC is taken to be 0.8 (moderate accuracy), 0.9 and 0.95 (high accuracy) in finite-sample sizes.
For simplicity, we take L = 1 in these simulation studies. In each study, we generated 10,000 random samples of size m from F for test responses of non-diseased subjects, and another 10,000 independent random samples of size n from G for test responses of diseased subjects.
Since the AUC is restricted to [0,1], Pepe (2003) has argued that an asymmetric confidence interval within (0,1) should be preferred. Using a logistic transformation, the lower and upper limits of (1 − α)% confidence interval for logit AU C = log(AU C/(1 − AU C)) are
respectively. Therefore, the (1 − α)% confidence interval for the AUC is
. Pepe (2003, p107) recommended the use of the logit transformation based confidence intervals (Hereafter LT interval) for the AUC. Because bootstrap confidence intervals usually are good competitors to the EL based intervals; hence for comparison, we include the LT interval, the normal approximation based interval (MW interval), the standard percentile bootstrap (PB) interval, and percentile-t bootstrap (PTB) interval for the AUC in these simulation studies.
In the first simulation study, F is chosen to be the standard normal distribution (with mean µ 0 = 0 and standard deviation σ 0 = 1), and G is chosen to be a normal distribution
−1 (δ) (Φ is the cdf of the standard normal distribution) and standard deviation σ = 2. In the second study, F is chosen to be the standard lognormal distribution, and G a log-normal distribution Log-N(µ, σ
and σ = 20. Note that in these simulation settings, δ represents the true AUC and is related to the mean and standard deviation by the following relation:
Thus, δ can be estimated by substituting the maximum likelihood estimates of the mean and standard deviation into (9). Obuchowski and McClish (1997, formula (6) ) gave the variance estimate for this estimator of AUC. Therefore another normal approximation based confidence interval for the AUC (hereafter ML interval) can be constructed by applying the asymptotic normality of the ML based estimate for the AUC.
In the third study, F is chosen to be the standard exponential distribution (with rate υ = 1), and G a exponential distribution with rate θ = 1/δ − 1. The AUC is
and can be estimated by replacing υ and θ by its maximum likelihood estimates. This maximum likelihood (ML) based estimate for the AUC is
Using the delta method, we can find the asymptotic variance of δ and hence obtain the normal approximation based ML interval for AUC as follows:
where z 1−α/2 is (1 − α/2)-th quantile of standard normal distribution.
For each of the parameter and distribution settings mentioned above, two sided 90%
and 95% EL intervals, MW intervals, ML intervals and LT intervals for the AUC are constructed for five combinations of sample sizes of (m, n), followed by the calculation of coverage probabilities, average interval lengths. The computation results are presented in Tables 1-6 .
Place Tables 1-6 here Tables 1-6 indicate that EL intervals always have better coverage accuracy than MW intervals. Particularly, for high values of the AUC, EL intervals greatly outperform MW intervals. All intervals have similar interval lengths.
The ML interval for the AUC has good coverage accuracy when the underlying parametric assumptions are true. Our EL intervals have similar coverage accuracy to the ML intervals for parametric models considered here. While the validity of ML intervals is relied on the parametric distributional assumptions, the EL interval is purely a nonparametric approach and makes no assumptions about the distributional forms for diseased and non-diseased populations. On additional problem with the parametric ML interval is that it does not have the invariant property, which requires the ROC curve of a test be invariant to any monotone increasing transformation of test results, a fundamental property of an ROC curve.
The LT interval for the AUC also has good coverage accuracy but has the longest interval length. One serious problem with the LT interval is that it can break down when the observed AUC δ is close to one (see Tables 3-4 when true AUC=0.95. "NA" means "not available"). Particularly, if the estimated AUC δ = 1, no LT interval for the AUC can be constructed. For those situations when we can compute the LT intervals, our EL intervals have similar coverage accuracy as the LT intervals.
Comparing with the standard bootstrap intervals for the AUC, EL intervals have better coverage accuracy than the PB intervals. The PTB intervals over-cover the AUC and have bigger coverage errors than the EL intervals in most settings considered here.
Furthermore, the PTB is the computationally the most extensive method among all the methods considered here.
In summary, we suggest the use of EL intervals for the AUC when the underlying distributions for diseased and non-diseased populations are unknown. The ML interval for the AUC should be used when the underlying parametric models are believed to be true.
A Real Application: Dermoscope Example
We illustrate the application of the proposed EL interval for AUC in the study of the accuracy of dermatoscopy in distinguishing patients with malignant melanoma (MM) from those without MM.
The most deadly kind of skin disease is malignant melanoma (MM), and early detection of MM combined with excision of MM is the only way to cure patients with MM. Stolz et al. (1994) studied the accuracy of clinical evaluation with the aid of dermatoscopy in detecting malignant melanoma by using the ABCD (Asymmetry, irregular Border, different Colors, and Diameter larger than 6mm) rule. The dermatoscopy is a handheld instrument for skin surface microscopy at 10 times magnification (Stolz et al., 1989) .
Dermatologists want to know what the diagnostic accuracy of dermatoscopy is in detecting 13
patients with MM. The study sample consists of 21 patients with MM and 51 patients with benign melanocytic lesions, and the gold standard used in the study is biopsy. Because the distributions of the measurement from dermatoscopy for the two group of patients are unknown and the sample sizes are unequal, based our simulation studies, we would use the EL interval for the AUC as the range of the diagnostic accuracy of dermatoscopy.
The estimated AUC of dermatoscopy based on MW estimator is 0.900. The 95% EL interval for the AUC is [0.812, 0.955] . This EL interval suggests that the dermatoscopy has moderate to high level of diagnostic accuracy in detecting patients with MM.
Discussion
In this paper we have proposed an empirical likelihood (EL) based confidence interval for the area under the ROC curve of a continuous-scale test. We have shown that the proposed method has some nice theoretical property, and our simulation results have indicated the proposed EL based interval outperforms the existing methods, particularly when the AUC is close to 1.0.
Our proposed method is an additional contribution for constructing an confidence interval for the AUC of a highly accurate diagnostic test. When the response of a diagnostic test is ordinal, Tsimika et al (2002) have proposed a profile-likelihood method for constructing such a interval. However, their method cannot be applied when the response of the test is continuous.
Appendix: Proof of Theorems
We need the following lemma for the proofs of Theorems 2.1 and 3.1.
Lemma 1. Under the same conditions as in Theorem 2.1, we have
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(ii).
Proof of Lemma 1.
Lemma 1(i) follows from the uniform consistency of empirical distribution F and the
Lemma 1(ii) is from Sen (1967) .
Proof of Theorem 2.1:
Using Lemma 1 and the similar arguments used in Owen (1990) , we can prove that
, by Taylor's expansion to (2), we have
Therefore,
The proof of Theorem 2.1 is thus completed.
Proof of Theorem 3.1.
Similar to the proof of Theorem 2.1, we have
and
The proof of Theorem 3.1 is completed.
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