MOLECULAR CHAINS UNDER TENSION AND TORQUE: ACTIVATION OF STATISTICALLY INTERACTING EXTENSION, TWIST, AND CONTACT PARTICLES by Meyer, Aaron C.
University of Rhode Island 
DigitalCommons@URI 
Open Access Dissertations 
2019 
MOLECULAR CHAINS UNDER TENSION AND TORQUE: 
ACTIVATION OF STATISTICALLY INTERACTING EXTENSION, 
TWIST, AND CONTACT PARTICLES 
Aaron C. Meyer 
University of Rhode Island, acmeyer123@gmail.com 
Follow this and additional works at: https://digitalcommons.uri.edu/oa_diss 
Recommended Citation 
Meyer, Aaron C., "MOLECULAR CHAINS UNDER TENSION AND TORQUE: ACTIVATION OF STATISTICALLY 
INTERACTING EXTENSION, TWIST, AND CONTACT PARTICLES" (2019). Open Access Dissertations. Paper 
883. 
https://digitalcommons.uri.edu/oa_diss/883 
This Dissertation is brought to you for free and open access by DigitalCommons@URI. It has been accepted for 
inclusion in Open Access Dissertations by an authorized administrator of DigitalCommons@URI. For more 
information, please contact digitalcommons@etal.uri.edu. 
MOLECULAR CHAINS UNDER TENSION AND TORQUE: ACTIVATION
OF STATISTICALLY INTERACTING EXTENSION, TWIST, AND
CONTACT PARTICLES
BY
AARON C. MEYER
A DISSERTATION SUBMITTED IN PARTIAL FULFILLMENT OF THE
REQUIREMENTS FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY
IN
PHYSICS
UNIVERSITY OF RHODE ISLAND
2019
DOCTOR OF PHILOSOPHY DISSERTATION
OF
AARON C. MEYER
APPROVED:
Dissertation Committee:
Major Professor Gerhard Müller
Alexander Meyerovich
David Freeman
Nasser H. Zawia
DEAN OF THE GRADUATE SCHOOL
UNIVERSITY OF RHODE ISLAND
2019
ABSTRACT
This study presents a statistical mechanical analysis of single molecular
chains at thermal equilibrium subject to tension, torque, and contact with a fluid
medium. Polymeric chains are modeled as one-dimensional, microscopic groups of
monomers. The methodology treats the response of monomers to tension, torque,
and fluid medium contact as sets of statistically interacting quasi-particles. Com-
plex elastic behavior and structural transitions as observed in single-molecule ma-
nipulation experiments are successfully described using this methodology. Mod-
els pertaining to thermal unbending, linear elasticity, torque-twist characteristics,
and structural transformations including effects of cooperativity are presented.
Dynamic phenomena associated with fluid-medium contact are considered as an
extension of the methodology.
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CHAPTER 1
Introduction
The past few decades have seen the study of biomechanics grow into a
substantial scientific field. Advancements in experimental techniques allow for
the manipulation of individual biomolecules, such as proteins or nucleic acids.
Of principal interest are the results obtained from optical or magnetic tweezer
experiments.[1, 2, 3, 4] These devices allow researchers to mount a single molecule
and controllably apply a tension or torque and observe the molecule’s response.
Notably, the mechanics of double-stranded (ds) DNA has been investigated with
this method. It was found that ds-DNA has a highly complicated force-extension
characteristic, and is capable of going through multiple physical transformations,
called conformational changes. These revelations spurned new questions and theo-
retical descriptions. What effects or role does mechanical stress have on biological
functions? Under what conditions do molecules transform? What is the interplay
of internal energy, work, entropy, and other thermodynamic quantities during these
processes?
This study aims to provide insight into the statistical mechanics of
biomolecules by introducing and developing a methodology new to this field of
study. The methodology treats the response of biomolecules to applied tension,
torque, and interaction with a fluid medium as activations of statistically inter-
acting quasi-particles. Molecules are modeled as discrete, microscopic, one di-
mensional systems of monomers subject to thermal fluctuations. The fundamen-
tal degrees of freedom are the bonds between monomers, called generically links.
Quasi-particles represent physical modifications of individual links or groups of
links. Each quasi-particle species is assigned an activation energy which depends
1
on the control variables tension, torque, and temperature. The activation of par-
ticles from a species can occur through mechanical work or thermal agitation,
but also depends on the statistical interaction with particles from other species.
Several sets of particle species are discussed throughout the study. This methodol-
ogy has been well developed and applied to a variety of one-dimensional systems.
[5, 6, 7, 8, 9, 10, 11, 12] As an introductory work, models presented in this study
start simple but will advance organically towards complex behavior.
The applications covered here include linear elasticity, thermal unbending,
torsional elasticity, supercoil formations, and structural transformations including
the effects of cooperativity. The incorporation of dynamic phenomena, including
hysteresis, is proposed through a simple extension of the methodology.
2
CHAPTER 2
Methodology
2.1 Generalized Pauli exclusion principle
This study of molecular chains proposes a microscopic statistical mechanical
model constructed as ensembles of statistically interacting quasi-particles. The
basis of the methodology was created by F.D.M. Haldane [13] when he formulated
a generalized Pauli exclusion principle:
∆di = −
∑
j
gij∆Nj. (1)
The generalized Pauli exclusion principle describes the statistical interaction
of particles, defined as elementary excitations confined in a condensed matter state.
There can, in general, be many types, or species of these quasi-particles. Eq. (1)
explains how the change in population of particles from species j, ∆Nj, changes the
system space left available for particles from species i, ∆di. In other words, placing
a particle of species j can exclude slots open to occupancy for particles of species
i, create such slots, or have no effect. The rules for these interactions are given by
gij, a set of rational numbers called statistical interaction coefficients. Consider,
as an example, a system of bosons. In this case gij = 0, meaning the placement
of one boson in the system has no effect on the placement of further bosons. Now
consider a system of fermions. In this case, gij = δij, meaning fermions will exclude
placement of additional fermions of the same species. This case corresponds to the
original Pauli exclusion principle, so long as ‘species’ is understood to mean a
fermion with a specific set of quantum numbers. But the interaction coefficients
are not limited to gij = 0, 1. On the contrary, the point of this theory is to
investigate the physics of particles described by fractional statistics. In his paper,
Haldane considered semions with gij = 1/2, and used it to classify phenomena in
3
antiferromagnetic spin chains. This reveals some of the utility and power of the
methodology.
2.2 Statistical Mechanics
Consider a reference state (pseudo-vacuum) that is non-degenerate. By defini-
tion, it contains no particles. From this pseudo-vacuum particles can be activated.
Each species of particle has a definite capacity to be placed into the reference state.
The capacity constant for each species is defined as Am, m = 1, . . . ,M . For parti-
cle species that can be activated directly from the pseudo-vacuum, Am are positive
rational numbers which grow proportionally with the system size. Some species of
particles can only exist inside other particles in what are called nested structures.
These species have Am = 0 because they have no capacity to be activated directly
from the pseudo-vacuum.
The number of distinct microstates with particle content {Nm} is determined
by the following binomial multiplicity expression [13, 9, 14, 15, 16]:
W ({Nm}) =
M∏
m=1
(
dm +Nm − 1
Nm
)
, (2a)
dm = Am −
M∑
m′=1
gmm′(Nm′ − δmm′). (2b)
The energy of a microstate depends only on the particle content and is given by,
E({Nm}) = Epv +
M∑
m=1
Nmεm, (3)
where Epv is the energy of the reference state and the εm are the particle activation
energies. Unless otherwise stated, Epv = 0 is used throughout this work.
With the multiplicity and energy of microstates defined, attention turns to
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the partition function:
Z =
∑
{Nm}
W ({Nm})e−βE({Nm}). (4)
The rigorous evaluation of (4) with ingredients (2) and (3) was accomplished by
Wu [14], Isakov [15], Anghel [16], and others [9, 8]. Investigations into several
diverse physical phenomena have made use of this formulation [6, 8, 7, 17, 12, 18,
19, 5, 10, 11]. The analysis by Wu [14] leads to a convenient way to express the
partition function:
Z =
M∏
m=1
(
1 + w−1m
)Am
, (5)
where the wm are real, positive solutions of the coupled nonlinear algebraic equa-
tions,
eβεm = (1 + wm)
M∏
m′=1
(
1 + w−1m′
)−gm′m . (6)
In its original context, (6) contained a chemical potential, µ in the factor on the
left-hand side. For this study the chemical potential has been absorbed into the
particle activation energies. For integer gij, Eqs. (6) are polynomial equations
whose order is determined by the statistical interaction coefficients gm′m, appearing
as exponents. Depending on the ensemble and its complexity, solutions of (6) may
be obtained analytically or numerically. Once a solution is found, the partition
function can be calculated via (5). The average numbers 〈Nm〉 of particles of all
species also depends on wm, and are given as solutions of the linear relations:
wm〈Nm〉+
M∑
m′=1
gmm′〈Nm′〉 = Am. (7)
5
An expression for the entropy can also be obtained:
S({〈Nm〉}) = kB
M∑
m=1
[(
〈Nm〉+ Ym
)
ln
(
〈Nm〉+ Ym
)
− 〈Nm〉 ln〈Nm〉 − Ym lnYm
]
, (8a)
Ym
.
= Am −
M∑
m′=1
gmm′〈Nm′〉, (8b)
which has been inferred directly from (2), via S = kB lnW in combination with
(7).
Now that a partition function (5) and the means to evaluate it via (6) are in
place, a free energy and explicit results can be obtained. As a final note, quantities
of interest can be reached through differentiation of the free energy or as functions
of the average numbers of particles, 〈Nm〉. The entropy expression (8) is obtained
by the latter, but is consistent with entropy obtained by differentiation of the free
energy with respect to temperature.
6
CHAPTER 3
Tension and Extension
Consider an open polymeric chain of N monomers connected by N − 1 links.
Let each monomer and the links between them be identical. The chain is mounted
such that tension can be controllably applied and is subject to thermal fluctuations.
With sufficient tension the chain is reasonably straight. From this reference state
particles representing extensions or contractions of the links between monomers
can be activated or deactivated. Activation or deactivation of a particle can be
the result of work done by an applied tension or through thermal fluctuations.
Figure 1. (a) Symbolic representation of an N = 6 monomer system in the ref-
erence state. The vertical rectangles represent the identical monomers, and the
spacing between them their mutual bonds. (b) Symbolic representation of an
N = 6 monomer system with three extension particles activated. Open rectan-
gles represent the extended links between monomers. Extension particles are more
likely to be activated with increasing applied tension, J .
Figure 1 is an illustration of the proposed reference state, and of how particles
representing extensions will populate that state upon the application of tension,
which is denoted by the variable J . This chapter will show how phenomena such
as elasticity, rupture, and thermal unbending of a polymer can be described using
these types of particles.
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3.1 One species of particles
A natural starting point is to consider the simplest possible case: one species
of particles (M = 1). This particle occupies a single unit of the pseudo-vacuum:
one bond between monomers. Later in this study we will consider particles which
occupy multiple units of the pseudo-vacuum. For convenience, particles which
occupy a single unit are referred to as level-1, and particles which occupy two
units are referred to as level-2.
This level-1 particle may be activated from the reference state into any of
the N − 1 links, and when it does so, excludes other particles from occupying
that link. Therefore, the particle has capacity constant A1 = N − 1 ' N and
statistical interaction coefficient g11 = 1. The coupled Eqs. (6) are reduced to a
single equation,
eβε1 = w1. (9)
The partition function inferred from (5) is then
Z = (1 + e−βε1)N−1. (10)
The average number of particles, obtained via (7) yields,
〈N1〉
N − 1
=
1
1 + w1
=
1
1 + eβε1
. (11)
The system size is always assumed to be large throughout this study, meaning
N − 1 ≈ N can be assumed. The quantity,
N̄1
.
=
〈N1〉
N
, (12)
is referred to as a population density.
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3.1.1 One-step extension
The one-species system can be employed to describe a primitive, but instruc-
tive model of elasticity. Using the particle activation energy,
ε1 = γ1 − JL1, (13)
the Gibbs free energy (per link) is
G
N
.
= Ḡ = −kBT ln
(
1 + e−βε1
)
. (14)
J is the applied tension, γ1 is an elastic energy constant, and L1 is an incremental
quantum of length. In this model, links are either not extended or fully extended
by L1. Now that a thermodynamic potential is at hand, it is time to introduce
several quantities of interest.
The average excess length can be obtained via differentiation of the Gibbs free
energy or, equivalently, through the population density:
L̄
.
= L1N̄1 = −
∂Ḡ
∂J
=
L1
eβε1 + 1
. (15)
Note that (15) shows (unsurprisingly) that the particles have the statistics of lattice
fermions. The fermionic statistics is also reflected in the entropy expression derived
from (8),
S̄
kB
= −N̄1 ln N̄1 − (1− N̄1) ln(1− N̄1)
= ln
(
1 + e−βε1
)
+
βε1
eβε1 + 1
. (16)
The enthalpy can be obtained as the product of population density and activation
energy, or from the standard relations between thermodynamic potentials. The
enthalpy and internal energy are,
H̄ = Ḡ+ T S̄ = ε1N̄1 =
γ1 − JL1
e−βε1 + 1
, (17a)
Ū = H̄ + JL̄ =
γ1
eβε1 + 1
. (17b)
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Note the similarity of the internal energy (17b) with the excess length (15). Each
particle activation provides quanta of length and elastic energy to the system with
equal probability. Therefore these two functions have the same shape.
The scaled excess length L̄/L1, internal energy Ū/γ1, entropy S̄/kB, and en-
thalpy H̄/γ1 are plotted as functions of scaled tension, JL1/γ1 in Fig. 2. Each
Figure 2. (a) Scaled excess length and internal energy, (b) entropy, (c) enthalpy,
each versus scaled tension at constant scaled temperatures kBT/γ1 = 0.05, 0.1, 0.2.
The inset in (c) shows the enthalpy continuing into negative values past JL1/γ1 =
1.
plot in Fig. 2 show results for three different scaled temperatures. The dashed
line at JL1/γ1 = 1 is where the activation energy of the extension particle, ε1
crosses zero. The excess length and internal energy [panel (a)] both start at zero,
increase monotonically, and approach the asymptote, L̄/L1 = 1. The range of
tension over which this extension occurs is controlled by thermal fluctuations. The
curve produced by the lowest temperature, kBT/γ1 = 0.05, has the most precipi-
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tous behavior. At T = 0 this model produces a step function. The entropy [panel
(b)] is a measure for the random distribution of extended links. When the tension
is low, the activation energy of particles is large compared to kBT , and there are
correspondingly few particles populating the system. There is a peak when the
activation energy crosses zero and (on average) half of the links are populated with
particles. Continuing to high tension, the activation energy becomes negative and
increasingly large in magnitude compared to kBT , and the system gets saturated
with particles. When the temperature is relatively low the transition from empty
of particles, to saturated with particles is more acute, as seen by the narrowing of
the entropy peak. The enthalpy [panel (c)] is a measure of the average activation
energy per monomer. Enthalpy increases from zero tension and reaches a peak
before JL1/γ1 = 1. The enthalpy increases in this region despite the activation
energy decreasing. This is due to the rapidly growing particle population. How-
ever, once the activation energy approaches zero and goes negative, the enthalpy
decreases sharply and continues to descend linearly into negative values (as seen
in the inset.)
It is also informative to look at the response functions, heat capacity C̄J ,
tensile compliance κT , and thermal expansivity αJ :
C̄J
.
= T
(
∂S̄
∂T
)
J
= kB
e2βε1
4 cosh2(eβε1/2)
, (18)
κT
.
=
1
L1
(
∂L̄
∂J
)
T
=
βL1
4 cosh2(eβε1/2)
, (19)
αJ
.
=
1
L1
(
∂L̄
∂T
)
J
=
eβε1/T
4 cosh2(eβε1/2)
. (20)
Figure 3 shows the three response functions (18) - (20) versus scaled tension,
JL1/γ1 for three different scaled temperatures. The heat capacity at constant
tension, seen in panel (a) has a symmetric double-peak shape. These peaks coincide
with the maximum heat transfers between the chain and the surrounding medium.
11
Figure 3. (a) Heat capacity, (b) tensile compliance, and (c) thermal expansivity,
each versus scaled tension at constant scaled temperatures kBT/γ1 = 0.05, 0.1, 0.2.
As the chain is extended from zero tension it absorbs heat and becomes more
disordered. Past the value JL1/γ1 = 1, the chain expels heat as it returns to an
ordered state. The tensile compliance, seen in panel (b) has a single peak centered
at JL1/γ1 = 1. This marks the point where the chain extends most easily in
response to an increase in tension. Note that the highest peak corresponds to
the lowest scaled temperature. The thermal expansivity, by contrast is zero at
JL1/γ1 = 1. This means that raising or lowering the temperature of the chain
at this critical tension will not cause the chain to expand or contract. However,
below and above JL1/γ1 = 1 the thermal expansivity is positive (negative) and
the chain will expand (contract) when heated up.
The results presented in this section serve as a reference for subsequent appli-
cations. This study proposes increasingly complex sets of particles. It will prove
12
insightful to compare the features contained in these thermodynamic functions
with those that will be obtained later.
3.2 Level-1 Compacts
Consider now a scenario with multiple species of level-1 particles. In the tax-
onomy of [5], these are referred to as compacts. This particular set has great utility
and so will be examined in detail. Each species can occupy the reference state di-
rectly, so Am = N − 1 ' N, m = 1, · · ·M . Their combinatorics are characterized
by the statistical interaction coefficients shown in Table 1. Each application of the
gmm′ 1 2 3 4 5 · · ·
1 1 1 1 1 1 · · ·
2 0 1 1 1 1 · · ·
3 0 0 1 1 1 · · ·
4 0 0 0 1 1 · · ·
5 0 0 0 0 1 · · ·
...
...
...
...
...
...
. . .
Table 1. Statistical interaction coefficients for level-1 compact quasi-particles
level-1 compacts will have particle activation energies that depend on the index
m. For convenience, the factors containing the energies in the algebraic Eqs. (6)
are denoted as
Km
.
= eβεm , m = 1, 2, · · ·M. (21)
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Now with the interaction coefficients gmm′ and capacity constants Am worked out,
the coupled Eqs. (6) have the form,
K1 = (1 + w1)
w1
1 + w1
,
K2 = (1 + w2)
w1
1 + w1
w2
1 + w2
,
K3 = (1 + w3)
w1
1 + w1
w2
1 + w2
w3
1 + w3
,
...
KM = (1 + wM)
w1
1 + w1
w2
1 + w2
w3
1 + w3
· · · wM
1 + wM
.
(22)
These equations can be solved recursively. The first equation yields w1 = K1.
Substitution into the second equation gives w2 = K2(1 + K1)/K1. Continue this
procedure to find the general solution,
wm = Km
[
1 +
m−1∑
m′=1
K−1m′
]
. (23)
With this solution, the partition function (5) can be evaluated as follows
Z =
M=1∏
m=1
(
1 + w−1m
)Am
=
[
1 +
M∑
m=1
K−1m
]N−1
. (24)
The solution of (7) gives population densities:
N̄m =
∏M
m′=m+1 wm′∏M
m′=m
(
1 + wm′
) = 1
Km
[
1 +
M∑
m=1
K−1m
]−1
. (25)
It should be noted that, in general, it is not guaranteed that an ensemble with
many species of particles admits an analytic solution. The form of (24) is relatively
simple, but is capable of describing complex behavior. The following sections
propose different energy specifications Km which are well suited for describing
several different physical phenomena.
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3.2.1 Rupture
Consider an application of the level-1 compact model with the following en-
ergetic specifications:
εm = γm − JLm, Lm = mLc, γm = mγc, m = 1, 2, . . . ,M. (26)
The species of particles have increasing incremental lengths and energy constants,
proportionate to Lc and γc, respectively. The form of (26) sets the stage for a
critical tension, where each activation energy goes negative simultaneously, as can
be seen in Fig. 4.
Figure 4. Scaled activation energies for specifications (26) versus scaled tension,
M = 10. Vertical dashed line marks the critical tension JLc/γc = 1.
Taking the limit M → ∞ for this system produces a model for rupture of a
polymeric chain. It is straightforward to show that the sum contained in (24) then
becomes a geometric series, and yields the Gibbs free energy
Ḡ = kBT ln
(
1− e−β(γc−JLc)
)
. (27)
Now at the critical tension, JLc/γc = 1, further extension requires no work, which
is interpreted as a rupture of the chain. It is important to keep in mind that rupture
is a dynamic phenomenon and this methodology describes only equilibrium states.
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Figure 5. (a) Scaled excess length and internal energy, (b) enthalpy, (c) entropy,
and (d) heat capacity, each versus scaled tension at constant scaled temperatures
kBT/γ1 = 0.05, 0.1, 0.2. (M =∞)
Therefore, the results in this section are limited in scope. The excess length and
internal energy again have similar forms,
L̄ =
Lc
eβ(γc−JLc) − 1
, Ū =
γc
eβ(γc−JLc) − 1
, (28)
but both encounter singularities at the critical tension. The entropy reads
S̄
kB
=
β(γc − JLc)
eβ(γc−JLc) − 1
− ln
(
1− e−β(γc−JLc)
)
, (29)
and is also divergent at JLc/γc = 1. However, the enthalpy and heat capacity,
H̄ =
γ1 − JLc
eβ(γc−JLc) − 1
, C̄J = kB
β(γc − JLc)2
4 sinh2(β(γc − JLc)/2)
, (30)
remain finite at the critical tension. Figure 5 shows each of these results (28)-(30)
versus scaled tension at three different scaled temperatures. The other thermody-
namic functions discussed in Sec. 3.1 are also divergent at the critical tension, and
are not shown here.
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The enthalpy [panel(b)] is equal to kBT at JLc/γc = 1 for each of the three
curves. This is in contrast to the enthalpy found in Sec. 3.1, which was zero at
the critical tension. While each particle energy is approaching zero, the number
of activated particles diverges. This can be seen in the functional form of the
heat capacity in (30). The heat capacity [panel (d)] reaches a maximum C̄J = 1
for each scaled temperature at the critical tension. Recall that in Sec. 3.1, when
the particle activation energy was zero, so too was the heat capacity. In that case
raising or lowering the temperature had no effect on the composition of the average
microstate of the system. However, this system has an infinite number of particle
species, so there are always new species to be activated and, therefore, the disorder
increases.
3.2.2 Linear Extension
The level-1 compacts can also represent a model of linear or Hookean ex-
tension. This mode of stretching is observed in single molecule force-extension
experiments. A notable example is a DNA molecule stretched beyond the entropic
regime, where it behaves like an elastic rod [20, 2].
Consider M species of level-1 compacts with the following energy specifica-
tions:
εm = γm − JLm, Lm = mLc, γm =
1
2
m(m+ 1)γc : m = 1, . . . ,M. (31)
The quanta of length Lm for each species of particles have the same dependence on
the index m as in the previous rupture model, but the energy constants, γm now
have a more complicated form. Each γm increases like a second order polynomial
of the index m, with a linear and quadratic term that have the same coefficient,
γc/2. To understand why these specifications could represent linear extension, it is
instructive to look at εm plotted, as seen in Fig. 6. ε1 starts with the lowest energy
of any species, and crosses to negative values first. At this point, species m = 1
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Figure 6. Scaled activation energies for specifications (31) versus scaled tension
for M = 10.
holds a majority of occupancy, but there is also a mix of m = 2, 3, 4 · · · species,
activated by thermal fluctuations. However, as the applied tension increases, ε2
becomes more negative, overtaking ε1. Then ε3 overtakes ε2, and so on. Each of
these crossings of the activation energies is evenly distributed along the tension, and
occurs every ∆J = γc/Lc. As a consequence, the distribution of particles present
in the system moves evenly with increasing tension. This is most easily seen in
the symmetry exhibited by the population densities (25), shown in Fig. 7. Each
Figure 7. Population densities (25) versus scaled tension for M = 10. The distri-
butions for species m are labeled with their activation energies, εm.
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species occupancy grows, reaches a maximum, then declines to zero. The location
of each maximum resides between the points of crossings noted in Figure 6. Even
though all particle activation energy continue to more negative values, making
them energetically favorable, the mutual exclusion encoded in their combinatorics
produces this succession. The exception to this is the last species, m = M = 10.
The activation energy of that species has the most precipitous J-dependence, and
with tensions beyond JLc/γc ≈ 10 its population density increases to saturation,
N̄10 → 1.
The excess length, entropy, and internal energy are shown in Fig. 8. Each
Figure 8. (a) Scaled excess length, (b) entropy, and (c) internal energy, each
versus scaled tension at constant scaled temperatures kBT/γc = 0.5, 1.0, 2.0. The
insets in (a) and (c) show step-like features appearing for kBT/γc = 0.025, 0.1, and
saw-tooth features in (b) for kBT/γc = 0.25, 0.1
plot in Fig. 8 has curves for three different scaled temperatures. The first thing
to notice is that the excess length [panel (a)] exhibits the intended linear behavior
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through a range of tension. At high tension, however, the extension levels off. This
happens when the last extension particle (m = 10) saturates the chain. Saturation
occurs for L/Lc →M when J > Mγc/Lc.
Each plot in Fig. 8 also contains an inset, which shows what happens to these
functions when the temperature is sufficiently low. They reveal an interesting
consequence of the discrete nature of this model. Take, as an example, the inset in
panel (a). The extension becomes step-like when the temperature is very low. This
is because thermal fluctuations are suppressed, resulting in a narrowing of the range
of tension where each extension particle is likely to be activated. In terms of the
population densities plotted in Fig. 7, each distribution peak becomes increasingly
narrow in the low temperature limit.
The entropy [panel (b)] has a plateau through the range of linear elasticity.
This can again be explained by examination of the population densities plotted in
Fig. 7. The distributions exhibit a J-independent symmetry, so the mix of different
populations in the system does not change, it simply moves through the species of
particles. However, raising or lowering the temperature will widen or narrow the
particle distributions, resulting in a raising and lowering of the entropy plateau.
Before the plateau, the system is more ordered, containing mostly pseudo-vacuum
and species m = 1. After the plateau, the system again becomes ordered as species
m = 10 dominates. In either case the entropy decreases. The inset in panel (b)
reveals that in the low temperature limit the entropy becomes saw-tooth shaped.
The maxima have the value S̄/kB & ln 2 ' 0.69. These correspond to the points of
crossings between activation energies noted earlier. When thermal fluctuations are
suppressed, significant mixing of particles only occurs at these spots, and between
the two species of particles which have equal activation energy.
The internal energy [panel (c)] has a quadratic shape, as one would expect
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from Hookean behavior. This is in contrast to the proportionality between excess
length and internal energy observed in the two previous applications, and is due
to the different energy constants γm. The inset in [panel (c)] again reveals the
conspicuous step-like increases in elastic energy occurring at low temperature.
Heat capacity, tensile compliance, and thermal expansivity are shown in Fig.
9. Each quantity is plotted for three different scaled temperatures. Compared
Figure 9. (a) Heat capacity, (b) tensile compliance, and (c) thermal expansivity,
each versus scaled tension at constant scaled temperatures kBT/γc = 1.0, 2.0, 3.0.
with the previous applications, the heat capacity [panel (a)] has a complicated
form, going through local maxima and minima. Starting at C̄J = 0.5, the heat
capacity decreases to a minimum, then increases again to a plateau similar to the
one seen in the entropy. During Hookean extension, changes in temperature result
in similar changes in entropy, regardless of whether the chain is at the beginning,
middle, or end of its extension. This is again due to the J-independent distribution
of particle densities. This plateau is prominent in the lowest scaled temperature
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curve kBT/γc = 1.0, but recedes easily with increasing temperature. At high
temperatures, as the entropy reaches a maximum, the chain becomes less capable
of exchanging heat with the reservoir. In the very low temperature limit the heat
capacity plateau will develop structures (not shown) similar to what is seen in the
inset of Fig. 8(b). Beyond the linear regime there is another minimum that is
symmetric to the one at lower tensions, and then another increase to a maximum
which grows and moves to the right with increased temperature. In this large
J region increasing the temperature allows the distribution of low-lying particles
present in the linear regime to increase and spread outward.
The other two response functions, tensile compliance [panel (b)] and thermal
expansivity [panel (c)], have forms that are similar to what was seen in Sec. 3.1.
The two key differences are the point of symmetry, and the presence of a plateau.
The point of symmetry in the present context is the middle of the Hookean behav-
ior, whereas in Sec. 3.1 these functions were symmetric about JL1/γ1 = 1, where
the particles activation energy crosses zero. Before (after) the plateau the chain
will expand (contract) when heated, which can be inferred from the positive and
negative extrema in αJ . In the middle of the linear regime, heating and cooling the
chain is equally likely to activate particles representing shorter and larger exten-
sions, and therefore temperature changes result in no change in excess length. The
tensile compliance is at a maximum inside the region of linear extension. Beyond
this point the tensile compliance decreases, reflecting a stiffening of the chain. This
is of course true of many materials that exhibit Hookean elasticity; they can only
be pulled so far before becoming stiff and eventually ripping. This limiting effect
is naturally accounted for by the finite number of extension particle species, M .
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3.2.3 Discreteness
The level-1 compact model with energetic specifications (31) is limited in an
important way. The model uses the two parameters γc, Lc and the number of
particle species, M . The total change of extension, call it ∆L̂, and the range
of tension over which it occurs, ∆J , both depend on M , namely ∆L̂ = LcM ,
∆J = γcM/Lc. ∆J is defined to be the range of tension starting when ε1 = 0
and ending when εM < εM−1. This means the slope of the resulting line is k
.
=
∆L̂/∆J = L2c/γc. k is an important quantity, as it can be related to a stretch
modulus via the contour length of the molecule, or the Young’s modulus if the
cross sectional area of the molecule is known. Therefore it is important to be able
to reliably change Lc or γc in order to accurately fit experimental data. There are
two challenges. The first is shown in the plot insets, when the discreteness of the
methodology becomes conspicuous, namely when γc  1/β. This situation arises
at low temperature, or high γc. The experiments this research is concerned with
are conducted at room temperature. Therefore a stiff molecule (shallow slope in
Figure 8(a)) could present a problem. The remedy is to mitigate the discreteness of
the model. This is done by the inclusion of more species of particles. Introducing
a new parameter that modifies the index m to count in smaller increments is
required. This will increase the density of states in a given range of tension,
thereby alleviating the step-like features that can occur when γc  1/β. The
proposed solution generalizes the form of (31) as follows,
εm = γm − JLm, m = 1, . . . , l/α,
Lm
.
= mα, γm =
1
2
[
(m− 1− 2l/α)f + 2jc
]
Lm, (32)
At first glance this form looks overly complicated, but it is constructed in such
a way that the role of each parameter is transparent. Figure 10 shows a sample
curve using units that are native to single-molecule force-extension experiments.
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The plot is complete with labels that explain how the dimensions of the resulting
function are related to the new parameters. Note the new parameter that controls
Figure 10. Extension versus applied force. β = 1.0 (pNnm)−1, l = 20 nm, α = 1
nm, f = 0.5 pN, jc = 20 pN
the discreteness is α, and has dimension of length. Lm varies in increments of α.
Also note that this construction ties the total number of species, M , in with the
new parameters: M = l/α. This means α is restricted to be a multiple of l, so
the number of species is a positive integer. The total range of extension l is now
independent of the number of particles species used, as this can be changed by
varying α. The parameter f has the dimension of force and controls the increment
of tension between the intersections, or crossings of the quasi-particle activation
energies discussed earlier. f and α work in tandem to control the slope of the
resulting linear extension. This is evident in the factor fl/α seen in Fig. 10. The
slope of Hookean elasticity, the important quantity defined as k earlier, is now
k = α/f . The parameter jc has units of force, and controls the tension where the
linear regime ends.
As a final note, it is important to point out that the J-independence of the
entropy as seen in Fig. 8(b) is preserved under the generalized specifications (32).
However, the height of the entropy plateau varies with M . Other quantities, such
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as the extension, do not have this dependence. When using the entropy to make
meaningful inferences about the system, this fact should be kept in mind.
3.2.4 Power-law elasticity
The activation energies (31) producing linear behavior can be generalized to
provide power-law behavior. Consider M level-1 compacts with activation energies
of the form
εm = γm − JLm, Lm = mνLc, γm = γc
m∑
n=1
n((n+ 1)ν − nν) : m = 1, . . . ,M.
(33)
Lc and γc are again a characteristic length and an energy constant. The way
Lm and γm depend on an index m now has acquired an exponent 0 < ν < 2.
These specifications have been designed to produce a force-extension characteristic
representing power-law elasticity, L̂ ∼ Jν . The connection to the form (31) may
not seem obvious. It can be shown that the energy constants in (33) have the
expanded form [21],
γm(ν)
γc
=
ν
ν + 1
mν+1 + (ν − 1/2)mν +O(mν−1). (34)
Using ν = 1 in (34) leads to the cancellation of higher order terms, and the
form of the energy constants in (31) is recovered. For exponents larger or smaller
than ν = 1 a dichotomy appears in some thermodynamic functions. This section
will proceed by examining the cases ν = 1/2, 1, 3/2 side by side. The features
highlighted in these cases hold true for 0 < ν < 1 and 1 < ν < 2 in general,
unless otherwise stated. The population densities for ν = 1/2, 3/2 versus scaled
tension are shown in Fig. 11. Compare the results shown in Fig. 11 with those in
Fig. 7. For ν = 1/2 the individual particle distributions tend to shrink in height
and spread wide with increasing tension. The opposite trend occurs for the case
ν = 3/2. This is in contrast to the largely uniform distributions noted in the linear
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Figure 11. Population densities for power-law compacts, ν = 1/2 (left) and ν = 3/2
(right) versus scaled tension. kBT/γc = 2.0, M = 20
model. This key feature has important consequences for the thermodynamics of
the system. To see this clearly, asymptotic expansions of the extension and entropy
to second order have been obtained:[21]
L̄asm =
(
J − ν + 1
2
)ν
+
1− ν
2β(J − ν + 1
2
)
, (35)
S̄asm
kB
=
1− ν
2
ln
(
J − ν + 1
2
)
+ ln
√
2πe
νβ
. (36)
Expressions (35) and (36) are valid for 1 J < JM , where JM
.
= Mν/(1+ν)+ν− 1
2
is the maximum tension for which the model assumptions remain valid. Figure 12
shows scaled extension and entropy calculated from the Gibbs free energy together
with the asymptotic results (35) and (36). Note that to leading order, (35) and
(36) are temperature independent. When ν = 1 is used in (36) the first term
vanishes, leaving only the J-independent term, which explains the entropy plateau
observed earlier in the model of linear elasticity. For ν larger (smaller) than ν = 1
this model predicts a chain with logarithmically decreasing (increasing) entropy.
Although no applications of this power-law model are shown here, the form of
the energetics (33) provides a new tool which will be used later in the development
of a model to describe stiff polymer behavior.
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Figure 12. (a) Scaled extension and (b) entropy for, ν = 1/2, 1, 3/2 versus scaled
tension. Dashed lines indicate the asymptotic functions, and solid lines indicate
the exact results. kBT/γc = 10.0, M = 70.
3.3 Freely Jointed Chain model
The Freely Jointed Chain (FJC) model provides a simple way of describing a
polymer and its spatial arrangement or conformation. It treats the molecule as a
chain of N identical monomers, joined by hinges that have no resistance [22]. Each
monomer is inextensible and has characteristic length lK, called Kuhn’s length. The
orientation of monomers is completely uncorrelated and when placed in a thermal
bath will form a random walk. When a stretching force is applied to the ends of
the chain the monomers respond by aligning with that force. This system is fully
described by a set of angles θi formed between each individual monomer and the
applied force vector. Figure 13 pictorially depicts an FJC under tension J .
Figure 13. The FJC model with N = 6 monomers under tension J .
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The FJC energy function is
HFJC = −JlK
N∑
i=1
cos θi. (37)
The FJC has distinct entropic elastic behavior, described by the force-extension
relation
〈L〉 = coth(βJlK)−
1
βJlK
, (38)
where 〈L〉 is the average extension scaled by the contour length of the molecule,
L0 = NlK. Expression (38) is plotted in Fig. 14. The curve begins with a
Figure 14. FJC force-extension characteristic. Scaled extension, 〈L〉 plotted versus
scaled tension, βJlK.
significant stretch of linear behavior, for J  1/βlK:
〈L〉 → βJlK
3
+O(J2). (39)
The fact that β is contained in this expression is evidence of the entropic nature of
the FJC elasticity. With increasing tension the linear behavior ends and the curve
approaches full extension asymptotically. The high-force expansion (J  1/βlK)
of (38) reveals this behavior to be linear in inverse force,
〈L〉 → 1− 1
βJlK
. (40)
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The connection to the FJC model with the quasi-particle methodology arises
naturally. Relative to the fully extended state, each monomer amounts to a con-
traction of the chain equal to li = lK cos θi. The FJC model can thus be described
as a system of level-1 compact particles that represent such contractions. Each
particle species is assigned a quantum of length, li, a fraction of Kuhn’s length.
The particle activation energies are based on a quantization of cos θi:
εm =
lKJm
s
, m = 1, 2, 3 · · · 2s (41)
The Gibbs free energy (per link) inferred from the partition function (24) with
activation energies (41) yields the result:1
Ḡ = −kBT ln
(
sinh
(
βJlK(1 + 1/2s)
)
sinh
(
βJlK/2s
) )+ JlK. (42)
The reference state of choice for this model is the fully extended chain. Ther-
mally activated contraction particles shorten the chain. Figure 15 shows the par-
ticle activation energies and population densities versus scaled tension for s = 5.
When J = 0 each species has zero activation energy, as can be seen in panel (a).
Thermal fluctuations activate each species in equal proportions at this point, as
can be seen in the population densities plotted in panel (b). From there each
particles activation energy increases linearly, decreasing each species’ likelihood
of being thermally activated. Because all particles represent a contraction, when
they are forced out by increasing tension, the result is an extension of the chain.
Note that in panel (b) the first few species of particles (m = 1, 2, 3) have an initial
increase in population before they decline to zero. This is due to the exclusion
principle. Particles with rapidly rising activation energies open up system space
for particles with slowly rising activation energies. The total occupancy of the
system, ΣN̄m (not shown), does indeed decrease monotonically with increasing
1This expression is mathematically equivalent to the the free energy of a spin-s Brillouin
paramagnet
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Figure 15. (a) Scaled activation energies and (b) particle population densities
versus scaled tension for the quantized FJC model with s = 5.
tension. The force-extension characteristic is obtained from differentiation of the
Gibbs free energy (42) with respect to J :
L̄ = (1 + 1/2s) coth
(
βJlK(1 + 1/2s)
)
− (1/2s) coth
(
βJlK/2s
)
− lK. (43)
Figure 16 shows the extension scaled with the Kuhn’s length, lK versus scaled
tension for s = 10, 20, 100 species. Addition of lK to (43) switches to the zero-
Figure 16. Scaled excess length versus scaled tension for the quantized FJC model
with s = 10, 20, 100 (curves top to bottom).
tension reference state, and then the force-extension characteristic shown in Fig.
30
Figure 17. (a) Entropy, (b) heat capacity, (c) tensile compliance, and (d) thermal
expansivity, each versus tension for three different Kuhn’s lengths lK = 70, 100, 130
nm. kBT = 4.1 pN nm. 2s = 100
14 is recovered in the s → ∞ limit. It is straightforward to show that after this
reference change the s→∞ limit reduces (43) to (38).
The entropy, heat capacity, tensile compliance, and thermal expansivity are
shown in Fig. 17. Common physiological units were chosen for β and lK.
The entropy [panel (a)] has an unsurprising profile. Starting at a maximum
at zero tension of S̄/kB = ln 2s = ln 100 ' 4.6, the entropy then monotonically
declines to zero. The curve with the largest Kuhn’s length lK = 130 nm approaches
zero the soonest. This trend is present in all four plots shown in Fig. 17. Because
the FJC depicts a polymer as perfectly stiff segments, increasing the length of
those segments is in a sense equivalent to stiffening the chain. This is the rea-
son why a Kuhn’s length of ≈ 100 nm produces the best fit for double-stranded
DNA, and motivates the parameter choices used in Fig. 17. This is a far larger
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length than the obvious monomer length scale, the base-pair separation 0.34 nm.
This is evidence that the FJC is unsuited for describing stiff polymers. The heat
capacity, tensile compliance, and thermal expansivity [panels (b)-(d)] all have sim-
ilar profiles: starting at zero, proceeding to a single peak, and declining to zero.
The peaks widen and move to higher tension with decreasing lK. The chain has
a maximum heat exchange with the environment in the middle of its unbending
behavior. Adding heat to the chain at any point will serve to contract the chain. A
shorter Kuhn’s length extends this region to higher tensions, as can be seen by the
negative tail in panel (d). A chain with a longer Kuhn’s length will approach full
extension more quickly, as can be inferred from the varying peak sizes contained
in the tensile compliance.
3.4 Stiff Polymer Model
The high-tension behavior of the FJC has been the subject of considerable
experimental scrutiny. The evidence shows that for real polymers, such as double-
stranded DNA, (40) fails to accurately describe their behavior.[4] Following this
important experimental result there was a resurgence in theoretical work address-
ing the elasticity of single molecules. A more sophisticated model, the Worm-Like
Chain (WLC) model, was developed in this period of time and was shown to be
significantly more accurate.[23, 24, 25, 26] The FJC and WLC do however agree
in the low-tension regime (J  1/βlk) where they both predict linear entropic
elasticity.[24] This fact will be utilized in the development of a quasi-particle model
which describes stiff polymer behavior.
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3.4.1 Worm-like chain behavior
An extension of the FJC model which includes internal bend stiffness is called
the Kratky-Porod model. Its energy function has the form
HKP = −
lP
βlK
N∑
i=2
cosφi − JlK
N∑
i=1
cos θi (44)
The second term of (44) is the same as in the FJC. It again describes an energy
generated from the work done by an external force acting on a set of monomers with
length lK. In addition to this, there is now a term which contains a set of internal
angles, φi. Describing the collection of monomers as a set of orientation vectors, ~ti,
these angles are defined as the angle between each vector and its nearest neighbor:
cosφi
.
= ~ti ·~ti−1. The bending energy is controlled by lP, called persistence length.
lP determines how quickly the correlation between orientation vectors decays:
〈~ti · ~tj〉 = e
− lK|i−j|
lP .
In other words, thermal fluctuations with energy kBT cause the chain to bend,
and lP is the characteristic length over which a bend is made. It is not uncommon
to see (44) written in terms of a bending modulus, B
.
= lP/β. It should also be
noted that for long, discrete chains (NlK  lP) the persistence length and Kuhn’s
length can be related by 2lP = lK.
The WLC energy is obtained by taking the continuum limit (lK → 0) of (44):
HKP →
lK→0
HWLC =
lP
2β
∫ L0
0
ds
(dt(s)
ds
)2 − J ∫ L0
0
ds cos θ(s), (45)
where s is an internal coordinate that traverses the contour of the chain and each
integral is taken over the entire contour length of the chain, L0. The bending energy
term in (44) has become an integral of a curvature, (dt(s)/ds)2. Interestingly,
acquiring a free energy from (45) is analogous to the quantum mechanical problem
of a dipole in an electric field.[23, 24, 25] The WLC described by (45) does not
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have an analytic analog to the FJC force-extension characteristic (38). However,
various approximation and variational techniques have been applied to investigate
the WLC force-extension characteristic.[24, 25, 27, 28, 29] An important result
was reached by Marko and Siggia when they used a Fourier transformation to
investigate the normal modes which cause the chain to undulate. They were able
to obtain the high tension (J  1/βlk) behavior of the WLC:
〈L〉 → 1−
√
1
4βJlP
. (46)
Compare (46) with the high tension behavior of the FJC (40). The WLC encap-
sulates the chain’s ability to deform on length scales shorter than lK, which are
cut-off by the FJC model. The result is that the WLC approaches full extension
more slowly than the FJC, which manifests as the square root dependence in (46).
To describe a stiff-polymer force-extension characteristic over the full range of
tension, Marko and Siggia offered their celebrated interpolation formula:[24]
βJlP =
1
4(1− 〈L〉)2
− 1
4
+ 〈L〉. (47)
Figure 18 shows (47) plotted together with the FJC result for physiological pa-
rameter choices. The result (47) correctly reproduces both the very low tension
linear entropic elasticity (39) and the asymptotic high-tension behavior (46). An
improved version of (47) was offered by Bouchiat et. al (1999):[27]
βJlP =
1
4(1− 〈L〉)2
− 1
4
+ 〈L〉+
7∑
i=1
αi〈L〉i, (48)
where the αi are coefficients of higher orders of 〈L〉. Expression (48) is consistent
with an exact solution of the WLC Hamiltonian.[27] The additional terms were
taken to i = 7 to achieve an accuracy of < 0.1%.
The model developed in the next section will use these two interpolation for-
mulas as a means for comparison.
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Figure 18. Scaled extension versus tension for the Marko and Siggia WLC inter-
polation formula (solid) and for the FJC model (dashed). β = 0.244 (pNnm)−1.
lK = 2lP = 104 nm.
3.4.2 Nested Structure
The proposed set of particle species is similar to that of the compacts discussed
earlier, but each compact now becomes, to again use the terminology of [5], a host.
A host particle creates slots for occupancy to a species of quasi-particles which
cannot be activated directly from the pseudo-vacuum (meaning Am = 0 for the
hosted particle.) These kinds of particles have a parasitic nature: they can only
exist in the system if their host has been activated. A hosted particle species m is
referred to as a cap if it excludes occupancy for additional particles on the same
host (gmm = 1) or a tag if it does not (gmm = 0.) An example of the statistical
interaction coefficients for a host-cap and host-tag pair are given in Table 2. Note
the coefficient g12 = −1 signals the hosting action: species 1 hosts species 2.
gmm′ 1 2
1 1 0
2 −1 1
gmm′ 1 2
1 1 0
2 −1 0
Table 2. Statistical interaction coefficients for a level-1 host-cap pair (left) and
host-tag pair (right)
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A host-cap pair, host-tag pair, or some other variation is referred to generally
as a nested structure. Nested structures will be explored more deeply in Chapter 4
and Appendix A. A working understanding is nonetheless required in the present
context.
3.4.3 Extension and contraction particles
The stiff polymer model involves a collection of level-1 hosts, each of which
hosts multiple cap-type particles. The model describes a chain with internal stiff-
ness as a system of both contraction and extension particles. The hosts will rep-
resent extensions and the caps will represent contractions. The host particles are
assigned the following activation energies:
ε(h)m = γ
(h)
m − JL(h)m , m = 1, 2, 3, · · ·M (h),
βγ(h)m =
lK
lP
[
m∑
m′=1
1√
m′
−
√
m
]
, L(h)m = 2lK
[
1− 1√
4m
]
, (49)
where the superscript (h) means a host-type particle. These are extension particles
that together provide a non-linear behavior, in the same style as the power-law
compacts discussed in Sec. 3.2.4. The activation energies (49) are designed to
produce a force-extension relation consistent with the high-tension asymptotics
(46). Note the resemblance in the form of L
(h)
m to that expression. With these
specifications the chain has (scaled) length L̄ = 2lK at full extension. Note that
(49) contains both the Kuhn’s length, lK and the persistence length, lP. For the
purposes of this study, lK = 2lP is used. This is often done, creating a single length
scale. Depending on the context however, lK could be treated as an independent
parameter.[30].
Each host ε
(h)
m will provide slots for occupancy to identical sets of M (c) caps.
The caps represent FJC-type contractions of the chain:
ε(c)m =
JlKm
s
, m = 1, 2, 3, · · · 2s = M (c). (50)
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The model system then describes a chain with links that are simultaneously subject
to extensions and contractions. The contractions enter through thermal activation
just as in the case of the FJC model. These particles predominantly govern the
elasticity at very low tension. When tension is increased, the FJC-type contractions
are squeezed out. Further tension then causes the chain to straighten out through
the activation of nonlinear extension particles. These extensions can be interpreted
as undoing the short-wavelength bending fluctuations built into the WLC, which
are responsible for the asymptotic form (46). The reference state of this model is,
therefore, a weakly straightened chain, which undulates naturally along its length.
If at zero tension the system is populated in equal numbers of contraction
and extension particles, 〈L〉 equals zero. As the model is constructed now, this
is not the case. It is necessary to introduce one additional species of hosts with
activation energy ε
(h)
0 . This auxiliary host does not provide contraction or extension
to the chain, but serves only to balance the proportions of hosts (extensions) and
caps (contractions) at zero tension and the given physiological temperature. Its
activation energy is
ε
(h)
0 = γ
(h)
0 , βγ
(h)
0 = 0.349. (51)
Hence this balancing operation does not add any new fitting parameter.
An example of the statistical interaction coefficients for the case M (h) = 3,
M (c) = 3 are shown in the matrix (52). Note that with the inclusion of ε
(h)
0 there
37
are Mh + 1 hosts in total.
gmm′ =
ε
(h)
m ε
(c)
m ε
(c)
m ε
(c)
m ε
(c)
m︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
−1 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0
−1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0
−1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 1 1 1 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 1 1 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0 1 1 1 0 0 0
0 0 −1 0 0 0 0 0 0 0 0 1 1 0 0 0
0 0 −1 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 −1 0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 −1 0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 1

(52)
The first four rows and columns encode the statistical interactions among hosts.
Each host acts like a compact with respect to other hosts. This can be seen by
comparing the upper left 4× 4 block with the compact statistics in Table 1. The
string of coefficients −1 in each host column create nests for caps. Each nest
contains slots for a set of caps that also exhibit compact-type statistics. This can
be seen in the four 3× 3 block matrices that follow the larger matrix diagonal and
also have the same triangular form found in Table 1. The patterns inside (52) are
unchanged when the system size is scaled up to larger M (h) and M (c).
This system has an analytic solution. The best strategy is to solve the set
of equations for each set of caps first. The resulting contribution to the partition
function is a factor, zcap, similar in form to (24):
zcap
.
= 1 +
M(c)∑
m=1
e−βε
(c)
m . (53)
Using (53) inside the remaining coupled equations for the hosts yields the full
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partition function:
ZN = 1 +
M(h)∑
m=1
e−βε
(h)
m + e−βε
(h)
0
 zcap. (54)
The simple, analytic form of (54) and the accurate WLC force-extension charac-
teristic it provides highlights the strengths of this methodology.
3.4.4 Results
Figure 19. (a) Force-extension relations (47) (gray dashed), (48) (black dashed),
and (55) (black solid). (b) Force-extension relations with tension plotted loga-
rithmically. (c) The high tension (> 2 pN) behavior for each model, and (d) the
differences between each pair of curves with tension plotted logarithmically. The
exact WLC formula (48) has been abbreviated as ’EX’ and (47) as ’M&S’. Each
plot has the same parameter choices lP = 52nm. kBT = 4.1pNnm. M
h = 200,
M c = 100.
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The scaled extension that follows from (54) reads
L̄ =
1
β
∂
∂J
lnZN (55)
Figure 19 shows how the force-extension relation (55), scaled by 2lK, compares with
the Marko & Siggia WLC interpolation formula (47) and the exact WLC (48). The
first two plots [panels (a)-(b)] show all three force-extension relations in the range
J ≤ 1 pN. The Stiff Polymer Model (SPM) is an accurate representation of WLC
behavior. Panel (b) shows that in the range of tension with the most significant
differences, the SPM lies between the Marko & Siggia interpolation formula and
the exact WLC.
Panel (c) shows that in the high-tension asymptotic regime (J > 2pN) a
constant gap develops between the SPM and (47), (48). This can be explained
by the results derived in the power-law elasticity section of this study, specifically
the asymptotic extension expression (35). This result predicts that for particles
exhibiting nonlinear response to tension, as they do in the present context, there
are terms in addition to the pure power law Jν which create this gap. Panel (d)
shows explicitly the difference between any two of the three models.
3.5 Extensible Stiff Polymer Model
The small difference between the SPM and the interpolation formulas in Fig.
19(c) is largely inconsequential. This is because deviations from the WLC due
to enthalpic deformations start to enter in a significant way at these tensions.[31,
24, 20, 2] Beyond the WLC entropic regime, B-DNA behaves like an elastic rod,
exhibiting linear stretching for a substantial range of tension (J ≈ 6−70 pN).[20, 2]
The modular nature of this methodology allows the SPM to be easily improved
with the incorporation of linear extension particles. The Extensible Stiff Polymer
Model (ESPM) involves an additional set of caps with energetic specifications
(32), which were explained in Sec. 3.2.2. This inclusion leaves the form of the
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Figure 20. Scaled extension versus tension for the Marko and Siggia WLC in-
terpolation formula (dashed) and Extensible Stiff Polymer Model (solid). β =
0.244 (pNnm)−1, lK = 2lP = 104 nm, jc = 79 pN, l = 46.76 nm, α = 2.338 nm,
f = 3.5 pN, Mh = 200, M c = 100.
partition function (54) unchanged. The factor zcap, the contribution from the
caps, is amended to include the new set of linear extension particles:
zcap = 1 +
M(c)∑
m=1
e−βε
(c)
m +
l/α∑
m=1
e−βε
(l)
m . (56)
The scaled extension is then calculated via (55).
Figure 20 shows how the ESPM deviates from the inextensible WLC (47) for
relatively large tensions. The parameter κ which appears in the plot legend is the
same κ defined in the discreteness Sec. 3.2.3. In terms of the variables used in
(32), κ = α/f is equal to the slope of the linear trend seen in Fig. 20. Note that
〈L〉 = 1.0 is the point where the chain is fully extended to its contour length. This
threshold is surpassed by the ESPM through activation of linear extension particles
which further extend the links of the chain. To see the effect extensibility has on the
accuracy of the model, the ESPM has been compared to experimental data. Figure
21 shows the agreement between the ESPM and data which have been extracted
from Strick et. al [1]. The results from several B-DNA force-extension experiments
([32, 2, 26, 23]) were compiled in that paper in a comprehensive review. 49 data
points from panel (a) of Figure (6) in [1] have been used in Fig. 21 to evaluate
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Figure 21. Scaled extension versus tension (plotted logarithmically) for the ESPM
together with experimental data taken from [1]. β = 0.244 (pNnm)−1, lK = 2lP =
104 nm, jc = 79 pN, l = 46.76 nm, α = 2.338 nm, f = 3.883 pN, M
h = 200,
M c = 100.
the quality of the ESPM. The data points extend through a wide range of tension
(0.08 pN ≤ J ≤ 67 pN) and were taken at physiological salt concentration and
temperature. A rigorous best-fit procedure has not been done to produce Fig. 21,
rather reasonable parameter choices were made to make a qualitative comparison.
Note the ESPM follows the data trend above the point 〈L〉 = 1.0, marked with
a horizontal grid line. Below this point the persistence length primarily governs
the behavior, but transitions to linear stretching described by a spring constant.
This model is well suited for obtaining both of these quantities.
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CHAPTER 4
Torque and Twist
In addition to the collection of DNA force-extension experiments, the conse-
quences and effects of twisting DNA have also been the subject of numerous inves-
tigations. These experiments involve mounting one end of a single DNA molecule
to a treated glass coverslip and attaching the other end to a small magnetic bead
[32, 3] or quartz cylinder which is trapped in a polarized laser light.[33, 34, 35] Both
types of experiment allow the end of the molecule to be controllably rotated, adding
or subtracting a number of turns clockwise or counterclockwise. Overwound, un-
derwound or torsionally constrained molecules reveal new physical phenomena and
change the force-extension behavior explored in the previous chapter.
This chapter will proceed in the same manner as Chapter 3, starting with a
simple model of twist and extension, and working towards higher complexity.
4.1 One-step twist contraction
Consider an idealized double-stranded molecule whose native state is a ladder-
like structure with no helicity. In addition to thermal fluctuations, this molecule
is simultaneously subject to tension J , and torque τ , which are treated as the
control variables.1 Application of a positive or negative torque produces a buildup
of torsional elastic energy in the links of the chain. In response the chain twists,
which is assumed here to be accompanied by a contraction. This model consists
of two level-1 compact twist particles with activation energies
ε± = γt + JLt ∓ τφt, (57)
1It is common to find in other theoretical approaches the twist used as a control variable, and
the torque obtained as a quantity of interest. Torque and twist are thermodynamic conjugate
variables. Switching control variables involves a Legendre transform.
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where γt > 0, Lt > 0, and φt > 0. Note the logic of (57). ε+ has decreasing
(increasing) activation energy with increasing positive (negative) torque. The op-
posite is true for ε−. The former case favors activation of positive twist particles,
and the latter negative twist particles. The thermodynamic functions will be sym-
metric or anti-symmetric about τ = 0 as a consequence. Twist in either direction is
associated with contraction of the chain. Increasing tension J results in squeezing
out twist particles of both type, and returns the chain (at constant torque) to the
untwisted reference state.
The Gibbs free energy (per link) inferred from the partition function (24) is
Ḡ(T, J, τ) = −kBT ln
(
1 + e−K+ + e−K−
)
, (58)
where K± = βε±(J, τ). The internal energy is
Ū = Ḡ+ T S̄ − JL̄+ τ φ̄. (59)
The first derivatives of the free energy are
S̄
.
= −
(
∂Ḡ
∂T
)
J,τ
= kB
[
ln
(
1 + e−K+ + e−K−
)
+
K+e
−K+ +K−e
−K−
1 + e−K+ + e−K−
]
, (60a)
L̄
.
= −
(
∂Ḡ
∂J
)
T,τ
= −Lt
e−K+ + e−K−
1 + e−K+ + e−K−
, (60b)
φ̄
.
= −
(
∂Ḡ
∂τ
)
T,J
= φt
e−K+ − e−K−
1 + e−K+ + e−K−
. (60c)
Scaled versions of (60) together with (59) are plotted in Fig. 22. To illustrate
the dependence on both control variables, J and τ , contour plots with a gray
scale have been used. The twist landscape in panel (a) shows strong positive
twist (lighter shades) and negative twist (darker shades) in the bottom corners of
the plot where the torque is strong and tension is weak. For a constant torque,
increasing tension works to eliminate twist. Note that the grouping of contour
lines starts narrower at very low tensions and fans out at higher tensions. This is
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Figure 22. (a) Scaled twist angle φ̂
.
= φ̄/φt, (b) scaled contraction L̂
.
= |L̄/Lt|,
and (c) scaled entropy Ŝ
.
= S̄/kB, and internal energy Ū , all versus scaled tension
Ĵ
.
= J |Lt|/γt and scaled torque τ̂
.
= τφt/γt at constant scaled temperature T̂
.
=
kBT/γc = 1. The contour lines from dark to bright in each panel are at (a)
−.6, . . . , 0.6, (b) 0.78, . . . , 0.13, (c) 0.24, . . . , 0.84, and (d) .46, . . . , 3.22.
due to thermal fluctuations which are activating more twist particles near J = 0.
Decreasing the temperature reduces this effect, making the contour lines a more
tightly grouped set of increasingly parallel lines.
The contraction landscape in panel (b) tells a similar story. The regions with
the largest contractions are again in the bottom corners of the plot, representing
strong torque and low tension, and indicated by the darkest shading. The v-shaped
contours signal minimum contraction at low torque and high tension.
The entropy landscape in panel (c) has a more complicated shape. The region
of maximum entropy is located at zero tension and zero torque, indicated by the
lightest shading. Here thermal fluctuations are activating positive and negative
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twist particles in equal proportions, leading to a mix of the two particle species
and vacancies. Moving to positive or negative torques from this point decreases
entropy because the system becomes saturated with one of the particle species.
At strong tensions both particle species are frozen out and the system is mostly
empty, again leading to low entropy. The intermediate entropy region forms bands
extending upward and outward from the origin. Here there is still a mix of one
particle species and vacancies. The internal energy (d) has maxima in the regions
of strong torque and intermediate tension, indicated by the lightest shading. The
torque and twist contribution to the internal energy pushes the regions of maximum
entropy to strong torques. However, these maxima occur at higher tensions.
4.2 Cooperativity
4.2.1 Conformational Change
Sufficient tension or torque applied to systems like B-DNA can induce a con-
formational change. In these cases normal twisting and stretching as a response
to tension and torque are inadequate. The internal structure of the molecule is
changed. In the case of ds-DNA, this could mean a ”denaturation” of the Watson-
Crick base-pairs which connect the sugar-phosphate backbones. A notable example
of this conformational change is the transition from B-DNA to S-DNA (stretched).
This occurs when a strong tension J > 65 pN is applied to B-DNA, whereupon
the molecule suddenly extends to approximately 1.7 times its contour length.[26, 2]
This discovery led to a lively debate about the exact nature of the S-DNA struc-
ture. One theory asserts that S-DNA is partially force-melted, that the base pairs
connecting the two sugar-phosphate backbone chains break down, and ds-DNA
converts partially to single-stranded (ss) DNA. This argument has been supported
by single-molecule fluorescence-imaging experiments.[36] It has also been observed
that the free energy requirement for melting base pairs is the same as the free
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energy difference between B-DNA and S-DNA.[37] S-DNA can also react with
binding proteins, as if it had exposed base pairs.[38] Another theory asserts that
S-DNA is a complete double-stranded conformation. This is supported by molec-
ular modeling simulations that show the 1.7 times extension can be supported by
a molecule with reduced diameter and highly tilted base pairs.[26] In addition,
overstretched DNA has a reduced helicity [39, 40] and is stiffer than a ss-DNA
molecule.[41]
Due to its observed high level of cooperativity, the transition from B-DNA to
S-DNA is reminiscent of the structural transitions found elsewhere in nature. An
energy barrier must be overcome to begin the process of converting B to S, but
once the transition is underway, it requires a smaller amount of work to produce
further extension.
In addition to S-DNA, other conformational transitions of DNA have been
observed. B-DNA can also transform into the over-twisted conformation observed
by Allemand, et al. [3], so called P-DNA (named after Pauling). When a suffi-
cient number of turns has been applied to B-DNA, the torsional energy stored in
the molecule induces a deformation where the base pairs break and turn inside
out, away from the center of the helix. The sugar-phosphate backbones move to
the center in the process. This conformation has a significantly increased helicity,
and produces approximately the same extension as S-DNA.[3] This transition also
exhibits a high cooperativity, a crucial feature that needs to be addressed by any
model that aims to describe this behavior. The next section explains how coop-
erativity works with this methodology, laying the ground work for a model that
addresses conformation changes.
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4.2.2 Level-2 nested structure
The quasi-particle methodology can naturally account for the effects of co-
operativity. This is done by employing a level-2 nested structure. A level-2 host
particle takes up more space in the system, removing two potential occupancies
from placement for further hosts. These particles are assigned statistical interac-
tion coefficient gmm = 2 and capacity constant Am = N − 2. Each host creates
slots for occupancy for a tag-type particle. Table 3 shows the statistical interaction
coefficients for a level-2 host-tag system. Note that adding a tag does not change
gmm′ 1 2
1 2 1
2 −1 0
Table 3. Statistical interaction coefficients for a level-2 host-tag pair.
the potential for further placement of tags (g22 = 0), but does remove a slot for
the placement of additional hosts (g12 = 1). These combinatorics set the stage for
a nucleation and growth type process. With a sufficient tension (or torque) a sec-
tion of the chain deforms, represented by the nucleation of a host particle.2 Each
nucleated segment then grows via the activation of tag particles. Level-2 particles
in this context represent modifications of the monomers themselves. This situation
is illustrated in Fig.23. The cooperativity is controlled by varying the energy dif-
ference between the host and tag particles. A large energy difference between host
and tag (εhost  εtag) translates to a high cooperativity system, conversely a small
difference (εhost ≥ εtag) produces low cooperativity. The high cooperativity case
favors fewer nucleated segments which grow rapidly. Low cooperativity leads to
more numerous and shorter segments. To understand what this means, the system
2This section will, for simplicity, consider particles with activation energies that depend only
on tension. The purpose here is to explain how cooperativity works with this methodology. The
underlying principles established here will then be utilized in the next section which involves
tension/extension and torque/twist.
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Figure 23. (a) A symbolic N = 13 monomer representation of a level-2 host-
tag system. The tallest rectangles represent the unmodified identical monomers.
Shortened rectangles represent monomers modified by the host and tag particles.
The nucleated segments of chain grow with increasing applied tension J .
must be solved and quantities of interest calculated.
An elegant way to proceed is to express the host and tag energies in terms
of two parameters, t, called the growth parameter, and τ , called the nucleation
parameter. The solution of (6) with specifications given in Table 3 leads to a
quadratic equation. The physically relevant solution is then expressed as
w1 =
w2
τ
=
1
2τ
[
t− 1 +
√
(t− 1)2 + 4tτ
]
, (61)
with
t
.
= eK2 , τ
.
= eK2−K1 , (62a)
where
Km = β(γm − JLc) : m = 1, 2. (62b)
The result (61) is then used in the partition function (5) to obtain a Gibbs free
energy (per link):
Ḡ = −kBT ln
(
1 + w−11
)
= K2/2− ln
(
cosh(K2/2) + ξ(K1, K2)
)
, (63a)
ξ(K1, K2) =
√
sinh2(K2/2) + eK2−K1 . (63b)
The extension and entropy which follow have the form,
L̄ =
Lc
2
[
1− sinh(K2/2)
ξ(K1, K2)
]
, (64)
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S̄
kB
= ln
(
cosh(K2/2) + ξ(K1, K2)
)
− K2
2
sinh(K2/2))
ξ(K1, K2)
+
K1 −K2
2
(
1− cosh(K2/2)
ξ(K1, K2)
)
. (65)
Results (64) and (65) are plotted in Fig. 24 for three different values of
cooperativity. Compare the plots in Fig. 24 with the results in Fig. 2 from the
Figure 24. (a) Scaled excess length and (b) entropy each versus scaled tension at
constant scaled temperature kBT/γ1 = 0.125 and cooperativity τ = 1.0, 0.78, 0.61
(broad to sharp features).
one-step extension model. The effect of cooperativity on extension looks similar
to the curves produced by variations in temperature in the Sec. 3.1. This is
because high cooperativity means a large nucleation energy barrier before growth
can proceed. This restricts the thermal activation of host particles, in a similar way
thermal activations are restricted when the temperature is lowered. The vertical
dashed lines mark the tension where the tag activation energy goes negative. The
sharp, high cooperativity curves in panel (a) eventually produce a step function
at this point in the limit τ → 0. In that case the number of nucleated segments
shrinks to a single one. This explains why the entropy in panel (b) has a narrow
peak shape, which declines in height with increasing cooperativity. The entropy is
larger when there are many nucleated segments, which occurs at low cooperativity.
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Figure 25 shows how the population of the host and tag species behave when
the cooperativity is changed. The dashed (solid) lines are the population densities
Figure 25. Host and tag population densities versus scaled tension at
constant scaled temperature kBT/γ1 = 0.125 and cooperativity τ =
1.0 (dashed) , 0.78 (solid).
for the host and tag species with low (high) cooperativity. The host species have
low population with a peak at JLc/γ1 = 1. Below this point hosts are thermally
activated in low numbers. Each nucleated segment then grows in size via the
activation of tags. The scaled tag populations proceed monotonically to saturation
〈N2〉 = 1. This happens more precipitously for higher cooperativity. The tag
population density curve produces a step function in the limit τ → 0.
When the tension is high (JLc/γ1 > 1), both species have negative activation
energies, but the tags crowd out the host species. Individual nucleated segments
merge to form a single segment which envelops the whole chain. Note that in the
zero-cooperativity case, where the host and tag particles have identical energies
(τ = 1), the host species population remains relatively low. This is a feature that is
built into the level-2 statistics. Even in the case of negative cooperativity (τ > 1)
(not shown), where the host has lower energy than its tag, the tags will eventually
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crowd out the host particles.
4.3 B-S-P model
This application describes the transition of B-DNA into S-DNA and P-DNA.
The reference state is a B-DNA molecule straightened by low tension. The control
variables are tension J and torque τ . The applied tension is assumed to be large
enough to surpass the entropic regime (J > 10 pN). At tensions below this point,
application of torque can result in plectonemic supercoiling, a phenomena which
is considered separately in the Sec. 4.4.
From the reference B-DNA conformation, segments of S-DNA or P-DNA can
be nucleated. These are represented by sets of level-2 host-tag pairs of particles.
Table 4 summarizes the combinatorial specifications. Note that the host-tag inter-
gmm′ 1 2 3 4
S host 1 2 1 1 1
S tag 2 −1 0 0 0
P host 3 2 1 2 1
P tag 4 0 0 −1 0
Table 4. Statistical interaction coefficients gmm′ for two pairs of level-2 nested
quasi-particles. The capacity constants are A1 = A3 = N − 2 and A2 = A4 = 0.
action coefficients contained in Table 3 are present in the larger matrix in Table
4. The other coefficients, g13, g14, g23, g24, g31, g32, g41, g42, govern how one host-tag
pair interacts with the other. Each host statistically excludes the other, and the
tags from each host remove slots for both hosts alike. Placement of one tag has no
effect on placement of the other tag.
The four particle species are assigned activation energies which depend on
both tension and torque,
εlk = γ
l
k − JLk − τφk, (66)
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where the subscript k = S,P denotes the conformation (S-DNA or P-DNA) and
the superscript l = h, t differentiates between hosts and tags. The choices for
the parameters in (66) are inferred from well established empirical data about
each conformation.[3, 39, 40, 26] These data are typically reported in units per
base-pair (bp). For instance, B-DNA is known to have 10.5 bp per helical turn,
and contour length of 0.34 nm/bp. And so a natural choice would be to scale
the system such that one quasi-particle activation corresponds to the modification
of one base-pair. As mentioned before, S-DNA has (at zero torque) a 1.7 times
B-DNA contour length, transforming acutely at Jcrit ≥ 65 pN. P-DNA has a
similar extension of 1.7 times B-DNA contour length, and a signature transition
torque of τcrit ≈ 40 pN nm. S-DNA is an underwound conformation, with an
estimated helix repeat of 35 bp per turn. This means relative to the reference
state (B-DNA), activation of S-DNA gives a helix rotation angle per base pair of
φS = θS − θB = 2π/35 − 2π/10.5 = −0.42 rad/bp. P-DNA however is a highly
overwound conformation, with an estimated helix repeat of 3 bp per turn, giving
φP = θP−θB = 2π/3−2π/10.5 = 1.5 rad/bp. These specifications are summarized
in Table 5.
Lk [nm/bp] φk [rad/bp] γ
t
k [pN nm] γ
h
k [pN nm]
S 0.24 −0.42 16 16 + cS
P 0.24 +1.5 60 60 + cP
Table 5. Parameter values used to specify the activation energies (66)
The energy constants for the S-DNA and P-DNA tag particles (γSt , γ
P
t ), were
estimated using the observed critical tension and torque for each conformation. γtS
= Jcrit LS = 65 pN × 0.24 nm = 16 pN nm for S-DNA, and γtP = τcrit φP = 40
× 1.5 pN nm = 60 pN nm for P-DNA. The energy constants for the host particles
(γSh, γ
P
h ) are defined in terms of open parameters cP, cS to control the effect of
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cooperativity.
The coupled Eqs. (6) reduces to a cubic equation. The order of the polynomial
Eqs. (6) increases with the number of level-2 host species.3 The physically relevant
solution has all wm real and positive. The thermodynamic quantities of interest
follow from the partition function (5) and free energy inferred from it.
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Figure 26. Fraction of segments in the conformations of (a) S-DNA, (b) P-DNA,
and (c) B-DNA with contour lines at 20%, 50%, and 80%. (d) Scaled entropy with
contour lines at S̄/kB = 0.2, 0.3, 0.48. The parameter values cS = cP = 1 pN nm
indicate low cooperativity.
Key features of this model can be seen by constructing a phase diagram. This
3Adding yet more host-type species to the ensemble increases the order of Eqs. (6), making
it necessary to solve them numerically. Some nested ensembles which have been investigated
have complex statistics but still yield analytic solutions to the coupled equations. Establishing
properties of the gmm′ matrix that might be predictive of the solvability of the coupled equations
is an open area of inquiry. The current two-hosts system does have an analytic solution, but the
expressions are rather unwieldy.
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reveals clearly what regions in the tension-torque space are home to one or the
other conformation. The entropy landscapes are particularly useful for analyzing
changes in phase. Areas of low entropy correspond to regions of pure phase; where
the system is mostly vacant (B-DNA) or full of one type of quasi-particle (S-
DNA or P-DNA). Areas of high entropy correspond to where there is significant
mixing between two or three conformations and mark boundaries separating areas
of pure phase. The population densities are used to determine fractions of each
conformation via
FS = N̄1 + N̄2, FP = N̄3 + N̄4, FB = 1− FS − FP. (67)
Figures 26 and 27 contain contour plots of these fractions, along with the
entropy (8) for both low and high cooperativity systems.
Panels (a)-(c) in both figures reveal the areas of pure phase (≥ 80%), shaded in
gray. Three distinct regions in the tension-torque landscape emerge. The darkest
region in the entropy landscapes [panels (d)] identify the areas of greatest mix-
ing among the conformations. In the low-cooperativity case (cS = cP = 1), these
mixed regions occupy a significant portion of the space. High cooperativity [Fig.
27] greatly diminishes the shared regions, and the lines of changing entropy now
resemble phase boundaries. The transitions from B-DNA to S-DNA or P-DNA
have become very acute. In panel (d) the set of lines extending from the bottom
of the diagram and extending upward meet a second set of lines originating at low
tension and sloping downward. The former marks the transition between B-DNA
and S-DNA and the latter the transition between B-DNA and P-DNA. Note that
each set of lines correctly begin near the observed critical tension and torque for
each structural transition (65 pN, 40 pN nm). The B-S transition is delayed by
a stronger torque, as seen by the positive slope for that set of lines. The torque
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Figure 27. Fraction of segments in the conformations of (a) S-DNA, (b) P-DNA,
and (c) B-DNA with contour lines at 20%, 50%, and 80%. (d) Scaled entropy
with contour lines at S̄/kB = 0.2, 0.3, 0.48 (and additional values 0.08, 0.04, 0.018
in the inset). The parameter values cS = 16 pN nm, cP = 15 pN nm indicate high
cooperativity.
increases the stability of the B conformation. S-DNA is an underwound confor-
mation, which must contend with the torsional energy which resists unwinding.
P-DNA is an over-extended conformation, and so by the same token, the transi-
tion from B-DNA to P-DNA is made easier by a stronger tension. Near the center
of panel (d) the sets of lines meet at approximately [23 pN nm, 110 pN], where the
entropy reaches a maximum. This is the emergence of a triple-point in the phase
diagram. This particular point was observed experimentally in the form of a sec-
ondary force-extension plateau undergone by a twist-constrained molecule.[20, 32]
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The inset in panel (d) of Fig. 27 shows that there still remains a phase barrier
between S-DNA and P-DNA, although its far less noticeable in the entropy land-
scape. At these relatively high tensions, fluctuations which facilitate mixing have
been suppressed, which leads to a vanishingly small area shared between S-DNA
and P-DNA.
The case of a stretched, twist-constrained molecule can be investigated with
this model. The quantity twist (denoted by σ) can be obtained by differentiation
of the Gibbs free energy with respect to torque or, more conveniently, via the
fractions of population densities defined in Eq. (67):
σ = φSFS + φPFP. (68)
Requiring σ = 0 to hold yields the results seen in Fig. 28. The constraint imposes
Figure 28. (left) Population fractions (67), (right) torque, both versus tension with
twist constraint σ = 0 and high cooperativity parameter values cS = 16 pN nm,
cP = 15 pN nm.
a relationship between the two control variables, tension and torque. The panel on
the left shows how the population fractions change as the tension increases, and the
panel on the right shows how the torque increases with increasing tension. For a
considerable range of tension, the chain resists any conformational change. In this
region the torque steadily increases, as the constraint put on the molecule does not
allow for any alleviation. Then, at tension J ≥ 100 pN, the native B-DNA state
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is no longer sustainable, and the chain converts into a mix of S-DNA and P-DNA.
Recall that S-DNA is an underwound conformation (relative to B) and P-DNA
is an overwound conformation. Therefore, it is only logical that to maintain zero
twist there must be a proportion of both conformations present. This proportion
is 4:1 S-P, which was predicted in [20, 32]. The conversion of B into S and P at
J ≥ 100 pN is accompanied by a leveling-off of the torque. Increasing the tension
past this point no longer increases the torque, but instead serves to convert more
of the chain into S and P conformations.
4.4 Supercoiling
Consider again the idealized model system discussed in Sec. 4.1: a double-
stranded molecule whose native state is a ladder like structure without twist. The
control variables are tension J and torque τ . In response to an applied torque the
molecule can twist, as was the case in Sec. 4.1. However, in this application the
molecule can also contort and wrap around itself, forming interwound loops (think
twisted telephone cord.) These structures are called supercoils.4 Supercoils form
as an alternate response, in an attempt to alleviate the buildup of torque. Because
the formation of supercoils also causes a significant contraction, work must be done
against any applied force acting on the ends of the molecule. This is why they are
only observed at relatively low tensions.
This section will consider two cases, one pertaining to high tension, and the
other to low tension. In the first case, the initial response to an applied torque is
4It is appropriate to introduce the commonly used measures known as linking number (Lk),
and linkage (σ). Linking number is the total of twist (Tw) and writhe (Wr) of the molecule (Lk
= Tw + Wr). Twist is the number of helical turns along the molecule. Writhe is the number of
wraps the two strands of the molecule make around themselves, i.e. the number of supercoils.
When the molecule is torsionally constrained, linking number is a topological constant. Linkage
(also commonly called degree of supercoiling) is the scaled linking number, σ = ∆Lk/Lk0, where
Lk0 is the linking number of the torsionally relaxed molecule (reference state.) In terms of the
quasi-particle model presented in this section, twist and writhe are assigned to particle types, so
these traditional quantities are inferred from population densities.
58
normal twist contraction. Only after a significant amount of torque is reached does
the chain respond via the formation of supercoils. In the second case the primary
response to an applied torque is the formation of supercoils. Increasing tension to
a torsionally constrained molecule in this second scenario will convert supercoils
into twisted chain.
Twisting and supercoiling of a molecule is modeled with a level-2 nested struc-
ture. The application of positive torque nucleates a twisted section of chain via the
activation of a host. The segment can then grow with the activation of a twist tag
species. In addition to the twist tag, a second set of nested particles representing
supercoil segments can also be activated. The supercoiled part of the chain can
then itself grow via the activation of a supercoil tag species. The quasi-particle
representing a supercoil is both hosted and hosting different particle species. This
particle type is neither a host nor a tag. In the taxonomy of [5] this particle type
is called a hybrid. Hybrids require a host to activate, but they also create slots for
occupancy for other particle species, such as other hybrids, caps, or tags. In short,
the model consists of a nested structure inside a larger nested structure.5 A second
host-tag-hybrid-tag set of particles is included in the model system to account for
twist and supercoils arising from the application of negative torque. All told, there
are eight species of quasi-particles: two hosts (1 & 3), two twist tags (2 & 4), two
supercoil hybrids (5 & 7), and two supercoil tags (6 & 8). The combinatorics of
the ensemble are summarized by the statistical interaction coefficients in Table 6.
Symbolic representations of the eight species are shown in Fig. 29. Each species
of particles are assigned activation energies of the same form already used in Sec.
4.1,
εm = γm + JLm − τφm. (69)
5This kind of particle set that has nesting within nesting (host → hybrid → hybrid → · · · )
provides a powerful theoretical tool, and is analyzed in Appendix A.2
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gmm′ 1 2 3 4 5 6 7 8
tw host 1 2 1 2 1 2 1 2 1
tw tag 2 −1 0 0 0 −1 0 0 0
tw host 3 1 1 2 1 2 1 2 1
tw tag 4 0 0 −1 0 0 0 −1 0
sc hybrid 5 −1 0 0 0 0 0 0 0
sc tag 6 0 0 0 0 −1 0 0 0
sc hybrid 7 0 0 −1 0 0 0 0 0
sc tag 8 0 0 0 0 0 0 −1 0
Table 6. Statistical interaction coeffficients of the eight species of quasiparticles
that describe the level-2 twist (tw) and supercoil (sc) particles of the host, hybrid,
and tag types.
The parameters γm, Lm, φm will determine the behavior of the model for each case.
All species require some amount of energy to be activated and cause a contraction
of the chain. Therefore we set γm > 0, Lm > 0 for m = 1, . . . , 8. Half the species
correspond to negative twist angles and the other half to positive twist angles, so
we set φm > 0 for m = 1, 2, 5, 6 and φm < 0 for m = 3, 4, 7, 8. The assumed
symmetries inform the following relations among the parameters:
γ1 = γ3, γ2 = γ4, γ5 = γ7, γ6 = γ8,
L1 = L3, L2 = L4, L5 = L7, L6 = L8, (70)
φ1 = −φ3, φ2 = −φ4, φ5 = −φ7, φ6 = −φ8.
The current application is limited in scope to a generic molecule that has no right
or left handed chirality. Twist-torque action is the same in both the positive and
negative direction. However, for applications to helical molecules such as DNA that
do have such an asymmetry, the specifications in (70) can be adapted accordingly.
4.4.1 High Tension
In the case where the tension is assumed to be high, supercoils will only form
with sufficiently high torque. Preceding their formation, the chain becomes highly
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Figure 29. Four species of level-2 twist particles (hosts 1, 3 and tags 2, 4) and four
species of supercoil particles (hybrids 5, 7 and tags 6, 8) constituting one nested
structure.
twisted.
Consider first the low torque regime. It is reasonable then to assume that all
the supercoil species are energetically unfavorable. In that case wm  1 for m =
5, 6, 7, 8. A simplification can then be made to the coupled equations, effectively
eliminating the contributions from the supercoil species. What is left is a cubic
equation for w1, w2, w3, w4. The physically relevant solution yields positive and
real w1 and w2 functions which are ingredients in the partition function (5). The
population densities also follow from the solutions of (6)-(7) and are plotted in
Fig. 30.
The parameter choices used to produce Fig. 30 are L1 = L2 = L3 = Lt,
φ1 = φ2 = −φ3 = −φ4 = φt, γ2 = γ4
.
= γt, and γ1 = γ3 = γt + ∆γt. Varying the
quantity ∆γt controls the cooperativity of the twisted segments. Panels (a)-(b)
are contour plots for the host and tag populations versus scaled versions of the
control variables J and τ at constant scaled temperature. Panels (c)-(d) show how
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Figure 30. Population densities of (a) host particles and (b) tag particles, both
versus scaled tension Ĵ
.
= J |Lt|/γt and scaled torque τ̂
.
= τφt/γt at constant
scaled temperature T̂
.
= kBT/γt = 1 and zero cooperativity, ∆γ = 0. The eight
contour lines from dark to bright in each panel are at (a) 0.028, . . . , 0.224, and (b)
0.1, . . . , 0.8. 1.0 corresponds to complete saturation. Panels (c)-(d) show the the
population densities plotted versus τ̂ at constant tension Ĵ = 1 and temperature
T̂ = 1 for cooperativity values: ∆γt/γt = 0, 2, 4.
altering the cooperativity affects the profile of host and tag populations. High
cooperativity leads to fewer, faster growing segments of twisted chain. This is
evident by the smaller host population maxima in panel (c) and the corresponding
increasingly precipitous tag populations in panel (d).
Scaled versions of contraction, twist and entropy are shown in Fig. 31 for the
same parameter values. The entropy was inferred from (8), while contraction and
twist were calculated from the population densities via,
L̄ =
∑
m
LmN̄m, φ̄ =
∑
m
φmN̄m. (71)
The scaled contraction [panel (a)] unsurprisingly grows monotonically from
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Figure 31. (a) Scaled contraction L̂
.
= L̄/Lt, (b) twist angle φ̂
.
= φ̄/φt, and (c)
entropy Ŝ
.
= S̄/kB plotted versus τ̂ at constant tension Ĵ = 1 and temperature
T̂ = 1 for cooperativity values: ∆γt/γt = 0, 2, 4.
τ = 0 for both positive and negative increasing values of torque. When the co-
operativity is lowered there is an increasing contraction present at τ = 0. This is
due to thermal activations, which become more effective when the energy barrier
between host and tag species is lowered. In these cases at τ = 0 there is an even
mix between positive twist species m = 1, 2 and negative twist species m = 3, 4.
This is evident by examining the twist profile in panel (b). For each cooperativity
value φ̂ = 0 at τ = 0. At low cooperativity the twist smoothly traverses from
φ̂ = −1 to φ̂ = +1, in what appears to be a linear fashion. This is again due to
thermal fluctuations which mix particles representing positive and negative twist
evenly throughout the parameter space. High cooperativity counteracts this effect,
and the twist profile resembles a two-step process moving from φ̂ = −1 to φ̂ = +1.
The entropy [panel (c)] resembles the host population profiles shown in Fig. 30(c).
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This is also why the contour plot in Fig. (30)(a) showing the population densities
for hosts looks like the entropy contour plot in Fig. 22 from Sec. 4.1. Indeed, in
these applications entropy finds a maximum at the point of maximum nucleation.
Here hosts, tags, and vacancies mix most strongly.
When the torque becomes sufficiently strong the hybrids representing super-
coils begin to become activated. The activation energies of these particles descend
below those of the twist hosts or tags. To ensure this, the supercoil particles are
assigned quanta of length, twist angle, and energy which are larger than those of
the other species:
L5 > L1, L7 > L3, L6 > L2, L8 > L4,
φ5 > φ1, |φ7| > |φ3|, φ6 > φ2, |φ8| > |φ4| (72)
γ5 > γ1, γ7 > γ2, γ6 > γ2, γ8 > γ4
The solution to the coupled equations (6) for the set with all eight species re-
duces to a fifth-order polynomial. The polynomial is solved numerically, yielding
a physically relevant solution with all wm positive and real.
The population densities follow from (7), and are shown in Fig. 32. Each
Nm is plotted versus scaled torque at intermediate constant values of tension J ,
cooperativity ∆γt,∆γs, and temperature kBT/γt. Solid lines denote the twist
particles, and dashed lines denote the supercoil particles. Near zero torque only
twist hosts and tags are activated in significant numbers. Thermal fluctuations
cause particle species 1,2,3,4 to be activated in equal proportions. Proceeding
to τ̂ > 0, segments of twist start to nucleate, their numbers reaching a peak at
approximately τ̂ ≥ 1.5. Past this torque the nucleated segments start to combine,
indicated by the growing population of tag 2 particles, and declining host numbers.
Moving to still stronger torque, τ̂ ≥ 3.5, the twist tags population reaches a peak
but then starts to decline. This is due to the nucleation and growth of the supercoil
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Figure 32. Population densities of twist particles 1, 3 (hosts), 2, 4 (tags), and
supercoil particles 5, 7 (hybrids), 6, 8 (tags) versus scaled torque τ̂
.
= τφt/γt at
constant tension and temperature. The inset shows the scaled activation energies
versus scaled torque. The specifications are as follows: γ1 = γ3
.
= γt + ∆γt,
γ2 = γ4
.
= γt, γ5 = γ7
.
= γs + ∆γs, γ6 = γ8
.
= γs, L1 = L2 = L3 = L4
.
= Lt, L5 =
L6 = L7 = L8
.
= Ls, φ1 = φ2 = −φ3 = −φ4
.
= φt, φ5 = φ6 = −φ7 = −φ8
.
= φs,
βγt = 1, γs/γt = 2.5, ∆γt/γt = 0.3, ∆γs/γt = 0.3, JLt/γt = 0.3, JLs/γt = 0.45,
φs/φt = 1.5.
conformation. The supercoils replace the segments of twisted chain. By τ̂ > 4
the supercoil segments dominate the system. The inset to Fig. 32 shows the
activation energies of all eight species versus scaled torque. The tension where
the twist particle activation energies go negative coincides with the locations of
maximum population of species 1,3. The crossings of the solid lines with the dashed
lines marks the point where the transition from twisted chain to supercoiled chain
begins.
Scaled versions of contraction, twist, and entropy for this system are shown
in Fig. 33. Panels (a)-(b) are plotted versus scaled torque for two different scaled
temperatures. Panel (c) is also plotted versus scaled torque for three different
scaled temperatures.
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Figure 33. (a) Scaled contraction distance L̂
.
= |L̄/Lt|, (b) scaled twist angle
φ̂
.
= φ̄/φt, and (c) scaled entropy Ŝ
.
= S̄/kB, all versus scaled torque τ̂
.
= τφt/γt at
constant tension and temperature. The three curves in panel (c) are for kBT/γt =
1, 0.5, 0.25. Data for the intermediate temperature are not shown in panels (a) and
(b). The remaining specifications are as in Fig. 32.
In the high-temperature case, contraction [panel (a)] has a simple, linear be-
havior for increasing positive and negative torques. This is similar to what was
shown in the simplified low-torque system with low cooperativity, shown in Fig.
31. This is another example of the relation between cooperativity and thermal fluc-
tuations. When fluctuations are strong, the effects of cooperativity are diminished.
When the temperature is lowered, new consequences for the supercoil activation
can be seen. The contraction in this case develops a shoulder at τ̂ ≈ ±3, which is
preceded by a sharp increase and a plateau. This feature marks the point where
the supercoil segments start populating the chain in macroscopic numbers.
The scaled twist [panel (b)] has a similar story. The strongly fluctuating
system moves toward linear behavior from φ̂ = −1 to φ̂ = +1, similar to what was
seen in Fig. 31. In the low-temperature case the twist profile assumes a four-step
shape moving from φ̂ = −1 to φ̂ = +1. The steps which occur at the largest
torques are the most acute, and coincide with the activations of supercoils.
The entropy [panel (c)] has a fairly complicated shape. Starting from a local
minimum at τ̂ = 0 the entropy increases in each direction, forming a double-
peaked structure. In the high-temperature case (top curve), this is the only thing
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of note. Only when the temperature is lowered does more structure in the profile
emerge. The development of a secondary, smaller set of peaks can be seen clearly
in the lowest-temperature profile. This secondary set of peaks indicates where the
nucleation of supercoil segments is strongest. This peak is significantly smaller
and sharper than the first peak. This is because the activation energies of species
5,6,7,8 are relatively large compared to kBT at this point. The first entropy peak
seems to move outward to higher torques for increasing temperature. This is due
to the merger of the two entropy peaks in the high-temperature limit, which can
be seen partially in the intermediate temperature profile.
4.4.2 Low Tension
Figure 34. Population densities of twist particles 1, 3 (hosts), 2, 4 (tags), and
supercoil particles 5, 7 (hybrids), 6, 8 (tags) versus scaled torque τ̂
.
= τφt/γs at
constant tension and temperature. The inset shows the scaled activation energies
versus scaled torque. The specifications are as follows: γ1 = γ3
.
= γt + ∆γt,
γ2 = γ4
.
= γt, γ5 = γ7
.
= γs + ∆γs, γ6 = γ8
.
= γs, L1 = L2 = L3 = L4
.
= Lt, L5 =
L6 = L7 = L8
.
= Ls, φ1 = φ2 = −φ3 = −φ4
.
= φt, φ5 = φ6 = −φ7 = −φ8
.
= φs,
βγs = 1, γt/γs = 3.0, ∆γt/γs = 0.3, ∆γs/γs = 0.3, JLt/γs = 0.1, JLs/γs = 0.15,
φt/φs = 1.5.
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At low tensions the work required to form a supercoil is minimal. The energy
specifications (72) are now modified so the formation of supercoils is the primary
response to increasing torque. Switching the inequalities in (72) for γm and φm
accomplishes this, interchanging the dependence on torque of twist and supercoil
particle pairs. The resulting population densities for a representative set of pa-
rameter choices is shown in Fig. 34. In this scenario, at τ̂ = 0 the host species 1,3
have noticeably lower populations. The number of segments nucleated by hosts 1,3
grow modestly until |τ̂ | ' ±.75, where they reach a maximum. Simultaneously, the
populations of the supercoils species 5,6,7,8 increase. The supercoiled segments of
chain grow in number until |τ̂ | ' 1.3, where species populations 5,7 reach a peak.
After this point, individual segments of supercoils start to merge, creating fewer,
but longer segments. This process continues until the torsional stiffness of the
chain is overcome and the twist tag species become energetically favorable. That
point is reached in the range |τ̂ | ' 3 − 4, where the population of supercoil tag
species 6,8 reach a maximum and go into decline. The twist tag species 2,4 rather
quickly saturate the chain beyond these torques, i.e. at |τ̂ | > 4, completing the
transition. In summary, three major processes can be identified: the nucleation of
supercoil segments at |τ̂ | ' 1, the merging of supercoil segments at 2 . |τ̂ | . 3.5,
and their conversion into long twisted segments at |τ̂ | ' 4.
These three processes have signatures in the quantities of interest: contraction,
twist, and entropy, shown in Fig. 35. Just as in the previous high-tension case
[Fig. 33], the low-temperature curves are the more interesting to examine. There
are some notable differences between the two scenarios.
The high-temperature contraction curve [panel (a)] begins at τ̂ = 0 with a
small positive value. This is due to thermal fluctuations activating a small amount
of hosts and supercoil segments. This is contrasted by the low-temperature curve
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Figure 35. (a) Scaled contraction distance L̂
.
= |L̄/Lt|, (b) scaled twist angle
φ̂
.
= φ̄/φs, and (c) scaled entropy Ŝ
.
= S̄/kB, all versus scaled torque τ̂
.
= τφt/γs at
constant tension and temperature. The three curves in panel (c) are for kBT/γs =
1, 0.5, 0.25. Data for the intermediate temperature are not shown in panels (a) and
(b). The remaining specifications are as in Fig. 34.
which has a definite L̂ = 0 plateau for |τ̂ | ≤ 1. Because the host species has
an increased energy cost, and thermal fluctuations are suppressed, no species of
twist or supercoil variety are activated in this range. Once |τ̂ | ' 1 is reached in
the low-temperature case, the contraction climbs very rapidly to L̂ ' 0.9. This
correponds to the point where the supercoil tag activation energy goes negative,
and the nucleation process is underway. Following this jump, the contraction grows
steadily as the segments of supercoil expand and consolidate. This trend continues
until |τ̂ | ' 4 where another abrupt change in behavior occurs. At this point
the twist tags become energetically favorable, crowding out the supercoil species.
This change brings a reduction in contraction, as the quanta of (negative) length
associated with the twist species remain smaller than those of the supercoil species.
This step down in contraction is greatly diminished in the high temperature curve.
This is due to significant mixing of supercoil and twist species before and after the
|τ̂ | ' 4 threshold.
The twist profiles [panel (b)] are somewhat similar to those produced in the
previous high-tension scenario [Fig. 33(b)]. In the high-temperature case the twist
gently undulates while increasing from τ̂ = −1 to τ̂ = +1. In the high-tension
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scenario [Fig. 33(b)] this function appeared more linear. The low-temperature
case reveals another four-step process in the twist profile. Each step is caused
by the nucleation of supercoil and twist segments at the aforementioned values of
torque. These steps appear qualitatively more acute than those produced in the
high-tension case.
The entropy [panel (c)] reveals similar behavior observed in the high-tension
case. Note that at τ̂ = 0 the entropy has much smaller values. This is due
to the general absence of any species of particles at this point. The secondary
peak structure also appears here, but now corresponds to the nucleation of twist
segments at |τ̂ | ' 4. In the low-temperature curve the secondary peak is proceeded
by a steep decline. This is due to the combination of supercoil segments, making
the system more homogeneous. Also note that the secondary peak at |τ̂ | ' 4
is more pronounced in the intermediate temperature curve than it was for the
high-tension case [Fig. 33(c).]
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CHAPTER 5
Contact with Fluid Medium
This chapter proposes an extension of the methodology used in previous chap-
ters to investigate kinetic studies of molecular chains. The molecular chains used
in the force-extension, twist-torque experiments this study is concerned with are
surrounded by a fluid medium. Stretching/twisting can change the interface be-
tween the molecule and particles in the fluid. Sites that were shielded in a relaxed
molecular chain may become exposed, allowing particles in the fluid to bind to the
chain. In the case of B-DNA, base-pairs which break apart may have their bonds
replaced by bonds with fluid particles. These kinds of interactions can produce ef-
fects of irreversibility and hysteresis.[42, 43] Kinetic experiments provide powerful
means of investigating the dynamics of structural changes [44], and roles molecules
play in biological processes.[45]
5.1 Modified Elasticity
Consider a generic molecular chain surrounded by a fluid and subjected to a
controllable tension. The fluid contains a dissolved substance that bonds (weakly)
to sites along the molecule which become exposed upon extension. Assume there
is an abundance of these dissolved molecules. To start, a simple force-extension
model will be used. The one-species-of-particle model is sufficient to explain the
proposed extension of the methodology. The same modifications applied to a more
sophisticated force-extension model is explored in Sec. 5.2.2. Links of the chain
that become exposed have the potential to bind with medium particles, altering
the elasticity of the molecule. This model system is illustrated in Fig. 36.
The model in Sec. 3.1 consists of a single species of extension particle with
activation energy (13). Links of the chain are modified through a one-step elastic
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Figure 36. (a) Symbolic representation of a N = 6 monomer system in the empty
reference state. Vertical rectangles represent the identical monomers, and white
space the links between them. Circles represent particles which have the potential
to bind to exposed parts of the molecule (links). (b) Tension (J) modifies some
of the links between monomers, causing an extension. The fluid particles have
formed a bond with two of the modified links. (c) Tension is removed, but the
bound fluid particles modify the elastic response.
response to tension. Now, a probability that a fluid particle bonds to the extended
link with energy εB is introduced. The modified particle activation energy is
ε∗1(J) = P1ε1(J) + P2
[
ε1(J)− εB
]
, (73)
where
ε1(J) = γ1 − JL1 (74)
is the original activation energy. P1 and P2 = 1 − P1 are complimentary prob-
abilities which determine the likelihood of a chemical bond forming between the
exposed chain and a fluid particle. This extension of the methodology is tanta-
mount to creating a two-state process for each identical link in the chain. State 1
occurs at low tension, where an extension particle is not activated. There can be
no chemical bond in state 1. State 2 occurs at higher tensions when an extension
particle has been activated, and a chemical bond has formed. A third state with
an activated particle but no bond formed does exist but has negligible probability
in all situations of interest here.
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The probabilities P1, P2 are related via the master equation:
Ṗ1 = bP2 − aP1, Ṗ2 = aP1 − bP2 (75)
with transition rates,
a =
{
e−βε1
1
, b =
{
e−βε1 : ε1 ≥ 0
eβ(ε1−εB) : ε1 ≤ 0
. (76)
5.1.1 Stationarity
Consider first the scenario where tension varies slowly. Then Ṗ1 = Ṗ2 = 0 is
assumed. The stationary solution to the master equation (75) reads,
P1 =
b
a+ b
, P2 =
a
a+ b
. (77)
Figure 37 shows the modified particle activation energy (73) versus tension with
stationary conditions (77). Panels (a), (b) show the effects of varying temperature
and binding energies. The energy constant γ1 is used to produce the scaled quan-
tities: ε̄1 = ε
∗
1/γ1, J̄
.
= JLc/γ1, β̄
.
= βγ1 and ε̄B
.
= εB/γ1. The latter two quantities
represent the (inverse) strength of thermal fluctuations and the binding energy of
the medium particle. Panel (a) reveals that for increasing values of β̄, a ε̄B-sized
Figure 37. Modified activation energy (73) versus scaled tension with stationary
conditions (75). (a) Variations in β̄, (b) Variations in ε̄B.
step appears in the energy function. The energy barrier between the two states
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becomes noticeable only when β̄−1 < ε̄B. Physically this makes sense; thermal
fluctuations on the same order of the binding energy are able to dislodge a fluid
particle attached to the chain. The location of the step is also determined by ε̄B,
which is centered about 1− ε̄B. This is shown in panel (b) for a single temperature.
5.1.2 Relaxation Rate
Suppose now that tension applied to the molecule is varied more quickly. The
molecule may end up in a different state than it would if the process was quasi-
static. Time is therefore needed for the system to return to an equilibrium state
once the tension stops changing. The relaxation process is characterized by a
relaxation rate:
κ = a+ b. (78)
To start the analysis, the transition rates a, b are treated as constants. κ depends
on tension, temperature, and binding energy. The general solution of the master
equation (75) then reads
P1(t) =
P1(0)
κ
[
b+ ae−κt
]
+
bP2(0)
κ
[
1− e−κt
]
, (79a)
P2(t) =
P2(0)
κ
[
a+ be−κt
]
+
aP1(0)
κ
[
1− e−κt
]
. (79b)
Note that in the limit t→∞ the stationary solution (77) is recovered, independent
of initial probabilities P1(0), P2(0). Figure 38 shows the relaxation rate plotted
versus scaled tension for various temperatures and binding energies. Panels (a),
(b) show that the relaxation rate grows steadily from low tensions to J̄ = 1, where
it reaches a maximum, and then declines into a plateau at κ = 1. The relaxation
rate assumes a more step-like shape at the point J̄ = 1 for the largest values of β̄ in
panel (a) and similarly the largest values of ε̄B in panel (b). The effects of varying
ε̄B and β̄ are most felt for tensions J̄ < 1. Raising the temperature (lowering β̄)
and/or decreasing the binding energy facilitates the return to equilibrium. When
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Figure 38. Relaxation rate κ (78) versus scaled tension. (a) Shows variations in β̄,
and (b) shows variations in ε̄B.
J̄ = 1 the relaxation rate reaches its peak because the energy barrier between
states 1 and 2 is eliminated at that point.
5.2 Time-varying Tension
Consider now the situation where the tension applied to the molecular chain
is varying at a controllable rate. How that rate compares with the relaxation rates
seen in Fig. 38 will determine how strongly the response deviates from quasi-static
behavior.
A natural way to proceed is to discretize the time and tension domains, so
the system evolves in independent increments of J and t.1 This implies that the
transition rates a, b will no longer be constant, but time dependent.
Consider a cycle where the tension begins at zero, increases in N steps of size
∆J to a maximum Jmax = N∆J , and then after a pause to equilibrate, returns
back to zero in the same size steps. This proposed cycle is illustrated in Fig. 39.
The strategy is to obtain the probabilities P1, P2 via (79) sequentially. P1, P2 for
step n be used as the initial probabilities P1(0), P2(0) for the next step n+ 1, and
1This is exactly the way some kinetic experiments have been conducted, such as in Bongini, et.
al (2014) where DNA was stretched near the S-DNA transition point by 2 pN every 5 seconds.[43]
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Figure 39. The processes of increasing and decreasing tension between zero and
Jmax. Each occurs in small, independent steps ∆J and dt
so on. The scaled activation energy now carries the index n,
ε̄
(n)
1 = 1− J̄n, (80)
where
J̄n = ∆J̄
{
n : n = 0, . . . , N,
2N − n : n = N + 1, . . . , 2N. (81)
Likewise, the relaxation rate is amended to: κn = an + bn with
an =
{
e−β̄ε̄
(n)
1
1
, bn =
{
e−β̄ε̄B : ε̄
(n)
1 ≥ 0,
eβ̄(ε̄
(n)
1 −ε̄B) : ε̄
(n)
1 ≤ 0.
(82)
The probabilities (79) with these specifications becomes:
P
(n)
1 =
P
(n−1)
1
κn
[
bn + ane
−κndt
]
+
bnP
(n−1)
2
κn
[
1− e−κndt
]
, (83a)
P
(n)
2 =
P
(n−1)
2
κn
[
an + bne
−κndt
]
+
anP
(n−1)
1
κn
[
1− e−κndt
]
. (83b)
5.2.1 Hysteresis
When the tension is changed at a faster pace than the relaxation rate, the
forward and backward process of applied tension can exhibit effects of hysteresis.
It is in this dynamic scenario that the energy ε̄B will have significant effect. Figure
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Figure 40. (a), (b) Binding probability P2, (c), (d) modified activation energy ε̄1,
and (e), (f) scaled extension L̄/L1, all versus scaled tension J̄ . Each pair of plots
differ by binding energies ε̄B = 0.2 (left), 0.5 (right). The tension buildup (→) is
indicated with solid lines and tension release (←) with dashed lines.
40 shows the effects of hysteresis in the probability of bond formation, activation
energy, and force-extension behavior.
Initial probabilities P
(0)
1 = 1 − P
(0)
2 = b0/(a0 + b0), together with parameter
77
choices N = 150, Jmax = 2.0, β̄ = 8.0, and dt = 0.1 were used to produce each
result in Fig. 39.
Each pair of plots varies only by the binding energy, ε̄B. Figure 40 reveals
that the system is quite sensitive to the magnitude of the binding energy. The
probability P2 [panels (a), (b)] that a bond between a link and a fluid particle is
present increases dramatically for the backward process when the binding energy
is increased from ε̄B = 0.2 to ε̄B = 0.5. This trend can be mitigated by either in-
creasing the temperature (smaller β̄) or by increasing the time step dt. The former
increases the strength of thermal fluctuations, which will eventually overcome the
binding energy. The latter allows the chain to catch up to an equilibrium state, i.e.
when dt is sufficiently large the process becomes quasi-static. The modified acti-
vation energy [panels (c)-(d)] reveal clearly the appearance of the energy barrier
between states 1 and 2 when the binding energy is increased relative to β̄−1. The
extension, scaled with L1, is shown in panels (e)-(f). When the binding energy is
relatively strong the effects of hysteresis are quite conspicuous. Note that the dif-
ference between the forward and backward part of the cycle seems to widen slightly
as the tensions get smaller, before both curves meet again at J̄ ' 0. The backward
process starts at equilibrium, so the curves begin together at J̄ = Jmax. However,
as the system evolves the tension rate of change is outpacing the chains ability to
equilibrate (relaxation rate). The result is the widening difference between the two
sets of curves.
5.2.2 Level-2 Hysteresis
A more sophisticated quasi-particle model can make use of the modifications
offered in this chapter. Consider the level-2 host-tag ensemble described in Sec.
4.2.2. Modifying the host particle energy in the manner of (73), while leaving the
tag particle energy unchanged, produces force-extension hysteresis which resembles
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experimental observations. The choice of altering the host energy instead of the
tag (or both species) is motivated by studies of the B-S transition. The effects
of hysteresis in the reverse process are most noticeable where nucleation occurs
in the forward process. The host particle is the agent responsible for controlling
nucleation in this methodology. Therefore, modifying the host energetics to include
an energy barrier that manifests in the reverse process inhibits the chain from
recombining and reaching the reference state. The resulting hysteresis is only seen
at one end of the force-extension behavior.
The proposed host (m = 1) and tag energies (m = 2) are
ε1(J) = ∆γ + P1ε2(J) + P2
[
ε2(J)− εB
]
, (84a)
ε2 = γc − JLc. (84b)
The probability functions P1, P2 have the same general form (83), with re-
laxation rate (82). The parameter ∆γ has been included to incorporate effects of
cooperativity which are independent of the time varying components of the ener-
getics. Scaled versions of the binding energy and thermodynamic β are given by,
ε̄B
.
= εB/γc and β̄
.
= βγc.
The same cyclic process of increasing and decreasing the tension incrementally
as described in section 5.2.1 was used to produce the force-extension characteristic.
Figure 41 shows the scaled tension J̄
.
= JLc/γc versus scaled extension L̄/Lc,
plotted in the style common to experimental papers. Initial probabilities P
(0)
1 =
1 − P (0)2 = b0/(a0 + b0), together with parameter choices N = 150, Jmax = 2.0,
β̄ = 8.0, ε̄B = 0.6, dt = 0.3, and ∆γ = 0.8 were used to produce Fig. 41.
Note that the dashed curve indicating the reverse process (←) only deviates
from the forward process (→) in the region of tension leading up to the force-
extension plateau. This is consistent in form with experimental observations seen
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Figure 41. Scaled tension versus scaled extension for a modified level-2 host-tag
pair. Hysteresis occurs in the backwards process (dashed line), caused by the time-
varying host energy (84a). N = 150, Jmax = 2.0, β̄
.
= βγc = 8.0, ε̄B
.
= εB/γc = 0.6,
dt = 0.3.
in [43].
In closing, it should be noted that the two-state process can be made more
sophisticated, in order to describe more complicated dynamic experiments. Par-
ticle activation energies with time-varying probabilities can also be assigned to
whichever quasi-particle ensemble has physical relevance. These two theoretical
tools can be developed in parallel, and then combined to great effect.
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APPENDIX
Appendix A: Nested Particles
The nested sets of particles presented in Secs. 3.4.2 and 4.2.2 can be analyzed
as part of a more general framework. They can often be treated analytically despite
the complex combinatorics involved. This appendix documents the solutions to
Eqs. (6) and (7) for representative cases.
A.1 Level-1 Particles
Consider the scenario of a level-1 host particle (m = 1), followed by a series
of hybrid species (m = 2, . . . ,M − 1), and one species (m = M) of tags or caps.
This set is illustrated in Figure A.1. The host particle is the only species with
Figure A.1. Symbolic representation of a level-1 nested structure with M = 5.
The host species (m = 1) creates an open slot for the first hybrid species (m = 2),
which in turns creates an open slot for the next hybrid. The nesting continues
until the sequence ends with a tag (g55 = 0) or cap (g55 = 1) species.
non zero capacity constant, and therefore is allowed to be activated directly from
the pseudo-vacuum:
Am =

N − 1 : m = 1,
0 : m = 2, . . . ,M − 1,
0 : m = M.
(A.1)
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The interaction coefficients can be summarized compactly as
gmm′ =

δm′m : m = 1,
δm′m − δm′,m−1 : m = 2, . . . ,M − 1,
− δm′,m−1 : m = M (tag),
δm′m − δm′,m−1 : m = M (cap).
(A.2)
Due to the Am appearing as an exponent in the partition function (5), the host
species wm is the only ingredient carried through to the Gibbs free energy:
Ḡ = −kBT ln
(
1 + w−11
)
, (A.3)
where
wm =

eβεm − 1 : m = M (tag),
eβεm : m = M (cap),
eβεm
wm+1
1 + wm+1
: m = M − 1, . . . , 1
(A.4)
are determined recursively. The population densities are then obtained via (7),
yielding:
N̄m =

m∏
m′=1
1
1 + wm′
: m = 1, . . . ,M − 1,
N̄M−1/wM : m = M (tag),
N̄M−1/(1 + wM) : m = M (cap).
(A.5)
Some of the applications which use compacts (Sec. 3.2) have nested-particle analo-
gies. For instance, the model of linear elasticity worked out in Sec. 3.2.2 can be
transcribed from M compact particles with specifications (31) into an equivalent
M -particle, level-1 nested system, with one host, M − 2 hybrids, and one cap.
Their specifications are
Lm = Lc, γm = mγc; m = 1, . . . ,M. (A.6)
Note the key difference between (31) and (A.6): the quanta of lengths Lm. Each
species of compacts was assigned a growing quantum of length, mLc. This ensured
an increasing extension through a succession of compact particles. In the nested
case however, the succession is built into the combinatorics, so species m is only
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activated if species m − 1, m − 2, m − 3, · · · are also present. This creates the
progressive addition of Lc to the system, and hence the linear extension.
The rupture model (Sec. 3.2.1) can also be transcribed into a nested ensemble.
The infinitely many species of compact extension particles with specifications (26)
and (27) can be replaced with just two species of nested particles: hosts and tags
with specifications
L1 = L2 = γc, γ1 = γ2 = γc. (A.7)
The results (28)-(30) are readily reproduced. The population densities given by
(7) in this case read:
N̄1 = e
−Kc , N̄2 =
e−Kc
eKc − 1
. (A.8)
When the host and tag species have the same energy they may be merged, and
treated as a single particle species.[16, 11] Their combined population density has
a recognizable bosonic form
N̄B = N̄1 + N̄2 =
1
eKc − 1
. (A.9)
N̄B diverges when Kc → 0, which corresponds to the same critical tension JLc/γc =
1 discussed in Sec. 3.2.1.
A.2 Level-2
The level-2 nested structure discussed in Sec. 4.2.2 can also be generalized to
include a chain of hybrids. Consider the following system involving a level-2 host,
M − 1 hybrids, and a tag. The ensemble is described by the following interaction
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coefficient matrix and corresponding coupled equations
gmm′ =

2 2 2 2 2 · · ·
−1 0 0 0 0 · · ·
0 −1 0 0 0 · · ·
0 0 −1 0 0 · · ·
0 0 0 −1 0 · · ·
...
...
...
...
... · · ·

khost = (1 + whost)
w2host
(1 + whost)2
1 + w1
w1
,
k1 = (1 + w1)
w2host
(1 + whost)2
1 + w2
w2
,
k2 = (1 + w2)
w2host
(1 + whost)2
1 + w3
w3
,
...
kM = (1 + wM)
w2host
(1 + whost)2
,
(A.10)
where the host species is (khost, whost), the chain of hybrids traverse from (k1, w1)
→ (kM−1, wM−1), and the tag species is (kM , wM). Despite the higher order of
the coupled equations (A.10) compared to the level-1 system (A.4), they can still
be solved recursively. The ensemble (A.10) may even be made more complex.
Consider the inclusion of a tag shared by the host and hybrid species1
gmm′ =

2 2 2 · · · 1 1
−1 0 0 · · · 0 0
0 −1 0 · · · 0 0
... 0 −1 · · · 0 0
−1 ... 0 · · · 0 0
0 −1 ... · · · 0 0
... 0 −1 · · · 0 0
...
... 0
... 0 0

khost = (1 + whost)
w2host
(1 + whost)2
1 + w1
w1
1 + wtag
wtag
,
k1 = (1 + w1)
w2host
(1 + whost)2
1 + w2
w2
1 + wtag
wtag
,
k2 = (1 + w2)
w2host
(1 + whost)2
1 + w3
w3
1 + wtag
wtag
,
...
kM = (1 + wM)
w2host
(1 + whost)2
1 + wtag
wtag
ktag = (1 + wtag)
whost
(1 + whost)
.
(A.11)
In general there could be a unique tag assigned to each hybrid and host. (A.11)
shows the special case where all the tags have the same energy term, ktag. In
that case the coupled equations for each tag species are reducible to one, the last
1This particular ensemble formed the basis for a model describing the coil-helix transformation
of a polypeptide.[12]
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equation in (A.11).
Note the difference between (A.10) and (A.11). Each coupled equation in
(A.11) has acquired an identical term (1+wtag)/wtag, but are otherwise unchanged
from (A.10). This analysis proceeds by grouping together all the common terms
in (A.10) and (A.11) and defining them as a. So in (A.10)
a
.
=
w2host
(1 + whost)2
,
and in (A.11)
a
.
=
w2host
(1 + whost)2
1 + wtag
wtag
.
In addition, all the hybrids are assumed to have the same energy specification,
k1 = k2 = k3 = · · · = k. Now the coupled equations (A.10) and (A.11) are reduced
to
khost = (1 + whost)
1 + w1
w1
a,
1 = (1 + w1)
1 + w2
w2
a
k
,
1 = (1 + w2)
1 + w3
w3
a
k
,
...
1 = (1 + wM)
a
k
.
(A.12)
The goal is to understand how the form of the host equation changes as the number
of species of hybrids and therefore, the number of coupled equations, increases. The
solution of the last equation gives
wM =
k − a
a
→ 1 + wM
wM
=
k
k − a
. (A.13)
Substitution of this in the M − 1 hybrid equation gives
wM−1 =
k − 2a
a
→ 1 + wM−1
wM−1
=
k − a
k − 2a
. (A.14)
The term (1 +wm)/wm found in each successive equation is a ratio of polynomials
in a that grow in order with each iteration. Define this polynomial as Pm = (1 +
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wM−m+1)/wM−m+1, where P1 means the last hybrid (A.13) and PM = (1 +w1)/w1
is the final polynomial that appears in the host equation. Then the recursive
relation is
Pm+1 =
k
k − aPm
, P1 =
k
k − a
(A.15)
Following this prescription all the way to the host equation reveals a final result
that has two equivalent representations. The final term which appears in the host
equation is a continued fraction:
khost = (1 + whost)a
k
k −
ak
k −
ak
k −
ak
k − · · ·
(A.16)
The continued fraction can be represented in polynomial form, for PM (M =
1, 2, · · · 6):
P1 =
k
k − a
, (A.17a)
P2 =
k − a
k − 2a
, (A.17b)
P3 =
k(k − 2a)
a2 − 3ak + k2
, (A.17c)
P4 =
a2 − 3ak + k2
3a2 − 4ak + k2
, (A.17d)
P5 =
k (3a2 − 4ak + k2)
−a3 + 6a2k − 5ak2 + k3
, (A.17e)
P6 =
a3 − 6a2k + 5ak2 − k3
4a3 − 10a2k + 6ak2 − k3
. (A.17f)
Close inspection reveals that the numerator and denominator of the PM are
not independent. With the exception of an alternating sign and factor of k, the nu-
merator of PM is given by the denominator of PM−1. Setting k = 1, the coefficients
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of these polynomials are readily identifiable, and can be expressed in terms of vari-
ous polynomials important to combinatoric and number theory.[46] One convenient
representation is to express these polynomials in terms of Chebyshev polynomials
of the second kind
Pm =
√
k
a
Um
(√
k
4a
)
Um+1
(√
k
4a
) , m = 1, 2, . . . ,M, (A.18)
where Um are the Chebyshev polynomials.
2 The relation (A.17) allows for easy
construction of the uncoupled host equation once the common factor a is identified.
Recall that a can contain one or several terms, they need only be common to each
hybrid equation. Using this result one may also take the limit M → ∞, as was
done in [12]. Further analysis of the nested sets should investigate whether a closed
form like (A.18) can be achieved in greater generality. It seems feasible in the case
where the hybrid energies, km are functionally related (supposing k1 = k, k2 =
k2, k3 = k
3, · · · , km = km for example) a reduced solution similar to (A.18) may
be found.
2The appearance of these polynomials in this solution is striking, and warrants a mathematical
analysis to establish what fundamental connections exist between this methodology and number
theory.
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