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AFFINE GRASSMANNIANS AND THE GEOMETRIC SATAKE IN
MIXED CHARACTERISTIC
XINWEN ZHU
Abstract. We endow the set of lattices in Qnp with a reasonable algebro-geometric
structure. As a result, we prove the representability of affine Grassmannians and establish
the geometric Satake correspondence in mixed characteristic. We also give an application
of our theory to the study of Rapoport-Zink spaces.
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2 XINWEN ZHU
Introduction
0.1. Mixed characteristic affine Grassmannian.
0.1.1. Let F be a non-archimedean local field, i.e., F is either Fq((t)) or a finite extension
of Qp. Let O ⊂ F be its ring of integers, and k be its residue field. Let V = Fn be
an n-dimensional F -vector space. A lattice of V is a finitely generated O-submodule Λ
of V such that Λ ⊗ F = V . For example, Λ0 = On is a lattice in V (usually called the
standard lattice). Note that every other lattice in V can be obtained from Λ0 by a linear
transformation g : V → V , and therefore, the set of lattices in V is identified with the set
Aut(V )/Aut(Λ0), or GLn(F )/GLn(O) if we use the standard basis.
For various applications in number theory, representation theory and algebraic geometry,
it is highly desirable to realize this set as the set of (k-)points of some (reasonable, infi-
nite dimensional) algebraic variety, defined over k. If F = k((t)), such algebro-geometric
object, called the affine Grassmannian, does exist, and plays a fundamental role in geomet-
ric representation theory and in the study of moduli spaces of vector bundles on algebraic
curves. However, a reasonable algebro-geometric structure on the set GLn(Qp)/GLn(Zp) is
not available for many years, although some attempts have been made ([Ha, Kr, CKV]).
The first goal of this paper is to give a solution of this problem to some extent, and we will
call this algebro-geometric object the mixed characteristic affine Grassmannian, or just the
affine Grassmannian, if it is clear we are working in mixed characteristic.
0.1.2. To explain the ideas, let us first recall the equal characteristic story (see, e.g. [BL]
for details). First one can make sense of the notion of a family of lattices in k((t))n: let
R be a k-algebra, a lattice in R((t))n is a finite generated projective R[[t]]-submodule Λ
of R((t))n such that Λ ⊗R[[t]] R((t)) = R((t))n. Then the affine Grassmannian Gr♭1 is the
moduli space that assigns every k-algebra R, the set of lattices in R((t))n. In particular,
the set of k-points of the functor is just GLn(k((t)))/GLn(k[[t]]).
It is easy to see that given a lattice Λ, there always exists some N large enough such that
(0.1.1) tNR[[t]]n ⊂ Λ ⊂ t−NR[[t]]n.
So Gr♭ is the union of subfunctors Gr♭,(N) consisting of those lattices satisfying (0.1.1). The
key fact, that allows one to prove the representability of Gr♭, is that via the map
Λ 7→ t−NR[[t]]n/Λ,
Gr♭,(N)(R) is identified with the set of quotients R[[t]]-modules of t−NR[[t]]n/tNR[[t]]n that
are projective as R-modules. Then it is clear that Gr♭,(N) is represented by a closed sub-
scheme of the usual Grassmannian.
0.1.3. There is an obvious guess of the moduli problem that should be represented by the
mixed characteristic affine Grassmannian: we associate to every k-algebra R the set
(0.1.2)
Gr(R) = {Λ finite projective W (R)-submodules of W (R)[1/p]n satisfying Λ[1/p] =W (R)[1/p]n},
whereW (R) is the ring of Witt vectors for R. Unfortunately, this definition is unreasonable,
as the ring of the Witt vectors for a non-perfect ring R is not well-behaved. E.g. p could be
a zero divisor of W (R) if R is non-reduced so Λ0 = W (R)
n may not be in the above set2.
On the other hand, note that
(1) if R is a perfect k-algebra, then W (R) is well-behaved.
1In this paper, the objects defined in equal characteristic setting are usually written with ♭ as its supscript.
But this notation does not suggest any deep relation with P. Scholze’s theory of perfectoid spaces.
2Alternatively, one could try to define Gr(R) as the set of pairs (Λ, β) where Λ is a finite projective
W (R)-module and β : Λ⊗W (R)[1/p] ≃ W (R)[1/p]n is an isomorphism. But we still do not know whether
this is reasonable.
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(2) The R-points of a scheme X for perfect rings R determine X up to perfection3.
(3) The (e´tale) topology of a scheme (e.g. the ℓ-adic cohomology) does not change
passing to perfection.
Therefore, we restrict the naive moduli problem (0.1.2) to the category of perfect k-
algebras. This defines a presheaf on this category4, and the best question one can ask is:
whether this functor is represented by a(n inductive limit of) perfect k-scheme(s). Our first
main theorem gives a positive answer of the question.
Theorem 0.1. The above functor can be written as Gr = lim−→Xi, with each Xi being the
perfection of some proper algebraic space defined over k5, and Xi → Xi+1 being a closed
embedding.
Perfect k-schemes are almost never of finite type over k. But as claimed in Theorem
0.1, in fact each Xi appearing above is the perfection of some proper algebraic space over
k. Note that we do not know how to canonically construct these algebraic spaces without
passing to the perfection. But this does not bother us. We can still study their topological
properties. In particular, we can define the ℓ-adic derived category on Xi, the notion of
perverse sheaves, and etc.
As soon as the representability of Gr is proved, the representabilities of mixed character-
istic affine Grassmannians and affine flag varieties for general reductive groups follow by an
argument same as equal characteristic situation. See § 1.5.
0.1.4. Now we explain some more details how to prove the representability of Gr. As in
equal characteristic situation, it is enough to prove the subfunctor Gr(N) of Gr defined by
a condition similar to (0.1.1) is representable. A little further work shows that it is enough
to prove the representability of
GrN = {(E , β) ∈ Gr | β : E → E0 induces ∧n β : ∧nE ≃ pN ∧n E0},
where E0 = W (R)n. Now, the essential difficulty is that the quotient E0/E cannot be
regarded as an R-module and it is not clear how to embed this functor into the Grassmannian
(or projective spaces). An even more basic (and very interesting) question is, whether there
exists a non-trivial line bundle on GrN . Note that in equal characteristic, such a line bundle
exists and is ample, known as the determinant line bundle L♭det on Gr
♭
N . Its fiber over (E , β)
is the top exterior wedge of E0/E as an R-module. This construction certainly fails in mixed
characteristic. (See Appendix B.1 for some discussions.)
Therefore, we proceed in another way. Our observation is that by adding certain level
structure, GrN is indeed representable by some affine scheme defined by matrix equations.
More precisely, for each h, let Wh(R) denote the ring of truncated Witt vectors of length h,
and let
GrN,h = {(E , β, ǫ¯) | (E , β) ∈ GrN , ǫ¯ : E0|Wh(R) ≃ E|Wh(R)}.
This is an LhGLn-torsor over GrN . Here L
hGLn is the perfection of the Greenberg realiza-
tion of GLn over O/ph (which is an affine group scheme over k), and it acts on GrN,h by
changing the trivialization ǫ¯. We will show that when h > N , GrN,h can be (non-canonically)
identified with the following scheme of pairs of matrices
{(A, γ) | γ ∈ LhGLn, A ∈ LhMn, detA ∈ pN (O/phO)×, Aγ = A},
where Mn is the scheme of all n× n matrices. In fact, A = (β|Wh(R))ǫ¯.
3The category of perfect k-schemes is a full subcategory of the category of presheaves on the category of
perfect k-algebras, see Lemma A.10.
4In fact, in [Kr] it is shown that this is an fpqc sheaf.
5One can expect that these Xis are the perfections of projective varieties over k, see §B for some discus-
sions. But knowing Xis are algebraic spaces is sufficient for all the applications we have in mind.
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Therefore, GrN can be expressed as a quotient of an affine scheme by a free action of
an affine group scheme. In general, one can expect such a quotient should exist at least
as an algebraic space over k. This is indeed the case here, but cannot follow directly from
the general theory, because neither GrN,h nor L
hGLn are of finite type (in fact the usual
construction of the e´tale slices, which uses the sheaf of differentials, does not work for
perfect schemes). However, we are managing to prove the following result, which is enough
to deduce the representability of GrN as an algebraic space. Interestingly, the proof uses
the construction of coarse space for certain algebraic stacks.
Proposition 0.2. (See Proposition A.28)Let G be the perfection of an affine group scheme
of finite type over k and X be the perfection of a scheme of finite type over k. Let σ :
G×X → X be an action of G on X and assume that the action map a = (σ, pr2) : G×X →
X ×X, (g, x) 7→ (gx, x) is a closed embedding. Then the quotient [X/G] (as a groupoid) is
represented by the perfection of an algebraic space separated and of finite type over k.
0.2. The geometric Satake. The representability of mixed characteristic affine Grass-
mannians has a lot of applications. The most fundamental application is to establish the
geometric Satake correspondence in mixed characterisitc. Its equal characteristic coun-
terpart is the result of works of Lusztig, Ginzburg, Beilinson-Drinfeld, Mirkovic´-Vilonen
([Lu1, Gi, BD, MV]). In a forthcoming joint work with L. Xiao [XZ], we will see applica-
tions of the mixed characteristic geometric Satake to the arithmetic geometry of Shimura
varieties6.
Let G be a reductive group over O, the ring of integers of a p-adic field F and let GrG de-
note its affine Grassmannian. As explain above, it makes sense to talk about the category of
L+G-equivariant perverse sheaves (with coefficients in Qℓ) on GrG, denoted by PL+G(GrG).
As in the equal characteristic situation, this is a semisimple category and Lusztig’s convolu-
tion of sheaves give a natural monoidal structure on PL+G(GrG). In addition, one can still
endow the hypercohomology functor H∗(GrG,−) : PL+G(GrG) → VectQℓ with a canonical
monoidal structure (although the methods used in [Gi, BD, MV] do not work directly in our
setting). Our second main theorem, the geometric Satake correspondence, claims that
Theorem 0.3. The monoidal functor H∗ factors as the composition of an equivalence of
monoidal categories from PL+G(GrG) to the category RepQℓ(Gˆ) of finite dimensional rep-
resentations of the Langlands dual group Gˆ over Qℓ and the forgetful functor RepQℓ(Gˆ) →
VectQℓ .
The theorem in particular implies that there exist the commutativity constraints of
PL+G(GrG) such that H
∗ is a tensor functor. In the equal characteristic situation, such
constraints come from the interpretation of convolution products as fusion products (cf.
[MV, §5] or [BD, §5.3.17]). It is unlikely that the fusion product could exist in mixed char-
acteristic so it is probably surprising that we can still establish these constraints in the
current setting.
In fact, a construction of the commutativity constraints using a categorical version of
the classical Gelfand’s trick already appeared in [Gi]. It was then claimed in [BD, §5.3.8,
§5.3.9] (but without proof) that (a modification of) Ginzburg’s constraints coincide with the
commutativity constraints from fusion products. Therefore, we do have candidates of the
commutativity constraints even in mixed characteristic. The problem is that it is not clear
how to verify the properties they suppose to satisfy, without using the fusion interpretation.
Our new observation is that the validity of these properties is equivalent to a combinatoric
formula in the theory of affine Hecke algebras. Namely, in [LV, Lu2], Lusztig and Vogan
introduced, for a Coxeter system (W,S) with an involution, certain polynomials P σy,w(q),
6We refer to [Laf] for some amazing applications of equal characteristic geometric Satake to Langlands
correspondence over function fields.
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similar to the usual Kazhdan-Lusztig polynomials Py,w(q) ([KL1]). Then it was conjectured
in [Lu2] that if (W,S) is an affine Weyl group and y, w are certain elements in W ,
P σy,w(q) = Py,w(−q).
See loc. cit. or §2.4.5 for more details. This conjecture is purely combinatoric, but its proof
by Lusztig and Yun [LY] is geometric, and in fact uses the equal characteristic geometric
Satake! We then go the opposite direction by showing that this formula implies the above
mentioned commutativity constraints are the correct ones.
So our proof uses the geometric Satake in equal charateristi. It is an interesting question
to see whether it is possible to prove this combinatoric formula directly7, which will yield a
pure local proof of the geometric Satake, in both equal and mixed characteristic.
In the course of the proof, we will also establish the Mirkovic´-Vilonen theory in mixed
characteristic. This theory is very useful to study affine Deligne-Lusztig varieties (cf. [XZ]).
0.3. Dimension of affine Deligne-Lusztig varieties. One motivation to construct mixed
characteristic affine Grassmannians is their relation to Rapoport-Zink spaces. Let G be a
connected reductive group over Qp, and assume (for simplicity) that there is an extension
of G to a reductive group scheme over Zp, still denoted by G. Let k = F¯p and let L =
W (k)[1/p] denote the completion of the maximal unramified extension of Qp. Let σ denote
the Frobenius automorphism of L. Let b be a σ-conjugacy class of G(L) and µ be a geometric
conjugacy class of one parameter subgroups of G (a.k.a a dominant coweight of G w.r.t. some
chosen Borel). When the triple (G, b, µ) (which we call a Rapoport-Zink datum) comes from
a PEL-datum, Rapoport-Zink (cf. [RZ]) defined a formal scheme M˘(G, b, µ), locally of finite
type over W = W (k), as certain moduli problem of p-divisible groups. Recently, Kim (cf.
[Kim]) generalized the definition of M˘(G, b, µ) for those Rapoport-Zink data of Hodge type
and proved the representability of M˘(G, b, µ) in the case p > 2. In any case, a serious
restriction of µ is that it must be minuscule. Then the Dieudonne´ theory identifies the set
of k-points of M˘(G, b, µ) with
(0.3.1) Xµ(b) = {g ∈ G(L)/G(W ) | g−1bσ(g) ∈ G(W )pµG(W )}.
This identification endows Xµ(b) with some algebro-geometric structure, sometimes also
called the (mixed characteristic) affine Deligne-Lusztig variety. Note that it is possible to
define Xµ(b) as a set for any triple (G, b, µ) but only for minuscule µ, Xµ(b) may relate to
the moduli of p-divisible groups and therefore may acquire a scheme structure.
It is hoped to endow Xµ(b) with an algebro-geometric structure without using the p-
divisible groups and the Dieudonne´ theory. Now, the existence of the mixed characteristic
affine Grassmannian GrG (for G over a p-adic field F ) allows us to realizeXµ(b) as a (locally)
closed subset of GrG and therefore to give Xµ(b) a structure as a(n ind) perfect algebraic
space. Note that in this new definition, there is no restriction on the cocharacter µ. But when
(G, b, µ) arise as a(n unramified) Rapoport-Zink datum of Hodge type as above, we have
the following proposition, as a simple application of the equivalence of categories between
p-divisible groups and the F -crystals over a perfect ring in characteristic p > 0 (a theorem
of Gabber, see also [La, §6]).
Proposition 0.4. Let Mp
−∞
µ (b) denote the perfection of the special fiber of M˘(G, b, µ).
Then there is a canonical isomorphism of spaces Mp
−∞
µ (b) ≃ Xµ(b).
Even if the primary interests are the study of the Rapoport-Zink spaces, having another
definition of Xµ(b) gives us extra flexibility. For example, the new definition is group theo-
retically, so allows us to study M˘(G, b, µ) by using root subgroups or Levi sbugroups G, or
passing to central isogenies of G.
7This seems possible if the affine Weyl group is of type A.
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In the forthcoming work [XZ], these extra flexibilities allow us to understand the irre-
ducible components of certain RZ spaces. Here, we illustrate the usefulness of them by one
simple example8: We prove the dimension formula of Xµ(b) as conjectured by Rapoport.
Theorem 0.5. The ind perfect algebraic space Xµ(b) is finite dimensional, and
dimXµ(b) = 〈ρ, µ− νb〉 − 1
2
defG(b).
We refer to § 3.1 for unexplained notations. Thanks to Proposition 0.4, when (G, b, µ) is
of Hodge type, we get the dimension formula of the corresponding Rapoport-Zink space9.
Not surprisingly, after the machinery is set up, we can imitate the methods used in the
equal characteristic situation (with one innovation): the arguments of [GHKR] apply here
and reduce to prove Theorem 0.5 for those b that are the so-called superbasic σ-conjugacy
classes. It was shown in [GHKR, CKV] that if G is of adjoint type, superbasic σ-conjucay
classes exist only when G = PGLn or G = ResE/F PGLn, where E/F is an unramified
extension. The case when G = PGLn was treated in [V1] (in the equal characteristic
situation but the same arguments apply here). The case G = ResE/F PGLn was treated
in [Ham2] in the equal characteristic situation and then was adapted in [Ham1] to deal
with the corresponding Rapoport-Zink spaces. Our innovation here is a reduction of the
case G = ResE/F PGLn to the case G = PGLn case so one can apply [V1] directly (see
Proposition 3.4). This in particular gives a much shorter proof of the main result of [Ham2]
(assuming [V1]). We mention that this reduction step uses the representability of Xµ(b) for
non-minuscule µ (even we just interested in proving Theorem 0.5 for Rapoport-Zink spaces),
and also the semismallness of the convolution products for affine Grassmannians.
0.4. Organization. We quickly discuss the organization of this paper. In §1, we prove
the representability of affine Grassmannians and affine flag varieties and discuss their first
properties. We establish the geometric Satake correspondence in §2. In §3, we prove the
dimension formula for Rapoport-Zink spaces, conjectured by Rapoport, as an application
of our theory. The paper contains two appendices. Appendix A discusses perfect schemes
and perfect algebraic spaces in some generality, which is the setting we will work with in
the paper. Appendix B discusses some further questions on affine Grassmannians, including
conjectures related to the representability of affine Grassmannians as schemes and deper-
fections of the “Schubert variety” inside them. We also give an example of the construction
in §1.
0.5. Notations. We fix k a perfect field of characteristic p > 0. For a k-algebra R, let
W (R) = {(a0, a1, . . .) | ai ∈ R}
denote its ring of Witt vectors, and let R→W (R), x 7→ [x] = (x, 0, 0, . . .) be the Teichmu¨ller
lifting. We denote by Wh(R) the ring of truncated Witt vectors of length h. If R is perfect,
Wh(R) =W (R)/p
hW (R).
Let us write O0 =W (k), F0 =W (k)[1/p]. Except §3.2, F denotes a finite totally ramified
extension of F0 and O its ring of integers. Let ̟ denote a uniformizer of O. For a k-algebra
R, let WO(R) = W (R) ⊗W (k) O and WO,n(R) = Wn(R) ⊗W (k) O. In particular, we write
WO(k¯) = OL and L = OL[1/p] the completion of the maximal unramified extension of F .
Unless specified, G will denote a reductive group scheme over O. If G is split, we will
fix a Borel subgroup B, its unipotent radical U , and a maximal torus T ⊂ B. Sometimes,
we denote by G¯, B¯, U¯ , T¯ their reduction modulo ̟. Let X• denote the coweight lattice
8An earlier example is given by [CKV] to study the connected components of Xµ(b), although they must
define the notion of connected components of Xµ(b) in an ad hoc way, due to lacking of the representability
of Xµ(b) at that time.
9When the first draft version of the paper was completed, Hamacher released his preprint [Ham1] where
Rapoport’s conjecture for PEL type Rapoport-Zink spaces was solved.
AFFINE GRASSMANNIANS AND THE GEOMETRIC SATAKE IN MIXED CHARACTERISTIC 7
of T , and X+• denote the semi-group of dominant coweights. For λ ∈ X•, the image of
̟ ∈ F× = Gm(F ) under λ : Gm → T → G is denoted by ̟λ.
Let “  ” be the partial order on X•: λ  µ if µ − λ is a linear combination of positive
roots (w.r.t. B) with coefficients ∈ Z≥0. The restriction of this partial order to X+• is
sometimes also denoted by “ ≤ ”. The dual group of G (over a field of characteristic zero)
is denoted by Gˆ. For µ ∈ X+• , let Vµ denote the irreducible representation of Gˆ of highest
weight µ. For λ ∈ X•, let Vµ(λ) denote the λ-weight subspace of Vµ. We denote by 2ρ the
sum of positive roots.
0.6. Acknowledgement. An ongoing project with L. Xiao is the main motivation to de-
velop the theories in the current paper. The author thanks him cordially for the collab-
oration. The author also thanks B. Conrad, V. Drinfeld, B. Elias, A. de Jong, X. He, J.
Kamnitzer, G. Pappas and Z. Yun for useful discusssions and comments. He in particular
would like to thank J. Kamnitzer for pointing out a serious mistake in an early draft of
the paper. The author is partially supported by NSF grant DMS-1001280/1313894 and
DMS-1303296 and the AMS Centennial Fellowship.
1. Affine Grassmannians
In this section, we construct affine Grassmannians and affine flag varieties in mixed char-
acteristic. We refer to Appendix A for the necessary background of perfect algebraic spaces,
which is the setting we will work with in the sequel.
1.1. p-adic loop groups. We refer §0.5 for the notations. Let X be an O-scheme, of finite
type. We define
L+p X (R) = X (WO(R)), LhpX (R) = X (WO,h(R)).
It is well-known from Greenberg ([Grb]) that they are represented by schemes over k. In
addition, each LhpX is of finite type, and L+p X = lim←−LhpX . If X ⊂ Y is open, then L+p X ⊂
L+p Y is open. We denote their perfections by
L+X = (L+p X )p
−∞
, LhX = (LhpX )p
−∞
,
The justification of the choice of the notations is that perfect objects behave better and are
more similar to their equal characteristic analogues. If f : X → Y is an O-map, we denote
by L+p f : L
+
p X → L+p Y and L+f : L+X → L+Y the induced maps.
Let X be an affine scheme over F . We define a perfect space by assigning a perfect
k-algebra R,
LX(R) = X(WO(R)[1/p]).
If f : X → Y is an F -map, we have Lf : LX → LY . Unlike [Kr], we do not define the
object LpX . According to Lemma A.10, the following statement makes sense.
Proposition 1.1. Assume that X is affine of finite type, then LX is represented by an ind
perfect schemes.
Proof. As soon as we go to perfection, the proof is similar to the representability of the
usual loop groups in equal characteristic setting.
First, it is enough to consider F = F0 =W (k)[1/p]. If X = A
1, then LX = lim−→(A∞)p
−∞
.
This follows from the fact that every element in W (R)[1/p] can be uniquely written as
x =
∑
i≥−N
pi[xi].
Second, X = X1 ×X2, then L(X1 ×X2) = LX1 × LX2 so LAn is representable. Finally, if
Z ⊂ An is a closed embedding, then LZ → LAn is a closed embedding. Indeed we can write
[x] + [y] =
∑
pj[Σj(x, y)
1/pj ],
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where Σj(X,Y )s are certain polynomials with two indeterminants X,Y , of homogeneous
degree pj . Now assume that
OZ = F [t1, . . . , tn]/(f1, . . . , fm).
It is easy to see that if f(t1, . . . , tn) is a polynomial with coefficients in F , then
f(
∑
pi[x1i], . . . ,
∑
pi[xni]) =
∑
pj [f (j)(xml)
1/pj ].
where f (j)s are some polynomials in terms of the variables Xml,m = 1, . . . , n, l ∈ Z. Then
LpZ is defined in LpA
n by the equations f
(j)
r , (f
(j)
r )1/p, (f
(j)
r )1/p
2
, . . .. 
It is also clear from the above argument that
Lemma 1.2. (i) Assume that X is affine of finite type, then L+X → LX is a closed
embedding.
(ii) If X → Y is a closed embedding, then LX → LY is a closed embedding.
Now, let X = G be a smooth affine group scheme over O. We write G(0) = G and define
the hth congruence group scheme of G over O , denoted by G(h), as the dilatation of G(h−1)
along the unit. There is a natural map G(h) → G and note that
(1.1.1) L+G(h) = ker(L+G→ LhG).
However, L+p G
(h) 6= ker(L+p G→ LhpG).
1.2. The affine Grassmannian for GLn.
1.2.1. Let G be a reductive group over O. We define the affine Grassannian of G as the
perfect space
GrG := [LG/L
+G].
See § A.1.4 for the notation. Explicitly, for a perfect k-algebra R, GrG(R) is the set of
pairs (P, φ), where P is an L+G-torsor on SpecR and φ : P → LG is an L+G-equivariant
morphism. As in equal characteristic situation, there is another interpretation of GrG (e.g.
see [Kr]). Denote by E0 the trivial G-torsor on O.
Lemma 1.3. We have
GrG =
{
(E , β)
∣∣∣∣∣ E is a G-torsor on WO(R), andβ : E [1/p] ≃ E0[1/p] is a trivialization
}
.
Remark 1.4. Recall that for a perfect ring R, a finite projective W (R)-module is the same
as a locally free crystal on R. Such β sometimes is called a quasi-isogeny. Then the above
lemma can also be interpreted by saying that if F = F0, GrG classifies a crystal with
G-structure on R together with a quasi-isogeny to the trivial G-crystal.
According to Lemma A.10, one can ask whether GrG is representable by perfect (ind)-
schemes. Our main theorem of this section is
Theorem 1.5. The affine Grassmannian GrG is represented by an ind perfectly proper
perfect algebraic space.
Again, as in the equal characteristic situation, we can reduce the proof of this theorem
to the case G = GLn and F = F0 (see Proposition 1.20). So we will concentrate on GLn
case first. We will denote GrGLn by Gr in this subsection for simplicity.
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1.2.2. Let us write the moduli problem Gr more explicitly: Let E0 = W (R)n denote the
free W (R)-module of rank n. For a perfect k-algebra R,
Gr(R) =
{
(E , β)
∣∣∣∣∣ E is a rank n projective W (R)-module,β : E [1/p]→ E0[1/p] is a trivialization
}
.
Via β, we can regard E as a finitely generated projectiveW (R)-submodule Λ ofW (R)[1/p]n =
E0[1/p] such that Λ⊗W (R) W (R)[1/p] =W (R)[1/p]n. Such Λ sometimes is called a lattice,
whose basic properties now we recall.
Let k be a perfect field, and let E1 and E2 be two finite free W (k)-modules of rank n.
Let β : E1[1/p] ≃ E2[1/p] be an isomorphism, usually called a quasi-isogeny between E1
and E2. It then makes sense to talk about the relative position of β, denoted Inv(β), which
is an element in
X•(Dn)
+ = {λ = (m1, . . . ,mn) ∈ Zn | m1 ≥ m2 ≥ · · · ≥ mn},
the semigroup of dominant coweights of GLn
10. Namely, there always exists basis (e1, . . . , en)
of E1 and (f1, . . . , fn) of E2 such that β is given by β(ei) = p
mifi and m1 ≥ m2 ≥ · · · ≥ mn.
In addition, this sequence (m1, . . . ,mn) is independent of the choice of the basis.
We denote by ωi = (1, . . . , 1, 0, . . . , 0) with the first i entries 1 and the last n− i entries
0. Let ω∗i = ωn−ωn−i. Note that inv(β) = ωi if and only if β extends to E1 → E2 is a map
such that pE2 ⊂ E1 and E2/E1 is a k-vector space of dimension i. Similarly, inv(β) = ω∗i if
and only if β extends to pE1 ⊂ E2 ⊂ E1 such that E1/E2 is of dimension i.
Recall that X•(Dn)
+ has a partial order ≤: Let
α1 = (1,−1, 0, . . . , 0), α2 = (0, 1,−1, 0, . . . , 0), . . . , αn−1 = (0, . . . , 0, 1,−1).
Then λ1 ≤ λ2 if λ2 − λ1 is non-negative a linear combination of αis. Note that minimal
elements under this partial order are of the form ωi + mωn. In particular, 0 := 0ωn is a
minimal element.
Let R be a perfect k-algebra. Let E1 and E2 be two finite projective W (R)-modules,
and β : E1[1/p] → E2[1/p] be an isomorphism. If x ∈ SpecR, we denote by βx : E1 ⊗W (R)
W (k(x))[1/p]→ E2 ⊗W (R) W (k(x))[1/p]. We denote by
(SpecR)λ = {x ∈ SpecR|Inv(βx) = λ} ⊂ (SpecR)≤λ = {x ∈ SpecR|Inv(βx) ≤ λ}.
Lemma 1.6. Let β : E1[1/p] → E2[1/p] be a quasi-isogeny over R. Assume that SpecR =
(SpecR)ωi . Then we have pE2 ⊂ E1 ⊂ E2 and E2/E1 is a finte projective W (R)/p = R module
of rank i. A similar statement holds for ω∗i .
Proof. Let β : E1[1/p]→ E21[/p] be a quasi-isogeny of finite projective W (R)-modules. We
claim that if at every x ∈ R, βx is a genuine map, then β is a genuine map. Indeed, there
is an open cover SpecW (R) = ∪SpecW (R)fi such that both E1 and E2 are free so that
we can represent β by an element in Ai ∈ Mn×n(W (R)fi [1/p]). We need to show that
Ai ∈ Mn×n(W (R)fi ). Let f¯i = fi mod p. Then we have j : W (R)fi → W (Rf¯i ) and it is
enough to show that j(Ai) ∈Mn×n(W (Rf¯i)). By this can be checked at every point of Rf¯i .
This proves the first statement.
To show that E2/E1 is locally free, first note that for any ring homomorphism R→ R′,
(1.2.1) (E2/E1)⊗R R′ ≃ (E2 ⊗W (R) W (R′))/(E1 ⊗W (R) W (R′)).
So we can assume that both E1, E2 are free, and the dimension of the fibers of E2/E1 is
constant i. Note that E1/E2 = coker(E1/p → E2/p). So we reduce to show that on a
reduced affine scheme SpecR, if N is finitely presented R-module, and the fiber dimension
of N is constant, then N is locally free. But as N is finitely presented, it is the pull back
10Usually, if β extends to a map E1 → E2, which is equivalent to requiring mn ≥ 0, β then is called
an isogeny. The relative position of β is also called the Hodge polygon, and sometimes is also denoted by
HP (β). We will stick to our terminology since we do not require E1 → E2 to be regular.
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from some coker(Am → An), where A ⊂ R is a subring, and is of finite type over Z. Then
we reduce to the noetherian situation, in which case the statement is well-known. 
Recall the following fact ([Ka, §2.3]).
Lemma 1.7. (SpecR)≤λ is closed in SpecR, and (SpecR)λ is open in (SpecR)≤λ. In
particular, (SpecR)0 is closed.
Here is a direct corollary of this lemma. See § A.1.4 for the definition of closed embedding
between two perfect spaces.
Corollary 1.8. The diagonal map Gr→ Gr×Gr is a closed embedding.
Proof. Let SpecR→ Gr×Gr be a map, which are given by (E , β) and (E ′, β′). Then we have
(β′)−1β : E → E ′. And the pullback of R along the diagonal is represented by (SpecR)0. 
For every µ, we define
Gr≤µ(R) = {(E , β) ∈ Gr(R) | (SpecR)≤µ = SpecR}.
If λ ≤ µ, we have a closed embedding Gr≤λ ⊂ Gr≤µ, by Lemma 1.7. We write
Grµ = Gr≤µ − ∪λ<µGr≤λ.
This is an open subset of Gr≤µ.
For µ = (m1, . . . ,mn) ∈ X•(Dn)+, we denote by pµ ∈ Gr(k) the lattice Λµ ⊂W (k)[1/p]n
generated by {pm1e1, . . . , pmnen}. The following lemma is the reformulation of the Cartan
decomposition.
Lemma 1.9. (1) The group GLn(O) acts transitively on Grµ(k) and Grµ(k) = GLn(O)pµ.
(2) Gr(k) = ⊔λ∈X•(Dn)+Grλ(k).
We write GrN instead of Gr≤Nω1 , and GrN instead of GrNω1 . Note that it is in fact
enough to prove the representability of GrN . Indeed, the group LGLn acts on Gr, and every
Gr≤λ is contained in gGrN for some g ∈ GLn(F ) and some N and Gr≤λ ⊂ gGrN is a closed
embedding.
1.3. Representability. In this subsection, we prove that GrN is representable, and there-
fore Gr is representable. Recall the definition
GrN (R) =
{
(E , β)
∣∣∣∣∣ E is projective W (R)-module of rank n, β : E → E0,such that ∧n β : ∧nE ≃ pNW (R) ⊂ ∧nE0
}
.
Let Mn denote the scheme of n× n matrices. We consider the map
π :M :=Mn ×Gm → A1, π(A, t) = t detA,
defined over Zp. We consider iN : SpecZp → A1Zp = SpecZp[u], u 7→ pN , and let
VN = i
∗
NM,
which is a scheme of finite type over Zp. By definition, L
+
p VN (R) is the set of n×n-matrices
A with entries in W (R) and t ∈ W (R)× such that t detA = pN . Note that L+p GLn acts on
L+p VN by left and right multiplications. Passing to perfection, both actions are free.
Lemma 1.10. There is a canonical isomorphism
L+VN/L
+GLn = GrN .
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Proof. The claim is clear if we interpret L+VN as the following moduli functor: for a perfect
k-algebra R,
L+VN (R) ≃
{
(E , β, ǫ)
∣∣∣∣∣ (E , β) ∈ GrN (R)ǫ : E0 ≃ E is a trivialization
}
.
In fact, the above isomorphism given by A 7→ (E0, A, id) with the inverse map given by
(E , β, ǫ) 7→ A := βǫ. 
The above lemma expresses GrN as a quotient of an affine scheme by an affine group
scheme. But this is not very useful as both L+VN and L
+GLn are infinite dimensional. We
need to work at the finite level.
Recall that we have the affine group scheme L+GL(h)n = ker(L
+GLn → LhGLn). Let
GrN,h = L
+VN/L
+GL(h)n .
In terms of moduli interpretation,
GrN,h(R) =
{
(E , β, ǫ¯)
∣∣∣∣∣ (E , β) ∈ GrN (R)ǫ¯ : E0|Wh(R) ≃ E|Wh(R)
}
.
This is an LhGLn-torsor over GrN on which L
hGLn acts by changing the trivialization ǫ¯.
Our main observation is that GrN,h is already represented by an affine scheme when h is
large. To prove this, we need to introduce certain affine schemes defined by matrix equations.
We assume that h > N . Via the Greenberg realization, the determinant map det :Mn →
A1 gives rise to
(det0, . . . , deth−1) : L
h
pMn = A
n2h → LhpA1 = Ah.
Let
(1.3.1)
V ′N,h := {A ∈ LhpMn | det0A = · · · = detN−1A = 0, detNA ∈ Gm}, VN,h := (V ′N,h)p
−∞
.
Note that there is an LhpGLn × LhpGLn-action on V ′N,h by left and right multiplications.
Passing to the perfection, we obtain the action of LhGLn × LhGLn on VN,h. Let J be the
stabilizer group scheme over VN,h with respect to the right multiplication by L
hGLn, i.e. J
is defined by the Cartesian production
(1.3.2)
J −−−−→ VN,h × LhGLny y
VN,h
∆−−−−→ VN,h × VN,h.
Or explicitly
J = {(A, γ) ∈ VN,h × LhGLn | Aγ = γ}.
Likewise, let J ′ denote the stabilizer group scheme over V ′N,h with respect to the right
multiplication by LhpGLn. Then J
′ is an affine scheme of finite type over k, which is a
deperfection of J .
There is a natural map
GrN,h → VN,h,
given by (E , β, ǫ¯) 7→ (β|Wh(R))ǫ¯.
The key lemma is the following. Recall the assumption that h > N .
Lemma 1.11. There is an isomorphism
J ≃ GrN,h.
In particular, GrN,h is represented by a perfect affine scheme, perfectly of finite type.
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Proof. Recall that J = (J ′)p
−∞
. Therefore the second statement follows from the first,
which we now prove.
Let R be a perfect k-algebra, and A is an R-point of VN,h. Then JR classifies those γ
making the following diagram commute
E0|Wh A−−−−→ E0|Wh
γ
y ∥∥∥
E0|Wh A−−−−→ E0|Wh
On the other hand, (GrN,h)R classifies the following diagram
E β−−−−→ E0
ǫ¯−1
y y
E0|Wh A−−−−→ E0|Wh ,
where the notation ǫ¯−1 is understood as E → E|Wh(R)
ǫ¯−1→ E0|Wh(R). Therefore, there is a
natural action
GrN,h ×VN,h J → GrN,h, ((E , β, ǫ), γ) 7→ (E , β, ǫγ).
Note that the natural map L+VN → VN,h is surjective on R-points if h > N . Indeed,
if A ∈ VN,h(R), then detA ∈ pNWh(R)×. Regard A as a matrix in Mn(Wh(R)), and let
A˜ ∈Mn(W (R)) be any of its lift. Then det A˜ ∈ pNW (R)×, and there is a unique t ∈W (R)×
such that t det A˜ = pN . Then (A˜, t) ∈ L+VN (R) that lifts A.
As a consequence, the map GrN,h → VN,h admits a section. Indeed, if (A˜, t) ∈ L+VN is
a lift of A, then (E0, A˜, id) ∈ GrN,h.
Let us fix such a section s : VN,h → GrN,h, A 7→ (EA, βA, ǫ¯A) and therefore, we have a
map s : J → GrN,h for every A ∈ VN,h. It is clear that this map is injective since the action
of LhGLn on GrN,h is free. To see it is surjective, let (E , β, ǫ¯) be a point of GrN,h so that
(β|Wh(R))ǫ = A. Then there exists a unique α : EA ≃ E such that the following diagram
commutes
0 −−−−→ EA βA−−−−→ E0 −−−−→ cokerA −−−−→ 0
α
y ∥∥∥ ∥∥∥
0 −−−−→ E β−−−−→ E0 −−−−→ cokerA −−−−→ 0.
Let γ = ǫ¯A(α|Wh(R))−1ǫ¯−1. Then (A, γ) ∈ J is the preimage of (E , β, ǫ¯) under the above
map s : J → GrN,h. Therefore the first claim of the lemma follows. 
Remark 1.12. The above isomorphism depends on a choice of lifting of the projection
L+VN → VN,h. To fix the idea, we will use the obvious lifting given by
Wh(R)→W (R), (
∑
0≤i<h
pi[ri] mod p
h) 7→
∑
0≤i<h
pi[ri].
As a corollary of the above lemma and Proposition A.28, we have
Proposition 1.13. GrN is represented by a separated perfect algebraic space, perfectly of
finite type over k.
Proof. Let G = LhGLn, which is the perfection of the smooth algebraic group G0 = L
h
pGLn.
To apply Proposition A.28, it remains to check that G×GrN,h → GrN,h×GrN,h is a closed
embedding. But this follows from Corollary 1.8. 
AFFINE GRASSMANNIANS AND THE GEOMETRIC SATAKE IN MIXED CHARACTERISTIC 13
1.4. “Demazure resolution”. The perfect algebraic space GrN is in general “singular”.
We construction G˜rN → GrN , which is an analogue of the Demazure resolution in the
current setting. Using this map, we show that GrN is irreducible and is perfectly proper.
1.4.1. Let us fix a sequence of dominant coweights of µ• = (µ1, . . . , µN) of GLn, where
each µi ∈ {ω1, . . . , ωn, ω∗1 , . . . , ω∗n}.
Let us fix the free W (k)-module E0 of rank n. We consider the following space G˜rµ• on
Affpfk : Grµ•(R) is the groupoid of (EN
βN→ EN−1 → · · · → E1 β1→ E0 = p∗E0), where Ei is
locally free of rank n on W (R), Ei → Ei−1 is a quasi-isogeny with relative position µi. In
particular, if µi = ω1 for all i, we denote Grµ• by G˜rN , which classifies (EN → EN−1 →
· · · → E1 → E0 = p∗E0), where Ei → Ei−1 is injective an Ei−1/Ei is invertible on W (R)/p.
The natural map G˜rN → GrN is given by forgetting (EN−1, · · · , E1).
Proposition 1.14. Grµ• is represented by a perfect k-scheme, perfectly proper over k.
Proof. We will prove this by induction on N . First, we show Grωi ≃ Grp
−∞
(i, n). We do it
slightly more general.
Lemma 1.15. Let X be a perfect k-scheme and E0 is a locally free crystal of rank n on
X. Let Y be the perfect space over X that assigns to every SpecR→ X the set of isogenies
E1 → E0 of finite projective W (R)-modules of rank n such that E0/E1 are locally freeW (R)/p-
modules of rank i. Then Y is represented by the perfect scheme Grp
−∞
(i, E0/p) introduced
in Corollary A.22.
The map Y → Grp−∞(i, E0/p) sends E1 → E0 to E0/pE0 → E0/E1 → 0. Conversely, given
E0/pE0 → Q → 0, we define E1 = ker(E0 → E0/pE0 → Q). We need to show this is a finite
projective W (R)-modules of rank n. It is enough to show that E1/phE1 is finite projective
W (R)/ph-module of rank n for every h.
We have
pE0 ⊂ E1 ⊂ E0.
and E1/pE0 is locally direct summand of E0/pE0, and therefore is locally free. Now, from
0→ TorW (R)(Q,W (R)/p)→ E1/pE1 → E0/pE0 → Q→ 0,
and the canonically isomorphism
(1.4.1) Q = TorW (R)(Q,W (R)/p),
we see that E1/pE1, which is an extension of E1/pE0 by Q, is a locally free R-module of rank
n. By
0→ pE0/pE1 → E1/pE1 → E1/pE0 → 0,
pE0/pE1 is locally a direct summand of E1/pE1, and therefore is locally free as R-modules. By
inductions, we see each piE1/pi+1E1 is a locally free R-module of rank n, and pi+1E0/pi+1E1
is a locally direct summand of piE1/pi+1E1.
Using 0→ piE1/pi+1E1 → E1/pi+1E1 → E1/piE1 → 0, by induction again we see that each
E1/piE1 is locally free.
This finishes the proof of the lemma and therefore the representability of Grωi . Now
assume that Grµ• is representable by an essentially projective perfect k-scheme. Let µN+1
be the additional coweight. Let U = SpecR be an affine open of Grµ• . Then by definition,
overW (R), there is the chain of isogenies EN → EN−1 → · · · → E0, and EN/p is a locally free
sheaf of rank n on U . Clearly, varying U , we get a vector bundle EN/p on Grµ• . Using Lemma
1.15 again, Grµ•,µN+1 ≃ Grp
−∞
(i, EN/p) if µN+1 = ωi or Grµ•,µN+1 ≃ Grp
−∞
(i, (EN/p)∗) if
µN+1 = ω
∗
i .
By Corollary A.22, Grµ• is perfectly proper. 
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Remark 1.16. One can show that
G˜r1 = P
n−1,p−∞ , G˜r2 = P
p−∞(ΩPn−1 ⊕OPn−1).
See §B.3 for a sample calculation. On the other hand one can define the equal characteristic
Demazure variety G˜r
♭
N which assigns every k-algebra R the set of chains {EN → EN−1 →
· · · → E0 = R[[t]]n} of finite projective R[[t]]-modules of rank n such that each Ei/Ei+1 is an
invertible R[[t]]/t-module. Then
G˜rN = (G˜r
♭
N )
p−∞ , N = 1, 2.
We do not think that this is true for general N .
Likewise, one can define the equal characteristic analogue Gr
♭
N of GrN as the moduli
space of pairs (E , β) where E is a finite projective R[[t]]-module of rank n and β : E → E0
is a morphism such that ∧nβ = tNλ for some λ ∈ R[[t]]×. From the example given in §B.3,
when n = 2 and N = 2, Gr2 ≃ (Gr♭2)p
−∞
. But we do not think that this is true in general.
Let |µ•| =
∑
µi. There is a natural map Grµ• → Gr≤|µ•| by (E•, β•) 7→ (EN , β1 · · ·βN ).
Similarly, we can show
Lemma 1.17. The map π : Grµ• → Gr≤|µ•| is representable. It is perfectly proper, and
fibers are perfectly proper perfect schemes.
Proof. Let SpecR→ Gr≤|µ•| be a morphism given by (E , β). Then (Grµ•)R and all possible
chain of maps E = EN → EN−1 → · · · → E0 such that their composition is β, and inv(Ei →
Ei−1) = µi. We consider the moduli problem X such that for every R→ R′
X(R′) = {FN ← FN−1 ← · · · ← F0 = E | inv(Fi,Fi+1) = µ∗i }.
By Lemma 1.15, X is represented by a perfect scheme over R, perfectly proper over R. Over
X we consider the quasi-isogeny FN → F0 = E → E0. Then (Grµ•)R is just represented by
X0, which is closed in X by Lemma 1.7. 
Lemma 1.18. Then the restriction of π : G˜rN → GrN to GrN is an isomorphism. The fiber
over any x ∈ GrN−GrN is non-empty, geometrically connected, and has positive dimension.
Proof. It is clear that every E → E0 over W (k) can be factors as E = EN → EN−1 →
· · · → E1 → E0 such that Ei/Ei+1 is a one-dimensional vector space over k. This proves
that the fibers of π are non-empty.
Next, we show that π : π−1(GrN ) → GrN is an isomorphism by exhibiting an inverse
morphism. Indeed, given such (E , β) ∈ GrN (R), there is a filtration of finitely generated
W (R)-modules
E = EN ⊂ EN−1 ⊂ · · · ⊂ E0 = E0,
with Ei = E + piE0. It is enough to show that each Ei is a projective W (R)-modules and
Ei/Ei+1 is an invertibleW (R)/p-module. Indeed, at each point x ∈ SpecR, the dimension of
the stalk of Ei/Ei+1 is one. Then by the end of the proof of Lemma 1.6, Ei/Ei+1 is invertible.
And by the same argument of Lemma 1.15 and by induction of i, each Ei is a projective
W (R)-module.
Next we show that the fibers over x ∈ GrN − GrN has positive dimension. First note
that G˜rN → GrN is L+GLn-equivariant, where L+GLn acts via automorphisms of E0. By
Lemma 1.9, it is enough to show that the fibers over pλ ∈ GrN (k) for λ < Nω1 has positive
dimension, where pλ ∈ Gr(k) is the point introduced before Lemma 1.9. But if λ < Nω1,
there exists some i such that dimk(Eλ∩piE0/Eλ∩pi+1E0) > 1. Therefore the fiber contains
at least a P1,p
−∞
, corresponding to possible choices of a line in (Eλ ∩ piE0/Eλ ∩ pi+1E0).
Finally, we show that the fibers are geometrically connected. We factor G˜rN → GrN as
(1.4.2) G˜rN
π1→ Pp−∞(E/p) π2→ GrN ,
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where E → E0 is the universal family over GrN−1. Given (E•, β•) ∈ G˜rµ• , the first map
forgets EN−2, . . . , E1, and the second map further forgets EN−1. By induction, the first map
has geometrically connected fiber. And it is easy to see that given (E , β) ∈ GrN , the fiber of
π2 over this point is given by P
p−∞((p−1E ∩ E0)/E), which is the perfection of a projective
space. Together, it shows that the fibers of π are geometrically connected. 
We have the following consequence.
Corollary 1.19. The algebraic space GrN is irreducible, and is perfectly proper.
1.5. The affine Grassmannian and affine flag variety.
1.5.1. Once the representability of GrGLn is established, it is not hard to show that for
a general smooth affine group scheme G over O, the corresponding affine Grassmannian
GrG = LG/L+G is representable.
Proposition 1.20. Let ρ : G → GLn be a linear representation such that GLn/G is quasi-
affine, then GrG → GrGLn is a locally closed embedding. In addition, if GLn/G is affine,
this is a closed embedding.
Proof. The proof as in [BD, Theorem 4.5.1] or [PR, Theorem 1.4] extends verbatim to the
present situation. 
For a smooth affine group scheme G over a Dedekind domain, it is well-known that there
is always a linear representation ρ : G → GLn such that GLn/G is quasi-affine (cf. [PR,
§1.b]). In addition, if G = G is reductive, then one can choose ρ such that GLn/G is
affine. Therefore, this proposition completes the proof of Theorem 1.5. It in fact gives more.
Namely, let G be a parahoric group scheme of G in the sense of Bruhat-Tits, then GrG is
still representable. We will see, in fact, that GrG is ind perfectly proper.
1.5.2. As the theory is completely parallel to the equal characteristic situation (after passing
to the perfection), we will be sketchy here. We assume that k is algebraically closed. Let
G be a reductive group over F . Let B(G,F ) denote the Bruhat-Tits building of G. We fix
an apartment A(G,F ) ⊂ B(G,F ) and an alcove a ⊂ A(G,F ). This determines an Iwahori
group scheme GC of G over O. Let W˜ denote the Iwahori-Weyl group, which is the quotient
of the normalizer N(F ) of T (F ) by T (O), and let Wa ⊂ W˜ denote the affine Weyl group.
Let si, i ∈ S denote the simple reflections, corresponding to the codimension one walls ai of
a¯, and let “ ≤ ” denote the Bruhat order on W˜ . Let Gi denote the corresponding parahoric
group scheme. There is a natural map GC → Gi. Let I = L+Ga and Pi = L+Gi. Let us write
Fℓ = LG/I, and call it the affine flag variety of G. By Proposition 1.20, it is representable.
For w ∈ W˜ , let Sw denote the closure of the I-orbit through w˙, where w˙ is a lifting of w
to G(F ). This is the “Schubert variety”, which in the current setting is a separated perfect
php algebraic space. As in the equal characteristic situation,
Sw =
⊔
v≤w
Iv˙I/I
is a decomposition of Sw as locally closed subsets and each Iv˙I/I is isomorphic to the
perfection of an affine space of dimension ℓ(v). We show that Sw is perfectly proper so that
Fℓ = lim−→Sw is ind perfectly proper. The idea is similar to Corollary 1.19.
Note that I is a subgroup of Pi (however, L
+
p GC → L+p Gi is not a closed embedding). It
is easy to see that Pi/I ≃ P1,p−∞ . Then for any sequence w˜ = (sj1 , . . . , sjm), j1, . . . , jm ∈ S
(or called a word), one can form the “Demazure” variety
(1.5.1) Dw˜ = Pj1 ×I Pj2 ×I · · · × Pjm/I.
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Similar to G˜rN , this is an iterated P
1,p−∞-bundle. In particular, it is perfectly proper. Now
assume that w˜ is a reduced word, i.e. the length ℓ(w) = m, where w = sj1 · · · sjm . Then as
in [PR, §8], there is a surjective map
(1.5.2) πw˜ : Dw˜ → Sw,
with geometrically connected fibers. This shows that Sw is perfectly proper. As in the equal
characteristic situation,
Proposition 1.21. There is a canonical isomorphism π1(G)Gal(F¯ /F ) ≃ π0(LG) ≃ π0(GrG).
Proof. One can argue as in [PR, §5]: By the standard argument (using the z-extension),
it reduces to consider G = T is a torus or G = Gsc is semisimple and simply connected.
Note that the functor π0(LT ) from the category of F -tori to the category of abelian groups
satisfies the condition of [Ko, §2], and therefore the statement of the proposition holds for
G = T . Using the “Demazure resolution” and the Cartan decomposition, one concludes
that LG is connected if G is simply-connected. 
1.5.3. Now we concentrate on the case G is a reductive group over O. We denote the
corresponding affine Grassmannian by GrG. Let β : E1[1/p] ≃ E2[1/p] be a quasi-isogeny
between two G-torsors over O. It makes sense to talk about the relative position Inv(β)
of β, which is an element in X•(T )
+, the set of dominant coweights of G. We denote the
Schubert variety Gr≤µ in Gr as
Gr≤µ = {(E , β) ∈ Gr | Inv(β) ≤ µ}.
Here are some basic facts about the Schubert varieties. The proof is standard and is
omitted.
Proposition 1.22. (1) Grµ ⊂ Gr≤µ is open, and Gr≤λ ⊂ Gr≤µ if and only if λ ≤ µ.
(2) Grµ is perfectly smooth of dimension (2ρ, µ), and Gr≤µ is perfectly proper of dimen-
sion (2ρ, µ).
Proof. (1) follows from Lemma 1.7 and the Tannakian considerations. (2) follows from that
Grµ ≃ L+G/L+G ∩̟µL+G̟−µ. 
There is a map X• → Z/2, µ 7→ (−1)(2ρ,µ), which factors through X•(T )→ π1(G)→ Z/2
and therefore induces a continuous map
(1.5.3) p : GrG → Z/2
by Proposition 1.21. Note that
Lemma 1.23. The Schubert cell Grµ is in the even (resp. odd) components, i.e. p(Grµ) = 1
(resp. p(Grµ) = −1) if and only if dimGrµ is even (resp. odd).
2. The geometric Satake
We establish the geometric Satake correspondence in this setting. We will assume that k is
algebraically closed in this section, and let G denote a reductive group over O. As explained
in the introduction, one can define the category of L+G-equivariant perverse sheaf on GrG,
denoted by PL+G(GrG). As will be explained below, there is a convolution product that
makes this a semisimple monoidal category. In addition, the global cohomology functor is
a natural monoidal funcor. Then we establish the commutativity constraints using some
combinatoric formula from the theory of affine Hecke algebra. In the course, we will also
develop the Mirkovic´-Vilonen’s theory in this situation.
For simplicity, we will write Gr for GrG if the group G is clear. Proofs are sketchy or
omitted if they are similar to their equal characteristic counterparts.
2.1. The category PL+G(GrG).
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2.1.1. As GrG can be written as inductive limit of L
+G-invariant closed subsets Gr≤µ,
which are perfectly proper, and the action of L+G on Gr≤µ factors through some L
hG
which is perfectly of finite type, it makes sense to talk about the category of L+G-equivariant
perverse sheaves on Gr≤µ (see §A.3.5), denoted by PL+G(Gr≤µ). Then we denote by
PL+G(GrG) = lim−→PL+G(Gr≤µ)
the category of L+G-equivariant perverse sheaves on GrG. Denote by ICµ the intersection
cohomology sheaf on Gr≤µ. Then ICµ|Grµ = Qℓ[(2ρ, µ)]((ρ, µ)), and its restriction to each
stratum Grλ is constant. As
Grµ = L
+G/(L+G ∩̟µL+G̟−µ)
and L+G∩̟µL+G̟−µ is connected, the irreducible objects of PL+G(GrG) are exactly these
ICµ’s.
Lemma 2.1. The category PL+G(GrG) is semisimple.
Proof. The proof is literally the same as the equal characteristic situation (see [Lu1] and
[Ga, Appendix] for details): The existence of the “Demzure resolution” (see (1.5.2)) and the
fibers of πw˜ have a paving by (perfect) affine spaces implies the parity property of the stalk
cohomology of ICµs. Together with Lemma 1.23, one concludes that there is no extension
between to irreducible objects. 
2.1.2. We refer to §A.1.3 for the definition of twisted product, which will also be called
convolution product in the current setting. Now we begin with the L+G-torsor LG → Gr
and the L+G space Gr, we can form the convolution affine Grassmannian Gr×˜Gr. As in
the equal characteristic situation (e.g. [MV]), one can interpret Gr×˜Gr as
Gr×˜Gr(R) =
{
(E1, E2, β1, β2)
∣∣∣∣∣ E1, E2 are G-torsors on W (R),β1 : E1[1/p] ≃ E0[1/p], β2 : E2[1/p] ≃ E1[1/p]
}
.
Note that there is the convolution product map
m : Gr×˜Gr→ Gr, (E1, E2, β1, β2) 7→ (E2, β1β2)
and the natural projection
pr1 : Gr×˜Gr→ Gr, (E1, E2, β1, β2) 7→ (E1, β1),
which induces (pr1,m) : Gr×˜Gr ≃ Gr×Gr. In particular, the convolution Grassmannian is
representable as ind perfect algebraic spaces, ind perfectly proper. Given µ1, µ2 ∈ X+• of G,
we can form the convolution product of Gr≤µ1 and Gr≤µ2 ,
Gr≤µ1×˜Gr≤µ2 = {(E1, E2, β1, β2) ∈ Gr×˜Gr | Inv(β1) ≤ µ1, Inv(β2) ≤ µ2.},
which is closed in Gr×˜Gr and therefore is representable. Similarly, one can form the n-fold
convolution Grassmannian Gr×˜ · · · ×˜Gr and if µ• = (µ1, . . . , µn) is a sequence of dominant
coweights ofG, we have Gr≤µ• = Gr≤µ1×˜ · · · ×˜Gr≤µn . Let |µ•| =
∑
µi, then the convolution
product is the map
(2.1.1) m : Gr≤µ• → Gr≤|µ•|, (E•, β•) 7→ (En, β1 · · ·βn).
There are variants of the above construction. Namely, one can replace Gr≤µi by Grµi and
form Grµ• = Grµ1×˜ · · · ×˜Grµn . In particular,
Gr≤µ• =
⋃
µ′
•
≤µ•
Grµ′
•
form a stratification of Gr≤µ• , where µ
′
• ≤ µ• means µ′i ≤ µi for each i.
Now, as in the equal characteristic situation, one can define a monoidal structure on
PL+G(Gr), using Lusztig’s convolution of sheaves (e.g. see [MV, §4] for more details). For
A1,A2 ∈ PL+G(Gr), we denote by A1⊠˜A2 the “external twisted product” of A1 and A2 on
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Gr×˜Gr, i.e., the pullback of A1⊠˜A2 along LG×Gr→ Gr×˜Gr is equal to the pullback the
external product A1 ⊠A2 along LG×Gr→ Gr×Gr. Let
A1 ⋆A2 := m!(A1⊠˜A2)
their convolution product, which is an L+G-equivariant ℓ-adic complex on Gr. Similarly,
one can define the n-fold convolution A1 ⋆ · · · ⋆An = m!(A1⊠˜ · · · ⊠˜An).
Proposition 2.2. The convolution A1 ⋆A2 is perverse.
This can be proved using the numerical results of the Hecke algebras [Lu1] (see [Gi] for
details). We will outline another proof in the next subsection (see §2.2.3) following [NP, §9],
after we introduce the semi-infinite orbits.
There is an equivalent formulation of this proposition.
Proposition 2.3. The convolution product m : Gr≤µ• → Gr is semismall. I.e., the dimen-
sion of Grλ≤µ• := m
−1(Gr≤λ) is at most (ρ, |µ•|+ λ).
Proof. The direction from Proposition 2.3 to Proposition 2.2 is [MV, Lemma 4.3]. The
inverse direction is mentioned in [MV, Remark 4.5], without the proof. As we will make use
of this statement in Proposition 3.4, we include a sketch.
Let d = dimGrµ• ∩m−1(̟λ). By Lemma 2.1 and Proposition 2.2, we can write
ICµ• := ICµ1 ⋆ · · · ⋆ ICµn =
⊕
λ
V λµ• ⊗ ICλ,
where V λµ• = Hom(ICλ, ICµ•). An easy spectral sequence argument shows that the degree
2d− (2ρ, |µ•|) stalk cohomology at ̟λ of the left hand side is given
H2dc (Grµ• ∩m−1(̟λ),Qℓ).
The perversity of the right hand side then implies that 2d − (2ρ, |µ•|) ≤ −(2ρ, λ). This
implies that d ≤ (ρ, |µ•| − λ). By induction on λ, we see
dimGrλ≤µ• ≤ d+ dimGrλ = (ρ, |µ•|+ λ).

Remark 2.4. This argument also gives a canonical isomorphism
V λµ• = H
(2ρ,|µ•|−λ)
c (Grµ• ∩m−1(̟λ),Qℓ).
Together with§A.3.3, we see that there is a canonical basis of V λµ• given by the set Bλµ• of
irreducible components of Grµ• ∩m−1(̟λ) of dimension (ρ, |µ•| − λ).
By identifying (A1 ⋆A2)⋆A3 and A1 ⋆ (A2 ⋆A3) with A1 ⋆A2 ⋆A3, one equips PL+G(Gr)
with a natural monoidal structure. The monoidal category (PL+G(Gr), ⋆) is sometimes also
denoted by SatG for simplicity.
2.2. Semi-infinite orbits.
2.2.1. Let U ⊂ G be the unipotent radical of a chosen Borel subgroup B of G. The affine
Grassmannian GrU of U is clearly represented by an inductive limit of perfect affine spaces.
Recall the fact that U\G is quasi-affine, so Proposition 1.20 is applicable and GrU ⊂ GrG
is a locally closed embedding. Write S0 = GrU ⊂ GrG. For λ ∈ X•, let Sλ = LU̟λ be
the orbit through ̟λ. Then Sλ = ̟
λGrU and therefore is locally closed in GrG. By the
Iwasawa decomposition,
GrG =
⋃
λ∈X•
Sλ.
As in the equal characteristic situation,
Lemma 2.5. The closure S¯λ = ∪λ′λSλ′ , more precisely Sλ ∩Gr≤µ = ∪λ′λSλ′ ∩Gr≤µ.
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Proof. The arguments of [MV, Proposition 3.1] do not apply directly because in mix char-
acteristic one cannot attach to an affine root a map SL2 → LG. However, we can argue as
follows. Let λ be a coweight of G, and α be a simple coroot of G, with the corresponding
simple root α∨. It is enough to construct a P1,p
−∞ ⊂ Gr such that ∞ ∈ P1,p−∞ is ̟λ−α
and the rest (A1)p
−∞ ⊂ Sλ.
Let iα : SL2 → G be the root SL2 of G over O determined by α. Choose a coweight λ′
(of the adjoint group) such that (λ′, α∨) = (λ, α∨)− 1 =: m. Then we obtain
iα,m : L
+SL2 → LG, g 7→ ̟λ
′
L+iα(g)̟
−λ′ ,
whose image is the subgroup generated by ̟λ
′
L+U±α̟
−λ′ , where U±α are the root sub-
groups of G over O corresponding to ±α. Let Z = iα,m(L+SL2)̟λ be the L+SL2-orbit
through̟λ. We claim that this is the desired P1,p
−∞
. Indeed, note that: (i)̟λ
′
L+U−α̟
−λ′
and ̟λ
′
L+U
(1)
α ̟−λ
′
fix ̟λ, where we recall U
(1)
α denotes the first congruent group scheme
of Uα. Therefore, iα,m(L
+SL
(1)
2 ) acts trivially on Z; (ii) On the other hand, ̟
λ′L+Uα̟
−λ′
do not fix ̟λ. From these two facts, we see that Z ≃ P1,p−∞ and (̟λ′L+Uα̟−λ′)̟λ ≃
(A1)p
−∞ ⊂ Sλ. Finally, from the famous identity(
0 −1
1 0
)
=
(
1 −̟−1
0 1
)(
1 0
̟ 1
)(
1 −̟−1
0 1
)(
̟−1 0
0 ̟
)
,
we see that ̟λ
′
iα(
(
0 −1
1 0
)
)̟−λ
′
̟λ = (̟λ−α mod L+G), which is exactly the point
∞ ∈ P1,p−∞ . 
Note that the restriction of the L+G-torsor LG→ GrG over Sλ has a canonical reduction
as an L+U -torsor given by LU → Sλ, n 7→ ̟λn mod L+G. Then it makes sense to talk
about convolutions of these semi-infinite orbits. Let ν• be a sequence of (not necessarily
dominant) coweights of G. One can define
Sν• := Sν1×˜Sν2×˜ · · · ×˜Sνn ⊂ Gr×˜Gr×˜ · · · ×˜Gr.
The formula
(2.2.1) (̟ν1x1, . . . , ̟
νnxn) 7→ (̟ν1x1, ̟ν1+ν2(̟−ν2x1̟ν2)x2, . . .),
defines an isomorphism
(2.2.2) m : Sν• ≃ Sν1 × Sν1+ν2 × · · · × S|ν•|,
as locally closed subset of Gr×˜Gr×˜ · · · ×˜Gr ≃ Grn.
Note that each Sνi ∩ Gr≤µi is L+U -invariant, so it also makes sense to convolve the
L+U -spaces Sνi ∩Gr≤µi , and there is the canonical isomorphism
(2.2.3) (Sν1 ∩Gr≤µ1)×˜ · · · ×˜(Sνn ∩Gr≤µn) ≃ Sν• ∩Gr≤µ• .
Remark 2.6. (i)Note that Sν ∩ Gr≤µ is closed in Sν and therefore is a scheme. (ii)Unlike
[NP, Lemma 9.1], the twisted product in l.h.s. of (2.2.3) does not split as product.
The Mirkovic-Vilonen theory exists in our situation. The key statement is the following
Proposition 2.7. For any A ∈ PL+G(GrG), Hic(Sλ,A) = 0 unless i = (2ρ, λ).
The proof of this proposition will be sketched in §2.2.3. Note that the proof in [MV,
Theorem 3.5] does not work in mixed characteristic.
Corollary 2.8. The perfect scheme Sλ ∩Gr≤µ is equidimensional, of dimension (ρ, λ+ µ).
Its number of irreducible components equals to the dimension of the λ-weight space of the
irreducible representation Vµ(λ) of Gˆ of highest weight µ.
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Proof. First, we show that Sλ∩Gr≤µ is of dimension (ρ, λ+µ), and the number of irreducible
components of maximal dimension equals to the the dimension of the λ-weight space of the
irreducible representation Vµ(λ) of Gˆ of highest weight µ. The proof is a special case of
[GHKR, Proposition 5.4.2]: it is enough to show that
(2.2.4) lim
q→∞
|(Sλ ∩Gr≤µ)(Fq)|
q(ρ,λ+µ)
= dimVµ(λ).
One can replace Gr≤µ in the above limit by the open cell Grµ. Now we regard U(F ) as
a locally compact topological group and we normalize the measure on U(F ) so that the
volume of U(O) is one. Then one can express
(2.2.5) |(Sλ ∩Grµ)(Fq)| =
∫
U(F )
1G(O)̟µG(O)(̟
λu)du.
Recall the Satake isomorphism
Sat : C∞c (G(O)\G(F )/G(O)) ≃ C∞c (T (F )/T (O))W = C[X•(T )]W
is given by
Sat(f)(̟λ) = q−(ρ,λ)
∫
U(F )
f(̟λu)du.
Let Hµ denote the function on C
∞
c (G(O)\G(F )/G(O)) such that
(2.2.6) Sat(Hµ)(̟
λ) = dim Vµ(λ).
From the Lustzig-Kato polynomials,
(2.2.7) q−(ρ,µ)1G(O)̟µG(O) = Hµ +
∑
ν<µ
Pµν(q
−1)Hν ,
where Pµλ(v) is some polynomial of v without the constant coefficient. Combining (2.2.5),
(2.2.6) and (2.2.7)
|(Sλ ∩Grµ)(Fq)|
q(ρ,λ+µ)
= dimVµ(λ) +
∑
ν<µ
cµν(q
−1) dimVν(λ).
As q →∞, the error term goes to zero, and the main term becomes dimV µ(λ).
Then one can also follow [GHKR, Lemma 2.17.4] to deduce the equidimensionality of
Sλ ∩ Gr≤µ from the the upper bounds of the dimension of Sλ ∩ Gr≤µ and Proposition
2.7. 
Let Bµ(λ) denote the set of irreducible components of Sλ ∩ Gr≤µ. More generally, let
Bµ•(λ) denote the set of irreducible components ofm
−1(Sλ)∩Gr≤µ• . Another two corollaries
of Theorem 2.7 are
Corollary 2.9. There is a canonical isomorphism
Hic(Sλ, ICµ) =
{
Qℓ[Bµ(λ)] i = 2(ρ, λ)
0 otherwise.
More precisely, the cycle classes of irreducible components of Sλ ∩ Gr≤µ form a basis of
Hic(Sλ, ICµ).
Proof. Same argument as [MV, Proposition 3.10]. 
Corollary 2.10. There is a canonical isomorphism
H∗(GrG,−) ≃
⊕
λ
H∗c(Sλ,−) : PL+G(GrG)→ VectQℓ .
In addition, H∗(GrG,−) is faithful.
Proof. Same argument as [MV, Theorem 3.6, Corollary 3.7]. 
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2.2.2. We discuss the geometry of Gr≤µ for µ minuscule or quasi-minuscule, similar to [NP,
§6-§8], but with a few justifications. Denote by G¯ = G ⊗O k the special fiber of G, which
is a reductive group over k, with U¯ ⊂ B¯ ⊂ G¯. A fundamental coweight µ of G is called
minuscule (resp. quasi-minuscule) if 〈α, µ〉 ≤ 1 (resp. ≤ 2) for every positive root α of G. If
G is a simple group and is not of type A, then the quasi-minuscule coweight is the unique
short dominant coroot. We will first show that
Lemma 2.11. Proposition 2.7 hold for minuscule or quasi-minuscule µ.
In fact, we will show directly Corollary 2.9 holds in these cases.
If µ is minuscule coweight of G, Gr≤µ = Grµ = (G¯/P¯−µ)
p−∞ , where P¯−µ is the parabolic
subgroup of G¯ whose roots are those α with 〈α, µ〉 ≤ 011. In this case
Sλ ∩Grµ =
{ ∅ λ 6∈ Wµ
(U¯wP¯−µ/P¯−µ)
p−∞ λ = wµ,
is irreducible, isomorphic to the perfection of an affine space. Then Lemma 2.11 is clear in
this case.
Next we assume that µ = θ is quasi minuscule. Several discussions in [NP] need justifica-
tions in this case. We denote the corresponding root by θ∨, which is the highest root of G.
We first construct “resolution” of Gr≤µ. The one given in loc. cit. does not work in mixed
characteristic. Our construction is different, and arises as a discussion with X. He.
We fix the apartment A(G,F ) corresponding to the torus T , and identify A(G,F ) ≃
X•(Tad) ⊗ R via the hyperspacial point v0 ∈ A(G,F ) corresponding to G over O. For
r ∈ [0, 1] be a real number, we denote the (perfection of the) parahoric of G given by the
point −rµ by Qr. Note that
(1) Q0 = L
+G and Q1 = ̟
µL+G̟−µ.
(2) Q 1
2
is a maximal parahoric. Namely, the point −µ/2 is a vertex of A(G,F ), which
is the intersection of the interval [0,−µ] and the hyperplane H given by the affine
root 1 + θ∨.
(3) Q 1
4
⊂ Q0 ∩Q 1
2
and Q 3
4
⊂ Q 1
2
∩Q1.
Lemma 2.12. (i) The quotient Q 1
2
/Q 3
4
is isomorphic to P1,p
−∞
.
(ii) The map
πµ : G˜r≤µ := Q0 ×Q 14 Q 1
2
/Q 3
4
→ Gr≤µ, (g, g′) 7→ gg′̟µ
restricts to an isomorphism
π˚ : Q0 ×Q 14 (Q 1
4
Q 3
4
)/Q 3
4
≃ Grµ,
and contracts
π0 : (G¯/P¯−µ)
p−∞ ≃ Q0 ×Q 14 Q 1
4
s1+θQ 3
4
/Q 3
4
→ Gr0 = {1},
where s1+θ is the affine reflection corresponding to 1 + θ.
Proof. For (i), it is enough to observe that the only affine root appearing in Q 1
2
but not in
Q 1
4
is −θ− 1. For (ii), note that Q0 ∩Q 3
4
= Q0 ∩Q1. Therefore, the statement for π˚ holds.
The statement for π0 is clear. 
Let us write
φ : G˜r≤µ → Q0/Q 1
4
= (G¯/P¯−µ)
p−∞ , φ˚ : Grµ
π˚−1→ Q0 ×Q 14 (Q 1
4
Q 3
4
)/Q 3
4
→ Q0/Q 1
4
11In [NP], P¯−µ is denoted by Pµ.
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where P¯−µ as before is the parabolic of G¯ whose roots are those α with 〈α, µ〉 ≤ 0. Let ∆θ
denote the subset of simple coroots that are conjugate to θ under the action of the Weyl
group. If G is a simple group, then ∆θ is the set of short simple coroots.
Now we study Sλ ∩Gr≤µ. If λ = wµ for some w ∈W , it is easy to see that Sλ ∩Gr≤µ =
U(O)̟λ, from which one deduces: if λ = wµ is a positive coroot, then
Sλ ∩Gr≤µ = Sλ ∩Grµ = φ˚−1(U¯wP¯−µ/P¯−µ)p
−∞
.
If λ = wµ is a negative coroot, then still Sλ ∩Gr≤µ = Sλ ∩Grµ and
φ˚ : Sλ ∩Gr≤µ ≃ (U¯wP¯−µ/P¯−µ)p
−∞
.
Finally,
S0 ∩Gr≤µ = π(φ−1(
⋃
wµ<0
U¯wP¯−µ/P¯−µ)
p−∞) \
⋃
wµ<0
(Swµ ∩Gr≤µ).
There is a canonical bijection between ∆θ and the set of irreducible components of S0∩Gr≤µ
given as follows: α ∈ ∆θ correspondes to the unique irreducible component of S0 ∩ Gr≤µ
given by
(2.2.8) (S0 ∩Gr≤µ)α := Gr0
⋃
π(φ−1(U¯wP¯−µ/P¯−µ)
p−∞) \ (Swµ ∩Gr≤µ),
where wµ = −α. Now we show that Proposition 2.11 also holds in this situation. This is
clear for λ = wµ. It remains to consider the case S0 ∩Gr≤µ. Let d = (2ρ, µ). We will ignore
the Tate twist in the sequel.
According to the decomposition theorem (applying to certain model of π : G˜r≤µ → Gr≤µ),
we have
π∗Qℓ[d] = ICµ ⊕ C,
where C is certain complex of vector spaces supported at Gr0. One has
(2.2.9) Hi(C) =
{
Hi+d−2(G¯/P¯−µ) i < 0
Hi+d(G¯/P¯−µ) i ≥ 0.
Indeed, the second equality follows from the fact the stalk cohomology of ICµ is concentrated
on the negative degrees, and the first equality follows from the second by duality.
On the other hand, we have
RΓc(π
−1(S0 ∩Gr≤µ),Qℓ[d]) = RΓc(S0, ICµ)⊕ C.
Note that π−1(S0 ∩Gr≤µ) = φ−1(
⋃
wµ<0 U¯wP¯−µ/P¯−µ)
p−∞ \ π−1(⋃wµ<0(Swµ ∩Gr≤µ)) and
the map
φ : φ−1(
⋃
wµ<0
U¯wP¯−µ/P¯−µ)
p−∞ →
⋃
wµ<0
U¯wP¯−µ/P¯−µ
is a P1-fibration (up to perfection). In addition, π−1(
⋃
wµ<0(Swµ ∩Gr≤µ) can be regarded
as a section of this map.
Therefore,
(2.2.10) RΓc(π
−1(S0 ∩Gr≤µ),Qℓ[d]) = RΓc(
⋃
wµ<0
U¯wP¯−µ/P¯−µ,Qℓ[d− 2])).
To prove Proposition 2.11 for S0 ∩ Gr≤µ, it remains to compare (2.2.9) and (2.2.10).
However, note that the right hand sides of both equalities only involve the group G¯, defined
over the finite field Fq. Therefore, one can apply the computation in [NP, §8] directly to see
that Hi(C) = Hic(π−1(S0 ∩Gr≤µ)) for i 6= 0 and if i = 0,
H0(S0, ICµ) ≃ Qℓ|∆θ|.
This finishes the proof of Proposition 2.11.
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2.2.3. Now combining the proof of Proposition 2.11 with (2.2.3), we have the following
corollaries, whose proofs are as in [NP, 9.2-9.4]. Let M be the set of minimal elements in
X+• \ {0}. It is the union of minuscule coweights and the quasi-minscule coweights.
Corollary 2.13. Let µ• = (µ1, . . . , µm) ⊂M . Then for any λ•, Sλ• ∩Gr≤µ• is equidimen-
sional, and
dim(Sλ• ∩Gr≤µ•) = (ρ, |λ•|+ |µ•|).
Corollary 2.14. Let µ• ⊂ M . Then the map π : Gr≤µ• → Gr≤|µ•| is semi-small. So
ICµ1 ⋆ · · · ⋆ ICµm is perverse.
In addition, we have the following corollary. The argument is similar to the proof of [NP,
Theorem 3.1] given at the beginning of §11 of loc. cit.. But one justification is needed.
Corollary 2.15. For any λ, RΓc(Sλ, ICµ1 ⋆ · · · ⋆ ICµm) is concentrated on degree (2ρ, λ).
Proof. Note that π−1Sλ =
⊔
ν•,|ν•|=λ
Sν• . It is enough to show that RΓc(Sν• , ICµ1 ⋆ · · · ⋆
ICµm) is concentrated on degree (2ρ, λ). But by (2.2.3), together with Proposition 2.11, it
remains to show
(2.2.11) RΓc((Sλ1 ∩Gr≤µ1)×˜ · · · ×˜(Sλn ∩Gr≤µn), ICµ1⊠˜ · · · ⊠˜ICµm)
= RΓc(Sλ1 , ICµ1)⊗ · · · ⊗RΓc(Sλm , ICµm).
Although the twisted product (Sλ1∩Gr≤µ1)×˜ · · · ×˜(Sλn∩Gr≤µn) may not split as a product,
but as L+U is the (perfection) of a connected pro-algebraic group, the cohomology splits. 
Corollary 2.14 allows us to define a full additive category of SatG, spanned by objects
isomorphic to ICµ1 ⋆ · · · ⋆ ICµm for µ• ∈ M . Let us denote this subcategory by Sat0G. Note
that Sat0G is in fact a monoidal subcategory of SatG under the convolution. We have
Lemma 2.16. As a monoidal abelian category, SatG is the idempotent completion of Sat
0
G.
Concretely, every ICµ appears as a direct summand of ICµ1 ⋆ · · · ⋆ ICµm for µ• ∈M .
This is a geometric version of the so-called PRV conjecture. The argument as in [NP,
Proposition 9.6] applies here.
Note that this proposition together with Corollary 2.15 implies Proposition 2.7, and
together with Corollary 2.14 implies Proposition 2.2.
2.3. Monoidal structure on H∗.
2.3.1. We endow the global cohomology functor
H∗(−) := H∗(Gr,−) : SatG → VectQℓ
with a monoidal structure. In the equal characteristic situation, such a monoidal structure
is provided by identifying convolution products with fusion products coming from a global
curve (cf. [MV] and [BD, §5.3]). If in addition, k = C, one can endow H∗ with another
monoidal structure by identifying Gr♭G with the based loop space of a maximal compact
subgroup of G and identifying the convolution product of the affine Grassmannian with the
multiplication of the loop group (cf. [Gi]). Neither method applies directly in our setting
so we need a third construction. It is not hard to check that in the equal characteristic
situation, all three monoidal structures coincide.
Recall that for A ∈ SatG, it makes sense to consider its L+G-equivariant cohomology
H∗L+G(A), which is an RG¯,ℓ-module (see §A.3.5). But as is well-known, there is another
RG¯,ℓ-module structure on H
∗
L+G(A) so it is an RG¯,ℓ-bimodule. In fact, let L+G(m) ⊂ L+G
denote the mth congruence subgroup, and let Gr(m) = LG/L+G(m) denote the universal
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LmG-torsor on Gr. Then Gr(m) admits an action of L+G × LmG and the projection πm :
Gr(m) → Gr is L+G-equivariant. Then by (A.3.5),
H∗L+G(A) ≃ H∗L+G×LmG(π∗mA)
giving an RG¯,ℓ-bimodule structure on H
∗
L+G(A). This structure is independent ofm, as soon
as m > 0. The category of RG¯,ℓ-bimodules have a natural monoidal structure.
Lemma 2.17. There is a natural monoidal structure on H∗L+G(−) : SatG → (RG¯,ℓ⊗RG¯,ℓ) -mod.
I.e., for every A1,A2, . . . ,An, there is a canonical isomorphism of RG¯,ℓ-bimodules
H∗L+G(A1 ⋆ · · · ⋆An) ≃ H∗L+G(A1)⊗RG¯,ℓ · · · ⊗RG¯,ℓ H∗L+G(An),
satisfying the natural compatibility conditions.
Proof. This is standard (in the spirit of Soergel bimodules) and we sketch a proof. For
Z ⊂ Gr a closed subset, let Z(m) denote its premage in Gr(m). We choose m1, . . . ,mn,
such that mn = 1 and L
+G acts on Supp(Ai)(mi) via L+G → Lmi−1G. Then there is an
L+G×∏i LmiG-equivariant projection∏
i
Supp(Ai)(mi) → Supp(A1)×˜ · · · ×˜Supp(An),
where L+G acts by left multiplication, LmiG diagonally acts on Supp(Ai)(mi)×Supp(Ai+1)(mi+1)
from the middle. This induces a canonical isomorphism
(2.3.1) H∗L+G(A1 ⋆ · · · ⋆An) ≃ H∗L+G×∏LmiG(⊠iπ∗miAi).
On the other hand, the L+G×∏i LmiG-equivariant projection∏
i
Supp(Ai)(mi) →
∏
i
Supp(Ai),
where L+G acts on Supp(A1), and LmiG acts on Supp(Ai+1) by left multiplication, induces
a map
(2.3.2) H∗L+G(A1)⊗RG¯,ℓ · · · ⊗RG¯,ℓ H∗L+G(An)→ H∗L+G×∏LmiG(⊠iπ∗miAi).
The composition of (2.3.1) and (2.3.2) gives
H∗L+G(A1)⊗RG¯,ℓ · · · ⊗RG¯,ℓ H∗L+G(An)→ H∗L+G(A1 ⋆ · · · ⋆An),
which is an isomorphism by an easy spectral sequence argument. Its inverse then gives the
desired isomorphism, which is clearly compatible with the associativity constraints. 
2.3.2. To continue, we make the following observation. We use the notation as in §1.5.2.
Let A(G,F ) be the apartment of the building of G corresponding to the torus T . Let W˜
denote the Iwahori-Weyl group. Let W = W˜/X• denote the finite Weyl group, i.e. the Weyl
group of G. For a point x ∈ A(G,F ), let L¯x denote the reductive quotient of the parahoric
group scheme determined by x. Then T¯ ⊂ L¯x. Let Wx ⊂ W˜ denote the Weyl group of L¯x,
and W x be its image in W . Then
(2.3.3) RL¯x,ℓ = R
Wx
T¯ ,ℓ
.
In particular, if v is a hyperspecial vertex, RL¯v,ℓ = R
W
T¯,ℓ
= RG¯,ℓ is a subring of RL¯x,ℓ for
any x ∈ A(G,F ). On the other hand, all RL¯x,ℓ are contained in RT¯ ,ℓ.
Lemma 2.18. The two RG¯,ℓ-structures on H
∗
L+G(A) coincide.
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Proof. According to Lemma 2.16 and Lemma 2.17, it is enough to prove this for A = ICµ,
and µ is minuscule or quasi-minuscule. We first consider the case when µ is quasi-minuscule.
Let G˜r≤µ be as in Lemma 2.12. Following the notation there (in particular identifying
A(G,F ) with X•(Tad)R using the hyperspecial vertex v0 corresponding to G/O),
G˜r≤µ = Q0 ×Q1/4 Q1/2 ×Q3/4 Q1/Q1.
and therefore by the same argument as in Lemma 2.17,
H∗L+G(G˜r≤µ) = RL¯−µ/4,ℓ ⊗RL¯−µ/2,ℓ RL¯−3µ/4,ℓ,
The first RG¯,ℓ-structure comes from the inclusion RG¯,ℓ = RL¯0,ℓ ⊂ RL¯−µ/4,ℓ, and the second
comes from the map RG¯,ℓ = RL¯−µ,ℓ ⊂ RL¯−3µ/4,ℓ. But as RG¯,ℓ is a subring of RL¯−µ/2,ℓ,
these two RG¯,ℓ structures coincide. It implies the two RG¯,ℓ-structures on IHL+G(Gr≤µ) =
H∗L+G(ICµ[−(2ρ, µ)]) coincide, as it is direct summand of H∗L+G(G˜r≤µ).
If µ is minuscule, one can argue similarly,
H∗L+G(Grµ) = RL¯−µ/2,ℓ,
with the two RG¯,ℓ structures given by RG¯,ℓ = RL¯0,ℓ ⊂ RL¯−µ/2,ℓ and RG¯,ℓ = RL¯−µ,ℓ ⊂
RL¯−µ/2,ℓ , which clearly coincide. 
Note that there is a canonical isomorphism H∗(A) = Qℓ⊗RG¯,ℓH∗L+G(A), where RG¯,ℓ → Qℓ
is via the augmentation map, again by an easy spectral sequence argument. Combining the
above two lemmas, we have
Proposition 2.19. The hypercohomology functor H∗(−) := H∗(GrG,−) : SatG → VectQℓ
is a natural monoidal functor.
2.4. The commutativity constraints.
2.4.1. In this subsection, we endow SatG with the commutativity constraints. The main
statement is
Proposition 2.20. For every A1,A2 ∈ SatG, there exists a unique isomorphism cA1,A2 :
A1 ⋆A2 ≃ A2 ⋆A1 such that the following diagram is commutative
H∗(A1 ⋆A2)
H∗(cA1,A2)−−−−−−−→ H∗(A2 ⋆A1)
≃
y y≃
H∗(A1)⊗H∗(A2) ≃−−−−→
cvect
H∗(A2)⊗H∗(A1),
where the vertical isomorphisms come from Proposition 2.19, and the isomorphism cvect in
the bottom row is the usual commutativity for vector spaces.
As H∗ : SatG → VectQℓ is faithful, the uniqueness of cA1,A2 is clear. The content is its
existence. This proposition will be proved in the rest of the subsection. We first give its
consequence.
Corollary 2.21. The monoidal category SatG, equipped with the above constraints cA1,A2 ,
form a symmetric monoidal category. The hypercohomology functor H∗ is a tensor functor.
Proof. The proof of the first statement follows the idea of Ginzburg (cf. [Gi]). Namely, we
need to check cA2,A1cA1,A2 = id, and the hexagon axioms. Using the faithfulness of H
∗,
it is enough to prove these after taking the cohomology. Using Proposition 2.20, and the
fact c2vect = id, we see that H
∗(cA2,A1cA1,A2) = id, and therefore cA2,A1cA1,A2 = id. The
hexagon axioms can be proved similarly. The second statement is clear. 
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2.4.2. In order to construct cA1,A2 , we need some preparations.
Let
GropG := L
+G\LG,
on which L+G acts by right multiplication. Let PL+G(Gr
op
G ) denote the corresponding cate-
gory of equivariant perverse sheaves. Note that PL+G(Gr
op
G ) also has a monoidal structure:
There is the convolution Grassmannian
Grop×˜Grop := L+G\LG×L+G LG
equipped with (m, pr2) : Gr
op×˜Grop → Grop × Grop. Then for A1,A2 ∈ PL+G(GropG ), one
forms the twisted product A1⊠˜A2 whose pullback along Grop × LG → Grop×˜Grop is the
pullback of A1 ⊠ A2 along Grop × LG → Grop × Grop, and forms the convolution product
A1 ⋆A2 = m!(A1⊠˜A2). For simplicity, we sometimes denote (PL+G(GropG ), ⋆) by SatopG .
On the other hand, we have the following statements.
Lemma 2.22. There is an equivalence of the monoidal categories
Id′ : SatopG ≃ SatG,
sending the intersection cohomology sheaf ICopµ of Gr
op
≤µ to ICµ, where Gr
op
≤µ is the closure
of Gropµ = L
+G\L+G̟µL+G.
Let (LG)≤µ denote the preimage of Gr≤µ under LG → Gr. Let m be an integer large
enough such that the mth congruence subgroup L+G(m) ⊂ L+G ∩̟µL+G̟−µ. Then we
get the following diagram of surjective maps
(2.4.1) Gr≤µ
πm← Gr(m)≤µ = (LG)≤µ/L+G(m)
φm→ L+G\(LG)≤µ = Grop≤µ.
Lemma 2.23. There exists a unique isomorphism of sheaves on Gr
(m)
≤µ
id′µ : φ
∗
mIC
op
µ ≃ π∗mICµ
whose restriction to Gr(m)µ is given by
φ∗mIC
op
µ |Gr(m)µ = Qℓ[(2ρ, µ)] = π
∗
mICµ|Gr(m)µ .
In particular, φ∗mIC
op
µ [m dimG] is perverse.
Remark 2.24. (i) Informally, one can think both categories as certain category of (L+G ×
L+G)-equivariant sheaves on LG. As we did not introduce sheaves on infinite-dimensional
spaces, we give a concrete treatment here.
(ii) As πm is an L
mG-torsor, π∗m[m dimG] preserves perversity. However, as we do not
known whether φm is perfectly smooth, a priori it is not obvious that φ
∗
mIC
op
µ [m dimG] is
perverse. On the other hand, as soon as the perversity of φ∗mIC
op
µ [m dimG] is known, the
existence and the uniqueness of id′µ are clear.
Proof. We will prove these two lemmas simultaneously. First, if µ is minuscule, then Gr≤µ
and Grop≤µ are perfectly smooth so there is a unique isomorphism id
′
µ : φ
∗
mIC
op
µ = Qℓ = π
∗
mICµ
as required by Lemma 2.23.
If µ is quasi-minuscule, let G˜r≤µ → Gr≤µ denote the “resolution” as constructed in
Lemma 2.12. We can form
G˜r
op
≤µ = Q0\Q0 ×Q1/4 Q1/2 ×Q3/4 Q1 = Q1/4\Q1/2 ×Q3/4 Q1,
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and the map πopµ : G˜r
op
≤µ → Grop≤µ, (g, g′) 7→ gg′̟µ is a “resolution” of Grop≤µ. We define
G˜r
(m)
≤µ by requiring that both squares in the diagram
G˜r
op
≤µ
φ˜m←−−−− G˜r(m)≤µ π˜m−−−−→ G˜r≤µ
πopµ
y yπ(m)µ yπµ
Grop≤µ
φm←−−−− Gr(m)≤µ
πm−−−−→ Gr≤µ
are Cartesian. Then we get the canonical isomorphisms
φ∗mIC
op
µ ⊕ φ∗mCop ≃ φ∗m(πopµ )∗Qℓ[d] ≃ (π(m)µ )∗Qℓ[d] ≃ π∗m(πµ)∗Qℓ[d] ≃ π∗mICµ ⊕ π∗mC,
where d = (2ρ, µ), and C and Cop are as in the proof of Lemma 2.11. We therefore obtain
id′µ as in Lemma 2.23.
Now, let µ• ⊂M as in §2.2.3. Let (m1, . . . ,mn) be a sequence of integers, with mn large,
and mi satisfying the conditions as in Lemma 2.17. Then from∏
Grop≤µi
∏
φmi←−−−− ∏Gr(mi)≤µi ∏πmi−−−−→ ∏Gr≤µi ,y
Grop≤µ• ←−−−− Gr≤µ1×˜ · · · ×˜Gr≤µn−1×˜Gr
(mn)
≤µn
−−−−→ Gr≤µ• .y y y
Grop≤|µ•|
φm←−−−− Gr(m)≤|µ•|
πm−−−−→ Gr≤|µ•|
and the canonical isomorphisms
∏
i id
′
µi : (
∏
φmi)
∗(⊠ICopµi ) ≃ (
∏
πmi)
∗(⊠ICµi), we obtain
a canonical isomorphism
id′µ• : φ
∗
m(IC
op
µ1 ⋆ · · · ⋆ ICopµn) ≃ π∗m(ICµ1 ⋆ · · · ⋆ ICµn).
By Lemma 2.16, we see that for every µ the isomorphism id′µ as required in Lemma 2.23
exists.
In addition, this isomorphism also provides us the desired monoidal structure on Id′.
Again, by Lemma 2.16, it is enough to exhibit the monoidal structure of Id′ when restricted
to the subcategories Id′ : Sat0,opG ≃ Sat0G, where Sat0G is defined before Lemma 2.16 and
Sat0,opG is defined similarly. For λ•, µ• ⊂ M , we write ICλ• = ICλ1 ⋆ · · · ⋆ ICλn , etc. Then
we get the canonical isomorphisms
Hom(ICλ• , ICµ•) ≃ Hom(π∗mICλ• , π∗mICµ•) ≃ Hom(φ∗mICopλ• , φ∗mICopµ•) ≃ Hom(IC
op
λ•
, ICopµ•),
which is clearly independent of m (as soon as m large enough). This isomorphism provides
the monoidal structure on Id′ as one can take µ• as the union of subsequences. 
We have the following corollary of Lemma 2.23. For λ ∈ X•, let HjλA (resp. Hjλ,!A denote
the degree j stallk (resp. costalk) cohomology of A at ̟λ.
Corollary 2.25. There is a canonical isomorphism Hjλid′ : HjλA ≃ HjλId′A for A ∈
PL+G(Gr
op), and similarly for Hjλ,!
Proof. We prove the first half of the statement as the second half is obtained by Verdier
duality. It is enough to assume that A = ICopµ . The isomorphism Hjλid′µ is given by the
composition
HjλICopµ = Hjλφ∗mICopµ
Hjλid
′
µ≃ Hjλπ∗mICµ = HjλICµ,
which is clearly independent of the choice of m. 
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2.4.3. Now, we construct cA1,A2 as in Theorem 2.20. In the equal characteristic situation,
this is obtained from the interpretation of convolution products as fusion products ([MV]
and [BD, §5.3]). It is unlikely that the fusion product exists in mixed characteristic. Our
method is a kind of categorification of classical Gelfand’s trick (see also [BD, §5.3.8] which
modifies the construction of [Gi]).
Fix a pinning (G,B, T,X) ofG and let θ′ be the involution that sends a dominant coweight
λ to its dual λ∗ = −w0(λ), where w0 is the longest element in the finite Weyl group. We
define the anti involution θ of G as θ(g) = θ′(g)−1. It induces the anti-involution of LG and
L+G, still denoted by θ, rather than Lθ and L+θ, if no confusion will arise. Note that θ
induces an isomorphism
θ : GropG = L
+G\LG ≃ LG/L+G = GrG,
and therefore an equivalence of categories
θ∗ : PL+G(GrG) ≃ PL+G(GropG ).
Now θ also induces
θ×˜θ : Grop×˜Grop → Gr×˜Gr, (g1, g2) 7→ (θ(g2), θ(g1)),
and there is a canonical isomorphism (θ×˜θ)∗(A1⊠˜A2) ≃ θ∗A2⊠˜θ∗A1. Using m(θ×˜θ) = θm,
and the proper base change, there is a canonical isomorphism
θ∗(A1 ⋆A2) ≃ θ∗A2 ⋆ θ∗A1.
Considering the 3-fold convolutions, we see that θ∗ is an anti-equivalence of monoidal cate-
gories.
Therefore, we get an anti-autoequivalence Id′ ◦ θ∗ of SatG as a monoidal category. Now
we define an isomorphism of (plain) functors
e : Id′ ◦ θ∗ → Id.
We will fix a square root
√−1 in Qℓ in the sequel and define (−1)(ρ,µ) :=
√−1(2ρ,µ) for any
coweight µ. According to Lemma 2.1, it is enough to give an isomorphism eµ : Id
′ ◦θ∗ICµ →
ICµ for every µ. Note that θ
∗ICµ is (non-canonically) isomorphic to IC
op
µ . We define the
isomorphism Nµ : θ
∗ICµ → ICopµ by requiring its restriction to Gropµ is given by
θ∗ICµ|Gropµ = ICµ|Grµ = Qℓ[(2ρ, µ)] = Qℓ[(2ρ, µ)] = ICopµ |Gropµ .
We define Mµ = (−1)−(ρ,µ)Nµ and let eµ = Id′(Mµ). Let us emphasize that the factor
(−1)−(ρ,µ) is crucial.
Now, we define the isomorphism c′A1,A2 as
(2.4.2)
c′A1,A2 : A1⋆A2
eA1⋆A2←− Id′θ∗(A1⋆A2) ≃ Id′(θ∗A2⋆θ∗A1) ≃ Id′θ∗A2⋆Id′θ∗A1
eA2⋆eA1−→ A2⋆A1.
Finally, the isomorphism cA1,A2 is obtained by c
′
A1,A2
by a Koszul sign change (see also
[BD, §5.3.21] or [MV] after Remark 6.2 for a more elegant treatment). Namely, the category
PL+G(Gr) admits a Z/2-grading induced by (1.5.3). We say A has pure parity if p(Supp(A))
is 1 or −1, in which case we define p(A) = p(Supp(A)). Then
(2.4.3) cA1,A2 := (−1)p(A1)p(A2)c′A1,A2 ,
if A1 and A2 have the pure parity p(A1) and p(A2).
Remark 2.26. We can give a more concrete description of the commutativity constraints.
For this, let us assume that A1 = ICµ and A2 = ICν . We write ICµ ⋆ ICν =
⊕
λ ICλ⊗ V λµ,ν ,
where V λµ,ν = Hom(ICλ, ICµ, ICν). So cA1,A2 is given by a collection of isomorphisms c
λ
µ,ν :
V λµ,ν ≃ V λν,µ.
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By Remark 2.4 there is a canonical basis of V λµ,ν given by the set B
λ
µ,ν of irreducible
components of Grµ,ν ∩m−1(Grλ) of dimension (ρ, µ+ ν+λ). Note that there is a canonical
bijection between
bλµ,ν : B
λ
µ,ν ≃ Bλν,µ.
Indeed, θ induces an isomorphism between (Grµ×˜Grν) ∩ m−1(Grλ) and (Gropν ×˜Gropµ ) ∩
m−1(Gropλ ). The latter is stable under the right translation by L
+G and there is a canonical
isomorphism (in whatever sense) ((Gropν ×˜Gropµ ) ∩m−1(Gropλ ))/L+G = L+G\((Grν×˜Grµ) ∩
m−1(Grλ)). These two isomorphisms together induces b
λ
µ,ν . Then from the construction
cλµ,ν = (−1)(ρ,µ+ν−λ)+(2ρ,µ)(2ρ,ν)bλµ,ν .
For example, if G = GLn, µ = ω1 and ν = ω
∗
1 , then c
0
µ,ν = 1, and c
µ+ν
µ,ν = (−1)n−1.
2.4.4. We prove that cA1,A2 constructed as above satisfies the requirement as in Proposition
2.20. In fact, it is easy to see from the definition that Proposition 2.20 is the consequence
of the following three statements Lemma 2.27-Lemma 2.29.
To state the first lemma, note that Lemma 2.17 and Lemma 2.18 hold for SatopG , and
therefore H∗ : Satop → Vect
Qℓ
has a natural monoidal structure.
Lemma 2.27. There is a natural isomorphism of monoidal functors γ : H∗ ≃ H∗ ◦Id′ :
SatopG → VectQℓ .
Proof. It is enough to construct the canonical isomorphism γµ : IH
∗(Grop≤µ) ≃ IH∗(Gr≤µ)
for every µ. From the diagram (2.4.1), we get a canonical isomorphism
IH∗L+G(Gr
op
≤µ) ≃ IH∗L+G×L+G(Gr(m)≤µ ) ≃ IH∗L+G(Gr≤µ).
as (RG¯,ℓ ⊗RG¯,ℓ)-bimodules. Note that this is independent of the choice of m (as soon as it
is large). As
IH∗(Gr≤µ) := Qℓ ⊗RG¯,ℓ IH∗L+G(Gr≤µ), IH∗(Grop≤µ) := IH∗L+G(Grop≤µ)⊗RG¯,ℓ Qℓ,
we get the desired isomorphism γµ by Lemma 2.18. It is clear from the construction of the
monoidal structure of H∗ given by Lemma 2.17 and Lemma 2.18 and the construction of the
monoidal structure on Id′ as in §2.4.2 that γ is an isomorphism of monoidal functors. 
The second lemma is
Lemma 2.28. There is a canonical isomorphism of functors δ : H∗ ≃ H∗ ◦θ∗, such that for
every A1,A2 ∈ PL+G(Gr), the following diagram is commutative.
H∗(A1 ⋆A2) δ−−−−→ H∗(θ∗(A1 ⋆A2)) ≃−−−−→ H∗(θ∗A2 ⋆ θ∗A1)y y
H∗(A1)⊗H∗(A2) cvect−−−−→ H∗(A2)⊗H∗(A1) δ⊗δ−−−−→ H∗(θ∗A2)⊗H∗(θ∗A1)
Proof. If f : X → Y is a morphism and F a complex of sheaves on Y , there is a canonical
map f∗ : H∗(Y,F) → H∗(Y, f∗f∗F) ≃ H∗(X, f∗F). Applying this to θ : Grop ≃ Gr gives
the isomorphism δ.
As before, for a closed subset Z ⊂ Grop, let Z(m) denote its preimage in L+G(m)\LG→
Grop. Note that in the notation as in Lemma 2.17, the following diagram is commutative
Supp(θ∗An)(mn) × · · · × Supp(θ∗A1)(m1) θ−−−−→ Supp(A)(m1) × · · · × Supp(An)(mn)y y
Supp(θ∗Ai) θ−−−−→ Supp(Ai).
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Then from the construction of the isomorphism in Lemma 2.17, the following diagram is
commutative
H∗L+G(A1 ⋆ · · · ⋆An) ≃−−−−→ H∗L+G(θ∗An ⋆ · · · ⋆ θ∗A1)
≃
y y≃
H∗L+G(A1)⊗RG¯,ℓ · · · ⊗RG¯,ℓ H∗L+G(An)
≃−−−−→ H∗L+G(θ∗An)op ⊗RG¯,ℓ · · · ⊗RG¯,ℓ H∗L+G(θ∗A1)op,
where for an RG¯,ℓ-bimodule M , M
op denotes the new RG¯,ℓ-bimodule structure on M by
switching the two factors. After specialization RG¯,ℓ → Qℓ, we see that δ is an isomorphism
of monoidal functors. 
For every A ∈ PL+G(Gr), we define an automorphism of its cohomology
Θ : H∗(A) δ≃ H∗(θ∗A) γ≃ H∗(Id′ ◦ θ∗A) H
∗(e)≃ H∗(A).
The above two lemmas imply that the following diagram
H∗(A1 ⋆A2) ≃−−−−→ H∗(A1)⊗H∗(A2) cvect−−−−→ H∗(A2)⊗H∗(A1)
Θ
y yΘ⊗Θ
H∗(A1 ⋆A2)
H∗(c′
A1⋆A2
)−−−−−−−−→ H∗(A2 ⋆A1) ≃−−−−→ H∗(A2)⊗H∗(A1)
is commutative. Now it is easy to see that Proposition 2.20 follows from the following lemma.
Lemma 2.29. The map Θ acts on Hj(A) by multiplication by √−1j.
Note that by the definition of e, and our normalization IH∗(Gr≤µ) = H
∗(ICµ[−(2ρ, µ)]),
it is enough to show that
Lemma 2.30. The map Θµ : IH
2j(Gr≤µ)
H(Nµ)δ≃ IH2j(Grop≤µ)
γ≃ IH2j(Gr≤µ) is multiplication
by (−1)j, where Nµ : θ∗ICµ → ICopµ is the canonical isomorphism introduced in §2.4.3.
We do not know a direct proof of this lemma. In [LY], its equal characteristic analogue
was deduced from the equal characteristic geometric Satake. They use this formula to deduce
a combinatoric formula for the affine Hecke algebra, as conjectured by Lusztig [Lu2]. We
will reverse their steps to deduce this lemma from this combinatoric formula. In the sequel,
we follow the convention in literature to write H(Nµ)δ as θ
∗. It should not be confused with
the pullback of sheaves. First note that
Lemma 2.31. The map Θµ is an involution.
Proof. Choose some m,m′, such that the following diagram is commutative
Gr
(m′)
≤µ
θ−1−−−−→ (Grop≤µ)(m
′)y y
(Grop≤µ)
(m) θ−−−−→ Gr(m)≤µ .
Then taking (L+G×L+G)-equivariant intersection cohomology and specializing RG¯,ℓ → Qℓ,
implies the commutativity of the following diagram
IH∗(Grop≤µ)
(θ−1)∗−−−−→ IH∗(Gr≤µ)
γ
y xγ
IH∗(Gr≤µ)
θ∗−−−−→ IH∗(Grop≤µ).
The lemma follows. 
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To continue, let us understand a toy case. Note that θ induces an isomorphism between
L+G-orbits Gropµ ≃ Grµ, and therefore we have a canonical isomorphism
Θ˚µ : H
∗(Grµ)
θ∗≃ H∗(Gropµ )
γ≃ H∗(Grµ),
where the isomorphisms γ is constructed by the same way as in Lemma 2.27.
Lemma 2.32. The map Θ˚µ acts as (−1)j on H2j(Grµ).
Proof. The argument is essentially the same as [LY, Lemma 3.3], although the set-up is
different (the authors of loc. cit. works over C and with the based loop group of a compact
Lie group rather that the affine Grassmannian). Note that there is a canonical projection
Grµ ≃ L+G/(L+G ∩̟µL+G̟−µ)→ (G¯/P¯−µ)p
−∞
, g̟µ 7→ g mod ̟
where P¯−µ, as in Lemma 2.11, is the parabolic subgroup of G¯ whose roots are those α with
〈α, µ〉 ≤ 0. As the fibers are perfection of affine spaces of the same dimension, we get a
canonical ring isomorphism H∗(G¯/P¯−µ) ≃ H∗(Grµ). Therefore, H∗(Grµ) is generated by
H2. In addition, it is clear that Θ˚µ is a ring homomorphism so it is enough to prove that
Θ˚µ is (−1) on H2.
On the other hand Gropµ projects to (G¯/P¯µ)
p−∞ given by ̟µg 7→ g−1 mod ̟. A direct
computation shows that the following diagram is commutative
Gropµ
θ−−−−→ Grµy y
(G¯/P¯µ)
p−∞ g 7→θ
′(g)w˙0−−−−−−−→ (G¯/P¯−µ)p−∞ ,
where w˙0 is a lifting of w0 to G¯. Taking the equivariant cohomology, we see the following
diagram is commutative
H∗G¯(G¯/P¯−µ) = R(P¯−µ)red,ℓ
θ∗−−−−→ R(P¯µ)red,ℓ = H∗G¯(G¯/P¯µ)y y
RT¯ ,ℓ
χ7→−χ−−−−→ RT¯ ,ℓ,
where χ ∈ X•(T¯ ), regarded as elements in RT¯ ,ℓ of degree two.
On the other hand, the isomorphismH∗G¯(G¯/P¯µ) ≃ H∗G¯(G¯/P¯−µ), given by γ : H∗L+G(Gropµ ) ≃
H∗L+G×L+G(Gr
(m)
µ ) ≃ H∗L+G(Grµ), is the restriction of the identity map on RT¯ ,ℓ by defini-
tion. Therefore, the equivariant version of Θ˚µ acts as (−1) on degree two parts. Specializing
gives the lemma. 
Remark 2.33. This in particular proves Lemma 2.30 in the case µ is minuscule. The difficulty
to prove this lemma for general µ is that the intersection cohomology ring is not generated
by Chern classes but we do not know more cohomology classes in it12.
To continue, it is convenient to set Cµ = ICµ[(2ρ, µ)], as in [LY]. Then for each λ ≤ µ,
let iλ : Grλ → Gr≤µ denote the corresponding locally closed embedding. For j, let HjλCµ
denote the degree j sheaf cohomology of i∗λCµ, which is a constant sheaf on Grλ. Then there
is a canonical isomorphism
HjλΨµ : HjλCµ = Hjλθ∗Cµ ≃ HjλCopµ ≃ HjλCµ,
where the third isomorphism is Nµ : θ
∗ICµ ≃ ICopµ , and the last isomorphism is from
Corollary 2.25. Clearly, HjλΨµ is an involution. Recall that the existence of Demazure
12Although there are MV basis in IH∗(Gr≤µ), it seems hard to understand the map γ in terms of them.
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“resolution” in our setting implies that all the stalk cohomology of Cµ concentrate on even
degrees.
Lemma 2.34. The action H2jλ Ψµ is multiplication by (−1)j.
Now, we prove Lemma 2.30, assuming this Lemma. In [LY, 3.4, 6.4], it is shown that
equal characteristic analogue of Lemma 2.30 implies equal characteristic analogue of Lemma
2.34. But their argument can be reversed. We sketch it here and refer to loc. cit. for details
(again, their set-up is different). We extend the partial order “ ≤ ” on X+• to a total order,
still denoted by ≤. We consider the stratification of Gr≤µ given by {Grλ, λ ≤ µ}. Let
Gr<λ = ⊔λ′<λGrλ′ and let i<λ and i≤λ denote the corresponding closed embeddings from
Gr<λ and Gr≤λ to Gr≤µ. Then there is the long exact sequence of cohomology
· · · → Hi(Gr<λ, i!<λCµ)→ Hi(Gr≤λ, i!≤λCµ)→ Hi(Grλ, i!λCµ)→ · · · ,
which splits into short exact sequences as all the cohomology in odd degree vanish. There-
fore, we get a filtration on IH∗(Gr≤µ), given by Im(H
i(Gr≤λ, i
!
≤λCµ) → IH∗(Gr≤µ)). The
associated graded are ⊕λ≤µHi(Grλ, i!λCµ). There is a similar picture on Grop≤µ.
The isomorphisms θ∗ : IH∗(Gr≤µ) ≃ IH∗(Grop≤µ) and γ : IH∗(Gr≤µ) ≃ IH∗(Gr≤µ) preserve
the filtrations on IH∗(Gr≤µ) and on IH
∗(Grop≤µ), and therefore gives rise to isomorphisms
grΘ : gr IH∗(Gr≤µ)
gr θ∗≃ gr IH∗(Grop≤µ)
gr γ→ gr IH∗(Gr≤µ).
Note that i!λCµ = (i
∗
λCµ[2(2ρ, λ− µ)])∗, and it is easy to identify grΘ with the direct sum
over λ of the maps
Θ˚λ ⊗H∗λ,!Ψµ : H∗(Grλ)⊗ i!λCµ ≃ H∗(Grλ)⊗ i!λCµ,
where H∗λ,!Ψµ is the inverse of the dual of H∗λΨµ.
So the action of grΘ on degree 2j piece of H∗(Grλ)⊗H∗λCµ is given by (−1)j. But as Θ
itself is an involution, it acts on IH2j(Gr≤µ) by (−1)j.
2.4.5. It remains to prove Lemma 2.34. Recall the notations as in §1.5.2. We fix the
apartment A(G,F ) corresponding to T , a hyperspecial vertex v0 corresponding to L
+G,
and an alcove a corresponding to the Iwahori I whose reduction mod ̟ is B¯ ⊂ G¯. Let W˜
denote the Iwahori-Hecke algebra of G(F ), and Wa ⊂ W˜ denotes the corresponding affine
Hecke algebra, with the set of simple reflections si, i ∈ S determined by a. Let s0 be the
simple reflection corresponding v0. Let J = S− {0}, and WJ ⊂ W˜a denote the Weyl group
for G/O. Let wJ denote the longest element in WJ . As v0 is hyperspecial, WJ is isomorphic
to the finite Weyl group W := W˜/X• of G, and wJ maps to the longest element w0 in W
mentioned before. Let Ω ⊂ W˜ denote the length zero element, i.e. those that fix the alcove.
Then it acts on Wa by conjugation and W˜ = Wa ⋊ Ω. Let ∗ : W˜ → W˜ be the involution
given by w∗ := wJwwJ for w ∈ WJ and λ∗ = −w0(λ) for λ ∈ X•. This is an involution of
W˜ which stabilizes {si, i ∈ S} and fixes s0.
Let ω ∈ Ω. Then by [LY, Lemma 6.2], ω∗ = ω−1, and
⋄ : Wa →Wa, w 7→ w⋄ := ωw∗ω−1,
is an involution of Wa, which stabilizes {si, i ∈ S}. Let I⋄ = {w ∈ Wa | w⋄ = w−1}, and
W ⋄J = {w⋄ | w ∈ WJ} = ωWJω−1. Then as argued in [Lu2, Proposition 8.2] and [LY,
Theorem 6.3 (1)], the longest element in every WJ ×W ⋄J -double coset belongs to I⋄.
Applying the results of [LV, Lu2] to (Wa, {si, i ∈ S}, ⋄), one attaches a polynomial
P σ,⋄y,w(q) ∈ Z[q] to every y, w ∈ I⋄, with y ≤ w. On the other hand, there is the usual
Kazhdan-Lusztig polynomial Py,w(q) attached to y, w [KL1]. The following theorem is con-
jectured in [Lu2, Conjecture 8.4], and is proved in [LY, Theorem 6.3].
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Theorem 2.35. Let d1 and d2 be longest elements of (WJ ,W
⋄
J )-double cosets in Wa. Then
P σ,⋄d1,d2(q) = Pd1,d2(−q).
Let us note that this theorem is deduced in [LY] from equal characteristic analogue of
Lemma 2.32.
Finally, we explain why Lemma 2.34 follows from this theorem. Let µ ∈ X•, and let ω
denote the unique element in Ω such that ̟µ ∈ Waω. Let dµ be the longest element in
WJ̟
µWJω
−1 = WJ(̟
µω−1)W ⋄J . Then for λ ≤ µ, ̟λω−1 ∈ Wa and let dλ denote the
corresponding longest element in WJ̟
λω−1W ⋄J . It is clear that the usual Kazhdan-Lusztig
theory [KL1, KL2] works in our situation as well, so Py,w(q) is the Poincare polynomial for
the stalk cohomology at y of the intersection cohomology sheaf ICw of the Schubert variety
Sw on the affine flag variety Fℓ = LG/I. Then in particular (see [Lu1]),
Pdλ,dµ(q) =
∑
(dimH2jλ Cµ)qj .
On the other hand, in [LV, §3], similar interpretations are given to the polynomials P σ,⋄y,w.
Such interpretation will in particular implies that
P σ,⋄dλ,dµ(q) =
∑
tr(H2jλ Ψµ | H2jλ Cµ)qj .
Since H2jλ Ψµ is an involution, Theorem 2.35 implies Lemma 2.34.
2.5. Conclusion. We have endowed PL+G(Gr) with a symmetric monoidal category struc-
ture, and endowed the hypercohomology functor H∗ : PL+G(Gr)→ VectQℓ a tensor functor
structure. It is clear that IC0 is a unit object in PL+G(Gr). Now we proceed as in [MV,
§7] to conclude that (PL+G, ⋆,H∗) is a Tannakian category with the fiber functor H∗. Let
G˜ = Aut⊗H∗ denote the Tannakian group. Then it is a connected reductive group, as
argued in [MV, §7]. With some effort as in [MV, §7], one can endow G˜ with a pinning
and identified the based root datum of G˜ dual to the root datum of G, and therefore G˜ is
identified with the dual group Gˆ of G. Another quicker (but less canonical) identification
can be achieved as follows: there are isomorphisms at the level of K-rings
K(Rep
Qℓ
(G˜)) ≃ K(PL+G(Gr)) ≃ K(RepQℓ(Gˆ)),
where the first isomorphism is by definition and the second isomorphism is the classical
Satake isomorphism. Then G˜ ≃ Gˆ as both groups are reductive. See [Ri] for more details.
3. Dimension of affine Deligne-Lusztig varieties
As explained in the introduction, one of the motivations to construct mixed character-
istic affine Grassmannians is to study the Rapoport-Zink (RZ) spaces. Here we give one
application. More applications will appear in [XZ].
3.1. Dimension of affine Deligne-Lusztig varieties.
3.1.1. Let F be a non-archimedean local field with ring of integers O, and let L be the
completion of its maximal unramified extension, with OL its ring of integers. Let σ ∈
Gal(L/F ) denote the Frobenius element. Let G be an unramfied group over F . For b ∈ G(L)
and µ ∈ X+• , we define the (closed) affine Deligne-Lusztig “variety” as
(3.1.1) X≤µ(b) = {g mod L+G ∈ GrG | g−1bσ(g) ∈ L+G̟µL+G},
which is closed in GrG. More precisely, one can interpret X≤µ(b) as the following moduli
functor: Let E0 be the trivial G-torsor on O, with an isomorphism b : σ∗E0 ⊗ F → E0 ⊗ F .
Then for a perfect k-algebra R,
(3.1.2) X≤µ(b)(R) = {(E , β) | Invx(β−1bσ(β)) ≤ µ, ∀x ∈ SpecR}.
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By Lemma 1.7 (and Tannakian considerations), X≤µ(b) is a closed subset of GrG. One
can replace “≤” in the above definition by ”=”, which defines an open subset of X≤µ(b),
denoted by Xµ(b). If we denote Φ = β
−1bσ(β), then (E ,Φ) is an F-crystal with G-structure
on SpecR, whose Hodge polygon is bounded by µ (resp. equal to µ).
It turns out its dimension is finite, and Rapoport gave a conjecture of its dimension ([R])
with a reformulation given by Kottwitz ([GHKR])
(3.1.3) dimX≤µ(b) = 〈ρ, µ− νb〉 − 1
2
defG(b)
Here νb is the Newton point of b and defG(b) is the defect of b. We refer to [GHKR] for
the precise definitions. Such a dimension formula has been proved in equal characteristic by
combining the works [GHKR, V1, Ham2], but remains open in general in mixed characteris-
tic. In fact, before our work, it is not clear how to define the dimension of X≤µ(b) in mixed
characteristic in general, and this formula only makes sense for some special triples (G, b, µ)
when (3.1.1) can be interpreted as the F¯p-points of some moduli spaces of p-divisible groups
(a.k.a. RZ spaces). In the case when the RZ spaces are of PEL type, this dimension formula
was proved recently by Hamacher ([Ham1]) and some special cases were proved by earlier
work of Viehmann ([V2, V3]).
Theorem 3.1. Rapoport’s conjecture (3.1.3) holds in general.
Not surprisingly, the machinery developed so far in the paper allows us to imitate the the
arguments in equal characteristic with only a few justifications. First, one can argue as in
[GHKR, Ham2] to reduce the general Rapoport’s conjecture to the case when b is superbasic.
It was shown in [GHKR, CKV] that if G is of adjoint type, superbasic σ-conjucay classes exist
only when G = PGLn or G = ResE/F PGLn, where E/F is an unramified extension. The
case when G = PGLn was treated by Viehmann [V1] (in the equal characteristic situation
but the same arguments apply here). We reduce the case G = ResE/F PGLn to the case
G = PGLn and then apply [V1]. This in particular gives a shorter proof of the main result
of [Ham2] (but it uses [V1]). We sketch the arguments in what follows.
Remark 3.2. This is a side remark arising as a comment by G. Pappas. Although the
algebro-geometric structure on X≤µ(b) was not known before, the authors of [CKV] defined
a notation of the set of connected components π0(X≤µ(b)) for X≤µ(b). It is clear that if two
points on X≤µ(b) are in the same connected component in the sense of loc. cit., they are in
the same connected component under the Zariski topology. If in their definition arbitrary
test rings (rather than smooth rings) are allowed13, the converse holds. On the other hand,
it seems that their arguments can be adapted to our setting to prove that the structure
of connected components of X≤µ(b) in our sense is also given by the statement of [CKV,
Theorem 1.1], and therefore it follows a posteriori that the two notions are the same. In any
case, when X≤µ(b) is the set of Fp-points of a Rapoport-Zink space, their π0 coincides with
the π0 of the RZ space, and by Proposition 3.12 below, also coincides with π0 of X≤µ(b) as
the perfection of an algebraic space.
3.1.2. Now one can argue as in [GHKR, Proposition 5.6.1, Theorem 5.8.1] to reduce the
Rapoport conjecture for general (G,µ, b) to the case b is basic. Namely the Newton point νb
is defined over F , whose centralizer in G is a rational Levi M . One can find a representative
in the σ-conjugacy class of b that is contained in M(L). We rename this representative by
b. So b is basic in M(L). Then the arguments reduce Rapoport’s conjecture for (G, b, µ)
to (M, b, µM ) (for various µM ). These arguments relies on their Proposition 5.3.1 and
5.4.3. The proof of Proposition 5.3.1 in loc. cit. applies to the current setting. Note that
the arguments involve an M -equivariant isomorphism N ≃ n. In the equal characteristic
situation, this isomorphism makes sense either as F -schemes of as k-ind-schemes. In our
13In loc. cit., it was conjectured that these two definitions coincide.
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sitting, it only makes sense as an isomorphism of F -schemes. But it still makes sense to
talk about the p-adic loop space of n so the arguments in §4 of loc. cit. apply. The proof
of Proposition 5.4.3 in loc. cit. extends verbatim in mixed characteristic, by taking account
of the Lefschetz trace formula for separated pfp perfect algebraic spaces §A.3.4. A special
case of this type argument has been given in the proof of Proposition 2.9 (where M = T ).
As explained in loc. cit., even b is basic for G, it still might happen that b is contained
in a proper Levi subgroup of G. A basic σ-conjugacy class that does not meet in proper
Levi subgroups of G defined over F is called a superbasic conjugacy class. Therefore, it
is enough to prove Rapoport’s conjecture in the case b is superbasic. In addition, one can
assume that G = Gad is simple of adjoint type. Recall that [GHKR, CKV] shows that the
only possibility that a superbasic b exists is when G = ResE/F PGLn for some unramified
extension E/F .
Remark 3.3. P. Hamacher [Ham1] also observed that similar arguments of [GHKR] hold
in mixed characteristic. The difference between his approach and our approach is that
he replaced the actual dimensions involved in the arguments by the numerical dimensions
(defined by himself, which coincides the actual dimensions by the Lefschetz trace formula
once the scheme structure on N(F ) is justified).
3.1.3. It remains to prove that
Proposition 3.4. Rapoport’s conjecture holds in the case G = ResE/F GLn and b is super-
basic.
Remark 3.5. This proposition has been proved by Hamacher when F = Qp and µ is minsucle.
Our method is different and is simpler, but it uses [V1].
Proof. We first reduce the case G = ResE/FGLn to the case G = GLn.
We start with a generalization of affine Deligne-Lusztig varieties. Let H be a general
unramified group over E. First observe thatX≤µ(b) can be defined as the following Cartesian
pullback
(3.1.4)
X≤µ(b) −−−−→ GrH×˜Gr≤µy ypr×m
Gr
1×bσ−−−−→ GrH ×GrH .
Now by replacing µ by a sequence of dominant coweights µ•, we can form a convolution
version of affine Deligne-Lusztig variety
(3.1.5)
X≤µ•(b) −−−−→ GrH×˜Gr≤µ•y ypr1×m
Gr
1×bσ−−−−→ GrH ×GrH .
Concretely, X≤µ•(b) classifies the following commutative diagram.
σ∗E1 Φd //
σ∗(β)

Ed
Φd−1
// · · · Φ1 // E1
β

σ∗E0 b // E0,
such that Invx(Φi) ≤ µi for every x ∈ SpecR. Note that in equal characteristic case, this is
the local version of the moduli space of iterated Shtukas.
In the sequel, we write XH≤µ(b) for X≤µ(b) if we want to emphasize the underlying group
H .
36 XINWEN ZHU
Now we start our reduction step. Let Σ denote the set of embeddings τ : E → L over F .
Then Gal(L/F ) acts transitively on Σ. We fix τ0 ∈ Σ and let τi = σi(τ0), i = 0, 1, 2, . . . , d−1,
where d = [E : F ].
Now assume that G = ResE/FH , for some unramified group H over E. so G ⊗ L ≃∏
τ∈ΣH . Let µ be a dominant coweight of GL, so that under the above isomorphism, we
obtain a sequence of dominant coweights µ• = (µτ0 , . . . , µτd−1) of H . Similarly, b ∈ G(L)
gives (bτ ) ∈
∏
τ∈ΣH(L).
For an F¯p-algebra R, we identify (E , β) ∈ GrG with (Eτ , βτ ) ∈
∏
τ∈ΣGrH in an obvious
way. Then the condition (3.1.2) is equivalent to the commutativity of the following diagram
(σd)∗Eτ0 −−−−→ (σd−1)∗Eτd−1 −−−−→ · · · −−−−→ Eτ0
(σd)∗βτ0
y (σd−1)∗βτd−1y yβτ0
(σd)∗E0
bτd−1−−−−→ (σd−1)∗E0
bτd−2−−−−→ · · · bτ0−−−−→ E0.
If we denote by Nm b = bτ0 · · · bτd−1, we see that
Lemma 3.6. If G = ResE/FH, then X
G
≤µ(b) ≃ XH≤µ•(Nm b).
Remark 3.7. The map b 7→ Nm b defines a map from the σ-conjugacy class of G(L) to the
σd-conjugacy class H(L).
Now, assume that the dimension formula for affine Deligne-Lusztig varieties for H has
been established, we calculate the dimension of XG≤µ(b) = X
H
≤µ•
(Nm b). Recall the convolu-
tion Grassmannian (for H)
m : Gr≤µ• → Gr≤|µ•|.
By (3.1.4) and (3.1.5), the following diagram is Cartensian
XH≤µ•(Nm(b)) −−−−→ GrH×˜Gr≤µ•y y
XH≤|µ•|(Nm(b)) −−−−→ GrH×˜Gr≤|µ•|.
By (the proof of) Proposition 2.3, for λ, the fiber m−1(̟λ) is of dimension ≤ (ρH , |µ•|−λ).
From this, we see that
dimXH≤µ•(Nm(b)) = maxλ dimX
H
≤λ(Nm b) + (ρH , |µ•| − λ)
= (ρH , |µ•| − νNm b)− 12 defH(Nm b)
= (ρG, µ− νb)− 12 defG(b).
Therefore, it remains to prove the case for G = GLn and b superbasic. Now one can
argue exactly the same as [V1] to complete the proof. 
3.2. Affine Deligne-Lusztig varieties and Rapoport-Zink spaces. Let us recall Rapoport-
Zink (RZ) spaces. In the PEL case, they are defined by Rapoport-Zink in their original work
[RZ]. In a more general situation but under the assumption that the group is unramfied,
they are recently defined by Kim [Kim]. We assume (for simplicity) that k = F¯p is alge-
braically closed. To follow the standard notation, we write W = W (k) (which was usually
denoted by O before). Let L =W ⊗Qp. We use F to denote σ-linear map of L-linear vector
spaces (unlike the rest part of the paper where F denotes a local field). Let NilpW denote
the category of W -algebras on which p acts nilpotently.
We will start with a reductive groupG over Zp, a geometric conjugacy class of cocharacters
µ : Gm → G, and a σ-conjugacy class b of G(L) with a representative in G(W )pµG(W ), still
denoted by b. We assume that there exists a free Zp-lattice Λ
14 and a faithful presentation
ρ : G→ GL(Λ),
14Our Λ corresponds to Λ∗, and µ corresponds to −µ in [Kim].
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such that the cocharacter ρµ : Gm → GL(Λ ⊗W ) has weights 0, 1. We fix a representative
µ. Let
Λ ⊗W = Λ0 ⊕ Λ1
be the decomposition of Λ ⊗ W according to the weights of µ, which in turn induces a
filtration Fil0 Λ = Λ ⊃ Fil1 Λ = Λ1. We assume that rkΛ1 = n, and rkΛ = h. This is
equivalent to say that ρµ : Gm → GL(Λ) is the nthe fundamental coweight of GL(Λ).
Let Λ⊗ denote the tensor algebra of Λ ⊕ Λ∗. Note that Λ⊗ = (Λ∗)⊗, and elements in
Λ⊗ are called tensors. We choose a finite collection of tensors {si ∈ Λ⊗, i ∈ I} such that
ρ : G ⊂ GL(Λ) is the schematic stabilizer of this collection. I.e. G = Aut(Λ, {si, i ∈ I}).
For example, if G = GLh, we can let {si} be the empty set. Note that Aut(Λ, {si, i ∈
I},Fil∗(Λ ⊗W )) is a parabolic subgroup of GW , determined by µ, denoted by Pµ.
Note that by our assumption and the classical Dieudonne´ theory, there exists a p-divisible
group X0 of dimension n and height h, over F¯p, together an isomorphism
ε : D(X0) ≃ Λ⊗Zp W,
where D(X0) is the contravariant Dieudonne´ module of X0, equipped with (F, V ), such that:
(1) εF = ρ(b)(idΛ ⊗ σ)ε;
(2) ε(LieX0)
∗ = Fil1 Λ⊗ F¯p.
The pair (X0, ε) is unique up to a unique isomorphism and we fix it in the sequel.
Note that via ε, we can regard si as tensors in D(X0)
⊗. Since G fixes {si}, bσ fixes
{si}. So {si} are F -invariant. In addition, the cocharacter ρµ : Gm → GL(Λ) also fixes
si. Therefore, si are in the Fil
0 Λ⊗. Let us denote the Dieudonne´ module of the constant
p-divisible group Qp/Zp by 1 := D(Qp/Zp) = W , with the σ-linear map F : W → W
sending F (1) = 1 and the decreasing filtration F 0W =W , F 1W = (LieQp/Zp)
∗ = 0. Then
each si can be regarded as a map 1 → D(X0)⊗, compatible with the filtrations, and such
that the induced map 1→ D(X0)[ 1p ] is Frobenius-invariant. Following [Kim], we call such a
map a (crystalline-)Tate tensor of X0. It admits the following generalization to a family of
p-divisible groups.
Let R ∈ NilpW and a p-divisible group X on SpecR, let D(X) denote its contravariant
Dieudonne´ crystal. This is an F -crystals on SpecR, by which we mean a locally free crystal
D(X) on CRIS(R/W ), with a σ-linear map (the Frobenius map) F : D(X) → D(X), which
induces a bijection after inverting p. In addition, there is a decreasing filtraion Fil• D(X)R on
D(X)R (the value of D(X) at the trivial PD-thickening R
id→ R) whose associated graded is
locally free over R. Namely, Fil0D(X)R = D(X)R, Fil
1
D(X)R = (LieX)
∗ and Fil2D(X)R =
0. Note that D(X)⊗ is also an F -crystal with a filtration Fil• D(X)⊗R . For example, let
1 = D(Qp/Zp) be the filtered F -crystal given by the Dieudonne´ module of the constant p-
divisible group Qp/Zp. Then 1R′ = R
′ for every PD-thickening R′ → R and F : 1R′ → 1R′
sending F (1) = 1. In addition, Fil1 1R = 0. Then we call a (crystalline-)Tate tensor of X
a morphism t : 1 → D(X)⊗ of crystals, such that tR : 1R → D(X)⊗R is compatible with the
filtrations, and such that the induced map t : 1→ D(X)⊗[ 1p ] is Frobenius-invariant.
For a p-divisible group over a general base R, the notion of Tate tensors may not be
well-behaved. Following [Kim], let NilpsmW denote the full subcategory of NilpW consisting
of formally smooth formally finitely generated W/pm-algebras for m > 0. We regard R ∈
NilpsmW as affine formal scheme Spf R.
Definition 3.8. The RZ space associated to (G, b, µ) is the functor M˘(G, b, µ) on NilpsmW
classifying: for every R ∈ NilpsmW , regarded as an affine formal scheme,
(1) a p-divisible group X on SpecR;
(2) a collection of cyrstalline-Tate tensors {ti}, i ∈ I of X;
(3) a quasi-isogeny ι : X0 ⊗k R/J → X⊗R R/J that sends ti to si ⊗ 1 for i ∈ I, where
J is some (and therefore any) ideal of definition of R.
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such that
(*) the R-scheme
Isom((D(X)R, {ti},Fil•(D(X)R)), (Λ ⊗Zp R, {si ⊗ 1},Fil• Λ⊗Zp R))
that classifies the isomorphisms between locally free sheaves D(X)R and Λ⊗Zp R on
SpecR preserving the tensors and the filtrations is a (Pµ ⊗W R)-torsor15;
Remark 3.9. (i)Our definition is slightly different from the original definition given in [Kim].
But it is not hard to see the condition (*) combines the Item (2) and (3) in [Kim, Definition
3.6].
(ii) As explained in [Kim], M˘(G, b, µ) is independent of the choice of ρ : G→ GL(Λ) up
to isomorphism.
The main theorem of Kim [Kim] asserts
Theorem 3.10. Assume that either p > 2. Then M˘(G, b, µ) is represented by a separated
formal scheme, formally smooth and locally formally of finite type over W .
Remark 3.11. The definition of general M˘(G, b, µ) is technical. E.g. it is not clear how
to give the description of SpecR-points of M˘(G, b, µ) for general (G, b, µ) and general R ∈
NilpW . But this does not bother us. For our purpose (the following Proposition 3.12), it is
enough to know:
(1) M˘(G, b, µ) is representable;
(2) If (G, b, µ) = (GLh, b, ωn), one can choose {si} to be the empty set. In this case,
the moduli problem M˘n,h := M˘(G, b, µ) can be extended to the whole category
NilpW , as in [RZ]: for every R ∈ NilpW , M˘n,h(R) classify the groupoid of pairs
(X, ι), where X is a p-divisible group over SpecR, and ι : X0 ⊗k R/p → X ⊗R R/p
is a quasi-isogeny. Note that the Condition (*) automatically holds. Rapoport-Zink
proved that Mn,h is represented by a separated formal scheme, formally smooth
and formally locally of finite type over W .
(3) For general (G, b, µ), a representation ρ : G → GL(Λ) as above induces a closed
embedding of M˘(G, b, µ) into Mn,h.
(4) There is a canonical bijection M˘(G, b, µ)(k) ≃ Xµ(b)(k) compatible with the embed-
dings M˘(G, b, µ)→Mn,h and Xµ(b)→ Xρµ(ρ(b)) (see [Kim, Proposition 3.8.4]).
We write Mµ(b) for the special fiber of M˘(G, b, µ). As a corollary, we have
Proposition 3.12. Fixing (X0, ε) as bove. There is a canonical isomorphism Xµ(b) ≃
Mµ(b)p−∞ . In particular, dimMµ(b)red = dimXµ(b).
Note that this proposition in particular implies describes the value of M˘(G, b, µ) on a
perfect ring R (which is not obvious from Definition 3.8).
Proof. We first prove this for (G, b, µ) = (GLh, b, ωn), using the fact that the moduli problem
is defined on NilpW . The key input is a theorem of Gabber (see also [La, §6]) on p-divisible
groups over perfect rings. We write Mp
−∞
instead of Mµ(b)p−∞ for simplicity.
We first construct Xµ(b) →Mp
−∞
as follows. Let R be a perfect F¯p-algebra. We write
σ : R → R for the Forbenius endomorphism. Let (E , β) ∈ Xµ(b)(R). We obtain a crystal
D := E ×G,ρ Λ over R (= a locally free sheaf on W (R)), with F = β−1(bσ)β. I.e., the
15Recall that Pµ is the automorphism group scheme of (Λ, {si},Fil
• Λ).
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following diagram is commutative
(3.2.1)
D[ 1p ]
F−−−−→ D[ 1p ]
β
y βy
W (R)⊗Zp Λ[ 1p ]
bσ−−−−→ W (R)⊗Zp Λ[ 1p ].
Note that ωn : Gm → GL(Λ) is the nth fundamental coweight of GL(Λ), and therefore
the condition as in (3.1.2) together with Lemma 1.6 implies that F : σ∗D→ D is regular and
the quotient is a locally free module of rank n on W (R)/p = R. Applying Lemma 1.6 again
to the quasi-isogeny (of crystals) V = pF−1 : D→ σ∗D, we see that V is regular. Therefore,
there is a σ−1-linear map V : D → D such that FV = V F = p. By Gabber’s theorem
(see also [La, §6]), there is a p-divisible group X on SpecR together with a quasi-isogeny
ι : X→ (X0)R such that D = D(X) and the induces map D(ι) : D[ 1p ] → W (R)[ 1p ]⊗ Λ is the
same as β.
Conversely, we construct Mp
−∞
→ Xµ(b) as follows. Let R be a perfect F¯p-algebra. Let
(X, ι) be an object in M(R). Then we have the GL(Λ)-torsor
E = Isom((D(X), {ti, i ∈ I}), (Λ⊗Zp W (R), {si ⊗ 1})).
The quasi-isogeny ι defines an isomorphism
D(X)[
1
p
] ≃ Λ⊗Zp W (R)[
1
p
],
and therefore defines an isomorphism β : E [ 1p ] ≃ E0[ 1p ]. The map (X, ι) 7→ (E , β) defines
a map Mp
−∞
→ GrGLh . It is clear that Invx(F ) ≤ ωn for every x ∈ SpecR, therefore
(E , β) ∈ Xµ(b). We thus defines a map Mp
−∞
→ Xµ(b).
Now we consider the general (G, b, µ). The representation ρ : G → GL(Λ) on the one
hand gives an embedding M˘(G, b, µ) → M˘n,h as proved in [Kim], and on the other hand
gives an embedding Xµ(b) → Xωn(ρ(b)). To identify M
p−∞
G with Xµ(b), it is then enough
to check at the level of points. But this has been done by [Kim, Proposition 3.8.4]. 
Corollary 3.13. Rapoport’s conjecture of the dimension formula holds for the reduced
schemes of the Rapoport-Zink spaces.
As mentioned before, in the PEL case, this has also been shown by Hamacher [Ham1].
Appendix A. Generalities on perfect schemes
This section can be regarded as a user’s guide to perfect schemes and perfect algebraic
spaces, which is the setting we will work with in the paper. We include some discussions
more general than needed in the paper. The main result is Proposition A.28, which explains
the construction of the quotients in this setting.
A.1. Perfect schemes and perfect algebraic spaces.
A.1.1. Let k be a field, and let Affk denote the category of affine k-schemes, i.e. the category
opposite to the category k -alg of k-algebras. We endow Affk with the fpqc topology. I.e.,
a cover of R is a faithfully flat map R → R′. Recall in [BL], a k-space is a sheaf on Affk
with respect to this topology. Explicitly, a space F is a covariant functor k -alg→ Set that
respects finite products, and such that if R→ R′ is faithfully flat,
(A.1.1) F(R)→ F(R′)⇒ F(R′ ⊗R R′)
is an equalizer. The morphisms between two spaces are natural transforms of functors. The
category of k-spaces is denoted by Spk. It is known after Grothendieck that it contains the
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category Schk of k-schemes as a full subcategory. Recall that a map f : F → G in Spk is
called schematic if for every scheme T , the fiber product F ×G T is a scheme.
In this paper, we need to consider a larger subcategory in Spk. Recall that an algebraic
space is an e´tale sheaf X on Affk such that: (i) X → X ×X is schematic ; (ii) There exists
an e´tale surjective map U → X , where U is a scheme.
By an fpqc algebraic space, we mean an algebraic space that is an fpqc sheaf16. We denote
by AlgSpk the category of fpqc algebraic spaces. We have full embeddings Schk ⊂ AlgSpk ⊂
Spk.
Remark A.1. In literature as [Kn, LMB], it sometimes requires that X is quasi-separated,
i.e. the diagonal X → X ×X is quasi-compact. It is shown in [LMB, Theorem(A.4)] and
[St, Tag03W8] that in the presence of quasi-separatedness assumption (which will always
be the case in the examples we consider in the paper), algebraic spaces are fpqc sheaves, so
belong to AlgSpk.
A map f : F → G of k-spaces is called representable if for every affine scheme T , F ×G T
is represented by an fpqc algebraic space. It is call fpqc if in addition F ×G T is faithfully
flat over T , and there is a quasi-compact open subset U of F ×G T that maps surjectively
to T . Recall that fpqc maps are effective epimorphisms in Spk. I.e. If U → X is an fpqc
map of spaces, then for every space F , the following diagram is an equalizer
(A.1.2) HomSpk(X,F)→ HomSpk(U,F)⇒ HomSpk(U ×X U,F).
In particular, any fpqc sheaf on Affk extends uniquely to an fpqc sheaf on Schk (although
we do not use the latter in this paper).
A.1.2. Let k be a perfect field of characteristic p > 0. Let R be a k-algebra. Let σ : R→ R
denote the Frobenius map σ(a) = ap. A ring is called perfect if σ is an isomorphism.
For any R, we can form the perfection (or sometimes called the perfect closure) of R as
Rp
−∞
= lim−→σR. The functor R 7→ Rp
−∞
is left adjoint to the forgetful functor from the
category of perfect k-algebras to the category of all k-algebras.
Similarly, a k-scheme (resp. algebraic space) X is called perfect if its Frobenius endomor-
phism σX : X → X is an isomorphism. We write σ for σX if no confusion will likely arise.
The category of perfect schemes (resp. perfect fpqc algebraic spaces) over k is denoted by
Schpfk (resp. AlgSp
pf
k ).
Recall thatX → Xp−∞ = lim←−σX is a right adjoint functor of the embedding Sch
pf
k ⊂ Schk.
In other words, for a scheme X , there is a tautological map ε : Xp
−∞ → X such that for
any perfect k-scheme Y ,
(A.1.3) Hom(Y,Xp
−∞
) = Hom(Y,X).
This way, we can regard Schpfk ≃ Schk[σ−1], the localization of Schk with respect to σ.
The same story holds for algebraic spaces, by noting that Frobenius endomorphisms
commute not only with Zariski localizations, but also with e´tale localizations. More precisely,
we have
Lemma A.2. For any e´tale morphism of algebraic spaces X → Y , the map X → X×Y,σY Y
is an isomorphism.
Proof. We first assume that X is a scheme. Then X → X ×Y,σY Y a schematic radical
e´tale surjective map, and therefore is an isomorphism by [EGAIV, Theorem 17.9.1]. In
general, choose an e´tale cover U → X . Then we have U → U ×X,σX X → U ×Y,σY Y ,
with the first and the composition maps being isomorphisms. Therefore, the second map
is an isomorphism. But note that U ×X,σX X → U ×Y,σY Y is just the base change of
16The author was informed by de Jong, who attributed to Gabber, that every algebraic space is an fpqc
sheaf. However, it seems that no written proof is available at the moment.
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X → X ×Y,σY Y along the e´tale cover U ×Y,σY Y → Y . Therefore, X → X ×Y,σY Y is also
an isomorphism. 
Corollary A.3. The embedding from the category of perfect algebraic spaces to the whole
category of algebraic spaces admits a right adjoint functor, X → Xp−∞ = lim←−σX.
Proof. Applying Lemma A.2 to the e´tale cover U → X , we see that σ : X → X is an
affine morphism. Then the diagonal of Xp
−∞
= lim←−σX is representable, and U
p−∞ ≃
U ×X Xp−∞ → Xp−∞ is an e´tale cover. It is clear then that (A.1.3) remains valid in this
situation. 
We call Xp
−∞
the perfection of X . Note that if X is an fpqc algebraic space, so is
Xp
−∞
. So X 7→ Xp−∞ restricts to a right adjoint of the embedding AlgSppfk → AlgSpk. In
addition, by Lemma A.2, σX is a universal homeomorphism. So X
p−∞ → X is a universal
homeomorphism.
The following statement is crucial for later applications. For an algebraic space X , we
denote by Xet its small e´tale site with objects being algebraic spaces e´tale over X .
Proposition A.4. Let X be an algebraic space over k and let Xp
−∞
denote its perfection.
There the functor (U → X) 7→ (Up−∞ ≃ U ×X Xp−∞ → Xp−∞) induces an equivalence of
e´tale sites Xet ≃ Xp
−∞
et , and therefore the e´tale topos ε
∗ : X˜et ≃ X˜p
−∞
et : ε∗.
Proof. First, assume that X is a scheme. Then Xp
−∞ → X is an integral, radical surjection.
Therefore by [SGA4, VIII 1.1], (U → X) 7→ (Up−∞ ≃ U ×X Xp−∞ → Xp−∞) induces an
equivalence of subcategories of scheme objects in Xet and X
p−∞
et . Then an argument similar
to [CLO, Proposition A.1.3] shows that it induces a full equivalence Xet ≃ Xp
−∞
et . Again,
by a similar argument as [CLO, Proposition.A.1.3], the case when X is an algebraic space
also follows. 
Remark A.5. In fact, the equivalence preserves the subcategories of scheme objects in Xet
and Xp
−∞
et . Indeed, if U is an algebraic space, and U
p−∞ is a scheme, then U is a scheme.
See Lemma A.6.
We list a few properties of morphisms that are preserved after passing to the perfection.
Lemma A.6. Let f : X → Y be a morphism of algebraic spaces over k, and let fp−∞ :
Xp
−∞ → Y p−∞ denote the corresponding perfection. The following properties hold for f if
and only if the same hold for fp
−∞
: (1) quasi-compact, (2) quasi-separated, (3) separated,
(4) affine. In addition, if f is either: (5) e´tale, (6) (faitfully) flat, (7) fpqc, so is fp
−∞
.
Proof. (1)-(2) are clear. To prove (3), note that since Xp
−∞ → Xp−∞ ×Y p−∞ Xp
−∞
is a
closed embedding, it is universally closed, so ∆X/Y : X → X ×Y X is universally closed.
But ∆X/Y is always a separated, locally of finite type monomorphism, and therefore is a
closed embedding. The inverse direction is clear.
(4) By Lemma A.2, we can assume that Y is an affine scheme. Then if X is affine so is
Xp
−∞
. Conversely, if Xp
−∞
is affine, then it is quasi-compact and separated, and so is X .
As Xp
−∞
= lim←−σX , X is affine by [St, Tag07SE, Lemma 5.8].
(5) follows from Lemma A.2. To prove (6), we may assume that f : X → Y are affine
schemes, so given by ring homomorphism f : R → R′. In addition, we may assume that R
is perfect. As (R′)p
−∞
= lim−→σR′, it is enough to show that the composition R → R′
σn→ R′
is flat. But this map is the same as R
σn≃ R → R′ and therefore is flat. Finally, (7) follows
from (6). 
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We will also consider the perfection of certain pro-algebraic spaces. Let {Xi} be a projec-
tive limit of algebraic spaces, with the transition mapsXi+1 → Xi given by affine morphisms.
Then the pro-algebraic space X = lim←−Xi is also an algebraic space and it is easy to show
(A.1.4) Xp
−∞ ≃ lim←−X
p−∞
i ,
i.e. “perfections commute with inverse limits”.
A.1.3. Let H be an affine group scheme over k. It gives rise to a group object in Spk.
An H-torsor over a space X is a space E with a free H-action and an H-equivariant fpqc
map π : E → X (where X is endowed with the trivial H-action), such that the natural
map E × H → E ×X E is an isomorphism. If X is an fpqc algebraic space k, then E is
represented by an fpqc algebraic space, affine over X . In addition,
Lemma A.7. If X and H are perfect, then E is perfect.
Proof. Note that Ep
−∞ → Xp−∞ is also an fpqc map by Lemma A.6, and therefore is an
Hp
−∞
-torsor over Xp
−∞
. In addition, Ep
−∞ → E ×X,ε Xp−∞ is a morphism of Hp−∞ -
torsors, where Hp
−∞
acts on E via Hp
−∞ → H . Therefore, Ep−∞ ≃ E ×X Xp−∞ ≃ E is an
isomorphism. 
Now, let H ′ be a smooth affine group scheme over k, and let H = H ′
p−∞
denote its
perfection. Then H is an affine group scheme. Let X be a perfect algebraic space.
Lemma A.8. The functor E′ → E′p−∞ is an equivalence of categories from the groupoid
of H ′-torsors on X to the groupoid of H-torsors on X. The quasi-inverse functor is given
by push-out of an H-torsor along ε : H → H ′, denoted by E 7→ E ×H,ε H ′.
Proof. Given an H-torsor E, the natural map E → E ×H,ε H ′ gives a morphism E →
(E ×H,ε H ′)p−∞ of H-torsors, and therefore is an isomorphism. Conversely, let E′ be an
H ′-torsor on X , and let E = Ep
−∞
be the corresponding H-torsor. We want to show that
E ×H,ε H ′ ≃ E′. As H ′ is smooth, we can trivialize E′ by an e´tale cover U → X and
therefore represents E′ by a cocycle c′ : U ×X U → H ′. As U ×X U is perfect by Lemma
A.2, the cocycle c′ gives a cocycle c : U ×X U → H by (A.1.3), which is nothing but the
cocyle represents E. Then E ×H,ε H ′ is represented by the cocycle U ×X U c→ H ε→ H ′,
which is exactly c′. 
If X is a space with an action of an affine group scheme H , we denote by [X/H ] the
stack whose R-points are the groupoid of pairs (E, φ), where E is an H-torsor on SpecR,
and φ : E → Y is an H-equivariant morphism. Note that if the action is free, then [X/H ]
is a k-space and the natural morphism X → [X/H ] is an H-torsor.
We also recall the construction of the twisted product. Let H be an affine group scheme
and E → X be an H-torsor, and let T be a space with an H-action, one can form the
twisted product
X×˜T := E ×H T = [E × T/H ],
which is a space over k. Assume that H is (the perfection of) an affine group scheme of
finite type over k. Then if X,T are (perfect) fpqc algebraic spaces, so is X×˜T . Indeed, we
can find an fppf cover U → X that trivializes E17. Then U × T is an fppf cover of X×˜T .
Therefore, X×˜T is an algebraic space by [St, Tag04S5].
17If H is of finite type, this is clearly. Otherwise, use Lemma A.26.
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A.1.4. In fact in the paper we will only consider presheaves on the category perfect k-
algebras.
Definition A.9. Let Affpfk be the opposite category of perfect k-algebras, endowed with
the fpqc topology. A perfect space is a sheaf on Affpfk with respect to this topology.
The category of perfect k-spaces is denoted by Sppfk . There is a natural functor Spk → Sppfk
by restriction of a space F to Affpfk . We denote the induced perfect space by Fpf . Note that
if X is an fpqc algebraic space, then Xpf = (Xp
−∞
)pf .
The functor Spk → Sppfk is far from being faithful. However, we have the following crucial
observation.
Lemma A.10. The the composition
AlgSppfk ⊂ AlgSpk ⊂ Spk → Sppfk .
is a full embedding.
Proof. Let X and Y be two perfect fpqc algebraic spaces. We need to show that
HomAlgSppfk
(X,Y ) = HomSppfk
(Xpf , Y pf).
Let {Ui → X} be a family of e´tale cover of X by affine schemes, and let {Vijh → Ui×X Uj}
be a family of e´tale cover of Ui ×X Uj by affine schemes. By Lemma A.2, all Ui and Vijh
are perfect schemes. Therefore, by definition HomAlgSppfk
(Ui, Y ) = HomSppfk
(Upfi , Y
pf), etc.
Note that (A.1.2) implies that the following sequence is an equalizer
HomAlgSppfk
(X,Y )→
∏
i
HomAlgSppfk
(Ui, Y )→
∏
ijh
HomAlgSppfk
(Vijh, Y ).
Likewise, the sequence
HomSppfk
(Xpf , Y pf)→
∏
i
HomSppfk
(Upfi , Y
pf)→
∏
ijh
HomSppfk
(V pfijh, Y
pf)
is also an equalizer (in fact, it is enough to use the injectivity of the first map). The lemma
follows by comparing these two sequences. 
Therefore, given a perfect space F , or more generally a presheaf on Affpfk , it makes sense
to ask whether F is represented by a perfect algebraic space, and given a map f : F → G of
perfect spaces, it makes sense to ask whether it is representable by perfect algebraic spaces.
If a property (P) of morphisms between algebraic spaces is stable under base change and
is e´tale local on the source and target, then it makes sense to say whether a representable
morphism f : F → G of perfect spaces has Property (P). For example, we can define
open/closed immersions, e´tale morphisms, fpqc maps in Sppfk , etc.
We can also define the notion of torsors in Sppfk , just as Spk. Let H be a perfect affine
group scheme. It gives an object Hpf in Sppfk . If X is a perfect space with a action of H
pf ,
then we can define a stack [X/Hpf ] on Affpfk as before and if the action is free, [X/H
pf]
is also a perfect space. The natural map X → [X/Hpf ] is an Hpf -torsor. Note that if
X is a perfect algebraic space, which gives Xpf in Sppfk , then by Lemma A.10 giving an
action of Hpf on Xpf is the same as giving an action of H on X and if the action is free,
[Xpf/Hpf ] = [X/H ]pf .
We define an ind-perfect algebraic space as a perfect k-space that can be represented as
an inductive limit {Xi} of perfect fpqc algebraic spaces, such that Xi → Xi+1 is a closed
embedding.
In the sequel, the image of a perfect fpqc algebraic space X in Sppfk is still denoted by
X , as opposed to Xpf as above. However, for a general space F , its image in Sppfk will be
denoted by Fpf .
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A.2. Perfect algebraic spaces perfectly of finite presentation.
A.2.1. Perfect schemes/algebraic spaces of positive dimension are never of finite type over
k. But we shall see the “infinity” here is really mild.
Definition A.11. We say that a perfect k-algebraic space X is locally perfectly of finite
type18 if there exist an e´tale affine cover {Ui} of X such that each Ui is the perfection of
an affine scheme of finite type over k. We say a perfect k-algebraic space X is perfectly of
finite type if it is locally perfectly of finite type and quasi-compact. We say that a perfect
k-algebraic space perfectly of finite presentation (pfp for short) if it is perfectly of finite type
and quasi-separated.
Remark A.12. (i) A pfp perfect algebraic space is an fpqc algebraic space. (ii) In [Se], a
separated and perfectly of finite type perfect k-scheme is called a perfect variety.
We have the following result, generalizing [Se, §1.4, Proposition 9].
Proposition A.13. Let X be a perfect algebraic space over k. Then X is perfectly of finite
presentation if and only if there exist an algebraic space X ′ of finite presentation over k such
that X = X ′
p−∞
.
Proof. Clearly, if such X ′ exists, then X is perfectly of finite presentation. We prove the
converse. In fact, we prove a slightly stronger result.
Lemma A.14. Let X be a perfect pfp algebraic space over k, and U ⊂ X be an open dense
subspace. Let U ′ be a reduced algebraic space of finite presentation over k with U = U ′
p−∞
.
Then there is X ′, of finite presentation over k, containing U ′ as an open subspace, such that
X = X ′
p−∞
.
For an algebraic space S, let |S| denote its underlying topological space.
We first assume that X is a scheme. We define a sheaf of rings on |X | by
(A.2.1) OX′ = {f ∈ OX | f ||U| ∈ OU ′}.
In other words, Let j : |U | → |X | denote the inclusion of topological spaces. Then OX′ :=
j∗OU ′ ∩ OX , where the intersection is taken inside j∗OU . Rephrasing differently, X ′ is the
push-out of U ′ ← U →֒ X in the category of locally ringed spaces. It is easy to check that
the ringed space (|X |,OX′) is a scheme, of finite type over k, and X = X ′p
−∞
.
We do not know whether this construction commute with e´tale base change. I.e. if
we have the diagram U˜ ′ ← U˜ →֒ X˜ e´tale over U ′ ← U →֒ X , we do not know whether
the corresponding push-out X˜ ′ is e´tale over X ′. So the statement for schemes does not
immediately implies the statement for algebraic spaces.
To proceed, we adapt the arguments of [CLO, Theorem 1.2.2] in our context (which is
simpler). The key is the following fact. See [RG, Proposition 5.7.6] and [CLO, Theorem
3.1.1].
Proposition A.15. There is a stratification of X by quasi-compact open subspaces X =
Un ⊃ Un−1 ⊃ · · · ⊃ U1 ⊃ U0 = ∅, such that for each i > 0, there exists an e´tale cover
ϕi : Vi → Ui by a quasi-compact, separated scheme Vi with ϕi restricting to an isomorphism
over the closed subspace Zi = Ui−Ui−1 in Ui endowed with its reduced structure. Moreover,
each ϕi is separated, and each Zi is a separated and quasi-compact scheme.
In particular, we see that V1 → U1 is an isomorphism so U1 is a separated scheme perfectly
of finite presentation over k. Applying Lemma A.14 to the scheme U1, with the given open
subscheme U1 ∩ U , we have U1 = U ′1p
−∞
for some reduced scheme U ′1 of finite type over k,
and U ′1 contains U
′||U∩U1| as an open subscheme. We proceed by induction.
18
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Suppose we have Ui = U
′
i
p−∞
, where U ′i is an algebraic space of finite presentation over
k, containing U ′||U∩Ui| as an open subspace. Let Wi = ϕ−1i+1(Ui ∪ (U ∩ Ui+1)) ⊂ Vi+1.
Note that U ′i and U
′||U∩Ui+1| glue to an algebraic space, denoted by U˜ ′i , whose perfection
is Ui ∪ (U ∩ Ui+1). Then by Lemma A.2, Wi → Ui ∪ (U ∩ Ui+1) descends to an e´tale
cover W ′i → U˜ ′i , where W ′i is of finite type over k. By Lemma A.14 for schemes, we can
find V ′i+1 with V
′
i+1
p−∞
= Vi+1 and V
′
i+1 contains W
′
i as an open subscheme. Note that
∆ :W ′i →W ′i ×U˜ ′iW
′
i is an open embedding. So we can define the scheme R
′
i+1 as the gluing
of V ′i+1 and W
′
i ×U˜ ′i W
′
i along W
′
i . It is of finite type over k, as both V
′
i+1 and W
′
i ×U ′i W ′i
are of finite type. In addition, the two projections W ′i ×U˜ ′i W
′
i ⇒ W
′
i glue to R
′
i+1 ⇒ V
′
i+1,
which clearly is an e´tale equivalence relation. In addition, it is clear that the perfection of
the equivalence relation gives back to Vi+1×Ui+1 Vi+1 ⇒ Vi+1. Let U ′i+1 = V ′i+1/R′i+1 be the
algebraic space, which is of finite presentation over k. Then Ui+1 = U
′
i+1
p−∞
, containing
U ′||U∩Ui+1| as an open subspace. 
Sometimes, we call such an X ′ as in Proposition A.13 a “model” or a “deperfection” of
X .
Remark A.16. Let X ′ be the algebraic space constructed in Lemma A.14. Then it is easy
to we see that for a scheme Y , the natural map Hom(X ′, Y ) → Hom(X,Y ) ×Hom(U ′,Y )
Hom(U, Y ) is a bijection. Indeed, if X is a scheme, this follows from the fact that X ′ is the
push-out of U ′ ← U → X . The case when X is an algebraic space is reduced to the scheme
case by using the e´tale cover X˜ = Vn → X as in Proposition A.15. We do not know this is
true if one replaces Y by an algebraic space.
The following statement generalizes [Se, §1.4, Proposition 8].
Proposition A.17. Let f : X → Y be a morphism between perfect pfp algebraic spaces over
k. Then there exists a morphism f ′ : X ′ → Y ′ between algebraic spaces of finite presentation
over k such that f = f ′
p−∞
.
Proof. Let X ′, Y ′ be models of X,Y . Then there is a canonical map ε : Y → Y ′. Recall that
σ : X ′ → X ′ is affine by Lemma A.2. Then by a criterion of locally of finite presentation
morphisms ([EGAIV, §8.14], generalized in [CLO, Proposition A.3.1], see also [St, Tag049I]),
the map εf factors as X → X ′(m) → Y ′, where X ′(m) = X ′ with the k-structure given by
X ′
σm→ X ′ → Speck. Rename X ′(m) as X ′, and we are done. 
Definition A.18. Let f : X → Y be a morphism between two pfp perfect algebraic spaces
over k. We say that f is perfectly proper if it is separated and is universally closed. We say
X is perfectly proper if X → Speck is perfectly proper.
Lemma A.19. For a morphism f : X → Y between two pfp perfect algebraic spaces over k,
f is perfectly proper if and only if for every f ′ : X ′ → Y ′ is as in Lemma A.17, f ′ is proper.
Proof. By Lemma A.6, f is separated and universally closed if and only if so is f ′. 
Proposition A.20. Let f : X → Y be a morphism between two pfp perfect algebraic spaces.
Then f is perfectly proper if and only if the valuative criterion holds for every perfect
valuation ring R over k.
Proof. In fact, if f is perfectly proper, then it is the perfection of a proper morphism
f ′ : X ′ → Y ′. Therefore, the map SpecR → Y → Y ′ lifts to SpecR → X ′. As R is perfect,
it factors through SpecR → X by (A.1.3). To prove the converse, note that every perfect
local ring A in a perfect field K is dominated by a perfect valuation ring. Then the usual
arguments of valuative criterion for properness go through with obvious modifications. 
We note that the perfection of a valuation ring is a valuation ring.
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Lemma A.21. Let E be a locally free sheaf of finite rank on a pfp perfect algebraic X over
k. Then there exists a model (X ′, E ′) of (X, E), i.e algebraic space X ′, of finite presentation
over k, and a locally free sheaf E ′ of finite rank such that (X, E) = (X ′p−∞ , ε∗E ′), where
ε : X → X ′ is the tautological map.
Proof. Let ε : X → X ′ be a model. As X is quasi compact, we can find a finite e´tale cover
{Ui} of X such that E|Ui ≃ OrUi . Then we obtain a Cˇech cocycle fij : Uij := Ui ×X Uj →
GLr. By Proposition A.4, the e´tale cover {Ui} descend to an e´tale cover {U ′i} of X ′. Let
U ′ij = U
′
i ×X′ U ′j, and U ′ijk = U ′i ×X′ U ′j ×X′ U ′k. The map fij factors as f ′ij : U ′ij(m) → GLr
for some m large enough, where as in Lemma A.17, U ′ij
(m)
= U ′ij with the k-structure given
by U ′ij
σm→ U ′ij → Speck. Let hijk = f ′ijf ′jkf ′ki : U (m)ijk → GLr. Then ε∗hijk = 1 : Uijk → GLr.
Then there is some n big enough such that (σn)∗hijk = 1 for all i, j, k. Therefore, the vector
bundle E can be defined over X ′(m+n) with Cˇech cocyle (with respect to the e´tale cover
{U ′i(m+n)}) with given by (σn)∗f ′ij . 
Corollary A.22. Let X be a perfect algebraic space over k. Let E be a locally free sheaf
of rank n over X. Then the perfect space which assigns every f : SpecR → X the rank
i quotient f∗E → Q → 0 is represented by a perfect algebraic space Grp−∞(i, E) perfectly
proper over X. In particular, if X is perfectly proper, so is Grp
−∞
(i, E).
Proof. Let (X ′, E ′) be as in Lemma A.21. Then Grp−∞(i, E) is the perfection of the usual
Grassmannian Gr(i, E ′) of rank i quotients of E ′. 
In the sequel, we denote Grp
−∞
(i, E) by Grp−∞(i, n) if X = Speck and E = kn is the
trivial n-dimensional vector space. We denote Grp
−∞
(1, E) by Pp−∞(E) and Grp−∞(1, n+1)
by Pn,p
−∞
, the perfect projective space.
Remark A.23. On Pn,p
−∞
, there is the following tautogolical rank one quotient V⊗O
Pn,p
−∞ →
O
Pn,p
−∞ (1), and therefore a distinguished element O
Pn,p
−∞ (1) (or O(1) for simplicity) is in
Pic(Pn,p
−∞
). However, O(1) is not the generator of the Picard group. Namely there exists
the invertible sheaf O(1/p) = (σ−1)∗O(1), and the Picard group is isomorphic to Z[1/p].
In the paper, we will use the terminology “locally free sheaf” (resp. “invertible sheaf”)
on “vector bundle” (resp. “line bundle”) interchangably.
We will also need the following definition.
Definition A.24. Let f : X → Y be a map between two pfp algebraic spaces. We say that
f is perfectly smooth at x ∈ X if there exist e´tale U → X atlas at x and V → Y , such that
U → Y factors as U h→ V → Y and h factors as h = pr ◦ h′, where h′ : U → V × (An)p−∞
is e´tale and pr : V × (An)p−∞ → V is the projection. We say that f is perfectly smooth
if it is perfectly smooth at every point of X . We say that X is perfectly smooth (at x) if
X → Speck is perfectly smooth (at x).
Note that every pfp perfect algebraic space X contains a perfectly smooth open dense
subspace.
A.2.2. We need to construct the quotient in some cases for an action of a perfect group
scheme on a perfect scheme. In [Se], a perfect group variety is defined as a group object in
the category of perfect varieties.
Lemma A.25. Let H be a separated perfect pfp group scheme over k. Then there exists a
smooth algebraic group H0 over k such that H = H
p−∞
0 .
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Proof. A priori, H is the perfection of a scheme of finite type over k. But as is shown in
[Se, §1.4, Proposition 10], H is the perfection of a group scheme H ′ of finite type over k.
Let H0 = H
′
red be the reduced subscheme. As k is a perfect field, H0 is closed subgroup
scheme of H ′ and is smooth. In addition, Hp
−∞
0 = H . 
Corollary A.26. Let H be as above. Then every H-torsor on a perfect algebraic space X
can be trivialized e´tale locally on X.
Proof. This is the combination of Lemma A.25 and Lemma A.8. 
Lemma A.27. Let H be an affine perfect pfp scheme over k acting on a perfect php scheme
X over k. Then there exists a smooth affine algebraic group H ′ of finite type over k, acting
on an algebraic space X ′ of finite presentation over k, whose perfection gives the original
action map.
Proof. Recall the following basic fact: let H be an affine group scheme over k, with ring of
functions A. Let ρ : V → A ⊗k V be a representation of H . Then V is the union of finite
dimensional H-modules.
Now let η1, . . . , ηn, denote the generic points of |X |, with the residue fields k(ηi), which
are the perfection of a finitely generated field over k. Let Fi ⊂ k(ηi) be a subfield finitely
generated over k. Let B0 =
∏
Fi ⊂ B =
∏
k(ηi). Let V0 is a finite dimensional k-subspace
of B0 that generate B0 (by additions, multiplications, and fractions) and let V
′ be a finite
dimensional H-invariant subspace of B that containing V0. Let B
′ ⊂ B be the subalgebra
generated by V ′ (by additions, multiplications, and fractions). Then B′ is an H-invariant
subalgebra of B and B′
p−∞
= B (since B′
p−∞ ⊃ Bp−∞0 = B). Using the same formula as
(A.2.1) to define a scheme X ′ whose perfection is X , and the product of the residue fields
of whose generic points is B′. Then X ′ is of finite type that admits an action of H , which
induces the action of H on X . As H = lim←−H0, the map H ×X ′ → X ′ is induced from some
H ′ ×X ′ → X ′. 
Proposition A.28. Let H,X be as above. Furthermore, we assume that the action is free,
i.e. map a = (act, pr2) : H × X → X × X, (g, x) 7→ (gx, x) is a monomorphism. Then
[X/H ] is represented by a perfect pfp algebraic space X/H over k. In addition, if X is
separated and a is a closed embedding, then [X/H ] is separated as well.
Proof. First note that in order to prove this proposition, we can replace X by an H-
equivariant e´tale cover Y → X by a perfect pfp algebraic space Y (not necessarily a scheme).
Indeed, If [Y/H ] is representable by a perfect php algebraic space over k, then by Lemma
A.26, we can find an e´tale cover of [Y/H ] by an affine scheme that trivializes the H-torsor
Y → [Y/H ]. I.e. after further e´tale localization, we can assume Y = H × U . Then clearly
[X/H ] is representable if such Y exists.
By Lemma A.27, we have act′ : H ′ × X ′ → X ′ that induces act : H × X → X . Now
the action may not be free, but it is quasi-finite. There exists an H ′-equivariant e´tale cover
Y ′ → X ′ by a separated algebraic space Y ′ of finite presentation, such that there exists H ′-
equivariant finite flat morphism Z ′ → Y ′ and Z ′ is an H ′-torsor over some quasi-projective
scheme Z′ over k. Indeed, as the Artin stack X′ := [X ′/H ′] is of finite presentation and has
quasi-finite diagonal, by [KM, Lemma 3.3, Proposition 4.2] or [Co, Lemma 2.1, 2.2], there
exists an e´tale cover Y′ → X′ by an Artin stack Y′ separated and of finite presentation over
k, such that there exists a finite flat cover Z′ → Y′ with Z′ being a quasi-projective scheme
over k. Then pulling back Z′ → Y′ → X′ along X ′ → X′ gives Z ′ → Y ′ → X ′. Now we can
prove our statement for Y = Y ′
p−∞
instead of X . Note that in this case H ′× Y ′ → Y ′× Y ′
is in fact finite.
It is known that in this case, the coarse moduli space of Y′ exists as a separated scheme
of finite type over k, denoted by Y ′/H ′. Indeed, Let V = Z ×Y Z. Then Y ′/H ′ is the
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coequalizer of V ⇒ Z in the category of locally ringed spaces. See [SGA4, V, 4.1] and [Co,
§3].
We have H ′×Y ′ → Y ′×Y ′/H′ Y ′ → Y ′×Y ′, where the second map is a closed embedding
(since Y ′/H ′ is separated), and the first map is finite. Passing to the perfection, we see that
H × Y ≃ Y(Y/H′)p−∞Y . I.e. Y → (Y ′/H ′)p
−∞
is an H-torsor. Therefore we obtain a map
(Y ′/H ′)p
−∞ → [Y/H ] which is clearly an isomorphism. 
A.3. ℓ-adic sheaves.
A.3.1. The notion of (constructible) e´tale sheaves is well defined for separated pfp perfect
algebraic spaces. Indeed, let X be such an algebraic space, and let ε : X → X ′ be a model
of X . Note that ε is a universal homeomorphism, and by Lemma A.4, for an e´tale sheaf F
on X and an e´tale sheaf F ′ on X ′, the natural maps
(A.3.1) ε∗ε∗F → F , F ′ → ε∗ε∗F ′
are isomorphisms. In particular, for such X , one can define the corresponding ℓ-adic derived
category Dbc(X,Qℓ) (ℓ 6= p) as usual, with a pair of adjoint functors that are equivalences
ε∗ : Dbc(X
′,Qℓ) ≃ Dbc(X,Qℓ) : ε∗.
Given f : X → Y , one can define six operations associated to f , thanks to Lemma A.17,.
The usual proper base change or smooth base change holds for perfectly proper or perfectly
smooth maps. The notation of perverse sheaves work in this setting without change. In
particular, we have the notion of the Goresky-Macpherson intermediate extension, and for
every X , the intersection cohomology sheaf ICX . The restriction of ICX to any perfectly
smooth open subset U is canonically isomorphic to Qℓ[2 dimX ](dimX). We will denote by
P(X) the category of perverse sheaves on X .
A.3.2. Let X be a separated pfp perfect algebraic space over k. One can define the Chern
classes for locally free sheaves on X as usual. For L an invertible sheaf on X , corresponding
to a class [L] ∈ H1(X,Gm), we define its Chern class c1(L) as its image under H1(X,Gm)→
H1(Xk¯,Gm) → H2(Xk¯, µℓn). In general, if E is a locally free sheaf of rank n over X , let
O(1) = O
Pp
−∞(E)(1) denote the tautological line bundle on P
p−∞(E) and let ξ = c1(O(1)) ∈
H2(Pp
−∞
(E)k¯, µℓn). Then there are unique ci(E) ∈ H2i(Xk¯, µ⊗iℓn ) such that
ξn − c1(E)ξn−1 + · · ·+ (−1)ncn(E) = 0,
Passing to inverse limit and inverting ℓ, we get Qℓ-coefficient Chern classes. The usual
properties of Chern classes hold in these settings.
One can also define the characteristic classes for general principal homogeneous spaces.
Let G be a (connected) reductive group over k and let GQℓ be the corresponding split group
over Qℓ. Let RG,ℓ = Sym(g
∗
Qℓ
(−1))GQℓ be the algebra of invariant polynomials on the Lie
algebra gQℓ(1). Then given a G-torsor E on X (equivalently a G
p−∞ -torsor on X by §A.1.3),
its characteristic classes can be regarded as a ring homomorphism
(A.3.2) c(E) : RG,ℓ → H∗(Xk¯,Qℓ),
which can be constructed as follows: Let B be a Borel subgroup of Gk¯, with the unipotent
radical U and T = B/U . Let W be the Weyl group. Then the T -torsor Ek¯/U → Ek¯/B
induces c(Ek¯/U ) : RT,ℓ → H∗(Ek¯/B,Qℓ) via the above construction of the Chern classes.
Passing to some models, we see that RG,ℓ = R
W
T,ℓ maps to H
∗(Xk¯,Qℓ) ⊂ H∗(Ek¯/B,Qℓ),
giving the desired (A.3.2). If G is a general connected algebraic group, and let Gred denote
its reductive quotient. Then a G-torsor E gives a Gred-torsor Ered, and we denote by c(E)
for c(Ered).
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Remark A.29. Alternatively, one can define the Chern classes (or general characteristic
classes) of E → X by passing to some model E′ → X ′ (Lemma A.21) and define c(E) = c(E′)
using the identification H∗(Xk¯,Qℓ) = H
∗(X ′
k¯
,Qℓ). Then one shows that this definition is
independent of the choice of the model.
A.3.3. We can also define the cycle class map in the current setting. First, ifX is irreducible
of dimension d, there is a canonical isomorphism
cX : H
2d
c (Xk¯,Qℓ(d)) ≃ Qℓ,
given as follows: Choose a model ε : X → X ′, which induces the canonical isomorphism
ε∗ : H2dc (X
′
k¯,Qℓ(d)) ≃ H2dc (Xk¯,Qℓ(d)).
Then we define cX = cX′ ◦ (ε∗)−1. Note that if f : X ′ → X ′′ is a morphism of two
d-dimensional irreducible algebraic spaces of finite type, the canonical isomorphism f∗ :
H2dc (X
′′
k¯
,Qℓ(d)) ≃ H2dc (X ′k¯,Qℓ(d)) is compatible with cX′ and cX′′ . Therefore, cX is well-
defined. Alternatively, one can build cX directly, starting from the canonical isomorphism
c
P1,p
−∞ : H2(P1,p
−∞
k¯
, µℓn) ≃ coker(Pic(P1,p
−∞
)
ℓn→ Pic(P1,p−∞)) ≃ Z/ℓn
and then using functoriality of the six operations.
Now let X be a perfect algebraic space essentially of finite type. Let ωX = f
!Qℓ denote
the dualizing sheaf. We define the Borel-Moore homology of X as
HBMi (Xk¯) = H
−i(Xk¯, ωX(−i/2)).
The usual properties of the Borel-Moore homology hold (by the functoriality of the six
operations). We list a few.
• If f : X → Y is a perfectly proper morphism, there is an canonical map
f∗ : H
BM
∗ (Xk¯)→ HBM∗ (Yk¯).
• There is the canonical isomorphism HBMi (Xk¯) ≃ Hic(Xk¯,Qℓ(i/2))∗ and therefore if
X is irreducible of dimension d, there exists the fundamental class [X ] := cX ∈
HBM2d (Xk¯). In general, if X is d-dimensional, with X1, . . . , Xn its irreducible com-
ponents of dimension d, then the natural map
⊕
iH
BM
2d ((Xi)k¯) ≃ HBM2d (Xk¯) is an
isomorphism. We denote by [X ] =
∑
i[Xi].
• If X is irreducible, and essentially smooth, the fundamental class [X ], regarded as
a map of sheaves Qℓ → ωX [−2d](−d) is an isomorphism. Therefore, HBMi (Xk¯) ≃
H2d−i(Xk¯,Qℓ(d− i/2)).
Finally, let Z be a closed subset of codimension r. We denote the cycle class cl(Z) of Z as
the image of [Z] in HBM2(d−r)(Xk¯). If X is essentially smooth and proper, we can regard cl(Z)
as a class in H2r(Xk¯,Qℓ(r)).
A.3.4. We have the Lefschetz trace formula: Let F be an ℓ-adic complex with constructible
cohomology on a separated pfp perfect algebraic space X over Fq. As usual, one can attach
a function
fF : X(Fq)→ Qℓ, x 7→ tr(σx,Fx¯) =
∑
i
(−1)itr(σx, (HiF)x¯),
where x ∈ X(Fqr ), x¯ a geometric point over x, (HiF)x¯ the stalk cohomology of F at x¯, and
σx is the geometric Frobenius at x.
Let f : X → Y be a morphism of separated pfp perfect algebraic spaces over Fq. Let F
be an ℓ-adic complex with constructible cohomolgy X . Then the trace formula gives
ff!F(y) =
∑
x∈f−1(y)(Fq)
fF(x).
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Indeed, in order to prove this we can replace f : X → Y by a model f ′ : X ′ → Y ′, and
replace F by ε∗F .
A.3.5. In the paper, we also need some basic facts about equivariant category and equivari-
ant cohomology. Let J be an affine pfp perfect group scheme over k. Recall that by Lemma
A.25, J is perfectly smooth. Let X be a separated pfp perfect algebraic space over k with
an action of J . Then it make sense to talk about the J-equivariant perverse sheaves on X ,
denoted by PJ(X)
19. I.e., an object in PJ(X) is a perverse sheaf on X together with an
isomorphism along the two maps J ×X ⇒ X , satisfying the usual compatibility conditions.
We have the following two properties of the equivariant category. Let J1 ⊂ J be a closed
normal subgroup.
(i). If the action of J1 on X is free and [X/J1] is represented by an algebraic space X¯ ,
then the pull back along q : X → X¯ induces an equivalence of categories
(A.3.3) q∗[dim J1] : PJ/J1(X¯) ≃ PJ (X)
(ii). If the action of J1 on X is trivial, and J1 is the perfection of some unipotent group
J ′1. Then the forgetful functor
(A.3.4) PJ (X)→ PJ/J1(X)
is an equivalence of categories.
To prove (i), one can assume that X = X¯ × J1. Then the claim is easy. (ii) follows from
H∗(J1,Qℓ) = Qℓ.
Let A ∈ PJ(X), it makes sense to talk about the J-equivariant cohomology H∗J(Xk¯,A).
Namely, let J0 be a smooth model of J as in Lemma A.25. Let {En → Bn} denote a
sequence of J0-torsors over {Bn}, which approximates of the classifying space of J0 in the
sense that Bn ⊂ Bn+1 is a closed embedding, and H∗(lim−→nBn) = H
∗(BJ0). E.g. we can
embed J0 into some GLr such that GLr/J0 is quasi-affine. Then for n large, let En := Sn,r
be the Stiefel variety, i.e. the tautological GLr-torsor over Gr(r, n). Then Bn := En/J0 is
represented by a scheme, and the ind-scheme lim−→nBn satisfies the required property. Then
the sheaf Qℓ ⊠ A on Ep
−∞
n × X is J-equivariant with respect to the diagonal action, and
therefore by (A.3.3), descends to Qℓ⊠˜A on En×˜X , which is a separated perfect pfp algebraic
space by the discussion in §A.1.3. Then
H∗J (Xk¯,A) := H∗(lim−→n(E
p−∞
n ×˜X)k¯,Qℓ⊠˜A).
From the construction H∗J (Xk¯, q
∗A) is a module over H∗(lim−→nBn) = H
∗(BJ0). Let us also
recall the Lie theoretical description of H∗(BJ0) in the case when J0 is connected. Let
G = J red0 be the reductive quotient of J0 over k. Then H
∗(BJ0) = RG,ℓ.
It is clear from the definition that if J1 ⊂ J acts freely on X with X¯ the quotient as
above, then
(A.3.5) H∗J(Xk¯, q
∗A) = H∗J/J1(X¯k¯,A).
If J1 acts trivially on X and J1 is the perfection of a unipotent group, then
(A.3.6) H∗J(Xk¯,A) = H∗J/J1(Xk¯,A).
If J is a perfect affine group scheme with an action of J on X , satisfying the following
condition (which is always the case in the paper): there exists a closed normal subgroup
J1 ⊂ J of finite codimension acting trivially onX , and J1 is the perfection of a pro-unipotent
pro-algebraic group. Then we can define PJ (X) as PJ/J1(X) and H
∗
J(X,A) for A ∈ PJ (X)
as H∗J/J1(X,A). By (A.3.4) (A.3.6), these are independent of the choice of J1 ⊂ J .
19One can also define the equivariant derived category. But we do not need to use it in the paper.
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Appendix B. More on mixed characteristic affine Grassmannians
In this section, we discuss some unsolved questions related to mixed characteristic affine
Grassmannians. We omit most of the proofs. We also give an example of our construction.
B.1. The determinant line bundle. We continue to use the notations as in §1. Recall
that in equal characteristic setting, there is the important determinant line bundle L♭det
on Gr♭. Its restriction to Gr
♭
N (equal characteristic analogue of GrN ) is given as follows:
for (E , β) ∈ Gr♭N so that E0/E is a projective R-module of rank N , the fiber of L♭det at
this point is ∧N (E0/E). In mixed characteristic setting, as E0/E is not an R-module, the
above formula does not make sense. Alternatively, one can try to define this line bundle
by taking a filtration of E/E0 such that the associated graded is a projective R-module and
then one can take its top exterior power. This idea leads to a line bundle on G˜rN . Let
us formulate it more generally for G˜rµ• . Indeed, given a quasi-isogenies Ei βi→ Ei−1 with
Inv(βi) ∈ {ω1, . . . , ωn, ω∗1 , . . . , ω∗n}, we can define the line bundle
Li =
{ ∧jEi−1/Ei µi = ωj,
∧jEi/Ei−1 µi = ω∗j .
As Grµ• classifies a chain of quasi isogenies En → En−1 → · · · → E0 with each quasi-isogeny
of the above form. Then there are the line bundles Li, and we set
(B.1.1) L˜det =
⊗
i
Li.
We form the following conjecture.
Conjecture I. There is a unique line bundle Ldet on GrN such that its pullback along
G˜rN → GrN is L˜det in (B.1.1).
Conjecture II. A model of the line bundle Ldet (in the sense as Lemma A.21) gives an
embedding of a model of GrN into some projective space.
We do not know how to prove Conjecture I at the moment. An evidence of Conjecture I
is the following (we ignore the Tate twist).
Proposition B.1. The map H∗((GrN )k¯,Qℓ)→ H∗((G˜rN )k¯,Qℓ) is injective, and there exists
c ∈ H2(GrN ,Qℓ), whose image in H2(G˜rN ,Qℓ) is the Chern class c(L˜det).
We can give some reduction of Conjecture I. See Conjecture IV. First, we need
Proposition B.2. If Γ(G˜rµ• , L˜det) is base point free, i.e. for every closed point x ∈ G˜rµ• ,
there exists a section s ∈ Γ(G˜rµ• , L˜det), such that s(x) 6= 0, then Conjecture I holds.
The proof of this proposition is based on the following two statements.
Lemma B.3. The algebraic space GrN is of dimension N(n − 1), and the codimension of
GrN −GrN is at least two.
This is a consequence of Lemma 1.18.
Lemma B.4. The affine scheme V ′N,h defined via (1.3.1) is normal and is a locally complete
intersection.
Note that assuming Conjecture I, Conjecture II holds if the space of global sections of Ldet
separate points. I.e. for every two different points x, y ∈ GrN , there exists s ∈ Γ(Grµ• ,Ldet)
such that s(x) = 0 and s(y) 6= 0. We see in Remark 1.16, and in particular in the sequel
§B.3 that in some cases when µ are very small, Gr≤µ is the perfection of some projective
variety.
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Remark B.5. More generally, given a perfect ring R, one can define the following category
CR of triples (E1, E2, β), where E1 and E2 are two finite projective W (R)-modules, and β :
E1[1/p]→ E2[1/p] is an isomorphism. This is an exact category. It is an interesting question
to know whether one can relate the algebraic K-theory of CR to the K-theory of R.
B.2. Deperfection. Note that the perfect scheme Grµ = L
+G/L+G ∩ ̟µL+G̟−µ has
a canonical model Gr′µ. Namely, we have the pro-algebraic group L
+
p G, which induces a
canonical model of L+G ∩ ̟µL+G̟−µ as a reduced closed subgroup of L+p G, denote by
Γ0(̟
µ). Then Gr′µ = L
+
p G/Γ0(̟
µ) is a smooth quasi-projective variety over k. As Grµ is
open dense in Gr≤µ, the construction of Lemma A.14 gives rise to a model Gr
′
≤µ of Gr≤µ,
which is a proper algebraic space over k.
Conjecture III. The proper algebraic space Gr′≤µ is normal and Cohen-Macaulay.
An evidence of this conjecture is Lemma B.4.
Remark B.6. If λ < µ, there is the closed embedding Gr≤λ ⊂ Gr≤µ, which by Proposi-
tion A.17, is induced from some Gr′≤λ → Gr′≤µ. However, this latter map is not a closed
embedding and therefore we do not have a deperfection of the whole affine Grassmannian.
A natural question is whether Gr′≤µ has a natural moduli interpretation. We have no
idea how to answer this question. The following discussion provides some hints that this
might be an interesting question.
We consider G = GLn. As mentioned above, we do not know a moduli interpretation
of Gr
′
N := Gr
′
≤Nω1 . On the other hand, recall that there is the “Demazure resolution”
G˜rN → GrN and as in Lemma 1.18, GrN ⊂ G˜rN is open dense, so by the construction of
Lemma A.14 we also have a canonical model G˜r
′
N .
We do have a moduli interpretation of G˜r
′
N , as suggested by L. Xiao. For simplicity, we
assume that k = Fp. Fix h ≥ N . Let E/Qp be an unramified degree 2h extension, with
ring of integers OE = Zp2h . We fix an embedding τ0 : E → Qp, and let τi = σiτ0, where
σ : Qp → Qp is (a lift of) the Frobenius automorphism. Then τi+2h = τi.
Let X0 be a p-divisible group of height 2hn and of dimension hn over Fp, with an action
ι : OE → EndX0. We assume that the signature of (X0, ι) is (0, . . . , 0, n, . . . , n). I.e.
rk(LieX0)τi = 0 for i = 0, . . . , h− 1, where (LieX0)τi = LieX0 ⊗OE ,τi Fp.
We define a space MN,h ∈ SpFp as follows. For an Fp-algebra R, the set MN,h(R) classify
chains of isogenies of p-divisible groups with OE-actions on R,
(X0)R
φ1→ X1 → · · · φN→ XN ,
satisfying
(1) (Xi, ι) has signature (1, . . . , 1, 0 . . . , 0, n, . . . , n, n − 1 . . . , n − 1), where the first i
positions are n− 1s and the last i positions are 1s;
(2) deg φi = p
2i−1 for i = 1, . . . , N ;
(3) (dφi)j : (LieXi−1)τj → (LieXi)τj is the zero map for j = 0, . . . , h− 1; and
(4) (dφ∗i )j : (LieX
∗
i )τj → (LieX∗i−1)τj is the zero map for j = h, . . . , 2h− 1.
Note that the first two conditions imply that kerφi ⊂ Xi−1[p].
The first two conditions define a moduli scheme closely related to Rapoport-Zink spaces.
However, it is not irreducible in general (not even equidimensional) and the last two con-
ditions cut out MN,h inside it as an irreducible component. More precise, by induction we
have
Lemma B.7. The space Mi+1,h is a P
n−1-bundle over Mi,h, for i = 1, . . . , h. Therefore,
MN,h is represented by a smooth projective variety.
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Indeed, let Xunivi denote the universal p-divisible group on Mi,h appearing at the end of
the chain. Let M(Xunivi )
∗ denote the dual of the Lie algebra of the universal extension of
Xunivi by vector groups. Let M(X
univ
i )
∗
τj = M(X
univ
i )
∗ ⊗OE,τj Fp. Then we have a rank n
vector bundle Ei =M(X
univ
i )
∗
τ0 on Mi,h and Mi+1,h = P(Ei).
Proposition B.8. There is an isomorphism G˜r
′
N ≃MN,h.
Indeed, choosing a trivialization D(X0) ≃ W (k)n = E0, and using the argument as in
Proposition 3.12, one shows that Mp
−∞
N,h ≃ G˜rN given by sending X0 → · · · → XN to
D(XN )τ0 → · · · → D(X0)τ0 . On the other hand, there exists an open subscheme M˚N,h ⊂
MN,h parameterizing those chains such that the kernel of the map φN · · ·φ1 : X0 → XN is
not contained in X0[p
N−1] and one can show that M˚N,h ≃ Gr′N , compatible with G˜rN ≃
Mp
−∞
N,h . Then by Remark A.16, we have a projective birational universal homeomorphism
G˜r
′
N → MN,h. As MN,h is a smooth projective variety, we have G˜r
′
N ≃ MN,h. Details are
left to readers.
There is a line bundle on MN,h given by
L˜′det :=
N⊗
i=1
ω−p
i
XN ,τ−i
,
where ωXN ,τj = ∧top(LieXN )∗τj .
Lemma B.9. Under the map G˜rN ≃Mp
−∞
N,h
ε→MN,h, L˜det ≃ ε∗L˜′det.
Therefore, in view of Proposition B.2, Conjecture I would be a consequence of
Conjecture IV. The line bundle L˜′det on MN,h is semi-ample.
B.3. Example: G˜r2 → Gr2. We assume that p > 2 so that the Teichmu¨ller lifting of −1
is −1. The purpose here is to illustrate our the construction of §1.3 in the simplest but
non-trivial case: G = GL2, and N = 2. So we study G˜r2 → Gr2. We hope to convince the
readers that the bizzarre-looking construction is indeed reasonable. In particular, we show
that Gr2 is the perfection Gr
♭
2, and a model of G˜r2 → Gr2 can be regarded as a resolution
of the singularity of Gr2. We follow the notation of §1.3.
First, it is easy to understand G˜r2. Indeed, G˜r1 = P
1,p−∞ , over which there is E/p →
O2
P1,p
−∞ → OP1,p−∞ (1). Then G˜r2 = Pp
−∞
(E/p). From (1.4.1), we know that E/p fits into
the following exact sequence
0→ O(1)→ E/p→ O(−1)→ 0.
Then E/p ≃ O(1) ⊕ O(−1) (but this isomorphism is non-canonical). Therefore, G˜r2 is
isomorphic to Pp
−∞
(O(1)⊕O(−1)).
Next we consider Gr2. According to the previous subsection,
Gr2 = Gr2,3/L
3GL2.
Consider the scheme U = SpecR where R = k[x, y, z]/x2 − yz. There is a natural map
Up
−∞ → Gr2 given by
(x, y, z) 7→ (E0, A) where A =
(
p+ [x] −[y]
[z] p− [x]
)
∈ GL2(W (Rp−∞)[1/p]).
Lemma B.10. This is an open embedding.
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We write G for L3GL2 for simplicity. We lift U
p−∞ → Gr2 to Up−∞ → Gr2,3 as A 7→
(E0, A, id). Then we need to show that the action map Up−∞ × G → Gr2,3 is an open
embedding.
This will follow from the following lemma whose proof is based some linear algebra cal-
culation.
Lemma B.11. The subfunctor W ⊂ V2,3, such that for X ∈ W , there exists g ∈ G and
A =
(
p+ [x] −[y]
[z] p− [x]
)
with x2 = yz satisfying X = Ag, is an open subscheme. In addition,
for X ∈W , and write X = Ag, then such A is unique.
Proof. Let X =
(
a b
c d
)
∈ V2,3, and X∗ =
(
d −b
−c a
)
be its adjugate matrix. We expand
a = [a0] + p[a1] + p
2[a2], and similarly b, c, d. The condition that detX is divisible by p
2 is
translated into the following equations
(B.3.1) a0d0 = b0c0,
(
a1 b1
c1 d1
)(
d0 −b0
−c0 a0
)
+
(
a0 b0
c0 d0
)(
d1 −b1
−c1 a1
)
= 0.
I.e. V2,3 is represented by an open subscheme of the affine scheme defined by the equations
(B.3.1).
Now if there exists A, g such that X = Ag. Left multiplying the equation by X∗, we see
that
p2[λ]g−1 =
(
d −b
−c a
)(
p+ [x] −[y]
[z] p− [x]
)
.
The fact that the r.h.s. is divisible by p2, is translated into the following two matrix equations
in R.
(B.3.2)
(
d0 −b0
−c0 a0
)(
x −y
z −x
)
= 0,
(
d1 −b1
−c1 a1
)(
x −y
z −x
)
= −
(
d0 −b0
−c0 a0
)
.
In other words, a necessary condition for the existence of such (A, g) is that (B.3.2) has
solutions x, y, z.
Note that on the open subscheme W˜ of V2,3 defined by a1d1 − b1c1 ∈ R∗, we can solve
x, y, z uniquely as
(B.3.3)
(
x −y
z −x
)
=
1
b1c1 − a1d1
(
a1 b1
c1 d1
)(
d0 −b0
−c0 a0
)
One can use (B.3.1) to check that the above definition of (x, y, z) is valid and such defined
(x, y, z) satisfy (B.3.2).
Now, let X ∈ W˜ and A =
(
p+ [x] −[y]
[z] p− [x]
)
, where (x, y, z) is given by (B.3.3). Using
the lifting V2,3 → L+V2 as in Remark 1.12, we regard X and A as element in L+V2 ⊂ LGL2,
denoted by X˜ and A˜. Then
g˜ := X˜A˜−1 = p−2X˜A˜∗ ∈ LGL2
has determinant in O∗. But as (B.3.2) holds, the entries g˜ are in fact in O. Therefore,
g˜ ∈ L+GL. Let g = (g˜ mod p3), then X = Ag. In other words, for X ∈ W˜ , X = Ag
has solutions (A, g). In addition, such A is unique. Now, let W = W˜G be the minimal G-
invariant open subset of V2,3 containing W˜ . Then for every X ∈ W , X = Ag has solutions
and A is unique. On the other hand, if X = Ag, as A ∈ W˜ , X ∈ W . Therefore, W is
exactly the subfunctor of V2,3 such that X = Ag has a solution. The lemma follows. 
Now let V be the preimage of W under Gr2,3 → V2,3. Then Up−∞ × G → V is an
isomorphism. In fact, the uniqueness of A as in the lemma implies the injectivity of the map
AFFINE GRASSMANNIANS AND THE GEOMETRIC SATAKE IN MIXED CHARACTERISTIC 55
for any R-points. On the other hand, the definition of W together with an argument as in
Lemma 1.11 implies the surjectivity. Therefore the lemma holds.
In this case, one can show that the invertible sheaf L˜det on G˜r2 descends to an invertible
sheaf Ldet on Gr2. Namely, Let j : Gr2 → Gr2 be the open inclusion. We can restrict L˜det
to Gr2 ⊂ G˜r2. Then Ldet = j∗(Ldet|Gr2).
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