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Smooth and mixed Hessian valuations on convex
functions
Jonas Knoerr
We construct valuations on the space of finite-valued convex functions using
integration of differential forms over the differential cycle associated to a convex
function. We describe the kernel of this procedure and show, that the intersection of
this space of smooth valuations with the space of all dually epi-translation invariant
valuations on convex functions is dense in the latter. We also show that the same
holds true for the space spanned by mixed Hessian valuations. This is a version of
McMullen’s conjecture for valuations on convex functions.
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1 Introduction
Let V be a real vector space of dimension n and let K(V ) denote the set of all compact convex
subsets in V . Together with the Hausdorff metric, K(V ) becomes a complete metric space. A
functional µ : K(V )→ R is called a valuation, if
µ(K ∪ L) + µ(K ∩ L) = µ(K) + µ(L)
whenever K,L,K ∪ L ∈ K(V ). Let Val(V ) denote the space of all continuous valuations
on K(V ) that are in addition translation invariant, i.e. that satisfy µ(K + x) = µ(K) for
all K ∈ K(V ) and x ∈ V . The basic examples of such valuations are the mixed volumes
K 7→ vol(K[k], L1, . . . , Ln−k), where K ∈ K(V ) is taken with multiplicity k, which in fact
gives a complete description of Val(V ) up to closure.
Theorem 1.1 (McMullen conjecture, Alesker [2]). Equip Val(V ) with the topology of uniform
convergence on compact subsets. Then valuations of the form K 7→ vol(K[k], L1, . . . , Ln−k) for
L1, . . . , Lk ∈ K(V ), 0 ≤ k ≤ n, span a dense subspace of Val(V ).
We are interested in a functional analog of this theorem. The notion of valuation generalizes
as follows: Let X be a class of real valued functions. A functional µ : X → F into some
topological vector space F is called a valuation, if
µ(f ∨ h)) + µ(f ∧ h) = µ(f) + µ(g)
for all f, g ∈ X such that the pointwise maximum and minimum f ∨ h and f ∧ h belong to X.
Assuming that the functions in X are defined on some set A, the epi-graph of f ∈ X is given
by epi(f) := {(a, t) ∈ A× R : f(a) ≤ t}. Then
epi(f ∨ h) = epi(f) ∩ epi(h), epi(f ∧ h) = epi(f) ∪ epi(h)
for all f, h ∈ X. In this sense, a valuation on functions is a valuation on epi-graphs.
In recent years, valuations on a variety of well known classes of functions have been studied
and classified, including Sobolev-spaces [27, 28, 30], Lp-spaces [29, 35, 39, 40], quasi-concave
functions [8, 11, 12], Orlicz-spaces [26], functions of bounded variation [41], and convex func-
tions [5, 9, 13, 14, 15, 16, 25, 33, 34].
We will be interested on valuations on the space Conv(V,R) := {f : V → R : f convex}. This
is a closed subspace of the space of continuous functions on V (with respect to the topology
of uniform convergence on compact subsets), and thus a metrizable topological space.
Definition 1.2. For a locally convex vector space F let VConv(V, F ) denote the space of
continuous valuations µ : Conv(V,R) → F that are dually epi-translation invariant, i.e. that
satisfy
µ(f + λ+ c) = µ(f) for all f ∈ Conv(V,R), λ ∈ V ∗, c ∈ R.
We also set VConv(V ) := VConv(V,R).
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This invariance property is intimately tied to translation invariance: For a convex function
f : V → R, the Legendre transform of f is the function
f∗(y) := sup
x∈V
〈y, x〉 − f(x) for y ∈ V ∗,
which defines a convex (but not necessarily finite-valued) function on V ∗. The invariance
properties above correspond to the invariance of the valuation with respect to translations of
the epi-graph epi(f∗) in V ∗ × R. As a consequence, the classical McMullen decomposition for
Val(V, F ) induces a homogeneous decomposition of VConv(V, F ), as shown by Colesanti, Lud-
wig and Mussnig in [16] (see also [25]). Let VConvk(V, F ) denote the space of k-homogeneous
valuations, i.e. the space of all valuations µ ∈ VConv(V, F ) that satisfy µ(tf) = tkµ(f) for all
t ≥ 0, f ∈ Conv(V,R).
Theorem 1.3. VConv(V, F ) =
n⊕
k=0
VConvk(V, F ).
In [5], Alesker used the name VConv(V ) for the larger space of valuations invariant with
respect to the addition of linear functionals. The results of his paper rely on the construction
of a large number of examples, which turn out to also be invariant with respect to the addition
of constants. Thus these results also apply to the smaller space considered in this work.
Let us discuss these examples in more detail. We start with the following well known fact: If
W is a finite dimensional real vector space and φ : W → R is a homogeneous polynomial of
degree n, then there is a unique functional
φ¯ :W n → R
such that φ¯(x, . . . , x) = φ(x) for all x ∈ W . Assume that V carries a euclidean structure.
Applying this result to the determinant restricted to the space of symmetric endomorphisms
on V , we obtain the mixed determinant, which we will denote by det abusing notation.
Let Hf denote the Hessian of f with respect to the euclidean structure. Let A1, . . . , An−k ∈
Cc(V,H(V )) be compactly supported functions with values in the space of symmetric endo-
morphisms of V and φ0 ∈ Cc(V ). Consider the functional on Conv(V,R) ∩ C2(V ) given by
µ(f) :=
∫
V
φ0 det (Hf (x)[k], A1(x), . . . , An−k(x)) dx,
whereHf is taken with multiplicity k in the expression above. This functional extends uniquely
to an element of VConv(V ) by continuity. We will call any such valuation an Alesker valuation.
A slightly more general approach to this class of functionals uses the Hessian measures. Let
M(V ) denote the space of signed Radon measures on V equipped with the vague topology (i.e.
a sequence (µj)j of measures converges to µ if and only if
∫
φdµj →
∫
φdµ for all φ ∈ Cc(V )).
Given a Lebesgue measure vol∗ on V ∗ and f ∈ Conv(V,R) ∩ C2(V ) strictly convex, we can
consider the pushforward (df−1)∗ vol
∗ ∈ M(V ) by the inverse of its differential df : V → V ∗.
If we are using a euclidean structure to identify V ∼= V ∗ (such that vol∗ coincides with the
induced Lebesgue measure), this measure is given by
Conv(V,R) ∩ C2(V )→M(V )
f 7→
(
U 7→
∫
V
1U (x) det (Hf (x)) dx
)
,
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which extends uniquely to an n-homogeneous valuation Hessn ∈ VConvn(V,M(V )) (see for
example [5] or [13]). Note that this valuation only depends on the choice of vol∗ ∈ Dens(V ∗).
Due to the homogeneous decomposition,
(λ1, . . . , λn) 7→ Hessn
(
n∑
i=1
λifi
)
is a polynomial in λ1, . . . , λn ≥ 0 for all f1, . . . , fn ∈ Conv(V,R). By polarizing this expression
we obtain a multilinear functional Conv(V,R)n →M(V ), which we will denote by Hessn again.
Thus we can consider valuations of the form
µ(f) =
∫
V
φdHessn (f [k], f1, . . . , fn−k)
for φ ∈ Cc(V ), f1, . . . , fn−k ∈ Conv(V,R). Let us call such a valuation a mixed Hessian
valuation. It is not difficult to see that all Alesker valuations are linear combinations of mixed
Hessian valuations (see Section 7.2).
The main goal of this paper is a proof of a version of McMullen’s conjecture for dually epi-
translation invariant valuations. We equip VConv(V ) with the topology of uniform convergence
on compact subsets in Conv(V,R) (see [25] for a description of these subsets).
Theorem 1. Mixed Hessian valuations are dense in VConv(V ).
Let us comment on our approach: McMullen’s conjecture for Val(V ) follows directly from the
much stronger Irreducibility theorem proved by Alesker in [2], which describes the irreducible
submodules of Val(V ) as a representation of GL(V ). This approach also leads to various
descriptions of the dense subspace of smooth valuations, i.e. valuations µ ∈ Val(V ) such that
the map
GL(V )→ Val(V )
µ 7→ π(g)µ
is smooth. Here π(g)µ(K) := µ(g−1K) denotes the natural operation of GL(V ) on Val(V ).
Relevant for this paper are the representation of smooth valuations using integration of differ-
ential forms over the conormal cycle associated to a convex body, as well as a the valuations
in the image of a certain map used in the construction of the Alesker product.
Both of these constructions are intimately connected to the support function of a convex body
K ∈ K(V ), i.e. the convex function hK ∈ Conv(V ∗,R) defined by
hK(y) := sup
x∈K
〈y, x〉 for y ∈ V ∗.
Increasing the dimension by one, we obtain a map
T : VConv(V )→ Val(V ∗ × R)
µ 7→ [K 7→ µ(hK(·,−1))]
and it is not difficult to see that this map is continuous and injective. In [25], a description of
the image of this map was obtained using the vertical support introduced in the same paper.
Informally speaking, the vertical support of a valuation µ ∈ Val(V ) is a closed subset of the
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space P+(V
∗) of oriented lines in V ∗, that measures, whether a valuation changes under vari-
ations of a convex body in a chosen normal direction. The map T identifies VConv(V ) with
the subspace of valuations µ ∈ Val(V ∗ × R) with vertical support compactly contained in the
half sphere P+(V × R)− := {[(y,−1)] ∈ P+(V × R) : y ∈ V }. In fact, given a compact subset
A ⊂ P+(V ×R)−, the inverse of T is continuous on the subspace of valuations in Val(V ∗ ×R)
with vertical support contained in A. Thus any statement on the approximation of valuations
in Val(V ∗ × R), that is compatible with the vertical support (i.e. that allows for an approxi-
mation of a valuation in terms of a sequence of valuations whose vertical support is eventually
contained in an arbitrary small neighborhood of the vertical support of the limit), leads to
some density result for valuations in VConv(V ).
For smooth valuations, this is straight forward, see Section 3.1. To describe the corresponding
elements in VConv(V ), we use the differential cycle introduced by Fu in [17]. This cycle
associates to any convex function f ∈ Conv(V,R) an integral n-current D(f) on T ∗V , which
takes the role of the graph of the differential df : V → T ∗V if f ∈ Conv(V,R) is not C2.
This current defines a valuation with values in the space of integral currents on T ∗V and thus
induces real-valued valuations by integrating differential forms.
Let Ωnhc(T
∗V ) ⊂ Ωn(T ∗V ) denote the space of differential forms with horizontally compact
support, i.e. τ ∈ Ωnhc(T ∗V ) if and only if there exists a compact subset K ⊂ V such that
supp τ ⊂ π−1(K), where π : T ∗V → V denotes the natural projection.
We will call all valuations of the form f 7→ D(f)[τ ] for τ ∈ Ωnhc(T ∗V ) smooth. Note that such
a valuation is always invariant with respect to the addition of constants but not necessarily
with respect to the addition of linear functionals. Our first result describes the kernel of this
procedure. It involves a certain second order differential operator D¯, called the symplectic
Rumin operator on T ∗V (see Section 5.2 for the precise definition).
Theorem 2. τ ∈ Ωnhc(T ∗V ) satisfies D(f)[τ ] = 0 for all f ∈ Conv(V,R) if and only if
1. D¯ τ = 0,
2.
∫
V τ = 0 where we consider the zero section V →֒ T ∗V as a submanifold.
Let VConv(V )sm (and VConvk(V )
sm) denote the subspace of all smooth valuations, that
are in addition dually epi-translation invariant (and k-homogeneous). In Section 6 we show
that VConv(V )sm can indeed be identified with the space of smooth valuation in Val(V ∗×R),
that lie in the image of the embedding T : VConv(V ) → Val(V ∗ × R). The compatibility of
the approximation of general elements of Val(V ∗ × R) by smooth valuations from Section 3.1
then allows us to deduce the following density result.
Theorem 3. VConvk(V )
sm is dense in VConvk(V ).
This has the following interesting implication for the classification of valuations that satisfy
additional symmetries. Let G ⊂ GL(V ) be a subgroup. A valuation µ ∈ VConv(V ) is called G-
invariant, if µ(f ◦ g) = µ(f) for all g ∈ G and f ∈ Conv(V,R). Consider the space VConv(V )G
of G-invariant valuations.
Corollary 1.4. Let G ⊂ GL(V ) be a compact subgroup. VConv(V )G ∩VConv(V )sm is dense
in VConv(V )G.
5
Moreover, any G-invariant, smooth valuation can be represented by a smooth, G-invariant
differential form, if G operates by orientation preserving diffeomorphisms. This can be seen as
a first step towards Hadwiger-type theorems on dually epi-translation invariant valuations on
convex functions. For V = Rn and G = SO(n) this is straight forward, but will be deferred to
a future paper.
The proof of Theorem 3 relies on the representation of smooth valuations on convex bodies
by integration of smooth differential forms over the conormal cycle of a convex body and
the relation of this current to the differential cycle. To establish the density result for mixed
Hessian valuations, we use the second construction mentioned above: In [3] Alesker constructed
a continuous multilinear functional from smooth sections of a certain line bundle over P+(V
∗)
to Val(V )sm. It is induced by mapping a product of sections corresponding to support functions
to the mixed volume of the convex bodies involved.
By the Schwartz kernel theorem, this map extends to a continuous linear functional on smooth
sections on the tensor product bundle over the Cartesian product of copies of P+(V
∗) and
using results from representation theory, Alesker showed that this map is surjective. A close
look at the Schwartz kernel theorem shows, that this map expresses a smooth valuation as a
converging sum of mixed volumes.
To establish the corresponding statement for VConv(V )sm, we consider the continuous map
Cc(V )× C2c (V )k → VConvn−k(V )
(φ0, ψ1 . . . , ψk) 7→
[
f 7→
∫
V
φ0dHessn(f [n− k], ψ1, . . . , ψk)
]
.
Here Hessn(f [n− k], ψ1, . . . , ψk) is given by integrating det(Hf (x)[n − k],Hψ1(x), . . . ,Hψk(x)
for a twice differential function f , extended by continuity to a measure valued valuation on
Conv(V,R). This can also be defined by writing ψi as a difference of smooth convex functions
and considering this measure as a difference of mixed Hessian measures of the corresponding
functions.
After restricting this functional to smooth functions with compact support, we use the Schwartz
kernel theorem to extend it to a continuous linear map Θ¯k+1 : C
∞
c (V
k+1)→ VConvn−k(V ). To
see that its image is equal to the space of smooth valuations, we examine the interplay between
this map, the construction of smooth valuations used by Alesker, as well as the embedding
relating the two spaces of valuations. The key observation is that the surface area measure
of a convex body K ∈ K(V ∗ × R) is related to the Hessian measure of hK(·,−1) using a very
simple formula.
After establishing the necessary compatibility properties between all these structures, we obtain
the following stronger version of Theorem 1.
Theorem 4. For every µ ∈ VConvn−k(V )sm and every open neighborhood U of suppµ there
exist functions φji ∈ C∞c (U) for 0 ≤ i ≤ k, j ∈ N such that
µ(f) =
∞∑
j=1
∫
V
φ
j
0dHessn(f [n− k], φj1, . . . , φjk).
In particular, the space generated by smooth mixed Hessian valuations is dense in VConv(V )sm
and VConv(V ).
For the notion of support of a valuation µ ∈ VConv(V ) see Section 4.
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2 Preliminaries
Throughout this paper, V will denote a real vector space of dimension n. To simplify ar-
guments, we will at some points assume that V carries a euclidean structure, so that we can
identify the space P+(V
∗) of oriented lines in V ∗ with the unit sphere S(V ∗) ⊂ V ∗ with respect
to the induced metric. In addition, the closed ball with radius R > 0 around the origin will be
denoted by BR.
One of our main constructions uses the well known Schwartz kernel theorem. We will only
state the following basic version for the trivial line bundle over a finite dimensional vector
space.
Theorem 2.1 (L. Schwartz kernel theorem, [20]). Let F be a complete locally convex vector
space and let V,W be finite dimensional real vector spaces. For every continuous bilinear map
b : C∞c (V )× C∞c (W )→ F
there exists a unique continuous linear map
B : C∞c (V ×W )→ F,
such that B(f ⊗ h) = b(f, h) for all f ∈ C∞c (V ), h ∈ C∞c (W ).
At its heart, the Schwartz kernel theorem relies on the following proposition. We will state
a version for smooth sections of a vector bundles over compact manifolds as well as a version
for compactly supported sections on a finite dimensional real vector space.
Proposition 2.2. Let X1,X2 be two compact manifolds, E1 and E2 two finite dimensional
vector bundles over X1 and X2 respectively. For every N ∈ N there exists M ∈ N and
C > 0 such that the following holds: For every f ∈ C∞(X1 ×X2, E1 ⊠ E2) there exist sections
gj ∈ C∞(X1, E1), hj ∈ C∞(X2, E2) with
∞∑
j=1
||gj ||CN (X1) · ||hj ||CN (X2) ≤ C‖f‖CM (X1×X2),
such that
f =
∞∑
j=1
gj ⊗ hj .
Proposition 2.3. Let V1, V2 be two finite dimensional real vector spaces. For every compact
subset K ⊂ V1×V2 and every N ∈ N the following holds: There exists M ∈ N such that for all
open sets U1 ⊂ V1 and U2 ⊂ V2 with K ⊂ U1×U2 there exists a constant C = C(U1, U2,K,M),
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such that for all f ∈ C∞c (V1 × V2) with supp f ⊂ K there exist functions gj ∈ C∞c (U1),
hj ∈ C∞c (U2) with
∞∑
j=1
‖gj‖CN (V1) · ‖hj‖CN (V2) ≤ C‖f‖CM (V1×V2)
and
f =
∞∑
j=1
gj ⊗ hj ,
i.e. the sum converges absolutely in the CN -topology to f .
Note that these propositions imply, that a continuous linear map Φ : C∞c (V1×V2)→ F into
some locally convex vector space F is uniquely determined by its values on functions of the
form g ⊗ h ∈ C∞c (V1 × V2) for g ∈ C∞c (V1), h ∈ C∞c (V2). A similar statement holds in the
compact case.
3 Translation invariant valuations on convex bodies and their
vertical support
Let K(V ) denote the space of all compact, convex subsets of V . Equipped with the Hausdorff
metric, this becomes a complete, locally compact metric space. A functional µ : K(V )→ R is
called a valuation, if it satisfies
µ(K) + µ(L) = µ(K ∪ L) + µ(K ∩ L)
for all K,L ∈ K(V ) such that K ∪ L ∈ K(V ). Let us denote the space of all continuous,
translation invariant valuations on K(V ) by Val(V ). This space becomes a Fre´chet space with
respect to the topology of uniform convergence on compact subsets. Examples of continuous
translation invariant valuations on convex bodies include the Euler characteristic χ, which is
given by χ(K) = 1 for all L ∈ K(V ), the volume, or more generally the intrinsic volumes. One
of the most striking features is the following homogeneous decomposition.
Theorem 3.1 (McMullen [31]). For k ∈ R define Valk(V ) := {µ ∈ Val(V ) : µ(tK) =
tkµ(K) for K ∈ K(V ), t ≥ 0}. Then
Val(V ) =
dimV⊕
k=0
Valk(V ).
Elements of Valk(V ) are called k-homogeneous or homogeneous of degree k. Note that the
theorem implies that Val(V ) is actually a Banach space with respect to the norm
‖µ‖ := sup
K⊂B
|µ(K)|,
where B ∈ K(V ) is any convex body with non-empty interior.
Let us restate the homogeneous decomposition: For any valuation µ ∈ Val(V ), the map t 7→
µ(tK) is a polynomial in t ≥ 0 with degree bounded by the dimension of V . Starting with a
homogeneous element µ ∈ Valk(V ), this theorem allows us to define the polarization of µ. We
obtain a functional µ¯ : K(V )k → R with the following properties:
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1. µ¯ is a continuous valuation in each coordinate.
2. µ¯ is additive in each coordinate: For K,L,K2, . . . ,Kk ∈ K(V ):
µ¯(K + L,K2, . . . ,Kk) = µ¯(K,K2, . . . ,Kk) + µ¯(L,K2, . . . ,Kk).
3. µ¯(K, . . . ,K) = µ(K) for all K ∈ K(V ).
Note that the first two properties imply that µ¯ is 1-homogeneous in each coordinate. In
particular, µ¯ is essentially a multilinear functional, and it is easy to see that it extends to a
multilinear functional on differences of support functions. As every C2-function on the unit
sphere (with respect to some euclidean structure on V ) can be written as a difference of two
support functions, we obtain a functional on C2(S(V )), which turns out to be continuous. This
construction can also be done without the reference to a metric on V as follows:
Let P+(V
∗) denote the space of oriented lines in V ∗ and consider the line bundles L over
P+(V
∗) with fiber over l ∈ P+(V ∗) given by Ll := {h : l+ → R : h 1 − homogeneous}. Here
l+ ⊂ l \{0} is the positive half line induced by the orientation of l. Then any support function
of a convex body K ∈ K(V ) induces a continuous section hK of L by setting
[hK(l)](y) = sup
x∈K
y(x) for y ∈ l+.
Let C∞(P+(V
∗), L) denote the space of all smooth sections of L. Using the construction above,
we obtain a continuous, multilinear functional C∞(P+(V
∗), L)k → R. Applying the Schwartz
kernel theorem, we obtain the following result due to Goodey and Weil:
Theorem 3.2 (Goodey-Weil [21]). For every µ ∈ Valk(V ) there exists a unique distribution
GW(µ) ∈ D′(P+(V ∗)k, L⊠k), called the Goodey-Weil distribution of µ, such that
GW(µ) [hK1 ⊗ · · · ⊗ hKk ] = µ¯(K1, . . . ,Kk)
for all K ∈ K(V ) smooth and strictly convex.
In addition, the order of GW(µ) is uniformly bounded for all µ ∈ Valk(V ) and the map GW :
Valk(V )→ D′(P+(V ∗)k, L⊠k) is continuous and injective.
HereD′(P+(V ∗)k, L⊠k) denotes the space of all continuous functionals φ : C∞(P+(V ∗)k, L⊠k)→
R, where L⊠k is the line bundle over P+(V
∗)k whose fibers consist of the tensor products of
the corresponding fibers in L, and D′(P+(V ∗)k, L⊠k) is equipped with the strong topology.
Goodey and Weil used this embedding to prove McMullen’s conjecture for 1-homogeneous val-
uations. In [1] and [2], Alesker proved a stronger result using methods from representation
theory. Let Valk(V )
± := {µ ∈ Valk(V ) : µ(−K) = ±µ(K) for all K ∈ K(V )}.
Theorem 3.3 (Alesker [2]). The natural representation of GL(V ) on Valk(V )
± is irreducible.
Here g ∈ GL(V ) operates continuously on Val(V ) by [π(g)µ](K) := µ(g−1K) for K ∈ K(V )
and a representation of GL(V ) on some topological vector space is called irreducible, if the
only closed invariant subspaces are 0 and the whole space, i.e. an invariant subspace is either 0
or dense. The theorem directly implies McMullen’s conjecture, since one can construct linear
combinations of mixed volumes that intersect the spaces Val±k (V ) non-trivially, see [2].
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We are mostly interested in the subspace of smooth valuations. Recall that µ ∈ Val(V ) is
called smooth, if the map
GL(V )→ Val(V )
g 7→ π(g)µ
is a smooth map. It is a standard fact from representation theory (using a convolution argument
similar to the proof of Proposition 3.10 below), that the space of smooth valuations is dense
in Val(V ). It will be denoted by Val(V )sm and is naturally equipped with a Fre´chet topology
that is stronger than the subspace topology.
Due to the results of Alesker, we have various descriptions of Val(V )sm, two of which will be
used in this article. We will discuss them at the end of this chapter after we have discussed
the notion of vertical support of a valuation in Val(V ) introduced in [25].
3.1 Vertical support and approximation by smooth valuations
The definition of vertical support is based on the following observation due to Alesker.
Proposition 3.4 (Alesker [1] Proposition 3.3). For µ ∈ Valk(V ), the support of GW(µ) is
contained in the diagonal in P+(V
∗)k.
Definition 3.5 ([25]). For 1 ≤ k ≤ n, we define the vertical support of µ ∈ Valk(V ) to be the
set
v-suppµ :=
⋂
suppGW(µ)⊂∆A, A⊂P+(V ∗) compact
A.
Here ∆ : P+(V
∗) → P+(V ∗)k is the diagonal embedding. For k = 0, we set v-suppµ = ∅. If
µ =
∑n
i=0 µi is the homogeneous decomposition, we set v-suppµ :=
⋃n
i=0 v-suppµi.
We need the following properties of the vertical support.
Lemma 3.6 ([25] Lemma 6.13). If K,L ∈ K(V ) are two convex bodies with hK = hL on an
open neighborhood of v-suppµ, then µ(K) = µ(L).
Proposition 3.7 ([25] Proposition 6.14). Let µ ∈ Val(V ) and A ⊂ P+(V ∗) be a compact subset
with the following property: If K,L ∈ K(V ) are two convex functions with hK = hL on an
open neighborhood of A, then µ(K) = µ(L). Then the vertical support of µ is contained in A.
For A ⊂ P+(V ∗) let ValA(V ) denote the subspace of valuations with vertical support con-
tained in A.
Corollary 3.8 ([25] Corollary 6.15). Let A ⊂ P+(V ∗) be closed. Then ValA(V ) is a Banach
space.
Recall that GL(V ) operates on the line bundle L→ P+(V ∗) by g(l, y) := (gl, y ◦ g−1), where
gl is the oriented line induced by λ ◦ g−1 for λ ∈ l+. This induces an operation of GL(V ) on
C∞(P+(V
∗), L) by setting [(gf)(l)](y) := [f(g−1l)](y ◦ g) for f ∈ C∞(P+(V ∗), L), l ∈ P+(V ∗),
y ∈ l+.
Lemma 3.9. For g ∈ GL(V ), µ ∈ Val(V ), v-supp(π(g)µ) = g(v-suppµ).
10
Proof. Let K,L ∈ K(V ) be two convex bodies with hK = hL on a neighborhood U of
g(v-suppµ). For l ∈ g−1(U) and y ∈ l+[
hg−1K(l)
]
(y) = sup
x∈g−1K
y(x) = sup
x∈K
(y ◦ g−1)(x) = [hK(gl)]
(
y ◦ g−1)
=[hL(gl)] (gy) = [hg−1L(l)](y),
i.e. hg−1K = hg−1L on the neighborhood g
−1(U) of v-suppµ. By Lemma 3.6
[π(g)µ] (K) = µ(g−1K) = µ
(
g−1L
)
= [π(g)µ] (L),
so Proposition 3.7 implies v-supp(π(g)µ) ⊂ g(v-suppµ). As this is true for any g ∈ GL(V ),
the reverse inclusion follows from
g (v-suppµ) = g
(
v-supp
[
π
(
g−1
)
(π(g)µ)
]) ⊂ g (g−1 (v-supp (π(g)µ))) = v-supp(π(g)µ).
Proposition 3.10. Let A ⊂ P+(V ∗) be compact, B ⊂ P+(V ∗) a compact neighborhood of A.
Then the following holds: For every µ ∈ ValA(V ), there exists a sequence ValB(V )∩Val(V )sm
converging to µ.
Proof. Take a sequence of relatively compact open neighborhoods (Uj)j of the identity in
GL(V ) such that their diameter with respect to some Riemannian metric on GL(V ) converges
to zero. Given µ ∈ ValA(V ) and g ∈ Uj, Lemma 3.9 shows that v-supp(π(g)µ) ⊂ Uj · A. As
B is a neighborhood of A, the fact that the diameter of the neighborhoods (Uj)j converges
to zero implies that there exists N ∈ N such that Uj · A ⊂ B for all j ≥ N . In particular,
π(g)µ ∈ ValB(V ) for g ∈ Uj and j ≥ N by Lemma 3.9.
Now take φj ∈ C∞c (Uj) with
∫
GL(V ) φj(g)dg = 1 (where have have equipped GL(V ) with some
left invariant Haar measure) and consider the valuations
µj :=
∫
GL(V )
φj(g) · π(g)µ dg.
For j ≥ N , φj(g) · π(g)µ ∈ ValB(V ) for all g ∈ GL(V ) by construction. As this is a closed
subspace, we deduce µj ∈ ValB(V ) for all j ≥ N .
For h ∈ GL(V ) and j ≥ N ,
π(h)µj =
∫
GL(V )
φj(g) · π(hg)µ dg =
∫
GL(V )
φj(h
−1g) · π(g)µ dg
is just the convolution of the ValB(V )-valued continuous function g 7→ π(g)µ on GL(V ) and
the smooth function φj ∈ C∞c (GL(V )). In particular, h 7→ π(h)µj depends smoothly on h
and thus µj is a smooth valuation, i.e. µj ∈ ValB(V ) ∩Val(V )sm for j ≥ N . Obviously, (µj)j
converges to µ in Val(V ). The claim follows.
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3.2 Construction of smooth valuations using the Goodey-Weil embedding
In [3], Alesker considered a version of the following functional on convex bodies.
Dens(V )×K(V )k → Valn−k(V )
(vol, L1, . . . , Lk) 7→
[
K 7→ 1
k!
∂
∂λ1
∣∣∣
0
. . .
∂
∂λk
∣∣∣
0
vol
(
K +
k∑
i=1
λiLi
)]
.
It is easy to see, that this functional is additive in each component. By representing a section
φ ∈ C∞(P+(V ∗), L) as a difference of support functions similar as in the construction of the
Goodey-Weil embedding, this functional can be extended to a continuous multilinear functional
Θ˜k : Dens(V )×C∞(P+(V ∗), L)k → Valn−k(V ).
By the Schwartz kernel theorem, this induces a continuous linear functional
Θk : Dens(V )⊗ C∞(P+(V ∗)k, L⊠k)→ Valn−k(V ).
In fact even more is true:
Theorem 3.11 (Alesker [3] Corollary 1.9). Θk : Dens(V )⊗C∞(P+(V ∗)k, L⊠k)→ Valn−k(V )sm
is an epimorphism of Fre´chet spaces.
Note that the continuity of Θk : Dens(V ) ⊗ C∞(P+(V ∗)k, L⊠k) → Valn−k(V ) implies, that
there exists N ∈ N and C > 0 such that
‖Θk(f)‖ = sup
K⊂B1
|Θk(f)(K)| ≤ C‖f‖Dens(V )⊗CN (P+(V ∗)k ,L⊠k).
In particular, Θk extends to a continuous functional Dens(V )⊗CN (P+(V ∗)k, L⊠k)→ Valn−k(V ).
Proposition 3.12. For f ∈ Dens(V )⊗ C∞(P+(V ∗)k, L⊠k), h ∈ C∞(P+(V ∗)n−k, L⊠n−k):(
n
k
)
Θn(f ⊗ h) = GW(Θk(f))[h] · χ,
where χ ∈ Val0(V ) is the Euler characteristic.
Proof. As the Goodey-Weil embedding is continuous with respect to the strong topology, both
sides are jointly continuous as maps Dens(V )⊗C∞(P+(V ∗)k, L⊠k)×C∞(P+(V ∗)n−k, L⊠n−k)→
Val0(V ) ∼= R, where the last isomorphism is given by evaluating a valuation in {0} ∈ V . We
thus only need consider the case where
f = vol⊗hK1 ⊗ . . . hKk ,
h = hKk+1 ⊗ . . . hKn
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for K1, . . . ,Kn ∈ K(V ) smooth and strictly convex, vol ∈ Dens(V ). Evaluating both sides in
{0}, we obtain
GW (Θk (vol⊗hK1 ⊗ . . . hKk))
[
hKk+1 ⊗ . . . hKn
]
=
1
(n− k)!
∂
∂λk+1
∣∣∣
0
. . .
∂
∂λn
∣∣∣
0
Θk (vol⊗hK1 ⊗ . . . hKk)
(
{0} +
n∑
i=k+1
λiKi
)
=
1
(n− k)!
∂
∂λk+1
∣∣∣
0
. . .
∂
∂λn
∣∣∣
0
1
k!
∂
∂λ1
∣∣∣
0
. . .
∂
∂λk
∣∣∣
0
vol
(
{0}+
n∑
i=1
λiKi
)
=
n!
k!(n− k)!
1
n!
∂
∂λ1
∣∣∣
0
. . .
∂
∂λn
∣∣∣
0
vol
(
{0}+
n∑
i=1
λiKi
)
=
(
n
k
)
Θn (vol⊗hK1 ⊗ · · · ⊗ hKn) ({0}).
For a closed set A ⊂ P+(V ∗) let C∞A (P+(V ∗)k, L⊠k) denote the space of all sections of L
with support contained in Ak. We will prove the following refinement of Theorem 3.11:
Proposition 3.13. Let A ⊂ P+(V ∗) be a closed subset, B ⊂ P+(V ∗) a compact neighborhood
of A. Then the following holds: For every µ ∈ ValA(V ) ∩Valn−k(V )sm there exists a function
f ∈ Dens(V )⊗ C∞B (P+(V ∗)k, L⊠k) such that Θk(f) = µ.
Proof. Let φ ∈ C∞(P+(V ∗)) be a function with φ = 1 on A, suppφ ⊂ B. By Theorem 3.11 we
can find f ∈ Dens(V ) ⊗ C∞(P+(V ∗)k, L⊠k) such that Θk(f) = µ. We claim that f˜ := φ⊗k · f
satisfies Θk(f˜) = µ.
By Theorem 3.2, the order of GW(µ) is uniformly bounded by some M ∈ N. We can thus
extend GW(µ) to a continuous linear functional on CM(P+(V
∗)l, L⊠l) for all µ ∈ Vall(V ) and
all 0 ≤ l ≤ n. Following the remark to Theorem 3.11, we extend Θl to a continuous linear
functional Θl : Dens(V ) ⊗ CM(P+(V ∗)l, L⊠l) → Valn−l(V ) for all 0 ≤ l ≤ n (increasing M if
necessary). Using Proposition 2.2, we can write f as a converging sum (with respect to the
CM -topology)
f = vol⊗
∞∑
j=1
φ
j
1 ⊗ · · · ⊗ φjk,
with vol ∈ Dens(V ), φji ∈ C∞(P+(V ∗), L) and
∞∑
j=1
‖φj1‖CM (P+(V ∗),L) . . . ‖φjk‖CM (P+(V ∗),L) <∞.
Evaluating the Goodey-Weil distribution of Θk(f) in ψk+1, . . . ψn ∈ C∞(P+(V ∗), L) and using
Proposition 3.12 as well as the continuity of GW(µ) and Θk with respect to the C
M -topology,
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we see that
GW (Θk(f)) [ψk+1 ⊗ · · · ⊗ ψn] =
(
n
k
)
Θn (f ⊗ ψk+1 ⊗ · · · ⊗ ψn)χ({0})
=
(
n
k
) ∞∑
j=1
Θn
(
vol⊗φj1 ⊗ · · · ⊗ φjk ⊗ ψk+1 ⊗ · · · ⊗ ψn
)
({0})
=
(
n
k
) ∞∑
j=1
GW(vol)
[
φ
j
1 ⊗ · · · ⊗ φjk ⊗ ψk+1 ⊗ · · · ⊗ ψn
]
.
By definition, the support of GW(Θk(f)) is equal to ∆(v-suppΘk(f)), so
ψk+1 ⊗ · · · ⊗ ψn = (φ · ψk+1)⊗ · · · ⊗ (φ · ψn)
on a neighborhood of the support of GW(Θk(f)). Using the same argument as before, we
obtain
GW (Θk(f)) [ψk+1 ⊗ · · · ⊗ ψn] =GW(Θk(f)) [(φ · ψk+1)⊗ · · · ⊗ (φ · ψn)]
=
(
n
k
) ∞∑
j=1
GW(vol)
[
φ
j
1 ⊗ · · · ⊗ φjk ⊗ (φ · ψk+1)⊗ · · · ⊗ (φ · ψn)
]
.
Now note that
φ
j
1 ⊗ · · · ⊗ φjk ⊗ (φ · ψk+1)⊗ · · · ⊗ (φ · ψn) =
(
φ · φj1
)
⊗ · · · ⊗
(
φ · φjk
)
⊗ ψk+1 ⊗ · · · ⊗ ψn
on a neighborhood of the diagonal in P+(V
∗)n. Using again that the support of GW(vol) is
contained in the diagonal as well as the continuity of GW(vol) with respect to the CM -topology,
we arrive at
GW(Θk(f))[ψk+1 ⊗ · · · ⊗ ψn] =
(
n
k
) ∞∑
j=1
GW(vol)[(φ · φj1)⊗ · · · ⊗ (φ · φjk)⊗ ψk+1 ⊗ · · · ⊗ ψn]
=
(
n
k
)
GW(vol)

 ∞∑
j=1
(
φ · φj1
)
⊗ · · · ⊗
(
φ · φjk
)
⊗ ψk+1 ⊗ · · · ⊗ ψn


=
(
n
k
)
Θn
[
f˜ ⊗ ψk+1 ⊗ · · · ⊗ ψn
]
{0}
=GW
(
Θk
(
f˜
))
[ψk+1 ⊗ · · · ⊗ ψn] ,
where we have used Proposition 3.12 in the last two steps. Thus GW(Θk(f)) = GW(Θk(f˜))
and the injectivity of the Goodey-Weil embedding implies Θk(f˜) = Θk(f) = µ. Obviously f˜
has the desired property.
3.3 Construction of smooth valuations using the normal cycle
Let V be an oriented vector space. For a convex body K ∈ K(V ), the set
N*(K) := {(x, v) ∈ V × P+(V ∗) : v outer normal to K in x ∈ ∂K}
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is a Lipschitz submanifold of the co-sphere bundle V ×P+(V ∗) of dimension n−1, which carries
a natural orientation induced by the orientation of V and can thus be considered as an integral
current, called the conormal cycle of K. For a precise definition of this current, we refer to
[6] (see also [19] for results on the conormal cycle for arbitrary compact as well as subanalytic
sets).
For special cases of convex bodies, the conormal cycle admits a very simple description. Recall
that the support functional hK : V
∗ \ {0} → R is smooth for every smooth and strictly convex
body K ∈ K(V ). As it is 1-homogeneous, its differential dhK : V ∗ \ {0} → (V ∗)∗ ∼= V is
0-homogeneous and can thus be considered as a map dhK : P+(V
∗)→ V .
Lemma 3.14. If K ∈ K(V ) is smooth an strictly convex, then
N*(K) = (dhK × Id)∗ [P+(V ∗)] .
Let In−1(V ×P+(V ∗)) denote the space of integral currents of dimension n−1 in V ×P+(V ∗).
Proposition 3.15 (Alesker-Fu [6] Proposition 2.1.12). The map N* : K(V ) → In−1(V ×
P+(V
∗)) is continuous, where In−1(V × P+(V ∗)) is equipped with the locally flat topology.
Furthermore, N* is a valuation: For K,L ∈ K(V ):
N*(K) + N*(L) = N*(K ∪ L) + N*(K ∩ L) if K ∪ L ∈ K(V ).
Let Ωn−1(V × P+(V ∗))tr denote the space of translation invariant differential forms on V ×
P+(V
∗). From the previous proposition, one easily deduces that for a translation invariant
differential form τ ∈ Ωn−1(V × P+(V ∗)), the map
K(V )→ R
K 7→ N*(K)[τ ]
defines a continuous, translation invariant valuation on K(V ).
Set Ωk,n−k−1(V ×P+(V ∗))tr := ΛkV ⊗Ωn−k−1(P+(V ∗)). Then the space of translation invariant
differential n− 1-forms on SV decomposes as
Ωn−1(V × P+(V ∗))tr =
n−1⊕
k=0
Ωk,n−k−1(V × P+(V ∗))tr .
Theorem 3.16 (Alesker [4] Theorem 5.2.1). The map
Ωk,n−k−1(V × P+(V ∗))tr → Valk(V )sm
τ 7→ (K 7→ N(K)[τ ])
is surjective for 0 ≤ k ≤ n− 1.
The kernel of this map was described in [7]. It uses a certain second order differential operator
D : Ωn−1(V ×P+(V ∗))→ Ωn(V ×P+(V ∗)) defined on the contact manifold V ×P+(V ∗), which
is called the Rumin differential (see [37]).
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Theorem 3.17 (Bernig-Bro¨cker [7] Theorem 2.2). τ ∈ Ωk,n−k−1(V × P+(V ∗))tr induces the
trivial valuation, if and only if
1. Dτ = 0,
2. π∗τ = 0.
Here π : V ×P+(V ∗)→ V is the natural projection and π∗ : Ωn−1(V ×P+(V ∗))tr → C∞(V ) is
the fiber integration.
Note that the second condition is always satisfied for 1 ≤ k ≤ n− 1, while the first is always
true for k = 0 for degree reasons.
As we will need it in the following sections, let us discuss the Rumin differential in more detail.
On V × P+(V ∗), there exists a canonical distribution of hyperplanes H ⊂ T (V × P+(V ∗)),
given by
H(x,[v]) = ker(v ◦ dπ|(x,[v])) for (x, [v]) ∈ V × P+(V ∗).
Given a euclidean structure on V , we can identify P+(V
∗) ∼= S(V ∗). Then the hyperplane
distribution is given by the kernel of the no-where vanishing 1-form α ∈ Ω1(V × S(V ∗)):
α|(x,v) := 〈v, dπ·〉 for (x, v) ∈ V × S(V ∗).
The restriction of dα to each hyperplane is non-degenerate, so the distribution H is a contact
distribution. We will identify α with the corresponding 1-form on V × P+(V ∗). Due to the
non-degeneracy of dα on the contact hyperplanes, one can introduce a unique vector field R
on V × P+(V ∗) such that iRα = 1, iRdα = 0, which is called the Reeb vector field. Let us call
a form τ ∈ Ωk(V × P+(V ∗)) vertical, if its restriction to the contact distribution vanishes. It
is easy to see that this is equivalent to α ∧ τ = 0. Plugging in R, this yields τ = α ∧ iRτ for
vertical differential forms.
One can show that for any τ ∈ Ωn−1(V × P+(V ∗)), there exists a unique vertical form ξ, such
that d(τ + ξ) is vertical. In this case, the Rumin differential of τ is defined as Dτ := d(τ + ξ).
For the next proposition, we need the following notion: A smooth area measure is any map of
the form
K(V )× B(P+(V ∗))→ R
(K,U) 7→ (N(K)xπ−12 (U)) [ω],
where B(P+(V ∗)) is the family of Borel sets in P+(V ∗), ω ∈ Ωk,n−k−1(V × P+(V ∗))tr is a
translation invariant differential form, and π2 : V × P+(V ∗) → P+(V ∗) be the projection on
the second factor. In other words, a smooth area measure associates to every convex body a
signed measure on the unit sphere. It is known, that a differential form ω induces the trivial
measure, if and only if it is contained in the ideal generated by α and dα. We refer to [42] for
further details on smooth area measures.
Proposition 3.18. For 1 ≤ k ≤ n − 1 let ω ∈ Ωk,n−k−1(V × P+(V ∗))tr represent a smooth
valuation µ ∈ Valk(V )sm. Then v-suppµ = π2(suppDω).
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Proof. We will assume that we are given a euclidean structure on V , so we can work with the
induced structures. This also identifies C∞(P+(V
∗), L) ∼= C∞(P+(V ∗)).
Let us start by showing
GW(µ)(φ1 ⊗ · · · ⊗ φk) = 1
k!
N*(K) [(φ1iRD) . . . (φkiRD)ω]
=
1
k!
∫
{0}×P+(V ∗)
(φ1iRD) . . . (φkiRD)ω
for any K ∈ K(V ), φ1, . . . , φk ∈ C∞(P+(V ∗)). Wannerer observed in [42] Proposition 2.2 that
the following holds for every smooth strictly convex body L:
d
dt
|0µ(K + tL) = N*(K)[hLiRDω].
Iterating this formula for smooth convex bodies L1, . . . , Lk we obtain
GW(µ)(hL1 ⊗ · · · ⊗ hLk) =
1
k!
∂
∂λ1
|0 . . . ∂
∂λk
|0N*
(
K +
k∑
i=1
λiLi
)
[ω]
=
1
k!
N*(K) ([hL1iRD] . . . [hLk iRDω]) .
As GW(µ) is uniquely defined by its values on functions of the form hL1 ⊗ · · · ⊗ hLk , we see
that
GW(µ)(φ1 ⊗ · · · ⊗ φk) = 1
k!
N*(K) [(φ1iRD) . . . (φkiRD)ω]
for any K ∈ K(V ). Choosing K = {0}, we obtain the desired formula.
Let us show that v-suppµ ⊂ π2(Dω): Assume that one of the functions φi satisfies suppφi ∩
π2(Dω) = ∅. As the Goodey-Weil distribution of a valuation is symmetric, we can assume
i = k, so φkiRDω = 0. Thus the formula above implies GW(µ)(φ1 ⊗ · · · ⊗ φk) = 0 and we see
that suppGW(µ) ⊂ ∆(π2(suppDω)), i.e. v-suppµ ⊂ π2(suppDω).
For the reverse inclusion, let v ∈ π2(suppDω) be an arbitrary point, U an arbitrary neigh-
borhood of v ∈ P+(V ∗). We will construct functions φ1, . . . , φk with support in U such that
GW(µ)(φ1 ⊗ · · · ⊗ φk) 6= 0.
Let us start with φ1: Consider the area measure induced by iRDω. Let us show that the
restriction of iRDω to the contact distribution H is not contained in the ideal generated by α
and dα on any neighborhood of v. Using the Lefschetz decomposition (see Proposition 5.11),
this is equivalent to iRDω being primitive, i.e. to dα ∧ iRDω|H = 0 on the contact plane.
However, Dω = α ∧ iRDω is closed, so
0 = d(α ∧ iRDω) = dα ∧ iRDω − α ∧ diRDω.
Restricting the equation to the contact distribution, i.e. the kernel of α, we obtain the desired
result. We thus can find φ1 ∈ C∞c (U) such that N*(K)[φ1iRDω] 6= 0 for some K ∈ K(V ).
In particular, the valuation induced by the differential form ω1 := φ1 ∧ iRDω is non-trivial.
By construction, this differential form is of bidegree (k − 1, n − k), i.e. it defines a (k − 1)-
homogeneous valuation. Thus Dω1 6= 0 if k 6= 1 by Theorem 3.17. Obviously, π2(suppDω1) ⊂
U .
Repeating this construction, we obtain functions φ1, . . . , φk with the properties
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1. suppφi ⊂ U ,
2. ωi+1 := φi+1iRDωi defines a non-trivial valuation of degree k − i− 1.
By construction,
K 7→ N*(K)[ωk] = N*(K) [(φkiRD) . . . (φ1iRDω)]
is a 0-homogeneous non-trivial valuation, i.e. it is a constant multiple of the Euler character-
istic. Using the expression of the Goodey-Weil distribution derived above, we obtain
GW(µ)(φ1 ⊗ · · · ⊗ φk) = 1
k!
N*(K) [(φkiRD) . . . (φ1iRD)ω] 6= 0
for any K ∈ K(V ). As this is true for any neighborhood U of v, ∆(v) ∈ suppGW(µ), i.e.
v ∈ v-supp(µ).
4 Dually epi-translation invariant valuations
For a locally convex vector space F , let VConv(V, F ) denote the space of all continuous valu-
ations µ : Conv(V,R)→ F that are dually epi-translation invariant, i.e. that satisfy
µ(f + λ+ c) = µ(f) for all f ∈ Conv(V,R), λ ∈ V ∗, c ∈ R.
We equip VConv(V, F ) with the topology of uniform convergence on compact subsets in
Conv(V,R) (see [25] for a description of these subsets).
We will call a valuation µ ∈ VConv(V, F ) k-homogeneous or homogeneous of degree k, if
µ(tf) = tkµ(f) for all f ∈ Conv(V,R), t ≥ 0.
The space of k-homogeneous elements in VConv(V, F ) will be denoted by VConvk(V, F ). For
F = R we will also write VConv(V ) and VConvk(V ) for the corresponding spaces.
Using the McMullen-decomposition for continuous translation invariant valuations on convex
bodies, the following result can be proved (see [25], or [16] for F = R).
Theorem 4.1.
VConv(V, F ) =
n⊕
k=0
VConvk(V, F ).
This decomposition can be used to define the polarization of an element µ ∈ VConv(V, F ).
Theorem 4.2. For µ ∈ VConvk(V, F ), there exists a unique functional µ¯ : Conv(V,R) → F
with the following properties:
1. µ is symmetric.
2. µ is an additive valuation in each coordinate: For all f, h, f2, . . . , fk ∈ Conv(V,R):
µ(f + h, f2, . . . , fk) = µ(f, f2, . . . , fk) + µ(h, f2, . . . , fk).
3. µ(f) = µ¯(f, . . . , f) for all f ∈ Conv(V,R).
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Furthermore, µ¯ is jointly continuous.
Proof. See [25] Theorem 4.7 and Corollary 4.9. This was also shown in [16] Corollary 22 for
F = R.
We will also need the following estimate.
Lemma 4.3 ([25] Lemma 4.10). There exists a constant Ck > 0 such that the following holds:
If K ⊂ Conv(V,R) is compact, then
‖µ¯‖F ;K := sup
f1,...,fk∈K
|µ¯(f1, . . . , fk)|F ≤ Ck‖µ‖F ;K ′
for every semi-norm | · |F on F and all µ ∈ VConvk(V, F ), where
K ′ :=
k∑
j=1
j⋃
i=1
iK =


k∑
j=1
fj : fj ∈
j⋃
i=1
iK

 ⊂ Conv(V,R)
is compact and ‖µ‖F ;K ′ := sup
f∈K ′
|µ(f)|F .
As with the Goodey-Weil embedding for continuous translation invariant valuations, this
functional induces a distribution for every homogeneous valuation.
Theorem 4.4 ([25]). For every µ ∈ VConvk(V ) there exists a distribution GW(µ) ∈ D′(V k)
with compact support, which is uniquely defined by the property
GW(µ) [f1 ⊗ · · · ⊗ fk] = µ¯(f1, . . . , fk) for all f1, . . . , fk ∈ Conv(V,R) ∩ C∞(V ).
Furthermore, the distribution has support contained in the diagonal and its order is uniformly
bounded.
Abusing notation, this distribution will also be called the Goodey-Weil distribution of the
valuation µ. The induced map GW : VConvk(V ) → D′(V k), the Goodey-Weil embedding for
VConvk(V ), is injective and continuous. There also exists a version of the Goodey-Weil em-
bedding for VConv(V, F ) for an arbitrary locally convex vector space F (see [25]). Depending
on the topology of F , this distribution may not have compact support.
4.1 Support and topology
As with the vertical support, the Goodey-Weil distribution of a valuation µ ∈ VConvk(V ) can
be used to establish a notion of support for the underlying valuation (see [25]).
Definition 4.5. For 1 ≤ k ≤ n and µ ∈ VConvk(V ) let the support suppµ ⊂ V be the compact
set
suppµ :=
⋂
A⊂V closed, suppGW(µ)⊂∆A
A.
Here ∆ : V → V k is the diagonal embedding. For µ ∈ VConv0(V ), we set suppµ = ∅. If µ =∑n
i=0 µi is the homogeneous decomposition of µ ∈ VConv(V ) we set suppµ :=
⋃n
i=0 suppµi.
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While this definition relies on the Goodey-Weil embedding, we have the following intrinsic
characterization of the support of a valuation.
Proposition 4.6 ([25] Proposition 6.3). The support of µ ∈ VConv(V ) is minimal (with respect
to inclusion) amongst the closed sets A ⊂ V with the following property: If f, g ∈ Conv(V,R)
satisfy f = g on an open neighborhood of A, then µ(f) = µ(g).
It turns out that the support is a useful concept that simplifies the topology of VConv(V ).
For A ⊂ V compact, let VConvA(V ) denote the space of all valuations µ ∈ VConv(V ) with
suppµ ⊂ A. Then we have the following result:
Proposition 4.7 ([25] Corollary 6.10). The relative topology on VConvA(V ) is induced by
a continuous norm. Moreover, this norm equips VConvA(V ) with the structure of a Banach
space.
For a definition of this norm, see [25] Proposition 6.8.
4.2 Relation to valuations on convex bodies
The following construction will play an important role in the characterization of smooth valu-
ations on convex functions:
Theorem 4.8 ([25] Theorem 3.4). For µ ∈ VConv(V ) consider T (µ) ∈ Val(V ∗ × R) defined
by
T (µ)[K] := µ (hK(·,−1)) for K ∈ K(V ∗ × R).
Then T : VConv(V )→ Val(V ∗ × R) is well defined, continuous and injective.
The image of this map was described in [25]. It uses the smooth map
P : V → P+(V × R)
y 7→ [(y,−1)],
which is a diffeomorphism onto its image.
Theorem 4.9 ([25] Theorem 6.17). The image of T : VConvk(V ) → Valk(V ∗ × R) consists
precisely of the valuations in Valk(V
∗ × R) that have vertical support contained in the lower
half sphere P+(V × R)− := {[(y, s)] ∈ P+(V × R) : s < 0}. Moreover T : VConvA(V ) →
ValP (A)(V
∗ × R) is a topological isomorphism between Banach spaces for any compact subset
A ⊂ V .
4.3 The characteristic function
For µ ∈ VConv(V ) consider the map
S(µ) : V → Val(V ∗)
y 7→ [K 7→ µ (hK(·+ y))] .
As the map K(V ∗)→ Conv(V,R), K 7→ hK is continuous, this map is well defined.
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Lemma 4.10. S(µ) is a continuous function for all µ ∈ VConv(V ).
Proof. Let B ⊂ V ∗ be a convex body with non-empty interior. Recall that the topology of
Val(V ) is generated by the norm
‖φ‖ := sup
K⊂B
|µ(K)|.
Let us show that the map
R : K(V ∗)× V → Conv(V,R)
(K, y) 7→ hK(·+ y)
is continuous. Assume that (Kj , yj) is a convergent sequence in K(V ∗) × V with limit (K, y)
and let ǫ > 0 be given. Then
∣∣hKj(·+ yj)− (hK(·+ y))∣∣ ≤ ∣∣hKj(·+ yj)− hK(·+ yj)∣∣+ |hK(·+ yj)− hK(·+ y)| j→∞→ 0.
Here we have used that the sequence of functions (hKj )j converges uniformly on the compact
subset {yj : j ∈ N} ∪ {y}. We deduce that S(µ) = µ ◦ R is uniformly continuous on compact
subsets. In particular, we can find δ > 0 such that∣∣µ(hK(·+ y))− µ(hK(·+ y′))∣∣ ≤ ǫ ∀K ⊂ B, y, y′ ∈ V with |y − y′| < δ,
i.e. ‖S(µ)[y]− S(µ)[y′]‖ ≤ ǫ for all y, y′ ∈ V with |y − y′| < δ.
We thus obtain a map S : VConv(V )→ C(V,Val(V ∗)).
Proposition 4.11. S : VConv(V )→ C(V,Val(V ∗)) is injective.
Proof. This follows directly from the following lemma.
Lemma 4.12. Let µ ∈ VConv(V ). If µ(hK(· − y)) = 0 for all K ∈ K(V ∗) and y ∈ V , then
µ = 0.
Proof. See [13] Lemma 16.
Note that S is compatible with the degree decomposition on both spaces. We are mostly
interested in valuations of degree n. It is known that Valn(V
∗) is 1-dimensional and spanned
by a Lebesgue-measure (see [24]).
Definition 4.13. For µ ∈ VConvn(V ) we call S(µ) ∈ C(V,Valn(V ∗)) ∼= C(V )⊗Dens(V ∗) the
characteristic function of µ.
For the rest of this section, we will fix a scalar product on V and thus on V ∗. This also fixes
a normalization of the Hessian measure Hessn on V (see Section 7 for the definition).
We start with the following classification result.
Theorem 4.14 (Colesanti, Ludwig, Mussnig [16] Theorem 5). A valuation µ : Conv(V,R)→ R
is a continuous dually epi-translation invariant valuation on degree n if and only if there exists
φ ∈ Cc(V ) such that
µ(f) =
∫
V
φdHessn(f) ∀f ∈ Conv(V,R).
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Lemma 4.15. For y ∈ V , K ∈ K(V ∗): Hessn(hK(·+ y)) = vol(K)δy.
Proof. For y = 0 a sketch of proof can be found in [5]. The more general statement follows
from the observation, that the Hessian measure is equivariant with respect to translations: For
smooth f ∈ Conv(V,R), x ∈ V and φ ∈ Cc(V ) one calculates∫
V
φdHessn(f(·+ y)) =
∫
V
φ(x) det (Hf (x+ y)) dx =
∫
V
φ(x− y) det (Hf (x)) dx,
from which the general case follows by approximation.
Combining Lemma 4.15 with Theorem 4.14, we obtain:
Corollary 4.16. For µ ∈ VConvn(V ) given by µ(f) =
∫
V φdHessn(f) for f ∈ Conv(V,R) the
characteristic function is given by
S(µ)[y] = φ(y) · voln .
In particular, it has compact support.
5 Construction of valuations using the differential cycle
5.1 Properties of the differential cycle
In this section we summarize the basic facts concerning Monge-Ampe`re functions established
by Fu in [17]. For generalizations of these notions we also refer to [23]. Let V be an oriented
vector space with volume form vol ∈ ΛnV ∗ and let ωs denote the natural symplectic form on
T ∗V .
Theorem 5.1 (Fu [17] Theorem 2.0). Let f : V → R be a locally Lipschitzian function. There
exists at most one integral current S ∈ In(T ∗V ), such that
1. ∂S = 0,
2. Sxωs = 0,
3. S is locally vertically bounded,
4. S(φ(x, y) vol) =
∫
V
φ(x, df(x))dLn(x).
Note that the right hand side of the last equation is well defined due to Rademacher’s theorem.
If such a current exists, the function f is called Monge-Ampe`re. The corresponding current
is denoted by D(f) (it is denoted by [df ] in [17]) and is called the differential cycle of f .
Moreover, we have the following description of the support of D(f): Let ∂∗f : V → K(V ∗)
denote the unique multifunction such that df(x) ∈ ∂∗f(x) whenever f is differentiable at x ∈ V
(this is the generalized differential as defined by Clarke [10]).
Theorem 5.2 (Fu [17] Theorem 2.2.). If f : V → R is Monge-Ampe`re, then
suppD(f) ⊂ graph ∂∗f := {(x, y) ∈ T ∗V : y ∈ ∂∗f(x)} .
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In particular, given an open set U ⊂ V ,
suppD(f) ∩ π−1(U) ⊂ U ×Blip(f |U )(0),
where lip(f |U ) denotes the Lipschitz constant of f |U (with respect to some scalar product on
V ).
Let us summarize some additional properties.
Proposition 5.3 (Fu [17] Proposition 2.4). Let f be a Monge-Ampe`re function and φ ∈
C1,1(V ). Then f + φ is Monge-Ampe`re and
F (f + φ) = Gφ∗D(f),
where Gφ : T
∗V → T ∗V is given by (x, y) 7→ (x, y + dφ(x)).
Proposition 5.4. Let φ : V → V be a diffeomorphism of class C1,1. Then f ◦ φ is Monge-
Ampe`re and
D(f ◦ φ) =
(
φ#
)
∗
D(f),
if φ is orientation preserving and
D(f ◦ φ) = −
(
φ#
)
∗
D(f),
if φ is orientation reversing. Here φ# : T ∗V → T ∗V is given by (x, y) 7→ (φ−1(x), φ∗y).
For orientation preserving diffeomorphisms this was shown in [17] Proposition 2.5. The
second case follows with the same argument, taking into account that the last property in
Theorem 5.1 requires an additional sign.
Also note, that [17] remark 2.1 shows that for any c ∈ R\{0} and any Monge-Ampe`re function
f , cf is Monge-Ampe`re with
D(cf) = C∗D(f), (1)
where C : T ∗V → T ∗V is given by (x, y) 7→ (x, cy).
The differential current satisfies the following valuation property:
Proposition 5.5 (Fu [17] Proposition 2.9). Let f, g : V → R be locally Lipschitzian. If any
three of f , g, f ∨ g and f ∧ g are Monge-Ampe`re, then so is the fourth, and
D(f) +D(g) = D(f ∧ g) +D(f ∨ g).
By [17] Proposition 3.1 all convex functions are Monge-Ampe`re. We will now show that
D : Conv(V,R) → In(T ∗V ) is continuous with respect to the local flat metric topology on
In(T
∗V ), i.e. the topology induced by the family of semi-norms
‖T‖A,♭ := sup
{
|T (ω)| : suppω ⊂ A, ‖ω‖♭ ≤ 1
}
for T ∈ In(T ∗V ), where
‖ω‖♭ := max(‖ω‖0, ‖dω‖0) for ω ∈ Ωn(T ∗V ),
for A ⊂ T ∗V compact. The proof is based on the following approximation result.
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Proposition 5.6 (Fu [17] Proposition 2.7.). Let f1, f2, · · · : V → R be a sequence of Monge-
Ampe`re functions, and suppose that for each bounded open subset U ⊂ V there exists a constant
C such that
1. lip(fj |U ) ≤ C
2. Mπ−1(U)(D(fj)) ≤ C
for all j ∈ N. If f = lim
j→∞
fj in the C
0 topology, then f is Monge-Ampe`re, with
D(f) = lim
j→∞
D(fj)
in the local flat metric topology.
The two necessary bounds are established by the following two lemmas.
Lemma 5.7. Let f : V → R be a convex function, and let BR denote the ball of radius R > 0
in V . Then f |BR is Lipschitz-continuous with Lipschitz-constant bounded by 2||f |BR+1 ||∞.
Proof. This is a special case of [36] 9.14.
Lemma 5.8. For f ∈ Conv(V,R), Mπ−1(UR)(D(f)) ≤ 2NωN
∥∥f |UR+1∥∥N∞.
Proof. We will prove the following estimate:
Mπ−1(UR)(D(f + ǫ|x|2)) ≤ 2NωN
∥∥∥f + ǫ|x|2∣∣UR+1
∥∥∥N
∞
(1 + ǫ)
N
2 .
As D(f + ǫ|x|2) = Gǫ∗D(fj) for Gǫ(x, y) = (x, y + 2ǫx) due to Proposition 5.3, we see that
D(f + ǫ|x|2) converges to D(f) weakly for ǫ → 0, so the claim follows from the lower semi-
continuity of the mass norm.
Considering the mollifications (f+ǫ|x|2)h for h > 0, Fu observed in the proof of [17] Proposition
3.1. that in this case
Mπ−1(U)(D((f + ǫ|x|2)h)) ≤ ωNrN (1 + ǫ)
N
2
for any bounded open subset U ⊂ V where r > 0 can be chosen to be the Lipschitz constant of
f + ǫ|x|2 on {x ∈ V |d(x,U) < h}. For U = UR, we may thus choose r = 2||f + ǫ|x|2|UR+1+h ||∞
by Lemma 5.7. Now, the proof of [17] Proposition 3.1. shows that D((f + ǫ|x|2)h)→ D(f) in
the local flat metric topology for h→ 0, so in particular, D((f + ǫ|x|2)h) converges weakly to
D(f + ǫ|x|2). The lower semi-continuity of the mass norm thus implies
Mπ−1(UR)(D(f + ǫ|x|2)) ≤ ωN
(
2
∥∥∥f + ǫ|x|2∣∣UR+1
∥∥∥
∞
)N
(1 + ǫ)
N
2 .
Theorem 5.9. D : Conv(V,R)→ In(T ∗V ) is continuous with respect to the local flat topology
on In(T ∗V ).
Proof. If fj → f in Conv(V,R), their Lipschitz constants are locally uniformly bounded by
Lemma 5.7. The mass estimate from Lemma 5.8 shows that the mass of D(fj) is locally
uniformly bounded as well. Thus D(fj) → D(f) in the local flat topology by Proposition
5.6.
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Let Ωkhc(T
∗M) denote the space of all smooth k-forms ω on T ∗V with horizontally compact
support, i.e. suppω ⊂ π−1(K) for some compact set K ⊂ V .
Corollary 5.10. For each ω ∈ Ωnhc(T ∗V ), f 7→ D(f)[ω] defines a continuous valuation on
Conv(V,R).
Proof. Let K ⊂ V be a compact subset with suppω ⊂ π−1(K). As the support of the
differential cycle is vertically bounded, suppD(f)∩suppω is compact for every f ∈ Conv(V,R),
so D(f)[ω] is well defined for all f ∈ Conv(V,R). Furthermore, Proposition 5.5 shows that
this functional satisfies the valuations property.
To see that it is continuous, let (fj)j be a sequence in Conv(V,R) converging to f ∈ Conv(V,R)
uniformly on compact subsets. Choose R > 0 such that UR contains K. As fj → f uniformly
on UR, Lemma 5.7 implies that the Lipschitz constants of these functions are bounded on UR
by some L > 0. Now Theorem 5.2 shows that suppD(fj) ∩ π−1(UR) ⊂ UR × BL(0). Let A
be a compact neighborhood of UR × BL(0) and φ ∈ C∞c (T ∗V ) a function with φ = 1 on a
neighborhood of UR ×BL(0) and suppφ ⊂ A. Then
|D(fj)[ω]−D(f)[ω]| = |(D(fj)−D(f)) [φ · ω]| ≤ ‖D(fj)−D(f)‖A,♭ · ‖φ · ω‖♭ .
Now the claim follows from Theorem 5.9, as ||φ · ω||♭ <∞.
5.2 Kernel theorem
By the previous section, any ω ∈ Ωnhc(T ∗V ) defines a continuous valuation Conv(V,R) → R,
f 7→ D(f)[ω]. To decide which differential forms induce the trivial valuation, we will need a
symplectic version of the Rumin differential. The starting point is the Lefschetz decomposition
for the space of smooth k-forms on a symplectic manifold (see [22] Proposition 1.2.30).
Proposition 5.11. Let (M,ωs) be a symplectic manifold of dimension 2n and let L : Ω
∗(M)→
Ω∗(M), τ 7→ ωs ∧ τ be the Lefschetz operator.
For 0 ≤ k ≤ n let P k(M) := {τ ∈ Ωk(M) : Ln−k+1τ = 0} denote the space of primitive forms
on M . Then the following holds:
1. There exists a direct sum decomposition Ωk(M) =
⊕
i≥0 L
iP k−2i(M).
2. Ln−k : Ωk(M)→ Ω2n−k(M) is an isomorphism.
In particular L : Ωn−1(M)→ Ωn+1(M) is an isomorphism.
Definition 5.12. We define
d¯ : Ωn(M)→ Ωn−1(M), d¯τ := L−1dτ
D¯ : Ωn(M)→ Ωn(M), D¯ τ := dd¯τ = dL−1dτ
and call D¯ the symplectic Rumin operator.
Note that d¯ is a first order differential operator, while D¯ is of second order.
Proposition 5.13. D¯ and d¯ have the following properties:
1. D¯ τ is primitive for all τ ∈ Ωn(M).
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2. D¯ vanishes on multiples of ωs.
3. d¯ and D¯ vanish on closed forms.
4. If φ :M →M is a symplectomorphism, then d¯ and φ∗ commute. The same holds for D¯.
Proof. 1. As D¯ τ has degree n we only need to show that ωs ∧ D¯ τ = 0. Let ξ be the unique
element, such that dτ = ωs ∧ ξ, i.e. ξ = d¯τ = L−1dτ . Then ωs ∧ D¯ τ = ωs ∧ dL−1dτ =
d(ωs ∧ L−1dτ) = d2τ = 0, as ωs is closed.
2. If τ = ωs ∧ ξ, then D¯ τ = dL−1d(ωs ∧ ξ) = dL−1(ωs ∧ dξ) = d(dξ) = 0.
3. Trivial.
4. Set ξ = d¯τ , i.e. ωs ∧ ξ = dτ . Then
d(φ∗τ) = φ∗dτ = φ∗(ωs ∧ ξ) = ωs ∧ φ∗ξ = ωs ∧ φ∗d¯τ.
By dividing by ωs we obtain d¯(φ
∗τ) = φ∗d¯τ . D¯(φ∗τ) = φ∗ D¯ τ follows by applying d to
both sides.
For a euclidean vector space V consider the symplectic vector space V × V with symplectic
form ωs((v1, v2), (w1, w2) := 〈v1, w2〉 − 〈v2, w1〉. An isotropic subspace W ⊂ V × V is called
strictly positive, if there exists k orthogonal vectors u1, . . . , uk ∈ V such that W is spanned by
the vectors wi := (ui, λiui) where λi > 0 for all 1 ≤ i ≤ k. We will need the following lemma,
which is due to Bernig. It is an easy generalization of [7] Lemma 1.4.
Lemma 5.14. If τ ∈ Ωk(V ×V ) vanishes on all strictly positive isotropic subspaces, then τ is
a multiple of the symplectic form.
Proof of Theorem 2. To fix some notation, let µ := D(·)[τ ] be the valuation induced by τ . Let
us start by showing that the conditions above imply µ = 0. By continuity (see Corollary 5.10),
it is enough to show µ(f) = 0 for all f ∈ Conv(V,R) ∩ C∞(V ). Set ξ := d¯τ , i.e. ω ∧ ξ = dτ .
Then d(α ∧ ξ) = ω ∧ ξ − α ∧ dξ = dτ − α ∧ D¯ τ . Thus, if D¯ τ = 0, we have d(τ − α ∧ ξ) = 0.
Consider the valuation f 7→ D(f)[α ∧ ξ]. By the main result of [18], D(f)xα = D(f)xπ∗df , so
D(f)[α ∧ ξ] =D(f)[d(π∗f) ∧ ξ] = D(f)[d(π∗f ∧ ξ)− π∗f ∧ dξ]
=−D(f)[π∗f ∧ D¯ τ ] = 0.
Here we have used that D(f) is closed. Now observe that D(f) and [V × {0}] = D(0) belong
to the same homology class. Thus d(τ − α ∧ ξ) = 0 and D(f)[α ∧ ξ] = 0 imply
D(f)[τ ] = D(f)[τ − α ∧ ξ] = D(0)[τ − α ∧ ξ] =
∫
V
(τ − α ∧ ξ) =
∫
V
τ = 0,
as α|V = 0. Thus µ(f) = 0.
Now let us assume that µ = 0. Because
∫
V τ = D(0)[τ ] = 0, the second condition follows
directly.
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Let f be a smooth strictly convex function. Then D(f) is given by integration over the graph
of df . For g ∈ C∞c (V ) Proposition 5.3 shows that
0 = D(f + tg)[τ ] = Φtg∗D(f)[τ ] = D(f)[Φ
∗
tgτ ],
where Φtg : T
∗V → T ∗V , Φtg(x, y) = (x, y + tdg(x)). Differentiating, we obtain
0 = D(f)[LXgτ ] = D(f)[(d ◦ iXg + iXg ◦ d)τ ] = D(f)[iXgdτ ],
as D(f) is closed. Here Xg :=
d
dt |0Φtg. Using dτ = ωs ∧ d¯τ ,
0 = D(f)[iXg (ωs ∧ d¯τ)] = D(f)[ωs ∧ iXg d¯τ + iXgωs ∧ d¯τ ].
As D(f) is Lagrangian, the first term vanishes, so we are left with
0 = D(f)[iXgωs ∧ d¯τ ].
The map Φtg is a symplectomorphism and it is easy to see that Φ
∗
tgα = α+ tπ
∗dg. Differentiat-
ing, we obtain π∗dg = LXgα = iXgdα+ diXgα = −iXgωs. Here we have used that dπ(Xg) = 0,
i.e. iXgα = 0, as Φtg maps each fiber to itself. In particular,
0 = D(f)[d(π∗g) ∧ d¯τ ].
Using once again that D(f) is closed, we arrive at
0 = D(f)(π∗g ∧ dd¯τ) = D(f)(π∗g ∧ D¯ τ).
As this is true for all g ∈ C∞c (V ), D¯ τ vanishes on all spaces tangent to the graph of df .
We are now going to apply Lemma 5.14: Fix a euclidean structure on V and use the induced
isomorphism V × V ∗ ∼= V × V . It can be checked that this is a symplectomorphism. Fix a
point (x, y) ∈ T ∗V . We claim that the pullback of D¯ τ vanishes on all strictly positive isotropic
subspaces at the corresponding point in TV = V ×V . Given a strictly positive subspaceW we
thus need to find a function f ∈ Conv(V,R) ∩ C∞(V ) such that df(x) = y and such that the
tangent space to the graph of ∇f is exactly W . By definition, there exist orthonormal vectors
u1, . . . , un ∈ V and positive numbers λ1, . . . , λn such that W is spanned by wi = (ui, λiui).
With respect to the basis u1, . . . , un we obtain linear coordinates z1, . . . , zn on V , and we define
f ∈ Conv(V,R) ∩ C∞(V )
f(z) :=
n∑
i=1
1
2
λiz
2
i + (yi − λixi)zi,
where (y1, . . . , yn) are the coordinates with respect to the basis u1, . . . , un of the image of
y ∈ V ∗ in V under the isomorphism above. Then f has the desired properties. Using that D¯ τ
vanishes on all tangent spaces to the graph of df , we see that the pullback of D¯ τ to TV vanishes
on W . As this is true for all strictly positive isotropic subspaces and all (x, y) ∈ T ∗V ∼= V ×V ,
this pullback must be a multiple of the symplectic form due to Lemma 5.14. As T ∗V ∼= V ×V
are symplectomorphic, D¯ τ must be a multiple of the symplectic form on T ∗V as well. However,
D¯ τ is primitive due to Proposition 5.13, thus the Lefschetz decomposition in Proposition 5.11
implies D¯ τ = 0.
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Corollary 5.15. If τ ∈ Ωnhc(T ∗V ) satisfies D¯ τ = 0 then D(f)[τ ] =
∫
V τ for all f .
Proof. Choose φ ∈ C∞c (V ) such that
∫
V τ =
∫
V φ(x)dx. Then D¯(π
∗(φ ∧ vol)) = 0, as dπ∗(φ ∧
vol) = 0. By definition
∫
V (τ − π∗(φ ∧ vol)) = 0, so the valuations induced by τ and π∗(φ∧vol)
have to coincide by Theorem 2. But D(f)[π∗(φ ∧ vol)] = ∫V φ(x)dx = ∫V τ by the defining
property of the differential cycle.
Proposition 5.16. Let G ⊂ Aff(V ) be a subgroup and let µ = D(·)[τ ] be a G-invariant
valuation on Conv(V,R). Then g∗ D¯ τ = sign(det g)Dτ .
Proof. By Proposition 5.4 we have D(f ◦ g) = sign(det g)(g−1)∗D(f), where g ∈ G operates
on T ∗V by g(x, y) = (gx, y ◦ g−1), which is a symplectomorphism. Thus gµ is represented by
the differential form sign(det g)(g−1)∗τ . Proposition 5.13 implies D¯((g−1)∗τ) = (g−1)∗ D¯ τ for
all g ∈ G.
As τ induces a G-invariant valuation, τ − sign(det g)(g−1)∗τ induces the trivial valuation for
all g ∈ G. Thus
D¯ τ − sign(det g)(g−1)∗ D¯ τ = D¯ τ − D¯(sign(det g)(g−1)∗τ) = D¯(τ − sign(det g)(g−1)∗τ) = 0
for all g ∈ G by Theorem 2.
We will call a differential form on T ∗V linearly invariant, if it is invariant with respect to
translations in the second component of T ∗V ∼= V × V ∗.
Corollary 5.17. A differential form τ represents a dually epi-translation invariant valuation
µ if and only if D¯ τ is linearly invariant and
∫
V φ
∗
λτ =
∫
V τ for all λ ∈ V ∗, where φλ : T ∗V →
T ∗V , φ(x, y) = (x, y + λ).
Proof. By Proposition 5.3 D(f + λ) = φλ∗D(f). If µ is dually epi-translation invariant, this
implies that τ and φ∗λτ induce the same valuation µ. Theorem 2 shows D¯(τ − φ∗λτ) = 0 and∫
V φ
∗
λτ =
∫
V τ . But it is easy to see, that φλ is a symplectomorphism, so D¯ τ = φ
∗
λ D¯ τ by
Proposition 5.13, i.e. D¯ τ is linearly invariant.
Now if D¯ τ is linearly invariant, then D(τ) = D(φλτ) for all λ ∈ V ∗. Together with the
second property, Theorem 2 implies that τ and φ∗λτ induce the same valuation. Of course, any
valuation obtained from the differential cycle is invariant under the addition of constants, so
τ induces a dually epi-translation invariant valuation.
Consider the map mt : T
∗V → T ∗V , (x, y) 7→ (x, ty) for t > 0. We will call a differential
form τ on T ∗V homogeneous of degree k ∈ R if m∗t τ = tkτ for all t > 0.
Corollary 5.18. τ represents a smooth valuation µ homogeneous of degree k ≥ 0 if and only
if
1. D¯ τ is (k − 1)-homogeneous and ∫V τ = 0 if k 6= 0,
2. D¯ τ = 0 if k = 0.
In particular, τ induces a constant valuation if and only if D¯ τ = 0.
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Proof. Using equation (1), D(tf) = mt∗D(f). mt is not a symplectomorphism butm
∗
tωs = tωs,
i.e. we obtain a constant multiple of ωs. Set ξ = d¯τ , i.e. dτ = ωs ∧ ξ. Then we compute
d(m∗t τ) = m
∗
tdτ = m
∗
t (ωs ∧ ξ) = tωs ∧m∗t ξ
and thus d¯(m∗t τ) = tm
∗
t ξ = tm
∗
t d¯τ as well as D¯(m
∗
t τ) = d(tm
∗
t d¯τ) = tm
∗
t D¯ τ .
Let µ be k-homogeneous. Then
D(f)[m∗t τ ] = µ(tf) = t
kµ(f) = D(f)[tkτ ] for all f ∈ Conv(V,R).
Theorem 2 implies D¯(m∗t τ − tkτ) = 0 and using the computation above, we obtain tm∗t D¯ τ =
tk D¯ τ for all t > 0.
If k = 0, we obtain D¯ τ = 0 by considering the limit t→ 0 and thus µ is constant by Corollary
5.15. If k 6= 0, we can divide by t to obtain m∗t D¯ τ = tk−1 D¯ τ for all t > 0, i.e. D¯ τ is
(k − 1)-homogeneous. Obviously, ∫V τ = D(0)[τ ] = µ(0) = 0kµ(0) = 0 if k > 0.
Now assume that D¯ τ is k − 1 homogeneous, k 6= 0. With the same computation as before, we
conclude that D¯(m∗t τ − tkτ) = 0 for all t > 0. As
∫
V τ = 0 by assumption, m
∗
t τ and t
kτ induce
the same valuation by Theorem 2, i.e. µ(tf) = tkµ(f) for all t > 0.
If D¯ τ = 0, then µ is constant by Corollary 5.15 and in particular 0-homogeneous.
Let us also make the following observation:
Lemma 5.19. If τ ∈ Ωnhc(T ∗V ) induces a k-homogeneous valuation for k 6= 0, then
D(f)[τ ] =
1
k
D(f)
[
f D¯ τ
]
for all f ∈ Conv(V,R) ∩ C∞(V ).
Proof. Let Gf : T
∗V → T ∗V , (x, y) 7→ (x, y + df(x)). Using Proposition 5.3 we see that
(1 + t)kD(f)[τ ] = D(f + tf)[τ ] = D(f)
[
G∗tf τ
]
.
Differentiating at t = 0, we obtain with Xf =
d
dt |0Gtf
kD(f)[τ ] = D(f)
[LXf τ] = D(f) [iXfdτ] = D(f) [iXf (ωs ∧ d¯τ)] = D(f) [iXfωs ∧ d¯τ] .
As in the proof of Theorem 2, iXfωs = −π∗df , so we obtain
kD(f)[τ ] = −D(f) [df ∧ d¯τ] = D(f) [f ∧ D¯ τ] .
In the rest of this section, we will show that any dually epi-translation invariant valuation,
that can be represented by some (not necessarily invariant) differential form, can actually be
obtained by only considering linearly invariant differential forms.
Let Ωk,l = Ωkc (V ) ⊗ ΛlV ∗ ⊂ Ωk+lhc (T ∗V ) denote the space of differential forms of bidegree
(k, l) with horizontally compact support, that are in addition translation invariant in the
second component of T ∗V ∼= V × V ∗. The next lemma describes the image of D¯ : Ωn−k,k →
Ωn−(k−1),k−1. Recall, that the de Rham cohomology with compact support is given by
Hkc (R
n) ∼=
{
0 k 6= n,
R k = n.
This isomorphism is realized by the map [τ ] 7→ ∫
Rn
τ .
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Lemma 5.20. For 2 ≤ k ≤ n:
Im(D¯ : Ωn−k,k → Ωn−(k−1),k−1) = ker d ∩ kerL ∩ Ωn−(k−1),k−1.
For k = 1:
Im(D¯ : Ωn−1,1 → Ωn,0) =
{
π∗(φ ∧ vol) : φ ∈ C∞c ,
∫
V
φd vol =
∫
V
λφd vol = 0 ∀λ ∈ V ∗
}
.
Proof. Let us start with the case 2 ≤ k ≤ n. Examining the degrees and using Proposition
5.13, the image of D¯ is contained in the space on the right. For the converse, let τ ∈ ker d ∩
kerL∩Ωn−(k−1),k−1 be given. Choosing a basis ξi, 1 ≤ i ≤
(
n
k−1
)
, of Λk−1V ∗, we find differential
forms φi ∈ Ωn−(k−1)c (V ) such that
τ =
∑
i
ξi ∧ φi.
As τ is closed, 0 = (−1)k−1∑i ξi ∧ dφi and thus dφi = 0 for all i. Using Hn−(k−1)c (V ) = 0 for
2 ≤ k ≤ n, we see that there exists ψi ∈ Ωn−kc (V ) such that φi = (−1)k−1dψi. Set
ω :=
∑
i
ξi ∧ ψi,
i.e. τ = dω. Then dα ∧ ω is closed, as d(dα ∧ ω) = dα∧ dω = dα ∧ τ = 0 because τ belongs to
the kernel of L. We will need to find a linearly invariant n-form τ˜ such that dτ˜ = −dα ∧ ω.
Note that −dα∧ω ∈ Ωn+1(T ∗V ) is again a linearly invariant differential form, now of bidegree
(n − k + 1, k). If ξ˜i, i = 1, . . . ,
(
n
k
)
, denotes a basis of ΛkV ∗, there exist unique differential
forms φ˜i ∈ Ωn−k+1c (V ) such that
−dα ∧ ω =
∑
i
ξ˜i ∧ φ˜i.
As dα∧ω is closed, we obtain 0 = (−1)k∑i ξ˜i∧dφ˜i, i.e. dφ˜i = 0 for all i. UsingHn−k+1c (V ) = 0
for k 6= 1, we obtain ψ˜i ∈ Ωn−kc (V ) such that φ˜i = (−1)kdψ˜i. Then −dα ∧ ω = dτ˜ , where
τ˜ =
∑
i
ξ˜i ∧ ψ˜i ∈ Ωn−k,k.
Thus D¯ τ˜ = dω = τ .
For k = 1, choose linear coordinates (x1, . . . , xn) on V with induced coordinates (y1, . . . , yn)
on V ∗. Let φ ∈ C∞c (V ) be a function with
∫
V φd vol = 0. Then φ ∧ vol belongs to the
trivial cohomology class of Hnc (V )
∼= R, so there exists ω ∈ Ωn−1c (V ) such that φ ∧ vol = dω.
Now dα ∧ ω = d(α ∧ ω) − α ∧ dω. As dω is a multiple of π∗ vol, the second term vanishes,
and we are left with dα ∧ ω = d(α ∧ ω). Thus D¯(−α ∧ ω) = dω = π∗(φ ∧ vol). Moreover,
α ∧ ω = ∑ni=1 yiπ∗(φi vol) for some φi ∈ C∞c (V ). If we consider the valuation induced by
−α ∧ ω, the defining property of the differential cycle implies
D(f)[−α ∧ ω] = −D(f)
[
n∑
i=1
yiπ
∗(φi vol)
]
= −
n∑
i=1
∫
V
∂if(x)φi(x)dx. (2)
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On the other hand, Lemma 5.19 implies
D(f)[−α ∧ ω] = D(f) [f D¯(−α ∧ ω)] = D(f) [π∗(fφ ∧ vol)] = ∫
V
f(x)φ(x)dx
for all f ∈ Conv(V,R) ∩ C∞(V ). As ∫V φ(x)d vol = ∫V xiφ(x)d vol = 0 for all 1 ≤ i ≤ n,
D(·)[−α ∧ ω] is invariant under the addition of constant and linear functions. From equation
(2) we deduce 0 =
∑n
i=1 li
∫
V φid vol for all l = (l1, . . . , ln) ∈ V ∗, which implies
∫
V φid vol = 0
for all i = 1, . . . , n, i.e. φi ∧ vol is trivial in cohomology. Thus we can find ψi ∈ Ωn−1c (V ) such
that dψi = φi ∧ vol. In total, α ∧ ω =
∑n
i=1 yidψi = d(
∑n
i=1 yiψi)−
∑n
i=1 dyi ∧ ψi. Then τ :=∑n
i=1 dyi∧ψi ∈ Ωn−1,1 satisfies D¯ τ = D¯(−α∧ω+d(
∑n
i=1 yiψi)) = − D¯(α∧ω) = π∗(φ∧vol).
Theorem 5.21. Let VConv(V )sm ⊂ VConv(V ) denote the space of all dually epi-translation
invariant valuations of the form f 7→ D(f)[τ ] for some τ ∈ Ωnhc(T ∗V ). Then the following
holds:
1. The map Ωn−k,k → VConvk(V )sm, τ 7→ D(·)[τ ] is surjective for all 0 ≤ k ≤ n.
2. For 2 ≤ k ≤ n D¯ induces an isomorphism
VConvk(V )
sm ∼=Im(D¯ : Ωn−k,k → Ωn−(k−1),k−1)
= ker d ∩ kerL ∩ Ωn−(k−1),k−1.
3. For k = 1 D¯ induces an isomorphism
VConv1(V )
sm ∼=Im(D¯ : Ωn−1,1 → Ωn,0)
=
{
π∗(φ ∧ vol)|φ ∈ C∞c (V ),
∫
V
φd vol =
∫
V
(λ · φ)d vol = 0 ∀λ ∈ V ∗
}
.
Proof. As any k-homogeneous valuation of degree k > 0 vanishes in 0 ∈ Conv(V,R), a valuation
µ ∈ VConvk(V )sm is uniquely determined by D¯ τ , where τ is any smooth differential form
representing µ, due to Theorem 2. Thus 2. and 3. follow from 1. using Lemma 5.20.
For k = 0, the map in 1. is obviously surjective. Thus let k > 0. As remarked before,
any k-homogeneous valuation represented by τ ∈ Ωnhc(T ∗V ) vanishes in 0 and D¯ τ is linearly
invariant and k − 1-homogeneous. For k ≥ 2, this implies that D¯ τ belongs to the image of
D¯ : Ωn−k,k → Ωn−(k−1),k−1, so we find some τ˜ ∈ Ωn−k,k with D¯(τ − τ˜) = 0. Of course, any
such differential form satisfies
∫
V τ˜ = 0, so Theorem 2 implies that τ˜ and τ induce the same
valuation.
For k = 1, we need to show that D¯ τ = π∗(φ ∧ vol) is in the image of D¯ : Ωn−1,1 → Ωn,0.
However, this follows from the fact that D(·)[τ ] is dually epi-translation invariant together
with Lemma 5.19. With the same argument as before we find τ˜ ∈ Ωn−1,1 with D¯(τ − τ˜) = 0
and
∫
V τ˜ = 0 =
∫
V τ . Applying Theorem 2 again, we obtain the desired result.
Let us also add the following observation:
Lemma 5.22. Let µ ∈ VConv(V ) be a smooth valuation. For every function φ ∈ C∞(V ) (not
necessarily with compact support) there exists a unique smooth valuation µφ such that
µφ(f) =
d
dt
|0µ(f + tφ)
for all f ∈ Conv(V,R).
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Proof. First note that every smooth valuation naturally extends to a functional on all Monge-
Ampe`re functions, so the right hand side is well defined for all f ∈ Conv(V,R) by Proposition
5.3. If µ is represented by some differential form τ , then
d
dt
|0µ(f + tφ) = d
dt
|0D(f + tφ)[τ ] = d
dt
|0D(f)[Gtφτ ]
for Gtφ(x, y) := (x, y + tdφ(x)) by Proposition 5.3. Denoting Xφ :=
d
dt |0Gtφ, we see that
d
dt
|0µ(f + tφ) =D(f)
[LXφτ] = D(f) [iXφdτ] = D(f) [iXφ(ωs ∧ d¯τ)]
=D(f)
[
iXφωs ∧ d¯τ
]
= −D(f) [dφ ∧ d¯τ] = D(f) [φ D¯ τ] .
Thus f 7→ µφ(f) := D(f)
[
φ D¯ τ
]
is the desired smooth valuation.
6 Characterization of smooth valuations
Let us choose a scalar product on V with induced scalar product on V ∗ ∼= V and V × R. In
addition, let us fix an orientation on V (and thus V ∗). If vol ∈ ΛnV induces the orientation of
V ∗, we will equip V ∗ × R with the orientation induced by −dt ∧ vol, where dt is the standard
coordinate form on R. Consider the map
Q : (V ∗ ×R)× P+(V × R)− → V × V ∗ = T ∗V
(y, s, [(x, t)]) 7→
(
−x
t
, y
)
.
To simplify the notation, let E := V ∗ × R, such that Q : PE− := E × P+(E∗)− → T ∗V .
Proposition 6.1. Let K ∈ K(V ∗ × R). Then
Q∗
[
N*(K)|PE−
]
= D (hK(·,−1))
Proof. As suppN*(K) ⊂ K × P+(E), Q is proper on the support of N*(K)
∣∣
PE−
. Now observe
that both sides depend continuously on K in the weak topology by Proposition 3.15 and
Theorem 5.9. It is thus enough to prove the equation for K ∈ K(E) smooth and strictly
convex. In this case, the support function of K is smooth outside of 0 and
N*(K) = (dhK × Id)∗ [P+(E∗)] .
Therefore we need to consider the map
Q ◦ (dhK × Id) : P+(E∗)− → V × V ∗
[(x, t)] 7→
(
−x
t
, ∂1hK(x, t)
)
,
where ∂1hK = (∂x1hK , . . . , ∂xNhK). hK is 1-homogeneous, so ∂1hK(x, t) = ∂1hK(−xt ,−1) =
dfK(−xt ) for fK = hK(·,−1). Thus
Q ◦ (dhK × Id) ([(x, t)]) =
(
−x
t
, dfK
(
−x
t
))
for all [(x, t)] ∈ P+(E∗)−. The map P+(E∗)− → V , [(x, t)] 7→ −xt is a diffeomorphism and it is
easy to see that it is orientation preserving for our choice of orientation. As D(hK(·,−1)) is
given by integration over the graph of dfK(·,−1), we see that both currents coincide.
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Let us choose linear orthonormal coordinates x1, . . . , xn on V with induced coordinates
(y1, . . . , yn) on V
∗. We will denote the induced contact form on E × P+(E∗) by αE , ωE :=
−dαE . Then αE = sdt +
∑n
i=1 xidyi with respect to the coordinates (y, s, x, t) on V
∗ × R ×
S(V × R) ∼= V ∗ × R× P+(V × R).
Lemma 6.2. Let ω ∈ Ωk(E×P+(E∗)) be a translation invariant differential form. Then there
exists a differential form ω′ ∈ Ωk(T ∗V ) such that ω −Q∗ω′ is vertical on E × P+(E∗)−, i.e. a
multiple of the contact form αE.
Proof. Any translation invariant differential form ω on E×P+(E∗) can be written as a sum of
terms of the form ds∧ dyI ∧ τ or dyI ∧ τ , where τ is a form on P+(V ×R) of degree k− |I| − 1
or k − |I| respectively. As αE = tds+
∑n
j=1 xjdyj, we can replace ds by −1t
∑n
j=1 xjdyj while
picking up a multiple of αE .
Thus we can assume that ω only consists of terms of the form dyI ∧ τ with τ ∈ Ω∗(P+(V ×R)),
i.e. ω is the pullback of a form ω˜ on V ∗×P+(V ×R). Obviously, Q˜ : V ∗×P+(V ×R)− → T ∗V ,
(y, [(x, t)]) 7→ (−xt , y) is a diffeomorphism, so if we denote by π˜ : V × R × P+(V × R)− →
V ∗× P+(V ×R)− the obvious projection, we see that Q˜ ◦ π˜ = Q. The claim follows by setting
ω′ := (Q˜−1)∗ω˜.
Due to the kernel theorems 3.17 and 2, a smooth valuation is (up to its 0-homogeneous
component) uniquely defined by the (symplectic) Rumin differential of a representing form.
We will thus need the following compatibility between the two versions of the differential.
Corollary 6.3. For any smooth differential form τ ∈ Ωn(T ∗V ): DQ∗τ = −1tαE ∧Q∗ D¯ τ .
Proof. Let ωV denote the symplectic form on T
∗V . A short calculation shows Q∗ωV =
1
tωE +
1
t2
dt ∧ αE . Let ξ ∈ Ωn−1(T ∗V ) be the unique form with ωV ∧ ξ = dτ . Pulling back this
equation, we see that
dQ∗τ = Q∗ωV ∧Q∗ξ = 1
t
ωE ∧Q∗ξ + 1
t2
dt ∧ αE ∧Q∗ξ.
Restricting this equation to the contact distribution H in E × S(E), we obtain
dQ∗τ |H = 1
t
ωE ∧Q∗ξ|H = ωE|H ∧ 1
t
Q∗ξ|H .
This implies
d(Q∗τ + αE ∧ 1
t
Q∗ξ) =dQ∗τ − ωE ∧ 1
t
Q∗ξ − αE ∧ d(1
t
Q∗ξ)
=− 1
t2
αE ∧ dt ∧Q∗ξ + 1
t2
αE ∧ dt ∧Q∗ξ − αE ∧ 1
t
dQ∗ξ
=− 1
t
αE ∧Q∗dξ = −1
t
αE ∧Q∗ D¯ τ,
which is vertical. Thus D(Q∗τ) = d(Q∗τ + αE ∧ 1tQ∗ξ) = −1tαE ∧Q∗ D¯ τ .
Proposition 6.4. Let µ ∈ VConv(V ) be a valuation, such that T (µ) ∈ Val(V ∗ × R)sm. Then
there exists a differential form τ ∈ Ωnhc(T ∗V ) such that
µ(f) = D(f)[τ ] ∀f ∈ Conv(V,R).
In particular µ ∈ VConv(V )sm if and only if T (µ) ∈ Val(V ∗ × R)sm.
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Proof. Using the homogeneous decomposition, we can assume that µ is homogeneous of degree
1 ≤ k ≤ n. As T (µ) is a smooth valuation, it can be represented by a smooth differential form
ω ∈ E × P+(E∗). Using Lemma 6.2, we can find a differential form ω′ ∈ Ωn(T ∗V ) such that
ω−Q∗ω′ differ by a multiple of α on E×P+(E∗)−. Applying the Rumin differential and using
Corollary 6.3, we obtain
Dω = DQ∗ω′ = −1
t
α ∧Q∗ D¯ω′ on E × P+(E∗)−.
By Theorem 4.9, the support of T (µ) is compactly contained in P+(E
∗)−. From Proposition
3.18 we deduce that Dω has support compactly contained in E×P+(E∗)−, so the same applies
to Q∗ D¯ω′. Thus the support of D¯ω′ is horizontally compact. By construction, this is a linearly
invariant form of bidegree (n + 1 − k, k − 1). Using Lemma 5.20, we find a linearly invariant
form τ ∈ Ωn−k,k ⊂ Ωnhc(T ∗V ) such that D¯ τ = D¯ω. It remains to see that µ is represented by
the differential form τ . Observe that
Dω = −1
t
α ∧Q∗ D¯ω′ = −1
t
α ∧Q∗ D¯ τ = D(Q∗τ) on E × P+(E∗)−.
By extending Q∗τ trivially to E×P+(E∗), we see that this equation holds on the whole space,
so Theorem 3.17 implies that ω and Q∗τ induces the same valuation (note that the second
property in Theorem 3.17 is satisfied as the degree of our valuation is positive). In particular
T (µ)(K) =N*(K)(ω) = N*(K)(Q∗τ) =
[
N*(K)
∣∣
E×P+(E∗)−
]
(Q∗τ)
=D (hK(·,−1)) (τ) = T (D(·)[τ ]) (K)
for any K ∈ K(V ∗ × R), where we have used Proposition 6.1. The injectivity of T implies
µ = D(·)[τ ].
It remains to see that any valuation µ ∈ VConv(V )sm satisfies T (µ) ∈ Val(V ∗ × R)sm. This
follows directly from Proposition 6.1 and the characterization of Val(V ∗ × R)sm in Theorem
3.16.
We will now prove a refinement of Theorem 3.
Theorem 6.5. VConv(V )sm is dense in VConv(V ). More precisely, the following holds: For
every compact set A ⊂ V and every compact neighborhood B ⊂ V of A, there exists a sequence
(µj)j in VConvB(V )
sm such that (µj)j converges to µ.
Proof. Let µ ∈ VConvA(V ) be given and consider the following commutative diagram with
the diffeomorphism
P : V → P+(V × R)−
v 7→ [(v,−1)]
from Section 4.2:
VConvA(V ) ValP (A)(V
∗ × R)
VConvB(V ) ValP (B)(V
∗ × R)
T
T
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The vertical maps are the natural inclusions, while the horizontal maps are topological isomor-
phisms due to Theorem 4.9. As P is a diffeomorphism, P (B) is a compact neighborhood of
P (A), so using Proposition 3.10, we can find a sequence (µj) in ValP (B)(V
∗×R)∩Val(V ∗×R)sm
such that (µj) converges to T (µ). Then (T
−1(µj))j is a sequence in VConvB(V ) that converges
to µ in VConvB(V ) and by Proposition 6.4, T
−1(µj) ∈ VConv(V )sm. The claim follows.
Corollary 6.6. Let G ⊂ GL(V ) be a compact subgroup. Then the space of smooth G-invariant
valuations is dense in the space of G-invariant elements of VConv(V ).
Proof. Without loss of generality we can assume that G is a subgroup of O(n), V = Rn. Let
µ be a G-invariant valuation and let R > 0 be such that BR is a neighborhood of suppµ.
From Proposition 4.6, it is easy to deduce that G maps an element of VConvBR(R
n) to an
element of the same space. Using Theorem 6.5, choose a sequence (µj)j of smooth valuations
converging to µ, such that the supports of the valuations µj are all contained in BR. By
the previous theorem, each µ can be represented by a linearly invariant differential form ωj.
By averaging µj with respect to the Haar measure, we obtain a G-invariant valuation µ˜j ∈
VConvBR(R
n). We claim that this valuation is induced by the differential form ω˜j obtained
by averaging g 7→ sign(det g)(g−1)∗ωj with respect to the Haar measure. Using the relation
D(f ◦ g)[τ ] = sign(det g)D(f)[(g−1)∗τ ] from Proposition 5.4, this is easily verified. Thus µ˜j is
a smooth G-invariant valuation.
It is easy to see, that G acts continuously on VConvBR(R
n), i.e. the map
G×VConvBR(Rn)→ VConvBR(Rn)
(g, µ) 7→ [f 7→ (g · µ)(f) := µ(f ◦ g)]
is continuous. As VConvBR(V
∗) is a Banach space due to Proposition 4.7, the principle of
uniform boundedness implies that there exists C > 0 such that
‖g · µ‖ ≤ C‖µ‖ ∀g ∈ G,µ ∈ VConvBR(Rn)
(in fact, G acts by isometries, see the definition of the norms in [25]), were ‖ · ‖ denotes the
corresponding norm on VConvBR(R
n). We thus obtain
‖µ− µ˜j‖ =
∥∥∥∥
∫
G
g · (µ − µj)dg
∥∥∥∥ ≤
∫
G
‖g · (µ − µj)‖ dg ≤
∫
G
C ‖µ− µj‖ dg = C ‖µ− µj‖ .
Thus (µ˜j)j is a sequence of smooth G-invariant valuations converging to µ.
7 Mixed Hessian valuations
Let V be a euclidean vector space. As a combination of the results from [13], we obtain the
following:
Theorem 7.1 (Colesanti-Ludwig-Mussnig [13]). There exists a unique valuation Hessn ∈
VConvn(V,M(V )) such that∫
V
φdHessn(f) =
∫
V
φ(x) det (Hf (x)) dx ∀f ∈ Conv(V,R) ∩ C2(V ),∀φ ∈ Cc(V ).
We will call Hessn the Hessian measure.
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Abusing notation, let us denote the polarization of this valuation by Hessn(f1, . . . , fn) ∈
M(V ). Using the additivity of the polarization, it is easy to see that we can extend this
functional to multilinear functional on differences of convex functions (see the proof of Propo-
sition 7.9 or [25] for an explicit formula). This applies in particular to ψ1, . . . ψk ∈ C∞c (V ),
so we can consider the valuation Hessn(·[n − k], ψ1, . . . , ψk) ∈ VConvn−k(V,M(V )). If f ∈
Conv(V,R) ∩ C2(V ), then this valuation is given by∫
V
φdHess (f [n− k], ψ1, . . . , ψk) =
∫
V
φ(x) det (Hf (x)[n− k],Hψ1(x), . . . ,Hφk(x)) dx,
where det denotes the mixed determinant and is thus an Alesker valuation.
7.1 Relating the Hessian measure of top degree and the surface area measure
Throughout this section, let us assume that V carries some euclidean structure, which induces
a normalization of the Hessian measure Hessn. In addition, we will use the metric to identity
V ∼= V ∗. For support functions, this implies hK(gx) = hgTK(x) for all K ∈ K(V ), x ∈ V and
g ∈ GL(V ).
Let us recall the following well known theorem.
Theorem 7.2. For every K ∈ K(V ), there exists a measure Sn−1(K) on S(V ∗) called the
surface area measure, which as a measure-valued map on K(V ) is uniquely determined by the
following properties:
1. If K is a polytope with non-empty interior and unit normals {u1, . . . , us} ⊂ P+(V ∗), then
Sn−1(K) =
s∑
i=1
voln−1(F (K,ui))δui .
Here F (K,ui) is the face in direction ui.
2. If a sequence (Kj)j converges to K with respect to the Hausdorff metric, then Sn−1(Kj)
converges weakly to Sn−1(K).
Usually, the surface area measure is interpreted as a measure on the unit sphere in V . The
main reason for our alternative approach is the following characterization in terms of support
functions.
Lemma 7.3. For K,L ∈ K(V ):
d
dt
voln(K + tL) =
1
n
∫
S(V ∗)
hLdSn−1(K).
Proof. See [38] 5.1.7.
These measures also play an important role in the characterization of Valn−1(V ).
Theorem 7.4 (McMullen [32]). For every µ ∈ Valn−1(V ) there exists a function f ∈ C(S(V ∗))
such that
µ(K) =
∫
S(V ∗)
fdSn−1(K) ∀K ∈ K(V ).
Furthermore, this function is unique up to the restriction of linear functionals.
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Let µ ∈ VConvn(V ). Then T (µ) ∈ Valn(V ∗ ×R) and thus can be written as
T (µ) =
∫
S(V×R)
fdSn(·) (3)
for some function f ∈ C(S(V × R)) by McMullen’s characterization. On the other hand,
Theorem 4.14 shows that µ =
∫
V φdHessn. The next lemma shows how these two functions
are related.
Lemma 7.5. If µ =
∫
V φdHessn for φ ∈ Cc(V ) and T (µ) =
∫
S(V×R) fdSn for a function
f ∈ C(S(V × R)), then
φ(y) =
√
1 + |y|2 ·
[
f
(
y√
1 + |y|2 ,−
1√
1 + |y|2
)
+ f
(
− y√
1 + |y|2 ,
1√
1 + |y|2
)]
.
Proof. First note that Theorem 7.2 implies that
T (µ)[P ] = [f(u0) + f(−u0)] voln(P ) for all P ∈ K(ker u0),
where u0 ∈ S(V ×R) is an arbitrary unit direction. Choose an orthonormal basis e1, . . . , en of
V and let P be the parallelotope spanned by these basis vectors. By Corollary 4.16,
µ(hP (·+ y)) = φ(y) · voln(P ) = φ(y) ∀y ∈ V.
On the other hand, considering P ⊂ V × R, we have
hP (·+ y,−1) = [hP ◦ gy](·,−1)
for gy ∈ GL(V × R) given by
gy :=
(
Idn −y
0 1
)
.
Identifying V ∼= V ∗, we thus obtain
µ (hP (·+ y,−1)) =µ ([hP ◦ gy] (·,−1)) = µ
(
hgTy P (·,−1)
)
= T (µ)
[
gTy P
]
=[f(u0) + f(−u0)] voln
(
gTy P
)
,
where u0 :=
1√
1+|y|2
(y,−1) is orthogonal to gTy P .
We thus only need to calculate voln(g
T
y P ). This is equal to the n + 1-dimensional volume of
the parallelotope spanned by gTy e1, . . . , g
T
y en, u0, i.e. it is given by the absolute value of the
determinant of the matrix
(
gTy e1 . . . g
T
y en u0
)
=

e1 . . . en y√1+|y|2
y1 . . . yn − 1√
1+|y|2

 ,
which is
√
1 + |y|2.
Also note that, if we consider f ∈ C(S(V ×R)) as the restriction of a 1-homogeneous function
on V × R to S(V ×R), the formula in Lemma 7.5 simplifies to
φ(y) = f(y,−1) + f(−y, 1) for y ∈ V.
Assuming that the support of f is contained in the negative half sphere S(V ×R)− := {(v, t) ∈
S(V × R) : t < 0}, this implies that f is the 1-homogeneous extension of φ to V × (−∞, 0),
extended by 0 on V × [0,∞).
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7.2 Alesker valuations and mixed Hessian valuations
For φ ∈ Cc(V ) let us denote µφ :=
∫
V φdHessn.
Definition 7.6. For f1, .., fk ∈ Conv(V,R) we call µ¯φ(·[n − k], f1, . . . , fk) ∈ VConvn−k(V ) a
mixed Hessian valuation.
Proposition 7.7. The spaces spanned by mixed Hessian valuation contains all Alesker valua-
tions. Every mixed Hessian valuation µ¯φ(·[n−k], f1, . . . , fk) with f1, . . . , fk ∈ Conv(V )∩C2(V )
is an Alesker valuations.
Furthermore, if the coefficients of an Alesker valuation are smooth, so is the valuation.
Proof. For simplicity let us assume V = Rn. Let Eij denote the symmetric matrix that has 1
as its (i, j)-th and (j, i)-th entry and 0 else. Using the multilinearity of the mixed determinant,
we see that any Alesker valuation can be written as a sum of terms of the form
µ˜(f) :=
∫
V
φ(x) det (Hf (x)[n− k], Ei1j1 , . . . , Eikjk) ∀f ∈ Conv(V,R) ∩ C2(V ).
Consider the functions fij(x) := xixj − 12δijxixj . Then Hfij = Eij and the definition of the
mixed determinant implies for f ∈ Conv(V,R)
µ˜(f) =
(
n
k
)−1
∂
∂λ1
∣∣∣
0
. . .
∂
∂λk
∣∣∣
0
∫
V
φ(x) det
(
Hf (x) +
k∑
i=1
λiEij
)
dx
=
(
n
k
)−1
∂
∂λ1
∣∣∣
0
. . .
∂
∂λk
∣∣∣
0
∫
V
φdHess
(
f +
k∑
i=1
λifij
)
=
(
n
k
)−1
∂
∂λ1
∣∣∣
0
. . .
∂
∂λk
∣∣∣
0
µφ
(
f +
k∑
i=1
λifij
)
.
Thus we see that µ˜ is a mixed Hessian valuation. Furthermore the density φ of µφ is smooth if
all coefficients of the Alesker valuation are smooth. As fij is smooth as well, the last statement
follows from Lemma 5.22.
Now let f1, . . . , fk ∈ Conv(V ) ∩ C2(V ) be given. Consider the mixed Hessian valuation
µ¯φ(f [n− k], f1, . . . , fk) = 1
n!
(
n
n− k
)
∂
∂λ1
∣∣∣
0
. . .
∂
∂λk
∣∣∣
0
∫
V
φ(x) det
(
Hf (x) +
k∑
i=1
λiHfi(x)
)
dx
=
∫
V
φ(x) det (Hf (x)[n − k],Hf1(x), . . . ,Hfk(x)) dx
=
∫
V
φ(x) det (Hf (x)[n − k], A1(x), . . . , Ak(x)) dx,
where we have set Ai(x) = ψ(x)Hfi(x) for some function ψ ∈ Cc(V ) with ψ ≡ 1 on suppµ.
Thus f 7→ µ¯φ(f [n− k], f1, . . . , fk) is indeed an Alesker valuation.
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7.3 Density result for mixed Hessian valuations
Before we prove the main result concerning mixed Hessian valuations, let us show a compati-
bility property for the two versions of the Goodey-Weil embedding. As discussed before, any
φ ∈ C∞c (V ) defines a 1-homogeneous function φ˜ ∈ C(V × R) by setting
φ˜(y, s) :=
{
0 for s ≥ 0,
−sφ(ys ) for s < 0.
In addition φ˜ is smooth outside of (0, 0) ∈ V × R and can thus be considered as an element
of C∞(P+(V × R), L), which we will denote by φ˜ again. Also note that φ˜(·,−1) = φ by
construction. We thus obtain a continuous inclusion
i : C∞c (V
k+1)→ C∞(P+(V × R)k+1, Lk+1).
The image of i consists precisely of sections with support contained in P+(V × R)−.
Proposition 7.8. For µ ∈ VConvk(V ), φ1, . . . , φk ∈ C∞c (V ) the following holds:
GW(T (µ))
(
φ˜1 ⊗ · · · ⊗ φ˜k
)
= GW(µ) (φ1 ⊗ · · · ⊗ φk) .
Proof. Without loss of generality, let V = Rn. Consider the unit ball B in Rn × R. Then
hB(y,−1) =
√
1 + |y|2 for y ∈ Rn.
It is easy to see that there exists δ > 0 such that hB(·,−1) +
∑k
i=1 φi is convex for all |δi| ≤ δ.
In addition, hB +
∑k
i=1 δiφ˜i is the support functional of some smooth strictly convex body
Kδ1,...,δk in R
n×R, for all δi small enough. The definitions of both versions of the Goodey-Weil
embedding imply
GW(T (µ))
(
φ˜1 ⊗ · · · ⊗ φ˜k
)
=
1
k!
∂
∂δ1
∣∣∣
0
. . .
∂
∂δk
∣∣∣
0
T (µ) [Kδ1,...,δk ]
=
1
k!
∂
∂δ1
∣∣∣
0
. . .
∂
∂δk
∣∣∣
0
µ
(
hKδ1,...,δk
(·,−1)
)
=
1
k!
∂
∂δ1
∣∣∣
0
. . .
∂
∂δk
∣∣∣
0
µ
(
hB(·,−1) +
k∑
i=1
δiφ˜i(·,−1)
)
=
1
k!
∂
∂δ1
∣∣∣
0
. . .
∂
∂δk
∣∣∣
0
µ
(
hB(·,−1) +
k∑
i=1
δiφi
)
= GW(µ)(φ1 ⊗ · · · ⊗ φk).
Proposition 7.9. The map
˜¯Θk+1 : Cc(V )× C2c (V )k → VConvn−k(V )
(φ0, ψ1 . . . , ψk) 7→ [f 7→
∫
V
φ0dHessn(f [n− k], ψ1, . . . , ψk)]
is continuous. More precisely the following holds: For every compact subset K ⊂ Conv(V,R)
and every compact set A ⊂ V there is a constant CA,K > 0 such that
sup
f∈K
∣∣∣ ˜¯Θk+1(φ0, ψ1, . . . ψk)[f ]∣∣∣ ≤ CA,K‖φ0‖C(V ) · k∏
i=1
‖ψi‖C2(V )
for all ψ1, . . . , ψk ∈ C∞c (V ) and φ0 ∈ Cc(V ) with suppφ0 ⊂ A.
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Proof. Let A ⊂ V , K ⊂ Conv(V,R) be fixed compact subsets.
For φ0 ∈ Cc(V ) with suppφ0 ⊂ A, ψ1, . . . , ψk ∈ C2c (V ) let µ ∈ VConv(V ) be given by
µ(f) :=
∫
V
φ0dHessn(f [n− k], ψ1, . . . , ψk).
LetM(V ) denote the space of signed Radon measures on V equipped with the vague topology,
and consider Φ ∈ VConv(V,M(V )) defined by
Φ(f) := Hessn(f [n− k], ψ1, . . . , ψk).
Then |µ(f)| = |Φ(f)|φ0 , where we have used the continuous semi-norm |ν|φ0 :=
∣∣∫
V φ0dν
∣∣
on M(V ). By Lemma 5.1 of [25] there exists constants C(B) > 0 for each compact subset
B ⊂ V , such that we can find convex functions fi, hi ∈ Conv(V,R) with fi = hi + ψi and
‖fi|B‖∞, ‖hi|B‖∞ ≤ C(B)‖ψi‖C2(V ). Thus
Hessn(f [n− k], φ1, . . . , ψk)
=
k∑
l=1
(−1)k−l 1
l!(k − l)!
∑
σ∈Sk
Hessn(f [n− k], fσ(1), . . . , fσ(l), hσ(l+1), . . . , hσ(k)).
Setting f˜i :=
fi
‖ψi‖C2(V )
, h˜i :=
hi
‖ψi‖C2(V )
,
|µ(f)| =|Φ(f)|φ0 ≤
k∑
l=1
1
l!(k − l)!
∑
σ∈Sk
∣∣Hessn(f [n− k], fσ(1), . . . , fσ(l), hσ(l+1), . . . , hσ(k))∣∣φ0
=
k∑
l=1
1
l!(k − l)!
∑
σ∈Sk
∣∣∣Hessn(f [n− k], f˜σ(1), . . . , f˜σ(l), h˜σ(l+1), . . . , h˜σ(k))∣∣∣
φ0
k∏
i=1
‖ψi‖C2(V ).
Let K ⊂ Conv(V,R) be a compact subset and let C ⊂ Conv(V,R) denote the subset of
functions, that are bounded by C(B) on B for all compact subsets B ⊂ V . By Proposition 2.5
of [25], C is compact, so
sup
f∈K
∣∣∣Hessn(f [n− k], f˜σ(1), . . . , f˜σ(l), h˜σ(l+1), . . . , h˜σ(k))∣∣∣
φ0
≤ sup
f1,...,fn∈K∪C
|Hessn(f1, . . . , fn)|φ0
≤Cn sup
f∈K ′
|Hessn(f)|φ0
by Lemma 4.3 for some compact subsetK ′ ⊂ Conv(V,R) and some constant Cn > 0 depending
on n only. By construction Hessn(f) is a non-negative measure for each f ∈ Conv(V,R). Let U
be an open neighborhood of the compact set A and take a non-negative function φA ∈ Cc(U)
with φA = 1 on A. Then φA = 1 on suppφ0, so
|Hessn(f)|φ0 =
∣∣∣∣
∫
V
φ0dHessn(f)
∣∣∣∣ ≤
∫
V
|φ0|dHessn(f) ≤ ‖φ0‖C(V ) ·
∫
V
φAdHessn(f).
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Using our estimates for every term in the sum, we obtain
sup
f∈K
|µ(f)| ≤2k · Cn sup
f∈K ′
|Hessn(f)|φ0
k∏
i=1
‖ψi‖C2(V )
≤2k · Cn ·
[
sup
f∈K ′
∫
V
φAdHessn(f)
]
· ‖φ0‖C(V ) ·
k∏
i=1
‖ψi‖C2(V ).
Setting CA,K := 2
k · Cn ·
[
supf∈K ′
∫
V φAdHessn(f)
]
< ∞ for A ⊂ V compact, we obtain the
inequality
sup
f∈K
∣∣∣∣
∫
V
φ0dHessn(f [n− k], ψ1, . . . , ψk)
∣∣∣∣ ≤ CA,K‖φ0‖C(V ) ·
k∏
i=1
‖ψi‖C2(V )
for all ψ1, . . . , ψk ∈ C∞c (V ) and φ0 ∈ Cc(V ) with suppφ0 ⊂ A.
Using the Schwartz kernel theorem, we extend ˜¯Θk+1 to a continuous linear functional
Θ¯k+1 : C
∞
c (V
k+1)→ VConvn−k(V ).
Corollary 7.10. The order of Θ¯k is uniformly bounded: There exists N ∈ N such that for
every compact subset K ⊂ Conv(V,R) and every compact subset A ⊂ V k+1 there exists a
constant C > 0 such that
sup
f∈K
|Θk(f)| ≤ C‖f‖CN (V k+1) ∀f ∈ C∞c (V k+1) with supp f ⊂ A.
Proof. Combine the estimate from Proposition 7.9 with Proposition 2.3.
Let us once again remark that we have fixed a euclidean structure on V . This induces a
trivialization Dens(V ∗ × R) ∼= R using the induced metric on V ∗ × R. We will thus consider
Θk : C
∞
c (P+(V
∗ ×R)k+1− , L⊠k+1)→ Valn−k(V × R)sm.
Proposition 7.11. The diagram
C∞c (V
k+1) C∞c (P+(V × R)k+1− , L⊠k+1)
VConvn−k(V )
sm Valn−k,P+(V ×R)−(V
∗ × R)sm
1
n+1
n!
(k+1)! Θ¯k+1
i
T
Θk+1
commutes. In particular, Θ¯k+1 : C
∞
c (V
k+1)→ VConvn−k(V )sm is well defined and surjective.
Proof. T is surjective by the characterization of VConv(V )sm in Proposition 6.4 and the de-
scription of the image of T in Theorem 4.9. To see that Θk+1 is surjective, it is enough to apply
Proposition 3.13 to a compact neighborhood of the support of any valuation µ ∈ Valn−k(V ∗×R)
with vertical support compactly contained in P+(V ×R)−, that is also contained in P+(V ×R)−.
i is bijective, so Θ¯k+1 is surjective and defines smooth valuations, if the diagram commutes.
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As functions of the form φ0 ⊗ · · · ⊗ φk for φi ∈ C∞c (V ) span a dense subspace of C∞c (V k+1)
and all maps are continuous, it is enough to show
1
n+ 1
n!
(k + 1)!
T
(
Θ¯k+1(φ0 ⊗ · · · ⊗ φk)
)
= Θk+1(φ˜0 ⊗ · · · ⊗ φ˜k).
Applying GW to both sides and using Proposition 7.8, it is sufficient to show
1
n+ 1
n!
(k + 1)!
GW (Θk+1 (φ0 ⊗ · · · ⊗ φk)) [ψk+1 ⊗ · · · ⊗ ψn]
=GW
(
Θk+1
(
φ˜0 ⊗ · · · ⊗ φ˜k
)) [
ψ˜k+1 ⊗ · · · ⊗ ψ˜n
]
for ψk+1, . . . , ψn ∈ C∞c (V ).
We will use the metric on V × R to identify C∞(P+(V × R), L) ∼= C∞(S(V × R)). From
Proposition 7.3 we deduce
Θ1(φ˜0) =
1
n+ 1
∫
S(V×R)
φ˜0dSn =
1
n+ 1
T
(∫
V
φ0dHessn
)
,
where the last equality follows from Lemma 7.5. Using the compatibility of the maps Θi and
GW from Proposition 3.12, we obtain
GW
(
Θk+1
(
φ˜0 ⊗ · · · ⊗ φ˜k
)) [
ψ˜k+1 ⊗ · · · ⊗ ψ˜n
]
=
(
n+ 1
k + 1
)
Θn
(
φ˜0 ⊗ · · · ⊗ φ˜k ⊗ ψ˜k+1 ⊗ · · · ⊗ ψ˜n
)
({0})
=
(
n+ 1
k + 1
)
1
n+ 1
GW
(
Θ1
(
φ˜0
)) [
φ˜1 ⊗ · · · ⊗ φ˜k ⊗ ψ˜k+1 ⊗ · · · ⊗ ψ˜n
]
=
(
n+ 1
k + 1
)
1
(n + 1)2
GW
(
T
(∫
V
φ0dHessn
))[
φ˜1 ⊗ · · · ⊗ φ˜k ⊗ ψ˜k+1 ⊗ · · · ⊗ ψ˜n
]
=
(
n+ 1
k + 1
)
1
(n + 1)2
GW
(∫
V
φ0dHessn
)
[φ1 ⊗ · · · ⊗ φk ⊗ ψk+1 ⊗ · · · ⊗ ψn] ,
where we have again used Proposition 7.8 in the last step. Thus
GW
(
Θk+1
(
φ˜0 ⊗ · · · ⊗ φ˜k
)) [
ψ˜k+1 ⊗ · · · ⊗ ψ˜n
]
=
(
n+ 1
k + 1
)
1
(n+ 1)2
∫
V
φ0dHessn (φ1, . . . , φk, ψk+1, . . . , ψn)
=
1
(n+ 1)(k + 1)
(
n
k
)∫
V
φ0dHessn (φ1, . . . , φk, ψk+1, . . . , ψn)
=
n!
(n+ 1)(k + 1)!
GW
(∫
V
φ0dHessn (·[n − k], φ1, . . . , φk)
)
[ψk+1 ⊗ · · · ⊗ ψn]
=
n!
(n+ 1)(k + 1)!
GW
(
Θ¯k+1 (φ0 ⊗ · · · ⊗ φk)
)
[ψk+1 ⊗ · · · ⊗ ψn] .
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Proof of Theorem 4. Let µ ∈ VConvn−k(V )sm. Fix a compact neighborhood A of suppµ, such
that A ⊂ U for the desired open neighborhood U of suppµ. By Proposition 3.13 there exists
a function f˜ ∈ CP (A)(P+(V ×R)k, L⊠k) such that Θk+1(f˜) = T (µ). Using the inverse of i and
Proposition 7.11, we obtain a function f ∈ C∞c (V k+1) with support contained in Ak+1 such
that 1n+1
n!
(k+1)!Θ¯k+1(f) = µ.
As the order of Θ¯k+1 is uniformly bounded by some N ∈ N by Corollary 7.10, we can extend
Θ¯k+1 to a continuous linear functional on C
N (V k+1). Increasing N if necessary, we can apply
Proposition 2.3 to the neighborhood Uk+1 of Ak+1, to obtain functions φj0, . . . , φ
j
k ∈ C∞c (U)
with
f =
∞∑
j=1
φ
j
0 ⊗ · · · ⊗ φjk
in the CN -topology. Then
µ =
1
n+ 1
n!
(k + 1)!
Θ¯k+1(f) =
1
n+ 1
n!
(k + 1)!
∞∑
j=1
Θ¯k+1
(
φ0,j ⊗ · · · ⊗ φjk
)
=
1
n+ 1
n!
(k + 1)!
∞∑
j=1
∫
V
φ
j
0dHessn
(
·[n− k], φj1, . . . , φjk
)
.
Rescaling the functions by an appropriate constant, we obtain the desired expression.
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