The classification problem is one of the important research subjects in the field of machine learning. However, most machine learning algorithms train a classifier based on the assumption that the number of training examples of classes is almost equal. When a classifier was trained on imbalanced data, the performance of the classifier declined clearly. For resolving the class-imbalanced problem, an improved random forest algorithm was proposed based on sampling with replacement. We extracted multiple example subsets randomly with replacement from majority class, and the example number of extracted example subsets is as the same with minority class example dataset. Then, multiple new training datasets were constructed by combining the each exacted majority example subset and minority class dataset respectively, and multiple random forest classifiers were training on these training dataset. For a prediction example, the class was determined by majority voting of multiple random forest classifiers. The experimental results on five groups UCI datasets and a real clinical dataset show that the proposed method could deal with the class-imbalanced data problem and the improved random forest algorithm outperformed original random forest and other methods in literatures.
INTRODUCTION
The classification problem is one of the important research subjects in the field of machine learning. Currently, there are many kinds of machine learning algorithms which perform perfectly in common datasets. However, most machine learning algorithms train a classifier based on the assumption that the number of training examples of classes is almost equal. When we trained a classifier on imbalanced data, the performance of the classifier will suffer from clearly declining, where the examples of minority class will be prone to be classified as majority class. This phenomenon of uneven distribution of data sample classes is known as class-imbalanced problems.
Class-imbalanced problems widely exist in many fields such as financial fraud detection [1] , oil prospecting [2] , Anti-spam [3] , text classification [4] , especially in biomedical and bioinformatics researches [5] . Traditional classification algorithms target to optimize classification accuracy without fully considering the class distribution of examples, and the trained classifier is mostly derived from the majority class. This will result in very poor prediction performance of the minority class. In many cases, the user is more interested in minority class. Thus, addressing and solving imbalanced *Address correspondence to this author at the College of Computer Science and Technology, Harbin Engineering University, 150001 Harbin Heilongjiang, China; Tel: 13796671858; Fax: 86397100; E-mail: ydkvictory@163.com data problem is very critical for improving classification performance [6] Random forest [7] is an ensemble classifier that consists of many decision trees and outputs the class that is the majority of the classes of all the individual trees. The method combines bootstrap and the node randomly split technical to train multiple trees, and the classification result is decided by majority voting. In recent years, the random forest algorithm has become a popular classification technique and research hot in the field of machine learning, and is widely used in a variety of problems such as classification, prediction, variable importance, feature selection and outlier detection [8] . Like most other machine learning algorithms, random forest also suffered from imbalanced problems. In this paper, an improved random forest algorithm suitable for processing imbalanced data is proposed. The improved method adopted sampling with replacement to independently and randomly extract example subset from majority class dataset. The number of examples in the extracted subset is substantially equal to the number of examples in minority class subset. Then the new class-balanced training dataset was created by combining the extracted majority class example subset and the minority class example subset. Next, random forest classifiers were trained on the new dataset, and the final classification result was resulted through multiple classifier voting.
The paper is followed as below: in Section 2, the related research works of imbalanced data classification are presented. The improved random forest algorithm and the method using for evaluating algorithm is presented in detail in Section 3. In Section 4, we show our empirical results and evaluate the results. Finally, we conclude in Section 5.
RELATED WORKS
Recent research on the imbalanced data problem has been focused on several major groups of techniques.
The popular method to solve imbalanced data problem is random re-sampling technique which balances the number of training examples among classes [6] . Common random resampling techniques include the random over sampling (ROS) and the random under sampling (RUS). The former balances the number of training examples among classes by copying examples in a minority class, while the latter randomly selected an examples subset from a majority class in order to achieve the same purpose. These random resampling techniques are easy to apply and improve the performance of classifiers by compensating for the imbalanced class distribution. However, studies have shown that the random over sampling generally produce unwanted effects such as over-fitting and time overhead, while the random under sampling result in information loss by using only a examples subset of majority class. To overcome these imbalanced data problems of random re-sampling, SMOTE (synthetic minority oversampling technique) [9] change the distribution of the data by interpolation method. Though SMOTE also increases the number of minority class samples, it adopts artificially generated examples (e.g., creating new examples for the minority class that is inferred from existing examples [9] ) rather than randomly copied examples. Thus SMOTE can avoid the problem of over-fitting, but it may introduce noise.
Other methods for solving the imbalanced data problem include developing new classification algorithms or improving the traditional classification algorithms to adapt the characters of imbalanced data classification. A typical method is the ensemble of under-sampled classifiers with bagging. We draw almost the same numbers of majority and minority examples for the sampled subset data by the sampling with replacement. Multiple classifiers are trained on the multiple sampled balanced subsets and applied to prediction the classes of example in imbalanced test dataset, the prediction result will be determined finally by majority voting. Sangyoon Oh [6] et al. proposed an ensemble learning algorithm with active example selection (EAES) for imbalanced biomedical data classification. The experimental results on six real-world imbalanced biomedical datasets show that EAES outperforms both the random under sampling and the ensemble with under sampling methods. Tsymbal A et al. [10] proposed a new genetic search algorithm for feature selection using integrated learning thinking. Although this method can get better learning performance, but the cost is of timeconsuming. Another method is cost-sensitive learning algorithm [11] , which has been proved to be equivalent to resampling methods. Additionally, Castillo et al. [12] researched the imbalanced problem in text classification. Chen et al. [13] studied on imbalanced problem in Medication detection. Yoon et al. [14] introduced imbalanced problem in bioinformatics.
On the other hand, Random Forest (RF) has become popular in machine learning and pattern recognition filed, and has been used widely in researches on classification, prediction, variable importance, feature selection and anomaly detection, etc. As a classifier integration method, RF have the features of classifying fast and training simple, so it is suitable for feature selection according to variable importance. Random forests is favored especially in the field of biomedical and bioinformatics, because it can identify interactions between multiple predictor variables. The research of David et al. [15] shows that the random forest is good at identifying the relevant features from high-dimensional data with weak main effects and low genetic possibilities. Mohammed et al. [16] used the random forest algorithm for disease prediction, and the results showed that random forest outperformed support vector machines, bagging and boosting technology with respect to the classification performance. Ding et al. [17] used the random forest algorithm for somatic mutation detection in the tumor normal pair sequence high-dimensional datasets and got higher prediction performance. Natalia et al. [18] succeeded in predicting Alzheimer's disease risk factors by using the random forest on a genome-wide association study datasets. Carolin et al. [19] proposed a conditional variable importance measure which was proved to be more reliably for reflecting the impact of the predictor variables on the response variable than the original marginal method. A. Verikas et al. [20] taken a new test on variable importance of random forest, and the experiments show that the variable importance ranking depends on the number of selected variables in the process of node splitting in random forests training. Gray and Fan [21] used genetic algorithm(GA) as weaker classifier to design classification forest, and the results show that original RF outperformed random forest based on GA with respect of classification accuracy. Wang et al. [22] from Tsinghua University in China proposed a face key-point positioning algorithm based on random forest classifier. Deng et al. [23] proposed a co-training-style random forest method to be used for lung nodule detection CT image data analysis.
Although random forest algorithm has succeeded in a large number of application filed, its' consistency and applicability still open to question with respect to classification performance, as research results in literature [20] , especially in class-imbalanced data classification. Meanwhile, ROS and RUS either results in over-fitting or produces information loss. Against the above problems, we proposed an improved random forest algorithm based on SMOTE. The experiment results on UCI dataset show that the proposed method performed well on imbalanced data.
ALGORITHM DESIGHN AND EVALUATION

Algorithm Design
RF is an ensemble classifier that consists of a set of decision trees weak classifier {h(x, θk) k=1,...}, where {θk } are random vector with independent and identically distribution. Given independent variable X, each decision tree classifier vote for determining the class of example X. If the decision tree is regarded as an expert in the classification task, random forests is a classifier that integrated many experts together to implement certain classifying tasks. Random forests algorithm combines "bagging" [24] and the random selection of features for tree node splitting to construct a collec-tion of decision trees with controlled variation. Random forests can be constructed as follows [7] :
Step 1: For a given training dataset, extract a new sample set by N times repeated random sampling using bootstrap method. For example, from the data (x 1 , y 1 ),...,( x n , y n ) to build a sample ( x 1 * , y 1 * )....( x N * , y N * ) . Samples which are not being extracted consist of out-of-bag data (OOB).
Step 2: Build a decision tree or regression tree based on sample set resulted from step 1;
Step 3: Repeat step1-2, result in many trees, composing a forest.
Step 4: Let every tree in the forest to vote for x i.
Step 5: Calculate the sum of votes for every class, the class with highest number of votes is the classification label for x i.
Step 6: The percentage of incorrect classification is the classing error ratio of random forest.
In order to solve the imbalance problem where the number of positive examples are far greater than the number of negative examples in training dataset and in order to compensate loss of information in random under sampling at the same time, this paper adopted a new sampling method to improved original random forest. Inspired by literature [25, 26] , we extracted multiple example subsets randomly with replacement from majority class, and the example number of extracted example subsets is as the same with minority class example dataset. Then, multiple new training datasets were constructed by combining the each exacted majority example subset and minority class dataset respectively, and multiple random forest classifiers were training on these training dataset. For a prediction example, the class was determined by majority voting of multiple random forest classifiers. The algorithm detail is described as Fig. (1) .
Algorithm Evaluation
Accuracy, sensitivity and specificity are three commonly used measurements for evaluating classifier performance, which are computed based on the confusion matrix [29] . A confusion matrix is a matrix usually used to represent the relationships between real class attributes and that of predicted classes. In a two-class prediction problem, the upper left cell denotes the number of samples classified as true while they are true (TP), and lower right cell denotes the number of samples classified as false while they were false (TN). The other two cells represent the number of samples misclassified. Specifically, the lower left cell represents the number of samples classified as false while they were true (FN), and the upper right cell represents the number of samples classified as true while they actually were false (FP). When the confusion matrixes were obtained, the accuracy, sensitivity and specificity could be calculated using the following formulas respectively.
The accuracy of classifiers is the percentage of correctness of prediction among the test sets. It is defined in (1). The sensitivity is referred as the true positive rate, and the specificity as the true negative rate. Both sensitivity and specificity are used for measuring the factors that affect the performance, and are computed using (2) and (3), respectively.
TP TN accuracy TP FP TN FN
The sensitivity is equivalent to recall in pattern recognition, and precision in pattern recognition is slightly different with accuracy. The precision is defined in (4) .
In class-imbalanced problem, because the TN and FP is far greater than TP and FN [23] 
Therefore, accuracy is generally approximated to specificity. We usually adopt sensitivity and specificity to evaluate the classification performance without concerning accuracy in imbalanced data classification.
EXPERIMENT AND DISCUSSION
In this section, we evaluated the improved random forest algorithm on UCI datasets and used it for PAD risk factors analysis on real clinical dataset, respectively.
Test on UCI Datasets
In order to verify the effectiveness of the proposed method and strategies, the paper adopted 5 groups UCI [30] Input: imbalanced example dataset, marked as D Output: classifier F(x), x is prediction example ① split up D into positive example subset and negative example subset, marked as P and N respectively. If the D has more than two classes, the class with least examples was thought as minority class or negative example, and all others as majority class or positive example. Fig. (1) . Improved random forest algorithm for imbalanced data.
datasets which have been used in the literature [25, 31] as experiments data. These 5 groups datasets include cmc, haberman, ionosphere, letter and pima. All attributes of these datasets are real numbers, and sample classes are imbalanced (minority class as positive examples and the rest as negative example). The characteristics of these 5 datasets are summarized in Table 1 , where F respect to the number of features in dataset, S respect to the size of dataset, Min and Max respect the examples number of minority class and majority class in dataset respectively, T respect to class label of minority class, and R respect to the ratio of majority class to minority class.
We run original random forest (originalRF) algorithm and our proposed improved random forest (ImprovedRF) on all five datasets respectively. The original RF adopted randomForest package in R software, and the improved RF algorithm is implemented using R language based on the original RF. The hardware environment for the experiments includes computer with Intel Core (TM) 2 Duo CPU E4600@2.40GHz and 3.75G memory, The software environment used the Microsoft Windows 7 operating system used and R software.
In order to minimize the bias associated with the random sampling of the training, we used a 5-fold cross-validation method. With cross-validation, some of the data is removed before training begins. Then when training is done, the data that was removed can be used to test the performance of the learned model on "new" data [27, 28] . In our method, we randomly divided the original dataset into 5 disjoint subsets (folds), with each fold containing approximately the same number of records. The sampling is stratified by the class labels to ensure that the subset class proportions are roughly the same as those in the whole dataset. For each training subset, a random forest classifier is constructed using the 4 of the 5 folds and tested on the fifth one to obtain a crossvalidation estimate of its prediction accuracy. The 5 times prediction accuracy are then averaged to provide an estimate for the classier accuracy constructed from all the data. Finally, we run each algorithm 10 times, and the performance of the each classifier (precision and recall) is evaluated by the average of 10 times experimental results.
On 5 groups UCI dataset, We compared the method AdaBoost, UderSampl, Hsampl, AsymBoosT, BalanceCascade, LibID (once) and LibID (repeat), original RF and our proposed improved RF. The experimental results of the above first seven algorithms come from the literature [25, 31] . The performances of 9 classifiers are summarized in Table 2 .
As shown in Table 2 , only on letter dataset, our improved RF algorithm is slightly outperformed by AsymBoosT and BalanceCascade with respect to total performance, but on all other datasets, whether original RF or the improved RF significantly outperformed all other algorithms. Additionally, the improved RF algorithm outperformed original RF algorithm on all datasets expect letter. Random forest is an ensemble classifier and suitable for using for classification problem on weak classification dataset, but letter is a strong classification dataset [25] . AdaBoost algorithm has performed almost perfectly in letter dataset. However, maybe because the imbalanced ratio of classes in letter is too large, the re-sampling inevitably produces some information loss, and then reduced performance of the improved RF. It is for this reason that the original RF produces the classification result almost equivalent to AdaBoost. Overall, our proposed improved random forest algorithm has shown a larger advantage in resolving class-imbalanced problem, especially on weaker classification datasets. The experimental results also show that recall has been improved without reducing precision, and the recall is particularly important in some field such as biomedical and bioinformatics.
Analysis of Risk Factors for PAD
Peripheral arterial disease (PAD) is a common manifestation of systemic atherosclerosis [32] . It has become the most important issue to reduce the incidence rate of diabetes and prevent patients from diabetic complications [33] . The risk factors leading to diabetic complications are complicated, and accurately identifying the important risk factors of the complications from vast amounts of medical data is the key to reducing the incidence rate of diabetes complications. The complex interactions between many factors lead to difficulty for this research. Previous disease risk factors studies often adopt statistical approaches. However, the size of the dataset is so huge and the number of variables is so much that traditional statistical approaches can not accurately and effectively explain the results. As previously mentioned, random forest is a versatile classification algorithm suited for the analysis of large datasets, which is popular because it has high-prediction accuracy and provide information on importance of variables for classification [34] . Here, we employ random forest algorithm to research risk factors for Peripheral arterial disease and to construct PAD prediction model. For this purpose, we have collected clinical dataset from the First Affiliated Hospital of Harbin Medical University in China between 2006 and 2010, which includes clinical records of 2765 diabetic patients and 73 record items for each patient. Table 3 provides an overview of the features in the dataset. The data only include patients with type II diabetes excluding patients with type I, gestational and secondary diabetes mellitus.
As a real clinical dataset, there are some noisy, irrelevant and redundant information. Before running our ImprovedRF algorithm on this dataset, data cleaning were used to preprocess the data. We filled vacancy values, discarded outliers, smoothed noise to improve data reliability. As a result, clearly irrelevant attributes were removed from the dataset by the advices of diabetes experts. Finally, the dataset remained 1910 records of type 2 patients, including 1266 males and 644 females, and 46 features which may be relevant to the targeted variable of PAD with type 2 diabetes mellitus. The features include 5 nominal features, 41 numeric features and a class feature which describe the patient is or not with Peripheral arterial disease. The detail information of these features is summarized in the Table 4 . In the dataset, there are 1368 positive samples represented the patients with Peripheral arterial disease and 542 negative samples represented the people without Peripheral arterial disease. This is apparent a class-imbalanced dataset and the imbalance ration is 2.524:1. Next, we used the improved random forest proposed in this paper for exploring risk factors for Peripheral arterial disease.
On the diabetes mellitus clinical dataset after preprocessing, we run original random forest and our improved random forest respectively. The results are presented in Table 5 .
As shown in Table 5 , the ImprovedRF algorithm could improve recall significantly while the precision remained almost same with originalRF. The result showed that the proposed method could effectively deal with classimbalanced problem and could improve prediction accuracy of minority class example.
Additionally, random forest algorithm can give importance score of variables according to their ability to predict target variable. The score value is larger, the variable is more important for target variable. This variable importance score can help doctors to explore disease risk factors when the algorithm is used on biomedical or bioinformatics data. Fig. (2) represented the importance of top-10 features in diabetes mellitus clinical dataset for predicting PAD. Fig. (2) shows that age is the most important factor in PAD prevalence in patients. Considering variable importance score from the random forest, age has a score (1.09) which are more twice larger than the second variable ALT with importance score (0.48). This is consistent with previous studies on PAD risk factors for PAD. ALT and INS60 levels were the second and the third major factors for PAD respectively. Because some individuals in this study were diabetic patients and have a high incidence of non-alcoholic fatty liver (NAFLD), we speculate that elevated ALT levels are an important PAD risk factor in diabetic individuals. Recent studies have shown that alanine aminotransferase (ALT) is a sign of liver damage and is related to endothelial dysfunction and angiosclerosis. This result is consistent with our findings. We have also made the important discovery that postprandial insulin levels (INS30) are also important risk factors for PAD. These results have been confirmed in both in vivo and in vitro studies. Insulin is a potent growth factor that augments collagen synthesis and stimulates arterial smooth muscle cell proliferation which is an atherogenic process. Overall, the results in this paper are highly consistent with previous studies, it presents that the proposed improved random forest algorithm is reasonable and suited for disease risk factors analysis, especially for solving classimbalanced problem.
CONCLUSION
In order to resolve sample class-imbalanced problems in classification, an improved random forest was proposed based on SMOTE. The proposed method was implemented on R software and tested on five groups UCI datasets. The experimental results showed that our proposed algorithm could improve recall while keeping precision. The proposed method was also used on real diabetes mellitus clinical dataset and used for risk factors analysis for peripheral arterial disease, and the results were highly consistent with previous research. However, classification problem on classimbalanced data is an important research subjects in the field of machine learning. The method proposed in this paper has only been tested on some classic datasets, experiments on more datasets especially real datasets is the future research directions.
