In this article we provide a proof of the so called absolute continuity theorem for random dynamical systems on R d which have an invariant probability measure. First we present the construction of local stable manifolds in this case. Then the absolute continuity theorem basically states that for any two transversal manifolds to the family of local stable manifolds the induced Lebesgue measures on these transversal manifolds are absolutely continuous under the map that transports every point on the first manifold along the local stable manifold to the second manifold, the so-called Poincaré map or holonomy map. In contrast to known results, we have to deal with the non-compactness of the state space and the randomness of the random dynamical system.
Introduction
The absolute continuity theorem is one of the main ingredients to prove Pesin's formula, which relates the entropy of a smooth dynamical system with its positive Lyapunov exponents. This remarkable formula was first established for deterministic dynamical systems on a compact Riemannian manifold preserving a smooth measure (see [12] , [13] and [14] ). For random dynamical systems on R d we will give a proof in [5] . For deterministic dynamical systems preserving a smooth probability measure, which is roughly speaking the process generated by successiv applications of a diffeomorphism on some space or manifold, Pesin first proved general results concerning the existence of families of stable manifolds (see [12] ). Later, results were generalized to dynamical systems preserving only a Borel measure (see [15] , [6] ) and for dynamical systems with singularities (see [7] ). In [4] one finds a comprehensive and self-contained account on the theory dynamical systems with nonvanishing Lyapnov exponents, i.e. non-uniform hyperbolicity theory.
In this article we are interested in random dynamical systems, i.e. the evolution of the process generated by the successive application of random diffeomorphisms, which will be assumed to be chosen independently according to some probability measure on the set of diffeomorphisms. Since it is much too restrictive to assume invariance of some probability measure for each diffeomorphism, the notion of invariance was extended to random dynamical system in [8] : a probability measure is said to be invariant for a random dynamical system if the average over all possible diffeomorphisms preserves the measure (see definition below). Then in [8] , [10] and [11] , Pesin's results were generalized to random dynamical system on compact Riemannian manifolds.
In this article and in [5] we will extend the results to random dynamical systems on the non-compact space R d . The main application we have in mind when we consider random dynamical systems on R d are stochastic flows on R d with stationary and independent increments. In [3] it was proven that under some regularity assumptions there is a one to one relation between random dynamical systems and stochastic flows of a Kunita type (see [9] ).
In the first part of the paper we will present the construction and the existence of local stable manifolds for random dynamical system on R d , which provide an invariant probability measure. This chapter follows very closely the general plan of [11] . Roughly speaking, the stable manifold at any point x in space consists of those points which converge by application of the iterated functions with exponential speed to the iterated of x. One important construction within the proof is to define sets, nowadays called Pesin sets, which are chosen in such a way that one has uniform hyperbolicity on these sets (see Section 2.3), i.e. uniform bounds (in space and randomness) on the behaviour of the differential of the iterated maps (see Lemma 2.4) .
If we consider a small region around some point x in space and two manifolds, which are transversal (see Definition 3.1) to each local manifold in this region, the absolute continuity theorem states that the induced Lebesgue measures on these manifolds are absolutely continuous under the map that transports every point on the first manifold along the local stable manifold to the second manifold. This is usually called Poincaré map or holonomy map. Even more we can show that the Jacobian of the Poincaré map is bounded away from 0. The main conclusion that follows from the absolute continuity theorem is that the conditional measure with respect to the family of local stable manifolds of the volume on the state space is absolutely continuous (in fact, even equivalent) to the induced volume on the local stable manifolds (see [5, Section 7] ). This absolute continuity property was also first established by Pesin in his famous paper [12] for deterministic dynamical system and extended to the random setting in [10] . In this article we state the proof for the absolute continuity theorem, which will stick very closely to the proof of [7] which itself follows Pesin's original proof. The proof presented here is thus a detailed and complete proof in the case of random dynamical systems on R d which posseses an invariant probability measure. Finally let us emphasize that we obviously can not equip the space of two-times continuously differentiable diffeomorphisms on R d with the uniform topology, as done in the case of a compact state space. Here we will use the topology induced by uniform convergence on compact sets (see [9] ). Clearly by this we lose the uniform bounds used in [11] to establish local stable manifolds (in particular Lemma 2.7). To replace these uniform bounds we need to assume certain integrability assumptions (see Section 2.1). In case of stochastic flows on R d we will show in [5] that all these assumptions are satisfied for a broad class of stochastic flows.
The article is organized as follows. In Section 2 we give an introduction to random dynamical systems and present the construction of local and global stable manidfolds. In Section 3 we will state the absolute continuity theorem and prove it in Section 5, whereas Section 4 is devoted to the preparation of the final proof.
Preliminaries 2.1 Random Dynamical Systems
Let us abbreviate the set of twice continuously differentiable diffeomorphisms on R d by Ω. The topology on Ω is the one induced by uniform convergence on compact sets for all derivatives up to order 2 as described in [9, Section 3.1] . With this topology Ω becomes a separable Banach space. Let us fix a Borel probability measure ν on (Ω, B(Ω)), where B(Ω) denotes the Borel σ-algebra of Ω.
We are interested in ergodic theory of the evolution process generated by successive applications of randomly chosen maps from Ω. These maps will be assumed to be independent and identically distributed with law ν. Thus let
(Ω, B(Ω), ν)
be the infinite product of copies of the measure space (Ω, B(Ω), ν). Let us define for every ω = (f 0 (ω), f 1 (ω), . . . ) ∈ Ω N and n ≥ 0
The random dynamical system generated by these composed maps, i.e. {f n ω : n ≥ 0, ω ∈ (Ω, B(Ω), ν)} will be referred to as X + (R d , ν). Let us further define the important space Ω N × R d equipped with the product σ-algebras B(Ω) N ×B(R d ). As already mentioned above Ω is a separable Banach space with the uniform topology on compact sets. Hence we have
Further let us denote by τ the left shift operator on Ω N , namely
for all ω = (f 0 (ω), f 1 (ω), . . . ) ∈ Ω N and n ≥ 0. Finally let
The system (Ω N × R d , F ) will be a link between the analysis of random dynamical systems and that of deterministic dynamical systems. Now we will come to the notion of invariant measures of X + (R d , ν).
Definition 2.1. A Borel probability measure µ on R d is called an invariant measure of
From now let us assume that there exists an invariant measure µ of X + (R d , ν) and let us denote the random dynamical system associated with µ by X + (R d , ν, µ). From [8, Lemma I.2.3] we have the following Lemma, which relates the notion of invariance defined above with the invariance with respect to the skew product, i.e. the function F on Ω N × R d . Let us denote the tangent space at some point y ∈ R d by T y R d . Although this is quite unusual for systems on R d we will stick to the notation from [11] . So let us define the following map, in differential geometry known as the exponential function, for y ∈ R d exp y :
where ∼ = means that the two spaces are isometrically isomorphic and thus can be identified.
In the following we will use this often implicitely. Then we can define for (ω,
and n ≥ 0 the map
which is the evolution centered around the trajectory of x, i.e. F (ω,x),n (0) = 0 for all n ≥ 0. Throughout this article we will assume that the random dynamical system X + (R d , ν, µ) satisfies the following three integrability assumptions on ν and µ:
Assumption 1: Let ν and µ satisfy
where |D x f 0 (ω)| denotes the operator norm of the differential as a linear operator from
Assumption 2: Let ν and µ satisfy log sup
where B x (0, r) denotes the open ball in T x R d around the origin with radius r > 0 and D 2 is the second derivative operator.
Assumption 3: Let ν and µ satisfy
Assumption 1 is necessary for the application of the multiplicative ergodic theorem (see next section), whereas Assumption 3 is used in Lemma 2.12 to achieve an estimate on the derivative of the inverse. Assumption 2 is used in Lemma 2.7 to get a uniform bound on the Lipschitz-constant of the derivative and its inverse on some specific set Γ 0 ⊂ Ω N × R d . Let us remark that Assumption 2 can be relaxed by taking not the unit ball in T x R d into consideration but some ball with positive radius.
Multiplicative Ergodic Theorem and Lyapunov Exponents
By Assumption 1 in the previous section the multiplicative ergodic theorem yields the existence of linear subspaces with corresponding Lyapunov exponents, which play an extraordinary important role in the analysis of dynamical systems. The following theorem is [ 
i) For every (ω, x) ∈ Λ 0 there exists a sequence of linear subspaces of
and numbers (called Lyapunov exponents)
, which depend only on x, such that
, and in addition
where
(ω,x) ), which depends only on x as well. Moreover, r(x), λ (i) (x) and V (i) (ω,x) depend measurably on (ω, x) ∈ Λ 0 and
ii) For each (ω, x) ∈ Λ 0 , we introduce
for every 1 ≤ i ≤ d, then for every two non-empty disjoint subsets P, Q ⊂ {1, . . . , d} we have
where E P and E Q denote the subspaces of T x R d spanned by the vectors {ξ i } i∈P and {ξ j } j∈Q respectively and γ(·, ·) denotes the angle between the two associated subspaces.
For more details on the multiplicative ergodic theorem for random dynamical systems and Lyapunov exponents see for example [2] or [11, Section I.3] . In the theorem the angle between to linear subspaces E and E ′ of a tangent space
where ·, · denotes the Euclidean scalar product on T x R d .
Lyapunov Metric and Pesin Sets
In this section we will mainly follow the book of Liu and Qian [11, Chapter III] . In general proofs are only given, if there is a need to change arguments due to the non-compactness of R d as the state space of the random dynamical system. Otherwise we will state the reference for the proof.
Let us define for some interval [a, b], a < b ≤ 0, of the real line the set
Because of F Λ 0 ⊂ Λ 0 and the invariance of the Lyapunov exponents we have
For (ω, x) ∈ Λ a,b and n ≥ 1 define the following linear subspaces
For n, l ≥ 1 let us denote the iterated functions by
And for n, l ≥ 1 we define the derivative of f
n (ω) and its restriction to E n (ω, x) and H n (ω, x) respectively by
Let us now fix some k ≥ 1 and 0 < ε ≤ min{1, (b − a)/(200d)} and let us assume that the set
is non-empty. Then we have the following lemma from [11, Lemma III.1.1].
Lemma 2.4. There exists a measurable function
where γ(·, ·) again denotes the angle between two linear subspaces.
Proof. See [11, Proof of Lemma III.1.1].
Let us fix a number l ′ ≥ 1 such that the set
is non-empty. This family of sets, on which we have uniform bounds on the derivative by Lemma 2.4, is often called Pesin sets. We even can show some continuity of the subspaces E 0 (ω, x) and H 0 (ω, x) on these sets, which is [11, Lemma III.1.2].
Lemma 2.5. The linear subspaces E 0 (ω, x) and
Although this is [11, Lemma III.1.2], we will say a few words concerning the topology on Ω N . As mentioned in the beginning of this section the topology on Ω = Diff 2 (R d ) will be the one induced by uniform convergence on compact sets for all derivatives up to order 2 (see [9, Chapter 4] ). Thus on Ω N we can use the usual topology of uniform convergence on finitely many elements. The space of all k-dimensional subspaces of T x R d ∼ = R d will be equipped with the Grasmannian metric, by which this space is compact.
By compactness of the Grassmanian there exists a subsequence of {(ω n , x n )} n (denoted by the same symbols) such that E 0 (ω n , x n ) converges to some linear subspace E. Clearly E is a subspace of T x R d . For each ζ ∈ E there is a sequence ξ n ∈ E 0 (ω n , x n ) such that |ζ − ξ n | → 0. Because for n ∈ N we have by Lemma 2.4 that
we only need to show that the left hand side converges to T l 0 (ω, x)ζ . Since {ξ n } n∈N ∪ {ζ} is a compact set in R d and the derivatives of each component of ω n converge uniformly on compact sets we get for all ζ ∈ E
Then Lemma 2.4 implies that actually ζ ∈ E(ω, x), which completes the proof.
For (ω, x) ∈ Λ l ′ a,b,k,ε and n ∈ N Lemma 2.4 also allows us to define an inner product
and E n (ω, x) and H n (ω, x) are orthogonal with respect to , (ω,x),n . Thus we can define the norms
The sequence of norms { · (ω,x),n } n∈N is usually called Lyapunov metric at the point (ω, x). By the definition of the inner product and by Lemma 2.5 the inner product , (ω,x),n depends continuously on (ω, x) ∈ Λ l ′ a,b,k,ε . Now we can state [11, Lemma III.1.3] .
To the end of this section we will prove the following important lemma, which is basically [11, Lemma III. 1.4] . The proof is similar to the one of [11, Lemma III.1.4] but has to be adapted to the situation of a non-compact state space, here Assumption 2 plays an important role. We will use Lip(·) to denote the Lipschitz constant of a function with respect to the norm |·| if not mentioned otherwise.
Proof. Let us define the function r
where D 2 is the second derivative operator. Then by Assumption 2 we have log(r ′ ) ∈ L 1 (ν N × µ). According to Birkhoff's ergodic theorem there exists a measurable set
Thus it follows that
is finite at each point (ω, x) ∈ Γ 0 and r satisfies the requirements of the lemma by the mean value theorem.
Local Stable Manifolds
Now chose a number r ′ ≥ 1 such that the Borel set 
The set of embeddings is equipped with the unifrom convergence on compact sets for all derivatives up to order one. Definition 2.8. Let X be a metric space and let {D x } x∈X be a collection of subsets of R d . We call {D x } x∈X a continuous family of
..,l of X such that for each U i there exists a continuous map
Let us now state the main theorem on the existence of local stable manifolds [11, Theorem III.3.1].
Theorem 2.9. For each n ∈ N there exists a continuous familiy of
and there exist numbers α n , β n and γ n which depend only on a, b, k, ε, l ′ and r ′ such that the following hold true for every (ω, x) ∈ Λ ′ :
i) There exists a C 1,1 map
iv) α n+1 = α n e −5ε , β n+1 = β n e 7ε and γ n+1 = γ n e 2ε .
Proof. For the proof see [11, Theorem III.3.1] . But let us emphasize that the following estimates are essential for the proof and that they are satisfied in our situation. Put
Then one can easily check by using the results from Section 2.3 that for l ≥ 0 the map
where Lip · denotes the Lipschitz-constant with respect to · (ω,x),l and · (ω,x),l+1 . Furthermore if we define for n, l ≥ 0
x (W 0 (ω, x)) with (ξ 0 , η 0 ) (ω,x),0 ≤ r 0 we get for every n ≥ 0 the estimate
Global Stable Manifolds
Let us now show the existence of global stable manifolds. Denotê 
If we denote {[a n , b n ]} n∈N := {[a, b] : a < b ≤ 0, a and b are rational} let us define
then we havê
Now we can state the following theorem, which is [11, Theorem III.3.2] on the existence of global stable manifolds.
under an injective immersion of class C 1,1 and is tangent to
be the Lyapunov exponents smaller than a. Then one can see that
the strictly negative Lyapunov exponents at (ω, x) then we get
under an injective immersion of class C 1,1 and is
Another Estimate on the Derivative
Before coming to the main theorem of this article we finally need to bound the derivative of the inverse of the function F (ω,x),n at 0.
Lemma 2.12. There exists a set
, there exists a positive measurable function C δ defined on Γ 1 such that for every (ω, x) ∈ Γ 1 and n ≥ 0 one has
Proof. By Assumption 3 we have log
and hence we get by Birkhoff's ergodic theorem the existence of a measurable set
Thus for all δ ∈ (0, 1) we find a measurable function C δ such that for all n ≥ 0 and
Let us fix some C ′ ≥ 1 such that the set
is non-empty.
The Absolute Continuity Theorem
Let us abbreviate in the following
where all parameters are chosen in such a way that ∆ is non-empty. These parameters will be fixed from now on. Let us choose a sequence of approximating compact sets {∆ l } l with ∆ l ⊂ ∆ and ∆ l ⊂ ∆ l+1 such that ν N × µ ∆\∆ l → 0 for l → ∞ and let us fix arbitrarily such a set ∆ l . For (ω, x) ∈ ∆ and r > 0 definẽ
where the distance d in Ω N is as before the one induced by uniform convergence on compact sets for all derivatives up to order 2. Let us denote the collection of local stable manifolds {W 0 (ω, x)} (ω,x)∈∆ l which was constructed in Theorem 2.9 in the following by {W loc (ω, x)} (ω,x)∈∆ l . Since by Theorem 2.9 this is a continuous family of C 1 embedded k-dimensional discs and ∆ l is compact there exists uniformly on ∆ l a number δ ∆ l > 0 such that for any 0
can be represented in local coordinates with respect to (ω, x), i.e. there exists a C 1 map
By choosing δ ∆ l even smaller we can ensure, that for 0
Now let us introduce the notion of transversal manifolds to the collection of local stable manifolds.
, at exactly one point and this intersection is transversal, i.e.
where the supremum is taken over {η ∈ H 0 (ω, x) : η (ω,x),0 < q} and ψ is the map representing W as in the previous definition. Now fix some 0 < q ≤ δ ∆ l and consider two submanifolds W 1 and W 2 transversal to F ∆ l ω (x, q). By the choice of δ ∆ l each local stable manifold passing through y ∈ ∆ l ω ∩ U ∆,ω (x, q/2) can be represented via some function φ, whose norm of the derivative with respect to the Lyapunov metric is bounded by 1/3. Thus the following map, which is usually called Poincaré map or holonomy map, is well defined. Let
be defined by
Since the collection of local stable manifolds is by Theorem 2.9 a continuous family of 
Let us formulate the main theorem of this article, which is basically taken from [7] . As usual let us denote the Lebesgue measure on R d by λ.
Theorem 3.3. Let ∆ l be given as above.
i) There exist numbers 0 < q ∆ l < δ ∆ l /2 and ε ∆ l > 0 such that for every (ω, x) ∈ ∆ l and 0 < q ≤ q ∆ l the family
l with λ(∆ l ω ) > 0 and x is a density point of ∆ l ω with respect to λ, and each two submanifolds W 1 and
is absolutely continuous and the Jacobian J(P W 1 ,W 2 ) satisfies the inequality
Preparations for the Proof of the Absolute Continuity Theorem
Before presenting the formal proof of the absolute continuity theorem we will shortly outline the approach, which is based on the idea of Anosov and Sinai [1] and follows the proof of [7] for deterministic dynamical systems on a compact manifold. The basic idea is that for fixed (ω, x) ∈ ∆ l and some proper q ∆ l and sufficiently large n we apply the mapping f n ω to the subsets∆
, of the transversal manifolds. Because of the contraction in the stable directions, which is stronger than the one in other directions, the set f
By this we are able compare the Lebesgue measures of these sets and show that their ratio is close to 1 (this is basically Proposition 4.17). Finally comparing the Lebesgue volume of the pullbacks of these sets under the mapping (f n ω ) −1 (see Lemma 4.13) we obtain the desired result. The main problem here is that although W i , i = 1, 2 is the graph of a C 1 function, this is in general not true for f n ω (W i ) for n ≥ 0. Thus in the following sections we will construct a proper covering of f n ω (W i ), i = 1, 2, which will provide a local representation by functions that itself and their derivative can be controlled.
Preliminaries
Fix once and for all (ω, x) ∈ ∆ l and let n ∈ N. Then we define the following balls in the stable respectively unstable tangent spaces with respect to the usual Euclidean norm and the Lyapunov norm. For both objects we will use the same symbols, but a ∼ above the symbole indicates in the Lyapunov case.
whereξ ∈ E n (ω, z),η ∈ H n (ω, z), and
whereζ =ξ +η. If we consider the ball around the origin in T f n ω z R d , we will omit to specify the center of the ball, e.g. we will abbreviate B s z,n (r) := B s z,n (0, r). Let us emphasize that we have fixed (ω, x) in the beginning and thus in the following we will often omit to specify the dependence on (ω, x) or ω explicitely.
Let us consider z ∈ ∆ l ω ∩Ũ ∆,ω (x, δ ∆ l /2) and choose y ∈ W loc (ω, z) ∩Ũ ∆,ω (z, δ ∆ l /2) on the local stable manifold. Then we will denote its representation in
with ξ 0 ∈ E 0 (ω, z) and η 0 ∈ H 0 (ω, z) and
where ξ n ∈ E n (ω, z) and η n ∈ H n (ω, z). In the future, when we have fixed the points z and y and thus the point (ξ 0 , η 0 ) ∈ exp
, we will use the notation ξ n and η n exclusively in the sense defined above, without additional explanation.
The following proposition will allow us to compare Lyapunov norms at different points.
and any n ≥ 0 we have
where A was defined in Lemma 2.6.
. By the mean value theorem and Lemma 2.6 we get
Local Representation of Iterated Transversal Manifolds
From the main theorem of this section, Theorem 4.2, we will deduce that the iterated transversal manifolds can be locally represented as the graph of some functions, which satisfy some invariance property and certain growth estimates. Let us fix some C ∈ (0, 1) and define the constant q
C by q
C := min
where r 0 and c 0 are defined in the proof of Theorem 2.9 and A in Lemma 2.6. Further let 0 < q ≤ q
C and choose z ∈ ∆ l ω ∩Ũ ∆,ω (x, q/2) and y ∈ W loc (ω, z) ∩Ũ ∆,ω (z, q/2). From the proof of Theorem 2.9 (see (2.4)), it follows since (ξ 0 , η 0 ) ∈ exp
Then we have the following theorem, the main theorem of this section, which is basically [7, Lemma II.6.1].
Then there exists a unique sequence {ψ (ω,z),n } n≥1 of mappings of class C 1 with
such that for every n ≥ 0 one has
Proof. Although this is basically [7, Lemma II.6.1] we will state the proof here for several reasons. In contrast to [7] we need to achieve a rate of convergence that involves the dimension d in (4.6) and this proof here includes the results from the proof of Theorem 2.9 of [11] for the random case. We will prove this theorem by induction. So let us show that for any n ≥ 0 (4.5) allows to define the mapping ψ (ω,z),n+1 satisfying the properties (4.4), (4.5) and (4.6) for n + 1. The base of induction, for n = 0, follows directly from (4.1) and (4.2).
Let us assume the statement is true for some n ≥ 0. Then the map F (ω,z),n can be represented in coordinate form on E n (ω, z) ⊕ H n (ω, z) by
and a (ω,z),n , b (ω,z),n are C 1 mappings with a (ω,z),n (0, 0) = 0, b (ω,z),n (0, 0) = 0 and their derivatives satisfy D (0,0) a (ω,z),n = 0 and D (0,0) b (ω,z),n = 0. By Lemma 2.6 we have
The following proposition gives an estimate on t (ω,z),n assuming the induction hypothesis (see [7, Proposition II.6.3] ).
where c 0 is defined in the proof of Theorem 2.9.
Proof. This is basically the proof of [7, Proposition II.6.3] . By the mean value theorem we have
. For ζ ∈ I we have by induction hypothesis and q ≤ q
,n we can apply (2.3) and thus we get for ζ ∈ I by (4.8)
And by assumption (4.5) and the mean value theorem we have
, which finally yields the assertion.
By Proposition 4.3 and (4.7) the mapping
Thus β n is an C 1 injective immersion and its image contains the ball of radius
In particular β −1 n is well defined and
. This allows us to express ψ (ω,z),n+1 as
where π En+1(ω,z) denotes the orthogonal projection of T f n ω R d to E n+1 (ω, z) with respect to ·, · (ω,z),n and id Hn(ω,z) the identity map in H n (ω, z). Then we immediately get
which is (4.4) and ψ (ω,z),n+1 (η n+1 ) = ξ n+1 , which is (4.3). In the next step we need to achieve the estimate in (4.6) for n + 1. Our aim is to estimate (for ease of notation we will abbreviate · (ω,z),n by · n and ψ (ω,z),n by ψ n )
n (η + τ ). Because of (4.9) we haveη,η +τ ∈B u z,n (η n , δ ′ n ). By definition of β n we have
Since F (ω,z),n (ψ n (η),η) = (ψ n+1 (η), η) and F (ω,z),n (ψ n (η +τ ),η +τ ) = (ψ n+1 (η + τ ), η + τ ) we get ψ n+1 (η) = A n ψ n (η) + a n (ψ n (η),η), ψ n+1 (η + τ ) = A n ψ n (η +τ ) + a n (ψ n (η +τ ),η +τ ).
By choice of q ≤ q (1) C we have that 2qc 0 < e b−2ε . Thus applying Proposition 4.3 and (4.7) we get
Since τ n+1 → 0 implies by continuity of β n that τ n → 0 so by the induction hypothesis we get
Since q ≤ q
C we have
The last step is to verify (4.5) for n + 1. Observe that for η ∈B
which proves (4.5) for n + 1 by taking the supremum over all η ∈B u z,n+1 η n+1 , δ ′ n+1 .
Since E 0 (ω, z) and H 0 (ω, z) depend continuously on (ω, z) we can choose an orthonormal basis {ζ i (ω, z) : i = 1, . . . , d} of T z R d with respect to ·, · (ω,z),0 such that {ζ i (ω, z) : i = 1, . . . , k} is a basis of E 0 (ω, z) and which also depends continuously on (ω, z) ∈ ∆ l . Let us define for each (ω, z) ∈ ∆ l the linear map
where e i denotes the i th unit vector in R d . Since ζ i (ω, z) depends continuously on (ω, z) the same is true for A(ω, z). Then for (ω, z), (ω ′ , z ′ ) ∈ ∆ l let us denote the map
The function I (ω,z),(ω ′ ,z ′ ) describes the change of basis from
Proof. Since A(ω, z) is linear and depends continuously on (ω, z) the function
is continuous and hence uniformly continuous on the compact set ∆ l ×∆ l ×{v ∈ R d : |v| ≤ 1}. Thus let us define
Clearly 0 ≤ R(q) < +∞ for q ≥ 0 and if one chooses (ω ′ , z ′ ) = (ω,z) = (ω ′ ,z ′ ) and v =v then this is exactly the desired.
) is the graph of a function φ (see Section 3) with
Because of (4.10) and
Then we have the following proposition [7, Corollary II.7.1].
Proof. Let us defineψ
where it makes sense. Then one can easily check that with
we have for those v ∈ R k where it makes sensê
where ψ : 
Now choose constants q
C and ε C such that
and consider a transversal manifold W ofŨ ∆,ω x, q
This intersection consists by transversality of exactly one point, which we will denote by y. As usual denote (ξ 0 , η 0 ) = exp −1 z (y). Let ψ (ω,z) and O (ω,z) be as constructed before. Then we define
C .
(4.11)
Lemma 4.4 guarantees that the first inclusion holds for positive δ 0 , whereas since W is a submanifold ofŨ ∆,ω x, q
C and because of (4.10) this is also true for the second inclusion. Thus q C (z, W ) > 0 and one can even see that for fixed W both remarks hold uniformly in
C /2 . By definition of ψ (ω,z) we clearly have ψ (ω,z) (η 0 ) = ξ 0 and for 0 < δ 0 < q C (z, W ) we get by Proposition 4.1
C and similarly since exp z (ψ (ω,z) (η)) ∈Ũ ∆,ω x, q
Finally from Proposition 4.5 and choice of q
C we get sup
Thus for q = q
(1) C , 0 < δ 0 < q C (z, W ) and ψ 0 := ψ (ω,z) |Bu z,0 (η0,δ0) the assumptions of Theorem 4.2 are fullfilled and we obtain for each n ≥ 0 mappings
and the estimates
With this sequence of maps we are able to define the (d − k)-dimensional submanifold of R d , which will play an important role in the following. For any n ≥ 0 and 0 < r < q C (z, W )e (a+11ε)n let us definẽ
In particular, for 0 < δ 0 < q C (z, W ) and δ ′ n = δ 0 e (a+11ε)n we can consider the submanifolds W n (z, y, δ ′ n ). By Theorem 4.2 we immediately get 12) which is a very important property for the future. Let us emphasize that if one uses the Euclidean metric on the tangent spaces instead of the Lyapunov metric then this property is not true in general anymore.
Projection Lemmas
For n ≥ 0, z ′ ∈ f n ω (W ) and q > 0 we will denote by Q(z ′ , q) the closed ball in f Proposition 4.6. For any n ≥ 0 we have
where γ(·, ·) denotes the angle between two subspaces with respect to the Euclidean scalar product and l ′ was fixed in the beginning of Section 3. Two examples that will be considered in the following are the Riemannian orthogonal complement H ⊥ n (ω, z) and E n (ω, z), which satisfies (4.13) because of Lemma 2.4.
Let us denote by π n F the projection of T f n ω z R d onto H n (ω, z) parallel to the subspace
. Then we have the following projection lemma (see [7, Lemma II.8.1]), which compares the projection along the subspace F of an Euclidean ball in f n ω (W ) with an Euclidean ball in H n (ω, z) for large n. ′ n ), any 0 < q ≤ 3d n , and any subspace F ⊂ T f n ω z R d which satisfies (4.13) we have
Proof. This is [7, Lemma II.8.1].
Remark. The quantity N (1) (α) can be assumed to be decreasing in α.
As an immediate consequence of this lemma and the properties of the function ψ (ω,z),n we get the following corollary.
Corollary 4.8. There exists a number N (2) such that for any n ≥ N (2) and each z ′ ∈ W (z, y,
and the derivative satisfies for any
Proof. Because of Proposition 4.6 the function ψ (ω,z),n is well defined on π n F Q (z ′ , 3d n .
Thus by Lemma 4.7 there exists N (2) := max {N (1) (1/9); N (1) (1/7)} such that for n ≥ N
we have
Thus we can define Ψ π,n :
, which satisfies because of Lemma 2.6 and (4.6) for any
For n ≥ 0 let us denote by λ n andλ n the (
whered denotes the induced Euclidean metric on f n ω (W ). By Proposition 4.6 we get that
Lemma 4.9. There exists a constant C (1) such that for any θ ∈ (0, 1/6) there exists a number N (3) = N (3) (θ) such that for every n ≥ N (3) and every z ′ ∈W (z, y,
Proof. This is basically taken from [7, Lemma II.8.2], but some things are adapted to our situation. The proof bases on several applications of Lemma 4.7. Let us fix some n ≥ 0 then since exp f n ω z is a simple translation on R d it is sufficient to shoŵ
Since the exponential function exp f n ω z is again a simple translation on R d we have for any n ≥ 0Â
where againẑ
By definition of A n (z ′ , θ) we havê
Let us again apply Lemma 4.7 with α = θ/(1 − θ), F = H n (ω, z) ⊥ and q = 2d n (1 − θ) 2 then there exists N (3, 2) such that for any n ≥ N
which yields by (4.16)
Combining (4.15) and (4.17) we get
By Corollary 4.8 there exists
) . Proposition A.1 then implies that for every n ≥ N (3, 3) and any measurable subset
where vol(V ) denotes the (d − k)-dimensional Lebesgue measure of V induced by the Euclidean scalar product in T f n ω z R d . Let us observe that for a, b ≥ 0, p ∈ N we have the factorization
. Now combining (4.14), (4.18) and (4.19) we get for n ≥ max{N (3, 1) ; N (3, 2) ;
Now the result follows with
Construction of a Covering
As before let W be a transversal submanifold. As before if P ∈ W we will denote by Q(P, h) the closed ball in W , with respect to the Euclidean metric induced on W , centered at P and of radius h. When h > 0 is small enough, i.e. 0 < h < h P , the ball Q(P, h) satisfies Q(P, h) ⊂ W . Let us recall that ∆ l is a compact set and hence if (ω, x) ∈ ∆ l then ∆ l ω is compact. Let us define for 0 < q < δ ∆ l the closed ball in the tangent space of x of radius q
is compact for any q > 0. Thus by choice of δ ∆ l the local stable manifolds W loc (ω, z) ∩Ũ cls ∆,ω (x, q) are compact for any 0 < q < δ ∆ l and hencẽ
is compact. For P ∈ W and 0 < h < h P let us denote
C ) ∩ Q(P, h). As W is relatively compact in R d , then Q(P, h) is compact and consequently D(P, h) is also a compact subset of R d . The next lemma now gives a covering of D(P, h) by the local representation of the iterated transversal as constructed at the end of Section 4.2. Although this is basically [7, Lemma II.8 .3], we here have a slightly weaker result, since the quantity δ P,β,h in our theorem does depend on h.
Lemma 4.10. For every P ∈ W , every 0 < β < h P and 0 < h < h P −β there exists δ P,β,h > 0 such that for every 0 < δ 0 < δ P,β,h and every n ≥ 1 there exists
(1) , such that for every i one has
Let us denote y i = W loc (ω, z i ) ∩ W . The submanifoldsW n (z i , y i , δ ′ n ) are well defined and we have
Proof. Because of Lemma 2.6 the Lyapunov norm can be bounded by the Euclidean Norm uniformly for all z ∈ ∆ l ω ∩Ũ ∆,ω x, q
C /2 . Thus there exists a constanth 0 and a function t depending (both only on a, b, k, ε, l ′ , r ′ and C ′ ) with 0 < t(h) ≤ h for 0 < h <h 0 such that for every z ∈ ∆ l ω ∩Ũ ∆,ω x, q
Let us define for fixed P ∈ W and 0 < h < h P the number
C /2 and W loc (ω, z) ∩ W ∈ Q(P, h)}.
By the remark after the definition of q C (z, W ) (see (4.11)) this quantity is strictly positive for all P ∈ W and 0 < h < h P . Now let us define δ P,β,h := min t min β 4 ;h 0 ; A P,h .
and fix numbers n ≥ 1, 0 < β < h P , 0 < h < h P − β and 0 < δ 0 < δ P,β,h . Then for the set f n ω (D(P, h)) we can consider the open covering
C /2 and W loc (ω, z) ∩ W ∈ Q(P, h) ,
where the interior is meant in the induced metric on the submanifold f n ω (W ). By definition of δ P,β,h and since 0 < δ 0 < δ P,β,h ≤ A P,h these sets are well defined. Since D(P, h) is compact and f n ω a diffeomorphism, f n ω (D(P, h)) is compact as well. Thus for the fixed parameter P, β, h, δ 0 and n there exists a finite covering, say
.
Now it only remains to prove that
which is equivalent to that for all 1
If this would not be true, then there exists some 1 ≤ i ≤ M (1) and a point z ′ such that
and the connectivity of (f
By (4.12), the definition of δ P,β,h and the properties of the function t we have
This implies on the one hand via (4.22)
and on the other hand via (4.21)
Since the distance between D(P, h) and ∂Q(P, h+β) is because of D(P, h) ⊂ Q(P, h) greater than β and diam Q y i , , h) ) is the following lemma. The main part of the following lemma, is to give a bound on the multiplicity of the covering. Here multiplicity is defined as follows: Let {A i } i∈I be a family of subsets of the set X and let Y ⊂ X with Y ⊂ i∈I A i . We will say that the multiplicity of the covering {A i } i∈I of Y is not bigger than some number L if for any y ∈ Y the number of covering elements is smaller than L, i.e. #{i ∈ I : y ∈ A i } ≤ L.
Lemma 4.11. Let P ∈ W , 0 < β < h P , 0 < h < h P − β and 0 < δ 0 < δ P,β,h . Then there
ii) we have
iii) the multiplicity of the covering of W n (1/2) by the balls
Proof. Although this is [7, Lemma II.8.4] we will state the proof for sake of completeness of the covering construction. As in Section 4.3 define d 0 := δ0 12A and let n ≥ 0 be fixed for the moment. As before we will denote byd the induced Euclidean metric on f n ω (W ). As W n (1/2) is compact, we can find a finite set of points {z j } 1≤j≤M (2) 2) , i = j, and that for any point z ′ ∈ W n (1/2) there exists some j,
Observe that such a set is not unique and its cardinality may depend on the choice of points.
Property i) follows directly from Propostion 4.6 by the choice of d 0 . The first inclusion in ii) is satisfied by construction, the second one is obvious and the third one follows from property i).
Thus it is left to show property iii). For some j,
is bounded by some constant K independently of j and n sufficiently large, then L = K + 1 satisfies the desired. Since the diameter satisfies diam(Q(z l , d n )) ≤ 2d n for any 1 ≤ l ≤ M (2) we get that if
Thus to prove property iii) is suffices to show that
is bounded by some constant K. Since by construction we have for each
thus we will show that there exists N (4) such that for all n ≥ N (4) and any j, 1 ≤ j ≤ M (2) , the number K(n, j) can be bounded by the number of disjoint balls of radius
Hence we can apply Lemma 4.7 with α = 
Comparison of Volumes
Let us consider two submanifolds W 1 and W 2 transversal to the family
C ) satisfying W i ≤ ε C , where ε C was defined in Section 4.2.
C /2 then by transversality
C = ∅. Let us denote the intersection of W 1 and W 2 with the local stable manifold W loc (ω, z) by
C for i = 1, 2. Let us now fix two numbers δ i,0 for i = 1, 2 such that
Now we can apply to the manifolds W 1 and W 2 the construction described in Section 4.4 and obtain for i = 1, 2 and n ≥ 0 the maps ψ i n (see Lemma 4.2) and the manifolds
As in the proof of Theorem 2.9 let
We will denote its inverse by F −n 0 (ω, z). Let E and E ′ be two real vector spaces of the same finite dimension, equipped with the scalar products ·, · E and ·, · E ′ respectively. If E 1 ⊂ E is a linear subspace of E and B : E → E ′ a linear mapping, then we can define the determinante of B| E1 to be
where U is an arbitrary open and bounded subset of E 1 and E ′ 1 is a arbitrary linear subspace of E ′ of the same dimension as E 1 with B(U ) ⊂ E ′ 1 (see [7, Section II.3] ). Then we have the following lemma on the comparsion of the determinants of the pullbacks in the direction tangent to the transversal manifolds. This is basically [7, Lemma II.9.2].
Lemma 4.12. There exists a positive constant C (2) such that for any number n ∈ N and every
Proof. This is basically [7, Lemma II.9 .2], but we will state the proof here, since some estimates differ from the proof there. As before let us denote by y 1 and y 2 the intersection of the transversal manifolds W 1 and W 2 respectively with the local stable manifold W loc (ω, z). Since
the problem can be reduced to estimate the quotient in the following two cases:
i) the transversal manifolds W 1 and W 2 coincide, i.e. first and third multiplier ii) z 1 , z 2 ∈ W loc (ω, z), i.e. the second multiplier with y 1 = z 1 and y 2 = z 2 .
Because of the general inequality for a, b, c > 0
the assertion follows, if we can bound each quotient separately. Case i). Without loss of generality let us assume that z 1 , z 2 ∈ W 1 . The same proof is true if z 1 , z 2 ∈ W 2 . By the chain rule we have
We will estimate the numerator and the enumerator in the last expression separately. By definition we haveŴ
where Γ |·| denotes the aparture between to linear spaces with respect to the Euclidean norm, i.e. for two such spaces E and E ′ the aparture is defined by
Let us first observe that by Lemma 2.6, the properties of ψ there exists some constant
Then we have by Lemma 2.7, Lemma 2.12 and (4.24) for 1 ≤ j ≤ n
By Lemma 2.7 and Theorem 4.2 we get for 1 ≤ j ≤ n
The aparture between T 1 j (z 1 ) and T 1 j (z 2 ) can be bounded via Lemma A.3
where Γ · (ω,z),j denotes the aparture with respect to the Lyapunov norm. So finally we get
(4.27) with a constant C (2,4) > 0. Finally we have to estimate the denominator in (4.23). We have analogously to (4.25) det Dẑ2
Thus by combining (4.27) and (4.28) there exists a constant C (2, 5) such that
Let us observe that for any θ ∈ (0, 1) and a ∈ (0, 2C (2, 5) ) we have
and thus with θ = e −3dε and a = C (2,5) (δ 1,0 + C) we get
Since z 1 and z 2 appear symmetrically in all our considerations we get
and thus finally because of 1/(1 + x) ≥ 1 − x, x ≥ 0 and δ 1,0 ≤ C we achieve
Case ii). The proof of this case follows the same line as in case i), except we have to find an analog bound in (4.26) for for y
C , then we have by Proposition 4.1
By definition of we have q (3) C ≤ q (1) ≤ C and thus we finally get analogously to (4.26)
which gives the analog bound for (4.26) and thus finishes the proof.
Let us denote by
induced by the Euclidean norm. Then we have the following result (see [7, Lemma II.9.3] ) on the comparsion of volumes under the pull back of the diffeomorphisms, which is a direct result from Lemma 4.12.
Lemma 4.13. There exists a constant C (3) such that for any τ ∈ (0, 1) and n ≥ 1 if
Proof. Basically this is a direct result from Lemma 4.12. Let us observe that for any x ∈ R d the exponential function exp x as a function on R d is translation. Hence the Lebesgue measureλ
Thus by change of variables and the mean value theorem we get
for some points ζ i n ∈Â i , i = 1, 2. By Lemma 4.12 we finally get
Construction of the Final Covering
Fix two submanifolds W 1 and
C ). We will now apply the covering construction presented in the Section 4.4 to W 1 . Let us fix P ∈ W 1 , 0 < β < h P , 0 < h < h P − β and 0 < δ 0 < δ P,β,h . Now Lemma 4.11 implies that for n ≥ N (4) , which will be as well fixed for the moment, there exists M (1) n and M (2) n and corresponding points {z i } 1≤i≤M
(1) n and {z j } 1≤j≤M (2) n . For the moment let us fix some j, 1 ≤ j ≤ M (2) n . We will consider the submanifoldsW 
. Now we will start the final step before presenting the proof of the absolute continuity theorem, which will allow us to formulate and prove Lemma 4.14.
Fix θ ∈ (0, 1/6) and let us consider the covering of the ball 
By the choice of α 0 we havê
where Lemma 4.14. For every α 0 > 0 there exists
n and 1 ≤ m ≤ N j we have
C /2 such that
C . Thus we only need to check that for n large y 2 ∈ (f
If we denote (ξ 
for k = 1, 2, then it suffices to prove that η 
By the choice of q (1) C and q
C and since z ′ , y 1 , y 2 ∈Ũ ∆,ω x, q
C we have for k = 1, 2
Thus because of (ξ
we get with (2.4)
By choosing N (6) = N (6) (α) so large such that 4Ar 0 e −εN
This implies sinceη
, which proves the lemma.
Further we have the following lemma, which compares these sets with the set Q(z j , r) for d n ≤ r ≤ 2d n . It is a stronger result than in [7, Proposition II.10 .1] because of the second inclusion in the proposition, which is an important ingredient for the proof of Lemma 4.16.
n one has is of multiplicity at most L ′ . We will denote this covering by A. Let us remark that L ′ is the number L, which originally comes from Lemma 4.11, and additionally the multiplicity of the covering {D 1 j,m } 1≤m≤Nj . Since in following lemma we are interested in the comparision of the sum of the Lebesgue measures with the Lebesgue measure of the union the second multiplicity is neglectable, since its Lebesgue measure is 0.
We will now choose a subcover of A which has multiplicity one, except on a set of very small measure. To obtain this we proceed consecutively from the ball Q(z j , 2d n ) to the ball Q(z j+1 , 2d n ) for j = 1, 2, . . . , M (2) − 1: in the (j + 1) th step we eleminate all sets
be the covering of W (1) there exists N (7) = N (7) (θ) ≥ max {N (1) (θ/2); N (4) } such that for every n ≥ N (7) we have
Proof. This is basically [7, Lemma II.10.1], but varies at some point, inparticular the definition of good and bad sets. Let us consider n ≥ max {N (1) (θ/2); N (4) }. Our first aim is to divide the set {1, . . . , N } into a bad set B and a good one G, in the sense that for i ∈ G we have Int(
By the properties of the function ψ 
whered is the induced metric on f n ω (W 1 ) by the Euclidean metric and A(z j , 3θ) is defined before Lemma 4.9. As mentioned above the multiplicity of the covering {D
Hence we get
and it suffices to estimate the last term in (4.35). Because of (4.34), Proposition 4.15 and the fact that the multiplicity of the covering {Q(z j , d n )} j is bounded by L we have
. i bi ≤ h. By this remark it suffices to estimate each fractional in (4.36) on its own. So let us fix some j, 1 ≤ j ≤ M (2) , and denote
18 from Lemma 4.9 we obtain a constant C (1) such that for every n ≥ N (7) (θ) :
Thus by application of Lemma 4.13 we achieve a constant C (3) such that for τ = 3C
(1) θ < 1 we have for n ≥ N (7) (θ)
By definition of A 1 and A 2 this implies for n ≥ N (7)
which finally finishes the proof with
The next proposition is the last one before we will start to prove the absolute continuity theorem, we will state the proof for sake of completeness although it is basically [ ≤ 2Ae −5εn .
Now fix P ∈ W 1 ∩∆ l ω (x, q ∆ l ), 0 < β < h P and 0 < h < h P − β. We will use the covering of the transversal manifolds presented in Section 4.4 and 4.6. For the fixed parameters P , β, h and the transversal manifolds there exists according to Lemma 4.10 some δ P,β,h > 0. Now let us fix 0 < δ 0 < δ P,β,h , 0 < θ < min . These satisfy by Lemma 4.14 for all 1 ≤ i ≤ N
Then since by Lemma 4.11 and (4.33) for n ≥ N (9) (α 0 , θ)
we get The assumptions of Lemma 4.13 are satisfied because of Proposition 4.17, such that we get for all n ≥ N (10) (θ) := N (9)
Combining (5.2) and (5.3) and applying Lemma 4.16 we get for all n ≥ N (10) (θ) Since β > 0 and θ > 0 can be chosen arbitrarily small, this finally implies (5.1).
Proof of the Absolute Continuity Theorem ii). Now we will proof the second part of Theorem 3.3. Fix once and for all (ω, x) ∈ ∆ l such that λ(∆ C and ε C as in Section 4.2.
For each ξ ∈ E 0 (ω, x) with ξ (ω,x),0 < q
C let us define the submanifold W ξ by the formula W ξ := exp x (ξ, η) : η ∈ H 0 (ω, x); η (ω,x),0 < q 
C ) then consider the Poincaré maps P W 1 ,W ξ and P W 2 ,W ξ = P −1 W ξ ,W 2 . Clearly we have
Because these maps are absolutely continuous by i) of Theorem 3.3, we have for i = 1, 2
C ) > 0.
The following construction is due to the following apllication to P W 1 ,W 2 and its inverse P 
C ) such that y is a density point of
C ) with respect to λ W 1 and P W 1 ,W 2 (y) is a density point of
C ) with respect to λ W 2 . As λ W 1 -almost all points of
C ) are of density and as P 
C ) belong to P W 1 ,W 2 (T ). Now let us take y ∈ T . By the definition of a point of density for every κ > 0 there exists 0 < h(κ) < h y such that for every 0 < h < h(κ) one has λ W 1 (Q(y, h)) ≤ (1 + κ)λ W 1 (T ∩ Q(y, h)), where Q(y, h) as before denotes the closed ball in W 1 with center y and radius h > 0 with respect to the Euclidean metric. Since λ W 2 -almost all points of W 2 ∩∆ l ω (x, q
C ) belong to P W 1 ,W 2 (T ) and because of (5.1) we have for every 0 < h < h(κ)
C ) ∩ Q(y, h) ≤ (1 + C (6) C)λ W 1 (Q(y, h)) ≤ (1 + κ)(1 + C (6) C)λ W 1 (T ∩ Q(y, h)),
i.e.
Since y is a density point the Lebesgue-Vitali theorem implies for h → 0 that
where J(P W 1 ,W 2 ) denotes the Jacobian of the poincaré map, and since κ > 0 can be chosen arbitrarily samll we finally get J(P W 1 ,W 2 )(y) ≤ 1 + C (6) C.
As y ∈ T then P W 1 ,W 2 (y) is a density point of
C ). Since in our cosideration and in particular in (5.5) P W 1 ,W 2 and P −1 W 1 ,W 2 play completely symmetrical roles we get
Because of J(P W 1 ,W 2 )(y) = 1 J(P −1 W 1 ,W 2 )(P W 1 ,W 2 (y)) we have
Choosing additionally 0 < C < 1 C (6) we finally get
Now letC ∈ (0, 1) as in the theorem then we define
C/C (6) and ε ∆ l (C) = εC /C (6) and this finishes the proof of Theorem 3.3 part ii).
