Abstract. Current numerical methods for assessing the statistical significance of local alignments with gaps are time consuming. Analytical solutions thus far have been limited to specific cases. Here, we present a new line of attack to the problem of statistical significance assessment. We combine this new approach with known properties of the dynamics of the global alignment algorithm and high performance numerical techniques and present a novel method for assessing significance of gaps within practical time scales. The results and performance of these new methods test very well against tried methods with drastically less effort.
Introduction
Sequence alignment is one of the most commonly used computational tools of molecular biology. Its applications range from identifying the function of newly sequenced genes to the construction of phylogenic trees [43, 18] . Its importance is epitomized by the popularity of the program BLAST [1, 3] which is currently used 300,000 times a day on the NCBI's web site alone.
All alignment algorithms have the drawback that they will find an optimal alignment and an optimal score for any pair of sequences -even randomly chosen and thus completely unrelated ones. Thus, it is necessary to assess the significance of a resulting alignment. A popular approach to this problem is to compare the score of the optimal alignment to the scores generated by the optimal alignments of randomly chosen sequences. This is quantified by the por E-value. This comparison steadily becomes more important since with the increasing size of the databases the probability for obtaining a relatively large score just by chance increases dramatically.
In order to reliably quote a p-value, the distribution of optimal alignment scores for alignments of random sequences must be known. In the case of alignment without "gaps", it has been worked out rigorously [24] [25] [26] that this distribution is a Gumbel or extreme value distribution [20] . This distribution is characterized by two parameters that depend on the scoring system used and on the amino acid frequencies with which the random sequences are generated. For gapless alignment, the dependence of the two Gumbel parameters on the scoring system is completely known.
However, in order to detect weakly homologous sequences, gaps must be allowed in an alignment [35] . Unfortunately, for the case of gapped alignment, there currently exists no theory that describes the distribution of alignment scores for random sequences. However, there remains a lot of numerical evidence as well as a number of heuristic arguments that this distribution is still of the Gumbel form [39, 12, 30, 41, 42, 2] . Nevertheless, even assuming the correctness of the Gumbel form, finding the two Gumbel parameters for a given scoring system turns out to be a very challenging problem. The straightforward method generates a large number of alignment scores by shuffling the two sequences to be compared and taking a histogram of this distribution. But, because of the slow exponential tail of the Gumbel distribution, this method is extremely time consuming. Thus, in practice, the two Gumbel parameters have to be precomputed for some few fixed scoring systems [2, 3] .
Pre-computed Gumbel parameters have the disadvantage that they restrict the user to a few scoring systems (substitution matrices and gap costs) for which the Gumbel parameters have been pre-computed. The necessity of pre-computing the Gumbel parameters definitely becomes problematic if adaptive schemes, e.g., PSI-BLAST [3] , are being used. These schemes change their scoring system recursively depending on the sequence data they are confronted with and thus have to be able to find the two Gumbel parameters after each update of the scoring system.
To remedy this problem, a more effective numerical method which estimates the two Gumbel parameters has been proposed [34, 4] . There are also some analytical approximations [31, 37, 32] which are mainly valid for rather large gap costs where the influence of the gaps on the Gumbel parameters is not yet too strong. In addition, an analytical scheme has been used to successfully calculate the Gumbel parameter λ, which describes the tail of the Gumbel distribution, for just one particular scoring system [8, 10] . In this paper, we will present a novel approach that calculates λ for a variety of scoring schemes while drastically reducing the time required to calculate λ and retaining a high degree of precision in the solution. This approach will expand upon and combine the different analytical works devised in [8, 10] and [16, 17] , creating a new scheme for calculating λ using the numerical tools of [29] . Once λ is known, it then becomes a simple matter to extract the remaining Gumbel parameter, which characterizes the mean of the score distribution, numerically via e.g., the island method [34, 4] or direct simulation.
In section 2, we will present an abbreviated review of sequence alignment. We then point out that, although λ is intrinsically a quantity of local alignments, it may be calculated from solely studying the simpler global alignment algorithm. Under some very moderate approximation we then briefly reformulate the problem of finding λ in terms of an eigenvalue equation, as done with more detail in [8, 10] . We then show the feasibility of our novel approach by comparing the results from this new method with established analytical [8] and numerical [4] methods for a variety of scoring systems.
Review of Sequence Alignment
In the vast majority of sequence alignment applications, gapped alignment is used as the fundamental alignment technique. Gapped alignment looks for similarities between two sequences a = a 1 a 2 . . . a M , and b = b 1 b 2 . . . b N of length M and N respectively. The letters a i and b j are taken from an alphabet of size c. This may be the four letter alphabet {A,C,G,T} of DNA or the twenty letter amino-acid alphabet. Here, we consider Smith-Waterman local alignment [38] . In this case, a possible alignment A consists of two substrings of the two original sequences a and b. These subsequences may have different lengths, since gaps may be inserted in the alignment. For example, the two subsequences GATGC and GCTC may be aligned as GATGC and GCT-C using one gap. Each such alignment A is assigned a score according to S[A] = (a,b)∈A s a,b − δN g where the sum is taken over all pairs of aligned letters, N g is the total number of gaps in the alignment, δ is an additional scoring parameter, the "gap cost," and s a,b is some given "scoring matrix" measuring the mutual degree of similarity between the different letters of the alphabet. A simple example, the match-mismatch matrix
is used for DNA sequence comparisons [33] . For protein sequences, normally the 20 x 20 PAM [13] or BLOSUM matrices [21] are used. Practical applications usually use the more complicated affine gap cost. For the purpose of clarity, the following will only consider the case of linear gap cost. However, we want to stress that our approach is applicable to affine gap costs as well as discussed at the end of the manuscript. The computational task is to find the subsequences which give the highest total score for a given scoring matrix s a,b
The task is to find the alignment A with the highest score as in Eq. (2). This can be very efficiently done by a dynamic programming method which becomes obvious in the alignment path representation [33] . In this representation, the two sequences to be compared are written on the edges of a square lattice as shown in Fig. 1 where we chose L ≡ M = N . Each directed path on this lattice represents one possible alignment. The score of this alignment is the sum over the local scores of the traversed bonds. Diagonal bonds correspond to gaps and carry the score −δ. Horizontal bonds are assigned the similarity scores s(r, t) ≡ s a,b where a and b are the letters of the two sequences belonging to the position (r, t) as shown in Fig. 1 .
If interested in finding the highest scoring global alignment of the two sequences a and b, one finds the best scoring path connecting the beginning (0, 0) (r,t)=(7,7) (r,t)=(−3,11) (r,t)= (0,14) (0,0) (r,t)= Fig. 1 . Local alignment of two sequences. This figure shows the alignment of CGATGCT and TGCTCGA represented as a directed path on the alignment lattice. The highlighted alignment path r(t) corresponds to one possible alignment of two subsequences, GATGC to GCT-C. This path contains one gap. It is also shown how the coordinates r and t are used to identify the nodes of the lattice.
to the end (0, 2L). This path can be found efficiently by defining the auxiliary quantity h(r, t) to be the score of the best path ending in the lattice point (r, t) with initial conditions h(t, t) = −tδ = h(−t, t). This quantity can be calculated recursively by the Needleman-Wunsch dynamic programming algorithm [33] h(r, t + 1) = max{h(r,
For local alignments, the Smith-Waterman algorithm [38] , supplemented by the initial conditions S(t, t) = 0 = S(−t, t), describes the appropriate recursion S(r, t + 1) = max{S(r, t − 1) + s(r, t), S(r ± 1, t) − δ, 0}.
The score of the best local alignment is then given by Σ = max r,t S(r, t).
Characterizing the statistical significance of alignments requires the distribution of Σ for the alignment of two random sequences whose elements, a k 's and b k 's, are generated independently from the same frequencies p a as the query sequences, and scored using the scoring matrix s a,b . In the gapless limit where δ → ∞, this distribution of Σ has been worked out rigorously for the regime pertinent to significance assessment -i.e. in the logarithmic phase characterized by a negative s ≡ Σ a,b p a p b s a,b and Σ ∝ log L [7, 25, 26] . For scoring parameters in the logarithmic phase, it is a Gumbel or extreme value distribution given by
This distribution is characterized by the two parameters λ and κ with λ giving the tail of the distribution and λ −1 log κ describing the mean. For gapless alignment, these parameters can be explicitly calculated [25, 26] from the scoring matrix s a,b and the letter frequencies p a . For example, λ is the unique positive solution of the equation
In the presence of gaps, one can still distinguish a logarithmic phase [40] . If the parameters are chosen such that the expected global alignment score drifts downwards on average, then the average maximum score Σ for gapped local alignment remains proportional to the logarithm of the sequence length, as in the logarithmic phase of gapless alignment. The reduced value of Σ in the logarithmic phase makes it the regime of choice for homology detection. Again, the distribution of Σ must be known for local alignments of random sequences in order to characterize the statistical significance of local alignment. There exists no rigorous theory for this distribution in the presence of gaps. However, a slew of empirical evidence strongly suggests that the distribution of local scores describes the Gumbel distribution [39, 12, 30, 41, 42, 2] . In practice, they have to be determined empirically by time consuming simulations [4] . In the absence of a more efficient means of calculating λ and κ, the use of adaptive schemes such as PSI-BLAST or more finely tuned significance assessment for various letter compositions remains elusive. Below we will present a new method to calculate the parameter λ, as well as an explicit calculation of this parameter for some simple scoring systems, that can resolve this dilemma. Since κ determines the mean and not tail of the distribution, κ can always be determined efficiently by simulation once λ is known. The method outlined here may also be applied directly to more complex scoring schemes, e.g., affine gap costs.
Review of Significance Estimation using Global Alignment as a Dynamic Process
As a first and very crucial step, we will use the fact that, accepting the empirical applicability of the Gumbel distribution to gapped local alignment, the parameter λ, describing the tail of the Gumbel distribution, can be derived solely from studying the much simpler global alignment (3). This has been shown in [8, 10] . For our purposes, we will recast the result from [8, 10] in the following form. Let us define the generating function
where the brackets · denote the ensemble average over all choices of random sequences a, b and h(0, L) is the global alignment score at the end of a lattice of length L as shown in Fig. 2(a) , and Ω summarizes the parameters p a , µ, and δ that contribute to the evaluation of h(0, L). This score can be obtained from the recursion relation (3) with initial condition h(r, 0) = 0. Let us now define
Then according to [8, 10] the parameter λ of the Gumbel distribution is obtained as the unique positive solution of the equation
Note that this condition reduces simply to Eq. (6) in the case of gapless alignment, since for infinite gap cost δ, In order to calculate Φ(γ; Ω), instead of the triangular alignment lattice shown in Fig. 2(a) , we utilize the rectangular lattice of 2W lattice points shown in Fig. 2(b) . Across the lattice, we apply periodic boundary conditions h(0, t) = h(2W, t) for all t. Defining the generating function of the finite width Z L,W (γ; Ω) by Eq. (7) with h(r, t) calculated on the lattice of width 2W , we introduce
The function Φ(γ; Ω) on the original lattice is then given by
Thus, our approach will be to first calculate Φ W (γ; Ω) for some small W 's and then take the limit for large W . Indeed, the major contribution of this work is the procedure for successfully extrapolating the infinite W limit Φ(γ; Ω) from Φ W (γ; Ω) calculated for a few small W 's. Further details will be given in section 4. Here, we stress that this methodology may be used in order to calculate Φ(γ; Ω) from Φ W (γ; Ω) regardless of the specific scoring scheme and parameters including affine gap costs. Our method applies equally to all means available for calculating Φ W (γ; Ω). Ultimately once Φ(γ; Ω) has been determined, we will use Eq. (9) to infer the value of the parameter λ characterizing local alignment. In order to illustrate our method as clearly as possible, we will specialize the remaining discussion to the match-mismatch scoring system given by Eq. (1) VII and even restrict the space of allowable scoring parameters further as discussed below. For this scoring scheme, we can utilize results from [8, 10] to calculate Φ W (γ; Ω) for small widths W . Thus, we will next review the appropriate results from [8, 10] . For the reader who is uninterested in the specifics of how Φ W (γ; Ω) is calculated here, we suggest skipping forward to the third paragraph of section 4. In addition to specializing to the match-mismatch scoring system, we constrain µ and δ such that 2δ = n(1 + µ) − 1 with n ∈ N.
This technical condition is necessary in order to utilize the results from [8, 10] . However, it is not a very severe condition since the (µ, δ)-pairs that fulfill this condition can be found all over the µ-δ plane as shown in Fig. 3(a) . The sole approximation neglects the correlations arising between the local scores s(r, t) from the fact that all M × N local scores are generated by just M +N randomly drawn letters. Instead of taking these correlations into account, we introduce uncorrelated random variables η(r, t) ∈ {1, −µ} replacing the s(r, t) calculated from the letters in the sequences, i.e., Pr{∀ r,t η(r, t) = η r,t } = r,t Pr{η(r, t) = η r,t }
with match probability Pr{η(r, t) = 1} = a=b p 2 a ≡ p and mismatch probability Pr{η(r, t) = −µ} = a =b p a p b = 1 − p. This approximation, also known as the Bernoulli randomness approximation, is known to change characteristic quantities of sequence alignment only slightly [14, 15, 5, 6, 9, 19, 11] . This general property has been confirmed through numerical studies specifically for the quantity of interest here λ [8] . Numerical evidence for the similarity between the values for λ with and without this approximation [8] is reproduced in Fig. 4 .
In [8, 10] it was argued that the calculation of Φ W (γ; Ω) can be cast as an eigenvalue problem. Realizing this requires that we introduce score differences d(r, t) as defined in Fig. 3(b) and apply them to the finite width picture drawn in Fig. 2(b) . Solely from the Needleman-Wunsch recursion relation given by Eq. (3), several important properties of these score differences can be derived [8, 10] : (i) the score differences can only have n + 1 different values where n is the natural integer characterizing the choice of µ and δ according to Eq. (12); (ii) the score differences d(r, t + 1) can be calculated from the knowledge of the d(r, t) and the random variables η(r, t) without reference to the h(r, t); (iii) the score increases h(r, t + 1) − h(r, t) can be calculated from the score differences d(r, t) and the random variable η(r, t). The first two statements together with the uncorrelated bonds η(r, t) assumed in Eq. (13) imply that the dynamics of the score differences d(r, t) can be viewed as a Markov process on the (n + 1)
2W -dimensional state space of the equal time difference vector (d (0, t), d(1, t) , . . . , d (2W, t) ). This Markov process may be described by a transfer matrixT W (0; Ω). The entries of this transfer matrix encode the probabilities of the different configurations of the η(r, t) in terms of the match probability p and the transitions between the state vectors that these configurations of the η(r, t) imply. Finally, property (iii) allows us to modify the transfer matrix in such a way that it keeps track of the changes in the absolute score h(r, t). The curious reader may refer to [10] which provides a detailed explanation of how this p-dependent modified transfer matrixT W (γ; Ω) is obtained. This modified transfer matrix allows us to write
with some fixed (n + 1) 2W -dimensional vectors v and w. For large L the matrix product is dominated by the largest eigenvalue ρ W (γ; Ω) which leads to
For the very simplest scoring system consistent with condition (12), i.e., n = 1 where µ = 2δ, the analytical limit of lim W →∞ ρ W (γ; Ω) can be taken and Eq. (15) yields the closed analytical result [10] 1 + √ p exp[
For scoring systems of greater complexity, i.e., larger n, analytic solutions are not readily available for λ. Next, we will present an approach that combines the power of computational numerics and the known analytical properties of the dynamic process described above in order to calculate Φ(γ; Ω). Systems
The main obstacle to obtaining the function Φ(γ; Ω) (and consequently the Gumbel parameter λ) for more complex scoring systems is the extrapolation (11) of Φ(γ; Ω) from its finite width counterparts Φ W (γ; Ω). In order to get a reliable estimate of the function Φ(γ; Ω) we need two ingredients: First, we have to be able to calculate Φ W (γ; Ω) for as large W as reasonably possible. We will do this using the high performance numerical package ARPACK [29] as described in the next paragraph. Second, we have to extrapolate from as few finite width results as possible toward the infinite width limit Φ(γ; Ω). The latter is done by using some results from statistical physics and is the main contribution of this manuscript.
The size of the state space, as well as the size of the characteristic matrix T W grows rapidly with the integer n and the width W . Even after exploiting various symmetries, the problem roughly behaves like (n + 1) 2W /nW . Solving for all eigenvalues in order to discern the greatest quickly becomes exhaustively expensive for n > 1. However, two features of this eigenvalue problem succor this otherwise hopeless task for moderate values of n and W . First, the matrix T W is very sparse. The number of non-zero elements grows close to linearly, namely as O(k log k), where k represents the size ofT . Second, this problem only requires the largest eigenvalue ρ W (γ; Ω) and not all the eigenvalues. This makes it well suited for the implicitly restarted Arnoldi method (IRAM) [36, 28] . The numerical software package ARPACK [29] , which implements IRAM, has been tested as the fastest and most dependable program for finding numerical eigenvalues and eigenvectors [27] . Indeed, in our context ARPACK allows for the quick and specific calculation of only the largest eigenvalue ρ W (γ; Ω) of the sparse matrixT W for n < 7 for at least a few W .
Our accessible numerical solution for ρ W (γ; Ω), gained via the use of the numerical software package ARPACK, directly gives Φ W (γ; Ω) by using Eq. (15) . However, the solutions we can obtain for some few small widths W still skirt far from the limit of infinite W in Eq. (11) . As such, Φ(γ; Ω) cannot be straightforwardly approximated from the available Φ W (γ; Ω) with any real accuracy. In order to extrapolate from the Φ W (γ; Ω) for small finite widths to their infinite limit Φ(γ; Ω), we make use of two results obtained in the statistical physics community. The first key result is that sequence alignment is a member of the so-called Kardar-Parisi-Zhang (KPZ) universality class [23, 22] . A universality class is a large class of problems that are known to share certain quantitative traits. The second result comes from work by Derrida et al., who were able to calculate an exact solution for what amounts to our Φ W (γ; Ω) in a different system of the same universality class. Derrida et al. conjecture on general grounds that their exact result for the deviation function Φ W (γ; Ω) − Φ(γ; Ω) from the infinite system is given by a universal scaling function, i.e., that it's shape remains the same for all members of the KPZ universality class [16, 17] . Together, these two findings imply that our Φ W (γ; Ω) − Φ(γ; Ω) have the same functional form as the Derrida et al. deviation function. Expressed in our notation, this means
where a Ω and b Ω are unknown scaling factors dependent on the particular parameters of the alignment Ω and the scaling function G has been explicitly solved [16, 17] (see appendix A). In order to use property (17) to extrapolate Φ(γ; Ω) from Φ W (γ; Ω), a Ω and b Ω must be determined. To that end, we take the difference
allowing us to eliminate the unknown function Φ(γ; Ω). We can numerically evaluate the left hand side of this equation as a function of γ. Knowing the exact form of G means that on the right hand side only the scales, controlled by a Ω and b Ω remain undetermined. The act of finding these two scaling factors then becomes a matter of fitting the left hand side to the right hand side of Eq. (18) . Once a Ω and b Ω have been determined, all that remains is to solve for λ using Eqs. (9) and (17) 
The specifics of the computer algorithm used in determining λ follow. First, we use computer algebra to generate the structure of the transfer matricesT W for different n and W . This process consumes a great deal of time, however, once done for every of the discrete combinations of n and W , the form of the transfer matrices are recorded and can be reused for any choice of mismatch cost µ (which fixes the gap cost δ according to condition (12) ) and match probability p. Once µ and p are supplied and the numerical transfer matrix is tabulated, the numerical tool ARPACK obtains the eigenvalues ρ W (γ; Ω) and ρ W −1 (γ; Ω) for γ = 0.8λ gapless , 0.9λ gapless and λ gapless where λ gapless is the Gumbel parameter λ for the same µ and p in the absence of gaps (as calculated by using Eq. (6)). These initial values, along with the tabulated function G, obtained from KPZ theory, allow for the first approximations of a Ω and b Ω to be calculated. The newly found scaling factors are then used along with Eq. (19) in order to choose a new γ ≈ λ by linear extrapolation toward the root. ρ W (γ; Ω) and ρ W −1 (γ; Ω) for this new γ are then evaluated. The whole set of ρ-values then feeds into the reevaluation of a Ω and b Ω . This process iterates until γ converges to the solution for λ. Table 1 summarizes the performance of the computer program outlined in section 4. For each value of the integer n, a combination of µ and δ is chosen that leads to a gapped λ of approximately λ ∼ 0.8λ gapless . This is considered to be the most relevant region for similarity searches. Most importantly, [4] . The exception is for n = 1, where we have an analytical solution (16), we calculate the error based on the results obtained through the known equation. It should be noted that the percent error inherent in the island method for the simple scoring system described by Eq. (1) is 0.5%.
Results for More Complex Scoring Systems
shows us that λ converges for W ≥ 4. (Note that, except for n = 1 where the reference value for λ is determined from the exact equation (16) , the statistical error on the numerically determined reference values is 0.5% in and of itself.) Our method lands almost all values within the error range of the numerically determined values. This result verifies just how reliably the finite size effects of W are taken into account by the scaling form presented by Derrida et al. Secondly, table 1 shows that the evaluation of the Gumbel parameter λ by our new method for all but the largest W (which are unnecessary), finishes in about a second or less. This compares very favorably with the fastest currently available alternatives for obtaining λ, i.e., the island method [4] . The major disadvantage of using the island method for DNA significance assessment lies in the amount of time needed in order to accurately evaluate each data point -the same machine that produced the times in table 1 requires approximately a fortnight in order to obtain an accuracy of 0.5%. Fig. 4 gives an overview of the dependence of λ on the mismatch cost µ for different n. The lines show the values obtained by our method. In the n = 1 case, the solution of Eq. (16) is plotted as well. It is quasi-indistinguishable from the results of our new algorithm. For n > 1 the only way to obtain reference values for comparison is by the island method the results of which are shown as the points. Still, our method is within the statistical error of the numerical data of the island method over the whole parameter range. λ n = 1 corr. island method n = 1 island method n = 1 analytical solution n = 1 dynamic model n = 2 island method n = 2 dynamic model n = 3 island method n = 3 dynamic model n = 4 island method n = 4 dynamic model n = 5 island method n = 5 dynamic model n = 6 island method n = 6 dynamic model 
Conclusions
We have presented a new numerical method to reliably calculate λ with great accuracy and very little computational effort. The efficiency and dependability of this method in characterizing the difficult tail end of the Gumbel distribution removes the major impediment to gapped significance assessment. As previously stated, the remaining Gumbel parameter may be obtained from direct simulation Furthermore, this algorithm grants real time access to the Gumbel parameters and allows for the possibility of updating schemes such as PSI-BLAST to run without resorting to a small set of pre-computed values. The gains in the ability to calculate these parameters not only aids sequence comparison tools but also furthers our ability to discern the most appropriate scoring schemes. We believe that adaptation of these methods is possible for values of µ and δ that do not adhere to the technical condition we imposed for the purpose of our work. This includes the biologically practical and often used affine gap cost schemes. Indeed, future efforts will be directed at using these methods for the more complicated affine gap costs as well as for correlated sequence alignments.
