An a posteriori error bound for discontinuous Galerkin approximations of convection-diffusion problems by Georgoulis, Emmanuil H et al.
AN A POSTERIORI ERROR BOUND
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Abstract. An a posteriori bound for the error measured in the discontinuous energy norm for
a discontinuous Galerkin (dG) discretization of a linear one-dimensional stationary convection-
diffusion-reaction problem with essential boundary conditions is presented. The proof is based
on a conforming recovery operator inspired from a posteriori error bounds for the dG method
for first order hyperbolic problems. As such, the bound remains valid in the singular limit
of vanishing diffusion. Detailed numerical experiments demonstrate the independence of the
quality of the a posteriori bound with respect to the Pe´clet number in the standard dG-energy
norm, as well as with respect to the viscosity parameter.
1. Introduction
The interaction between convection and diffusion in many physical systems often gives rise
to multiscale solution behaviour, when the convection is the dominant phenomenon. These are
typically manifested as boundary and/or interior layers or even as discontinuities, in cases of
diffusion-degenerate problems. The stable discretization for convection-diffusion problems in the
contexts of finite difference and finite element methods is now relatively well understood. How-
ever, such lower-dimensional solution features require carefully selected variable mesh resolution
across the computational domain to be efficiently resolved. The location of such multiscale
features may not be a-priori available. This motivates the need for adaptive algorithms.
In the context of finite element methods, there exists a growing literature on the derivation
of adaptive algorithms for (steady-state and transient) convection-diffusion problems, based on
local error estimation, either in an ad hoc fashion, or via reliable a posteriori bounds. A key
question in the respective literature is the independence (robustness in the terminology of most
references) of the derived a posteriori estimators with respect to the, so-called, Pe´clet number,
i.e., the ratio between the convection and the diffusion magnitudes. To achieve such error control
with upper and lower a posteriori bounds, several approaches have been considered, with the
most popular being the augmentation of the energy norm by a negative/fractional Sobolev norm
of the skew-symmetric part of the differential operator [17, 14, 6, 16, 4]; we refer to [14] for an
insightful exposition of the differential operator’s stability properties with respect to the Pe´clet
number. We also mention the use of subgrid problems [13], the recent adaptive variational
stabilisation methods [3, 5], and [1], focusing on fully computable a posteriori bounds for the
standard energy norm.
Generally speaking, the aforementioned works (with the exception of [3, 5], which introduce
new stabilized numerical methods aiming at sharp error control) are based on adapting the a
posteriori error analysis for the purely elliptic problem to the convection-diffusion(-reaction)
problem yielding error estimates controlling the error with upper and lower bounds. As a result,
although the a posteriori error bounds in [17, 14, 6, 16, 4] hold for each fixed positive diffusion
parameter, the derived estimators are not applicable when the diffusion vanishes; this limits the
possible applicability of such bounds to realistic nonlinear shock computations.
Given the very successful computational performance of standard stabilized methods, such as
discontinuous Galerkin (dG) methods with various fluxes, we would like to seek an alternative
approach to their error control. Our work is motivated by the following questions: 1) whether it
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is possible to prove a posteriori bounds for singularly perturbed problems of this kind starting
from a posteriori error control of the hyperbolic limit problem, and 2) whether such a posteriori
bounds for errors measured in standard energy-type norms, (i.e., norms with respect to which
the method’s bilinear forms are coercive,) would hold with error bound constants which remain
uniformly bounded with respect to vanishing viscosity and with respect to the Pe´clet number.
Our answer to both questions is that, under certain conditions, such error bounds are possible.
We stress that, in the present context of convection-diffusion problems, we address these ques-
tions with regard to the proof of upper bounds and their respective validity at the zero viscosity
limit. In addition, we address to certain extend similar questions related to lower bounds and
we thoroughly investigate computationally the behaviour of the estimators.
We derive a new a posteriori error bound for dG discretizations of a linear stationary convection-
diffusion-reaction problem, utilising ideas from error control for first order hyperbolic problems.
In fact, we show that the answer to the questions 1) and 2) above is positive, provided we have
at our disposal a technique which leads to error control of the limiting hyperbolic problem.
This can be done to the full generality considering the one-dimensional problem by utilizing the
reconstructions in [11]. The multidimensional hyperbolic problem has been partially addressed
in [7] and its full generality is an important open problem. Thus, we have chosen to present our
results in full detail for the one-dimensional problem. It is clear from the analysis that similar
results can be obtained in higher dimensions using the ideas in [7]. Since such results are still not
available in their full generality, we have chosen to consider numerical experiments to highlight
the applicability of the proposed approach in higher dimensions.
To this end, we derive a posteriori upper bounds for the dG method for the convection-
diffusion-reaction problem, which remain valid in the hyperbolic limit of vanishing diffusion and
at the same time remain bounded uniformly with respect to the Pe´clet number (see Theorems
4.2 and 4.3 and Section 4.2). The upper bounds are complemented with standard lower bounds
of the flux jump term whose constant, as expected, degenerates with the Pe´clet number tend-
ing to infinity. To further theoretically justify the computationally observed robustness of the
proposed a posteriori estimators with respect to the Pe´clet number, additional non-standard
lower bounds are also derived using classical asymptotic analysis results (cf., Theorem 5.2). The
asymptotically optimal behaviour of the a posteriori error estimator, as well as its superiority on
controlling the natural dG-energy norm of the problem is observed in practice on a number of
one dimensional numerical examples. Moreover, we observe numerically that the quality of the
derived a posteriori bounds with respect to the energy norm does not deteriorate with increasing
Pe´clet number (when the viscosity tends to zero), as opposed to the respective estimators from
[17, 14, 6, 16, 4]. To this end, numerical comparisons with known estimators from the literature
are performed. Finally, we consider some two-dimensional numerical experiments to highlight
the performance of the estimators in higher dimensions.
The remainder of this work is structured as follows. In Section 2, we present the model
problem and the discontinuous Galerkin method for the one-dimensional case. In Section 3, we
define and discuss the properties of the reconstruction used in the a posteriori analysis in Section
4. Section 4 contains the main results of this work, providing a posteriori bounds for various
regimes of equation coefficients, while in Section 5 lower bounds are discussed. Section 6 contains
a number of numerical experiments highlighting, in particular, the viscosity independence of the
a posteriori error bounds with respect to the Pe´clet number, along with use of the new a posteriori
bounds within adaptive algorithms.
2. Preliminaries
2.1. Model problem and notation. We shall make use of standard notation for the L2-inner
product (·, ·)ω on an interval ω ⊂ R, along with the respective L2-norm ‖·‖ω; the subscript ω will
be suppressed when ω ≡ I := (α, β) ⊂ R, the computational interval. The standard Hilbertian
Sobolev spaces H1(ω) and H10 (ω) will also be used.
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In I, we consider the boundary value problem:
(1) −εu′′ + bu′ + cu = f in I, u(α) = 0 = u(β),
for f ∈ L2(I), ε > 0, 0 6= b ∈ R and c : I¯ → R a continuous function; in weak form this reads:
find u ∈ H10 (I), such that
(2) ε(u′, v′) + (bu′, v) + (cu, v) = (f, v) for all v ∈ H10 (I).
We define the inflow node of I by ∂−I := α if b > 0 and ∂−I := β if b < 0; the respective
outflow node is defined by ∂+I := {α, β}\∂−I. The singular limit case ε = 0 (together with
the respective removal of the outflow boundary condition) will also be discussed; the respective
hyperbolic problem in weak form reads: find u ∈ H1−(I), such that
(3) (bu′, v) + (cu, v) = (f, v) for all v ∈ H1−(I),
with H1−(I) := {v ∈ H1(I) : v(∂−I) = 0}.
We note that completely analogous a posteriori bounds to the ones given below can be shown
for mildly more general coefficients in (1) than those assumed above. We shall refrain from
doing so in the interest of simplicity of the presentation, settling for providing comments in this
direction at various parts of this work.
Let T be a subdivision of the domain I into elements Ti := (xi−1, xi), for i = 1, . . . , N ,
x0 := α, xN := β; each element Ti has exactly one inflow node ∂−Ti ∈ {xi−1, xi}, depending
on the sign of b. Let also ∂+Ti := {xi−1, xi}\∂−Ti. For notational convenience, we shall also
denote by N− (resp. N+) the set of indices of all interior nodes i = 1, . . . , N − 1 together with
the index of the inflow node ∂−I (resp. outflow node ∂+I).
Further, we consider the corresponding (discontinuous) element-wise polynomial space
Vp := {v ∈ L2(I) : v|(xi−1,xi) ∈ Pp(xi−1, xi)},
where Pp(xi−1, xi) is the space of polynomials of degree at most p ∈ N.
For v ∈ Vp, i = 0, . . . , N , we define the upwind jump bvc(xi) across the node xi by bvc(xi) :=
limδ→0(v(xi + bδ)− v(xi − bδ)), δ > 0, adopting the conventions bvc(α) = v(α), bvc(β) = v(β),
i.e., the values taken from outside the domain I are set to be equal to the homogeneous boundary
conditions.
We also define the average and jump across xi by
{v}(xi) := (v(x+i ) + v(x−i ))/2 and [[v]](xi) := v(x−i )− v(x+i ),
respectively, with v(x+i ) and v(x
−
i ) denoting the traces from the right and from the left, re-
spectively; we also adopt the conventions {v}(α) = v(α), [[v]](α) = −v(α) and {v}(β) =
[[v]](β) = v(β). Using this notation, we can also define the mesh-size function h : I¯ → R+,
given by h|Ti = hi := xi − xi−1, i = 1, . . . , N , h(α) = h1, h(β) = hN , and h(xi) := {h} , for
i = 1, . . . , N − 1.
2.2. The discontinuous Galerkin method. We consider the (interior penalty) discontinuous
Galerkin method (dG), reading: find uh ∈ Vp, such that
(4) εBd(uh, vh) +Bc(uh, vh) = (f, vh),
for all vh ∈ Vp, with
Bd(w, v) :=
N∑
i=1
(w′, v′)Ti −
N∑
i=0
({w′} [[v]] + {v′} [[w]]− σ[[w]][[v]])(xi),
and
Bc(w, v) :=
N∑
i=1
((
bw′ + cw, v
)
Ti
+ |b|(bwcv+)(∂−Ti)
)
,
with v+h (∂−Ti) denoting the value of vh on the inflow node ∂−Ti from within Ti, and σ > 0 given
by σ(xi) = Cσ/h(xi), i = 0, . . . , N , for some user-defined constant Cσ > 1.
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The corresponding dG-energy norm associated to Bd is defined by
|‖w|‖ :=
( N∑
i=1
‖w′‖2Ti +
N∑
i=0
(σ[[w]]2)(xi)
) 1
2
.
We also define the dG-energy norm for the method by
(5) |‖w|‖q :=
(
ε|‖w|‖2 + ‖qw‖2 + |b|
2
N∑
i=0
[[w]]2(xi)
) 1
2
,
with the subscript indicating the weight in the L2-norm component of the dG-energy norm.
The bilinear form Bd can be shown to be coercive in this norm in H
1
0×H10 , and also in Vp×Vp
provided the penalty constant Cσ is chosen sufficiently large; for a proof, we refer, e.g., to [2, 9].
For the bilinear form Bc, the identity
Bc(w,w) = ‖
√
cw‖2 + |b|
2
N∑
i=0
[[w]]2(xi),
holds for c ≥ 0; see e.g., [10, 9]. Weaker assumptions on c will be discussed in Section 4.3.
We note that the theory presented below also remains valid for non-symmetric and incom-
plete interior penalty dG methods; this has not been carried through explicitly to minimize the
notational overhead.
3. Reconstruction
We begin by defining a reconstruction of the approximate solution, which is closely related
to the optimal order time-reconstruction for dG-time-stepping schemes, presented in [11]. This
will be a crucial ingredient in the proof of the a posteriori bound below, enabling its validity up
to, and including, the singular limit ε = 0.
Definition 3.1 (reconstruction). For each i = 1, . . . , N , we define the dG-reconstruction uˆh ∈
Vp+1 of uh ∈ Vp on each Ti, by the relations
(6)
(
(buˆh)
′, vh
)
Ti
=
(
(buh)
′, vh
)
Ti
+ |b|(buhcv+h )(∂−Ti),
for all vh ∈ Vp, and uˆh(∂−Ti) = u−h (∂−Ti), with u−h (∂−Ti) denoting the value of uh on the inflow
node ∂−Ti from outside Ti; when ∂−Ti = ∂−I, we set uˆh(∂−Ti) = 0, i.e., the inflow boundary
value.
The following lemma shows the well-posedness of this reconstruction. The proof is essentially
given in [11, Lemma 2.1] in the context of dG time-stepping methods; it is included here for
completeness of the presentation.
Lemma 3.2. uˆh is uniquely defined and we have
(7)
(
(buˆh)
′ + cuh, vh
)
= Bc(uh, vh),
for all vh ∈ Vn. Moreover, uˆh is continuous in I.
Proof. Identity (7) is evident from Definition 3.1. To show the continuity of the reconstruction
for all but the outflow element, we integrate (6) by parts and we use the property uˆh(∂−Ti) =
u−h (∂−Ti), to obtain
(8)
∫ xi
xi−1
b(uˆh − uh)v′h dx = |b|
(
(uˆh − u+h )v+h
)
(∂+Ti).
Now, setting vh to be a constant on Ti, we deduce uˆh(∂+Ti) = u
+
h (∂+Ti), with u
+
h (∂+Ti) denoting
the value of uh at the outflow node (∂+Ti) taken from within Ti. This implies continuity at all
interior nodes xi, i = 1, . . . , N − 1 and that the left-hand side of (8) is equal to zero for all
v′h ∈ Pp−1(xi−1, xi). Hence, pip−1(uˆh − uh) = 0 on (xi−1, xi), with piq denoting the orthogonal
L2=projection onto Vq. This, together with the exactness at the interval endpoints, implies
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the uniqueness of the reconstruction on (xi−1, xi). Finally, (7) follows by summing up for all
i = 1, . . . , N . 
A crucial stability property of the above reconstruction is the content of the following result.
Lemma 3.3. For each element Ti, i = 1, . . . , N , we have
‖(uˆh − uh)(s)‖Ti ≤ Ch1/2−si |[[uh]](∂−Ti)|,
s = 0, 1, for a C > 0 constant, independent of hi and of uh ∈ Vp, but dependent on the elemental
polynomial degree p.
Proof. The proof for s = 0 follows completely analogously to the one of [11, Lemma 2.2], and
is, therefore, omitted. The proof for s = 1 then follows using the standard inverse estimate
‖(uˆh − uh)′‖Ti ≤ Ch−1i ‖uˆh − uh‖Ti along with the bound for s = 0. 
The dependence of the constant on the polynomial degree p in Lemma 3.3 has been exactly
understood [15], but we refrain from retaining this dependence below in the interest of simplicity
of presentation. Moreover, it is possible to extend the above to non-constant b, provided b does
not change sign inside an element; this will be considered in detail elsewhere.
Lemma 3.4. Let q¯ : I → R the element-wise constant function with q¯|Ti := supx∈Ti q(x) for
some non-negative function q : I¯ → R. The following bound holds
(9) |‖uˆh − uh|‖2q ≤
∑
i∈N−
(
C(εh−1i + q¯
2hi)[[uh]]
2(xi) +
|b|
2
[[uh]]
2(xi)
)
,
for some constant C > 0, independent of ε, b, c, q, h, uˆh, and of uh, but dependent on p.
Proof. This follows by Lemma 3.3, and properties uˆh(∂+I) = uh(∂+I) and uˆh(∂−I) = 0. 
Remark 3.5. We note that the second term on the right-hand side of (9) can be removed from
both the left and right-hand sides of (9), without affecting the validity of this bound.
4. A posteriori error bound
We present an a posteriori error bound for ε > 0 whose proof remains valid at the singular
limit ε = 0 also; the singular limit will be discussed in Section 4.2. In the interest of clarity of
presentation, we shall first consider the simpler case of non-vanishing reaction coefficient c in
(1) (Section 4.1), before moving to the general case of small or vanishing reaction in Section 4.3.
A comparison with known a posteriori bounds from the literature is given in Section 6.4.
To this end, we begin by considering an auxiliary boundary value problem. For ε > 0, we set
u˜ := u + g, where g : I → R is a linear function on I with g(∂−I) = 0 and g(∂+I) = uh(∂+I).
Then, u˜ ∈ H1(I), satisfies the boundary value problem
(10) −εu˜′′ + bu˜′ + cu˜ = f + bg′ + cg in I, u˜(∂−I) = 0, u˜(∂+I) = uh(∂+I).
For the singular limit case ε = 0, we consider only the inflow boundary condition u˜(∂−I) = 0,
and we set u˜ := u. Upon defining ρ := u˜ − uˆh, we observe that ρ ∈ H10 (I) when ε > 0, and
ρ ∈ H1(I) when ε = 0.
4.1. The case ε > 0 and c > 0. Let pi : L2(I)→ Vp denote the orthogonal L2-projection onto
the finite element space. Then, we have the following error equation for the reconstruction.
Lemma 4.1 (error equation for the reconstruction). Set z := bg′ + cg for brevity. For ε > 0,
we have
(11)
ε(ρ′, v′) +Bc(ρ, v)
= (f − pif + z, v)− ε(uˆ′h, v′) + εBd(uh, piv) + (pi(cuh)− cuˆh, v),
for all v ∈ H10 (I). For ε = 0, (11) holds for all v ∈ H1(I).
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Proof. From the continuity of the reconstruction uˆh on I, we have,
(12)
ε(ρ′, v′) + (bρ′ + cρ, v) = (f + z, v)− ε(uˆ′h, v′)− (buˆ′h + cuˆh, v)
= (f + z, v)− ε(uˆ′h, v′)− (buˆ′h, piv)− (cuˆh, v),
using (10) and the fact that uˆ′h ∈ Vp, respectively. Using (7) and (4), the third term on the
right-hand side of (12) can be written as
(13) (buˆ′h, piv) = Bc(uh, piv)− (cuh, piv) = −εBd(uh, piv) + (f, piv)− (cuh, piv),
respectively. Applying (13) on (12), along with standard properties of the orthogonal L2-
projection, results in the right-hand side being equal to
(f − pif + z, v)− ε(uˆ′h, v′) + εBd(uh, piv) + (pi(cuh)− cuˆh, v),
which already implies the result. 
For the proof of the a posteriori bound for ε > 0, the following extension of the bilinear form
Bd from Vp × Vp to (H1(I) + Vp)× (H1(I) + Vp), given by
Bd(w, v) :=
N∑
i=1
(w′, v′)Ti −
N∑
i=0
({(piw)′} [[v]] + {(piv)′} [[w]]− σ[[w]][[v]])(xi),
will be useful. The extended Bd is both coercive and continuous in (H
1(I) +Vp)× (H1(I) +Vp)
with respect to the |‖·|‖-norm for sufficiently large penalty constant Cσ; see, e.g., [8] for a proof.
Recalling the definition of q¯ : I → R for a function q from Lemma 3.4, (applied to c below)
we have the first of the main results of this work.
Theorem 4.2. For ε > 0 and c > 0, the following a posteriori bound holds:
(14)
|‖u− uh|‖2√c ≤C
(
‖cosc((f − cuh)− pi(f − cuh))‖2
+
N−1∑
i=1
εh[[u′h]]
2(xi) +
∑
i∈N−
(
(εσ + c¯h)[[uh]]
2
)
(xi)
+ ((εσ + cout|b|)u2h)(∂+I)
)
+
|b|
2
∑
i∈N−
[[uh]]
2(xi),
with cosc := min{c−1/2, ε−1/2h}, cout := max{‖cb−1‖, ‖bc−1‖}, and a constant C, independent of
f , ε, b, c, h, and of uh, but dependent on p and on the size of the computational domain β −α.
Proof. Upon setting v = ρ on (11), the terms on the left-hand side of (11) give
(15) ε(ρ′, v′) + (bρ′ + cρ, v) = ε‖ρ′‖2 + ‖√cρ‖2,
while the terms on the right-hand side of (11) can be bounded as follows. Since for ε > 0, we
have uˆh ∈ H1(I), with uˆh(∂−I) = 0, uˆh(∂+I) = uh(∂+I), and ρ ∈ H10 (I), we can deduce
(uˆ′h, ρ
′) = Bd(uˆh, ρ) + sign(b)((piρ)′uh)(∂+I),
which implies, upon straightforward manipulation,
(16)
Bd(uh, piρ)− (uˆ′h, ρ′) = Bd(uh, piρ− ρ) +Bd(uh − uˆh, ρ)
− sign(b)((piρ)′uh)(∂+I).
For the first term on the right-hand side of (16), we set v˜ = piρ − ρ, (noting that piv˜ = 0 by
construction) and we perform integration by parts on the elemental integrals:
Bd(uh, v˜) =
N∑
i=1
(u′h, v˜
′)Ti −
N∑
i=0
({u′h} [[v˜]]− σ[[uh]][[v˜]])(xi)
=
N−1∑
i=1
([[u′hv˜]]− {u′h} [[v˜]] + σ[[uh]][[v˜]])(xi) + σuhv˜(xN ) + σuhv˜(x0),
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since (u′′h, v˜)Ti = 0 for all i = 1, . . . , N , by the orthogonality of pi. Further, noting the formula
[[u′hv˜]] = [[u
′
h]]{ v˜} + {u′h} [[v˜]] for all interior nodes, we arrive at
(17) Bd(uh, v˜) =
N−1∑
i=1
([[u′h]]{ v˜} + σ[[uh]][[v˜]])(xi) + σuhv˜(xN ) + σuhv˜(x0).
Using the approximation properties of pi, we have
|[[v˜]](xi)| ≤ C‖
√
hρ′‖(xi−1,xi+1), |{ v˜}(xi)| ≤ C‖
√
hρ′‖(xi−1,xi+1),
and |v˜(x0)| ≤ C‖
√
hρ′‖T1 , |v˜(xN )| ≤ C‖
√
hρ′‖TN , for some (generic) constant C > 0, indepen-
dent of ρ, and of h. Hence, the left-hand side of (17) can be estimated by:
(18) |Bd(uh, v˜)| ≤ C
(N−1∑
i=1
(h|[[u′h]]|2)(xi) +
N∑
i=0
(σ|[[uh]]|2)(xi)
)1/2‖ρ′‖,
respectively, for some (generic) constant C > 0, independent of ρ and of h.
The second term on the right-hand side of (16) can be estimated using the continuity of the
extended bilinear form:
(19) |Bd(uh − uˆh, ρ)| ≤ C|‖uh − uˆh|‖|‖ρ|‖.
For the last term on the right-hand side of (16), using a standard inverse estimate along with
the stability of the local L2-projection in the H1-seminorm, we deduce
(20) |((piρ)′uh)(∂+I)| ≤ C‖ρ′‖(h−1/2|uh|)(∂+I).
Also, from the orthogonality of the L2-projection, we have
(21)
|(f − cuˆh − pi(f − cuh), ρ)|
= |((f − cuh)− pi(f − cuh), ρ− χ)− (c(uˆh − uh), ρ)|
≤ ‖(f − cuh)− pi(f − cuh)‖‖ρ− χ‖ + ‖
√
c(uˆh − uh)‖‖
√
cρ‖,
for any χ ∈ Vp. The choice χ = 0, results in
(22)
|(f − cuˆh − pi(f − cuh), ρ)| ≤
(‖c−1/2((f − cuh)− pi(f − cuh))‖
+ ‖√c(uˆh − uh)‖
)‖√cρ‖,
whereas, the choice χ = piρ results in
(23)
|(f − cuˆh − pi(f − cuh), ρ)| ≤ C
(‖h((f − cuh)− pi(f − cuh))‖‖ρ′‖
+ ‖√c(uˆh − uh)‖‖
√
cρ‖).
Setting cosc = min{c−1/2, ε−1/2h}, the last two bounds can be combined into
(24)
|(f − cuˆh − pi(f − cuh), ρ)| ≤C
(‖cosc((f − cuh)− pi(f − cuh))‖
+ ‖√c(uˆh − uh)‖
)|‖ρ|‖√c.
Finally, recalling that z = bg′ + cg, we also have
(25) |(z, ρ)| ≤ ‖c−1/2z‖‖√cρ‖ ≤ Ccout
√
|b||uh|(∂+I)‖
√
cρ‖.
Hence, using (18), (19), (20), (24), and (25) on (11) with v = ρ, we arrive at
(26)
|‖ρ|‖2√c = ε‖ρ′‖2 + ‖
√
cρ‖2 ≤C
(
‖cosc((f − cuh)− pi(f − cuh))‖2
+ ε|‖uˆh − uh|‖2 + ‖
√
c(uˆh − uh)‖2
+
N−1∑
i=1
(εh[[u′h]]
2)(xi) +
N∑
i=0
(εσ[[uh]]
2)(xi)
+ cout|b|u2h(∂+I)
)
.
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Also, we have
(27)
|‖g|‖2√c = ε‖g′‖2 + ‖
√
cg‖2 + ((εσ + |b|
2
)u2h)(∂+I)
≤ C((εσ + cout|b|)u2h)(∂+I).
Finally, observing the identity u− uh = −g + ρ+ uˆh − uh, the triangle inequality implies
|‖u− uh|‖√c ≤ |‖g|‖√c + |‖ρ|‖√c + |‖uˆh − uh|‖√c.
The result readily follows by combining (26), (27) and the reconstruction stability estimates
from Lemma 3.4. 
Theorem 4.2 above assumes that the reaction coefficient c is positive. Moreover, the rela-
tive size between the convection and the reaction coefficients determines the magnitude of the
constant cout and, therefore, may adversely affect the constant of the a posteriori bound. It is
possible to remove these restrictive effects, by considering a variant of Theorem 4.2; this will be
the content of Section 4.3.
4.2. The singular limit case ε = 0. Crucially, the bound (14) remains valid at the singular
limit ε = 0. An inspection of the proof of Theorem 4.2, noting carefully that, in this case, we
have g = z = 0, gives
‖√c(u− uh)‖2 + |b|
2
∑
i∈N−
[[uh]]
2(xi) +
|b|
2
(u− uh)2(∂+I)
≤C
(
‖c−1/2((f − cuh)− pi(f − cuh))‖2 +
∑
i∈N−
(c¯h[[uh]]
2)(xi)
)
+
|b|
2
∑
i∈N−
[[uh]]
2(xi).
In this case, we also trivially have an a posteriori bound for the L2-norm of the error
(28) ‖√c(u− uh)‖2 ≤ C
(
‖c−1/2((f − cuh)− pi(f − cuh))‖2 +
∑
i∈N−
(c¯h[[uh]]
2)(xi)
)
;
cf., also [11], for the respective result in the context of dG-time-stepping.
4.3. The case of small or vanishing reaction c. Now, we shall remove the assumption on
the magnitude of the reaction coefficient by considering a variant of Theorem 4.2, which will be
shown using a modified test function. The use of such testing in a priori analysis of dG methods
is classical; see, e.g., [10].
Theorem 4.3. Let ε > 0, and assume that ε, b, c are such that c+ |b| − ε > 0. Further, we set
γ : I → R+ with γ := (c+ |b| − ε)1/2. Then, the following a posteriori bound holds:
(29)
|‖u− uh|‖2γ ≤C
(
‖c˜osc((f − cuh)− pi(f − cuh))‖2
+
N−1∑
i=1
εh[[u′h]]
2(xi) +
∑
i∈N−
(
(εσ + γ¯2h)[[uh]]
2
)
(xi)
+ ((εσ + cout,2|b|)u2h)(∂+I)
)
+
|b|
2
∑
i∈N−
[[uh]]
2(xi),
with c˜osc := min{γ−1, ε−1/2h}, cout,2 := max{‖γ2b−1‖, ‖bγ−2‖}, and a constant C, independent
of f , ε, b, c, h, and of uh, but dependent on p and on β − α. Moreover, in the singular limit
ε = 0, we have
(30) ‖γ(u− uh)‖2 ≤ C
(
‖γ−1((f − cuh)− pi(f − cuh))‖2 +
∑
i∈N−
(γ¯2h[[uh]]
2)(xi)
)
,
which is valid also in the case of the pure advection problem, i.e., when c = 0.
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Proof. We begin by defining the weight function ϑ(x) := e− sign(b)x, x ∈ I and we observe
the trivial identity ϑ′ = − sign(b)ϑ. Further, we define the ϑ-weighted L2-norm by ‖(·)‖ϑ :=
(
∫
I ϑ(x)(·)2(x)dx)1/2.
Upon setting v = ρϑ, on (11), and noting that v′ = ρ′ϑ+ ρθ′ = ρ′ϑ− sign(b)ρϑ, the terms on
the left-hand side of (11) give
(31)
ε(ρ′, v′) + (bρ′ + cρ, v) = ε‖ρ′‖2ϑ + ‖
√
cρ‖2ϑ + (b− sign(b)ε)(ρ′, ρϑ)
= ε‖ρ′‖2ϑ + ‖γρ‖2ϑ,
upon integration by parts. The terms on the right-hand side of (11) can be bounded in the
spirit of the proof of Theorem 4.2; we shall briefly repeat the estimates below focusing on the
differences.
Noting that v = ρϑ ∈ H10 (I), we have, as before
(32)
Bd(uh, piv)− (uˆ′h, v′) = Bd(uh, piv − v) +Bd(uh − uˆh, v)
− sign(b)((piv)′uh)(∂+I).
The first term on the right-hand side of (32), setting v˜ = piv − v, performing integration by
parts and using the approximation properties of pi, as before, can be estimated by:
(33) |Bd(uh, v˜)| ≤ C
(N−1∑
i=1
(h|[[u′h]]|2)(xi) +
N∑
i=0
(σ|[[uh]]|2)(xi)
)1/2‖ρ′‖ϑ,
observing the straightforward bound ‖v′‖ ≤ C(‖ρ′‖ϑ + ‖ρ‖ϑ) ≤ C‖ρ′‖ϑ, with C depending only
on the interval I. The second term on the right-hand side of (32) can be estimated using the
continuity of the extended bilinear form:
(34) |Bd(uh − uˆh, v)| ≤ C|‖uh − uˆh|‖‖ρ′‖ϑ,
since |‖v|‖d = ‖v′‖ ≤ C‖ρ′‖ϑ. For the last term on the right-hand side of (32), using a standard
inverse estimate, we deduce
(35) |((piv)′uh)(∂+I)| ≤ C‖v′‖(h−1/2|uh|)(∂+I) ≤ C‖ρ′‖ϑ(h−1/2|uh|)(∂+I).
Also, from the orthogonality of the L2-projection, and working as before, we can have
(36)
|(f − cuˆh − pi(f − cuh), ρ)| ≤C
(‖c˜osc((f − cuh)− pi(f − cuh))‖ϑ
+ ‖γ(uˆh − uh)‖ϑ
)
(ε‖ρ′‖2ϑ + ‖γρ‖2ϑ)1/2.
with c˜osc = min{γ−1/2, ε−1/2h}. Finally, we also have
(37) |(z, v)| ≤ ‖γ−1z‖ϑ‖γρ‖ϑ ≤ Ccout,2
√
|b||uh|(∂+I)‖γρ‖ϑ.
Using the above bounds, we can arrive at
(38)
ε‖ρ′‖2ϑ + ‖γρ‖2ϑ ≤C
(
‖c˜osc((f − cuh)− pi(f − cuh))‖2
+ ε|‖uˆh − uh|‖2 + ‖γ(uˆh − uh)‖2
+
N−1∑
i=1
(εh[[u′h]]
2)(xi) +
N∑
i=0
(εσ[[uh]]
2)(xi)
+ cout,2|b|u2h(∂+I)
)
.
Also, analogously to (27), we have |‖g|‖2γ ≤ C((εσ + cout,2|b|)u2h)(∂+I).
Finally, as before, the triangle inequality and the reconstruction stability estimates from
Lemma 3.4, provide the first bound.
The bound in the singular limit ε = 0, follows by an inspection of the proof above with
ε = g = z = 0. 
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Remark 4.4. The above result improves upon Theorem 4.2, in terms of the dependence with
respect to the relative size between the reaction and the convection coefficients. Indeed, an L2-
component remains positive when c = 0, and the constant cout,2 does not degenerate as c→ 0.
4.4. On extension to two space dimensions. Here we comment on the current obstacles on
extending the above analysis to two (or higher) space dimensions. First and foremost, the results
for the respective hyperbolic problem presented in [7] are quite preliminary at this point and are
valid only for special structured meshes in sufficient generality for the above analysis to carry
through. A second challenge, of a rather technical nature, is the extension of the construction
(10) in two dimensions.
5. On lower bounds
The above a posteriori bound (14) can be complemented by the following lower bound, Theo-
rem 5.1. This is derived by utilising standard techniques, and as expected do not provide enough
information for very small values of ε and moderate values of h. A more detailed analysis using
the structure of the possible boundary layer yields the second result in this section, Theorem
5.2, which establishes the quality of the estimator for small values of ε.
Theorem 5.1. For each element Ti ∈ T , i = 1, . . . , N , we have
(39)
ε2h[[u′h]]
2(xi) ≤ C
(
h2O˜sc
2
i + ε‖
√
ε(u− uh)′‖2Ti∪Ti+1 + |b|2‖u− uh‖2Ti∪Ti+1
+ |b|2
(
hi[[uh]]
2(xi−1) + hi+1[[uh]]2(xi)
)
+ ci‖h
√
c(u− uh)‖2Ti∪Ti+1
)
.
with Osci := ‖f − cuh − pi(f − cuh)‖Ti, i = 1, . . . , N , and O˜sci := (Osc2i +Osc2i+1)1/2, and C > 0
constant dependent only on p and on the local quasi-uniformity of the mesh around xi.
Proof. We start by defining an elemental bubble function βi to be a quadratic polynomial on the
element Ti, such that βi(xi−1) = 0 = βi(xi) and βi((xi−1 + xi)/2) = 1, resulting in 0 ≤ βi ≤ 1
and ‖βi‖2Ti = Chi, for a constant C independent of hi.
For ψ := h2iφβi, with φ := pif + εu
′′
h − buˆ′h − pi(cuh), we have, respectively,
(40)
∫
Ti
ε(u− uh)′ψ′ − b(u− uˆh)ψ′ + c(u− uh)ψdx
=
∫
Ti
φψdx−
∫
Ti
(f − cuh − pi(f − cuh))ψdx,
which gives
(41)
h2i ‖
√
βiφ‖2Ti ≤ h2iOsci‖φ‖Ti + Cεhi‖(u− uh)′‖Ti‖φ‖Ti
+ C|b|hi‖u− uˆh‖Ti‖φ‖Ti
+
√
cih
2
i ‖
√
c(u− uh)‖Ti‖φ‖Ti ,
and, finally, using the (standard) bound ‖φ‖Ti ≤ C‖
√
βiφ‖Ti , for some C independent of φ and
of Ti, we get
(42)
h2i ‖φ‖2Ti ≤ C
(
h2iOsc
2
i + ε‖
√
ε(u− uh)′‖2Ti
+ |b|2‖u− uˆh‖2Ti + cih2i ‖
√
c(u− uh)‖2Ti
)
.
Having estimated ‖φ‖Ti by a norm of the error, we shall now estimate the term ε[[u′h]]2 from
above by the same norm of the error.
To this end, we define the bubble function β˜i to be a linear polynomial on each Ti and
Ti+1, such that β˜i(xi−1) = 0 = β˜i(xi+1) and β˜i(xi) = 1 on Ti, resulting in 0 ≤ β˜i ≤ 1 and
‖β˜i‖2Tj = hj/2, j = i, i+ 1.
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Now, for ψ˜ := εh[[u′h]](xi)β˜i, we have, respectively,
(43)
∫
Ti∪Ti+1
ε(u− uh)′ψ˜′ − b(u− uˆh)ψ˜′ + c(u− uh)ψ˜dx
=
∫
Ti∪Ti+1
φψ˜dx− ε([[u′h]]ψ˜)(xi),
noting that
∫
Ti∪Ti+1(f − cuh − pi(f − cuh))ψ˜dx = 0, because ψ˜ ∈ Vp. This gives
(44)
ε2h[[u′h]]
2(xi) ≤ ‖φ‖Ti∪Ti+1εh3/2[[u′h]](xi)
+ C‖√ε(u− uh)′‖Ti∪Ti+1ε3/2h1/2[[u′h]](xi)
+ C|b|‖u− uˆh‖Ti∪Ti+1εh1/2[[u′h]](xi)
+
√
ci‖
√
c(u− uh)‖Ti∪Ti+1εh3/2[[u′h]](xi),
and, thus,
(45)
ε2h[[u′h]]
2(xi) ≤ C
(‖hφ‖2Ti∪Ti+1 + ε‖√ε(u− uh)′‖2Ti∪Ti+1
+ |b|2‖u− uˆh‖2Ti∪Ti+1 + ci‖h
√
c(u− uh)‖2Ti∪Ti+1
)
.
Using (42) to estimate the first term on the right-hand side of (45), and using Lemma 3.3, we
finally arrive at the result. 
We remark that the remaining terms in the a posteriori bound above either involve jump-type
terms of the numerical solution and are present also in the dG-energy norm, or represent data
oscillation. Indeed, it is possible to add the remaining jump-type terms from Theorems 4.2 and
4.3 to both sides of (39) to arrive to a complete lower bound.
We note that the constant in the above lower bound is proportional to ε. This is to be
expected as the continuity constant of the bilinear form Bd +Bc with respect to the dG-energy
norm |‖·|‖γ depends unfavourably on the Pe´clet number. On the other hand, as we shall see
in the numerical experiments below, the term εh[[u′h]]
2 does not appear to be dominant in the
pre-asymptotic regime (i.e., when h > ε) at least for problems involving boundary and interior
layers. This observation can be further substantiated as follows.
Let u0 ∈ H1(I) be the exact solution to the reduced problem bu′0+cu0 = f , u0(∂−I) = 0, and
define s0 ∈ C1(I¯) to be a C1− piecewise polynomial interpolant of u0, (e.g., Hermite interpolant)
with nodes xi, i = 0, 1 . . . , N . Let also pi0 : L
2(I) → V0, denote the orthogonal L2−projection
operator onto constants on each Ti. We, then, have
(46)
εhi[[u
′
h]]
2(xi) = εhi[[(s0 − uh)′]]2(xi)
≤ Cε
∑
j=i,i+1
‖(s0 − uh)′‖2Tj
= Cε
∑
j=i,i+1
‖(s0 − uh − pi0(u− uh))′‖2Tj
≤ Cε
∑
j=i,i+1
h−2j ‖s0 − uh − pi0(u− uh)‖2Tj
≤ Cε
∑
j=i,i+1
h−2j
(
‖u− uh − pi0(u− uh)‖2Tj + ‖u− u0‖2Tj + ‖u0 − s0‖2Tj
)
≤ C
∑
j=i,i+1
(
ε‖(u− uh)′‖2Tj +
ε
hj
‖u− u0‖2L∞(Tj) +
ε
h2j
‖u0 − s0‖2Tj
)
,
using inverse estimates and the local quasi-uniformity of the mesh, respectively. Now, classical
asymptotic expansions (see, e.g., [12, Theorem I.1.4]) ensure that there exists a constant C > 0,
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independent of ε, such that
(47) ‖u− u0‖L∞(Iζ) ≤ Cε,
with Iζ := {x ∈ I : dist(x, ∂+I) > ζ}, for fixed ζ > 0, sufficiently large, so that it does not
include the boundary layer region of size O(ε) in the vicinity of ∂+I. Also, since ‖u‖L∞(I) ≤ C
uniformly with respect to ε (see, e.g., [12, Theorem I.1.4]), we have that
‖u− u0‖2Tj∩(I\Iζ) ≤ C|Tj ∩ (I\Iζ)| ≤ Chj
for all Tj with Tj ∩ (I\Iζ) 6= ∅ with C > 0 constant independent of ε and of hj . (Note that
taking ε small enough, we can have only one element Tj such that Tj ∩ (I\Iζ) 6= ∅ in the mesh.)
Moreover, since u0 ∈ H1(I), with u0(xi) = s0(xi) from the interpolation property of s0 at the
nodes, Poincare´-Friendrichs inequality implies
(48) ‖u0 − s0‖Ti ≤
hi
pi
‖(u0 − s0)′‖Ti ,
for i = 1, . . . , N .
Furthermore, selecting s0 to be exactly the Hermite interpolant of u0 at the nodes xi and,
assuming also f, c ∈ H1(Ti), we have u0 ∈ H2(Ti) and, thus,
(49) ‖u0 − s0‖Ti ≤
h2i
pi2
‖(u0 − s0)′′‖Ti ≤ Ch2i ,
for some constant C > 0, (which is, by construction, independent of ε).
Combining the above estimates, we have the following result.
Theorem 5.2. Let u0 ∈ H1+r(I), for r = 0, 1. Then, for each element Ti ∈ T , i = 1, . . . , N ,
with Ti ∈ Iζ , we have
(50) εh[[u′h]]
2(xi) ≤ C
(
ε‖(u− uh)′‖2Ti∪Ti+1 + ε3h−1i + εh2ri
)
,
with the constant C > 0, independent of ε, h and of u, but possibly dependent on b, c, and on
f . Moreover, we have
(51) εh[[u′h]]
2(xi) ≤ C
(
ε‖(u− uh)′‖2Ti∪Ti+1 + εh−1i + εh2ri
)
,
for (Ti ∪ Ti+1) ∩ (I\Iζ) 6= ∅, also. 
Now, assume for the moment that hi > ε for all i = 1, . . . , N , and let k be the index of the
element Tk having the outflow boundary ∂+I as one of its endpoints (i.e., k ∈ {1, N},) and that
ε is small enough, so that choosing ζ = hk ensures the validity of (47) for this Iζ . In this setting,
Theorem 5.2 implies
εh[[u′h]]
2(xi) ≤ C
(
ε‖(u− uh)′‖2Ti∪Ti+1 + εhri
)
,
for Ti ∪ Ti+1 ⊂ Iζ , and
(52) εh[[u′h]]
2(xi) ≤ C
(
ε‖(u− uh)′‖2Ti∪Ti+1 + εh−1i
)
,
for (Ti ∪ Ti+1)∩ (I\Iζ) 6= ∅, with k ∈ {i, i+ 1}. Therefore, fixing h and letting ε→ 0, highlights
the robustness of the proposed a posteriori estimator in the pre-asymptotic regime hk > ε for
all elements in Iζ . Moreover, for ε small enough, we can safely assume that Tk = I\Iζ . For
this element, the lower bound (52) shows that the estimator remains bounded as hk → ε. On
the other hand, the good quality of the proposed estimator follows from Theorem 5.1 in the
asymptotic regime hk ≤ ε. In this latter case, dividing both sides of (39) by ε and noticing
that the last three terms on the right-hand side of (39) are of higher order with respect to the
local meshzise, the boundedness of the local mesh-Pe´clet number |b|hj/ε, j = i, i + 1, ensures
the good behaviour of the constant in (39).
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6. Numerical Experiments
We present a number of examples to verify the quality of the estimators proposed in Theorems
4.2 and 4.3, especially their stability as the Pe´clet number |b|/ε→∞ and their ability to drive
automatic adaptive mesh refinement strategies. In Section 6.3, we discuss the a posteriori error
indicator presented above, in conjunction with the augmented-norm-type estimators and in
particular with the ones from [16] and [6].
6.1. Example 1. We begin by studying how the new a posteriori error estimate behaves for a
problem with a smooth solution for various values of ε under uniform mesh refinement. In this
case, we choose (α, β) = (0, 1), b = 1, c = 1 and pick f such that u = sin(8pix). Figure 1(a)
shows the convergence of the error measured in the dG norm as the mesh is refined, while Figure
1(b) shows the effectivities η/|‖u− uh|‖γ as the mesh is refined, for ε = 1, 1e− 1, . . . , 1e− 4 and
for ε = 0, with η denoting the right hand side of (29) without the constant, viz.,
η :=‖c˜osc((f − cuh)− pi(f − cuh))‖2 +
N−1∑
i=1
εh[[u′h]]
2(xi)
+
∑
i∈N−
(
(εσ + γ¯2h+
|b|
2
)[[uh]]
2
)
(xi) + ((εσ + cout,2|b|)u2h)(∂+I).
As expected from a priori error analysis (see, e.g., [9]) and noting that, for a uniform mesh,
h ∼ N−1, Figure 1(a) shows that for ε > 0, convergence is O(h) in the asymptotic regime, while
for ε = 0, the order is O(h3/2). We note that, for small ε, the jump terms in the dG-energy
norm dominate on coarse meshes, hence initially O(h3/2) convergence is witnessed. For all ε the
effectivities remain bounded between 0.9 and 3.5, showing robustness of the error estimator as
ε → 0. In fact, as the mesh is refined, effectivities tend to a little over 3 for ε > 0, whereas,
effectivities tend to 1 for ε = 0.
6.2. Example 2. In this second example, we again select b = 1 and c = 1, but let f = 1 on the
domain (α, β) = (0, 1); the exact solution exhibits a boundary layer near x = 1 which narrows
as ε is reduced. Once again, we test the robustness of the estimator η, that is the right hand side
of (29), but this time we do so within an adaptive strategy. Elements are marked for refinement
using a bulk criterion, where those elements contributing to 50% of the total error are refined;
no elements are chosen for coarsening. In all cases, the computation starts from a uniform mesh
comprising 8 elements. We test with ε = 1, 1e − 1, . . . , 1e − 7 and ε = 0, noting there is no
boundary layer in the latter case. Figure 2(a) shows the effectivities η/|‖u− uh|‖γ as the mesh
is adaptively refined. In all cases, effectivities remain bounded between 1 and 3.5 and converge
to a value just over 3 for ε > 0 and to 1 for ε = 0, highlighting the robustness of the proposed
estimator.
Figure 2(b) compares the error convergence for the adaptive strategy against uniform refine-
ment for ε = 1e− 2 and ε = 1e− 5. For ε = 1e− 2, on the latter meshes, the adaptive strategy
gives well over an order of magnitude improvement in error over uniform refinement for a com-
parable number of degrees of freedom. For ε = 1e− 5 and for around 5, 000 degrees of freedom,
the uniform strategy has failed to resolve the boundary layer successfully, while the adaptive
strategy is approximately 3 orders of magnitude superior for comparable degrees of freedom.
6.3. Example 3. We now test the bound from Theorem 4.3 by selecting c = 0. As before, we
let (α, β) = (0, 1), b = 1 but choose f = exp(−10000(x − 0.5)2), which introduces an interior
layer into the solution, narrowing as ε is reduced. In order to prevent a boundary layer forming,
we choose a homogeneous Neumann boundary condition on the right hand side of the domain
u′(1) = 0; the estimator from Theorem 4.3 is modified in a trivial fashion to allow for this. Once
again, we start with a uniform mesh of 8 elements and carry out refinement using the same
bulk criterion marking strategy as in Example 2, in this case for ε = 1e− 1, . . . , 1e− 7. Figure
3(a) shows the effectivities as the mesh is refined. We see that the effectivities remain bounded
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(b) Effectivity of estimator under uniform refinement.
Figure 1. Example 1. Smooth Problem.
between 1 and 20. This is a larger interval than in both Examples 1 and 2, although the largest
effectivity occurs for 1e− 1.
A comparison between uniform and adaptive refinement is shown in Figure 3(b) for ε = 1e−2
and ε = 1e− 4. In both cases, on later meshes, the adaptive refinement algorithm shows around
one order of magnitude improvement in error for comparable degrees of freedom.
6.4. Comparison with other a posteriori bounds. A comparison with other a posteriori
estimates is in place. The pioneering works [13, 17, 14, 16] introduce augmented norms for which
a posteriori estimators are shown to admit, so-called, robust upper and lower bounds. In the
context of dG methods, the augmented norm
|‖w|‖2aug = ε|‖w|‖2 + ‖cw‖2 +
N∑
i=0
(
ch+
h
ε
)
[[w]]2(xi) + |bw|2∗,
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(b) Error convergence under uniform and adaptive refinement.
Figure 2. Example 2. Boundary layer problem under adaptive refinement.
where |q|∗ := supv∈H10 (α,β)\{0}(
∫ β
α qv
′dx)/(ε|‖v|‖2 + ‖cv‖2)1/2, for q ∈ L2(α, β), was used in [16],
to show that the estimator
(53)
η2SZ =
N∑
i=1
‖cosc(pif + εu′′h − bu′h − cuh)‖2Ti +
N−1∑
i=1
ε−1/2cosc[[u′h]]
2(xi)
+
N∑
i=0
(
εσ + ch+
h
ε
)
[[uh]]
2(xi),
is robust for |‖u− uh|‖2aug, up to data oscillation; here we have taken c ≥ 0 constant, for simplicity
of the exposition.
The inclusion of a dual-type | · |∗-seminorm is an essential feature for the robustness of the
estimator (53); corresponding observations are also true in the context of stabilised conforming
methods [13, 17, 14]. Indeed, going back to the setting of Example 1, the respective effectivities
ηSZ/|‖u− uh|‖γ with ηSZ as in (53) and |‖u− uh|‖γ the dG-energy norm defined in (5) (which,
crucially, does not include the | · |∗-seminorm,) grow as ε becomes smaller in the pre-asymptotic
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(b) Error convergence under uniform and adaptive refinement.
Figure 3. Example 3. Interior layer problem under adaptive refinement.
regime. In Figure 4(a), we give these effectivities the against the number of degrees of freedom
N . Figures 4(b) and 4(c) show ηR/|‖u− uh|‖γ and ηJ/|‖u− uh|‖γ against N , respectively, with
η2R =
N∑
i=1
cosc‖pif + εu′′h − bu′h − cuh‖2Ti and η2J =
N∑
i=0
h
ε
[[uh]]
2(xi).
Crucially, the estimator from Theorems 4.2 and 4.3 does not contain the terms ηR and ηJ
and, hence, robustness with respect to the standard dG-energy norm, |‖u− uh|‖γ , is possible.
To assess the potential impact of the above discussion in the context of adaptivity, we compare
between using ηSZ and η to drive the adaptive algorithm for the problem of Example 2. A
comparison between using ηSZ and η to drive the adaptive algorithm is carried out for various
values of ε with the error measured in the dG-energy norm |‖u− uh|‖γ ; in Figure 5, we show
the results for ε = 1e− 5, 1e− 6, 1e− 7. We notice that η initially leads to meshes which give a
reduced error for a comparable number of degrees of freedom; indeed, the improvement is more
marked for smaller ε.
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Figure 4. Example 1. Effectivity of the a posteriori estimator (53) under uni-
form refinement without the inclusion of the | · |∗ in the error norm.
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Figure 5. Example 2. Performance of adaptive algorithm driven by η and by ηSZ.
We also consider the estimator based on reconstructions of the diffusive and convective fluxes
onto the Raviart-Thomas finite element space and on reconstructions of the potential intoH10 (Ω),
presented in [6]. Let the restriction of this estimator to the one-dimensional setting be denoted
by ηESV; we omit full details of ηESV for conciseness and we refer to [6, Theorem 3.5]. We
investigate numerically whether ηESV is also a robust estimator for the dG-energy norm in the
present one-dimensional setting for the problem of Example 1. Figure 6 shows the effectivities
ηESV/|‖u− uh|‖γ for  = 1 × 10n, n = −4, . . . , 0 as the mesh is uniformly refined. We notice
that, as  is reduced, the maximum effectivity increases as in the case of ηSZ .
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eq.(35) in [6] for precise definition) of ηESV under uni-
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Figure 6. Effectivity of estimator under uniform refinement.
6.5. Example 4. To highlight the potential generality of the proposed estimator for higher
dimensional problems, we consider an error estimate analogous to that of Therorem 4.2 in the two
dimensional setting. As mentioned in the introduction, such a result can be obtained provided
we have at our disposal a technique which leads to error control of the limiting hyperbolic
problem. Such results are available in certain cases [7]. To this end, we consider the problem
−ε∆u+ b · ∇u+ u = 1 (x, y) ∈ Ω = (0, 1)2,
u = 0 (x, y) ∈ ∂Ω,
where b = (
√
2, 1)> and ε > 0; when ε = 0, the boundary conditions are only applied on the
inflow part of ∂Ω. For ε > 0 boundary layers are formed along x = 1 and y = 1.
We compare the error estimator under an adaptive refinement algorithm, for ε = 1e− 2, 1e−
4, 0, where a bulk marking strategy is applied; in all cases an initial uniform grid comprising 512
simplices is used. The effectivities η/|‖u− uh|‖1 are shown in Figure 7, where we notice that
in all cases they remain bounded between 1 and 4: for ε = 1e − 2 the effectivities are slowly
increasing, but would appear to be converging to an upper bound below 4, while for ε = 0
the effectivites seem to converge to 1. The results are remarkably consistent with those from
Example 2. In Figure 8 adaptively refined grids are shown for both ε = 1e− 2 and ε = 1e− 4.
We notice that for ε = 1e − 2 refinement has been carried out in the vicinity of the boundary
layers, but also along a line parallel to the convection b; for ε = 1e − 4, where the boundary
layers are narrower, refinement has only been carried out at the boundaries.
6.6. Example 5. In our final numerical experiment, we show that the estimator can drive an
adaptive strategy to resolve solutions with both interior and boundary conditions. To this end,
we consider the same test problem as in Example 3 of [16]. In this case, the problem is to find
u such that
−ε∆u+ b · ∇u = 0 (x, y) ∈ Ω = (−1, 1)2,
u = 0 on x = −1 and y = 1,
u = tanh
(
1− y

)
on x = 1,
u =
1
2
(
tanh
(x

)
+ 1
)
on y = −1,
where b = (− sin pi6 , cos pi6 )>.
The boundary conditions cause u to have an internal layer along the line y +
√
3x = −1 and
boundary layers at the outflow boundaries. Since, there is no exact solution available for this
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Figure 7. Example 4: (a) Error bound effectivities for varying ε
Figure 8. Example 4: Adaptive mesh for ε = 1e− 2, iteration number 13 (left)
and for ε = 1e− 4, iteration number 20 (right).
problem, reference solutions for varying ε have been obtained by using a different a posteriori
estimator (namely the ηSZ estimator) within an adaptive framework and setting p = 4 to ensure
that the reference solution is of sufficient accuracy.
In this case, we apply a fixed fraction strategy with 25% of the elements chosen for refinement
and 10% chosen for derefinement at each iteration. For both ε = 10−2 and ε = 10−4, we begin
with a uniform mesh comprising 512 right angled triangles, which are not aligned with the
direction of flow and set p = 1. Figure 9 reports the error convergence history for both these
cases, while Figure 10 shows the resultant meshes after 14 iterations of the adaptive algorithm
for ε = 10−2 and ε = 10−4, respectively.
The error indicator leads to refinement in the regions of both the boundary and interior layers
for both values of ε. For ε = 10−4 a pre-asymptotic regime is observed, as expected; when the
mesh is fine enough to resolve the boundary and interior layers, the error begins to converge at
the same rate as for ε = 10−2.
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Figure 9. Example 5: Error convergence for adaptive strategy for ε = 1e − 2
and ε = 1e− 4.
Figure 10. Example 5: Adaptive mesh for ε = 1e− 2 (left) and for ε = 1e− 4
(right) at iteration number 14.
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