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We provide a winning strategy for sums of games ofMark-t , an impartial game played on
nonnegative integerswhere eachmove consists of subtraction by an integer between 1 and
t − 1 inclusive, or division by t , rounding down when necessary. Our algorithm computes
the Sprague–Grundy values for arbitrary n in quadratic time. This addresses one of the
directions of further study proposed by Aviezri Fraenkel. In addition, we characterize the
P-positions and N-positions for the game in misère play.
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1. Introduction
The impartial game Mark, introduced in [2], is played on nonnegative integers, where the options of n are n − 1 and
⌊n/2⌋. In normal play, the first player who is unable to move loses. Those integers from which the Next player to play has
a winning strategy are N-positions, whereas those from which the Previous player has a winning strategy are P-positions.
As shown in [2], the P-positions and N-positions for Mark in normal play have an extremely nice characterization: n is a
P-position if and only if its binary representation has an odd number of trailing 0’s.
The sum of games is a collection of games such that a playermoves by selecting one of the component games andmaking a
legalmove in it. A player is unable tomovewhenno component gamehas anymoves left. Just knowing the P- andN-positions
for the component games is insufficient for analyzing the positions of the sum. In normal play, we use the Sprague–Grundy
function. In the Sprague–Grundy theory, every impartial game in normal play is equivalent to aNim heap of some size, called
its Sprague–Grundy value, or g-value for short [5,4]. In particular, a game is a P-position if and only if its g-value is 0. The
purpose of the g-function is that the g-value of a sum of games is equal to the bitwise XOR of the g-values of the component
games, which allows us to compute the outcome of a given sum of games.
The g-values of a game can be computed recursively with themex rule. We define the mex (minimal excludant) function
as follows: if S ( N = {0, 1, 2, . . .}, then mex S = min(N \ S), i.e. the least nonnegative integer is not in S. We can then
compute the g-value of a game as follows. If u is a position of a game with a set Su of options, then g(u) = mex g(Su).
However, computing g-values this way is computationally inefficient for games such as Mark, since computing g(n) is
O(n), which is exponential in the input length log2 n. Fortunately, [2] gives an elegant and simple method for computing
g(n). First, note that g(n) ∈ {0, 1, 2}, since each position has at most 3 options. Fraenkel showed that
g(n) =

0 if n has an odd number of trailing 0’s in binary
1 if n has an even number of trailing 0’s and an odd number of 1’s in binary
2 if n has an even number of trailing 0’s and an even number of 1’s in binary.
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This gives a linear time algorithm for computing g(n), and hence a linear time algorithm for computing the g-value of a sum
of games ofMark.
In [2], Mark was generalized into the family of games Mark-t , parametrized by an integer t ≥ 2. In Mark-t , a player
may move from n to any one of n − 1, n − 2, . . . , n − (t − 1), ⌊n/t⌋. In particular, Mark is the special case where t = 2.
It has been shown that subtraction games, both impartial [1] and partizan [3], in which the amount subtracted is restricted
to constants, are periodic in the sense that their g-values are periodic. The importance of periodicity for octal games and
other games is that it implies there is a polynomial-time winning strategy [1]. However, for any t ≥ 2, the subtraction game
Mark-t is aperiodic [2], yet has a polynomial-time algorithm for determining whether a given position is P or N. In Section 2
of this paper, we complete the picture by giving a polynomial-time algorithm for computing the Sprague–Grundy function
forMark-t , giving us a polynomial-time winning strategy for sums of positions ofMark-t .
Inmisère play, the winning condition is reversed, i.e., the first player unable tomovewins rather than loses. The P- and N-
positions of misèreMark, denoted byMiMark, have been characterized in [2]. In Section 3, we extend the characterization
to generalMark-t in misère play, which we denote byMiMark-t .
2. Mark-t in normal play
The case t = 2 has been dealt with in [2], so we fix t ≥ 3. For notation, let R(n) denote the representation of nwritten in
base t . We begin by noting that the P-positions of Mark-t are precisely the dopey numbers (numbers with an odd number
of trailing 0’s) when written in base t [2]. Building upon this, we have the following result.
Theorem 2.1. For k ∈ {0, 1, . . . , t − 2}, g(n) = k if and only if R(n) has an odd number of trailing k’s.
Proof. We prove this by induction on k and n. The base case k = 0 for the equivalence is given by the fact that the set of
P-positions is precisely the set of dopey numbers in base t . Now fix k > 0 and suppose the equivalence holds for smaller
values of k. We now induct on n. The base case for the reverse implication is given by g(k) = k, since k has options
0, 1, . . . , k − 1 which by induction have g-values 0, 1, . . . , k − 1 respectively, using the mex rule. The base case for the
forward implication is given by g(0) = 0 ≠ k.
Now suppose n > k and the equivalence holds for smaller values of n. First, suppose R(n) has an odd number r of trailing
k’s. We have two cases:
(i) r > 1. The options n− 1, n− 2, . . . , n− k have g-values k− 1, k− 2, . . . , 0 respectively, by the inductive hypothesis,
and for i ∈ {k + 1, . . . , t − 1}, the option m = n − i has exactly one trailing t + k − i preceded by k − 1 (mod t), so
R(m− (t− i)) has exactly one trailing k, hence g(m− (t− i)) = k and so g(m) ≠ k. Furthermore, the optionm = ⌊n/t⌋
has an even number of trailing k’s and hence g(m) ≠ n by the inductive hypothesis.
(ii) r = 1. Since n > k, the trailing k is preceded by some j ≠ k. If there is an even number of j’s preceding k, then the
argument in case (i) for {0, 1, . . . , k − 1} ⊂ g(Sn) still goes through. For i ∈ {k + 1, . . . , t − 1}, R(n − i) ends with
(j− 1)(t + k− i) preceded by an odd number of j’s. If j > k+ 1, then we can move by subtracting to make the last digit
k, and if j = k+ 1, then we can move by dividing by t , making the last digit k, hence g(n− i) ≠ k. Finally, ⌊n/t⌋ ends in
zero k’s, so its g-value is not equal to k.
Now suppose there are an odd number of j’s preceding k. If j > k, then the argument from case (i) shows that
{0, 1, . . . , k − 1} ⊂ g(Sn). If j < k, then the only part where this does not work is when we move to n − (k − j), but
then g(⌊n/t⌋) = j. For i ∈ {k + 1, . . . , t − 1}, the argument from case (i) goes through, where n − i ends in t + k − i
preceded by j− 1 ≠ t + k− i, hence g(n− i) ≠ k. Finally, we have already established that g(⌊n/t⌋) = j ≠ k.
Conversely, suppose R(n) has an even number r of trailing k’s. If r > 0, then m = ⌊n/t⌋ has an odd number of trailing
k’s, which by our inductive hypothesis implies g(m) = k, hence g(n) ≠ k. Therefore, we consider the case r = 0. Write
R(n) = . . . d1kjd2, where d1, d2 ≠ k and d1 is possibly empty. We have two cases:
(i) j = 0. If d2 > k, then R(n− (d2 − k)) = . . . d1k and by our inductive hypothesis g(n− (d2 − k)) = k, hence g(n) ≠ k.
If d2 < k, then we have two sub-cases depending on whether d1 and d2 are distinct or not. If d1 ≠ d2, then R(n) has
exactly one trailing d2, and so g(n) = d2 ≠ k. If d1 = d2 < k, then R(n− (t+ k− d2)) = . . . (d1− 1)kwhich has exactly
one trailing k and hence g(n− (t + k− d2)) = k, so g(n) ≠ k.
(ii) j > 0. In this case, we have two sub-cases depending on the parity of j. If j is odd, then R(⌊n/t⌋) has an odd number
of trailing k’s, and so by the inductive hypothesis g(⌊n/t⌋) = k, hence g(n) ≠ k. If j is even, then we have two further
sub-sub-cases, depending on whether d2 < k. If d2 < k, then by our inductive hypothesis g(n) = d2. If d2 > k, then
R(n− (d2 − k)) has an odd number j+ 1 of trailing k’s, and hence g(n− (d2 − k)) = k, so g(n) ≠ k. 
Note that Theorem 2.1 does not hold for k = t − 1. The proof breaks down, for example, when showing that R(n) has an
odd number of trailing (t−1)’s implies g(n) = t−1. Certainly, {0, 1, . . . , t−2} ⊂ g(Sn) but it is not clear that t−1 /∈ g(Sn).
It remains to distinguish between numbers with g-values in {t − 1, t}. We begin with the following observation.
Lemma 2.2. If R(n) = wk(t − 1)r and R(m) = wk(t − 1), where k ≠ t − 1, r > 1, and w is a (possibly empty) string, then
g(n) = g(m) if and only if r is odd. In other words, deleting extra trailing (t−1)’s beyond the first alternates the g-value between
t − 1 and t for each (t − 1) deleted.
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Proof. By induction, it suffices to show that if R(m) = wk(t − 1)r−1, then g(n) ≠ g(m). This is easy sincem is an option of
n (by dividing by t). Since both of these have g-values in {t − 1, t}, the g-values alternate. 
Lemma 2.2 allows us to delete any trailing (t−1)′s beyond the first when we are trying to distinguish between numbers
with g-values in {t − 1, t}, so we only need to worry about the cases where the number of trailing (t − 1)’s is≤ 1.
Theorem 2.3. There is a quadratic-time algorithm for computing g(n) if n ends in a single t − 1 or in a positive even number of
k’s for some k ≠ t − 1.
Proof. Our algorithm is recursive. The base cases are given by g(n) = t − 1 whenever R(n) = t − 1 or R(n) = k(t − 1) for
some k < t − 1. Let ℓ be the length of R(n). We have three cases. The first two cases correspond to R(n) = wirk(t − 1) for
r > 0, depending on whether i ≥ k or i < k. The third case corresponds to R(n) = wk2j with j > 0.
(i) i ≥ k: Suppose i > k. Consider the following sequence of moves (positions written in t-ary):
wirk(t − 1)→ wirk2 → wir(k− 1)(t − 1)→ wir(k− 1)2 → · · · → wir02 → wir−1(i− 1)(t − 1)2.
By making this sequence of moves, we stay in positions with g-values in {t − 1, t}, so the g-values must alternate. A
simple parity check shows that the g-values of the initial and final positions in the sequence match. By Lemma 2.2, the
final position’s g-value disagrees with that of wir−1(i − 1)(t − 1). Furthermore, the length of wir−1(i − 1)(t − 1) is
ℓ− 1. We can then recursively run on algorithm onwir−1(i− 1)(t − 1), which is back to case (i) with length ℓ− 1.
If i = k, the above still works if r is even. If r is odd, then our initial string was wkr+1(t − 1), and so its g-value
disagrees with that ofwkr+1, on which we can recursively run our algorithm in case (iii) with input length ℓ− 1.
(ii) i < k: Consider the following sequence of moves (positions written in t-ary):
wirk(t − 1)→ wirk2 → wir(k− 1)(t − 1)→ wir(k− 1)2 → · · · → wir+1(t − 1).
By making this sequence of moves, we stay in positions with g-values in {t − 1, t}, so the g-values must alternate. A
simple parity check shows that the g-values of the initial and final positions in the sequence match. Note that we can
move to either wir+2 and wir+1 from the final position. If r is odd, then wir+1 has an even number of trailing i’s, and
the g-value of our initial position disagrees with that of wir+1, which we can find by recursively running on algorithm
in case (iii) with input length ℓ − 1. If r is even, then we do the same thing except with wir+2 which is case (iii) with
input length ℓ.
(iii) R(n) = wk2j: Note that from this position, we can move to wk2j−2(k− 1)(t − 1), whose g-value must differ from that
of n. If k ≠ 0, then this is just case (i) with input length ℓ and we can recurse. If k = 0, then R(n) = ui02j for some i > 0.
Thenwe canmove to u(i−1)(t−1)2j, which switches the g-value. By Lemma 2.2, deleting until we have u(i−1)(t−1)
switches the g-value back, and we have case (i) or (ii) with input length ℓ− (2j− 1).
For the time complexity, it is straightforward to verify that each recursive call runs in O(ℓ) time regardless of the case,
so it suffices to show that the algorithm terminates after O(ℓ) recursive calls. From (i), the input length decreases. From (ii),
we go to (iii). From (iii), we go to (i) or we go to (ii) with decreased input length. Therefore, the input length is guaranteed
to decrease after every 2 recursive calls, and so there are at most 2ℓ = O(ℓ) recursive calls. 
Corollary 2.4. There is a quadratic time algorithm for computing g(n) for any n inMark-t.
Proof. Use Theorem 2.1 if R(n) has an odd number of trailing k’s, otherwise delete the j extra (t − 1)’s beyond the first and
use Theorem 2.3, flipping the result if j is odd. 
3. Misère Mark-t
Let D denote the set of dopey binary numbers, numbers whose binary representations end in an odd number of 0’s, and
let V denote their complement, the vile numbers (numbers whose binary representations end in an even number of 0’s). If
we swap the powers of 2 in these sets to construct new sets D′ and V ′, that is,
D′ = (D \ {22k+1 : k ≥ 0}) ∪ {22k : k ≥ 0}
V ′ = (V \ {22k : k ≥ 0}) ∪ {22k+1 : k ≥ 0},
then it is shown in [2] that the set of P- and N-positions forMiMark are precisely D′ and V ′ respectively. In this section, we
generalize this result toMiMark-t .
Let Dt denote the set of dopey numbers in base t , and let Vt denote the set of vile numbers in base t . Define
D′t = (Dt \ {t2k+1 : k ≥ 0}) ∪ {t2k : k ≥ 0}
V ′t = (Vt \ {t2k : k ≥ 0}) ∪ {t2k+1 : k ≥ 0}.
Theorem 3.1. The P- and N-positions for MiMark-t are precisely D′t and V ′t , respectively.
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Proof. It suffices to show that: I. A player moving from any position in D′t always lands in a position in V ′t ; II. Given any
position in V ′t , there exists a move to a position in D′t .
I. Let d ∈ D′t . We have two cases:
(i) R(d) = wi02k+1, where w is a (possibly empty) t-ary string and i > 0. All subtracting moves result in the form
w(i− 1)(t − 1)2kj for some j = 1, 2, . . . , t − 1, which lies in V ′t . The division move results in wi02k, which also lies
in V ′t .
(ii) R(d) = 102k. The base case k = 0 is true since 1 can only move to 0, which is an N-position, so assume k > 0. Then
any subtraction move results in the form 0(t − 1)2k−1j for some j = 1, 2, . . . , t − 1, which lies in V ′t . The division
move results in 102k−1, which also lies in V ′t .
II. Let v ∈ V ′t . We again have two cases:
(i) R(v) = wi02k, where w is a (possibly empty) t-ary string and i > 0. If k > 0, we can divide by t to move to wi02k−1,
which lies in D′t , so suppose k = 0, i.e. R(v) = wi. If w does not end with 0, then we can subtract by i to move to
w0 which lies in D′t , so suppose w = u0r and hence R(v) = u0r i. If r is even, we can subtract by i to move to u0r+1,
which lies in D′t . If r is odd, we can divide by t to move to u0r , which lies in D′t .
(ii) R(v) = 102k+1. Dividing by t moves us to 102k, which lies in D′t . 
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