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Abstract
Powell–Sabin splines are piecewise quadratic polynomials with a global C1-continuity, deﬁned on conforming triangulations.
Imposing boundary conditions on such a spline leads to a set of constraints on the spline coefﬁcients. First, we discuss boundary
conditions deﬁned on a polygonal domain, before we treat boundary conditions on a general curved domain boundary. We consider
Dirichlet and Neumann conditions, and we show that a particular choice of the PS-triangles at the boundary can greatly simplify the
corresponding constraints. Finally, we consider an application where the techniques developed in this paper are used: the numerical
solution of a partial differential equation by the Galerkin and collocation method.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In computer-aided geometric design and scientiﬁc computing it is often important that a function or surface preserves
certain geometric properties, e.g., boundary conditions. Chui and Schumaker [3] were the ﬁrst to investigate spaces of
piecewise polynomial surfaces with boundary conditions. They considered splines on a rectangle partitioned into sub-
rectangles, with vanishing normal derivatives on the boundary. In [3], the dimension of these spaces was computed and
an appropriate local basis was constructed. This study was continued in [4,5] for spaces of boundary constrained piece-
wise polynomials on type-1 and type-2 triangulations. Such triangulations are constructed by subdividing rectangular
partitions of a rectangular domain by using the diagonals.
Shi et al. [18] studied the dimension and suggested a basis for the so-called Powell–Sabin (PS-)spline space sub-
ject to homogeneous Dirichlet and Neumann boundary conditions. PS-splines are piecewise quadratic polynomials
with a global C1-continuity, deﬁned on conforming triangulations. Willemans and Dierckx used in [22] constrained
PS-splines for smoothing scattered noisy measurement data. Speleers et al. [20] treated Dirichlet boundary conditions,
i.e., u(x, y)=f (x, y), and Neumann boundary conditions, i.e., (/n¯)u(x, y)=g(x, y), with arbitrary boundary func-
tions f (x, y) and g(x, y), imposed on PS-splines in the context of a ﬁnite element method. The set of corresponding
constraints on the PS-spline coefﬁcients is made very simple by choosing speciﬁc basis functions at the boundary.
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Another technique to deal with homogeneous Dirichlet conditions consists of multiplying the basis functions with a
positive weight function that vanishes on the boundary of the domain. This idea became successful in connection with
the R-function method of Rvachev [16]. It is very effective in combination with the classical tensor-product splines
[17,11]: a homogeneous boundary condition deﬁned on an arbitrary curved boundary can be exactly imposed without
loss of the approximation power of the splines.
In this paper, we discuss a new approach for the treatment of Dirichlet and Neumann conditions on (a part of) the
boundary with PS-splines. Instead of choosing different basis functions at the boundary according to each type of
boundary condition, as in [20], we now derive an approach that allows a uniform treatment for all cases. It results in
a basis that is more stable, and that can be constructed in advance, irrespective of the particular application. We also
treat the situation where the boundary conditions are no longer deﬁned on the polygonal boundary of the triangulation.
This case will enable an efﬁcient and accurate boundary condition representation on general curved boundaries.
The paper is organized as follows. Section 2 reviews the deﬁnition of the PS-spline space, and recalls the construction
of a normalized B-spline basis. In Section 3 we discuss some general characteristics of the PS-splines at the boundary.
Section 4 addresses the treatment of different boundary conditions deﬁned on the boundary of the triangulation. In
Section 5 boundary conditions on non-polygonal domains are considered. In each of those cases, we show that a
particular choice of the PS basis functions associated with the boundary vertices can greatly simplify the boundary
constraints. We illustrate our treatment of the boundary conditions using the Poisson equation in Section 6. Finally, in
Section 7 we end with some concluding remarks.
2. Powell–Sabin splines
2.1. The space of PS-splines
Consider a simply connected subset  ⊂ R2 with polygonal boundary . Assume a conforming triangulation 
of  is given, consisting of t triangles j , j = 1, . . . , t , and having n vertices Vk , k = 1, . . . , n. A triangulation is
conforming if no triangle contains a vertex different from its own three vertices.
The PS-reﬁnement ∗ of  partitions each triangle j into six smaller triangles with a common vertex Zj . This
partition is deﬁned algorithmically as follows:
(1) Choose an interior point Zj in each triangle j . If two triangles i and j have a common edge, then the line
joining Zi and Zj should intersect the common edge at some point Rij .
(2) Join each point Zj to the vertices of j .
(3) For each edge of the triangle j
(a) which is common to a triangle i : join Zj to Rij ;
(b) which belongs to the boundary : join Zj to an arbitrary point R on that edge.
In the sequel, we will take R such that the line Zj−R is normal to the boundary edge. This position of R will reduce
the computational complexity in the treatment of Neumann boundary conditions. Choosing Zj as the incentre of j
ensures R is situated between the two boundary vertices of j . In Fig. 1(a) such a PS-reﬁnement of a given triangulation
is drawn in dashed lines.
Let 2 denote the linear space of bivariate polynomials of degree 2. The space of piecewise quadratic polynomials
on ∗ with global C1-continuity is called the PS-spline space:
S12(
∗) = {s ∈ C1() : s|∗j ∈ 2, ∗j ∈ ∗}. (2.1)
Powell and Sabin [15] proved that the following interpolation problem
s(Vl) = fl, s
x
(Vl) = fx,l, s
y
(Vl) = fy,l, l = 1, . . . , n (2.2)
has a unique solution s(x, y) ∈ S12(∗) for any given set of n (fl, fx,l, fy,l)-values. It follows that the dimension of
the PS-spline space S12(
∗) is equal to 3n.
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Fig. 1. (a) A PS-reﬁnement ∗ (dashed lines) of a given triangulation  (solid lines); (b) the PS-points (bullets) and a set of suitable PS-triangles
(shaded).
2.2. A normalized B-spline representation
Dierckx et al. [10] considered a suitable representation for PS-splines. With each vertex Vi three linearly independent
triplets (i,j , i,j , i,j ), j = 1, 2, 3 are associated. The B-spline Bji (x, y) can be found as the unique solution of
interpolation problem (2.2) with all (fl, fx,l, fy,l)=(0, 0, 0) except for l= i, where (fi, fx,i , fy,i)=(i,j , i,j , i,j ) =
(0, 0, 0). It is easy to see that this B-spline has a local support: Bji (x, y) vanishes outside the molecule Mi of Vi . The
molecule of a vertex (also called vertex star or 1-ring) is the union of all triangles that contain the vertex. Every PS-spline
can then be represented as
s(x, y) =
n∑
i=1
3∑
j=1
ci,jB
j
i (x, y). (2.3)
The basis forms a convex partition of unity on  (also called a blending system) if
B
j
i (x, y)0 and
n∑
i=1
3∑
j=1
B
j
i (x, y) = 1, (2.4)
for all (x, y) ∈ . This property, together with the local support of the PS B-splines, lies at the basis of their compu-
tational effectiveness in many application domains, see [10,21,14,20]. In [9] Dierckx has presented a geometrical way
to derive and construct such a normalized basis:
(1) For each vertex Vi ∈ , identify the corresponding PS-points. These points are deﬁned as the midpoints of all
edges in the PS-reﬁnement ∗ containing Vi . The vertex Vi itself is also a PS-point. In Fig. 1(b) the PS-points are
indicated as bullets.
(2) For each vertexVi , ﬁnd a triangle ti (Qi,1,Qi,2,Qi,3) containing all the PS-points ofVi . The triangles ti , i=1, . . . , n
are called PS-triangles. Note that the PS-triangles are not uniquely deﬁned. Fig. 1(b) shows some PS-triangles.
One possibility for their construction [9] is to calculate a triangle of minimal area. Computationally, this problem
leads to a quadratic programming problem. It turns out that other choices are more appropriate in the treatment of
boundary conditions. The fact that the PS-triangle ti contains the PS-points of the vertex Vi guarantees the positivity
property of (2.4).
(3) The three linearly independent triplets (i,j , i,j , i,j ), j = 1, 2, 3 are derived from the PS-triangle ti of a vertex
Vi as follows:
• i = (i,1, i,2, i,3) are the barycentric coordinates of Vi with respect to ti ,
• i = (i,1, i,2, i,3) and i = (i,1, i,2, i,3) are the coordinates of the unit barycentric directions, in x- and
y-direction, respectively, with respect to ti .
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We deﬁne the PS-control points as Ci,j = (Qi,j , ci,j ) and the PS-control triangles as Ti(Ci,1, Ci,2, Ci,3). One can easily
prove that the PS-control triangle Ti is tangent to the surface z = s(x, y) at the vertex Vi .
3. The characterization of a PS-spline at the boundary
In this section we discuss some characteristics of the PS-spline and its normal derivative at the boundary. We show
how they can be described by particular one-dimensional splines, and we derive the relation between these splines. We
will often need to distinguish two boundary situations, i.e., a straight boundary edge intersection angle and an angle
different from 	. We will refer to those cases as case I and case II, respectively.
Suppose thatVi ,Vj andVk are counter-clockwise successive boundary vertices. In case II, a relation exists between the
tangential and normal derivatives at vertex Vj . The tangential directions in clockwise and counter-clockwise direction
can easily be found as
t¯ij = Vi − Vj‖Vi − Vj‖ and t¯kj =
Vk − Vj
‖Vk − Vj‖ . (3.1)
Let n¯ij and n¯kj be the outward normal directions on the boundary edges Vi −Vj and Vj −Vk , respectively. Because of
the inherent C1-continuity of the PS-spline, the normal and tangential derivatives are related. The following relations
can be shown to hold at vertex Vj :

t¯kj
= cos(
) 
t¯ij
− sin(
) 
n¯ij
, (3.2a)

n¯kj
= − sin(
) 
t¯ij
− cos(
) 
n¯ij
, (3.2b)
with 
 the angle between the vectors t¯ij and t¯kj in the interior of the domain, as illustrated in Fig. 2. For a case I
vertex, where 
 = 	, we have that /t¯ij = −/t¯kj and /n¯ij = /n¯kj . Another special case is a right boundary
edge intersection angle, i.e., with 
= 	/2 or 3	/2. The tangential and normal derivatives are then obviously related as
/n¯ij = ∓/t¯kj and /n¯kj = ∓/t¯ij .
The trace of a PS-spline s(x, y) along the boundary  of a given triangulation is a piecewise quadratic polynomial
with speciﬁc continuity characteristics. It is globally C1-continuous, except at the case II boundary vertices. There, the
spline is C0-continuous. A PS-spline along the boundary can be described by a one-dimensional generalized (periodic)
quadratic spline s˜(w) in the classical B-spline representation [7],
s˜(w) =
∑
k
b˜kN˜k(w), (3.3)
with w the accumulated arc length in counter-clockwise direction. As in [20], we associate the spline knots t˜k with
the positions of the vertices Vj and the points Rij . The lengths of the knot intervals preserve the distances between
the points Rij and Vj . The notation and knot positions are illustrated in Fig. 3(b). The support of a quadratic B-spline
N˜k(w) is an interval spanned by four successive knots, starting with the knot t˜k .
The normal derivative of a PS-spline along  is a piecewise linear polynomial, which we will represent by a one-
dimensional generalized (periodic) linear spline sˆ(w). As mentioned before, we chose the PS-reﬁnement such that
nij
Vj
Vi
−
−
−
−
tij tkj
nkj
Vk


Fig. 2. Orientation of the tangential directions (t¯ij and t¯kj ), the normal directions (n¯ij and n¯kj ), and the edge intersection angle 
 at the boundary
vertex Vj .
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Fig. 3. The knot positions and some 1D B-splines for the representation of the value and normal derivative of a PS-spline along the boundary in case
I and II. (a) Boundary triangles of a given triangulation with PS-reﬁnement: case I (left) and case II (right), (b) knot positions and some 1D B-splines
used to represent the value of a PS-spline along the boundary, (c) knot positions and some 1D B-splines used to represent the normal derivative of a
PS-spline along the boundary.
the interior line Z − Rij is normal to the boundary. Because of this choice, sˆ(w) is linear on the edge Vi − Vj . This
can be shown as follows. All points X on the line Z−Rij satisfy the equation
t¯ij · (X − Rij ) = 0. (3.4)
Consider a quadratic polynomial p(x, y) on triangle (Vi, Rij , Z) and another quadratic polynomial q(x, y) on
(Rij , Vj , Z). The two patches are C1-continuous along the line Z−Rij if and only if
q(X) = p(X) + (t¯ij · (X − Rij ))2 (3.5)
for some value of . Since the quadric z(X) = (t¯ij · (X − Rij ))2 is a parabolic cylinder with its axis parallel to n¯ij , it
follows for all points in the combined triangle (Vi, Vj , Z) that
z
n¯ij
= 0 and hence q
n¯ij
= p
n¯ij
. (3.6)
Thus, the normal derivative of the PS-spline is linear on the edge Vi − Vj . The one-dimensional spline sˆ(w) may be
discontinuous at the point Vj in case II, and is C0-continuous in case I. Fig. 3(c) shows the knot positions and some
basis functions used to represent sˆ(w). Because of the linearity along Vi − Vj , only knots at the boundary vertices are
needed. The knots and coefﬁcients of s˜(w) and sˆ(w) are distinguished by tildes and hats, respectively.
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We now derive a relation between the coefﬁcients of s˜(w) and sˆ(w) at a case II boundary vertex Vj . Let Rij =ijVi +
jiVj and Rjk = jkVj + kjVk with ij + ji = jk + kj = 1. Then

t¯ij
s(Vj ) = −s˜′(t˜j1−) =
2
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ , (3.7a)

t¯kj
s(Vj ) = s˜′(t˜j1+) =
2
kj
(b˜j1 − b˜ij )
‖Vk − Vj‖ . (3.7b)
The normal derivatives of the PS-spline at the vertex Vj are equal to

n¯ij
s(Vj ) = sˆ(tˆj1−) = bˆi2 , (3.8a)

n¯kj
s(Vj ) = sˆ(tˆj1+) = bˆj1 . (3.8b)
Combining (3.7) and (3.8) with (3.2), we obtain a relation between the coefﬁcients of the splines s˜(w) and sˆ(w):
sin(
) bˆi2 =
2 cos(
)
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ −
2
kj
(b˜j1 − b˜ij )
‖Vk − Vj‖ , (3.9a)
sin(
) bˆj1 =
2 cos(
)
kj
(b˜j1 − b˜ij )
‖Vk − Vj‖ −
2
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ . (3.9b)
For a case I boundary vertex (with 
= 	) both equations reduce to
2
kj
(b˜j1 − b˜ij )
‖Vk − Vj‖ +
2
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ = 0, (3.10)
which is just the C1-continuity relation between the spline coefﬁcients of s˜(w) at Vj .
4. Boundary conditions on a polygonal boundary
We deal with the question of how to impose Dirichlet and Neumann boundary conditions on a PS-spline. Physically, if
that spline would represent a temperature ﬁeld, a Dirichlet condition corresponds to ﬁxing the value of the temperature.
A Neumann condition speciﬁes a ﬂux condition on the boundary. We suppose that the boundary condition is deﬁned
on a polygonal domain boundary, so we can follow the approach proposed in [20], consisting of two steps. In a ﬁrst
step the boundary function is projected into the PS-spline space. Representing the PS-spline with a one-dimensional
generalized (periodic) spline deﬁned along the boundary, a discrete least-squares method [8] can be used to ﬁnd a
good approximation. In a second step the constraints on the PS-spline coefﬁcients are determined such that the trace
of the PS-spline along the boundary equals the projected boundary function. It turns out that a particular choice of the
PS-triangles at the boundary can greatly simplify these constraints. We advocate an adaptation to the strategy in [20]:
we will only use a single type of PS-triangles at the boundary.
To illustrate the projection into the PS-space of the functions appearing in the right hand sides of these boundary
conditions, we will refer each time to the triangulation in Fig. 4. It consists of a single case I boundary vertex (V2),
and three case II boundary vertices (V1, V3, V4). The ﬁgure also shows corresponding knot positions of s˜(w) and of
sˆ(w), starting with t˜1 = t˜2 = tˆ1 = tˆ2 = 0. The number of knots shown for each case is equal to the dimension of the
corresponding 1D spline space. If we unfold the boundary of the triangulation to a straight line, we need to introduce
some extra knots at both ends of the interval, e.g., t˜0, t˜12, and t˜13 to uniquely deﬁne s˜(w) =∑11k=0b˜kN˜k(w). These
knots are chosen such that the length of t˜11 − t˜0 = t˜12 − t˜1 = t˜13 − t˜1 equals the total boundary length, and b˜0 = b˜11 to
retain the periodicity of the spline. Likewise, sˆ(w) =∑7k=1bˆkNˆk(w) with the length of tˆ8 − tˆ1 = tˆ9 − tˆ1 equal to the
boundary length.
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Fig. 4. Example triangulation with knot positions for a Dirichlet (t˜k) and Neumann (tˆk) boundary condition. Two sample points pr are taken in each
non-degenerated knot interval [t˜l , t˜l+1].
4.1. A Dirichlet boundary condition
A Dirichlet condition on a PS-spline s(x, y) corresponds to the condition
s(x, y) = f (x, y) for (x, y) ∈ , (4.1)
for a given function f (x, y). A PS-spline cannot in general satisfy this condition exactly, unless the trace of f (x, y)
along  is a one-dimensional quadratic spline satisfying the characteristics discussed in Section 3. If this is not the
case, we shall ﬁrst project the function f into the appropriate spline space. Here, we suggest to use the approximation
s˜(w) obtained by a discrete least-squares method. We take a number of evaluation points pr along the boundary (in the
example of Fig. 4 two points in each knot interval), calculate the corresponding valueswr for the accumulated arc length,
and determine the coefﬁcients b˜k as the least-squares solution of the overdetermined system
∑
kb˜kN˜k(wr) = f (pr).
Here, we can fully exploit the typical cyclic bandstructure as shown in Fig. 5 for the triangulation in Fig. 4.
Once the coefﬁcients b˜k are known, one can proceed to derive the constraints on the PS-spline coefﬁcients ci,j in
(2.3) such that the PS-spline exactly matches s˜(w) at the boundary. The construction of those constraints is explained
below. It is sufﬁcient to impose the following three conditions for each vertex Vj (see [20]):
s(Vj ) = s˜(t˜j1),

t¯ij
s(Vj ) = −s˜′(t˜j1−) and

t¯kj
s(Vj ) = s˜′(t˜j1+). (4.2)
We choose the PS-triangle of Vj such that one side is parallel to the boundary edge Vi − Vj , and another side of the
PS-triangle is normal to that edge. Let ij and ij be such that
Qj,2 − Qj,1 = ij t¯ij and Qj,3 − Qj,1 = ij n¯ij . (4.3)
One can always ﬁnd such constrained PS-triangles with a reasonable small size. They can be constructed as follows.
The radius r of the inscribed circle of a triangle is equal to
r = 2A
l1 + l2 + l3 , (4.4)
with A the area of the triangle and li the lengths of the sides. We choose the PS-triangle of boundary vertex Vj to be
isosceles, with the right angle at its top, as shown in Fig. 6. Using this property together with (4.4), the area of the
resulting PS-triangle can be written as
A = r2(2√2 + 3). (4.5)
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Fig. 5. Band structure of the overdetermined system
∑
kb˜kN˜k(wr )= f (pr ) for a Dirichlet condition on the boundary of the triangulation in Fig. 4.
Two interpolation points pr are chosen in each non-degenerated knot interval [t˜l , t˜l+1].
Vi
Vk
Vj
Qj,2
Qj,3
Qj,1
π/4
π/2
π/4
Fig. 6. PS-triangle of vertex Vj , such that the inscribed circle contains all PS-points. The triangle is right-angled and isosceles. The convex hull of
the PS-points is shaded.
Let the centre of the inscribed circle coincide with vertex Vj . Then, the circle contains all PS-points if the radius r is
larger than half the longest of the considered edges. Thus, with h∗max the length of the longest edge in the PS-reﬁnement,
the area of the PS-triangles is bounded by
Ah∗ 2max(2
√
2 + 3)/4 
 1.46h∗ 2max. (4.6)
Since the hypotenuse is the longest side in a right triangle, and in our case A= l2/4 with l the length of the hypotenuse,
the lengths of the sides of the PS-triangles can be bounded by
li lh∗max
√
2
√
2 + 3 
 2.41h∗max. (4.7)
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Fig. 7. Choice of the PS-triangles, constrained with one side parallel and another side normal to the edge Vi − Vj , at a boundary in (a) case I and
(b) case II.
It is possible to construct other PS-triangles, satisfying (4.3), that have a smaller area. Fig. 7 shows such PS-triangles
for different boundary situations.
Using the tangent property of the PS-control triangle and the constraint (4.3), the derivatives of the PS-spline at Vj
in the directions t¯ij and n¯ij are proportional to cj,2 − cj,1 and cj,3 − cj,1. From relation (3.2a), and the deﬁnitions of
ij and ij in (4.3), it follows that
s(Vj ) =
3∑
l=1
j,l cj,l , (4.8a)

t¯ij
s(Vj ) = cj,2 − cj,1
ij
, (4.8b)

t¯kj
s(Vj ) = cos(
) cj,2 − cj,1
ij
− sin(
) cj,3 − cj,1
ij
. (4.8c)
Substituting (4.8) into (4.2), using the fact that j,1 + j,2 + j,3 = 1, and after rearranging terms, we obtain the
constraints
cj,1 + j,2 (cj,2 − cj,1) + j,3 (cj,3 − cj,1) = b˜ij , (4.9a)
cj,2 − cj,1 = 2ij
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ , (4.9b)
sin(
) (cj,3 − cj,1) = 2ij
(
cos(
)
1
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ −
1
kj
(b˜j1 − b˜ij )
‖Vk − Vj‖
)
. (4.9c)
Remark 4.1. These constraints can be simpliﬁed in some particular situations. If the domain makes an acute angle
(less than 	/2) at vertex Vj , we can choose Qj,1 = Vj . Since the triplet (j,1, j,2, j,3) is the barycentric coordinate
of Vj with respect to the PS-triangle, it follows that j,2 = j,3 = 0, and constraint (4.9a) simpliﬁes then to cj,1 = b˜ij .
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In the case 
 = 	/2, as shown in the right panel of Fig. 7(b), the PS-triangle has two sides parallel to the boundary.
Constraints (4.9) simplify to
cj,1 = b˜ij , (4.10a)
cj,2 = b˜ij + 2ij
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ , (4.10b)
cj,3 = b˜ij − 2ij
kj
(b˜j1 − b˜ij )
‖Vk − Vj‖ . (4.10c)
Remark 4.2. A case I boundary can be considered as a limit case of the case II situation. Since the left-hand side of
Eq. (4.9c) becomes zero, the constraint reduces to the C1-continuity relation (3.10). Hence, only the constraints (4.9a)
and (4.9b) on the PS-spline coefﬁcients remain.
Remark 4.3. For the case I boundary, it is possible to let one side of the PS-triangle coincide with the boundary line,
i.e., Vj = j,1Qj,1 + j,2Qj,2. This type of PS-triangle is depicted in Fig. 7(a). With this particular choice, the PS
B-spline B3j (x, y) vanishes at the domain boundary, and the value of the corresponding coefﬁcient cj,3 will not be
constrained by the Dirichlet boundary condition. Setting j,3 equal to zero, we arrive at the conditions
cj,1 = b˜ij − j,2 2ij
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ , (4.11a)
cj,2 = b˜ij + j,1 2ij
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ . (4.11b)
Taking into account that the one-dimensional spline s˜(w) is C1-continuous at Vj , i.e. with a single knot at Vj and using
the one-dimensional B-splines in the left panel of Fig. 3(b), we obtain the constraints from [20]:
cj,1 = b˜i2 + 
(
1 + 2ij j,2
ij‖Vi − Vj‖
)
(b˜ij − b˜i2), (4.12a)
cj,2 = b˜i2 + 
(
1 − 2ij j,1
ij‖Vi − Vj‖
)
(b˜ij − b˜i2), (4.12b)
with
= t˜j1 − t˜ij
t˜jk − t˜ij .
Remark 4.4. For a case II boundary, the PS-triangle is proposed in [20] to have two sides parallel to the boundary
edges. This leads to constraints that are similar to (4.10), and are simpler than (4.9). Yet, when the boundary angle 

is sufﬁciently close to 	, this construction results in a PS-triangle that becomes increasingly large, leading to a poorly
conditioned PS B-spline basis. Our choice of PS-triangle with (4.3) remains stable, regardless of the boundary angle.
4.2. A Neumann boundary condition
A Neumann condition implies that the outward normal derivative of the PS-spline is speciﬁed on the boundary, i.e.,

n¯
s(x, y) = g(x, y) for (x, y) ∈ . (4.13)
As in the Dirichlet case, a PS-spline will generally not be able to satisfy the boundary condition exactly, unless the
trace of g(x, y) happens to belong to the appropriate one-dimensional spline space. We may need to approximate
g(x, y) along the boundary by the one-dimensional linear spline sˆ(w), using e.g. discrete least squares. The typical
band structure of the overdetermined system
∑
kbˆkNˆk(wr) = g(pr) is illustrated in Fig. 8.
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Fig. 8. Band structure of the overdetermined system
∑
kbˆkNˆk(wr ) = g(pr ) for a Neumann condition on the boundary of the triangulation in Fig.
4. Four interpolation points pr are chosen in each non-degenerated knot interval [tˆl , tˆl+1].
We use a PS-triangle with one side parallel to edge Vi − Vj and another side orthogonal to that edge, as in the
Dirichlet case. Using the tangent property of the PS-triangle and (3.2b), we arrive at

n¯ij
s(Vj ) = cj,3 − cj,1
ij
, (4.14a)

n¯kj
s(Vj ) = − sin(
) cj,2 − cj,1
ij
− cos(
) cj,3 − cj,1
ij
. (4.14b)
The Neumann constraints on the PS-spline coefﬁcients are obtained by imposing the conditions (3.8) for each vertex
Vj . Constraints (4.14) can then be written as
cj,3 − cj,1 = ij bˆi2 , (4.15a)
sin(
) (cj,2 − cj,1) = −ij (bˆj1 + cos(
) bˆi2). (4.15b)
Remark 4.5. For a case I boundary vertex, constraint (4.15b) can be omitted. It leads to the condition bˆj1 = bˆi2 , which
corresponds to the requirement of continuity.
Remark 4.6. In [20] a PS-triangle with two sides normal to the boundary edges is proposed, which results in two
constraints similar to (4.15a), but their use requires a treatment for the Neumann condition that is different from that
of the Dirichlet condition.
Remark 4.7. Unlike a Dirichlet condition, a Neumann condition does not uniquely deﬁne the trace of a function at
the boundary. The PS-spline constraints (4.15) reﬂect this property, as they only impose a condition on the difference
of two coefﬁcients.
4.3. Combination of Dirichlet and Neumann boundary condition
The type of boundary conditions may change on different parts of the domain boundary. In order to illustrate how such
a situation can be handled, we consider an example. Suppose that the boundary vertex Vj of the triangulation is a point
where a Dirichlet condition along edge Vi −Vj meets a Neumann condition along edge Vj −Vk . As motivated before,
we will use the same type of PS-triangles for the Dirichlet and Neumann sections. Of course, the one-dimensional
splines s˜(w) and sˆ(w) are only meaningful on the relevant parts of the boundary.
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To obtain the relations between the one-dimensional spline coefﬁcients and the PS-spline coefﬁcients, we impose
the conditions
s(Vj ) = s˜(t˜j1),

t¯ij
s(Vj ) = −s˜′(t˜j1−) and

n¯kj
s(Vj ) = sˆ(tˆj1+). (4.16)
Using Eqs. (4.8a), (4.8b) and (4.14b), one ﬁnds that (4.16) is equivalent to the constraints
cj,1 + j,2 (cj,2 − cj,1) + j,3 (cj,3 − cj,1) = b˜ij , (4.17a)
cj,2 − cj,1 = 2ij
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ , (4.17b)
cos(
) (cj,3 − cj,1) = −ij
(
bˆj1 + sin(
)
2
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖
)
. (4.17c)
Remark 4.8. When the two boundary edges are orthogonal to each other, the third constraint (4.17c) becomes redundant
and can be omitted, since
bˆj1 = − sin(
)
2
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ , (4.18)
in accordance with relation (3.9b). For 
= 	/2, the reduced set of constraints simpliﬁes to
cj,1 = b˜ij , (4.19a)
cj,2 = b˜ij + 2ij
ij
(b˜i2 − b˜ij )
‖Vi − Vj‖ , (4.19b)
when we choose Qj,1 = Vj , referring to Remark 4.1.
Other types of boundary conditions that combine Dirichlet and Neumann conditions, can be treated in a similar
fashion. For example, a Cauchy boundary condition which speciﬁes both the value (4.1) and the normal slope (4.13)
at the boundary. Here, we determine the coefﬁcients of both splines s˜(w) and sˆ(w). During the computation of the
one-dimensional spline coefﬁcients, we have to enforce relations (3.9), corresponding to the behaviour of a PS-spline.
In the projection step, we now solve the following constrained minimization problem:
minD
m∑
r=1
(f (pr) − s˜(wr))2 + N
m∑
r=1
(g(pr) − sˆ(wr))2 subject to (3.9), (4.20)
for some weights D > 0 and N > 0. A Cauchy boundary condition is sometimes called a weighted average of
imposing a Dirichlet and a Neumann condition. The term refers to an average that takes into account the proportional
relevance of each component, dependent on which information is available for the well-posedness of the problem and
its subsequent successful solution. The corresponding set of constraints on the PS-spline coefﬁcients is formed by
(4.9a), (4.9b) and (4.15a) for each boundary vertex Vj . Hence, the values of all coefﬁcients associated to a boundary
vertex will be determined.
5. Boundary conditions on curved domains
This section addresses PS-splines with boundary conditions deﬁned on a curved domain boundary c. A domain
with such a boundary cannot be exactly represented by a triangulation. We suppose that the boundary vertices of the
triangulation are located on the curved line.
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Fig. 9. Example triangulation with knot positions for a Dirichlet (t˜c
k
) and Neumann (tˆc
k
) boundary condition, deﬁned on a curved domain boundary.
5.1. A Dirichlet boundary condition
We try to impose a Dirichlet boundary condition on a PS-spline, i.e., (4.1), where the function f (x, y) is given on a
curved domain boundary c. This introduces two kinds of errors: errors caused by the quadratic nature of the spline,
and errors caused by the linear approximation of the domain boundary. Contrary to the polygonal case in Section 4, the
PS-spline is not always deﬁned along the boundary of the physical domain, i.e., when the boundary curve lies outside
the triangulation. In addition, if the curve is inside, the behaviour of the PS-spline along the trace of the curve depends
on the type of the curve. For instance, the spline behaves as a piecewise quadratic polynomial along a linear line,
and as a piecewise quartic polynomial along a parabolic curve. As in the polygonal case we distinguish two boundary
situations: a smooth curve, i.e., C1-continuous, at vertex Vj (case Ic), and a curve with a tangential discontinuity at Vj
(case IIc). The triangulation in Fig. 9 consists of two case Ic boundary vertices (V1, V2), and a single case IIc boundary
vertex (V3).
Our approach is to approximate in a ﬁrst step the trace of f (x, y) along c by a one-dimensional quadratic spline
s˜(wc), e.g., with a discrete least-squares method. Here, wc is the accumulated arc length in counter-clockwise direction
along the boundary curve. The spline knots of s˜(wc) are assigned to the vertices Vj and the interjacent points Rcij at the
boundary curve, as illustrated in Fig. 9. Single knots, denoted as t˜cij , are associated with the points Rcij . Double knots,
i.e., t˜cj1 and t˜
c
j2
, are assigned to the case IIc boundary vertices Vj ; a single knot t˜cj1 is assigned to Vj otherwise. We select
the lengths of the knot intervals so that they preserve the boundary curve arc lengths between the points Rcij and Vj .
In a second step, we compose a set of constraints on the PS-spline coefﬁcients such that the PS-spline will approxi-
mately match s˜(wc). At the points Vj , we impose that the value and tangential derivatives of the PS-spline are equal to
the value and tangential derivatives of s˜(wc) at these points. I.e., we impose conditions (4.2) where t¯ij and t¯kj are the
directions tangent to the boundary curve at Vj in clockwise and counter-clockwise direction. If the boundary curve is
polygonal, these conditions ensure that s˜(wc) exactly matches the trace of the PS-spline along the boundary.
In order to simplify the constraints, we suggest to use a PS-triangle with one side parallel to t¯ij , and another side
orthogonal to t¯ij , as illustrated in Fig. 10. We then obtain a set of constraints on the PS-spline coefﬁcients, analogous
to the ones in the polygonal case (4.9):
cj,1 + j,2 (cj,2 − cj,1) + j,3 (cj,3 − cj,1) = b˜ij , (5.1a)
cj,2 − cj,1 = 2ij b˜i2 − b˜ij
t˜cj1 − t˜cij
, (5.1b)
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Fig. 10. Choice of the boundary PS-triangles in case of a curved boundary.
sin(
) (cj,3 − cj,1) = 2ij
(
cos(
)
b˜i2 − b˜ij
t˜cj1 − t˜cij
− b˜j1 − b˜ij
t˜cjk − t˜cj1
)
, (5.1c)
where 
 stands for the angle between the tangential vectors t¯ij and t¯kj at Vj .
Remark 5.1. For a smooth boundary curve (case Ic) with 
 = 	, constraint (5.1c) can be omitted, since it reduces to
the C1-continuity relation between the one-dimensional B-spline coefﬁcients at t˜cj1 .
Remark 5.2. When the boundary function f (x, y) of the Dirichlet condition (4.1) is smooth, one can approximate the
condition, alternatively, by a direct Hermite interpolation, i.e.,
cj,1 + j,2 (cj,2 − cj,1) + j,3 (cj,3 − cj,1) = f (Vj ), (5.2a)
cj,2 − cj,1 = ij 
t¯ij
f (Vj ), (5.2b)
sin(
) (cj,3 − cj,1) = ij
(
cos(
)

t¯ij
f (Vj ) − 
t¯kj
f (Vj )
)
. (5.2c)
5.2. A Neumann boundary condition
Similar to the polygonal case, we ﬁrst approximate the trace of the function g(x, y) of the Neumann condition
along the curved boundary by a one-dimensional linear spline sˆ(wc). The knots tˆck are assigned to the vertices Vj , as
illustrated in Fig. 9. The set of constraints on the PS-spline coefﬁcients are obtained by imposing at these vertices the
conditions (3.8). The directions n¯ij and n¯kj are the left and right normal directions to the curve at Vj . If we consider
the PS-triangles with one side tangent and another normal to the boundary curve, as in Fig. 10, we can use for each
boundary vertex Vj the same set of constraints as in the polygonal case, i.e., (4.15).
Remark 5.3. For a case Ic boundary curve, one of the constraints (4.15) can be omitted, since it reduces to the continuity
relation between the B-spline coefﬁcients at tˆcj1 .
6. Numerical examples
We consider the Poisson equation
−u = f in  ⊂ R2, (6.1a)
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Fig. 11. (a) Choice of the PS-triangles in case of a polygonal boundary, following the approach of [20]; (b) choice of the PS-triangles in case of a
polygonal boundary, as proposed in Section 4; (c) choice of the PS-triangles in case of a circular boundary, as in Section 5. (d) Possible placement
of the collocation points for the mesh and the PS-triangles in (c), based on the positions of the maxima of the Powell–Sabin B-splines.
with  the unit disk, and subject to Dirichlet and Neumann conditions on the boundary segments D = |x0 and
N = |x>0, respectively,
u = gD on D and u
n¯
= gN on N . (6.1b)
The functions f, gD and gN are chosen such that the solution is u(x, y) = x4 (x − 1)2 y4 (y − 1)2. We will construct a
PS-spline approximation s(x, y) of the form (2.3) by using the standard Galerkin approach for the discretisation of the
Poisson equation. In [20], an analytical formulation for the elements of the stiffness matrix is derived. We will solve the
problem on successively reﬁned triangulations. The initial mesh consists of six equilateral triangles; the other meshes
are obtained by a
√
3-reﬁnement [12,13,19]. A special treatment is needed at the boundary to ensure that the reﬁned
triangulation approximates the circular domain more accurately. In Fig. 11 such a triangulation, after three reﬁnement
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Fig. 12. Using successively
√
3-reﬁned meshes approximating a unit disk, as in Fig. 11, the norm of the error (6.2) for PDE (6.1) is showed in case
the boundary condition is treated on the boundary of the triangulation (a), compared with three treatments on the real (curved) boundary (b)–(d).
The Galerkin (a)–(c) and collocation (d) discretisation is considered.
steps, is shown together with three different choices of the PS-triangles at the boundary to meet the treatment of the
boundary condition. Fig. 11(a) follows the approach of [20], where the sides of the PS-triangle coincide with the
boundary edges. It is easy to see that after a few reﬁnements, such PS-triangles become unacceptably narrow, which
leads to poorly conditioned basis functions near the domain boundary. In Fig. 11(b) we show PS-triangles that are
constrained by (4.3). If we take into account that the physical domain is circular, we can choose one side tangential
and another side normal to the boundary curve, as proposed in Section 5.1. This is shown in Fig. 11(c).
Firstly, we solve problem (6.1), where the boundary condition is imposed on the boundary of the triangulation, such
that we can apply constraints (4.9) and (4.15). Fig. 12 shows the reduction of the error, measured by
‖u(x, y) − s(x, y)‖L2()
area()
. (6.2)
Since the successive triangulations have a different area, a fair comparison requires us to use an L2-norm scaled by
the area of the triangulation. From [6] we expect that the error converges as O(h3max), because PS-splines are quadratic
ﬁnite elements.
We now solve Poisson equation (6.1) with the boundary condition imposed on the boundary of the unit disk. We will
treat the boundary condition in two different ways. First, we map condition (6.1b) to a similar type of condition on the
boundary of the triangulation. More precisely, we impose that the PDE solution equals gD, on D = |x0 and
the normal derivative equals gN, on the remaining part of the boundary of the triangulation, where gD, and gN, are
obtained by mapping points on the polygonal boundary to points on the circle:
gD,(XD) = gD(YD) with XD ∈ D and YD = arg min
Z∈D
‖XD − Z‖,
gN,(XN) = gN(YN) with XN ∈ N and YN = arg min
Z∈N
‖XN − Z‖.
Then the method of Section 4 can be applied. It is similar to the robust approach in [1]. Secondly, we apply the curved
constraints as proposed in Section 5. Both sets of boundary constraints can be easily eliminated from the Galerkin
discretized linear system. We expect that the latter method is better. In the polygonal case, the trace along the boundary
is C1-discontinuous at the vertices, meaning that for each boundary vertex three Dirichlet constraints or two Neumann
constraints are imposed. The real (circular) boundary curve is, however, C1-continuous. Thus, the second method
requires only two Dirichlet constraints or one Neumann constraint for each vertex, leaving more degrees of freedom
to satisfy (6.1). Fig. 12 shows the reduction of the error for both approaches. The second approach leads to a more
accurate solution.
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In a Galerkin ﬁnite element approach for solving differential equations, a Neumann condition does not strictly need
to be enforced on the elements of the approximation space. As natural boundary conditions, they are usually satisﬁed
automatically. Enforcing a Neumann condition explicitly on the elements of the approximation space is nevertheless
useful in, e.g., collocation methods. The collocation method has several advantages over the Galerkin method: no
expensive scalar products have to be calculated, and the system of equations is a lot more sparse. To ensure the
existence of a solution, there must lie at least three collocation points in the molecule of each vertex, except at the
boundary vertices where the number depends on the kind of boundary condition. To satisfy the above requirement,
one can place the collocation points at the positions of the maxima of the normalized PS B-splines, as illustrated in
Fig. 11(d). Fig. 12 shows the reduction of the error for the collocation method applied to (6.1). Despite the advantages,
spline collocation methods are not extensively used. An optimal placement of the collocation points is not trivial, and
is only derived for certain degree splines on rectangular grid discretisations [2].
7. Concluding remarks
In this paper we addressed the question of how to impose boundary conditions on Powell–Sabin splines. We showed
that imposing boundary conditions leads to sets of simple constraints on the PS-spline coefﬁcients. We discussed
Dirichlet and Neumann boundary conditions, deﬁned on polygonal and non-polygonal domains. The general principle
is twofold: ﬁrst, we project the boundary function to a one-dimensional spline space, and then the constraints on the
PS-spline coefﬁcients are determined.
A careful choice of the PS-triangles at the boundary can simplify the boundary constraints. We advocate a PS-triangle
with one side tangential and another normal to the boundary curve. Other particular choices, as proposed in [20], can
lead to some simpler constraints. Yet, our type of boundary PS-triangle has the advantage that the corresponding basis
functions are always well conditioned, also when the boundary edges of the triangulation have an angle close to 	. In
addition, since we use the same type of PS-triangles regardless of the type of boundary condition, we can construct the
basis in advance, irrespective of the particular application.
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