A novel method for inferring the toroidal current distribution from external measurements of magnetic field and flux is presented. The method uses a Bayesian approach that gives the full joint probability distribution over all possible current distributions consistent with the measurements and their uncertainties. The plasma current is modelled as a grid of toroidal current carrying solid beams with rectangular cross sections and the tomographic inversion corresponds to extracting information, such as mean values, standard deviations and marginal distributions from the joint posterior distribution over beam currents, as well as functions of the currents: plasma boundary, internal flux surfaces, X-points etc. The method's intended primary usage is as a foundation for a principled probabilistic integration of multiple diagnostics, an example of which will be demonstrated. However, with suitable informative prior distributions, the method can be used on its own, giving in addition to best estimates, also 'error bars' on plasma boundary, internal flux surfaces, X-point etc. A fast approximation, suitable for realtime reconstruction of boundary, flux surfaces and q-profiles, will also be presented.
INTRODUCTION
Analysis of experimental data and testing of theoretical models in nuclear fusion experiments depends to a large extent on the inference of the magnetic topology. The reason for this is twofold: nested flux surfaces provide a natural coordinate system in which to express physics models, and the assumption of constancy on flux surfaces of certain physics parameters can reduce the dimensionality of models from 2D/3D to 1D, thereby decreasing the number of measurements presumed necessary for spatial inference on these quantities. Usually the flux surface geometry is estimated from magnetic measurements by assuming force equilibrium and solving an equilibrium equation, such as the Grad-Shafranov equation. In such an approach the simultaneously unknown current and pressure profiles are adjusted to give a solution to the equilibrium equation and a best fit to the magnetic measurements [1] . There are usually a number of assumptions inherent in this approach, apart from the equilibrium assumption, such as assumptions of zero plasma rotation or isotropic plasma pressure.
Relaxing the latter assumption can make significant differences to inferences on quantities such as magnetic axis position, as shown in [2] . The magnetic topology estimated from such equilibrium reconstructions is usually also treated as fully determined -without any quantification of the uncertainty of either the flux surface reconstruction and associated parameters (such as magnetic axis position, X-points, boundary or strike points) or the pressure and current profiles. From the point of view of the analysis of experimental data this is quite unsatisfactory, given that most subsequent analysis of data from other diagnostics, directly or indirectly, depends on the results of the magnetic reconstruction.
In this paper we will use a different approach to the problem of inferring the magnetic topology by asking how much information there is about the internal current distribution in magnetic diagnostic signals, assuming only magnetostatics and axisymmetry. This information will be expressed as a probability distribution over current densities given the observed data. There has been some discussion in the literature about whether the current distribution can, even in principle, be determined directly from external magnetic measurements [3, and references therein]. We will show here, that by adopting a probabilistic Bayesian perspective on the inference problem, such questions can be satisfactory resolved, also from the point of view of dealing with the degeneracy of solutions. A closed form expression for the full probability distribution of currents compatible with the data will be derived using standard Bayesian theory, and this distribution will capture uncertainties due to both measurement errors and solution degeneracy.
The current tomography method has been developed not primarily for the isolated reconstruction of the flux surface geometry or current distribution from magnetic diagnostics (even though it can be used as such, see section 3.2), but as a foundation for further self-consistent integration with other diagnostics, without the bias introduced by standard methods for the reconstruction of magnetic topology. This will be described and exemplified in section 4. A simpler version of such an integrated system was previously developed [4, 5] for a stellarator experiment (W7-AS), but there using an approximate database lookup/interpolation approach (function parameterisation [6] ) for inferring flux surface geometries.
PHYSICS MODEL
In axisymmetric devices, the poloidal flux is fully determined from the toroidal component of the current vector. The poloidal flux is given by (1) which is related to the toroidal current density j ϕ through Biot-Savart's law for the toroidal component of the vector potential (2) The poloidal magnetic field can be calculated using (1) and the definition of the vector potential, giving:
For a given toroidal current density j ϕ , the poloidal flux can thus be determined at given measurement positions through (1, 2) , and the poloidal field from (3) or directly from the Biot-Savart expression for the magnetic field. We will start with the creation of parameterised models for all components that contribute to the poloidal field and flux: toroidal plasma current, poloidal field coils, and external fields for the case of devices with magnetized iron core transformers.
PLASMA
The plasma current is often modelled as a set of infinitesimally thin circular filaments for the calculation of external magnetic field [7] . For our purposes, such models are not appropriate as models of the toroidal plasma current, since the field generated by these models will approach infinity in the neighbourhood of the filaments, and be curl-free in all space. The toroidal component of the relationship (4) isthus not fulfilled inside the plasma for j ϕ ≠ 0, and so for such models field and current are not consistent with each other inside the plasma. We instead use a model of the toroidal component of the plasma current consisting of a grid of toroidally extended beams with finite rectangular cross sections, each beam carrying a uniform current (fig 1) . Since such a representation directly models a finite current density at each point, the corresponding magnetic field will be well defined everywhere with zero divergence and fulfilling (4). Semi-analytical expressions exist for the calculation of magnetic field and vector potential from such beams, so that the Biot-Savart integrals do not need to be numerically evaluated in full. We have used the results in [8] . The expressions are very lengthy and are therefore not repeated here. To speed up the calculation of field and vector potential at fixed positions, the poloidal magnetic field and toroidal vector potential from a unit current in each beam can be precalculated using [8] for any position inside or outside the plasma/beam grid. 
POLOIDAL AND TOROIDAL FIELD COILS
The JET poloidal field coils have been modelled by the same solid beam elements used for the plasma current, with approximately one beam per turn for the 22 coils. The coils are connected in 10 different circuits, and the currents in each circuit is measured with 1-2% accuracy by shunt
resistors far away from the machine, and are usually not fitted by the model. Again, the field and vector potential from these currents at given positions can be precalculated as in (5a-b). The magnetic field and vector potential from the 32 toroidal field coils are not used directly in the inversion, but are necessary for the calculation of q-profiles (section 3). The toroidal field coils at JET are connected in two different circuits, and have here been modelled with thin polygonal filaments [9] , which gives enough accuracy in the plasma region.
EXTERNAL FIELD
For iron core machines, such as JET, the magnetization field from the iron transformer core and limbs can not be ignored. Any field not coming from the poloidal field coils or the plasma current is here treated as 'external', parameterised by a set of rectangular cross section beams outside the vessel, with currents treated as free parameters in the model. A full self-consistent model of the magnetization of the iron core from plasma current and poloidal field coils would possibly reduce the uncertainty of the reconstruction since the number of free parameters would decrease, but would lead to nonlinearities, since the field dependent magnetic properties of the material would have to be taken into account. Treating the external magnetization as equivalent to a field from a set of free current beams keeps the linearity between free parameters and measurements -without additional approximations -but at the cost of using extra free parameters to model the effect of the magnetization.
The positions and extent of the beams have been taken from the iron core model used by EFIT [1] at JET. A poloidal cross section showing all the JET magnetics used for the current tomography model is shown in figure 2a-b.
MEASUREMENTS
The main diagnostics we will use for the tomographic reconstruction are pickup coils measuring local magnetic field, saddle coils measuring the difference in flux between two poloidal positions, and full flux loops measuring total poloidal flux. A pickup coil signal is given by (6) where R i , Z i is the position of the coil in the poloidal plane and Θ i the angle between the coils normal and the midplane. A saddle coil signal is given by (7) A saddle coil covers one octant between poloidal positions (R i (1) , Z i
) and (R i
, Z i
). d i is a factor adjusting for the actual shape of the saddle coil (approximately taking into account the actual 3D geometry of the coil). The signal for a full flux loop is given by 
FORWARD FUNCTION
Since the diagnostic measurements in section 2.4 all have a linear relationship to the local field or flux, and therefore to the plasma beam currents, poloidal field coil currents and external field currents (from 5a-b), we can directly calculate the linear coefficients mapping those currents to expected measurements. This constitutes the forward function for this problem. We collect the measurements in the vector (9) and the calculated contribution from the PF coils (from measured circuit currents) to each measurement in:
.
The free parameters of the model are the currents in the beam grid for the toroidal plasma current and the beam currents parameterising external fields:
The coefficients mapping these currents to the expected measurements (6)- (8) 
where P is the vector of predicted signals given the free parameters I, response matrix M and PFcontributions C.
INVERSION
Given the forward model (12) we would now like to solve the inverse problem, the full solution of which would be an expression that gives all possible current vectors I that are compatible with the
Mag within the measurement errors, including degenerate solutions, listed in order of decreasing probability. This distribution of free parameters given the data can be constructed by formulating the problem using Bayesian probability theory, which we will now briefly explain. In section 4 we will show how such a probabilistic approach lends itself to a principled way of including measurements also from other diagnostics, which could increase the accuracy by reducing the degeneracy of the solution.
BAYESIAN INFERENCE
The Bayesian view on inference involves the specification of an initial prior probability distribution, 
where
Bayes formula, and follows directly from the application of the product rule of probability theory (14) For introductions to Bayesian methods see [10, 11] . For ill-posed problems, of which current tomography is certainly an example, prior assumptions are important, and the solution will be sensitive to those assumptions. This is true whether one uses Bayesian methods or not. Regularisation in Bayesian models, corresponds to specifying prior knowledge about the solution (such as smooth solutions regarded as being more likely than non-smooth solutions), directly in the prior distribution over the parameters, p (I ). This is a major difference from standard regularisation methods. There regularisation typically corresponds to the addition of a penalty term to a least squares cost function to get a single best solution that is considered more likely than the one found without the additional penalty term. In Bayesian inference, the modeller is forced to express such prior assumptions on possible solutions explicitly in the model itself, through the prior distribution. Specifying the prior knowledge in this way then leads to a posterior probability distribution over the whole solution space, encapsulating the initial assumptions as well as the assumptions on the measurement uncertainty.
The intended usage of the current tomography method is as a foundation for further probabilistic combination of measurements from many diagnostics.
We will therefore expect the solution to be less and less sensitive to the choice of prior as measurements from additional diagnostics are taken into account. This decreasing sensitivity of the solution to the prior can be seen directly from Bayes formula (13): The posterior is proportional to
the product of the likelihood distribution and the prior. The multiplicity of solutions associated with ill-posed problems corresponds to a non-peaked likelihood function (regarded as a function of I) -a large range of current vectors give similar likelihood values around the maximum, and therefore also quite flat, non-informative, prior distribution can make a large contribution to the posterior distribution by weighting the likelihood over its large range of variation. With more data points, the likelihood function will typically get more and more peaked, having substantial contributions over smaller and smaller regions of the parameter space, and the usually flatter prior distribution will therefore contribute less and less to the posterior.
BAYESIAN CURRENT TOMOGRAPHY USING ONLY MAGNETIC DIAGNOSTICS
The likelihood distribution, p(D mag | I ), assuming normally distributed errors on all measurements, and the forward function given by (12) , is given by the following multivariate normal distribution of the measurements given the free currents: (15) where Σ D is the covariance matrix of the measurements. Since the measurements are considered conditionally independent given the currents, this matrix will be diagonal, with the individual variances as diagonal elements.
To proceed we need a prior distribution over the free currents. Let us assume that we are able to use a normal distribution with a given mean and covariance matrix, to represent information that we may have on the current distributions a priori. It is not necessary to limit the prior to a multivariate normal distribution, but the usage of the normal distribution for this case has the important implication, as we will see, that the posterior distribution becomes normal. If (for example) an improper infinite flat prior had been chosen, the posterior distribution would not be normalisable for the case the number of free parameters is larger than the number of measurements. A multivariate normal prior has the form (16) where Σ I is the N I x N I prior covariance matrix and m I the prior mean.
Multiplying the likelihood (15) by this prior gives the posterior distribution for I:
This can be written as a multivariate normal distribution over I with mean [12] (18) and covariance matrix (19) The posterior distribution over the free parameters I is thus given by: (20) with m and Σ given by (18) and (19) .
Everything we can know about the currents given our beam model, prior and measurements is now captured in this distribution. The mean value (18), will coincide with the maximum posterior (MAP) value and will give a point estimate of the current vector I. From the covariance matrix (19) the uncertainty/degeneracy of the solution is fully described. Before proceeding we will give a simple example of an inversion using two beams, two free parameters (I 1 and I 2 ), and a single measurement of the magnetic field. Figure 3 shows the 2D posterior distribution for such a case, using a largely uninformative prior centred at the origin. The obvious degeneracy of the solution is captured by the posterior distribution, but, importantly, it still gives plenty of information on the possible distributions of currents in (I 1 ,I 2 ) space -the distribution is narrow and most combinations of I 1 and I 2 are therefore excluded by the measurement. The width of the distribution relates to the measurement error and the limit on the extension in the diagonal direction is the influence of the prior. Some future information on one of the currents would, combined with the posterior in figure 3 , immediately give information also on the second current, and some functions of the currents, like the sum I 1 +I 2 can be known with much higher accuracy than the individual currents.
Since we are mainly interested in functions of the currents, such as poloidal flux, magnetic axis position, X-point position etc, we would like to have a way of transforming the posterior probability distribution over currents (20) to the corresponding probability distribution over an arbitrary function of the current distribution. For some simple functions such as the total plasma current, this probability distribution can be found analytically (see section 3.2.1) For more complicated functions, such as the plasma boundary shape or magnetic axis position, the distribution can be estimated to any precision by taking samples from the posterior distribution over currents, calculating the quantity of interest for each sample, and then constructing histograms or kernel estimates [13] from the samples, or simply just plotting the individual samples. The expected value and standard deviation of a function f (I )of the currents can be estimated from posterior samples through
where I j is the j:th sample from the posterior distribution, and N the number of samples taken.
The fact that the posterior distribution is normal is here very advantageous, since it allows us to generate samples directly from the posterior distribution without having to use Markov Chain Monte Carlo (MCMC) methods or Gibbs sampling. Samples from a multivariate normal distribution can be drawn easily using the Cholesky decomposition of the (posterior) covariance matrix: (22) where L is a lower triangular matrix. Samples from a distribution with covariance matrix Σ and mean m are then available through (23) where N is a vector of independent normally distributed random variables with mean zero and unit variance.
We will now move on to a realistic case where we will first use a largely uninformative uncorrelated prior over a beam grid of about 1400 beams. Figure 4a shows a radial posterior distribution of the current density for a JET pulse using a prior with a standard deviation per beam corresponding to a total current of 10MA, centred at zero. As can be seen, there is hardly any visible structure at all. At any given position the current density can take almost any value in a wide range. But, the individual beam currents in this 1400-dimensional probability distribution from which the samples have been taken are now dependent through the likelihood -the measurements should be matched within their error bars. By taking samples from the posterior and calculating poloidal flux for each sample, we can construct boundary and internal flux surfaces. Figure 5a shows the result of this procedure, showing that the dependencies captured by the posterior distribution (20) even for a very noninformative prior, can give some information on quantities of interest through the utilisation of the complicated dependencies in the posterior distribution. The posterior distribution will capture all uncertainties in the system and the uncertainty in the reconstructed flux surfaces will therefore depend on the accuracy of the measurements. This is demonstrated in figure 5b where the errors on the measurements have been artificially inflated to 6%, in comparison to the 2% of figure 5a. Before we describe how we can add additional information from other diagnostics in section 4, we will first discuss two informative prior distributions that impose increasingly stronger a priori assumptions and therefore regularise the solution.
Conditional Autoregressive Prior
It would be extremely convenient if we could continue to express our prior assumptions on current profiles as a multivariate normal distribution, since in that case (with linear forward functions and normally distributed noise), as we have seen, the posterior distribution becomes normal, meaning that the maximum posterior (MAP) solution is directly available through (18) and samples from the posterior can be directly drawn without using Markov Chain Monte Carlo or Gibbs samplers. In the prior we would now like to express the assumption that neighbouring current beams are more likely to have similar values than beams that are far apart. Naively it would seem that this could be achieved by manually putting high prior covariance between neighbouring beams in the prior covariance matrix and lower or zero covariance for beams that are far apart. Unfortunately, to manually construct a valid (positive definite) covariance matrix for high dimensional problems is extremely difficult, since the individual elements in the covariance matrix are the marginal covariances, describing the effect on pairs of variables from the co-variation directly or indirectly from all variables simultaneously. What we want to deal with are the expected values and variances of the conditional distributions of a beam given the values of the currents in neighbouring beams.
These conditional distributions are directly related to the elements of the inverse of the covariance matrix, the precision matrix, as will be shown below. Specifying spatial dependencies through the precision matrix is done in so called Conditional Autoregressive (CAR) models [14] , which is related to the more general Markov Random Field (MRF) models often used for expressing spatial models [15] . The advantage of using the CAR model here is that the prior knowledge can be expressed as a multivariate normal distribution. The multivariate prior distribution for zero mean and precision matrix Q is .
From this it is clear that every conditional distribution of one current I i given all others I -i can be written
for some values of the β ij . Identifying terms givesβ ij = 0, β ij = -i ≠ j, and τ i = .
Symmetry of Q imposes β ij τ j = β ji τ j [16] .
If we now say that the conditional distribution (25) for each beam current should be dependent only on its four nearest neighbours, we could set β ij = 1 / 4 for beams directly over, below, left or right of a given beam, and β ij = 0 otherwise. This will make the prior expected value of a given current from (25) approximately the mean value of its neighbours (edge beams will have a lower number of neighbours), and the variance term expresses the prior variation around this mean. The symmetry
condition makes all variances equal, and we set τ j = τ . To get an intuition of what this prior imposes, we will use the following identity for the exponent in (24) [16] : (26) Here (27) where ~ indicates neighbouring beams, and (28) The second term in (26) can be looked upon as a prior penalty for large differences between neighbouring currents (Q ij < 0, i ≠ j). The first term functions as penalty for edge beams differing substantially from zero, which can be seen from (27) and the fact that edge beams have less than four neighbours. The variance parameter τ now controls the overall smoothness of the current distribution and is the only adjustable parameter in this prior. In matrix form, the precision matrix can be written as (29) where 1 is the identity matrix and W is an adjacency matrix, with W ij = 1 if i and j are neighbours, and W ij = 0 otherwise. Some care has to be taken so that (29) gives a proper posterior distribution (see [17] ). We estimate a reasonable value of τ by checking the average reconstruction error of the magnetic measurements from samples from the distribution, which should be roughly 2%, the stated errors of the measurements. This is done only once and is not adjusted for each pulse.
This CAR prior makes the method practically useful, putting reasonable constraints on the variation between neighbouring beams, and we will now show posterior distributions for a number of plasma parameters using this prior. The posterior current distribution for a radial profile at the magnetic axis is shown in figure 6a . Figure 7a shows the corresponding flux surface reconstructions and in figure 7b is plotted just the reconstructed boundary, demonstrating that the uncertainty differs over the boundary shape, being lower near measurement positions and higher at the position nearest to the magnetized iron (upper left in figure 7b ). This demonstrates the possibility of not only finding the uncertainty of aspects of the reconstruction, but also, with further investigations, the possibility of relating the uncertainty with its 'source'. Figure 8 shows a number of samples from the poloidal flux inside and outside the plasma, and figure 9 shows a series of flux surface reconstructions during a pulse constructed from the MAP estimate of the current distribution (18) . Because of the
usage of a normal prior, the MAP estimate is directly available from (18) , and there are no iterations involved. The posterior distribution for every quantity that can be calculated from the toroidal current density can be inferred simply by taking samples from the normal posterior distribution for the currents as previously described, followed by a histogram or a kernel estimate of the quantities calculated from these samples. where X ˜ N(m, Σ) being the mean and Σ the covariance matrix of X, will have distribution [18] (30) (30) can be used to get an analytical expression for the posterior distribution of the total current, by setting B1 i = 1, B ji = 0, j ≠ 1 , and Σ = Σ Pl the partial posterior covariance matrix that correspond to the plasma beam currents in (19) . This gives (31) with Σ Pl being the elements of Σ Pl . Figure 12 shows the evolution of I tot over a pulse, and compares it to the standard plasma current calculation at JET. The latter is not measured by an independent Rogowski coil but from 18 pickup coils surrounding the plasma poloidally, then assuming linear variation of field between the positions of the coils. Current tomography gives a very low error on the total current and differs slightly from the standard calculation for some regions. The current tomography method should have two advantages here, since it uses a larger number of coils (87 for figure 12 ), and has no linearity assumptions. The total toroidal current can be calculated with high accuracy also using the uncorrelated prior described in the previous section, and gives curve and errors practically indistinguishable from those in figure 12 . Figure 13 shows the MAP estimate of B R (R,Z) and B Z (R,Z) together with the posterior distributions for radial profiles at the height of the magnetic axis for the same quantities. Figure 14 shows how well the absolute fluxes (as opposed to flux topology in previous figures) can be determined, shown for the magnetic axis and boundary. The uncertainty in the inference on plasma volume and surface area can be seen in figure 15 .
Profiles of the safety factor q, can be approximately inferred by using as toroidal flux the vacuum flux calculated from the 32 toroidal field coils (section 2.2) and corresponding currents. The toroidal flux change due to the poloidal current is thus not taken into account here, making the q-profile the only quantity mentioned so far that is currently only approximately inferable with this method. The q-profile is given by [19] 
where for each sample, the poloidal flux ψ is given by the value of the poloidal flux for a given flux surface and the toroidal flux Φ by the integrated flux through the same surface. The posterior distribution for a q-profile is shown in figure 16. 
History prior
The prior in the last section puts reasonable constraints on the possible current profile shapes, and regularises the solution well for the case when only magnetic diagnostics are used. We here want to suggest a yet more informative prior, which could be of some use if there exists a large database of trusted 2D current distributions. In that case, it would be possible to 'train' the prior distribution from such examples. Since we are working with multivariate normal priors, we would estimate the part of the prior covariance matrix Σ Ι that correspond to the plasma beams from such a database, and put large variances on the rest of the free parameters. This would give us a comparably sophisticated 'regulariser' that penalised profiles looking substantially different from those in the database. If such a database exists (or if it is possible to synthesise such a database) it would be possible to fine-tune the method to current distributions actually expected -but still of course having solutions that are consistent with both measurements and prior. The substantial prior knowledge could then lead to lower uncertainties in reconstructions but would also mean that unusual shapes would need more evidence from the measurements to counterweight the prior. A possible area where this could be of use is for realtime applications (see section 5) where such prior information could lead to higher accuracy for standard scenarios. We have tested such a history prior on a database of EFIT current profiles using 270 JET pulses with 20 samples per pulse. The prior covariances have been estimated from the corresponding currents in the plasma beams from the EFIT current distributions: (33) where I ik is the k:th sample of the current in beam i and i mthe sample mean of beam i. A problem here is that the full covariance matrix formed from the individual covariance estimates from the random samples is often not positive semidefinite. To remedy this, we have after the estimation calculated the nearest. in the sense of the Euclidian norm, positive semidefinite matrix to the one estimated from the values (33). This nearest positive semidefinite matrix can be found from the eigen decomposition of the estimated covariance matrix, setting negative eigenvalues to zero and reconstructing the covariance matrix [20] :
where Λ is a diagonal matrix with the eigenvalues of Σ est as diagonal elements, with negative eigenvalues replaced with zero. The columns of Z are the corresponding eigenvectors of Σ est .
A posterior current distribution with a history prior is shown in figure 17a , with corresponding flux surfaces in figure 17b . The reason that the current profiles are deeper in this case is likely due to the fact that the EFIT profiles are parameterised using very few free parameters (often second order polynomials are used) that forces very particular current shapes. The flux surfaces in figure   17b indicates very high accuracy in the flux surface reconstruction -but this is at the cost of forcing distributions to be similar to the historical record. We do not recommend an EFIT based history prior since it will just capture the typical EFIT low dimensional parameterisation of the profile shapes, something we want to avoid here. But we believe this way of choosing the prior has its applications, especially for realtime estimates and possibly for cases where the database consists of synthetically produced current distributions.
This example demonstrates the sensitivity of the solution to the prior -but also the comparatively robust flux surface reconstructions that can still be made with different priors (compare figures 5a, 7a and 17b). The prior sensitivity can only be remedied by adding more measurements, and in the next section we will show how information from other (also non-magnetic) diagnostics can be incorporated in a principled way by expanding on the Bayesian scheme used in this and previous sections.
Other parameterisations and priors
A cautionary note should be made here about the particular parameterisation and priors used for the previous reconstructions and what current profile shapes to expect. The constraint on possible values of individual beam currents comes fully from the prior probability distribution. This means that all variation between current beams that is supported by the combination of this prior and the particular measurements will be likely a posteriori. The current distributions in figures 4a, 6a, and 17a are constructed from binding together the σ σ 3 1 − levels of 1D marginal densities (of the type in figure 4b ) for each radial position. Within this continuous distribution, any current profile that happens to fit the data and is likely a priori will be possible, and individual current profiles do not need to have a shape resembling the MAP profile. The current densities presented should thus be interpreted as continuous distributions within which many differently shaped current profiles are allowed, but constrained to the indicated regions indicated by the level curves. In order 'fix' the current profiles to guaranteed smooth solutions, other parameterisations would have to be used that restricts the profile shapes to certain parametric forms, such as a sum of 2D Gaussians or other 'smooth' parameterisations. This could be easily done by defining such parameterised functions over the beam grid, calculating the corresponding currents in the beams and then use the same linear calculation (12) to calculate the responses in the diagnostics or fluxes at given positions. If non-linear (with respect to the free parameters) parameterisations are used, the relationship between free parameters and measurements will no longer be linear and nonlinear optimizers and MCMC methods would have to be used to calculate MAP estimates and posterior uncertainties. It is also possible to improve the method by finding other prior distributions. If a non-Gaussian prior is used the posterior will be non-Gaussian and MCMC methods will usually have to be used. A disadvantage of the currently preferred prior, the CAR prior, is that the prior correlation between neighbouring beams will create a tendency to make the current profiles flat in regions where the measurements give little information, such as the plasma centre. This gives the flat distributions such as in figure   6a , where one would possibly expect larger uncertainty at the centre. This will influence the uncertainty of q-profiles ( figure 16 ) at the centre, and the difference between the poloidal flux at the centre and at the boundary ( figure 14) , which will tend to be smaller than what would be expected for more peaked profile shapes. The real remedy to unwanted influences from the prior distribution though, is more measurements.
ADDING OTHER DIAGNOSTICS

GENERAL CASE
If we have other diagnostics, whose measurements are sensitive to any quantity that can be calculated from the current distribution (such as sensitivity to the flux surface topology or magnetic field), that diagnostic can provide information on the current distribution. For such a diagnostic to give evidence on the current distribution, observations from that diagnostic have to be analysed jointly with the magnetic diagnostics. We will now extend the Bayesian formulation previously given to take into account measurements from any diagnostic sensitive to functions of the current distribution.
Since such a diagnostic will generally also provide information on other quantities (such as electron density, temperature etc), we generally need to collect the parameterizations of all such quantities in a vector W defining a physics 'state' of the plasma, which we want to infer using information from as many diagnostics as possible. If interferometry and Thomson scattering measurements were to be included, we would construct W as W = {{I j }, {P j ne }, {P k Te }}, where P j ne would be parameters describing the electron density distribution and P k Te the parameters describing the electron temperature distribution. If the latter two quantities are expressed as flux surface quantities, this information will link the measurements that give (direct) evidence on the currents I. This was the basis for the analysis done in [4, 5] and can be extended to any diagnostic. If all physics dependencies are represented in W (including possible 'nuisance' parameters whose values are unknown but influences the measurements), the measurements from an individual diagnostic will be conditionally independent given the common physics state W, and the likelihoods conditioned on the full state W, can be multiplied together to form the joint likelihood of the combined system:
where D i is the measurement vector from diagnostic i. We now need to have a joint prior on W, p(W), to construct the posterior distribution of W:
The posterior in (36) over all parameters jointly will now capture all relationships that exists between measurements from different diagnostics in the form of a joint probability distribution over the parameters of the joint model.
ADDING A MOTIONAL STARK DIAGNOSTIC
We will now add measurements from a Motional Stark Effect (MSE) diagnostic to demonstrate how auxiliary measurement can be added to the current inversion technique. The MSE diagnostic measures an angle γ between two components of the electrical field in the reference frame of the deuterium atoms in the heating beam. This angle is related to the local magnetic field through (37) where A 0 -A 5 are constants calculated from the geometry of the diagnostic sightlines and the neutral beam [21] . The vector W will in this case only include the current parameters I since the MSE diagnostic is only sensitive to the magnetic field vector (37). We will again ignore possible diamagnetic contributions to the toroidal field component.
The likelihood of the MSE measurements{D i mje } is given by
where γ is a nonlinear function of the magnetic field vector at the measurement position, which in turn is related linearly to the currents I. The likelihood for the magnetic diagnostics (15) must now be multiplied by (38) to get the total likelihood (35) of the integrated system. As a prior we will continue to use the CAR model. Because the MSE measurements relates nonlinearly to the current parameters, the posterior will no longer be Gaussian, and so the MAP estimate must be found through a nonlinear optimizer such as conjugate gradients, and samples from the distribution has to be done using MCMC methods. Figure 18 shows the results of this both before and after the addition of 17 MSE measurements for a JET pulse. The current distributions are shown both for the horizontal and vertical directions, showing that in spite of the fact that the MSE measurement positions are along an almost horizontal line of sight, the joint fit with the coil measurements also reduces the uncertainty substantially in the Z-direction.
REALTIME APPLICATIONS
The methods described in section 3.2 can be used to directly calculate MAP estimates of the poloidal flux using only linear algebra operations in a non-iterative fashion, thereby making it robust and (18) can for such large matrices take a few seconds on a standard single CPU PC. This can be speeded up in several ways, apart from using parallel matrix operations. The most obvious is to limit the number of free parameters. We have got very good MAP estimates of flux surfaces from as few as about 100 beams, in which case the inversion takes a fraction of a second.
A second way of speeding up the calculation, and this could be combined with the one above, is to use approximate constant absolute errors for the measurements instead of the relative errors used for the preceding analysis. If absolute errors are used, the posterior covariance matrix in (19) will have no dependency on the data and so can be precalculated, giving for the MAP estimate (18) ( 39) where (40) can be precalculated. This reduces the whole inversion to a matrix multiplication (39). This has to be combined with a small matrix multiplication to calculate the constant contribution C from the PF coils from precalculated coefficients such as in (5) . The precalculation of G can be combined with a multiplication with a matrix of response factors so that poloidal fluxes at given grid positions are available with a single matrix multiplication. After this a contouring algorithm has to be used to find boundary and internal flux surfaces etc. For higher accuracy, a history prior as described in section 3.2.2 could be used, which would be the Σ I -1 term in (40). ) (
CONCLUSIONS
optimizers and/or MCMC methods. As an example of the latter, measurements from a Motional Stark diagnostic were added to the inversion, resulting in much better resolved 2D current profiles.
In subsequent work further diagnostics will be included in the fashion described and exemplified here, to give simultaneous information on both current and other plasma parameters. 
