We study a class of joint chance-constrained stochastic problems CC-DD with decision-dependent and exogenous uncertainty. A coupling function models the relationship between decision and decision-dependent random variables. We propose reformulations equivalent to the general chanceconstrained problem with decision-dependent uncertainty and applicable to any coupling function. We define the properties of coupling functions and explain the importance of properly modeling decision-dependent uncertainty. We then provide the explicit formulation of problem CC-DD in the decision-dependent service uncertainty context and show its versatility and suitability for a wide range of business problems. We design a data-driven algorithmic framework which includes the derivation of convex integer relaxation problems, the use of new multiterm convexification methods, the derivation of tight bounding schemes, and the design of a nonlinear branch-and-bound algorithm featuring a conification method and a new branching rule. Experiments based on real-life data validate the scalability and computational efficiency of the method. To conduct the data-driven analysis, we develop a new medical evacuation chance-constrained model with exogenous and decision-dependent uncertainty which endogenizes the calculation of individual busy probabilities.
Introduction
Uncertainty can be either exogenous, when the probability distribution of the random variables is independent from the values of decisions variables, or decision-dependent (also called endogenous) [31] when the probability distribution is altered by the decisions taken. Decision-dependent uncertainty is ubiquitous and is used in multiple contexts, such as service systems susceptible to congestion, delays, or limited availability, each of these being impacted by decisions (e.g., number of servers, dispatching of vehicles, location of facilities) taken within the optimization problem. Standard joint chance-constrained stochastic programming (SP) problems with exogenous uncertainty are notoriously challenging to solve.
In this paper, we account for both types of uncertainty, propose a general chance-constrained model CC-DD with decision-dependent and exogenous uncertainty, and design a generic reformulation method. We also derive a specific formulation of CC-DD in the decision-dependent service uncertainty context for which we devise several reformulations and a data-driven solution framework. To ascertain tractability, we develop a new chance-constrained medical evacuation model with exogenous and decision-dependent uncertainty and use real-life data in an actual problem to validate our approach.
Model
We propose a new class of chance-constrained stochastic programming problem with exogenous and decision-dependent uncertainty, whose generic formulation CC-DD reads:
s.to P (ξ,x) j∈J f i (x i ) a i j x i j −y i ξ i ≥0 , i=1,...,r ≥p (1b)
l ≤ x ≤ u (1d)
y ∈ R |I| + (1e)
Let n = n 1 + n 2 + n 3 , B = {0, 1}, R + be the set of non-negative real numbers, and Z + be the set of nonnegative integer numbers. The n-dimensional decision vector x can include bounded variables that are a mix of continuous, general integer, and binary variables. Let a ∈ R |I|×|J| + , h ∈ R n , and c ∈ R |I| be vectors of fixed parameters. The deterministic constraints (1c) include M convex functions g i (x) and define a convex feasible area. The notation ξ refers to the random vector with multivariate probability distribution and finite support, andx is the subset of the decision vector x that affects the decision-dependent source of uncertainty. The realized valueζ = f i (x) of the decision-dependent uncertain variable ζ is implicitly defined as a decision variable in the optimization problem. Therefore, ζ is what is called in the literature (see, e.g., [19, 28, 31, 54] ) a decision-dependent or endogenous source of uncertainty as it is impacted by and depends on decision variables. Often, decision-dependent uncertainties are modelled as fixed parameters (see Section 3.1). The reason for this is that the representation of the dependency connecting decision-dependent sources of uncertainty and decision variables has a nonlinear, polynomial form, which in general leads to the formulation of nonconvex (integer) problems and exacerbates the difficulty of the solution process. That is why, as noted in [19, 55] , many studies use simplifying assumptions and model the decision-dependent source of uncertainty as a parameter known a priori, thereby raising questions about the validity of the resulting model. In this study, we do not consider that the decisiondependent source of uncertainty is fixed. Instead, we endogenize it and model it as a variable. More precisely, the coupling function f (see [21] ) in (1b) determines the dependency between decisions x and uncertainty ζ, thereby defining the nature of the decision-dependent uncertainty. Coupling functions are used in many business contexts and referred to under various names, such as inflation or growth function [18] , coverage decay function [17] , busy probability or fraction [5, 19, 40] , or busyness factor [47, 59] .
The joint chance constraint (1b) has a random technology matrix with decision variables y multiplying random variables ξ, involves both decision-dependent ζ and exogenous ξ sources of uncertainties, and ensures that the r stochastic inequalities are jointly satisfied with probability at selection of branching rules [11] and the derivation of tight and easily solvable relaxations are crucial for nonconvex MINLP problems and strongly affect the performance of nonlinear BB algorithms. In this study, we derive two conic relaxations that belong to the family of polynomial approximation approaches.
Mitchell et al. [46] propose a termwise relaxation method for bilinear terms using convex quadratic and second-order cone constraints. They rewrite each bilinear term as a difference of two quadratic separable terms and then use a linear overestimator for one of them.
Contributions and Structure: We study a new class of joint chance-constrained SP problems with decision-dependent and exogenous uncertainty CC-DD in which a coupling function models the dependency between decision and decision-dependent random variables. We propose in Section 2 several deterministic reformulations equivalent to the general chance-constrained problem CC-DD with decision-dependent uncertainty and applicable to any type of coupling function. We expose the key advantages of the proposed Boolean-based reformulations over standard scenario-based formulations and confirm those with data-driven experiments. We define in Section 3 the properties of coupling functions defining the interplay between decision variables and decision-dependent uncertainty, and the importance for properly modeling decision-dependent uncertainty. In Section 4, we first propose the explicit formulation of the chance-constrained problem CC-DD in the decision-dependent service uncertainty context and specifies the interpretation of the coupling function. The explicit formulation is used to conduct numerical experiments based on real-life data and to validate the ability to solve decisiondependent chance-constrained problems in an actual service context. The explicit service-dependent formulation is applicable to multiple class of problems, such as, to name a few, call center, health care, location problems, network survival. Next, we derive three exact MINLP reformulations for the chanceconstrained problem with decision-dependent service uncertainty and analyze their properties. We design in Section 5 a data-driven solution framework which includes the derivation of convex MINLP bounding problems, the use of new multiterm relaxation methods for bilinear terms, the algorithmic derivation of tight lower and upper bounds, and the design of a nonlinear BB algorithm featuring a conification method and a new, unusual branching rule coined smallest domain. We present in Section 6 the computational results, describe the problem and real-life data used for the experiments, and analyze the scalability and the computational efficiency of the different ingredients of the algorithmic method. Additionally, we develop a new medical evacuation chance-constrained model with exogenous and decision-dependent uncertainty that we use for our data-driven experiments. Conclusions are provided in Section 7.
Equivalent Deterministic Formulations
We first emphasize that the reformulation and modeling approach presented in this section for the generic formulation of the chance-constrained problem CC-DD is applicable to any type of coupling function.
Three modeling approaches -p-efficient-based (see, e.g., [20, 49] ), scenario-based (see, e.g., [3, 36] ),
and Boolean-based formulations (see, e.g., [38, 39] ) -have been predominantly used to tackle chanceconstrained problems in which the probability distribution of the random variables is finitely supported.
Section 2.1 describes the application of the scenario-based approach to the problem at hand and its pitfalls. Section 2.2 presents the Boolean modeling method and motivates its extension for the problem considered here. The novelty introduced here is the general reformulations (Section 2.2.2) equivalent to problem CC-DD. We refer the reader to recent and in-depth reviews of the literature about chanceconstrained models under finite [3, 39] or continuous [41] distributions, with [39] focusing on chance constraints with random technology matrix as in this paper.
Scenario-Based Model
The basic approach for reformulating (1b) is to introduce one binary variable for each scenario. The
notation Ω refers to the set of all realizations (scenarios) ω k ∈ R |I| + that characterize the joint probability distribution function F of ξ. Let q k be the probability of ω k , θ k be a binary variable taking value 1 if j∈J f i (x) a i j x i j < ω k i , i = 1, . . . , r for at least one i ∈ I, and equal to 0 otherwise, while M k is a sufficiently large positive number. Problem CC-DD can be reformulated as:
The knapsack constraint (2b) prevents the sum of the probabilities of the violated scenarios to exceed the complement (1 − p) of the enforced reliability level.
This type of reformulation has been extensively proposed to handle linear chance constraints. Even in the linear setting, the reformulated problem is very complicated to solve since: 1) it includes a number of binary variables equal to (or, at the very least, increasing with) the number |Ω| of scenarios, and 2) the continuous relaxation is very loose. Despite impressive integer programming developments and derivation of valid inequalities (see, e.g., [36] ), the problem remains extremely challenging to solve with many scenarios. The computational challenges are here even more acute. Indeed, besides the combinatorial aspects, problem (2) includes a number |Ω| of nonlinear inequalities (2a) which define a nonconvex feasible set (regardless of the integrality requirements on the variables θ k ). Assume, for example, that f i (x) is a linear (resp., quadratic) function of x. Then, the left side of (2a) would include multiple separable and nonseparable bilinear (resp., trilinear) terms and problem R0 would include |Ω| nonconvex constraints. This suggests that the scenario-based reformulation of problem CC-DD is not tenable from a computational point of view. This is corroborated by the computational results reported in Section 6.3.1. Using the scenario-based reformulation R0, none of the 192 considered problem instances could be solved in 10 hours of CPU time with the MINLP solver Baron.
Boolean-Based Modeling
The issue with the scenario approach discussed above motivates the design of an alternative reformulation method in which the number of nonconvex polynomial constraints and the number of binary variables do not increase monotonically with the number of scenarios. In order to do this, we extend the Boolean modeling framework introduced in [38] to reformulate the nonlinear joint chance constraint (1b). The
Boolean approach constructs the set of recombinations and binarizes the probability distribution to determine a system of inequalities representing the feasible area of the chance constraint. Theorem 1
shows that the feasible set defined by mixed-integer inequalities coincides exactly with the feasible set of (1b). We describe below the Boolean framework (see [39] for more detailed explanations).
Binarization and Recombinations
We use the concept of p-sufficiency [38] to determine sufficient conditions for (1b) to hold. A realization ω k is said to be p-sufficient if and only if P(ξ ≤ ω k ) = F(ω k ) ≥ p and is p-insufficient otherwise [38] .
Let F i be the marginal probability distribution of ξ i . The inequalities [39] with
includes all points that can be p-sufficient. The construction ofΩ is the first step for deriving inequalities defining the feasible area of (1b). The setΩ is partitioned intoΩ + := {ω k ∈Ω : F(ω k ) ≥ p} and Ω − := {ω k ∈Ω : F(ω k ) < p}, respectively called set of p-sufficient and p-insufficient recombinations.
The two scenario index sets K and
The next step consists in the binarization of the recombinations with a set of cut points. Let n i , i ∈ I be the number of cut points c i1 < c i2 < . . . < c in i associated with each component i of the random vector ξ. The binarization of ω k i maps it to the vector
We carry out the binary process with the sufficient-equivalent set of cut points C = (C 1 , C 2 , . . . , C |I| ) [38] with C i , i ∈ I defined by (3). The binary mapping of ω k into β k with the sufficient-equivalent set of cut points (sorted in ascending order) is injective overΩ, and ensuresΩ
denoting the binary images of the setsΩ + andΩ − obtained through the binarization process (4). The disjointedness ofΩ + B andΩ − B follows from the consistency of the set of sufficient-equivalent cut points, and is needed to distinguish the binarized images of p-efficient and p-insufficient recombinations, and, in turn, to derive mixed-integer inequalities representing exactly the feasible region defined by (1b).
Equivalent Reformulations
In this section, we derive two mixed-integer reformulations equivalent to problem CC-DD using the Boolean modeling approach succinctly presented in the previous section.
Basic MINLP Reformulation.
, 1}, i ∈ I, 1 ≤ l ≤ n i be binary variables, the number of which is equal to the number of cut points. Let o il , i ∈ I, 1 ≤ l ≤ n i be parameters measuring the distance between two consecutive cut points c il and c il+1 associated to i:
The chance-constrained problem M1 with decision-dependent and exogenous uncertainty in the random technology matrix can be reformulated as the following deterministic MINLP problem:
The proof is based on demonstrating that the feasible set of the chance constraint is equivalent to the feasible area defined by the system of mixed-integer linear inequalities (6a)-(6d). This result can be established from Theorem 7 (ii) in [39, p.945] , in which it is shown that (6a)-(6d) defines the minimal necessary conditions for a joint chance constraint with random technology matrix of form (1b) including one single random variable in each stochastic inequality.
MINLP Reformulation with Preorder of Recombinations and Linearization of Bilinear Terms.
The constraints (6a) associated with the binarized p-insufficient recombinations define the lower envelope of (1b). Some of these constraints are redundant and we can remove these using a dominance relationship over the p-insufficient recombination setΩ − . Next, we use the McCormick inequalities [44] to linearize the bilinear terms in (6e) and denote by u y i the upper bound on y i .
Theorem 2 LetK − be the index set for the non-dominated p-insufficient recombinations. Problem GR2
GR2
:
is equivalent to GR1.
Proof. A p-insufficient recombination ω k ∈Ω − is dominated if there exists ω k ∈Ω − such that:
Clearly, the constraints (6a) associated with a dominated ω k ∈Ω − are redundant. Indeed,
Therefore satisfying the i th constraint (6a) implies that i th constraint (6a) holds and can thus be removed, thereby allowing for the substitution of (7a) for (6a).
Next, we linearize the mixed-integer bilinear terms y i γ il in the right side of (6e) by introducing the McCormick inequalities (7b)-(7e) to ensure that w il := y i γ il , i ∈ I, l = 1, . . . , n i . This allows rewriting (6e) as (7f) and gives the stated result.
Problem GR2 contains |K − \K − | less constraints of type (7a) than GR1 does.
Coupling Functions
This section is devoted to coupling function, which is a very versatile and encompassing concept.
Coupling functions are employed to model decision-dependent uncertainty in multiple classes of problems, such as intensive care unit (ICU) [18] , oil field exploitation [31] , network survivability [48] , vehicle location models [9, 55] , location models with congestion [10] , emergency networks [5, 19] , military medical evaluation (MEDEVAC) [26, 40] , infrastructure protection [45] , bi-location problems with fixed (e.g., facilities) and mobile (e.g., helicopters) servers (e.g., location-routing [57] ), or call center models [47] . Coupling functions are called inflation or growth function in ICU, decay function for the deployment of public defibrillators [17] , busy probability or fraction for emergency [18] , vehicle location [55] , and bi-location MEDEVAC [26, 40] problems, or busyness factor for call centers [47, 59] .
Section 3.1 describes the importance to properly model decision-dependent service uncertainty and the risk of using simplifying assumptions. Section 3.2 specifies properties for coupling functions.
Importance
Modeling (endogenous) dependency connecting random and decision variables is not easy and often results in the formulation of polynomial nonconvex programming problems. That is why many studies use simplifying assumptions (see, e.g., [19, 55] ), which, as noted in the literature presented below, can lead to models that are not representative of the actual problems and to questionable decisions.
Consider for example probabilistic (vehicle) location models which typically use busy fractions to represent vehicles' availability. Three simplifying assumptions are often used [10] , namely that the busy fractions of vehicles are: 1) independent across vehicles, 2) identical for all vehicles and equal to the ratio of the total demand to the total vehicles' capacity, and 3) exogenous to the other decisions and defined as a parameter. ReVelle and Hogan [55] were the first to point out the issues stemming from such limiting assumptions (see [5, 9] for additional discussions). They called for deriving vehicle-or site-specific busy fractions and for not assuming them known or independent from the other decisions. Borrás and Pastor [12] demonstrated the marked superiority of site-specific busy fractions over area-specific ones.
Aringhieri et al. [5] report that these simplifying assumptions lead to sub-optimal solutions.
This issue has also been recurrently reported in health care and emergency network models (see, e.g., [5, 23, 24, 30] ) involving, for example, the locations of ambulances and medical facilities. Budge et al. [14] observe that four overly restrictive assumptions (one ambulance per facility, same, fixed workload for all ambulances, independence of service times, no coordination for ambulance dispatching decisions:
see Appendix A for more details), fairly similar to those used for probabilistic location models, are often made to estimate the dispatch probabilities of ambulances in emergency service networks. Budge et al. [14] show that operating under such assumptions, which ignore decision-dependent uncertainty, yields solution where the overall coverage of a fleet of ambulances is significantly overestimated. Erkut et al. [24] argue that health care location models accounting for endogenous uncertainty provide "not only result in better coverage estimates, but also cause coverage to be a better proxy for lives saved". Similar issues are reported in [18, 30] .
Properties and Functional Form
In this study, the coupling function f i (x) is defined as a function that takes into account availability and delays, and deflates the number of requests or jobs that an entity can carry out on a timely basis. An entity must be here understood as a generic term that could denote a vehicle, a call center, an intensive care unit, a fixed or mobile server, etc. depending on the application considered. The basic requirements of the coupling function f i (x i ) are given in Definition 3.
We model the argumentx i of the coupling function f i (x i ) as the normalized workload of an entity
The coupling function f i (x i ) =ζ i represents the busy probability of an (e.g., probability of an ambulance not available when called upon) and depends on the normalized workload of the entity. The larger the workload, the less likely the entity is immediately available and the longer the delays and waiting times, which translates into increased service times and a smaller number of requests that can be processed within the prescribed alloted time.
Let J be the set of demand points and λ i be the number of requests assigned to i. The left side of the stochastic inequality subjected to the probabilistic requirement in (1b) is thus:
A request is immediately responded to with probability (1 −ζ i ). The coupling function multiplies the number of served requests λ i by their probability of being executed without delay. Therefore, (9) represents the expected number of requests carried out without delay. Note that other functional formslinear or not -satisfying the properties in Proposition 3 can be used to model the busy probabilities and the dependence between decision-dependent random variables and decision variables (see, e.g., [21, 28] ).
Decision-Dependent Service Uncertainty: Model and Reformulations
Decision-dependent uncertainty is commonly used in service systems or networks susceptible to congestion, delays, limited availability, or high workload. We focus thereafter on decision dependent service uncertainty, which introduces service level and operational requirements. Appendix A describes several problem classes in which modeling decision-dependent service uncertainty is primordial. The choice of focusing on the decision-dependent service uncertainty context will allow us to conduct a data-driven evaluation of our approach on a actual service application based on real-data.
The primary performance criteria for service systems are cost and measures related to the response time or the fraction of properly serviced requests. The latter are enforced via service level constraints that require a certain number or proportion of requests to be serviced within a specified time and based on the actual response service times [23] which, besides the nominal service time, also includes waiting times.
Waiting times create delays and inflate the actual service times. Waiting times depend on the workload of servers and their possible non-immediate availability, which are both affected by other decision variables (e.g., requests assigned to servers, location and dispatching of the servers) taken within the model.
We present in Section 4.1 the formulation of the chance-constrained problem CC-DD with decisiondependent service uncertainty using a coupling function which satisfies the properties defined in Section 3. This formulation is used in Section 6 to conduct numerical tests and evaluate the computational efficiency of the algorithmic method. We then develop in Section 4.2 three new MINLP reformulations for the decision-dependent service uncertainty chance-constrained formulation.
Chance-Constrained Model with Decision-Dependent Service Uncertainty
We now provide the formulation of the chance-constrained model CC-DD with decision-dependent service uncertainty. Model M1 specifies the deterministic convex constraints (1c) and the non-negativity and integrality restrictions (1f), and defines, via the coupling function, the interplay between decision and (decision-dependent) uncertain variables.
Let I be the set of servers, G j ⊆ I be the set of servers i from which a request stemming from location j can be serviced within acceptable time, and F i be the set of demand points j ∈ J that can be handled within acceptable time from server i. The parameter µ j is the estimated number of requests at j and
is the normalized service time (expressed in units of time per request, e.g., fraction of one hour). The general integer variablex i j is the number of requests serviced by i at j (expressed in requests per unit of time). The notations J, λ i , andζ i were defined previously in Section 3.2.
Besides decision-dependent uncertainty sources, the model also takes into consideration exogenous uncertainty and defines the available resources (i.e., raw material, crew) needed by each server i as a discretely distributed random coefficient (variable) ξ i . For example, ξ i = 1.1 is indicative of limited resource availability, thereby reducing the number of requests handled timely by 10% (see (10b)). We denote by ξ ∈ R |I| + the finitely distributed random coefficient vector of resource availability and represent the underlying uncertainty with a set Ω of joint scenarios. The formulation of the mixed-integer nonlinear chance-constrained problem with exogenous and decision-dependent service uncertainty is:
The decision variables (x, y) in the generic formulation CC-DD are (λ,x, y) in M1. The decision variables The objective function (10a), along with the joint chance constraint with random technology matrix (10b), maximizes the probabilistic number of requests serviced within the allowable time and without delay. The chance constraint with random technology matrix (10b) includes one stochastic inequality for each server and requires all of them to hold jointly with a probability level at least equal to p. The stochastic inequalities included in the above chance constraint are combinatorial and nonlinear. Each includes a series of bilinear termsx i jxi j , j, j ∈ F i (inζ i λ i ) with products of general integer decision variables as well as a bilinear term y i ξ i with a random variable multiplying a decision one.
Each constraint (10e) requires that the proportion of requests performed timely by each server be at least equal to the parameter α ∈ [0.7, 1) and can be viewed as enforcing, with (10b), a service level defined by the parameter α. The number of requests i∈G jx i j served at j cannot exceed the number of requests emanating from j due to (10f). The general integer variables λ i andx i j (10g) and the continuous variables y i have upper bounds (see (10h) and (10i)) that can be deduced from (10c) and (10f).
The following remarks describe key features of the above model and deserves particular attention:
(1) The model calculates a decision-dependent individual busy probability (see (10b)) for each server.
The model does not assume that the servers have the same busy probability, nor that the busy probabilities are fixed (exogenous) parameters that can be computed prior to solving the optimization model. As explained in Section 3.1, this is a key feature called for in many earlier studies.
(2) The objective function maximizes the expected number of requests serviced without delay, incentivizing the fastest possible service, and can be viewed as a survival function [23, 43] . In the decision-dependent service uncertainty context, it is insufficient to simply maximize the number of requests serviced within the allocated time, since delays can have devastating consequences.
Hence, standard coverage functions are not suitable, since they hardly discriminate between response times (e.g., responding to an emergency call within 2 minutes or 35 minutes after the call is equivalent if the allowed service time is, say, 40 minutes), which is not realistic. For example, the real objective of health-care service is to maximize the number of surviving patients which is an isotone function of the response time. The objective function should thus reflect the importance of the response times on the usefulness of the system. Erkut et al. [23] (see also [43] ) advocate using a survival function defined as monotonically decreasing with the response time in covering models.
Our model fulfills this criterion. The objective function maximizes the number of requests served within a certain time (i.e., coverage aspect) and without delay (i.e,. to discriminate response time differentials) and qualifies as a survival function. We provide more explanations in Appendix B.
(3) The upper bounds on the decision variables are primarily triggered by the service time requirements. In order to reduce delays and to provide timely service, the upper bounds ux i j , u y i and u λ i with ux i j ≤ u λ i = u y i , i ∈ I, j ∈ F i are typically very small integer numbers. Indeed, in most service environments, the allowable time to respond to a request is short and the number of requests that can be handled within such a limited time period is small. For example, in civil emergency models [5] , ambulances must be at the emergency location within 10 minutes, which leaves no room for responding to multiple calls within such a short time interval and leads to stricter upper bounds
For cardiac arrests, it is assumed that the chance of survival is virtually null without intervention within 10 minutes following the time of collapse [22] . It is also customary in some facility location models to have one single request per client for a given period.
Our model does not make such an assumption (which would make the problem much simpler to solve). Indeed, assuming u λ i = 1 would remove all the nonseparable quadratic terms in λ i −ζ i λ i , while assuming ux i j = 1 would remove all the separable quadratic terms in λ i −ζ i λ i .
Reformulations for Chance-Constrained Model with Decision-Dependent Service Uncertainty
We now derive three MINLP deterministic reformulations equivalent to M1.
Mixed-Integer Nonlinear Reformulations with Nonconvex Continuous Relaxations
The first reformulation R1 of (10) is directly inspired from GR2 and is an integer nonconvex quadratic optimization problem:
The nonconvex quadratic integer constraint (11) is obtained by substituting the left-hand side
The second integer nonconvex quadratic optimization problem R2 is obtained by 1) reducing the number of nonseparable bilinear terms in λ i (1−ζ i ) (11), and 2) linearizing some of the quadratic separable terms in λ i (1 −ζ i ). This is accomplished by using the implicit requirements induced by the service level times and the upper bounds on the general integer variables.
Theorem 4 Define the parameters s i j+ j = s i j + s i j , j ∈ F i , i ∈ I. Let:
Problem R2
is equivalent to R1 and includes the minimum number i∈I j∈F i F m i j of bilinear nonseparable terms and the minimal number i∈I F i \ F 1 i of quadratic separable terms.
Proof. We first rewrite the left-hand side of (11) and the stochastic inequalities (10b) without the auxiliary decision variables λ i andζ i
to make the bilinear terms explicit and split the separable and the non-separable ones.
We use the sets 14) to reduce the number separable bilinear termsx 2 i j . For eachx i j , j ∈ F 1 i , i ∈ I, we havex i j = (x i j ) 2 ∈ {0, 1}. Therefore the number of separable bilinear terms for each i is now (16), and (16) becomes:
Since the service times s i j , i ∈ I, j ∈ F i are expressed in units of time per casualty, we have:
It follows from (18) that each set F i j , j ∈ F i (12) defines the exhaustive list of location pairs ( j, j ) that can be jointly (i.e., within the same period) serviced from i. We can thus use the sets F i j to reduce the number of termsx i jxi j in the right term of (16), since, for all all pairs ( j, j ) : j F i j , we havẽ
The summation (15), which gives problem R2. The minimal number of bilinear terms to be considered can thus clearly be deduced from the cardinality of the sets F m i j and is equal to i∈I j∈F i F m i j , which is the result we set out to prove.
MINLP Reformulation with Convex Continuous Relaxation
We now derive a convex mixed-integer quadratically constrained reformulation. In order to ease the notations in the presentation and proof of Theorem 5, we set the value of the bounds on the number of serviced requests in each period as follows (see the third remark on the variable bounds in Section 4.1):
The reformulation method presented in Theorem 5 remains applicable when the upper bounds on the variablesx i j and λ i take larger values than 2. We provide the more general reformulation in Appendix C.
Theorem 5 Define the decision variablesx i j
The nonlinear quadratic constraint (17) can be convexified (omitting the integrality restrictions) as:
Proof. Introducing two auxiliary variablesx i j 1 andx i j 2 for each general integer variablex i j with upper bound ux i j = 2 (19), we have:
Adding the symmetry-breaking precedence constraints (20c), (21) simplifies further as:
since the last three terms in the right-hand side of (21) are always equal to 0 due to (19) and (20a) is equivalent to R2. The continuous relaxation of R3 is convex.
Algorithmic Method
This section contains two main parts. Section 5.1 presents two conic integer relaxation problems. Section 5.2 is devoted to the structure and specific features of the nonlinear branch-and-bound (BB) algorithm.
Bounding Problems with Multiterm Conic Relaxation of Polynomial Constraint
We formulate two conic integer bounding problems to determine a tight upper bound on the optimal value of M1. The two bounding problems are outer approximation problems obtained by applying two multiterm polynomial relaxation methods for polynomial constraints. Using the optimal solution of the bounding problems, we then design algorithmic procedures (Sections 5.1.2 and 5.1.4) to derive a feasible solution and a lower bound on the optimal value of the true problem M1. The lower and upper bounds are then embedded and play a crucial role in the nonlinear BB algorithm presented in Section 5.2.
Conic Integer Bounding Problem Using Reformulation R1
In this section, we use the reformulation R1 to derive a conic integer relaxation problem B1 for M1.
The bounding problem is first used to obtain an upper bound on the optimal value of M1 (Theorem 7) and then to derive a feasible solution for M1 and a lower bound on its optimal value (Theorem 8). The relaxation problem is derived through the use of a multiterm conic relaxation of all the (bilinear) terms in each of the nonconvex polynomial constraints (11) in R1.
Theorem 7 Let s min i
= min j∈F i s i j be parameters and q i , i ∈ I be continuous decision variables.
The conic MINLP problem B1 B1 : max
is a relaxation of M1. Its optimal value is an upper bound on the optimal value of M1.
Proof. Sinceζ i = j∈F i s i jxi j (10c) and λ i = j∈F ix i j (10d), we have:
Lower-bounding each variable q i , i ∈ I by s min i λ 2 i with the convex conic constraints (23a) and successively replacingζ i λ i in (11) by s min i λ 2 i and q i , we obtain (23b) in which the service times s i j , j ∈ F i are underestimated by s min i and hence q i is an underestimator ofζ i λ i , thereby indicating that (23a) and (23b) provide a relaxation of (7f) in R1.
We denote by (ζ * , λ * , q * ,x * , y * , γ * , w * ) the optimal solution of B1. Since each termζ i λ i is underestimated by the corresponding q i , it follows that each optimal value y * i is possibly inflated, which makes it easier to satisfy the constraints (10e) and provides a second relaxation of the constrained set in R1. Therefore, it is clear that there is no guarantee that λ i −ζ i ≥ n i l=1 o il w il for each i ∈ I. The optimal solution of B1 may not be feasible for M1 and R1 and could violate one or more of the constraints (10e). Problem B1 is hence a relaxation of R1 and its optimal value is an upper bound on that of M1.
Construction of Feasible Solution and Derivation of Lower bound with B1
We now design in Theorem 8 an algorithm that builds on the optimal solution of B1 to derive a lower bound and a feasible solution for M1.
Theorem 8 Any optimal solution (ζ * , λ * , q * ,x * , y * , γ * , w * ) of B1 can be used to derive a lower bound on the optimal value of M1 and a feasible solution for R1.
with w * il = y * i γ * il due to (7b)-(7e). Two cases must be distinguished depending on the inequalities:
i) If (26) holds for each i ∈ I, then:
• The optimal solution of B1 can be directly mapped into a solution feasible for R1:
• The optimal value of R1 is lower-bounded (L 1 ) by i∈I y i and upper-bounded (U 1 ) by i∈I y * i :
ii) If (26) is violated for at least one i ∈ I, we employ the following mapping of the optimal solution of B1
to get a solution feasible for R1 and derive a lower bound:
Let k be an iteration counter and let W i(k) , i ∈ I be a buffer parameter vector.
Initialize: k = 1; W i(k) = λ * i at k = 1. We proceed as follows to set the components of (ζ , λ ,x , y , γ * , w ):
(1) For any i ∈ I for which (26) holds, set:
(2) For any i ∈ I for which (26) is violated:
• go to (2.1) if W i(k) = 1.
• set k := k + 1 and go to (2.2).
Proof. We first establish the meaning of (25) as the corrected objective value after adjustment for overestimation. The underevaluation of the s i j terms via (23a) and (23b) leads to a possible inflated value y * taken by the y variables in the optimal solution of B1; we have q * i = s min i λ * 2 i (23a) and s min i λ * 2 i is a minorant ofζ * i λ * i (see (24) ). Therefore, (ζ * i λ * i − q * i ) in (25) measures the gap between the value ofζ * i λ * i and its underestimator q * i . The amount by which the value of the y variables is inflated in the optimal value of B1 is thus (ζ
If the adjustment of y * i to y i does not lead to a violation of the constraints (10e) and allows for (26) to hold, then (ζ * , λ * ,x * , y , γ * , w * ) is feasible for R1, but not necessarily optimal. This implies that i∈I y i is a lower bound on the optimal value of R1.
Part ii): Part (1) follows directly from i). For any i ∈ I satisfying (26) 2) ), then we drop one request and we use a greedy approach to do so. We select with (32) the request toj serviced by i with the largest service time. We then use (31) to compute the updated valueỹ i of y i by taking the actual value j∈F i s i jx * i j of the service times (and not their underestimator) and by adding the additional time available (s ij ) due to the removal of the most time-consuming request toj. We then check whether the updated valueỹ i satisfies (26) . If it is the case (i.e., (2.2.1)), we calculate the changes needed in the other decision variables. Otherwise (i.e., (2.2.2), we move to the next iteration of the procedure.
Conic Integer Bounding Problem Using Reformulation R2
We now employ the reformulation R2 to derive a conic integer relaxation B2 for M1 which we subsequently exploit to obtain an upper bound on the optimal value of M1. The multiterm relaxation of polynomial terms differs from the one used for B1. We propose here a multiterm conic integer relaxation of a subset of the nonseparable bilinear terms in the nonconvex constraints (11) , which contrasts with the approach used to obtain B1 in which the proposed polynomial constraint relaxation is applied on all terms in (11). More precisely, in each constraint (15) of R2, we derive a multiterm conic relaxation on the minimal collection of nonseparable, nonconvex terms that can take a strictly positive value (see Theorem 4). We leave unchanged the linear and quadratic convex (separable) terms in (15) . In addition to adding a convex quadratic constraint, we also introduce a set linear inequalities and i∈I F i \ F 1 i binary variables. We then design in Theorem 11 a constructive algorithm to derive a feasible solution for R2 and a lower bound on the optimal value of R2 and M1. As in Section 4.2.2, we use the variable bounds defined by (19) to ease the notation in Theorem 5. We note that the bounding model B2 can be derived when the upper bounds onx i j and λ i are larger than 2 and provide the corresponding formulation R2-L in Appendix D. Numerical tests based on formulation R2-L are presented in Section 6.3.6. 
is a relaxation of R2. Its optimal value is an upper bound on the optimal value of M1.
Proof. We introduce a new variable q i , i ∈ I acting as an underestimator of the i th nonlinear expression
in (15) . We substitute q i for (34) in (15), which gives (33a) and add constraints (33b) to lower bound q i .
The variables t i , i ∈ I are also underestimators of the sum of nonseparable and nonconvex quadratic terms and are substituted for There is at most one nonseparable termx i jxi j 0 due to (19) , and this happens if and only if i services two different j, j ∈ F i . Observe further that d i can only take value 0, 1, or 2 due to (33d) and (19) . More precisely, we have:
0 if i does not service any request. 1 if i services one request or services two requests at the same j. 2 i services two requests at j and j , j j .
Clearly, d i = 1 if i services two requests at the same j, since thenx i j 1 = 1 =x i j 2 ,x i j 1 =x i j 2 = 0 for all j j, j ∈ F i due to (19) and (14) . This implies that each right side of (33c) is smaller than or equal to 0, thereby allowing for t i = 0.This is valid since t i is a minorant of
and each termx i jxi j , j ∈ F i , j ∈ F m i j is equal to 0, which implies
Thus, (33a)-(33e) is an exact reformulation of (15) for each i such that d i ≤ 1.
The variable d i can take value 0 if and only if i does not service any request. In that case,x i j 1 =x i j 2 = 0, j ∈ F i and t i can take value 0.
If d i = 2, then t i is equal to S min i in the optimal value of B2, which is an underestimate of j∈F i j ∈F m i j s i j+ j x i jxi j that is equal to s i j+ j ≥ S min i .
Thus, (33a)-(33e) is: 1) an exact reformulation of (15) for each i ∈ I such that d i = 2, withx i j =x i j = 1 and s i j+ j = S min i , and 2) a relaxation of (15) for each i ∈ I such that d i = 2, withx i j =x i j = 1 and s i j+ j > S min i . This implies that problem B2 is a relaxation of R2 and that the optimal value of B2 is an upper bound on the optimal value of R2 and M1.
Note that the variablesx i j 2 do not need to be explicitly defined as binary, since (20a)-(20c) and (20h) force each variablex i j 2 to take value either 0 or 1. Lemma 10 follows directly from the proof of Theorem 9.
Lemma 10 Problem B2 is an exact reformulation of R2 if:
(1) There is no server i ∈ I servicing more than 1 request.
(2) For each server i ∈ I serving two requests, the two requests are carried out at:
• the same j.
• j and j ∈ F i : j j , s i j+ j = S min i .
Construction of Feasible Solution and Derivation of Lower bound with B2
We propose now a constructive algorithmic method to map an optimal solution of B2 into a solution feasible for R2 from which a lower bound on the optimal value of M1 can be easily computed.
Theorem 11
Any optimal solution (ζ * , λ * , q * ,x * , y * , γ * , w * , t * , d * ) of B2 defines a lower bound on the optimal value of M1 and a feasible solution for R2.
Two cases must be distinguished with respect to:
i) If (37) holds for each i ∈ I, then:
• The optimal solution of B2 can be directly mapped into a solution feasible for R2:
• The optimal value of M1 is lower-bounded (L 2 ) by i∈Iȳi and upper-bounded (U 2 ) by i∈I y * i :
ii) If (37) is violated for at least one i ∈ I, we map the optimal solution of B2
to get a solution feasible for R2 and derive a lower bound:
Initialize: k = 1; W i(k) = λ * i at k = 1. We proceed as follows to set (ζ , λ ,x ,ŷ, γ * , w ):
(1) For any i ∈ I for which (37) holds, set:
(2) For any i ∈ I for which (37) is violated:
withj defined by (32).
The proof is similar to the one given for Theorem 8.
Nonlinear Branch-and-Bound Algorithm
In this section, we design a nonlinear branch-and-bound algorithmic framework embedding the bounding problems B1 and B2 presented in Section 5.1 to solve the nonconvex quadratic mixed-integer reformulation problems R1 and R2. The proposed approach differs from the traditional structure of nonlinear BB in three main ways. First, we design a reformulation-conification approach [40] for the nonconvex MINLP problem instead of using polyhedral relaxations. Second, at each node of the BB tree, we solve a conic mixed-integer relaxation instead of the solution of a continuous polyhedral relaxation.
A distinct feature of our approach is that the relaxations are obtained by a multiterm relaxation of an entire polynomial constraint, while polyhedral relaxations are usually derived by operating on a termwise manner. Third, the choice of branching scheme, called smallest domain branching rule (SDBR), is unconventional and is explained in details in Section 5.2.4. The proposed nonlinear BB framework is general enough 1) to be applied the same way to the two integer nonconvex quadratic problems R1 and R2 using the corresponding bounding problems B1 and B2 and 2) to embed various branching rules.
Commonality with Nonconvex MINLP Solvers
We first introduce the new variables v i defined as v i :=ζ i · λ i , i ∈ I in R1. We then rewrite R1 and R2 as the lifted problems RL:
After replacing the nonlinear equalities (43) in RL by the McCormick ones [44] 
in which L λ i (k) and U λ i (k) (resp., Lζ i (k) and Uζ i (k)) denote the tightest lower and upper bounds on λ i (resp., ζ i ) available at the current node k, we obtain the relaxation problem RL-MC: 
RL-MC : max

Reformulation-Conification
The first difference stems from the insertion in problem RL-MC of (46) and (47) 
Nodal Solution of Conic MINLP Subproblems
The second key difference of our method from typical BB algorithms is that, at each node of the tree, we solve a convex MINLP problem (B1-MC or B2-MC) with the lower and upper bounds corresponding to the incumbent node instead of solving the continuous relaxation of B1-MC or B2-MC, which is what MINLP solvers would do.
At each node, we apply the constructive approach presented in Theorem 8 and Theorem 11 to generate a feasible solution for R1 or R2 and calculate a new lower bound on the optimal value.
Branching Variable -Smallest Domain Branching Rule
The third difference resides in the particular branching method we have designed. We branch by modifying bounds on the variables. Let B1-MC(k) be the problem B1-MC using the lower and upper bounds valid at node k of the branch-and-bound tree and let (ζ k , λ k , v k ) be one of its optimal solution.
If (ζ k , λ k , v k ) satisfies all constraints (43), it is saved as an incumbent and node k is pruned. Otherwise, we select an index i(B) ∈ I corresponding to a most violated constraint (43), i.e.
We then branch on λ i(B) orζ i(B) by splitting its current range and updating the McCormick inequalities in the two corresponding subproblems.
This branching scheme is standard in MINLP when dealing with bilinear terms. However, usually the variable λ i(B) orζ i(B) with largest domain is selected for branching. It turns out that for our instances, selecting the variable with smallest domain -a branching rule we call smallest domain branching rule (SDBR) -leads to solution times orders of magnitude smaller than the standard selection, as shown in Section 6. We believe that the standard branching rule is more efficient than SDBR when the candidate variables for branching are involved in many nonlinearities involving a large set of variables. In our instances, we have only |I| bilinear terms, each involving a distinct triplet of variables with relatively loose connections between triplets. In other words, SDBR aims at satisfying the constraint i(B) from (43) as fast as possible without worrying about other nonlinearities where the variables involved might appear.
Computational Tests
In this section, we assess the efficiency and scalability of our bounding, reformulation, and algorithmic approaches. The evaluation is based on the medical evacuation context (see [32, 40, 52, 53] ) for which we have access to real-life data (see Section 6.2). In the process of doing so, we present in Section 6.1 a new MEDEVAC chance-constrained model with decision-dependent and exogenous uncertainty.
Chance-Constrained MEDEVAC Model with Decision-Dependent and Exogenous Uncertainty
We develop a new MEDEVAC model with decision-dependent uncertainty in the workload of air ambulances and exogenous uncertainty in the availability of the medical resources at the medical treatment facilities (MTF). The model defines the location of MTFs and air ambulances and how they must be assigned to the incoming MEDEVAC service requests so that the injured soldier can be transferred as swiftly as possible from the point of injury (POI) to an MTF.
We refer to the recent studies [32, 40, 53] for a thorough review of the MEDEVAC literature.
The MEDEVAC papers closest to our study [40, 58] are briefly summarized below. Sundstrom et al.
[58] propose a probabilistic location set covering problem to determine the number and positioning of evacuation assets needed for the transport of casualties from the front lines to third echelon MTFs.
The model includes individual chance constraints with random right-hand sides and does not account for decision-dependent uncertainty. Lejeune and Margot [40] propose a deterministic mixed-integer nonlinear optimization model with endogenous casualty delivery times.
We now provide a new MEDEVAC formulation taking the form of an MINLP chance-constrained model with random technology matrix and decision-dependent and exogenous uncertainty. The model implements the Golden Hour doctrine that stipulates that the time between the evacuation notification of a critical injury on the battlefield and the drop-off of the wounded soldier at an MTF should not exceed one hour [32, 52] . The model goes actually beyond enforcing such a coverage requirement and incentivizes the fastest possible MEDEVAC. The rationale is that the utility of the MEDEVAC decreases monotonically with the length of the casualty delivery time, which reflects that the survival chance of a severe casualty decreases with the transfer time to an MTF [32, 53] . This is in line with a recent study [34] that reveals that 25% of deaths on the Afghanistan battlefields were preventable and calls for improving MEDEVAC operations, in particular in reducing the time between injury and life-sustaining treatment, called casualty delivery time [40] .
We use the following notations. We denote by I the set of possible MTF locations where air ambulances can be assigned and by J the set of POI locations. The binary variable z i (49d) indicates whether an air ambulance is stationed at MTF i, µ j is the estimated number of casualties at j, and N is the number of air ambulances that can be deployed. The average normalized service (casualty delivery) time s i j is the fraction of one hour needed by an air ambulance stationed in i to service an evacuation request at j. The variablex i j is the number of requests at j serviced by an air ambulance assigned to MTF i and is defined in terms of casualties per unit of time. The busy probabilityζ i of an air ambulance located at i is decision-dependent [40] since it is affected by the location of the air ambulances and their utilization. We model the availability of the medical resources and crew at each MTF as an (exogenous) random variable since they are not exclusively devoted to severely injured soldiers on the battlefield.
They can for example be used for treating less severe soldiers' injuries and the civilian population. The availability of the medical resources at MTF i is represented by a discretely distributed random coefficient 
The model maximizes the probabilistic number of severe casualties serviced within one hour and without delay with a prescribed reliability level p ∈ [0.9, 1) and calculates individual air ambulance busy probabilities. The constraints are similar as in the generic formulation M1 at the exception of the incorporation of (49a)-(49d). The constraints (49a) ensure that the busy probabilityζ i is 0 if no MTF is operational at location i (i.e., z i = 0). Each constraint (49b) prevents from servicing requests at j from location i if there is no air ambulance is deployed at i, and limits the number of requests to the maximum number M i j of requests to j that can be serviced from i. Constraint (49c) enforces the upper-bound on the number of available air ambulances. The upper bound constraints (19) on the variablesx i j , λ i , y i are suitable to the MEDEVAC context. It is generally admitted (see, e.g., [32] ) that the sum of the time until the notification to the helicopter, the time to prepare the patient for movement, and the patient drop-off time amounts to roughly twenty minutes, which does not include the flight, landing, care loading and patient loading times. It follows that the maximum number of trips carried out by an air ambulance in one hour is 2, which leads to y i ≤ 2, λ i ≤ 2, andx i j ≤ 2, i ∈ I, j ∈ F i . In some cases, we havex i j ≤ 1 since at most one trip can be carried out for some distant POI locations.
Data
We use real-life data [26] We consider four congestion levels defined in terms of the service time, which depends on the traveling times from the MTF and the loading times at the POI, which are themselves affected by the presence of hostile troops and weather conditions. Besides the base service time (congestion level I), we define congestion levels II (adverse weather conditions), III (heavy hostile fire), and IV (adverse weather conditions and heavy hostile fire) with larger service times.
Tests
This section is decomposed into six main parts that respectively analyze: 1) the computational tractability of solving directly the four proposed reformulations R0, R1, R2, and R3, 2) the tightness of the bounds obtained with the bounding problems B1 and B2 derived in Section 5.1 and their computational tractability, 3) the computational efficiency and scalability of the nonlinear BB algorithm presented in Section 5.2, 4) the trade-off between the direct solution and the BB algorithmic approaches, 5) the benefits of the smallest domain branching rule (Section 5.2.4), and 6) the scalability of our approach on instances with large general integer variables.
The Boolean reformulation method, the optimization problems, and the nonlinear BB algorithms are all coded in C++. We use the Baron 17.10.13 [56] to solve the nonconvex MINLP problems R1 and R2 and Cplex 12.7.1 to solve the convex MINLP problems R3, B1, and B2. For each problem instance reported in the next subsections, the optimality tolerance is set to 0.001 for each solver and the maximum solution time is set to 3,600 seconds. The machine used for the tests is a Dual Intel Xeon E5-2670 2.6GHz
8-core processors with 128GB of memory, RedHat 4.4.7-16, and gcc version 5.2.1 20151110 compiler.
Computational Tractability of Reformulations
We assess the computational tractability of the four proposed reformulations R0, R1, R2, and R3 in terms of time needed to prove optimality and number of instances for which optimality can be proven.
First, we note that none of the 192 problem instances modelled with the scenario-based reformulation R0 could be solved in 10 hours with Baron. Table 1 reports the average (µ t ), smallest (l t ), and largest( u t ) solution time across the 192 instances (last row), across each set of 64 instances with the same probability level p (rows 3-5), and across each set of 48 instances with the same congestion level (rows 6-9). An entry with "3600" signifies that optimality could not be proven within one hour and a time of 3600 seconds is used in the calculations reported in Table 1 . The last three columns provide the numberm of instances for which optimality could not be proven in one hour. The results in Table 1 shows the superiority of the nonconvex MINLP reformulation R2, as it is the only one proving optimality for each of the 192 instances in less than one hour and is by far the fastest.
This comment verifies regardless of the features (congestion, probability level) of the instances. Only 3 of the 192 take more than 15 minutes to prove optimality with R2. Reformulation R2 is on average more than 16 times quicker than the nonconvex MINLP reformulation R1. This highlights the benefits of minimizing the number of separable and separable bilinear terms, which is the difference between R1 and R2. More surprisingly, R2 also outperforms the convex MINLP reformulation R3, being on average more than 63% faster than R3. Reformulation R3 does not prove optimality for 4 instances.
In terms of instance features, we notice that the solution times for the reformulations R2 and R3
is not decreasing with the probability level p, which is often the case for chance-constrained problems.
The congestion level however has a clear impact on the solution times which increase monotonically with congestion. The difference between R2 and R3 is more pronounced when the congestion increases.
For the easiest instances with congestion level equal to 1, R3 is the quickest formulation, while R2 is about twice quicker than R3 for the most challenging instances with the highest congestion level.
Tightness and Solution Times for Bounding Problems
We now analyze the quality and tightness of the upper bounds obtained with the bounding problems B1
and B2, the time needed to compute the bounds, and the tightness of the lower bounds obtained with our constructive algorithmic approach (see Theorems 8 and 11). We use Cplex 12.7.1 to solve B1 and B2 as they are quadratic convex MINLP problems.
Upper Bound. Let z * denote the optimal value of a problem instance, z * B be the optimal value obtained with the considered relaxation problem. We compute the upper-bound optimality gap between the optimal value and the upper bound given by a relaxation problem as: Table 2 reports the average (µ G U ), smallest (l G U ), and largest(u G U ) upper-bound gap across the 192 instances (last row), across each set of 64 instances with the same probability level p (rows 3-5), and across each set of 48 instances with the same congestion level (rows 6-9). Table 2 highlights the remarkable tightness of the upper bounds derived from the relaxation problems B1 and B2. The average optimality gap across the 192 problem instances is 0.46% for B1 and is even more than 3 times smaller for B2, equal to 0.14%. For both B1 and B2, we can see that the gap increases as the reliability level p increases as well as when the congestion level increases.
Lower Bound. To assess the tightness of the lower bounds, we compute the lower-bound optimality gap between the optimal value of M1 and the lower bound given by a relaxation problem as:
where z * is the true optimal value of a problem instance, z B is the objective value corresponding to the feasible solution derived from the considered relaxation problem after applying Theorem 8 for B1 or Theorem 11 for B2. Table 3 reports the average (µ G L ), smallest (l G L ), and largest( u G L ) lower-bound gap. The constructive algorithmic approaches presented in Theorems 8 and 11 generate high-quality feasible solutions for the true problem M1 resulting into very sharp lower bounds on the optimal value of M1. The average lower-bound optimality gap is as low as 0.13% for B2 and reaches 1.99% for B1. With B1, the lower-bound optimality gap exceeds 5% (resp., 10%, 15%, 20%, 25%, and 30%) for 23 (resp., 15, 10, 8, 5, 2, and 1) problem instances. On the other hand, with B2, the lower-bound optimality gap exceeds 1% and 5% for only 3 and 21 instances, respectively. As for the upper-bound optimality gap, the lower-bound gap increases with reliability and congestion.
Solution Times. We now report in Table 4 the average (µ t ), smallest (l t ), and largest(u t ) solution time across the 192 instances (last row), across each set of 64 instances with the same probability level p (rows 3-5), and across each set of 48 instances with the same congestion level (rows 6-9). The reported solution time includes the time to solve the bounding problem and the time to determine the feasible solution and the associated lower bound via the application of Theorem 8 for B1 and Theorem 11 for B2. Table 4 shows that the two relaxation problems B1 and B2 can be solved very efficiently regardless of the size of the problem instances. The average (resp., largest) solution time across the 192 instances Two clear conclusions appear from the results displayed in Table 1 , 2, and 3. First, while both bounding problems B1 and B2 allow for the calculation of high-quality lower and upper bounds, problem
B2 is yet markedly better than B1, with a lower bound being on average no more than 0.13% away from the optimal value (versus 1.99% for B1) and an upper bound being on average no more than 0.14% away from the optimal value (versus 0.46% for B1). Second, while B1 and B2 can be solved very efficiently regardless of the size of the problem, B2 is solved faster than B1.
Efficiency of Nonlinear Branch-and-Bound Algorithm
We now integrate the two relaxation problems B1 and B2 within the nonlinear BB algorithmic framework presented in Section 5.2 and see which of the two bounding approaches and corresponding BB algorithms performs best. We use the Cplex 12.7.1 solver to solve the convex quadratic integer relaxation problems at each node of the tree. The enumeration tree itself is coded using the Bcp [13] framework.
We analyze and compare below (Table 5 ) the two nonlinear BB algorithms, respectively denoted B&B1 and B&B2 and integrating the relaxation problems B1 and B2, on the basis of computational time, number of instances solved to optimality, and optimality gap G with this latter calculated as
with z * the true optimal value of the considered problem and z * B&B the best objective value obtained with the considered BB algorithm. The notations µ G , l G , and u G respectively denote the average, smallest, and largest gap. The other notations used in Table 5 have been introduced earlier.
The solutions are unequivocal and show that the algorithm B&B2 based on the relaxation problem B2 clearly outperforms its counterpart B&B1. First, the average solution time with B&B2 across all problem instances is 1.28 seconds and is about 184 times quicker on average than B&B1. Second, all problem has an average solution time of less than 4 minutes.
Comparison of Direct Solution and Branch-and-Bound Solution Methods
Juxtaposing the summary results of Tables 1 and 5 , we compare the five methods proposed to solve the chance-constrained problem with decision-dependent uncertainty M1:
• Direct solution of equivalent nonconvex quadratic MINLP reformulation R1 with Baron.
• Direct solution of equivalent nonconvex quadratic MINLP reformulation R2 with Baron.
• Direct solution of equivalent convex quadratic MINLP reformulation R3 with Cplex.
• Branch-and-bound algorithm B&B1 based on relaxation problem B1.
• Branch-and-bound algorithm B&B2 based on relaxation problem B2. Table 6 shows clearly the marked superiority of the nonlinear branch-and-bound algorithm B&B2 which is more than 63 times quicker on average than the second best method based on the direct solution of R2. (1) SDBR.
(2) BR2 is the standard branching rule, similar to SDBR, but selects the variable with largest domain.
(3) BR3 (see [8] ): Selection of i(B) and branching variable identical to BR2, but the branching point b is computed as the maximum between the middle point of the range of the branching variable and the value of the variable in the current optimal solution at the current node.
(4) BR4 (see [8] ): Selection of i(B) and branching variable identical to BR2, but the branching point b is computed as the maximum between the lower bound of the branching variable and the value of the variable in the current optimal solution at the current node.
(5) BR5 (see [8] ): Selection of i(B) identical to BR2 and the variable selected for branching is the one whose value in the current optimal solution at node k is farthest away from its bounds. Table 7 shows that SDBR is the only of the seven tested branching rules that finds (and proves) the optimal solution of all instances and it is also the fastest. On average it is more than 3.5 times faster than the second best branching rule and at least 20 times faster than the others.
Efficiency for Problem Instances with Larger Integer Variables
The number of requests served per period is typically small for problems with decision-dependent service uncertainty (see Section 4.1). In the tests presented in Sections 6.3.1 to 6.3.5, conducted on the basis of the real-life MEDEVAC data from the Operation Enduring Freedom, the number of requests served per period by an air ambulance is at most two (19) , which allows us to employ the bounding problem B2.
To assess the scalability of our approach for instances in which the integer variablesx and λ (and the continuous ones y) can take values larger than 2, we have generated 192 other instances with smaller distances and travel times, thereby leading to larger upper bounds (i.e., 5) on the general integer variables.
Therefore, instead of B2, we have used its counterpart B2-L presented in Appendix D for larger u r i j and u λ i . The tests are focused on the reformulation R2, the bounding problem of type B2, and the BB algorithm B&B2, which have been shown above to be most efficient.
The results presented in Tables 8 to 12 (in Appendix) validate the scalability of our algorithmic framework for problems with larger general integer variables. Table 8 shows that optimality is proven for all 192 instances in less than one hour. The average solution time barely exceeds 5 minutes (i.e., 307 seconds). The same observation prevails (Table 9 ) for the conic bounding problem B2-L for which the average solution time across the 192 instances is below five seconds. Tables 10 and 11 demonstrate the extreme tightness of the upper and lower bounds (i.e., average gap equal to 0.04% and 0.01% for the upper and lower bounds). The bounds are even tighter than those obtained when the upper bound on the general integer variables is equal to 2. Table 12 shows that all instances can be solved to optimality in less than 20 minutes (1105 sec.) and, on average, barely take more than 1 minute (i.e., 65 seconds).
Conclusion
We design a modeling, reformulation, and algorithmic framework for a new class of joint chanceconstrained SP problems CC-DD with decision-dependent and exogenous uncertainty in the random technology matrix. A coupling function defines the dependency of the endogenous random variables on some decision variables. To our knowledge, there is no earlier study on chance-constrained models accounting for both exogenous and decision-dependent uncertainty, although decision-dependent uncertainty arises in multiple business settings. The solution of joint chance-constrained SP problems with random technology matrix is well-known to be challenging. The presence of decision-dependent uncertainty renders the solution of the studied model class even more excruciating.
We first derive two reformulations equivalent to the general chance-constrained problem CC-DD and applicable to any coupling function. We show the modeling and computational advantages of the Boolean-based reformulation approach over the standard scenario-based approach. We explain the importance for properly modeling decision-dependent uncertainty, which, as mentioned in the literature, has often been overlooked or over-simplified due to the modeling challenges and the intricacies posed by the solution of the resulting nonlinear (often nonconvex) optimization problems.
We provide the explicit MINLP formulation of problem CC-DD in the decision-dependent service uncertainty context and specify the form of the coupling function, interpreted as a probability reflecting servers' workload (and resulting delays) and deflating accordingly the number of requests that can be serviced on a timely basis. Besides decision-dependent uncertainty, the model also accounts for exogenous uncertainty and calculates an endogenized individual busy probability for each server.. The objective function qualifies as a survival function and maximizes the expected number of requests serviced without delay, incentivizing the fastest possible service. The decision-dependent service uncertainty formulation and the three equivalent MINLP reformulations proposed are used to conduct a real-life data-driven evaluation of the computational efficiency of the proposed framework.
We design a data-driven nonlinear BB algorithmic framework which features: 1) the derivation of convex MINLP relaxation problems; 2) the use of new multiterm relaxation methods for polynomial constraints, 3) a constructive method to derive a feasible solution from the optimal solution of the bounding problems, and 4) the algorithmic derivation of tight bounds. The key features of the BB algorithm are threefold. First, we employ a conification approach for reformulating the nonconvex MINLP problems. Second, at each node, we solve a conic MINLP relaxation problem derived with a multiterm relaxation of a collection of bilinear terms. Third, we design a new SBDR branching rule.
The data-driven study based on real-life data for an actual health care problem reveals that: 1) One of the nonconvex MINLP reformulations is unexpectedly easier (63% quicker) to solve than the convex MINLP reformulation; 2) The lower and upper bounds obtained with the two relaxation problems are very tight; 3) The relaxation problems can be solved very quickly, which permits to embed them in the nonlinear BB framework and solve a convex quadratic integer problem at each node; 4) The scalability and efficiency of the BB algorithm B&B2 based on the relaxation problem B2 allows the exact solution of all instances in less than 10 seconds; 5) The BB algorithm B&B2 has better solution times than those obtained by solving directly the reformulation problems; 6) The new branching rule contributes to significantly fasten the solution process and is more than 3.5 times faster than the second best branching rule; 7) The algorithmic framework scales well and remains efficient for solving instances in which the general integer variables have larger bounds than in the decision-dependent service uncertainty context;
8) The benefits of our approach increases when there is high congestion in the system, which makes the instances more challenging to solve.
We develop a new MEDEVAC chance-constrained model with exogenous and decision-dependent sources of uncertainty used for the numerical experiments. The model maximizes the number of severe casualties evacuated within one hour without delay and with large reliability level p, implements the Golden Hour doctrine, and spurs the fastest possible MEDEVAC.
Appendix A Problem Classes with Decision-Dependent Service Uncertainty
We describe below several classes of problems affected by decision-dependent service uncertainty.
Intensive care unit (ICU): Empirical studies show that delays lead to longer patients' length-of-stay (LOS) in the ICU, reduce survival chances, and lead to higher resource consumption in the ICU [16] .
Most health care queuing models assume that the service requirement of a request is independent of the state of the queue at its arrival [18] , which comes up to ignoring delays experienced by patients awaiting care and their impact on patients' LOS. Chan et al. [18] show that disregarding delays, besides impacting the delayed patient, has also a systemic impact on the ICU due to the increased congestion caused by the longer care requirements for the delayed patient, which further translates in delays to other patients in need of the same ICU resources, longer LOS for those patients, and so forth. In order to effectively account for delays and the impact on operational decisions on them, Chan et al. [18] introduce the concept of inflation or growth function, which is used to increase the nominal LOS (i.e., service time) by a quantity or percentage that depends on the number of patients awaiting care upon the arrival of a new patient and which closely resembles the coupling function assumed in this study. Chan et al. [18] indicate that denying the impact of queues on the service time comes up to ignoring delays and has devastating systemic consequences, besides those on the patients awaiting care.
Stochastic location models [9] or location models with congestion [10] : These models tend to represent the stochastic availability of a vehicle or server by its busy fraction, which is the probability that a server is immediately unavailable when called upon [19] . Alternatively, the busy fraction can be viewed as the ratio of the workload of the server to the amount of time during which the server is available. Budge et al. [14] focus on the estimation of dispatch probabilities of ambulances in emergency service networks.
They argued that the following simplifying assumptions are often made and are detrimental: 1) There is only one vehicle per facility. This is often inaccurate since neighborhoods with high demand density, fixed facility costs, or limits on the number of sites can make it economical or necessary to have several vehicles per facility; 2) Vehicles have all the same average workload regardless of their home station station. This is most unlikely since spatial variation in demand and transport network create imbalances in utilization; 3) Average service time, defined in [14] as "the time a vehicle is unavailable to respond to new calls", is either independent of the vehicle's home station and/or independent of the call's origin.
Service times depend on these two locations due, for example, to the travel time between the two or the features and setup of the home facility; 4) Each station operates independently of the others or that each call is equally likely to be responded to by any vehicle. Such an absence of server allocation coordination is inappropriate but convenient from a modeling perspective since it allows for the assumption that the availability status a vehicle is independent of the status of the others. Erkut et al. [24] argue that health care location models accounting for endogenous uncertainty provide "cause coverage to be a better proxy for lives saved". Ambulance location models ignoring the decision-dependent nature of delays have been shown [24, 30] to strongly overestimate the achieved coverage and to underestimate the number of ambulances needed.
To circumvent these issues, a decision-dependent characterization of the busy fraction or probability, closely related to the one proposed in this paper, has been recently proposed in the civil emergency context. A location model for Korean trauma centers [19] endogenizes the busy fraction of each helicopter as a variable depending on the number of patients it transports per time unit. The rationale is that the response time to an emergency call is affected by the availability of the ambulances, since the closest ambulance is sometimes busy and another one must respond [30] . Chan et al. [17] study the deployment of public defibrillators and model the uncertain coverage provided to a cardiac arrest as an implicit decision variable whose value is determined by a function depending on other decision variables, namely the location and thus proximity of the public defibrillators. The function connecting coverage and location of public defibrillators, called decay function, models the coverage as a decreasing function of the distance between the cardiac arrest and the defibrillators.
Bi-location models: This type of decision-dependent uncertainty is encountered in most bi-location problems which involves the locations of fixed (e.g., facilities) and mobile (e.g., helicopters, ambulances) servers and are aimed at servicing within a specified time period. This class of model encompasses, for example location-routing [57] , disaster management network design [29] or MEDEVAC problems [32, 40] . A MEDEVAC bi-location model proposed in [40] determines where to locate air ambulances and medical treatment facilities (MTF) on the battlefield, as well as how to dispatch air ambulances to the casualty locations, and to which MTF to channel the severely injured soldiers. The busy probability of an air ambulance is modelled as a decision variable and is defined endogenously in order to reflect the impact of the air ambulance's location on the number and type of assigned requests and its availability.
Call center models: Call center queuing models typically assume that call arrivals are independent over a short time scale and are modelled with a Poisson process. Empirical evidence [6] indicate however that the Poisson arrival rate must be stochastic and allowed varying with time. To model the stochasticity of the arrival rate over a period of time, a common practice initiated in [59] is to multiply the deterministic or expected base arrival rate, called daily profile, over that period by a random factor with mean one, coined busyness factor [47, 59] , which as shown in previous studies, should account for endogenous and exogenous decisions affecting the call intensity and should not be modelled as independent across periods. The multiplicative role of the busyness factor corresponds to our coupling function.
The nonlinear quadratic constraint (17) can be convexified as follows: 
