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Measurements suggest that our universe has a substantial dark energy component. The most
recent data on type Ia supernovae give a dark energy density which is in good agreement with other
measurements if the dark energy is assumed to be a cosmological constant. Here we examine to
what extent that data can put constraints on a more general equation of state for the dark energy.
PACS numbers: 98.80 -k, 98.80.Es
1. INTRODUCTION
It is generally believed, based on the analysis of type Ia supernovae red shift data [1, 2], that the expansion of
the universe is accelerating and that this acceleration is either caused by a “dark” energy or is the effect of extra
dimensions. In the case of dark energy this energy could be a simple cosmological constant term in Einstein’s
equations or it could be a time dependent energy density. In any case the pressure of the dark energy must be
negative to account for the acceleration. What we would really like to know, to determine the nature of past
and future acceleration, is the equation of state of the dark component, X , as a function of the scale parameter
R(t). This equation of state is defined as
w(z) ≡
pX
ρX
, (1)
where pX is the pressure, ρX is the energy density, and z is given by the ratio of R(t) to the scale today, R0, as
1 + z = R0/R(t). (2)
For a cosmological constant w(z) = −1 for all z. If the acceleration is caused by extra dimensions it can also
be parameterized as an effective w(z).
There now exists a new data set of measurements of the luminosity distances for type Ia supernovae, which
range in distance from z = 0.01 to z = 1.755 [3]. This data includes some new events as well as a reanalysis of
the old events. There were about 194 old events [4, 5] some of which have been dropped and most of the rest
assigned new errors. The new set consists of 157 “gold” events or 186 gold plus “silver” events.
The gold data set gives joint confidence levels in the matter - dark energy plane with w = −1 that are more
restrictive than the earlier data and in good agreement with other constraints [3]. This is shown in Fig. 1. Thus,
perhaps, it is not too early to ask whether this data can distinguish between simple models for w(z). To investigate
this question we use a few models such as w(z) = w0 + w1 z, w(z) = w0 and w(z) = w0 + w1 z/(1 + z) to
calculate a luminosity distance. We then minimize the χ2 of the difference between the measured and calculated
luminosity distances in an attempt to determine the constant parameters w0 and w1. WMAP [6] and other
experiments [7] have accurately determined the matter density and curvature, defined as
ΩM ≡
8piG
3H20
ρ0 , (3)
Ωk ≡ −
k
R20H
2
0
, (4)
to be close to ΩM = 0.3 and Ωk = 0. ρ0 is the density of matter today, H0 is the Hubble constant today, and
k = −1, 0,+1. Nevertheless, because we would like to know to what extent the supernova data agrees with
2FIG. 1: (Color online) In the left panel, the 68.3% (red), 90% (dark blue), 95.4% (blue) and 99.7% (green) confidence
contours for the gold data fit with a cosmological constant are shown. The cross indicates the best fit, and the solid circle
the best fit to a flat cosmology. The right panel shows the 68.3%, 90% and the 95.4% confidence contours for the data in
Ref. [1].
these other experiments, we will sometimes include ΩM and/or Ωk in our set of parameters to be fit despite the
fact that this exacerbates the degeneracy problem that arises because the luminosity distance depends only on
the sum of the matter, curvature and dark energy contributions.
In an earlier paper [8], we explored the χ2 sensitivity of the data in Refs. [1, 2] to simple assumptions about
the dark energy density. Recently, many other papers have appeared [9, 10] which use the data of Refs. [3, 4, 5]
to analyze numerous models of the dark energy. A paper which is close in spirit to this work and which we had
the advantage of reading before we started this work is Ref. [10]. While we disagree with some of the results
and conclusions, there is still much to like about this reference; many more models were studied and physical
motivation is given for some of the models. We, on the other hand, have chosen to consider only the simplest
cases to remain as model-independent as possible.
Our results are not encouraging. The errors in the fitted parameters are often more than 100%, in some cases
much more. We estimate the error in χ2 itself is more than 10%. Still some consistencies can be seen and some
patterns discerned. And while the data is not manifestly in agreement with other experiments (e.g., ΩM = 0.3
and Ωk = 0 ) it is not in disagreement. One (negative) result that seems very clear is that the absolute value of
χ2 cannot be used, at this time (i. e., from this data set), to discriminate between models for w(z).
2. CALCULATION OF THE LUMINOSITY DISTANCE AND χ2
The luminosity distance is given by
dL(z) =
c(1 + z)
H0
√
|Ωk|


sin
1
sinh


[√
|Ωk|
∫
z
0
dz′
H0
H(z′)
]
, (5)
where H(z) is the Hubble parameter
H2(z)
H20
= ΩM (1 + z)
3 + Ωk(1 + z)
2 + ΩX f(z) , (6)
3ΩX = 1 − ΩM − Ωk , (7)
and f(z) is given by the equation of state
f(z) = exp
{
3
∫ z
0
dx
1 + x
(1 + w(x))
}
. (8)
In Eq. (5) sin[ ] is used for Ωk < 0 (k = +1), sinh[ ] is used for Ωk > 0 (k = −1), and the unmodified square
bracket is used for Ωk = 0.
Many references give models where f(z) is not obviously related to an equation of state. However, from Eq. (8)
we see that f(0) = 1, f(z) ≥ 0, and, given an explicit expression for f(z),
w(z) = −1 +
1
3
(1 + z )
f ′(z)
f(z)
, (9)
where the prime denotes a derivative with respect to z. This equation can also be used to express the effects of
extra dimensions as an effective w(z).
Below we use the dimensionless luminosity distance
DL(z) =
H0 dL(z)
c
(10)
and the quantity that is compared to the data is 5 log10DL(z) + M where M is a constant offset between the
data and the theoretical expression. The comparison is made by calculating χ2 where
χ2 =
N∑
i=1
[5 log10D
exp
L
(zi) − M − 5 log10DL(zi)]
2
σ2
i
. (11)
The sum is over the N = 157 events contained in the gold set [3] and σi are the experimental errors in
5 log10D
exp
L
(zi).
DL(z), through the equation of state w(z), Eq. (1), depends on some set of parameters, a1, a2, . . . , an, and we
minimize χ2 by varying these parameters. χ2 also depends on M but to minimize with respect to M is trivial,
M =
N
D
, (12)
where N and D are given by
N =
N∑
i=1
5 log10D
exp
L
(zi) − 5 log10DL(zi)
σ2
i
, (13)
D =
N∑
i=1
1
σ2
i
. (14)
Sometimes we use Eq. (12) for M , sometimes we include M as one of the parameters ai to be fit, and we have
checked that we get the same result.
The data indicates that the universe was decelerating in the past and it is of interest to know when that
changed. The acceleration is given by
q ≡ −
1
H2R
d2R
dt2
, (15)
=
1
2
d lnH2
d ln(1 + z)
− 1 , (16)
and, given H2 from Eq. (6), and values for the parameters, it is straightforward to find z∗ where q(z∗) = 0.
43. RESULTS
We consider three simple, rather ad hoc, expressions for the equation of state [11]
w(z) = w0 + w1
z
1 + z
, (17)
w(z) = w0 , (18)
w(z) = w0 + w1z , (19)
where w0 and w1 are constants. These expressions allow us to evaluate the integral in Eq. (8) and avoid having
Model χ
2
w0 w1 ΩM ΩX z∗
I. 172.3 −10.3+7.5
−13.7 30.5
+43.5
−300+ 0.27
+0.20
−0.12 0.32
+0.19
−0.07 0.14
+0.35
−0.11
II. 173.5 −2.48+1.50
−1.95 3.8
+6.0
−16.8 0.46
+0.09
−0.43 1 − ΩM 0.29
+3.05
−0.26
III. 173.9 −1.58+0.33
−0.32 3.3
+1.6
−1.7 0.3 0.7 0.35
+0.17
−0.18
IV. 172.5 −7.2+4.8
−9.5 0 0.33
+0.16
−0.12 0.34
+0.15
−0.07 0.16
+0.29
−0.09
V. 173.7 −2.40+0.92
−1.76 0 0.49
+0.05
−0.08 1 − ΩM 0.30
+0.14
−0.09
VI. 177.1 −1.02 ± 0.12 0 0.3 0.7 0.67 ± 0.01
VII. 172.1 −10.0+6.8
−12.0 16
+22
−225+ 0.27
+0.17
−0.13 0.32
+0.12
−0.08 0.14
+0.41
−0.10
VIII. 173.6 −2.44+1.23
−1.91 1.7
+3.8
−14.5 0.48
+0.07
−0.23 1 − ΩM 0.29
+0.53
−0.22
IX. 174.4 −1.40 ± 0.25 1.67+0.86
−0.95 0.3 0.7 0.39
+0.15
−0.16
X. 177.1 −1 0 0.31 ± 0.04 1 − ΩM 0.65 ± 0.10
XI. 177.1 −1 0 0.3 0.72 ± 0.10 0.69 ± 0.08
XII. 175.0 −1 0 0.46+0.10
−0.11 0.98
+0.18
−0.20 0.63
+0.25
−0.22
TABLE I: Fit of supernova Ia data to w = w0 + w1 − w1y, y = (1 + z)
−1 (first 3 rows), w = w0 (rows IV, V and VI),
w = w0 + w1z (rows VII, VIII, and IX) and some special cases (last three rows). The errors are the 68.3% confidence
level numbers. The boxes without errors mean that parameter was held fixed. If a parameter was varied no restrictions
were placed on its possible values except for ΩM ≥ 0 and ΩX ≥ 0. The last column uses the values of the parameters and
their errors to find the z value where the universe changes from decelerating to accelerating.
an integral within an integral. We minimize χ2 with respect to w0, w1 (if relevant), ΩM , Ωk (or ΩX), or some
subset of these; sometimes we hold Ωk fixed at zero or ΩM fixed at 0.3 or w0 fixed at −1 or some combination of
these conditions. If a parameter is allowed to vary we impose no prior conditions on the values it may assume
except for ΩM ≥ 0 and ΩX ≥ 0.
It is not straightforward to minimize χ2 because the minimum is very shallow and very broad. We use two
independent numerical codes to cross check, one is a slight generalization of programs (MRQMIN) given in
Numerical Recipes [12], the other is a code called STEPIT [13] which is available on the web.
5Our results are given in Table I. The first 3 rows use Eq. (17), with either nothing, Ωk, or ΩM and Ωk fixed.
The next 6 rows do the same for Eq. (18) and then for Eq. (19). The last 3 rows give some special cases. For
each model we give the minimum χ2 value and the values of the parameters which give that value. The errors
on the parameters are the 68.3% confidence level uncertainties given for a particular parameter by finding the
variation in that parameter which results in an increase of χ2
Min
by 1 when the other parameters are allowed
to vary freely. Plots of how χ2 varies to the 1 σ error in each parameter are shown in Fig. 2 for Models I (red
curves)and VII (blue curves). If the parameters in these models are restricted to the case of a flat cosmology,
FIG. 2: (Color online) The χ2 variation of the parameters ΩM , ΩX , w0 and w1 is shown for the cases w(z) = w0 +
w1 z/(1 + z) (red) and w(z) = w0 + w1 z (blue). The horizonal dashed lines correspond to ∆χ
2 = 1.
Ωk = 0, the resulting 1 σ errors of Models II and VIII are shown in Fig. 3.
To try to get an estimate of the uncertainty in χ2
Min
itself, and to check the stability of the numbers in Table I,
we have done approximately 120 bootstrap simulations. These simulations consist of constructing new data sets
by randomly selecting 157 events from the original data set. We do enough such simulations that each event
gets used about the same number of times. We then calculate the average χ2
Min
for the simulations and, to find
6FIG. 3: (Color online) Same as Fig.2 except that ΩX = 1 − ΩM .
an error for χ2
Min
, take the standard deviation of the set of χ2
Min
. We also find the average and the standard
deviation for each of the parameters. These results are given in Table II. The values of the parameters and the
errors in the parameters are very consistent with those given in Table I. In fact for the cases where only one or
two parameters are fit they are almost identical. The values of χ2 for the individual simulations vary from ∼ 110
to ∼ 230 with a standard deviation of about 20. Thus, from these simulations, we conclude that the values in
Table I are robust and that χ2
Min
is uncertain by 10 − 15%.
4. CONCLUSIONS
If we take the cosmological constant case (w0 = −1, w1 = 0) and fit ΩM or Ωk we get the preferred answer of
0.3 or 0 (see Models X and XI in Table I). Or if we hold ΩM = 0.3 and Ωk = 0 and fit w0 we get the preferred
7Model χ
2
w0 w1 ΩM ΩX
Ib. 169.8 ± 19.6 −12.5 ± 14.2 3.8 ± 122.5 0.28 ± 0.18 0.36 ± 0.11
IIb. 171.1 ± 20.3 −3.05 ± 3.38 0.65 ± 20.7 0.42 ± 0.15 1 − ΩM
IIIb. 173.2 ± 19.6 −1.57 ± 0.34 3.2 ± 1.8 0.3 0.7
IVb. 170.0 ± 20.2 −8.3 ± 7.7 0 0.34 ± 0.16 0.55 ± 0.41
Vb. 171.3 ± 20.2 −3.30 ± 3.19 0 0.47 ± 0.10 1 − ΩM
VIb. 177.2 ± 19.5 −1.02 ± 0.12 0 0.3 0.7
VIIb. 170.0 ± 19.4 −11.2 ± 10.5 −1.4 ± 82.8 0.29 ± 0.18 0.39 ± 0.20
VIIIb. 172.4 ± 19.6 −3.10 ± 3.22 1.4 ± 6.3 0.43 ± 0.14 1 − ΩM
IXb. 173.7 ± 19.6 −1.40 ± 0.26 1.64 ± 0.95 0.3 0.7
Xb. 177.2 ± 19.4 −1 0 0.31 ± 0.04 1 − ΩM
XIb. 177.2 ± 19.4 −1 0 0.3 0.72 ± 0.10
XIIb. 174.2 ± 19.5 −1 0 0.46 ± 0.11 0.98 ± 0.19
TABLE II: The averages of approximately 120 bootstrap simulations for the models of Table I. The errors are the standard
deviations.
answer of −1 (Model VI). However, if we try to fit even two of the three w0,ΩM ,Ωk as in Models V or XII, the
fitted values are not the preferred ones although the errors are large enough to make the parameters consistent
with the desired values. This can be seen in some detail in the w0−ΩM confidence contours for Model V, shown
in Fig. 4. Model XII, shown in more detail in Fig. 1, was our original motivation.
Our Models III and IX are models 9 and 7 of Ref. [10]. That paper used the 2003 data set [4, 5]; when we
ran with that data set, and included the extra error due to the peculiar velocity as in [10], we were able to find
a smaller value for χ2
Min
in both of these cases; perhaps we used a different expression for the pecular velocity
error. In any case a smaller χ2
Min
is not very important in view of the large uncertainty in χ2
Min
indicated by
the simulations. What is important, in view of this uncertainty, is that small relative values of χ2
Min
do not
indicate which models are a better fit. Also the ability to find the lowest χ2 is essential to determining the errors
on the parameters; if the lowest χ2 is not found the errors will appear to be smaller than they actually are.
We found much larger errors for the parameters than those given in Ref. [10] and this seems not to be due to
uncertainity in handling the pecular velocity error. For example our result for Model III is w0 = −1.74 ± 0.39,
w1 = 5.04 ± 2.25.
If we include structure in w(z), as in Models I, II, III, which use w(z) = w0 + w1 z/(1 + z) or VII, VIII, IX,
which use w(z) = w0 + w1 z, then the errors get very large and it is hard to draw any conclusions even if ΩM
and Ωk are fixed. What does seem clear, from the similarity of the results for Models I and VII, II and VIII,
and III and IX is that low z events are still dominating. (w1 of Models VII, VIII, and IX should be compared
with w0 + w1 of Models I, II, and III.) The factor of (1 + z) in the denominator of Eq. (17) is effectively just 1.
8FIG. 4: (Color online) The 68.3% (red), 90% (dark blue), 95.4% (blue) and 99.7% (green) confidence contours for the
case ΩX = 1 − ΩM and px = w0ρx (model V) are shown. The cross indicates the best fit, and the solid circle is the fit
requiring ΩM = 0.3. The dashed line separates accelerating (to the left) from decelerating (to the right) cosmologies.
We have checked that this is also true for the gold plus silver data set. Thus comparing models for the equation
of state of the dark energy will remain something of a mug’s game until there exists substantially more data at
higher values of z.
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