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Abstract 
Forecasting energy usage is a challenge that enables power suppliers to address particular behaviors. These 
activities that power suppliers may perform include finding out the customers' behavior in order to adapt their 
prices to their consumption or the intervals at which energy demand will be higher and have planned the 
adjustment of supply chains. To this end, an evaluation should be carried out of the methods that make it possible 
to predict the energy consumption of the future according to the consumption history and other parameters of 
the users themselves. In this paper we discuss the main machine-learning methods for the prediction of power 
consumption using a one-year data set of a shoe store. The revision made it possible to notice that for the data 
set applying Linear Regression and Support Vector Regression a success of 85.7% has been achieved with the 
best results provided. 
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1. Introduction 
Machine Learning is a scientific discipline in the field of Artificial Intelligence that produces systems 
that automatically learn. Learning in this context involves identifying sophisticated models in huge amounts 
of data. An algorithm that reviews data and is capable of accurately predicting future behaviour is actually 
the machine that learns.  In this context, it implies that such systems are automatically improved over time 
without any human interaction. In the energy field, Machine Learning allows energy traders to predict when 
a consumer will use more power in order to adapt their bills or manage their energy provision. In other 
words, with Machine Learning you can go from being reactive to being proactive [1][2][3]. Historical data 
of all clients, properly structured and processed in blocks, create a database that can be used to predict 
upcoming power consumption, so that they can customize their marketing channels with new prices or 
adjust their supply routes to prevent high energy demand issues, etc. 
This paper presents a survey of the most important learning models of machines used to predict 
electricity demand. In addition, this review will allow us to know which variables have a higher incidence 
in energy consumption [4][5][6]. Firstly, to predict energy consumption before the Smart Grids, to adjust 
the demand, and then to predict the energy consumption of smaller consumers so that it can be established 
whether the energy-saving recommendations made to users, which are based on their own behaviour 
patterns, are effective. 
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The developed system employs a system that implements the machine learning models, as well as the 
auxiliary tasks of data extraction. The main contributions of this paper are summarized as follows: 
• A literature review of the main machine learning models focused on energy usage prediction. 
• A case study in which it has been possible to compare the efficiency of the methods studied. 
This article is organized as follows: section 2 describes the state of the art of machine learning models 
used in energy predictions, Section 3 describes the proposal, and Section 4 presents the results and 
conclusions. 
2. Home Energy Management System Machine Learning Models for Predicting Electrical Energy 
Consumption 
This section details the need to carry out an exhaustive review of the main models of prediction of energy 
consumption, as well as the variables with which these algorithms or models are used, as well as the type 
of systems that use them. In order to achieve the marked goal of showing which machine learning model 
produces the best energy prediction results in a house in this subsection, we will review the literature. 
Linear Regression (LR) is a model that allows to know the relationship between the response variable 
(energy consumption) and the return variables (the other variables). The objective of regression analysis as 
a causal method is to forecast the demand for energy from one or more causes (independent variables), 
which may be, for example, the day of the week, price of energy, presence in housing or other variables. 
Linear regression is a method that is used when a trend in historical forecast data is evident. Due to this, 
and its simple application has been used in numerous works related to the prediction of electricity 
consumption. 
In [7], Bianco et al. made a comparison with the consumption forecasts of other countries, based on 
complex econometric models, such as Markal-Time, demonstrating that the developed regressions are 
consistent with official projections. Other studies, such as the one developed by Mohamed and Bodger [8] 
studied a model for electricity forecasting in New Zealand. The model is based on multiple linear regression 
analysis, considering economic and demographic variables. Saab et al. [9], instead, investigated different 
univariate modelling methodologies to forecast monthly electric energy consumption in Lebanon. These 
studies have shown outstanding results using this statistical model. 
Support Vector Regression (SVR) have been used regularly in the prediction of electrical consumption 
[10], [11]. The SVRs have also been used together with other techniques to obtain better results in terms of 
prediction such as ant colony optimization that serves to perform feature extraction and avoid training with 
a large data set, many of them redundant [12]. Kavaklioglu developed a method based on SVR that allowed 
to predict the consumption of energy in Turkey, for it he first made a model of each variable such as gross 
national product, imports and exports and these models were combined to produce consumption prediction 
values. The data set consisted of thirty-one-year data and the model was able to predict the next six years 
[13]. One of the reference algorithms in terms of making predictions is K-Nearest Neighbors (KNN). This 
algorithm has been widely used due in part to its simplicity and the ease to find similar instances in 
multivariate and large-dimensional feature spaces of arbitrary attribute scales. However, this method, 
insofar as it is limited to identifying past causes of the same dependent variable to coincide with future 
realizations, is not a causal approach to forecasting. Therefore, this method must be complemented with 
temporal information as variables that identify the day of the week, the day within the year or the week 
within the year in a way that facilitates the search in similar neighbors. [14]. This incorporation of temporary 
information will be incorporated in the process of preprocessing the data. This methodology has been used 
in several studies to make predictions of both photovoltaic plants and electricity Price forecasting [15], 
[16]. Random Forests (RF) is another machine learning model widely used to make predictions since parea 
a broad set of data produces a classifier with a great success rate [17]. As in KNN, variables that provide 
temporal value must be used to improve the prediction to be made. One of the studies that has used RF with 
a large percentage of success to make predictions of electricity consumption in the province of Tucumán, 
Argentina is carried out by Diego F. Lizondo et al. [18].  
Gaussian Process Regression (GPR) to powerful machine learning model to perform Bayesian inference 
about functions. GPR is a model whose regression of the Gaussian process is generalized much better, being 
often much better than other regression methods, especially when the availability of sufficient training data 
is a problem [19]. Works such as the one made by Hu & Wang show how, with a set of data that is not 
excessively broad, they achieve more than satisfactory prediction results. These same authors in another 
research work make a comparison between different methods such as ARIMA (Autoregressive Integrated 
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Moving Average), ELM (Extreme Learning Machine), SVM (Support Vector Machine), Decision Tree 
(DT) and LSSVM (Least Square SVM) using a GPR [20][21][22][23]. In this comparison highlights the 
success rate of GPR. 
From the present review of the state of the art, it is clear which are the machine learning models that 
show the best rate of success in varied data sets. From this review it is also extracted which variables are 
suitable to introduce to incorporate temporal information that is very suitable for certain algorithms such 
as KNN or RF. In the proposed system that will allow us to assess which of these models has a higher 
prediction rate for a shoe store data set, a system will be developed that will implement the following 
models LR, KNN, RF, SVR and DT. 
3. Parameter Study for Dataset Training of Machine Learning Models 
To meet the objective of checking which machine learning model has the best percentage of success, the 
system is specifically designed to preprocess the data in the data set and apply the selected models in the 
state of the art. The case study with which the evaluation of the system has been developed has made it 
possible to provide data on energy consumption and the value of other variables used for the evaluation of 
the system that implements the energy consumption prediction algorithms. For the evaluation of machine 
learning models, the system has used a set of data belonging to a shoe store located in Salamanca, Spain. 
The data in the data set belong to the range between 05/01/2016 and 11/12/2018. The data set consists of the 
date, day of week, day of year, week, weekend, Previous day electricity consumption (kWh), electricity 
consumption (kWh), as shown in Error! Reference source not found. 
Table 1: Example of data from the dataset. 
Date Day of week Day of year Week Weekend Prev. day 
electricity 
consumption 
Electricity 
consumption 
2016-01-05 1 5 1 0 26.0950 20.374 
2016-01-06 2 6 1 0 16.1960 12.018 
2016-01-07 3 7 1 0 11.6495 11.281 
2016-01-09 5 9 1 1 11.2080 11.102 
2016-01-09 5 9 1 1 11.2080 11.314 
The data set includes the electricity consumption of the previous day, since a training process was first 
performed without using the data set with this variable and the machine learning models did not yield good 
prediction values.Although there is a natural relationship between the day of the year and the energy 
consumption, the strong variations in the latter due to external causes make this an insufficient predictor, as 
evidenced by the low values of the Pearson correlation index. Pearson correlation that reveals the importance 
of including the variable Previous day, with r = 0.921. To complete this information, the consumption of the 
previous day has been used as an additional attribute, with which there is a clear correlation, as shown in the 
right part of the same figure. Weekends are also important to determine the energy consumption, as shown 
by the conditional distributions. To provide a better representation of the day of the year, it has been linearly 
scaled to the range [0,1], continuously mapping the summer solstice to 1 and winter solstice to 0. 
The present section shows the results obtained in terms of scheduling of the appliances defined by the 
dependency vector and the energy bought from the network. Once prepared the set of data that better 
conditions presents to train the models is necessary to train them so that we can perform the prediction 
processes. Models are built with different methods, using the transformed day of theyear,  the previous day 
energy consumption,  and the business day or weekendcondition.  Actual vs predicted values are shown in 
Fig. 1. 
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Fig. 1: Scatter plots of the actual values vs predicted values of every machine learning model used by the system. 
Table 2 shows quite similar prediction results highlighting Support Vector Regression. However, these 
results can be improved by using a selection of paramenters that are used to enhance the training process. 
Table 2: Machine learning methods score without parameters selection. 
Machine learning method Accuracy 
Random Forest 0.798 
Decision Tree 0.641 
K-Nearest Neighbors 0.843 
Support Vector Regression 0.844 
Linear Regession 0.857 
 
The individual results of each Machine Learning model are shown below using a selection of the 
parameters that produce the best prediction results. In Error! Reference source not found. we can see the 
results of Random Forest 
Table 3 shows the precision results of the machine learning models used, using the method of 
selecting the parameters that produce the best results in the prediction process for each of the models. 
You can see how there is a slight improvement over the method that uses all the parameters in the 
prediction. 
Table 3: Machine learning methods score with the selection of the best parameters to train. 
Machine learning method Accuracy 
Random Forest 0.799 
Decision Tree 0.830 
K-Nearest Neighbors 0.854 
Support Vector Regression 0.857 
Linear Regession 0.857 
4. Conclusions 
This paper has presented a review of the main models of machine learning focused on the prediction of 
energy consumption. Specifically, the models of machine learning that the literature shows that better 
results produce (K-Nearest Neighbors, Linear Regression, Random Forests, Support Vector Regression and 
Decision Tree) have been evaluated. 
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In the case of the study that has allowed the evaluation of machine learning models, daily consumption 
data of a dwelling composed of two people have been used. These data have made it possible to know that 
the LR and SVR has obtained 85.7% accuracy, partly due to the inclusion of the previous day in the training 
process, with Random Forest being the model with the worst result, being 79.9%. However, this comparison 
does not mean that LR and SVR is better than the rest of the models, simply because it fits better the 
variables that make up the dataset (day, weekday, week, presence and so). 
As future work is proposed the expansion of variables to be incorporated into the data set as the outdoor 
temperature, solar radiation on the facade of the building, relative humidity or precipitation measurement 
among others, as well as a comparison against other models of machine learning or statistical methods. 
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