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Abstract
Let H be a separable complex infinite-dimensional Hilbert space. All similarity invariant
real linear subspaces of B(H), the Banach algebra of all bounded linear operators on H ,
are characterized. As an application, all continuous additive surjective maps on B(H) which
preserving similarity in both directions are completely classified.
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1. Introduction
The linear preserver problems, i.e., the problems of determining linear maps  on
operator algebras preserving certain properties, was firstly considered long ago. His-
torically, the authors were fascinated with finite dimensional space case, that is, the
linear preserver problems on matrix algebras. Only recently was the attention shifted
to infinite dimensional space case. Many results obtained by now reveal the relations
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between linear structure and algebraic structure as well as geometric structure of
operator algebras from some new aspects (see [6,10]).
Characterizing the similarity preserving linear maps is an interesting one which
attracts many authors’ attention among linear preserver problems. In [4,11] the linear
surjective maps which preserve similarity on matrix algebras were classified com-
pletely. The similarity linear preserver problem for infinite dimensional cases was
firstly attacked by Ji and Du in [9] (also, see [7,8] for some related results). In [9],
based on a characterization of similarity invariant complex linear subspaces, Ji and
Du gave a classification of bounded linear maps onB(H) which preserving similar-
ity in both directions, where H is a separable complex infinite dimensional Hilbert
space. It was shown in [9] that there are exactly three non-trivial similarity invariant
(complex) linear subspaces, i.e., CI , K(H) and {λI + K | λ ∈ C,K ∈K(H)}; a
bounded linear surjective map  : B(H) → B(H) preserves the similarity of op-
erators in both directions if and only if there exist a scalar c and an invertible op-
erator A ∈ B(H) such that either (T ) = cATA−1 for all T ∈ B(H), or (T ) =
cAT tA−1 for all T ∈ B(H), where T t denotes the transpose of T with respect to a
fixed but arbitrary orthonormal basis of H . We note that the same characterization of
similarity invariant complex closed subspaces ofB(H) was firstly completed in [2].
A more general question is to regard B(H) as a ring and consider maps which
are additive only. The purpose of this paper is to characterize the similarity invariant
real linear subspaces of B(H) and describe all continuous additive surjective maps
preserving similarity in both directions on B(H). We show that every non-trivial
similarity invariant real linear subspace takes one of the following forms: Mλ0 ={λλ0I | λ ∈ R} for some complex number λ0 /= 0, CI , K(H), Mλ0 +K(H) for
some complex number λ0 /= 0 andCI +K(H) (see Theorem 2.7). By applying this
result, we also show that a continuous additive surjective map on B(H) preserves
similarity in both directions if and only if there exists a non-zero constant α ∈ C
and a bounded bijective linear or conjugate linear operator A on H such that ei-
ther (X) = αAXA−1 for all X ∈ B(H), or (X) = αAXtA−1 for all X ∈ B(H),
where Xt denotes the transpose of X relative to an arbitrarily given orthonormal
basis of H (see Theorem 3.1). Since the continuous additive maps is real linear, we
in fact deal with the problem of describing the real linear maps preserving similarity
in both directions. Our approach mainly follows that in [9]. Moreover, in our proof
of Theorem 3.1, we make up a gap in the proof of a key lemma, i.e., Lemma 3.6, in
[9].
In order to give our main results, we need some symbols and terminologies. In this
paper, H will be a separable complex infinite dimensional Hilbert space with inner
product 〈·, ·〉, andB(H) will denote the operator algebra of all bounded linear oper-
ators on H , ⊆ and ⊂ denote inclusion and proper inclusion, respectively. For x ∈ H ,
[x] denotes the complex linear subspace spanned by x. Let A, B ∈ B(H). A ∼ B
means that A is similar to B, that is, there is an invertible operator T ∈ B(H) such
that A = T −1BT . S(A) denotes the similarity orbit of A, i.e., S(A) = {T −1AT |
T ∈ B(H) is invertible}, andS(A) denotes the norm closure ofS(A). A subsetM
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of B(H) is said to be similarity invariant if S(A) ⊆M for every A ∈M; if, in
addition, M is a closed real (or complex) linear subspace, it is called a similarity
invariant real (or complex) linear subspace. An additive map  on B(H) is said to
be similarity preserving if A ∼ B implies (A) ∼ (B). We say that  preserves
similarity in both directions if A ∼ B if and only if (A) ∼ (B). For an operator
T ∈ B(H), R(T ), ker(T ), and σ(T ) will stand for the range, the kernel and the
spectrum of T , respectively; T is a rank one operator if and only if there exists
vectors x, y ∈ H such that T = x ⊗ y, where x ⊗ y is defined by z 
→ 〈z, y〉x. For
the sake of convenience, we shall not distinguish identities acting on different spaces
and denote them by I if there is no danger of confusion.
2. Similarity invariant real linear subspaces in B(H)
In this section, we characterize the similarity invariant real linear subspaces in
B(H). We begin with several lemmas.
Lemma 2.1. Let A ∈ B(H). For any T ∈S(A), we have σ(A) ⊆ σ(T ).
Recall that an operator T is called polynomially compact if P(T ) is a compact
operator for some polynomial P.
Lemma 2.2 [1, Corollary 9.37]. Let A ∈ B(H). Then σ(T ) = σ(A) for all T ∈
S(A) if and only if A is a polynomially compact operator. S(A) is closed if and
only if A is similar to a normal operator with finite spectral points.
Lemma 2.3 [3, Lemma 8.1]. If Q ∈ B(H) is quasinilpotent and Qk /= 0 for all k =
1, 2, . . . , thenS(Q) contains all compact quasinilpotent operators.
Lemma 2.4. Let M be a similarity invariant real linear subspace and T ∈M. If
T /= 0 and there exists an integer k such that T k = 0, thenM containsK(H).
Proof. First we prove that M contains a rank one nilpotent operator. Assume T ∈
M with T k−1 /= 0. Let H = ker(T ) ⊕ ker(T )⊥. Then T has the following opera-
tor matrix form: T =
(
0 A
0 B
)
. Let Vm =
(
I 0
0 mI
)
and T1 = limm→∞ VmT V −1m ,
then T1 =
(
0 0
0 B
)
. It follows that T0 = T − T1 ∈M and T 20 = 0. Note that A /= 0,
so T0 /= 0. Without loss of generality, we may assume that T 2 = 0. So there exists
a non-zero vector x ∈ ker(T )⊥ such that T x = y /= 0. Because R(T ) ⊆ ker(T ), we
have 〈x, y〉 = 0. With respect to the space decomposition H = (ker(T )  [y]) ⊕
[y] ⊕ [x] ⊕ (ker(T )⊥  [x]),
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T =


0 0 0 A1
0 0 α B1
0 0 0 0
0 0 0 0


for some constant α /= 0. Define
Gm =


I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 mI

 ;
then
T2 = lim
m→∞GmTG
−1
m =


0 0 0 0
0 0 α 0
0 0 0 0
0 0 0 0

 ∈M.
It is obvious that T2 is a rank-one nilpotent operator. Next we will prove that M
contains {λP | λ ∈ C} for all rank one projection P . SinceM is similarity invariant,
so M contains all rank-one nilpotent operators. Let {en}∞n=1 be an arbitrary ortho-
normal sequence of H . Note that for each pair (i, j) with i /= j , ei ⊗ ej is rank one
nilpotent. It follows that αe1 ⊗ ei + αei ⊗ e1 ∈M for every positive integer i  2
and every α ∈ C. It is easy to see that αe1 ⊗ ei + αei ⊗ e1 is similar to αe1 ⊗ e1 −
αei ⊗ ei for i = 2, 3, . . . , so αe1 ⊗ e1 − αei ⊗ ei ∈M(i = 2, 3, . . .). Therefore
1
m
∑m+1
i=2 (αe1 ⊗ e1 − αei ⊗ ei) = αe1 ⊗ e1 − αm
∑m+1
i=2 ei ⊗ ei ∈M for every posi-
tive integer m  2. Thus limm→+∞
∥∥∥αe1 ⊗ e1 − (αe1 ⊗ e1 − αm ∑m+1i=2 ei ⊗ ei)
∥∥∥
= limm→+∞
∥∥∥ αm ∑m+1i=2 ei ⊗ ei
∥∥∥ = limm→+∞ |α|m = 0. So αe1 ⊗ e1 ∈M. Simi-
larly αei ⊗ ei ∈M for i = 2, 3, . . . For any rank one operator x ⊗ y, writing y =
α x‖x‖ + z with 〈z, x〉 = 0, we have x ⊗ y = ‖x‖
(
x
‖x‖ ⊗ α x‖x‖ + x‖x‖ ⊗ z
)
. This
shows that M contains all rank one operators, and hence, K(H) ⊆M since
M is real linear. 
Lemma 2.5. Let T ∈ B(H). If T is an non-zero nilpotent operator, then S(T )
contains a rank one nilpotent operator.
Proof. From the proof of Lemma 2.4, we need only to check S(T ) contains a
square-zero operator. If T 2 = 0, there is nothing to do. If T k = 0 for some integer
k > 2, then
T =


0 T12 T13 · · · T1k
0 0 T23 · · · T2k
...
...
...
.
.
.
...
0 0 0 · · · T(k−1)k
0 0 0 · · · 0


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with respect to space decomposition H = ker T ⊕ (ker T 2  ker T ) ⊕ · · · ⊕
(ker T k  ker T k−1). A argument similar to that in the proof of lemma 2.4 shows
that
W =


0 0 0 · · · 0
0 0 T23 · · · T2k
...
...
...
.
.
.
...
0 0 0 · · · T(k−1)k
0 0 0 · · · 0

 ∈S(T ).
Obviously Wk−1 = 0. Now, it is easy to see thatS(T ) contains a square-zero oper-
ator. 
Lemma 2.6 ([9, Lemma 2.6] or [6, Lemma 4.7.6]). If A ∈ B(H) and if A2 = 0,
then A ∼ A∗.
Now, we give our main theorem in this section.
Theorem 2.7. M ⊆ B(H) is a similarity invariant real linear subspace if and only
ifM is one of the following subspaces:
(1) {0}.
(2) Mλ0 = {λλ0I | λ ∈ R} for some complex number λ0 /= 0.
(3) CI.
(4) K(H).
(5) Mλ0 +K(H) for some complex number λ0 /= 0.
(6) CI +K(H).
(7) B(H).
Proof. The sufficiency is evident. So we only need to prove the necessity. Firstly,
we give two claims which are very important for our purpose.
Claim 1. For all A ∈ B(H) and B ∈M, the commutator [A,B] = AB − BA ∈
M. Indeed, eAtBe−At ∈M for all t ∈ R. Hence ddt (eAtBe−At ) |t=0= AB − BA ∈
M.
Claim 2. IfM is not contained in CI, thenK(H) ⊆M.
Let A ∈M and x ∈ H such that Ax and x are linearly independent. Then by
Claim 1, B = Ax ⊗ y0 − x ⊗ A∗y0 ∈M for a fixed non-zero vector y0 ∈ H . Let
x0, z ∈ H be such that 〈x0, y0〉 = 0, 〈x0, A∗y0〉 = 0, 〈Ax, z〉 = 1, 〈x, z〉 = 0. Then
by Claim 1 again, x0 ⊗ y0 = [x0 ⊗ z, B] ∈M. Now, using the final part of proof of
Lemma 2.4, Claim 2 is proved.
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LetM1 be the norm closure ofM+ iM. ThenM1 is a similarity invariant closed
complex linear subspace. It follows thatM1 = {0}, orM1 = CI ,M1 =K(H), or
M1 = CI +K(H), or M1 = B(H). Therefore, we have that either M ⊆ CI +
K(H) orM1 = B(H). IfM ⊆ CI , thenM has the form of (1) or (2) or (3). Now
assume thatM is not contained in CI . Then by Claim 2, we have that either
K(H) ⊆M ⊆ CI +K(H),
or
M1 = B(H).
In the former case, it is easy to verify that M has the form of (4) or (5) or (6). In
the latter case, we will prove that M = B(H). Let A ∈ B(H). Then there are An,
Bn ∈M such that limn→∞(An + iBn) = A. Thus for any B ∈ B(H), by Claim 1
[A,B] = lim
n→∞[An + iBn,B] = limn→∞([An,B] + [Bn, iB]) ∈M.
So,M contains all commutators. But it is well known that every operator inB(H) is
the sum of two commutators (see problem 234 in [5]). It follows that M =
B(H). 
3. Similarity preserving additive maps on B(H)
By use of the results in Section 2, we will give a characterization of all continuous
additive surjective maps on B(H) which preserve similarity of operators in both
directions.
The following is our main result in this section.
Theorem 3.1. Let H be a separable infinite-dimensional complex Hilbert space
and let  be a continuous additive surjective map on B(H). Then  is similarity
preserving in both directions if and only if there exist a non-zero constant α ∈ C
and a bounded bijective linear or conjugate linear operator A on H such that ei-
ther(X) = αAXA−1 for all X ∈ B(H), or(X) = αAXtA−1 for all X ∈ B(H),
where Xt denotes the transpose of X relative to an arbitrarily given orthonormal
basis of H.
Before the proof of the main result is given, some lemmas are needed.
Lemma 3.2. Let  be a continuous additive similarity preserving map onB(H). If
 is surjective, then  is injective.
Proof. Since  is similarity preserving, ker() is a similarity invariant real lin-
ear subspace of B(H). So ker() must be one of the seven forms described in
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Theorem 2.7. We need to prove that ker() = 0. In fact, it is easy to see that 2,
3, 4 are also similarity preserving additive maps and
ker() ⊆ ker(2) ⊆ ker(3) ⊆ ker(4) ⊂ B(H).
If ker() /= 0, then {0} ⊂ ker() ⊂ ker(2) ⊂ ker(3) ⊂ ker(4) ⊂ B(H) because
 is surjective. However, it is impossible since there is no such similarity invariant
real linear subspace chain in B(H) by Theorem 2.7. So  is injective. 
In the following Lemmas, let be a continuous additive surjective map onB(H),
and assume that  is similarity preserving in both directions.
Lemma 3.3. ({λI | λ ∈ C}) = {λI | λ ∈ C},(K(H)) =K(H),({λλ0I | λ ∈
R}) = {λµ0I | λ ∈ R}.
Proof. Let M1 = −1({λµ0I | λ ∈ R}), M2 = −1({λI | λ ∈ C}), M3 = −1
(K(H)). Then by Lemma 3.2, M1, M2 and M3 are similarity invariant real lin-
ear subspaces satisfying M1 ∩M3 = {0}, M2 ∩M3 = {0}, M1 ⊂M2. Now the
lemma is an easy consequence of Theorem 2.7. 
Lemma 3.4. (T ) is quasinilpotent if T is. In addition, if T is rank one nilpotent,
so is (T ).
Proof. Assume T is quasinilpotent, i.e., σ(T ) = {0}. By Proposition 5.13 in [10],
there exists a sequence {Vn} of invertible operators such that limn→+∞ Vn−1T
Vn = 0, which, together with the continuity of , implies that limn→+∞ 
(Vn
−1T Vn) = 0. Since  is similarity preserving, it follows that (Vn−1T Vn) ∈
S((T )) for each n. Thus we have 0 ∈S((T )). By Lemma 2.1, σ((T )) = {0}.
Hence  preserves quasinilpotent operators. To prove the second assertion of the
lemma we need only to prove that there exists a rank one nilpotent operator T such
that(T ) is also rank one since is similarity preserving. Let x and y be two vectors
in H such that 〈x, y〉 = 0; then x ⊗ y is a rank one nilpotent operator. Noting that
−1 is also similarity preserving, by Lemma 3.3, there exists a compact quasinilpo-
tent operator Q such that (Q) = x ⊗ y. If Qk /= 0, k = 1, 2, . . . , then by Lemma
2.3, S(Q) contains all compact quasinilpotent operators. Thus there exists a rank
one nilpotent operator in S(Q). If Qk = 0 for some integer k, then, by Lemma
2.5, there still exists a rank one nilpotent operator inS(Q). So, in any case,S(Q)
contains a rank one nilpotent operator T . This entails that (T ) ∈S(x ⊗ y) and
therefore, (T ) is a rank one nilpotent operator. 
Lemma 3.5. (λx ⊗ y) is a rank one operator for every rank one idempotent x ⊗ y
and every complex number λ /= 0.
Proof. We note that (S(T )) =S((T )) for every operator T since  is sim-
ilarity preserving in both directions. By Lemma 2.2, S(λx ⊗ y) is closed. Thus
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S((λx ⊗ y)) is also closed because  is a continuous bijective real linear map
on B(H) so that −1 is also continuous by the open mapping theorem. Again by
Lemma 2.2, (λx ⊗ y) is similar to a normal operator N with finite spectral points.
Without loss of generality, we may assume that (λx ⊗ y) = N . We will prove that
σ(N) contains exactly two points. In fact, by Lemma 3.3, N is a non-zero compact
operator, hence σ(N) can not contain only one point. If σ(N) contains at least three
points, say, σ(N) ⊇ {λ1, λ2, λ3}, then we can write
N =


λ1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 N1

 .
Let ξ ∈ ker(N − λ1I ), η ∈ ker(N − λ2I ), and γ ∈ ker(N − λ3I ) be unit vectors. It
is obvious that 〈ξ, η〉 = 〈ξ, γ 〉 = 〈η, γ 〉 = 0 and
N ∼ N + ξ ⊗ η ∼ N + η ⊗ γ ∼ N + ξ ⊗ η + η ⊗ γ,
which implies that
−1(N) ∼ −1(N + ξ ⊗ η) ∼ −1(N + η ⊗ γ )
∼ −1(N + ξ ⊗ η + η ⊗ γ ),
because −1 is similarity preserving. By Lemma 3.4, −1(ξ ⊗ η) = f1 ⊗ g1, −1
(η ⊗ γ ) = f2 ⊗ g2 for some vectors fi and gi (i = 1, 2) with 〈f1, g1〉 = 〈f2, g2〉 =
0. Hence we have
λx ⊗ y ∼ λx ⊗ y + f1 ⊗ g1 ∼ λx ⊗ y + f2 ⊗ g2
∼ λx ⊗ y + f1 ⊗ g1 + f2 ⊗ g2.
Clearly, λx ⊗ y, λx ⊗ y + f1 ⊗ g1, λx ⊗ y + f2 ⊗ g2 and λx ⊗ y + f1 ⊗ g1 +
f2 ⊗ g2 are all rank one operators. It follows that f1 = µ1λx or g1 = θ1y and f2 =
µ2λx or g2 = θ2y. Since ξ ⊗ η + η ⊗ γ is a rank two nilpotent, by Lemma 3.4, f1 =
µ1λx and f2 = µ2λx (resp. g1 = θ1y and g2 = θ2y) can not hold at the same time.
If f1 = µ1λx, then g2 = θ2y. So λx ⊗ y + f1 ⊗ g1 + f2 ⊗ g2 = λx ⊗ y + µ1λx ⊗
g1 + f2 ⊗ θ2y = λx ⊗ (y + µ1g1) + f2 ⊗ θ2y. Since λx is linearly independent of
f2, we have θ2y = δ(y + µ1g1) for some constant δ ∈ C. Thus y and g1 are linearly
dependent. Notice that neither y nor g1 is zero, so g1 = θ1y, which implies that both
g1 = θ1y and g2 = θ2y hold at the same time, a contradiction. Similarly, f2 = µ2λx
will also lead to a contradiction. Hence σ(N) contains exactly two points. Moreover,
by Lemma 3.3, N is compact. So we may assume that σ(N) = {0, µ}. It remains
to prove that N is of rank one. Otherwise, we have dim ker(N − µI)  2. Taking
unit vectors ξ1, ξ2 ∈ ker(N − µI) with 〈ξ1, ξ2〉 = 0 and unit vectors η1, η2 ∈ ker(N)
with 〈η1, η2〉 = 0 (this is possible since dim ker(N) = ∞), we have
N ∼ N + ξ1 ⊗ η1 ∼ N + ξ2 ⊗ η2 ∼ N + ξ1 ⊗ η1 + ξ2 ⊗ η2
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and
−1(N) ∼ −1(N + ξ1 ⊗ η1) ∼ −1(N + ξ2 ⊗ η2)
∼ −1(N + ξ1 ⊗ η1 + ξ2 ⊗ η2),
which are impossible as showed above. So dim ker(N − µI) = 1 and hence (λx ⊗
y) is of rank one. The proof is completed. 
Now we are in a position to give the proof of our main result.
Proof of Theorem 3.1. The sufficiency is evident, so we need only to check the
necessity. By Lemmas 3.4 and 3.5,  maps a rank one operator to a rank one op-
erator. Thus  :F(H) →F(H) is an additive bijective map preserving operators
of rank one in both directions where F(H) denotes the collection of all finite rank
operators on H . By [12], there exists a ring automorphism τ : C → C and there are
τ -quasilinear bijective transformations A,C : H → H such that either
(x ⊗ y) = Ax ⊗ Cy for all x, y ∈ H (3.1)
or
(x ⊗ y) = Ay ⊗ Cx for all x, y ∈ H. (3.2)
Recall that a map A is called τ -quasilinear if A is additive and A(λx) = τ(λ)x for
all λ ∈ C and for all elements x in its domain, where τ is a ring automorphism of C.
Since is continuous, it is easily seen that τ is also continuous. Thus τ(λ) = λ for all
λ ∈ C or τ(λ) = λ¯ for all λ ∈ C. So A and C are linear or conjugate linear. We claim
that AC∗ = C∗A = αI . If (3.1) holds, let x and y be any two vectors in H such that
〈x, y〉 = 0. By Lemma 3.4, we have 〈Ax,Cy〉 = 0, which implies that C∗Ax = αxx
for every x ∈ H . Thus we have C∗A = αI for some constant α /= 0. Since A and C
are bijective maps, we get C∗A = AC∗ = αI . The case (3.2) is treated with similar-
ly. It follows from the continuity of  that (K) = αAKA−1 for every K ∈K(H)
or (K) = αAK tA−1 for every K ∈K(H), where the transpose is taken with re-
spect to an arbitrarily fixed orthonormal basis of H . By Lemma 3.3, we see that
(I ) = µ0I for some µ0 /= 0. Define(X) = µ−10 A−1(X)A. Then is also sim-
ilarity preserving in both directions satisfying(I ) = I and(K) = λ0K for every
compact operator K , where λ0 = αµ0 . Thus, without loss of generality, we may as-
sume (I ) = I and (K) = λ0K for every K ∈K(H). To complete the proof, we
have to show that λ0 = 1 and (X) = X for all X ∈ B(H).
We remark here that there is a gap in the proof of [9, Lemma 3.6], where the au-
thors defined similarly by(X) = α−1A−1(X)A and then asserted that, without
loss of generality, we may assume that (I ) = I and (K) = K for all K ∈K(H).
But nowhere was it shown that (I ) = I in [9].
Let us prove that λ0 = 1 and (λP ) = λP for all scalars λ and all projections P .
To do this, we firstly let P ∈ B(H) be a projection such that both P and I − P are
of infinite rank. It is obvious that λP is similar to λ(I − P) for every λ /= 0.
For an arbitrarily given complex number λ /= 0, denote (λP ) = A. Then
S(A) =S((λP )) = (S(λP )) since  is similarity preserving in both
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directions. By Lemma 2.2, we have S(λP ) is closed. Thus S(A) is closed since
 is a real linear homeomorphism. So A is similar to a normal operator with finite
spectral points by Lemma 2.2 again. We claim that σ(A) contains exactly two points.
If σ(A) contains only one point, say, {λ′}, then A − λ′I is quasinilpotent. From
Lemma 3.3 and Lemma 3.4, −1(A − λ′I ) = λP − λ′′I is quasinilpotent, which
implies that P = I , a contradiction.
If σ(A) contains at least three points, i.e. σ(A) ⊇ {λ1, λ2, λ3}, then A may be
represented as
A =


λ1I A12 A13 A14
0 λ2I A23 A24
0 0 λ3I A34
0 0 0 A44


with respect to a suitable space decomposition H = H1 ⊕ H2 ⊕ H3 ⊕ H4. For any
unit vector xi ∈ Hi , i = 1, 2, 3, it is easy to see that
A ∼ A + x1 ⊗ x2 ∼ A + x2 ⊗ x3 ∼ A + x1 ⊗ x3.
So
−1(A) ∼ −1(A + x1 ⊗ x2) ∼ −1(A + x2 ⊗ x3) ∼ −1(A + x1 ⊗ x3),
that is
λP ∼ λP + 1
λ0
x1 ⊗ x2 ∼ λP + 1
λ0
x2 ⊗ x3 ∼ λP + 1
λ0
x1 ⊗ x3.
Since (λP )2 = λ(λP ), we have
(
λP + 1
λ0
xi ⊗ xj
)2 = λ (λP + 1
λ0
xi ⊗ xj
)
,
(i, j) = (1, 2), (2,3) and (1,3). Thus we obtain that P(xi ⊗ xj ) + (xi ⊗ xj )P = xi ⊗
xj , (i, j) = (1, 2), (2,3) and (1,3). So we have
〈x, xj 〉Pxi + 〈x, Pxj 〉xi = 〈x, xj 〉xi,
holds for (i, j) = (1, 2), (2, 3) and (1, 3) and for all x ∈ H . In particular, Pxi =
(1 − 〈xj , Pxj 〉)xi by setting x = xj . As P is a projection, it follows that either
Pxi = xi or Pxi = 0. Note that Pxi = xi implies that 〈xj , Pxj 〉 = 〈Pxj , Pxj 〉 = 0
and Pxi = 0 implies that Pxj = xj . If Px1 = x1, then we have
Px1 = x1 ⇒ Px2 = 0 ⇒ Px3 = x3 ⇒ Px1 = 0,
a contradiction. Similarly, Px1 = 0 also leads to a contradiction.
Thus σ(A) must contain exactly two points, say σ(A) = {λ1, λ2}.
Now, since A is similar to a normal operator, A has a matrix representation
A =
(
λ1I X
0 λ2I
)
with respect to a suitable space decomposition H = H1 ⊕ H2. As described above,
for a unit vector x ∈ H1, either Px = x or Px = 0. If there exists a unit vector x ∈
H1 such that Px = x, then we have PH2 = 0 and PH1 = H1. Otherwise, we have
PH1 = 0 and PH2 = H2. Without loss of generality, we may assume that R(P ) =
H1, that is P = PH1 . Because λP ∼ λ(I − P), we have (λP ) ∼ (λI) − (λP ),
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that is A ∼ f (λ)I − A, where we write (λI) = f (λ)I . Thus f (1) = 1 and λ1 +
λ2 = f (λ). For any non-zero vector x ∈ H2, denoting by Px the orthogonal pro-
jection from H onto [x], then λP + λPx ∼ λP because PPx = 0 and both P and
P + Px are infinite rank projections with infinite dimensional kernels. Thus we have
A ∼ A + λ0λPx . It is obvious that A also have the following matrix form:
A =

λ1I X12 X130 λ2I 0
0 0 λ2I


with respect the space decomposition H = H1 ⊕ [x] ⊕ (H2  [x]). Since
A + λ0λPx =

λ1I X12 X130 (λ0λ + λ2)I 0
0 0 λ2I


and σ(A) = σ(A + λ0λPx) = {λ1, λ0λ + λ2, λ2}, we must have λ1 = λ0λ + λ2. It
follows from λ1 + λ2 = f (λ) that λ1 = f (λ)+λ0λ2 and λ2 = f (λ)−λ0λ2 . So
(λP ) =
(
f (λ)+λ0λ
2 I X
0 f (λ)−λ0λ2 I
)
(3.3)
with respect to the space decomposition H = R(P ) ⊕ ker(P ). Let P1 be any
finite-rank sub-projection of P . Then both P − P1 and I − P + P1 are infinite rank
projections with infinite dimensional kernels. Thus
(λP − λP1) =
(
f (λ)+λ0λ
2 I X
′
0 f (λ)−λ0λ2 I
)
with respect to the space decomposition H = R(P − P1) ⊕ ker(P − P1). Since
ker(P − P1) = R(P1) ⊕ ker(P ), it is easy to see that (λP − λP1) has the form
(λP − λP1) =


f (λ)−λ0λ
2 I 0 0
Y1
f (λ)+λ0λ
2 I Y2
0 0 f (λ)−λ0λ2 I

 (3.4)
with respect to the space decomposition H = R(P1) ⊕R(P − P1) ⊕R(I − P).
On the other hand, with respect to the same space decomposition, we have
(λP − λP1) = A − λ0λP1
=


f (λ)+λ0λ
2 I 0 X1
0 f (λ)+λ0λ2 I X2
0 0 f (λ)−λ0λ2 I

−

λ0λI 0 00 0 0
0 0 0


=


f (λ)−λ0λ
2 I 0 X1
0 f (λ)+λ0λ2 I X2
0 0 f (λ)−λ0λ2 I

 .
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Compare this equation with (3.4) we get X1 = 0 and Y1 = 0. Thus we have proved
that P1A(I − P) = 0 holds for every finite rank sub-projection P1 of P . Therefore,
in (3.3), X = PA(I − P) = 0. Thus
(λP ) =
(
f (λ)+λ0λ
2 I 0
0 f (λ)−λ0λ2 I
)
,
i.e. (λP ) = f (λ)+λ0λ2 P + f (λ)−λ0λ2 (I − P) = λ0λP + f (λ)−λ0λ2 I. Let P1 and P2
be two infinite rank sub-projections of P such that P = P1 + P2. Then we still have
(λP1) = λ0λP1 + f (λ)−λ0λ2 I and (P2) = λ0λP2 + f (λ)−λ0λ2 I . Since (λP ) =
(λP1) + (λP2), we get f (λ)−λ0λ2 I = (f (λ) − λ0λ)I , which forces that λ0 = 1
and f (λ) = λ, as desired.
So, we have shown that (K) = K for every K ∈K(H), (λI) = λI and
(λP ) = λP for every scalar λ and every projection P with both range and kernel
being infinite dimensional. Now it is easy to check that (λP ) = λP also holds
for every projection P ∈ B(H). By the spectral decomposition theorem for self-
adjoint operators and the continuity of , one sees that (S) = S and (iS) = iS
for every self-adjoint operator S. So (X) = X for every operator X, completing the
proof. 
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