[1] A method to track the flow of plasma in the Earth's ionosphere is presented. This takes maps of total electron content (TEC) at various times, and by comparing them derives a map of bulk velocities. The method is a modification of the Horn-Schunck scheme used in computer vision, whereby the aperture problem (caused by the scalar input field not containing enough information to uniquely constrain the vector output field) is overcome by making pragmatic assumptions about the divergence and rotation of the flow. The continuity equation linking plasma velocity and density is given source terms constrained by models of plasma generation and recombination. This can be used to mitigate solar terminator effects, where the close proximity of daytime plasma generation and nighttime recombination causes the impression of plasma flow. The method successfully reconstructs the behavior of test data. It also gives plausible results with real electron density maps from the 2003 Halloween Storms.
Introduction
[2] The electron density within the Earth's ionosphere is highly structured and constantly changing. Studying this electron density is a major topic in space weather research, as it is strongly affected by phenomena such as solar coronal mass ejections and geomagnetic disturbances [Basu et al., 2001; Doherty et al., 2004] . The topic is also of great prac tical importance, due to the effect of plasma on radio prop agation. For example, Global Navigation Satellite Systems (GNSS) are affected by ionospheric plasma [Klobuchar, 1996] . The reduction of the group velocity of radio waves in a plasma causes spurious range measurements and so affects accuracy. More seriously, ionospheric plasma can cause rapid fluctuations in the phase or amplitude of the signal. This scintillation can cause receivers to lose lock, and in extreme cases makes GNSS completely unusable [Skone et al., 2001] .
[3] The movement of large regions of plasma, and in particular the extension of "tongues" of ionization has been studied [Foster et al., 2005; Middleton et al., 2005; Stolle et al., 2006; De Franceschi et al., 2007] . By observing such motion, convection phenomena, such as plasma being lifted during the 2003 Halloween Storms and tongues of plasma being drawn antisunward [Middleton et al., 2005; De Franceschi et al., 2007] have been discovered. Another reason for studying plasma motion is that moving patches [De Franceschi et al., 2007; Basu and Valladares, 1999; Burston et al., 2009] and tongues of ioni zation [Kinrade et al., 2012] are strongly associated with scintillation, and so by tracking them, it may be possible to predict upcoming events. The idea to track high latitude plasma flow as an indication of GPS scintillation activity was proposed in Mitchell et al. [2005] and further substantiated in De Francheschi et al. [2007] .
[4] Most methods for observing ionospheric electron den sity, such as IDA4D or MIDAS ] (as used below), provide no direct velocity information. This paper presents a technique to reconstruct this velocity, by comparing electron density maps at different times, and following the features. This method may seem obvious, but it has often been avoided, due to the difficulties described below. Therefore, velocity information is usually taken from models [Alexeev et al., 2007] or derived from data assimilation schemes Datta-Barua et al., 2009 , 2011 , in which compliance with models is an integral part. More specifically, this paper uses "optical flow" (or "optic flow") techniques from computer vision. Optical flow using a Kriging algorithm has been applied previously to ionospheric feature tracking [Foster and Evans, 2008; Foster and Evans, 2009; Foster, 2009] , but in those cases it was not related to the underlying physics.
[5] Velocity is a vector quantity, and so any scheme to extract a velocity field from the scalar field of plasma den sity will inevitably be underdetermined. This is known as the aperture problem, after an example in which a straight moving edge is observed through a narrow aperture [Bertero et al., 1988] . Regardless of the object's true direction, the resulting view is consistent with motion in many different directions.
[6] Due to the aperture problem, any useful scheme for deriving plasma velocity from density must use regulariza tion. In other words, it must include some prior knowledge as to how probable a given solution is. A prime assumption in almost all motion tracking schemes, is that the velocity at one point is likely to be similar to velocities at nearby points. There are two principal ways of doing this, namely local methods and global methods [Bruhn et al., 2005] . With a local scheme, pixels in a small neighborhood are considered together. An example is the Lucas-Kanade scheme [Lucas and Kanade, 1981] , which takes an equation describing how the image should vary with velocity and presupposes that the pixels in a neighborhood have the same velocity, giving an overdetermined set of equations from which velocity can be extracted using least squares fitting. Global schemes consider all the points together, the prime example being the Horn-Schunck method [Horn and Schunck, 1981] . This defines a global functional, including terms penalizing large velocity gradients, which is then minimized using the calculus of variations.
[7] An extensively modified Horn-Schunck scheme is used in this paper. The reason for choosing it over local schemes is due to what happens in the middle of features. A local scheme can only "see" what is happening within a very small area, and so it can only detect motion in the presence of an edge. Therefore, if the Lucas-Kanade method or similar is applied to a large featureless object, it will only detect motion around the object's boundaries, and report that the center of the object is motionless [Bruhn et al., 2005] . Given that moving ionospheric patches usually are large featureless objects (at least to the resolution afforded by current imaging techniques), this would be very limiting. On the other hand, the Horn-Schunck scheme can "see" the full image, and so is capable of filling in the center of moving objects [Bruhn et al., 2005] .
[8] The Lucas-Kanade and Horn-Schunck techniques are known as differential techniques, which by definition take a differential equation describing how the image is expected to vary for a particular velocity field, and attempt to invert it. The word "invert" refers to this being an inverse problem, whereby the task is to extract the physical parameters of a system from observed quantities which depends on those parameters [Tarantola, 2005] . Differential optical flow tech niques are very widely applied [Bruhn et al., 2005] , but other techniques exist. One such technique, which in fact has been applied to ionospheric tracking [Foster and Evans, 2008; Foster, 2009] , is that of region based matching, whereby subblocks of maps are compared to sub-blocks of other maps shifted in all possible directions, up to a threshold value. By finding the best match, the velocity can be extracted. This is implicitly a local scheme, and like other local schemes suffers from the above filling-in problem. A further class of techni ques are those based on phase [Fleet and Jepson, 1990; Gautama and Van Hulle, 2002] . It may be possible to apply such techniques to the ionosphere, but this is beyond the scope of this report. Extensive reviews of optical flow techniques have been produced by Barron, Fleet and Beauchemin [Barron et al., 1994; Beauchemin and Barron, 1995] .
[9] Another method, which has been applied to the iono sphere, is to highlight patches using a spatial filter, and then to track the position of maxima [Burston et al., 2010] . This, however, can only work when clear maxima are present, and cannot reconstruct a continuous velocity field.
[10] An important issue in ionospheric tracking is the effect of plasma generation and recombination on the appar ent velocity. Due to the sparse nature of the information provided, it is impossible to tell the difference between genuine motion, and phantom motion due to the recombi nation of plasma in one location, and the simultaneous gen eration of plasma in a nearby location. As with the aperture problem, the chosen solution was to incorporate knowledge about what is most probable into the reconstruction. To do this, the continuity equation, which links plasma density and velocity, was given a source term, which in most cases was regularized by minimizing its gradient. This form of regu larization asserts that the above phantom motion is improb able, and so should only be considered if the velocity field resulting from the assumption of genuine plasma motion is itself improbable.
[11] The most prominent example of the generation and recombination problem occurs in the solar terminator region, whereby daytime regions in which plasma is being generated by solar irradiation are in close proximity to nighttime regions in which plasma is recombining. (The ionosphere covers a large range in altitudes, and so the solar terminator is in fact an extended boundary region, above which it may be nighttime at one point, but daytime higher up.) As the solar terminator region moves, an illusion that nearby objects are also moving is formed. In this case, the assumption of small gradients ceases to be realistic. Instead, gradients derived from a model of ionization and recombination become a more pragmatic assumption. Using such a model is not straight forward, as it must only calculate the source terms, and nec essarily exclude the effects of transport. Attempts to construct such a model are underway, but further work is required to achieve the level of realism required to fully negate the solar terminator effects.
[12] In section 2 a novel formulation of the Horn-Schunck method, suited to tracking the flow of ionospheric plasma around the globe is developed. The resulting equations are valid in both two and three dimensions, but the focus of this paper is the two-dimensional tracking of Total Electron Content (TEC), that is the number of electrons per unit area. In section 3 a numerical method for solving the equations of the modified Horn-Schunck scheme is described. In section 4, results using both test data, and real electron density maps from the 2003 "Halloween Storms" are presented.
Reformulation of the Horn-Schunck Method
[13] In this section, a modified Horn-Schunck method, suited to the plasma flow problem is constructed. The deri vation is done with coordinate free vector notation, allowing the resulting method to be straightforwardly adapted to flow over a sphere. Horn-Schunck variants using non-planar surfaces have been implemented before, including flow over spheres [Imiya et al., 2005] and even arbitrary manifolds [Lefèvre et al., 2007; Lefèvre and Baillet, 2008] , but not as far as the authors are aware in combination with the other modifications described below. While only 2D flow is cal culated in this paper, the derivation is done in 3D, as although the surface of a sphere is 2D, its intrinsic curvature is most easily represented by considering it in 3D. Therefore, the resulting equations remain valid for 3D flow.
Continuity Equation
[14] The first step is to choose an appropriate image con straint equation. This is a differential equation linking the velocity field to the image intensity, and by inverting it, the both forms giving the same result when minimized using the velocity field is extracted. The equation used by Horn and Euler Lagrange equations [Corpetti et al., 2006] . The first Schunck, and widely used elsewhere [Beauchemin and reason for this change in formulation is that Horn and Barron, 1995] v is the velocity field, and I is the image required [Lefèvre et al., 2007; Lefèvre and Baillet, 2008] . Changing to this new term simplifies the analysis, by allowing vector calculus to be used instead.
[18] The second reason for the change in formulation is that it highlights the assumptions being made by the regu intensity field, a quantity usually proportional to image brightness. If the image intensity field is to be replaced with plasma density r, then the image constraint equation should be replaced with the continuity equation ∂r ð2Þ larization. From a physical point of view, the regularization
defined by equation (3) implies that divergenceless irrota tional flow, also known as Laplacian flow, is most probable, and that any deviation from this assumption requires evi dence to the contrary. This is a pragmatic assumption when the source term s is uniform, but non-uniform generation will naturally result in non-zero divergence, as plasma dif fuses out of or in to regions of higher or lower generation. Therefore, a more appropriate target for minimization is a modified divergence term, in which an estimate of the divergence due to inhomogeneous s is treated as the default solution. This can be estimated by considering the influence of uneven s on a uniform plasma with density r = r. Rear ranging the continuity equation gives ∂r ð4Þ ¼ s ∂t which gives a more natural description of how density relates to velocity. A particular difference between the two is that equation (1) is symmetric under the transformation I → c À I, for arbitrary constant c, which means that the method will interpret a dark feature moving against a light background in exactly the same way as a light feature against a dark background. This is inappropriate for tracking plasma flow, as a bubble of low electron density moving through a region of higher electron density will be interpreted as moving into a particular location, when in fact plasma is moving out of that location.
[15] The different maps of plasma density enter the con tinuity equation via the terms r and ∂r/∂t. There are various ways of combining the map data into these values. The
one extreme, the uniformity of the plasma density is method chosen in this paper it assign the mean values of the two maps being compared to r, and the difference between In the maps to ∂r/∂t. This definition sets the unit of time to the maintained by rapid flow to or from regions where s differs from its mean s. In such a case ∂r /∂t = s and rr = 0 and so time interval between maps. Other methods include assign ing just one of the maps to r, or using a three-map scheme, where r is taken from the central map, and ∂r/∂t is derived
from the maps on either side. These alternatives were found r to make remarkably little difference to the calculated At the other extreme, the plasma simply stays where it is, velocity field. such that [16] The continuity equation includes a source term s, r Á equal to the rate of ionization per unit volume, minus the rate
v, this must also be derived from the inversion, and be subject to regularization, Interpolating between these cases, something of the as is described in section 2.3. Modified Horn Schunck terms magnitude using the continuity equation have been implemented before with source terms, and not with the other modifications described here.
Velocity Smoothness Regularization
[17] The second step is to implement the assumption that is probable. The divergence correction parameter r d ranges from 0, which corresponds to no correction to the divergence, to 1, which corresponds to a maximum correction, whereby local deviations in s cause immediate inflow or outflow. This → → the velocity at one point is likely to be similar to velocities at allows a modified regularization term nearby points. The Horn-Schunck method applies this " # 2 assumption by defining a regularization term, which is later
integrated over space, forming a functional. This functional,
together with other terms, will then be minimized using the calculus of variations. The Horn-Schunck scheme uses a regularization term of the form to be constructed, where the r v coefficient defines the extent to which deviations from zero rotation and the expected divergence are penalized. Another potential modification, but one beyond the scope of this paper, is to apply different coefficients to the divergence and curl part of the regulari
This in fact differs from the expression used in the original
Horn-Schunck paper, but the change has little effect, due to zation term [Suter, 1994] . 2.3. Generation and Recombination Regularization where the combined integrand L = C + R v + R s is given by [19] The third step is to add a model of plasma generation 2
and recombination into the model. As with the velocity
regularization, the aim of this is not to force a particular value, but to assert it as the most pragmatic assumption, (12) are coordinate indepen dent, and so a result derived in one coordinate system is valid in the general case.
[24] The Euler Lagrange equations for the components of
is used, where s is the net generation and recombination rate actually adopted, and s m is a model for s. The coefficient r s defines how much deviations from the model are penalized.
[20] It will become apparent in section 2.5 that this regu larization term amounts to a restriction on the gradient of s, rather than its direct value. Therefore, the generation and recombination regularization is in fact promoting a particular gradient field as being the most probable. In particular, when away from the solar terminator region, s m can be set to zero, which promotes the assumption that small gradients in s are most probable. This corresponds to the assumption men tioned in the introduction, of phantom plasma motion being generally less likely than real motion.
[21] When close to the solar terminator region, a model promoting non-zero gradients will be required. In practice, only a model of the F-region is required, as this contains the bulk of the plasma visible using imaging techniques such as MIDAS. Most ionospheric models are unsuitable for this purpose, as they provide the rate of change of the electron density ∂r/∂t, which by the continuity equation (equation (2)) is the sum of both the required source term s and an unwanted term has contribution from thermal expansion, neutral winds, electric fields and diffusion [Rishbeth, 1986] . Therefore a The Euler Lagrange equation for s reduces to ∂ L/∂ s = 0, customized model is required, an example of which is given which gives in Appendix A.
energetic particles, and recombination, while the transport
[22] Now that the image constraint equation, the velocity ð17Þ regularization term, and the generation recombination regu larization term have been defined, they can be combined into Rearranging gives an energy functional, which when minimized will balance
the various demands being made on the velocity field, and 
Putting everything together, and integrating over all space S where equation (19) [26] Equations (18) and (19) can be combined by elimi-where the matrices are defined so that the vertical index nating s, giving varies in q and the horizontal index varies in l. The con-
volution operation is defined to be cyclic in the l direction, 
v þ → crossing the north or south pole. In actual fact, the boundary conditions at the poles become irrelevant, due to the (20) will give the velocity field. A method to do so is presented in section 3.
Numerical Method
[27] In this section an appropriate reformulation of the numerical method used in the original Horn-Schunck paper is derived. This can be used to track TEC around the globe. In brief, the Laplacian operator in equation (20) is repre sented using matrix convolution, allowing the equation to be rearranged into one representing an iterative scheme. This can be used to gradually refine an estimate for the velocity field into a real solution.
Matrix Convolution Formulation
mulae for the derivatives
where x is the independent variable, and h is the step size Â and B can be derived by using finite difference for-
; ;
between adjacent elements in the and matrices. This v v
A ≡ for 6 7 6 1 1 2 2 1 7 ð30Þ 6 7 6 h 2 cos 2 q À cos q þ h 2 þ h 2 cos 2 q h 2 cos 2 q 6
[28] On a unit sphere, the vector Laplacian is given by 6 7 [Benyu and Weiming, 1995] where l is longitude and q is latitude. Using a unit sphere amounts to using Earth-radii as the unit of distance, which in Writing equation (20) in this form gives turn sets the unit of velocity to Earth-radii per time interval Lagrange equations can be solved using an iterative scheme, which takes an estimate for v l and v q , and returns a refined 2sin q ∂ B ≡ The next step is to represent the velocity components v l and with matrices, in which case the oper v q B can be ators Ã and represented as 3 Â 3 convolution matricesÂ andB, such that
B v l;q → B *vl;q ð27Þ ∂l ð25Þ estimate. The first step is to separate out the central elements cos 2 q ô f the convolution matrices, so that already zero, making the isolation of b strictly-speaking which is the desired iterative scheme. The functions unnecessary. However, to emphasize the method being f l (v l , v q ) and f q (v l , v q ) contain vector differential operators, employed, the general case is shown. This gives but as only a forward calculation is required, they can readily 2 3
be evaluated using the above finite difference formulae. 
iterations, but greatly increased the numerical stability.
[32] It was also found that after stabilizing on a solution,
the scheme would after a few tens or hundreds of itera tions start to diverge, possibly due to numerical noise being ð37Þ h cos 2 q h cos 2 q convergence of the iterative scheme was somewhat temper (32) and ( 33) gives equivalent to the root-mean square of the change in velocity was calculated at each iteration. By observing this metric
Applying this separation of somehow reinforced. Therefore a metric of convergence, 1 2 2 over a typical run, it could be seen that after an initial period
of quasi-random variation, the value decreased steadily until the solution was reached, before increasing again with 1 2 2 the onset of numerical instability. Therefore, after a small
random initial behavior, the scheme was stopped when the convergence metric reached a local minimum. Rearranging gives
[33] Another issue with the numerical implementation is that toward the poles, the 1/cos(q) factors within the vector
number of mandatory iterations, to account for the quasicos q h 2 q cos Laplacian diverge to infinity. As polar regions are often of
h 2 cos q þ 2 cos 2 q þ 2 particular interest, it is useful to rotate the coordinate system, so that the mathematical poles lie at uninteresting geo graphical locations, where a distortion of the results is not a
great problem. Such locations are easy to come by, as
accurate TEC data is usually not available over the middle of oceans or over large sparsely populated regions. To pre vent infinities from entering the numerical scheme, a maxi mum pseudolatitude in this rotated system was defined, beyond which the magnitude of 1/cos(q) was allowed to go no higher.
Results

Reconstructions Using Test Structures
[34] Test data were prepared to determine how the method coped with various phenomena. The test shown in Figure 1 concerns pure movement. A variety of test objects were drawn on a pair of maps, with varying translations between the two. Despite a relatively dense field of objects moving in different directions, the individual motion of each object was successfully reconstructed. Stationary objects were correctly reported as not moving. Furthermore, the velocity fields within the centers of featureless objects were correctly filled in, rather than motion only being detected at edges.
[35] The test shown in Figure 2 applies the method to objects undergoing various forms of plasma-conserving deformation. In all cases, physically reasonable accounts of the plasma flow were deduced. This is most noteworthy in the case of an internal bubble being moved within a larger object; the method correctly interprets the feature as a region that plasma flows out of, rather than naively following the apparent movement.
[36] The test shown in Figure 3 applies the method to various forms of plasma generation and recombination. This is a more challenging problem, as the method must deduce both velocity and net generation, and even qualitatively, there is no single correct answer. However, in all cases, perfectly plausible reconstructions of the velocity are given. In most of these cases, the plasma generation or recombi nation was interpreted as having a wider spatial extent than the appearing or disappearing object, with the difference accoun ted for by an inrush or outrush of plasma. This is a conse quence of the generation and recombination regularization, which has the effect of smoothing out sharp features in s. 
Reconstruction Using Real Ionospheric Data
[37] The Halloween storms were a period of extreme solar activity, lasting from late October to early November 2003, during which multiple X-class (the most powerful class) solar flares were observed. On October 28th 2003, a colossal X-17 class flare occurred, followed by an X-7 flare on the 29th . These caused extreme iono spheric disturbances, which peaked on the 30th [Mannucci et al., 2005] . Patches of plasma were seen to move through the ionosphere, and the physics behind this movement has been extensively studied [e.g., Mitchell et al., 2005; Stolle et al., 2006; De Franceschi et al., 2007; Spencer and Mitchell, 2007] .
[38] Tomographic maps, showing these structures were prepared using the MIDAS tomographic algorithm . This uses measurements from dual frequency GPS receivers, located around the globe. By measuring the phase differences between the 1575.42 MHz L1 signal, and the 1227.60 MHz L2 signal, the line integral of electron density between the satellite and receiver can be calculated. Tomographic algorithms are then used to calcu late the 3D distribution of electron density, which can then be integrated vertically to provide TEC. We created maps using data from a range of sources, as listed in the acknowledgments.
[39] In order to preserve the integrity of the reconstruction over the north pole, the coordinate system was rotated so that coordinate poles were located on the equator. Examples of plasma tracking is shown in Figures 4, 5 and 6 . In all cases the moving patches were either far away from the solar terminator region, or close enough to the pole to minimize diurnal variation, thus allowing s m = 0 to be used.
[40] In Figure 4 , a large patch over Hudson Bay moves south-westward, and is successfully tracked doing so. Another patch appears to the north, which is interpreted as inrush from surrounding regions, but it may in fact be par ticle precipitation. In Figure 5 , a large patch between Greenland and Canada is seen to break up into fragments, with the outflow being tracked. In Figure 6 , a patch between Hudson Bay and Baffin Island dissipates, an event which is interpreted as outrush from the previous location. A patch between Greenland and Iceland moves south, as does another patch over Scandinavia, with the movement being tracked in both cases. Similarly, a very large region over the USA and Pacific Ocean is tracked retreating south, with a protuberance from this over Vancouver being tracked moving west.
Reconstructions on Simulated Solar Terminator Region
[41] The tests shown in Figures 7 and 8 apply the method to objects straddling a simulated solar terminator region. A simple model of the ionosphere, as outlined in Appendix A was used to construct the maps. Test objects, both moving southwards were superimposed on the solar terminator region. Figure 7 shows the result of a velocity reconstruction without any generation and recombination model being used. This causes an apparent plasma flow into the sunlit region, which distorts the apparent direction of motion for each object. In Figure 7 , a generation and recombination model is added, thus providing the correct direction. This example is somewhat contrived, as the same model is used to both add the sunrise, and to compensate for it in the reconstruction. However, it demonstrates the basic principle to be valid.
Reconstructions on Real Solar Terminator region
[42] Figure 9 shows real TEC data, derived from MIDAS, for the ionosphere on an ordinary day, without any notable Figure 7 . Demonstration of the solar terminator problem. Two objects, both moving away from the pole, are superimposed on a simulated ionospheric map: (left) first map and (right) second map. The calculated velocity arrows the same for both maps, and have been extended for clarity. Spurious motion is imparted onto both objects. Regularization parameters r v = 0.15, r s = 0.5 and r d = 0.5 are used. geomagnetic activity. Looking down from the north pole, a region of higher TEC appears to roughly move clockwise, corresponding to the sunlit region. The velocity reconstruc tion interprets the moving ionization gradient as being the movement of plasma in the solar terminator region.
[43] Figure 10 shows an attempt to correct for this by using the above source model. The velocity field is changed slightly, but the effect of apparent flow around the terminator region is not canceled out. This may be due to physical deficiencies in the model, and in particular, an inability to locate the boundary between regions of net ionization and net recombination to a great enough degree of accuracy. Resolving this deficiency is beyond the scope of this paper, but an outline of planned improvements to the model is given in Appendix A.
Conclusions
[44] The Horn-Schunck method for determining optical flow has been adapted to the problem of tracking the flow of plasma in the Earth's ionosphere. Given electron density fields at different times, the method finds the velocity field by inverting the continuity equation. The aperture problem was overcome by assuming irrotational flow with specified divergence to be the most pragmatic solution, but allowing deviations from this assumption to be made where needed.
[45] The method successfully reconstructed both test data and real ionospheric data, demonstrating that global optical flow techniques are potentially useful in studying the flow of plasma through the ionosphere. These reconstructions were achieved using a relatively light touch with respect to forc ing the results to comply with models. The method can proceed automatically, and so is particularly suited to the analysis of data taken over extended time periods, where there may be thousands of different maps to be compared. This would allow statistical analysis of the correlation between plasma velocity and other phenomena to be per formed. A future paper is planned, in which plasma velocity and the scintillation of GNSS signals is compared. A Figure 9 . Demonstration of the solar terminator problem, on an ordinary day, without any notable geo magnetic activity showing (left) TEC at 07:30 UTC on October 28th 2011 and (right) TEC at 08:00 UTC. The calculated velocity arrows are the same for both maps, and have been extended for clarity. Over the Caspian Sea (A) plasma is assumed to rush into a patch that has almost certainly been created by photo ionization. Regularization parameters r v = 0.15, r s = 0.5 and r d = 0.5 are used. Figure 10 . As for Figure 9 , but with a model of plasma generation and recombination added to the recon struction, in an attempt to correct for the solar terminator problem. correlation between the two is known [De Franceschi et al., 2007] , but has only been studied for a relatively small number of isolated events. This paper will also include more rigorous testing of the method with real ionospheric data, and a study into the optimal combination of regularization parameters.
[46] The biggest problem so far is in compensating for solar terminator effects with models of plasma generation and recombination. To this end, the models used are still under development, and more advanced versions will be the subject of future publications. A more rigorous treatment of how inhomogeneities in the source term relate to the diver gence of the plasma flow, will also be considered.
[47] Several other improvements could potentially be made to the reconstruction. One such improvement is to consider flow in three dimensions, rather than just two. This is straightforward mathematically, but would be problematic physically. Ionospheric maps generally have much poorer vertical resolution than horizontal resolution, plus the pro cedure would be complicated by the exchange of plasma between the plasmasphere and the ionosphere. Another pos sible upgrade is to add direct velocity component measure ments from backscatter radar systems such as SuperDARN into the inversion. These are relatively sparse, but they would enhance the method, as they would introduce values unaf fected by the aperture or solar terminator problems into the reconstruction. The modification could be made by adding an extra term to the energy functional integrand (equation (12) 1000 K was used. At a given point in the ionosphere, the net rate of generation and recombination of O + ions, which is similar but not identical to that for electrons, is given by
where G is the calculated rate of photoionization, and l is the recombination coefficient. This in turn is given by
where [O 2 ] and [N 2 ] are the concentration of these gases, a is the rate coefficient for reaction (A2), and b is the combined rate coefficient for reactions (A3) and (A4).
[52] A numerical issue arises when evaluating equation (A5), as r is itself dependent on s m ′ . This is not important at high altitudes, but in the daytime F1 region, both G and lr can be very large and nearly identical, leaving s m ′ as the slight dif ference between them. Therefore, the small error caused by the dependence of r on s m ′ will introduce a large error to this critical difference. To resolve this problem, equation (A5) was first integrated over a time interval from t to t + Dt, giving Z r ¼ r t e
ÀlDt þ e G t′ e lt′ dt′ ðA8Þ ð Þ t′¼t which as expected, reduces to equation (A5) when Dt = 0. For the plasma flow calculation, Dt is equal to the time dif ference between maps. When evaluating equation (A8), the exponential within the integral can become very large, while the exponential outside the integral can become very small. If evaluated using standard floating-point computer arithmetic, the former quantity can overflow to infinity, and the latter quantity underflow to zero, giving an undefined answer. Therefore, when evaluating the functions, an integer offset value was subtracted from the argument of the inside expo nential function, and the same value added to the argument of the outside exponential function, in order to prevent exces sively large or small values. This integer was chosen to ensure that the highest exponential values were approxi mately one.
[53] To calculate the generation and recombination rate for free electrons, it is necessary to account also for O 2 and NO + ions. The former are produced by the photoionization described above, and by reaction (A2). The latter are pro duced by reaction (A3), and from the conversion of N 2 + ions by the extremely rapid reaction
where the N 2 + ions are themselves are produced by reaction (A4) and by direct photoionization.
[54] The creation and destruction of O 2 and NO + ions occurs much more rapidly than variations in the O + density, and in the photoionization rates. Therefore, the densities of O 2 and NO + can be calculated by assuming that they are in equilibrium with the current O + density and photoionization rates. These equilibrium densities can be obtained by solving the equations ], and then adding their deri vatives to s m ′ , the rate of change of electron density s m , could be calculated.
[55] In order to calculate the rate of change of electron density over a region in time, the electron density and the start of the interval, as needed for equation (A8), was cal culated. This was done by starting from a value of zero, and then using equation (A7) to integrate over the previous 24 hours. For the 2D velocity reconstruction, s m was inte grated vertically, to give the change in TEC due to genera tion and recombination.
[56] The results differ from reality for several reasons. The most prominent failing is that although transport terms are necessarily removed when evaluating s, they should be present during the previous calculation of r t . The chemistry model is also simplistic, as it ignores plasma temperatures, and also neglects the effects of excited states of the neutral gases. An upgraded model, taking these effects into account, will be the subject of future publications.
