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Abstract
Light pseudo-Nambu-Goldstone bosons (pNGBs) such as, e.g. axion-like particles, that are
non-thermally produced via the misalignment mechanism are promising dark matter candi-
dates. An important feature of pNGBs is their periodic potential, whose scale of periodicity
controls all their couplings. As a consequence of the periodicity the maximal potential en-
ergy is limited and, hence, producing the observed dark matter density poses significant
constraints on the allowed masses and couplings. In the presence of a monodromy, the
field range as well as the range of the potential can be significantly extended. As we argue
in this paper this has important phenomenological consequences. The constraints on the
masses and couplings are ameliorated and couplings to Standard Model particles could be
significantly stronger, thereby opening up considerable experimental opportunities. Yet,
monodromy models can also give rise to new and qualitatively different features. As a rem-
nant of the periodicity the potential can feature pronounced “wiggles”. When the field is
passing through them quantum fluctuations are enhanced and particles with non-vanishing
momentum are produced. Here, we perform a first analysis of this effect and delineate
under which circumstances this becomes important. We discuss possible cosmological con-
sequences.
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1 Introduction
Although more than three quarters of a century have passed since Zwicky [1] found the first
evidence for Dark Matter (DM), its nature and even basic properties such as the mass of DM
objects are essentially unknown. Possible masses range from ultralight particles 10−22 eV .
mDM (cf. [2]) to seriously macroscopic objects with 10
−7Msolar ∼ 1059 eV or even more (see,
e.g., [3, 4]) which clearly shows the level of our ignorance.
While experimental searches for a number of candidate particles, such as WIMPs (cf. [5, 6]
for reviews), axions (cf. [7, 2] for reviews) are ongoing and even entering the most promising
parameter regions, these searches rely on specific properties of the putative DM particles. DM
particles with different properties could be missed. For example axion dark matter experiments
are essentially insensitive to WIMPs and vice versa. In order not to exclude anything due to
theoretical bias it is therefore prudent to also consider new candidates as well as to re-examine
the properties of existing ones in the light of new theoretical developments. This is the spirit
we will adopt in the present paper.
A large class of interesting DM particles are pseudo-Nambu-Goldstone bosons of spon-
taneously broken approximate global symmetries, with the axion [8–14] being perhaps the
most prominent example. Other well motivated examples include axion-like particles [15–19],
familons [20–24], and there are many more. In section 2 we will briefly recall the essential
features of DM consisting of pNGBs and produced via the misalignment mechanism. In partic-
ular, we will review that the periodicity puts an upper limit on the amount of DM of this type.
In addition, note that a single pNG species can be DM only for certain combinations of the
periodicity and mass. As couplings to other particles including those of the Standard Model are
linked to the periodicity, this puts significant restrictions in the space of couplings and masses.
We then show that if the DM field exhibits a (axion) monodromy [25–27], these restrictions can
be lifted and a wide range of new parameter space opens up (cf. Fig. 1).1 A similar increase
in parameter space was investigated in [28] where the authors considered an aligned QCD-like
axion in order to enhance the allowed region.
This enhancement is phenomenologically important as the parameter regions in question
are at larger coupling and therefore accessible to a wide range of near future experiments and
techniques [31–48].
While the field space is enlarged by the monodromy, the original periodicity may still have
phenomenological consequences. The essential remnant of this is a periodic contribution to the
potential. As a result, the potential has “wiggles” that can vary in size depending on the choice
of parameters. Sufficiently small wiggles leave the evolution more or less unaffected compared to
a simple quadratic potential. However, the bigger the periodic part of the potential the larger
the deviations in the evolution. On a first level the classical evolution of the homogeneous
field value will be modified. We will investigate this in section 3. In the case of pronounced
wiggles we obviously have regions where the curvature of the potential is negative. Quantum-
mechanically, such instabilities are linked to the growth of fluctuations and, in effect, particle
production.2 In section 4 we will make a first investigation of this effect. The classical and, in
particular, the quantum evolution exhibit a very rich behaviour and our investigation here can
1While writing this paper, the possibility of a monodromy in a theory of dark energy interacting with dark
matter has appeared in [29].
2The effect of such modulations on the primordial power spectrum, in the context of large-field inflation, has
been studied in [30].
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only be viewed as a first step. In the final section 5 we therefore outline directions for further
investigations.
2 From pseudo-Nambu-Goldstone to Axion Monodromy Dark
Matter
The phenomenology of pseudo-Nambu-Goldstone bosons is strongly affected by the following
two observations. For one, their mass can be quite small due to protection by symmetry.
Second, their couplings are suppressed by the scale of spontaneous symmetry breaking:
• The mass is given by m2 ∼ Λ4f , where f is the scale of spontaneous symmetry breaking
and Λ quantifies a (small) explicit breaking.
• Couplings take the form ∼ φf FF˜ , ∼ ∂µφf ψ¯′γµγ5ψ, etc. and are suppressed by f .
2.1 Pseudo-Nambu-Goldstone Dark Matter
In the context of cosmology, light scalar and pseudo-scalar fields provide excellent candidates
for Dark Matter when produced by the misalignment mechanism (see e.g. [19] for details). The
simplest realisation of this arises when the light field is already present during inflation. In
this case the field will have a homogeneous value all across the observable Universe. However,
this field value is not necessarily zero as the field may not have had enough time to relax to
zero. Indeed, this is the generic case as Hubble friction in the equation of motion will prevent
significant rolling of the field as long as H  m:
φ¨+ 3Hφ˙+m2φ = 0, (2.1)
It is straightforward to check that once and only once H  m the field starts oscillating and
its energy density behaves like,
ρφ(t) ∼
(
a1
a(t)
)3
ρφ,1 ∼
(
a1
a(t)
)3
m2φ21, (2.2)
where the quantities with index 1 are evaluated roughly when H ∼ m. This is exactly the
dilution by a volume factor that one expects for matter.
Eq. (2.2) clearly shows that the total energy density in DM is determined by the initial field
value or more precisely the initial energy density. This is where the Goldstone nature imposes
restrictions. Field values of pNGBs are restricted to
φ . 2pif. (2.3)
where f is the scale of spontaneous symmetry breaking that also enters all the coupling
strengths. Pseudo-Nambu-Goldstone bosons feature a periodic potential that, by its very na-
ture, is bounded from above,
V (φ) = Λ4
[
1− cos
(
φ
f
)]
, m2 =
Λ4
f2
. (2.4)
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Figure 1: Plot of mass versus couplings for axion-like particles coupled to two photons. The
regions where standard pNGBs with constant mass terms provide for enough dark matter are
indicated by the red shaded area. Regions which may be reached with a suitable temperature
dependence of the mass are indicated by transparent red. Monodromy Dark Matter can provide
for sufficient density in the extended regions indicated by the dashed lines allowing (from bottom
to top) for initial field values up to φinitial = 2pi · (10, 103, 106)f . Plots are adapted from [19,
49,50] where also the experimental and observational constraints are discussed.
For a constant field value this therefore limits the initial energy density to be ρφ,1 ≤ Λ4 which in
turn constrains the possible amount of DM for any given mass. The requirement of reproducing
the observed amount of DM then leads to constraints on the parameter space for the pNGBs.
For example, the regions shaded in red in Fig. 1 correspond to the allowed parameter space for
axion-like particles coupling to two photons.
While the simple arguments above were made for a purely quadratic potential, the cos-
potential is approximately quadratic for the relatively small field values where most of the
cosmological evolution happens. All in all, orders of magnitude changes from the limits outlined
above are difficult to achieve (and would in any case require significant tuning that may even
be impossible [51]3).
One way out of this is a time-dependent or temperature-dependent potential. This is indeed
the case for the QCD axion. If the mass/potential grows with decreasing temperature the onset
of the oscillations may be somewhat delayed and thereby today’s energy density increased.
3If the spontaneous symmetry breaking that gives rise to the pNGB appears only after inflation, additional
contributions may arise from topological defects such as strings. See [52] (and references therein) for a recent
discussion.
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Alternatively, from a different point of view, the mass/potential may be larger today than at
the point in time when the field started oscillating, thereby giving an increase in energy density.
However, this approach has its limits (see [19] for details). Under the assumption that the
mass of Dark Matter particles should be essentially constant from the time of matter radiation
equality, the attainable region with a sufficiently high dark matter density is shown in light red
in Fig. 1.
2.2 Monodromy Dark Matter
In presence of a monodromy [25–27] the degeneracy between the different minima of the cos-
potential Eq. (2.4) is lifted.
V (φ) =
1
2
m2monoφ
2 + Λ2
[
1− cos
(
φ
f
+ α
)]
. (2.5)
Here mmono denotes the mass term arising in the monodromy that breaks the shift symmetry
φ→ φ+ 2pif, (2.6)
and α is an a priori arbitrary phase. The phase α will not have much effect on the phenomena
we will study and hence we will set α = 0 in the following.
The idea of an axion with a monodromy has been exploited extensively for constructing
models of large-field inflation. For the original work in string theory see [25,26] and [27] in field
theory.4 Furthermore, potentials involving an axion-like field with a monodromy have also been
suggested to address aspects of the electroweak hierarchy problem [72] in a dynamical setting.5
Introducing a monodromy may look like a small change in the potential, yet, it is a profound
change in the symmetry structure (see also [55]). A pNGB of a spontaneously broken U(1)
symmetry has an intrinsically compact field range. The shift symmetry is not global but gauged.
The minima of the cos-potential all correspond to exactly the same physical state. In essence,
there is only one physical minimum. If this is the case, a mass term for the axion as written
down in (2.5) would simply be inconsistent.
In order to work with a consistent theory giving rise to potential Eq. (2.5) the following
conditions have to be satisfied. For one, a potential of the form (2.5) would be permissible if
the shift-symmetry was a global symmetry that is then broken explicitly by the mass term.6
Alternatively, a potential of the form (2.5) can arise for an axion with a multi-branched
potential [60, 27]. Such axion theories permit the existence of an axion mass term while still
adhering to an underlying shift symmetry. This can be realised by coupling the axion φ to a
3-form field C3 through its field strength F4 [60, 27] (for recent applications of this mechanism
in the context of axion inflation and cosmological relaxation see [61–63]):
L = 12∂µφ∂µφ− 14 |F4|4 + gφF4 . (2.7)
A 3-form field is not dynamical in 4 dimensions. Instead, the field strength F4 is quantized
and its values correspond to a discrete set of cosmological constants. Most importantly, one
4For a review on subsequent developments until 2014 see [53]. More recent advances and further references
can be found in [54].
5See [73] for a discussion of this mechanism with regard to the hierarchy problem.
6While the existence of a UV completion is less pressing than in models of axion inflation, note that the
presence of global symmetries is conjectured to be inconsistent with the existence of quantum gravity [56].
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can integrate out F4 through its equation of motion ?F4 = f0 + gφ to arrive at a theory with a
potential for the axion
V = 12(f0 + gφ)
2 . (2.8)
The shift symmetry is still manifestly realized as f0 is also affected by the shift:
φ→ φ+ 2pif , f0 → f0 − 2pifg . (2.9)
This implies that there is not just one potential of type (2.8), but rather a whole family of
potentials which differ in the value for f0. Models of this type have the advantage that the shift
symmetry still protects the potential from potentially dangerous corrections: in particular,
corrections to the potential V appear as powers of V/Λ4 with Λ the UV cutoff [64,65].
Keeping the above picture in mind we now set the model building aspects aside.7 Instead, we
will focus on the phenomenological consequences of a field with a potential (2.5). In particular,
we will study the suitability of such fields as DM candidates.
Compared to pNGBs discussed above, fields with a monodromy as in Eq. (2.5) exhibit one
crucial difference: The field values and, more importantly, the values of the potential itself are
not bounded from above.8 The simplest situation arises when the cos-part of the potential
is so small that it can be safely neglected. In this case the field behaves like a simple non-
interacting scalar field with equation of motion as in Eq. (2.1), but with m replaced by mmono.
Misalignment production of Dark Matter then proceeds along the same lines as for pNGBs,
but with one crucial difference: The initial field value can now be much larger than f and,
therefore, we can obtain an essentially unbounded amount of DM. An immediate result is that
today’s DM density can also be achieved in the regions below the dashed lines in Fig. 1.This
significantly enlarges the permissible parameter space.
While technically nearly trivial, this is still a central result of this paper. Light DM particles
could exist in regions of parameter space where the scale f is smaller and the coupling to matter
is stronger. Thereby even experiments that do not yet have sensitivity to the simplest pNG
DM models have discovery potential for monodromic DM.
To conclude this section let us note that we have assumed higher order shift symmetry
breaking terms, e.g. ∼ φ4 to be absent. At large field values such terms would modify the
evolution of the scalar field and change the equation of state away from that of dark matter.
In some cases (e.g. a a pure φ4 term) this again limits the amount of dark matter available
today. Whether higher terms in the field φ are present will depend on the realization of this
Dark Matter sector in a more complete model. For example, note that if we take φ to be an
axion with a multibranched potential from a coupling to a 3-form field, one can ensure that
higher shift symmetry breaking terms are only radiatively generated and severely suppressed.
7In models of axion monodromy the field range for a single axion can be enhanced compared to its ‘decay
constant’ f which controls its couplings to gauge bosons. A similar enhancement of the field range can also arise
through a mechanism of ‘alignment’ in a theory of more than one axion [57] (see also [58, 59]), leading to an
effective axion potential with a long period with long short period modulations. Our analysis in this paper is
also applicable in this case.
8Note that the initial field value for the axion may not be unlimited as previously discussed in the context of
large field inflation and EW relaxation [62].
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Figure 2: Potential V vs. ϕ for (a,b) κ = 5.0 and (c,d) κ = 10. Left panels show the region
around the minimum where one has pronounced wiggles. The right panel shows the essentially
quadratic behaviour for larger field values.
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Figure 3: Angular oscillation frequency Ω for (a) κ = 2.0 and (b) κ = 6.0 as a function of
ϕinitial. Note that for κ = 6.0 the potential has additional local minima while there is only one
global minimum for κ = 2.0. The peaks in the angular frequency for the case κ = 6.0 arise
when the field oscillates about one of the local minima.
3 Classical evolution
So far we have assumed that the cos-term in the monodromy potential (2.5) can be neglected.
However this is not necessarily the case. The importance of the cos-term can be quantified by
the parameter,
κ2 =
Λ4
f2m2mono
. (3.1)
For κ  1 we essentially have a quadratic potential whereas for κ & 1 we have pronounced
wiggles. Examples are shown in Fig. 2.
Indeed the essential features of the classical evolution of a homogeneous field can be entirely
characterized by κ and the dimensionless expansion parameter
h =
H
mmono
. (3.2)
This can be seen by rescaling,
t→ τ ≡ mmonot, x→ κ ≡ mmonox φ→ ϕ ≡ φ
f
. (3.3)
Using these dimensionless variables the equation of motion reads,
ϕ¨+ 3hϕ˙+ ϕ+ κ2 sin(ϕ) = 0 , (3.4)
where a dot ˙ now denotes a derivative w.r.t. τ .
As discussed in the previous section we are particularly interested in the case of large initial
field values φ f ↔ ϕ 1, which will allow us to increase the dark matter density and enter
previously unachievable parameter regions. Let us first investigate the behaviour in this region.
It is clear that for κ→ 0 the evolution will be that of a simple massive field with mass mmono.
However, as we can see from Fig. 2, even for sizeable non-vanishing κ its effect on the potential
is very small for sufficiently large field values of ϕ.
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ϕτ
Figure 4: Time evolution of ϕ vs. τ for h = 0.01, κ = 5.0 and ϕinitial = 2pi · 10.3 (red),
ϕinitial = 2pi · 10.4 (brown) and ϕinitial = 2pi · 10.5 (cyan). The corresponding potential is
shown in figure 2 (a,b). Note that ϕ settles in different minima for only slightly different initial
conditions.
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Figure 5: (a): Equation of state parameter w vs. τ for h = 0.005, κ = 2.0 and ϕinitial = 2pi ·10.25.
(b): The corresponding potential for κ = 2.0.
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One quantity that will be affected by the presence of the cos-term could be the overall
oscillation frequency. In absence of the cos contribution the angular frequency is Ω0 = 1 (in
units of mmono). In Fig. 3 we plot the (angular) oscillation frequency Ω (for h = 0) as a function
of the initial field value and for the values of κ = 2.0 and κ = 6.0. We can clearly see that
for large initial field values the effect of the cos-term is negligible and the angular frequency
approaches the value Ω0 = 1.
However, as the Universe expands the oscillations are damped and the field values become
smaller. So we will never entirely stay in a regime with large field values. In the small field value
regime the effect of the cos-term is more profound. In particular, for κ & 1 the potential can
have additional local minima. This can obviously have significant effects on the cosmological
evolution. Depending on the initial conditions the field can then get stuck in different local
minima. This is shown in fig. 4 where we display three solutions of the equation of motion with
slightly different initial conditions that end up in different minima.
For cosmology, a more important quantity is the equation of state, or the dilution as the
Universe expands. In fig. 5(a) we plot the initial value for the equation of state parameter
(averaged over a period of oscillation and for h 1) as a function of time. Initially, when the
field amplitude is large, the field is oscillating in the broad parabola with curvature m2mono, as
indicated by the wide red arrow in figure 5(b). The equation of state is then close to w = 0,
i.e. the equation of state for dark matter. Similarly, at late times it is again close to w = 0
when the field is oscillating about the minimum at ϕ = 0, as shown by the narow red arow in
figure 5(b)). However, in fig. 5(a) we can also see that there is a time when the equation of state
is quite different from w = 0. This is typically the case when the field runs relatively slowly
through plateau-like regions of the potential. For the example in figure 5(b) such plateau-like
regions exist for ϕ2pi ∈ ±[0.5, 1]. During the slow field evolution on a plateau the energy density is
dominated by the near-constant potential energy of the field ϕ giving rise to a negative equation
of state.
If such deviations from w = 0 occur early, before matter radiation equality, they should be
relatively unconstrained. If they happen later one expects deviations in the cosmological evo-
lution and in particular structure formation (cf, e.g. [66,19]). We leave a detailed investigation
of the cosmological constraints to future work.
4 Growth of (quantum) fluctuations
As we have seen in the previous section, for non-vanishing values of κ the classical evolution
can be altered significantly. However, additional and perhaps more drastic changes can also
happen on the quantum level.
As discussed above, for κ & 1 we can have additional minima and maxima in the potential.
At a maximum, however, the curvature of the potential is negative, which can be associated
with a tachyonic instability on the quantum level. This indicates that fluctuations, including
quantum fluctuations, may grow and can in some cases become important.
In the following we perform an analysis of the linearized equations of motion for the fluc-
tuations (for h = 0). Indeed, the system exhibits a behaviour similar to parametric resonance
where in particular fluctuations of a certain size (or equivalently momentum) are growing ex-
ponentially. On the particle level the growth of fluctuations can be interpreted as production
of particles with non-vanishing momenta. As these momenta are typically semi-relativistic (or
10
even relativistic) this will lead to potentially observable effects in the cosmological evolution.
A full discussion, in particular of the non-linear regime, is beyond the scope of the present
paper. Nevertheless, we provide some estimates on parameter regimes where the growth of
fluctuations and the corresponding particle production become relevant.
4.1 Growing fluctuations from the linearized equations of motion
Here we want to show that fluctuations indeed grow and quantify this effect. To get a first
impression of the qualitative behaviour we consider the situation without expansion, i.e. h = 0.
We will return to a more complete discussion including expansion in future work.
Initially we can assume that the fluctuations are small. Therefore we will use the linearized
equations of motion for the field fluctuations,
ϕ(τ,κ) = ϕ0(τ) + δϕ(τ,κ), (4.1)
where ϕ0(τ) denotes the homogeneous background solution discussed in section 3. It will be
useful to expand the fluctuation in Fourier modes as
δϕ(τ,κ) =
∫
d3k
(2pi)3/2
ck(τ) exp(ik · κ) . (4.2)
Note that we have rescaled from x to the dimensionless variable κ in (3.3). Hence k above is
measured in units of mmono, i.e. the physical momentum is given by kphys = mmonok. As δϕ is
real we require c−k = c∗k. To linear order the equation of motion for the modes ck is
c¨k +
(
1 + k2 − κ2 cos(ϕ0)
)
ck = 0 , (4.3)
where we also defined k ≡ |k|. It is the dependence on the background solution ϕ0(τ) which
makes this equation hard to solve.
In fact, equation (4.3) is of Hill type, i.e. it is a differential equation of the form c¨+ p(τ)c =
0 where p(τ) is a periodic function. According to Floquet’s theorem one can always find
two solutions to Hill’s equation of the form eητF (τ) and e−ητF (−τ) where F (τ) is periodic.
Depending on p(τ) the parameter µ can be either imaginary, real or complex. Whenever µ
has a real part there is an instability as one of the solutions exhibits exponential growth. No
growth occurs if µ is found to be purely imaginary. For our system this can also be understood
as follows. While we expect rapid growth of fluctuations due to the presence of tachyonic
instabilities, these instabilities are only present part of the time. Growth of fluctuations can
only occur if resonance conditions are met, i.e. growth will only occur for certain values of k.9
Furthermore, as eq. (4.3) is a second order differential equation we need two initial con-
ditions. In the following subsection 4.3 we will discuss those suggested by (static) quantum
theory. In principle however, the initial conditions depend on the previous evolution of the
Universe, e.g. inflation. In that sense the discussion in subsection 4.3 should be considered as
a somewhat simplistic example.
More important is, however, the fact that fluctuations can grow rather rapidly. Due to the
linearity of eq. (4.3) this growth applies to essentially any initial condition (except for fine-tuned
9This is closely related to the phenomenon of parametric resonance that has been widely discussed in the
context of reheating (for early work see [67,68] and [69] for a review). For a somewhat different example of large
growth of fluctuations in the context of axion-like particles see e.g. [70].
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initial conditions) and is in that sense generic. This is what we will investigate in the remainder
of this subsection.
In the following, we solve eq. (4.3) numerically and present the results. Our strategy is as
follows. First we obtain the homogeneous solution for a given initial value ϕinitial (for simplicity
we take ϕ˙initial = 0).
10 Then we insert this solution into Eq. (4.3) and solve numerically for a
significant range of k. From this solution we can then extract the growth exponent η(k). To
check our results we also calculated the growth exponent using a different approach: it can also
be determined using Hill’s determinental method as described in appendix A. We checked that
both methods give the same results.
Results
We obtain the following results. Depending on k the solutions to (4.3) exhibit alternating regions
of stability or instability. Such a banded structure with regions of stability and instability is
a well-known feature of solutions to Hill’s equation (see e.g. [75]). In regions of stability the
solution is purely oscillatory and does not grow. In the instability bands the solution takes the
form
ck ∼ exp[η(k)τ ] exp(−iωkτ) , (4.4)
with η(k) > 0 and ωk ∼ n with n ∈ N. The growth exponent η(k) is plotted in figs. 6, 7, 8 and
9 for different values of κ and ϕinitial.
As can be seen in figures 6 and 8 the width of instability regions as well as the size of the
growth exponents increases when κ is increased (for fixed ϕinitial). This can be understood
as follows: increasing κ enhances the tachyonic regions of the potential thus leading to more
growth of fluctuations. This also implies that for sufficiently small κ the growth of fluctuations
is heavily suppressed or even absent. We find that fluctuations do not grow significantly for
κ . 1.0.
The growth of fluctuations is also affected by the value of ϕinitial. When ϕinitial is lowered
(for fixed κ) the growth of fluctuations is increased as can be seen in 7 and 9. Again, both the
width and height of instability bands is enhanced. This is also expected: for lower ϕinitial the
background field will spend a larger fraction of time per period in the tachyonic regions of the
potential resulting in more growth of fluctuations.
Further, note that for the chosen parameters the growth of fluctuations can be very rapid
compared to the oscillation period of the background field. Given that we measure time in units
of mmono the background field oscillates with a period of ∼ (2pi). We find that growth by an
e-fold or more can occur within a few oscillations of the background solution. In that sense it
is very rapid growth.
Another observation is that higher modes are typically growing more slowly than the lower
modes (cf. figs. 6 and 7). Deviations from this behaviour can occur when the ‘wiggles’ are very
pronounced over the whole accessible field range, i.e. for small ϕinitial.
The occurrence of growth of fluctuations can also be understood in terms of a resonance
condition. Whenever growth occurs ck oscillates with an angular frequency ωk ∈ N. As we
have seen in the previous section (3) the background solution ϕ0(τ) in this case oscillates with
an angular frequency of ∼ 1. With the above condition the fluctuation performs an integral
10This is sufficient to obtain the growth exponent.
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(g) (h)
Figure 6: Plots of η(k) vs. k for ϕi2pi = 100 and (a,b) κ = 2.0, (c,d) κ = 5.0, (e,f) κ = 10, (g,h)
κ = 20.
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Figure 7: Plots of η(k) vs. k for κ = 5.0 and (a,b) ϕinitial2pi = 5.0, (c,d)
ϕinitial
2pi = 10, (e,f)
ϕinitial
2pi = 20, (g,h)
ϕinitial
2pi = 50. 14
(a) (b)
Figure 8: Combination of the plots η(k) vs. k for ϕinitial2pi = 100 and κ = 2.0, 5.0, 10, 20.
(a) (b)
Figure 9: Combination of plots of η(k) vs. k for κ = 5.0 and ϕinitial2pi = 5.0, 10, 20, 50, 100.
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number of oscillations for each oscillation of the background field. In this sense it is driven
resonantly by the background field.
Let us already make a comment on how the above findings change if we also allow the uni-
verse to expand. For one, both the amplitudes of the background solution and the fluctuations
will be damped by the expansion. On the other hand, we also observed that fluctuations grow
faster if the amplitude of oscillation of the background field is lowered. This effect will lead to
an enhancement of fluctuations as the universe expands.
4.2 Fluctuations in position space
So far we have discussed the growth of fluctuations on a mode by mode basis, i.e. in momentum
space. In practice we are often more interested in the growth of the size of a fluctuation at a
given point. The fluctuating field is given by the Fourier transform of all the k-modes,
ϕ(κ, τ) = ϕ0(τ) +
∫
d3k
(2pi)3
ck(τ) exp(ik · κ) . (4.5)
Taking only the leading order growth into account we have,
ϕ(τ) ∼ ϕ0(τ) +
∫
d3k
(2pi)3
ck(0) exp(η(k)τ) exp(−iωkτ) exp(ik · κ) . (4.6)
In many cases we can approximate the fluctuating modes by a Gaussian ensemble with a
spectrum given by
〈ckc?k′〉 = P (k)(2pi)3δ(k− k′). (4.7)
To study the size of fluctuations at a point, an appropriate quantity is the correlation function.
For example we can consider
〈ϕ(κ)ϕ(κ)〉(τ) ∼
∫
d3k
(2pi)3
P (k, τ = 0) exp(2η(k)τ). (4.8)
For some initial spectra, like the quantum initial conditions we discuss below, one finds∫
d3k
(2pi)3
P (k, τ = 0) =∞. (4.9)
Hence, strictly speaking, a renormalization condition has to be employed. However, and more
importantly, we have checked (numerically) that the growth in the correlation function,
∆τ 〈ϕ(κ)ϕ(κ)〉 ≡ 〈ϕ(κ)ϕ(κ)〉(τ)− 〈ϕ(κ)ϕ(κ)〉(0)
∼
∫
d3k
(2pi)3
P (k, τ = 0) [exp(2η(k)τ)− 1] <∞ (4.10)
even for initial conditions (like the quantum ones),
P (k, τ = 0)→ const for k →∞. (4.11)
At late times the expression (4.10) takes a very simple form. It is dominated by the mode k∗
corresponding to maximum value for the growth parameter ηmax ≡ η(k∗):
∆τ 〈ϕ(κ)ϕ(κ)〉 ∼ exp(2ηmaxτ) . (4.12)
In Fig. 10 we display the growth in the correlation function (4.10) for constant P (k, τ = 0) = 1.
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(a) (b)
(c) (d)
Figure 10: Growth of the correlation function ∆τ 〈ϕ(κ)ϕ(κ)〉 defined in (4.10) vs. the number
of oscillations of the background solution ϕ0 for (a)
ϕinitial
2pi = 100 and κ = 1.0, (b)
ϕinitial
2pi = 100
and κ = 20, (c) ϕinitial2pi = 5 and κ = 5.0, (d)
ϕinitial
2pi = 100 and κ = 5.0. The dashed lines are
proportional to ∼ exp(2ηmaxτ).
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4.3 Initial quantum fluctuations and the impact on cosmology
In principle initial conditions at a given time will depend on the previous evolution of the
Universe. A period of inflation asks for different initial conditions than a static situation.
To get some idea of a typical, minimal amount of fluctuations let us consider the fluctuations
inherent in a relativistic quantum field fluctuating around its true vacuum state, where we also
neglect interaction effects. This can be described as a set of independent harmonic oscillators
for each k-mode (we closely follow [71] where one can also find more details). At the initial
time t0 we have,
φ(x, t0) = φ(t0) +
∫
d3p
(2pi)3
√
fp + 1/2
ωp
ap exp(ip · x), (4.13)
where
ωp =
√
m2 + |p|2. (4.14)
The fp are the occupation numbers of each mode and the 1/2 give the quantum fluctuations of
each mode. A similar equation holds for the time derivative,11 φ˙.
The coefficients ap are given by Gaussian random numbers with random phases normalized
such that,
〈a?pap′〉 = (2pi)3δ(p− p′), 〈apap′〉 = 0, 〈a?pa?p′〉 = 0. (4.15)
For our case of a real field one also requires,
a?k = a−k. (4.16)
Performing the appropriate re-scalings to the dimensionless variables (3.3) we have for the
correlation function,
〈ϕ(κ)ϕ(κ)〉 = m
2
mono
f2
∫
d3k
(2pi)3
fk + 1/2
ωk
. (4.17)
Comparing with our definition of P (k) we therefore have,
P (k) =
m2mono
f2
(
fk +
1
2
)
. (4.18)
For the case of an initially non-excited quantum state we therefore have,
P (k) =
m2mono
2f2
, (4.19)
independent of k.
While the use of the classical equations of motion is not fully appropriate when the occu-
pation numbers are small the discussion of the previous sections tells us that fluctuations and
therefore occupations numbers grow rapidly. Therefore we soon enter a regime where the use
of the classical field equations is justified and should describe the evolution well.
11As already mentioned in our evaluation of the fluctuation growth, we ignore the initial condition for the time
derivative of the fluctuation modes. This changes the absolute values by O(1) factors which we neglect in light
of the enormous exponential growth.
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Eq. (4.19) tells us that for large f and small values of mmono the initial fluctuations are
indeed very small, as one might expect. Inserting typical values of interest for dark matter we
have
P (k) ∼ 10−50
(
1010 GeV
f
)2(
mmono
µeV
)2
. (4.20)
This is indeed very small. Nevertheless, for the growth observed in the numerical examples
above we only need a few hundred oscillation periods for fluctuations to be of order 1 (in our
units of the periodicity scale f).
This raises the question of how many oscillations we can have in a realistic model. This
of course depends on the expansion of the Universe. Roughly speaking the inverse of the
dimensionless Hubble parameter gives the number of oscillation times before the Universe has
expanded by one e-fold.
One consequence of expansion is the dilution of the fields. Thus the amplitude of oscillation
of the background solution will decrease with the volume expansion. Similarly, the amplitude
of fluctuations will also be lowered. However, there is a further effect on the fluctuations.
Recall that the growth of fluctuations increases if the background field oscillates with a smaller
amplitude. Hence, by lowering the amplitude of the background solution the expansion of the
universe will eventually lead to an increased growth of fluctuations.
Another important effect for our purposes is that the physical k is rescaled by the expansion
parameter,
k→ k/a. (4.21)
Accordingly, each mode effectively moves from high |k| to low |k| and only spends a time,
δτ ∼ log
(
1 +
∆kres
kres
)
1
h
(4.22)
in each instability band centred on kres with width ∆kres.
When the amplitude of the background field is such that the growth is strong, the width is
also relatively wide (cf. Fig. 6(g)) such that
∆kres
kres
∼ 1. (4.23)
Therefore if such a regime is entered when
h 10−2 (4.24)
fluctuations will become important and cannot be neglected anymore. At this point, of course
our approximation breaks down and a full field theory simulation is required.
5 Conclusions
In this paper we propose fields exhibiting a so-called (axion) monodromy as viable Dark Matter
candidates. Compared to pNGBs the field range as well as the range of potential values is
significantly enlarged. This opens up wide ranges of parameter space for dark matter searches.
In particular, for small dark matter masses the coupling to ordinary matter can be significantly
enhanced compared to pseudo-Nambu-Goldstone dark matter candidates. For the important
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example of dark matter from axion-like particles coupled to two photons, the existence of a
monodromy opens up previously inaccessible regions of parameter space (see Fig. 1). This
provides motivation for experimental searches in regions that are in principle accessible by
experiment, but up to now lacked theoretical motivation for experimental scrutiny.
Beyond this result the potential of monodromic scalar fields can exhibit much more struc-
ture then a pure cosine or quadratic potential of a pNGB (cf. Fig. 2). This leads to a rich
phenomenology (but also potential pitfalls where the model can be unsuitable for cosmology)
of which we only have scratched the surface. In the following we list some of the features that
we encountered.
• Depending on the initial values and the following cosmological evolution, the dark mat-
ter field may settle in different local minima, corresponding to different values of the
cosmological constant and also different masses of the dark matter particle.
• When the field spends considerable time in the “wiggly” part of the potential (cf. Fig. 2)
the equation of state can deviate significantly from the dark matter value w = 0.
The two observations above concern the classical field evolution. However, there are further
important effects.
• We find that fluctuations of a characteristic size determined by the mass scale of the scalar
field L ∼ 2pi/mmono can grow exponentially and can become important.
All these features are important for the dark matter phenomenology. Interestingly, the effects
described above are a direct consequence of the structure of the monodromy potential (polyno-
mial + wiggles) and the rate of expansion, but are not limited to applications to dark matter
phenomenology. Therefore, similar effects may also arise in other situations where monodromy
potentials appear in cosmology, such as inflation.
Last, let us sketch a few directions for further study. For applications to dark matter there
is a clear need for a more elaborate study of the viable parameter space. In particular, a
more detailed analysis of the allowed parameter ranges that are permitted by the changes of
the equation of state would be desirable. Further, it would also be interesting to determine
when fluctuations become important to not only affect the equation of state but also structure
formation. This latter question is also intrinsically linked to obtaining a suitable description in
the regime of large fluctuations in which our linear approximation breaks down. One possible
path towards this goal may be numerical solutions of the classical field equations. Initial studies
in the direction are under way [74].
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A Hill’s determinental method
In the following we will describe Hill’s determinental method applied to the equation of motion
for the fluctuations (4.3). Using this method we can obtain an expression for the instability
parameter governing the growth of the solutions to (4.3).
The first observation is that the equation of motion for the fluctuation (4.3) is a Hill’s
equation, i.e. it is a second order differential equation with periodic coefficients. In our case it
is given by (4.3):
c¨k + pk(τ)ck = 0 , with (A.1)
pk(τ) = 1 + k
2 + κ2 cosϕ0(τ) ,
The background solution has period 2pi/Ω (see section 3). It follows that pk(τ) is periodic with
period pi/Ω. In the following it will be convenient to introduce the variable z = Ωτ . Then
pk has period pi as a function of z. In the remainder of this section we will closely follow the
analysis in [75] for Hill’s equation.
First, we express cos(ϕ0(z/Ω)) as a Fourier series:
cos(ϕ0(z/Ω)) =
a0
2
+
∞∑
n=1
an cos(2nz) . (A.2)
Interestingly, once we insert a solution for ϕ0 the series truncates at some n = N . We can then
write the equation of motion for the fluctuation as
c′′k +
[
θ0 +
N∑
n=1
2θn cos(2nz)
]
ck = 0 , (A.3)
θ0 = Ω
−2
(
1 + k2 + κ2
a0
2
)
,
θn = Ω
−2κ2
an
2
, n 6= 0 ,
where ‘prime’ denotes a derivative w.r.t. z.
According to Floquet theory this equation will have solutions of the form eµzF (z), where
F (z) should be a periodic function with the same period as pk(z), i.e. F (z + pi) = F (z). The
next step is to write this candidate solution as a Laurent expansion
eµzF (z) = eµτ
∞∑
m=−∞
bme
2imz (A.4)
Inserting this expansion into (A.3) then gives rise to a recursion relation for the coefficients bm:
(iµ− 2m)2bm −
N∑
n=−N
θnbm−n = 0 , (A.5)
where we defined θ−n ≡ θn. For reasons of convergence it will be useful to divide this by
(4m2 − θ0). Then the recursion relation can also be written as a matrix equation Dmnbn = 0
with
Dmn(iµ) =
(iµ− 2m)2
4m2 − θ0 δmn −
θm−n
4m2 − θ0 , (A.6)
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where m,n = −∞, . . . ,∞. The determinant ∆(iµ) ≡ |Dmn(iµ)| is called Hill’s determinant and
it should vanish for a solution. The equation ∆(iµ) = 0 is then an implicit equation for µ. As
detailed in [75] one can show that
∆(iµ) = ∆(0)− sin
2(pi2 iµ)
sin2(pi2
√
θ0)
. (A.7)
Thus, the solutions to Hill’s determinental equation ∆(iµ) = 0 are given by
sin2(pi2 iµ) = ∆(0) sin
2(pi2
√
θ0) , (A.8)
with
∆(0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. . .
...
...
...
...
...
...
· · · 1 −θ116−θ0 −θ216−θ0 −θ316−θ0 −θ416−θ0 · · ·
· · · −θ14−θ0 1 −θ14−θ0 −θ24−θ0 −θ34−θ0 · · ·
· · · −θ20−θ0 −θ10−θ0 1 −θ10−θ0 −θ20−θ0 · · ·
· · · −θ34−θ0 −θ24−θ0 −θ14−θ0 1 −θ14−θ0 · · ·
· · · −θ416−θ0 −θ316−θ0 −θ216−θ0 −θ116−θ0 1 · · ·
...
...
...
...
...
...
. . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (A.9)
Using eq. (A.8) we can calculate the growth parameter µ for different values of k = |k|. To
this end we need to evaluate the determinant ∆(0) of the infinite matrix Dmn(0). This matrix
has the following properties. As the Fourier coefficients an of cosϕ0 vanish for some n > N it
follows that θn = 0 for n > N . Thus the matrix Dmn(0) only has non-zero components in a
band of width 2N + 1 centred on the diagonal. Furthermore, the off-diagonal entries become
smaller if the move away from the central row. An approximate expression for ∆(0) can then
be found by only considering the determinant of the finite square matrix centred on the element
D00. One can obtain an increasingly good approximation by increasing the size of this finite
matrix.
As we are interested in the growth of fluctuations in time τ , let us define η ≡ Ωµ. The
result of the analysis in this section is that fluctuations ck evolve as
ck ∼ eµ(k)zF (z) = eη(k)τF (Ωτ) , F (Ωτ + pi) = F (Ωτ) , (A.10)
where η(k) is calculated as described above. The results for η(k) shown in figures 6, 7, 8 and 9
were obtained using this method.
Let us close with a few further observations regarding the solutions to (A.1). As a function of
k = |k| the solution for ck exhibits regions of stability or instability (see figures 6 and 7). More
specifically, for some ranges of k the parameter η(k) has a vanishing real part Re(η(k)) = 0 and
fluctuations do not grow. In other parameter ranges of k we find Re(η(k)) > 0 and fluctuations
grow. This is typical for solutions to Hill’s equation.
In addition, we compared the instability coefficient η(k) obtained using Hill’s determinant
with those obtained from a direct numerical solution of (A.1) and find very good agree-
ment. Using this numerical solution one can also make the following observation regarding
the frequency of oscillation of the fluctuations. The maxima of the peaks in η(k) occur when
θ0 ≡ Ω−2(1 + k2 + κ2 a02 ) = n2 with n ∈ N. This can be explained as follows. When this
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condition is met the fluctuation ck oscillates as e
iΩ
√
θ0τ and is resonantly driven by the higher
Fourier modes of cos(ϕ0(τ)). Again, this behaviour is typical for solutions to Hill’s equation.
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