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RELATIVE CUNTZ-KRIEGER ALGEBRAS OF FINITELY
ALIGNED HIGHER-RANK GRAPHS
AIDAN SIMS
Abstract. We define the relative Cuntz-Krieger algebras associated to finitely
aligned higher-rank graphs. We prove versions of the gauge-invariant unique-
ness theorem and the Cuntz-Krieger uniqueness theorem for relative Cuntz-
Krieger algebras.
1. Introduction
Cuntz-Krieger algebras associated to directed graphs and their analogues have
been of significant interest recently, due in large part to the explicit relationship
between the loop-structure of a graph and the ideal structure of its Cuntz-Krieger
algebra.
A directed graph E consists of a collection E0 of vertices, a collection E1 of
edges joining the vertices, and maps r, s : E1 → E0 which indicate the ranges
and sources of the edges. The Cuntz-Krieger algebra of E, denoted C∗(E), is the
universal algebra generated by mutually orthogonal projections {pv : v ∈ E0} and
by partial isometries {se : e ∈ E1} with mutually orthogonal range projections
such that for e ∈ E1, we have s∗ese = ps(e) and such that whenever v ∈ E
0 satisfies
0 < |r−1(v)| <∞, we have
sv =
∑
e∈r−1(v)
ses
∗
e.
The universal property of C∗(E) ensures that it carries a strongly continuous
gauge action γ of Tk satisfying γz(pv) = pv and γz(se) = z · se for all e ∈ E1 and
v ∈ E0. The gauge-invariant ideal structure of C∗(E) was studied in [2]. Here Bates
et al. identified the saturated, hereditary subsets H of E0, and showed that a large
class of gauge-invariant ideals in C∗(E) correspond to subgraphs r−1(H) ⊂ E where
H is saturated and hereditary; the ideal associated to r−1(H) is denoted IH , and
contains the Cunz-Krieger algebra C∗(r−1(H)) as a full corner. Ideally, the quotient
C∗(E)/IH would be isomorphic to the Cuntz-Krieger algebra C
∗(s−1(E0 \H)) of
the complementary subgraph. In fact, to realise C∗(E)/IH as a Cuntz-Krieger
algebra, one needs to append sources (that is, vertices v such that r−1(v) is empty)
to s−1(E0 \ H) to obtain what is referred to in [2] as the quotient graph E/H .
Using the uniqueness theorems for Cuntz-Krieger algebras, Bates et al. show that
C∗(E)/IH is canonically isomorphic to the Cuntz-Krieger algebra C
∗(E/H) [2,
Proposition 3.4], and thereby identify the remainder of the gauge-invariant ideals
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in C∗(E) [2, Theorem 3.6]. They also produce a condition on E under which all
ideals of C∗(E) are gauge-invariant [2, Corollary 3.8].
In recent work [6, Section 3], Muhly and Tomforde study the relative graph alge-
bras C∗(E, V ) of directed graphs E using a construction which once again involved
appending sources to E, and show that the Cuntz-Krieger algebra C∗(E/H) of the
quotient graph is canonically isomorphic to a relative graph algebra associated to
s−1(E0 \H).
For higher-rank graphs, the situation is more complicated. A higher-rank graph
Λ can be thought of as a graph in which the paths have a shape or degree in Nk
rather than a length in N. Associated to each higher-rank graph Λ there is a C∗-
algebra C∗(Λ) generated by partial isometries associated to paths in Λ and carrying
a strongly continuous gauge action γ of Tk. The decompositions of a path in Λ
must be in bijective correspondence with the decompositions of its degree in Nk;
this is called the factorisation property. The factorisation property poses significant
complications for an analysis of the gauge-invariant ideals of C∗(Λ) using methods
like those of [2]. The point is that it is not clear how to generalise the quotient
graph construction from [2] to the higher-rank setting: because of the factorisation
property, the addition of a source locally will have global effects on the higher-rank
graph, so it is unclear how to reconcile multiple such operations.
In this paper we analyse the relative Cuntz-Krieger algebras associated to higher-
rank graphs Λ with a view to studying the gauge-invariant ideal structure of C∗(Λ).
Since the analysis of relative graph algebras in [6] involves appending sources to
graphs, we would face the same difficulties in generalising it to the higher-rank set-
ting as we would face in generalising the quotient graph construction of [2]. Instead,
we study the relative Cuntz-Krieger algebras of finitely aligned higher-rank graphs
by regarding them as universal objects generated by families of partial isometries.
Our main objective is to establish versions of the gauge-invariant uniqueness theo-
rem and the Cuntz-Krieger uniqueness theorem for relative Cuntz-Krieger algebras
associated to higher-rank graphs, and we achieve these aims in Theorem 6.1 and
Theorem 6.3. The motivation for this is that the roˆles played by C∗(E/H) and
the usual uniqueness theorems for graph algebras in [2] will be filled by a relative
Cuntz-Krieger algebra associated to s−1(Λ0 \H) and the uniqueness theorems The-
orem 6.1 and Theorem 6.3 in an analysis of the gauge-invariant ideal structure of
C∗(Λ) for a finitely aligned k-graph Λ.
In Section 2, we given the definition of a k-graph and establish the notation
we will need in later sections. In Section 3, we associate a relative Cuntz-Krieger
algebra C∗(Λ; E) to each pair Λ, E where Λ is a finitely aligned k-graph, and E is a
collection of finite exhaustive subsets of Λ. We establish the existence of the core
subalgebra C∗(Λ; E)γ which is the fixed-point algebra for the gauge action, and
adapt the methods of [9, Section 3] to show that C∗(Λ; E)γ is AF. In Section 4,
we say what it means for a collection E of finite exhaustive sets to be satiated, and
for such E we use the description of C∗(Λ; E)γ obtained in Section 3 to establish
elementary conditions on a relative Cuntz-Krieger (Λ; E)-family under which it
determines an injective homomorphism of C∗(Λ; E)γ . In Section 5, we show how
to produce from an arbitrary collection E of finite exhaustive sets an enveloping
collection E such that E is satiated and C∗(Λ; E) = C∗(Λ; E). In Section 6, we
prove versions of the gauge-invariant and Cuntz-Krieger uniqueness theorems for
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C∗(Λ; E) when E is satiated; the results of Section 5 show how to apply these
theorems to C∗(Λ; E) when E is not satiated.
2. Higher-rank graphs
We regard Nk as an additive semigroup with identity 0. For m,n ∈ Nk, we
write m∨n for their coordinate-wise maximum and m∧n for their coordinate-wise
minimum.
Definition 2.1. Let k ∈ N \ {0}. A graph of rank k, or k-graph, is a pair (Λ, d)
where Λ is a countable category and d is a functor from Λ to Nk which satisfies the
factorisation property: For all λ ∈Mor(Λ) and allm,n ∈ Nk such that d(λ) = m+n,
there exist unique morphisms µ and ν in Mor(Λ) such that d(µ) = m, d(ν) = n
and λ = µν.
Since we are regarding k-graphs as generalised graphs, we refer to elements of
Mor(Λ) as paths and to elements of Obj(Λ) as vertices and we write r and s for
the codomain and domain maps.
The factorisation property allows us to identify Obj(Λ) with {λ ∈ Mor(Λ) :
d(λ) = 0}. So we write λ ∈ Λ in place of λ ∈ Mor(Λ), and when d(λ) = 0, we
regard λ as a vertex of Λ.
Given λ ∈ Λ and E ⊂ Λ, we define λE := {λµ : µ ∈ E, r(µ) = s(λ)} and
Eλ := {µλ : µ ∈ E, s(µ) = r(λ)}. In particular if d(v) = 0, then v is a vertex of Λ
and vE = {λ ∈ E : r(λ) = v}; similarly, Ev = {λ ∈ Λ : s(λ) = v}. We write
Λn := {λ ∈ Λ : d(λ) = n}.
The factorisation property ensures that if l ≤ m ≤ n ∈ Nk and if d(λ) = n, then
there exist unique paths denoted λ(0, l), λ(l,m) and λ(m,n) such that d(λ(0, l)) = l,
d(λ(l,m)) = m−l, and d(λ(m,n)) = n−m and such that λ = λ(0, l)λ(l,m)λ(m,n).
Given k ∈ N\{0}, and k-graphs (Λ1, d1) and (Λ2, d2), we call a covariant functor
x : Λ1 → Λ2 a graph morphism if it satisfies d2 ◦ x = d1.
Definition 2.2. Let (Λ, d) be a k-graph. Given µ, ν ∈ Λ, we say that λ is a
minimal common extension of µ and ν if d(λ) = d(µ) ∨ d(ν), λ(0, d(µ)) = µ, and
λ(0, d(ν)) = ν. We denote the collection of all minimal common extensions of µ
and ν by MCE(µ, ν). We write Λmin(µ, ν) for the collection
Λmin(µ, ν) := {(α, β) ∈ Λ× Λ : µα = νβ ∈MCE(µ, ν)}.
If E ⊂ Λ and µ ∈ Λ, then we write Ext(µ;E) for the set
Ext(µ;E) := {α ∈ s(µ)Λ : (α, β) ∈ Λmin(µ, ν) for some ν ∈ E}
of extensions of µ with respect to E. We say that Λ is finitely aligned if MCE(µ, ν)
is finite (possibly empty) for all µ, ν ∈ Λ.
Let v ∈ Λ0 and E ⊂ vΛ. We say that E is exhaustive if Ext(λ;E) is nonempty
for all λ ∈ vΛ.
Lemma 2.3. Let (Λ, d) be a finitely aligned k-graph, let v ∈ Λ0, let E ⊂ vΛ be
finite and exhausitve, and let µ ∈ vΛ. Then Ext(µ;E) is a finite exhaustive subset
of s(µ)Λ. Moreover µ ∈ EΛ if and only if s(µ) ∈ Ext(µ;E).
Proof. Let E′ := Ext(µ;E). Since E is finite and Λ is finitely aligned we know that
E′ is finite, and E′ ⊂ s(µ)Λ by definition, so we need only check that E′ is exhaus-
tive. Let σ ∈ s(µ)Λ. Since E is exhaustive, there exists λ ∈ E with Λmin(λ, µσ) 6= ∅,
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say (α, β) ∈ Λmin(λ, µσ). So λα = µσβ. Setting τ := (µσβ)(d(µ), d(λ) ∨ d(µ)), we
have τ ∈ Ext(µ; {λ}) ⊂ E′ by the factorisation property, and µσβ = µττ ′ for some
τ ′. But then the factorisation property gives σβ = ττ ′, so (σβ)(0, d(σ) ∨ d(τ)) ∈
MCE(σ, τ). Since σ ∈ s(µ)Λ was arbitrary, it follows that E′ is exhaustive. The
last statement of the lemma follows from the factorisation property. 
3. Relative Cuntz-Krieger algebras
Notation 3.1. Let (Λ, d) be a finitely aligned k-graph. We define
FE(Λ) :=
⋃
v∈Λ0{E ⊂ vΛ \ {v} : E is finite and exhaustive}.
For E ∈ FE(Λ) we write r(E) for the vertex v ∈ Λ0 such that E ⊂ vΛ.
Definition 3.2. Let (Λ, d) be a finitely aligned k-graph, and let E be a subset of
FE(Λ). A relative Cuntz-Krieger (Λ; E)-family is a collection {tλ : λ ∈ Λ} of partial
isometries in a C∗-algebra satisfying
(TCK1) {tv : v ∈ Λ0} is a collection of mutually orthogonal projections;
(TCK2) tλtµ = tλµ whenever s(λ) = r(µ);
(TCK3) t∗λtµ =
∑
(α,β)∈Λmin(λ,µ) tαt
∗
β for all λ, µ ∈ Λ; and
(CK)
∏
λ∈E(tr(E) − tλt
∗
λ) = 0 for all E ∈ E .
Remark 3.3. Relation (CK) is well-defined because (TCK3) ensures that the pro-
jections {tλt
∗
λ : λ ∈ Λ} pairwise commute. Note also that (TCK3) together with
the C∗-identity show that tv 6= 0 for all v ∈ Λ0 if and only if tλ 6= 0 for all λ ∈ Λ.
For each finitely aligned k-graph Λ, and each subset E of FE(Λ) there exists a
C∗-algebra C∗(Λ; E) generated by a relative Cuntz-Krieger (Λ; E)-family {sE(λ) :
λ ∈ Λ} which is universal in the sense that if {tλ : λ ∈ Λ} is a relative Cuntz-
Krieger (Λ; E)-family in a C∗-algebra B, then there exists a unique homomorphism
πEt : C
∗(Λ; E)→ B such that πEt (sE(λ)) = tλ for all λ ∈ Λ.
For z = (z1, . . . , zk) ∈ Tk and n = (n1, . . . , nk) ∈ Nk, we write zn for the
product
∏k
i=1 z
ni
i ∈ T. The universal property of C
∗(Λ; E) guarantees that there
exists a strongly continuous gauge action γ of Tk on C∗(Λ; E) such that γz(sE(λ)) =
zd(λ)sE(λ) for all λ ∈ Λ. Averaging over this gauge action gives a faithful conditional
expectation ΦγE from C
∗(Λ; E) to the fixed point algebra
C∗(Λ; E)γ = span{sE(λ)sE (µ)
∗ : d(λ) = d(µ)}.
We refer to C∗(Λ; E)γ as the core of C∗(Λ; E). The remainder of this section is
devoted to showing that C∗(Λ; E)γ is AF. This material is adapted directly from
[9, Section 3].
Recall from [9] that for a finitely aligned k-graph (Λ, d) and a finite subset E ⊂ Λ,
the set ΠE is the smallest subset of Λ such that E ⊂ ΠE and such that
(3.1) λ, µ, σ ∈ G with d(λ) = d(µ) and s(λ) = s(µ) implies λExt(µ; {σ}) ⊂ G.
We write ΠE ×d,s ΠE for the set {(λ, µ) ∈ ΠE ×ΠE : d(λ) = d(µ), s(λ) = s(µ)}.
Lemma 3.2 of [9] shows that ΠE is finite, that if λ, µ ∈ ΠE ×d,s ΠE, then for
ν ∈ s(λ)Λ, we have λν ∈ ΠE if and only if µν ∈ ΠE, and that if λ, µ ∈ ΠE and
(α, β) ∈ Λmin(λ, µ), then λα ∈ ΠE.
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Definition 3.4. Let (Λ, d) be a finitely aligned k-graph, let E ⊂ Λ be finite, let
E ⊂ FE(Λ) and let {tλ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ; E)-family. We
define
M tΠE := span{tλt
∗
µ : (λ, µ) ∈ ΠE ×d,s ΠE}.
For λ, µ ∈ ΠE ×d,s ΠE, we define
(3.2) Θ(t)ΠEλ,µ := tλ
( ∏
λν∈ΠE\{λ}
(ts(λ) − tνt
∗
ν)
)
t∗µ.
It is straightforward to check that Lemmas 3.2 and 3.11 and Proposition 3.9 of [9]
apply to any family of partial isometries satisfying (TCK1)–(TCK3); for details see
[10, Chapter 3]. Hence eachM tΠE is a finite-dimensional C
∗-algebra [9, Lemma 3.2].
Moreover, for all (λ, µ), (σ, τ) ∈ ΠE ×d,s ΠE, we have
(3.3)
(
Θ(t)ΠEλ,µ
)∗
= Θ(t)ΠEµ,λ and Θ(t)
ΠE
λ,µΘ(t)
ΠE
σ,τ = δµ,σΘ(t)
ΠE
λ,τ
by [9, Proposition 3.9], and for λ, µ ∈ ΠE ×d,s ΠE, we have
(3.4) tλt
∗
µ =
∑
λν∈ΠE Θ(t)
ΠE
λν,µν
by [9, Lemma 3.11].
We can now show that the core is AF, and give a condition under which a
representation of C∗(Λ; E) is faithful on the core.
Proposition 3.5. Let (Λ, d) be a finitely aligned k-graph, and let E be a subset
of FE(Λ). Then C∗(Λ; E)γ is an AF algebra. If {tλ : λ ∈ Λ} is a relative Cuntz-
Krieger (Λ; E)-family, then πEt is injective on C
∗(Λ; E)γ if and only if Θ(t)ΠEλ,µ is
nonzero whenever Θ(sE)
ΠE
λ,µ is nonzero.
Proof. We have C∗(Λ; E)γ =
⋃
E⊂Λ finiteM
sE
ΠE , so C
∗(Λ; E)γ is an AF algebra. If
E is a finite subset of Λ, then (3.3) shows that {Θ(sE)
ΠE
λ,µ : (λ, µ) ∈ ΠE ×d,s
ΠE,Θ(sE)
ΠE
λ,µ 6= 0} is a collection of nonzero matrix units, and (3.4) shows that these
matrix units span M sEΠE. So if Θ(t)
ΠE
λ,µ is nonzero whenever Θ(sE)
ΠE
λ,µ is nonzero,
then πEt is injective on each M
sE
ΠE , and hence on C
∗(Λ; E)γ by [1, Lemma 1.3]. 
4. Nonzero matrix units and the E-compatible boundary path
representation
In this section, we identify the satiated subsets of FE(Λ), and when E is satiated,
we characterise the Θ(sE)
ΠE
λ,µ which are nonzero in C
∗(Λ; E).
Definition 4.1. Let (Λ, d) be a finitely aligned k-graph. We say that a subset
E ⊂ FE(Λ) is satiated if it satisfies
(S1) If G ∈ E and E ∈ FE(Λ) with G ⊂ E then E ∈ E .
(S2) If G ∈ E with r(G) = v and if µ ∈ vΛ \GΛ, then Ext(µ;G) ∈ E .
(S3) If G ∈ E and 0 < nλ ≤ d(λ) for each λ ∈ G, then {λ(0, nλ) : λ ∈ G} ∈ E .
(S4) If G ∈ E , G′ ⊂ G, and G′λ ∈ E with r(G
′
λ) = s(λ) for each λ ∈ G
′, then(
(G \G′) ∪
(⋃
λ∈G′ λG
′
λ
))
∈ E .
The remainder of this section is devoted to proving the following theorem.
Theorem 4.2. Let (Λ, d) be a finitely aligned k-graph, and suppose that E ⊂ FE(Λ)
is satiated. Let {tλ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ; E)-family. The homo-
morphism πEt is injective on C
∗(Λ; E)γ if and only if
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(1) tv 6= 0 for all v ∈ Λ0, and
(2)
∏
λ∈F (tr(F ) − tλt
∗
λ) 6= 0 for all F ∈ FE(Λ) \ E.
To prove Theorem 4.2, we construct a representation of C∗(Λ; E) which satisfies
conditions (1) and (2). As usual, we obtain this representation by definining an
appropriate boundary-path space.
Recall from [8] that for k ∈ N andm ∈ (N∪{∞})k, the k-graph Ωk,m has vertices
{n ∈ Nk : n ≤ m}, morphisms {(n1, n2) : n1, n2 ∈ Nk, n1 ≤ n2 ≤ m}, degree map
d((n1, n2)) = n2−n1 and range and source maps r((n1, n2)) = n1, s((n1, n2)) = n2.
Definition 4.3. Let (Λ, d) be a finitely aligned k-graph, and let E ⊂ FE(Λ) be
satiated. We say that a graph morphism x : Ωk,m → Λ is an E-compatible boundary
path of Λ if for every n ∈ Nk such that n ≤ m, and every E ∈ E such that
r(E) = x(n), there exists λ ∈ E such that x(n, n + d(λ)) = λ. We denote the
collection of all E-compatible boundary paths of Λ by ∂(Λ; E). We write d(x) for
m and r(x) for x(0).
If x ∈ ∂(Λ; E) and λ ∈ Λr(x) then there is a unique graph morphism λx :
Ωk,d(λ)+d(x) → Λ such that (λx)(0, d(λ)) = λ and (λx)(d(λ), n+ d(λ)) = x(0, n) for
all n ≤ d(x). Likewise, if n ∈ Nk with n ≤ d(x), there is a unique graph morphism
x|
d(x)
n : Ωk,d(x)−n → Λ such that x|
d(x)
n (0,m) = x(n, n+m) whenever n+m ≤ d(x).
These two constructions are inverse to each other in the sense that
(4.1) (λx)|
d(λx)
d(λ) = x =
(
x(0, n)
)(
x|d(x)n
)
for all λ ∈ Λr(x) and all n ≤ d(x).
Lemma 4.4. Let (Λ, d) be a finitely aligned k-graph, and let E ⊂ FE(Λ) be satiated.
Let x ∈ ∂(Λ; E). If n ∈ Nk with n ≤ d(x), then x|
d(x)
n ∈ ∂(Λ; E), and if λ ∈ Λr(x),
then λx ∈ ∂(Λ; E).
Proof. For the first statement, just note that each vertex on x|
d(x)
n is also a vertex on
x. For the second statement, suppose n ∈ Nk with n ≤ d(λx), and suppose E ∈ E
with r(E) = (λx)(n). Let λ′ = (λx)(n, n ∨ d(λ)), and let x′ = x|
d(x)
(n∨d(λ))−d(λ), so
that (λx)|
d(λx)
n = λ′x′, and x′ ∈ ∂(Λ; E) by the first statement of the lemma. We
must show that there exists µ ∈ E such that (λ′x′)(0, d(µ)) = µ. If there exists
µ ∈ E with d(µ) ≤ d(λ′) and λ′(0, d(µ)) = µ, we are done, so we may assume
that λ′ 6∈ EΛ. By (S2), we have Ext(λ′, E) ∈ E , and r(Ext(λ′, E)) = s(λ′) = r(x′)
by definition. Since x′ ∈ ∂(Λ; E), it follows that there exists α ∈ Ext(λ′;E) such
that x′(0, d(α)) = α; equivalently, there exists µ ∈ E and (α, β) ∈ Λmin(λ′, µ)
such that α = x′(0, d(α)). But now λ′α = µβ, and in particular, (λ′x′)(0, d(µ)) =(
λ′x′(0, d(α))
)
(0, d(µ)) = (µβ)(0, d(µ)) = µ. 
Definition 4.5. Let (Λ, d) be a finitely aligned k-graph and let E ⊂ FE(Λ) be
satiated. Define partial isometries {SE(λ) : λ ∈ Λ} ⊂ B(ℓ2(∂(Λ; E))) by
SE(λ)ex :=
{
eλx if s(λ) = r(x)
0 otherwise.
Lemma 4.6. Let (Λ, d) be a finitely aligned k-graph and let E ⊂ FE(Λ) be satiated.
The collection {SE(λ) : λ ∈ Λ} is a relative Cuntz-Krieger (Λ; E)-family which we
call the E-compatible boundary-path representation of Λ.
RELATIVE CUNTZ-KRIEGER ALGEBRAS 7
Proof. First notice that Lemma 4.4 ensures that for λ ∈ Λ and x ∈ ∂(Λ; E), we
have
(4.2) SE(λ)
∗ex =
{
e
x|
d(x)
d(λ)
if x(0, d(λ)) = λ
0 otherwise.
For v ∈ Λ0, we have that SE(v) is the projection onto span{ex : x ∈ v∂(Λ; E)}
and hence {SE(v) : v ∈ Λ0} are mutually orthogonal projections, establishing
(TCK1). Since composition in the category Λ is associative, (TCK2) is straight-
forward to check. To see (TCK3) one uses (4.2) to apply both SE(λ)
∗SE(µ) and∑
(α,β)∈Λmin(λ,µ) SE(α)SE (β)
∗ to an arbitrary basis element ex; calculations like
those of [7, Example 7.4] show that the two agree. Finally, for condition (CK) let
x ∈ ∂(Λ; E) and E ∈ E with r(E) = r(x) = x(0). Then x(0, n) ∈ E for some n ≤
d(x) by definition of ∂(Λ; E), and we have
(
SE(x(0))−SE(x(0, n))SE(x(0, n))∗
)
ex =
0 by (4.1) and (4.2). Since
(
SE(x(0)) − SE(x(0, n))SE(x(0, n))∗
)
is a term in∏
λ∈E
(
SE(r(E)) − sE(λ)sE (λ)∗
)
, it follows that the kernel of the latter contains
ex. Since x ∈ ∂(Λ; E) and E ∈ E were arbitrary, this establishes (CK). 
Lemma 4.7. Let (Λ, d) be a finitely aligned k-graph, let E be a satiated subset of
FE(Λ), and let v ∈ Λ0. Then
(1) v∂(Λ; E) is nonempty.
(2) If F ∈ v FE(Λ) \ E, then v∂(Λ; E) \ F∂(Λ; E) is nonempty.
To prove Lemma 4.7, we first need the following technical lemma.
Lemma 4.8. Let (Λ, d) be a finitely aligned k-graph, and suppose that E ⊂ FE(Λ)
is satiated. Suppose that E ∈ E and that F ⊂ r(E)Λ \ Λ0 is finite and satisfies
µ ∈ E =⇒
{
µ ∈ FΛ or
Ext(µ;F ) ∈ E .
Then F ∈ E.
Proof. Define G := E \ FΛ, and for each µ ∈ G, let Gµ := Ext(µ;F ). Then each
Gµ ∈ E by hypothesis, so (S4) gives
E′ :=
(
(E \G) ∪
(⋃
µ∈G µGµ
))
∈ E .
For λ ∈ E \G we have λ(0, n) ∈ F for some n; in this case, let nλ := n. Since E ∈ E
we have E∩Λ0 = ∅ and hence nλ > 0. For µ ∈ G and λ ∈ µGµ, we have λ = µβ for
some β ∈ Ext(µ;F ), so there exists σ ∈ F and α ∈ Λ such that (α, β) ∈ Λmin(σ, µ).
Hence
λ(0, d(σ)) = (µβ)(0, d(σ)) = (σα)(0, d(σ)) = σ ∈ F ;
in this case, set nλ := d(σ). Since F ∩ Λ0 = 0 by hypothesis, we have that nλ > 0.
Now E′′ := {λ(0, nλ) : λ ∈ E′} ⊂ F . But E′ ∈ E , and hence (S3) ensures that
E′′ ∈ E . Since E′′ ⊂ F and F is finite, it now follows from (S1) that F ∈ E . 
To prove Lemma 4.7, we also need the following a result due to Farthing, Muhly
and Yeend.
Lemma 4.9 (Farthing, Muhly and Yeend, 2003). Let (Λ, d) be a k-graph. For
v ∈ Λ0, E ⊂ vΛ, λ1 ∈ vΛ, and λ2 ∈ s(λ1)Λ, we have Ext(λ2; Ext(λ1;E)) =
Ext(λ1λ2;E).
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Proof. The result is proved in [3], currently in draft form; a proof also appears in
[10, Appendix A]. 
Proof of Lemma 4.7. The proofs of both statements of Lemma 4.7 proceed by con-
structing an E-relative boundary path with the desired properties. The two con-
structions have a great deal in common, but the construction for statement (2) is
somewhat more complicated. To avoid duplication, we present the full text of the
proof of statement (2) below, but we typeset those parts of the proof which are
germane only to statement (2) in slanted text, and enclose them in square brackets[
like this
]
.
Define P : (N \ {0})2 → (N \ {0}) by
P (m,n) :=
(m+ n− 1)(m+ n− 2)
2
+m.
Then P is the position function corresponding to the diagonal listing of (N \ {0})2
in the sense that if (m,n) is the lth term in the diagonal listing, then P (m,n) = l.
For all l ∈ N \ {0}, define (il, jl) := P−1(l). Fix v ∈ Λ0
[
and fix F ∈ v FE(Λ) \ E
]
.
We claim that there exist a sequence {λl : l ≥ 1} ⊂ vΛ and listings {El,j : j ≥ 1}
of s(λl)E for all l ≥ 1 satisfying
(i) λl+1(0, d(λl)) = λl for all l ≥ 1,
(ii) λl+1
(
d(λil ), d(λl+1)
)
belongs to Eil,jlΛ for all l ≥ 1.[
(iii) Ext(λl+1;F ) belongs to FE(Λ) \ E for all l ≥ 0.
]
We prove the claim by induction on l. For a basis case, let l = 0 and define
λl+1 = λ1 := v. For each w ∈ Λ0, the collection of finite subsets of wΛ is countable
because Λ is countable. In particular, wE is countable. Let {E1,j : j ∈ N \ {0}} be
any listing of vE . Note that (i) and (ii) are trivial in this case because l = 0
[
and
(iii) is satisfied because Ext(v;F ) = F
]
.
Now suppose as an inductive hypothesis that l ≥ 1, and that λn and {En,j : j ≥
1} exist and satisfy (i) and (ii)
[
and (iii)
]
for 1 ≤ n ≤ l.
Let λlil := λl
(
d(λil ), d(λl)
)
. Notice that il < l, so Eil,jl ∈ s(λil)E has already
been defined by the inductive hypothesis. Suppose first that λlil belongs to Eil,jlΛ.
Define λl+1 := λl, and Eil+1,j := Eil,j for all j ≥ 1. We have that λl+1 satisfies (i)
by definition, and satisfies (ii) because we supposed λlil to belong to Eil,jlΛ.
[
We
have that λl+1 satisfies (iii) because λl satisfies (iii) by the inductive hypothesis.
]
Now suppose that λlil does not belong to Eil,jlΛ. Let E := Ext(λ
l
il
;Eil,jl). Then
E 6= ∅ because Eil,jl ∈ FE(Λ). For α ∈ E we have that λ
l
il
α = µβ for some
µ ∈ E and (α, β) ∈ Λmin(λlil , µ). It follows that for any νl+1 in E we have that
λl+1 := λlνl+1 satisfies (ii). Such a choice of λl+1 trivially satisfies (i).[
To complete the construction of λl+1, we need only show that there exists a
choice of νl+1 ∈ E such that λl+1 := λlνl+1 also satisfies (iii). Since λl satisfies
(iii), we have that Fl := Ext(λl;F ) belongs to FE(Λ) \ E . By the contrapositive
of Lemma 4.8, there exists α ∈ E \ FlΛ such that Ext(α;Fl) 6∈ E . But Lemma 2.3
ensures that Ext(α;Fl) ∈ FE(Λ), so Ext(α;Fl) ∈ FE(Λ) \ E . Let νl+1 := α, and
define λl+1 := λlνl+1. Then
(4.3) Ext(λl+1;F ) = Ext(λlνl+1;F ) = Ext(νl+1; Ext(λl;F ))
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by Lemma 4.9. But Ext(λl;F ) = Fl by definition, so (4.3) gives Ext(λl+1;F ) =
Ext(νl+1;Fl) which belongs to FE(Λ)\E by choice of νl+1. Hence λl+1 satisfies (iii)
as required.
]
Let m := liml→∞ d(λl) ∈ (N ∪ {∞})k. Since {λl : l ≥ 1} satisfies (i), there
exists a unique graph morphism x : Ωk,m → Λ such that x(0, d(λl)) = λl for all
l ∈ N \ {0}.
We have that r(x) = v by definition, so to see that x ∈ v∂(Λ; E), suppose
that M ∈ Nk with M ≤ m. Let E ∈ x(M)E . We must show that there exists
N ≥ M such that x(M,N) ∈ E. By definition of x there exists l ≥ 1 such that
M ≤ d(λl). If λl(M,d(λl)) belongs to EΛ, then we are done, so suppose that
λl(M,d(λl)) 6∈ EΛ. By (S3), it follows that G := Ext(λl(M,d(λl));E) ∈ s(λl)E ,
and hence that G = Eil,j for some j ≥ 1. But then property (ii) ensures that
λP (il,j)+1(M,N) ∈ E for some N , and it follows that x(M,N) ∈ E as required.[
Finally we must show that x 6∈ FΛ. Suppose for contradiction that x ∈ FΛ. Then
x(0, N) ∈ F for some N , and it follows from the definition of x that there exists
l ≥ 1 such that λl(0, N) = x(0, N) ∈ F . Hence s(λl) belongs to Ext(λl;F ). But for
G ∈ FE(Λ), we have G∩Λ0 = ∅ by definition, so s(λl) ∈ Ext(λl;F ) contradicts (iii).
Hence x 6∈ FΛ.
]

Corollary 4.10. Let (Λ, d) be a finitely aligned k-graph, and let E ⊂ FE(Λ) be
satiated. The vertex projections sE(v) are all nonzero. Moreover, if E ⊂ vΛ \Λ0 is
finite, then
∏
λ∈E(sE(v)− sE(λ)sE(λ)
∗) = 0 if and only if E ∈ E.
To prove Corollary 4.10, we make use of an equality established in [9]: let (Λ, d)
be a finitely aligned k-graph, let {tλ : λ ∈ Λ} be a collection of partial isometries
satisfying (TCK1)–(TCK3), let v be an element of Λ0, let E be a finite subset of
vΛ, and let µ be an element of vΛ. Then [9, Equation (3.4)] shows that
(4.4)
( ∏
λ∈E
(tv − tλt
∗
λ)
)
tµt
∗
µ = tµ
( ∏
α∈Ext(µ;E)
(ts(µ) − tαt
∗
α)
)
t∗µ,
with the convention that the empty product is equal to the unit of the multiplier
algebra so that if Ext(µ;E) = ∅ then the right-hand side of (4.4) is equal to tµt∗µ.
Proof of Corollary 4.10. Statement (1) of Lemma 4.7 shows that for v ∈ Λ0, there
exists x ∈ v∂(Λ; E), and then SE(v)ex = ex 6= 0. So SE(v) is nonzero, and the
universal property of C∗(Λ; E) then shows that sE(v) is nonzero.
For the second statement of the Corollary, the “if” direction is precisely (CK).
For the reverse implication, suppose that E ⊂ vΛ but E 6∈ E . If E 6∈ FE(Λ) then
there exists ξ ∈ vΛ such that Ext(ξ;E) = ∅. Equation 4.4 shows that
sE(ξ)sE (ξ)
∗
∏
λ∈E
(sE(v) − sE(λ)sE(λ)
∗) = sE(ξ)sE (ξ)
∗,
and hence
∏
λ∈E(sE(v) − sE(λ)sE (λ)
∗) is nonzero by Remark 3.3. On the other
hand, if E ∈ FE(Λ) \ E , then statement (2) of Lemma 4.7 shows that there exists
x ∈ v∂(Λ; E)\E∂(Λ; E). We then have
∏
λ∈E(SE(v)−SE(λ)SE(λ)
∗)ex = ex 6= 0, and
then the universal property of C∗(Λ; E) gives
∏
λ∈E(sE(v)− sE(λ)sE (λ)
∗) 6= 0. 
Proof of Theorem 4.2. The “only if” implication follows from Corollary 4.10. Equa-
tion (3.2) and Corollary 4.10 show that for E ⊂ Λ finite and (λ, µ) ∈ ΠE ×d,s ΠE,
we have Θ(sE)
ΠE
λ,µ = 0 if and only if T
ΠE(λ) := {ν ∈ Λ \ Λ0 : λν ∈ ΠE} belongs
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to E . Hence for the “if” direction it suffices to establish that if Θ(t)ΠEλ,µ = 0, then
TΠE(λ) belongs to E ; indeed, by (3.2), it suffices to show that if TΠE(λ) 6∈ E , then∏
ν∈TΠE(λ)(ts(λ) − tνt
∗
ν) 6= 0.
So suppose TΠE(λ) 6∈ E . If TΠE(λ) 6∈ FE(Λ), then
∏
ν∈TΠE(λ)(ts(λ) − tνt
∗
ν) 6= 0
exactly as in the proof of Corollary 4.10. On the other hand, if TΠE(λ) ∈ FE(Λ)\E ,
then
∏
ν∈TΠE(λ)(ts(λ) − tνt
∗
ν) 6= 0 by assumption. 
5. Constructing satiations
In this section we show how to use Theorem 4.2 to characterise the homomor-
phisms of arbitrary relative Cuntz-Krieger algebras C∗(Λ; E) which are injective on
the core, and not just those for which E is satiated.
Definition 5.1. Let (Λ, d) be a finitely aligned k-graph, and let E ⊂ FE(Λ). We
write E for the smallest satiated subset of FE(Λ) which contains E , and we call E
the satiation of E .
The idea is to show that for any E ⊂ FE(Λ), we have C∗(Λ; E) = C∗(Λ; E).
To this end we define maps Σ1–Σ4 on subsets of FE(Λ), and show that iterated
application of these maps produces E from E .
Definition 5.2. Let (Λ, d) be a finitely aligned k-graph, and for E ⊂ FE(Λ), define
Σ1(E) = {F ⊂ Λ \ Λ
0 : F is finite, and there exists E ∈ E with E ⊂ F}
Σ2(E) = {Ext(µ;E) : E ∈ E , µ ∈ r(E)Λ \ EΛ}
Σ3(E) =
{
{λ(0, nλ) : λ ∈ E} : E ∈ E , 0 < nλ ≤ d(λ) for all λ ∈ E
}
Σ4(E) =
{
(E \ F ) ∪
(⋃
λ∈F λFλ
)
: E ∈ E , F ⊂ E,
Fλ ∈ s(λ)E for all λ ∈ F
}
.
Lemma 5.3. Let (Λ, d) be a finitely aligned k-graph, and let E ⊂ FE(Λ). Then
E ⊂ Σi(E) ⊂ FE(Λ) for 1 ≤ i ≤ 4. Let {tλ : λ ∈ Λ} be a relative Cuntz-Krieger
(Λ; E)-family and let E ∈ Σi(E) for 1 ≤ i ≤ 4. Then
∏
λ∈E(tr(E) − tλt
∗
λ) = 0.
Proof. Let E ∈ E . We trivially have E ∈ Σ1(E). To see that E ∈ Σ2(E), note that
r(E) 6∈ EΛ by definition, and E = Ext(r(E);E). To see that E ∈ Σ3(E), just take
nλ := d(λ) for all λ ∈ E. Finally, to see that E ∈ Σ4(E), take F = ∅ ⊂ E.
We will now establish that if {tλ : λ ∈ Λ} is a relative Cuntz-Krieger (Λ; E)-
family and E ∈ Σi(E), then
∏
λ∈E(tr(E) − tλt
∗
λ) = 0.
If i = 1, then E = G∪F for some G ∈ E and finite F ⊂ r(G)Λ, and
∏
λ∈E(tr(E)−
tλt
∗
λ) ≤
∏
λ∈G(tr(G) − tλt
∗
λ) = 0.
If i = 2, then E = Ext(µ;G) for some G ∈ E and µ ∈ r(G)Λ \GΛ. So multiply-
ing (4.4) by t∗µ on the left and by tµ on the right gives∏
λ∈E
(tr(E) − tλt
∗
λ) = t
∗
µ
( ∏
σ∈G
(tr(G) − tσt
∗
σ)
)
tµ = 0.
If i = 3, then E = {λ(0, nλ) : λ ∈ G} for some G ∈ E and 0 < nλ ≤ d(λ) for
each λ ∈ G. Since tr(E) − tλ(0,nλ)t
∗
λ(0,nλ)
≤ tr(E)− tλt
∗
λ for all λ ∈ E, we then have∏
λ∈E
(tr(E) − tλt
∗
λ) ≤
∏
µ∈G
(tr(G) − tµt
∗
µ) = 0.
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If i = 4, then E = G \ G′ ∪
(⋃
λ∈G′ λG
′
λ
)
for some G ∈ E , G′ ⊂ G, and
G′λ ∈ s(λ)E for each λ ∈ G
′. Lemma C.7 of [9] shows that for λ ∈ G′, we have
tr(G) − tλt
∗
λ =
∏
µ∈G′
λ
(tr(G) − tλµt
∗
λµ). Hence∏
λ∈E
(tr(E) − tλt
∗
λ) =
( ∏
λ∈G\G′
(tr(E) − tλt
∗
λ)
) ∏
λ∈G′
( ∏
µ∈G′
λ
(tr(E) − tλµt
∗
λµ)
)
=
∏
λ∈G
(tr(G) − tλt
∗
λ).
It remains only to show that Σi(E) ⊂ FE(Λ). For this, first notice that E ∈ Σi(E)
implies that E ∩ Λ0 = ∅ and that E is finite by definition of Σ1–Σ4. Now let
{tλ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ; E)-family in which tv 6= 0 for all
v ∈ Λ0; such a family exists by Corollary 4.10. Suppose that v ∈ Λ0 and that E is
a finite subset of vΛ \ Λ0 with
∏
λ∈E(tv − tλt
∗
λ) = 0, and suppose for contradiction
that E 6∈ FE(Λ). Then there exists µ ∈ vΛ such that Λmin(µ;λ) = ∅ for all λ ∈ E.
Equation 4.4 gives tµt
∗
µ
∏
λ∈E(tv − tλt
∗
λ) = tµt
∗
µ, and hence tµt
∗
µ = 0, contradicting
tv 6= 0 for all v ∈ Λ0. Since we have already established that if {tλ : λ ∈ Λ} is a
relative Cuntz-Krieger (Λ; E)-family and E ∈ Σi(E), then
∏
λ∈E(tr(E) − tλt
∗
λ) = 0,
it follows that Σi(E) ⊂ FE(Λ) as required. 
Notation 5.4. We write Σ for the map Σ4◦Σ3◦Σ2◦Σ1. For n ∈ N and E ⊂ FE(Λ),
we write Σn(E) for
n terms︷ ︸︸ ︷
Σ ◦ Σ ◦ · · · ◦ Σ(E),
and write Σ∞(E) for
⋃∞
n=1 Σ
n(E).
Proposition 5.5. Let (Λ, d) be a finitely aligned k-graph and let E ⊂ FE(Λ). Then
Σ∞(E) = E .
Proof. The definitions of the maps Σ1–Σ4 show that Σi(E) ⊂ E for all i, and hence
that Σ∞(E) ⊂ E . Hence, it suffices to show that Σ∞(E) is satiated. If G ∈ Σ∞(E)
and E is constructed from G as in (S1), (S2) or (S3), then we have G ∈ Σn(E)
for some n ∈ N, and then since we have E ⊂ Σi(E) for all i by Lemma 5.3, it
follows that E ∈ Σn+1(E) ⊂ Σ∞(E) as required. If F ∈ Σ∞(E), G ⊂ F , and
Gλ ∈ s(λ)Σ∞(E) for all λ ∈ G, then there exist n ∈ N with F ∈ Σn(E), and nλ ∈ N
such that Gλ ∈ Σnλ(E) for each λ ∈ Λ. Let N := max{n, nλ : λ ∈ G}. Again since
Lemma 5.3 shows that E ⊂ Σi(E) for all i, we have that F and each Gλ belong
to ΣN (E). The definition of Σ4 together with another application of Lemma 5.3
shows that E ∈ ΣN+1(E) ⊂ Σ∞(E), and the proof is complete. 
Corollary 5.6. Let (Λ, d) be a finitely aligned k-graph, and let E be any subset of
FE(Λ). Then C∗(Λ; E) = C∗(Λ; E).
Proof. An induction on n using the last statement of Lemma 5.3 shows that if F ∈
Σn(E), then
∏
µ∈F (tr(F ) − tµt
∗
µ) = 0 for all n ∈ N. Hence
∏
µ∈F (tr(F ) − tµt
∗
µ) = 0
for all F ∈ E by Proposition 5.5. It follows that every relative Cuntz-Krieger
(Λ; E)-family is a relative Cuntz-Krieger (Λ; E)-family. On the other hand E ⊂ E by
definition, so every Cuntz-Krieger (Λ; E)-family is trivially a relative Cuntz-Krieger
(Λ; E)-family. The universal properties of C∗(Λ; E) and C∗(Λ; E) now show that
the two algebras coincide. 
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6. Uniqueness theorems
In this section we prove versions of the gauge-invariant uniqueness theorem and
the Cuntz-Krieger uniqueness theorem for C∗(Λ; E).
Theorem 6.1. Let (Λ, d) be a finitely aligned k-graph, and let E ⊂ FE(Λ) be
satiated. Let {tλ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ; E)-family in a C∗-algebra
B, and suppose that
(1) tv 6= 0 for all v ∈ Λ
0;
(2)
∏
λ∈F (tr(F ) − tλt
∗
λ) 6= 0 for all F ∈ FE(Λ) \ E; and
(3) there exists an action θ : Tk → Aut(B) such that θz(tλ) = zd(λ)tλ for all
z ∈ Tk and λ ∈ Λ.
Then πEt is injective.
Proof. Theorem 4.2 and Conditions (1) and (2) guarantee that πEt is injective on
C∗(Λ; E)γ . Assume without loss of generality that B = C∗({tλ : λ ∈ Λ}). Since the
polynomials are continuous on Tk, and since B = span{tλt∗µ : λ, µ ∈ Λ} by (TCK3),
we have that θ is strongly continuous. Since πEt is equivariant in θ and γ, averaging
over θ gives a norm-decreasing linear map ΦθE on B which satisfies Φ
θ
E ◦π
E
t = π
E
t ◦Φ
γ
E .
The result now follows from an argument identical to that of [9, Proposition 4.1]. 
To state our Cuntz-Krieger uniqueness theorem, we first need to establish some
notation.
Definition 6.2. Let (Λ, d) be a k-graph, and let x : Ωk,d(x) → Λ and y : Ωk,d(y) →
Λ be graph morphisms. We say that a graph morphism z : Ωk,d(z) → Λ is a minimal
common extension of x and y if it satisfies
(1) d(z)j = max{d(x)j , d(y)j} for 1 ≤ j ≤ k; and
(2) z|Ωk,d(x) = x and z|Ωk,d(y) = y.
We write MCE(x, y) for the collection of minimal common extensions of x and y.
It turns out that to obtain a Cuntz-Krieger uniqueness theorem for relative
Cuntz-Krieger algebras, the appropriate analogue of an aperiodic path is a path
x ∈ ∂(Λ; E) such that
(6.1) for distinct λ, µ ∈ Λr(x), we have MCE(λx, µx) = ∅.
Theorem 6.3. Let (Λ, d) be a finitely aligned k-graph and let E ⊂ FE(Λ) be sati-
ated. Suppose that (Λ, E) satisfies
For all v ∈ Λ0 there exists x ∈ v∂(Λ; E) satisfying (6.1),
and for all v ∈ Λ0 and F ∈ v FE(Λ) \ E there exists
x ∈ v∂(Λ; E) \ F∂(Λ; E) satisfying (6.1).
(C)
Let {tλ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ; E)-family such that tv 6= 0 for all
v ∈ Λ0, and
∏
λ∈F (tr(F ) − tλt
∗
λ) 6= 0 for all F ∈ FE(Λ) \ E. Then π
E
t is injective.
The remainder of the section is devoted to proving Theorem 6.3. We first need
some technical lemmas.
Lemma 6.4. Let (Λ, d) be a finitely aligned k-graph, and suppose that x : Ωk,d(x) →
Λ is a graph morphism satisfying (6.1). Suppose that λ 6= µ with s(λ) = s(µ) =
r(x). Then there exists nxλ,µ ∈ N
k such that
nxλ,µ ≤ d(x) and Λ
min(λx(0, nxλ,µ), µx(0, n
x
λ,µ)) = ∅.
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Proof. Suppose for contradiction that for all n ∈ Nk with n ≤ d(x), we have
Λmin(λx(0, n), µx(0, n)) 6= ∅.
For each i ∈ N, define n(i) ∈ Nk by n(i)j := min{d(x)j , i}. By assumption,
there exists (αi, βi) ∈ Λmin(λx(0, n(i)), µx(0, n(i))) for each i ∈ N; since Λmin(λ, µ)
is finite, there must exist a pair (η1, ζ1) belonging to Λ
min(λ, µ) and an infinite
subset I1 ⊂ N such that for all i ∈ I1,
(λx(0, n(i))αi)(0, d(λ) ∨ d(µ)) = λη1 = µζ1.
Set i1 := min I1. For each j ∈ I1 with j > i1, we have(
λx(0, n(j))αj
)(
0, d(λx(0, n(i1))) ∨ d(µx(0, n(i1)))
)
=
(
λx(0, n(j))αj
)(
0, (d(λ) ∨ d(µ)) + n(i1)
)
∈ MCE(λx(0, n(i1)), µx(0, n(i1))).
Since MCE(λx(0, n(i1)), µx(0, n(i1))) is finite, there exists a pair (η2, ζ2) belonging
to Λmin(λx(0, n(i1)), µx(0, n(i1))) and an infinite subset I2 ⊂ I1 \{i1} such that for
each i ∈ I2, we have(
λx(0, n(j))αj
)(
0, (d(λ) ∨ d(µ)) + n(i)
)
= λx(0, n(i1))η2 = µx(0, n(i1))ζ2.
Since I2 ⊂ I1, a straightforward calculation using the fact that λx(0, n(i1))η2 is an
initial segment of λx(0, n(i))αi for any i ∈ I2 shows that
(λx(0, n(i1))η2)(0, d(λ) ∨ d(µ)) = λη1 = µζ1.
Set i2 := min I2. Iterating this procedure, we obtain a sequence
{σl := λx(0, n(il))ηl+1 : l ∈ N}
such that d(σl) = (d(λ) ∨ d(µ)) + n(il), and σl+1(0, d(σl)) = σl for all l. There is a
unique graph morphism y : Ωk,d(y) → Λ such that
d(y) = lim
l→∞
(d(λ) ∨ d(µ)) + n(il) = d(λx) ∨ d(µx),
and y(0, d(σl)) = σl for all l. We then have
y(0, d(λ) + n(il)) = σl(0, d(λ) + n(il))
=
(
λx(0, n(il))ηl+1
)
(0, d(λ) + n(il)) = λx(0, n(il)).
Since n(il)→ d(x), it follows that y|Ωk,d(λ)+d(x) = λx. Similarly, y|Ωk,d(µ)+d(x) = µx.
It follows that y ∈MCE(λx, µx), contradicting (6.1). 
Lemma 6.5. Let (Λ, d) be a finitely aligned k-graph, let E ⊂ FE(Λ) be satiated,
and suppose that F ∈ FE(Λ) \ E. Let x ∈ r(F )∂(Λ; E) \ F∂(Λ; E), and let n ∈ Nk
with n ≤ d(x). Then Ext(x(0, n);F ) ∈ FE(Λ) \ E.
Proof. By Lemma 2.3, we have Ext(x(0, n);F ) ∈ FE(Λ). Suppose for contradiction
that Ext(x(0, n);F ) ∈ E . Since x ∈ ∂(Λ; E), there exists m > n such that m ≤
d(x) and x(n,m) ∈ Ext(x(0, n);F ). So there exists λ ∈ F and α ∈ s(λ)Λ such
that (α, x(n,m)) ∈ Λmin(λ, x(0, n)). But then x(0,m) = x(0, n)x(n,m) = λα,
contradicting the assumption that x does not belong to F∂(Λ; E). 
Corollary 6.6. Let (Λ, d) be a finitely aligned k-graph, let E ⊂ FE(Λ) be satiated,
and suppose that F ∈ FE(Λ) \ E. Let x ∈ r(F )∂(Λ; E) \ F∂(Λ; E), and let n ∈ Nk
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with n ≤ d(x). Let {tλ : λ ∈ Λ} be a relative Cuntz-Krieger (Λ; E)-family such that
tv 6= 0 for all v ∈ Λ0, and
∏
λ∈F (tr(F ) − tλt
∗
λ) 6= 0 for all F ∈ FE(Λ) \ E. Then∏
λ∈F
(tr(F ) − tλt
∗
λ)tx(0,n)t
∗
x(0,n) = tx(0,n)
( ∏
β∈Ext(x(0,n);F )
(tx(n) − tβt
∗
β)
)
t∗x(0,n),
and in particular is nonzero.
Proof. The displayed equation is an instance of (4.4). Lemma 6.5 ensures that
Ext(x(0, n);F ) ∈ FE(Λ)\E , and then
∏
β∈Ext(x(0,n);F )(tx(n)− tβt
∗
β) 6= 0 by hypoth-
esis. 
Lemma 6.7. Let (Λ, d) be a finitely aligned k-graph, let E ⊂ FE(Λ) be satiated, and
suppose that (Λ, E) satisfies condition (C). Let {tλ : λ ∈ Λ} be a relative Cuntz-
Krieger (Λ; E)-family such that tv 6= 0 for all v ∈ Λ0, and
∏
λ∈F (tr(F ) − tλt
∗
λ) 6=
0 for all F ∈ FE(Λ) \ E. Let πEt be the representation of C
∗(Λ; E) determined
by πEt (sE(λ)) = tλ. Let a ∈ span{sE(λ)sE (µ)
∗ : λ, µ ∈ Λ} ⊂ C∗(Λ; E). Then
‖πEt (Φ
γ(a))‖ ≤ ‖πEt (a)‖.
Proof. Express a =
∑
λ,µ∈ΠE aλ,µsE(λ)sE (µ)
∗ for some finite E ⊂ Λ, and express
Φγ(a) =
∑
(λ,µ)∈ΠE×d,sΠE
bλ,µΘ(sE)
ΠE
λ,µ; so we have
πEt (a) =
∑
λ,µ∈ΠE
aλ,µtλt
∗
µ and π
E
t (Φ
γ(a)) =
∑
(λ,µ)∈ΠE×d,sΠE
bλ,µΘ(t)
ΠE
λ,µ.
Since the Θ(t)ΠEλ,µ are matrix units, there exists n in d(ΠE) and v ∈ s(ΠE ∩ Λ
n)
such that
‖πEt (Φ
γ(a))‖ =
∥∥∥ ∑
λ,µ∈(ΠE)v∩Λn
bλ,µΘ(t)
ΠE
λ,µ
∥∥∥.
Write TΠE(n, v) for TΠE(λ) where λ ∈ (ΠE)v ∩ Λn, so
TΠE(n, v) = {ν ∈ Λ \ Λ0 : λν ∈ ΠE for any λ ∈ (ΠE)v ∩ Λn}.
Equation (3.1) ensures that TΠEn,v is well-defined. If T
ΠE(n, v) belongs to E , then
we must have Φγ(a) = 0 in which case the result is trivial. So suppose that
TΠE(n, v) 6∈ E . We claim that there exists x ∈ v∂(Λ; E)\TΠE(n, v)∂(Λ; E) satisfying
(6.1). To see this, note that if TΠE(n, v) ∈ FE(Λ), then such an x exists because
(Λ, E) satisfies condition (C), whereas if TΠE(n, v) 6∈ FE(Λ), then there exists
σ ∈ vΛ with Ext(σ;TΠE(n, v)) = ∅, and condition (C) gives x′ ∈ s(σ)Λ satisfying
(6.1); it is then easy to check that x := σx′ also satisfies (6.1) and does not have
an initial segment in TΠE(n, v).
For all λ ∈ ΠE with d(λ) ≤ n, µ ∈ (ΠE)s(λ) with µ 6= λ, and ν ∈ s(λ)Λ such
that λν ∈ (ΠE)v ∩ Λn, the factorisation property ensures that λν 6= µν. Hence
Lemma 6.4 shows that there exists nxλν,µν ∈ N
k with nxλν,µν ≤ d(x) such that
Λmin
(
λνx(0, nxλν,µν ), µνx(0, n
x
λν,µν)
)
= ∅. Define
N :=
∨
{nxλν,µν : λ, µ ∈ ΠE, d(λ) 6= d(µ), λν ∈ (ΠE)v ∩ Λ
n}.
Since each nxλν,µν ≤ d(x), we have N ≤ d(x), and for each λ, µ, ν as above, we have
that Λmin(λνx(0, N), µνx(0, N)) = ∅.
Define projections P1 and P2 by
P1 :=
∑
λ∈(ΠE)v∩Λn
Θ(t)ΠEλ,λ and P2 :=
∑
λ∈(ΠE)v∩Λn
tλx(0,N)t
∗
λx(0,N).
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We have P1π
E
t (Φ
γ(a)) =
∑
λ,µ∈(ΠE)v∩Λn bλ,µΘ(t)
ΠE
λ,µ and hence ‖P1π
E
t (Φ
γ(a))‖ =
‖πEt (Φ
γ(a))‖. For λ, σ ∈ (ΠE)v ∩ Λn, we have t∗σx(0,N)tλ = δσ,λt
∗
x(0,N) by (TCK3),
and so for λ, µ ∈ (ΠE)v ∩ Λn, we have
P2Θ(t)
ΠE
λ,µP2 = P2tλ
( ∏
ν∈TΠE(n,v)
(tv − tνt
∗
ν)
)
t∗µP2
= tλx(0,N)t
∗
x(0,N)
( ∏
ν∈TΠE(n,v)
(tv − tνt
∗
ν)
)
tx(0,N)t
∗
µx(0,N)
= tλx(0,N)
( ∏
β∈Ext(x(0,N);TΠE(n,v))
tx(N) − tβt
∗
β
)
t∗µx(0,N)
by Corollary 6.6; Corollary 6.6 also shows that this last expression is nonzero. For
λ ∈ (ΠE)v∩Λn, we have tλx(0,N) ∈ Λ
n+N , and it follows that for λ, µ ∈ (ΠE)v∩Λn,
we have t∗
λx(0,N)tµx(0,N) = δλ,µtx(n). Hence{
P2Θ(t)
ΠE
λ,µP2 : λ, µ ∈ (ΠE)v ∩ Λ
n
}
is a collection of nonzero matrix units, and compression by P2 therefore implements
an isomorphism of M tΠE(n, v). It follows that
‖P2(P1π
E
t (Φ
γ(a)))P2‖ = ‖P1π
E
t (Φ
γ(a))‖ = ‖πEt (Φ
γ(a))‖.
On the other hand, we have ‖P2(P1πEt (a))P2)‖ ≤ ‖π
E
t (a)‖ because P1 and P2
are projections. Thus, the proof of Lemma 6.7 will be complete if we can establish
that P2(P1π
E
t (a))P2) = P2(P1π
E
t (Φ
γ(a)))P2). To do this, it suffices to show that if
λ, µ ∈ ΠE with d(λ) 6= d(µ) and s(λ) = s(µ), we have P2(P1tλt∗µ)P2 = 0. To see
this, fix λ, µ ∈ ΠE with d(λ) 6= d(µ) and s(λ) = s(µ), and calculate
P2P1tλt
∗
µP2 = P2
( ∑
λν∈(ΠE)v∩Λn
tλν
( ∏
λνσ′∈ΠE
d(σ′)>0
(ts(ν) − tσ′ t
∗
σ′)
)
t∗µν
)
P2
=
∑
λν∈(ΠE)v∩Λn
(( ∏
λνσ′∈ΠE
d(σ′)>0
(tλνt
∗
λν − tλνσ′ t
∗
λνσ′ )
)
P2tλνt
∗
µνP2
)
,
because (TCK3) ensures that the projections {tλt∗λ : λ ∈ Λ} pairwise commute. So
it suffices to show that P2tλνt
∗
µνP2 = 0 for all ν such that λν ∈ (ΠE)v ∩ Λ
n. Fix
such a ν. We have that σ, τ ∈ Λn implies t∗σtτ = δσ,τ ts(σ) by (TCK3). It follows
that for σ ∈ (ΠE)v ∩ Λn, we have
t∗σx(0,N)tλν = t
∗
x(0,N)t
∗
σtλν = δσ,λνt
∗
x(0,N).
Consequently, P2tλν = tλνx(0,N)t
∗
x(0,N). Hence
P2tλνt
∗
µνP2 = tλνx(0,N)t
∗
x(0,N)t
∗
µνP2
= tλνx(0,N)
∑
τ∈(ΠE)v∩Λn
t∗µνx(0,N)tτx(0,N)t
∗
τx(0,N).
Since d(µ) 6= d(λ), we have d(µν) 6= d(τν), and hence µν 6= τν for each τ ∈
(ΠE)v∩Λn. It follows that Λmin
(
µνx(0, N), τνx(0, N)
)
= ∅ for all τ ∈ (ΠE)v∩Λn
by our choices of x and N . Hence the final line of the above calculation is equal to
zero by (TCK3), proving the Lemma. 
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Proof of Theorem 6.3. Lemma 6.7 shows that the formula
tλt
∗
µ 7→ δd(λ),d(µ)tλt
∗
µ
extends to a norm-decreasing linear map Φt on πEt (C
∗(Λ; E)). Replacing Φθ with
Φt in the proof Theorem 6.1 now establishes the result. 
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