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MULTIPLICATIVE AUTOMATIC SEQUENCES
JAKUB KONIECZNY, MARIUSZ LEMAN´CZYK, AND CLEMENS MU¨LLNER
Abstract. We obtain a complete classification of complex-valued
sequences which are both multiplicative and automatic.
1. Introduction
A sequence is automatic if it is accepted by a finite automaton. Such
sequences are interesting objects to investigate from various points of
view: computer science, information theory, linguistics, as well as dy-
namics and number theory, see e.g. [2], [12], [21]. In particular, a recent
motivation to study dynamics of systems determined by automatic se-
quences appeared in the context of the celebrated Sarnak’s conjecture
on Mo¨bius disjointness [22], and indeed the third author proved its
validity for all automatic sequences [20]. If the Mo¨bius function is
replaced with an arbitrary bounded multiplicative function then the
relevant disjointness question has a more complicated answer. Indeed,
the second and the third author in [16] proved that if a : N → C is
a primitive automatic sequence then it is disjoint with any bounded,
aperiodic, multiplicative1 function u : N→ C, i.e.
lim
N→∞
1
N
N∑
n=1
a(n)u(n) = 0.
The arithmetic Mo¨bius function is of course aperiodic (and multiplica-
tive), but it is easy to find examples of bounded multiplicative func-
tions which are not aperiodic. In fact, Dirichlet characters provide a
rich supply of (completely) multiplicative sequences that are periodic
(and hence automatic).
The first-named author is supported by ERC grant ErgComNum 682150. The
research of the second-named author was supported by Narodowe Centrum Nauki
grant UMO-2019/33/B/ST1/00364. The third-named author was supported by Eu-
ropean Research Council (ERC) under the European Union’s Horizon 2020 research
and innovation programme under the Grant Agreement No 648132.
1The sequence u is multiplicative if u(mn) = u(m)u(n) for all coprime m,n ∈ N
and u is aperiodic if limN→∞
1
N
∑N
n=1 a(cn+ d) = 0 for all c, d ∈ N.
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Multiplicative functions which are automatic have been known for a
long time. Probably the most prominent example of a (non-periodic)
multiplicative automatic sequence is a variant of the period-doubling
sequence2 which was first studied in [11]. One can easily guess that
multiplicative automatic sequences must possess additional interest-
ing properties. For example, it is proved in [24] that any sequence
obeying the slightly stronger assumptions of being automatic, com-
pletely multiplicative and not taking the value 0 must be Besicov-
itch almost periodic. This has been strengthened in [16] to Weyl
almost periodicity (in the primitive case). Relatively recently, mul-
tiplicative automatic sequence have been studied in numerous papers,
[1, 3, 4, 6, 7, 10, 13, 14, 15, 17, 18, 23, 26]. A particular focus was
put on the study of the case of completely multiplicative automatic
sequences [1], [17] with the complete classification given in [18].
Returning to the classification problem in full generality (without the
assumption of complete multiplicativity), Bell, Bruin and Coons in [3]
(see Conjecture 7.3 therein) conjectured that for each such sequence a
there exists an eventually periodic function g such that a(p) = g(p) for
every prime p. This conjecture has been proved recently (in a stronger
form), independently by Klurman-Kurlberg [13] and the first author
[15]. Although, it is also possible to provide an ergodic theory type
proof of the aforementioned conjecture following [16], we will not do it
here but use the main result of [15] and prove a complete classification
of automatic sequences which are multiplicative. The main result of
the paper is the following:3
Theorem 1.1. Let a : N → C be a multiplicative and automatic se-
quence. Then a is p-automatic for some prime p and takes the form
a(n) = f1(νp(n)) · f2(n/p
νp(n)),(1)
where f1 : N0 → C is eventually periodic, f1(0) = 1 and f2 : N → C
is multiplicative, eventually periodic and vanishes at all multiples of
p. Furthermore, any sequence given by (1) with these conditions is
multiplicative and p-automatic and this decomposition is unique unless
a(n) is eventually periodic.
Remark 1. The condition that f2 vanishes at the multiples of p seems
superfluous, but ensures the uniqueness of the decomposition if a(n)
2The variant is given by a(n) = (−1)ν2(n), where ν2 denotes the 2-adic valuation.
The original period-doubling sequence is given by a′(n) = ν2(n+ 1) mod 2.
3For a prime p, νp(n) denotes the p-adic valuation, i.e. the largest power of p
dividing n.
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is not eventually periodic.4 Moreover, the classification of completely
multiplicative automatic sequences obtained by Li [18] appears as a
special case of Theorem 1.1, see Section 8 for details.
To further motivate Theorem 1.1, let us put it in a wider context. For
a sequence f : N→ C, it is natural to inquire that the associated gener-
ating series F (z) =
∑
n≥1 f(n)z
n is algebraic. Since many sequences of
number-theoretic interest are multiplicative, the problem of verifying
algebraicity of generating series of multiplicative sequences has been
thoroughly investigated. The definitive result in this area is the follow-
ing theorem by Bell, Bruin and Coons [3]. It is a generalization of the
complex-valued case solved by Be´zivin [5].
Theorem 1.2. Let K be a field of characteristic 0, let f : N→ K be a
multiplicative function, and suppose that its generating series F (z) =∑
n≥1 f(n)z
n is algebraic over K(z). Then either there is a natural
number k and a periodic multiplicative function χ : N → K such that
f(n) = nkχ(n) for all n, or f(n) is eventually zero.
The analogous question can be posed for sequences taking values in
finite fields. In this case, there is a classical characterization of algebraic
formal power series due to Christol [8].
Theorem 1.3. Let q = pk be a prime power, let Fq be a finite field
of size q, and (a(n))n≥0 a sequence with values in Fq. Then, the se-
quence (a(n))n≥0 is p-automatic if and only if the formal power series∑
n≥0 a(n)X
n is algebraic over Fq(X).
Thus, Theorem 1.1 can also be applied to obtain a characterization
of all multiplicative functions a : N → Fq such that
∑
n≥1 a(n)X
n is
algebraic over Fq(X).
The paper is structured as follows. In Section 2 we give an overview
of relevant basic facts about automatic sequences. Then we provide
some comments on the main theorem in Section 3, to put it into the
correct context. Section 4 is dedicated to some more results about
automatic sequences, most of which are classical. In Section 5 we
give some final auxiliary results and review the solution of Bell–Bruin–
Coons conjecture. The proof of the main theorem is then split into two
Sections 6 and 7 for the dense and sparse case, respectively. Section 8
finishes the paper with some remarks.
4Let us assume that we have a decomposition like in Theorem 1.1, but without
asking f2 to vanish at multiples of p. Then we can define a multiplicative function
via g2(p
k) = 0, g2(q
k) = f2(q
k) for all primes q 6= p and k ≥ 1. It follows directly
that we can replace f2 by g2 in (1) and g2 is also eventually periodic as it is just the
product of f2 with the indicator function of integers coprime to p which is periodic.
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Notation. Throughout the paper we let N0 denote the non-negative
integers and N the positive integers. Furthermore, C denotes the com-
plex numbers and p, q will always be prime numbers.
2. Automatic sequences
In this section we review some basic facts concerning automatic se-
quences. We assume no familiarity with the subject, and for the con-
venience of the reader we sketch the proofs of even some well-known
facts. For a comprehensive introduction, see [2].
There are several equivalent ways to define automatic sequences:
primarily, these are sequences that are accepted by finite automata, or
the letter-to-letter codings of fixed points of substitutions of constant
length. A classical theorem due to Cobham [9] characterizes automatic
sequences in terms of their kernels. For a sequence (f(n))n≥0 and λ ≥ 2,
the λ-kernel of f is the set of all the possible restrictions of f to an
infinite arithmetic progression whose step is a power of λ, that is, the
set
(2)
{
(f(nλk + r))n≥0 : k ≥ 0, 0 ≤ r < λ
k
}
.
Lemma 2.1 ([9]). Given an integer λ ≥ 2, a sequence f : N0 → C is
λ-automatic if and only if the λ-kernel of f , given by (2), is finite.
We can extend the definition of λ-automaticity to λ = 1 by declaring
that a sequence f is 1-automatic if and only if it is eventually periodic.
In this case, f is λ-automatic for any λ ∈ N.
Note that, given k and r, the first element of the sequence (2) is f(r)
and since r runs over all natural numbers as k → ∞, any automatic
sequence takes only finitely many values.
The following lemma shows that the class of complex-valued auto-
matic sequences is closed under the addition, multiplication, and any
other entry-wise operation.
Lemma 2.2. Let λ ∈ N and let (f(n))n≥0 and (g(n))n≥0 be λ-automatic
sequences.
(1) The sequence
(
π(f(n)))n≥0 is λ-automatic for any map π;
(2) The sequence
(
(f(n), g(n))
)
n≥0
is λ-automatic.
Proof. It is enough to show that the λ-kernels of the relevant sequences
are finite. If the λ-kernel of f and g have cardinalities N and M
respectively, then the λ-kernel of π ◦f has at most N elements and the
λ-kernel of (f, g) has at most NM elements. 
It is evident that if f is a λ-automatic sequence, then so are all
the sequences in its λ-kernel. More generally, one can check that if f
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is λ-automatic then so is its restriction to any arithmetic progression
n 7→ f(an + b) (a ∈ N, b ∈ N0). We also have the following classical
results about being automatic in two different bases.
Lemma 2.3. For any λ ∈ N and k ≥ 1, a sequence is λ-automatic if
and only if it is λk-automatic.
Proof. Indeed, the λk-kernel is contained λ-kernel, while the λ-kernel
is contained in the union of λk-kernels of the sequences n 7→ f(λjn+s)
with 0 ≤ j < k, 0 ≤ s < λj. 
Another classical theorem of Cobham asserts that this equivalence
is essentially the only case when a sequence is automatic with respect
to two different bases.
Theorem 2.4 ([9]). If a sequence f is both λ and µ-automatic, where
λ and µ are multiplicatively independent integers (i.e. log λ/ logµ /∈ Q)
then f is eventually periodic.
3. Comments on the main theorem
To see Theorem 1.1 in its proper context, in this section we discuss
examples of multiplicative automatic sequences and point out some
easy observations on decompositions of the type given by (1).
Let p be a prime. Recall that for n ≥ 1, νp(n) denotes the p-adic
valuation of n, that is, the unique integer k such that pk | n and
pk+1 ∤ n. The map νp : N→ N0 is completely additive, that is,
(3) νp(mn) = νp(m) + νp(n)
for all m,n ≥ 1. It is a standard observation that if m,n ≥ 1 and
νp(n) 6= νp(m) then
(4) νp(m+ n) = min (νp(m), νp(n)) .
Since νp takes the value 0 at least at one of any pair of coprime integers,
it also follows that
(5) νp(mn) = max(νp(m), νp(n))
for any m,n ≥ 1 with (m,n) = 1. As a consequence, we immediately
obtain a class of examples of p-automatic multiplicative sequences com-
ing from p-adic valuations.
Lemma 3.1. Let f1 : N0 → C be a sequence with f1(0) = 1. Then the
sequence a1 : N→ C given by a1(n) = f1(νp(n)) is multiplicative. If f1
is eventually periodic, then a1 is p-automatic.
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Proof. The first part of the statement follows directly from (5). For
the second part, we verify that the p-kernel of a1 is finite. Consider
any sequence n 7→ a1(p
kn + r) in the p-kernel of a1, where k ≥ 0 and
0 ≤ r < pk.
Suppose first that r 6= 0, and consequently it can be written in the
form r = pℓr′ where p ∤ r′ and 0 ≤ ℓ < k. Then it follows from (4) that
a1(p
kn+ r) = f1(ℓ)
for all n ≥ 0. Since f1 takes on finitely many values, there are only
finitely many constant sequences in the p-kernel of a1 that arise this
way.
Suppose next that r = 0. Then
a1(p
kn+ r) = f1(νp(n) + k).
Since f1 is eventually periodic, the number of sequences of the form
m 7→ f1(m+ k) with k ≥ 0 is finite. As a consequence, the p-kernel of
a1 is also finite, as needed. 
At the opposite extreme we have examples of p-automatic multiplica-
tive sequences which are invariant under multiplication by p. Before
we proceed, we need the following general observation.
Lemma 3.2. Let f : N→ C be eventually periodic and multiplicative.
Then either
(1) f is periodic or
(2) f is finitely supported.
Proof. Since f is eventually periodic, there exists a periodic sequence
h : N → C with some period d ≥ 1 and a threshold n0 such that
f(n) = h(n) for all n ≥ n0.
We next elucidate the connection between f and h. For any n ≥ 1
and any s ≥ n0/nd, the integers n and 1 + snd are coprime, so
h(n) = h
(
n(1 + snd)
)
= f
(
n(1 + snd)
)
= f(n)f(1 + snd) = f(n)h(1).
(6)
If h(1) = 0 then h would be identically 0, in which case f is finitely
supported and we are done. Otherwise, h(1) 6= 0 and f(n) = h(n)/h(1)
is periodic. 
Lemma 3.3. Let f2 : N → C be eventually periodic and multiplica-
tive. Then the sequence a2 : N → C given by a2(n) = f2(n/p
νp(n)) is
multiplicative and p-automatic.
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Proof. The multiplicativity of a2 follows immediately by the multiplica-
tivity of f2 and the discussion above. Proceeding as in the proof of
Lemma 3.1, we will show that the kernel of a2 is finite. Pick a sequence
n 7→ a2(p
kn+ r) with k ≥ 0 and 0 ≤ r < pk. If r = 0 then
a2(p
kn+ r) = a2(n)
for all n ≥ 0, which contributes in total one sequence to the p-kernel.
Suppose next that r 6= 0 and write r = pℓr′ with p ∤ r′. Hence, for
all n ≥ 0, we have
a2(p
kn+ r) = f2(p
k−ℓn+ r′).
In this situation it will be convenient to split into two cases, depending
on which of the alternatives holds in Lemma 3.2 applied to f2. If f2 is
periodic with a period d then n 7→ a2(p
kn+r) coincides with one of the
(at most) d2 sequences of the form n 7→ f2(in+ j) with 0 ≤ i, j < d. If
f2 is finitely supported then for all but finitely many choices of k and
r, the sequence n 7→ a2(p
kn+r) is identically zero on N. In either case,
the p-kernel of a2 is finite. 
Combining Lemmas 3.1 and 3.3 (and the basic observations that p-
automatic sequences are closed under products), we have just proved
the following:
Lemma 3.4. Let f1 : N0 → C, f2 : N → C be eventually periodic se-
quences and assume further that f1(0) = 1 and f2 is multiplicative.
Then the sequence
n 7→ f1(νp(n))f2(n/p
νp(n))
is multiplicative and p-automatic.
Further remarks:
• The sequence n 7→ f1(νp(n)) is Toeplitz
5, and hence almost peri-
odic (see Section 4 for definition). Indeed, νp(n) = νp(n+spn) for each
s ≥ 0 as νp(n + spn) = νp(n(sp + 1)) = νp(n) + νp(sp + 1) = νp(n).
Hence, each position n has a period (namely pn).
• If f2 is periodic (with some period d) then the sequence n 7→
f2(n/p
νp(n)) is Toeplitz, and hence almost periodic. Indeed, assume
that n = pα(pm+ j) with 0 < j < p, i.e. νp(n) = α. We have
f2((n+sp
α+1d)/pνp(n+sp
α+1d)) = f2(p
α(pm+psd+j)/pνp(p
α(pm+psd+j))) =
f2(pm+ psd+ j) = f2(pm+ j) = f2(n/p
νp(n)).
5A sequence N0 ∋ n 7→ f(n) is Toeplitz if for each n there exists M ≥ 1 such
that f(n+ sM) = f(n) for all s ≥ 0.
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• This shows in particular that n 7→ f1(νp(n))f2(n/p
νp(n)) is a prim-
itive p-automatic sequence by [9, Theorem 5] whenever f1 is eventually
periodic and f2 is periodic.
• If f2(1) = 1 and f2(n) = 0 otherwise
6 then f2(n/2
ν2(n)) is 1 if
n = 2k and it is 0 otherwise. The automatic sequence we obtain is not,
in general, primitive. For instance, if f1(n) = 1 for all even n ≥ 0 and
f1(n) = 0 otherwise, then
n 7→ f1(ν2(n))f2(n/2
ν2(n))
takes value 1 at 2m with m ≥ 0 even, and the value 0 otherwise. The
corresponding automatic sequence is not primitive.
The main result of the paper, i.e. Theorem 1.1, says that the ex-
amples given by Lemma 3.4 above exhaust all possible automatic se-
quences which are multiplicative.
As a partial converse to Lemma 3.4, any, not necessarily automatic,
multiplicative sequence (a(n))n≥1 admits a decomposition
(7) a(n) = f1(νp(n))f2(n/p
νp(n)),
where f1 and f2 are necessarily given by f1(k) = a(p
k) for all k ≥ 0 and
f2(m) = a(m) for all m ≥ 1 with p ∤ m. For concreteness we assume
that f2(m) = 0 for all m ≥ 0 with p | m, which in particular ensures
that f2 is multiplicative.
Below, we record two facts which imply that if a is additionally p-
automatic then f1 is eventually periodic and f2 is p-automatic. Hence,
the content of Theorem 1.1 is that automatic multiplicative sequences
are always automatic with respect to bases that are prime and any
p-automatic multiplicative sequence a with a(pn) = a(n) for all n ≥ 1
is eventually periodic.
Lemma 3.5 (Corollary 5.5.3 [2]). If f is a λ-automatic sequence for
some λ ∈ N then the sequence k 7→ f(λk) is eventually periodic.
Proof. Since the p-kernel of f is finite, there exist integers k > ℓ ≥ 0
such that f(λkn) = f(λℓn) for all n ≥ 1. In particular, f(λm) =
f(λm+k−l) for all m ≥ l. 
Lemma 3.6. If f is a p-automatic sequence, where p is a prime, then
the sequence f˜ given by f˜(n) = f
(
n/pνp(n)
)
is also p-automatic.
Proof. By Lemma 2.1, it will suffice to verify that the p-kernel of f˜ is
finite; in fact, we show that it has at most one element more than the
kernel of f .
6We consider the case of f2 with finite support.
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Pick any k ≥ 0 and 0 ≤ r < pk. If r = 0 then, for all n ∈ N, we have
f˜(pkn+ r) = f˜(n).
Conversely, if r 6= 0, then we can decompose r = pℓr′, where p ∤ r′
which, for any n ≥ 0, implies that
f˜(pkn + r) = f(pk−ℓn+ r′).
It remains to notice that the sequence (f(pk−ℓn+r′))n≥0 belongs to the
kernel of f . 
Remark 2. The statement above is immediate when automatic se-
quences are viewed through the lens of automata. Indeed, it is enough
to modify a single transition in an automaton which accepts f (reading
input from the least significant digit) to obtain an automaton which
accepts f˜ .
As already mentioned, the decomposition given by (7) is essentially
unique. We record this and previous observations in the following
proposition.
Proposition 3.7. Let p be a prime and let a be a p-automatic multi-
plicative sequence that is not identically zero. Then there exist unique
sequences f1 and f2 such that (7) holds, f1 is eventually periodic, f2 is
automatic and multiplicative, f1(0) = 1 and f2(n) = 0 for all n with
p | n.
Proof. The existence of such a decomposition has already been proved.
For uniqueness, suppose that a(n) = f1(νp(n))·f2(n/p
νp(n)) = g1(νp(n))·
g2(n/p
νp(n)) were two distinct decompositions as described above. For
any integer n with p ∤ n, we have
f2(n) = f1(0)f2(n) = a(n) = g1(0)g2(n) = g2(n).
If p | n then f2(n) = g2(n) = 0. Hence, f2 = g2. Since a is not
identically zero, there exists n0 such that p ∤ n0 and f2(n0) 6= 0. Taking
n = pkn0 for an arbitrary k ≥ 0, we conclude that
f1(k)f2(n0) = a(p
kn0) = g1(k)f2(n0).
It follows that f1 = g1.

Remark 3. By Lemma 3.2, we know that f2 in (7) is either finitely
supported, which corresponds to the “sparse case” or periodic, which
corresponds to the “dense case”, see a discussion in Section 5.2.
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4. More about automatic sequences
In this section we collect some results about automatic sequences
that we will need in what follows. We call a sequence (a(n))n≥1 almost
periodic if each word that appears in a, appears in a with bounded
gaps, that is, if for each n0 ≥ 1 and ℓ ≥ 0, the set
{n ∈ N0 : a(n0) = a(n), . . . , a(n0 + ℓ) = a(n + ℓ)}
is syndetic.
Lemma 4.1 (Theorem 5 in [9]). An automatic sequence a is primitive
if and only if it is almost periodic.
Recall that the product of two λ-automatic (complex-valued) se-
quences is again λ-automatic (λ ∈ N). Unfortunately, the product of
two primitive automatic sequences need not again be primitive. How-
ever, we can preserve primitivity under some stronger conditions.
Lemma 4.2. Let (a1(n))n≥0 be a primitive automatic sequence and
(a2(n))n≥0 be a Toeplitz sequence. Then
(
a1(n), a2(n)
)
n≥0
is almost
periodic. In particular, if a1 and a2 are additionally λ-automatic, then
the sequence (f(a1(n), a2(n)))n≥0 is primitive and λ-automatic for any
map f : a1(N0)× a2(N0)→ C.
Proof. Take any pair of words that appear simultaneously in a1 and a2,
say, w1 = a1[n0, n0+k] = (a1(n0), . . . , a1(n0+k)) and w2 = a2[n0, n0+
k]. As a2 is a Toeplitz sequence, we know that w2 appears in a2 along
an arithmetic progression with common difference r > n0 + k. Let us
consider the r-block compression of a1, where we group r consecutive
elements into one new, i.e. (a1[nr, nr + r − 1])n≥0. This new sequence
is again λ-automatic and primitive by [9, Section 6], and thus the set
of positions n such that w1 appears in a1 at position nr+ n0 (meaning
that a[nr + n0, nr + n0 + k] = w1) has bounded gaps. Thus, w1 and
w2 appear at the same positions with bounded gaps and the result
follows. 
When a : N→ C is automatic and A = a(N) is the “alphabet” of a,
then we let Xa ⊂ A
Z denote the subshift generated by a.7 We hence
obtain a topological dynamical system (Xa, S), where S stands for the
left shift, S
(
(xn)n∈Z) = (xn+1)n∈Z. We recall that a is primitive if and
only if (Xa, S) is minimal. In fact, this condition is further equivalent
to the assertion that (Xa, S) is strictly ergodic, in which case the unique
invariant measure is denoted by µa.
7The set Xa consists of all sequences x in A
Z such that each subword of x appears
in a.
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Such subshifts originating from primitive automatic sequences have
been thoroughly studied (see for example [21]). We recall an important
fact about the continuous eigenvalues8 of these systems. We will need
the notion of the height of a primitive, aperiodic, λ-automatic sequence
a, which is defined via
h(a) = max{n ≥ 1 : (n, λ) = 1, n | gcd{m : a(1) = a(m+ 1)}}.
Then the continuous eigenvalues of Xa are exactly {e
2πis/(λk ·h(a)) : k ∈
N, s ∈ Z} ([21, Theorem 6.1]). 9
In what follows we will need the following Cobham-type result:
Proposition 4.3. Let a = (a(n))n≥1 be a primitive λ-automatic se-
quence, which is also given as
a(n) = f(a1(n), . . . , av(n))
for some v ≥ 1, where the aj are primitive qj-automatic sequences for
some integers qj. If qj (1 ≤ j ≤ v) are pairwise coprime and also
coprime to λ, then a is periodic.
Proof. We first group all the periodic sequences aj into one new coor-
dinate, so that we can write a(n) = f(a1(n), . . . , aw(n), g(n)), where
g(n) is periodic and aj(n) are not.
We consider now the subshifts Xa, Xa1 , . . .Xaw , Xg, which are all
uniquely ergodic as the corresponding sequences are primitive and au-
tomatic. We note that the continuous eigenvalues of the dynamical
system (Xa, µa, S) are exactly e
2πis/(λk ·h(a)) for all k ∈ N, s ∈ Z, re-
membering that h(a) denotes the height of a and h(a) is coprime to λ.
Furthermore, we consider the product system
(8) (Xa1 × . . .×Xaw ×Xg, µa1 ⊗ . . .⊗ µaw ⊗ µg, S
w+1).
Although this system need not be ergodic10, the eigenvalues of the
product system are of the form
e2πiα1/q
k1
1 . . . · e2πiαw/q
kw
w · e2πiβ/ℓ,
where αj , β ∈ N and ℓ divides the product of the heights h(aj) of aj
and the period of g.
8An eigenvalue is called continuous if there exists a corresponding continuous
eigenfunction.
9The mentioned result is strictly speaking only true for a′ being the fixed-point
of a length λ substitution. However, any automatic sequence is obtained as a
projections of such a fixed-point. Thus Xa is a topological factor of some Xa′ and,
therefore, the continuous eigenvalues are contained in the aforementioned set.
10We do not know what are arithmetic relations between the heights of aj and
qℓ.
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However, the map f yields a continuous map from from the product
system (Xa1×. . .×Xaw×Xg , S
w+1) toXa. Since Xa is uniquely ergodic,
the image of the product measure must be µa, so (Xa, µa, S) is a factor
of the product system (8). Thus, its eigenvalues are a subset of the
eigenvalues of the product system. As (qj, λ) = 1 for all j, this means
that (Xa, µa, S) has only finitely many eigenvalues, and thus (see [19,
Theorem 5]) Xa has to be finite, i.e. a is periodic. 
We state now a slightly simplified version of the Pumping Lemma
for automatic sequences which can be immediately obtained from the
Pumping Lemma for regular languages. Therefore, we need to define
for a word w = w0w1 . . . wn over the alphabet {0, 1, . . . , λ − 1} the
corresponding integer (so that w is the base λ representation), i.e.
[w]λ := w0λ
n + w1λ
n−1 + . . . wnλ
0.
Lemma 4.4. Let f be a λ-automatic sequence. Then there exists n0 ∈
N such that for all n ≥ n0 there exist words u, v, w over the alphabet
{0, 1, . . . , λ − 1} (where v is non-empty) such that [uvw]λ = n and
f([uvkw]λ) = f(n) for all k ≥ 0.
11
We can rewrite the condition n = [uvw]λ as
n = [u]λ · λ
|vw| + [v]λ · λ
|w| + [w]λ.
Similarly, we find
[uvkw]λ = [u]λ · λ
|vkw| + [v]λ · λ
|vk−1w| + . . .+ [v]λ · λ
|w| + [w]λ
= [u]λ · λ
k|v|+|w| + [v]λ · λ
(k−1)|v|+|w| + . . .+ [v]λ · λ
|w| + [w]λ
= [u]λ · λ
k|v|+|w| + [v]λλ
|w|λ
k|v| − 1
λ|v| − 1
+ [w]λ.
Thus, we have the following version of the Pumping Lemma for au-
tomatic sequences, where we put ℓ1 = |w| , ℓ2 = |v| , ℓ3 = |u| and
x = [u]λ, y = [v]λ, z = [w]λ.
Lemma 4.5. Let f be a λ-automatic sequence. Then there exists n0 >
0 such that for every integer n ≥ n0 there exist integers ℓ1, ℓ3 ≥ 0,
ℓ2 ≥ 1 and x < λ
ℓ3 , y < λℓ2, z < λℓ1 such that
n = xλℓ1+ℓ2 + yλℓ1 + z,
and
f(n) = f
(
xλℓ1+k·ℓ2 + yλℓ1
λk·ℓ2 − 1
λℓ2 − 1
+ z
)
11Here, uvw denotes the concatenation of the words u, v and w and vk denotes
the k-times concatenation of v.
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for all k ≥ 0.
5. Auxiliary lemmata
5.1. Dirichlet characters. In this subsection we recall some basic
properties of Dirichlet characters.
Definition 5.1. We call a function χ : Z→ C a Dirichlet character of
modulus k if:
• χ(n) = χ(n+ k) for all n ∈ Z,
• χ(n) = 0 if and only if (n, k) > 1,
• χ(mn) = χ(m)χ(n) for all m,n ∈ Z.
Of course, a Dirichlet character of modulus k is determined by a char-
acter of the multiplicative group (Z/kZ)∗ (which takes values in roots
of unity of degree φ(k), where φ denotes the Euler totient function).
The Dirichlet character determined by the trivial (constant equal to 1)
character of (Z/kZ)∗ is called the principal character and is denoted
by χ˜. Note that if d|k and η is a Dirichlet character of modulus d then
χ := η · χ˜
is a Dirichlet character of modulus k. In this case, we say that χ is a
character induced from η.
Let χ1, χ2 be Dirichlet characters of modulus k1, k2 respectively,
where (k1, k2) = 1. Then one sees directly that χ1 · χ2 is a Dirichlet
character of modulus k1 · k2 as the product of (completely) multiplica-
tive functions is again (completely) multiplicative.
Moreover, if we additionally assume that (k1, k2) = 1 then this rea-
soning can be reversed. One can also decompose a Dirichlet character χ
of modulus k = k1k2 as the product of Dirichlet characters of modulus
k1 and k2. Indeed, we define
χki(n) := χ(ni),
where ni is uniquely defined modulo k1k2 by
ni ≡ n mod ki
ni ≡ 1 mod k/ki.
One can easily see12 that χki is a Dirichlet character of modulus ki and
χ(n) = χk1(n) · χk2(n) for all n ∈ Z.
12By checking that (n+ ki)i ≡ ni mod k1k2 and (mn)i ≡ mini mod k1k2.
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5.2. Solution of Bell–Bruin–Coons conjecture.
Conjecture 5.2 (Bell-Bruin-Coons). For any multiplicative automatic
function f : N→ C there exists an eventually periodic function g : N→
C such that f(p) = g(p) for all primes p.
This conjecture was recently solved independently by the first au-
thor [15] and Klurman and Kurlberg [14]. We recall the slightly stronger
form obtained in [15].
Theorem 5.3 (Theorem 1 of [15]). If a : N → C is an automatic
multiplicative sequence then there exist a threshold p∗ and a function
χ : N→ C which is either a Dirichlet character or identically zero such
that a(n) = χ(n) for all n ∈ N not divisible by any prime p < p∗.
It will be convenient to refer to a multiplicative automatic sequence
as being sparse or dense if the function χ in the theorem above is
identically zero or a Dirichlet character, respectively. Likewise, we will
refer to the corresponding cases of our main theorem as the sparse case
and the dense case.
We note that if k is a modulus of χ in Theorem 5.3, then replacing χ
by the induced character of modulus k′ = lcm(k, p∗!) (and replacing k
by k′), we conclude that a(n) = χ(n) for all n ∈ N coprime to k. This
lets us reformulate the theorem above in the following form, which will
be more convenient.
Corollary 5.4. Let a : N→ C be an automatic multiplicative sequence.
Then there exist coprime integers h and λ and a sequence χ : N → C
which is either identically zero or a Dirichlet character of modulus hλ
such that a is λ-automatic and a(n) = χ(n) for all n ∈ N that are
coprime to hλ.
Proof. Pick a base λ0 ∈ N such that a is λ0-automatic. By the remark
above, there exist an integer k ∈ N and a sequence χ0 which is either
identically zero or a Dirichlet character of modulus k such that a(n) =
χ0(n) for all n coprime to k. Now, we can decompose k = k1 · k2 so
that (λ0, k2) = 1 and k1 | λ
ℓ
0 for some ℓ ∈ N. We take λ := λ
ℓ
0, h := k2
and see that a is λ-automatic. Furthermore, inducing to modulus hλ,
we obtain χ which is either identically zero or a Dirichlet character of
modulus hλ and the result follows. 
Since the integer hλ will play a crucial role, it is convenient to make
the following definition.
Definition 5.5. We let C denote the set of integers coprime to hλ.
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We also recall that the terms “sparse” and “dense” were introduced
above. We would like to stress that in the dense case a must be prim-
itive (in fact, a must be Toeplitz, see Lemma 6.4 below), while in the
sparse case it is not (except when it is identically zero).
6. Proof of the Main Theorem in the dense case
Let a be an automatic multiplicative sequence, as in the assumptions
of Theorem 1.1, and let h, λ and χ be given as in Corollary 5.4. In
this section we prove Theorem 1.1 in the dense case, meaning that
we assume that χ is a Dirichlet character of modulus hλ. It will be
convenient to denote α(p) := νp(hλ) for p prime.
As we have seen in Subsection 5.1, we can decompose χ into the
product of Dirichlet characters of coprime moduli:
χ = χh · χλ =
∏
p|hλ
χpα(p)
As a consequence, for n ∈ C, we have
(9) a(n) = χ(n) =
∏
p|hλ
χpα(p)(n).
For a general n ∈ N, we can find a decomposition
(10) n = n′ ·
∏
p|hλ
pνp(n)
as the product of prime divisors of hλ and an element of C, with n′
given by
(11) n′ = n/
∏
p|hλ
pνp(n).
Since a is multiplicative and the factors n′ and pνp(n) (for p | hλ) in
(10) are pairwise coprime, it follows that
a(n) = a(n′) ·
∏
p|hλ
a(pνp(n)).(12)
We note that n′ given by (11) belongs to C. Hence, we can replace the
first occurrence of a in the decomposition (12) with χ. This and (9)
allows us to rewrite (12) as follows
a(n) =
∏
p|hλ
χpα(p)
(
n∏
q|hλ q
νq(n)
)
·
∏
p|hλ
a(pνp(n)).(13)
Our next goal is to simplify the decomposition given in (13) above.
Towards this end, we introduce a new piece of notation (cf. notation n
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in Section 5.1). For p | hλ, we let p¯ be an integer determined uniquely
modulo hλ by the following system of congruences:
p ≡ 1 mod pα(p)
p ≡ p mod hλ/pα(p).
(14)
This definition is set up so that, in particular, for each p | hλ, we have
(15) χhλ/pα(p)(p) = χ(p).
We are now ready to write (13) in a more condensed form.
Proposition 6.1. With the notation from (14), for all n ∈ N, we have
a(n) =
∏
p|hλ
χpα(p)
(
n
pνp(n)
)
·
a(pνp(n))
χ(p)νp(n)
.
Proof. It follows from (13) and the fact that Dirichlet characters are
completely multiplicative that
a(n) =
∏
p|hλ
χpα(p) ( npνp(n)
)
a(pνp(n))
∏
q|hλ
q 6=p
χpα(p)(q)
−νq(n)
 .(16)
Exchanging the order of multiplication in the innermost product yields:
∏
p|hλ
∏
q|hλ
q 6=p
χpα(p)(q)
νq(n)
 =∏
q|hλ
∏
p|hλ
p 6=q
χpα(p)(q)
νq(n)
(17)
=
∏
q|hλ
χhλ/qα(q) (q)
νq(n) .(18)
It remains to recall (15) and insert (17) into (16). 
The factors in the decomposition produced by Proposition 6.1 cor-
respond to different prime divisors p of hλ. We are already satisfied
with the factors coming from p | λ and proceed to prove additional
properties for p | h.
Lemma 6.2. For any prime q | h, the sequence γ 7→ a(qγ)/χ(q¯)γ is
eventually constant.
Proof. Since the λ-kernel of a is finite, it follows by the pigeonhole
principle that there exist k ≥ 1 and r1 < r2 < λ
k such that
r1 ≡ r2 ≡ 1 mod hλ(19)
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and
a(nλk + r1) = a(nλ
k + r2)(20)
for all n ∈ N. By the LHS congruence in (19) it follows that there
exists β ≥ α(q) such that
r2 − r1 = q
βr,(21)
where (r, q) = 1.
We will show that the sequence (a(qγ)/χ(q)γ) is constant for γ ≥
β + α(q). To this end, fix γ ≥ β + α(q) and, using the fact that
(λ, h) = 1 and then the Chinese Remainder Theorem, we find some n
such that
nλk + r1 ≡ q
γ mod qγ+α(q)
nλk + r1 ≡ 1 mod h/q
α(q).
(22)
We will show that
a(nλk + r1) = a(q
γ)/χ(q)γ(23)
and
a(nλk + r2) = a(q
β)/χ(q)−βχqα(q)(r).(24)
Suppose that (23) and (24) are already proved. Then, by (24), a(nλk+
r2) is independent of n, therefore, independent of γ and, by (20) and
(23), we conclude the proof.
We will now show (23) and (24) (we proceed similarly to (13)). De-
note νq(nλ
k + ri) =: mi, i = 1, 2. Our aim will be to determine mi and
to show that ((nλk + ri)/q
mi , hλ) = 1 which, by the multiplicativity of
a, yields
a(nλk + ri) = a(q
mi) · a
(
nλk + ri
qmi
)
= a(qmi) · χ
(
nλk + ri
qmi
)
.
Then we decompose χ = χλ · χqα(q) · χh/qα(q) and it only remains to
determine the residues of
(
nλk + ri
)
/qmi modulo λ, qα(q) and h/qα(q).
We now determine m1 by showing that m1 = γ and also show that
((nλk + r1)/q
γ, hλ) = 1. Indeed, by (19) and (22), we have
nλk + r1
qγ
≡ 1 mod qα(q),
nλk + r1
qγ
≡ q−γ mod λ,
nλk + r1
qγ
≡ q−γ mod h/qα(q),
where q−γ on the RHS congruences means, respectively, the reciprocals
of qγ in (Z/λZ)∗ and (Z/(h/qα)Z)∗. Thus, we have by the discussion
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above, the multiplicativity of Dirichlet characters and the definition of
q,
a(nλk + r1) = a(q
γ) · χλ(q)
−γχqα(q)(1) · χh/qα(q)(q)
−γ =
a(qγ)
χ(q)γ
,
which shows (23).
As γ ≥ β+α(q), we have νq(nλ
k+r2) = β. Indeed, we find similarly
to the previous computation (using (19), (21) and (22)) that
nλk + r2
qβ
=
nλk + r1 + rq
β
qβ
≡ r mod qα(q)
nλk + r2
qβ
≡ q−β mod λ
nλk + r2
qβ
≡ q−β mod h/qα(q),
which shows (24) and the proof is complete. 13 
As a consequence, we obtain the following periodicity result.
Proposition 6.3. The sequence
n 7→
∏
q|h
a(qνq(n))
χ(q)νq(n)
is periodic.
Proof. For each q | h, it follows from Lemma 6.2 that the sequence
γ 7→ a(qγ)/χ(q)γ is constant for γ ≥ γq. If νq(n) ≥ γq, then also
νq(n+ kq
γq) ≥ γq for each k ≥ 0, so the sequence
k 7→
a(qνq(n+kq
γq ))
χ(q)νq(n+kq
γq )
(25)
is also constant. If νq(n) < γq then
νq(n + kq
γq) = νq(n)
for each k ≥ 0, so the more the sequence (25) is constant. It follows
that the sequence
n 7→
a(qνq(n))
χ(q)νq(n)
is qγq periodic. It remains to recall that the product of periodic se-
quences is periodic. 
We will also need the following result which in particular shows that
a (in the dense case) is primitive.
13We note that there is a slightly simpler proof by using more precise results of
the first author, i.e. [15, Corollary 3.5].
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Lemma 6.4. The sequence a is Toeplitz.
Proof. We need to prove that for each n ≥ 1 there exists M ≥ 1 such
that a(n) = a(n + sM) for each integer s ≥ 0. Pick any n ≥ 1 and
let M = n2hλ. Then n + sM = n(1 + snhλ) and the two factors are
coprime for each s ≥ 0. Hence,
a(n + sM) = a(n)a(1 + snhλ) = a(n)χ(1 + snhλ) = a(n),
where the last two equalities hold because 1 + snhλ ≡ 1 mod hλ. 
6.1. Prime base. Now, we are in a position to prove Theorem 1.1 in
the case, where λ is a prime power. First, we recall that when λ = pα
for some prime p and α ≥ 1, we can actually replace λ by p thanks to
Lemma 2.3. Moreover, we recall that we continue to assume that we
are in the dense case (see Subsection 5.2).
Proposition 6.5. If λ = pα is a power of a prime p then the sequence
a can be written in the form
a(n) = f1(νp(n)) · f2
(
n
pνp(n)
)
,(26)
where f1(0) = 1, f1 is eventually periodic and f2 is multiplicative and
periodic.
Proof. We define a multiplicative function a˜ : N → C by setting
a˜(pk) := a(p)k for all k ≥ 1 and a˜(qℓ) := a(qℓ) for all remaining primes
q 6= p and ℓ ≥ 1. Since a is multiplicative, this definition ensures that
a˜(m) = a(m) for all m ∈ C.
Note also that a˜ behaves in a completely multiplicative manner with
respect to p:
(27) a˜(npk) = a˜(p)ka˜(n) for all n, k ≥ 1.
Indeed,
a˜(npk) = a˜
( n
pνp(n)
)
a˜(pνp(n)+k) = a
( n
pνp(n)
)
a(p)νp(n)a(p)k = a(p)ka˜(n).
Recall that p¯ is, directly by definition (14), coprime to hλ. In partic-
ular, a(p¯) = χ(p¯) is a root of unity (of order φ(hλ)). It follows that a˜
is also λ-automatic: indeed, it is the product of the sequences a(p¯)νp(n)
and a(n/pνp(n)), which are λ-automatic by Lemma 3.1 and Lemma 3.6
respectively. Using the nomenclature introduced in Section 5.2, a˜ is
also dense; indeed, it agrees with the same Dirichlet character χ on
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sufficiently large primes14. We are now in a position to apply Proposi-
tion 6.1, which yields the decomposition (we recall that α = α(p))
a˜(n) = χpα
(
n
pνp(n)
)
·
∏
q|h
χqα(q)
(
n
qνq(n)
)
· h1(n),(28)
where we use the fact that a˜(pβ) = χ(p¯)β for all β ≥ 0 to find
h1(n) =
∏
q|h
a˜(qνq(n))
χ(q)νq(n)
.(29)
The sequence h1 is multiplicative by Lemma 3.1applied to f1(m) =
a˜(qm) and f1(m) = χ(q)
m and it is periodic by Proposition 6.3 and the
fact that a˜(qm) = a(qm) for all m ≥ 1, q | h.
We can equivalently rewrite (28) in the form
h2(n) :=
a˜(n)
χpα
(
n
pνp(n)
) =∏
q|h
χqα(q)
(
n
qνq(n)
)
· h1(n).(30)
The sequence on the LHS is p-automatic as it is the quotient of two
p-automatic sequences (for the denominator, see Lemma 3.3). More-
over, it is primitive by Lemma 6.4, as a˜ is primitive (in fact Toeplitz;
see Lemma 4.2) and the sequence n 7→ χpα(n/p
νp(n)) is Toeplitz (see re-
marks after Lemma 3.4). On the other hand, the sequence on the right
hand side of (30) is the product of primitive q-automatic sequences for
q | h (recall that h1 is periodic hence automatic in any base). Thus, by
Proposition 4.3, the sequence h2 given by (30) has to be periodic.
Recall that by Proposition 3.7, a can be written in the form (26) with
f1 eventually periodic and f2 multiplicative and vanishing on multiples
of p. In fact, f2 is given by f2(n) = a(n) = a˜(n) for n coprime to p, so
f2(n) =
{
0 if p | n;
χpα(n)h2(n) otherwise.
In particular, f2 is periodic, as needed. 
6.2. Composite case. It remains to consider the case where λ is com-
posite. The main content of the argument is contained in the following
analogue of Lemma 6.2.
14Note that the Dirichlet character corresponding to a dense multiplicative auto-
matic sequence is not uniquely determined since we can always enlarge the modulus.
By a slight abuse of notation, we assign to a˜ the same Dirichlet character χ with
modulus hλ.
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Lemma 6.6. Suppose that λ is not a prime power and p is a prime di-
visor of λ. Then the sequence γ 7→ a(pγ)/χ(p¯)γ is eventually constant.
Proof. We recall that α(p) = νp(hλ) = νp(λ) ≥ 1. Since the λ-kernel
of a is finite, it follows from the pigeonhole principle that there exist
k ≥ 1 and r1 < r2 < (λ/p
α(p))k such that
r1 ≡ r2 ≡ 1 mod hλ(31)
and
a(nλk + pα(p)kr1) = a(nλ
k + pα(p)kr2)(32)
for all n ∈ N. (This is the only step, where we need the assumption
that λ is not a prime power, ensuring λ/pα(p) > 1.) We note that, by
(31), we have r2 − r1 = p
βr for some β ≥ α(p) and r with p ∤ r.
Take any γ ≥ α(p)+β. Since (λ/pα(p), p) = 1 and (λ, h) = 1, we can
find — using the Chinese Remainder Theorem — an integer n such
that
n · (λ/pα(p))k + r1 ≡ p
γ mod pγ+α(p),
n · λk + r1p
α(p)k ≡ 1 mod h,
which can equivalently be written as
n · λk + r1p
α(p)k ≡ pγ+α(p)k mod pγ+(k+1)α(p),
n · λk + r1p
α(p)k ≡ 1 mod h.
(33)
Our goal is now again to compute a(nλk+ pα(p)kri) similarly to (13).
Therefore, we will first determine νp(nλ
k + pα(p)kri) =: mi and then
show that
((
nλk + pα(p)kri
)
/pmi , hλ
)
= 1. Thus, we will find by the
multiplicativity of a,
a(nλk + pα(p)kri) = a(p
mi) · a
(
nλk + pα(p)kri
pmi
)
= a(pmi) · χ
(
nλk + pα(p)kri
pmi
)
.
Then we will decompose χ = χpα(p) ·χλ/pα(p) ·χh, so that it will only re-
main to determine the residues of
(
nλk + pα(p)kri
)
/pmi modulo pα(p), λ/pα(p)
and h.
We claim that m1 = νp(nλ
k+pα(p)kr1) = γ+α(p)k. Indeed, we have
by (33) (for (34) and (35)) and (31) (for (36))
nλk + pα(p)kr1
pγ+α(p)k
≡ 1 mod pα(p),(34)
nλk + pα(p)kr1
pγ+α(p)k
≡ p−γ−α(p)k mod h,(35)
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nλk + pα(p)kr1
pγ+α(p)k
≡ p−γ mod λ/pα(p).(36)
Thus, by (34), (35), (36), the complete multiplicativity of Dirichlet
characters and (15), we obtain
a(nλk + pα(p)kr1) = a(p
γ+α(p)k) · χpα(p)(1) · χλ/pα(p)(p
−γ) · χh(p
−γ−α(p)k)
=
a(pγ+α(p)k)
χ(p)γ+α(p)k
· χλ/pα(p)(p
α(p)k).
We next consider a(nλk + pα(p)kr2). We claim that m2 = νp(nλ
k +
pα(p)kr2) = β + α(p)k. Indeed, we have by r2 − r1 = rp
β,
nλk + pα(p)kr2
pβ+α(p)k
=
nλk + r1p
α(p)k + rpβ+α(p)k
pβ+α(p)k
≡ r mod pα(p),
as γ ≥ β +α(p). Moreover, we find by r1 ≡ r2 mod hλ, and (35), (36),
nλk + pα(p)kr2
pβ+α(p)k
≡ p−β−α(p)k mod h,(37)
nλk + pα(p)kr2
pβ+α(p)k
≡ p−β mod λ/pα(p).(38)
Now, we have by the same arguments as above,
a(nλk + pα(p)kr2) = a(p
β+α(p)k) · χpα(p)(r) · χh(p
−β−α(p)k) · χλ/pα(p)(p
−β)
=
a(pβ+α(p)k) · χpα(p)(r) · χλ/pα(p)(p
α(p)k)
χ(p)β+α(p)k
.
Thus, we have in total by (32),
a(pγ+α(p)k)
χ(p)γ+α(p)k
=
a(pβ+α(p)k) · χpα(p)(r)
χ(p)β+α(p)k
,
for all γ ≥ α(p)+β, where the RHS of the above equality is independent
of γ. 
As a direct consequence of Lemma 6.6, we obtain the following (the
proof is essentially the same as the proof of Proposition 6.3).
Proposition 6.7. Suppose that λ is not a prime power. Then the
sequence
n 7→
∏
p|λ
a(pνp(n))
χ(p)νp(n)
is periodic.
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Our goal is to show that (if λ is not a prime power), the sequence
a(n) is eventually periodic. We distinguish two cases.
Proposition 6.8. Assume that λ is not a prime power and there exists
a prime p | λ such that γ 7→ a(pγ) is not finitely supported. Then a is
eventually periodic.
Proof. Following an argument similar to Proposition 6.5, we define a
new multiplicative sequence a˜ such that a˜(pk) = χ(p¯)k for k ≥ 1 and
a˜(qℓ) = a(qℓ) for all q 6= p, ℓ ≥ 1. Recall that a˜ is “completely multi-
plicative in p”, that is,
a˜(pkn) = a˜(pk)a˜(n) ∀k ≥ 1, n ≥ 1.(39)
By definition, if p ∤ n then a(n) = a˜(n). More generally, since χ(p¯) 6= 0,
by (39) and the multiplicativity of a, we can relate a to a˜ by
a(n) = c(n)a˜(n),(40)
where c is given by
c(n) =
a(pνp(n))
χ(p¯)νp(n)
.
By Lemma 6.6 (and the same arguments as in the proof of Proposi-
tion 6.3), there exist γ0 and z ∈ C such that sequence c(n) is peri-
odic with period pγ0 and c(n) = z for all n with νp(n) ≥ γ0. Note
that c(pγ) = a(pγ)/a˜(pγ) = a(pγ)/χ(pγ), so for γ ≥ γ0, we have
a(pγ) = za˜(pγ) and, therefore, by our assumption of γ 7→ a(pγ) be-
ing not finitely supported, it follows that z 6= 0.
Our next step is to show that a˜ is µ-automatic, where µ = λ/pα(p).
For this purpose, we consider the µ-kernel of a¯ (cf. Lemma 2.1). Take
any k ≥ γ0/α(p) and r ≤ µ
k (smaller k account for finitely many
elements of the µ-kernel). Note that νp(nλ
k+ rpα(p)k) ≥ γ0, whence by
(40), then by (39) and the definition of a˜, it follows that
a(nλk + rpα(p)k) = za˜(nλk + rpα(p)k) = zχ(p¯)α(p)ka˜(nµk + r),
meaning that
a˜(nµk + r) =
a(nλk + rpα(p)k)
zχ(p¯)α(p)k
.
Since χ(p¯) is a root of unity and the λ-kernel of a is finite, it follows
that the µ-kernel of a˜ is finite.
As c is periodic (and in particular µ-automatic), it follows that a is
also µ-automatic. Thus, a is eventually periodic by Theorem 2.4. 
Proposition 6.9. Assume that λ is not a prime power and the map
γ 7→ a(pγ) is finitely supported for each p | λ. Then a is periodic.
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Proof. Recall that Proposition 6.1 gives the representation of a as the
product of factors corresponding to different primes. We claim that for
each prime p | λ, the corresponding factor
n 7→ χpα(p)
(
n
pνp(n)
)
·
a(pνp(n))
χ(p¯)νp(n)
is periodic, with period pα(p)+δ(p) where δ(p) ≥ 0 is an integer such
that a(pγ) = 0 for all γ ≥ δ(p). Indeed, if n ≡ n′ mod pα(p)+δ(p)
then either νp(n), νp(n
′) ≥ δ(p) (in which case both factors vanish) or
νp(n) = νp(n
′) < δ(p), in which case n/pνp(n) ≡ n′/pνp(n
′) (mod pα(p))
in which case both factors are equal.
Applying the above observation and Proposition 6.3 to the decom-
position produced by Proposition 6.1, we conclude that
a(n) =
∏
q|h
χqα(q)
(
n
qνq(n)
)
· g(n),
where g(n) is a periodic function. In other words, a(n) is a the product
of primitive q-automatic sequences for q | h (in particular, (q, λ) = 1)
and a periodic sequence. Thus, the conclusion follows from Proposi-
tion 4.3. 
Proof of Theorem 1.1 in the dense case. We now recall the most
important steps in the proof of Theorem 1.1 in the dense case.
First, we derived a general formula to compute a(n), (13), which was
further simplified in Proposition 6.1 to
a(n) =
∏
p|hλ
χpα(p)
(
n
pνp(n)
)
·
a(pνp(n))
χ(p)νp(n)
.
We then show in Lemma 6.2 and Proposition 6.3 that the factors
n 7→ a(pνp(n))/χ(p)νp(n) are periodic for every p | h. Independently
of these results, we show in Lemma 6.4 that any dense, automatic and
multiplicative sequence is Toeplitz and, therefore, primitive. Then, the
section splits into two parts corresponding to the cases depending upon
λ is a prime power or composite. In the first case we need to show that
a can be decomposed in the form of (1). In the second case we aimed
at showing that a is eventually periodic, as any multiplicative periodic
sequence can be written in the form of (1).
The remainder of the proof of the first case is handled in Proposi-
tion 6.5.
In the case of λ being composite we first show in Lemma 6.6 and
Proposition 6.7 (similarly to Lemma 6.2 and Proposition 6.3) that the
factors n 7→ a(pνp(n))/χ(p)νp(n) are also periodic for every p | λ. Then
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we show in Proposition 6.8 that γ 7→ a(pγ) needs to be finitely sup-
ported for every p | λ unless a is (eventually) periodic. We finally
conclude the proof for the composite case with Proposition 6.9, i.e. we
show that a has to be periodic, when λ is composite and a is dense.
7. Proof of Theorem 1.1 in the sparse case
Throughout this section we assume that a(n) = 0 for all n > 1 with
(n, λh) = 1.
The proof of the following proposition can be seen as a variant of
Schuetzenberger’s proof [25] that no infinitely supported automatic se-
quence can only be supported on prime numbers.
Proposition 7.1. Suppose that α 7→ a(pα) is not finitely supported for
some prime p. Then a is p-automatic.
Proof. Assume that α 7→ a(pα) is not finitely supported. Then p cannot
be coprime with hλ as we are in the sparse case. So p|hλ. There are two
cases then: either p|h and we will show that this is in fact impossible,
or p|λ in which case we will show that a is p-automatic.
Suppose first that there exists q | h such that a(qα) 6= 0 for infinitely
many α ∈ N. Thus, we can apply Lemma 4.5 (the pumping lemma)
to qi for some large i. Therefore, there exists a decomposition qi =
xλk+ℓ + yλk + z (with ℓ ≥ 1) such that
a(qi) = a
(
xλk+(n+1)ℓ + yλk
(
λ0 + λℓ + . . .+ λnℓ
)
+ z
)
6= 0(41)
for all n ∈ N. Since λℓ is coprime with h (hence with qi), it is also
coprime with (λℓ − 1)hqi. Therefore, for some L ≥ 1, we have λLℓ ≡ 1
mod (λℓ − 1)hqi. It follows that
λ0 + λℓ + . . .+ λ(L−1)ℓ = (λLℓ − 1)/(λℓ − 1) ≡ 0 mod hqi.
Let us consider the integer
m := xλk+(L+1)ℓ + yλk
(
λ0 + λℓ + . . .+ λLℓ
)
+ z.
From the definition of m it follows that for some r ≥ 1, we have
m = xλk+ℓλLℓ + yλk(rhqi + λLℓ) + z
= qi + xλk+ℓ(λLℓ − 1) + yλk(rhqi + λLℓ − 1).
Therefore (as clearly λLℓ ≡ 1 mod hλ),
(42) m ≡ qi mod hqi.
Moreover, as z ≡ qi mod λ, we also have
(43) m ≡ qi mod λ.
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From the two above congruences (42), (43) it follows that m ≡ qi mod
qihλ and consequently m/qi ≡ 1 mod hλ. Thus, (qi, m/qi) = 1 and,
by the multiplicativity of a, we have a(m) = a(qi) · a(m/qi). Since
(m/qi, hλ) = 1 and m/qi > 1, we have a(m/qi) = 0, as we are in
the sparse case. But by (41), a(qi) = a(m) 6= 0 which leads to a
contradiction.
Suppose now that a(pα) 6= 0 for infinitely many α for some prime
p | λ. By the same reasoning as before, we find that for some large
enough i, we can find a decomposition pi = xλk+ℓ+yλk+z (with ℓ ≥ 1)
such that
a(pi) = a(xλk+(n+1)ℓ + yλk
(
λ0 + λℓ + . . .+ λnℓ
)
+ z) 6= 0(44)
for all n ∈ N. Similarly to the previous case, note that λℓ is coprime
with (λℓ− 1)h, so for some L ≥ 1, we have λLℓ = 1 mod (λℓ− 1)h, and
so also λnLℓ = 1 mod (λℓ − 1)h for each n ≥ 1. As a consequence,
λ0 + λℓ + · · ·+ λnLℓ ≡ 1 mod h
for all integers n ∈ N. Thus,
m(n) := xλk+(nL+1)ℓ + yλk
(
λ0 + λℓ + . . .+ λnLℓ
)
+ z
≡ xλk+ℓ + yλk + z = pi mod h.
(45)
In particular, m(n) is coprime to h for all n ∈ N. Moreover,
m(n) ≡ z ≡ pi mod λ,(46)
so m(n) is coprime to hλ/pα(p).
Since we have a(m(n)) = a(pi) 6= 0 by (44) and we are in the sparse
case, all prime factors of m(n) divide hλ. But by (45) and (46), we
obtain that p is the only common prime factor of m(n) and hλ. It
follows that for each n ∈ N there exists an integer k(n) such that
m(n) = pk(n). We can estimate k(n) by
k(n) = logp(m(n)) = logp
(
xλk+(nL+1)ℓ + yλk
λ(nL+1)ℓ − 1
λℓ − 1
+ z
)
= (k + (nL+ 1)ℓ) logp(λ) + logp
(
x+
y
λℓ − 1
)
+ o(1)
as n → ∞. In particular, the sequence (k + (nL + 1)ℓ) logp(λ) mod 1
converges (in R/Z) as n → ∞. This is only possible if logp(λ) ∈ Q,
since otherwise the above sequence would be equidistributed. Conse-
quently, λ is a power of p and a is p-automatic. 
Proof of Theorem 1.1 in the sparse case. Let us consider the set
P := {p ∈ P : α 7→ a(pα) is not finitely supported}.
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We distinguish the following cases:
• |P | ≥ 2: Let p1, p2 ∈ P be distinct. Using Proposition 7.1, we find
that a is p1-automatic and p2-automatic. By Cobham’s Theorem 2.4,
a is eventually periodic. Moreover, by Lemma 3.2, a is either periodic
or finitely supported. In both cases, a is p-automatic for every prime
p and we can write it in the form a(n) = f1(νp(n))f2(n/p
νp(n)) (cf.
Proposition 3.7) with f2(n) = a(n) for n not divisible by p and f1(k) =
a(pk) which is the form required by Theorem 1.1 in view of Lemma 3.5.
• P = ∅: Since we are in the sparse case, all primes p such that
a(pα) 6= 0 for some α are divisors of hλ. For each prime divisor p of hλ,
there are finitely many exponents α such that a(pα) 6= 0. Hence, there
are only finitely many prime powers on which a takes non-zero values.
Since a is multiplicative, it follows that a has finite support. It is now
easy to write it in the form of Theorem 1.1 (with f1 and f2 eventually
zero).
• P = {p}: By Proposition 7.1, a is p-automatic. We can write
a as a(n) = f1(νp(n))f2(n/p
νp(n)), where f1(k) = a(p
k) is eventually
periodic and f2 vanishes on multiples of p and agrees with a elsewhere.
In particular, f2 is a sparse automatic multiplicative sequence such that
α 7→ f2(q
α) has finite support for all primes q. By the same argument
as in the case P = ∅, f2 is finitely supported, and hence eventually
periodic.

8. Remarks
8.1. Completely multiplicative case. We now derive the main re-
sult of [18] from Theorem 1.1:
Proposition 8.1. Assume that a is a completely multiplicative auto-
matic sequence. Then there exists a prime p such that
a(n) = ǫνp(n)χ(n/pνp(n)), n ∈ N,
for a root of unity ǫ and χ a Dirichlet character or the support of a is
contained in {pk : k ≥ 0}.
Proof. By Theorem 1.1 (and Lemma 3.2), we can write a(n) = f1(νp(n))·
f2
(
n/pνp(n)
)
, where f2 is either finitely supported and multiplicative or
periodic and multiplicative. As a is completely multiplicative, we note
that f1(k) = f1(1)
k and f1(1) is either a root of unity ǫ or 0 as a takes
only finitely many values. In particular, we have that a is periodic if
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f1(1) = 0. As a is completely multiplicative, f2 is completely multi-
plicative because f2 vanishes on the multiples of p. As f2 is eventually
periodic, it follows by [1, Proposition 2.2] that f2 is either a Dirichlet
character or f2(n) = 0 for all n > 1. This finishes the proof. 
8.2. Associated dynamical systems.
Remark 4. In general, the dynamical system generated by an automatic
sequence need not be uniquely ergodic, see for example [21]. However,
automatic multiplicative sequences generate uniquely ergodic systems.
Indeed, in the sparse case we have only finitely many primes p1, . . . , pk
such that the support of a is contained in the set
D := {pα11 ...p
αk
k : αi ∈ N0, i = 1, . . . , k}
which already follows from Corollary 5.4. Now, the set D has up-
per Banach density zero, so the only invariant measure for the system
(Xa, S) is given by the fixed point given by the all zero sequence. In the
dense case, by Lemma 6.4, we have minimality (which implies unique
ergodicity for automatic sequences, see for example [21]).
Remark 5. Since (Xa, S) is always uniquely ergodic, all points in Xa
are generic. It follows that a itself has to have a mean. In other words
the limit
M(a) = lim
N→∞
1
N
N∑
n=1
a(n)
does exist. We will compute its value in the next subsection.
8.3. Averages. Let us briefly discuss the average M(a) of an auto-
matic multiplicative sequence a(n). Recall that M(a) is guaranteed to
exists (cf. Remark 5).
Proposition 8.2. Let (a(n))n≥0 be an automatic multiplicative se-
quence. Then M(a) is given by
M(a) = M(f2) ·
∑
k≥0
f1(k)
pk
,(47)
where f1, f2 and p are given by Theorem 1.1.
Proof. For α ≥ 0 and 0 ≤ r < p, consider the infinite arithmetic
progression P (α, r) = pα+1N0 + p
αr. Since
⋃∞
α=0
⋃p−1
r=1 P (α, r) = N and∑∞
α=0
∑p−1
r=1 d(P (α, r)) = 1, it is an elementary exercise in analysis that
(48) M(a) =
∞∑
α=0
p−1∑
r=1
M
(
a1P (α,r)
)
,
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where 1X denotes the characteristic sequence of the set X and d(X) =
M(1X) denotes its density. For each α ≥ 0 and 1 ≤ r < p we can
compute
M
(
a1P (α,r)
)
= lim
N→∞
1
pαN
N−1∑
n=0
a
(
pα+1n+ pαr
)
=
f1(α)
pα
lim
N→∞
1
N
N−1∑
n=0
f2 (pn+ r) .
Note that the last limit exists because f2 is eventually periodic. Since
f2(pn) = 0 for all n ≥ 0, we also have M
(
a1P (α,0)
)
= 0. Combining
the above formulae, for any α ≥ 0, we conclude that
(49)
p−1∑
r=1
M
(
a1P (α,r)
)
=
f1(α)
pα
M(f2).
Now, (47) follows by substituting (49) in (48). 
Remark 6. Note M(a) = 0 if M(f2) = 0, which in particular includes
the case when f2 is finitely supported (see Lemma 3.2). It is also
possible that M(a) = 0 even though M(f2) 6= 0. Indeed, this is the
case for instance when p = 2, f1 is given by f1(0) = 1, f1(k) = −1 for
all k ≥ 1, and f2 is any principal character.
Finally, note that in the dense case a is never aperiodic because of
Lemma 6.4.
References
[1] J.-P. Allouche and L. Goldmakher. Mock characters and the kronecker symbol.
Journal of Number Theory, 192:356–372, 2018.
[2] J.-P. Allouche and J. Shallit. Automatic Sequences. Theory, Applications, Gen-
eralizations. Cambridge: Cambridge University Press, 2003.
[3] J. P. Bell, N. Bruin, and M. Coons. Transcendence of generating functions
whose coefficients are multiplicative. Transactions of the American Mathemat-
ical Society, 364(2):933–959, 2012.
[4] J. P. Bell, M. Coons, and K. G. Hare. The minimal growth of a k-regular se-
quence. Bulletin of the Australian Mathematical Society, 90(2):195–203, 2014.
[5] J.-P. Be´zivin. Fonctions multiplicatives et e´quations diffe´rentielles. Bulletin de
la Socie´te´ Mathe´matique de France, 123(3):329–349, 1995.
[6] P. Borwein, S. K. K. Choi, and M. Coons. Completely multiplicative functions
taking values in {−1, 1}.
[7] P. Borwein and M. Coons. Transcendence of power series for some num-
ber theoretic functions. Proceedings of the American Mathematical Society,
137(4):1303–1305, 2009.
[8] G. Christol. Ensembles presque pe´riodiques k-reconnaissables. (almost periodic
k-recognizable sets). Theoretical Computer Science, 9:141–145, 1979.
30 JAKUB KONIECZNY, MARIUSZ LEMAN´CZYK, AND CLEMENS MU¨LLNER
[9] A. Cobham. Uniform tag sequences. Math. Systems Theory, 6:164–192, 1972.
[10] M. Coons. (non)automaticity of number theoretic functions. Journal de
The´orie des Nombres de Bordeaux, 22(2):339–352, 2010.
[11] D. Damanik. Local symmetries in the period-doubling sequence. Discrete Ap-
plied Mathematics, 100(1-2):115–121, 2000.
[12] N. P. Fogg, V. Berthe´, S. Ferenczi, C. Mauduit, and A. Siegel, editors. Sub-
stitutions in dynamics, arithmetics and combinatorics., volume 1794. Berlin:
Springer, 2002.
[13] O. Klurman and P. Kurlberg. A note on multiplicative automatic sequences,
ii.
[14] O. Klurman and P. Kurlberg. Une note sur les se´quences multiplicatives au-
tomatiques. Comptes Rendus. Mathe´matique. Acade´mie des Sciences, Paris,
357(10):752–755, 2019.
[15] J. Konieczny. On multiplicative automatic sequences.
[16] M. Leman´czyk and C. Mu¨llner. Automatic sequences are orthogonal to aperi-
odic multiplicative functions. arXiv e-prints, page arXiv:1811.00594, Nov 2018.
[17] S. Li. (non)-automaticity of completely multiplicative sequences having negli-
gible many non-trivial prime factors.
[18] S. Li. On completely multiplicative automatic sequences.
[19] C. Mu¨llner and R. Yassawi. Automorphisms of automatic shifts.
[20] C. Mu¨llner. Automatic sequences fulfill the Sarnak conjecture. Duke Math. J.,
166(17):3219–3290, 2017.
[21] M. Queffe´lec. Substitution dynamical systems. Spectral analysis. 2nd ed., vol-
ume 1294. Dordrecht: Springer, 2nd ed. edition, 2010.
[22] P. Sarnak. Three lectures on the Mobius function randomness and dynamics.
https://www.math.ias.edu/files/wam/2011/PSMobius.pdf, 2011.
[23] J.-C. Schlage-Puchta. A criterion for non-automaticity of sequences. Journal
of Integer Sequences, 6(3):art. 03.3.8, 5, 2003.
[24] J.-C. Schlage-Puchta. Completely multiplicative automatic functions. Integers,
11(6):731–738, a31, 2011.
[25] M. P. Schu¨tzenberger. A remark on acceptable sets of numbers. Journal of the
Association for Computing Machinery, 15:300–303, 1968.
[26] S. Yazdani. Multiplicative functions and k-automatic sequences. Journal de
The´orie des Nombres de Bordeaux, 13(2):651–658, 2001.
(JK) Einstein Institute of Mathematics, Edmond J. Safra Campus,
The Hebrew University of Jerusalem, Givat Ram, Jerusalem, 9190401,
Israel
E-mail address : jakub.konieczny@gmail.com
(ML) Faculty of Mathematics and Computer Science, Nicolaus Coper-
nicus University, Chopin street 12/18, 87-100 Torun´, Poland
E-mail address : mlem@mat.umk.pl
(CM) Institut fu¨r Diskrete Mathematik und Geometrie TU Wien,
Wiedner Hauptstr. 8–10, 1040 Wien, Austria
E-mail address : clemens.muellner@tuwien.ac.at
