In this paper, we propose a novel implementation for solving the large-scale k-medoids clustering problem. Conversely to the most famous k-means, k-medoids suffers from a computationally intensive phase for medoids evaluation, whose complexity is quadratic in space and time; thus solving this task for large datasets and, specifically, for large clusters might be unfeasible. In order to overcome this problem, we propose two alternatives for medoids update, one exact method and one approximate method: the former based on solving, in a distributed fashion, the quadratic medoid update problem; the latter based on a scan and replacement procedure. We implemented and tested our approach using the Apache Spark framework for parallel and distributed processing on several datasets of increasing dimensions, both in terms of patterns and dimensionality, and computational results show that both approaches are efficient and effective, able to converge to the same solutions provided by state-of-the-art k-medoids implementations and, at the same time, able to scale very well as the dataset size and/or number of working units increase.
INTRODUCTION
The recent explosion of interest for Data Mining and Knowledge Discovery put cluster analysis on the spot again. Cluster analysis is the very basic approach in order to extract regularities from datasets. In plain terms, clustering a dataset consists in discovering clusters (groups) of patterns such that similar patterns will fall within the same cluster whereas dissimilar patterns will fall in different clusters. Indeed, not only different algorithms, but different families of algorithms have been proposed in literature: partitional clustering (e.g. k-means (MacQueen, 1967; Lloyd, 1982) , k-medians (Bradley et al., 1996) , k-medoids (Kaufman and Rousseeuw, 1987) ), which break the dataset into k non-overlapping clusters; density-based clustering (e.g. DBSCAN (Ester et al., 1996) , OPTICS (Ankerst et al., 1999) ) which detect clusters as the most dense regions of the dataset; hierarchical clustering (e.g. BIRCH (Zhang et al., 1996) , CURE (Guha et al., 1998) ) where clusters are found by (intrinsically) building a dendrogram in either a top-down or bottom-up approach.
Moreover, in the Big Data era, the need for clustering massive datasets emerged. Efficient and rather easy-to-use large-scale processing frameworks such as MapReduce (Dean and Ghemawat, 2008) or Apache Spark (Zaharia et al., 2010) have been proposed, gaining a lot of attention from Computer Science and Machine Learning researchers alike. As a matter of fact, several large-scale Machine Learning algorithms have been grouped in MLlib (Meng et al., 2016) , the Machine Learning library built-in in Apache Spark.
In this work, we will focus on the k-medoids algorithm, a (hard) partitional clustering algorithm similar to the widely-known k-means. However, conversely to k-means, there is still some debate about a k-medoids parallel and distributed version due to the fact that the medoid evaluation complexity is quadratic in space and time and might therefore be unsuitable for large clusters. More into details, we propose a novel k-medoids implementation based on Apache Spark with two different procedures for medoids evaluation: an exact procedure and an approximate procedure. The former, albeit exact, requires the entire intra-cluster distance matrix evaluation which, as already introduced, might be unsuitable for large clusters. The latter overcomes this problem by adopting a scan-and-replace workflow, but returns a (sub)optimal medoid amongst the patterns in the cluster at hand.
The remainder of the paper is structured as follows: Section 2 will summarise the k-medoids prob-lem; in Section 3 the proposed approaches and related implementations will be described; in Section 4 the efficiency and effectiveness of both the proposed medoid evaluation routines will be evaluated and discussed; Section 5 will draw some conclusions.
Contribution and State of the Art Review
As introduced in the previous section, parallel and distributed k-means implementations not only have been proposed in MapReduce (Zhao et al., 2009 ), but it is also included in MLlib. As far as k-medoids is concerned, to the best of our knowledge, there are very few parallel and distributed implementations proposed in literature. In (Yue et al., 2016) an implementation based on Hadoop/MapReduce has been proposed where, similarly to (Zhao et al., 2009) , the Map phase evaluates the point-to-medoid assignment, whereas the Reduce phase re-evaluates the new medoids. Results show how the proposed implementation scales well with the dataset size, while it lacks of considerations regarding the effectiveness. In (Arbelaez and Quesada, 2013) the k-medoids problem is decomposed (space partitioning) in many local search problems which are solved in parallel. In (Jiang and Zhang, 2014 ) the k-medoids problem is again solved using Hadoop/MapReduce with a three-phases workflow (Map-Combiner-Reduce). Albeit it is unclear how the new medoids are evaluated, the Authors show both efficiency and effectiveness. Specifically, the latter is measured on a single labelled dataset, thus casting the clustering problem (unsupervised by definition) as a post-supervised learning problem. Both (Yue et al., 2016) and (Jiang and Zhang, 2014) start from Partitioning Around Medoids (PAM), the most famous algorithm for solving the k-medoids problem (Kaufman and Rousseeuw, 2009 ): a greedy algorithm which scans all patterns in a given cluster and, for each point, checks whether using that point as a medoid further minimises the objective function ( §2): if true, that point becomes the new medoid. In this work, a k-medoids implementation based on Apache Spark will be discussed which, due to its caching functionalities, is more efficient than MapReduce, especially when dealing with iterative algorithms ( §3.1).Moreover, rather than using PAM, the (large-scale) k-medoids problem will be solved with the implementation proposed in (Park and Jun, 2009 ) which has a very k-means-like workflow and therefore it is possible to rely on a very easy-toparallelise algorithm flowchart.
However, the medoid(s) re-evaluation/update is a critical task since it needs to evaluate pairwise distances amongst patterns in a given cluster in order to find the new medoid, namely the element which minimises the sum of distances. In order to overcome this problem, we propose two alternatives: an exact medoid evaluation based on cartesian product (suitable for small/medium clusters) and an approximate tracking method (suitable for large clusters as well), proposed in (Del Vescovo et al., 2014) but never tested on large-scale scenarios.
THE k-MEDOIDS CLUSTERING PROBLEM
k-medoids is a hard partitional clustering algorithm; it aims in partitioning the dataset S = {x 1 , x 2 , ...,
In order to find the optimal partition, k-medoids tries to minimise the following objective function, namely the Within-Clusters Sum-of-Distances:
where d(·, ·) is a suitable (dis)similarity measure, usually the standard Euclidean distance, and m(i) is the medoid for cluster i. In this work, a recent implementation based on the Voronoi iteration is adopted and its main steps can be summarised as follows: 1. select an initial set of k medoids 2. Expectation Step: assign each data point to closest medoid 3. Maximisation Step: update each clusters' medoid 4. Loop 2-3 until either medoids stop updating (or their update is negligible) or a maximum number of iterations is reached It is worth stressing that minimising the sum of squares (1) is an NP-hard problem (Aloise et al., 2009 ) and therefore all methods (heuristics) proposed in literature (both in terms of efficiency and effectiveness) strictly depend on the initial medoids: this leaded to the implementation of initialisation heuristics such as k-means++ (Arthur and Vassilvitskii, 2007) or DBCRIMES (Bianchi et al., 2016) .
It has already been discussed that evaluating the medoid is more complex than evaluating the mean, since it requires the complete pairwise distance matrix D between all points in a given cluster S h , formally defined as an |S h | × |S h | real-valued matrix whose generic entry is given by
or, as far as the Euclidean distance is concerned, dually definable in terms of Gram matrix as
for any two patterns x i , x j ∈ S h . Despite its complexity, by minimising the sum of pairwise distances rather than the squared Euclidean distance from the average point (i.e. k-means), kmedoids is more robust with respect to noise and outliers. Moreover, k-medoids is particularly suited if the cluster prototype must be an element of the dataset (the same is generally not true for k-means) and it is applicable to ideally any input space, not necessarily metric, since there is no need to define an algebraic structure in order to compute the representative element of a cluster.
PROPOSED APPROACH

A Quick Spark Introduction
In this work Apache Spark (hereinafter simply Spark) has been chosen over Hadoop/MapReduce due to its efficiency, as introduced in §1.1. Indeed, MapReduce forces any algorithm pipeline into a sequence of Map → Reduce steps, eventually with an intermediate Combiner phase, which strains the implementation of more complex operations such as joins or filters as they have to be casted as well into Map → Reduce. In MapReduce, computing nodes do not have memory of past executions: this does not suit the implementation of iterative algorithms, as the master process must forward data to workers at each MapReduce job, which typically corresponds to a single iteration of a given algorithm.
Spark overcomes these problems as it includes highly efficient map, reduce, join, filter (and many others) operations which are not only natively distributed, but can be arbitrarily pipelined together. As far as iterative algorithms are concerned, Spark offers caching in memory and/or disk, therefore there is no need to forward data back and forth from/to workers at each iteration.
Atomic data structures in Spark are the socalled Resilient Distributed Datasets (RDDs): distributed (across workers 1 ) collection of data with faulttolerance mechanisms, which can be created starting from many sources (distributed file systems, data-bases, text files and the like) or by applying transformations on other RDDs.
Example of transformations which will turn useful in the following subsections are:
creates RDD2 by applying function f to every ele- 
Main Algorithm
The main parallel and distributed k-medoids flowchart is summarised in the Algorithm 1. It is possible to figure datasetRDD to be a key-value pair RDD 2 or, in other words, an RDD where each record has the form key ; value . Specifically, the key is a sequential integer ID and the value is (as a first approach) an n-dimensional real-valued vector. At the beginning of each iteration, a new keyvalue pair RDD will be created (distancesRDD) where the key is still the pattern ID whereas, the value (distanceVector) is a k-dimensional realvalued vector where the i th element contains the distance with the i th medoid. The following two RDDs (nearestDistRDD and nearestClusterRDD) map the pattern ID with the nearest distance value and the nearest cluster ID (i.e. medoid), respectively. These evaluations end the Maximisation Step for the Voronoi iteration ( §2).
nearestClusterRDD is the main RDD for the medoids update step (i.e. the Expectation Step for the Voronoi iteration): after gathering the list of pattern IDs (patternsInClusterIDs) belonging to cluster ID clID, an additional RDD containing the patterns belonging to clID will be created (patternsInClusterRDD). This RDD, which still is a key-value pair RDD, is the main input for the medoids update step which we shall discuss in more details in the following subsection. 
Updating Medoids 3.3.1 Exact Medoid Update
The Exact Medoid Update consists in evaluating the pairwise distance matrix amongst all the patterns in a given cluster and then finding the element which minimises the sum by rows/columns 3 of such matrix. We define a-priori a parameter T , a threshold value Algorithm 2 describes the Exact Medoid Update routine. Basically, if the cluster is "small" it is possible to collect on the master node the entire set of patterns and therefore use one of the many in-memory algorithms (pdist) for evaluating the pairwise distance matrix according to a given (dis)similarity measure d.
Conversely, if the cluster is "not-small", via Spark it is possible to evaluate the cartesian product of this cluster's RDD with itself, leading to a new RDD (pairsRDD) where each record is a pair of records from the original RDD, therefore it is possible to figure pairsRDD to have the form ID1 ; pattern1 ; ID2 ; pattern2 . Given these pairs, evaluating the (dis)similarity measure is straightforward and distancesRDD will have the form ID1 ; ID2 ; d(pattern1,pattern2) . Given the analogy with the pairwise distance matrix, in order to perform the sum by rows or columns, distancesRDD will be reduced by using either the ID of the first pattern (by rows) or the ID of the second pattern (by columns) as key and using the addition operator to values. In other words, for ID1 (or ID2) we sum all the distances with other IDs (i.e. other patterns). Given these sums, the final step consists in evaluating the minimum of the resulting RDD considering the sum of distances rather than the ID leading to medoidID, the ID of the new medoid which will be filtered from patternsInClusterRDD and returned as the new, updated, medoid.
Approximate Medoid Tracking
Whilst the (large scale) Exact Medoid Update (Algorithm 2, namely the else branch) relies on natively distributed and highly efficient Spark operations, the cartesian product might be unfeasible for very large clusters since it creates an RDD whose size is squared the size of the cluster (i.e. squared the size of the input RDD) according to Eqs. (2) To this end, a second, approximate, medoid evaluation based on (Del Vescovo et al., 2014) is proposed. For the sake of ease, their findings can be summarised as follows:
1. set a pool size P and fill the pool with the first P patterns from the cluster at hand 2. for every remaining pattern x, select uniformly at random two items from the pool (x 1 and x 2 ) and check their distances with the current medoid m.
, remove x 1 from the pool; otherwise remove x 2 . Finally, insert x in the pool.
3. evaluate the new medoid with any standard inmemory routine using the patterns in the pool.
Algorithm 3 describes the Approximate Medoid Tracking routine. As in Algorithm 2, if the cluster is "small" there is not need to trigger any parallel and/or distributed medoid evaluation which can thus be done locally, in an exact manner. Conversely, if the cluster is "not-small" the first P items will be cached and removed from the RDD which contains the patterns in such cluster. Finally, the approximate procedure starts by iterating over the RDD and performing the steps from (Del Vescovo et al., 2014) .
Selecting Initial Seeds
As discussed in §2, the solution returned by heuristics such as k-medoids is strictly dependent from the initial medoids (seeds) selection. One of the most widely-used approaches consists in random selection and multi-start: a given number (typically 5 or 10) of sets of k initial medoids are uniformly at random selected from the dataset and for each set of initial medoids the k-medoids algorithm will be run. The final clustering solution is determined by the run with minimum WCSoD. Other solutions have been proposed in literature such as k-means++ which we implemented for a more accurate seeds selection. In its standard form, k-means++ works as follows:
1. select the first centroid 4 uniformly at random from the dataset S 2. evaluate pairwise distances between patterns and already-selected centroid, mapping each pattern with its closest centroid; let us call D(x) the closest distance between pattern x ∈ S and the already-selected centroids 3. a pattern from the dataset S is selected as new centroid with probability
4. Loop 2-3 until k initial centroids are selected The Spark k-means++ distributed version is summarised in Algorithm 4. Many of these RDDs have already been introduced in §3.2 and, since step #2 in k-means++ actually is the Maximisation step for the Voronoi iteration ( §2), such RDDs will be created and evaluated in the same manner as described in Algorithm 1. One might object that collecting (i.e. loading into the master node memory) nearestDistRDD might not be suitable for large datasets. It is worth noticing that, in order to save space, only the distance values and not the IDs will be collected and, moreover, a modern computer can store several millions of elements within an inmemory array. Therefore (as a first approach) we do not consider this operation as prohibitive. 
COMPUTATIONAL RESULTS
Datasets and Environment Description
In order to show both the effectiveness and the efficiency of the proposed algorithm, 9 datasets have been considered. All of them are freely available from UCI Machine Learning Repository (Lichman, 2013) and their major characteristics are summarised in Table 1 . Classes in labelled datasets (e.g. Wine, Iris) and eventual pattern IDs (e.g. 3D Road Network) have been deliberately discarded. All datasets have been normalised before processing. Experiments shown in §4.2 and 4.3 have been conducted on a Linux Ubuntu 16.04LTS workstation with two Intel R Xeon R CPUs @2.60GHz for a total of 24 physical cores, 32GB RAM and 1TB HDD. Such 24 cores have been grouped in 6 groups of 4 cores each, in order to simulate 6 PCs working in parallel which will be the workers for these experiments. The latest Apache Spark version has been used (v2.2.0) and, specifically, its Python API (namely, PySpark) driven by Python v2.7.13 with NumPy v1.12.1 (van der Walt et al., 2011) for efficient numerical computations.
Effectiveness
In order to show the effectiveness of the proposed distributed implementation, the clustering problem has not been casted as a semi-supervised or postsupervised learning problem since, in our opinion, this is not a good way to address the effectiveness of a clustering algorithm (which solves unsupervised problems by definition) as one might tend to confuse clusters with classes. Rather, the solution (i.e. the objective function) returned by the distributed kmedoids implementation will be compared with the solution returned by a well-established and not distributed k-medoids implementation, specifically the one available in the MATLAB R R2015a.
In Figure 1 the objective function returned by the distributed implementation is shown, considering both the Approximate Medoid Tracking and the Exact Medoid Update routines for medoids update, against the MATLAB k-medoids implementation. We considered the two smaller datasets (Iris and Wine in Figures 1(a) and 1(b) , respectively) in order to be able to test every possible value for k; that is, from 1 up to the singleton (i.e. the total number of patterns). To ensure a fair comparison, the same (dis)similarity measure has been used (standard Euclidean distance) but, more importantly, the three competitors started from the very same initial seeds 5 . Since the Approximate Medoid Tracking has some randomness (i.e. its replacement policy), for every k the average objective function value across 5 runs is shown.
Clearly, Figure 1 shows that the proposed approach is effective. Specifically, when using the Exact Medoid Update, it returns the very same objective function value 6 when compared to the state-of-the-art (albeit local) MATLAB implementation. The Approximate Medoid Tracking has surprising results as well, especially for Wine (Figure 1(b) ).
Similarly, in Figures 2(a) and 2(b) the results when using k-means++ rather than manual (i.e. deterministic) selection for initial medoids is shown. As in the previous case, the two figures regard Iris and Wine datasets, respectively. Figure 2 does not only confirm that the distributed k-medoids implementation is effective, but also that the distributed k-means++ implementation works very well. Obviously, since k-means++ has random behaviour, 5 runs have been performed for each competitor and the average objective function is shown.
Finally, it is worth stressing that a threshold of T = 20 patterns for both datasets has been used. Certainly the pool size for the Approximate Medoid Tracking has a major impact on the tracking quality itself: since the pool must fit in memory (as we expect from a "small cluster"), we dually used T ≡ P to indicate the pool size as well. For the sake of ease and shorthand we omit any tests regarding how the medoid tracking quality and the procedure complexity changes as a function of the pool size: such results have been discussed in (Del Vescovo et al., 2014) , to which we refer the interested reader. 
Efficiency
In order to address the efficiency of the proposed implementation, the aim of this subsection is to show whether it respects the speedup and sizeup properties, defined as follows (Xu et al., 1999) : speedup measures the ability of the parallel and distributed algorithm to reduce the running time as more workers are considered. More formally, the dataset size is kept constant and the number of workers will increase from 1 to m. The speedup for an m-nodes cluster is defined as:
speedup(m) = running time on 1 worker running time on m workers sizeup measures the ability of the parallel and distributed algorithm to manage an m times larger dataset while keeping the number of workers constant. The speedup for an m times larger dataset is defined as: the medoid update routines. Specifically, the sizeup parameter m has been set to m = 1, 2, 3, 4. All of the workers available and all but Wine and Iris datasets from Table 1 have been used. Figure 3(a) depicts the Approximate Medoid Tracking case which has a very good sizeup performances, especially for m ≥ 3 (e.g. a 4-times larger dataset needs from 1.9 to 5.5 times more time). Figure 3 (b) depicts the Exact Medoid Update case which has generally lower performances with respect to the former. However, as the dataset size increases, the performances tend to improve (e.g. for KEGG a 4-times larger problem needs 11-times more time, whereas for Activities it needs 6-times more time) but, on the other hand, this approach cannot be adopted for larger datasets under reasonable running times 7 . For the speedup, 1, 2, 4 and 6 workers and the same datasets as for the sizeup experiment have been used.
The algorithm has very good speedup performances when using the Approximate Medoid Update, Figure 4 (a): the bigger the dataset, the better the speedup. For some datasets (typically the smallest ones) implying more than 4 workers does not improve the overall performances; indeed, since they are rather small and due to the Approximate Medoid Tracking routine being computationally lighter ( §4.4), a massive parallelisation will unlikely be helpful as most of the time will be spent in scheduling/communication tasks rather than pure processing. Figure 4 (b), finally, shows the Exact Medoid Update case, which has very good speedup performances as well. Indeed, due to the intensive parallel evaluations required for solving the exact evaluation, more workers are crucial for speeding-up such phase. The above reasoning regarding smaller datasets still holds.
For the sake of completeness and comparison, in Table 2 the absolute running times for the Activities dataset have been reported. 
On Computational Complexity
An additional reason for choosing the implementation proposed in (Park and Jun, 2009 ) over other implementations such as the most famous PAM for solving the k-medoids problem lies in its complexity. Indeed, since the chosen implementation is based on the Voronoi iterations as in k-means, the two algorithms
where n is the number of data points and k is the number of clusters. For the sake of comparison, PAM has a per-iteration complexity of O(k(n − k) 2 ) (Ng and Han, 1994) , making it unsuitable for large datasets. In this work, patterns have been considered as ddimensional real-valued vectors and, moreover, such input space has been equipped with the Euclidean distance as (dis)similarity measure, whose complexity is O(d). Therefore, the overall per-iteration complexity can as well be defined as O(nkd). By considering p computational units, the per-iteration complexity drops to O(nk/p) (or O(nkd/p) by explicitly taking into account the Euclidean distance) since the pointto-medoids distance will be computed in parallel.
As far as the medoid update is concerned, the Exact Medoid Update procedure has complexity O(c 2 /p) where c is the cluster size, whereas the Approximate Medoid Tracking has complexity O(c − P) O(c) since usually c P.
CONCLUSIONS
In this paper, we proposed a novel implementation for the large-scale k-medoids algorithm using the Apache Spark framework as parallel and distributed computing environment. Specifically, we proposed two procedures for the medoid evaluation: an exact (but computationally intensive) procedure and an approximate (but computationally lighter) procedure which have been proved to be very effective. As far as efficiency is concerned, we tested our algorithm in a singlemachine multi-threaded environment with satisfactory results.
Starting from this implementation many further steps can be done. First, this implementation has been deliberately proposed to be as general as possible: indeed, by looking at the algorithm description in §3.2, 3.3 and 3.4, the end-user must just change the (dis)similarity measure d(·, ·) according to the nature of the input space at hand in order for the whole implementation to work. The same reasoning holds for k-means++: albeit it is true that there are efficient parallel and distributed implementations (e.g. k-means||, (Bahmani et al., 2012) ), they namely work on the Euclidean space only. Moreover, as concerns initialisation techniques, a future work might focus on developing a DBCRIMES parallel and distributed implementation, since it is also suitable for dealing with non-metric spaces.
Further, we proposed two medoid evaluation procedures which are ideally robust to any cluster's size. This can be seen in Algorithm 1, where a for-loop scans one cluster at the time. This is robust because the entire processing power is dedicated to a single cluster which can therefore be massive as well, but if one is confident that clusters cannot be arbitrarily big it is possible to group the available workers 8 in such way that each group processes a given cluster. In this manner the aforementioned for-loop can be done in parallel as well.
Albeit the two medoids' update routines have been presented separately in order to discuss their respective strengths and weaknesses, they can be easily used together by adopting a double-threshold approach. Specifically, let T 1 and T 2 be two thresholds with T 1 < T 2 : every cluster whose size is less than T 1 can be considered as "small" and processed fully inmemory; every cluster whose size is in range [T 1 , T 2 ] can be considered as "medium" and processed using the Exact Medoid Update and, finally, clusters greater than T 2 , to be considered as "big", can be processed using the Approximate Medoid Tracking.
One of the most intriguing works is a direct extension of the former observation, as discussed in §2: ideally the k-medoids can work with any (dis)similarity measure and it does not need to define some operations for evaluating the new cluster representative (e.g. mean or median): whether it is possible to define a (dis)similarity measure between two objects, the k-medoids can be used. This opens a new horizon on the nature of the input space(s) which can
