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ABSTRACT
This paper raises the question of why movement base inter-
action is important in Virtual Reality (VR). This is an im-
portant question as new VR hardware is increasingly being
released together with movement interfaces. Slater’s view is
that VR reproduces the sensorimotor contingencies present in
our interactions with the real world. This provides a powerful
justification, but when the contingencies are not perfectly re-
produced, they can result in interfaces that lack important fea-
tures of established interaction design: discoverability mem-
orability, and feedback. However, Embodied Cognition sug-
gests that these imperfect reproductions can still have value
if they allow us to reproduce our cognitive and emotional en-
gagement with the world and our movements.
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The recent resurgence of Virtual Reality (VR) display tech-
nology has been accompanied (slightly later) by a number of
movement interface devices. The HTC VIVE will be released
with two hand trackers and after the release of the Oculus
Rift, OculusVR will be releasing hand trackers to go with it,
and both systems include head trackers. These releases un-
derline the idea that movement interaction is a necessary, or
at least very important, part of VR. This is a long established
idea and is well supported by a number of researchers such as
Slater [11] and Jacob [6] and numerous studies (some of why
are described below). However, if we are to design movement
interaction for VR we need to understand why movement is
important in VR. Without this understanding it would be easy
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to create interfaces that are not effective, and which may even
be detrimental relative to a traditional game controller.
After describing examples of movement interaction in VR,
this paper will outline Slater’s theory of Place Illusion, to
which movement interaction is key. After that we describe
Norman’s criticism of movement interfaces from the point of
view of User Centred Design. Finally, we discuss Embodied
Cognition which can bring new insights into the importance
of movement interaction and points to a possible explanation
of its value.
EXAMPLES
Before we look at the effects and purposes of movement inter-
faces in Virtual Reality it is worth describing some examples
of how movement is used in current VR interaction.
Head tracking
Head tracking is one of the most basic movement interactions,
and one that present in almost all VR systems that can plau-
sibly claim to be immersive (in the sense used by Slater [11]:
a system whose physical characteristics make it capable of
producing the illusion of being in another place) . When a
user rotates their head a tracker attached to the head mounted
display or stereoscopic glasses recognizes this movement and
rotates the view of the virtual world producing the effect that
the user seems to be able to look around the world by moving
their head. Most systems also support positional head move-
ments, though some cheaper systems such as google card-
board and Samsung GearVR do not. Slater [11] proposes that
this tight relationship between head movements and view is
one of the key factors that makes a VR system immersive.
Walking
Positional head tracking can allow for a limited range of
movement with a virtual environment, but unless the environ-
ment is very small, we need some form of large scale nav-
igation to fully explore it. Most systems use a navigation
system based on traditional computer games, for example a
joystick. However, some have also used head tracking to en-
able users to walk around an environment just as they would
in the real world. Usoh, et al. [12] found that walking cre-
ated a stronger sense of presence than using a joystick. How-
ever, walking requires a physical space and tracking volume
at least as large as the virtual space, making it impractical in
most cases. For this reason they also propose an intermediary
system in which a neural network is used to recognise when a
user is walking “in place” (taking steps without moving for-
ward or backward). They found that this method also created
a greater sense of presence than joystick navigation but not as
great as real walking.
Object manipulation
Another key interaction is to select and manipulate objects
in the world. Bowman and Hodges [1] have investigated
object manipulation at a distance (further than would nor-
mally be possible by extending your arm). They compared
a movement based augmented arm extension method where
the arm stretches more than it usually would, with a ray cast-
ing method, where a line is cast from the users hand and an
object is selected if it intersects that line. Raycasting was
found to be preferable for selecting at a distance (a rather un-
natural task), but once the object is selected, directly mapping
hand movements and rotations onto object manipulations was
preferred by all participants.
Body language
The above three example are all relatively low level behaviors
involving direct physical interaction with the world. How-
ever, virtual reality can also support more complex interac-
tions. For example, there has been considerable work on
simulating interactions with animated virtual humans. While
speech is an important part of this, movement is also key
in order to simulate realistic body language. For example,
Gillies and Slater [4] recognize a number of behaviors by the
user such as speaking, posture shifts and moving in and out
of the the virtual human’s person space. These result in re-
sponse from the virtual human such as nodding or moving
to maintain a comfortable conversational distance. Huang et
al. [5] propose a more sophisticated machine learning system
that use features based on speech prosody and body move-
ment to find appropriate times for a virtual character to pro-
vide backchannel feedback while listening (e.g. nodding or
saying “uhuh”). These examples are much more indirect than
the ones discussed above. While head tracking requires an
immediate one-to-one response, body language response can
happen at varying and can take different forms and often do
not happen at all without the interaction seeming strange.
These are a number of examples where movement interaction
appears to increase the sense of presence in VR. We should
now ask why is this?
SLATER’S SENSORIMOTOR ACCOUNT
Why is rotating the view by turning your head better than us-
ing a mouse? Why does walking create more of a sense of
presence than using a joystick. Slater has spent decades re-
searching these questions and has proposed a comprehensive
theory [11]. He defines that a virtual reality is immersive if
it reproduces the same sensorimotor contingencies as the real
world. Sensorimotor contingencies are the key element of
O’Regan and Noe¨’s theory of perception [10], they propose
that the perceptual experience of the world is not purely due
to sensory input but the relationship between motor actions
and the resulting sensations. Thus turning your head and hav-
ing the view of the world update is a key sensorimotor con-
tingency and Slater would propose that reproducing this con-
tingency in VR will make a system more immersive. Slater’s
theory states that if some one experiences a VR system that
supports many real world sensorimotor contingencies they are
more likely to experience a form of presence called “Place Il-
lusion” in which they feel they are present in a different place
from the one they physically inhabit.
Place illusion accounts for many of the examples we have dis-
cussed above. Turning our head and our view of the world
changing is a very important sensorimotor contingency in
the real world and reproducing it in VR is likely to create
place illusion. Similarly the sensorimotor relationship be-
tween the movements associated with walking and the larger
scale transformation of our view point is a key part of the
world, and, in fact, when they are decoupled they often re-
sult in nausea. Similarly, O’Regan and Noe¨’s[10] account
would propose that the relationship between our hand move-
ments and the perceptual changes in viewpoint of an object
we are holding define what it feels like to manipulate an ob-
ject. However, higher level interactions such as body lan-
guage interaction with other people are more complex. They
do not take the form of direct, immediate mappings of move-
ment and sensory information. Slater [11] extends his theory
to handle these forms of interaction by proposing a second
form of presence called “Plausibility Illusion”. This covers
the case where interactions are less direct but are none the
less correlated in natural ways in the real world. For exam-
ple, we do not expect a person we are talking to to imme-
diately respond to the slightest movement we make, as we
would expect of an object we are holding in our hand. But we
do expect their behavior to more roughly correlate to ours by
showing acknowledgement of what we are saying and using
facial expressions that are appropriate to the emotional tone
of what we are saying.
Slater’s theory is closely related to Jacob’s [6] concept of “Re-
ality Based Interactions”. This is a way of characterizing a
wide range of new interaction techniques including virtual
reality and movement based interaction. These techniques
are successful, according to Jacob, because they allow us to
use the skills we know from the real world, including inter-
acting with physical object, our body, our environment and
other people. Since these skills are in large part related to the
sensorimotor contingencies we experience in the real world
and the correlations between our behaviour and that of other
people and things in our world, Jacob’s theory is compatible
with Slater’s.
To summarize, Slater proposes (and Jacob supports him) that
presence is created, at least in part, when a virtual environ-
ment responds to our behavior in the same way as the real
world. On a technical level this requires that a system can
sense our behavior and respond to it in an appropriate way.
CRITIQUES OF MOVEMENT INTERACTION
Both Slater and Jacob support the idea that movement inter-
action can be natural if it reproduces the interactions and sen-
sorimotor contingencies that we expect form the real world.
However, there have also been several important criticisms of
movement based interaction. Norman [9] criticizes many cur-
rent gestural interfaces because they lack a number of features
of good interfaces. For example they are not discoverable in
the sense that it is hard to know what gesture to do and we
often cannot look it up in the way we would look at a menu to
see what options are on it. This also makes them less mem-
orable: there is no support in remembering the correct ges-
ture. Finally, many gestures do not provide good feedback on
whether they are being performed correctly.
Do these criticisms apply to the kind of movement based in-
terfaces used in VR? It can certainly be argued (and I have ar-
gued in the past [3]) that movement interfaces can overcome
the problems cited by Norman if they implement the sensori-
motor contingencies we expect from the real world. We know
what to do and can remember them because we have learned
these forms of interaction from early childhood. They pro-
vide feedback because our sensory experience is directly tied
to our motor actions. This clearly applies to the examples
of head tracking and direct walking. We are simply doing
things we have learned since childhood and we have imme-
diate feedback that we are doing them correctly because our
view of the world is constantly updated. However, this argu-
ment is not so compelling in the case of walking in place or
body language interaction. Walking in place is not an action
we do every day, it is a gestural interface that is similar to a
day to day action. It therefore has to be learned and is not
necessarily memorable in the same way. Also, direct walking
is implemented very simply with a position tracker that can
be relied on to be mostly accurate. Walking in place, on the
other hand is implemented by recognizing the walking ges-
ture via a complex neural networks. This is unlikely to be as
accurate. It might fail to recognize actions that are intended to
be walking, but more importantly is also likely to recognize
other movements that cause similar head movements but are
not walking (another problem identified by Norman). Body
language is far more complex than walking in place, not only
are the movements involved quite subtle, but many differ-
ent movements can have the same meaning. The meaning
of body language can also rely on the combination of many
cues some of which might not be sensed, for example, the
emotional tone might combine body posture, the content of
speech, tone of voice and facial expression (which might be
impossible to sense if a users is wearing a head mounted dis-
play). All of this means that sensing body language is likely
to be very inaccurate. What is worse is that, since the re-
sponses are indirect, it might not even be clear whether a be-
havior has been recognised correctly or not.
The end effect is often that, though the computer is supposed
to sense what a person is doing, in fact, the person is con-
strained to a limited set of actions that a computer can per-
form (this is a well known issue with natural language inter-
faces). That is supposed to be a natural sensorimotor mapping
becomes an exercise in guessing the correct action without
any of the visual exploration or feedback that a graphical in-
terface provides.
So we cannot simply treat virtual reality interaction as a pro-
cess of sensing a person’s behaviour and providing a sensory
response that matches the real world. Any but the simplest in-
teractions and mapping will require a clear set of behaviours
from users and these behaviours must be discoverable, mem-
orable and provide sufficient feedback to be learnable. VR
interaction is still a human computer interaction and it re-
quires a process of user centred design (in the sense used by
Norman[8]) that follow the same rules as current interaction
design.
EMBODIED COGNITION AND POWER POSES
While Slater’s arguments suggest that movement interaction
can support presence if the sensing is near perfect, Norman’s
critique shows that in cases where the recreation of sensori-
motor contingencies is unreliable or imperfect we should re-
turn to a more traditional view of interaction design that val-
ues the learnability and memorability of interfaces. A move-
ment interface therefore remains an interface and not a repro-
duction of the real world. In these cases is there still value in
movement interaction or should we revert to using traditional
interface devices?
To state the question more exactly: if it is not possible to
exactly reproduce sensorimotor contigencies, but instead we
must have a constrained interface, is there value in using a
movement interface rather than a more traditional one?
The theory of embodied cognition can help us understand this
issue. According to Kirsh [7] much of our cognition occurs
in our perceptuo-motor system: we think, at least in part, by
sensing and manipulating the world around us. When assem-
bling flat pack furniture, we do not treat the problem of how
two pieces fit together in an abstract manner. We look at the
particular shapes of the two pieces and then rotate them in our
hands to better understanding the shapes from different angles
and also how they could fit together in different ways. This
perceptuo-motor thinking is not restricted to physical prob-
lems, our mathematical reasoning is almost always supported
by physical actions, from counting on our fingers to using pen
and paper for advanced calculations. This way in which our
cognition is embodied means that the way we physically per-
form actions matters a lot cognitively, it affects how we think
and how we experience. Kirsh [7] stresses that using differ-
ent tools has a fundamental effect both on our cognitions (a
pencil and paper changes our ability to do mathematics) and
our perceptions (when cooking, using a wooden spoon allows
us to feel food stuck to the bottom of a pan in a way that we
simply cannot access using our normal senses). This has the
implication that how we interact with virtual reality will have
a fundamental cognitive and experiential effect on us.
This also includes emotion. For example, Carney et al. [2]
performed an experiment in which participants were placed
in poses that are normally considered either powerful (for ex-
ample, feet up on a table and leaning back in a chair) or weak
(sitting straight with head bowed and hands in their lap). The
poses were not described in terms of power, the participants
were simply given detailed instructions of how positions their
body. The participants in the more powerful poses had in-
creased sense of power both in terms of hormone levels and in
terms of risk taking behaviour. In an earlier study, Wells and
Petty [13] told participants that they were supposed to test the
headphones and how they performed while listeners moved.
Participants were asked to either move their heads vertically
or horizontally. The vertical head movements were designed
to be very similar to nodding, a signal for agreement, and the
horizontal movements were similar to head shaking, a signal
for disagreement, though participants were not made aware
of this similarity. They found that simply making nodding
movements made participants more likely to agree with the a
person speaking through the headphones while head shaking
had the opposite effect. Both of these studies show that move-
ments can have a real effect on people’s emotions and social
responses. This suggests an interesting design strategy for
movement interfaces: create movements that will emotion-
ally involve participants more in the VR experience. For ex-
ample, using a head nod to agree with a character may create
a stronger social and emotional effect than pressing a button.
The fact that in both studies the participants were unaware of
the social signals they were doing, but were simply instructed
to perform certain movements, suggests that the interfaces
do not need to recognize a full range of social signals, it is
enough to have a clearly defined gesture, which nonetheless
mimics a common social signal.
Kirsh presents an intriguing study [7] which might provide
support for this idea. He study professional dancers who were
asked to practice a piece in one of three ways: practicing the
piece in full, imagining the piece without moving and a third
method called “marking” in which the dancer does a reduced
version of the movement (a common practice technique in
dance). Full practice was better than imagination but interest-
ingly marking was best of all. This opens up the possibility
that, at least in some cases, a reduced movement interface,
such as walking in place, might actually be better in some
way than a full movement interface. It is far too early to draw
this conclusion for definite, and the mechanisms are not yet
fully understood, but this does suggest a very interesting area
for future research.
CONCLUSION
No single theory seems to total explain the importance of
movement interaction in VR. While Slater’s theory is very
important, and characterizes some very important elements
of VR interaction, simply attempting to reproduce real world
sensorimotor contingencies can break down when they are
too complex to model and recognise easily in code (or an not
feasible for other reasons, like direct walking). At this point
it is important to remember that VR interfaces are still inter-
faces, and we also need to take account of more traditional
interaction design values if we are to make VR usable. If an
interface cannot perfectly reproduce real world sensori-motor
contingecies, is there still value in it being similar to the real
world. Embodied Cognition seems to provide an answer: a
simplified movement interface can still be important if it sup-
ports the embodied aspects of our cognition and emotions ef-
fectively. The interface should trigger thoughts and emotions
in a similar way to real world movement, even if the move-
ment is not identical.
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