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Re´sume´. On s’inte´resse a` la mode´lisation des termes de re´action en Simulation des Grandes ´Echelles
d’e´coulements turbulents. La densite´ de sous-maille est souvent approche´e dans ce cadre
par une loi beta. Les estimateurs optimaux pour ce proble`me sont e´tudie´s. Ils montrent
que le choix des lois beta est justifie´. L’essentiel de l’erreur commise provient en effet du
choix des parame`tres fondamentaux du mode`le. Nous montrons ainsi que les estimateurs
optimaux constituent un outil pertinent pour l’exploration des mode`les de sous-maille et la
recherche de pistes pour des ame´liorations futures. c© 2001 Acade´mie des sciences/ ´Edi-
tions scientifiques et me´dicales Elsevier SAS
turbulence / scalaire passif / sous-maille / loi beta
Analysis of presumed density subgrid models for Large-Eddy Simulation
Abstract. Subgrid models for the reaction terms in Large Eddy Simulation of turbulent flows are stud-
ied. The subgrid density is commonly approximated by a beta law. The optimal estimates
for this problem are investigated. This shows that the choice of beta distributions is well
founded. The largest error comes from the choice of the fundamental parameters of the
model and not from the shape of the distribution itself. It is thus shown that the optimal esti-
mates are a relevant tool for the investigation of subgrid modelling and the identification of
directions for future improvements. c© 2001 Acade´mie des sciences/ ´Editions scientifiques
et me´dicales Elsevier SAS
turbulence / passive scalar / subgrid / beta distribution
Abridged English version
1. Introduction
Our study deals with the Large Eddy Simulation (LES) [1] of turbulent reacting flows. The concentration
of a passive scalar c(~x) is considered and the large scales, denoted by c, are defined by applying a box filter
(equation 2). The model problem for reacting flows is to estimate a filtered reaction rate f(c) when only
the large scales of the scalar field are known [2, 4].
Note pre´sente´e par Pre´nom NOM
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2. Subgrid density modelling
The strategy of Cook and Riley [2] consists in modelling the subgrid density of the scalar ds(Γ) =
δ(Γ− c) instead of attempting to model f(c) directly. Equation 3 shows that once ds is known, it is
straightforward to deduce the turbulent reaction rate. The present note is aimed at presenting a detailed
analysis of the potentiality of the various models that one can construct following this route. In the original
approach of [2], ds is modelled by a beta function having the same mean c and variance (σ2s = c2 − c2)(see
equation (6) in which x and y respectively stand for the mean and the variance). In the literature several
versions of the model exist, differing by the way the beta function is parameterised. In the ideal case where
the subgrid variance is known, the beta function is parametrised by π1 =
{
c , σ2s = c
2 − c2
}
. In a real
LES, σ2s must be expressed using a sub-model, that is to say that the set of parameters π must depend on
the resolvable scales only, for example π2 = {c , α} in which α is the variance at a test filter level (denoted
by .̂). In the following, we propose a way to independently assess the error committed by introducing the
beta assumption and the error intrinsically related to the choice of the set of parameters π.
3. Optimal estimators and comparison with the previous model
For a given set π of parameters, there is a unique estimator of f(c) which minimize the mean square
error, often used to measure the accuracy of a model [6]. This estimator is
〈
f(c)
∣∣∣ π〉. Equation (5) shows
that 〈ds(Γ)|π〉 is the best estimator of the subgrid density. In order to assess whether the “beta” hypothesis
of Cook and Riley is efficient, we thus compared the best estimator for the subgrid density and for different
sets of parameters, to a beta function with exactly the same mean (c) and variance (〈σ2s ∣∣ π〉). This was
made using data generated by a 1283 Direct Numerical Simulation of forced turbulence [7]. The results
presented in figure 1 show that the agreement is excellent for the set π1. Larger discrepancies are observed
when π2 is considered, but the agreement remains acceptable (figure 2).
Table 1 provides a quantitative example of the errors committed for a reaction rate defined as f(c) =
(4 c (1− c))2. Column 2 shows that the error associated with the beta function significantly increases when
π2 is used instead of π1, reflecting what was observed in figures 1 and 2. However, column 1 clearly
demonstrates that the intrinsic error associated with the choice of parameters remains one order of mag-
nitude larger than the error associated with the beta assumption. The conclusion is therefore that the beta
distributions do fairly well what they can be expected to do, that is to say approximate the optimal estimator,
but that as soon as a sub-model is introduced (π2 or π3 introduced instead of π1) the error committed by
the optimal estimator itself is large. The errors committed by
〈
σ2s
∣∣π〉 given in column 3 gives a measure
of how relevant a set of parameters π is.
4. Conclusion
This notes demonstrates the interest of introducing the concept of optimal estimators for the assessment
of subgrid models for a scalar field advected by turbulence. These estimators permit to distinguish be-
tween the supplementary error associated with the use of a beta distribution to model the subgrid density
and the intrinsic error associated with the set of parameters chosen to parameterise the distributions. The
supplementary error remains small compared to the intrinsic error, showing that the beta assumption is well
founded. The effort in future modelling should then head towards a better estimation of the subgrid variance
and the search for better large scale parameters.
1. Introduction
La simulation nume´rique des e´coulements turbulents de fluides connaıˆt actuellement des de´veloppements
importants. Le but est de parvenir a` reproduire de fac¸on fiable certaines caracte´ristiques essentielles d’e´coulements
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turbulents re´els. La Simulation des Grandes Echelles (SGE) est base´e sur une se´paration entre grands et pe-
tits tourbillons [1]. Les grandes e´chelles sont re´solues de manie`re directe. L’approche s’appuie alors sur
l’hypothe`se d’un comportement universel des petites e´chelles des champs de vitesse ou de scalaire. Elle
pre´sente un grand inte´reˆt puisqu’il n’est en ge´ne´ral pas possible de faire des simulations directes des si-
tuations rencontre´es en pratique. La difficulte´ est cependant d’estimer correctement le comportement des
petites e´chelles. Dans le cas d’une re´action chimique par exemple, les grandes e´chelles ne donnent que
peu d’informations sur la proximite´ spatiale re´elle des re´actifs. C’est ce type de proble`me que nous allons
e´tudier, en examinant finement le mode`le de Cook et Riley [2], a` l’aide la notion d’estimateur optimal, un
outil pertinent pour l’e´tude fine des mode`les.
2. Densite´ de sous-maille
Un scalaire mode´lise´ par un champ c(~x) dans une turbulence incompressible obe´it a` une e´quation de la
forme
∂tc+ ∂i(vic) = χ∆c. (1)
Les grandes e´chelles du champ scalaire sont isole´es par filtrage note´ c. Dans ce travail, nous utilisons la
de´finition suivante :
c (~x) =
1
h3
∫
D(~x)
c(~x′, t) d~x′, (2)
ou` D(~x) de´signe un cube de d’exploration des mode`les.coˆte´ h centre´ en ~x.
De`s lors qu’il s’agit d’e´tudier des re´actions chimiques, un proble`me intervient de fac¸on re´currente :
pre´voir f(c) a` partir de c. La quantite´ f(c) peut eˆtre un taux de re´action ou la relation entre la concentration
d’une espe`ce chimique et le scalaire conserve´ (fraction de me´lange) dans le cas d’une re´action infiniment
rapide [4].
La connaissance de la densite´ de sous-maille, de´finie par ds(Γ) = δ(Γ− c), permet de calculer cette
grandeur [5] quelle que soit f , car
f(c) =
∫
f(Γ) ds(Γ) dΓ. (3)
Pour calculer f(c), la re´partition spatiale pre´cise du scalaire n’est donc pas ne´cessaire : connaıˆtre sa
re´partition en valeur suffit.
Cook et Riley ont propose´ d’utiliser le jeu de parame`tres π1 =
{
c , σ2s = c
2 − c2
}
pour estimer la den-
site´ de sous-maille. Ils ont suppose´ une forme particulie`re pour la densite´, en s’inspirant de la mode´lisation
classique de la densite´ de probabilite´ du scalaire[3] . La variance de sous-maille σ2s ne peut cependant pas
se de´duire des seules grandes e´chelles. Aussi ont-ils propose´ un sous-mode`le, qui permet d’estimer σ2s a`
partir d’une quantite´ grande e´chelle e´value´e par double filtrage : la quantite´ α = ĉ2 − ĉ2, ou` .̂ est un filtrage
de taille caracte´ristique 2h. Cette approche revient a` introduire le jeu de parame`tres π2 = {c , α}. Une
fois la densite´ de sous-maille estime´e on la remplace par sa mode´lisation dans l’e´quation (3) pour estimer
f(c). Dans ce qui va suivre, nous nous inte´resserons tout d’abord au cas ge´ne´ral d’un jeu de parame`tres π
quelconque, pour revenir plus loin sur les cas particuliers de π1 et π2 et du mode`le de Cook et Riley.
3. Estimateurs optimaux
Pour mesurer l’e´cart entre la quantite´ a` estimer f(c) et une fonction g(π) d’un jeu de parame`tres π (un
estimateur de f(c)), on utilise l’erreur quadratique [6] qui ve´rifie〈(
f(c)− g(π)
)
2
〉
=
〈(
f(c)−
〈
f(c)
∣∣∣π〉) 2〉+ 〈(〈f(c)∣∣∣ π〉− g(π)) 2〉 , (4)
ou` 〈.〉 est la moyenne statistique. L’erreur totale est ainsi la somme d’une erreur irre´ductible - lie´e au choix
meˆme de π car elle ne de´pend pas de g - et d’une erreur supple´mentaire lie´e a` l’e´cart entre g et
〈
f(c)
∣∣∣ π〉.
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FIG. 1 – Comparaisons entre 〈ds(Γ)| c, σ2s
〉
et β(Γ; c, σ2s) – Comparisons between
〈ds(Γ)| c, σ2s
〉
and β(Γ; c, σ2s)
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FIG. 2 – Comparaisons entre 〈ds(Γ)| c, α〉
et β(Γ; c,
〈
σ2s
∣∣ c, α〉) Comparisons between
〈ds(Γ)| c, α〉 and β(Γ; c,
〈
σ2s
∣∣ c, α〉)
Il existe donc une unique fonction de π qui minimise l’erreur : c’est la moyenne de f(c) conditionne´e par
le jeu de parame`tres π. Nous appellerons cette fonction l’estimateur optimal pour f et π.
L’e´galite´ 〈
f(c)
∣∣∣ π〉 = ∫ f(Γ) 〈ds(Γ)| π〉 dΓ (5)
permet de dire qu’il existe un estimateur optimal pour la densite´ de sous-maille pour le jeu de parame`tres π.
Elle signifie en effet qu’utiliser 〈ds(Γ)|π〉 comme estimateur de la densite´ de sous-maille dans l’e´quation
(5) revient a` utiliser pour toute fonction f l’estimateur optimal. L’e´galite´ (5) garantit e´galement l’unicite´ de
cet estimateur, car elle de´termine a` π fixe´ tous les moments de la fonction 〈ds(Γ)| π〉.
Nous avons utilise´ des re´sultats de simulations nume´riques directes en 1283 d’e´coulements de scalaire
passif dans une turbulence entretenue (voir [7]). Dans ces simulations, une injection pe´riodique de scalaire
frais permet d’obtenir une situation statistiquement stationnaire. La simulation a e´te´ mene´e avec un nombre
de Schmidt e´gal a` l’unite´. Les re´sultats pre´sente´s ici sont issus d’un post-traitement des donne´es des simu-
lations directes (tests a priori) . Le filtrage est effectue´ dans l’espace spectral, ce qui permet une application
rigoureuse du filtre tel qu’il est de´fini en (2). Sa taille caracte´ristique h dans l’espace physique est de 8
mailles e´le´mentaires.
Nous avons approche´ nume´riquement l’estimateur optimal pour une fonction f (ou pour σ2s ) et un jeu
de parame`tres π donne´s, par une fonction constante par morceaux (histogramme). Nous avons obtenu la
densite´ de sous-maille, en tirant ale´atoirement des points dans un cube D(~x), et en relevant la valeur de c en
ce point. Dans le cas du filtre de´fini en (2), la densite´ de probabilite´ de cette variable ale´atoire est la densite´
de sous-maille. Pour calculer 〈ds(Γ)| π〉 a` π fixe´, il nous a fallu moyenner les densite´s de sous-maille sur
des cubes pre´sentant des valeurs des parame`tres identiques (en fait suffisamment proches [8]).
4. Comparaison entre les estimateurs optimaux et des fonctions β
Cook et Riley e´mettent l’hypothe`se que l’on peut estimer la densite´ de sous-maille par une loi beta [2]
β (Γ;x, y) =
Γa−1(1− Γ)b−1
B(a, b)
. (6)
avec
a = x
(
x(1 − x)
y
− 1
)
et b =
a
x
− a.
Dans ce cas, x et y sont respectivement la moyenne et la variance de la fonction β.
Pour tester finement cette hypothe`se, nous avons compare´ directement le meilleur estimateur possible
pour la densite´ de sous-maille, 〈ds(Γ)|π〉, a` une fonction β rigoureusement de meˆme moyenne (c) et de
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FIG. 3 – Comparaisons entre une loi β (ligne
continue) et des densite´s de sous-maille arbitrai-
rement choisies, de meˆme moyenne et variance –
Comparisons between a β law (solid line) and se-
veral arbitrary chosen subgrid densities, of same
mean and variance
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FIG. 4 – Comparaisons entre une loi β (ligne
continue) et des densite´s de sous-maille arbitrai-
rement choisies, pour des valeurs identiques de c
et α, montrant la dispersion en variance – Com-
parisons between a β law (solid line) and several
arbitrary chosen subgrid densities, for the same
values of c and α, showing the dispersion of the
subgrid variance
meˆme variance (〈σ2s ∣∣ π〉, i.e. σ2s quand elle est connue). Nous avons fait ces comparaisons avec c et σ2s
comme parame`tres d’une part, puis avec c et α.
Il en ressort que dans le cas ou` la variance de sous-maille est connue, la correspondance entre l’estimateur
optimal et la fonction β est presque parfaite (figure 1). Ceci reste vrai meˆme lorsque les fonctionsβ prennent
des allures exotiques (elles peuvent diverger en 0 et en 1). Cependant, les densite´s re´elles ne pre´sentent pas
ne´cessairement cette ressemblance (voir figure 4). Pour l’autre jeu de parame`tres, si la ressemblance est
nettement conserve´e, meˆme pour des allures exotiques, la correspondance n’est pas aussi bonne (voir figure
2). On peut conclure de ces comparaisons que dans le cas ou` la variance de sous-maille est connue, les
estimateurs optimaux sont extreˆmement proches des fonctions β. Dans le cas ou cette variance est estime´e,
cette hypothe`se reste nettement valable, mais pas aussi justifie´e.
Nous voulions de plus savoir dans quelle mesure exactement l’hypothe`se d’une forme de fonction β pour
l’estimateur optimal de la densite´ pouvait contribuer a` l’erreur commise sur l’estimation de f(c). Notre
choix pour f s’est porte´ sur f(c) = (4c (1− c))2, qui repre´sente un taux de re´action plausible [6]. En
supposant pour l’estimateur optimal de la densite´ de sous-maille une loi β, on ge´ne`re l’estimateur de f(c)
suivant :
gf (π) =
∫
f(Γ) β
(
Γ; c,
〈
σ2s
∣∣π〉) dΓ. (7)
La comparaison des erreurs de
〈
f(c)
∣∣∣ π〉 et de gf renseigne donc purement sur la pertinence des lois β
dans ce cadre. Dans le tableau 1 sont pre´sente´s les re´sultats pour trois jeux de deux parame`tres. Chaque
jeu est constitue´ de c et d’un second parame`tre pris parmi σ2s , α ou ǫc = (∂ic) 2. Pour chaque jeu sont
pre´sente´es des erreurs normalise´es par la variance de la quantite´ estime´e (qui repre´sente l’erreur commise
quand on estime une quantite´ par sa moyenne). Dans la premie`re colonne, on trouve l’erreur associe´e a`
l’estimateur optimal, dans la deuxie`me l’erreur supple´mentaire commise par gf par rapport a` l’estimateur
optimal et dans la troisie`me l’erreur commise par l’estimateur optimal de la variance de sous-maille.
L’erreur supple´mentaire due a` l’hypothe`se beta peut sembler importante lorsque la variance de sous-
maille est connue. On pourrait penser qu’une ame´lioration future du mode`le passerait par la recherche
de fonctions dt´ermine´es par des parame`tres supple´mentaires (comme c4). Il convient de relativiser cette
impression, en premier lieu parce que les petites erreurs sont tre`s sensibles. Ensuite, parce que de`s qu’inter-
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Parame`tres Erreur de
〈
f(c)
∣∣∣ π〉 Erreur supple´mentaire gf (π) Erreur de 〈σ2s ∣∣ π〉
π1 =
{
c, σ2s
}
7, 76.10−3 3, 64.10−3 0
π2 = {c, α} 5, 885.10
−2 5, 05.10−3 0, 237
π3 = {c, ǫc} 5, 03.10
−2 2, 2.10−3 0, 194
TAB. 1 – Erreurs commises par diffe´rents estimateurs – Quadratic errors for several estimates
viennent des parame`tres grandes e´chelles comme α ou ǫc, l’erreur lie´e a` l’hypothe`se beta devient ne´gligeable.
Et ceci dans le cas ou` l’on suppose connu l’estimateur optimal de la variance de sous-maille. Ce n’est
e´videmment pas le cas en ge´ne´ral et c’est une source d’erreur importante. Il est sans doute plus efficace
de vouloir diminuer l’erreur en approchant au mieux σ2s et en cherchant de nouveaux parame`tres grandes
e´chelles que d’abandonner les lois beta.
Le fait que l’hypothe`se beta semble bien fonde´e met en lumie`re une sorte de “connexion” entre l’estima-
teur optimal de la variance de sous-maille et l’estimateur optimal de f(c) quelle que soit f . On remarque
justement que plus l’erreur est grande sur l’estimation de σ2s pour un jeu de parame`tres, moins ce jeu de
parame`tres est efficace pour approcher f(c) - avec ou sans loi β.
5. Conclusion
Nous avons voulu formaliser un proble`me de fermeture en montrant l’existence et l’unicite´ d’estima-
teurs optimaux pour f(c) ou la densite´ de sous-maille, ds. L’e´tude de ces estimateurs nous a permis de
conclure que les fonctions β sont un excellent choix pour la mode´lisation de ds. Dans le cas ou` la variance
de sous-maille σ2s est suppose´e connue, les lois β sont peut-eˆtre meˆme le meilleur choix possible. Les lois
β permettent de ge´ne´rer des estimateurs proches des estimateurs optimaux a` partir d’un estimateur de la
variance de sous-maille. Quand σ2s est estime´e, les estimateurs optimaux commettent des erreurs qui, com-
pare´es a` celle commises par les mode`les usuels, paraissent modestes. Quand σ2s est connue, les erreurs
calcule´es sont meˆme tre`s petites. En ge´ne´ral, meilleure est l’estimation de σ2s , meilleure est la qualite´ des
estimateurs ge´ne´re´s. L’erreur commise par la quantite´
〈
σ2s
∣∣π〉 est donc une mesure de la pertinence d’un
jeu de parame`tres. Nos re´sultats montrent ainsi que les parame`tres c et ǫc sont plus pertinents que c et α.
Des efforts futurs devront sans doute tendre vers une meilleure estimation de σ2s , que ce soit en approchant
au mieux l’estimateur optimal de σ2s pour c et α, ou bien en cherchant des parame`tres plus efficaces en-
core. Les estimateurs optimaux nous semblent avoir un roˆle a` jouer dans cette de´marche en tant qu’outils
d’exploration des mode`les.
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