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Abstract- A limited number of factors in critical areas are 
necessary to identify the sustainability of companies [30]. It 
was found that three factors were commonly used [2] and a 
maximum of seven factors was recommended [2].   In order to 
identify the optimal factors, we propose a method based on 
rough set theory that consisted of five main steps.  These were 
data cleansing and preparation, dimensional reduction, 
ranking selected factors, optimal factor extraction, and rules 
generation and evaluation. Dimensional reduction was 
conducted using rough set theory where the set of factors were 
identified from the set of reducts that produce highest 
classification accuracy. These factors were first ranked 
through computation of its occurrences in reduct sets and then 
selected based on highest occurrences.  The major contribution 
of this work is the reduced factors shows competitive results in 
classifying new cases and therefore keeping the quality of 
knowledge.
I. INTRODUCTION
   The study on organizational performance has long being 
conducted by many research groups. Growth, profit, net 
income, earning per share are example of factors that are 
used to assess performance.  A good performance indicates 
that a company is sustainable and poor performance 
indicates non-sustainable.  In relation to an organization, 
sustainanble is when an organization accomplishes its 
objectives and able to survive over a long period of time.  
Investors, suppliers, partners, mergers, and external 
interested parties look at companies' performance when 
making decisions on buying stocks.  These people seek 
financial data to look for trends, ratios, and other numerical 
information on movement of stock prices.  Financial data 
has been a popular source and used to analyze companies' 
performance by many research companies such as Multex 
Investor, Media General Financial Services Corporate, 
Nasdaq,and  Reuters.   In general, financial information can 
be categorized into profitability ratio, efficiency ratio, and 
price ratio.  These categories offer many metrics and among 
them are current ratio, quick ratio, net income, working 
capital, operational income, revenue, sales growth, earnings 
per share, gross profit, book value, stock price, stock 
volume, and others [6].  These measures have been found to 
have some influence on stock prices.  
The problem lies when the numbers of relevant factors are 
too many.  To include all relevant factors in measuring 
success in terms of stock prices would be a burden in terms 
of data collection, analysis, and cost.
A limited number of critical areas have been suggested to 
determine the sustainability of companies [30]. Three 
factors were commonly used [11] and   a maximum of seven 
was recommended [2].  
The use of rough set in economic and financial areas 
mainly for feature extraction and dimensional reduction 
purposes have been mentioned [33].  A rough set approach 
to solve ranking problems and evaluate risks of insolvency 
have been discussed [12] and  a novel feature ranking 
technique using discernibility matrix have been proposed  
[15].   The use of factors frequency information in 
discernibility matrix, allows a fast feature ranking 
mechanism to be developed. 
The aim is to present an approach to identify the optimal 
stock price influencing factors.   This was conducted using 
the concept of reduct in rough set theory though which a set 
of optimal factors is determined [29].  Finding minimal 
reduct determines the optimal factors.  The minimal reduct 
consists of factors that are more important than the rest of 
factors within the database and are categorized as the 
optimal factors. 
The paper is organized as follows. The next section explains 
the datasets used for experimentation. The methodology of 
the study based on the theory of rough set is briefly 
described in following section. Section 4 and 5 present the 
experimental results and conclusion respectively.
II.   FACTORS
The study used three datasets for conducting experiments: 
G1, G2, and G3.  These datasets consisted of 43 public-
listed companies and included 30 quarterly financial factors.  
The factors are popular financial factors that have been used 
to analyze companies’ stock prices [6, 34, 18, 31, 1, 5, 7, 10, 
26, 20].  The data were extracted from the Securities and 
Exchange Commission (SEC) and compiled according to 
the requirements of the study.  The SEC is the federal 
regulatory agency charged with regulating U.S. securities 
market.
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III.   DIMENSIONAL RANKING AND REDUCTION OF
FACTORS
There are five main steps involved: data cleansing and 
preparation; dimensional reduction; ranking selected factors; 
optimal factor extraction; and rules generation and 
evaluation. These steps are briefly described below.
Step 1:  Data Cleansing and Preparation
The aim of this step is to detect and correct (or remove) 
corrupt or inaccurate values from a dataset and prepare data 
according to the format required by rough set theory. 
  Input data that have missing values are adjusted so that a 
complete dataset is obtained and used thereafter.  In order to 
clean “missing values”, two methods are considered.  One 
method is to remove all objects that have one or more 
missing values.  Second method is to substitute missing 
values for numerical factors with the mean value of all 
observed entries for that factor. This study chosed the 
second method because all objects are considered as having 
important information and removing any objects would 
cause loss of important information.  
  The next step is preparing data for analysis using rough set 
theory.  This involved transforming all continuous values of 
datasets into categories or ranges and the process is known 
as discretization.   Rough set requires the dataset to be 
discretized  so that objects can be clustered into classes 
appropriately.  Various discretization techniques are 
described by [13]. 
Step 2: Dimentional Reduction
  This step is meant to identify the most important factors in 
the dataset.
  In this step, the factors are reduced using the notion of 
reduct.   Reduct are attributes in the information system 
(attribute-value table) which are more important to the 
knowledge represented in the equivalence class structure 
than other attributes [29].  Here, reduct can be described as 
is a subset of factors (minimal factors) which can be used to 
represent the whole dataset. 
  Reduction is a process of finding the minimal factors that 
are seem to be more important than the rest of factors within 
a dataset. The initial process of reduction is to cluster all 
records in the dataset into classes. 
  Classes are categorized as set of objects that carries the 
same factors properties and values. Then the process 
continues by identifying the factors having the different 
values in every pair of classes. These factors are represented 
in a matrix form known as discernibility matrix [29]. Results 
are shown in Table 1.
Step 3: Ranking selected factors 
The ranking are determined by counting the number of 
occurrences of each individual factor in all elements of the 
discernibility matrix. The factors are sorted based on their 
number of occurrences to get the rank. The factors that 
occurs more than 50% in the matrix are selected [36]. 
Results are shown in Table 1.  
Step 4: Optimal Factor Extraction
In this step, the factors that are not in the rank (occurred less 
than 50%) are removed from the data set and factors  occurs 
more than 50% and factors that occurred more than 50% 
occurrences are identified and retained in the dataset.  
Results are shown in Table 1. 
Step 5: Rules Generation and evaluation
Rules are generated from reducts through binding the 
condition factors values of the object class from which the 
reduct is originated to the corresponding factors. The quality 
of rules is evaluated through the classification process where 
a set of test data is presented to the rules and the 
classification accuracy is recorded. The class factor here is 
the level of success based on the profit classified into five 
levels.
IV.  RESULTS AND ANALYSIS 
  Table 1 shows the number of factors (#factors) selected for 
the three group of companies; G1, G2 and G3 based on the 
percentage of occurrences (% occurrence). 
TABLE 1
FACTORS SELECTED FOR EACH GROUP OF COMPANIES
Group (#factors) FACTOR (% occurrence)
G1(6) EBIT(90%), EPS(80%), PE(80%), 
SHO(60%),  WC(60%), 
G2(9) BVPS(90%), EBIT(90%), EPS(80%), 
FV3(60%), MVE(50%), ROA(50%), 
ROE(50%), SHO(60%), SpgC(50%)
G3(9) AltA(60%), BVPS(70%), EBIT(100%), 
EPS(60%), FV6(50%), FV8(50%), 
PE(50%), ROA(80%), ROE(70%), 
  Table 2 shows the number of factors  removed 
(#REDUNDANT FACTORS) for each group of companies 
and the percentage of factors removed (% REDUNDANT 
FACTORS).
TABLE 2









Table 3 shows results in terms of accuracies after redundant 
factors were removed. 
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TABLE 3




1 75 85 73
2 75 91* 73
3 77* 91* 89
4 76 84 61
5 77* 84 73
6 70 82 42
7 73 67 75
8 71 76 90*
9 74 73 88
10 75 74 87
Average 74.3 80.7 75.1
  The table shows classification accuracy (ACCURACY) for 
all groups. Ten folds validation technique is used to ensure
the consistency of results.  
  The best model comes from the fold that has the highest % 
accuracy.  The best model for G1, G2, and G3 are folds 3 
and 5, folds 2 and 3, and fold 8 respectively. The 
experimental results in Table 3 show competitive results 
after the removal of factors.  The average accuracies in G1, 
G2, and G3 show average accuracies of more than 70%.  
This indicates that these several factors are essential to 
represent knowledge and model the stock prices influential 
factors. In addition, the results show that there is a good 
blend of data in each dataset. Ten folds validation technique 
is used to handle the fluctuation of accuracies. The average 
accuracies in all dataset are above 70% indicating that the 
model is acceptable for further consideration. 
The selected factors (best model) are crossed checked on 
other group of companies.  Table 4 shows the accuracies 
obtained.
TABLE 4







G1 77 75 71
G2 75 91 90
G3 86 92 90
The results are promising as the best model in each category 
is able to correctly classify other respective categories with 
more 70% accuracy. It indicates that these limited numbers 
of factors and rules are crucial in all categories of dataset in 
giving accurate decisions.
V.  CONCLUSION
In this paper five important steps in determining the best 
factors for the public-listed companies were presented. 
These steps were constructed based on the idea of reduct 
computation and feature ranking in the theory of rough set. 
The experimental results showed that for all datasets, more 
than 50% of the data were found to be redundant.  The 
redundant factors when removed i.e leaving the optimal 
factors and retested, results showed accuracies of more than 
70%.  When these optimal factors were tested on other 
datasets, it again produced accuracies of more than 70%.  
This indicates that the selected factors can be considered as 
significant or optimal for the datasets used and results were
consistent when tested on other datasets.  Although several 
folds (TABLE 3) show fluctuation, the average percentage 
of decreased in accuracy in each dataset was not significant. 
Thus, this indicated that the volume of knowledge after 
reduction is adequate to make a decision. This study 
attempted to assist the selected public-listed companies to 
focus only on the most contributing factors rather than 
looking at the whole group of factors. 
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