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Elementi di calcolo delle probabilita’
1 Spazi di probabilita`
Nello studio di vari fenomeni in ambito naturale, scientifico, fisico, sociale, ecc. si presentano
spesso delle situazioni in cui non si e` in grado di predire esattamente (in maniera deterministica)
come si sviluppera` una certa situazione. In molti casi di tale genere si parla allora di fenomeni
di tipo aleatorio o probabilistico.
Nella creazione di modelli matematici in questo ambito, si e` dimostrato conveniente il metodo
seguente: si considera l’insieme Ω di tutti i possibili risultati di un certo esperimento (qui la
parola ”esperimento” va intesa in un senso molto lato). Si associa poi a ogni elemento di una
certa classe di situazioni concrete un opportuno sottoinsieme di Ω. Si individua cos`i una famiglia
A di sottoinsiemi di Ω. A ciascun elemento A di questa famiglia si attribuisce poi un numero
reale P (A) compreso tra 0 e 1, chiamato ”probabilita` di A”, che indica in che misura ci si puo`
aspettare il verificarsi della situazione concreta corrispondente ad A. Naturalmente, le singole
situazioni che si possono presentare sono correlate tra loro. Cio` si ripercuote nella richiesta che
la misura di probabilita` P soddisfi alcune proprieta` di carattere generale.
Inoltre, le operazioni insiemistiche standard nella classe A ammettono delle interpretazioni
naturali a livello di situazioni concrete. Ad esempio, l’intersezione in A rappresentera` il contem-
poraneo verificarsi dei casi concreti corrispondenti, mentre l’unione costituira` un modello del
verificarsi di almeno uno dei casi in questione.
Vediamo ora qualche esempio.
Esempio 1.1. Supponiamo di voler costruire un modello dell’esperimento costituito dal lancio
di un dado con le facce numerate da 1 a 6 e perfettamente equilibrato. L’insieme di tutti i
possibili risultati e`
Ω := {1, 2, 3, 4, 5, 6}.
Allora si puo` , ad esempio, identificare la situazione concreta ”il risultato e` un numero pari”
con l’insieme A := {2, 4, 6} e il caso ”il risultato e` non superiore a 4” con B = {1, 2, 3, 4}.
A ∪ B = {1, 2, 3, 4, 6} corrispondera` a ”il risultato e` un numero pari o non superiore a 4”,
mentre A ∩B = {2, 4} rappresentera` ”il risultato e` un numero pari non superiore a 4”.
Esempio 1.2. Supponiamo di avere a disposizione un certo dispositivo (per esempio elettronico)
e di voler considerare il primo istante in cui il dispositivo si guasta a partire dalla sua accensione.
Se indichiamo con 0 l’istante di accensione, potremo rappresentare il risultato con un numero
reale non negativo, che indichera` l’istante in cui il dispositivo si guasta espresso in un’opportuna
unita` di misura temporale. Prendiamo allora come insieme Ω di tutti i possibili risultati spe-
rimentali l’intervallo [0,+∞[. L’insieme [1, 2] rappresentera` allora il fatto che l’apparecchio si
guasta in qualche istante tra 1 e 2.
Si accennava in precedenza al fatto che le principali operazioni insiemistiche ammettono
un’interpretazione naturale a livello di situazioni concrete. Allora, se indichiamo con A la classe
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dei sottoinsiemi di Ω di cui vogliamo definire una probabilita` , richiederemo che A sia chiusa
rispetto a tali operazioni. L’ipotesi che si fa in generale e` che A costituisca una σ−algebra. Sara`
comodo nel seguito porre, dato A ⊆ Ω, con Ω ”insieme ambiente” fissato dal contesto, porre
Ac := Ω \A. (1.1)
Chiameremo Ac complementare di A in Ω.
Definizione 1.1. Sia Ω un insieme. Indichiamo con P(Ω) l’insieme potenza di Ω, vale a
dire, l’insieme dei sottoinsiemi di Ω. Sia A ⊆ P(Ω). Diremo che A e` una σ−algebra se soddisfa
le seguenti condizioni:
(I) Ω ∈ A;
(II) se An ∈ A ∀n ∈ N, allora
⋃
n∈N
An ∈ A;
(III) se A ∈ A, allora Ac ∈ A.
Dalla definizione segue il fatto che una σ−algebra e` chiusa rispetto alle principali operazioni
insiemistiche:
Teorema 1.1. Sia A una σ−algebra nell’insieme Ω. Allora:
(I) ∅ ∈ A;
(II) se n ∈ N e Ai ∈ A per i = 1, ..., n, allora
n⋃
i=1
Ai ∈ A;
(III) se I = N oppure I = {1, ..., n} per qualche n ∈ N e Ai ∈ A ∀i ∈ I, allora
⋂
i∈I
Ai ∈ A;
(IV) se A e B sono elementi di A, lo e` anche A \B.
Dimostrazione parziale (I) Basta osservare che ∅ = Ωc e utilizzare (I) e (III) nella
definizione 1.1.
(II) segue da (II) della definizione 1.1 e da (I) osservando che, se poniamo Ai := ∅ per ogni
i ∈ N con i > n, si ha
n⋃
i=1
Ai =
⋃
i∈N
Ai.
Omettiamo la dimostrazione di (III) (vedi l’esercizio 1.1).
(IV ) segue dal fatto che
A \B = A ∩Bc
e dal punto (III). 
Consideriamo adesso il numero P (A) che dovrebbe esprimere la ”probabilita` ” del verificarsi
della situazione concreta corrispondente ad A ∈ A. P e` chiaramente una funzione da A a [0, 1].
Chiederemo che P sia una misura di probabilita` , nel senso seguente:
Definizione 1.2. Siano Ω un insieme non vuoto e A una σ−algebra in Ω. Una misura di
probabilita` su A e` una funzione P : A → [0, 1] tale che:
(I) P (Ω) = 1;
(II) se An ∈ A ∀n ∈ N e gli An sono a due a due disgiunti per valori distinti di n, allora
P (
⋃
n∈N
An) =
∞∑
n=1
P (An).
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Anche qui dalla definizione si possono ricavare ulteriori proprieta` delle misure di probabilita`
:
Teorema 1.2. Siano Ω un insieme non vuoto, A una σ−algebra in Ω, P una misura di
probabilita` in A. Allora:
(I) P (∅) = 0;
(II) se n ∈ N, Ai ∈ A per i = 1, ..., n e gli Ai sono a due a due disgiunti, allora
P (
n⋃
i=1
Ai) =
n∑
i=1
P (Ai);
(III) se A e B sono elementi di A e A ⊆ B, si ha
P (B \A) = P (B)− P (A).
Dimostrazione (I) Applicando la proprieta` (II) della definizione 1.2 con An = ∅ ∀n ∈ N,
si ottiene subito che da P (∅) > 0 segue P (∅) = +∞. Cio` e` incompatibile con la definizione di
misura di probabilita` .
(II) segue subito da (I) e da (II) della definizione 1.2, osservando (come gia` fatto) che, se
poniamo Ai = ∅ per i > n, si ha
⋃
i∈N
Ai =
n⋃
i=1
Ai.
(III) Si ha B = A ∪ (B \A) e A ∩ (B \A) = ∅. Segue allora da (II) che
P (B) = P (A) + P (B \A),
da cui la conclusione. 
Osservazione 1.1. Dal (III) del teorema 1.2 segue che, se A ⊆ B, allora P (A) ≤ P (B).
Possiamo ora dare la definizione di spazio di probabilita` :
Definizione 1.3. Uno spazio di probabilita` e` una terna (Ω,A, P ), ove Ω e` un insieme non
vuoto, A e` una σ−algebra in Ω, P e` una misura di probabilita` di dominio A.
Passiamo adesso ad alcuni esempi concreti.
Esempio 1.3. (Spazi di probabilita` finiti) Sia Ω un insieme con un numero finito (n ∈ N) di
elementi. Siano questi {ω1, ..., ωn}. Prendiamo come σ-algebra la totalita` P (Ω) dei sottoinsiemi
di Ω. Vogliamo definire una misura di probabilita` su P (Ω). Cominciamo allora a considerare gli
insiemi {ω1}, ...,{ωn} con un solo elemento. Se attribuiamo a {ωj} (1 ≤ j ≤ n) la probabilita`
pj ∈ [0, 1], la proprieta` (II) del teorema 1.2 impone che
1 = P (Ω) = p1 + ...+ pn. (1.2)
Viceversa, se la condizione (1.2) e` soddisfatta, non e` difficile provare che esiste una e una sola
misura di probabilita` su P (Ω) tale che P ({ωj}) = pj per j = 1, ..., n. Dovra` valere, evidente-
mente, se A ⊆ Ω,
P (A) =
∑
ωj∈A
pj . (1.3)
Riconsideriamo, cos`i , l’esempio 1.1. Si trattera` di attribuire una probabilita` pj al fatto che
il risultato del lancio sia j, con 1 ≤ j ≤ 6. Le condizioni da soddisfare sono pj ∈ [0, 1] per
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1 ≤ j ≤ n, e ∑6j=1 pj = 1. E` chiaro allora che, se riteniamo che il dado sia ben equilibrato
e garantisca quindi l’equiprobabilita` dei singoli risultati, l’unica possibilita` e` porre pj =
1
6 per
j = 1, ..., 6. Se invece riteniamo che questa condizione non sia soddisfatta, attribuiremo valori
pj eventualmente diversi tra loro, conservando pero` la condizione (1.2).
Nel caso di un dado bilanciato, per ogni A ⊆ {1, ..., 6} la condizione (1.3) impone
P (A) =
](A)
6
,
ove ](A) indica la cardinalita` ( numero di elementi) dell’insieme A.
Un altro esempio nello stesso ordine di idee e` il seguente: consideriamo il risultato del lancio
di due dadi equilibrati. L’insieme Ω dei risultati puo` essere schematizzato mediante l’insieme di
coppie ordinate {(i, j) : 1 ≤ i, j ≤ 6} ed e` quindi costituito da 36 elementi. Se A ⊆ Ω, otteniamo
uno spazio di probabilita` ponendo
P (A) :=
](A)
36
.
Ad esempio, consideriamo l’evento ”il punteggio totale e` 2”. Allora A = {(1, 1)}, da cui
P (A) = 136 . Se indichiamo invece con B l’evento ”il punteggio totale e` 7”, avremo B =
{(1, 6), (2, 5), (3, 4), (4, 3), (5, 2), (6, 1)}, da cui P (B) = 636 = 16 .
Esempio 1.4. Costruiamo ora un modello probabilistico relativo all’esempio 1.2. Poniamo
Ω := R+ e indichiamo con A la classe dei sottoinsiemi di Ω misurabili secondo Lebesgue. Dal
teorema 4.4.1 (Analisi matematica B) segue subito che A e` una σ−algebra. Quanto alla misura
di probabilita` , fissiamo g : R+ → [0,+∞[ misurabile, tale che∫
R+
g(t)dt = 1 (1.4)
e poniamo, dato A ∈ A,
P (A) :=
∫
A
g(t)dt. (1.5)
Non e` difficile verificare che P e` una misura di probabilita` . Qui ci limitiamo a dimostrare
parzialmente la proprieta` (II) della definizione 1.2. Sia (An)n∈N una successione di elementi di
A a due a due disgiunti. Indichiamo con χn la funzione caratteristica di An. Evidentemente, se
A :=
⋃
n∈N
An, si ha che per ogni x ∈ Ω la funzione caratteristica χA di A soddisfa
χA(x) =
∞∑
n=1
χn(x).
Dunque
P (A) =
∫
A
g(t)dt =
∫
R+
g(t)χA(t)dt =
=
∫
R+
∞∑
n=1
g(t)χn(t)dt =
(il prossimo passaggio non e` giustificato)
=
∞∑
n=1
∫
R+
g(t)χn(t)dt =
∞∑
n=1
∫
An
g(t)dt =
4
=
∞∑
n=1
P (An).
Per esempio, sia λ > 0. Poniamo g(t) := λe−λt. Con questa scelta, se A e` l’evento ”la ap-
parecchio si guasta in qualche istante tra 1 e 2 (nell’unita` di misura temporale prefissata),
identificheremo A con l’intervallo ]1, 2[. Dunque
P (A) =
∫
]1,2[
λe−λtdt = e−λ − e−2λ.
Esercizio 1.1. Dimostrare il punto (III) del teorema 1.1. Il punto cruciale e` costituito dalla
formula ⋂
i∈I
Ai = (
⋃
i∈I
Aci )
c. (1.6)
Esercizio 1.2. Costruire un modello probabilistico del doppio lancio di un dado non truccato.
Calcolare la probabilita` di ottenere almeno un 6.
Esercizio 1.3. Siano A e B due eventi nello spazio di probabilita` (Ω, A, P ). Verificare che
P (A ∪B) = P (A) + P (B)− P (A ∩B).
2 Elementi di calcolo combinatorio
In questa sezione introduciamo alcuni semplici elementi di calcolo combinatorio, che permettono
di determinare la cardinalita` di certi insiemi finiti, allo scopo di calcolare la probabilita` di alcuni
eventi nel caso di Ω finito.
Il risultato principale e` il seguente
Teorema 2.1. Siano N e K insiemi finiti con (rispettivamente) n e k elementi. Qui n e k
sono numeri naturali e k ≤ n. Allora:
(I) il numero delle applicazioni iniettive da K a N e` n!(n−k)! ;
(II) il numero di sottoinsiemi di N con k elementi e`
(
n
k
)
, con(
n
k
)
:=
n!
k!(n− k)! .
Dimostrazione Per quanto riguarda (I), sia K = {a1, ..., ak}. Volendo elencare tutte le
applicazioni f : K → N iniettive, possiamo scegliere f(a1) in n modi diversi, f(a2) in n − 1
modi diversi (f(a2) puo` essere un elemento qualunque diverso da f(a1)), ..., f(ak) in n− k + 1
modi diversi. Percio` il numero di applicazioni iniettive da K a N e` n(n−1)...(n−k+1) = n!(n−k)! .
Quanto a (II), sia K ′ un generico sottoinsieme di N con k elementi. Le funzioni iniettive
da K a N la cui immagine e` K ′ sono evidentemente le biiezioni da K a K ′. Applicando (I),
possiamo dire che sono k!. Dunque, moltiplicando k! per il numero di sottoinsiemi di N con
k elementi, otterremo la cardinalita` dell’insieme delle funzioni iniettive da K a N , vale a dire
n!
(n−k)! . Di qui la conclusione. 
Esempio 2.1. Qual e` la probabilita` di azzeccare una terzina vincente al lotto con una singola
giocata ?
5
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Su ogni singola ruota vengono estratti settimanalmente cinque numeri su un totale di 90.
Il numero complessivo delle terzine coincide con il numero di sottoinsiemi di tre elementi di un
insieme di 90 elementi ed e` pari (in base al teorema 2.1) a
(
90
3
)
. Ciascuna terzina ha ovviamente
la stessa probabilita` di essere estratta. Il numero delle terzine vincenti e` chiaramente
(
5
3
)
= 10.
Dunque la probabilita` di azzeccare una terzina vincente e`
10(
90
3
) = 10× 3!× 87!
90!
∼= 8, 5× 10−5.
Esempio 2.2. Un’urna contiene 5 palline rosse e 10 palline bianche. Ne vengono estratte a caso
5 senza reimbussolamento. Qual e` la probabilita` di estrarre esattamente 3 palline rosse?
Sia Ω la famiglia dei sottoinsiemi di 5 elementi dell’insieme delle 10 + 5 = 15 palline. Si ha
](Ω) =
(
15
5
)
. Il numero degli elementi di Ω con 3 palline rosse e 2 bianche e`
(
5
3
)(
10
2
)
. Dunque la
probabilita` cercata e` (
5
3
)(
10
2
)(
15
5
) ∼= 0, 15.
Concludiamo questa sezione con una formula ben nota:
Corollario 2.1. (Formula del binomio di Newton) Siano a e b numeri complessi ed n ∈ N.
Allora
(a+ b)n =
n∑
j=0
(
n
j
)
an−jbj .
Dimostrazione Sviluppando il prodotto (a + b) · ... · (a + b) (n fattori) mediante la scelta
dell’uno o dell’altro tra a o b, si ottiene una somma contenente termini del tipo cja
n−jbj , con
0 ≤ j ≤ n. cj indica quante sono le possibili scelte ottenute prendendo n− j volte a e j volte b.
Ora, a ciascuna scelta si puo` far corrispondere la famiglia dei fattori in cui si e` preso b, e dunque
un sottoinsieme di j elementi di un insieme di n elementi. Concludiamo percio`, applicando il
teorema 2.1(II) che cj =
(
n
j
)
, da cui la conclusione.
Esercizio 2.1. Calcolare la probabilita` che, prese n persone a caso (2 ≤ n ≤ 365) almeno due
di esse festeggino il compleanno nello stesso giorno.
(Sugg.: trascurare eventuali nascite il 29 febbraio di un anno bisestile. Cercare di calcolare
la probabilita` dell’evento complementare. Abbastanza sorprendentemente, si puo` vedere che gia`
con sole 23 persone la probabilita` cercata e` superiore a 12 !)
3 Probabilita’ condizionata e indipendenza
Definizione 3.1. Siano (Ω,A, P ) uno spazio di probabilita`, A e B elementi di A, con P (A) > 0.
Definiamo la probabilita` condizionata P (B|A) di B dato A come segue:
P (B|A) := P (B ∩A)
P (A)
.
Osservazione 3.1. Intuitivamente, P (B|A) misura la probabilita` del verificarsi diB, nell’ipotesi
che si verifichi A. Si osservi che, se A e B sono incompatibili tra loro (vale a dire, A ∩ B = ∅),
si ha P (B|A) = 0. Inoltre, P (A|A) = 1.
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Esempio 3.1. Una popolazione e` composta per il 40 per cento da fumatori (F ), per il 60
per cento da non fumatori (N). Si sa che il 25 per cento dei fumatori e` affetto da una certa
malattia cronica delle vie respiratorie, mentre la stessa malattia colpisce solo il 7 per cento dei
non fumatori. Qual e` la probabilita` che un individuo affetto dalla malattia sia un fumatore?
Dobbiamo calcolare P (F |M) = P (F∩M)P (M) . Sappiamo che P (M |F ) = 14 . Si ha
P (M) = P (F ∩M) + P (N ∩M) =
= P (M |F )P (F ) + P (M |N)P (N) = 1
4
· 2
5
+
7
100
· 3
5
=
71
500
.
Inoltre
P (F ∩M) = P (M |F )P (F ) = 1
4
· 2
5
=
1
10
.
Ne segue che
P (F |M) =
1
10
71
500
=
50
71
∼= 0, 70.
Osservazione 3.2. Siano A1,..., An e B eventi con probabilita` positiva in (Ω,A, P ). Supponi-
amo che A1,...,An costituiscano una partizione di Ω, nel senso che sono a due a due disgiunti e
la loro unione e` Ω. Supponiamo inoltre che P (B) > 0. Sia j ∈ {1, ..., n}. Osserviamo che B e`
unione disgiunta degli eventi B ∩Ak (1 ≤ k ≤ n). Allora
P (Aj |B) =
=
P (Aj∩B)
P (B) =
P (Aj∩B)
P (Aj)
P (Aj)
P (B) = P (B|Aj)
P (Aj)∑n
k=1 P (B∩Ak) =
=
P (B|Aj)P (Aj)∑n
k=1 P (B|Ak)P (Ak) .
(3.1)
L’identita` ricavata in (3.1) costituisce la cos`i detta formula di Bayes. Utilizzando questa
formula, potevamo ricavare piu` rapidamente il risultato dell’esempio 3.1. Si ha infatti
P (F |M) =
=
P (M |F )P (F )
P (M |F )P (F ) + P (M |N)P (N) =
=
1
4 · 25
1
4 · 25 + 7100 · 35
=
50
71
.
La formula di Bayes e` nota anche come formula di probabilita` delle cause, perche` nelle appli-
cazioni gli eventi Aj costituiscono potenziali cause del verificarsi di B e si vuole valutare qual e`
la causa piu` probabile.
Definizione 3.2. Siano A e B eventi nello spazio di probabilita` (Ω,A, P ). Diremo che A e B
sono indipendenti se P (A ∩B) = P (A)P (B).
Osservazione 3.3. Se P (A) > 0, l’indipendenza tra A e B equivale a
P (B|A) = P (B).
Il senso della definizione 3.2 e` il seguente: il verificarsi di A non muta la probabilita` del verificarsi
di B. E` vero anche viceversa se P (B) > 0.
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Esempio 3.2. Consideriamo un mazzo di 40 carte, con i soliti quattro semi. Ne estraiamo una
a caso. Siano A l’evento ”la carta estratta e` un asso”, B l’evento ”la carta estratta e` un denaro”.
Verifichiamo che A e B sono indipendenti.
Si ha P (A) = 440 =
1
10 , P (B) =
10
40 =
1
4 . A ∩ B e` l’evento ”viene estratto l’asso di denari”.
Quindi
P (A ∩B) = 1
40
=
1
10
· 1
4
= P (A)P (B).
Dunque A e B sono indipendenti.
Esempio 3.3. Si consideri il lancio di tre dadi equilibrati. Dunque
Ω = {(i, j, k) : i, j, k ∈ {1, 2, 3, 4, 5, 6}}.
Ogni singola tripla ordinata ha probabilita` 1
63
= 1216 .
Sia A l’evento ”la somma i+ j + k e` uguale a 6”. A e` identificabile con l’insieme di triple
{(1, 1, 4), (1, 2, 3), (1, 3, 2), (1, 4, 1), (2, 1, 3), (2, 2, 2),
(2, 3, 1), (3, 1, 2), (3, 2, 1), (4, 1, 1)}.
Quindi
P (A) =
10
216
=
5
108
∼= 0, 046.
Sia B l’evento ”i,j,k sono a due a due distinti”. La cardinalita` di B coincide con il numero di
funzioni iniettive da un insieme di 3 elementi a un insieme di 6 elementi e vale, tenuto conto del
teorema 2.1,
6!
(6− 3)! =
6!
3!
= 120.
Quindi
P (B) =
120
216
=
5
9
∼= 0, 56.
Si ha
A ∩B = {(1, 2, 3), (1, 3, 2), (2, 1, 3), (2, 3, 1), (3, 1, 2), (3, 2, 1)}.
Quindi
P (A ∩B) = 6
63
=
1
36
∼= 0, 028.
Invece,
P (A)P (B) =
5
108
· 5
9
=
25
972
∼= 0, 026.
Dunque, A e B non sono indipendenti. Da P (A)P (B) < P (A∩B), ricaviamo P (B) < P (B|A).
Cio` significa che il verificarsi di A favorisce il verificarsi di B.
Ha interesse definire l’indipendenza per famiglie costituite da piu` di due eventi:
Definizione 3.3. Sia {Ai : i ∈ I} una famiglia di eventi in un certo spazio di probabilita`
(Ω,A, P ), dipendente dal parametro i in I. Diremo che gli Ai sono indipendenti se, comunque
si prendono i1, ..., in (n ∈ N) in I, a due a due distinti, si ha
P (Ai1 ∩ ... ∩Ain) = P (Ai1) · ... · P (Ain).
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Esempio 3.4. (Processi di Bernoulli) Vogliamo qui descrivere un semplice modello matematico
applicabile a molte situazioni concrete.
Supponiamo di ripetere n volte un certo esperimento, sempre sotto le medesime condizioni.
Introduciamo l’ipotesi che i risultati delle singole prove non si influenzino tra di loro. Siamo
interessati solo a due aspetti complementari dell’esperimento, che possiamo definire ”successo”
(S) e ”insuccesso”(I). Sia p (∈ [0, 1]) la probabilita` che attribuiamo a S in ciascuna singola
prova. Di conseguenza, attribuiremo a I la probabilita` q := 1− p. Poniamo allora
Ω := {ω = {ω1, ..., ωn) : ω1, ..., ωn ∈ {S, I}}. (3.2)
Osserviamo che Ω e` finito ed e` costituito da 2n elementi. Seguendo lo schema generale dell’esempio
1.3 e ponendo quindi A = P(Ω), si tratta di attribuire una probabilita` pω a ciascuna n−pla
ω0 = (ω01, ..., ω
0
n), in modo tale che
∑
ω∈Ω
pω = 1. Per j = 1, ..., n, poniamo
Aj := {ω ∈ Ω : ωj = ω0j }. (3.3)
E` naturale porre
P (Aj) =
{
p se ω0j = S,
q se ω0j = I.
(3.4)
Osservando che
{ω0} = A1 ∩ ... ∩An
e tenendo conto che, poiche´ le singole prove non si influenzano tra loro, A1,...,An andranno
supposti indipendenti, poniamo
pω0 := P (A1) · ... · P (An) = pmqn−m, (3.5)
ove m rappresenta il numero dei successi nella sequenza ω01, ..., ω
0
n.
Verifichiamo adesso che, con la posizione 3.5,
∑
ω∈Ω
pω = 1. A tale scopo, osserviamo, innanzi
tutto, che le n−ple contenenti esattamente m successi (0 ≤ m ≤ n) possono essere messe in
corrispondenza biunivoca con i sottoinsiemi di m elementi di un insieme di n elementi (basta
far corrispondere a ciascuna sequenza ω l’insieme {i1, ..., im}, con 1 ≤ i1 < ... < im ≤ n tale che
ωj = S se j ∈ {i1, ..., im}). Percio` , in base al teorema 2.1 (II), le n−ple contenenti esattamente
m successi sono
(
n
m
)
. Ne segue, applicando la formula del binomio di Newton, che
∑
ω∈Ω
pω =
n∑
m=0
(
n
m
)
pmqn−m = (q + p)n = 1n = 1.
Concludendo, avremo, per A ⊆ Ω,
P (A) =
∑
ω∈A
pω. (3.6)
Con la posizione (3.6) si potrebbe allora verificare che vale (3.4) e che gli eventi Aj (1 ≤ j ≤ n)
definiti in (3.3) sono indipendenti (si veda per questo gli esercizi 3.1 e 3.2).
Osservazione 3.4. Consideriamo ancora lo schema descritto nell’esempio 3.4. Per 0 ≤ m ≤ n,
indichiamo con Bm l’evento ”nella serie di prove si ottengono esattamente m successi”. Per
quanto visto, si ha
P (Bm) =
(
n
m
)
pmqn−m. (3.7)
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Ci chiediamo: qual e` il numero di successi piu` probabile, o, in altri termini, per quali m P (Bm)
e` massimo? Per rispondere a questa domanda, consideriamo la disequazione
P (Bm) ≤ P (Bm+1), 0 ≤ m ≤ n− 1. (3.8)
Applicando la formula (3.7), e` facile verificare che la condizione (3.8) e` equivalente a
m ≤ np− q, (3.9)
e che vale la disuguaglianza stretta se m < np − q. Osserviamo preliminarmente che, poiche´
0 ≤ p ≤ 1 e q = 1− p, np− q ≤ n e np− q = n se e solo se p = 1 e q = 0. Inoltre:
(I) se np− q < 0, si ha P (B0) > P (B1) > ... > P (Bn); il risultato piu` probabile e` m = 0;
(II) supponiamo 0 ≤ np − q < n e np − q 6∈ Z; indichiamo con m0 la parte intera di np − q
(0 ≤ m0 < n); allora P (B0) < ... < P (Bm0) < P (Bm0+1) > ... > P (Bn); in questo caso, il
risultato piu` probabile e` m0 + 1;
(III) supponiamo 0 ≤ np − q < n e np − q = m0 ∈ Z; allora P (B0) < ... < P (Bm0) =
P (Bm0+1) > ... > P (Bn); in questo caso, i risultati piu` probabili sono (alla pari) m0 e m0 + 1;
(IV) supponiamo np − q = n; come gia` osservato, cio` equivale a p = 1 e q = 0; in tale caso
P (B0) = ... = P (Bn−1) = 0, mentre P (Bn) = 1; evidentemente, il risultato piu` probabile e`
m = n.
Esempio 3.5. Presentiamo un primo esempio di processo di Bernoulli.
Supponiamo di lanciare 50 volte una moneta perfettamente equilibrata. Consideriamo ”suc-
cesso” il risultato ”testa” (T), insuccesso il risultato ”croce” (C). Allora avremo n = 50,
p = q = 12 . Se 0 ≤ m ≤ 50, la probabilita` di ottenere esattamente m teste (in 50 lanci)
vale
(
50
m
)
2−50. In questo caso,
np− q = 50 · 1
2
− 1
2
=
49
2
= 24, 5.
In base alle considerazioni dell’osservazione 3.4, il numero di teste piu` probabile e` 25. La
probabilita` di ottenere esattamente 25 teste vale(
50
25
)
2−50 ∼= 0, 11.
Esercizio 3.1. Dimostrare che, con la posizione (3.6), vale (3.4).
Sugg.: supponiamo che, ad esempio, ω0j = S. Per i = 1, ..., n, indichiamo con Ci il sottoin-
sieme degli elementi ω tali che ωj = S e ωk = S per i elementi k della sequenza 1, ..., n. Se
ω ∈ Ci, si ha pω = piqn−i. Si puo` verificare che Ci ha
(
n−1
i−1
)
elementi. Di conseguenza
P (Aj) =
∑n
i=1
(
n−1
i−1
)
piqn−i =
∑n−1
k=0
(
n−1
k
)
pk+1qn−1−k
= p(q + p)n−1 = p.
Esercizio 3.2. Dimostrare che gli eventi A1, ..., An definiti in (3.3) sono indipendenti.
Sugg.: si tratta di far vedere che, se 1 ≤ j1 < ... < jr ≤ n (2 ≤ r ≤ n), si ha
P (Aj1 ∩ ... ∩Ajr) = P (Aj1) · ... · P (Ajr) = psqr−s,
ove s indica la cardinalita` di {j ∈ {j1, ..., jr} : ω0j = S}. Per i = s, ..., n − (r − s) = n − r + s,
indichiamo con Ci il sottoinsieme degli elementi ω ∈ Ω tali che ωj = ω0j per j ∈ {j1, ..., jr} e
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ωj = S per i elementi j della sequenza 1, ..., n. Se ω ∈ Ci, si ha pω = piqn−i. Si puo` verificare
che Ci ha
(
n−r
i−s
)
elementi. Di conseguenza
P (Aj1 ∩ ... ∩Ajr) =
∑n−r+s
i=s
(
n−r
i−s
)
piqn−i =
∑n−r
k=0
(
n−r
k
)
pk+sqn−s−k
= psqr−s(q + p)n−r = psqr−s.
Esercizio 3.3. Si giocano alla roulette i numeri 3, 13, 22. Supponiamo di sapere che il gioco
e` truccato e che il numero vincente e` sempre dispari. Qual e` la probabilita` che esca uno dei
numeri giocati? Si tenga presente che i risultati possibili (a parte l’imbroglio) sono i numeri
interi da 0 a 36.
Esercizio 3.4. Cinque monete false sono mescolate con 9 monete autentiche. Se ne estrae una
a caso.
(I) Calcolare la probabilita` che venga estratta una moneta falsa.
Se si estraggono due monete (senza reimbussolamento), calcolare la probabilita` che
(II) una sia falsa e una sia autentica;
(III) siano entrambe false;
(IV) siano entrambe autentiche.
Esercizio 3.5. Un’urna contiene A pietre bianche e B pietre nere. Una seconda urna contiene
C pietre bianche e D nere (A,B,C,D ∈ N). Si estrae una pietra dalla prima urna e la si
trasferisce nella seconda. Poi si estrae una pietra dalla seconda. Calcolare la probabilita` dei
seguenti eventi:
(I) la prima pietra estratta e` bianca;
(II) la prima pietra estratta e` nera;
(III) la seconda estratta e` bianca, se la prima estratta e` bianca;
(IV) la seconda estratta sia bianca, se la prima estratta e` nera.
Esercizio 3.6. Si estraggono due pietre con reimbussolamento da un’urna che ne contiene 4
rosse e 2 bianche. Calcolare la probabilita` dei seguenti eventi:
(I) entrambe le pietre estratte sono bianche;
(II) entrambe le pietre estratte sono rosse;
(III) le pietre estratte hanno lo stesso colore;
(IV) almeno una delle pietre estratte e` rossa.
Esercizio 3.7. Il senato americano comprende due senatori per ciascuno dei 50 stati. Si estrae
a sorte un comitato di 50 senatori. Qual e` la probabilita` che comprenda entrambi i senatori
dell’Alaska?
Trovare la probabilita` che comprenda entrambi i senatori dell’Alaska nell’ipotesi che ne com-
prenda almeno uno.
Esercizio 3.8. Lanciamo due volte un dado bilanciato. Siano A, B, C gli eventi:
A: ”il risultato del primo lancio e` dispari”;
B: ”il risultato del secondo lancio e` dispari”:
C: ”la somma dei risultati e` dispari”.
Verificare che A, B, C, sono a due a due indipendenti, ma non complessivamente indipen-
denti.
4.4 VARIABILI ALEATORIE 12
Esercizio 3.9. Un correttore di bozze esamina un testo contenente 20 errori. Ogni volta che
incappa in un errore, la probabilita` che lo riconosca e` uguale a 34 .
Calcolare il numero piu` probabile di errori non corretti dopo una lettura.
Calcolare il medesimo valore dopo due letture.
Esercizio 3.10. I bulloni prodotti da una ditta sono difettosi con probabilita` 1/10 e vengono
messi in commercio in confezioni da quattro pezzi ciascuna. Qual e` la probabilita` che in una
confezione ci siano piu` di due bulloni difettosi?
Esercizio 3.11. Sapendo che il 20 per cento dei passeggeri che hanno prenotato non si presenta
alla partenza, una compagnia aerea accetta fino a 55 prenotazioni su un volo con la capienza di
50 posti. Qual e` la probabilita` che (almeno) un passeggero che ha prenotato e si presenta alla
partenza debba restare a terra?
Esercizio 3.12. Un sacchetto contiene 9 monete con testa e croce e una moneta con due teste.
Ne estraiamo una a caso, la lanciamo 6 volte e otteniamo 6 volte testa. Qual e` la probabilita` di
aver estratto la moneta con due teste?
Esercizio 3.13. Un test per individuare una malattia risulta positivo nel 99 % dei casi se appli-
cato a una persona affetta, nel 2% dei casi se applicato a una persona non affetta. Tenuto conto
che la percentuale di persone affette e` valutata intorno allo 0,1% della popolazione, calcolare la
probabilita` che una persona sia affetta se il test risulta positivo.
4 Variabili aleatorie
Definizione 4.1. Siano (Ω,A, P ) uno spazio di probabilita`, X : Ω → R. Diremo che X e`
una variabile aleatoria semplice se esistono A1,...,Am (m ∈ N) elementi di A a due a due
incompatibili, la cui unione e` Ω, e dei numeri reali α1, ..., αm in modo che,
X(ω) = αi ∀ω ∈ Ai, 1 ≤ i ≤ m.
Diremo che X e’ una variabile aleatoria reale (v.a.r.) se esiste una successione di
variabili aleatorie semplici (Xk)k∈N di dominio Ω, tale che
lim
k→+∞
Xk(ω) = X(ω) ∀ω ∈ Ω.
Osservazione 4.1. Le definizioni di variabile aleatoria semplice e di variabile aleatoria reale
presentano una forte analogia con le definizioni di funzione semplice (Definizione 4.5.1 in Analisi
Matematica B) e di funzione misurabile (Definizione 4.6.1 in Analisi Matematica B). Di fatto,
se Ω ∈Mn per qualche n ∈ N e A e` la classe dei sottoinsiemi misurabili secondo Lebesgue in Ω,
le variabili aleatorie semplici sono proprio le funzioni semplici, le variabili aleatorie reali sono le
funzioni misurabili.
Definizione 4.2. Sia (Ω,A, P ) uno spazio di probabilita`. Una variabile aleatoria n−dimen-
sionale su Ω e` una funzione X : Ω→ Rn, con
X(ω) = (X1(ω), ..., Xn(Ω)),
tale che ciascuna componente Xj(ω) (1 ≤ j ≤ n) e` una v.a.r..
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Esempio 4.1. Consideriamo il lancio di un dado a sei facce ben equilibrato. Siano Ω :=
{1, 2, 3, 4, 5, 6}, A = P(Ω), P (A) := ](A)/6, ∀A ∈ A. Poniamo
X : Ω→ R,
X(ω) =
{
0 se ω e` pari,
1 se ω e` dispari.
X e` una v.a. semplice, in quanto, se poniamo A1 := {2, 4, 6} e A2 = {1, 3, 5}, A1 e A2 sono
eventi incompatibili con unione Ω, X(ω) = 1 se ω ∈ A1, X(ω) = 0 se ω ∈ A2.
Esempio 4.2. Si lancia un dardo su un bersaglio circolare di raggio r (r ∈ R+). Schematizziamo
l’esperimento ponendo
Ω := {(x, y) ∈ R2 : x2 + y2 ≤ r2},
A := {A ⊆ Ω : A ∈M2},
P (A) := L2(A)
pir2
, A ∈ A.
(4.1)
Questa scelta di P significa, evidentemente, che si ritiene che la probabilita` che il dardo finisca
in A e` direttamente proporzionale all’area L2(A) di A.
E` facile verificare che (Ω,A, P ) e` uno spazio di probabilita` . Dato ω ∈ Ω, indichiamo con
X(ω) la distanza di ω dall’origine (0, 0). Ovviamente, X(ω) = ‖ω‖, ove abbiamo indicato con
‖.‖ la norma euclidea. In base all’osservazione 4.1 e al teorema 4.6.1 (Analisi Matematica B),
X e` una v.a.r..
Un altro esempio di v.a.r. collegata allo stesso esperimento e`
Y : Ω→ R,
Y (ω1, ω2) = |ω1|, (4.2)
che misura la distanza del punto ω centrato dal dardo dall’asse ω1.
Infine, se poniamo
Z : Ω→ R2,
Z(ω) = (X(ω), Y (ω)),
(4.3)
otteniamo una variabile aleatoria bidimensionale.
Introduciamo ora alcune notazione: siano (Ω,A, P ) uno spazio di probabilita` e X : Ω→ Rn;
se B ⊆ Rn, poniamo
{X ∈ B} := {ω ∈ Ω : X(ω) ∈ B}. (4.4)
Nel caso di X v.a.r., poniamo, dato a ∈ R,
{X < a} := {ω ∈ Ω : X(ω) < a}. (4.5)
Analoghe notazioni saranno utilizzate per altri tipi di disuguaglianza.
Il prossimo teorema, di notevole inportanza, ha un contenuto puramente insiemistico:
Teorema 4.1. Siano (Ω,A, P ) uno spazio di probabilita` , X : Ω→ Rn una variabile aleatoria,
{Bi : i ∈ I} una famiglia di sottoinsiemi di Rn dipendente dal parametro i ∈ I, B ⊆ Rn. Allora:
(I) {X ∈ ∪i∈IBi} = ∪i∈I{X ∈ Bi};
(II) {X ∈ ∩i∈IBi} = ∩i∈I{X ∈ Bi};
(III) {X ∈ Bc} = {X ∈ B}c.
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Dimostrazione (I) Dire che ω ∈ {X ∈ ∪i∈IBi} significa dire che X(ω) ∈ ∪i∈IBi e quindi
che esiste i0 in I tale che X(ω) ∈ Bi0 . Dunque ω ∈ {X ∈ Bi0} ⊆ ∪i∈I{X ∈ Bi}. Viceversa,
se ω ∈ ∪i∈I{X ∈ Bi}, esiste i0 ∈ I tale che ω ∈ {X ∈ Bi0}. Dunque X(ω) ∈ Bi0 e quindi
X(ω) ∈ ∪i∈IBi, da cui la conclusione.
(II) Dire che ω ∈ {X ∈ ∩i∈IBi} significa dire che X(ω) ∈ ∩i∈IBi. Cio` equivale a X(ω) ∈ Bi
per ogni i ∈ I, a ω ∈ {X ∈ Bi} per ogni i e quindi a ω ∈ ∩i∈I{X ∈ Bi}.
(III) ω ∈ {X ∈ Bc} se e solo se X(ω) ∈ Bc. Cio` equivale a ω ∈ Ω e X(ω) 6∈ B, a sua volta
equivalente a {X ∈ B}c.

Dati una variabile aleatoria n−dimensionale X e B ⊆ Rn, ci chiediamo ora se abbia senso
parlare della probabilita` di {X ∈ B}. Qui si presenta il seguente problema: sotto quali con-
dizioni, dato B ⊆ Rn, {X ∈ B} e` un evento, vale a dire, {X ∈ B} appartiene alla σ−algebra A ?
Vedremo che esiste una vasta classe di sottoinsiemi di Rn per cui cio` vale: i cos`i detti ”boreliani”
in Rn.
Cominciamo con un risultato preliminare:
Teorema 4.2. Siano Ω e I insiemi, I 6= ∅ e ∀i ∈ I sia Ai una σ−algebra in Ω. Allora ∩i∈IAi
e’ una σ−algebra in Ω.
Dimostrazione La dimostrazione e` veramente banale. Qui ci limitiamo a provare che, se
An ∈ ∩i∈IAi per ogni n ∈ N, allora ∪n∈NAn ∈ ∩i∈IAi. Sia i ∈ I. Allora, per ogni n ∈ N, An ∈
Ai. Poiche´ Ai e` una σ−algebra, ∪n∈NAn ∈ Ai. Cio` vale per ogni i. Quindi ∪n∈NAn ∈ ∩i∈IAi.

Definizione 4.3. Sia n ∈ N; Indichiamo con B(Rn) l’intersezione di tutte le σ−algebre in Rn
che contengono la classe degli insiemi aperti.
Osservazione 4.2. In virtu` del teorema 4.2, B(Rn) e` una σ−algebra in Rn e puo` essere pensata
come la piu` piccola σ−algebra in Rn che contiene tutti gli insiemi aperti. Gli elementi di B(Rn)
sono detti boreliani in Rn. Si potrebbe poi dimostrare che in Rn i chiusi sono esattamente i
complementari degli aperti. Quindi anche tutti gli insiemi chiusi sono boreliani, in virtu` delle
proprieta` delle σ−algebre (vedi il teorema 1.1).
Si osservi che tra le σ− algebre che contengono la classe degli insiemi aperti c’e` Mn. Dunque,
i boreliani sono tutti misurabili secondo Lebesgue. Di fatto, B(Rn) e` una classe piu` ristretta di
Mn, che contiene pero` ancora tutti i sottoinsiemi di Rn che si incontrano nelle applicazioni.
Vale il seguente
Teorema 4.3. Siano (Ω,A, P ) uno spazio di probabilita’, X : Ω → Rn una variabile aleatoria
n−dimensionale. Allora, ∀B ∈ B(Rn), {X ∈ B} ∈ A.
Definizione 4.4. Siano (Ω,A, P ) uno spazio di probabilita’ , X : Ω → R una v. a. r.. La
funzione di ripartizione (o funzione distribuzione) FX di X e` la seguente{
FX : R→ R,
FX(t) = P (X ≤ t), t ∈ R. (4.6)
Osservazione 4.3. Nella definizione 4.4 abbiamo scritto P (X ≤ t) invece di P ({X ≤ t}),
oppure P ({ω ∈ Ω : X(ω) ≤ t}). In generale, useremo le notazioni P (X ∈ B), P (X ≥ t), ecc.
invece di P ({X ∈ B}), P ({X ≥ t}), ecc. ogni volta che questa semplificazione notazionale non
dara` luogo a equivoci. Osserviamo che {x ∈ R : x ≤ t} e` un boreliano perche´ e` un insieme
chiuso. Percio` , in base al teorema 4.3, la definizione 4.4 e` ben posta.
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Esempio 4.3. Consideriamo l’esempio 4.1. Si verifica facilmente che si ha
{X ≤ t} =

∅ se t < 0,
{2, 4, 6} se 0 ≤ t < 1,
Ω se t ≥ 1.
Quindi
FX(t) =

0 se t < 0,
1/2 se 0 ≤ t < 1,
1 se t ≥ 1.
(4.7)
Esempio 4.4. Determiniamo la funzione di ripartizione della variabile aleatoria dell’esempio
4.2. Sia t ∈ R. Si ha
{X ≤ t} =

∅ se t < 0,
{ω ∈ Ω : ‖ω‖ ≤ t} se 0 ≤ t ≤ r,
Ω se t > r.
Quindi
FX(t) =

0 se t < 0,
(t/r)2 se 0 ≤ t < r,
1 se t ≥ r.
(4.8)
Prima di enunciare e, almeno parzialmente, dimostrare le proprieta` principali della funzione
di ripartizione di una v. a. r., presentiamo senza dimostrazione due importanti proprieta` delle
misure di probabilita` .
Teorema 4.4. Sia (Ω,A, P ) uno spazio di probabilita` . Sia poi (An)n∈N una successione di
eventi. Allora:
(I) se An ⊆ An+1 ∀n ∈ N e A = ∪n∈NAn, allora
P (A) = lim
n→+∞P (An);
(II) se An+1 ⊆ An ∀n ∈ N e A = ∩n∈NAn, allora
P (A) = lim
n→+∞P (An).
Osservazione 4.4. In ciascuno dei due casi del teorema 4.4 lim
n→+∞P (An) esiste perche´ la suc-
cessione (P (An))n∈N e` monotona (non decrescente nel primo caso, non crescente nel secondo).
Teorema 4.5. Siano (Ω,A, P ) uno spazio di probabilita` , X : Ω→ R una v. a. r.. Allora:
(I) ∀t ∈ R, 0 ≤ FX(t) ≤ 1;
(II) ∀a, b ∈ R, con a < b,
P (a < X ≤ b) = FX(b)− FX(a);
(III) FX e` monotona non decrescente;
(IV) FX e` continua a destra, vale a dire, ∀t ∈ R, lim
s→t+
FX(s) = FX(t);
(V) lim
t→−∞FX(t) = 0 e limt→+∞FX(t) = 1.
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Dimostrazione (I) e` ovvia.
(II) Si ha {X ≤ a} ⊆ {X ≤ b} e {X ≤ b} \ {X ≤ a} = {a < X ≤ b}. Quindi (II) segue dal
teorema 1.2(III).
(III) Se a < b, da (II) si ha FX(b)− FX(a) ≥ 0.
(IV) Sia t ∈ R. Allora {X ≤ t} = ∩n∈N{X ≤ t+ 1/n}. Infatti, se ω ∈ Ω e X(ω) ≤ t, allora
X(ω) ≤ t + 1/n ∀n ∈ N. Viceversa, da X(ω) ≤ t + 1/n ∀n ∈ N, segue X(ω) ≤ t. Infatti, se
X(ω) > t, prendendo n sufficientemente grande si avrebbe t + 1/n < FX(ω). Poiche´ ∀n ∈ N
{X ≤ t+ 1/(n+ 1)} ⊆ {X ≤ t+ 1/n}, dal teorema 4.5(II) otteniamo
FX(t) = P (X ≤ t) = lim
n→+∞P (X ≤ t+ 1/n) = limn→+∞FX(t+ 1/n). (4.9)
Sia ora  ∈ R+. Per (4.9), esiste n0 ∈ N, tale che FX(t + 1/n0) < FX(t) + . Dunque, se
0 < s < 1/n0, da (III), si ha
FX(t)−  < FX(t) ≤ FX(s) ≤ FX(t+ 1/n0) < Fx(t) + .
(V) Per ogni n ∈ N, {X ≤ −n − 1} ⊆ {X ≤ −n}. Poiche´ ∩n∈N{X ≤ −n} = ∅, si ha,
applicando ancora il teorema 4.4(II),
lim
n→+∞FX(−n) = limn→+∞P (X ≤ −n) = 0. (4.10)
Il primo limite in (V) segue allora da (4.10) e da (III).
Inoltre, per ogni n ∈ N, {X ≤ n} ⊆ {X ≤ n+1}. Poiche´ ∪n∈N{X ≤ n} = Ω, si ha,applicando
il teorema 4.4(I),
lim
n→+∞FX(n) = limn→+∞P (X ≤ n) = 1. (4.11)
Il secondo limite in (V) segue allora da (4.11) e da (III). 
Osservazione 4.5. L’esempio 4.3 mostra che la funzione di ripartizione, sempre continua a
destra, puo` non essere continua. Nel caso in questione, si ha, ad esempio,
lim
s→0−
FX(s) = 0 6= FX(0) = 1/2.
Si veda per questo anche l’esercizio 4.1.
La funzione di ripartizione e` definita solo per v. a. r. Per le v.a. n−dimensionali (n ∈ N),
possiamo introdurre la nozione di legge:
Definizione 4.5. Siano (Ω,A, P ) uno spazio di probabilita’ , X : Ω→ Rn una variabile aleatoria
n−dimensionale. Definiamo legge di X la funzione{
QX : B(Rn)→ R,
QX(B) = P (X ∈ B), B ∈ B(Rn). (4.12)
Teorema 4.6. La legge di una variabile aleatoria n−dimensionale X e’ una misura di proba-
bilita’ sulla σ−algebra B(Rn).
Dimostrazione Innanzi tutto, e` chiaro da (4.12) che QX(B) ∈ [0, 1] ∀B ∈ B(Rn). Inoltre,
QX(Rn) = P (X ∈ Rn) = P (Ω) = 1.
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Sia infine {Bk : k ∈ N} una successione di boreliani in Rn a due a due disgiunti. E` chiaro allora
che anche gli eventi {X ∈ Bk} (k ∈ N) sono a due a due disgiunti. Percio` , in virtu` del teorema
4.1(I), si ha
QX(∪k∈NBk) = P (X ∈ ∪k∈NBk)
= P (∪k∈N{X ∈ Bk}) =
∑∞
k=1 P (X ∈ Bk)
=
∑∞
k=1QX(Bk).
Esempio 4.5. Se X : Ω → Rn e` una variabile aleatoria che assume solo un numero finito di
valori {α1, ..., αr}, si avra` , per ogni B ∈ B(Rn),
QX(B) = P (X ∈ B) =
∑
αj∈B
P (X = αj). (4.13)
Il risultato dell’esempio 4.5 si puo` generalizzare introducendo la nozione di variabile aleatoria
discreta:
Definizione 4.6. Sia X una variabile aleatoria n−dimensionale. Diremo che X e’ discreta
se assume solo un numero finito o un’infinita` numerabile di valori.
Se X e` una variabile aleatoria discreta, e assume l’insieme di valori {αj : j ∈ N}, si verifica
facilmente che, per ogni B ∈ B(Rn), vale la formula (4.13). Al secondo membro di (4.13) ci sara`
una somma finita o una serie, a seconda che l’insieme {j ∈ N : αj ∈ B} sia finito o numerabile.
Esempio 4.6. Supponiamo di lanciare una moneta equilibrata, fino a ottenere ”testa” (T).
Supponiamo anche che i risultati dei singoli lanci siano indipendenti tra loro. Poniamo
Ω := {T,CT,CCT,CCCT, ...}. (4.14)
Ω e` l’insieme costituito da tutte le possibili successioni finite CC...C︸ ︷︷ ︸
n
T , con n ∈ N, a cui aggiun-
giamo la sequenza costituita dal solo T e la successione infinita costante CCCC.... Sia ω ∈ Ω.
Poniamo:
pω :=

2−n−1 se ω = CC...C︸ ︷︷ ︸
n
T,
1/2 se ω = T,
0 se ω e` la successione identicamente uguale a C.
(4.15)
Poniamo A = P(Ω) e, per A ∈ A,
P (A) :=
∑
ω∈A
pω. (4.16)
Osserviamo che
P (Ω) =
∞∑
n=0
2−n−1 =
∞∑
n=1
2−n =
1
2
1− 12
= 1
e non e` difficile verificare che P e` una misura di probabilita` . Indichiamo con X la v. a. r. che
assegna a ogni sequenza il numero dei lanci da cui e` costituita. Dunque X(T ) = 1, X(CT ) = 2,
ecc.. Se ω e` la successione identicamente uguale a C, poniamo X(ω) = +∞. Con piccolo abuso
di linguaggio (X assume il valore +∞, anche se solo in corrispondenza di una sequenza con
probabilita` nulla), avremo che X e` una v. a. r.. Sia allora B =]10,+∞[. Evidentemente,
QX(B) = P (X ∈]10,+∞[) = P (X > 10) =
∑∞
j=11 2
−j
=
∑∞
i=1 2
−(10+i) = 2−10.
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Calcoliamo la probabilita` che X sia dispari. In questo caso, B = {1, 3, 5, ...}. Allora
QX(B) = P (X ∈ {1, 3, 5, ...}) =
∑
j∈{1,3,5,...}
2−j
=
∑∞
i=0 2
−(2i+1) = 12
∑∞
i=0 4
−i
= 12
1
1− 1
4
= 23 .
Nel seguito, dato A ∈Mn, indicheremo con L1(A) la classe delle funzioni sommabili su A.
Definizione 4.7. Siano X una v. a. n−dimensionale, f ∈ L1(Rn), non negativa q. d.. Diremo
che f e` una densita` di X se ∀B ∈ B(Rn)
QX(B) = P (X ∈ B) =
∫
B
f(t)dt.
Osservazione 4.6. Si potrebbe far vedere che due densita` della stessa variabile aleatoria coin-
cidono q. d.. Osserviamo anche che, se f e` densita` di X,∫
Rn
f(t)dt = QX(Rn) = 1.
Inoltre, se Ln(B) = 0,
QX(B) =
∫
B
f(t)dt = 0.
In particolare, se X ammette densita` , per ogni α ∈ Rn, P (X = α) = 0.
Osservazione 4.7. Sia X una v. a. r. , che ammette la densita` f . Allora, ∀t ∈ R,
FX(t) = P (X ≤ t) =
∫
]−∞,t]
f(s)ds. (4.17)
E` vero anche viceversa; vale a dire, se esiste f ∈ L1(R), quasi dappertutto non negativa, che
verifica (4.17), e` possibile dimostrare che f e` densita` di X. Dunque, se B ∈ B(R), si ha
QX(B) = P (X ∈ B) =
∫
B
f(s)ds.
Consideriamo cos`i l’esempio 4.4. Poniamo
f(t) =
{
0 se t ∈]−∞, 0[∪]r,+∞[,
2t
r2
se t ∈ [0, r].
Allora e` chiaro che, per ogni t ∈ R,
FX(t) =
∫
]−∞,t]
f(s)ds.
Quindi X ammette la densita` f .
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Esempio 4.7. Consideriamo l’intervallo Ω = [0, a[ (a > 0). Scegliamo ”a caso” un punto ω in Ω.
Con l’espressione ”a caso” intendiamo affermare che la probabilita` che il punto scelto appartenga
a un certo sottoinsieme B di Ω misurabile secondo Lebesgue e` direttamente proporzionale a
L1(B). Possiamo allora porre:
A := {A ⊆ Ω : A ∈M1},
P (A) = cL1(A), A ∈ A, (4.18)
con c ∈ R+. c deve essere tale che P (Ω) = 1. Quindi
1 = P (Ω) = P ([0, a[) = ca,
da cui c = a−1. Dunque
P (A) =
L1(A)
a
per ogni A ∈ A.
Consideriamo la v. a. r. X che fa corrispondere a ω ∈ Ω il rapporto delle distanze di ω da
0 e da a. Percio` {
X : Ω→ R,
X(ω) = ωa−ω , ω ∈ Ω.
Determiniamo la funzione di ripartizione FX . Per t ∈ R, si ha:
{X ≤ t} =
{ ∅ se t < 0,
[0, at1+t ] se t ≥ 0,
da cui
FX(t) =
{
0 se t < 0,
t
1+t se t ≥ 0.
Poniamo
f(t) =
{
0 se t < 0,
1
(1+t)2
se t ≥ 0.
Si ha
FX(t) =
∫
]−∞,t]
f(s)ds
per ogni t ∈ R, per cui si puo` prendere f come densita` di X.
Esempio 4.8. Facciamo riferimento agli esempi 1.2 e 1.4. Poniamo
X(ω) = ω (ω ∈ R+).
X e` la v. a. r. che specifica la durata temporale del dispositivo (o l’istante in cui cessa di
funzionare). Evidentemente, per ogni t ∈ R,
{X ≤ t} =
{ ∅ se t ≤ 0,
]0, t] se t > 0,
per cui
FX(t) =
{
0 se t ≤ 0,∫
]0,t] g(s)ds se t > 0.
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Quindi, se poniamo 
g˜ : R→ R,
g˜(t) =
{
g(t) se t > 0,
0 se t ≤ 0,
si ha che g˜ e` una densita` di X. Nel caso di g(t) = λe−λt (λ ∈ R+), si dice che X ammette
legge esponenziale. Giustifichiamo questa scelta di g. Essa segue dalla seguente ipotesi: che la
probabilita` che l’apparecchio cessi di funzionare nell’intervallo temporale ]t, t+h] (t, h ∈ R+) se
non si e` ancora guastato all’istante t dipenda solo da h. Precisamente,
P ({t < X ≤ t+ h}|{X > t}) = φ(h), (4.19)
con φ : R+ → R. Si ha
P ({t < X ≤ t+ h}|{X > t}) = P (t < X ≤ X + h)
P (X > t)
=
FX(t+ h)− FX(t)
1− FX(t) ,
da cui
FX(t+ h)− FX(t)
h
=
φ(h)
h
[1− FX(t)]. (4.20)
Supponiamo ora che FX sia derivabile in R+ e che lim
h→0
φ(h)
h = λ ∈ R+. Passando allora al limite
per h→ 0 in (4.20), otteniamo che FX soddisfa in R+ l’equazione differenziale ordinaria
F ′X(t) = λ[1− FX(t)]. (4.21)
Da cio` segue facilmente che FX e` della forma
FX(t) = Ce
−λt + 1,
per qualche C ∈ R, C < 0. Dal fatto che FX(0) = 0 e che supponiamo FX continua in R,
otteniamo C = −1. Percio` ,
FX(t) =
{
0 se t < 0,
1− e−λt se t ≥ 0. (4.22)
Da (4.22) si verifica facilmente che X ammette la densita` f seguente:
f(t) =
{
0 se t < 0,
λe−λt se t ≥ 0. (4.23)
Per concludere, ci si puo` chiedere quale sia il significato della condizione (4.19). Intuitivamente,
il significato e` il seguente: che, in un certo senso, l’usura del dispositivo in dipendenza della
sua eta` e` trascurabile. Infatti, questa condizione implica, in particolare, che la probabilita` che
un dispositivo con eta` t raggiunga senza guastarsi l’eta` 2t coincide con la probabilita` che un
dispositivo con eta` 2t raggiunga senza guastarsi l’eta` 3t.
Veniamo ora alla fondamentale nozione di media di una v. a. r.. Cominciamo dal caso di
una v. a. r. semplice.
Definizione 4.8. Sia X una v. a. r. semplice sullo spazio di probabilita` (Ω,A, P ). Supponiamo
che Ω = A1 ∪ ... ∪ Am, con A1,...,Am eventi a due a due disgiunti, e che X(ω) = αj se ω ∈ Aj
(1 ≤ j ≤ m). Chiamiamo allora media di X e indichiamo con la scrittura E(X) il numero
reale
m∑
j=1
αjP (Aj).
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Osservazione 4.8. Si puo` verificare che la definizione di E(X) non dipende dalla decompo-
sizione {Aj : 1 ≤ j ≤ m} di Ω scelta.
Osserviamo anche che, se X(ω) = α ∀α ∈ ω, E(X) = α.
Esempio 4.9. Sia X la v. a. r. introdotta nell’esempio 4.1. Si ha
E(X) = P (A2) =
1
2
.
Esempio 4.10. Consideriamo un processo di Bernoulli con probabilita` di successo e di insuc-
cesso in ciascuna singola prova uguali a p e q rispettivamente (vedi l’esempio 3.4). Sia X la v.
a. r. che assegna alla sequenza ω = (ω1, ..., ωn) il numero dei successi che contiene. Dunque, se,
per m = 0, ..., n, Bm e` l’evento introdotto nell’osservazione 3.4, abbiamo, in base a (3.7),
E(X) =
n∑
m=1
m
(
n
m
)
pmqn−m.
Passiamo ora a dare la definizione generale di media di una v. a. r.:
Definizione 4.9. Siano (Ω,A, P ) uno spazio di probabilita` , X : Ω → R una v. a. r. tale che
X(ω) ≥ 0 ∀ω ∈ Ω. Poniamo
E(X) := sup{E(Y ) : Y : Ω→ [0,+∞[ v. a. r. semplice ,
0 ≤ Y (ω) ≤ X(ω) ∀ω ∈ Ω}. (4.24)
Sia, infine, X : Ω→ R una v. a. r. generica. Poniamo
X+ := φ+ ◦X, X− := φ− ◦X, (4.25)
con φ± definite in Analisi Matematica B, (4.7.1)-(4.7.2). Si puo` verificare che X± sono v. a.
r. non negative. Se E(X+) < +∞ e E(X−) < +∞, chiamiamo media di X il numero reale
E(X) := E(X+)− E(X−). (4.26)
Osservazione 4.9. La definizione 4.9 richiama le definizioni di integrale 4.6.2 e 4.7.3 in Analisi
Matematica B. Di fatto, sia le misure di probabilita` che la misura di Lebesgue possono es-
sere inquadrate in una teoria astratta dell’integrazione che le comprende entrambe. Non sara`
dunque sorprendente constatare che, come apparira` nel prossimo teorema, la media ha proprieta`
analoghe all’integrale.
Teorema 4.7. Siano (Ω,A, P ) uno spazio di probabilita` , X,Y : Ω→ R v. a. r. che ammettono
media. Allora:
(I) X + Y e` una v. a. r. che ammette media; inoltre E(X + Y ) = E(X) + E(Y );
(II) se α ∈ R, αX e` una v. a. r. che ammette media e E(αX) = αE(X);
(III) se X(ω) ≤ Y (ω) ∀ω ∈ Ω, E(X) ≤ E(Y );
(IV) in particolare, se X(ω) ≥ 0 ∀ω ∈ Ω, E(X) ≥ 0.
Nel caso particolare delle funzioni semplici proponiamo la dimostrazione del teorema 4.7
come esercizio (vedi l’esercizio 4.4).
Veniamo ora ad alcuni risultati utili per il calcolo delle medie delle v. a. r..
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Teorema 4.8. Sia X una v. a. r. discreta nello spazio di probabilita` (Ω,A, P ). Supponiamo
che Ω = ∪j∈NAj, con gli Aj eventi a due a due disgiunti e X(ω) = αj ∈ R ∀ω ∈ Aj. Allora X
ammette media se e solo se la serie
∞∑
j=1
αjP (Aj) e` assolutamente convergente. In tal caso,
E(X) =
∞∑
j=1
αjP (Aj).
Premettiamo senza dimostrazione a un esempio il seguente
Lemma 4.9. Sia
∑∞
n=0 anz
n una serie dipendente dal parametro z ∈ R. Supponiamo che, per
|z| < R (R ∈ R+) la serie sia convergente. Chiamiamo f(z) la sua somma. Allora:
(I) se |z| < R, la serie ∑∞n=1 nanzn−1 (derivata formale della precedente) e’ convergente;
(II) f e’ derivabile in ]−R,R[ e f ′(z) = ∑∞n=1 nanzn−1.
Esempio 4.11. Consideriamo lo spazio di probabilita` dell’esempio 4.6. Sia ancora X la v. a. r.
che conta il numero del lanci necessario per ottenere ”testa”. Abbiamo gia` visto che X assume
tutti i possibili valori naturali, piu` il valore +∞ con probabilita` 0. Si ha, inoltre, che, ∀j ∈ N,
P (X = j) = 2−j . Poiche´ la serie
∞∑
j=1
j2−j e` convergente (lo si vede applicando, ad esempio, il
criterio del rapporto), X ammette media e
E(X) =
∞∑
j=1
j2−j . (4.27)
Calcoliamo la somma della serie in (4.27). Consideriamo la serie di potenze
∞∑
j=0
zj , che e` conver-
gente per |z| < 1 e, in tal caso,
∞∑
j=0
zj = (1− z)−1. (4.28)
Applicando il lemma 4.9, possiamo derivare in ciascuno dei due membri di (4.28) e ottenere
∞∑
j=1
jzj−1 = (1− z)−2, (4.29)
che vale se |z| < 1. Moltiplicando per z, otteniamo subito, se |z| < 1,
∞∑
j=1
jzj = z(1− z)−2. (4.30)
Prendendo allora z = 1/2, otteniamo
E(X) =
∞∑
j=1
j2−j = 2.
Per quanto riguarda, invece, le variabili aleatorie dotate di densita` , vale il seguente
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Teorema 4.10. Sia X una v. a. r., che ammette la densita` f . Allora X ammette media se e
solo se t→ tf(t) e` sommabile su R. In tal caso,
E(X) =
∫
R
tf(t)dt.
Esempio 4.12. Consideriamo una v. a. r. X che ammette legge esponenziale (vedi l’esempio
4.8). Supponiamo che ammetta densita` f(t) = λe−λtχ+(t), ove abbiamo indicato con χ+ la
funzione caratteristica di [0, +∞[. Applicando il teorema 4.10, otteniamo
E(X) =
∫
[0,+∞[ λte
−λtdt = λ−1.
Dunque il parametro λ rappresenta l’inverso della media di X.
Il teorema 4.10 ammette la seguente importante generalizzazione:
Teorema 4.11. Siano X una variabile aleatoria n−dimensionale, che ammette la densita` f ,
g : Rn → R continua. Allora g(X) := g ◦ X e` una v. a. r. e ammette media se e solo se
x→ g(x)f(x) e` sommabile su Rn. In tal caso,
E(g(X)) =
∫
Rn
g(x)f(x)dx.
Dimostrazione parziale Ci limitiamo a verificare il teorema nel caso di g : Rn → R semplice,
con g(x) =
∑m
j=1 βjχBj (x), ove B1,...,Bm sono boreliani in Rn a due a due disgiunti e β1,...,βm
sono numeri reali. Osserviamo che una funzione g siffatta non e` (in generale) continua, ma che
ogni funzione continua puo` essere opportunamente approssimata da funzioni di questo tipo.
Poniamo, per j = 1, ...,m,
Aj := {X ∈ Bj}.
Osserviamo che gli Aj sono a due a due disgiunti. Allora, chiaramente, g(X) coincide con la v.
a. r. semplice
∑m
j=1 βjχAj . Dunque
E(g(X)) =
∑m
j=1 βjP (Aj)
=
∑m
j=1 βj
∫
Bj
f(x)dx
=
∫
Rn
∑m
j=1 βjχBj (x)f(x)dx
=
∫
Rn g(x)f(x)dx.
Esempio 4.13. Consideriamo l’esempio 4.2. Sia X : Ω → R2, X(ω) = ω (Ricordiamo che
Ω ⊆ R2). X e` una variabile aleatoria bidimensionale. Se B ∈ B(R2), si ha
{X ∈ B} = Ω ∩B,
da cui
P (X ∈ B) = P (Ω ∩B) = L2(Ω ∩B)
pir2
=
∫
B
f(x)dx,
con
f(x) =
{
(pir2)−1 se x ∈ Ω,
0 se x 6∈ Ω.
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Sia X1 la prima componente di X. Osserviamo che X1(ω)
2 = g(X(ω)), con g : R2 → R,
g(x1, x2) = x
2
1. Per il teorema 4.11, si ha allora
E(X21 ) =
∫
R2 x
2
1f(x1, x2)dx1dx2
= (pir2)−1
∫
Ω x
2
1dx1dx2
= (pir2)−1
∫ r
0 (
∫ 2pi
0 (ρ cos(θ))
2ρdθ)dρ
= (pir2)−1
∫ r
0 ρ
3dρ
∫ 2pi
0 cos
2(θ)dθ
= r
2
4 .
Definizione 4.10. Sia X una v. a. r., tale che E(X2) < +∞. Si chiama varianza di X il
numero σ2(X) definito come
σ2(X) := E((X − E(X))2).
Osservazione 4.10. Se E(X2) < +∞, allora X ammette media. Infatti, dalla disuguaglianza
elementare
ab ≤ a
2 + b2
2
,
valida per a, b in R, si ha
|X| = |X| · 1 ≤ 1
2
(X2 + 1),
da cui
E(X+) + E(X−) = E(|X|) ≤ 1
2
(E(X2) + 1).
Osserviamo anche che
(X − E(X))2 = X2 − 2E(X)X + E(X)2,
da cui ricaviamo l’utile formula
σ2(X) = E(X2)− 2E(X)2 + E(X)2 = E(X2)− E(X)2. (4.31)
Osservazione 4.11. Intuitivamente la varianza misura quanto una variabile aleatoria e` sparsa
rispetto alla sua media. Per esempio, e` facile verificare che una v. a. costante ha varianza
nulla (vedi l’esercizio 4.5). Se invece X e` una variabile aleatoria che assume solo i valori c e −c
(c ∈ R+) con probabilita` 12 , dalla formula (4.31) si ha
σ2(X) = c2.
Esempio 4.14. Consideriamo una v. a. r. discretaX in un certo spazio di probabilita` (Ω,A, P ).
Sia X(ω) = αi se ω ∈ Ai, con gli (Ai)i∈I eventi a due a due disgiunti e I = {1, ..., n}, oppure
I = N. Supponiamo che X ammetta media. In base al teorema 4.8, cio` significa che la serie∑
i∈I |αi|P (Ai) e` convergente e E(X) =
∑
i∈I αiP (Ai). Sempre in base al teorema 4.8, si ha
E(X2) =
∑
i∈I
α2iP (Ai).
Se tale somma e` finita, si ha, applicando anche (4.31),
σ2(X) =
∑
i∈I
(αi − E(X))2P (Ai) =
∑
i∈I
α2iP (Ai)− (
∑
i∈I
αiP (Ai))
2.
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Esempio 4.15. Sia X una v. a. r. che ammette la densita` f . Allora, applicando il teorema
4.11, possiamo dire che
E(X2) =
∫
R
t2f(t)dt.
Qualora questa media sia finita, X ammettera` varianza e
σ2(X) =
∫
R
t2f(t)dt− (
∫
R
tf(t)dt)2.
Definizione 4.11. Siano (Ω,A, P ) uno spazio di probabilita`, I una famiglia di indici e, per
ogni i ∈ I, Xi una v. a. n−dimensionale di dominio Ω. Diremo che la famiglia {Xi : i ∈ I}
e` indipendente (o che le variabili {Xi : i ∈ I} sono indipendenti) se, comunque si prendano
m ∈ N, i1, ..., im in I a due a due distinti, B1,..., Bm boreliani in Rn, si ha che gli eventi
{Xi1 ∈ B1},...,{Xim ∈ Bm} sono indipendenti. In altre parole
P (Xi1 ∈ B1, ..., Xim ∈ Bm) = P (Xi1 ∈ B1) · ... · P (Xim ∈ Bm).
Esempio 4.16. Consideriamo un processo di Bernoulli (vedi l’esempio 3.4). Indichiamo con Ω
l’insieme delle n−ple ω = (ω1, ..., ωi, ..., ωn), con ω1, ..., ωn ∈ {S, I}. Sia, per i = 1, ..., n, Xi una
v. a. r. che dipende soltanto dal risultato della i−esima prova. In altre parole, supponiamo che
Xi(ω1, ..., ωi, ..., ωn) = fi(ωi),
con fi(S) = αi, fi(I) = βi. Per fissare le idee, supponiamo che, per i = 1, ..., n, αi = 1,
βi = 0. Verifichiamo che le variabili aleatorie {Xi : 1 ≤ i ≤ n} sono indipendenti. Siano
1 ≤ j1 < ... < jr ≤ n, con 1 ≤ r ≤ n, per i = 1, ..., r sia Bi ∈ B(R). Verifichiamo che
P (Xj1 ∈ B1, ..., Xjr ∈ Br) = P (Xj1 ∈ B1) · ... · P (Xjr ∈ Br). (4.32)
Osserviamo, innanzi tutto, che si ha, per i ∈ {1, ..., r}:
{Xji ∈ Bi} =

∅ se Bi ∩ {0, 1} = ∅,
{ω ∈ Ω : ωji = S} se Bi ∩ {0, 1} = {1},
{ω ∈ Ω : ωji = I} se Bi ∩ {0, 1} = {0},
Ω se {0, 1} ⊆ Bji .
(4.33)
Dunque, se, al solito, indichiamo con p la probabilita` di successo in ciascuna singola prova e con
q la probabilita` di insuccesso, si ha, per i = 1, ..., r:
P (Xji ∈ Bi) =

0 se Bi ∩ {0, 1} = ∅,
p se Bi ∩ {0, 1} = {1},
q se Bi ∩ {0, 1} = {0},
1 se {0, 1} ⊆ Bi.
(4.34)
Osserviamo allora che, se, per qualche i, Bi ∩{0, 1} = ∅, il secondo membro di (4.32) e` nullo. In
questo caso si ha anche
{Xj1 ∈ B1} ∩ ... ∩ {Xjr ∈ Br} = ∅,
per cui vale (4.32). Supponiamo invece che, per ciascun i, Bi ∩ {0, 1} 6= ∅. Poniamo:
I1 := {i ∈ {1, ..., r} : Bi ∩ {0, 1} = {1}},
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I2 := {i ∈ {1, ..., r} : Bi ∩ {0, 1} = {0}},
I3 := {i ∈ {1, ..., r} : {0, 1} ⊆ Bi}.
Il prodotto nel secondo membro di (4.32) vale p](I1)q](I2). Si ha invece
{Xj1 ∈ B1} ∩ ... ∩ {Xjr ∈ Br} = ∩i∈I1∪I2Aji ,
ove Aj e` definito in (3.5) e ω
0 e` un elemento qualunque di Ω tale che ω0ji = S se i ∈ I1, ω0ji = I
se i ∈ I2. Poiche´ A1,...,An sono indipendenti (vedi per questo l’esercizio 3.2), si ha
P (∩i∈I1∪I2Aji) =
∏
i∈I1∪I2
P (Aji) = p
](I1)q](I2).
Concludiamo questa sezione con alcune importanti proprieta` di famiglie di v. a. indipen-
denti.
Teorema 4.12. Siano X1,..., Xn v. a. r. indipendenti nello spazio di probabilita` (Ω,A, P ),
dotate di densita` f1,...,fn. Allora la v. a. n−dimensionale X = (X1, ..., Xn) ammette la densita`
(f1 ⊗ ...⊗ fn)(x1, ..., xn) := f1(x1) · ... · fn(xn). (4.35)
Dimostrazione parziale Ci limitiamo al caso n = 2. Si potrebbe dimostrare che f1 ⊗ f2 e`
misurabile in R2. Dal teorema di Tonelli, segue poi subito che ha integrale uguale a 1. Sia
B ∈ B(R2). Consideriamo solo il caso
B = B1 ×B2,
con B1 e B2 boreliani in R. Si ha allora, sfruttando il fatto che X1 e X2 sono indipendenti e il
teorema di Tonelli,
P (X ∈ B) = P (X1 ∈ B1, X2 ∈ B2) = P (X1 ∈ B1) · P (X2 ∈ B2)
=
∫
B1
f1(x1)dx1 ·
∫
B2
f2(x2)dx2
=
∫
B(f1 ⊗ f2)(x1, x2)dx1dx2.

Passiamo ora all’importante nozione di convoluzione:
Definizione 4.12. Siano f, g ∈ L(R). La convoluzione tra f e g e’ la funzione f ∗ g : R→ R
definita come segue:
(f ∗ g)(t) =

∫
R f(t− s)g(s)ds se s→ f(t− s)g(s) e′ sommabile,
0 altrimenti.
Osservazione 4.12. Si puo` dimostrare che, se f e g sono sommabili, la funzione s→ f(t−s)g(s)
e` sommabile per quasi ogn t in R. Inoltre, f ∗ g e` sommabile. Date dunque f1, . . . , fn in L(R),
si puo` definire la convoluzione f1 ∗ f2 ∗ . . . fn come
f1 ∗ f2 ∗ · · · ∗ fn = ((f1 ∗ f2).... ∗ fn−1) ∗ fn.
Si puo` verificare che vale la proprieta` associativa. Quindi, ad esempio,
f1 ∗ f2 ∗ f3 = (f1 ∗ f2) ∗ f3 = f1 ∗ (f2 ∗ f3)
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Possiamo allora enunciare e parzialmente dimostrare il seguente
Teorema 4.13. Siano X1,..., Xn v. a. r. indipendenti nello spazio di probabilita` (Ω,A, P ),
dotate di densita` f1,...,fn. Allora la v. a. r. X1 + ...+Xn ammette la densita` f1 ∗ ... ∗ fn.
Dimostrazione parziale Ci limitiamo al caso n = 2. In virtu` dell’osservazione 4.7, basta
provare che, ∀t ∈ R,
P (X1 +X2 ≤ t) =
∫
]−∞,t]
(f1 ∗ f2)(x)dx. (4.36)
Poniamo Bt := {(x1, x2) ∈ R2 : x1 + x2 ≤ t}. Bt ∈ B(R2) perche´ e` chiuso. Allora, applicando il
teorema 4.12 e il teorema di Tonelli, si ha
P (X1 +X2 ≤ t) = P ((X1, X2) ∈ Bt) =
∫
Bt
f1(x1)f2(x2)dx1dx2
=
∫
R(
∫
]−∞,t−x2] f1(x1)dx1)f2(x2)dx2
=
∫
R(
∫
]−∞,t] f1(x− x2)dx)f2(x2)dx2
=
∫
]−∞,t](
∫
R f1(x− x2)f2(x2)dx2)dx
=
∫
]−∞,t](f1 ∗ f2)(x)dx.

Esempio 4.17. Consideriamo ancora l’esempio 4.8 (che riprendeva gli esempi 1.2 e 1.4). Sup-
poniamo che, nell’istante in cui il dispositivo cessa di funzionare, entri in funzione un secondo
dispositivo con le stesse caratteristiche. Indichiamo con Y la durata del secondo dispositivo,
regolata dalla stessa legge. Y avra` densita` f(t) = λe−λtχ+(t), con χ+ funzione caratteristica di
[0,+∞[. Supponiamo che i tempi di durata dei due dispositivi siano indipendenti. Sara` quindi
naturale supporre X e Y v. a. r. indipendenti. Consideriamo la v. a. r. X + Y , che indica
il tempo totale di funzionamento dei due dispositivo. Allora, in base al teorema 4.13, X + Y
ammettera` densita` g := f ∗ f . Se t ∈ R,
(f ∗ f)(t) = λ2 ∫R e−λ(t−s)χ+(t− s)e−λsχ+(s)ds
= λ2te−λtχ+(t).
(4.37)
Teorema 4.14. Siano X e Y v. a. r. indipendenti sullo stesso spazio di probabilita` (Ω,A, P ).
Supponiamo che ammettano entrambe media. Allora anche XY ammette media e E(XY ) =
E(X)E(Y ).
Dimostrazione parziale Supponiamo che X e Y ammettano densita` , rispettivamente, f e
g. Il caso di X e Y v. a. r. semplici e` trattato nell’esercizio 4.8. Poniamo Z : Ω → R2,
Z(ω) = (X(ω), Y (ω)). Per il teorema 4.12, Z ammette la densita` f ⊗ g. Allora, per il teorema
di Fubini, poiche´ XY = F ◦ Z, con F : R2 → R, F (x1, x2) = x1x2, si ha, applicando il teorema
4.11,
E(XY ) =
∫
R2 x1x2f(x1)g(x2)dx1dx2
=
∫
R x1f(x1)dx1 ·
∫
R x2g(x2)dx2 = E(X)E(Y ).

Teorema 4.15. Siano X1, ..., Xn v. a. r. indipendenti sullo stesso spazio di probabilita`
(Ω,A, P ). Supponiamo che X1,...,Xn ammettano tutte varianza. Allora anche X1 + ... + Xn
ammette varianza e
σ2(X1 + ...+Xn) = σ
2(X1) + ...+ σ
2(Xn). (4.38)
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Dimostrazione parziale Ci limitiamo a verificare (4.38) nel caso n = 2. Si ha, utilizzando il
teorema 4.14,
σ2(X1 +X2) = E((X1 +X2)
2)− E(X1 +X2)2
= E(X21 + 2X1X2 +X
2
2 )− [E(X1) + E(X2)]2
= E(X21 ) + 2E(X1)E(X2) + E(X
2
2 )− E(X1)2
−2E(X1)E(X2)− E(X2)2
= σ2(X1) + σ
2(X2).

Esercizio 4.1. Provare le seguenti ulteriori proprieta` della funzione di ripartizione FX di una
v. a. r. X: siano a e b reali, con a < b; allora:
(I) P (a ≤ X ≤ b) = FX(b)− FX(a) + P (X = a);
(II) P (a < X < b) = FX(b)− FX(a)− P (X = b);
(III) P (a ≤ X < b) = FX(b)− FX(a)− P (X = b) + P (X = a);
(IV) esiste lim
t→a−
FX(t) e coincide con P (X < a);
(V) FX(a)− lim
t→a−
FX(t) = P (X = a);
(VI) FX e` continua in a se e solo se P (X = a) = 0.
Esercizio 4.2. Supponiamo di lanciare un dado equilibrato fino a ottenere 6, con i risultati dei
singoli lanci indipendenti tra loro. Cotruire un modello probabilistico dell’esperimento. Sia X
la variabile aleatoria che conta il numero dei lanci. Calcolare P (X > 10).
Esercizio 4.3. Sia X una v. a. r.. Verificare che ammette media nel senso di (4.26) se e solo
se E(|X|) < +∞.
Esercizio 4.4. Dimostrare il teorema 4.7 nel caso di X e Y v. a. r. semplici. Sfruttare il fatto
che e` sempre possibile decomporre Ω in un numero finito di eventi {Aj : 1 ≤ j ≤ n} a due a due
disgiunti in modo tale che, su ciascuno degli Aj , sia X che Y sono costanti.
Esercizio 4.5. Verificare che una v. a. r. costante ha varianza nulla.
Esercizio 4.6. Calcolare la varianza della v. a. r. dell’esempio 4.1.
Esercizio 4.7. Calcolare la varianza della v. a. r. X dell’esempio 4.11. Ricavare preliminar-
mente, utilizzando ancora il lemma 4.9, la formula
∞∑
j=1
j2zj =
z + z2
(1− z)3 ,
valida per ogni z ∈ C, con |z| < 1.
Esercizio 4.8. Siano X e Y v. a. r. semplici e indipendenti sullo spazio di probabilita` (Ω,A, P ).
Verificare che E(XY ) = E(X)E(Y ).
Sugg.: supponiamo che Ω = ∪mj=1Aj ,con gli Aj eventi a due a due disgiunti, e che X(ω) = αj
se ω ∈ Aj . Possiamo supporre che, per j = 1, ...,m, Aj = {X = αj}. Osserviamo che X =
m∑
j=1
αjχAj . Nello stesso modo, sia Ω = ∪nk=1Bk,con i Bk eventi a due a due disgiunti, e che
4.4 VARIABILI ALEATORIE 29
X(ω) = βk se ω ∈ Bk. Possiamo supporre che, per k = 1, ..., n, Bk = {Y = βk}. Osserviamo
che Y =
n∑
k=1
βkχBk . Si ha allora
XY =
m∑
j=1
n∑
k=1
αjβkχAjχBk =
m∑
j=1
n∑
k=1
αjβkχAj∩Bk .
Tenuto conto che
P (X = αj , Y = βk) = P (X = αj)P (Y = βk),
perche´ X e Y sono indipendenti, si ha allora
E(XY ) =
∑m
j=1
∑n
k=1 αjβkE(χAj∩Bk)
=
∑m
j=1
∑n
k=1 αjβkP (X = αj , Y = βk)
=
∑m
j=1
∑n
k=1 αjβkP (X = αj)P (Y = βk)
=
∑m
j=1 αjP (Aj) ·
∑n
k=1 βkP (Bk)
= E(X) · E(Y ).
Esercizio 4.9. Siano X e Y v. a. r. semplici e indipendenti sullo spazio di probabilita` (Ω,A, P ).
Verificare che
σ2(X + Y ) = σ2(X) + σ2(Y ).
Esercizio 4.10. Il passo finale di un lungo calcolo richiede di calcolare la somma di tre interi
X1, X2, X3. Supponiamo che
(a) i calcoli di X1, X2, X3 siano indipendenti;
(b) nel calcolo di ciascun Xi (1 ≤ i ≤ 3) la probabilita` di non aver commesso errori sia
p(∈]0, 1[);
(c) l’errore possa essere solo in eccesso o in difetto di 1;
(d) la probabilita` di un errore per eccesso coincida con quella di un errore per difetto.
Calcolare la probabilita` che X1 + X2 + X3 sia esatto (tenendo conto di eventuali compen-
sazioni).
Esercizio 4.11. Una v. a. r. X ammette distribuzione di Poisson se puo` assumere solo valori
interi non negativi e, ∀k ∈ N0,
P (X = k) = e−λ
λk
k!
,
per un certo λ ∈ R+.
Calcolare E(X) e σ2(X).
Esercizio 4.12. Una v. a. r. X ammette densita` uniforme in [a, b] (a, b ∈ R, a < b) se la sua
densita` e` costante in [a, b] e nulla al di fuori di [a, b] stesso.
Calcolare E(X) e σ2(X).
Esercizio 4.13. Calcolare la varianza di una v. a. r. con densita` esponenziale f(t) =
λe−λtχ+(t), con λ ∈ R+.
Esercizio 4.14. Siano X una v. a. r. tale che E(X2) < +∞, a,b ∈ R, Y := aX + b. Verificare
che
E(Y ) = aE(X) + b, (4.39)
σ2(Y ) = a2σ2(X). (4.40)
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Esercizio 4.15. Siano m ∈ R e σ ∈ R+. Poniamo{
f : R→ R,
f(t) = e
−(t−m)2/(2σ2)√
2piσ)
.
(4.41)
Verificare che:
(I) ∀m ∈ R, ∀σ ∈ R+, ∫R f(t)dt = 1;
(II) se X e` una v. a. r. che ammette f come densita` , allora E(X) = m e σ2(X) = σ2.
In tale caso, diremo che X e` una v. a. r. con legge normale.
Esercizio 4.16. Sia X una v. a. r. con densita` uniforme in [0, 1]. Verificare che le seguenti v.
a. r. ammettono densita` e calcolare tali densita` :
(I) 3X + 1;
(II) X2;
(III) eX .
Esercizio 4.17. Siano X e Y v. a. r. indipendenti nello spazio di probabilita` (Ω,A, P ), con
densita` t→ 2e−2tχR+ . Determinare la funzione di ripartizione di 2X − Y .
(Sugg: per ogni t ∈ R pensare a {ω ∈ Ω : 2X(ω)−Y (ω) ≤ t} come a {ω ∈ Ω : (X(ω), Y (ω)) ∈
{(x1, x2) ∈ R2 : 2x1 − x2 ≤ t}}).
5 Legge dei grandi numeri e teorema limite centrale
In questa sezione presenteremo due importanti risultati di carattere asintotico,vale a dire risultati
che descrivono comportamenti al limite, per un certo parametro naturale n che tende a +∞. Il
loro interesse e la loro utilita` sta nel fatto che consentono, in presenza di un numero molto grande
di prove, di predire, con un certo margine di errore, un certo andamento medio complessivo delle
prove stesse.
Cominciamo con una disuguaglianza molto semplice, ma spesso assai utile.
Teorema 5.1. (Disuguaglianza di Chebyscev) Sia X una v. a. r. non negativa nello spazio di
probabilita` (Ω,A, P ), con E(X) < +∞. Allora, ∀ ∈ R+,
P (X ≥ ) ≤ E(X)/.
Dimostrazione Consideriamo la v. a. r. semplice Y seguente:
Y : Ω→ R,
Y (ω) =
{
 se X(ω) ≥ ,
0 altrimenti.
ω ∈ Ω.
Allora Y (ω) ≤ X(ω) ∀ω ∈ Ω. Segue che
P (X ≥ ) = E(Y ) ≤ E(X),
da cui la conclusione. 
Passiamo adesso al seguente fatto fondamentale:
Lemma 5.2. Siano X e Y v. a. r. con la stessa legge (non necessariamente definite sullo
stesso spazio di probabilita’ ).
Allora, se X ammette media, anche Y ammette media e E(X) = E(Y ).
Se X ammette varianza, anche Y ammette varianza e σ2(X) = σ2(Y ).
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Dimostrazione parziale Ci limitiamo a osservare che, nel caso in cui X (e quindi Y ) ammetta
densita`, il risultato segue dal teorema 4.10 e dall’esempio 4.15. 
Veniamo ora al primo importante risultato di carattere asintotico.
Teorema 5.3. (legge debole dei grandi numeri) Siano X1,...,Xn v. a. r. indipendenti nello
spazio di probabilita` (Ω,A, P ). Supponiamo che ammettano la stessa legge µ e la stessa varianza
σ2. Poniamo
Xn := (X1 + ...+Xn)/n. (5.1)
Allora, ∀ > 0,
P (|Xn − µ| ≥ ) ≤ σ2/(n2). (5.2)
Dimostrazione Osserviamo, innanzi tutto, che
E(Xn) = µ.
Dunque, per la disuguaglianza di Chebyscev (teorema 5.1), si ha
P (|Xn − µ| ≥ ) = P ((Xn − µ)2 ≥ 2) ≤ σ2(Xn)/2. (5.3)
Dal risultato dell’esercizio 4.14 e dal teorema 4.15, abbiamo
σ2(Xn) = σ
2(X1 + ...+Xn)/n
2 = σ2/n. (5.4)
La conclusione segue allora da (5.3) e (5.4). 
Osservazione 5.1. Il significato intuitivo della legge dei grandi numeri e` il seguente: per n che
tende a +∞, mantenendo costanti µ e σ2, la v. a. Xn tende a coincidere con la media µ (che e`
un numero reale) delle X1,...,Xn.
Esempio 5.1. Consideriamo il lancio ripetuto di un dado bilanciato. Sia, per n ∈ N, Sn il
numero dei 6 usciti in n lanci. Vogliamo stimare P (252 < S1764 < 336).
Sia Ω := {(ω1, ..., ω1764) : ωj ∈ {1, 2, 3, 4, 5, 6}}. Indichiamo, per j ∈ {1, ..., 1764}, con Xj la
v. a. r. che vale 1 se ωj = 6, 0 altrimenti. Evidentemente, S1764 =
1764∑
j=1
Xj . Per j = 1, ..., 1764,
le Xj sono v. a. indipendenti con la stessa legge. Si tratta infatti di v. a. semplici, con
P (Xj = 1) = 1/6, P (Xj = 0) = 5/6, da cui segue E(Xj) = 1/6. Inoltre,
σ2(Xj) = E(X
2
j )− (1/6)2 = E(Xj)− 1/36 = 1/6− 1/36 = 5/36.
Utilizzando le notazioni del teorema 5.3, abbiamo X1764 = S1764/1764. Allora, per ogni  ∈ R+,
in base alla legge debole dei grandi numeri, si ha
P (|X1764 − 1/6| ≥ ) ≤ 5/36
17642
(5.5)
Ora,
{252 < S1764 < 336} = {17 < X1764 < 421}
= {− 142 < X1764 − 16 < 142}
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Quindi, utilizzando (5.5) con  = 1/42, otteniamo
P (252 < S1764 < 336) = P (|X1764 − 16 | < 142)
= 1− P (|X1764 − 16 | ≥ 142)
≥ 1− 422×5/361764 = 3136 ∼= 0, 86.
Passiamo ora a illustrare il secondo importante risultato di questa sezione, il cos`i detto teorema
limite centrale. Cominciamo con alcune definizioni e osservazioni.
Definizione 5.1. Siano (Xn)n∈N una successione di v. a. r. e X una v. a. r., non neces-
sariamente definite sullo stesso spazio di probabilita`. Indichiamo con Fn e F rispettivamente le
funzioni di ripartizione di Xn e X. Diremo allora che la successione (Xn)n∈N converge in legge
a X e sciveremo
L
Xn → X (5.6)
se ∀t ∈ R che sia punto di continuita` per F si ha
lim
n→∞Fn(t) = F (t).
Osservazione 5.2. Poiche´ F e` non decrescente (teorema 4.5 (III)), si potrebbe dimostrare
che l’insieme dei suoi punti di discontinuita` e` al piu` numerabile. Ricordiamo che un insieme
numerabile ha misura di Lebesgue nulla. Dunque, la convergenza in legge implica la convergenza
puntuale quasi dappertutto della successione delle funzioni di ripartizione (Fn)n∈N.
Osserviamo anche che, se X e Y sono v.a.r. con la stessa legge e vale
L
Xn → X ,
vale anche
L
Xn → Y .
Definizione 5.2. Una v.a.r. X ammette distribuzione normale standard se ammette la
densita` f(t) = e−t2/2/
√
2pi (t ∈ R).
Osservazione 5.3. In base al risultato dell’esercizio 4.15, se X ammette distribuzione normale
standard, ha media nulla e varianza uguale a 1.
Siamo ora in grado di enunciare il seguente classico risultato:
Teorema 5.4. (Teorema limite centrale) Siano, per n ∈ N, (Ωn,An, Pn) una successione di
spazi di probabilita`, Xn1,...,Xnn v.a.r. in (Ωn,An, Pn). Supponiamo che:
(I) per ogni n ∈ N, k ∈ {1, ..., n}, le Xnk ammettano tutte la stessa legge, media µ ∈ R e
varianza σ2 ∈ R+ (ancora indipendenti da n e k, in base al lemma 5.2);
(II) per ogni n ∈ N, le v.a.r. Xn1,...,Xnn siano indipendenti.
Poniamo, ancora per n ∈ N,
S∗n := (Xn1 + ...+Xnn − nµ)/(σ
√
n), (5.7)
con σ :=
√
σ2.
Allora, la successione (S∗n)n∈N converge in legge a una v.a.r. normale standard.
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Osservazione 5.4. Non riportiamo la dimostrazione del teorema limite centrale. Ci limitiamo
a osservare che S∗n ha, in virtu` ha media 0 e varianza 1. Infatti, per il risultato dell’esercizio
4.14 e il teorema 4.15,
σ2(S∗n) =
1
nσ2
σ2(Sn) = 1.
Osservazione 5.5. Il teorema limite centrale e` , almeno a prima vista, piuttosto sorprendente,
in quanto il fatto che S∗n converga in legge a una v. a. con distribuzione normale standard e`
largamente indipendente dalla legge delle v.a.r. Xnk. Come vedremo negli esempi, l’interesse del
teorema sta essenzialmente nel fatto che costituisce uno strumento di calcolo piuttosto efficiente,
grazie alle tavole della distribuzione normale standard, che si trovano in molti libri. Tali tavole
riportano i valori di
Φ(t) := (2pi)−1/2
∫ t
−∞
e−s
2/2ds (5.8)
per un insieme discreto di t in R+.
Osservazione 5.6. Sotto le ipotesi del teorema 5.4, si potrebbe in realta` dimostrare che
lim
n→+∞P (S
∗
n ≤ t) = Φ(t)
uniformemente per t ∈ R.
Esempio 5.2. Una compagnia di assicurazione deve stabilire il prezzo X di una certa polizza
per infortuni. Supponiamo che la compagnia si aspetti 10.000 clienti e che il risarcimento (nel
caso in cui capiti effettivamente l’infortunio) sia di 1.000 euro. Supponiamo anche di sapere che
la probabilita` che al singolo cliente capiti un infortunio sia stimata in 6 · 10−3. La compagnia
vuole fissare il prezzo X in modo tale che la probabilita` di un guadagno netto di almeno 10.000
euro sia non inferiore a 9/10.
Sia k il numero dei clienti che incorrono in un incidente. Se X e` il prezzo della polizza, il
guadagno netto e` evidentemente,
10.000 ·X − 1.000 · k. (5.9)
Affinche´ il guadagno sia quanto voluto, deve percio` valere
10.000 ·X − 1.000 · k ≥ 10.000, (5.10)
vale a dire,
k ≤ 10(X − 1). (5.11)
Se k0 (∈ {0, ..., 10.000}), la probabilita` che il numero di incidenti non superi k0 (ammettendo
che i clienti li subiscano indipendentemente l’uno dall’altro) vale, in base a (3.7),
k0∑
k=0
(
10.000
k
)
(6 · 10−3)k(1− 6 · 10−3)10.000−k, (5.12)
numero di difficile valutazione. Seguiamo allora un’altra strada. Sia, per j ∈ {1, ..., 10.000}, Xj
la v.a.r. che vale 1 se il j−esimo cliente subisce un incidente, 0 altrimenti. Supponiamo che le
Xj siano indipendenti e con la stessa legge. Allora, se k indica il numero totale di incidenti,
avremo
k =
10.000∑
j=1
Xj . (5.13)
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Si avra` , per ogni j:
µ := E(Xj) = P (Xj = 1) = 6 · 10−3, (5.14)
σ2 := σ2(Xj) = E(X
2
j )− E(Xj)2 = 6 · 10−3 − 3, 6 · 10−5 ∼= 6 · 10−3. (5.15)
Poniamo
σ :=
√
σ2 ∼= 7, 7 · 10−2. (5.16)
Poniamo infine
n := 10.000 (5.17)
e
S∗n := (k − nµ)/(
√
nσ). (5.18)
Allora, se k0 ∈ {0, ..., 10.000},
P (k ≤ k0) = P (S∗n ≤ (k0 − nµ)/(
√
nσ))
∼= P (S∗n ≤ (k0 − 60)/(100 · 7, 7 · 10−2))
= P (S∗n ≤ (k0 − 60)/7, 7)
:= P (S∗n ≤ k1).
(5.19)
Il teorema limite centrale ci dice che
P (S∗n ≤ k1) ∼= Φ(k1), (5.20)
con Φ definita in (5.8). k1 deve essere tale che
Φ(k1) ≥ 9/10. (5.21)
Cio` accade se
k1 ≥ 1, 29, (5.22)
che implica, in base a (5.19),
k0 ≥ 1, 29 · 7, 7 + 60 ∼= 69, 9. (5.23)
Dovra` percio` essere, in base a (5.11),
10(X − 1) ≥ 69, 9, (5.24)
vale a dire,
X ≥ 7, 99. (5.25)
Esempio 5.3. Lanciamo una moneta bilanciata 10.000 volte. Stimiamo la probabilita` che il
numero delle teste sia compreso tra 4.950 e 5.050.
Sia, per j = 1, ..., 10.000, Xj una v.a.r. che vale 1 se il j−esimo lancio da` testa, 0 se il
j−esimo lancio da` croce. E` ragionevole supporre che le Xj siano indipendenti. Hanno inoltre la
stessa legge, con media µ = 1/2, varianza σ2 = 1/4. Se n = 10.000, Sn :=
∑n
j=1Xj e` il numero
totale di teste. Dobbiamo valutare P (4.950 < Sn ≤ 5.050). Poniamo,al solito
S∗n := (Sn − nµ)/(
√
nσ) = (Sn − 5.000)/50. (5.26)
Allora, applicando il teorema limite centrale, si ha
P (4.950 < Sn ≤ 5.050) = P (−1 < S∗n ≤ 1) = P (S∗n ≤ 1)− P (S∗n ≤ −1)∼= Φ(1)− Φ(−1).
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Dalle tavole otteniamo
Φ(1) ∼= 0, 8413.
Inoltre, se t ≥ 0, si ha
Φ(−t) = (2pi)−1/2 ∫ −t−∞ e−s2/2ds = (2pi)−1/2 ∫ +∞t e−s2/2ds
= 1− Φ(t).
Dunque,
Φ(−1) = 1− Φ(1) ∼= 0, 1587.
Concludiamo che
P (4.950 < Sn ≤ 5.050) ∼= 0, 8413− 0, 1587 = 0, 6826.
Esercizio 5.1. Una moneta bilanciata viene lanciata n volte. Indichiamo con Xn il numero
delle teste uscito. Determinare n tale che P (0, 4 < Xnn < 0, 6) sia maggiore di 0, 9.
Esercizio 5.2. Sia, per t ∈ R, g(t) = e−t2/2/√2pi. Verificare che, per ogni ξ ∈ R, si ha
gˆ(ξ) = e−ξ
2/2.
6 Catene di Markov
In questa sezione accenneremo a un interessante tipo di processo stocastico discreto: le catene di
Markov. Informalmente, per noi un processo stocastico discreto sara` una successione (Xn)n∈N0
di v.a.r. definite sullo stesso spazio di probabilita` (Ω,A, P ). Intuitivamente, n rappresenta un
parametro temporale discreto e (Xn)n∈N0 descrive l’evoluzione nel tempo di un certo processo
di carattere aleatorio.
Introduciamo la seguente
Definizione 6.1. Siano (Ω,A, P ) uno spazio di probabilita`, (Xn)n∈N0 una successione di v.a.r.
in (Ω,A, P ), S := {s1, ..., sm} un sottoinsieme finito di R. Diremo che (Xn)n∈N0 e` una catena
di Markov stazionaria con insieme degli stati S se sono soddisfatte le seguenti condizioni:
(I) per ogni n ∈ N0 Xn e` a valori in S;
(II) siano j1,...,jp numeri interi, con 0 ≤ j1 < ... < jp−1 < jp (p ∈ N, p ≥ 2). Se si1,...,sip
sono elementi di S (non necessariamente a due a due distinti) e P (Xj1 = si1 , ..., Xjp−1 = sip−1) >
0, allora
P (Xjp = sip |Xj1 = si1 , ..., Xjp−1 = sip−1) = P (Xjp = sip |Xjp−1 = sip−1); (6.1)
(III) se si e sj sono elementi di S (non necessariamente distinti), n ∈ N e P (Xn = sj) > 0,
P (Xn+1 = si|Xn = sj) = aij ,
con aij indipendente da n.
Osservazione 6.1. Relativamente alla definizione 6.1, l’insieme S rappresenta l’insieme degli
stati che il sistema puo` assumere nel tempo.
Il punto (II) della definizione 6.1 e` la cos`i detta proprieta` di Markov che caratterizza
questi processi. Il suo significato intuitivo e` il seguente: che la conoscenza del processo in istanti
precedenti a jp−1 (j1,...,jp−2) non fornisce ulteriore informazione sulla sua evoluzione dopo jp−1
(all’istante jp), rispetto alla sola conoscenza dello stato del processo all’istante jp−1.
Infine, il punto (III) rappresenta la stazionarieta` del processo, nel senso che la probabilita`
che Xn+1 = si se Xn = sj non dipende da n e quindi non varia nel tempo.
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Osservazione 6.2. Sotto le condizioni (I)-(III) della definizione 6.1, possiamo associare al
processo la matrice m×m A = (aij)1≤i,j≤m, tale che, se per un certo n, P (Xn = sj) > 0,
aij = P (Xn+1 = si|Xn = sj). (6.2)
A e` una matrice stocastica, vale a dire, una matrice a termini reali non negativi, con la somma
dei termini in ciascuna colonna uguale a 1. Infatti, se P (Xn = sj) > 0, poiche´
∪1≤i≤m({Xn+1 = si} ∩ {Xn = sj}) = {Xn = sj},
si ha ∑m
i=1 aij =
∑m
i=1 P (Xn+1 = si|Xn = sj) =
∑m
i=1
P (Xn+1=si,Xn=sj)
P (Xn=sj)
= 1.
Esempio 6.1. (Rovina del giocatore) Due giocatori disputano una serie di partite con risultati
indipendenti tra loro e dallo stato iniziale. Supponiamo che
(I) la probabilita` che il primo giocatore si aggiudichi una singola partita sia p (∈ [0, 1]), la
probabilita` che il secondo giocatore si aggiudichi una singola partita sia q = 1− p;
(II) in ogni partita ci sia in palio un euro;
(III) i capitali dei due giocatori alla partenza siano, rispettivamente, a e b (a, b ∈ N0);
(IV) la sequenza si interrompa se uno dei due giocatori perde tutto il suo denaro.
Indichiamo con Xn il capitale del primo giocatore dopo n partite (n ∈ N0). Xn puo` assumere
valori compresi tra 0 e a+ b. Poniamo dunque
S := {0, ..., a+ b}. (6.3)
Determiniamo P (X0 = s0, X1 = s1, . . . , Xn = sn), per ogni n ∈ N0, con s0, . . . , sn ∈ {0, . . . , a+
b}. E’ naturale porre
P (X0 = s0) =

1 se s0 = a,
0 altrimenti .
(6.4)
Supponiamo adesso di aver detreminato P (X0 = s0, X1 = s1, . . . , Xn = sn). Poniamo allora
P (X0 = s0, X1 = s1, . . . , Xn = sn, Xn+1 = sn+1)
= P (X0 = s0, X1 = s1, . . . , Xn = sn) · asn+1,sn ,
(6.5)
con
aij =

1 if i = j = 0,
p if 1 ≤ j ≤ a+ b− 1, i = j + 1,
q if 1 ≤ j ≤ a+ b− 1, i = j − 1,
1 if i = j = a+ b,
0 otherwise.
(6.6)
E’ intuitivamente chiaro che (Xn)n∈N0 e` una catena di Markov. Qui ci limitiamo a verificare
che, per ogni n ∈ N, ∀i, j, k in {0, . . . , a+ b}, se P (Xn = i,Xn+1 = j) > 0, allora
P (Xn+2 = k|Xn = i,Xn+1 = j) = P (Xn+2 = k|Xn+1 = j) = akj .
Infatti, se P (Xn = i,Xn+1 = j) > 0, abbiamo anche P (Xn+1 = j) > 0 e
P (Xn+1 = j) =
∑a+b
j0=0
· · ·∑a+bjn=0 P (X0 = j0, . . . , Xn = jn, Xn+1 = j)
=
∑a+b
j0=0
· · ·∑a+bjn=0 P (X0 = j0, . . . , Xn = jn)aj,jn .
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Analogamente,
P (Xn+1 = j,Xn+2 = k) =
∑a+b
j0=0
· · ·∑a+bjn=0 P (X0 = j0, . . . , Xn = jn, Xn+1 = j,Xn+2 = k)
=
∑a+b
j0=0
· · ·∑a+bjn=0 P (X0 = j0, . . . , Xn = jn)aj,jnakj .
Ne deduciamo che
P (Xn+2 = k|Xn+1 = j) = P (Xn+1 = j,Xn+2 = k)
P (Xn+1 = j)
= akj .
D’altra parte,
P (Xn = i,Xn+1 = j) =
∑a+b
j0=0
· · ·∑a+bjn−1=0 P (X0 = j0, . . . , Xn−1 = jn−1, Xn = i,Xn+1 = j)
=
∑a+b
j0=0
· · ·∑a+bjn−1=0 P (X0 = j0, . . . , Xn−1 = jn−1)ai,jn−1aj,i,
P (Xn = i,Xn+1 = j,Xn+2 = k)
=
∑a+b
j0=0
· · ·∑a+bjn−1=0 P (X0 = j0, . . . , Xn−1 = jn−1, Xn = i,Xn+1 = j,Xn+2 = k)
=
∑a+b
j0=0
· · ·∑a+bjn−1=0 P (X0 = j0, . . . , Xn−1 = jn−1)ai,jn−1aj,iak,j ,
sicche´, di nuovo,
P (Xn+2 = k|Xn = i,Xn+1 = j) = P (Xn = i,Xn+1 = j,Xn+2 = k)
P (Xn = i,Xn+1 = j)
= akj .
Abbiamo dunque una catena di Markov. I termini della matriceA descritta in generale nell’osservazione
6.2, saranno, naturalmente, quelli in (6.6).
Ci poniamo ora le seguenti domande:
(I) qual e` la probabilita` che il secondo giocatore esaurisca il suo denaro?
(II) Qual e` la probabilita` che il primo giocatore esaurisca il suo denaro?
(III) Qual e` la probabilita` che il gioco continui indefinitamente?
Il primo caso corrisponde all’evento Aa :=
⋃
n∈N0{Xn = a + b}, il secondo all’evento Ba :=⋃
n∈N0{Xn = 0},il terzo a Ca := (Aa ∪ Ba)c. Abbiamo scritto a al piede di A e B perche´,
per rispondere alle domande (I)-(III), si rivelera` conveniente considerare il caso in cui la cifra
posseduta dal primo giocatore all’inizio sia un generico s ∈ {0, ..., a+ b}. Gli analoghi di Aa, Ba
e Ca saranno As, Bs, Cs. Indichiamo con ps, qs, rs le probabilita` di As, Bs, Cs nei rispettivi
spazi. Osserviamo allora, innanzi tutto, che
p0 = 0, q0 = 1, r0 = 0,
pa+b = 1, qa+b = 0, ra+b = 0.
(6.7)
Inoltre,
ps + qs + rs = 1 ∀s ∈ {0, ..., a+ b}. (6.8)
Supponiamo ora di essere nel caso X0 = s ∈ {1, ..., a + b − 1}. Indichiamo con β l’evento ”il
primo giocatore si aggiudica la prima partita”, con γ l’evento ”il secondo giocatore si aggiudica
la prima partita”. Allora
ps = P (As) = P (As ∩ β) + P (As ∩ γ) = P (As∩β)P (β) P (β) + P (As∩γ)P (β) P (γ)
= pP (As|β) + qP (As|γ).
(6.9)
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Se il primo giocatore si aggiudica la prima partita, passa dal capitale s al capitale s + 1. Da
(6.9) e` quindi chiaro che, per s = 1, ..., a+ b− 1, si ha
ps = p · ps+1 + q · ps−1, (6.10)
da cui, poiche´ p+ q = 1,
p(ps+1 − ps) = q(ps − ps−1), 1 ≤ s ≤ a+ b− 1. (6.11)
Supponiamo ora 0 < p < 1. Allora, da (6.11) segue
ps+1 − ps = q
p
(ps − ps−1), 1 ≤ s ≤ a+ b− 1 (6.12)
e quindi, da (6.7),per s = 1, ..., a+ b− 1,
ps+1 − ps = q
p
(ps − ps−1) = (q
p
)2(ps−1 − ps−2) = ... = (q
p
)sp1. (6.13)
Dunque, da (6.13) e (6.7) otteniamo
1 = pa+b − p0 =
∑a+b−1
s=0 (ps+1 − ps) =
∑a+b−1
s=0 (
q
p)
sp1
=
{
(a+ b)p1 se p = q = 1/2,
1−(q/p)a+b
1−q/p p1 se p 6= q.
(6.14)
Ne segue che
p1 =
{
1
a+b se p = q = 1/2,
1−q/p
1−(q/p)a+b se p 6= q
(6.15)
e, per s = 1, ..., a+ b,
ps =
∑s−1
j=0(pj+1 − pj) =
∑s−1
j=0(
q
p)
jp1
=
{
s
a+b se p = q = 1/2,
1−(q/p)s
1−(q/p)a+b se p 6= q.
(6.16)
Invertendo i ruoli dei due giocatori, otteniamo anche
qs =
{
a+b−s
a+b se p = q = 1/2,
1−(p/q)a+b−s
1−(p/q)a+b se p 6= q.
(6.17)
Da (6.16)-(6.17), segue subito che, per ogni s ∈ {0, ..., a+ b},
ps + qs = 1, (6.18)
da cui
rs = 0. (6.19)
Torniamo al caso generale, vale a dire, supponiamo solo che siano soddisfatte le condizioni
(I)-(III) della definizione 6.1. Consideriamo la matrice stocastica A definita in (6.2). Poiche´
si tratta di una matrice quadrata (m × m), ha senso considerare le sue potenze Al (l ∈ N0),
ottenute tramite la maltiplicazione standard (righe per colonne) delle matrici. Introduciamo
allora la notazione seguente: se l ∈ N0, 1 ≤ i, j ≤ m, indichiamo con a(l)ij il termine di posto
(i, j) di Al. Allora vale il seguente
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Teorema 6.1. Supponiamo di essere nelle ipotesi della definizione 6.1. Sia A la matrice definita
in (6.2). Siano poi j1,...,jp interi non negativi, tali che 0 ≤ j1 < ... < jp−1 < jp (p ≥ 2),
si1,...,sip elementi di S (non necessariamente a due a due distinti) e P (Xj1 = si1 , ..., Xjp−1 =
sip−1) > 0. Sia infine l = jp − jp−1. Allora
P (Xjp = sip |Xj1 = si1 , ..., Xjp−1 = sip−1) = a(l)ip,ip−1 . (6.20)
Dimostrazione parziale Per la proprieta` di Markov, e` sufficiente considerare il case p = 2.
Scriviamo allora j al posto di j1 e j + l al posto di j2. Ci limitiamo a provare il risultato per
l = 2. Si ha allora
P (Xj+2 = si2 |Xj = si1) = P (Xj=si1 ,Xj+2=si2 )P (Xj=si1 )
=
∑m
k=1
P (Xj=si1 ,Xj+1=sk,Xj+2=si2 )
P (Xj=si1 )
.
(6.21)
Sia k tale che P (Xj = si1 , Xj+1 = sk) > 0. Allora
P (Xj=si1 ,Xj+1=sk,Xj+2=si2 )
P (Xj=si1 )
=
P (Xj=si1 ,Xj+1=sk,Xj+2=si2 )
P (Xj=si1 ,Xj+1=sk)
P (Xj=si1 ,Xj+1=sk)
P (Xj=si1 )
= P (Xj+2 = si2 |Xj = si1 , Xj+1 = sk)
×P (Xj+1 = sk|Xj = si1)
= ai2,kak,i1 .
(6.22)
L’identita` dimostrata con la formula (6.22) vale anche nel caso P (Xj = si1 , Xj+1 = sk) = 0.
Infatti, in questo caso
P (Xj = si1 , Xj+1 = sk, Xj+2 = si2)
P (Xj = si1)
= 0,
mentre
ak,i1 = P (Xj+1 = sk|Xj = si1) = P (Xj=si1 ,Xj+1=sk)P (Xj=si1 )
= 0.
Da (6.21) otteniamo allora
P (Xj+2 = si2 |Xj = si1) =
∑m
k=1 ai2,kak,i1 = a
(2)
i2,i1
. (6.23)
