ABSTRACT. In a regression model with conditional heteroskedasticity of unknown form, we propose a general class of M-estimators scaled by nonparametric estimates of the conditional standard deviations of the dependent variable. We give regularity conditions under which these estimators are asymptotically equivalent to M-estimators scaled by the true conditional standard deviations. The practical performance of these estimators is investigated through a Monte CarIo experimento
Introduction
Cross-sectional data are typically heteroskedastic, often containing aberrant observations or gross errors. Under these circumstances, the least squares ,estimation method produces inefficient estimates. It is difficult to determine the source of inefficiency. As Huber (1973) pointed out: " 'In the regression case, uncontrollable inhomogeneity of l'ariance among the disturbances and genuinely long tailed error distributions have almost indistinguishable effects both impairing the efficiency of the estimates'.
Hence, it seems worthwhile to correct for heteroskedasticity using robust regression analysis. Carroll and Ruppert (1982) considered M-estimators scaled differently for each observation. The scale estimators were obtained under prior information on the functional form of the heteroskedasticity. Simulations reported by Carroll and Ruppert (1982) are encouraging. These estimators are expected to be nonrobust when the parameterization of the heteroskedasticity is incorrecto Asymptotically efficient estimators in the presence of unknown heteroskedasticity have been obtained by Carroll (1982) , Robinson (1987) and Delgado (1989) . However, these estimators have an unbounded influence function to residual s and leverage.
In this paper we establish the asymptotic properties of M-estimators with bounded influence function in the presence of heteroskedasticity of unknown nature. The conditional scale estimates are consistent nonparametric estimates of the conditional standard deviation of the dependent variable. The rest of the paper is organized as follows. In the next section we discuss a general class of optimal M-estimators which scale by the true conditional standard deviation of the dependent variable. In section 3 we present our M-estimators.
In section 4 we give conditions under which these M-estimators are adaptive. In section 5 we report the results of a Monte CarIo experiment and in section 6 we sumarize our conclusions. Proofs are confined to the appendix.
Optimal Bounded Regression in the Presence 01" Heteroskedasticity
We consider the usual regression model. We have independent observations {(YI , XI), 1:s i:s n} from a IR xPIR random variable (Y, X) where, (1.2) and 8° is a pxl vector of unknown parameters, 0'(.) is an unknown function and CI are, conditionally on XI, symmetric about zero with VadcII XI)= 1. The class of weighted least squares estimators is defined as, where {al, l:si:s n} are suitable weights. Under regularity conditions, n 1 /2[9n(a)_ 8°1's limiting covariance matrix has lower Gauss-Markov bound ~o= {E[XX,O'-2 (Xm-1 , and it is achieved by the unfeasible generalized least squares estimator 9n(O') , where 0'1= O'(XI). When the errors are conditionally normally distributed, 11\0 is the Cramer-Rao bound, but the normal model is never exactll true. In the presence of departures from the normality hypothesis, 8n(O') may be very inefficient. On the other hand outlying XI observations can adversely affect estimators such as (2.2). Therefore, it (2.2) seems reasonable to consider estimators which bound the influence of the data. Maronna and Yohai (1981) proved the asymptotic properties of a very general class of M-estimators of location and scale, implicitly defined as the simultaneous solution to,
proposals for 1/>(. ,.) (see Hampel et. al 1986) may be written in the form,
for appropriate functions 1/1: IR ~ IR and weight functions W: IR P ~ IR+ and v:
IR P ~ IR+. The function 1/1(.) bounds the influence of residual s and w(.) and (2.4) v(.), the influence of leverage. Relles (1968) and Huber (1973) , uses w(X)=I, v(X)= 1. There are a large number of I/I-function proposals. A popular proposal is the Huber's I/I-function, Le. I/I(u)= u min{l, cl I u I}, where c> O is an appropriate chosen constant. In these cases, the corresponding M-estimators have bounded residual influence but the influence of leverage is unbounded. For a discussion on different choices of w(.) and v(.), see Hampel et. al (1986) . Under conditional heteroskedasticity, estimator.s as (2.3) are not scale invariant. Carroll and Ruppert (1982) named a (0'), the optimal M-estimator (OME) under heteroskedasticity, where
n n and Q {a, a}= ¿. ¡P(X., (Y.-x.a)/a,} X.I a ..
The conditions for asymptotic normality of the OME are very similar to those given in Maronna and Yohai (1981) . Let us introduce the following notation,
)}, L(X)= sUPu!¡P(X, U)! IIXII and H(X)", sU P u ! ¡p'ex, U)! where tf>'(X, U)= a¡p(X, U)/au. We assume,
Nl.-For each X, ¡P(X, .) is odd, uniformly continuous, nondecreasing, ¡pe X, U» O for U) O and the conditional distribution of c is symmetric about zero.
Condition NI implies that E{¡P[X¡, C¡S(X¡))! XI}= O for any function sex¡) depending on X¡ iO!: 1. Condition N2 is required by Robinson (1987) and Delgado (1989) for the adaptation proof of the semiparametric weighted least squares estimator (SWLSE). Alternatively, N2 may be removed by multiplying 11 XII by 0'(Xf 1 in N4-N7. We have found convenient to set out the conditions in this way in order to make comparisons with conditions needed in the next section. e;pnditions N3-N7 are required by Maronna and Yohai (1981) . N3 and N7 guarantee that the asymptotic covariance matrix of the OME is positive definite (p.d).
.Note that for bounded influence estimators, as those with ¡p-functions as ~.4)" L(X) is bounded. However, for classical M-estimators (Le. w(X)=v(X)= 'J), N4 implies that E!lXII 3 ( 00 which seems a quite stron 2 requirement. A norma lit y proof in this case is possible, assuming E!lXII ( 00, by using the results in Yohai and Maronna (1979) . When, in (2.4), 11 XII w(X), "'C) and ",'C) are bounded, N4-N7 holds if EIIXII2( oo.
The purpose of this paper is to obtain estimators first order asymptotically equivalent to 9n(0'). We propose to estimate O'(X¡) by nonparametric regression. . Under regularity conditions. the corresponding weighted least squares estimators (WLSE) of 9° are as first order efficient as 9n(O'). Carroll and Ruppert (1982) suggested the use the of consistent parametric weights to construct robust estimators such as those defined in (2.5) but using w(X)=v(X)=l and X fixed. They proved that these estimators are. under regularity conditions. asymptotically equivalent to 9n(O'). These estimators are nonrobust with respect to the assumed parameterization of O'z(X). Rose (1978) proposed several nonparametric estimators of O'Z(XI). One of them is obtained by performing a nonparametric regression of (YI-xi 9n)z against the regressors on which O'z(X¡) is known to dependo Carroll (1982) and Robinson (1987) proved. under different regularity conditions. that the corresponding SWLSE asymptotically achieves the Gauss-Markov bound. Carroll (1982) used kernel regression while Robinson (1987) The uniform weights cl(k)= k-l. i=l •...• k.satisfy these conditions. Other weights satisfying these conditions can be found in Stone (1977) . These k-nn weights do not use the own observation. This sample splitting is not required for the consistency of the k-nn weights but it is technically convenient in semiparametric estimation. This sample splitting technique has (3.1) al so been employed by Robinson (1987) and Delgado (1989) . Given a preliminary root-n-consistent estimator of 9°. 9n sayo a consistent estimate of O'~ is.
(3.2)
We suggest estimating 9° by the semiparametric weighted M-estimator (SWME). 9n(0-) where 0-1= [o-¡¡l/z. Unlike 9n(O') and 9n(0-). 9n(0-) has bounded influence function.
One would expect that the higher order efficiency of Bn(o-) will improve by using an iterative procedure (Le. computing new 0-1 at each iteration). A full iterated SWLSE z is obtained at once by using the following pure nonparametric estimator of O' (Xi)' (3.3) Dehzado (1989 ) proved, under Robinson (1987 Besides NI-N3, we need stronger moment conditions in N4-N7. In particular for the v in K2 we need,
The difference between assumptions N and R are similar as in the weighted least squares estimator case. The asymptotic normality of 9n1r) needs that EIIXf< 00 and the SWLSE of Robinson (1987) needs EIIXI1 2 V/<V-< oo. This last condition implies RI-R4 when, in (2.4), w(X) IIXII, 1/1(.) and 1/1'(.) are bounded. R3 and RS are needed in Robinson (1987) , Newey (1987) and Delgado (1989) .
Theorem 2.-If NI-N3, Kl, K2 and RI-RS hold:
Proof.-See Appendix. Maronna and Yohai (1981) recommended to construct interval estimators, estimating the asymptotic variance by its natural sample analog. In our case, ~ is estimated by,
where V (0.)= n-
In 1 We can substitute 0.1 by (TI in (4.1).
5.-Monte CarIo
The experiments follow the model
with 9~ = 9~ = 1. and XI-iid Uniform(O, 2). The EI'S were generated iid and independent of Xi as follows,
Note that VarCE)=l in all models. The residual eonditional varianees are eonstrueted aeeording to the models, Model 1.-er(X.)= exp('1 X.)
We have only used uniform weiQ'hts; i.e. in (3.1) el= l/k for all is k. We In 1, while 9n(er) , 9n(er) , 9n(er) ,9n(er) are eomputed with k= In l.
We compare the unfeasible estimator 9n(er), the OLSE Sn(l), the SWLSE's 9n(er) and 9n(er), the unfeasible OME 9n(er), the M-estimator with fixed seale 9n(1) and the SWME's 9n(er) and 9n(er). In order to save spaee we only report results for the slope eoefficient. We have only eonsidered the classical Huber's estimator, i.e. ",(U)= U min{l, e/l U I} in (2.4), where we ehoose e= 1.345. The robust estimators were eomputed using reweighted le,!st squares. This e produces, under norma lit y, 9n(er) 95% as efficient as 9n(er). We al so report results for the least absolute deviation estimator (LADE) without sealing. , This estimator is used as the starting point in the reweighted procedure for ,~ the Huber's estimators and for the estimation of the residuals in order to compute erl.
The tables show the bias (BIAS), varianee (VAR) and the relative efficieney (EFF) of the different estimators for sample sizes of n= 30, n= 100 and n= 500 with 10,000, 5,000 and 1,000 replieations respeetively. The efficieney is the ratio of the mean square error (MSE) of the estimator with respeet to MSE of Sn(er). We report results for the different disturbanees and the heteroskedasticity models 1 and 2 with different parameter values for o and '1 which produce different degrees of heteroskedasticity. All the programs were written in FORTRAN-77 double precision and NAG-13 routines were used to generate the variates. The programs were run on the Indiana University VAXes.
The simulations strongly support the applieability of our theorem. Through the experiments, the SWME's are always more efficient than the SWLSE's. We observe important gains in efficieney of the semiparametrie estimates as the sample size inereases while the EFF of the others estimators is not signifieantly affeeted. It is obviously due to the faet that the nonparametric estimates of the residual varianees beeome more aeeurate as the sample size inereases. This al so happens when working with parametrie weights. Therefore, for the smallest sample size (n= 30) and when the heteroskedasticity is mild, the SWME's are, sometimes, more inefficient than the LADE. However, when n= 100 or 500, the SWME's EFF is typically greater than one under departures from norma lit y . Samples sizes of 30 or 100 are small in a eross-seetion eontext where samples of several thousands of observations are eommon. In the normal case, the SWME's EFF is quite close to their asymptotie values when n=500 and always is greater than the SWLSE's EFF. ]t is observed, in general, that for similar degrees of heteroskedasticity, the semiparametric estimators based on 0-1 behaves slightly better than those based on erl when the conditional variances are small, while the latter perform better than the former when the conditional variances are larger. The choice of k does not seem to affect significantly the results. We proceed to discuss the tables in sorne detail. Table 1 shows results for CONTAMINATED errors. Note that the contamination is quite moderate. Simulations using this distribution have been al so reported by Huber (1973) and Carroll and Ruppert (1982) . We have considered MODEL 1 and MODEL 2 with '1= O, -1, -2 and 0= 1,3 5. So, in MODEL 1 we have small variances while in MODEL 2 the variances are larger. The severity of the heteroskedasticity is comparable in the two models when '1= -1, -2 and 0= 3, 5. When n=500 the semiparametric estimators efficiencies are fairly close to their asymptotic values. However, when n= 30, the semiparametric estimators are more inefficient than the LADE and OLSE, in sorne cases, especially when the heteroskedasticity is mildo When the heteroskedasticity is heavy, i. e. '1= -2 and 0= S, the SWLSE's are more efficient than than the OLSE for n= 30, but they are more inefficient than the LADE in MODEL 1 (when '1= -2). As expected, the SWME's are always more efficient than the SWLSE's. However, the SWME's are generally more inefficient than the LADE for n=30 in MODEL 1. In MODEL 2, with n= 30, the SWME's appear to be more inefficient than the LADE only when 0= O, 1 and k= Inll2). When n=lOO, the SWLSE's are always more efficient than the OLSE but the SWLSE's are still more inefficient than the LADE in MODEL 1 and MODEL 2 for 0= 1,3. For n= lOO, the SWME's are always more efficient than LADE, OLSE and SWLSE's. They, sorne times, appear to be more efficient than en (e.g. '1=0, -1, 0= 3), as the asymptotic theory predicts. This prediction is fully supported when n= 500. In this case, the SWME's EFF is always greater than 1 and the SWLSE's EFF is closer to 1, but they still behaves worse than the LADE when '1 and o are small. We have tried other distributions (e.g. '·Student and Laplace) with similar results.
In Table 2 we report results for NORMAL errors with MODEL 1 ('1= -2) and . MODEL 2 (0= 5). When n= 30, the LADE is more efficient than 9n(er) and en(er) in '-MODEL 1. In the other cases, the SWME's are more efficient than LADE. As the sample size increases, the SWME's EFF approaches their asymptotic value (.95). Note that for n=500, the SWME's EFF are closer to their asymptotic value than the SWLSE's EFF. In fact the SWME's appear to be more efficient than the SWLSE's in all cases reported, though asymptotically it is 5% more inefficient. this fact is of practical importance.
In Tables 3 and 4 we report results for LAPLACE and T4 errors. The OME's EFF is smaller, in these cases, than in the CONTAMINATED case and, therefore, the SWME's when n= 500 are less spectacular. However, the differences in EFF between the SWME's and SWLSE's are larger than in the CONTAMINATED case. For n= 30, the SMWE's typically perform better than the LADE and always perform better than the SWLSE's.
Conclusions
We have seen that the introduction of robust methods in the estimation of semiparametric models is of practical relevance. The Monte CarIo reported shows that our method can be widely used, without great losses in efficiency when the data are close to normal but heteroskedastic.
APPENDIX
Proof of Theorem 1: In proving the theorem we do not need to assume that an(O") uniquely solves Qn (a, 0")= o but rather that II Qn(Sn(O"), 0")11 is majorized by twice the infimum of IIQn(a, 0")11 over a. Let define, by Lemmas 5, 6 and 9 and Rl (where, heoceforth, K is a geoeric coostant). The left hand side of (b.4) is bouoded by,
by Lemmas 2,3 and 6 and Markov's inequality, noting that, by Holder's inequality, by Lemma 1 and R4. We conclude (b.12) from Chevyshev's inequality, since, by triangle inequality, Lemma 3 and 4 and Holder's inequality,
by Lemma 1. Now note that the left hand side of (b.13) is bounded by,
-2 2 -1 2 mm.er. mm.er. (mm.er.+ mm.er.) {E. ler.-er. l } {n E. L(X.) = o (1) 11 11 11 11 1 1 1 1 1 P by lemmas 5, 6 and 7. The left hand side of (b.14) is bounded by, .
-. where, by Holder's inequality,
and by Cauchy's and Holder's inequalities,
by Lemma 8 and R4. Now note that, 
by the cit. N= 100 N= 100 N= 100 N=500 .8520
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