This paper presents the use of statistically rigorous algorithms combined with active-sensing impedance methods for damage identification in engineering systems. In particular, we propose to use statistical pattern recognition methods to address damage classification and data mining issues associated with the examination of large numbers of impedance signals for health monitoring applications.
INTRODUCTION
Damage identification is an area of interest in many engineering industries and is the most fundamental part of structural health monitoring and damage prognosis problems. The process of implementing a damage detection strategy can be best addressed as a problem in statistical pattern recognition 1 . In this context, the damage detection and structural health monitoring can be broken down into four categories: (1) Operational Evaluation, (2) Data Acquisition and Cleansing, (3) Feature Extraction and Data Compression, and (4) Statistical Model Development. A general overview of this statistical pattern recognition technology can be found in the reference 2 . The focus of this paper is to address the issues associated with categories (3) and (4) coupled with the use of the impedance-based structural health monitoring techniques.
The impedance-based structural health monitoring has shown promising successes in monitoring and finding minor changes in structural integrity. The basic concept of the method is to use high frequency structural excitations to monitor the local area of a structure for changes in structural impedance that would indicate imminent damage. By employing high frequency ranges ( > 30 kHz), the method is very sensitive to incipient changes in structural integrity. Another key aspect of the impedance method is the use of piezoelectric (PZT) materials as a collocated sensors and actuators.
The use of collocated, self-sensing actuators provides a solution to the common structural health monitoring problem of "how to excite a structure" and considerably reduces hardware complexity and power requirement. The small, non-intrusive PZT can be easily installed into and used to monitor remote, inaccessible locations. Furthermore, the size and weight of the PZT patch are negligible compared to those DRAFT of host structures so that its attachment to the structure introduces no impact on dynamic characteristics of the structure.
In order for the impedance method to mature from laboratory demonstration problems to field implementation on complex structures, statistically rigorous algorithms need to be employed to assess the variation of the signature patterns caused by structural damage. However, the signal processing part of the impedance method is probably the least explored area to date. Impedance-based health monitoring is still heavily based on variation of impedance response. Damage metric charts (described in the next section) are used only when a qualitative comparison between data sets needs to be made. Because the impedance-based method relies on experimental data with inherent uncertainties, the use of statistical analysis procedures is inevitable if changes in the impedance caused by structural damage are to be distinguished from those caused by operational and environmental variability.
In this paper, the impedance-based monitoring is cast in the context of an outlier detection framework. A modified autoregressive model with exogenous inputs (ARX) in the frequency domain is developed. The damage sensitive feature is then computed by differentiating the measured impedance and the output of the ARX model. Because of the non-Gaussian nature of the extracted features, extreme value statistics (EVS) is employed to develop a robust damage classifier. In addition, several statistical classifiers, such as cross-correlation coefficients and standard deviations, are used to analyze and compare the results.
In the following sections, the theoretical explanation of the techniques is presented and then, the theory is tested on a numerical example of 5 degree of freedom system and an experimental model of a three story steel frame building.
IMPEDANCE-BASED STRUCTURAL HEALTH MONITORING
The impedance-based health monitoring method utilizes the direct as well as the converse piezoelectric effect simultaneously. Hence, one PZT patch can be used for both actuation and sensing of the structural response.
By analyzing the interaction of the PZT with the host structure, it has been shown that the electrical impedance of PZT is directly related to the mechanical point impedance of the external structure, as shown in the following equation 3 ,
where V is the input voltage to the PZT actuator, and I is the output current from the PZT, a, d 3x , Y xx E , T 33  are the geometry constant, piezoelectric coupling constant, Young"s modulus, and complex dielectric constant of the PZT at zero stress, respectively. Equation (1) sets groundwork for using PZTs for impedance-based structural health monitoring applications. Assuming that the intrinsic properties of the PZT do not change over the monitoring period of the host structure, Equation (1) clearly shows that the electrical impedance of the PZT is directly related to the mechanical impedance of the host structure. This relationship between electrical and mechanical impedance allows the monitoring of the host structure"s mechanical properties using the measured electrical impedance. Consequently, any changes in the electrical impedance signature can be considered as changes in the structural integrity.
An experimental modal test using the electrical impedance of PZT patches (as co-located actuators and sensors) was also investigated by Sun et al. (1995) 4 . In this paper, the authors discuss that both the point frequency response functions (FRF) of a single location and the transfer FRF between two locations on a structure can be obtained by measured electrical impedance.
This work provides a critical insight into impedance-based structural health monitoring technique, showing that the electrical impedance of a PZT constitutes a unique signature of the dynamic behavior of the structure.
Experimental implementation of the impedance method has been successfully demonstrated on several complex structures. A more complete description of the technique and recent trends in experimental investigations are summarized in the reference 5, 6 . Quantitative damage assessment with the impedance method is traditionally accomplished through the use of a scalar damage metric. In earlier work 7 , a simple statistical algorithm, which is based on frequency-by-frequency comparisons and referred to as "Root Mean Square Deviation" (RMSD) has been used,
where M represents the damage metric, Z i , 1 is the impedance of the PZT measured at healthy conditions, and Z i , 2 is the impedance for the comparison with the baseline measurement at frequency interval i. In a RMSD damage metric chart, the greater numerical value of the metric, the larger the difference between the baseline and the impedance measurement of interest indicating the presence of damage in a structure. Raju et al. (1998) 8 adopt another scalar damage metric, referred to as the "Cross-Correlation" metric, which can be used to interpret and quantify information from different data sets. The correlation coefficient between two data sets determines the relationship between two impedance signatures, and provides a qualitative metric chart. In most cases, the results with the correlation metric are consistent with those of RMSD, in which the metric values increase when there is an increase in severity of damage. Zagrai and Giurgiutiu (2001) 9 investigate several statistics-based damage metrics, including RMSD, mean absolute percentage deviation, covariance change, and correlation coefficient deviation. It has been found that the third power of the correlation coefficient deviation, (1-R 2 ) 3 , is the most successful damage indicator, which tends to linearly decrease as the crack in a thin plate moves away from the sensor. However, the main limitation of the use of these damage metrics is as a question of setting appropriate decision limits or thresholds values, forming a motivation of this study.
DAMAGE DIAGNOSIS BY STATISTICAL PROCESS CONTROL AND EXTREME VALUE STATISTICS
In order to address the data mining involved in examining large numbers of impedance signals, we investigate the use of statistical process control in an unsupervised learning mode, which is the first level of damage identification. In particular, the statistical process control paradigm developed for vibration measurements by 1 has been extended and applied to the impedance-based methodology.
Statistical process control methods consist of a two-stage prediction model, that is a combination of an autoregressive (AR) model and autoregressive model with exogenous inputs (ARX). The model is then used to compute a damage sensitive feature. First, an AR model is fit to the measured time histories from both undamaged and "in-question" condition. Then the reference ARX model of the known healthy signal is constructed with the output and residual error estimated from the previous AR model. Finally, the signal in question is fed into the reference ARX model (with the output and residual error from the AR model as inputs), and the damage sensitive feature is obtained from the residual error between the known signal and the output of the ARX model,
where ) (t  denotes the feature extracted from the computation of the residual error, ) (t x is a known signal, and ) ( t x is the output of the ARX model. The procedure used in the AR-ARX model forces the residual error, ) (t  , to be uncorrelated and normally distributed. If the system experiences damage that alters the dynamic response, the reference ARX model is not able to adequately reproduce the new signal, resulting in significant variations in ) (t  . This variation will be indicated by an unusual number of residual error terms exceeding predetermined limits (called control limits). The number outside of the limits is referred to as outliers. A statistically significant number of outliers indicates a system anomaly. The above brief discussion represents a primitive application of statistical pattern recognition to vibration signals that has led to documented success in the literature 1, 10, 11 . The features that are analyzed in the impedance methods are mainly drawn from the frequency domain. In a traditional time-series frame, an ARX model attempts to predict output at the current time point based on its own past time point outputs, as well as the current and past inputs to the system. A frequency domain ARX model attempts to predict the output at a particular frequency based on the input at that frequency, as well as outputs at surrounding frequencies. The outputs at the surrounding frequencies are included as inputs to the model to account for subharmonics and superharmonics introduced to the system through nonlinear feedback. A first order ARX model, among many possible forms of the frequency domain, is as follows 12 ,
where Y() is the response at frequency , U() is the input, and Y(
, respectively. A 1 () and A -1 () are the frequency domain auto-regressive coefficients, and B() is the exogenous coefficient. These terms are then determined by minimizing the sum of the squared error associated with how well the model in Equation (4) describes the measured data. If the nonlinear terms are set to zero, the exogenous coefficient is equivalent to frequency response estimates. More details on frequency domain analysis of data using an ARX input model can be found in references 13, 14 . To date, impedance-based methods have focused on using the real part of the induced electrical impedance for monitoring structures. Only the real part is used due to the extreme temperature sensitivity of the imaginary part of the data. With the traditional impedance measurement approach, using an analyzer such as HP4194A, the measurement of the nonlinear terms, Y(
, is not currently available, imposing difficulties using the frequency domain ARX model with the impedance methods. These nonlinear terms must be measured in the time domain and an appropriate FFT procedure is necessary. Therefore, we propose using a modified frequency domain ARX model by replacing the nonlinear terms in equation (4) with curvatures of measured impedance data, defined as follows,
In equation (5) , the curvature of impedance were obtained numerically by using a central difference approximation as,
where Z() is the measured impedance. It should be noted that this modified ARX model does not explicitly consider the nonlinearity as originally proposed by Adams (2000) 10 . It does not indicate strain, displacement, or velocity relationship either. Instead, by considering the coupling terms in the curvatures before and after the frequency components, the proposed ARX model is an attempt to force the correlation of the measured impedance with the adjacent frequencies of
, which is fine enough to allow the extraction of the unique characteristics of measured impedance data. The slope of the impedance data can also be used although the coupling terms would be limited to
Once the coefficients of B(), C 1 () and C -1 ()are obtained with the several baseline impedance measurement in the least square sense, the model is then used to predict the response of newly measured signal. As in the time domain AR-ARX model, this prediction model should be able to appropriately predict the new signal if the new signal is close to the reference signal. On the other hand, if the new signal is recorded under a structural condition different from the conditions where reference signals were obtained, the ARX model would not reproduce the new signal well. Thus, the residual error is adopted as a damage sensitive feature in this method as in time domain analysis, casting the impedancebased approach into outlier detection framework.
When analyzing the residual error, Extreme Value Statistics (EVS) has been employed 15 . The major problem in statistical analysis is that the functional form of the distribution is often unknown and there are an infinite number of candidate distributions.
However 15, 16 . In summary, the proposed damage detection algorithm consists of impedance data acquisition, construction of the frequency domain ARX model, establishment of the control limit coupled with EVS, and the discrimination between features from the undamaged and damaged structures with the statistical confidence.
5-DEGREE OF FREEDOM SYSTEM
A simulation example is presented to demonstrate the method presented above. The objective of this simulation is to perform novelty detection, which identifies existence of damage as a first step in structural health monitoring. With the impedance method, the next step, identifying the location of damage, can be easily accomplished by interrogating the PZT sensor/actuator individually by employing high frequency ranges.
The system of interest is a simple 5 degree-of-freedom (DOF) spring-mass-damper system that has been simulated in MatLab, shown in Figure 1 . Mass, damping and spring coefficients have been held constant at 7 kg, 3 N-s/m, and 7000 N/m, respectively. The system is subjected to a load at Mass 5, and the resulting response is measured at the same location. This is consistent with the self-sensing concept of the impedance sensors/actuators.
Changes in spring and damping coefficients of Mass 1 and Spring 1 constitute "damage" to the system. Damping changes has been included in this analysis, otherwise only the shifts of resonant frequency be observed. Damage I refers to 10% reduction in the spring, and 10% increase in the damping coefficient. Damage II refers 20% changes in both spring and damping in the same manner.
The real part of mechanical impedance was analyzed as shown in Figure 2 . The deduced mechanical impedance, or mobility, is a point transfer function, hence its real part is always positive. As such, the real part of measured electrical impedance of a PZT is always positive as illustrated in the figure. To simulate a more realistic situation, a random noise (10% noise to signal ratio) with a Gaussian normal distribution is added to each of the undamaged and damaged response curves. As depicted, there is a slight change in mechanical impedance with the induced damage, which suggests change in the structural parameters of the system.
With the added noise, a total of 7 undamaged responses were taken. Five of them have been used to obtain the B(), C 1 () and C -1 () coefficients of the modified ARX model and remaining two have been used for "false-positive" test. Damaged responses are then simulated and the previously proposed damage detection algorithm is applied. Once the coefficients of the ARX model have been obtained, the responses are reproduced using the model. Figure  3 shows the original and reproduced mechanical impedances after fitting the ARX model under the undamaged condition. As shown in the figure, the responses are very close, even with the significant noise added. In the noise-free case, the original signal was much more closely reproduced with the small errors only in the vicinity of resonant frequencies.
Once the damage sensitive features were computed (in this case residual errors), EVS is used to accurately model the behavior of the feature distribution's tails. Out of the three distributions, the Frechet distribution shows an accepted fit of maxima as shown in Figure 4 . Once the distribution parameters are chosen, it is possible to generate confidence limits that can be applied to. These limits are far more accurate than those obtained when assuming a Gaussian distribution. The thresholds corresponding to 99.7% confidence level are calculated for both maxima and minima. Table 1 illustrates the effectiveness of the limits found using EVS versus those calculated using the normality assumption of the data. For a sample size of 10,000 points and a 99.7% confidence interval, one should expect 15 outliers on each side of the confidence interval for undamaged data. All numbers displayed in the second row are associated with the normality assumption. Clearly, the confidence limits derived using EVS are much closer to the actual 99.7% limits (30 total outliers) than those derived using the normality assumption. It is clear that if confidence limits based upon the normality assumption are used, there are many false positives, which negates any usefulness that the analysis sought.
In damage cases, there are increasing numbers of outliers, which clearly indicates the presence of structural anomaly. The method also shows somewhat quantitative information regarding the severity of damage. With the increasing levels of damage, there is a corresponding increase in the number of outliers. In summary, this simulation results show that the proposed damage detection algorithm will be able to detect damage in a structure. The method will be more effective, if it combined with active-sensing impedance methods. 
PROOF-OF-CONCEPT APPLICATIONS
The test structure, shown in Figures 5 and 6 , is a simulated three-story moment-resisting frame structure, constructed of unistrut columns and aluminum floor plates. Floors are 1.3-cmthick aluminum plates with two-bolt connections to brackets on the unistrut columns. Support brackets for the columns are bolted to this 3.8 cm think aluminum base plate. Four PSI-5A PZT patches (2.5 cm x 2.5 cm x 0.025 cm) are bonded to the brackets that affix the second floor to the unistrut columns for acquiring electrical impedances, as shown in Figure 7 . This size makes the PZT actuators/sensors small enough not to be intrusive. The impedance measurements were made through Dactron FFT analyzer with an impedance sensing circuit in the frequency range of 5-20 kHz.
After measuring the several baseline impedance signatures, damage was introduced by loosening a bolt over selected locations. Two conditions were imposed on this structure in sequence, as shown below.
 Damage I: loosening a bolt at Joint 1  Damage II: loosening a bolt at Joint 3. A total of 13 impedance measurements were taken over a 3-week period (7 baseline measurements, 1 measurement under Damage I, and 5 measurements under Damage II condition). The measurements were taken at different time intervals on different days. This is because the impedance signatures are expected to show relatively large variations because of the presence of bolted joints in the structure and slight changes in room temperature during the test. When designing and planning long-term health monitoring system, these ambient effects should be taken into account. In the impedance-based technique, analyzing impedance signatures before and after damage would produce a measurement of change in most cases. However, a variation in the impedance measurements due to the induced damage must be larger than that caused by these boundary or ambient condition changes. The impedance measurements (real part) of PZT at joint 1 are shown in the following figures. Figure 8 shows all 7 undamaged impedance curves. It can be seen that the essential pattern of the impedance signatures remains the same over time when damage was not induced. There are small random variations along the curves over the days of testing. However, the variations are relatively small and the measurements are repeatable. No noticeable degradation in the impedance signature is observed. After the damage is induced (loosening one bolt), a significant change occurs in the signature pattern of the impedance curve over the entire frequency range, shown in Figure 9 . This is because the damage causes changes in stiffness or damping resulting in changes in mechanical impedance of the joint. All measurement readings taken after Damage II also follow a similar pattern as that of Damage I and are shown in Figure 10 . This is because the Joint 1 is distant from Damage II (introduced at Joint 3), hence only a small change, if any, has been observed Both Damage I and II are well out of the sensing range of PZT bonded on Joint 2. Hence, measurements taken from this PZT do not show any significant difference from one another, as shown in Figure 11 . The remaining two PZTs show the same pattern. A complete change occurs in the signature pattern of the curve over the entire frequency range when the damage is introduced close to the sensor location. If the damage is distant, there are only minor variations of the existing signature pattern.
By looking for variations in the impedance measurements, structural damage can be detected and located. However, the visual analysis of the impedance measurement graph is not suitable for on-line implementation of the impedance-based health monitoring technique. Traditionally, to simplify the interpretation of the impedance variations, a scalar damage metric is used to analyze the information from each PZT. As described in the previous section, there are many possible damage metrics that could be used, namely RMSD, cross correlation, or standard deviation. The damage metric based on RMSD is shown in Figure 12 . The damage metric provides a summary of the information obtained from the impedance response curves. As can be seen in Figure 12 , there is an increase in damage metric if damage is located close to the PZT. Normal variations are relatively small. It should be noted that, because of relatively low frequency range being used in this study (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) kHz) as compared to traditional impedance approaches (> 30 kHz), it is expected that damage initiated at one joint will be detected by sensors at the other joints. In addition, because of the relatively small dimension of the structure, it was visually observed that the structure undergoes somewhat global changes with the induced damage, i.e., twisting and/or bending of the aluminum floor plate and joints, making damage localization quite difficult.
The other damage metrics using cross correlation or standard deviation show a similar pattern as that shown in Figure 12 . However, none of these methods establishes threshold values or statistical confidence intervals of the structure condition. The decision-making is somewhat arbitrary and there are currently no limits framed in a rigorous statistical manner that have been used with this method.
In order to apply the proposed outlier analysis, the first five baseline measurements were used to obtain auto-regressive coefficients and exogenous coefficients of the modified ARX model. Once the coefficients were identified, the residual errors were extracted as a damage sensitive feature by differentiating the measured impedance and output of the ARX model. Once again, EVS was employed to establish the confidence limit of 99.5%, and it was determined that the Frechet distribution was the most appropriate extreme value distribution for the use in the analysis. If the normality assumption was used, there were many false positives with the inflated number of outliers. The selection of the decision limit depends on the specific structure and type of damage to be monitored. The 99.5% was chosen in this study because it provides acceptable risk. For a sample size of 1020 points and a 99.5% confidence interval, 5 or 6 outliers beyond the confidence interval for an undamaged case are expected. Figures 13 and 14 show the residual errors as well as the associated 99.5% confidence interval, for Joint 1. Figure 13 depicts the baseline undamaged case and Figure 14 shows Damage case I, in which Joint 1 has been damaged. There is a clear visual distinction between the undamaged and damaged conditions.
The number of outliers for each joint and for each damage case is shown in Table 2 . It can be seen that results from the undamaged condition, tests 1 through 7, are excellent, showing no false positive indication of damage at all joints. Two damage conditions are then correctly identified. At damage I, there is a large increase in the number of outliers (38) at Joint 1, which is clearly indicative of damage at the location. PZT 3 does not show any changes, compared to the baselines and compared to PZTs 2 and 4, because it is located farthest away (diagonally apart) from the damaged joint. When Damage II was introduced, there was a large increase in the number of outliers (39) at the newly damaged joint, and a small increase in the number of outliers at Joints 2 and 4. This result shows that the proposed algorithm coupled with impedance methods can clearly detect and locate a state of structural damage.
The proposed method provides a distinct advantage to traditional impedance-based health monitoring approaches.
The inclusion of a rigorous statistical framework enables a more quantitative assessment of the damaged and undamaged conditions. As stated, the main limitation of previous impedance-based approach was "how to establish appropriate control limit or thresholds values for damage indication." The decision was typically made based on arbitrary values, i.e., "small variations" for undamaged cases and "large variations" for damaged cases. In this proposed approach, the undamaged condition can be quantitatively assessed by tracking the number of outliers. The numbers within or below the control limit can be considered as an undamaged state. In the case of damage present, the proposed algorithm shows a statistically significant number of outliers outside the control limits that allows a diagnosis of the damage state in a more conclusive manner.
The identified outliners can also be considered as "key indicators" for damage identification and structural health monitoring. For real-world applications, the impedance measurement would produce overwhelming amounts of data from hundreds of sensors. Data compression into a small dimensional feature is required by this constraint. The proposed algorithm allows the condensation of the large amount of data into a much smaller data set, allowing the method to function largely without human interaction. 
DISCUSSIONS
A statistical pattern recognition algorithm has been incorporated into the impedance-based structural health monitoring technique. The results collected from the numerical and experimental tests demonstrated the capability of this technology to detect damage in a statistically quantifiable manner. There are, however, certain research issues remaining for more effective implementation of the proposed technique.
The robustness of the proposed algorithm against ambient condition changes, such as significant temperature variations, needs to be investigated, and if required, must be improved.
In addition to the residual errors used in this study, new parameters, such as relative and/or absolute changes in exogenous or autoregressive ARX coefficients can also be used as possible candidates for damage sensitive features and may provide a better performance in damage identification.
It has been found that the frequency domain ARX coefficients are sensitive to leakage 12 in the frequency response measurements. In this study, a prior curve fitting on the impedance data was performed before constructing the ARX model in order to minimize this effect. A study is needed to identify and quantify the effects of leakage or noise in experimental data on the proposed algorithm.
The inclusion of EVS improves the reliability of the method by placing it within a rigorous statistical framework. However, the selection of proper EVS distribution for each data set and the evaluation of associated distribution parameters are still heavily based on an initial guess and a trial-and-error method. A new process that automates estimation of proper distributions and associated parameters needs to be established.
These issues are currently under investigation and the results will be published in the near future.
CONCLUSION
A new pattern recognition approach that capitalizes the features of impedance signals has been presented for structural damage identification problems. A modified autoregressive model with exogenous inputs in the frequency domain has been constructed and associated prediction errors are used as damage sensitive features. The method of outlier analysis is then adopted to determine the damage state of a structure. Extreme value statistics have been used to set up proper confidence limits because of the non-Gaussian nature of the identified feature distribution tails. A numerical example on a 5 degree of freedom system and experimental results on a three-story building model have been presented to demonstrate the proposed concept. It has been found that the proposed algorithm can assess the condition of a structure in a more quantifiable manner over the traditional impedance approaches.
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