Traditional principal component analysis often produces non-zero loadings, which makes it hard to interpret the principal components. This drawback can be overcome by the sparse principal component analysis procedures developed in the past decade. However, similar work has not been done when the random variables or vectors are contaminated with measurement errors. Simply applying the existing sparse principal component analysis procedure to the error-contaminated data might lead to biased loadings. This paper tries to modify an existing sparse principal component procedure to accommodate the measurement error setup. Similar to error-free cases, we show that the sparse principal component for the latent variables can be formulated as a bias-corrected lasso (elastic net) regression problem based on the observed surrogates, efficient algorithms are also developed to implement the procedure. Numerical simulation studies are conducted to illustrate the finite sample performance of the proposed method.
Introduction
As an efficient dimensional reduction technique, principal component analysis (PCA) provides a sequence of orthogonal linear combinations of the random variables, called principal components (PCs), from a multi-dimensional random vector, which can sequentially capture the biggest variability among the data collected from the random vector. Through these PCs, one can extract the commonality contained in the vector, and hopefully, an informative explanation might follow. Many interesting applications of PCA can be found in the areas of engineering, biology, education and other social science, for example, the handwritten zip code classification in Hastie et al. (2001) , the human face recognition in Hancock et al. (1996) , and the gene expression data analysis in Alter et al. (2000) , just name a few. However, the entries in the loading vectors usually are nonzero which makes the interpretation of the PCs difficult. To overcome this drawback, Henry (1958) proposed the famous rotation technique; Gorsuch (1983) recommended rotating with varimax to produce orthogonal PCs or promax to produce oblique PCs. For more information on determining the proper rotations, see Tabachnick and Fidell (2007) ; By restricting the loading values to be 0, 1, and −1 or other values, Vines (2000) proposed a simple principal component analysis; By imposing a L 1 constraint on the loading vectors directly, Jolliffe and Uddin (2003) proposed the SCoTLASS method. As noted in Zou et al. (2006) , the SCoTLASS technique suffers from the high computational cost, and insufficient sparsity of loadings when a high percentage of explained variance is required. Being aware of that the PCA can be reformulated as a ridge regression problem, Zou et al. (2006) proposed a modified Sparse PCA (SPCA) by integrating the elastic net approach with the lasso procedure, to produce sparse loadings. In addition to its attractive regression type optimization idea, the popularity of the SPCA is enhanced by its very efficient algorithm. Lasso and elastic net are very popular variable selection procedures in high dimensional modeling, we will not introduce them here for the sake of brevity. More details on these methodology can be found in Tibshirani (1996) , Efron et al. (2004) , Zou and Hastie (2005) , Zou and Trevor (2005) and the references therein.
In the following discussion, we shall use the bold capital letter X to denote a n × p data matrix, its ith row is denoted by x i , i = 1, 2, . . . , n, which will be viewed as a random sample from some population x. The jth column of X will be denoted by X j , j = 1, 2, . . . , p. Often times, the quantity of interest x cannot be observed directly in practice, which is often called the latent variables or vector. Instead, a surrogate z can be observed, which is related to x in an additive way z = x + u, where u is called the measurement error, x and u are independent. For some introduction on measurement error modeling, see Fuller (1987) and Carroll et al. (2006) . Clearly, the PCA based on x is not feasible in this scenario. If we simply apply the existing SPCA procedure to the error-contaminated data, it might lead to biased loadings, just like the naive estimates in errors-in-variables regression models. Therefore, an interesting question is how to identify the loadings for x based on the sample from z and some additional information from u. In the measurement error setup, the covariance matrix Σ u of u is often assumed to be known. In the case of Σ u being unknown, replicated observations on x are often used to obtain a consistent estimate of Σ u . More discussion on this case can be found in Section 3. In this paper, we will try to extend the SPCA of Zou et al. (2006) to the measurement error setup under the assumption of known Σ u . Throughout the paper, for any generic random vector a, Σ a denotes the population covariance of a.
Note that the additive structure and the independence imply Σ z = Σ x + Σ u , so to find PCs for Σ x , one can directly work on Σ z − Σ u , provided the latter is known. However, this is rarely the case in practice. The PCA based on the sample covariance matrix is not as natural as the error-free situation simply because we do not know the sample covariance matrix of the latent vector x. If we denote
, whereā,b are the mean vectors from the corresponding sequences, then simple algebra gives S zz = S xx + S xu + S ux + S uu . By subtracting Σ u from both sides, we have S zz − Σ u = S xx + S xu + S ux + S uu − Σ u . Since S xu + S ux + S uu − Σ u converges to 0 at the rate of 1/ √ n under quite general assumptions, so we can expect that the PCs based on S xx could be well approximated by the PCs based on S zz − Σ u , but the effect of removing S xu + S ux + S uu − Σ u from analysis on the resulting PCs should be investigated when the sample size is small. To adapt Zou et al. (2006) 's SPCA to our current setup, we have to find a way to transform the problem to a penalized linear regression problem. The paper is organized as follows. Section 2 discusses the PCA based on population covariance matrices, a simple argument and some numerical examples are presented to show that PCA based on the covariance matrix of the surrogates often leads to biased PCs, but in a particular case, the PCs obtained from the matrices of the surrogates and the latent variables are the same! The direct bias-corrected SPCA approximation is introduced in Section 3, followed by the efficient algorithm developed for the proposed procedure, as well as some remarks on the adjusted total variances, the computational complexity of the algorithm and how to apply the proposed method when Σ u is unknown but replicated observations are available. Numerical studies are conducted in Section 4, and all the theoretical derivations are postponed to Appendix.
PCA based on population covariance matrices
Before we work on the sample covariance matrices, it might be more illuminating to investigate the effect of measurement errors on the PCA based on the population covariance matrices. Note that Σ z = Σ x + Σ u , the PC directions of x might not be the same as those of z because of the perturbation of the measurement error. However, if Σ u is diagonal and all the diagonal entries are equal, then the PC directions of x and z are indeed the same. To see this point, assume that Σ u = σ 2 I, and the spectral decomposition of Σ x is QMQ T , where M = diag(m 2 k ). Then we must have
While maintaining the direction of principal components, the above result also implies the magnitudes along the principal components are inflated by an additive factor σ 2 . For the general case, the eigenvalue-eigenvector relationship between Σ z and Σ x becomes complicated, however, Σ z − Σ u = Σ x suggests us to study the PCA of Σ x , one can study the PCA of Σ z − Σ u . For illustration purpose, we choose
Accordingly, let Σ z be Σ x +Σ (j) u with j = 1, 2, 3, that is, the latent vector x is contaminated with three different measurement errors. Fig. 1 shows the principal components of Σ x and Σ z with Σ u defined above. It is easy to see that the principal components of Σ x and Σ z are the same for Σ 1 u , and different for the latter two cases.
Knowing the covariance matrix Σ z is an ideal case. More realistically, the observations for z are available, therefore the principal component analysis should be based on S zz − Σ u , where S zz is the sample covariance matrix of z i , i = 1, 2, . . . , n. Note that the bias-corrected statistic S zz − Σ u is a consistent estimator of Σ x , so when the sample size is small, the performance of the principal component analysis based on S zz − Σ u may not be very satisfying and the results should be cautiously interpreted. In particular, in the finite sample cases or if the dimension p is larger than the sample size n, S zz − Σ u can be negative definite, which presents a serious challenge to the proposed methodology, since the principal component analysis is only discussed among the nonnegative definite matrices. If S zz − Σ u is indeed negative definite, it might be worth to try working on its nonnegative definite projection, but the theoretical and practical implication by doing so should be carefully investigated. Due to these concerns, we shall assume that S zz − Σ u stays nonnegative definite throughout the paper.
Without loss of generality, each columns in Z will be centered at 0, so the covariance matrix S zz = n −1 Z T Z. One may directly apply the SCoTLASS method proposed by Jolliffe and Uddin (2003) to obtain sparse loadings. However, as Zou et al. (2006) pointed out, the SCoTLASS does not have much guidance in choosing the constraint value, and high computational cost should be paid to find a proper one from a grid of candidate values. Moreover, some numerical studies show that the loadings obtained by SCoTLASS are not sparse enough when a high percentage of explained variance is required. In the following section, we will extend Zou et al. (2006) 's SPCA method to the measurement error setup.
Direct sparse approximations
When x is directly observable, Zou et al. (2006) noted that since each PC is a linear combination of the p variables, thus its loading can be recovered by regressing the PC on the p variables. In fact, for each PC Y , the normalized ridge estimateβ given bŷ
for some positive λ reproduces the corresponding loadings. In order to adjust the bias, the argument for measurement error setup is slightly different from Zou et al.'s case. Let the spectral decomposition of Z
where ∥a∥ 2 A = a T Aa for any proper vector a and symmetric matrix A. We can show thatβ/∥β∥ = V j .
To achieve sparsity, L 1 penalty is added to (1), the optimization problem becomeŝ
The normalized solutionV j =β/∥β∥ will be used to approximate V j , the jth loading vector of x.
The criterion based on (2) depends on the results of PCA of Z T Z−nΣ u explicitly. Similar to Zou et al. (2006) 's criterion (3.5), this type of criterion is not a genuine alternative to SCoTLASS. We shall present a self-contained regression type criterion to derive the PCs which is the counterpart of Theorem 2 in Zou et al. (2006) .
In the above theorem, a ∝ b means the vector a is the same as the vector b except for a constant. The following theorem is an extension of Theorem 2 which recovers the whole sequence of PCs of Z
The above theorems successfully transform a PCA problem to a ridge regression problem, thus a sparse PC loading can be achieved by adding a L 1 penalty to the target functions defined in Theorem 1 or 2. For example, if we want to have k sparse loading vectors, then we can consider the following optimization problem
thenṼ j =β j /∥β j ∥ is called an approximation to V i , and XṼ j is the jth approximated principle component score of X.
In order to develop an efficient algorithm for the optimization problem (2), we need the following theorem.
Theorem 3. For any fixed B, consider the constrained minimization problem
From the proof of Theorem 2, we note that the target function in Theorem 2 can be rewritten as a sum of two terms, one term only depends on A, and the other term has the following form
, and Y j = Mα j , then we can rewrite the above term as
Thus, an alternating algorithm to solve the optimization problem (3) can proceed as follows
(1) Choose an initial value forÂ;
(2) For a givenÂ, solveB = (β 1 , . . . ,β k ) through the following elastic net estimation procedurê
(4) Repeat steps (2) and (3) alternately until convergence is achieved
We end this section with some remarks. (2003) and Zou et al. (2006) , the PCs obtained here do not satisfy the uncorrelated property. In the error-free case, let P = XV be the modified PCs, Zou et al. (2006) noted that using Tr(P T P) to represent the total variance is too optimistic. To account for the correlations among modified PCs, Zou et al. (2006) proposed a new formula to compute the total variance explained by P. Suppose {P j , j = 1, 2, . . . , k} are the first k modified PC. DenoteP j·1,...,j−1 the residual after adjusting P j for P 1 , . . . , P j−1 by linear regression, that iŝ
Remark 1 (Adjusted Total Variance). Similar to Jolliffe and Uddin
where H 1,...,j−1 is the projection matrix on the linear spaced spanned by {P i : i = 1, . . . , j − 1}. Then the adjusted variance of P j is ∥P j·1,...,j−1 ∥ 2 , and the total explained variance is defined as
Since X is not available in the measurement error setup, so the extension of the above formula to our situation is not straightforward. Notice that the total variance explained by the PCs only depends on the Gram matrix P T P = X T X in the error-free case, and on the matrix Z T Z − nΣ u in the measurement error case, so we can define pseudo-PCs of X as (
j , and the define the adjusted variance of XV j and the total explained variance accordingly.
Remark 2 (Computation Complexity).
Compare the algorithm proposed in this paper and the one from Zou et al. (2006) , we can see that the major difference between these two procedure is that in the error-free case, the SPCA only depends on the Gram matrix X T X, while in the measurement error case, the SPCA only depends on the bias-attenuated Gram matrix Z T Z − nΣ u . Therefore, the computation complexity in measurement error setup is the same as in the error-free case.
Remark 3 (Unknown Σ u ). The assumption of known Σ u may not be realistic in practice. However, if replicated measurements can be made at each x values, then this assumption can be removed. To be specific, assume at each x we can observe two z values, that is
Then we havē
On the other hand, we also
Note that the covariance matrix of (u i2 + u i1 )/2 is the same as that of (u i2 − u i1 )/2, so the covariance matrix of (u i2 + u i1 )/2 can be estimated by the sample covariance matrix based onz i 's. Denote this sample covariance matrix as Szz, and the sample covariance matrix based onz i 's as Szz, then the sparse principal component analysis can be made through Szz − Szz, provided that it is nonnegative definite.
Remark 4 (Relative Magnitude Between Σ x and Σ u ). The relative magnitude of Σ x and Σ u does affect the performance of the proposed method, especially when the sample size is small. In this case, it is more likely for S zz − Σ u to be negative definite. However, as long as the sample size is large and S zz − Σ u keeps non-negative definite, the performance of the proposed method works well. The key is that Σ u is known, which implies that no matter how large Σ u is, we can always recover Σ x from S zz − Σ u , although the variability of the solution might be a question of concern.
Numerical studies
To evaluate the finite sample performance of the proposed methodology, we conduct two simulation studies in this section based on some existing frameworks in literature. The effects of sample size, the structures of covariance matrix of the measurement errors, the magnitudes of the measurement errors, and the choices of different penalty values on the resulting loading vectors will also be investigated. The first simulation is based on the hidden factor model in Zou et al. (2006) . The known hidden factors allow us to better check the performance of the proposed methodology. By adding normal measurement errors with different covariance matrix structures to the 10 variables X j 's, which will be served as latent variables, 10 observed variables Z j 's are created. The second simulation is based on the correlation matrix of 13 variables from the pitprops data set in Jeffers (1967) . The variances for these 13 variables are made up hence a pseudo covariance matrix is obtained, say Σ X , then by assuming different covariance structures of measurement errors, we generate two sets of random observations X and U from normal distributions with specified covariance matrices, the observed contaminated data thus can be constructed according to the additive relationship Z = X + U. After replacing S xx with S zz − Σ u , the SPCA algorithm for measurement error model is same as the SPCA algorithm for error-free case, so in the following simulation, all the computations are done using R-package elasticnet developed by Zou and Hastie (2012) . In the following, we shall call the SPCA based on S zz the Naive method, the SPCA based on S zz − Σ u the bias-corrected (BC) method, and the SPCA based on S xx the Oracle method.
The performance of the proposed BC SPCA will be compared with the Naive SPCA, and the SPCA based on the S xx of the latent variables which, although infeasible in real application, may serve as a benchmark for the purpose of comparison. The following three aspects will be used as the criteria to judge the goodness of procedure:
• The agreement of the sparsity. This agreement will be evaluated by checking the number of nonzero loading values for leading sparse PCs being selected.
• The direction of the loading vectors. This is evaluated by the correlation coefficients or the L 2 -distances between the loading vectors from Naive SPCA or BC SPCA procedures and the SPCA procedure based on S xx .
• The percentages of expressed variances from leading sparse PCs being selected.
A synthetic example
According to Zou et al. (2006) , the three hidden factors are defined as
. . , n, where ε i ∼ N(0, 1), i = 1, 2, . . . , n, and V 1i 's, V 2i 's and ε i 's are independent. Then 10 latent variables X are defined as follows and ε ji 's are independent. Let U = (U 1 , . . . , U 10 ) ′ be a 10-dimensional multivariate random vectors from N 10 (0, Σ U ), we construct the observed variables according to Z ji = X ji + U ji , where (U j1 , . . . , U j,n ) are n observations from U j , j = 1, . . . , 10. In the simulation, Σ u is chosen to be Σ u,1 = 20I 10×10 , Σ u,2 a diagonal matrix with randomly generated values from uniform distribution between 5 and 50 in its diagonal direction, and Σ u,3 whose off-diagonal elements are 2's, the first five diagonal values are 30's and the rest five diagonal values are 15's. To see the effect of sample sizes, we choose n = 100, 200, 500, 1000.
For the sake of completeness, the lower triangular part of the population covariance matrix of X is given in Table 1 . As analyzed by Zou et al. (2006) , in the measurement error free case, that is, the observations on X are available, then we only need to consider two derived variables with right sparse representations. Furthermore, the first PC should recover the factor V 2 only using X 5 , X 6 , X 7 , X 8 , and the second derived variables should recover the factor V 1 only using X 1 , X 2 , X 3 and X 4 .
The numerical study in Zou et al. (2006) also shows that by restricting the numbers of nonzero loadings to four, the first PC uniformly assigns nonzero loadings on X 5 , X 6 , X 7 , X 8 , while the second PC uniformly assigns nonzero on X 1 , X 2 , X 3 and X 4 .
However, in real application, the exact population covariance matrix of X is unknown, so we shall use the sample covariance in the simulation. Also, we will not restrict the number of nonzero loadings to four for the PCs, instead, the sparsity of the loading vectors is only controlled by the penalty parameter. In all the simulations, the parameter λ in quadratic penalty is chosen to be 0, and the parameters λ j , j = 1, . . . , 10 are chosen to be 20. Some other choices for the penalty parameters are also tested, and the simulation results show the performance of the procedures are pretty stable when the penalty parameters do not vary too much. For the sake of brevity, the simulation results of other choices are omitted.
As we mentioned in Section 1, also witnessed in Section 4 and Appendix, the proposed algorithms approximate S xx with S zz − Σ u . In fact, a better approximation should be S zz − S xu − S ux − Σ u . Lack of information on S xu and S ux prevents us from making a more precise analysis based on the better approximation. To see the effect of the knowledge of S xu and S ux on the final SPCA, we also conduct a simulation study pretending we know the oracle information of these two covariance matrices, that is, we will use the simulated observations from x and u to calculate S xu and S ux . The corresponding methodology is labeled as BC-O.
Tables 2-4 are the simulation results when Σ u = 20I 10×10 . Table 2 reports the number of non-zero loading values in the 2 two leading PCs. It is not surprising to see that for such a measurement error covariance structure, all procedures picked out nearly same number of variables, in particular, when the sample size is large. The percentages of expressed variance from all ten PCs are presented in Table 3 . For moderated large sample sizes, the proposed bias-corrected SPCA clearly is much superior to the naive algorithm, and as expected, the performance of BC-O is nearly the same as the SPCA based on the true covariance matrix of X. The superiority of the proposed BC over the naive method is more clearly seen from Table 4 , where the correlations of the first selected PCs between Naive and Oracle, BC and Oracle, BC-O and Oracle are reported. The biggest correlations are between BC-O and Oracle, followed by BC and Oracle, and Naive and Oracle. The high correlation between BC and Oracle indicates that after bias correction, the biases in loading vectors are reduced, in particular for large sample sizes. Also, we can see, knowing the ''oracle'' information on S xu and S ux can greatly improve the SPCA performance. Tables 5-7 are the simulation results for the second covariance structure, and Tables 8-10 are for the third covariance structure. From Tables 5 and 8 , we can see the number of nonzero loading values are more variable for the Naive method when the sample size is small, and the superiority of the proposed method over the naive algorithm is evident. Another striking phenomenon is that under the selected penalty parameters, all 10 PCs contribute, no matter how small it is, to the total variances, and the bias-corrected methods successfully put all their variance contributions into the first two PCs, which coincides perfectly with the SPCA conducted directly on the covariance matrix of the latent variables. We also tried other covariance matrices for the measurement error with different magnitude, all simulation results show that the proposed method can greatly reduce the bias, and can even almost eliminate the bias when sample size is large. Those results will not be presented here for the sake of brevity. To check the performance of the proposed method when p is larger, we also conduct a simulation study when p = 50 and n = 100, 200, 500 and 1000. In the simulation, the first ten latent variables are the same as in the above simulation study, the other 40 latent variables are generated from X ji = 0.1V 1i + ε ji , j = 11, 12, . . . , 50, and i = 1, 2, . . . , n, ε ji ∼ N(0, 1) for all i, j. The Σ u is also chosen as the ones we used in the above simulation, except now the dimension becomes 50. For Σ u,3 , we set the first 25 diagonal values to be 30 and the rest 25 diagonal values to be 15, the off-diagonal elements are still 2's. The simulation results clearly show that the proposed method is superior to the naive method. Tables 11-13 are the simulation results for Σ u,3 . The simulation results for Σ u,1 and Σ u,2 are omitted for the sake of brevity.
We also conduct a simulation study when Σ u is unknown but replicated observations on x are available, see Remark 3
in Section 3 for the details of implementation. The simulation results show that the naive method sometimes performs better than the proposed bias-corrected method. Since the average of replicates z approximates the true x better than only single observation, so the improvement is not a surprise. However, as the measurement error variances become larger, the proposed method becomes superior to the naive method. Table 14 Pitprops correlation matrix. 
A sensitivity study based on pitprops data
The pitprops data set of Jeffers (1967) consists of a correlation matrix based on 13 variables and 180 observations. Those 13 variables were originally used as explanatory variables in a regression problem from a study on the strength of pitprops cut from home-grown timber. See Jeffers (1967) for a detailed description of the data. It is a famous classical example illustrating the difficulty of interpreting the PCs. The pitprops correlation matrix, denoted by R, is given in Table 14 .
To generate the observed data, we define a diagonal matrix V = diag(σ 1 , . . . , σ 13 ), and VRV will be treated as the covariance matrix of X = (X 1 , . . . , X 13 ); then we define a covariance matrix Σ u which will be treated as the covariance matrix of measurement errors; finally, a sample of size n from the multivariate normal distribution with mean 0, covariance matrix VRV, and a sample of size n from the multivariate normal distribution with mean 0, covariance matrix Σ u will be generated, denote them as X and U, and the observed data set will be Z = X + U. With different choices of Σ u , we shall apply the proposed SPCA algorithm to find SPCAs for X. Similar to the first simulation study, we will investigate the effect of sample sizes, structure of covariance matrix of the measurement error on the sparsity of the resulting PCAs. The sample sizes are taken to be n = 180, 360, 720 and 1440. Three covariance structures for the measurement errors are considered in the simulation: Σ u = 2I 13×13 ; Σ u = diag(2, 2, 2, 2, 4, 4, 4, 4, 1, 1, 1, 1, 6); and Σ u with the first 7 values being 10, and the last 6 values being 1 in its diagonal, and 0.25 being off-diagonal entries.
As in Zou et al. (2006) , the first 6 PCs are reported here. For the first covariance structure, Table 12 reports the nonzero loading values from the first 6 PCs for three procedures, the naive, BC and the Oracle procedures; Table 13 is the percentage of expressed variances. Different from the first simulation study, here the closeness of the PCs between any two different methods is evaluated by the L 2 distances of PC loading vectors, because of all zero values in some PCs. In this simulation, we choose λ = 0 for the quadratic penalty, and for L 1 -penalty, λ 1 = 0.06, 0.16, 0.1 for the first three PCs and 0.5 for other 10 PCs, the first 6 λ 1 values are the same as in Zou et al. (2006) , we also used some different λ 1 values in the simulation near the values we are chosen, and the simulation results vary only slightly. The SPCA result shows that under the error-free setup, that is the SPCA based on the covariance matrix given in Table 14 , the number of nonzero loading values for the first 6 PCs are 7, 4, 4, 1, 1, 1, also see Zou et al. (2006) . As seen from Table 15 , the analysis based on S xx gives almost identical result for large sample sizes. The slim difference clearly is due to the simulation randomness. Compared to the Naive method, the BC method produces closer results to the Oracle. The percentages of expressed variances reported in Table 16 show the proposed BC method is more similar to the Oracle than the Naive method to the Oracle, and the distances of loading vectors from Naive and BC to the Oracle reported in Table 17 clearly indicate that the loading vectors from BC are pretty well aligned with the loading vectors from Oracle except for very few cases. The distance value 2 for PC4 through PC6 is the results from the SPCA procedures assigning value 1 to exactly one variable. For brevity, in Table 17 , BC/O means the distance of loading vectors between BC and Oracle, and Naive/O between Naive and Oracle. Tables 18-20 are the simulation results for the second covariance structure, and Tables 21-23 are for the third covariance structure. Similar patterns to the above simulation for the first type covariance matrix can be seen. We can also see that under the selected penalty parameters, all 13 PCs contribute to the total variances for Naive method, while the BC algorithm can produce some PCs with 0 contribution of variances. 
