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Abstract: In Verteilten System ist Interoperabilita¨t eine Grundvoraussetzung fu¨r je-
de Interaktion zwischen verteilten Komponenten. Dieses Paper fu¨hrt durch die un-
terschiedlichen Ebenen, auf denen versucht wird, Interoperabilita¨t zu erreichen, mit
einem Fokus auf der Service Interoperabilita¨t. Unsere Untersuchungen motivieren die
Einfu¨hrung der Kontextebene als neue Ebene der Service Interoperabilita¨t. Es wird ge-
zeigt, wie der Kontext im Verha¨ltnis zur Interoperabilita¨t steht, und warum es sinnvoll
ist, kontextuelle Service Interoperabilita¨t auf einer eigenen Ebene zu behandeln. Insbe-
sondere die Ubiquitous Computing Systeme profitieren von einem von uns vorgeschla-
genen Verfahren zur dynamischen Kontext Assoziation, das sowohl fu¨r die Server- wie
auch die Client-Seite den Zugriff auf verteilte, sich schnell a¨ndernde Kontext Infor-
mationen ermo¨glicht. Dies wird u.a. durch eine neue, auf XML basierende Context
Ontology Language (CoOL) erreicht, mit der ein “gemeinsames Versta¨ndnis” der Be-
ziehungen und Abha¨ngigkeiten zwischen Diensten und Kontext Modellen beschrieben
werden kann.
1 Einleitung
Moderne IT-Infrastrukturen sind heutzutage in der Regel nach dem Prinzip der Verteilten
Systeme entworfen, bei dem eine Menge voneinander unabha¨ngiger Computer miteinan-
der vernetzt sind, und die dabei als koha¨rentes Gesamtsystem sowohl den Anwendern wie
auch verschiedenen Applikationen zur Verfu¨gung stehen [Tan02]. Eine der wichtigsten
Eigenschaften Verteilter Systeme ist die Kooperation verschiedener Komponenten zwecks
Erreichung gemeinsamer Ziele [LP96]. Durch Anpassung der Unterschiede der beteiligten
Komponenten bezu¨glich der Hardware, des Netzwerks oder der Software in der Middle-
ware ko¨nnen Anwender und Applikationen mit einem Verteilten System in konsistenter
und einheitlicher Weise interagieren.
Jede Kooperation erfordert von den beteiligten Partnern ein “gemeinsames Versta¨ndnis”,
der sogenannten Interoperabilita¨t, u¨ber Form und Nutzen der ausgetauschten Daten und
erbrachten Dienste durch Anwendung einer gemeinsamen Spezifikation. Nach [Weg96]
ist Interoperabilita¨t die Fa¨higkeit von zwei oder mehr Softwarekomponenten, trotz un-
terschiedlicher Programmiersprachen, Interfaces oder Ausfu¨hrungsplattformen, miteinan-
der kooperieren zu ko¨nnen. Dies ist allerdings nur eine sehr allgemeine Definition der
Interoperabilita¨t, wie wir in Abschnitt 2 zeigen werden. Trotz einer Vielzahl von Unter-
suchungen zur Interoperabilita¨t sind die vorgeschlagenen Ansa¨tze zur Lo¨sung der dabei
auftretenden Probleme auch heute noch unvollsta¨ndig. Insbesondere der Kontext einer Ap-
plikation oder eines Dienstes wird nur unzureichend in den Interoperabilita¨tsbetrachtun-
gen beru¨cksichtigt. Dies begru¨ndet unsere Motivation zur Einfu¨hrung des context levels in
Abschnitt 3. In diesem Abschnitt fu¨hren wir den Leser in die von uns verwendete Termi-
nologie zur Beschreibung von Kontexten ein, wie Kontext Informationen erfaßt und verar-
beitet werden, und zeigen, warum insbesondere Ubiquitous Computing Umgebungen von
der Beru¨cksichtigung des Kontextes profitieren (Abschnitt 4). Es wird motiviert, warum
eine Context Ontology Language zur Spezifikation eines gemeinsamen Versta¨ndnisses der
Beziehungen zwischen Diensten und Kontext Modellen hilfreich wa¨re, bevor wir unsere
Arbeit in Abschnitt 5 zusammenfassen und einen Ausblick auf weitere Anwendungsfelder
geben.
2 Interoperatbilita¨t in Verteilten Systemen
Interoperabilita¨t ist ein Ziel, das bereits fru¨hzeitig bei der Entwicklung und Erweiterung
von Verteilten Systemen angestrebt wird, und erfordert in der Regel eine Middleware-
oder Plattform-Komponente zur Laufzeit. Sie erleichtert die Entwicklung in Bezug auf die
Wiederverwendbarkeit von Komponenten, die gewo¨hnlich an unterschiedlichen Orten von
verschiedenen Leuten zu unterschiedlichen Zeiten entwickelt werden.
Die erste Schritte auf der Interoperabilita¨ts-Evolutionsleiter wurden mit Einfu¨hrung des
Remote Procedure Calls (RPC) zur sogenannten Plattform Interoperabilita¨t, sowie mit













Abbildung 1: Klassische Ebenen der Interoperabilita¨t
In den neunziger Jahren wurden die Untersuchungen zum Thema Interoperabilita¨t weiter
intensiviert und vor allem auf der Ebene der Anwendungen und Dienste verfeinert. In der
Literatur wird bei der Service Interoperabilita¨t u¨blicherweise auf die drei Ebenen signa-
ture level, protocol level und semantic level verwiesen [Hei95, MSW96, VHT00b] (siehe
Abbildung 1).
  Auf Signaturebene erfolgt eine exakte Beschreibung der Syntax der nutzbaren Dienste. Dies
umfaßt in der Regel den Namen der Operationen sowie Typ und Reihenfolge aller Parame-
ter eines Dienst-Interfaces. Popula¨re Sprachen zur Interface Spezifikation sind CORBA’s
Interface Definition Language (IDL) oder die Web Service Definition Language (WSDL)
[CCMW01] bei Web Services. Die Standardisierung der Signaturebene wird heute als am
weitesten fortgeschritten angesehen.
  Interoperabilita¨t wird auf Protokollebene durch Festlegung der relativen Ordnung, in der die
Methoden eines Dienstes aufgerufen werden, bzw. in der ein Dienst seinerseits Funktionen
anderer Dienste aufruft, sowie der Blockierungsbedingungen angestrebt. Wa¨hrend die ersten
Ideen zur Interoperabilita¨t auf Protokollebene bereits 1997 von Yellin und Strom in [YS97]
vero¨ffentlicht wurden, erfahren entsprechende Ansa¨tze zur Zeit unter dem Begriff Web Ser-
vice Choreography Interface (WSCI) eine Renaissance. Ebenfalls auf der Protokollebene be-
stimmen Zugriffsregeln, unter welchen Bedingungen auf einen Dienst zugegriffen werden
darf [Mil00]. Eine ausfu¨hrliche Analyse der Protokollebene wird u.a. in [VHT00a] vorge-
nommen.
  Auf der Semantikebene wird versucht, dem Problem des unterschiedlichen Versta¨ndnisses
entgegenzutreten, da Informationen u¨ber die Semantik einer Komponente durch die Beschrei-
bung ihrer Interfaces nicht erfaßt werden. In [Hei95] wird dazu das Beispiel angefu¨hrt, daß
nach einer Studie die Wahrscheinlichkeit, daß zwei Datenbankdesigner den gleichen Namen
fu¨r identische Datenelemente verwenden, nur bei etwa 7% bis 18% liegt. Oftmals ist es so,
daß Entwickler und Nutzer einer bestimmten Komponente unterschiedliche Ansichten von
deren Einsatzmo¨glichkeiten und dem Funktionsumfang der Komponente haben. Dies erfor-
dert eine Ontologie [UG96], die versucht, das gemeinsame Versta¨ndnis durch ausschließliche
Verwendung einer festgelegten Terminologie zur Beschreibung der semantischen Bedeutung
zu erreichen. Hier sind auch heute noch zahlreiche Fragestellungen ungelo¨st. XML-basierte
Sprachen wie DAML+OIL [HM01] oder DAML-S [ABH
 
01, PKPS02], die im Rahmen des
Semantic Web entworfen wurden, sind mo¨glicherweise geeignet, einen Teil der Anforderun-
gen in dieser Ebene zu erfu¨llen (siehe www.semanticweb.org).
Im na¨chsten Abschnitt wird vorgestellt, in wie weit Spezifikationen auf einer vierten Ebe-
ne, dem context level, nu¨tzlich und anwendbar sind, um die Interoperabilita¨t von Kompo-
nenten (insbesondere Diensten) zu beschreiben.
3 Kontextuelle Ebene
Es zeigt sich, daß eine Betrachtung der Service Interoperabilita¨t auf den drei Ebenen si-
gnature, protocol und semantic nicht ausreicht. Bereits S. Heiler hat in [Hei95] angemerkt,
daß “interessante semantische Informationen kontextabha¨ngig sind”. Diese werden jedoch
von der semantischen Ebene nur unzureichend erfaßt [VHT00a]. Denn auch wenn auf se-
mantischer Ebene das (interne) Verhalten (behaviour) eines Dienstes z.B. durch pre/post
conditions [LW94, ABH  01] oder abstract type frameworks [KMK96] beschrieben wer-
den kann, bleiben Bezu¨ge auf die (externe) Situation bisher bei Interoperabilita¨tsbetrach-
tungen unberu¨cksichtigt. Daher mo¨chten wir unsere ¨Uberlegungen in einer vierten Ebene











Abbildung 2: Erweiterte Ebene der Service Interoperabilita¨t
Da die Begiffe Kontext und Situation in aktuellen Vero¨ffentlichungen teilweise sehr un-
terschiedlich interpretiert werden, ist es notwendig, an dieser Stelle kurz die von uns ver-
wendete Terminologie zu definieren:
  Eine Kontext Information ist eine Information, die dazu benutzt werden kann, den
Zustand einer Entita¨t bzgl. eines Aspekts zu charakterisieren.
  Eine Entita¨t ist eine Person, ein Ort oder allgemein ein Objekt.
  Ein Aspekt ist eine Klassifikation, Symbol- oder Wertemenge, deren Teilmengen
eine Obermenge aller mo¨glichen Zusta¨nde darstellen.
  Ein Kontext ist die Menge aller Kontext Informationen, die die fu¨r eine Aufgaben-
stellung relevanten Entita¨ten in den relevanten Aspekten charakterisieren.
  Eine Entita¨t ist relevant bzgl. einer Aufgabe (Task, Goal, Perspective, Interaktion,
Dienstnutzung), wenn ihr Zustand mindestens bzgl. eines relevanten Apektes cha-
rakterisiert wird.
  Ein Aspekt ist relevant, wenn wa¨hrend der Erfu¨llung einer Aufgabe auf den Zustand
bzgl. dieses Aspekts zugegriffen, bzw. der Zustand bzgl. dieses Aspekts den Ablauf
der Aufgabe beeinflußt.
  Eine Situation ist die Menge aller bekannten Kontext Informationen.
Unsere Definition der Terminologie ist in den ersten Punkten sehr nahe derjenigen von Dey
[Dey01]. Verglichen mit Dey unterscheiden wir bei der Relevanz zwischen einer relevanten
Entita¨t und einem relevanten Aspekt. Die oben genannten Definitionen unterscheiden sich
von den meisten anderen Definitionen des Kontexts (z.B. [Dey01, SL01, Sch95]) durch
die Einfu¨hrung des Aspektes. Man kann sich einen Aspekt prima¨r als eine Achse von dis-
kreten oder kontinuierlichen Werten vorstellen, auf der eine konrete Kontext Information
eine Instanz dieses Aspekts ist, deren Inhalt den Zustand einer Entita¨t “weich” durch ein
oder mehrere Elemente der Achse charakterisiert. Basiert zum Beispiel ein Aspekt auf
kontinuierlichen Wertebereich wie einem Intervall aus den reellen Zahlen, dann ko¨nnte
eine gu¨ltige Kontext Information bezu¨glich dieses Aspekts eine Wahrscheinlichkeitsdich-
tefunktion sein [AKR  01]. Fu¨r einzelne Entita¨ten kann die Relation zwischen unserer
Definition des Kontext und mehreren Aspekten auf Couderc’s Metapher einer “Art Cursor
in einem multi-dimensionalen Informationsraums” [BC02] abgebildet werden.
Abbildung 3 zeigt die beispielhafte Verwendung der oben eingefu¨hrten Terminologie an-
hand einer spezifischen Kontext Information (geografische Position), die eine bestimmte
Entita¨t (Mobiltelefon) bezu¨glich eines spezifischen Aspekts (Gauss-Kru¨ger Koordinate)
charakterisiert, ausgedru¨ckt als XML Instanzdokument.
Nach der oben eingefu¨hrten Definition ist die Situation eines Dienstes die Menge aller
bekannten Kontext Informationen, die zu einem Zeitpunkt vor oder wa¨hrend der Dienst-
nutzung zur Verfu¨gung stehen. Dabei ist es unerheblich, ob diese Kontext Informationen
durch den Dienst selbst bzw. dessen Provider, oder u¨ber andere Elemente der Infrastruktur
bereitgestellt werden. Dies ist ein wichtiges Unterscheidungsmerkmal zu vielen Ansa¨tzen
der semantischen Ebene, wo insbesondere unter Verwendung von pre/post conditions le-
diglich auf den internal state eines Objekts zuru¨ckgegriffen werden kann [VHT00a]. Wir
arbeiten daher z.Zt. an einem Verfahren, das es erlaubt, zur Laufzeit Kontext Informatio-
















Abbildung 3: Beispiel eines Kontext Information Instanzdokuments
Dabei sind Context Observer fu¨r die Erfassung der Sensordaten und die Darstellung als
Kontext Information verantwortlich. ¨Uber Shadow Objects werden diese Kontext Infor-
mationen dann mit den eigentlichen Objekten assoziiert (siehe Abbildung 4). Jedes Sha-
dow Object ist ein Stellvertreter fu¨r ein Instanzobjekt einer Entita¨t, auf die per Netzwerk
zugegriffen werden kann, oder auch nicht. Ein Beispiel: Ist das Objekt ein Thermometer,
dann repra¨sentiert das assoziierte Shadow Object eine Kontext Information bezu¨glich ei-
nes Temperatur-Aspekts, obwohl das Thermometer mo¨glicherweise selbst nicht u¨ber ein
elektronisches Interface verfu¨gt (einfaches Quecksilber-Thermometer). Es liegt in der Ver-
antwortung des Context Observers, wie die Kontext Information erfaßt wird, z.B. durch
periodische Ablesung durch einen Menschen (was allerdings offensichtlich ein Extremfall
wa¨re). Dieses Beispiel zeigt, daß eine Instanz eines Context Observers eng gekoppelt zu
einer Instanz einer Kontext Information ist. Diese charakterisiert ihrerseits den Zustand ei-
ner spezifischen Entita¨t (Thermometer), stellvertretend repra¨sentiert durch ein assoziiertes












Abbildung 4: Assoziation von Kontext Informationen u¨ber Shadow Objekte
Bei Entita¨ten, auf deren Objektinstanzen direkt u¨ber das Netzwerk zugegriffen werden
kann (z.B. Mobiltelefone), ko¨nnen die Attribute des Objekts (z.B. Mobiltelefon: Gespra¨ch
aktiv?) natu¨rlich direkt u¨ber das Objekt Interface und den entsprechenden Dienstendpunkt
ausgelesen werden. Daru¨ber hinaus erlaubt die Integration des Verfahrens der Shadow
Objects in die Middleware - z.B. als intermediate SOAP node [GHMF01] mit einer acting
role analog einem Router - den Zugriff auf Kontext Informationen wie auf zusa¨tzliche
Attribute des Objekts, ohne das Objekt selbst adaptieren zu mu¨ssen [SLP03].
4 Ubiquitous Computing und Kontextuelle Service Interoperabilita¨t
Die Trennung zwischen Kontext Informationen und ihrer Nutzung im Dienstumfeld im
Sinne des Observer Patterns [GHJV02] erleichtert die Integration der Ubiquitous Compu-
ting Systeme [Sat01], die seit Beginn des neuen Jahrtausends popula¨r wurden. Das Ubi-
quitous Computing Paradigma steht im wesentlichen fu¨r drei neue Facetten der Nutzung
von Verteilten Systemen:
1. Intelligente Kleinstgera¨te (Smart Devices)
2. Spontane Vernetzung (Ad-hoc Networking)
3. Kontextadaptive Dienste (Context Awareness)
Dabei ist die kontextuelle Ebene nicht nur fu¨r den letzten Punkt von Bedeutung. Auch die
spontane Vernetzung profitiert von der Spezifikation, welche Aspekte der jeweils aktuellen
Netzwerksituation relevant und somit im Sinne der Ad-hoc Konfiguration zu beru¨cksichti-
gen sind [AK02]. Smart Devices, insbesondere mobile vernetzte Kleinstgera¨te wie Mobil-
telefone, PDAs oder einfache Sensor-Module (z.B. Thermometer, Gera¨uschsensoren etc.)
ko¨nnen einerseits wichtige Kontext Informationen u¨ber relevante Entita¨ten (z.B. Personen,
Ra¨ume etc.) liefern. Andererseits profitieren gerade kleine Gera¨te mit ihren beschra¨nkten
Ein- und Ausgabemo¨glichkeiten sowie der limitierten Rechenleistung von Informationen,
die aus dem Umfeld der Nutzung (wie z.B. die aktuelle Position) gewonnen werden, da
diese Daten z.B. nicht vom Benutzer eingegeben werden mu¨ssen. Die kontextuelle Ebe-
ne verwendet Kontext Informationen, die in Ubiquitous Computing Umgebungen durch
Sensoren erfaßt werden und den Zustand relevanter Entita¨ten charakterisieren.
Die thematische Fokussierung der Untersuchung kontextueller Abha¨ngigkeiten und Mo¨g-
lichkeiten von Diensten auf einer eigenen Ebene, dem context level, erleichtert die Se-
parierung von Diensten, die zwar bezu¨glich der drei anderen Ebenen interoperabel sind,
auf kontextueller Ebene jedoch nicht. Ein Beispiel fu¨r diesen Fall sind zwei elektronische
Fahrplanauskunfsdienste (EFA) fu¨r Mu¨nchen und Berlin. Obwohl die EFA Berlin mo¨gli-
cherweise auf allen drei klassichen Ebenen interoperabel zur EFA Mu¨nchen ist, gilt dies
nicht fu¨r die kontextuelle Ebene, wenn z.B. ein ortsbezogener Kontext von Mu¨nchen fu¨r
die EFA-Abfrage in Berlin zugrunde gelegt wird.
Unsere aktuelle Arbeit hat u.a. zum Ziel, eine Context Ontology Language (CoOL) ba-
sierend auf XML zu definieren, die es erlaubt, die relevanten Aspekte eines Dienstes auf
der einen und eines Dienstnutzers auf der anderen Seite exakt zu spezifizieren. Durch die
Mo¨glichkeit, mit Hilfe einer CoOL Spezifikation nicht nur die Art eines Aspektes, son-
dern auch die mo¨glichen Zusta¨nde bezu¨glich dieses Aspekts festzulegen, kann die Bedeu-
tung einer Kontext Information einerseits geschlossen definiert werden. Andererseits kann
durch Anwendung einer anderen CoOL Spezifikation fu¨r die gleiche Entita¨t eine hohe
Flexibilita¨t und Erweiterbarkeit erreicht werden. CoOL stellt das Bindeglied zwischen den
Objekt-assoziierten Kontext Informationen und den Diensten an sich dar, und ermo¨glicht
somit eine kontextadaptive Dienstnutzung, sowie daru¨ber hinaus die Feststellung von kon-
textueller Service Interoperabilita¨t.
5 Zusammenfassung und Ausblick
Wir haben in den vorhergehenden Abschnitten gezeigt, daß durch die Einfu¨hrung einer
kontextuellen Ebene Dienste identifiziert werden ko¨nnen, die zwar bezu¨glich der drei klas-
sichen Ebenen der Service Interoperabilita¨t interoperabel sind, aber nicht bezu¨glich der
Kontext Ebene (oder umgekehrt). Ebenso haben wir die Notwendigkeit einer Kontext On-
tologie sowie einer zugeho¨rigen Modellierungssprache motiviert. Eine der Zielsetzungen
der skizzierten XML-basierten Context Ontology Language (CoOL) ist es, in der Midd-
leware durch Kombination mit den Objekt-assoziierten Kontext Informationen ein Werk-
zeug zu haben, das es erlaubt, Szenarien der kontextadaptiven Dienstnutzung entscheidend
zu verbessern. Dies ist insbesondere in modernen Ubiquitous Computing Umgebungen
bei Verwendung mobiler Multi-Netzwerk-Endgera¨te von Bedeutung. Durch Bu¨ndelung
der Betrachtungen in der neuen kontextuellen Ebene der Service Interoperabilita¨t kann in
der Middleware mit diesem Werkzeug entschieden werden, unter welchen kontextuellen
Voraussetzungen Dienst und Dienstnutzer interoperabel sind. Darauf aufbauend ko¨nnen
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