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TIME-DEPENDENT PO´LYA URN
Nadia Sidorova
1
Abstract: We consider a time-dependent version of a Po´lya urn containing black and
white balls. At each time n a ball is drawn from the urn at random and replaced in the urn
along with σn additional balls of the same colour. The proportion of white balls converges
almost surely to a random limit Θ, and D = {Θ ∈ {0, 1}} denotes the event when one
of the colours dominates. The phase transition, in terms of the sequence (σn), between
the regimes P(D) = 1 and P(D) < 1 was found in [5]. We describe the phase transition
between the cases P(D) = 0 and P(D) > 0. Further, we study the stronger monopoly event
M when one of the colours eventually stops reappearing, and analyse the phase transition
between the regimes P(M) = 0, P(M) ∈ (0, 1), and P(M) = 1.
AMS Subject Classification: Primary 60G42. Secondary 60G20, 05D40.
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1. Introduction
The Polya urn model was introduced in 1923 by Eggenberger and Po´lya, [2], and is a classical
example of a random process with reinforcement, [4]. The model has an urn containing black and
white balls. At each time n a ball is drawn from the urn at random and replaced in the urn along
with another ball of the same colour. It is well-known that the proportion of the balls of each
colour converges almost surely to a random variable, which has Beta distribution, [3].
We consider a time-dependent urn, introduced in [5], where the number of balls added at time n
is no longer one but is a function of n. Let (σn) be a positive sequence representing the number
of added balls. Denote by τ0 the initial number of balls in the urn and, for each n, let
τn = τ0 +
n∑
i=1
σi
be the total number of balls at time n.
Denote by T0 the initial deterministic number of white balls. Given that the urn contains Tn white
balls at time n, we define
Tn+1 = Tn + σn+1In+1, (1.1)
where In+1 is a Bernoulli random variable with parameter
Θn =
Tn
τn
, (1.2)
otherwise independent of Fn = σ(I1, . . . , In).
In the urn context, it is natural to think of (σn) as an integer-valued sequence. However, the
random processes (Tn) and (Θn) are well-defined for real-valued positive (σn). In the sequel we
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allow (σn) to take non-integer values and use (1.1) and (1.2) as the definitions of the processes
(Tn) and (Θn), respectively.
It follows from the same martingale argument as for the standard Po´lya urn that the proportion
Θn of white balls converges almost surely to a random variable Θ. However, little is known about
the distribution of Θ. It was shown in [5] that P(Θ = 0) + P(Θ = 1) = 1 if and only if
∞∑
n=0
(σn+1
τn
)2
=∞, (1.3)
that is, if and only if (σn) grows sufficiently fast. However, the regime when
∞∑
n=0
(σn+1
τn
)2
<∞ (1.4)
has not been well understood. It is only known that P(Θ = 0) = P(Θ = 1) = 0 if (σn) is bounded,
see [5], and, obviously, if (σn) is decaying so fast that (τn) converges. The only other result available
for this regime, again proved in [5], is that Θ has no atoms in (0, 1).
We denote by
D =
{
Θ = 0
}
∪
{
Θ = 1
}
the event that eventually the number of balls of one colour is negligible with respect to the number
of balls of the other colour, and call this event domination. Further, we denote by
M =
{
In = 0 eventually for all n
}
∪
{
In = 1 eventually for all n
}
the event that eventually only balls of one colour are added to the urn, and call this event monopoly.
We have
M⊂ D.
This is obvious if τn →∞ and will be shown in Lemma 2.1 for the case when τn converges.
As discussed above, in this terminology (1.3) implies P(D) = 1 while (1.4) implies P(D) < 1. The
aim of the paper is to find a phase transition between the cases P(D) > 0 and P(D) = 0 in the
regime (1.4). This phase transition is closely related to that between P(M) > 0 and P(M) = 0,
which we also describe.
Theorem 1.1. Suppose
∞∑
n=1
1
τn
<∞. (1.5)
Then 0 < P(M) ≤ P(D).
If we additionally assume
lim inf
n→∞
σn
τn
> 0 (1.6)
then P(M) = P(D) = 1.
Remark 1. Condition (1.5) is satisfied by sequences (σn) growing like (log n)
α, α > 1, or faster.
Theorem 1.1 means that for such sequences we have monopoly and hence domination occurring
with positive probability. In particular, for such sequences growing slower than e
√
n condition (1.4)
is satisfied and we have 0 < P(M) ≤ P(D) < 1. On the other hand, for sequences growing like
e
√
n or faster condition (1.3) holds and we have 0 < P(M) ≤ P(D) = 1. ⋄
Remark 2. Condition (1.6) is satisfied by sequences (σn) growing exponentially or faster. Such
sequences satisfy (1.3), which immediately implies P(D) = 1. The aim of the second statement
of the theorem is to show that for fast-growing sequences not just domination but also monopoly
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occurs almost surely. ⋄
Remark 3. We do not know anything about the event D\M. Understanding this event is equivalent
to understanding the event
{
Θ = 0
}
\
{ ∞∑
n=1
Θn <∞
}
.
This requires the knowledge about the rate of convergence of Θn to zero, which is currently beyond
our ken. ⋄
For two positive sequences (an) and (bn), we say that an ≍ bn as n → ∞ if the sequence
(
an
bn
)
is
bounded away from zero and infinity.
Theorem 1.2. Suppose
∞∑
n=1
1
τn
=∞. (1.7)
Then P(M) = 0.
Suppose that additionally the following regularity conditions are satisfied:
(1) As n→∞,
σn
τn
≍
1
n
. (1.8)
(2) There exists g : N→ N satisfying g(n)→∞ as n→∞ and α, β > 0 such that
α <
σi
σn
< β (1.9)
for all n and all n ≤ i ≤ ng(n).
Then P(D) = 0.
Remark 4. Condition (1.7) is satisfied by sequences (σn) growing like log n or slower, or decay-
ing. For growing sequences (σn) satisfying (1.7), the conditions (1.8) and (1.9) are always fulfilled
provided that the sequence is regular enough. They are also fulfilled for all bounded sequences.
Overall, this theorem works for sufficiently regular sequences growing like log n or slower. ⋄
Remark 5. In principle, Theorem 1.2 also works for sequences decaying like n−α, α < 1, or slower.
However, we have a much simpler Theorem 1.3 for the case when σn → 0. ⋄
Theorem 1.3. If σn → 0 as n→∞ then P(M) = P(D) = 0.
Another time-inhomogeneous model of a Polya urn was studied in [1]. In that model σn white
balls were added to the urn the n-th time a white ball was drawn, and σˆn black balls were added
the n-th time a black ball was drawn. That model, however, exhibits a very different behaviour
and can be treated using Rubin’s exponential embedding, which is not applicable to our model.
The paper is organised as follows.
We begin by proving Theorem 1.1. For the first statement we simply show that the probability
of never adding a black ball is positive if (1.5) holds. To justify the second statement we observe
that if no monopoly occurs then white balls will be added to the urn infinitely often. At each time
n when white balls are added their proportion Θn becomes at least
σn
τn
and hence cannot converge
to zero according to (1.6). By a symmetric argument it cannot converge to one either, implying
M = D. It remains to notice that P(D) = 1 since (1.6) implies (1.3).
4 NADIA SIDOROVA
Further, for each n ∈ N0, we denote
δn =
∞∑
i=n+1
(σi
τi
)2
∈ (0,∞].
In key Proposition 2.3 we show that if Θn decays slower than δn then it actually does not decay
at all.
Then we turn to the proof of Theorem 1.2. The absence of monopoly follows from (1.7) by a
Borel-Cantelli type argument. Further, if no monopoly occurs then there will be infinitely many
times n when white balls are added to the urn. At each such time Θn becomes at least
σn
τn
≍ 1
n
.
This remains true for all n ≤ i < ng(n), that is, Θi >
λ
i
, with some λ > 0. This implies that the
average number of times, between n and ng(n), when white balls were added to the urn is greater
than
λ
ng(n)−1∑
i=n
1
i
≥ λ
∫ ng(n)
n
dx
x
= λ log g(n).
This enables us to show that Θng(n) decays slower than δng(n) along a subsequence, and the rest
of the proof follows from Proposition 2.3.
We conclude the paper by proving Theorem 1.3. We show that δn decays faster than
1
τn
and Θn
decays slower than 1
τn
. The rest follows from Proposition 2.3.
2. Proofs
Lemma 2.1. M⊂ D.
Proof. Observe that if τn →∞ the statement is obvious. For the general case by Le´vy’s extension
of the Borel-Cantelli Lemmas, see [6, §12.15], we have
{
In = 0 eventually for all n
}
=
{ ∞∑
n=1
EFnIn+1 <∞
}
=
{ ∞∑
n=1
Θn <∞
}
⊂
{
Θ = 0
}
,
as required. 
Proof of Theorem 1.1. By symmetry and by Lemma 2.1 it suffices to prove that
P(In = 0 eventually for all n) > 0.
We have by (1.5)
P(In = 0 eventually for all n) ≥ P(In = 0 for all n) =
∞∏
n=0
P(In+1 = 0|I1 = 0, · · · , In = 0)
=
∞∏
n=0
(
1−
T0
τn
)
= exp
{ ∞∑
n=0
log
(
1−
T0
τn
)}
> 0
since Θn =
T0
τn
on the event {I1 = 0, · · · , In = 0}.
Suppose condition (1.6) is satisfied. Then
lim inf
n→∞
σn+1
τn
≥ lim inf
n→∞
σn+1
τn+1
> 0
implying (1.3) and P(D) = 1.
For all ω ∈ Mc there is a random sequence of indices (ηn) such that Iηn = 1. Then
Θηn =
Tηn−1 + σηn
τηn
≥
σηn
τηn
.
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This implies
Θ ≥ lim inf
n→∞
σn
τn
> 0.
By a symmetric argument we also have Θ < 1. Hence Mc ⊂ Dc. Together with Lemma 2.1 this
implies M = D and P(M) = P(D) = 1. 
Lemma 2.2. There exists c > 0 such that
1− p+ pe−x ≤ e−px+cpx
2
for all p ∈ (0, 1) and all x > 0.
Proof. Using log(1 + x) ≤ x we have
sup
x>0,p∈(0,1)
x+ p−1 log(1− p+ pe−x)
x2
≤ sup
x>0
x− 1 + e−x
x2
<∞,
as the function under the supremum is continuous and tends to finite limits at zero and infinity.
It is easy to see that this is equivalent to the statement of the lemma. 
Proposition 2.3. Suppose
lim sup
n→∞
Θn
δn
=∞ (2.1)
almost surely. Then P(Θ = 0) = 0.
Proof. Observe that (2.1) implies that all δn are finite. Denote by
fn(λ) = Ee
−λΘn and f(λ) = Ee−λΘ, λ ∈ R
the Laplace transforms of Θn and Θ, respectively. For all λ > 0, all m, and all n > m using
Θn =
Tn−1 + σnIn
τn
=
τn−1
τn
Θn−1 +
σn
τn
In
we have
fn(λ) = E
[
exp
{
−
τn−1
τn
λΘn−1
}(
1−Θn−1 +Θn−1 exp
{
− λ
σn
τn
})]
.
By Lemma 2.2 this implies
fn(λ) ≤ E
[
exp
{
− λΘn−1 + c
(σn
τn
)2
λ2Θn−1
}]
= fn−1
(
λ− c
(σn
τn
)2
λ2
)
. (2.2)
Let
λm =
1
2cδm
.
Let us prove by induction over k that
fn(λm) ≤ fn−k
(
λm − cλ
2
m
n∑
i=n−k+1
(σi
τi
)2)
(2.3)
for all m, all n > m and all 1 ≤ k ≤ n −m. Indeed, for k = 1 the statement follows from (2.2).
Further, suppose it is true for some k. Observe that
λm − cλ
2
m
n∑
i=n−k+1
(σi
τi
)2
≥ λm − cλ
2
m
∞∑
i=m+1
(σi
τi
)2
= λm
(
1− cλmδm
)
=
λm
2
> 0. (2.4)
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Hence using (2.2) and monotonicity of fn−k−1 we obtain
fn−k
(
λm − cλ
2
m
n∑
i=n−k+1
(σi
τi
)2)
≤ fn−k−1
(
λm − cλ
2
m
n∑
i=n−k+1
(σi
τi
)2
− c
(
λm − cλ
2
m
n∑
i=n−k+1
(σi
τi
)2)2(σn−k
τn−k
)2)
≤ fn−k−1
(
λm − cλ
2
m
n∑
i=n−k
(σi
τi
)2)
.
This, together with the induction hypothesis (2.3) for k, completes the induction step.
Substituting k = n−m into (2.3) and using (2.4) we obtain
fn(λm) ≤ fm
(
λm − cλ
2
m
n∑
i=m+1
(σi
τi
)2)
≤ fm
(λm
2
)
= E exp
{
−
Θm
4cδm
}
(2.5)
for all m and all n > m.
By the dominated convergence theorem we have fn(λ) → f(λ) for all λ > 0. Hence we can take
the limit in (2.5) to obtain
P(Θ = 0) ≤ f(λm) ≤ E exp
{
−
Θm
4cδm
}
for all m. By (2.1) there is a subsequence (mi) such that
lim
i→∞
Θmi
δmi
=∞.
By the dominated convergence theorem we obtain
P(Θ = 0) ≤ lim
i→∞
E exp
{
−
Θmi
4cδmi
}
= 0
as required. 
Proof of Theorem 1.2. Suppose (1.7) is satisfied. Let us show that P(M) = 0. By symmetry it
suffices to prove that
P(In = 0 eventually for all n) = 0.
By Le´vy’s extension of the Borel-Cantelli Lemmas, see [6, §12.15], this is equivalent to
∞∑
n=1
EFnIn+1 =
∞∑
n=1
Θn =∞
almost surely, which follows from
Θn =
Tn
τn
≥
1
τn
and (1.7).
Now suppose (1.7) and the regularity conditions (1.8) and (1.9) are satisfied. Let us show that
P(D) = 0. By symmetry it suffices to prove that P(Θ = 0) = 0. To do so we will use Proposition 2.3.
It follows from (1.8) that there are constants a, b > 0 such that for all n
a
n
<
σn
τn
<
b
n
.
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This implies
δn =
∞∑
i=n+1
(σi
τi
)2
≤ b2
∞∑
i=n+1
1
i2
≤ b2
∫ ∞
n
dx
x2
=
b2
n
. (2.6)
For all n, denote f(n) = ng(n). Let γ0 = 0 and for all n ∈ N0
γn+1 = inf
{
i > f(γn) : Ii = 1
}
.
By the first part of the theorem we know that all γn are finite almost surely.
Observe that for all n ∈ N
Θγn =
Tγn−1 + σγn
τγn
≥
σγn
τγn
>
a
γn
. (2.7)
Further, for all γn ≤ i < f(γn) it follows from (2.7) and (1.9) that
Θi =
Ti
τi
≥
Tγn
τi
≥ Θγn
τγn
τi
≥
a
γn
·
τγn
σγn
·
σi
τi
·
σγn
σi
≥
a
γn
·
γn
b
·
a
i
·
1
β
=
λ
i
, (2.8)
where λ = a
2
bβ
. Denote
Zn =
f(γn)∑
i=γn+1
Ii.
Let
Zˆn =
f(γn)∑
i=γn+1
Iˆi,
where (Iˆi) is a sequence of independent Bernoulli random variables with parameters
λ
i
, respectively,
coupled with (Ii) in such a way that
Ii ≥ Iˆi for all γn < i ≤ f(γn).
Observe that such a coupling is possible by (2.8) and it implies that
Zn ≥ Zˆn (2.9)
for all n almost surely. We have
EFγn Zˆn =
f(γn)∑
i=γn+1
λ
i
= λ log g(γn) + o(1)
and
VarFγn Zˆn =
f(γn)∑
i=γn+1
λ
i
= λ log g(γn) + o(1)
as n→∞, and the convergences are uniform in ω since γn ≥ n for all n almost surely. By Markov’s
inequality and using (2.9) we have
PFγn
(
Zn ≤
λ
3
log g(γn)
)
≤ PFγn
(
Zˆn ≤
λ
3
log g(γn)
)
≤ PFγn
(∣∣∣Zˆn − EFγn Zˆn
∣∣∣ ≥ λ
3
log g(γn)
)
≤
9
λ2(log g(γn))2
VarFγn Zˆn ≤
10
λ log g(γn)
<
1
2
eventually for all n uniformly in ω. This implies that
∞∑
n=1
PFγn
(
Zn >
λ
3
log g(γn)
)
≥
∞∑
n=1
1
2
=∞.
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By Le´vy’s extension of the Borel-Cantelli Lemmas, see [6, §12.15], we obtain that almost surely
Zn >
λ
3
log g(γn) infinitely often. (2.10)
For all n satisfying (2.10) we have using (1.8) and (1.9)
f(γn)Θf(γn) =
f(γn)
τf(γn)
Tf(γn) ≥
f(γn)
τf(γn)
·
λ
3
log g(γn) · min
γn<i≤f(γn)
σi
≥
σf(γn)
τf(γn)
· f(γn) ·
αλ
3
log g(γn) ·
σγn
σf(γn)
≥
aαλ
3β
log g(γn).
Together with (2.10) and since g(n)→∞ this means that
lim sup
n→∞
nΘn =∞. (2.11)
Combined with (2.6) this implies that
lim sup
n→∞
Θn
δn
=∞,
and P(Θ = 0) = 0 follows from Proposition 2.3. 
Proof of Theorem 1.3. By symmetry it suffices to prove that P(Θ = 0) = 0. If (τn) converges this
is obvious. Suppose τn →∞ as n→∞.
Observe that, for all n,
δn ≤ sup
i>n
σi
∞∑
i=n+1
σi
τ2i
≤ sup
i>n
σi
∫ ∞
τn
dx
x2
=
1
τn
sup
i>n
σi.
Further, for all n almost surely we have
Θn =
Tn
τn
≥
1
τn
.
This implies
lim
n→∞
Θn
δn
≥ lim
n→∞
[
sup
i>n
σi
]−1
=∞.
P(Θ = 0) = 0 follows now from Proposition 2.3. 
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