occur above the individual cell level (Slomowitz et al., 2015) , perhaps through synaptic plasticity 75 induced by the sleep slow oscillation which may act to narrow the population firing rate distribution 76 (Levenstein et al., 2017) . 77
Overall, the evidence suggests that the homeostatic regulation of sleep and of neuronal firing rates may 78 be intrinsically related, however, this functional link remains incompletely defined. Mathematical 79 modelling approaches present an opportunity to address this problem. To this end, we developed novel 80 quantitative models of Process S and demonstrated that its temporal dynamics, on both a local and 81 global level, can be derived entirely from local neuronal activity, without any reference to the animal's 82 sleep and wake states. We found that the magnitude of the deviation of multi-unit firing rate from a 83 5 locally specified set point carries sufficient information to account for empirically derived patterns of 84 SWA. We then introduced the total time spent in off periods as an alternative measure for Process S with 85 more local origins than SWA, and showed how Process S dynamics may then be described in terms of 86 two opponent processes, dependent on spiking rate and off period occurrence. Our data show that the 87 global dynamics of Process S can be derived from a spatiotemporal integration of local neuronal 88 activities. This suggests a possible functional role for sleep homeostasis is to provide a precise intrinsic 89 time-keeping mechanism, ensuring that individuals may obtain a species-specific daily quota of sleep 90 even in the absence of external time cues. 91
Materials & Methods 92

Animals, surgery & husbandry 93
Chronic electrophysiological recordings from six male young adult (4.8 -5.7 months old, mean 5.2 94 months) C57BL/6J mice were analysed here. This data set is a subset of that used in a previous study 95
( McKillop et al., 2018) . The animals were surgically implanted with electrodes for the continuous 96 recording of electroencephalography, electromyography and cortical neuronal activity. EEG screw 97 electrodes (Fine Science Tools) were inserted into the skull above the frontal cortex (primary motor 98 area: anteroposterior 2mm, mediolateral 2mm) and occipital cortex (primary visual area: 99 anteroposterior 3.5mm, mediolateral 2.5mm). Additional screw electrodes were placed contralateral to 100 the occipital screw and above the cerebellum to serve as the ground and reference electrodes, 101 respectively. A pair of stainless steel wires were inserted into the nuchal muscle for the recording of 7 scripts were used for signal conversion and data pre-processing. The LFP, EMG and EEG signals were 137 filtered again offline between 0.5 -100 Hz (4 th order Type II Chebyshev filter) and resampled at 256 Hz. 138
Extracellular multi-unit spiking was additionally obtained from each microwire array channel, recorded 139 at 25 kHz and filtered 300 Hz -5 kHz. An amplitude threshold (at least 2 standard deviations, minimum 140 -25 μV) was used to identify putative spikes. Individual spikes were saved as a voltage waveform 141 comprising 46 data samples (0.48 ms before to 1.36 ms after threshold crossing) plus a time stamp of 142 occurrence. Spiking activity from each channel was cleaned offline for artefacts using the Matlab spike 143 sorting software Wave_clus (Quiroga et al., 2004) . All putative single unit clusters identified by the 144 algorithm from the same channel were merged, excluding only noise spikes. MUA firing rate for each 145 channel was calculated in epochs of 4 s and expressed in Hz. 146
Vigilance states were scored manually by visual inspection at a resolution of 4 s (using the software 147
SleepSign, Kissei Comtec). Vigilance states were classified as waking (low amplitude but high frequency 148
EEG with high or phasic EMG activity), NREM sleep (presence of EEG slow waves, a signal of a high 149 amplitude and low frequency, and a low level of EMG activity) or REM sleep (low amplitude, high 150 frequency EEG, and low EMG). For this analysis, over the six mice, a total of 78 out of 96 channels could 151 be analysed (minimum of 10 out of 16 from one mouse). The excluded channels were characterised by 152 an unstable MUA firing rate, including a large drift in firing which was persistent and sleep-wake state 153 independent. For the off occupancy models described below, 75 out of 96 channels were used; a further 154 3 channels had to be excluded because multi-unit firing rates, while stable, were too low to yield a 155 reasonable estimate of the occurrence of off periods. 156
Slow wave activity 157
Each EEG and LFP signal was processed to extract a measure of the slow wave activity (SWA). Signal 158 segments were extracted within windows of 4-s duration and 1-s spacing (giving 3-s overlap), and Hann 159 tapered. A Fourier transform was applied to each signal segment and the mean power in the slow wave 160 range (frequencies from 0.5 to 4 Hz) was calculated. This measure was smoothed by finding the median 161 over five temporally adjacent overlapping segments, yielding a SWA measurement for each sequential 162 epoch of 4 s. For normalisation within each channel, SWA values were then expressed as a percentage 163 of the mean SWA calculated over all artefact-free epochs scored as NREM sleep in the baseline 24 hours. 164
The median value of the SWA during each continuous NREM sleep episode served as an estimate of 165 Process S. NREM sleep episodes shorter than 1 min (15 epochs) were excluded, as in a previous study 166 modelling Process S in mice (Guillaumin et al., 2018) . Brief awakenings (short arousals accompanied by 167 movement, lasting <20 s) were excluded from analysis but were not considered to be the ending of a 168 NREM sleep episode. 169
Off period detection and definition of "off occupancy" 170
One aim of this study was to develop measures of Process S independent of the EEG, and so we focused 171 on off periods which are the neuronal counterpart of slow waves. Off periods refer to brief interruptions 172 of spiking activity which occur synchronously across many recording sites, last approximately 70-100 173 ms (Vyazovskiy et al., 2009) , and are coincident with the positive deflection of LFP slow waves (McKillop 174 et al., 2018) . In these studies, off periods were detected by pooling spikes over all channels and 175 identifying inter-spike intervals (ISIs) that exceed a threshold duration. However, pooling spikes 176 removes the ability to compare local differences, and if an off period does not involve all channels it will 177 go undetected. To overcome this limitation, off periods were defined separately for each channel by 178 looking at the co-occurrence of local slow waves and spiking silence. 179
There is no universally accepted method for slow wave detection, and a recent comparison suggests that 180 a simple amplitude-threshold-based approach, while in theory adequate, may underperform due to 181 channel differences in overall LFP amplitude and large amplitude fluctuations of higher frequencies 182 (Bukhtiyarova et al., 2019) . For this reason, the LFP was first filtered from 0.5 to 6 Hz (4 th order 183
Butterworth filter), and a threshold defined individually for each channel, using the median plus one 184 median absolute deviation of the peak amplitude of all positive half waves (including all vigilance states, 185 but excluding epochs with artefacts). All positive half waves with peak amplitude above threshold were 186 then considered to be slow waves. 187
Next, for each LFP slow wave, the multi-unit spike preceding and following the slow wave peak was 188 identified and the corresponding ISI determined. The distribution of these ISIs which coincide with slow 189 waves was often (in 64 out of 75 channels) unambiguously bimodal, allowing the threshold to be 9 selected at the local minimum between these two modes. When there was no evidence of bimodality a 191 value of 120 ms was chosen, corresponding to the maximum value selected for the other channels. All 192 inter-spike intervals aligned to slow wave peaks with duration exceeding the threshold were considered 193 off periods. Finally, the metric termed off occupancy was defined, for each epoch of 4 s, as the percentage 
213
Algorithmic parameter optimisation was performed separately for each channel, aiming to minimise 214 this error metric. This was achieved using the Matlab function fminsearch, which uses the Nelder-Mead 215 10 and many possible optimal (or near-optimal) parameter regimes exist, therefore algorithmic 217 optimisation is sensitive to initial values. For this reason, initial values for the parameters were first set 218 manually, aided with the use of a custom-made Matlab graphical user interface. Manually selected values 219 were then fed into the algorithmic optimisation. Final parameter values were visually inspected to 220 ensure that this optimisation produced an improvement of fit. 221
The final fit quality of a model to the data was expressed as the median percent error (E*). This is 222 calculated by finding the absolute difference between median empirical (Xn) and simulated (Sn) SWA/off 223 occupancy for each NREM sleep episode, expressed as a percentage of the empirical SWA/off occupancy 224 in that episode. E* is then defined as the median over all NREM sleep episodes of these difference values. 225
This alternative error metric is used for presentation of results because it has more comprehensible 226 units (percentage of empirical SWA/off occupancy) compared to the error metric, with arbitrary units.
Statistical analyses 229
The correlation between wake duration, wake firing rates and changes in SWA was calculated separately 230 for each LFP channel. We first identified episodes of NREM sleep of at least 1-minute duration (exactly 231 as for modelling) and obtained the median SWA in each episode. We then identified which intervening 232 time periods, between two NREM episodes, comprised at least 80% wake and lasted at least 5 minutes. 233
We then calculated Pearson correlation coefficients between i) the duration of these wake periods, ii) 234 the mean multi-unit firing rate during these periods, and iii) the change in median SWA from preceding 235 to the following NREM sleep episode. 236
Analysis of variance was performed to explore factors influencing model parameters and fit quality 237 using the Matlab functions anova1 (one-way) and anovan (two-way with unequal group size). For the 238 rate parameters, ANOVA was calculated after applying a log transform. The effect size (η 2 ) is calculated 239 for a factor as its sum of squares divided by the total sum of squares in the ANOVA and reflects the 240 fraction of the variance accounted for by that factor. 241
To summarise the results in figures, boxplots were included alongside individual data points. These 242 indicate the median, 25 th and 75 th percentiles, with whiskers extending to the most extreme value which 243 falls within 150 % of the interquartile range of the box. For these plots, results from individual channels 244 were typically pooled across animals. In some cases, where indicated, channels from the same animal 245 were presented as separate populations. 246
Results 247
We selected a dataset of chronic recordings of frontal electroencephalogram (EEG) alongside local field 248 potential (LFP) and multi-unit activity (MUA) spiking from primary motor cortex from six mice. These 249 recordings were made continuously over 48 hours, starting at light onset, while the mice were freely 250 behaving within their cage and exposed to a standard 12hr-12hr light-dark cycle. At light onset of the 251 second day a sleep deprivation protocol was enforced for 6 hours, involving the presentation of novel 252 objects. Outside of this sleep deprivation period, mice were undisturbed and able to sleep at will. later abbreviated as model Cl-SWA. Process S as described by these simple dynamics accounts for the 274 time course of empirical SWA with high accuracy. We applied this model to SWA derived from the frontal 275 EEG of all animals, and as expected obtained a high quality fit ( Figure 1A) . 276
Neuronal firing rates are associated with Process S dynamics and vigilance state distributions 277
Whichever specific processes within the brain underpin these state-dependent dynamics for Process S, 278
we hypothesised that it is associated in some way to neuronal spiking activity, which differs 279 characteristically between wake and NREM sleep ( Figure 1B ). The occurrence of spiking off periods 280 causes firing rates to be typically much lower during NREM sleep compared to wake and REM sleep. 281
Consistent with this assumption, we found that the mean multi-unit firing rate averaged over all periods 282 of wake was larger than the firing rate averaged over all periods of NREM sleep in every recording 283 channel and every animal in this dataset ( Figure 1C) . 284
Because the slow oscillation is underpinned by local neuronal dynamics, it is expected to be highly 285 heterogeneous across the neocortex. Regional differences in SWA dynamics have been previously 286 to the next, when separated by wakefulness lasting at least 5 minutes, with the mean spike firing rate 292 during this intervening wake period, and with the duration of that wake period. Correlation coefficients 293 were obtained separately for each recording channel, and pooled across animals. As expected, we 294 obtained large positive correlation coefficients between the duration of a period of wakefulness and the 295 change in LFP SWA in all channels (mean=0.66, sd=0.13; Figure 1D ). Importantly however, the change 296 in LFP SWA was on average also positively correlated with the firing rate (mean=0.27, sd=0.30; Figure  297 1D,E), meaning that, generally, a higher firing rate during waking was associated with a larger increase 298 in SWA in subsequent NREM sleep. Interestingly, these phenomena were not independent, as a positive 299 correlation was also found between wake episode duration and firing rate (mean=0.35, sd= 0.33; Figure  300 1D). These results further support the possibility that neuronal activity is associated with Process S 301 dynamics. To test this hypothesis we next turned to a quantitative modelling approach. 302
Process S dynamics can be described as a function of neuronal firing rates 303
We first sought to determine whether a model expressing Process S dynamics solely as a function of 304 We applied this novel model, alongside the classical model, to describe SWA dynamics at the LFP level, 317 by finding parameter values that would minimise the difference between empirical SWA and modelled 318 Process S. The two models were fit to the SWA from each LFP channel separately, using the multi-unit 319 firing rate from the same channel for the firing-rate-dependent model. The models were also fit to the 320 SWA obtained by averaging the LFP (and firing rate) over the whole population of channels within the 321 same mouse. 322 Figure 2 shows two examples of the fit of both models, first to SWA derived from the average LFP, and 323 also to SWA derived from a single LFP channel (these examples are from the same animal as in Figure  324 1A). The overall pattern of Process S dynamics was similar at both LFP and EEG recording levels and 325 was well described by both the classic and novel firing-rate-based model. Throughout the dataset, this 326 purely firing-rate-dependent model described the overall dynamics of LFP SWA during NREM sleep to 327 a comparable accuracy as the classical model, as reflected in the median percent error deviation 328 between modelled and empirical SWA ( Figure 3B ). Both the model type and animal have a highly 329 significant effect on the median percent error of the model fit to individual LFP channels, although there 330 is no significant interaction (Model: F(1, 144) = 25.9, p = 1.1x10 -6 ; Animal: F(5, 144) = 30.2, p = 6.3x10 -21 ; 331 Model x Animal: F(5, 144) = 1.65, p = 0.15; two-way ANOVA unequal groups). Errors were higher for the 332 novel model, importantly however, the differences in fit quality due to the model type are small relative 333 to the effect size of the particular animal and channel, on which fit quality depends much more strongly 334 (Model: η 2 = 0.079; Animal: η 2 = 0.459; Model x Animal: η 2 = 0.025; Channel (residuals): η 2 = 0.437). The 335 errors of the model fit on the averaged LFP and on the EEG (classical model only) are also shown in 336 Figure 3B , and are more explicitly compared in Figure 3C . We do not find any significant effect of the 337 field potential level (EEG, average LFP, single LFP channels) on the model error (F(2,171) = 0.2, p = 0.82, 338 one-way ANOVA). 339
The distributions of final optimised parameters are shown in Figure 3D -G for the classic model and 340 Figure 3H -L for the firing-rate-based model. Most parameters in both models were significantly 341 different between animals, with the exception of Smin in the firing-rate-dependent model (Cl-SWA α: 342 F(5,77) = 4.03, p = 2.8x10 -3 ; Cl-SWA β: F(5,77) = 8.65, p = 1.9x10 -6 ; Cl-SWA Smax: F(5,77) = 14.35, p = 9.8x10 -10 ; 343
Cl-SWA Smin: F(5,77) = 12.42, p = 1.1x10 -8 ; Fr-SWA α: F(5,77) = 8.33, p = 3.0x10 -6 ; Fr-SWA β: F(5,77) = 9.27, p 344 = 7.5x10 -7 ; Fr-SWA Fθ: F(5,77) = 14.3, p = 1.0x10 -9 ; Fr-SWA Smax: F(5,77) = 6.64, p = 3.9x10 -5 ; Fr-SWA Smin: 345 F(5,77) = 2.16, p = 0.07; one way ANOVA). The optimised rate parameters for EEG and averaged LFP data 346 consistently fall within the range of the single channel population ( Figure 3D-L) . The relationship 347 between the optimal firing set point and state specific firing rates is shown in Figure 3M . Firing rate 348 threshold was z-normalised (subtract the mean firing rate over a given state and divide by the standard 349 deviation) separately with respect to the distribution of firing rates in wake, NREM and REM sleep. This 350
shows, as expected, that the set point is typically below mean firing in wake (-1.0 ± 0.6; mean ± sd), well 351 above mean firing in NREM sleep (1.6 ± 1.1), and slightly above mean firing of REM sleep (0.7 ± 1.1). 352
These were all significantly different from zero (wake: p = 1.6x10 -13 , NREM: p = 1.9x10 -14 , REM: p = 353 3.4x10 -7 , two-sided Wilcoxon signed rank test). Figure 3N further 100% (Wake: p = 6.7x10 -14 , NREM: p = 2.0x10 -14 , REM: p = 5.4x10 -5 ). Note that, in a few channels, the 358 optimal firing rate threshold is actually above the mean firing rate during waking. This occurs when the 359 waking firing rate distribution overlaps substantially with the NREM sleep firing rate distribution but 360 has a heavier tail. REM sleep, in this dataset, is typically associated with firing below the set point, and 361 therefore Process S decreases, albeit at a reduced rate compared to NREM sleep ( Figure 3O ). 362
Interestingly, there are no significant correlations between the model fit error and the threshold 363 normalisation relative to any one vigilance state (Wake: p=0.06, r=0.21; NREM: p=0.35, r=-0.11; REM: 364 p=0.94, r=-0.01), suggesting that there is no clear relationship between the firing rate set point and firing 365 rate distribution of any one particular state. 366
Process S can be defined in terms of neuronal spiking off periods 367
When considering the relationship between multi-unit firing rates and LFP slow waves, a conceptual 368 complication arises due to the different origins of the LFP and MUA from within the same channel. While 369 the MUA firing rate represents the activity of only a few individual neurones, factors such as volume 370 conduction result in spatial smoothing of the LFP signal, and as such it represents the combined activity 371 of neurones covering a cortical area potentially on the order of several millimetres (Kajikawa & 372 Schroeder, 2011) . This means that when a slow wave is detected in the LFP, it is not guaranteed that all 373 local neurones contributing to the MUA are necessarily silent (Todorova & Zugaro, 2019) . Similarly, not 374 every long interspike interval occurs during a slow wave. An estimation of the occurrence of off periods 375 may be obtained by combining LFP and spiking data ( Figure 4A ). Slow wave detection was performed 376 on each LFP over the whole 48 h, including all vigilance states (0.5-6 Hz filter followed by an amplitude 377 threshold, values shown in Figure 4C ). All multi-unit inter-spike intervals (ISIs) which coincide with the 378 peak of detected slow waves were identified. The distribution of the duration of these ISIs was often (64 379 out of 75 channels) unambiguously bimodal ( Figure 4B ). This could be interpreted as evidence of the 380 existence of two spiking states occurring locally during the more widespread network slow oscillation; 381 high frequency spiking (on period) and extended silence (off period). Note that these two distributions 382
do not simply correspond exactly to sleep vs. wake conditions, because bimodality is often evident in Figure 4D . The average multi-unit firing rate aligned to the peak of slow waves 387 in detected off periods reveals a clear suppression of firing, consistent with expectations ( Figure 4E In order to investigate whether the off occupancy measure reflects Process S, we applied the classical 400 state-based model to the time course of off occupancy, exactly as was done with single channel SWA. 401
The classical model was applied with its equations unchanged, and is abbreviated as Cl-Off. Figure 5A  402 shows an example of the resulting Process S time course obtained in this way with a high quality of fit. 403
In contrast, some changes were introduced to the firing-rate-based model in order to describe off 404 occupancy dynamics. We considered that the different dynamics above vs. below a particular firing rate 405 set point may be due to two opponent processes simultaneously active in dynamic opposition but with 406 differential magnitude in wake vs. NREM sleep. Specifically, we consider a Process S increasing term 407 which is proportional to instantaneous firing rate, and a Process S decreasing term which is proportional 408 to the time spent in off periods (off occupancy). The equation used is: 409
In this model, one term drives S towards an upper asymptote (Smax) in proportion to firing rate (F), while 411 the other drives S towards a lower asymptote (Smin) in proportion to the off occupancy (X). Again, two 412 rate parameters α & β are required. This model behaves similarly to previous models because firing is 413 high in wake and low in NREM sleep, whereas off occupancy is high in NREM sleep and low in wake. This 414 variant of the model is abbreviated as Fr-Off. Figure 5A also includes the fit from this model, 415
demonstrating a high level of agreement between the two models and an accurate fit to the data. 416
The distribution of the median percent errors for the fits from both models over all animals and channels 417 is shown in Figure 5C . As before, the model type and animal has a significant effect (Model: F(1,138) = 8.06, 418 p = 5.2x10 -3 ; Animal: F(5,138) = 17.2, p = 3.2x10 -13 ; Model x Animal: F(5,138) = 0.52, p = 0.76; two-way ANOVA 419 with unequal groups) and the classic model achieved a slightly lower median percent error. However, 420 this effect was again very weak compared with the variation in fit quality between animals and channels 421 shown in Figure 5E -H for the classic model and Figure 5I -L for the firing rate and off occupancy model. 427
Most parameters in both models were different between animals to a high significance level (Cl-Off α: 428 F(5,74) = 2.4, p = 0.047; Cl-Off β: F(5,74) = 2.29, p = 0.055; Cl-Off Smax: F(5,74) = 9.49, p = 6.4x10 -7 ; Cl-Off Smin: 429 F(5,74) = 16.79, p = 8.0x10 -11 ; Fr-Off α: F(5,74) = 9.86, p = 3.9x10 -7 ; Fr-Off β: F(5,74) = 5.14, p = 4.6x10 -4 ; Fr-Off 430 Smax: F(5,74) = 10.08, p = 2.8x10 -7 ; Fr-Off Smin: F(5,74) = 10.25, p = 2.3x10 -7 ; one way ANOVA). Notably, the 431 weakest evidence for inter-animal differences were for α and β in the classic model. 432
Modelling identifies local variation in Process S dynamics 433
All four modelling approaches described here suggest the existence of variability in Process S between 434 recording channels, indicating that a local component determines its dynamics. Figure 6A Figure 6E ). This reveals that Process S derived 441 from modelling LFP SWA more closely resembles Process S derived from EEG SWA than Process S 442 derived from off occupancy. This suggests that global Process S calculated at a higher spatial scale might 443 reflect an averaging across a manifold of local Processes S that exist on a finer spatial level. 444
Discussion 445
Here, we demonstrated that Process S dynamics can be derived entirely from neuronal spiking activity, 446 without reference to global sleep-wake states. A model was outlined whereby the integrated history of 447 local multi-unit firing rates, relative to a locally-defined firing rate set point, predicted the temporal 448 dynamics of LFP and global EEG SWA. The accuracy of this model was demonstrated in a dataset of 449 recordings from mouse frontal cortex over 48 hours, including both voluntary sleep and wake, and sleep 450 deprivation. A novel metric for Process S was then presented, termed off occupancy, which measures 451 the fraction of time a neural population spends in off periods, defined by the coincidence of LFP slow 452 waves and multi-unit spiking silence. The modelling approach was combined with the off occupancy 453 metric and tested on the same dataset to present a quantitative framework for understanding dynamics 454 of sleep pressure at a highly local level in terms of neural spiking and off periods. 455
Central to this modelling perspective is the assumption that the generation of spikes by a neural network 456 is in some way correlated with an increase in sleep pressure, and that this manifests in the subsequent 457 expression of slow waves and off periods, reflecting Process S. The energetic cost of spiking is high 458 According to this view of sleep homeostasis, in principle, regulation can occur entirely at the local level, 471 within cortical networks or perhaps even within single neurones. Indeed, this is reflected in our results 472 through the differences between channels both with respect to the accuracy of the model and in the 473 values of optimised parameters. Why then is global sleep preferred over a hypothetical state including 474 asynchronous local off periods, which presumably could be used to sustain longer periods of 475 behavioural wakefulness? It has been argued previously that it is ecologically optimal to synchronise off 476 periods and undergo dedicated periods of total behavioural shutdown, because local off periods during 477 waking impair behaviour (Vyazovskiy et al., 2011; Rattenborg et al., 2012) . Mechanistically, the 478 occurrence of off periods might be obstructed by strong synaptic coupling and shared neuromodulatory 479 tone. Indeed, it has been observed that the degree of coupling between an individual neurone's firing 480 and the population firing rate, is variable between cells but characteristic to an individual neurone and 481 likely reflects total synaptic strength with its neighbours (Okun et al., 2015) . Some neurones may 482 therefore be less able to express asynchronous off periods than others. 483
The preference for global sleep, despite its fundamentally local mechanisms, may be evidence that sleep 484 homeostasis ultimately does not serve a single specific local function. Instead, the recent history of 485 neuronal activity levels may regulate the local tendency to generate off periods (Process S), a signal 486 which is integrated over larger neuronal populations through intrinsic network mechanisms in order to 487 produce a global sleep propensity signal that estimates the total time spent awake with great accuracy. 488
This mechanism would enable the brain to enforce a daily quota of sleep, which could have many 489 benefits at the physiological and ecological level, rather than to initiate sleep in response to the 490 homeostatic need of one specific regulated variable (Vyazovskiy, 2015) . Importantly, in this mechanism, 491 the variables which change as a function of time spent awake or asleep do not themselves need to be 492 directly regulated by sleep. Conversely, variables which remain stable during continuous wake or sleep 493 could still make essential contributions to the time-keeping mechanism. Note that this property is 494 present in our model, since the levels of neural activity themselves are not directly proportional to the 495 levels of Process S. The approximately equivalent overall accuracy of both firing-rate-based and 496 vigilance-state-based models supports this possibility, as does the evidence that homeostatically 497 regulated cellular variables can actually be stable during extended wakefulness, and that maintenance 498 processes in sleep may be ultimately prophylactic (Vyazovskiy & Harris, 2013) . In order to maximise 499 the efficiency of global sleep, single neuronal activities may be modulated such that sleep pressure 500 accumulates, on average, as uniformly as possible. This is consistent with recent reports that sleep 501 regulates the population level firing rate distribution (Watson et al., 2016; Levenstein et al., 2017; 502 Miyawaki & Diba, 2019) and could account for sleep's link with synaptic and firing rate homeostasis, 503
reconciling the local origins of sleep pressure accumulation with the global level of its dissipation. 504
Here, spike firing rate is used to represent the level of neural activity because it is convenient to record, 505 locally variable, and directly linked to neuronal functionality. However, no strong claim is made that 506 firing rates are necessarily causally responsible for the accumulation of sleep pressure. Indeed, it would 507 likely be possible to obtain a reasonable quantitative account of sleep homeostasis using any 508 physiological variable (or set of variables) that are consistently higher in either the wake or sleep state. 509
For example, a model assuming that Process S increases in proportion to local cortical temperature, 510 which, in laboratory rodents, drops by ~2 o C when falling asleep (Franken et al., 1991b; Tobler et al., 511 1997 ) and which has been mechanistically implicated in sleep regulation (Hoekstra et al., 2019) , might 512 also provide a plausible description of Process S dynamics. However, our results demonstrate that firing 513 rates are a useful measurable correlate of the processes that directly underpin Process S, and therefore 514 firing rate variance resulting from differences in experience and behaviour may well account for the 515 variance in Process S accumulation in normal individuals, between waking periods and between cortical 516
regions. 517
It should be noted that the firing-rate-based models used here typically slightly under-perform, relative 518 to the classic model, in terms of minimising the error between simulation and empirical data. There are 519 a number of reasons why a limit on the accuracy of the model is to be expected, related to technical 520 restrictions rather than conceptual ones. In this approach, each MUA channel records only a few 521 randomly sampled nearby neurones, which may have very different spiking properties, and so grouping 522 these as a single measure of local network activity is somewhat arbitrary. It may be valuable to explore 523 genetic and pharmacological manipulations of firing rate in order to further test this model's validity. 524
Unfortunately, the effects of any manipulation on the accumulation, expression and dissipation of sleep 525 pressure, separately to the effects on firing, is unknown, and so this may be hard to interpret. For 526 example, a recent study found that systemic atropine administered during behavioural wakefulness 527 produces slow wave activity, reducing spiking (as measured by c-Fos) yet increasing the duration of 528 subsequent NREM sleep (Qiu et al., 2015) . While this was interpreted as evidence that spiking activity 529
is not related to sleep pressure accumulation, the direct effects of atropine on Process S and the 530 functional significance of the resulting induced slow oscillation are unclear. Similarly, another study 531 found that local optogenetic activation of cortex during sleep, despite raising firing rates to waking 532 levels, was not accompanied with increased SWA or off periods during subsequent NREM sleep 533 . Again, it is difficult to disentangle the direct effects of this local stimulation, 534 which is not physiologically realistic, on the mechanisms surrounding the accumulation, expression and 535 dissipation of sleep pressure. On the other hand, these results might be interpreted as evidence that the 536 expression of the level of Process S involves an integration of homeostatic sleep need across neural 537 populations and therefore local firing rate manipulations are not able to substantially influence Process 538 S dynamics at a global level. 539
It is reasonable to assume that sleep homeostasis unfolds on multiple time scales and Process S as 540 defined by these models describes a relatively fast one, approaching its upper asymptote after 541 continuous wakefulness on a time scale of hours. The inclusion of processes acting over longer or 542 shorter time scales might explain discrepancies in all these models, however, the challenge remains to 543 identify what these could be. Furthermore, the role of REM sleep in Process S dynamics has not been 544 explicitly addressed or considered in the construction of these models. Depending on the model variant, 545 REM sleep is associated either with a small increase or small decrease in Process S, because firing rates 546 are low in REM sleep (closer to NREM sleep than waking) and yet off period occupancy is also low (closer 547 to wake levels than NREM sleep). It is possible that REM sleep might represent a homeostatically neutral 548 state, in which the level of Process S changes minimally, or not at all (Vyazovskiy & Delogu, 2014) . 549
In summary, our data suggest that Process S is reflected at multiple scales in the brain, from EEG and 550 LFP slow wave activity to the occurrence of local multi-unit off periods. Its dynamics across all scales 551
can be described quantitatively using information derived only from local neuronal activity with 552 comparable accuracy to the classical model of Process S which depends on global sleep-wake history. 553
We postulate that, despite its local origins, Process S may be integrated across networks for the purpose 554 of tracking time spent awake and used to enforce a daily quota of global sleep, rather than serving the 555 regulation of specific physiological variables. 556 
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