Abstract Let D be a bounded Lipschitz domain of R d . We consider the complement value problem
Introduction and main result
The problem (1.1) is analogue of the Dirichlet problem for second order elliptic integrodifferential equations. For these non-local equations, as opposed to the classical local case, the function g should be prescribed not only on the boundary ∂D but also in the whole complement D c . The complement value problem for non-local operators has many applications, for example, in peridynamics [1, 15, 31] , particle systems with long range interactions [19] , fluid dynamics [14] and image processing [20] . The problem has been widely studied by using different approaches from both probability and analysis. These include, in particular, the semi-group approach by Bony, Courrège and Priouret [8] , the classical PDE approach by Garroni and Menaldi [18] , the viscosity solution approach by Barles, Chasseigne and Imbert [3] and Arapostathisa, Biswasb and Caffarelli [2] , and the Hilbert space approach by Hoh and Jocob [23] and Felsinger, Kassmann and Voigt [16] . Many results have also been obtained for the interior and boundary regularity of solutions, see for example, [3, 4, 5, 6, 7, 9, 10, 12, 21, 22, 26, 34, 35] and the references therein.
In this paper, we will use the theory of semi-Dirichlet forms to study the problem (1.1). Different from [2, 3] , b, c, f and g in (1.1) are not assumed to be continuous. Also, the second order elliptic integro-differential operator in (1.1) is not assumed to have the maximum principle. Our work is motivated by the approach adopted in Ma and Guan [29] . The recent heat kernel estimates obtained by Chen and Hu [11] play an important role in our paper.
Denote L := ∆ + a α ∆ α/2 + b · ∇. By setting b = 0 off D, we may assume that the operator L is defined on R d . By [11, Theorem 1.4] , the martingale problem for (L,
By [11, Theorems 1.2-1.4], X has a jointly continuous transition density function p(t, x, y) on (0, ∞) × R d × R d , and for every T > 0 there exist positive constants C i , i = 1, 2, 3, 4 such that
Define e(t) := e t 0 c(Xs)ds , t ≥ 0,
The main result of this paper is the following theorem.
Moreover, u has the expression
Note that the double integral appearing in (1.4) is well-defined for any
(1.5)
As a direct consequence of Theorem 1.1, we have the following corollary.
The proof of Theorem 1.1 will be given in Section 3. In the next section, we first present some lemmas.
Some lemmas
Throughout this paper, we denote by (·, ·) the inner product of L 2 (R d ; dx) and denote by C a generic fixed strictly positive constant, whose value can change from line to line.
Proof. By the assumption on b, we know that there exists β 0 > 0 such that (cf. [27] )
We have
Therefore, by the uniqueness of solutions to the martingale problem for (L,
Proof. Let t, r > 0. Define
By (1.2), we get lim
The proof is complete by (2.2) and (2.3).
Let U be an open set of R d . Define
Denote by p U (t, x, y) the transition density function of the part process ((X
(2) There exist positive constants θ 1 and θ 2 such that
(4) For any x, y ∈ U, the function t → p U (t, x, y) is continuous on (0, ∞).
Proof. By (1.2), similar to [28, Lemma 6.1], we can show that
and there exist positive constants θ * 1 and θ * 2 such that
By (2.6) and the Markov property of X, we conclude that (2.4) holds. By (1.2) and (2.7), we conclude that (2.5) holds.
The proof of (3) is the same as [33, Theorem 1.4.7 and Proposition 2.2.1]. We now prove (4). For x, y ∈ U and t > 0, we have
Suppose t n → t as n → ∞. Then, we obtain by (1.2) and the joint continuity of p(t, x, y) on
Therefore, the proof of (4) Proof. We have
and
(2.10) Then, we obtain by (2.5), (2.7), (2.9) and (2.10) that there exists C > 0 such that for any x, y ∈ U,
The proof is complete by (2.11), Lemma 2.2 and [38, Theorem 1].
Lemma 2.5 There exists C > 0 such that
Proof. We only prove (2.12) when d ≥ 3. The cases that d = 1, 2 can be considered similarly.
where
Lemma 2.6 Let γ ≥ 0. For any compact set K of Ω, there exist δ > 0 and ϑ 1 , ϑ 2 ∈ (0, ∞) such that for any x, y ∈ K satisfying |x − y| < δ, we have
(2.14)
Proof. We only prove (2.14) when d ≥ 3. The case that d = 2 can be considered similarly. Similar to (2.11), we can prove that there exists ϑ 2 > 0 such that for any x, y ∈ Ω,
We obtain by (1.2) and (2.8) that there exist C > 0 and ǫ > 0 such that if 0 < t ≤ ǫ and x, y ∈ K satisfying |x − y| < ǫ then
Thus, there exists δ > 0 such that if x, y ∈ K satisfying |x − y| < δ,
where ϑ 1 > 0 is a constant. 
Proof. We first consider the case that d ≥ 2. Let β > β 0 (see (2.1)) and Ω be defined as in (2. 
where σ A is the first hitting time of A. Since both ϕ( We x) and (x, ∞). We assume without loss of generality that x = 0. We will use an idea from [24] to show below that 0 is a regular point of (0, ∞). Using the same method, we can show that 0 is also a regular point of (−∞, 0).
Let B be a Brownian motion on R 1 and Y be a rotationally symmetric α-stable process on R 1 that is independent of B. Then, B + aY is the symmetric Lévy process associated with ∆ + a α ∆ α/2 . Denote by P and Q the probability measures on D([0, ∞), R 1 ) that are solutions to the martingale problems for (
) with initial value 0, respectively. Since |b| ∈ L ∞ (D; dx), P and Q are mutually locally absolutely continuous (cf. e.g. [13, Theorem 2.4]). Define
By the Blumenthal 0-1 law, we know that P(S) = 0 or 1. If P(S) = 0, then we obtain by the symmetry of B + aY that P(S ′ ) = 0 also. We have a contradiction. Therefore,
Then, (2.16) implies that P(T n ) = P(R n ) = 0 for any n ∈ N. Since Q is locally absolutely continuous w.r.t. P, we have Q(T n ) = Q(R n ) = 0 for any n ∈ N. Then, Q(T ) =↑ Q(T n ) = 0 and Q(R) =↓ Q(R n ) = 0. Therefore, Q(S) = 1 − Q(T ) − Q(R) = 1, which implies that 0 is a regular point of (0, ∞).
Proof. Suppose that g is continuous at z ∈ ∂D. Let δ > 0. We define
For t > 0, we have
Then, we obtain by Lemma 2.2, Lemma 2.3 (3) and Lemma 2.7 that
By the Markov property of X, we get
Therefore, the proof is complete by the continuity of g at z, the boundedness of g and (2.17).
Lemma 2.9 For any t > 0 and z ∈ ∂D, we have
Proof. By (1.2), for ε < t, we have
Therefore, we obtain (2.18) by Lemma 2.3 (3) and Lemma 2.7.
Lemma 2.10 Let U be a relatively compact open set of R
Then, for dx-a.e. x ∈ U, we have
By the quasi-left continuity of ((X t ) t≥0 , (P x ) x∈R d ), we have
By Lemma 2.1, we know that (E 0 , H 
Then,
Since ψ is arbitrary, (2.19) holds for dx-a.e. x ∈ U.
3 Proof of Theorem 1.1
Boundedness and continuity of solution
Let u be defined by (1.3) . In this subsection, we will show that u ∈ B b (R d ), u is continuous in D, and if g is continuous at z ∈ ∂D then lim x→z u(x) = u(z).
(1) By Khasminskii's inequality and (2.12), there exists C > 0 such that for any v ∈ L p∨1
In particular, this implies that there exists δ > 0 such that
By (2.12), we get
By (3.1)-(3.3), we know that there exists M > 0 such that if c
(2) For x ∈ D and t > 0, we have
Then, we have u = u t + ε t . By (1.2) and the joint continuity of p(t, x, y) on (0, ∞) × R d × R d , we obtain that u t is continuous in D. By Lemma 2.2, we find that lim t→0 P x (τ ≤ t) = 0 uniformly on any compact subset of D.
(3.5)
Then, we obtain by the boundedness of u and (3.5) that ε By (3.6) and (3.7), we get
t converges to 0 uniformly on D.
By (3.5), (3.7) and the boundedness of g, we obtain that ε
t converges to 0 uniformly on any compact subset of D. Let ϕ = |c| + |f |. We have
Similar to (3.8), we can show that the right hand side of the above inequality converges to 0 uniformly on D. Then, ε (3) Define 9) and
By (3.4), we find that (N t ) t≥0 is a martingale under P x for any x ∈ D.
By (3.9) and (3.10), we get
By the integration by parts formula for semi-martingales, we have
Hence we obtain by (3.11) that (M t ) t≥0 is a martingale under P x for any x ∈ D. Therefore, we have
By (3.12), we get Therefore, we obtain by Lemma 2.8, Lemma 2.9 and (3.13)-(3.16) that if g is continuous at z ∈ ∂D, then lim x→z u(x) = u(z).
Existence of solution
Let u be defined by (1.3), and ξ and w be defined by (3.13) and (3.14), respectively.
We will first show that ξ ∈ H 
We find that ξ| D is a β-excessive function w.r.t.
for some m ∈ N. By (3.17), we know that (ξ(X t∧τ )) t≥0 is a martingale under P x for x ∈ D. By the integration by parts formula for semi-martingales, we get
Then, we have
We have η n (x) = E x [e −β(t∧τ Dm ) η n (X t∧τ Dm )] for t ≥ 0 and x ∈ D m , and η n (x) = ξχ n (x) for q.e.-x ∈ D c m . By [32, Theorem 3.5.1], we get
By (3.18), (3.19) and Lemma 2.10, we get 
Letting n → ∞, we obtain by (3.20) and (3.21) that E 0 (ξ, φ) = 0.
Therefore,
which implies that (1.4) holds.
Uniqueness of solution
In this subsection, we will prove the uniqueness of solution. To this end, we will show that there . By (3.27) and (3.29), we get lim t→0 l m,n t /t = 0. Then, l m,n t = 0. Since φ ∈ C ∞ c (D m ) is arbitrary, we obtain by the continuity of the function t → p β,Dm (t, x, y), which can be proved similar to Lemma 2.3 (4) , and the continuity of the function t → c Therefore, by letting t → ∞, we obtain by (3.36), (3.37) and the dominated convergence theorem that v(x) = 0 for dx-a.e. x ∈ D. Since v| D ∈ C(D), we obtain v ≡ 0 on R d . The proof is complete.
