Abstract-We adopt temporal graph model to explore the dynamic temporal properties of three mobility datasets in DTN (Delay Tolerant Network), collected from different sources, including one university campus WLAN and two conferences WLANs. With this model, we observe that the temporal network density of DTN changes with time and approximate varies periodically. Then we study the impact of this phenomenon on information diffusion. Our studies and findings can be used for establishing more realistic mobile model, building intelligent routing algorithm, and design advanced applications for DTNs.
among a thousand participants of a rollerblading tour and find that it exhibits a typical accordion phenomenon--the topology expands and shrinks with time.
In this paper, we first adopt a connectivity model for DTNs to capture the transient nature of node connectivity in DTNs. we utilize the real mobility traces from the archives at [12] and [13] to understand the mobility characteristics and the dynamic of network connectivity. We have observed from these traces that the temporal network density approximately varies periodically.
Our observation is different from those made by other research works. Specifically, the observation differs from the accordion phenomenon in RollerNet experiment [5] . RollerNet is a kind of pipelined DTN whose network topology is mainly affected by the behavior of the leading node. The accordion phenomenon translates into alternating phases of compression and expansion of the rollerblading crowd. Our observation is down to the cyclic behavior of humans contacts. In the daytime, people get together for some purposes and move among different places, thus they contact frequently and temporal network density of DTN is high. In the night, people are distributed sparsely due to rest, thus they contact less and temporal network density of DTN is low. This observation is intuitive in our daily activities but has not been addressed by existing mobility models.
Our observation can also be incorporated into mobility models that are important to various researches including DTN simulations. Particularly, existing random mobility models are based on random individual movement. For example, in Random Way-Point mobility model [14] , each individual node randomly chooses a destination point (waypoint) in the area. In [15] , the authors present a community based mobility model, in which the nodal movement preferences are not i.i.d in space. In [16] , the authors propose a time-variant community model, in which the nodal movement preferences are not i.i.d. in space and not homogeneous across time. However, whether the temporal network density is homogeneous across time, and approximate varies periodically in these models are unknown. Hence, these models don't address the complexity of nodal mobility in real-life settings.
We then focus on the impact of the cyclic temporal network density on information diffusion. We deal with this by both looking at the average reachable ratio and average delay. These two metrics are closely related to the routing performance in DTN or mobility-assisted packet forwarding. We first encode temporal data into graphs while fully retaining the temporal information of the real mobility traces by using temporal graphs. Then we introduce a sliding time window approach, which makes it feasible to analyze long traces with hundred thousands of contacts. We find that the average reachability ratio and average delay depend on the temporal network density trends. To the best of our knowledge, this paper presents for the first time empirical results validating that how the cyclic temporal network density impact on information diffusion.
In short, this paper makes the following contributions. 1) We adopt the temporal network density model for characterizing the connectivity of DTNs.
2) We analyze three real mobility datasets made from different mobility experiments and show that the temporal network density of DTN changes with time and approximate varies periodically.
3) We study how the cyclic temporal network density affects the average reachable ratio and average delay with different time maximum TTL.
The remaining paper is organized as follows: In section 2, we recall first the definition of the temporal graphs and introduce the sliding time window approach to compute the shortest path. In section 3, we introduce three real mobility datasets, describe the dynamic property of DTNs, and investigate the impact this dynamic property on the network performance. We also present important related works in Section 4. In section 5, we conclude the paper and identify directions for future work.
II. PRELIMINARIES
In this section we recall first the temporal graphs model proposed by V. Kostakos [17] . 
is a set of graphs of
In the above definition it is assumed that an interaction between a pair of nodes takes place within one slot time.
Definition 2: Given two nodes u and v we define a temporal path:
to be the set of path starting from u at slot time t and finishing at v that pass through the nodes
Definition 3: Given two nodes u and v we define the shortest temporal distance: , a sliding window process of window length w and increment inc will generate a set of subsequences { } In the following, we first analyze the three data sets, with a focus on the temporal network density.
Specifically, for each of the data set, we vary the W and calculate the temporal network density values. Each data point is s seconds, a3nd the total number of data points are n1, n2, and n3, respectively. The calculated values are plotted across time, and we make interesting and important observations regarding the dynamic properties of DTNs.
Though the three data sets we used all consist of academic users and admittedly incomprehensive given the vast variety of various DTNs, we believe our study shed interesting light on gaining more insights into the behaviors of these types of DTNs. More importantly, we further study the impact of these behaviors by studying certain performance metrics relevant to DTN information diffusion.
To understand the impact of dynamic properties of DTNs, we use the three following metrics:
 Average reachability ratio: we calculate the average reachability ratio of node u at slot time  Average dynamic density: we define temporal network density of snapshot G τ at slot time τ
, where E τ is the number of edges of G τ . We also define Average dynamic density during time window as We now present the study about temporal network density for these three data sets. One important observation is that the temporal network density approximately varies periodically.
In Figure 2 we plot temporal network density D for each slot time for the Infocom05 data set.
We observe that the peak values of temporal network density occur periodically across time. Such behaviors are not surprising since human movement patterns have daily cycles. Specifically, the temporal network density is low when participants are distributed sparsely due to rest during night periods and high when there are groups of people forming perhaps for lecture or meeting during daytime periods. It varies between 0.02 and 0.27 during daytime periods, and is almost no change and less than 0.01 at night. Furthermore, participants attend or left the conference at certain time, as a result D changes rapidly at phase-switch point. In Figure 3 we plot temporal network density D for the Infocom06 data set. The result is very similar to the Infocom05 data set.
The MIT Reality data set has many more days so gives us a better overview of day to day trends.
Plotting temporal network density D for each slot time in Figure 4 , we can see D is larger on weekdays than weekends of each week. The reason for this is that humans as a collective congregate on weekdays; there are a denser number of contacts on weekdays than weekends.
We further study the specific periodic values for these three data sets, and we observe that the values are consistent. As Figure 2 shows, the temporal network density D approximately varies periodically with one day period (i.e., 1 
T day =
), which is easily explained by the human diurnal cycle. We analyze how the cyclic temporal network density affects the average reachability ratio and average delay in this section. As we have shown above, the network density D can exhibit the behaviors of rising and falling behaviors of trends.
As Figure 5 shows, when w is less than half of T (i.e., inactivity → activity → inactivity, activity → inactivity → activity, and so on.
These different behavioral trends relevant to cyclic tempral network density are not surprising because human behavior exhibits strong periodicities, e.g., the home-work-home daily cycle, and the work-home-work weekly cycle. In the following, we will focus on the scenarios where w is less than half of T ( 1
). We first study the impact of temporal network density trend on the average reachability ratio and average delay. Then we study how the cyclic temporal network density affects these two metrics with different maximum TTL. As shown in Figure 6 (b), we can see that the average reachability ratio approaches 1 in PA and increases as DD increases in I2A and A2I. However, in PI it doesn't increase as DD increases. It varies between 0 and 0.5, 70% of average reachability ratios are 0 and 90% are less than 0.1.
From Figure 6 (c), we can see average delay in PA and A2I are at most 5000 seconds. The values in I2A are greater than in PA and A2I and decrease as DD increases. In PI it varies between 0 and 18900 seconds, 95% of average delays are less than 10000 seconds.
After further analysis, we believe that these results can be explained as following. In infocom05 dataset, degrees vary between 3 and 11 in activity, and are almost 1 in inactivity as most nodes have no contact or are always in contact with a single node. P. U. Tournoux et al [5] have shown analytically that the shortest temporal distance decreases as the average node degrees increases.
Therefore, the average reachability ratio approaches 1 and average delay is very small in activity.
In PI most nodes have no contact or are always in contact with a single node, the node may directly transfers message to the destination or waits more time for forwarding message. So the average reachability ratio and average delay have great varying range in inactivity.
The average dynamic density DD increases as the proportion of busy contact opportunity periods increases in I2A and A2I. For example, the average dynamic density DD of windows 1 1 [ , ) t t w + is smaller than that of 2 2 [ , ) t t w + in Figure 2(b) . As the proportion of activity part increases in I2A
and A2I, it offers more favorable conditions for message transfers improved the average reachability ratio. So the average reachability ratio increases as DD increases in I2A and A2I.
I2A, nodes may wait more time for forwarding message as the proportion of little contact opportunity periods increases. As result, average delay decreases as DD increases. However, nodes may wait less time for transferring message to the destination since there are more favorable conditions for message transfers in A2I. Therefore, the average delay in I2A is greater These results validate that when / 2 w T ≤ , the average reachability ratio and average delay depend on the temporal network density trends. This suggests that forwarding algorithms would benefit from reacting to temporal patterns found in the user's behavior. A highly related area is that of the variation in the user's networking demands over the course of a day, as one might expect that busy contact opportunity periods might coincide well with busy networking periods. We analyze how different values of the maximum TTL affect average reachability ratio and average delay. In Figure 7 , 8 and 9 we show that the correlation between average reachability ratio and average dynamic density DD varies for different maximum TTLs for all three datasets.
The scatter plots clearly indicate that there is a positive correlation between the average reachability ratio and average dynamic density DD . The correlation becomes stronger as w increases. In particular, the correlation is almost perfect when 6 w hours = , as shown in Figure 9 .
As we shown above, the correlation is different in different temporal network density trends. This suggests that the average reachability ratio is rather insensitive to changes in the temporal network density with increasing maximum TTL. The reason for this is, as w increases, the maximum time to live of a message increases, so the message have more time to be transferred . In Figure 10 , 11 and 12 we plot the correlation between average delay and average dynamic density DD when varying the maximum TTL for all three datasets. In contrast with average reachability ratio, the correlation between the average delay and average dynamic density DD becomes weaker as w increases. As we shown above, the correlation is different in different temporal network density trends. Therefore, the average delay seems more sensitive to changes in the temporal network density as w increases. We also analyze the impact of the cyclic temporal network density on the network communication performance. These results validate when / 2 w T ≤ , the average reachability ratio and average delay depend on the temporal network density trends. Specifically, as w increases, the average reachability ratio rather insensitive to changes in the temporal network density with increasing maximum TTL. In contrast, the average delay seems more sensitive to changes in the temporal network density as w increases.
In future work, we will propose a mobility model to describe an environment including the temporal network density varying periodically. We believe such a model is an important building block for analysis of the performance of protocol. On the other hand, we hope to study the node importance in an environment which the temporal network density evolves over time. 
