Abstract-A sequential decoder for linear block codes that performs maximum-likelihood soft-decision decoding is described. The decoder uses a metric computed from a lower bound on the cost of the unexplored portion of the code tree. It is shown that for certain block codes the average computational complexity of this metric is superior to that of the Fano metric. A new function, the cumulative column distance function, is introduced for linear block codes. This function is an important factor that determines the average computational effort of a sequential decoder for a linear block code with an arbitrary maximum-likelihood metric. Simulation results show that a sequential decoder for linear block codes with a fast growing cumulative column distance function achieves a low computational complexity, a result analogous to that for convolutional codes.
I. INTRODUCTION
The Fano metric is widely used in sequential decoding of convolutional codes on discrete memoryless channels. The optimality of the Fano metric (in the sense of achieving a good balance between computational effort and error probability) is discussed in [1] - [4] . Algorithms for linear block-code trellis construction [5] - [11] naturally lead to the introduction of soft-decision maximum-likelihood (ML) decoders for arbitrary linear block codes (or group block codes in general [9] ). Linear block codes are generally easier to study than convolutional codes, and many good block codes are presently known. Their practical implementation in some applications is held back by the lack of soft-decision decoding algorithms. Trellises bypass this difficulty. Linear block codes, however, have trellises with a time-varying number of states. The maximum number of states can be quite large, for example, 2 64 for the (128; 64) extended BCH code. Although a certain permutation of the code achieves 2 43 states [12] , that is still exceedingly large for practical implementations of the Viterbi algorithm. Sequential decoding algorithms can be readily extended from convolutional codes to linear block codes. Compared with the Viterbi algorithm, such schemes can provide significant savings in the average number of computations needed for decoding. Here we only consider ML sequential decoders, i.e., decoders with large enough stacks (in the Zigangirov-Jelinek (ZJ) algorithm [13] - [15] ) and no time constraints. Sequential decoding of linear block codes was investigated in [16] - [18] . Massey [2] observed that a modification of the Fano metric that maximizes the joint probability of the received signal and the considered path plus the tail of the code tree in certain instances achieves better computational complexity than the Fano metric.
The Fano metric as well as other metrics proposed for sequential decoding algorithms, can be considered as modifications of priorityfirst search algorithms developed in the computer science [19] . The aim of such algorithms is to find a minimum cost path from the root node in a tree to a goal node. The cost of partial paths leading from the root is determined, with the paths extended in an order determined by assigning a priority to each such path. For example, if priority is given to shortest paths, a breadth-first search of the tree results. For decoding, a breadth-first search of the code tree is expected to be inefficient.
In the so-called Algorithm A [19, pp. 74-81 ] the priority measure consists of two parts. One part reflects the actual cost of the explored path leading to the given node and the other is an estimate of the future cost of extending this path to reach the goal node. (For block codes the goal node lies at a depth equal to the code length.) In the Fano metric [2] the part that reflects the future cost is the expected value of the future cost taken over all possible extensions of the current node. Thus sequential decoding with the Fano metric is an instance of Algorithm A in the terminology of [19] .
It was observed in [20] that the general approach of estimating the future cost by taking the expectation of the future metric with respect to the unexplored portion of the search tree is not always computationally optimal, particularly when additional information about the future is available. Algorithm A is renamed Algorithm A* when the part of the cost that depends on the unexplored part of the search tree is a lower bound on the future cost obtained from certain knowledge about the problem structure. One instance of Algorithm A*, in which the algorithm relies on knowledge about the code (such as a set or superset of the codeword Hamming weights), was proposed in [18] . More recently, a tutorial paper on the Algorithm A*, with applications to ML soft-decision decoding of binary block codes, appeared in [21] .
In Section II, we describe a metric (priority measure) that differs from both the Fano metric and the metric of [18] and that is trivial to compute compared with them. This metric was discovered independently by the authors and in [16] and [22] . We call this metric the variable bias term (VBT) metric, and we give an empirical argument to justify the introduction of the metric in this particular form. Sequential decoding with the VBT metric is another instance of Algorithm A*.
In Section III, we analyze the performance of sequential decoders that use the VBT metric. By introducing the cumulative column distance function (CCDF), we are able to extend known bounds on computational complexity from convolutional codes to linear block codes. We argue that the VBT metric is particularly suitable for codes with a fast growing CCDF, and we derive an upper bound on this growth.
We note also that the CCDF depends on the particular permutation of code symbols that is assumed. We conjecture that code permutations that yield code trellises of small complexity will also achieve a fast-growing CCDF. The task of finding such permutations is a well known research problem [23] . Luckily, many known good codes (such as the Golay code) have a fast-growing CCDF and so the proposed metric will outperform the Fano metric for these codes. For such codes, the metric we propose performs computationally well 0018-9448/98$10.00 © 1998 IEEE even if the CCDF if not optimal (as in the case of a code in systematic form).
In Section IV, we present the results of simulating the sequential decoder with the VBT metric, the Fano metric, and the zero bias-term (the Viterbi) metric for the (24; 12; 8) Golay code and the former two metrics for the (48; 24; 12) extended quadratic residue code for which good orderings that achieve a fast growing CCDF are known.
When comparing our results with convolutional decoders, it should be noted that a branch extension in the trellis of a block code usually represents one symbol whereas a branch extension in the trellis of a convolutional codes may represent several symbols. Thus it would seem that more branch extensions are required for a block code than for a convolutional code of the same length. However, if the block code trellis is sectionalized so that a trellis branch represents several code symbols, the number of branch extensions for a block code can be reduced. We have not pursued such sectionalization in this correspondence, however.
II. VARIABLE-BIAS TERM METRIC
Sequential decoding schemes for decoding convolutional codes commonly use a probabilistic branch metric, namely, the Fano metric, which can be written for a discrete memoryless channel as
where p(r i jv i ) is the channel transition probability, p(r i ) is the channel output symbol probability, and B is a bias term, often chosen to be the code rate R [1] , [2] . For continuous channels (AWGN channels with BPSK modulation, to be exact) the Fano metric assumes the form 
where E s is the energy per transmitted bit and N 0 is the one-sided noise power density. We note that the statistic to be maximized by the ML sequential decoder (P r (m; t m ; y) in the notation of [2] ) depends on the unexplored part of the code tree, and this dependency is removed by averaging over future "tails" of the code tree [2] . Thus the Fano metric is the expected value of this statistic with respect to the future part of the code tree that is unexplored. The underlying assumption that the code is random assures that the Fano metric will have a good performance over a vast variety of codes. This assumption, however, does not assure the superior performance of the Fano metric in individual cases when more information about the code structure is available. Let us formulate a different strategy that turns out to be a "winning" strategy for a certain codes. Consider first the Viterbi metric (that is, just the squared distance between a received symbol and a branch symbol). The accumulated Viterbi metric is the sum of the partial metrics and has the geometric interpretation of a squared Euclidean distance between the received point and the closest code point. Suppose a binary code with a 61 binary phase-shift keying (BPSK) scheme is used, and suppose the decoder receives a signal of amplitude ri ; i = 1;2;1 11;n; in a particular time interval. We introduce a variable-bias term (VBT) branch metric in the following way: (corresponding to the transmission of +1), where
Note that B i changes with i: The squaring operation in (3) and (4) can be avoided for BPSK signaling. Simple manipulations show that
and
We may consider the accumulated bias term as a lower bound for the accumulated metric of the ML codeword. Fig. 1 illustrates how we make use of this lower bound. The total estimated "cost" associated with any particular path through the tree is given the sum of a) the (actual) cost through the already explored portion of the tree and b) a lower bound on cost through the unexplored portion of the tree. Let m(s) be the cost estimate associated with a state s in the tree and let b 2 be the actual cost (squared Euclidean distance) associated with a branch connecting state s to its successor state s + : Then our cost estimate for s + is given by
where i is the depth of s + in the tree. We take the quantity b 2 0Bi as a modified branch metric in our decoding algorithm. The estimated cost of opening the root node of the tree is given by m(0) = 6 i1 B i :
Thus the VBT decoder uses the least possible cost as the estimate of the unexplored part of the code tree. In the following section we will see that this results in computational savings when employing the VBT decoder for certain codes (that have a fast growing CCDF). We will also give a heuristic explanation of this effect.
The decoder with the VBT metric is ML by the following argument. Suppose the total accumulated metric along the path at the output of the decoder is
where j is 0 or 1 depending on branch labels. We use the ZJ algorithm as a sequential decoding scheme. When the decoder makes the decision, all paths in the stack below the top path of length n have larger partial metrics. The true Euclidean distance between the decoded path and the received sequence is
The same second term in (7) will be added to any competitive path of length n as well; so by minimizing An the decoder also minimizes the accumulated metric A 0 n :
Even though the lower bound on the future cost that we use is particularly simple, the decoder with the VBT metric opens fewer nodes than the decoder with the Fano metric for the codes we consider.
III. ANALYSIS OF THE DECODER

A. The Cumulative Column Distance Function
In the analysis of computational complexity of sequential decoding of convolutional codes a prominent role belongs to the column distance function. We need a similar function in the analysis of block codes. We introduce the cumulative column distance function (CCDF) for linear block codes in the following way.
Denote by start (C) = fi 1 ; i 2 ; 1 1 1 ; i k g the set of indices (or time coordinates) where the minimal trellis diagram for an (n; k) linear block code C has branches that split from the all-zero codeword (the start set of the code [10] ) and suppose i 1 < i 2 To analyze the performance of the sequential decoder we follow the results of [24] . An upper bound on the number of computations performed by a sequential decoder for a binary code in the mth incorrect subset is given by
where C C C m is the number of computations, n d denotes the number of incorrect paths in the mth incorrect subset whose distance from the correct path is d m (log 2 N m ), i.e., the value of the mth-column distance function at blog 2 N m + This bound, derived originally for convolutional codes, is applicable to block codes since it considers different incorrect subsets individually and so allows to substitute different CDF's for each incorrect subset. We introduce then a cumulative column distance function (CCDF) to account for the fact that different subsets of a code tree of a block code have different cardinality (as opposed to convolutional codes). Since those subsets of a code tree that start later have exponentially decreasing cardinality (as a power of 2 for binary codes), we write the CCDF as
where 2 0m is the weighing factor accounting for different cardinalities of incorrect subsets. The CCDF for the (8; 4) RM code is shown in Fig. 3 .
We need the CCDF to apply the result that was obtained by Chevillat and Costello in [24] (see also [25] ). In particular, in order to minimize the computational complexity of the decoder one has to choose codes with fast growing CCDF. We can rephrase this result for block codes as follows. In order to minimize the computational complexity of a sequential decoder for linear block codes one has to choose block codes with fast-growing CCDF. We conjecture that the minimization of the state space of the trellis diagram of a linear block code (for definitions see [9] and [10] ) leads to a particular permutation that achieves fast growing CCDF's.
We now give a heuristic argument that the decoder with the VBT term metric is particularly suitable for codes with fast-growing CCDF. The growth of the CCDF influences the computational effort of the sequential decoder in a positive manner. Intuitively, the reason for this is the spatial "separation" of the code tree subsets. If the code tree subsets quickly become spatially separated after branching points of a code tree, then the decoder is less likely to switch into an incorrect subset later on in the decoding process. The degree of such separation is reflected by the growth of CCDF. A decoder with VBT metric takes a lower bound on the future cost and thus maintains a reduced list of contending paths compared, for example, with a decoder that uses the Fano metric. Since for codes with a fast-growing CCDF a sequential decoder is less likely to switch to an incorrect subset in general, such restriction of contending paths is advantageous. Simulation results (Fig. 7) show that even codes in systematic form perform well with the VBT metric. We explain this by the fact that after an initial flat portion, the CCDF grows quickly and the decoder has low computational complexity overall. For codes with a slowgrowing CCDF the Fano metric is expected to outperform the VBT metric since the decoder now has to estimate the future cost over an ensemble of subsets of the code tree to reduce the computational complexity (see, for example, [17] ).
Many well-known codes have a fast-growing CCDF. We consider the (8; 4; 4) Reed-Muller, (24; 12; 8) Golay, and (48; 24; 12) quadratic residue codes with standard orderings [8] , [26] , [27] which are known to have the best possible state complexity profile. In all three cases we observed fast growing CCDF's (see Figs. 3-5 ). For most linear block codes optimal orderings (i.e., permutations that minimize the trellis complexity) are unknown despite recent efforts in this direction [23] , [27] - [32] .
B. An Upper Bound on the CCDF
We derive here an upper bound on the CCDF's for a particular (n; k; d) linear block code (with fixed ordering). Let us consider the first CCDF d1(j ) (this bound is applicable mutatis mutandis to any d m (j)): Here we assume the terminology of [9] and [10] . A generator of a block code is called atomic if it cannot be expressed as a sum of codewords with strictly smaller span lengths. (In the literature, the span of a codeword is also known as its support.) Observe that start (C) is the (unique) set of indices where atomic generators start, i.e., have only zeros in the past (the past and the future are taken with respect to the current time index.) Denote by end (C) the (unique) set of indices where atomic generators end, i.e., have only zeros in the future. The set start (C) is the set of indices where atomic generators for the given ordering of the block code do not start. A permutation of the block code generally changes start (C): For a given ordering of the code, this set is unique [10] .
It follows from the definition that a CCDF cannot change where an atomic generator starts since each node has outgoing branches labeled with both 0 and 1 and so the minimum taken over the set of truncated codewords cannot increase at this position. In other words,
We have start (C) = end (C ? ) where C ? is the dual code of C [10, Theorem 5] . Denote C j the j th past subcode, i.e., the subcode of C whose region of support is f1; 111; jg: We have
where jend (C ? j )j denotes the cardinality of the set end (C ? j ) and 1 on the right-hand side due to the divergence of the codewords that determine this first CCDF, from the all-zero codeword in the first position. The second term on the right-hand side of (9) We can upper-bound dim C j by noting that this subcode has the minimum distance no less than the original code. Let us denote by It is shown in [26] that minimizing the trellis state complexity generally tightens the bound dim C j kmax(n 0 j; d): For some codes such as the (8; 4; 4) Reed-Muller and (24; 12; 8) Golay codes, uniformly optimal orderings are known. Brouwer and Verhoeff in [33] give bounds on the minimum distance of binary codes as a function of (n; k): We used this table to compute bounds on CCDF's for the (8; 4; 4) RM code. The CCDF and the upper bound for the (8; 4; 4) RM code are shown in Fig. 3 . One can see that the standard ordering of the (8; 4; 4) RM code is close to the upper bound in terms of the CCDF growth. It is also possible to derive a lower bound on CCDF using the result of [34] . The runs of zeros (that "slow down" the growth of CCDF's) are bounded by the set of atomic spans in the dual code. This lower bound is, however, quite loose and we do not consider it in the present correspondence.
IV. SIMULATION RESULTS
The performance of the sequential decoder for the (24; 12; 8) Golay and (48; 24; 12) quadratic residue codes has been simulated. We were primarily interested in the comparative performance of the VBT and the Fano metrics, and the performance of these codes with optimal and standard orderings.
There is no universally accepted measures of the complexity of the decoder. One may use the number of additions and comparisons performed by the decoder as one such measure. We try to avoid this ambiguity by counting the number of nodes we extend. There is a fixed cost associated with extending a node. It consists of computing the branch labels, computing state labels (see [11] ), and placing the node into the stack. The cost of placing the node into the stack may be relatively high if implemented in software or low if implemented in hardware [35] . The decoder also performs the extraction of the top node in the stack. The cost associated with this operation is also fixed and usually is only a fraction of the cost of inserting an extended node into the stack. In Fig. 6 we show the average number of "pushes" performed by the decoder for the (24; 12; 8) Golay code with the standard ordering. In Fig. 7 the (24; 12; 8) Golay code is in systematic form and, as we expected, the computational complexity of the decoder increases. The VBT metric still performs better than the Fano metric for low SNR values and performs the same for higher SNR values. For the (48; 24; 12) quadratic residue code we show relative numbers of "pushes" and "pops" of the stack in Figs. 8 and 9. One can easily compute the actual average cost (i.e., the number of additions and comparisons) of the decoder from this data depending on a particular implementation.
In the model we assumed continuous additive white Gaussian noise (AWGN) channel characterized by a certain symbol signalto-noise ratio (SNR in Figs. 6-9) . We ran 10 6 simulation trials for the (24; 12; 8) Golay code and 5 2 10 5 simulation trials for the (48; 24; 12) quadratic residue code. It turns out that the distribution of computations in the sequential decoding of the block codes is approximately Pareto [11] (but always bounded from above by the cost of opening all nodes in the code tree; hence the approximation). A large number of simulation trials is required for computing the mean of the number of "pushes," since the standard deviation can be quite large especially for low SNR. We consider the average of the number of "pushes" and "pops" as a primary criterion of the complexity of the sequential decoder. This is automatically justified for the medium to large values of SNR (3-10 dB) since the standard deviation in this range is relatively small. For low SNR one would most likely use some algorithm enhancements such as those described in [11] . As illustrated in Figs. 6 and 7 , the VBT metric provides about 40% computational savings compared with the Fano metric in the low and medium SNR range, and an order of magnitude of computational savings compared with the zero bias-term metric.
V. CONCLUSIONS
The VBT metric is shown to be a good choice of metric for sequential decoding of linear block codes. The lower bound on the path-cost estimate used in the VBT metric is trivial to compute and does not depend on the ordering of the code. The decoder with the VBT metric significantly reduces the computational effort of the sequential decoder while preserving its maximum-likelihood character. Analysis of the sequential decoder for block codes is similar to that for convolutional codes. The single most important parameter that determines the computational complexity of the decoder for a particular block code is the cumulative column distance function (CCDF) herein defined.
Block codes with the fastest growing CCDF provide significant computational savings for sequential decoders. Optimal orderings are presently known only for a few block codes and we consider the search for such orderings as an interesting future research problem.
Sequential decoding schemes have some drawbacks (such as variable decoding effort) that are well known in the convolutional decoding context. Since block codes have a finite tree, the average number of computations and the standard deviation are always bounded. (In practical implementations of sequential decoders for convolutional codes the code tree is also of finite length thus making effectively a convolutional code into a block code.) However, the decoding effort still varies widely, especially in the low SNR range. Some work-arounds such as time-out mechanisms are known and we refer the reader to the relevant literature (see, for example, [4, ch. 12] ).
For some applications requiring a block-oriented error-control scheme, sequential decoders present a viable means of implementing decoders for relatively powerful codes. The VBT metric can be easily adapted to most signaling schemes. We consider this flexibility as one of the most important advantages in designing sequential decoders for arbitrary linear block codes, perhaps with nonbinary alphabets. 
I. INTRODUCTION
Let t 2 k bits of information be encoded in a t 2 n-bit array, n > k. Due to some reasons, the data stored in several columns can be lost or corrupted. We assume that we know in which columns it has happened. The data they carry is said to be erased. Such erasures are also referred to as phased burst erasures. Our purpose now is to reconstruct the missing data. Problems of this type arise, for example, in storage systems and information transmission over parallel channels, see [4] , [5] , [8] , [10] , [15] , [17] , and many references therein. Sometimes erasures may be deliberately declared for the sake of increasing performance. For example, if the n pieces of information do not arrive simultaneously, it is possible to reconstruct all the data from the partial information in our possession, while considering the remaining pieces as erased. Such approach proves to be efficient in RAID systems [7] and networks with packet transmission [2] , and [13] .
A binary array code C(t; n; r) corrects up to r phased burst erasures, i.e., reconstructs the correct codeword when at most r columns have been erased. Clearly, the problem of constructing such a code is equivalent to finding a code over GF (2 t ) with minimum distance r + 1. The maximal error-correcting capability of such codes is achieved if they are maximum-distance separable (MDS), i.e., they correct up to n 0 k erasures [12] .
A binary C(t; n; r) code for n 2 t 0 1 can be obtained by shortening a Reed-Solomon (RS) code over GF (2 t can be regarded as a vector of n symbols belonging to GF (2 t ), where each symbol is a t-bit column. With slight abuse of terminology, we say that n is the length of the array code.
The conventional decoding procedure consists of calculating the syndrome followed by computing the values of erasures. This can be done using the Forney algorithm [9] (actually, this algorithm was suggested earlier by Parker [14] for the purpose of inverting Vandermonde matrices). All the operations in the algorithm are implemented in GF (2 t ) and its complexity is proportional to rn field operations or rnt log t log log t-bit operations [3] . For small r, the best known algorithms for calculation of the syndrome require rnt-bit operations. So, the question is if it is possible to design codes achieving the maximum possible erasure-correcting capability, and having complexity of decoding proportional to rnt. A class of such codes was constructed by Blaum and Roth [4] (for earlier results see [5] , [10] , [18] , and references therein). Having complexity of decoding proportional to rnt, the Blaum-Roth codes are of length at most t + 1, and t is of the form p 01 for some prime p. In our paper [11] , we proposed another class of codes of length 2t + 1 with the same complexity. However, these constraints on the code parameters are quite restrictive.
Here we propose a new class of C(t; n; r) array codes with maximal erasure-correcting capability. The length of the codes is n L l=1 t l for some L t. If L is chosen to be constant independent of t, the codes have length proportional to t L . Let m be the minimal number such that m > t; mj2 t 0 1. Then, complexity of decoding the proposed codes is of order rnmL, i.e., if m is close to t and L is constant, it is proportional to rnt. If L < log t log log t, the decoding complexity is still better than for general shortened RS codes. If L = 1 and m is prime, then t equals m 0 1 and our construction coincides with the one of Blaum-Roth for n t.
The basic idea is that we use a shortened RS code over the field GF (2 t ) defined by a nonprimitive polynomial M(x), having a root of order m > t. It is desirable to have m as close as possible to t. Considering the elements of the field as polynomials in , we pick only those columns of the parity-check matrix of the RS code that correspond to the elements with at most L nonzero coefficients. The essential simplification is achieved by implementing the computations in the ring defined modulo the polynomial x m 0 1 where multiplication by a power of turns out to be a cyclic shift.
The correspondence is organized as follows. In Section II, we discuss relations between the initial field and the corresponding ring. We define the code by its parity-check matrix and prove that it achieves the maximal correcting capability. In the next section, we
give an example of decoding the C(20; 210; 2)-bit array code. In Section IV, we describe the decoding scheme for multiple erasures.
II. CONSTRUCTION
Let the field F = GF (2 t ) be defined modulo a nonprimitive irreducible polynomial M(x) of degree t. The elements of F are polynomials over GF (2) of degree at most t 01. Denote by a root of M(x). Since M(x) is not a primitive polynomial, has order m, where m > t is a factor of 2 t 0 1, i.e., 2 t = 1 modulo m. Hence, is also a root of x m 0 1 = M(x)g(x). Now, we may define the enveloping polynomial ring R modulo x m 01. The elements of R are polynomials over GF (2) of degree less than m. To avoid confusion 0018-9448/98$10.00 © 1998 IEEE
