Ordered Minimum Distance Bag-of-Words Approach for Aerial Object Identification by Unlu, Eren et al.
	
				
		
		
	

	
 	  
 		 
	  	     	 	
		 	
		
		

	
	
	
	 




an author's https://oatao.univ-toulouse.fr/17941
Unlu, Eren and Zenou, Emmanuel and Rivière, Nicolas Ordered Minimum Distance Bag-of-Words Approach for
Aerial Object Identification. ( In Press: 2017) In: IEEE 14th Advanced Video and Signal-based Surveillance (AVSS)
Conference, 29 August 2017 - 1 September 2017 (Lecce, Italy).
Ordered Minimum Distance Bag-of-Words Approach for Aerial Object
Identification
Eren Unlu, Emmanuel Zenou
ISAE-SUPAERO
10 avenue Edouard Belin, BP 54032,
31055 Toulouse cedex 4, FRANCE
Eren.Unlu@isae-supaero.fr
Nicolas Riviere
ONERA
2 avenue Edouard Belin, BP 74025,
31055 Toulouse cedex 4, FRANCE
Abstract
Detecting potential aerial threats like drones with com-
puter vision is at the paramount of interest for the protection
of critical locations.This type of a system should prevent
efficiently the false alarms caused by non-malign objects
such as birds, which intrude the image plane. In this paper,
we propose an improved version of a previously presented
Speeded-up Robust Feature Transform (SURF) based al-
gorithm, referred as Ordered Minimum Distance Bag-of-
Words (omidBoW) to discriminate drones, birds and back-
ground from the patches, using an extended histogram set.
We show that a SURF based object recognition can be well
integrated to this context and this improved algorithm can
increase accuracy up to 16% compared to regular bag-of-
words approach.
1. Introduction
A remarkable advance has been witnessed on the Un-
manned Aerial Vehicle (UAV) -also known publicly as
drone- industry in the last decade, which has provided high
accessibility to these devices by large number of regular
customers [4]. Even though, this new technology trend
has created wide range of possibilities from environmen-
tal protection to entertainment has also posed an alarming
security fall. Due to their small sizes and low electro-
magnetic signatures, conventional security measures such
as military radars are incapable of identifying these ob-
jects [5]. Therefore, a computer vision approach seems vi-
able to automatically detect potential aerial threats such as
drones. Several computer vision approaches using ordinary
optical or acoustic cameras are proposed to detect potential
UAV threats have been proposed in [5][9]. In this paper,
we intend to use Speeded-up Robust Features (SURF) al-
gorithm for discriminating image patches of birds, drones
and background (such as clear sky, clouds, sky patch with
non-uniform illumination). SURF is known for its robust-
ness counter illumination variations and rotational invari-
ance [3].
2. Related Work
SURF algorithm produces a vector of features (gener-
ally length of 64 floating point values), measuring intensity
changes in different spatial directions, in the pre-defined
periphery of each keypoint. Machine learning algorithms
used in classification processes, such as Support Vector Ma-
chines (SVM), decision trees, Artificial Neural Networks
(ANN), Linear Discriminant Analysis (LDA) etc., generally
require a constant length input set. Hence, SURF algorithm
is not usually considered for computer vision classification,
as it may produce undetermined number of keypoints. In
order to apply SURF algorithm to general object recogni-
tion task, authors in [10] develop a Bag of Words (BoW)
approach. Their main idea is to use K-means clustering on
all collected SURF feature vectors from training vectors to
generate a vocabulary of visual words. At the end, they as-
sociate each detected SURF keypoint on a image to a visual
word, by taking the minimum distance to a cluster centroid
over K clusters. Authors in [10] defines K = 500 clusters
(a dictionary of visual words) for general object recognition
for a large dataset for high number of target classes. Af-
ter creating visual word categories with K-means algorithm,
they associate each SURF keypoint in each image with a
word in the dictionary which it has the minimum distance
to cluster centroid. For each image, after each keypoint is
labeled by a word in the dictionary, a K length histogram is
created, counting the percentage of each word in that partic-
ular image. This K length histogram is used for classifying
images by applying machine learning algorithms.
1
3. Ordered Minimum Distance Bag-of-Words
Approach
We develop a robust object classifier for a potential aerial
target detector based on computer vision. Our system,
which uses a regular optical camera, is assumed to firstly
detect any moving object by using pixel-wise background
subtraction techniques, such as Gaussian mixture modeled
background. This approach is usually preferred for simi-
lar tasks [7][1]. Following this, a rectangular bounding box
is drawn on the moving target, defining borders of it. The
moving target bounding boxes can be tracked by specific al-
gorithms such as Extended Kalman Filters etc. We present
a new kind of BoW approach based on SURF features of
moving target bounding box patches. We believe a SURF
feature based classification constructed on a visual word
vocabulary may be particularly useful in this aerial object
recognition task. One reason for that the bounding boxes
applied on a moving target (such as a drone or bird) contains
high number of pixels of background. In this context, cer-
tain times background visuals can be detected as a moving
target due to rapid illumination effects, moving clouds etc.,
causing false positives. If several keypoints corresponding
to background, which is not of interest can be defined in the
visual vocabulary, by evaluating histogram of words of a
patch, it can be defined as a false positive background patch.
In addition, using proven efficiency of SURF features aerial
objects can be classified with high performance.
In [10], a general object classification is intended for a
large dataset and high number of target classes. Authors
have determined a vocabulary size of 500 words as opti-
mal, a trade-off between over-fitting and inadequacy of rep-
resentation. However, in our particular case of aerial tar-
get recognition, there are limited number of classes such
as birds, drones, planes etc. We can also add background
patches generated as positive false into this set. Therefore,
we may except to have a much smaller vocabulary com-
pared to general object recognition task. Hence, this algo-
rithm can be applied more computationally efficient onto
this case. Our contribution in this paper is an improved ver-
sion of the SURF BoW algorithm, which uses an extended
histogram of words. As mentioned previously, each key-
point is labeled to a word, which it has the minimum eu-
clidean distance to the cluster centroid. Even though, this
approach may be very effective in the general object recog-
nition with a large number of visual words, a better method
can be applied in specific limited object recognition tasks,
such as aerial object recognition. In specialized recogni-
tion tasks, associating a keypoint just to the nearest clus-
ter may cause loss of useful information. For instance, the
farthest cluster can be very descriptive for a keypoint for a
constrained context (e.g. choosing the least likely word for
a keypoint).
Birds
Drones
Background
Figure 1. A few examples of the 64x64 grayscale bird, drone and
background patches from the images we have collected from the
internet.
Therefore, we have modified the BoW apporach by us-
ing extended set of histograms, which labels the words at
each step choosing the ordered minimum distance. If there
are K words in the vocabulary, our proposed feature vec-
tor is composed of K histograms (each length of K). As
in the standard method, first histogram is the histogram of
words, keypoints labeled with the nearest cluster. Second
histogram is composed of keypoints labeled with the second
nearest cluster (secondarily likely word) and ith histogram
composed of the keypoints labeled with the ith nearest clus-
ter. Therefore, by generating a new feature space based on
BoW principles, we aim to capture visual characteristics of
a keypoint as much as possible. Note that, this proposal
is less efficient computationally (in the order of K2), com-
pared to the standard one which in the order of K. For large
vocabularies the computational complexity of the proposed
approach may be prohibitive, however this extension can be
compromised for its informational augmentation in cases
with smaller vocabularies.
In this work, we try to discriminate small image patches
as bird, drone or background, using this new extended
SURF omidBoW approach. We have collected different
images of birds and drones in the sky from the internet.
We have tried to have images of birds and drones which
is small compared (few dozens of pixels) to background.
Then, we have extracted these low resolution region of in-
terest from the images. The reason for this is to imitate
a real aerial object detection system as much as possible.
These systems have a wide angle view and they should be
able to detect objects at large distance, thus resulting in low
resolution patches. However, our dataset also contains few
number of higher resolution regions of interest. Before ap-
plying SURF algorithm into these patches, we have rescaled
them to 64x64 pixels. Fig. 1 shows a few samples of bird,
drone and background images. Especially, for background
images, we have tried to collect patches with different scales
as much as possible, in order to be able to characterize them
in different bounding box sizes and shapes, which may be
generated during the system operation.
4. Kernel Linear Discriminant Analysis
Linear Discriminant Analysis (LDA), also referred as
Fisher’s Discriminant Analysis (FDA), is a prominent clas-
sification algorithm [6]. An optimal weighted sum of the
features of each individual is created to represent them as
discriminative as possible, in terms of classes. These result-
ing representative values are called [2][11]. It is important
to recall that, number of discriminative axes is equal to K-1,
where K is the number of classes. Successful kernel ver-
sions can be developed of this algorithm [8]. 3 of the most
popular kernels used in discriminant analysis are linear ker-
nel, polynomial kernel (the linear data kernel elements are
taken a power of a scalar) and a radial basis function kernel
(Euclidian distance of individuals are measured and fed to
a Gaussion function).
In this paper, we have evaluated linear kernel and 2nd
degree polynomial kernel discriminant analysis, which we
have acquired the best results. Normally, when the data is
taken to the kernel space, it is not possible to measure the
relative weights of the parameters on the result (how param-
eter contributes to the new scores -as scores are weighted
linear sum of the parameters). This is because, in ker-
nel space, we measure the combined similarity between in-
dividuals, where we lose the information on parameters.
However, if linear kernel is used, with proper algebraic
manipulation, it is possible to retrieve the weights of the
parameters by multiplying data matrix with the resulting
scores. As mentioned previously, with kernel linear dis-
criminant analysis, we can have K-1 dimensions of scores,
if there are K classes. Therefore, in our case with 3 classes,
we have 2 dimensions of scores. In other words, each in-
dividual image is represented by 2 different scalars. And
we have 2 different weight functions, which measure the
relative contribution of each parameter on first and second
scores. Another important point on this linear discriminant
analysis procedure is the regularization. Before calculat-
ing the eigendecomposition, a proper regularization param-
eter is chosen to expand the training space, which ensures
that overfitting does not occur. In our experiments, we have
compared the regular BoW approach to our omidBoW ap-
proach and set two different optimal regularization param-
eter with k-fold analysis. However, it is important to state
that this procedure does not finalize the classification and
it requires an additional classifier such as SVM or simpler
mathematical operations (fitting a boundry curve between
classes) in order to label individuals on the generated dis-
criminative plane. In this particular study, we have chosen
to fit optimal boundry curves (2nd degree polynomials) be-
tween classes for a more intuitive representation.
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Figure 2. 1st and 2nd discriminant axes scores of training dataset
samples and the quadratic boundry lines between classes, for our
proposed extended omidBoW approach.
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Figure 3. 1st and 2nd discriminant axes scores of test dataset sam-
ples and the quadratic boundry lines between classes, for our pro-
posed extended omidBoW approach.
5. Experimental Evaluation
As mentioned previously, our context is much more lim-
ited compared to general object classification task, thus a
much smaller dictionary length can be expected. Based on
our experimentation, We have determined that a dictionary
of 15 visual words is ideal. We have 654 bird images, 175
drones images and 1850 background images in our dataset.
80% of the patches from each class are used as training and
20% is used for testing. A 5-fold analysis is adopted. In
total we have collected 2452 SURF keypoints among bird
images, 1176 SURF keypoints among drone images, and
385 keypoints among background images. Note that, the
number of detected SURF keypoints in background patches
are remarkably low due to intensity uniformity. We have
tested the performance of our omidBoW algorithm to reg-
ular BoW approach. The optimal regularization parameters
are found for two algorithms, separately. The regularization
parameter is chosen to maximize the overall testing dataset
accuracy.
In order to emphasize the discrimination, we have taken
negative log values of the histogram features. 0 values are
kept as 0 in this process. As mentioned previously linear
kernel and 2nd degree polynomial kernels are used. Fig. 2
and Fig. 3 show the resulting discriminant axes scores for
our omidBoW algorithm, using linear kernel function for
training and test sets, respectively. With our omidBoW ap-
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Figure 4. Weights of the parameters of linear kernel function with
the extended omidBoW approach for the 1st discriminant axis.
0 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225
Combined Histograms
-25
-20
-15
-10
-5
0
5
10
15
Re
la
tiv
e 
W
ei
gh
t o
f 2
nd
 D
isc
rim
in
an
t A
xis Extended BoW
1 2 3 4 5 6 7 8
9 10 131211 14 15
Figure 5. Weights of the parameters of linear kernel function with
the extended omidBoW BoW approach for the 2nd discriminant
axis.
proach, we have achieved a 77.9% accuracy on testing set,
with linear kernel function. As you can see from the figures,
1st axis mostly discriminates between birds and drones. As
mentioned previously, for the linear kernel, we can manip-
ulate scores to obtain relative weights of parameters for 1st
and 2nd discriminant axes. Fig. 4 and Fig. 5 show the
weights of 225 parameters (15 histograms, each with 15 vi-
sual words), respectively.
If we interpret these figures, we can see that generally
words from each histogram of 15, has contributed to dis-
crimination. This is a remarkable observation, as not only
labeling the words with minimum distances to clusters, but
labeling with them based on every possible distance config-
uration augments discriminative information significantly.
For instance, from Fig. 4, we see that 1st and 2nd words’
histogram values, based on the minimum distance labeling
(1st histogram) contributes mostly to the discrimination on
1st axis (Note that, one of them discriminates in the neg-
ative direction). And we see that, 3rd word’s histogram
value, based on the 3rd minimum distance labeling (3rd
histogram) contributes also significantly. Interestingly, on
Fig.5, we observe that the histogram values of the words
on the maximum distance labeling (15th histogram) con-
tributes to the distinction in 2nd axis orientation in the nega-
tive direction. This is very important, as it can be interpreted
as the effect of choosing the words, which are least likely
(maximum distance) is a significant contributer. In a sense,
we can state that negative direction on 2nd axis means,
choosing the values from the 15th histogram mostly dis-
criminates bird and drones counter the background patches.
Next, we present the results for the regular BoW ap-
proach in the literature, under same configuration for train-
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Figure 6. 1st and 2nd discriminant axes scores of training dataset
samples and the quadratic boundry lines between classes, for reg-
ular BoW approach.
-1.554 -1.553 -1.552 -1.551 -1.55 -1.549 -1.548 -1.547 -1.546 -1.545 -1.544
1st axis score 105
1.61
1.611
1.612
1.613
1.614
1.615
1.616
1.617
1.618
1.619
2n
d 
ax
is
 s
co
re
105 Regular BoW / Test Set 
bird
drone
background
separation background vs. drone
separation bird  vs. drone
separation bird  vs. background
Training Accuracy = 68.9%
Test Accuracy = 69.2%
Figure 7. 1st and 2nd discriminant axes scores of test dataset sam-
ples and the quadratic boundry lines between classes, for regular
BoW approach.
ing and test datasets, in Fig. 6 and Fig. 7, respectively. We
have achieved a 69.2% overall accuracy on test datasets,
which signifies a 8.9% improvement with our proposed
omidBoW algorithm. We have also tested our algorithm
with Quadratic Kernel Function, where 2nd degree power
is taken for kernel elements. Fig. 8 and Fig. 9 shows the
1st and 2nd discriminant axis scores based on our extended
omidBoW algorithm, with a quadratic kernel. It can be seen
that scores are spread in a different pattern compared to
linear kernel case, due to higher dimensionality. We have
achieved a 78.21% overall accuracy on test datasets. Fig.
10 and Fig. 11 shows the 1st and 2nd discriminant axis
scores based on the reference regular BoW algorithm, with
a quadratic kernel. We have achieved a 65.4% overall accu-
racy on test datasets, which signifies a 16.3% with our pro-
posed algorithm. Note that, for the quadratic kernel func-
tion, it is not possible to retrieve the weights of parameters.
6. Conclusion
We have developed a new type of SURF features based
object recognition algorithm, which we refer as Ordered
Minimum Distance Bag-of-Words (omidBoW), using an
extended set of histograms. This algorithm is evaluated
in the context of classifying low resolution aerial object
patches, particularly for drones, bird and background. Our
proposed approach uses additional sets of histograms com-
pared to regular BoW algorithm, which labels visual words
with additional criteria, rather than only choosing the min-
imum cluster centroid distance. To the best of our knowl-
edge, this is the first such an attempt in the literature, which
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Figure 8. 1st and 2nd discriminant axes scores of training dataset
samples and the quadratic boundry lines between classes, for our
proposed extended omidBoW approach. (2nd degree polynomial
-quadratic kernel)
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Figure 9. 1st and 2nd discriminant axes scores of test dataset sam-
ples and the quadratic boundry lines between classes, for our pro-
posed extended omidBoW approach. (2nd degree polynomial -
quadratic kernel)
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Figure 10. 1st and 2nd discriminant axes scores of training dataset
samples and the quadratic boundry lines between classes, for reg-
ular BoW approach. (2nd degree polynomial -quadratic kernel)
follows the presented approach. Based on our experiments,
we have shown that up to 16% percent improvement can be
achieved compared to regular BoW approach. In addition to
its accuracy, it also offers an extended interpretation of char-
acteristics of visual words which may be more informative.
We believe this algorithm can be much more efficient and
robust in different context, hence as a future work, we plan
to test it in different configurations.
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