On Borel subalgebras of quantum groups by Lentner, Simon D. & Vocke, Karolina
ZMP-HH 17-17
Hamburger Beitra¨ge zur Mathematik Nr. 662
May 2019
On Borel subalgebras of quantum groups
Simon Lentner∗, University of Hamburg
Karolina Vocke, University of Oxford
Abstract. For a quantum group, we study those right coideal subalgebras,
for which all irreducible representations are one-dimensional. If a right coideal
subalgebra is maximal with this property, then we call it a Borel subalgebra.
Besides the positive part of the quantum group and its reflections, we find new
unfamiliar Borel subalgebras, for example ones containing copies of the quantum
Weyl algebra. Given a Borel subalgebra, we study its induced (Verma-)modules
and prove among others that they have all irreducible finite-dimensional mod-
ules as quotients. We then give structural results using the graded algebra, which
in particular leads to a conjectural formula for all triangular Borel subalge-
bras, which we partly prove. As examples, we determine all Borel subalgebras
of Uq(sl2) and Uq(sl3) and discuss the induced modules.
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21. Introduction
Borel subalgebras are an essential element in the structure theory of a semisim-
ple Lie algebra g, and the representations induced from a Borel subalgebra are an
essential element in the representation theory of g. By Lie’s theorem, the Borel
subalgebras in g are precisely the maximally solvable subalgebras, and all Borel
subalgebras are conjugate, in particular isomorphic.
I. Heckenberger has asked the analogous question for a quantum group Uq(g),
namely to construct and classify those right coideal subalgebras C of Uq(g) that
are maximally solvable in the following sense: We call a right coideal subalgebra
basic iff all its finite-dimensional irreducible representations are one-dimensional,
and we call it Borel iff it is maximal with this property. It may be surprising that
for quantum groups there are additional families of such Borel subalgebras, which
are not present g. An example already for sl2 and q generic is given below.
The main motivation for studying Borel subalgebras of quantum groups is the
more general goal to understand the set of all coideal subalgebras, which is con-
sidered a main problem in the area of quantum groups, with considerable progress
made in [Let99, KS08, HS09, HK11a, HK11b]. Main examples are the quantum
symmetric pairs, which are constructed in close analogy to the Lie algebra case,
starting with [NS95, Let97]. For Lie algebras, Levi’s theorem states that any Lie
subalgebra of g decomposes into a solvable Lie algebra and a semisimple Lie alge-
bra. While we have no such decomposition result for general coideal subalgebras,
it seems promising to start with a classification of the two classes of coideal sub-
algebras corresponding to solvable and semisimple Lie subalgebras. In this article,
we address the first problem, while [Beck16] considers the second.
Our second motivation is that the definition of a Borel subalgebra C allows
us to repeat the standard construction of Verma modules, namely inducing up a
one-dimensional representation of C to a representation of Uq(g). Our new Borel
subalgebras lead to new families of quantum group representations, in which typ-
ically the Cartan part acts non-diagonalizably, but which otherwise share many
features of usual Verma modules, for example having the finite-dimensional irre-
ducible modules as quotients. For sl2, these new modules have already appeared
as operator-theoretic construction [Schm96] and in Liouville theory [Tesch01] Sec.
19. On the other hand, Futorny, Cox and collaborators, starting [Fut94, Cox94]
have studied non-standard Borel subalgebras of affine Lie algebras; it is conceivable
that our construction is related to this construction via Kazhdan-Lusztig corre-
spondence.
The goal of this article is to initiate the study of these Borel subalgebras. For
one, by constructing examples and give complete classifications for g = sl2, sl3.
3Conceptually, we introduce structural tools and conjecture a general formula for
Borel subalgebras, which may or may not be exhaustive. We can prove parts of this
conjecture and check it in further examples. Moreover we prove general properties
of the induced modules and construct then in example classes.
As a main structural tool for both questions, we propose to study the graded
algebra gr(C) of a general coideal subalgebra C. For a coideal subalgebra C in
U+q (g), which where classified in [HK11b] as character-shifts, we give for gr(C)
a conjectural formula (Conjecture A), which may be of independent interest and
which also implies a formula for gr(C) for triangular C in Uq(g). As a main result,
we prove Conjecture A for all classical Lie algebras, i.e., for type An, Bn, Cn, Dn.
We expect that this graded algebra essentially determines the representation
theory of C. From these considerations we derive an explicit conjectural formula
(Conjecture B) for all Borel subalgebras with a triangular decomposition. We are
able to prove one direction of this assertion i.e. we obtain a necessary form for all
basic triangular coideal subalgebras. For example, this shows that basic coideal
subalgebras of Uq(sln+1) we constructed in [LV17] are maximal among all triangu-
lar basic coideal subalgebras, and that they have classificatory value.
We now discuss the content in more detail:
Our main object of study is the quantum group U = Uq(g), where g is a finite-
dimensional semisimple Lie algebra and q ∈ k× is not a root of unity, and our base
field k is an algebraically closed field of characteristic 0.
In Section 2, we collect preliminaries on quantum groups and their representa-
tion theory. We also briefly review the current state of the classification of right
coideal subalgebras of quantum groups: In [HS09], the homogeneous graded right
coideal subalgebras of U≤0q (g) are shown to be in bijection with Weyl group el-
ements w ∈ W via U−q [w]U0. In [HK11a], the homogeneous graded right coideal
subalgebras of Uq(g) are classified as suitable combinations U
−
q [w−]U
0S(U+q [w+]).
In [HK11b], arbitrary right coideal subalgebras C ⊂ U≤0q (g), with C0 a Hopf al-
gebra, are classified to be so-called character-shifts U−q [w]φk[L] with a suitable
subalgebra of the Cartan part k[L] ⊂ U0. The classification of arbitrary right
coideal subalgebras in Uq(g) is still a difficult open problem. We hope that by re-
stricting our attention to basic right coideal subalgebras, we make a further step.
In Section 3, we give our definition of Borel subalgebras and discuss thoroughly
two examples: First we classify all Borel subalgebras of Uq(sl2). We find the two
standard Borel subalgebras U≥0 and U≤0, which are already present in the Lie
algebra sl2, and we find a new family of non-homogeneous Borel subalgebras Bλ,λ′ :
4Example (3.6). In Uq(sl2) there is a family of non-homogeneous Borel subalgebras
Bλ,λ′ with algebra generators
E¯ := EK−1 + λK−1, F¯ := F + λ′K−1, for λλ′ =
q2
(1− q2)(q − q−1) .
Because of the denominator of λλ′, the subalgebras Bλ,λ′ are not contained in the
integral form of Uq(sl2) and do not specialize to q = 1. They interpolate between
the two standard Borel subalgebras U≥0 and U≤0 for λ→ 0 and λ′ → 0.
These Borel subalgebras are isomorphic to one another for different values of λ
and λ′ by a Hopf automorphism of Uq(g) and they are isomorphic as an algebra to
the quantum Weyl algebra 〈x, y〉/(xy − q2yx− 1).
As a second initial class of examples, we show in Section 3.3 that, as expected,
the Borel subalgebras of Uq(g) that are homogeneous with respect to the Nn-
grading are precisely the standard Borel subalgebras.
In Section 4, we turn our attention to representation theory: One important
application of a Borel subalgebra b of a Lie algebra g is the construction of Verma
modules V (λ), which are induced modules g ⊗b χ of a one-dimensional character
on a Borel subalgebra χ : b→ k, which is given by a weight λ ∈ h∗.
Analogously, we construct an infinite-dimensional Uq(g)-modules V (B,χ) for
any Borel subalgebra B in our sense and any one-dimensional character χ. We then
prove some general properties, in particular that for any given Borel subalgebra B
all finite-dimensional irreducible representations L(λ) of Uq(g) appear as quotients
of induced modules of one-dimensional character χ of B.
Then we study exemplary the induced modules for the unfamiliar Borel sub-
algebras Bλ,λ′ in Uq(sl2). As an algebra this is a quantum Weyl algebra, and
one-dimensional representations are parametrized by complex numbers e, f with
ef = λλ′. The resulting infinite-dimensional Uq(sl2)-modules are isomorphic to the
Cartan part U0 = k[K±1], and U0 acts non-diagonalizably by left-multiplication.
We determine all sub- and quotient modules. We find that for a generic character
χ the induced module is irreducible, while for a discrete set of characters χ there
is a unique non-trivial quotient, which is isomorphic to L(λ).
In Section 5, we restrict our attention to triangular right coideal subalgebras
C = C≤0C≥0. By the classification in [HK11b], both parts are character-shifts, so
C = U−q [w−]φ−k[L]S(U+q [w])φ+
with unknown compatibility conditions for the data (w±, φ±, L). On the other
hand gr(C) is (up to localization, see below) a coideal subalgebra classified in
[HS09][HK11a] in terms of Weyl group elements w′±. The main question is to give
5a formula for w′± depending on the data (w±, φ±, L). Motivated by the degree distri-
bution and example calculations, we conjecture a general formula as Conjecture A.
The remainder of this section is devoted to derive different criteria that imply
Conjecture A. By explicitly inspecting the root systems of type An, Bn, Cn, Dn,
where the root multiplicities are not too large, and the roots are given quite sys-
tematically, we find that our criteria imply Conjecture A for all coideal subalgebras
in these cases, and quite trivially also for G2. For E6, E7, E8, F4 there are several
exceptional cases, which are not covered by our criteria and which at our current
state could only be settled by tedious computer calculations or (preferably) new
structural ideas. We now sketch and discuss the structure of our proof:
• In Section 5.1, we formulate Conjecture A and list the consequences for
arbitrary coideal subalgebras. We illustrate it by treating a first example
in type A2. A technical complication is that in general gr(C)
0 is not a Hopf
algebra (just a semigroup in the root lattice) so it need not be graded and
[HK11a] does not apply. This is why we formulate our conjecture about the
localization of gr(C) on gr(C)0, which captures the essential information.
• In Section 5.2, the localization is discussed. The main output of this con-
sideration is Corollary 5.13, which compares the growth of the localizations
and results in the formula `(w) = rank(G˜) + `(w′).
• In Section 5.3, an inductive proof for Conjecture A is set up. For Weyl group
elements w = usαi determining C, the Weyl group element determining the
localization of gr(C) is prolonged to w′ = u′sαj or w
′ = u′ depending on
the case. It remains to show that αi = αj.
• In Section 5.4, we give three criteria that prove αi = αj in the induction
step. Criterion 1 uses the relation between αi and αj to determine all critical
situations up to reflection. Criterion 2 proves the induction step provided
w does not have a unique ending. Criterion 3 proves the induction step by
direct calculation of the character shift of a reflection Tsm , provided αm
appears in the root with multiplicity zero. This calculation uses a slight
generalization of [Jan96] 8.14 (6) from the case of a simple root to a root
with multiplicity zero.
• In Section 5.5 we combine these criteria to cover all cases in An, Bn, Cn, Dn.
For example for Bλ,λ′ above, the graded algebra is as predicted by Conjecture A
with w′ = 1 for w = s1:
gr(Bλ,λ′) = 〈K−1〉〈S(E)〉 = U−[1]C[K−1]S(U−[s1])
In Section 6 we start to apply Conjecture A to control representation-theoretic
properties of a triangular right coideal subalgebra C. We formulate as Conjecture
B a complete description of the data (w±, φ±, L) that lead to triangular Borel
subalgebras of Uq(g), namely precisely those for which gr(C) localizes to a Borel
subalgebra. We are only able to prove one direction of our conjecture by using
6Conjecture A (where proven). Our method to prove a coideal subalgebra is not
basic is to find higher-dimensional C-representations as composition factors in the
restriction of a suitable Uq(g)-representation L(λ).
In Section 7 we thoroughly treat the case Uq(sl3), and we give a complete clas-
sification of all Borel subalgebras. We find three types of Borel subalgebras, which
can all be given in terms of generators and relations:
• The standard Borel subalgebras.
• Borel subalgebras that come from the Borel subalgebras Bλ,λ′ in Uq(sl2),
together with a remaining standard Borel subalgebra. This is the smallest
example of a family we constructed [LV17].
• Another family of Borel subalgebras that consist of an extension of a Weyl
algebra by another Weyl algebra.
In all these cases we also determine the induced representations.
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2. Preliminaries
2.1. Quantum groups. Throughout this article g is a finite-dimensional semisim-
ple Lie algebra of rank n. Associated to this datum is a root system.
We denote a fixed set of positive simple roots by Π = {α1, . . . αn} and the cor-
responding set of all positive roots by Φ+. The simple roots are a basis of the root
lattice Λ with bilinear form (, ) and Cartan matrix cij = 2
(αi,αj)
(αi,αi)
. Let W be the
finite Weyl group acting on the lattice Λ by reflections, generated by the simple
reflections si on the hyperplanes α
⊥
i .
Let k be an algebraically closed field of characteristic 0, and let q ∈ k× be not
a root of unity. We consider the quantum group U = Uq(g), and for the following
standard facts we refer the reader e.g. to [Jan96]. The algebra U is a deformation
of the universal enveloping algebra of the Lie algebra U(g). It is generated by
elements Eα, Fα and K
±1
α with α ∈ Π and graded by Λ.
There is a triangular decomposition U = U+U0U− into subalgebras U+, U0, U−
generated by the E,K, F , respectively, and we have Hopf subalgebras U≥0 =
U0U+ and U≤0 = U0U− corresponding to Borel subalgebras of g. The Cartan part
U0 = C[K±1α1 , . . . , K
±1
αn ] is the group ring of the root lattice Λ
∼= Zn.
The algebra U can be endowed with the structure of a Hopf algebra, and this
endows the category of representations Rep(U) of the quantum group with a tensor
product ⊗k. We write [X, Y ]λ = XY − λY X for any λ ∈ k and X, Y ∈ Uq(g).
7For every Weyl group element w ∈ W there is an algebra automorphisms Tw on
Uq(g) due to Lusztig. For any fixed choice of a reduced expression of the longest
element of the Weyl group w0 = sαi1 · · · sαi`(w0) with `(w0) = |Φ
+| we get an
enumeration of the set of positive roots βk = sαi1 · · · sαik−1αik . Using Lusztig’s
automorphisms this defines root vectors Eβk = Tsαi1 ···sαik−1 (Eαik ) and a PBW basis
for U+ consisting of sorted monomials in the root vectors, see [Jan96] Chapter 8.
Definition 2.1. A subalgebra C of a Hopf algebra H is called a right coideal
subalgebra if ∆(C) ⊂ C ⊗H.
We call a right coideal subalgebra C ⊂ Uq(g) homogeneous if U0 ⊂ C. In par-
ticular C is then homogeneous with respect to the Λ-grading.
Example 2.2. Any Hopf subalgebra is in particular a right coideal subalgebra.
For example U+U0 resp. U−U0 generated by the Eα resp. Fα and Kα, K−1α are
homogeneous right coideal subalgebras. The subalgebras U− and S(U+) are right
coideal subalgebras, but U+ is not.
Essential results in the theory of coideal subalgebras of quantum groups are:
Theorem 2.3 ([HS09] Theorem 7.3). For every w ∈ W there is a right coideal
subalgebra U+[w]U0, where U+[w] is generated by the root vectors Eβi for all βi in
the following subset of roots
Φ+(w) = {α ∈ Φ+ | w−1α < 0} = {βi | i ∈ {1, . . . , `(w)}}
In particular |Φ+(w)| = `(w), and
v < w ⇔ Φ+(v) ⊂ Φ+(w)
The space U+[w] does not depend on the choice of a reduced expression of w.
Conversely, every homogeneous right coideal subalgebra C ⊂ U+q (g)U0 is of this
form for some w.
Theorem 2.4 ([HK11a] Theorem 3.8). Every homogeneous right coideal subalgebra
C ⊂ Uq(g) is of the form
C = U+[w]U0U−[v]
for a certain subset of pairs v, w ∈ W .
Non-homogeneous right coideal subalgebras are only classified in U±U0:
Theorem 2.5 ([HK11b] Theorem 2.15). For w ∈ W , let φ : U−[w] → k be a
one-dimensional character and define
supp(φ) := {β ∈ Λ | ∃xβ ∈ U−q [w] with φ(xβ) 6= 0},
which consists of mutually orthogonal simple roots. Take any subgroup L ⊂ supp(φ)⊥,
then there exists a character-shifted right coideal subalgebra
U−[w]φ := {φ(x(1))x(2) | ∀x ∈ U−[w]}
8and a right coideal subalgebra U−[w]φk[L] with group ring k[L] = k[L] ⊂ U0.
Conversely, every right coideal subalgebra C ⊂ U−U0 with C0 a Hopf algebras
is of this form for some datum (w, φ, L).
2.2. Quantum group representation theory. A main idea for Lie algebra and
quantum group representations is to take a large commutative subalgebra h ⊂ g
(Cartan part) and simultaneously diagonalize the action. The possible eigenvalues
h→ k are called weights.
Definition 2.6 (Verma module). Every one-dimensional character χ of U0 = k[Λ]
can be extended trivially to U+U0. Consider the induced U-representation
V (χ) = U ⊗U+U0 kχ ∼= U−vλ
generated by a highest weight vector vλ := 1⊗ 1χ with
Eαvλ = 0 and Kαvλ = χ(Kα)vλ for all α ∈ Π.
The module V (χ) has a unique irreducible quotient module L(χ).
In particular for a weight λ of g, the Verma module V (λ) of type +1 is the
induced representation associated to the character χ(Kα) = q
(λ,α). If λ is an in-
tegral dominant weight then L(λ) is finite-dimensional. Every finite-dimensional
irreducible module is the quotient of the induced module for a unique character χ.
Recall that we always assume q is not a root of unity. In this case, the category
of finite-dimensional Uq(g)-modules is semisimple, and resembles the case U(g).
Example 2.7. For every n ≥ 0 there are two irreducible Uq(sl2)-modules L(n,±)
of dimension n+ 1 with basis m0,m1, . . . ,mn such that
Kmi = ±qn−2imi
Fmi =
{
mi+1, for i < n,
0, for i = n
Emi =
{
±[i]q[n+ 1− i]qmi−1, for i > 0,
0, for i = 0
Every finite-dimensional irreducible Uq(sl2)-module is of this form.
3. Borel subalgebras
3.1. Main Definitions. The main objects we wish to study in this article are:
Definition 3.1. We call an algebra basic if all its finite-dimensional irreducible
representations are one-dimensional.
Example 3.2. Finite dimensional algebras are basic if they are basic in the usual
sense i.e. A/Rad(A) ∼= kn. Commutative algebras are examples of basic algebras.
Universal enveloping algebras of solvable Lie algebras are basic.
9Definition 3.3. We call a right coideal subalgebra of the Hopf algebra Uq(g) a
Borel subalgebra if it is basic and it is maximal (with respect to inclusion) among
all basic right coideal subalgebras.
The idea of this notion is to generalizes the characterization of a Borel subalge-
bra as the maximal solvable Lie subalgebra. A big simplification is the following
additional technical assumption:
Definition 3.4. We call a right coideal subalgebra C of Uq(g) triangular, if
C = C≤0C≥0
with C≤0 = C ∩ U≤0 and C≥0 = C ∩ U≥0.
There are many examples of non-triangular right coideal subalgebras, but we
have no example of a non-triangular Borel subalgebra.
Example 3.5. All homogeneous Borel subalgebras are isomorphic to the standard
Borel subalgebra U+U0. We will prove this in Section 3.3.
Example 3.6. In Uq(sl2) there is a family of non-homogeneous Borel subalgebras
Bλ,λ′ with algebra generators
E¯ := EK−1 + λK−1, F¯ := F + λ′K−1, λλ′ =
q2
(1− q2)(q − q−1)
We will see below that Bλ,λ is basic, because it is isomorphic to the quantum Weyl
algebra. The maximality will be proven in the next section.
The condition on λ, λ′ becomes clear if we calculate
[E¯, F¯ ]q2 = [EK
−1 + λK−1, F + λ′K−1]q2
=
K −K−1
q − q−1 q
2K−1 + λλ′K−1K−1(1− q2)
=
q2
q − q−1 · 1
while for other choices λ, λ′ we have K−2 in the subalgebra Bλ,λ′ , and hence es-
sentially all of Uq(g), which is surely not basic. On the other hand it is known:
Lemma 3.7. The quantum Weyl algebra 〈X, Y 〉/(XY − q2Y X − c1) is basic.
Proof. Let V be a finite dimensional irreducible representation. Consider the eigen-
vector v of the element T := Y X with eigenvalue t (which is related to the quantum
Casimir). One can easily see, that Y v is an eigenvector with the eigenvalue qt+ 1:
Y X(Y v) = Y (qY X + 1)v = (qt+ 1)Y v
Similarly, one can show that Xv is an eigenvector of T with eigenvalue 1
q
(t− 1):
Y X(Xv) =
1
q
(XYX −X)v = 1
q
(t− 1)Xv
10
Thus the eigenvectors of T are a basis of V , as V is irreducible. On the other hand
for each i there are eigenvectors Y iv of T . As V is finite dimensional, they cannot
have pairwise distinct eigenvalues. Besides the possibility of X, Y acting by zero,
which is absurd, the only appearing eigenvalue has to be the fixed-point t = 1
1−q .
With this t we get:
XY v = (qY X + 1)v =
(
1
1− q q + 1
)
v =
(q + 1− q)
1− q v = tv
As T has only the eigenvalue t, it acts as a scalar on V , the same is true for
XY . Thus X and Y commute on all of V , if it is irreducible, and thus each finite
dimensional irreducible representation is one-dimensional, as asserted. 
3.2. Example A1. The root system A1 of rank 1 has Φ = {α,−α} with (α, α) = 2.
The corresponding quantum group Uq(sl2) is generated by E,F,K,K
−1 such that
[Eα, Fα]1 =
Kα −K−1α
q − q−1 [Eα, Kα]q−2 = [Fα, Kα]q2 = 0
Theorem 3.8. The Borel subalgebras of Uq(sl2) are
• The standard Borel algebras U≥0 and U≤0.
• For any pair of scalars with λλ′ = q2
(1−q2)(q−q−1) the algebra in Example 3.6
Bλ,λ′ := 〈EK−1 + λK−1, F + λ′K−1〉
Proof. We know from the previous lemma that all algebras in the assertion are
basic and we know (or check immediately) that they are right coideal subalgebras.
The classification and the maximality are more difficult issues:
We know from [Vocke16] Theorem 4.11 and Lemma 3.5 that any right coideal
subalgebra in Uq(sl2) has a set of generators of the form K
i, EK−1 +λEK−1, F +
λFK
−1, EK−1+cFF+cKK−1 for some constants cF , cK , λF , λE 6= 0. We now check
for all combinations of two such elements which algebra they roughly generate:
Ki EK−1 + λ′EK
−1 F + λ′FK
−1 EK−1 + c′FF + c
′
KK
−1
Ki U0 U≥0 U≤0 U
EK−1 + λEK−1 U≥0 U≥0 (λE 6= λ′E) Bλ,λ′ Bλ,λ′
F + λFK
−1 U≤0 Bλ,λ′ U≤0 (λE 6= λ′E) Bλ,λ′
EK−1 + cFF + cKK−1 U Bλ,λ′ Bλ,λ′ Bλ,λ′ (cF : cK 6= c′F : c′K)
Most entries in the table follow simply by subtracting suitable multiples of one
another (and ignoring possible K-powers). The entry involving EK−1 + cFF +
cKK
−1 and Ki comes from the fact that K commutes differently with E,F , so
suitable commutators return the individual summands, again up to K-powers.
11
Clearly U is not basic. When the elements generate some Bλ,λ′ but fail the
condition on λλ′, then as we saw their commutator [EK−1 + λK−1, F + λ′K−1]q2
is a linear combination of 1 and K−2 with non-zero coefficients, so the generated
algebra contains K−2. This situation is very similar to U , and indeed since every
irreducible U -module L(k,±) restricts to an irreducible over this algebra, thus we
obtain irreducible higher-dimensional representations.
So the only remaining cases are when these two generators are equal, or when
they generate U≥0, U≤0 or when they generate Bλ,λ′ . 
Example 3.9. In upcoming proofs we will frequently use restrictions of suitable
Uq(g)-modules to construct higher-dimensional representations of some B in ques-
tion. The restrictions are in general neither irreducible nor semisimple. For a Borel
subalgebra all composition factors need to be one-dimensional.
As an explicit example, let L(λ), λ = α/2 be the 2-dimensional module for Uq(sl2)
with basis x0 := vλ, x1 := vλ−α. Then the elements of the Borel subalgebra Bλ,λ′
act as follows:
(EK−1 + λEK−1).x0 = λq−1x0 (EK−1 + λEK−1).x1 = λqx1 + qx0
(F + λ′K−1).x0 = λ′q−1x0 + x1 (F + λ′K−1).x1 = λ′qx1
Hence L(λ) restricted to Bλ,λ′ has a one-dimensional submodule 〈x0+λ(1−q−2)x1〉,
where the elements EK−1 + λK−1, F + λ′K−1 act with eigenvalues λq, λ′q−1, and
a one-dimensional quotient L(λ)/(x0 + λ(1− q−2)x1) with eigenvalues λq−1, λ′q .
3.3. Example: Homogeneous Borel subalgebras. We want to prove that all
homogeneous Borel subalgebras of Uq(g) are standard Borel subalgebras i.e. reflec-
tions via Tw of U
≤0. We start by proving that they are basic:
Lemma 3.10. For any Weyl group element w ∈ W consider the right coideal
subalgebra U−[w] and the restriction of the counit  : U → k. Then any finite-
dimensional irreducible representation V on which all elements in U−[w] ∩ ker()
act nilpotently is one-dimensional and hence the trivial representation k.
Proof. From Chapter 6 in [HS09] we know, that U−[w] is isomorphic to a smash
product k[Fα]#Tα(U
−[sαw]) with sα < w. We prove our claim by induction on the
length `(w):
For w = 1 the claim is certainly true. Let the assertion be proven for v ∈ W and
consider the case w := sαv with `(w) = `(v) + 1. Assume a representation V on
which U−[w] ∩ ker() acts nilpotently. Restricting to the subalgebra Tα(U−[v]) ⊂
U−[w] induction provides that all composition factors are one-dimensional k. In
particular there is a common trivial eigenvector of this subalgebra h.v = (h)v.
Let V0 ⊂ V be the nontrivial subspace
V0 = {v ∈ V | h.v = (h)v ∀h ∈ Tα(U−[v])}
12
This is clearly a Tα(U
−[v])-subrepresentation. Moreover we know that adFα acts
on Tα(U
−[v]) in the smash product, so for any Xµ ∈ Tα(U−[v])µ
XµFα.v = q
(µ,α)FαXµ.v + Y.v with some Y ∈ Tα(U−[v])
It follows that Fα preserves V0 and because V was assumed irreducible we get
V = V0. As Fα acts on V nilpotently it has an eigenvector v
′ with eigenvalue 0,
which is then a one-dimensional trivial representation of U−[w]. 
In particular we know that all elements Fα ∈ Uq(g) act nilpotently on V (see
[Jan96] Proposition 5.1). So the previous lemma shows that all irreducible subquo-
tients of Uq(g)-modules are trivial one-dimensional. For an arbitrary representation
of U−[w] this is certainly not true, as already the example U−[sα] = k[Fα] shows,
but it is to expect that U−[w] is still basic. For us it is however sufficient to show:
Lemma 3.11. Given a Weyl group element w ∈ W , L a subgroup of Λ and the
corresponding right coideal subalgebra C = k[L]U−[w] with the property, that for
all µ ∈ Φ+(w) there exists a ν ∈ L such that (µ, ν) 6= 0, then C is basic.
In particular U0U−[w] is basic, as well as the right coideal subalgebra U0U+[w].
Proof. The proof is similar to the proof of the Lemma 3.10: We show, that each
finite dimensional irreducible representation is one-dimensional and that U−[w]
acts on all one-dimensional representations by .
As k[L] is abelian, the claim holds for w = 1. Again we consider inductively the
restriction of a k[L]U−[w]-module to the subalgebra Tsα(U−[v]) where by induction
we find a common eigenvector v with Eβ.v = 0 and Kβ.v = χ(Kβ)v for some
character χ : L→ k× extended trivially to k[L]Tsα(U−[v]). Again we consider the
nontrivial subspace
V0 = {v ∈ V | h.v = χ(h)v ∀h ∈ Tsα(U−[v])}
and again the adFα-stability of Tsα(U
−[v]) in the smash product, and the assump-
tion that Tsα(U
−[v]) acts trivially implies that V0 is a U−[w]-submodule.
Let v′ be an eigenvector of Fα, then the new issue in this proof is whether the
eigenvalue λ may be nontrivial. But using the assumed element Kν with (α, ν) 6= 0
with commutator relation KνFα = q
−(α,ν)FαKν with q not a root of unity implies
then an infinite family of eigenvectors with distinct eigenvalues q−n(α,ν), which is a
contradiction. Hence Fα acts on V0 on the eigenvector by 0 and we have again found
a one-dimensional subrepresentation with trivial action of U−[w] as asserted. 
Theorem 3.12. The basic right coideal subalgebra U0U−[w] is maximal with this
property and hence a Borel subalgebra. We call it the standard Borel subalgebra.
Conversely each homogeneous Borel subalgebra B is as algebra isomorphic to the
standard Borel subalgebra via some Tw. Explicitly B = U
+[w]U0U−[w−1w0].
13
Proof. Since every right coideal subalgebra B ⊃ U−[w]U0 is by definition homoge-
neous it is sufficient for both assertions to prove that any homogeneous basic right
coideal subalgebra is contained in some B = Tw(U
−U0).
By [HK11a] Prop. 2.1 every homogeneous right coideal subalgebra B is triangu-
lar and together with the classification of homogeneous right coideal subalgebras
of U±q in [HS09] Thm 7.3 they are of the form:
B = U−[v]U0S(U+[w])
We are finished if we can prove from B being basic that Φ+(w) ∩ Φ+(v) = {}.
So assume to the contrary that there is µ ∈ Φ+(w) ∩ Φ+(v), so the root vectors
EµK
−1
µ , Fµ ∈ B and hence K−2µ ∈ B. Let λ be a dominant integral weight with
(λ, µ) 6= 0, then there exists in the Uq(g)-module L(λ) a K−2µ -eigenvector with
eigenvalue 6= 1, say the highest weight vector. But B contains a copy of Uq(sl2)
and all one-dimensional representations of this require K−2µ to act = 1. Thus the
restriction of L(λ) to B has to have some higher-dimensional irreducible compo-
sition factor (note that the eigenvalue argument does not require semisimplicity).
Hence B is in this case not basic. 
4. Induction of one-dimensional characters
4.1. Definition and first properties. One of the reasons Borel subalgebras of
a Lie algebra or quantum group are interesting, is because they can be used to
construct induced modules and a categoryO. An interesting implication of defining
and classifying unfamiliar Borel subalgebras B is to study the respective induced
representations from B to H = Uq(g) of any one-dimensional B-module kχ:
V (B,χ) := Uq(g)⊗B kχ
As defining property for Borel algebras B we chose to generalize the Lie algebra
term “maximal solvable” by “maximal with the property basic” i.e. all irreducible
finite-dimensional representations are one-dimensional. This matches the upcom-
ing purpose, since we can again use solely one-dimensional characters of B. For a
right coideal subalgebra B the category Rep(B) is not a tensor category, but a right
Rep(H)-module category via M ⊗k V with B-action given by b(1) ⊗ b(2) ∈ C ⊗H.
Lemma 4.1. For a right coideal subalgebra of a Hopf algebra B ⊂ H, the induction
functor Rep(B)→ Rep(H) and the restriction functor Rep(H)→ Rep(B) are both
morphisms of right Rep(H)-module categories.
Proof. Restriction is a morphism of module categories with trivial structure map
Res(V ⊗W ) = Res(V )⊗W due to the right coideal subalgebra property. Simi-
larly, Induction is a morphism of module categories with structure map given by
(H ⊗B M)⊗ V ∼= H ⊗B (M ⊗ V )
h⊗m⊗ v 7→ h(1) ⊗m⊗ S(h(2)).v
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which is easily checked to be an H-module morphism. 
Remark 4.2. In our examples H is free as a B module, which is very helpful
in constructing the induced representations. This does not follow directly from the
celebrated result of Skryabin [Skry06] of freeness over coideal subalgebras, since H
is infinite-dimensional. It would be helpful to have a version which applies in our
case. We feel that B being free over U0 is the decisive property.
Our main interest is how induced representations of Borel subalgebras decom-
pose as Uq(g)-modules. For a first result, we use part of our defining property:
Lemma 4.3. Let H be a Hopf algebra and B ⊂ H a basic right coideal subalgebra.
Then any finite-dimensional irreducible H-module V is a quotient of an induced
module H ⊗B kχ for some character χ.
Proof. Consider the restriction of the finite-dimensional module V to B. Since B
is basic, the composition series of V consists of one-dimensional B-modules and in
particular there is a nontrivial B-module monomorphism kχ → V for a suitable χ.
This induces up to a nonzero H-module morphism H⊗Bkχ → V . For V irreducible
this morphism has to be surjective. 
Example 4.4. Let B = U≤0 be the standard Borel subalgebra of Uq(g), then every
one-dimensional character χ : B → k is zero on U− and thus comes from some
group character χ : Λ → k×. The induced module U ⊗B kχ is isomorphic to
U+ as a U-module. It is a highest-weight module generated by the vector v with
Kµ.v = χ(Kµ)v and Eα.v = 0.
We shall see that also for our new Borel subalgebras B the induced modules for
generic χ are irreducible, while special values of χ have as quotient each of the
irreducible finite-dimensional Uq(g)-modules L(λ). However the action of U
0 will
not be diagonalizable any more.
Problem 4.5. Is it true that any induced module from a Borel subalgebra have a
unique irreducible quotient? It is to expect that maximality enters here.
Problem 4.6. Can one use the graded algebra in the upcoming Conjecture A
to understand these modules and determine their decomposition behaviour of the
induced modules? We would expect that gr(B)0 plays a similar role as U0 in the
standard case, so the graded modules gr(V ) should be gr(B)0-diagonalized.
Problem 4.7. Can one define a category O with nice properties? In particular it
should be an abelian category, closed under submodules and quotients, with enough
projectives and injectives.
4.2. Example A1. We now want to construct and decompose all induced repre-
sentations in the case sl2. From Section 3.2 we know all Borel algebras of Uq(g) up
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to reflection:
In the familiar case Bstd = U
≤0 = 〈K,F 〉 all one-dimensional representations
are of the form χ(F ) = 0 and χ(K) arbitrary. Then the induced module is
V (Bstd, χ) := Uq(g)⊗B0 kχ ∼= k[E]1χ
with highest weight vector K.1χ = χ(K)1χ. All of these modules have a diagonal
action of K. For certain integral choices V (Bstd, χ) has a finite-dimensional irre-
ducible quotient and all finite-dimensional irreducible Uq(g)-representations arise
this way.
The novel case in Example 3.6 is Bλ,λ′ := 〈E¯, F¯ 〉 with E¯ := EK−1 +λK−1, F¯ =
F + λ′K−1 and arbitrary scalars λλ′ = q
2
(1−q2)(q−q−1) , an algebra isomorphic to the
quantized Weyl algebra. As we showed, all finite-dimensional irreducible repre-
sentations factorize over the commutative quotient 〈E¯, F¯ 〉/(E¯F¯ − q2
(q−q−1)(1−q2)).
Hence all one-dimensional representations are of the form χ(E¯) = e, χ(F¯ ) = f
with ef = q
2
(q−q−1)(1−q2) = λλ
′. Using the PBW basis we easily get
V (Bλ,λ′ , χ) := Uq(g)⊗Bλ,λ′ kχ ∼= k[K,K−1]1χ
and we calculate the action to be
K.Kn1χ = K
n+11χ
F.Kn1χ = q
2nKnF1χ
= q2nf ·Kn1χ − q2nλ′ ·Kn−11χ
E.Kn1χ = q
−2n−2Kn+1EK−11χ
= q−2n−2e ·Kn+11χ − q−2n−2λ ·Kn1χ
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or in matrices
K =

· · ·
0
1 0
1 0
· · ·

F =

· · ·
q2(n−1)f −q−2nλ′
q2nf −q−2(n+1)λ′
q2(n+1)f
· · ·

E =

· · ·
−q−2(n−1)−2λ
q−2(n−1)−2e −q−2n−2λ
q−2n−2e −q−2(n+1)−2λ
· · ·

In particular, the action of K is not diagonalizable. Moreover the action of K
shows that no V (Bλ,λ′ , χ) has finite-dimensional proper submodules.
We can determine all submodules with a trick that does not seem to easily
generalize beyond rank one:
Lemma 4.8. The induced Uq(sl2)-module with respect to a Borel algebra Bλ,λ′
V (Bλ,λ′ , χ) := Uq(g)⊗Bλ,λ′ kχ ∼= k[K,K−1]1χ
has a nontrivial submodule V ′ iff for some n ∈ N0
χ(E¯) = qn · λ, equivalently χ(F¯ ) = q−n · λ′
It is cofinite of codimension [V : V ′] = n+ 1.
Proof. A Uq(sl2)-submodule W ⊂ V (Bλ,λ′ , χ) ∼= k[K,K−1] is in particular a
k[K,K−1]-submodules under left-multiplication i.e. an ideal (instead of weight-
spaces). Since this is a principal ideal ring, there exists a Laurent-Polynomial
P (X) =
∑finite
n∈Z cnX
n with W = (P ), X = K. This is a submodule iff E.P and
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F.P are multiples of P . We calculate explicitly:
(F.P )(X) =
∑
n
cnq
2nf ·Xn − q2nλ′ ·Xn−1
= P (q2X)
(
f − λ′X−1)
(E.P )(X) =
∑
n
cnq
−2n−2e ·Xn+1 − q−2n−2λ ·Xn
= P (q−2X)q−2 (eX − λ)
For degree reasons this can only give a multiple of P if for some a, b, c, d:
(aX + b)P (X)
!
= P (q2X) (fX − λ′)
(cX + d)P (X)
!
= P (q−2X)q−2 (eX − λ)
Either P (X) is constant, then W is the entire module, or the zeroes of P have to
lay in a chain q−nX0, q−n+2X0, . . . qnX0 for some n ∈ N0, with qnX0 = λ′/f and
q−nX0 = λ/e. The quotient module is thus the (n+ 1)-dimensional ring extension
k[K,K−1]/(P ), where K acts again by left-multiplication. 
We show a different and quite general idea to detect the finite-dimensional quo-
tient modules (i.e. the cofinite submodules) and circumvents the problem of non-
diagonalizable K-action: To find finite-dimensional quotient modules we need to
find elements in HomUq(g)(Uq(g) ⊗B kχ) and this can be done by decomposing
Homk(Uq(g),k) into irreducible L(λ). This is now possible since Homk(U0,k) is di-
agonalizable under left-multiplication - morally because it is the algebraic closure.
The following Lemma verifies explicitly the existence assertion in Lemma 4.3.
Lemma 4.9. The induced Uq(sl2)-module with respect to a Borel algebra Bλ,λ′
V (Bλ,λ′ , χ) := Uq(g)⊗Bλ,λ′ kχ ∼= k[K,K−1]1χ
has a finite-dimensional quotient the irreducible module L(, n) of dimension n+ 1
and sign  = ±1 for precisely one choice of χ, namely
χ(E¯) = qn · λ, equivalently χ(F¯ ) = q−n · λ′
Proof. Let φ : V (Bλ,λ′ , χ)→ L(, n) be a (nonzero) module homomorphism to the
irreducible highest weight module with highest weight vector v0 for highest weight
Kv = qnv. It has a basis v0, . . . vn with Kvi = q
n−2ivi. Denote the coefficients of
φ in this basis by φk, k = 0 . . . n,. Then by definition
qn−2kφk(Ki1χ) = K.φk(Ki1χ) = φk(Ki+11χ)
Thus φ is fixed by its image φk(1χ) via
φk(K
i1χ) = 
iq(n−2k)iφk(1χ)
and since the map should be surjective we need all φk(1χ) 6= 0 for k = 0 . . . n.
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On the other hand the action of F and E demands:
φk−1(Ki1χ) = φk(F.Ki1χ)
= q2ifφk(K
i1χ)− q2iλ′χk(Ki−11χ)
= q2i
(
iq(n−2k)if − i−1q(n−2k)(i−1)λ′)φk(1χ)
[k + 1]q[n− k]qφk+1(Ki1χ) = φk(E.Ki1χ)
= q−2i−2eφk(Ki+11χ)− q−2i−2λφk(Ki1χ)
= q−2i−2
(
i+1q(n−2k)(i+1)e− iq(n−2k)iλ′)φk(1χ)
and the boundary conditions of the first resp. second equation for k = −1 resp.
k = n that the right-hand side has to be zero
0 = f − q−nλ′
0 = q−ne− λ
which is the asserted condition. One could also derive direct formulae for φk(K
i1χ)
and in this case it is easy to see that φ above is indeed a module homomorphism.

5. The structure of the graded algebra of a right coideal
subalgebra
5.1. Conjecture A. By Theorem 2.5, right coideal subalgebras of U−q (g) are char-
acter shifts k[L]U−[w]φ with L ⊂ Λ orthogonal to supp(φ). These character-shifts
are not Λ-graded. An important structural insight into these algebras, and subse-
quently right coideal subalgebras of Uq(g) and there representation theory, would
be the knowledge of the respective graded algebras. Take the Z-grading of Uq(g)
where deg(Eαi) = 1, deg(Kαi) = 0, deg(Fαi) = −1. then we conjecture:
Conjecture A. Fix some w ∈ W and character φ and consider the canonical map
f : gr(U−[w]φ) → U≤0 sending an element to the summands of leading degree.
Then the image D of f is a Z-graded right coideal subalgebra of U≤0 and has the
following properties:
• D0 is the semigroupring of G(D0) = {K−1µ | µ ∈ supp(φ)}. We denote by
G˜ its quotient group or localization.
• Then for the explicit element w′ = (∏β∈supp(φ) sβ)w we have
k[G˜(D0)]D = k[G˜(D0)]U−[w′].
Morally, this assertion means gr(U−[w]φ) = U−[w′] up to localization, and the
main part of the assertion is the explicit formula of w′.
The first step of the proof of Conjecture A is to observe that D is a right
coideal subalgebra of U−q (g). If D
0 = k[Zk] is a full group ring, then Theorem
2.3 asserts that that D ∼= U−[w′] for some w′ ∈ W . However, D0 need not
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be a group so there are many possible (closely related) D generated by linear
combinations of character-shifted Eα, Fα with different K-prefactors, see Example
5.5. To circumvent these problems, we localize G to G˜, then Theorem 2.3 asserts
k[G˜(D0)]D = k[G˜(D0)]U−[w′]. Our task is to prove the asserted formula for w′,
which captures the information which Eα, Fα appear in both D and its localization.
We prove Conjecture A for type An, Bn, Cn, Dn in this section. We first give
some examples and formulate the consequence for triangular coideal subalgebras.
Example 5.1. Clearly for φ = 0 the right coideal subalgebra U−[w]φ is already
graded and w′ = w.
Example 5.2. Take our example Bλ,λ′ with negative part U
−[sα]φ− = 〈F +λ′K−1〉
for φ−(F ) = λ′ 6= 0. Then the graded algebra is as conjectured with w = sα1 , w′ = 1:
gr(B−λ,λ′) = U
−[1]k[K−1] = 〈K−1〉
Altogether, the graded algebra of Bλ,λ′ is the positive Borel part, up to localization:
gr(Bλ,λ′) = U
−[1]k[K−1]S(U+[sα1 ] = 〈K−1, KE〉
Example 5.3. Let g = sl3, w = w0 = s1s2s1 and χ(F1) = λ
′, supp(χ) = {α1}.
Then U−[w]χ = 〈F1 + λ′K−11 , F2〉. The leading degree terms of the character-shift
F¯1 = F1 +λ
′K−11 is λ
′K−11 , and F¯2 = F2. Typically, character-shifts of elements of
Λ-degree −(α1 + α2) have leading degree terms in Λ-degree −α1:
F1F2 = F1F2 + λ
′K−1 · F2
F2F1 = F2F1 + F2 · λ′K−1
However, in a suitable linear combination of these two elements, the leading degree
terms of the character-shifts cancel and we again land in Λ-degree −(α1 + α2):
F1F2 − q−1F2F1 = F1F2 − q−1F2F1
Thus the graded algebra is as conjectured, with w′ = s1w = s1s2:
f : gr U−[s1s2s1]χ ∼= U−[s2s1]k[K−11 ]
We remark that the definition of a root vector depends on the choice of a reduced
expression for w, while the linear combination we found above does not, so it can
be a root vector or not.
In contrast, for a right coideal subalgebra in the positive part U0S(U+) the
graded right coideal subalgebra has the same degrees, i.e. by choice of our grading
the leading terms of the character-shifted E¯α are simply the Eα themselves.
f : gr(U+[w]φ)
∼−→ U+[w]
The two statements can be easily combined:
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Corollary 5.4. Assuming Conjecture A holds for Uq[w−]φ− i.e. for D := gr(Uq[w−]φ−)
holds after completing the semigroup G(D0) to the quotient group G˜(D0):
k[G˜(D0)] gr(Uq[w−]φ−) ∼= k[G˜(D0)]U−[w′]
Then for any triangular right coideal subalgebra the map sending elements to their
leading degree terms gives an isomorphism of right coideal subalgebras
gr
(
U−[w−]φ−k[L]S(U+[w+])φ+
) ∼= Dk[L]S(U+[w+])
k[G˜(D0)] gr
(
U−[w−]φ− k[L] S(U+[w+])φ+
) ∼= U−[w′] k[G˜(D0)L] S(U+[w+])
As the representation theory of the graded algebra is well understood, we would
ultimately hope that this puts explicit and sharp condition when a choice of
(w+, φ+, w−, φ−) produces a triangular Borel algebras and thus a classification.
This is stated in the next section as Conjecture B and we will prove one direction.
5.2. Localization. Let in this section A be a right coideal subalgebra. A technical
difficulty, which we address in this section is that in general A′ = gr(A) has
in general A′ = k[G] for a semigroup G ⊂ Zk. Such a Z-graded right coideal
subalgebra may not even be Nk-graded. Differently spoken, it does not have to be
a free module over the semigroup G.
Example 5.5. Consider for example the subalgebra in Uq(sl3)
− generated as:
C = 〈F1K−13 + F3K−11 , K−13 , K−11 〉
It is closed under comultiplication and thus a right coideal subalgebra.
Multiplication with K−11 or K
−1
3 from either side commute differently with F1, F3,
which shows that the following are elements in C
C 3 F1K−13 K−11 , F3K−11 K−13
but neither F1, F3 are in C.
These Z-graded right coideal subalgebras A′ are not covered by the classification
Theorem 2.3. We shall not try to classify A′ directly, but study its localization:
Proposition 5.6. Let A′ ⊂ U− be a Z-graded right coideal subalgebra, and define
the semigroup G by A′0 = A′ ∩ U0 = k[G], then kGA′ = A′kG and thus we can
define a localization in the noncommutative setting [Sten75] Prop 1.4:
Let G˜ ⊂ Zk be the quotient group (localization) of G. Then A˜′ := k[G˜]A′ =
A′k[G˜] is again a right coideal subalgebra and there exists a w′ ∈ W with
A˜′ = k[G˜]U−[w′]
Proof. Since A′ is an algebra we have KA′ = A′K for K ∈ G, and by invertibility of
K we have A′K−1 = K−1A′K, which implies the first claim. Now, A˜′ is Z-graded, so
A˜′ = A˜′
≤
A˜′
≥
, and after localization both factors fulfills the conditions of Theorem
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2.5 and are thus character-shifts. But since they are Z-graded, the character-shift
has to be trivial and hence A˜′ is as asserted, in particular Zn-graded. 
Proposition 5.7. Let G be a semigroup with G˜ its quotient group. Let V˜ be a
G˜-module and V be a G-submodule, such that G˜V = V˜ . Then for any v ∈ V˜ there
exists a K ∈ G such that Kv ∈ V .
Proof. Since we assumed G˜V = V˜ , there exist finitely many elements K(i) ∈ G˜
and vectors v(i) ∈ V such that
n∑
i=1
K(i)v(i) = v
Now by definition of G˜ there exists for each element K(i) an element K(i) ∈ G with
K(i)K
(i) ∈ G. Taking some K ∈ G in ⋂iK(i)G (for example their product) proves
the assertion. 
Applying this to k[G˜]A′ = k[G˜]U−[w′] we get the following easy consequence,
which will also be useful later-on:
Corollary 5.8. For any root µ ∈ Φ(w′) and a reduced expression for w′, there
exists a K ∈ G, such that KFµ ∈ A′.
Next, we define a suitable growth-condition that replaces the length `(w′) re-
spectively the number of PBW generators for arbitrary non-homogeneous A′:
Definition 5.9. Let V be an N-graded vector space with finite-dimensional homo-
geneous components Vn. Let H(V, z) =
∑
n≥0 dim(Vn)z
n be the Hilbert series, then
we define growth(V ) = a such that
0 < lim infz→∞(1− z)aH(V, z) and lim supx→∞(1− z)aH(V, z) < +∞
otherwise we say the growth is undefined.
The definition is made in a way, such that V sub ⊂ V ⊂ V sup with well-
defined growth(V sub) = growth(V sup) =: a implies an intermediate well-defined
growth(V ) = a. Note that H(V, z) needs not be a rational function, even if
H(V sub, z),H(V sup, z) is; note further that the limits need not coincide.
Example 5.10. If V is an graded algebra with a basis of sorted monomials in
generators x1, . . . x` of degree d1, . . . d` ≥ 1, then growth(V ) = `, since explicitly
H(V, z) =
∏`
i=1
1
1− zdi
When we apply this notion and result to our A,A′ ⊂ U−, we need to con-
sider a modified grading, which has finite-dimensional homogeneous components,
but equal behaviour with respect to character shifts: Define the modified degree
mdeg(−) = deg(−) + sdeg(−) by adding a second degree sdeg(Fi) = sdeg(K±1i ) =
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−1, so mdeg(Fi) = −2 and mdeg(K±1i ) = −1. Note that the algebra is not graded
any more. Clearly the homogeneous components of mdeg(−) on U− are finite-
dimensional. Since characters shifts are graded with respect to sdeg(−), this new
definition does not change the vector space gr(A):
grdeg(−)(A) = grmdeg(−)(A)
Example 5.11. Let A = U−[w] with the modified grading, then growth(A) = `(w).
More generally, let G be a semigroup with G˜ = Zk and take A′ = k[G]U−[w′], then
growthk(A) = rankG˜+ `(w
′).
We now need to compare the growth of A = U−[w]φ, or equivalently A′ = gr(A),
to its localization k[G˜]A′ = k[G˜]U−[w′]:
Lemma 5.12. Let V be a N-graded module over a semigroup G ⊂ Zk. Then we
have for the localization We have for the localization growth(V ) = growth(k[G˜]V ).
Proof. Let V˜ = G˜V , which is a free k[G˜]-module. Let I be a G˜-basis of V˜ , then
by Proposition 5.7 there are elements K(i) ∈ G with K(i)vi ∈ V and we define its
span to be V sub ⊂ V . On the other hand we may consider V sup = V˜ ⊃ V .
Then we have an inequality by definition
growth(Vsub) ≤ growth(V) ≤ growth(Vsup)
but in our case growth(Vsub) = growth(Vsup), which proves the assertion 
Corollary 5.13. Let now again A := U−[w]φ and A′ := gr(A) and the localization
k[G˜]A′ = k[G˜]U−[w′]. Then comparing the growth gives
`(w) = rank(G˜) + `(w′)
5.3. Induction step. Let w ∈ W and φ be a character on U−[w] with support
supp(φ) ⊂ Φ+(w), a set of orthogonal simple roots. We continue to study the
character-shifted coideal subalgebra, its graded algebra and its localization
A := U−[w]φ, A′ := gr(A), A˜′ = k[G˜]A′ = k[G˜]U−[w′]
for some w′ ∈ W , whose explicit description is the goal of Conjecture A. We
attempt an induction on the length `(w).
Lemma 5.14. Assume Conjecture A holds for all u ∈ W with `(u) < `(w) and
all characters. Assume w = usαi with `(w) = `(u) + 1 for some αi. Then one of
the following happens:
• If u(αi) ∈ supp(φ) then Theorem 5.1 holds for w and w′ = u′, which is the
w′ asserted in this case.
• If u(αi) ∈ supp(φ) then there exists a simple root αj such that w′ := u′sαj
has length `(u′) + 1 and
k[G˜(A′0)]A′ = k[G˜(A′0)]U−[w′]
Conjecture A holds for w iff αj = αi.
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Proof. By [HK11b] p. 13 for u < w the restriction φu of φ to U
−[u] ⊂ U−[w]
is again a character with supp(φu) ⊆ supp(φ). The inductive assumption that
Theorem 5.1 holds for U−[u]φu means that we have
A′u := gr
(
U−[u]φu
)
A′0u = k[〈K−1µ , µ ∈ supp(φu)〉]
k[G˜u]Au ∼= k[G˜u]U−[u′]
where u′ has the asserted form u′ := (
∏
β∈supp(φu) sβ)u, and where G˜u is the quo-
tient group of the semigroup Gu generated by supp(φu), with A
′0
u = k[Gu].
Now for the new element w ∈ W with Φ+(w) = Φ+(u)∪{u(αi)} a new character-
shifted root vector F¯u(αi) appears in the PBW-basis
A := U−[w]φ = U−[u]φu
〈
F u(αi)
〉
A′ = gr
(
U−[w]φ
)
We now apply Corollary 5.13 which asserts
`(w) = rank(G˜) + `(w′)
`(u) = rank(G˜u) + `(u
′)
We have `(w) = `(u) + 1. Moreover by inclusion A′0 ⊇ A′0u and Φ+(w′) ⊇ Φ(u′)
we have inequalities rank(G˜) ≥ rank(G˜u) and `(w′) ≥ `(u′). Hence we have two
possible cases:
i) rank(G˜) = rank(G˜u) + 1 and `(w
′) = `(u′). The latter implies w′ = u′,
the former implies rank(G˜)  rank(G˜u). Hence the leading term of F¯u(αi)
must be the new element K−1µ ∈ A′0. By orthogonality of supp(φ), we find
that µ = u(αi) is a new simple root αn in supp(φ) = {µ} ∪ supp(φu). In
particular w = usαi = sαnu. This proves that w
′ = u′ is as asserted by
Conjecture A as
(
∏
β∈supp(φ)
sβ)w = sαnu
′sαi = u
′ = w′
ii) rank(G˜) = rank(G˜u) and `(w
′) = `(u′)+1. The former implies G˜ = G˜u and
supp(φ) = supp(φu). The second implies together with Φ
+(w′) ⊃ Φ+(u′)
that there exists a simple root αj with w
′ = u′sαj . Since the support is
unchanged, the assertion of Conjecture A would be αj = αi.

The second case is what we need to study in what follows. We remark that the
new element in the graded algebra in degree u′(αj) ∈ Φ+(w′) does not have to
be directly the leading term of the character-shift F u(αi). We illustrate this in an
explicit example:
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Example 5.15. Let g = A3 and u = s3s1s2, then
Φ+(u) = {β1, β3, β123} supp = 〈u(−γ1), u(−γ2)〉 = 〈β1, β3〉
The algebra U−[s3s1s2] has a PBW basis in the generators
F3, F1 = T
−1
3 F1, F123 := T
−1
3 T
−1
1 F2 = [F1, [F3, F2]q+1 ]q+1
In accordance with the previous theorem, the character-shifted root vectors
F¯1 = F1 + φ(F1)K
−1
1
F¯3 = F3 + φ(F3)K
−1
3
F¯123 = F123 + φ(F1)[K
−1
1 , [F3, F2]q ]q + φ(F3)[F1, [K
−1
3 , F2]q ]q
+ φ(F1)φ(F3)[K
−1
1 , [K
−1
3 , F2]q ]q
= F123 + φ(F1)(q
−1 − q)[F3, F2]qK−11 + φ(F3)(q−1 − q)[F1, F2]qK−13
+ φ(F1)φ(F3)(q
−1 − q)2F2K−11 K−13
have highest degrees {0, 0, β2} and thus the graded algebra corresponds to the Weyl
group element u′ = s12s23u = s2 as conjectured:
gr
(
U−[s3s1s2]φ
) ∼= gr (U−[s2]) 〈K−11 , K−13 〉
Now the critical induction step is to prolong this by αi = β1 to w = us1, then
we have a new root vector in degree u(αi) = β23, to be precise:
F23 := T
−1
3 T
−1
1 T
−1
2 F1 = T
−1
3 F2 = [F3, F2]q+1
F¯23 = [F3, F2]q + φ(F3)[K
−1
3 , F2]q
= F23 + φ(F3)(q
−1 − q)F2K−13
The leading degree term F2 of F¯23 is already contained in U
−[u′], as leading degree
term of F¯123. The new degree u
′(αj) in U−[w′] ⊃ U−[u′] will be the leading degree
of some suitable linear combination, and the main question is which will be the
next-leading degree. Simply from degree considerations there are two reasonable
possibilities (in the sense of criterion 1 below):
• u(αi) = u′(αj) = β23, contrary to Conjecture A.
Actually this seems the natural choice, because it is the next leading degree
in F¯23.
• u(αi) + β12 − β23 = u′(αi) = β12, according to Conjecture A.
For this to happen, F2, F23 have to cancel simultaneously in a suitable
linear combination of F¯123, F¯23, and then F12 from F¯23 is the leading term.
Having explicit expressions for F¯123, F¯23 we can check explicitly that the latter is
the case, because the coefficients of F2, F23 in F¯123, F¯23 are proportional:
F¯123 − φ(F1)(q − q−1)F¯23K−11 = F123 + φ(F3)(q−1 − q)[F1, F2]qK−13
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We note that already the non-vanishing of the F12-term would have sufficed in
this situation, because neither β12, β23 are larger then the other and we know from
length that we only get a single new degree.
5.4. Three Criteria implying Conjecture A. Let C = U−[w]φ with w =
usαi , u(αi) 6= supp(φ) and let gr(U−[u]φ) = U−[u′] for some u′, then the second
case in Lemma 5.14 states that gr(U−[w]φ) = U−[w′] for w′ = u′sαj . Conjecture A
is concerned with the shape of u′, w′, and it would hold inductively if αj = αi.
We now collect three criteria when this is the case. Each criterion by itself shows
the induction step for certain cases w = usαi . Besides they give the possibility to
check it manually in a given case - this is in particular interesting for Criterion 3.
As first criterion we note the general relation between αi and (the potentially
different) αj, which allows us to classify critical induction steps up to reflection.
Lemma 5.16 (Criterion 1).
a) We have the necessary criterion u(αi)− u′(αj) ∈ Z[supp].
b) Assume (contrary to Conjecture A) that αi 6= αj for u(αi)− u′(αj) ∈ Z[S] with
S ⊂ supp a subset of S, which we choose minimal. Then u(αi), u′(αj), S are up
to reflection in a parabolic subsystems Φr ⊂ Φ of rank 3, 4 as follows:
Φr u(αi)− u′(αj) ∈ Z[S]
A3 α123 − α2 = α1 + α3
B3 α123 − α2 = α1 + α3
B3 α1123 − α2 = α1 + α1 + α3
C3 α123 − α2 = α1 + α3
D4 α1234 − α4 = α1 + α2 + α3
or u(αi) = u
′(αj). If Conjecture A holds already for u, then we have in addition
u(αi)− u(αj) ∈ Z[S], so also this tuple is in the list above.
Proof. a) The proof of Lemma 5.14 shows that U−[w]φ contains a new element
F¯u(αi) and since φ is a character-shifts with respect to supp, this algebra is still
graded by cosets of Z[supp]. On the other hand the graded algebra A′ contains
a new element in degree u′(αj).
b) Any set of k roots can be reflected to a parabolic subsystem of rank at most k.
Applying this assertion to S, βi gives a subsystem Φr of rank r = |S|+ 1, which
is moreover connected (otherwise the equation would hold even for a subset
S ′ smaller S). Applying the assertion a second times to S gives a subset of
|S| = r − 1 many orthogonal simple roots. Since |S| > 1, this can only be true
for Φr = A3, B3, C3 with S reflected to the outmost simple roots α1, α3, or for
Φr = D4 with S reflected to the three outmost roots α1, α2, α3. The result then
follows from directly inspecting these root systems for solutions βi− βj ∈ Z[S].

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As a second criterion, we formulate the consequence of applying the induction
step to two different presentations of w:
Definition 5.17. A Weyl group element w has a unique ending iff one of the
following equivalent conditions applies:
• Any reduced expression of w ends in the same letter sαi.
• Φ+(w−1) contains a unique simple root αi.
• w(αk) > 0 for all simple roots αk expect for one αi.
Lemma 5.18 (Criterium 2). Assume that w has not a unique ending, i.e. w =
u1sαi = u2sαl with αi 6= αl, and u1(αi), u2(αl) 6∈ supp. Then if Conjecture A holds
for u1, u2, then αj = αi and thus Conjecture A holds also for w.
Proof. As is well known from [M64] Thm. 29, there is a series of braid group moves
to transform the two presentations of w into one another. In particular under our
assumption there exists a reduced expression of w which ends
w = r · · · sαisαlsαi = r · · · sαisαlsαi
of length 2, 3, 4, 6 depending on (αl, αi), i 6= l, such that a braid group move can
be performed. Differently spoken
u1 := r · · · sαisαl , w = u1sαi
u2 := r · · · sαlsαi , w = u2sαl
Assume that Conjecture A holds for the elements u1, u2 of shorter length, then
Lemma 5.14 asserts that there exists αj, αk with
w′ = u′1sαj = u
′
2sαk
and in particular
Φ(u′1),Φ(u
′
2) ⊂ Φ(w′)
In case we have αi 6= αj, this would imply already Φ(u′1) ⊂ Φ(u′2), which is a
contradiction. 
As a third criterion we prove the assertion about U−[w] for w = usαi by direct
calculation. In general, it is not easy to relate the coproduct of a reflected element
to the coproduct of the original element, but we can obtain enough information
under a multiplicity-zero condition. It enters through the following formulae:
Proposition 5.19. Let αm be a simple root and consider T
−1
v−1(Fi) for any v ∈
W, i ∈ I, which is in degree ν := v(αi). Assume that (αm, ν) = −1 and that αm
has multiplicity zero in the degree of v(αi). Then
(T−1sm T
−1
v−1(Fi))φm = T
−1
sm T
−1
v−1(Fi) + (qm − q−1m )φm(Fm) · T−1v−1(Fi)K−1m
If (αm, ν) = −c a similar formula holds.
27
Proof.
To compute the character-shift (TsmT
−1
v−1(Fi))φm we need to relate coproduct and
reflection, which is involved. From [Lusz93] Prop 37.3.2 we have the formula∗
(T−1sm ⊗ T−1sm )∆(Tsm(x)) =
( ∞∑
l=0
ql(l−1)/2m {l}qmF (l)m ⊗ E(l)m
)
︸ ︷︷ ︸
L′
∆(x)
( ∞∑
r=0
(−1)rq−r(r−1)/2m {r}qmF (r)m ⊗ E(r)m
)
︸ ︷︷ ︸
L′′
where {l}qm = [l]qm(qm − q−1m )l. We need an analogous formula for T−1sm , by substi-
tuting x = T−1sm (y) and using L
′L′′ = 1 from [Lusz93] Prop. 5.3.2
∆(T−1sm (y)) =
( ∞∑
r=0
(−1)rq−r(r−1)/2m {r}qmF (r)m ⊗ E(r)m
)
(T−1sm ⊗ T−1sm )∆(y)
( ∞∑
l=0
ql(l−1)/2m {l}qmF (l)m ⊗ E(l)m
)
If we apply the character φm ⊗ 1, then the only nonzero contributions are those
tensor summands of (T−1sm ⊗T−1sm )∆(y) and hence ∆(y) where the left tensor factor
has degree in Zαm.
We now use our assumption that y := T−1v−1(Fi) in degree v(αi) does not contain
a factor Em. Thus in this case the only nonzero contribution comes from the
summand 1⊗ T−1sm T−1v−1(Fi) in (T−1sm ⊗ T−1sm )∆(y), thus in this case
(φm ⊗ 1)∆(T−1sm (y)) =
∞∑
r,l=0
(−1)rq−r(r−1)/2m {r}qmql(l−1)/2m {l}qm · φm(F (r)m F (l)m ) · E(r)m
(
T−1sm T
−1
v−1(Fi)
)
E(l)m
=
∞∑
s=0
qs(s−1)/2m (qm − q−1m )sφm(Fm)s
s∑
r=0
(−1)rq(1−s)rm · E(r)m
(
T−1sm T
−1
v−1(Fi)
)
E(s−r)m
By reasons of degree (or by the quantum Serre relation), all terms s 6= 0, 1 vanish
for (αm, ν) = −1. If (αm, ν) = −c, then similarly only the terms up to s = c are
nonzero.
The last equality can then by most easily calculated by hand, since by the
assumption on the multiplicity of αm, we have that Tv(Fi) is a linear combinations
of terms F ′FkF ′′ where F ′, F ′′ are products of Fl with (αm, αl) = 0. Then by the
multiplicativity of T−1sm and the defining formulae [Jan96] Sec 8.14 (8’) we have
(T−1sm T
−1
v−1(Fi) = T
−1
sm (F
′FkF ′′) = F ′(T−1sm (Fk))F
′′ = F ′[Fm, Fk]qmF
′′
and similarly by [Em, Fl] = [Km, Fl] = 0 we get further
[Em, (T
−1
sm T
−1
v−1(Fi)] = F
′[Em, [Fm, Fk]qm ]F
′′ = F ′FkK−1m F
′′ = F ′FkF ′′K−1m
∗We use the notation Tsm , T−1sm in [Jan96], which translates by the remark on p. 146 to
Lusztig’s notation T ′′m,1, T
′
m,−1.
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This proves the assertion. 
Lemma 5.20 (Criterion 3). Let w = usα be a Weyl group element u = smsnu
′
and a character φ with support containing {αm, αn}. Assume that the simple root
αm appears in u(αi)−αm ∈ Φ with multiplicity zero. Then Conjecture A holds for
w, if it holds for the shorter elements u, snu, smu.
Proof. We want to explicitly construct an element in U−[smsnu′si] which has a
character-shift with leading term T−1u′−1(Fi) as asserted. , using the inductive as-
sumption on u = smsnu
′ as well as on snu′si and on smu′si for smaller support
{αn} resp. {αm}. For the third inductive assumption we require the stronger ex-
plicit assertion from Proposition 5.19 for v = u′ that relies on the assumption of
multiplicity one:
(T−1sm T
−1
u′−1(Fi))φm = T
−1
sm T
−1
u′−1(Fi) + (qm − q−1m )φm(Fm) · T−1u′−1(Fi)K−1m
Now the proof proceeds as follows: By the inductive assumption on snu
′si there
exists an X ∈ U−[snu′si] such that we have Xφn = T−1u′−1(Fi) in grU−[snu′si]φn , or
differently spoken the character-shift has leading term
Xφn = T−1u′−1(Fi) + · · ·
We may assume X to be chosen in degrees u′(αi) + Zαn, because U−[snu′si]φn is
still graded by Zαn-cosets.
We now apply T−1sm , which commutes with the φn character-shift, so we have con-
structed an element T−1sm (X) ∈ U−[smsnu′si] with leading term
(T−1smX)
φn = T−1sm T
−1
u′−1(Fi) + · · ·
because the only degree, which is larger then u′(αi) and becomes smaller after
reflection, is smu
′(αi), which is not in u′(αi) + Zαn.
We now apply a φm character-shift to both sides of the formula, giving
(T−1smX)
φm,φn =
(
T−1sm T
−1
u′−1(Fi)
)
φm
+ · · ·
By Proposition 5.19 we know the right-hand side shift explicitly, so
(T−1smX)
φm,φn = (qm − q−1m )φm(Fm) · T−1u′−1(Fi)K−1m + · · ·
which concludes the proof.

We remark that without multiplicity zero we cannot control on which expression
we have to apply the inductive assumption in order to get precisely the root vector
in the last line. For example, the character-shift could be zero or (since we apply
T−1m ) the initial element could even have to be chosen to be outside U
−.
We remark further, that in terms of degrees the following is hidden in the induc-
tive assumptions of the proof, compare Example 5.15: The new PBW generator in
U−[snu′si] is T−1sn T
−1
u′−1(Fi), which is in degree snu
′(αi) = β, while the new degree in
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the graded algebra is u′(αi) = β+αn. This is only possible, because (apparently, by
induction) some element Y in degree β+αn = u
′(αi) = snu′1(αl) is already present
in U−[snu′], with character-shift Y φn = Y + T−1sn T
−1
u′−1(Fi) + · · · . Together with
T−1sn T
−1
u′−1(Fi) this makes possible the linear combination X = Y − T−1sn T−1u′−1(Fi) in
mixed degrees, where the leading terms in the character-shifts cancel and the next
leading term is in degree u′(αi) = β + αn.
5.5. The proof of Conjecture A for type An, Bn, Cn, Dn. The criteria above
implies that Conjecture A holds for type An, Bn, Cn, Dn, after some by-hand ar-
guments, as we shall now discuss. Type G2 holds trivially by rank with Criterion
1. For type E6, E7, E8, F4 there are several exceptional cases, which would have to
be treated by hand. Altogether a more systematic method of proof would be much
preferred.
Assume first that Criterion 1 (Lemma 5.16) applies with case A3: So in Φ we
have the simple roots of the support S = {αn, αm} and a positive root β such that
S˜ = {αn, β, αm} has inner product as in A3, and βi := u(αi), u′(αj), βj := u(αj)
are contained in the set of positive roots generated by them. We observe β 6∈ Φ(w),
otherwise all positive roots generated by S˜ would be already in Φ(w). In particular
βi 6= β, so we assume without loss of generality βi−αm ∈ Φ. On the other hand we
observe now that βi 6= αn +β+αm (the highest root in A3), because otherwise we
have αm+βj+αn = βi or w
−1(αm)+αj+w−1(αn) = −αi, which is absurd, because
w−1(αm), w−1(αn) < 0 by assumption of S ⊂ Φ(w). It only remains βi = β + αm.
Overall we have reached the situation
β + αm + αn −γ − αi
βi βj
w−17−→ −αi αj
αm β αn −γ − αi − αj γ + αj −γ
The roots β and γ have the property, that β+αm, β+αn ∈ Φ and γ+αi, β+αj ∈
Φ. There is a canonical choice for such a root in any connected root system
Definition 5.21. For simple roots αi, αj in a connected Dynkin diagram without
loops, there is a unique path from αi to αj, and summing along the path without
endpoints defines a root
ρij := (αi−1 + · · ·+ αj−1)
with the property that ρij + αi, ρij + αj ∈ Φ. Moreover it contains αi, αj with
multiplicity zero.
However: If γ = ρij, then αn = w(−γ) > 0 cannot be possible if w(αk) > 0
for all αk 6= αi. Thus, Criterion 2 (Lemma 5.18) implies Conjecture A, unless γ
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contains αi with multiplicity ≥ 1.
Assume type An, then Criterion 1 (Lemma 5.16) returns only the case A3. Since
in An all multiplicities are ≤ 1, the root γ with γ +αi ∈ Φ cannot contain αi with
multiplicity ≥ 1, so Criterion 2 applies as discussed above. Alternatively we my
apply Criterion 3 (Lemma 5.20), because β with βi = β + αm ∈ Φ cannot contain
αm with multiplicity ≥ 1. Both arguments prove:
Corollary 5.22. Conjecture A holds for type An.
Assume now type Bn, Cn, Dn, then Criterion 1 (Lemma 5.16) applies with the
case A3 and B3 or C3 or D4, which are the possible subdiagrams of the Dynkin
diagram. We first assume again case A3 and list the possible β explicitly:
Fact 5.23. By directly inspecting the root systems Bn, Cn, Dn, we find that for
given αn, αm the only positive roots β with β + αn, βn + αm ∈ Φ are
β = ρmn
β = αm−1 + · · ·+ αn + 2αn−1 + · · ·
β = αn−1 + · · ·+ αm + 2αm−1 + · · ·
where α1 is the unique short simple root for Bn, and α1 is the unique long simple
root for Cn, and α1, α2 are the two short legs for Dn, and where the final summands
depend on the type of the root system.
In the first and second case again Criterion 1 applies, because β contains αm
with multiplicity zero. In the third case we consider σ := w(ρij), which is a positive
root (otherwise again Criterion 2 applies, since ρij does not contain αi), and which
has the property σ − βi, σ + βj ∈ Φ. From the explicit form of β this only leaves
σ = αm, so γ = ρij. But then again Criterion 2 applies as for An.
Assume now type Bn or Cn with case B3 or C3. So in Φ we have the short and
long simple roots of the support S = {αn, αm} and a positive (long or short) root
β such that S˜ = {αn, β, αm} has inner product as in B3 or C3. We remark that by
direct inspection of the root system this fixes β to be simply the sum of all simple
roots between αn, αm, and in particular both αn, αm appear in β with multiplicity
zero, so Criterion 3 implies Conjecture A.
Corollary 5.24. Conjecture A holds for type Bn, Cn.
Assume now type Dn with case D4. So in Φ we have the simple roots of the
support S = {αn, αm, αt} and a positive root β such that S˜ = {αn, αm, αt, β} has
inner product as in D4. Again direct inspection of the root system shows that then
β is a sum of adjacent simple roots, and in particular contains αn, αm, αt with
multiplicity zero. So Criterion 3 implies Conjecture A.
Corollary 5.25. Conjecture A holds for type Dn.
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6. The graded algebra determining the representation theory
6.1. Conjecture B. Our ultimate hope is, that the description of the graded
algebra in Conjecture A and Corollary 5.4, which we have proven in many cases
determines precisely which combinations w+, w− give triangular Borel subalgebras:
Conjecture B. An arbitrary triangular right coideal subalgebra C, i.e. of the form
U−[w−]φ−k[L]S(U+[w+])φ+ ,
is a Borel subalgebra iff w+w
′−1
− = w0 with `(w+) + `(w
′−1
− ) = `(w0).
Example 6.1. In the homogeneous case φ+ = φ− = 0 where w′− = w− the condi-
tion is clear: If `(w+)+`(w
′−1
− ) > `(w+w
′−1
− ) then there are common roots α,−α in
Φ+(w+),Φ
−(w−), producing a full quantum subgroups Uq(sl2), which is surely not
basic. If `(w+w
′−1
− ) < `(w0) then there are other basic algebras with larger w+, w−.
Remark 6.2. Already the fact that the given space is indeed an algebra puts strong
(and not-yet-determined) conditions on the data. Together with maximality, we
suggest that the full conjecture should first be attempted with the additional as-
sumptions supp(φ+) = supp(φ−) and L = supp(φ+)⊥.
On the other hand we have so far no example of a non-triangular basic right
coideal subalgebra, not contained in a triangular basic right coideal subalgebra.
The conjecture has essentially two parts, which are both representation-theoretic:
Proving that `(w′−1− w+) < `(w
′
−) + `(w+) implies non-basic and `(w
′−1
− w+) =
`(w′−) + `(w+) implies basic. From these two it would then follow that Conjecture
B characterizes basic right coideal subalgebras that are at least maximal among
all triangular basic right coideal subalgebras. We now prove the first of the first
statement in general using the Conjecture A, where proven.
The second part we can so far only prove in special cases like A1, A2 below or
supp(φ+) = supp(φ−) = Φ+(w+) ∩ Φ(w−) by explicit knowledge of the algebra. It
would be desirable to find a proof using again the graded algebra and Conjecture A.
6.2. Proof of Conjecture B in one direction. We will now prove Conjecture B
in one direction, by explicitly constructing higher-dimensional representations as
composition factors of restricted Uq(g)-representations. For example, this result
allows us to prove that certain basic right coideal subalgebras we constructed
[LV17] are maximal at least among the triangular basic algebras.
Lemma 6.3. For any w− ∈ W let w′− be as in the proven Conjecture A. Let
w+ ∈ W , such that
C = U−[w−]φ−k[L]S(U+[w+])φ+
with L ⊂ (supp(φ+) ∩ supp(φ−))⊥ is a triangular right coideal subalgebra. If
`(w′−1− w+) < `(w
′
−) + `(w+) then C is not basic.
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Proof. For an arbitrary root system `(w′−1− w+) < `(w
′
−) + `(w+) implies Φ
+(w+)∩
Φ+(w′−) 6= ∅, so there is a root µ ∈ Φ+(w+) ∩ Φ+(w′−). By the proven Conjec-
ture A this assumption about the graded algebra gr(C) means that in C there are
elements E,F with leading terms with respect to the Z-grading the root vectors
EµK
−1
µ and Fµ. Note that while E = Eµ the element F starts usually with a higher
root and is not even necessarily a character-shifted root vector.
Our general strategy to construct irreducible representations of dimension > 1
is as follows: We take some suitable finite-dimensional Uq(g) representation V =
L(λ), which we want to restrict to C and decompose into irreducible composition
factors, and we wish to prove not all of them are one-dimensional. The action of
the commutator [E,F ]1 ∈ C on every one-dimensional C-module is trivial, so if
the composition series of C only contains such representations, then [E,F ]1 acts
nilpotently on V .
But E contains only terms in degree ≤ µ and F only terms in degree ≥ µ, so the
commutator acts as a lower triangular matrix with diagonam entries [EµK
−1
µ , Fµ]1.
So we need to find a Uq(g) module V = L(λ) with non-zero eigenvaules for
[EµK
−1
µ , Fµ]1, then this proves the existence of higher-dimensional irreducible com-
position factors.
Claim: For any root µ there exists a finite-dimensional Uq(g) representation V
on which the commutator [Eµ, Fµ] has a non-zero eigenvalue i.e. does not act nilpo-
tently. For µ simple this is easily seen from the highest-weight vector in V = L(λ)
for any (λ, µ) 6= 0 (and for An in general using minuscule weights). We generalize
this approach as follows:
Let µ = w(αi) and choose any weight λ with (αi, λ) < 0. Then in the irreducible
Uq(g)-module L(λ) the weight-spaces w(λ) and w(λ−αi) are both one-dimensional
with basis Tw(vλ), Tw(Fαivλ) since they are reflections of one-dimensional weight
spaces. Since Eµ = TwEαi and Fµ = T
−1
w−1Fαi we can evaluate the commutator
[Eµ, Fµ] on v := Twvλ, but things are slightly complicated by T
−1
w−1 on F :
[Eµ, Fµ]v = (TwEαi)(T
−1
w−1Fαi)(Twvλ)− (T−1w−1Fαi)(TwEαi)(Twvλ)
= TwEαiT
−1
w T
−1
w−1FαiTw−1Twvλ − 0
where the second term vanishes by construction since vλ is a highest-weight-vector
and (TwEαi)(Twvλ) = TwEαivλ = 0. Now since the weight-spaces w(λ) and w(λ−
αi) are both one-dimensional and the Lusztig-automorphisms are bijective, we have
scalars a, b 6= 0 with
Tw−1Twvλ = avλ T
−1
w T
−1
w−1(Fαivλ) = b(Fαivλ)
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Since we further have
EαiFαivλ = [Eαi , Fαi ]vλ =
K −K−1
q − q−1 vλ =
q(α,λ) − q−(α,λ)
q − q−1 vλ
it follows as claimed that v = Twvλ is a non-zero eigenvector
[Eµ, Fµ]v =
q(α,λ) − q−(α,λ)
q − q−1 · a · b · vλ
Thus as discussed above: Since [Eµ, Fµ] acts not nilpotently on the finite-dimensional
Uq(g)-module L(λ), the restriction of this module to C containing as leading term
Eµ, Fµ cannot only have one-dimensional composition-factors. Thus we found a
higher-dimensional irreducible composition factor and C is not basic. 
7. Example A2
We have already determined all Borel subalgebras of Uq(sl2) in Section 3.2. We
conclude our article by treating the next case Uq(sl3) explicitly. In particular we
give a completed classification of all Borel subalgebras in this case by hand, so that
our conjectures and their impact can be checked against a more realistic example.
Any triangular right coideal subalgebra is of the form
C = U−[w−]φ−k[L]S(U+[w+])φ+ , with L ⊥ supp(φ+) ∩ supp(φ−)
where the supports of the characters φ+, φ− consist of mutually orthogonal roots.
We have proven in the previous section that `(w′−1− w+) < `(w
′) + `(w+) implies
not basic and conjectured that the triangular Borel subalgebras are precisely those
with w′−1− w+ = w0, we expect moreover supp(φ+) = supp(φ−) and by maximality
L = (supp(φ+) ∩ supp(φ−))⊥.
These expectations would lead to the following cases:
• supp(φ+) = supp(φ−) = {} i.e. φ+, φi trivial. These are the homogeneous
Borel algebras and we have already discussed them in Section 3.3. They
are reflections of U−, explicitly
U−[w−]U0S(U+[w+]), w−1− w+ = w0
• supp(φ+) = supp(φ−) = {α1}, then in particular we must have α1 ∈
Φ+[w±] leaving the three cases w± = s1, s1s2, s1s2s1 with w′± = s1w± =
1, s2, s2s1. The relation w
′−1
− w+ = w0 leaves the following three cases:
w− w′− w+ Φ
+(w−) Φ+(w′−) Φ
+(w+)
s1 1 s1s2s1 {α1} {} {α1, α2, α12}
s1s2 s2 s1s2 {α1, α12} {α2} {α1, α12}
s1s2s1 s2s1 s2 {α1, α2, α12} {α2, α12} {α1}
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• supp(φ+) = supp(φ−) = {α2} leaves only cases that are isomorphic to the
former ones by diagram automorphism α1 ↔ α2.
• supp(φ+) = supp(φ−) = {α12} leaves the three cases w± = s2s1, s1s2, s1s2s1
with w′± = s12w± = s2, s1, 1. The relation w
′−1
− w+ = w0 leaves up to
diagram automorphism the case w− = s1s2, w′− = s1, w+ = s2s1. It is a
again a reflection of the former solutions.†
We shall discuss these two non-homogeneous examples of right coideal subal-
gebras and prove that they are basic; in the last subsection we give a by-hand
classification of all basic right coideal subalgebras of Uq(sl3), using similar meth-
ods as in Theorem 3.8 for Uq(sl2), which shows that these are Borel subalgebras
and that they are all of them.
7.1. The Borel subalgebra U−[s1]φ−k[(K1K22)±1]S(U+[s1s2s1])φ+. This right
coideal subalgebra C is generated as an algebra by
F¯1 = F1 + λ
′K−11 , (K1K
2
2)
±1, E¯1 = E1K−11 + λK
−1
1 E2K
−1
2
where φ+(Eα1K
−1
α1
) = λ and φ−(Fα1) = λ
′ and 0 else, such that λ+λ− = q
2
(1−q2)(q−q−1) .
Figure 1. Picture of Φ+(w±) with gray lines indicating character-
shifts. The contained Weyl algebra is clearly visible
In the Z-grading these elements have degree 0, 0, α1, α2 and the graded algebra is
in accordance with the proven Conjecture A gr(C) = k[(K1K22)±1, K−11 ]S(U+[s2s1].
The right coideal subalgebra C contains a Weyl algebra generated by F¯1, E¯1
from type A1 ⊂ A2 and this injection splits by the algebra surjection sending
E2K
−1
2 7→ 0.
We wish to prove that this algebra is basic: A direct calculation (which holds
in great generality, see [LV17] Lemma 5.13) shows that for any element Xµ ∈
†The reader be advised, that reflections of right coideal subalgebras are a-priori not always
right coideal subalgebras.
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S(U+[s1s2s1])φ+ in degree µ holds
[F¯1, Xµ]q(α1,µ) = 0
Thus for any finite-dimensional representation V we can consider the subspace
where E2K
−1
2 acts by zero and this is again a C-representation. Hence for irre-
ducible V this element E2K
−1
2 acts by zero and the action of our algebra factorizes
through the Weyl algebra in Example 3.6.
This algebra is the smallest example of a large family of basic triangular right
coideal subalgebras that we constructed in [LV17] for type An. They are all a
product of commuting copies of the quantum Weyl algebra, for every simple root
in the intersection Φ(w+)∩Φ(w−), and then filled up as much as possible with the
standard Borel subalgebra.
7.2. The Borel subalgebra U−[s1s2]φ−k[(K1K22)±1]S(U+[s1s2])φ+. This more
complicated right coideal subalgebra C is generated as an algebra by
E¯1 := E1K
−1
1 + λK
−1
1
F¯1 := F1 + λ
′K−11
K±1 := (K1K22)
±1
E¯12 := E12(K1K2)
−1 + (1− q−2)λE2(K1K2)−1
F¯12 := F12 + (q
−1 − q)λ′F2K−11
Figure 2. Picture of Φ+(w±) with gray lines indicating character-
shifts. The Weyl algebras, one extending another, are clearly visible
The respective graded algebra is in accordance with the proven Conjecture A
gr(C) = U−[s2]k[(K1K22)±1, K−11 ]S(U+[s1s2])
Here again the characters are given by φ+(EαK
−1
α ) = λ and φ
−(Fα) = λ′ and 0
else, such that λλ′ = q
2
(1−q2)(q−q−1) . The product of the appearing constants c1 :=
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(1− q−2)λ and c2 := (q−1 − q)λ′ is
c1c2 = (1− q−2)λ(q−1 − q)λ′ = (1− q−2)(q−1 − q) q
2
(1− q2)(q − q−1) = 1
We calculate the commutator relation
[E12K
−1
12 + c1E2K
−1
12 , F12 + c2F2K
−1
1 ]q2
= (F1 + λ
′K−11 )(E1K
−1
1 + λK
−1
1 )(q
4 − q2) + q
4
q − q−11
Thus the commutators of all generators of C are
[K, E¯1]1 = [K, F¯1]1 = [K, E¯12]1 = [K, F¯12]1 = 0(1)
[E¯1, E¯12]q = [E¯1, F¯12]q = 0(2)
[F¯1, E¯12]q−1 = [F¯1, F¯12]q−1 = 0(3)
[E¯1, F¯1]q2 =
q2
q − q−11(4)
[E¯12, F¯12]q2 = F¯1E¯1(q
4 − q2) + q
4
q − q−11(5)
We prove that C is basic: The algebra C contains a subalgebra 〈E¯1, F¯1〉 iso-
morphic to the Weyl algebra, which acts by Example 3.6 on every irreducible
finite-dimensional representation Ve,f via its quotient algebra E¯1F¯1 = F¯1E¯1 =
q2
(q−q−1)(1−q2) , and these are all one-dimensional. But the relation reduces the com-
mutator relation 5 to
[E¯12, F¯12]q2 = 0 on any Ve,f(6)
Consider now for any irreducible finite-dimensional C-representation V . Since K
is central it acts by a scalar. Let Ve,f be a irreducible Weyl algebra representation,
which is one-dimensional. By the q-commutators 2 and 3 the generators E¯12, F¯12
map Ve,f to some subrepresentation Vqe,q−1f resp. Vq−1e,qf . Since ef 6= 0 and q
is not a root of unity, finite dimension proves that E¯12, F¯12 act nilpotently. Let
Ve′,f ′ be such that E¯12 acts by zero, then by the additional relation 6 shows that
F¯12 preserves Ve′,f ′ as well (and it acts also by zero). Hence any irreducible finite-
dimensional C-representation is one-dimensional.
7.3. Classification Result. From our proven direction of Conjecture B it follows
that the basic right coideal subalgebras introduced above are maximal among all
triangular basic right coideal subalgebras. With similar techniques as for Uq(sl2)
in Theorem 3.8 one can show:
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Theorem 7.1 ([Vocke16] Chapter 10). The triangular basic right coideal subalge-
bras above
k[K±1α1 , K
±1
α2
]S(U+[w0])
U−[s1]φ−k[(K1K22)±1]S(U+[w0])φ+
U−[s1s2]φ−k[(K1K22)±1]S(U+[s1s2])φ+
are Borel subalgebras and these are all Borel subalgebras of Uq(sl3) up to reflection
and diagram automorphism.
The proof idea for both assertions is that from [Vocke16] Theorem 4.11 and
Lemma 3.5 we have for any right coideal subalgebra in Uq(g) a generating system
of elements, which have a unique leading term that is a root vector. Then one
has to study combinations of arbitrary elements and test them on (minuscule)
representations of Uq(sl3) to rule basic out, or to show that the combination is
contained in a triangular right coideal subalgebra, because we know our examples
are the maximal ones among them. These results beyond the results on Conjecture
A and B are very ad-hoc.
7.4. Induction of one-dimensional characters. We want to finally calculate
the induced representations in the two nontrivial Borel algebras above in Uq(sl3)
as in Section 4.
Let C = U−[s1]φ−k[(K1K22)±1]S(U+[s1s2s1])φ+ . We have seen that each irre-
ducible representation is of the form Ve1,f1,k122 , which is one-dimensional with ac-
tion given by scalars e1, f1, k122 ∈ k× with e1f1 = q2(q−q−1)(1−q2)
F1 + λ
′K−11 7→ f1
(K1K
2
2)
±1 7→ k112
E1K
−1
1 + λK
−1
1 7→ e1
E2K
−1
2 7→ 0
Since C has a PBW-basis, we can calculate the induced module to be
Uq(sl3)⊗C Ve1,f1,k122 = 〈F i2F j12Kk1K2, i, j ∈ N, k ∈ Z,  = 0, 1〉k
= 〈F i2F j12Kk2 , i, j ∈ N, k ∈ Z〉k
This is (up to K2, which depends on the chosen lattices) the right coideal sub-
algebra C˜ = U−[s2s1]k[K1], acting on itself by left-multiplication, and this ac-
tion is extended to Uq(sl3) acting on C˜. A similar result follows easily whenever
Φ+(w−) ∩ Φ+(w+) = supp as we show in [LV17].
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Let C = U−[s1s2]φ−k[(K1K22)±1]S(U+[s1s2])φ+ . We have seen that each irre-
ducible representation is of the form Ve1,f1,k122 , which is one-dimensional with ac-
tion given by scalars e1, f1, k122 ∈ k× with e1f1 = q2(q−q−1)(1−q2)
E1K
−1
1 + λK
−1
1 7→ e1
F1 + λ
′K−11 7→ f1
(K1K
2
2)
±1 7→ k112
E12(K1K2)
−1 + (1− q−2)λE2(K1K2)−1 7→ 0
F12 + (q
−1 − q)λ′F2K−11 7→ 0
Since C has a PBW-basis, we can calculate the induced module to be
Uq(sl3)⊗C Ve1,f1,k122 = 〈F i2Ej2Kk1K2, i, j ∈ N, k ∈ Z,  = 0, 1〉k
= 〈F i2Ej2Kk2 , i, j ∈ N, k ∈ Z〉k
This is (up to K2, which depends on the chosen lattices) the Hopf subalgebra
C˜ = Uq(sl2), acting on itself by left-multiplication, and this action is extended to
Uq(sl3) acting on C˜.
In both cases our results in Section 4 state that any finite-dimensional Uq(sl3)
representation appears as quotient of the induced representation for some specific
values (e1, f1, k122). The tool in Lemma 4.9 shows again that for generic values the
induced representations are irreducible.
8. Outlook
Our efforts are far from being concluded. We wish to point out from our per-
spective difficult points that need to be resolved in future research:
(1) Conjecture A should be proven for all g. That is, αi = αj in the induction
step for any siw. As we have proven in Sec. 5.5, this holds by a combination
of three criteria from root system combinatorics to explicit calculations in
most cases by uniques, except a few exceptions in E6, E7, E8 with high
multiplicity. These could in principal be treated by hand, by computing
the character-shifts in non-multiplicity-zero cases of Criterion 3. However,
it would be much more satisfying to have a systematic proof.
(2) Conjecture B should be proven in the open direction, and the graded alge-
bra gr(C) together with Conjecture A should be used more systematically.
(3) Similarly, we would expect that the graded algebra gr(C) gives much infor-
mation about the structure of the induced module. In essence, one would
want to use the preimage of gr(C)0 much like the Cartan part for a usual
Verma module. On should also try to prove standard facts, for example
that the tops are irreducible modules.
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(4) The explicit family of triangular right coideal subalgebras in Uq(sln+1) (con-
jecturally Borel) in [LV17] consisting of a positive part and several quantum
Weyl algebras. It seems to be a rather uniform construction, also in higher
depth and for arbitrary g, which should be studied. All other examples
we know (e.g. the last example in sl3) contain extensions of Weyl algebras
by Weyl algebras, and maybe they can be inductively treated. Are there
completely different cases?
(5) Beyond triangular Borel algebras, we have observed in small examples (but
do not dare to conjecture) that for a possibly non-triangular basic right
coideal subalgebras, there always seems to be a larger triangular right
coideal subalgebras, which is still basic. This would imply all Borel al-
gebras are triangular. If not, than a counter-example would be extremely
interesting. Up to now, the only access we have is to use the generator
theorem in [Vocke16] for arbitrary coideal subalgebras and then combine
possible generators by hand.
Moreover, the following question are from our perspective interesting with respect
to applications:
(1) We would find it very interesting to classify Borel subalgebras for small
quantum groups when q is a root of unity.
(2) For any Borel subalgebra B, do the induced modules produce a good analog
of the tensor category OB?
(3) The fact that we use coideal subalgebra means that the category of rep-
resentations of C is a module category over Rep(Uq(g)). What additional
structure is the implication of this fact? One might expect some weak link
between the category OB and usual category O, maybe an invertible bi-
module category as in [LP17]?
(4) The induced modules appear for sl2 in [Schm96, Tesch01] in the context
of non-compact quantum group. For g, are there corresponding families of
modules with these additional analytic data? (for example, for sl2 replacing
C[K,K−1] by functions on the torus).
On the other hand, is our construction related to the non-standard Borel
subalgebras of affine Lie algebras [Fut94, Cox94] via Kazhdan-Lusztig cor-
respondence?
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