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BOUNDEDNESS PROPERTIES OF MAXIMAL OPERATORS ON
LORENTZ SPACES IN NON-DOUBLING SETTING
DARIUSZ KOSZ
Abstract. We study mapping properties of the centered Hardy–Littlewood maximal
operator M acting on Lorentz spaces Lp,q(X) in the context of certain non-doubling
metric measure spaces X. The special class of spaces for which these properties are very
peculiar is considered. In particular, for fixed p ∈ (1,∞), δ ∈ [0, 1) and any concave,
non-decreasing function F : [δ, 1]→ [0, 1] satisfying F (u) ≤ u, u ∈ [δ, 1], we construct a
space X for which the associated operatorM is bounded from Lp,q(X) to Lp,r(X) if and
only if the point (1
q
, 1
r
) ∈ [0, 1]2 lies under the graph of F , that is 1
q
≥ δ and 1
r
≤ F ( 1
q
)
.
The analogous result for functions whose domains are of the form (δ, 1] is also given.
2010 Mathematics Subject Classification: Primary 42B25, 46E30.
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1. Introduction
Let X = (X, ρ, µ) be a metric measure space with a metric ρ and a Borel measure µ.
Throughout this article, unless otherwise stated, we assume that (X, ρ) is bounded and
µ(X) <∞. By B(x, s) = Bρ(x, s) we denote the open ball centered at x ∈ X with radius
s > 0. To avoid certain notational complications we also assume that the measure of
each ball is strictly positive. According to this we define the centered Hardy–Littlewood
maximal operator, MX, by
MXf(x) = sup
s>0
1
µ(B(x, s))
∫
B(x,s)
|f | dµ, x ∈ X,
where f : X → C is any Borel function. We emphasize here that, in view of the equality
MXf =MX|f |, each time we study the behavior ofMX later on in this paper we restrict
our attention to functions f ≥ 0.
Recall that an operator H is said to be of strong type (p, p) (respectively, of weak type
(p, p)) for some p ∈ [1,∞] ifH is bounded on Lp(X) (respectively, from Lp(X) to Lp,∞(X)).
Thus, for example,MX is of strong type (∞,∞) in the case of any metric measure space.
Moreover, if the measure is doubling (which means that µ(B(x, 2r)) ≤ Cµ(B(x, r)) holds
with some numerical constant C independent of x ∈ X and r > 0), then MX is also of
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weak type (1, 1) and hence, by interpolation, of strong type (p, p) for each p ∈ (1,∞).
However, if X is arbitrary, then the weak type (1, 1) inequality for MX may not occur.
There are several articles devoted to studying various mapping properties of Hardy–
Littlewood maximal operators in the context of non-doubling metric measure spaces (see
[1, 13], for example). In particular, it is an interesting issue to find spaces for which such
properties are very specific. H.-Q. Li wrote a series of papers (see [9, 10, 11]) in which
the so-called cusp spaces have been introduced for this purpose. For example, in [10] it
is shown that for each fixed p0 ∈ (1,∞) there exists a space X for which the associated
centered maximal operator is of strong type (p, p) if and only if p > p0.
Recently, the author also contributed to the development of this field (see [6, 7, 8]). In
particular, in [8] certain mapping properties ofMX acting on Lorentz spaces Lp,q(X) have
been studied. More precisely, it was proven there that for each p0, q0, r0 ∈ (1,∞) with
r0 ≥ q0 there exists X such that MX is bounded from Lp0,q0(X) to Lp0,r(X) if and only if
r ≥ r0. The aim of this article is to prove Theorem 1 stated below which strengthens [8,
Theorems 1 and 2]. We note that, in fact, Theorem 1 consists of two very similar results
which have been collected together for the sake of brevity. In what follows, for each
p ∈ (1,∞) and q, r ∈ [1,∞] by c(p, q, r,X) we mean the smallest constant c(p, q, r,X) for
which the inequality
‖MXf‖p,r ≤ c(p, q, r,X)‖f‖p,q, f ∈ Lp,q(X),
holds (if there is no such constant, then we write c(p, q, r,X) =∞).
Theorem 1. Fix p ∈ (1,∞) and δ ∈ [0, 1] (respectively, δ ∈ [0, 1)). Let F : [δ, 1]→ [0, 1]
(respectively, F : (δ, 1] → [0, 1]) be concave, non-decreasing and satisfying F (u) ≤ u for
each u ∈ [δ, 1] (respectively, u ∈ (δ, 1]). Then
• there exists a (non-doubling) metric measure space Y such that c(p, q, r,Y) <∞
if and only if 1
q
≥ δ (respectively, 1
q
> δ) and 1
r
≤ F (1
q
)
,
• there exists a (non-doubling) metric measure space Z such that c(p, q, r,Z) < ∞
if and only if 1
q
≥ δ (respectively, 1
q
> δ) and 1
r
< F
(
1
q
)
.
One comment is in order here. Although the word “exists” is used in the formulation of
Theorem 1, in each case we construct explicitly Y (or Z) with the desired properties.
To avoid misunderstandings, we note that several times in the paper we identify 1
∞
and 1
0
with 0 and ∞, respectively, when dealing with q, r ∈ [1,∞] and u, F (u) ∈ [0, 1].
We also use the convention [δ, 1] = {1} for δ = 1.
Acknowledgement. The author would like to express his deep gratitude to Professor
Krzysztof Stempak for his valuable remarks and continuous help during the preparation
of the paper. The author is also indebted to Professor Lech Maligranda for pointing out
that Theorem 2 in Section 6 follows from the general theory of interpolation.
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2. Preliminaries
Let us begin with some basic information about Lorentz spaces Lp,q(X) (for more
detailed studies see [2], for example). For any Borel function f : X → C we define the
distribution function df : [0,∞)→ [0,∞) by
df(t) = µ({x ∈ X : |f(x)| ≥ t}).
Then for any p ∈ [1,∞) and q ∈ [1,∞] the space Lp,q(X) consists of those functions f
for which the following quasi-norm
‖f‖p,q =
 p1/q
( ∫∞
0
(
t df(t)
1/p
)q dt
t
)1/q
if q ∈ [1,∞),
supt>0 t df(t)
1/p if q =∞,
is finite. Recall that if p = q, then (Lp,q(X), ‖ · ‖p,q) coincides with the standard Lebesgue
space (Lp(X), ‖ · ‖p). Now we present several facts concerning Lp,q(X) spaces. The metric
measure space is arbitrary here, except for the condition µ(X) <∞ assumed in Fact 2.
Fact 1. Let p ∈ (1,∞), q ∈ [1,∞] and n0 ∈ N. Then there exists a numerical constant
C△(p, q) independent of n0 and X such that∥∥ n0∑
n=1
fn
∥∥
p,q
≤ C△(p, q)
n0∑
n=1
‖fn‖p,q, fn ∈ Lp,q(X), n ∈ {1, . . . , n0}.
Fact 2. Let p ∈ (1,∞), q ∈ [1,∞] and assume that µ(X) < ∞. Then there exists a
numerical constant Cavg(p, q) independent of X such that
‖favg‖p,q ≤ Cavg(p, q)‖f‖p,q, f ∈ Lp,q(X),
where favg = ‖f‖1/µ(X) is constant.
Fact 3. Let p ∈ (1,∞) and 1 ≤ q ≤ r ≤ ∞. Then Lp,q(X) ⊂ Lp,r(X) and there exists a
numerical constant C→֒(p, q, r) independent of X such that
‖f‖p,r ≤ C→֒(p, q, r)‖f‖p,q, f ∈ Lp,q(X).
Fact 3 is well known (see [2, Proposition 4.2], for example), while Facts 1 and 2 are easy
consequences of [2, Lemma 4.5 and Theorem 4.6].
We will also need the following auxiliary lemma.
Lemma 1. Let X be an arbitrary metric measure space. Fix p ∈ (1,∞), q ∈ [1,∞]
and n0 ∈ N, and consider the finite sequence of functions (fn)n0n=1 with pairwise disjoint
supports An ⊂ X. Assume that for each n ≥ 2 and t > 0 we have either dfn(t) ≥
µ(A1 ∪ · · · ∪ An−1) or dfn(t) = 0. Then there exists a numerical constant C1 = C1(p, q)
independent of X, n0 and (fn)
n0
n=1 such that: if q ∈ [1,∞), then
1
C1
( n0∑
n=1
‖fn‖qp,q
)1/q
≤ ∥∥ n0∑
n=1
fn
∥∥
p,q
≤ C1
( n0∑
n=1
‖fn‖qp,q
)1/q
,
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and, if q =∞, then
1
C1
sup
n∈{1,...,n0}
‖fn‖p,∞ ≤
∥∥ n0∑
n=1
fn
∥∥
p,∞
≤ C1 sup
n∈{1,...,n0}
‖fn‖p,∞.
Proof. Let f =
∑n0
n=1 fn and consider q ∈ [1,∞) (the case q = ∞ is very similar).
The claim is an easy consequence of the fact that, under the specified assumptions, the
quantities df(t)
1/p and (
∑n0
n=1 dfn(t)
q/p)1/q are comparable with multiplicative constants,
independently of t > 0. 
The main tool used in the proof of Theorem 1 is the so-called space combining technique
which, in the context of Lorentz spaces, has been introduced in [8]. Here we present only
the key result that the application of this technique gives.
Proposition 1. Let (Xn)n∈N be a given sequence of metric measure spaces and assume
that each of them consists of finitely many elements. Let X be the space constructed
with an aid of (Xn)n∈N by using the method described in [8, Section 4]. Then for each
p ∈ (1,∞) and 1 ≤ q ≤ r ≤ ∞ we have
(1)
1
C
sup
n∈N
c(p, q, r,Xn) ≤ c(p, q, r,X) ≤ C sup
n∈N
c(p, q, r,Xn),
where C = C(p, q, r) is a numerical constant independent of (Xn)n∈N.
Proposition 1 can be deduced directly from the proof of [8, Proposition 1]. We also
notice that the two most important ingredients used to obtain (1) are Fact 2 and certain
argument in the spirit of Lemma 1.
Two more comments are in order here. Whenever we want to apply Proposition 1 later
on, we omit the details related to the proper indexing of the component spaces. The only
important thing is that each time we use countably many spaces. Finally, we indicate
that each space X obtained by using Proposition 1 is non-doubling.
3. Test spaces
In the following section we introduce and analyze auxiliary structures called test spaces.
We emphasize here that each test space may be used as a component space in Proposition
1 since it consists of finitely many elements.
Let p ∈ (1,∞) and take N,M,L ∈ N. We associate with each quadruple (p,N,M,L)
four sequences of positive integers, (mi)
N
i=1, (hi)
N
i=1, (αi)
M
i=1 and (βi)
M
i=1, satisfying the
following assertions:
(i) hN/hi ∈ N,
(ii) mi+1 ≥ 2mihi,
(iii) 1 ≤ m1−pi hi < 2,
(iv) α1 ≥ 2mNhN ,
(v) αi+1 ≥ 2αiLβihN ,
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(vi) 1 ≤ α1−pi βihN < 2.
We kindly ask the reader to consult [8] in order to make sure that properties (i)-(vi) can
be met simultaneously. Some further explanations are also given there.
For fixed K ∈ [1,∞) we define a test space S = Sp,N,M,K,L = (S, ρ, µ) as follows. Set
S = {xi,j, x◦k,l : i = 1, . . . , N, j = 1, . . . , hi, k = 1, . . . ,M, l = 1, . . . , LβkhN},
where all elements xi,j , x
◦
k,l are pairwise different. We use some auxiliary symbols for
certain subsets of S:
S◦ = {x◦k,l : k = 1, . . . ,M, l = 1, . . . , LβkhN};
for i = 1, . . . , N and k = 1, . . . ,M ,
Si = {xi,j : j = 1, . . . , hi}, S◦k = {x◦k,l : l = 1, . . . , LβkhN};
for i = 1, . . . , N , j = 1, . . . , hi and k = 1, . . . ,M ,
S◦i,j,k =
{
x◦k,l : l ∈
(j − 1
hi
LβkhN ,
j
hi
LβkhN
]}
.
Observe that the sets S◦i,j,k, j = 1, . . . , hi, are pairwise disjoint, each of them contains
exactly LβkhN/hi elements (here property (i) was used) and
⋃hi
j=1 S
◦
i,j,k = S
◦
k holds for
each i ∈ {1, . . . , N}.
We introduce µ by letting µ({xi,j}) = mi and µ({x◦k,l}) = Kαk. Note that, in view of
properties (iv), (ii) and (v), µ satisfies the following inequalities: for each x◦ ∈ S◦,
µ({x◦}) > µ(S \ S◦),
for each 1 < i ≤ N and x ∈ Si,
µ({x}) > µ(S1 ∪ . . . ∪ Si−1),
and for each 1 < k ≤M and x◦ ∈ S◦k ,
µ({x◦}) > µ(S◦1 ∪ . . . ∪ S◦k−1).
Finally, we define the metric ρ on S determining the distance between two different
elements x, y ∈ S by the formula
ρ(x, y) =
{
1 if {x, y} = {xi,j , x◦k,l} and x◦k,l ∈ S◦i,j,k,
2 otherwise.
It is worth noting here that for each i ∈ {1 . . . N}, k ∈ {1 . . .M} and x◦ ∈ S◦k there is
exactly one point x ∈ Si such that ρ(x, x◦) = 1. This point is denoted by Γi(x◦) later on.
Figure 1 shows a model of the space (S, ρ) for N = 3 and M = 2. The solid line
between two points indicates that the distance between them equals 1. Otherwise the
distance equals 2.
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x1,1 x2,1 x2,2 x3,1 x3,2 x3,3 x3,4
x◦1,1 x
◦
1,2 x
◦
1,3 x
◦
1,4 x
◦
2,1 x
◦
2,2 x
◦
2,3 x
◦
2,4 x
◦
2,5 x
◦
2,6 x
◦
2,7 x
◦
2,8
Figure 1. The model of the space (S, ρ) for N = 3 and M = 2.
For the convenience of the reader we explicitly describe any ball B ⊂ S. Thus we have:
for i ∈ {1, . . . , N}, j ∈ {1, . . . , hi},
B(xi,j , s) =

{xi,j} for 0 < s ≤ 1,
{xi,j} ∪ {x◦ ∈ S◦ : Γi(x◦) = xi,j} for 1 < s ≤ 2,
S for 2 < s,
and, for k ∈ {1, . . . ,M}, l ∈ {1, . . . , LβkhN},
B(x◦k,l, s) =

{x◦k,l} for 0 < s ≤ 1,
{x◦k,l} ∪ {Γi(x◦k,l) : i = 1, . . . , N} for 1 < s ≤ 2,
S for 2 < s.
Let us now fix i ∈ {1 . . .N} and k ∈ {1 . . .M}. We define a linear operator Ak,i = Ak,i,S
by the formula
Ak,if(x) =
{
f(Γi(x))µ({Γi(x)})
µ({x})
for x ∈ S◦k ,
0 otherwise.
In the following lemma we estimate the norm of Ak,i considered as an operator acting
from Lp,q(S) to Lp,r(S).
Lemma 2. Let S = Sp,N,M,K,L be the metric measure space defined as above. Fix
1 ≤ q ≤ r ≤ ∞, i ∈ {1, . . . , N} and k ∈ {1, . . .M}, and consider the operator Ak,i. Then
there exists a numerical constant C2 = C2(p, q, r) independent of N , M , K, L, i and k
such that
1
C2
K−1+1/pL1/p ≤ ‖Ak,i‖Lp,q(S)→Lp,r(S) ≤ C2K−1+1/pL1/p.
Proof. First we estimate ‖Ak,i‖Lp,q(S)→Lp,r(S) from above. Take f ∈ Lp,q(S). By definition
of Ak,i we may assume that the support of f is contained in Si. In this case for each
t > 0 we have the following equality
dAk,if(t) =
KLαkβkhN
mihi
df(tKαk/mi).
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Then a simple calculation gives
‖Ak,if‖p,r = K−1+1/pL1/pm1−1/pi h−1/pi α−1+1/pk β1/pk h1/pN ‖f‖p,r
and thus, in view of (iii), (vi) and Fact 3, we obtain
‖Ak,if‖p,r ≤ 4C→֒(p, q, r)K−1+1/pL1/p‖f‖p,q.
Finally, consider g = χSi (here and anywhere else in this paper χE denotes the charac-
teristic function of a given Borel set E). Then we have Ak,ig =
mi
Kαk
χS◦k and hence
‖Ak,ig‖p,r
‖g‖p,q = K
−1+1/pL1/pm
1−1/p
i α
−1+1/p
k β
1/p
k h
1/p
N h
−1/p ≥ K−1+1/pL1/p,
where in the last inequality we again used (iii) and (vi). 
Next we define an operator A = AS by the formula
Af(x) =
{ ∑N
i=1Ak,if(x) for x ∈ S◦k , k ∈ {1, . . . ,M},
0 otherwise.
As before, we will estimate the norm of A acting from Lp,q(S) to Lp,r(S).
Lemma 3. Let S = Sp,N,M,K,L be the metric measure space defined as above. Fix
1 ≤ q ≤ r ≤ ∞ and consider the operator A. Then there exists a numerical constant
C3 = C3(p, q, r) independent of N , M , K and L such that
1
C3
K−1+1/pL1/pM1/rN1−1/q ≤ ‖A‖Lp,q(S)→Lp,r(S) ≤ C3K−1+1/pL1/pM1/rN1−1/q.
Proof. First we estimate ‖A‖Lp,q(S)→Lp,r(S) from above. Take f ∈ Lp,q(S). By definition
of Ak,i that we may assume that the support of f is contained in S \ S◦. We write
f =
∑N
i=1 fi, where fi = f · χSi for each i ∈ {1, . . . , N}. Then, by (ii), (v) and Lemma 1,
we have
‖f‖p,q ≥ 1
C1(p, q)
( N∑
i=1
‖fi‖qp,q
)1/q
and
‖Af‖p,r ≤ C1(p, r)
( M∑
k=1
‖Af · χS◦k‖rp,r
)1/r
.
Moreover, by using Fact 1 and Lemma 2, we obtain that
‖Af · χS◦k‖p,r ≤ C△(p, r)
N∑
i=1
‖Ak,ifi‖p,r ≤ C△(p, r)C2(p, q, r)K−1+1/pL1/p
N∑
i=1
‖fi‖p,q
holds for each k ∈ {1, . . . ,M}. Therefore,
‖Af‖p,r ≤ C1(p, r)C△(p, r)C2(p, q, r)K−1+1/pL1/pM1/r
N∑
i=1
‖fi‖p,q.
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On the other hand, by using Ho¨lder’s inequality, we get( N∑
i=1
‖fi‖qp,q
)1/q
≥ N−1+1/q
N∑
i=1
‖fi‖p,q.
Finally, we conclude that
‖Af‖p,r ≤ C1(p, q)C1(p, r)C△(p, r)C2(p, q, r)K−1+1/pL1/pM1/rN1−1/q‖f‖p,q.
Let us now consider g =
∑N
i=1(himi)
−1/p · χSi. Then, by using (iii), we have
Ag ≥
M∑
k=1
N
21/pKαk
· χS◦k
and thus
‖Ag‖p,r
‖g‖p,q ≥
(∑M
k=1
(
K−1+1/pL1/pNα
−1+1/p
k β
1/p
k h
1/p
N
)r)1/r
21/pC1(p, q)C1(p, r)N1/q
≥ K
−1+1/pL1/pM1/rN1−1/q
21/pC1(p, q)C1(p, r)
,
where we used (ii), (v) and Lemma 1 in the first inequality and (vi) in the second one. 
In the following lemma we estimate the norm of the maximal operatorMS acting from
Lp,q(S) to Lp,r(S). This is the main result of this section.
Lemma 4. Let S = Sp,N,M,K,L be the metric measure space defined as above. Fix
1 ≤ q ≤ r ≤ ∞ and consider the associated operator MS. Then there exists a numerical
constant C4 = C4(p, q, r) independent of N , M , K and L such that
1
C4
(
1 +K−1+1/pL1/pM1/rN1−1/q
)
≤ c(p, q, r,S) ≤ C4
(
1 +K−1+1/pL1/pM1/rN1−1/q
)
.
Proof. First we estimate c(p, q, r,S) from above. Take f ∈ Lp,q(S) such that ‖f‖p,q = 1.
It is easy to check that
MSf ≤ max{f, 4Af, 2M˜f, favg},
where M˜f = χS\S◦ ·maxx◦∈S◦ f(x◦). Therefore, we can write
‖MSf‖p,r ≤ 4C△(p, r)
(
‖f‖p,r + ‖Af‖p,r + ‖M˜f‖p,r + ‖favg‖p,r
)
.
We obtain ‖M˜f‖p,r ≤ ‖f‖p,r and ‖favg‖p,r ≤ Cavg(p, r)‖f‖p,r by using (iv) and Fact 2,
respectively. Thus, combining the above estimates and Lemma 3 we conclude that
‖MSf‖p,r ≤ 4C△(p, r)
(
C→֒(p, q, r)
(
2 +Cavg(p, r)
)
+C3(p, q, r)
(
K−1+1/pL1/pM1/rN1−1/q
))
.
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Now we estimate c(p, q, r,S) from below. Notice that c(p, q, r,S) ≥ p1/r−1/qr−1/rq1/q
holds since ‖MSg‖p,r = ‖g‖p,r = p1/r−1/qr−1/rq1/q ‖g‖p,q for g = χS (here we use the
convention ∞1/∞ =∞−1/∞ = 1, if necessary). Finally, the inequality
c(p, q, r,S) ≥ 1
C3(p, q, r)
K−1+1/pL1/pM1/rN1−1/q
is a consequence of Lemma 3 and the fact that MSf ≥ Af for each f ∈ Lp,q(S). 
At the end of this section we reformulate the result of Lemma 4 in a way that makes
it easier to use later on.
Corollary. Fix p ∈ (1,∞), λ ∈ (0,∞) and a, b, κ ∈ N. Let S(p,λ,a,b,κ) be the test space
Sp,N,M,K,L with p as above, N = κ
b, M = κa and some K,L satisfying K−1+1/pL1/p =
λκ−b. Then for each 1 ≤ q ≤ r ≤ ∞ we have
1
C4
(
1 + λκa/r−b/q
)
≤ c(p, q, r,S(p,λ,a,b,κ)) ≤ C4
(
1 + λκa/r−b/q
)
,
where C4 = C4(p, q, r) is the constant from Lemma 4.
4. Composite test spaces
By a composite test space we mean any metric measure space T that arises as a result
of applying Proposition 1 to a certain family of test spaces introduced in Section 3. This
is a bit imprecise, but one can think of composite test spaces as intermediate objects
between the test spaces and the spaces we ultimately want to receive in Theorem 1.
More precisely, the spaces in Theorem 1 will be composite test spaces constructed with
an aid of a sequence of another composite test spaces. We explain this process in the
following proposition.
Proposition 2. Let (Tn)n∈N be a given sequence of composite test spaces. Then there
exists a composite test space T such that for each p ∈ (1,∞) and 1 ≤ q ≤ r ≤ ∞ we have
1
C2
sup
n∈N
c(p, q, r,Tn) ≤ c(p, q, r,T) ≤ C2 sup
n∈N
c(p, q, r,Tn),
where C = C(p, q, r) is the constant from Proposition 1.
Proof. Let n ∈ N. Since Tn is a composite test space, it is constructed with an aid of
some family of test spaces, say {Sn,m : m ∈ N}. We let T to be the space obtained by
using Proposition 1 for the whole family of test spaces {Sn,m : n,m ∈ N}. It follows
directly from Proposition 1 that T satisfies the desired condition. 
Now we will construct some composite test spaces for which the associated maximal
operators have very specific properties.
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Lemma 5. Let p ∈ (1,∞), γ ∈ R, a, b, R ∈ N and ǫ > 0. Then there exists a composite
test space T = Tp,γ,a,b,R,ǫ such that for each 1 ≤ q ≤ r ≤ ∞ we have
c(p, q, r,T) =∞ if a/r − b/q = γ,
C−15 R
ǫd ≤ c(p, q, r,T) ≤ C5
(
1 + R2ǫd
)
if a/r − b/q ∈ (γ − 2ǫd, γ − ǫd),
c(p, q, r,T) ≤ C5 if a/r − b/q ≤ γ − 3ǫd,
where d =
√
a2 + b2 and C5 = C5(p, q, r) is independent of γ, a, b, R and ǫ.
Figure 2 describes the behavior of the function c(p, q, r,T). We notice that the parameter
d appears here only for purely aesthetic reasons (for example, the Euclidean distance
between the lines a
r
− b
q
= γ − 2dǫ and a
r
− b
q
= γ − 3dǫ equals ǫ).
1/q
1/r
0
1
1
q = r
a/r − b/q = γ
a/r − b/q = γ − 2ǫd
a/r − b/q = γ − 3ǫd
=∞
C−15 R
ǫd ≤ · ≤ C5(1 +R2ǫd)
≤ C5
Figure 2. The behavior of the function c(p, q, r,T).
Proof. For each n ∈ N let Sn be the test space S(p,λ,a,b,κ) from Corollary with p, a and
b as above, κ = Rn and λ = R−nγ+(n+2)ǫd. We let T to be the space obtained by using
Proposition 1 for the family {Sn : n ∈ N}. We have the following estimates: if ar − bq = γ,
then
c(p, q, r,T) ≥ 1
CC4
lim
n→∞
R−nγ+(n+2)ǫdRnγ =∞,
if a
r
− b
q
∈ (γ − 2ǫd, γ − ǫd), then
c(p, q, r,T) ≥ 1
CC4
sup
n∈N
R−nγ+(n+2)ǫdRn(γ−2ǫd) =
Rǫd
CC4
and
c(p, q, r,T) ≤ CC4 sup
n∈N
(
1 +R−nγ+(n+2)ǫdRn(γ−ǫd)
)
≤ CC4
(
1 +R2ǫd
)
,
and, if a
r
− b
q
≤ γ − 3ǫd, then
c(p, q, r,T) ≤ CC4 sup
n∈N
(
1 +R−nγ+(n+2)ǫdRn(γ−3ǫd)
)
= 2CC4.
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Therefore, T satisfies the desired properties. 
At the end of this section we present another result for composite test spaces which is
particularly helpful in the proof of Theorem 1 if the domain of F is of the form (δ, 1] for
some δ ∈ [0, 1).
Lemma 6. Let p ∈ (1,∞) and δ ∈ [0, 1). Then there exists a composite test space
T˜ = T˜p,δ such that c(p, q, r, T˜) <∞ if and only if 1q > δ and r ≥ q.
Proof. Fix p ∈ (1,∞) and δ ∈ [0, 1). Given n ∈ N, take γn ∈ R and an, bn ∈ N such that
an/r − bnδ ∈ (γn − 2dn/n, γn − dn/n) for each r ∈ [1,∞], where dn =
√
a2n + b
2
n. Let Tn
be the composite test space Tp,γ,a,b,R,ǫ from Lemma 5 with p as above, γ = γn, α = αn,
β = βn, R = n and ǫ =
1
n
. Then it is easy to see that T˜ may be chosen to be the space
obtained by using Proposition 2 for the family {Tn : n ∈ N}. 
5. Proof of Theorem 1
Case 1: F : [δ, 1] → [0, 1]. Fix p ∈ (1,∞), δ ∈ [0, 1] and take F : [δ, 1] → [0, 1] concave,
non-decreasing and such that F (u) ≤ u for each u ∈ [δ, 1]. First we constructY. Consider
the countable set{(1
q
,
1
r
)
∈ ([0, 1] ∩Q)2 : 1
q
≥ δ, 1
r
> F
(1
q
)
or
1
q
< δ
}
and enumerate it to obtain the sequence {P1, P2, . . . }. Fix n ∈ N and let Pn =
(
1
qn
, 1
rn
)
.
Since F is concave and non-decreasing, we can choose γn ∈ R, an, bn ∈ N and ǫn > 0
such that
• an/rn − bn/qn = γn,
• if an/r−bn/q > γn−3ǫndn, then 1q ≥ δ, 1r > F
(
1
q
)
or 1
q
< δ, where dn =
√
a2n + b
2
n.
Let Tn be the composite test space Tp,γ,a,b,R,ǫ from Lemma 5 with p as above, γ = γn,
a = an, b = bn, R = 1 and ǫ = ǫn. It is easy to see that Y may be chosen to be the space
obtained by using Proposition 2 for the family {Tn : n ∈ N}.
Now we construct Z. For each n ∈ N and u ∈ [δ, 1] we choose γn,u ∈ R and an,u, bn,u ∈ N
such that
• γn,u − 2dn,u/n < an,uu− bn,uF (u) < γn,u − dn,u/n, where dn,u =
√
a2n,u + b
2
n,u,
• if an,u/r − bn,u/q ≥ γn,u − dn,u/n, then 1q ≥ δ, 1r > F
(
1
q
)
or 1
q
< δ.
Let Tn,u be the composite test space Tp,γ,a,b,R,ǫ from Lemma 5 with p as above, γ = γn,u,
a = an,u, b = bn,u, R = n
n and ǫ = 1
n
. Fix n ∈ N and note that for each u ∈ [δ, 1] the set
En,u =
{
v ∈ [δ, 1] : γn,u − 2dn/n < av − bF (v) < γn,u − dn/n
}
is open in [δ, 1] with natural topology. Thus {En,u : u ∈ [δ, 1]} is an open cover of [δ, 1]
and we can find a finite subset Un ⊂ [δ, 1] such that
⋃
u∈Un
En,u = [δ, 1]. Finally, we let
Z to be the space obtained by using Proposition 2 for the family {Tn,u : n ∈ N, u ∈ Un}.
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We will show that Z satisfies the desired properties. Fix u0 ∈ [δ, 1] and observe that for
each n ∈ N there exists un ∈ Un such that u0 ∈ En,un. Therefore, in view of Lemma 5,
we have
c
(
p,
1
u0
,
1
F (u0)
,Z
)
≥ 1
C2
c
(
p,
1
u0
,
1
F (u0)
,Tn,un
)
≥ 1
C2
ndn,u .
Since n is arbitrary and dn,u ≥ 1, we conclude that c(p, 1u0 , 1F (u0) ,Z) =∞ and, as a result,
we obtain c(p, q, r,Z) =∞ if 1
q
≥ δ, 1
r
≥ F (1
q
)
or 1
q
< δ. Let us now consider a pair (q, r)
satisfying 1
q
≥ δ and 1
r
< F
(
1
q
)
. Then we have
d(q, r, F ) = min
{
de
((1
q
,
1
r
)
,
(
u, F (u)
))
: u ∈ [δ, 1]
}
> 0,
where de is the standard Euclidean metric on the plane. Observe that for each n ∈ N
and u ∈ Un we have the following implication
an,u/r − bn,u/q > γn,u − 3dn,u/n =⇒ d(q, r, F ) ≤ 2/n.
Hence, if n > 2/d(q, r, F ), then for each u ∈ Un we have an,u/r− bn,u/q ≤ γn,u− 3dn,u/n,
which implies that c(p, q, r,Tn,u) ≤ C5. Finally, since for each of the finitely many pairs
(n, u) satisfying n ≤ 2/d(q, r, F ) and u ∈ Un there is c(p, q, r,Tn,t) < ∞, we receive
c(p, q, r,Z) <∞.
Case 2: F : (δ, 1] → [0, 1]. Fix p ∈ (1,∞), δ ∈ [0, 1) and take F : (δ, 1] → [0, 1]
concave, non-decreasing and such that F (u) ≤ u for each u ∈ (δ, 1]. We extend F to
F˜ : [δ, 1]→ [0, 1], setting F˜ (δ) = limu→δ F (u) and observe that F˜ satisfies the conditions
specified in Case 1. Let Y˜ and Z˜ be the spaces obtained in Case 1 for F˜ . We also let
T˜ to be the composite test space T˜p,δ from Lemma 6 with p and ρ as above. Then it
is easy to see that Y (respectively, Z) may be chosen to be the space obtained by using
Proposition 2 for Y˜ (respectively, Z˜) and countably many copies of T˜.
6. Interpolation
There is one problem that attracts particular attention in the context of Theorem
1. Since F is assumed to be concave, in each case the obtained range of parameters
1 ≤ q ≤ r ≤ ∞ for which the associated maximal operator is bounded forms a convex
subset of the triangle 0 ≤ 1
r
≤ 1
q
≤ 1. Thus it is natural to expect that this is a general
rule for arbitrary X which can be justified by a certain interpolation argument. This
hypothesis turns out to be right. Namely, we have the following.
Theorem 2. Fix p ∈ [1,∞), 1 ≤ q0 ≤ q1 ≤ ∞ and 1 ≤ r0, r1 ≤ ∞ such that qi ≤ ri
for i ∈ {0, 1}. Let X = (X, ρ, µ) be an arbitrary metric measure space and assume that
the associated maximal operator MX is bounded from Lp,qi(X) to Lp,ri(X) for i ∈ {0, 1}.
Then for each θ ∈ (0, 1) the operator MX is bounded from Lp,qθ(X) to Lp,rθ(X), where
1
qθ
= (1− θ) 1
q0
+ θ
1
q1
,
1
rθ
= (1− θ) 1
r0
+ θ
1
r1
.
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We explain briefly how Theorem 2 can be inferred from the general theory of interpo-
lation. We begin with the comment that Lorentz spaces in this context were considered
for the first time by Hunt in [4]. However, the theorem formulated there does not cover
Theorem 2. Hence, we are forced to refer to the literature where some more advanced
interpolation methods are developed. The appropriate variant of Theorem 2 for linear
operators can be directly deduced from [3, Theorem 5.3.1] (see also [12], where the K-
functional for the couple (Lp,q0, Lp,q1) is computed). Then, the linearization argument
(see [5], for example) allows us to extend this result to the class of sublinear operators
and thus the maximal operator MX is also included.
Although there are several ways to deduce Theorem 2 from the theorems that appear in
the literature, each of them, to the author’s best knowledge, requires a deep understanding
of the interpolation theory. Therefore, we decided to present an elementary proof of
Theorem 2 in the Appendix.
7. Final comments
In the last section we briefly discuss the role of the remaining assumptions on F that
were specified in Theorem 1. In what follows the underlying metric measure space X is
arbitrary, except for the condition µ(B) > 0, B ⊂ X , assumed in Remark 1.
First, the monotonicity of F is directly related to the fact that the Lorentz spaces
Lp,q(X) increase as the parameter q increases. Thus it cannot be removed. Remark 1
below, in turn, describes why the condition F (u) ≤ u is assumed.
Remark 1. Let X be a metric measure space such that µ(B) > 0 holds for every ball
B ⊂ X. Assume that there exists an infinite family B of pairwise disjoint balls of finite
measure. Then for each fixed p ∈ (1,∞) and 1 ≤ r < q ≤ ∞ we have c(p, q, r,X) =∞.
Indeed, fix p ∈ (1,∞) and 1 ≤ r < q < ∞ (the case q = ∞ can be considered
very similarly). Let n0 ∈ N. We can find a sequence of pairwise disjoint sets {En : n =
1, . . . , n0} with the following properties:
• each En is a union of finitely many elements from B,
• µ(En) ≥ µ(E1 ∪ · · · ∪ En−1) for each n ∈ {2, . . . , n0}.
Consider g ∈ Lp,q(X) defined by
g =
n0∑
n=1
n−2/(q+r)µ(En)
−1/pχEn.
By Lemma 1 we get
‖g‖p,q ≤ C1(p, q)
(p
q
)1/q( n0∑
n=1
n−2q/(q+r)
)1/q
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and
‖g‖p,r ≥ 1
C1(p, r)
(p
r
)1/r( n0∑
n=1
n−2r/(q+r)
)1/r
.
Observe that MXg ≥ g and hence c(p, q, r,X) ≥ ‖g‖p,r/‖g‖p,q. Since n0 is arbitrary and
2r/(q + r) < 1 < 2q/(q + r), we conclude that c(p, q, r,X) =∞.
One comment is in order here. Namely, if X is such that µ(B) > 0 holds for every ball
B ⊂ X , then either we can find B specified in Remark 1 or X consists of finitely many
elements. In the latter case MX is trivially bounded between any two Lorentz spaces.
Finally, the last issue we want to investigate is the boundary problem. Namely, in
Theorem 1 we assume that the set {(u, F (u)), u ∈ [δ, 1]} either belongs entirely to the
range of boundedness of the associated maximal operator or lies completely outside of it.
Therefore, one can ask if there are any other options except those mentioned above. In
fact, Proposition 2 combined with Lemmas 5 and 6 can provide a wide range of different
possibilities. For example, if F from Theorem 1 is strictly concave, then for a given set
E ⊂ [δ, 1] such that E is countable we can find X such thatMX is bounded from Lp, 1u (X)
to L
p, 1
F (u) (X) if and only if u /∈ E. Nevertheless, it is probably very difficult to describe
precisely all cases concerning the forms that the boundaries of the studied ranges can
take.
Appendix. Proof of Theorem 2
Here we give an elementary proof of Theorem 2. In what follows the operator is specified
to be MX but one can also replace it with, for example, any operator H satisfying the
following assertions:
(a) 0 ≤ f1 ≤ f2 =⇒ 0 ≤ Hf1 ≤ Hf2,
(b) |Hf | ≤ H|f |,
(c) H(|f1|+ |f2|) ≤ CH(H|f1|+H|f2|).
We begin with the observation that it suffices to consider the case q0 < q1 and r0 < r1.
Indeed, in each of the remaining cases the thesis is an easy consequence of Fact 3.
Fix θ ∈ (0, 1) and let C→ be such that
‖MXg‖p,ri ≤ C→‖g‖p,qi, g ∈ Lp,qi(X), i ∈ {0, 1}.
Our aim is to obtain the inequality
(2) ‖MXg‖p,rθ ≤ C ‖g‖p,qθ,
for each g ∈ Lp,qθ(X) with some constant C <∞ independent of g.
For any measurable function g : X → C we introduce Sg, T g : Z→ [0,∞] defined by
Sg(n) = 2ndg(2n)1/p, n ∈ Z,
and
T g(n) = SMXg(n) = 2ndMXg(2n)1/p, n ∈ Z.
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We observe that for each q ∈ [1,∞] there is a numerical constant C(p, q) such that
1
C(p, q)
‖Sg‖q ≤ ‖g‖p,q ≤ C(p, q) ‖Sg‖q, g ∈ Lp,q(X),
where ‖ · ‖q denotes the standard norm on ℓq(Z). Let
C = max{C(p, q0),C(p, qθ),C(p, q1),C(p, r0),C(p, rθ),C(p, r1)}.
Thus for each i ∈ {0, 1} we have
(3) ‖T g‖ri ≤ C2C→ ‖Sg‖qi
and we want to obtain the inequality
(4) ‖T g‖rθ ≤ C ′ ‖Sg‖qθ ,
which would imply (2) with C = C ′C2

.
In order to deduce (4) from (3) we follow the classical proof of Marcinkiewicz interpo-
lation theorem for operators acting on Lebesgue spaces (see [14, Theorem 1]). It turns
out that this strategy can be successfully applied but we must take into account certain
additional difficulties. Namely, our ‘operator’ should be a transformation which takes Sg
and receives T g. Unfortunately, this operation cannot be considered as a well defined
operator because there are usually many different functions with the same distribution
function. Thus, we proceed with the details.
Assume that r1 < ∞ and fix f ∈ Lp,qθ(X) satisfying f ≥ 0. For a given λ > 0 we
introduce the set Nλ = {n ∈ Z : Sf > λ}. Observe that either Nλ = ∅ or Nλ consists of
finitely many elements n1 > . . . > nm, m ∈ N. For each j ∈ Z let Ej = {x ∈ X : f(x) ≥
2j}. If Nλ = ∅, then we let fλ0 = 0 and fλ1 = f . Otherwise, if Nλ 6= ∅, then we define
fλ0 = f ·
(
χEn1 +
m∑
k=2
χEnk\Enk−1
)
, fλ1 = f ·
∑
j∈Z\Nλ
χEnj\Enj−1 .
Let us notice that f ≤ fλ0 + fλ1 and hence MXf ≤MXfλ0 +MXfλ1 . Moreover, we have
Sfλ0 (n) = Sf(n) > λ, n ∈ Nλ,
and
Sfλ0 (n) ≤ min{λ,Sf(n)}, n ∈ Z.
Let (Sf)λ0 = Sf · χNλ and (Sf)λ1 = Sf · χZ\Nλ . Then it is not hard to see that
(5) ‖Sfλi ‖qi ≤
(
1 + 2−qi/p + 4−qi/p + . . .
)1/qi ‖(Sf)λi ‖qi.
Next we study the distribution functions of (Sf)λi , i ∈ {0, 1}, more carefully. Observe
that we have d(Sf)λ0 (y) ≤ dSf(λ) for 0 < y < λ and d(Sf)λ0 (y) ≤ dSf(y) for y ≥ λ. Hence,
combining the above estimates, the fact that d(Sf)λ0 is non-increasing and the equality
2q0
∫ λ/2
0
yq0−1 dy =
∫ λ
0
yq0−1 dy,
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we receive
(6)∫ ∞
0
yq0−1d(Sf)λ0 (y) dy ≤
2q0
2q0 − 1
∫ ∞
λ/2
yq0−1dSf(y) dy ≤ 2q0
∫ ∞
λ/4
(y − λ/4)q0−1dSf(y) dy.
Similarly, we note that d(Sf)λ1 (y) ≤ dSf(y) for 0 < y < λ and d(Sf)λ0 (y) = 0 for y ≥ λ,
which gives
(7)
∫ ∞
0
yq1−1d(Sf)λ1 (y) dy ≤
∫ λ
0
yq0−1dSf(y) dy ≤ 22q0
∫ λ/4
0
yq0−1dSf(y) dy.
Now we turn our attention to T f . Fix y > 0 and λ = λ(y) (which will be specified
later on), and notice that MXf ≤ MXfλ0 +MXfλ1 implies T f(n) ≤ 21/p(T fλ0 (n − 1) +
T fλ1 (n− 1)) for each n ∈ N. Hence
(8) dT f (y) ≤ dT fλ0 (y/21/p) + dT fλ1 (y/21/p).
By hypothesis we have
(9) dT fλi (y/2
1/p) ≤ 2ri/p ‖T f
λ
i ‖riri
yri
≤ (21/pC2

C→
)ri ‖Sfλi ‖riqi
yri
.
Therefore, combining (5), (6), (7), (8) and (9) yields
‖T f‖rθrθ = rθ
∫ ∞
0
yrθ−1dT f(y) dy
≤ C˜
(∫ ∞
0
yrθ−r0−1
(∫ ∞
λ(y)/4
(t− λ(y)/4)q0−1dSf(t) dt
)r0/q0
dy
+
∫ ∞
0
yrθ−r1−1
(∫ λ(y)/4
0
tq1−1dSf(t) dt
)r1/q1
dy
)
,
with some constant C˜ which may depend on p, q0, q1, r0, r1, θ and C→ but is independent
of f and the choice of a suitable function λ = λ(y).
It is worth noting here that the inequality above reduces the problem to estimating the
expression of the form very similar to that appearing in equation (3.7) in [14] (here dSf ,
λ/4, q0, q1, r0, r1 and rθ play the role of m, z, a2, a1, b2, b1 and b, respectively). Thus,
in order to obtain (4), we may repeat the remaining calculations without any further
changes. We briefly sketch the rest of the proof for completeness.
Denote by P and Q the two double integrals in the last estimate. Then
P q0/r0 = sup
ω0
∫ ∞
0
yrθ−r0−1
∫ ∞
λ(y)/4
(t− λ(y)/4)q0−1 dSf(t) dt ω0(y) dy
and
Qq1/r1 = sup
ω1
∫ ∞
0
yrθ−r1−1
∫ λ(y)/4
0
tq1−1 dSf(t) dt ω1(y) dy,
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where the functions ωi ≥ 0 satisfy∫ ∞
0
yrθ−ri−1ω
(ri/qi)
′
i (y) dy ≤ 1,
with (ri/qi)
′, the exponent conjugate to ri/qi. We set λ(y) = 4‖Sf‖−τξqθ yξ, where τ and ξ
will be determined later on. Now, by using Ho¨lder’s inequality, we get∫ ∞
0
yrθ−r0−1
∫ ∞
‖Sf‖−τξqθ y
ξ
(t− ‖Sf‖−τξqθ yξ)q0−1 dSf(t) dt ω0(y) dy
≤
∫ ∞
0
tq0−1 dSf(t)
∫ ‖Sf‖τqθ t 1ξ
0
yrθ−r0−1ω0(y) dy dt
≤
∫ ∞
0
tq0−1 dSf(t)
(∫ ‖Sf‖τqθ t 1ξ
0
yrθ−r0−1dy
) q0
r0
(∫ ‖Sf‖τqθ t 1ξ
0
yrθ−r0−1ω
(
r0
q0
)′
0 (y)dy
) 1
(r0/q0)
′
dt
≤ (rθ − r0)−q0/r0‖Sf‖
(rθ−r0)q0τ
r0
qθ
∫ ∞
0
t
q0−1+
(rθ−r0)q0
ξr0 dSf(t) dt.
Similarly, we obtain∫ ∞
0
yrθ−r1−1
∫ ‖Sf‖−τξqθ yξ
0
tq1−1 dSf(t) dt ω1(y) dy
≤ (r1 − rθ)−q1/r1‖Sf‖
(rθ−r1)q1τ
r1
qθ
∫ ∞
0
t
q1−1+
(rθ−r1)q1
ξr1 dSf(t) dt.
Collecting these results we receive
‖T f‖rθrθ ≤ C˜ ′
1∑
i=0
‖Sf‖(rθ−ri)τqθ
(∫ ∞
0
t
qi−1+
(rθ−ri)qi
riξ dSf(t) dt
)ri/qi
,
for some C˜ ′ independent of f . Finally, choosing
(10) τ =
qθ(r1/q1 − r0/q0)
r1 − r0 , ξ =
q−1θ (r
−1
1 − r−1θ )
r−1θ (q
−1
1 − q−1θ )
,
gives that both terms in the sum above equal ‖Sf‖rθqθ . Thus, (4) holds with C ′ = (2C˜ ′)1/rθ ,
which completes the proof in the case r1 <∞.
Finally, let us assume that r1 = ∞. If q1 = ∞, then the formulas in (10) reduce to
τ = 0 and ξ = 1. We choose λ(y) = cy for some sufficiently small constant c > 0. In
fact, if c < C−1→C
−2

2−1/p, then we have dT fλ1 (y/2
1/p) = 0, while dT fλ0 (y/2
1/p) may be
estimated in the same way as it was done before. On the other hand, if q1 <∞, then the
formulas in (10) reduce to τ = qθ/q1 and ξ = q1/(q1 − qθ). Again, it can be shown that
if λ(y) = c′‖f‖−qθ/(q1−qθ)qθ yq1/(q1−qθ), where c′ > 0 is sufficiently small (but independent
of f and y), then dT fλ1 (y/2
1/p) = 0 and dT fλ0 (y/2
1/p) may be estimated as before. This
completes the proof in the case r1 =∞.
18 DARIUSZ KOSZ
References
[1] J. M. Aldaz, An example on the maximal function associated to a nondoubling measure, Publ. Mat.
49(2) (2005), 453–458.
[2] C. Bennett, R. Sharpley, Interpolation of operators, Pure Appl. Math. 129, Academic Press, Inc.,
Boston, MA, 1988.
[3] J. Bergh, J. Lo¨fstro¨m, Interpolation Spaces: An Introduction, Grundlehren Math. Wiss. 223,
Springer-Verlag, Berlin-Heidelberg-New York, 1976.
[4] R. Hunt, An extension of the Marcinkiewicz interpolation, Bull. Amer. Math. Soc. 70 (1964),
803–807.
[5] S. Janson, On the interpolation of sublinear operators, Studia Math. 75 (1982), 51–73.
[6] D. Kosz, On relations between weak and strong type inequalities for maximal operators on non-
doubling metric measure spaces, Publ. Mat. 62(1) (2018), 37–54.
[7] D. Kosz, On relations between weak and restricted weak type inequalities for maximal operators on
non-doubling metric measure spaces, Studia Math. 241 (2018), 57–70.
[8] D. Kosz, Maximal operators on Lorentz spaces in non-doubling setting, preprint, arXiv:1903.12013.
[9] H.-Q. Li, La fonction maximale de Hardy–Littlewood sur une classe d’espaces me´triques mesurables,
C. R. Math. Acad. Sci. Paris 338 (2004), 31–34.
[10] H.-Q. Li, La fonction maximale non centre´e sur les varie´te´s de type cuspidale, J. Funct. Anal. 229
(2005), 155–183.
[11] H.-Q. Li, Les fonctions maximales de Hardy–Littlewood pour des mesures sur les varie´te´s cuspidales,
J. Math. Pures Appl. 88 (2007), 261–275.
[12] L. Maligranda, The K-functional for symmetric spaces, Lect. Notes Math. 1070 (1984), 169–182.
[13] P. Sjo¨gren, A remark on the maximal function for measures in Rn, Amer. J. Math. 105 (1983),
1231–1233.
[14] A. Zygmund, On a theorem of Marcinkiewicz concerning interpolation of operations, J. Math.
Pures Appl. 34 (1956), 223–248.
Faculty of Pure and Applied Mathematics
Wroc law University of Science and Technology
Wyb. Wyspian´skiego 27
50-370 Wroc law, Poland
Dariusz.Kosz@pwr.edu.pl
