Coding and testing schemes for binary hypothesis testing over noisy networks are proposed and their corresponding type-II error exponents are derived. When communication is over a discrete memoryless channel (DMC), our scheme combines Shimokawa-Han-Amari's hypothesis testing scheme with Borade's unequal error protection (UEP) for channel coding. A separate source channel coding architecture is employed. The resulting exponent is optimal for the newly introduced class of generalized testing against conditional independence. When communication is over a MAC or a BC, our scheme combines hybrid coding with UEP. The resulting error exponent over the MAC is optimal in the case of generalized testing against conditional independence with independent observations at the two sensors, when the MAC decomposes into two individual DMCs. In this case, separate source-channel coding is sufficient; this same conclusion holds also under arbitrarily correlated sensor observations when testing is against independence. For the BC, the error exponents region of hybrid coding with UEP exhibits a tradeoff between the exponents attained at the two decision centers. When both receivers aim at maximizing the error exponents under different hypotheses and the marginal distributions of the sensors' observations are different under these hypotheses, then this tradeoff can be mitigated with the following strategy. The sensor makes a tentative guess on the hypothesis, submits this guess, and applies our coding and testing scheme for the DMC only for the decision center that is not interested in maximizing the exponent under the guessed hypothesis.
the same test over a noiseless link of rate equal to the capacity of the DMC. This performance is achieved by means of hybrid coding, [12] , a joint source-channel coding scheme. A similar result is obtained also for MACs with two individual DMCs connecting the two transmitters to the single receiver [11] . In this case, for testing against conditional independence, separate source-channel coding achieves the same error exponent as when communication is over noiseless links of same capacities as the DMCs. In these previous works, the optimal error exponent is thus not degraded because channels are noisy. Only capacity matters.
In this paper, we propose coding and testing schemes for general hypothesis testing over three basic noisy networks: DMCs, MACs, and broadcast channels (BC). They allow to treat issues related to multi-acces and to concurrent detections at multiple decision centers. Of course, there are many other interesting communication scenarios one could envision. In particular, multihop scenarios [13] are very relevant in practice. Our schemes strictly improve over the previously proposed schemes, and they suggest that for general hypothesis tests, the transition law of the channel matters; not only its capacity.
For DMCs, we propose a scheme that combines the SHA hypothesis testing scheme in a separate source-channel coding architecture with Borade's Unequal Error Protection (UEP) [14] , [15] coding that specially protects the source-coding message 0. At hand of an example, we show that without the UEP mechanism the error exponent of our scheme degrades. We further show that the achieved exponent is optimal for a generalization of conditional testing against independence where the observations at the decision center can follow a different marginal distribution depending on the hypothesis. We thus recover the result in [11] , but with a separate source-channel coding architecture.
The error exponent achieved by our DMC scheme consists of three competing exponents. Two of them coincide with that of the noiseless setup [3] when the rate of the noiseless link is replaced by the mutual information between the input and output of the channel. The third error exponent coincides with Borade's missed-detection exponent [14] . Depending on the DMC, this third error exponent can be active or not. It is in particular not active for above described generalized testing against conditional independence, illustrating why the optimal type-II error exponent in this setup only depends on the capacity of the DMC but not on its other properties.
Using hybrid coding [12] instead of separate source-channel coding, above coding and testing scheme is extended to MACs. In this case, the error exponent achieved by our scheme is expressed in terms of nine competing exponents. One of them corresponds to that of [3] ; three of them coincide with an incorrect decoding of the hybrid scheme; three of them correspond to the missed-detection exponents of the UEP scheme; and the other two correspond both to the UEP mechanism and incorrect decoding. The proposed coding scheme establishes the optimal error exponent of the generalized testing against conditional independence when the sources at the transmitters are independent under both hypotheses and the MAC decomposes into two individual DMCs. In this case, hybrid coding can be replaced by separate source-channel coding. Separate source-channel coding can in fact be shown to be sufficient to attain the optimal error exponent for testing against independence over two individual DMCs.
For the Gaussian version of this problem, i.e., jointly Gaussian sources and Gaussian MAC, we numerically evaluate the error exponents achieve by our coding and testing scheme. We show that this error exponent is close to a new upper bound on the optimal exponent that we derive based on Witsenhausen's max-correlation argument [16] .
The last part of this manuscript studies distributed hypothesis testing over a BC. Two scenarios can be envisioned here: the two receivers wish to maximize the error exponent under the same hypothesis, or they wish to maximize the exponents related to two different hypotheses. The first scenarios has previously been studied in [9] for the special case of testing against conditional independence. The second scenario was considered in [13] for the special case of a common noiseless link from the transmitter to all receivers. We propose coding and testing schemes for both scenarios. Our scheme for the first scenario combines hybrid coding with UEP. The resulting exponents have a similar form as for the MAC, but they exhibit tradeoff between the exponents that can be attained at the two receivers. This tradeoff mostly stems from the tradeoff that is inherent to any scheme for lossy transmission of a source over a BC with receiver side-information. The same scheme can also be applied to the second scenario when the marginal distributions at the sensor are the same under both hypotheses.
We propose a different scheme for the second scenario when the marginal distributions of the observations at the sensor are different under the two hypotheses. In this case, we suggest that the sensor first performs a tentative decision on the hypothesis. Then, if the sensor thinks that H = 0, it sends this guess to both receivers using an UEP mechanism and continues to apply the previously proposed coding and testing scheme over a DMC to the receiver that is interested in maximizing the exponent under H = 1. If the sensor thinks H = 1, it will code for the receiver interested in maximizing the exponent under H = 0. The error exponent region corresponding to this scheme, is built on four competing error exponents at each receiver; two of them coincide with the exponents in the noiseless setup [13] ; one of them with Borade's missed-detection exponent; the fourth corresponds to the event that a decision center wrongly decodes the sensor's tentative decision in favour of the other hypothesis. In this case, the error exponents region achieved by our scheme exhibit only a wek tradeoff between the two exponents. That means, the exponents region is approximately rectangular, and each decision center gets almost the same performance as if the other center was not present.
We conclude this introduction with a summary of the main contributions of the paper and remarks on notation.
A. Contributions
The main contributions of the paper are as follows.
• A coding and testing scheme for DMCs is proposed (Theorem 1 in Section II). The scheme is based on separate sourcechannel coding and unequal error protection (UEP). A matching converse is derived for generalized testing against conditional independence (Theorem 2 in Section II), thus establishing the optimal exponent for this case. The employed UEP mechanism allows to significantly improve the error exponent in some cases ( Fig. 3 in Section II-D).
• A coding and testing scheme for MACs is proposed (Theorem 3 in Section III). The scheme is based on hybrid coding and unequal error protection. A matching converse is derived for generalized testing against conditional independence over an orthogonal MAC when the sources are independent under both hypotheses (Theorem 4 in Section III). In this special case, separate source-channel coding is sufficient. Separate source-channel coding is shown to be optimal also for testing against independence under arbitrarily correlated sensor observations when the MAC decomposes into two orthogonal DMCs from each of the sensors to the decision center (Proposition 2 in Section III). The results on the MAC are concluded with the study of a Gaussian example, where the error exponent achieved by our scheme numerically matches a newly derived upper bound on the optimal error exponent (Corollary 3 and Theorem 5 in Section III-D, see also Fig. 6 ).
• Two different coding and testing schemes for BCs are proposed (Theorem 7 in Section IV), depending on whether both receivers are interested in the exponent under the same hypothesis or on whether the marginal pmf of the source observations is the same under both hypotheses. In some cases, the sensor can make a reasonable guess of the hypothesis, allowing it to focus on a single decision center. In this case, there is almost no tradeoff in exponents between the two exponents, and the performance at each decision center is close to the performance of a setup where the other decision center is not present.
B. Notation
We mostly follow the notation in [17] . Random variables are denoted by capital letters, e.g., X, Y, and their realizations by lower-case letters, e.g., x, y. Script symbols such as X and Y stand for alphabets of random variables, and X n and Y n for the corresponding n-fold Cartesian products. Sequences of random variables (X i , ..., X j ) and realizations (x i , . . . , x j ) are abbreviated by X j i and x j i . When i = 1, then we also use X j and x j instead of X j 1 and x j 1 . We write the probability mass function (pmf) of a discrete random variable X as P X ; to indicate the pmf under hypothesis H = 1, we also use Q X . The conditional pmf of X given Y is written as P X|Y , or as Q X|Y when H = 1. The term D(P Q) stands for the Kullback-Leibler (KL) divergence between two pmfs P and Q over the same alphabet. We use tp(a, b) to denote the joint type of the pair (a, b), and cond tp(a|b) for the conditional type of a given b. For a joint type π ABC over alphabet A × B × C, we denote by I π ABC (A; B|C) the mutual information assuming that the random triple (A, B, C) has pmf π ABC ; similarly for the entropy H π ABC (A) and the conditional entropy H π ABC (A|B). Sometimes we abbreviate π ABC by π. Also, when π ABC has been defined and is clear from the context, we write π A or π AB for the corresponding subtypes. When the type π ABC coincides with the actual pmf of a triple (A, B, C), we omit the subscript and simply write H(A), H(A|B), and I(A; B|C).
For a given P X and a constant µ > 0, let T n µ (P X ) be the set of µ-typical sequences in X n . Similarly, T n µ (P XY ) stands for the set of jointly µ-typical sequences. The expectation operator is written as E [·] . We abbreviate independent and identically distributed by i.i.d.. The log function is taken with base 2. Finally, in our justifications, we use (DP) and (CR) for "data processing inequality" and "chain rule".
II. HYPOTHESIS TESTING OVER DISCRETE MEMORYLESS CHANNELS A. System Model
Consider the distributed hypothesis testing problem in Fig. 1 , where a transmitter observes source sequence X n and a receiver source sequence Y n . Under the null hypothesis:
Γ V |W Fig. 1 . Hypothesis testing over a DMC Γ V |W . 4 and under the alternative hypothesis:
for two given pmfs P XY and Q XY . The transmitter can communicate with the receiver over n uses of a discrete memory channel (W, V, Γ V |W ) where W denotes the finite channel input alphabet and V the finite channel output alphabet. Specifically, the transmitter feeds inputs
to the channel, where f (n) denotes the chosen (possibly stochastic) encoding function
The receiver observes the ouputs V n , where for a given input W t = w t ,
Based on the sequence of channel outputs V n and the source sequence Y n , the receiver decides on the hypothesis H. That means, it produces the guessĤ
by means of a decoding function
Definition 1: For each ∈ (0, 1), an exponent θ is said -achievable, if for each sufficiently large blocklength n, there exist encoding and decoding functions (f (n) , g (n) ) such that the corresponding type-I and type-II error probabilities at the receiver
and
The goal is to maximize the type-II error exponent θ.
B. Coding and Testing Scheme
We describe a coding and testing scheme for this setup, see Fig. 2 . The analysis of the scheme is postponed to Appendix A. Preparations: Choose a large positive integer n, an auxiliary distribution P T over W, a conditional channel input distribution P W |T , and a conditional source distribution P S|X over a finite auxiliary alphabet S so that
where mutual informations in this section are calculated according to the following joint distribution Then, choose a sufficiently small µ > 0. If I(S; X) < I(W ; V |T ), let
If I(S; X) ≥ I(W ; V |T ), let
Code Construction: Construct a random codebook
by independently drawing all codewords i.i.d. according to P S (s) = x∈X P X (x)P S|X (s|x). Generate a sequence T n i.i.d. according to P T . Construct a random codebook
superpositioned on T n where each codeword is drawn independently according to P W |T conditioned on T n . Reveal the realizations of the codebooks and the realization of the time-sharing sequence T n = t n to all terminals. Our scheme is based on separate source and channel coding. Transmitter: Given that it observes the source sequence X n = x n , the transmitter looks for a pair (m, ) that satisfies
If successful, it picks one of these pairs uniformly at random and sends the codeword w n (m) over the channel. Otherwise it sends the sequence of inputs t n over the channel. Receiver: Assume that V n = v n and Y n = y n . The receiver first looks for an index m ∈ {1, . . . , 2 nR } so that
If it is not successful, it declaresĤ = 1. Otherwise, it randomly picks one of the indices ∈ {1, . . . , 2 nR } that satisfy:
and checks whether
If successful, it declaresĤ = 0. Otherwise, it declaresĤ = 1.
C. Results on the Error Exponent
The coding and testing scheme described in the previous section allows to establish the following theorem.
Theorem 1: Every error exponent θ ≥ 0 that satisfies the following condition (23) is achievable:
where for given (conditional) pmfs P S|X and P T W we define the joint pmf
and the exponents θ standard := miñ
θ dec := miñ
Here, mutual informations and the conditional marginal pmf P V |T are calculated with respect to the joint distribution in (24). Proof: See Appendix A.
Lemma 1: It suffices to consider the auxiliary random variable S over an alphabet S that is of size |S| = |X | + 2. For the special case of P Y = Q Y , it suffices to consider |S| = |X | + 1.
Proof: Based on Carathéodory's theorem. Omitted.
Our coding and testing scheme combines the SHA hypothesis testing scheme for a noiseless link [3] with Borade's UEP channel coding that protects the 0-message (which indicates that the transmitter decides on H = 1) better than the other messages [14] , [15] . In fact, since here we are only interested in the type-II error exponent, the receiver should decide on H = 0 only if the transmitter also shares this opinion.
The expressions in Theorem 1 show three competing error exponents. In (25) and (26), we recognize the two competing error exponents of the SHA scheme for the noiseless setup: θ standard is the exponent associated to the event that the receiver reconstructs the correct binned codeword and decides onĤ = 0 instead of H = 1, and θ dec is associated to the event that either the binning or the noisy channel introduces a decoding error followed by a wrong decision on the hypothesis. The exponent θ miss in (27) is new and can be associated to the event that the specially protected 0-message is wrongly decoded followed by a wrong decision on the hypothesis. We remark in particular that θ miss contains the term
which represents the largest possible miss-detection exponent for a single specially protected message at a rate I(W ; V |T ) [14, Th. 34 ]. Which of the three exponents θ standard , θ dec , θ miss is smallest depends on the source and channel parameters and of the choice of P S|X and P T W . Notice that the third error exponent θ miss is inactive for DMCs with large miss-detection exponent (28), such as binary symmetric channels (BSC) with small cross-over probability. It is also inactive for certain types of sources, irrespective of the employed DMC. This is the content of the next remark.
Remark 1: For source distributions P XY and Q XY where irrespective of the choice of the auxiliary distribution P S|X :
error exponent θ miss is never smaller than θ dec , and therefore non-active. In this case, it is best to choose W the capacityachieving input distribution and T a constant. So, under condition (29), Theorem 1 results in:
where θ standard := miñ
This exponent coincides with the Shimokawa-Han-Amari exponent [3] for these source distributions when communication is rate-limited to the capacity C of the DMC.
We consider a special case where the expression in (30) can be further simplified and the resulting exponent can be proved to be optimal.
Theorem 2:
If there exists a function f from Y to an auxiliary domain Z so that
the pair (X, f (Y )) has the same distribution under both hypotheses, then the optimal error exponent is:
where C denotes the capacity of the DMC.
Proof: See Appendix B.
This theorem recovers the optimal error exponents for testing against conditional independence over a noisy channel [11, Lemma 5] or over a noiseless link [5, Theorem 1] . Now, we specialize Theorem 2 to Gaussian sources. Example 1 (Theorem 2 for Gaussian sources): For given ρ 0 ∈ [0, 1], define the two covariance matrices
Under the null hypothesis,
and under the alternative hypothesis,
Moreover, assume that the transmitter communicates to the receiver over a DMC of capacity C. This setup is a special case of Theorem 2. Appendix C shows that in this case, the optimal error exponent in (34) evaluates to:
This result recovers as a special case the optimal exponent for testing against independence of Gaussian sources over a noiseless link in [5, Corollary 7] .
Proposition 1: The result of Theorem 2 remains valid when there is instantaneous noise-free feedback from the receiver to the transmitter.
Proof: A close inspection reveals that the converse proof of the theorem remains valid even with feedback.
D. Numerical Example to Theorem 1
We now present an example and evaluate the largest type-II error exponents attained by Theorem 1 for this example. We also show that depending on the parameters of the sources or the channel, a different error exponent θ standard , θ dec , or θ miss is active. Let under the null hypothesis
for N 0 independent of X. Under the alternative hypothesis:
with X and Y independent. Assume that Γ V |W is a binary symmetric channel (BSC) with cross-over probability r ∈ [0, 1/2]. For this example, P Y = Q Y and Theorem 1 simplifies to:
where
Depending on the parameters of the setup and the choice of the auxiliary distributions, either of the exponents θ standard , θ dec , or θ miss is active. For example, when the cross-over probability of the BSC is large, r ≥ 0.4325, then
and irrespective of the choice of the random variables S, T, W the exponent θ miss is smaller than θ standard and θ dec . Since by the Markov chain S − X − Y , we have I(S; Y ) − I(S; X) < 0, it is then optimal to choose S constant and (T, W ) so as to maximize the sum That means, choose W and T deterministically equal to two maximally distinguishable inputs. Since on a BSC there are only two inputs (0 and 1) and the channel law is completely symmetric with respect to these inputs, for r ∈ (0.4325, 0.5) the largest error exponent achieved by our scheme is:
For example, when r = . In contrast, when the cross-over probability of the BSC is small, the miss-detection exponent (28) is large and the exponent θ miss is never active irrespective of the choice of the auxiliary random variable S. The overall exponent is then determined by the smaller of θ standard and θ dec , and in particular by a choice S, X, W that makes the two equal. In this case, for a scenario with parameters p 0 = 0.2, q 0 = 0.3, p 1 = 0.4, and r = 0.1, the largest exponent achieved by our scheme is θ = 0.19.
In the following, we study the maximum error exponent achieved by our schemeθ in function of the channel cross-over probability r. This dependency is shown in Figure 3 , and Table I indicates which of the three exponents θ standard , θ dec , θ miss is smallest. Notice that for r ≥ 0.296, error exponent θ miss is smallest, and for r ≤ 0.046, error exponent θ standard is smallest. An important feature of our scheme is the UEP mechanism used to send the 0-message. In fact, if the 0-message had been sent using an ordinary codeword from codebook C W , then exponent θ miss in (44) had to be replaced by the smaller exponent
Notice that θ miss no-UEP ≤ θ dec and thus without UEP our coding and testing scheme would achieve only exponents that satisfy θ ≤θ NoUEP := max Figure 3 also shows the exponent in (49).
III. HYPOTHESIS TESTING OVER MULTI-ACCESS CHANNELS A. System Model
Consider a setup with two sensors that communicate to a single decision center over a discrete memoryless multiple-access channel (MAC), see Fig. 4 . The channel is described by the quadruple (W 1 × W 2 , V, Γ V |W1,W2 ), where W 1 and W 2 denote the finite channel input alphabets and V denotes the finite channel output alphabet. Each transmitter i (i = 1, 2) observes the sequence X n i and produces channel inputs W n i as W
by means of a possibly stochastic encoding function
The receiver observes the corresponding channel outputs V n as well as the source sequence Y n . Under the null hypothesis
and under the alternative hypothesis
for two given pmfs P X1X2Y and Q X1X2Y . The receiver should decide on the hypothesis H. Besides Y n , it also observes the MAC ouputs V n , where for given inputs W 1,t = w 1,t and W 2,t = w 2,t ,
It thus produces the guessĤ
using a decoding function
Definition 2: For each ∈ (0, 1), an exponent θ is said -achievable, if for each sufficiently large blocklength n, there exist encoding and decoding functions (f (n) , g (n) ) such that the corresponding type-I and type-II error probabilities at the receiver
Fig . 4 . Hypothesis testing over a noisy MAC
B. Coding and Testing Scheme
We describe a coding and testing scheme for distributed hypothesis testing over a noisy MAC, see Fig. 5 . Preparations: Choose a sufficiently large blocklength n, auxiliary alphabets S 1 and S 2 , and functions
and define the shorthand notation
Choose then a distribution P T1T2 over W 1 × W 2 , and for i ∈ {1, 2}, a conditional distribution P Si|XiT1T2 over S i in a way that:
when these mutual informations and all subsequent mutual informations in this section are evaluated according to the joint pmf
Further, choose µ > 0 and positive rates:
so that the following three conditions hold:
Code Construction: Generate a pair of sequences T n 1 = (T 1,1 , . . . , T 1,n ) and T n 2 = (T 2,1 , . . . , T 2,n ) by independently drawing each pair (T 1,k , T 2,k ) according to P T1T2 (., .). For i ∈ {1, 2}, construct a random codebook
superpositioned on (T n 1 , T n 2 ) by independently drawing the k-th component of each codeword according to the conditional law P Si|T1T2 (·|x i , t 1 , t 2 ) when X i,k = x i , T 1,k = t 1 , and T 2,k = t 2 . Reveal the realizations of the codebooks and the realizations (t n 1 , t n 2 ) of (T n 1 , T n 2 ) to all terminals. Our scheme is based on hybrid coding.
(68) If successful, it picks one of these indices uniformly at random and sends the sequence w n i over the channel, where 
It picks one such pair at random and checks whether the chosen pair (m 1 , m 2 ) satisfies
C. Results on the Error Exponent
The coding and testing scheme described in the previous section yields Theorem 3 ahead. For given (conditional) pmfs P T1T2 , P S1|X1T1T2 , and P S2|X2T1T2 , and functions f 1 and f 2 as in (61), let the conditional and joint pmfs Γ V |S1S2X1X2 and P S1S2X1X2Y W1W2V T1T2 be as in (62) and (64). Define also for all s 1 ∈ S 1 , s 2 ∈ S 2 , t 1 ∈ T 1 , t 2 ∈ T 2 , x 1 ∈ X 1 , x 2 ∈ X 2 , and v ∈ V:
and the following nine exponents:
θ dec,1 := miñ
θ dec,2 := miñ
θ dec,12 := miñ
θ miss,1a := miñ
θ miss,1b := miñ
θ miss,2a := miñ
θ miss,2b := miñ
where mutual informations and the conditional pmf P V Y |T1T2 are calculated according to the joint pmf P S1S2X1X2Y V T1T2 in (64).
where the maximization is over all (conditional) pmfs P T1T2 , P S1|X1T1T2 , and P S2|X2T1T2 , and functions f 1 and f 2 as in (61) so that the conditions in (63) are satisfied with strict inequalities "<" replaced by non-strict inequalities "≤".
Proof: See Appendix D.
Remark 2:
The error exponents in the preceding theorem are obtained by means of the hybrid coding scheme described in the previous subsection III-B. As usual, choosing the auxiliary random variables S 1 = (W 1 ,S 1 ) and S 2 = (W 2 ,S 2 ) and the tuple
, is equivalent to replacing the hybrid coding scheme by a separate source-channel coding scheme. Specifically, (S 1 ,S 2 ) then correspond to the source random variables and (T 1 , T 2 , W 1 , W 2 ) to the channel coding random variables. Similarly to the transmission of correlated sources over a MAC, restricting to separate source-channel coding is strictly suboptimal. As Theorem 4 and Proposition 2 ahead show, it can achieve the optimal exponent in some cases.
Choosing the auxiliary random variables S 1 and S 2 constant and W 1 = f 1 (X 1 ) and W 2 = f 2 (X 2 ), corresponds to uncoded transmission.
Remark 3:
Notice that the solution to the minimization problem in (78) is smaller than the solution to the minimization problem in (79). (In fact, the constraints are less stringent sinceP
In the same way, the solution to the minimization problem in (79) is smaller than the solution to the minimization in (81). However, since the difference of mutual informations in (78) is larger than the one in (79), and the one in (80) is larger than the one in (81), it isà priori not clear which of these exponents is smallest.
A similar reasoning shows that the solution to the minimization problem in (77) is smaller than the solutions to the minimization problems in (74), (75), and (76), but the difference of mutual informations is larger. It is thus again unclear which of these exponents is smallest.
In analogy to Remark 1, it can be shown that also in this MAC setup the missed-detection exponents are sometimes not active. This is in particular the case for the following case of generalized testing against conditional independence.
Corollary 1:
Consider the special case where Y = (Ȳ , Z) and under the alternative hypothesis H = 1:
In this case, any error exponent θ ≥ 0 is achievable that satisfies
where the maximization is over all (conditional) pmfs P S1|X1T1T2 , and P S2|X2T1T2 , and functions f 1 and f 2 as in (61) that satisfy the following conditions:
and all mutual informations and the conditional pmf PȲ |ZT1T2V are calculated with respect to the joint pmf
Proof: See Appendix E.
For testing against conditional independence, i.e.,
and when communication is over noiseless links of given rates, Corollary 1 recovers as a special case the result in [5, Theorem 1] . Similarly, for testing against independence, i.e., when
and when the MAC Γ V |W1W2 decomposes into two orthogonal DMCs Γ V1|W1 and Γ V2|W2 , i.e.,
then specializing Corollary 1 to separate source-channel coding recovers the achievable error exponent in [11, Theorem 6] .
Im fact, specializing Corollary 1 to separate source-channel coding, by Remark 2, results in the following achievability result.
Corollary 2: Reconsider the setup in Corollary 1. Using separate source-channel coding, any error exponent θ ≥ 0 is achievable that satisfies
where the maximization is over all (conditional) pmfs PS 1 |X1 , PS 2 |X2 , P T1T2 , P W1|T1T2 , and P W2|T1T2 that satisfy the following conditions:
and where all mutual informations are calculated with respect to the joint pmf
This corollary recovers, for example, the optimal error exponent in [5, Corollary 4] for the Gaussian one-helper hypothesis testing against independence problem where communication takes place over two individual noiseless links. As shown in [5, Corollary 4] , in this case the exponent of Corollary 2 is optimal. The following theorem proves that the exponent in Corollary 2 is also optimal for generalized testing against conditional independence when the sources are independent under both hypotheses.
Theorem 4:
Consider generalized testing against conditional independence with independent sources, i.e.,
and assume that communication from the sensors to the decision center takes place over two orthogonal DMCs Γ V1|W1 and Γ V2|W2 as defined in (90). Let C 1 and C 2 denote the capacities of the two DMCs Γ V1|W1 and Γ V2|W2 . The optimal error exponent is:
I(S1;X1|S2)≤C1 I(S2;X2|S1)≤C2 I(S1,S2;X1,X2)≤C1+C2
Proof: Achievability follows directly by specializing Corollary 2 to Z a constant and thusȲ = Y . The converse is proved in Appendix F.
We specialize above theorem to an example with independent Gaussian sources. Example 2 (Theorem 4 for Gaussians): Let X 1 and X 2 be independent standard Gaussians under both hypotheses. Under the null hypothesis,
for an N 0 independent of (X 1 , X 2 ) and for a given nonnegative variance σ 2 0 > 0. Under the alternative hypothesis,
for a given nonnegative variance σ 2 y > 0. Further assume an orthogonal MAC as in (90b) with the two individual DMCs of capacities C 1 and C 2 .
The described setup is a special case of the setup considered in Theorem 4. Appendix H shows that in this case, the optimal exponent in (96) evaluates to:
Theorem 4 shows that separate source-channel coding is optimal for generalized testing against conditional independence over two orthogonal channels. The following proposition extends this result to all joint source distributions P X1X2 . The proposition also provides a multi-letter characterization of the optimal error exponent in this case.
Proposition 2: Consider testing against independence over an orthogonal MAC, i.e., assume that (88)-(90b) hold. Then, the optimal error exponent is given by
where the maximization is over all P S n 1 |X n 1 and P S n 2 |X n 2 satisfying:
Proof: Achievability can be shown in a similar way as Theorem 4. The converse proof follows similar arguments as in [18, Theorem 2.4] . It is detailed out in Appendix G for completeness.
D. Correlated Gaussian Sources over a Gaussian MAC
In this last subsection of Section III, we focus on testing against independence over a Gaussian MAC when the sources are jointly Gaussian (but not necessarily independent as in Example 2. Consider a symmetric Gaussian setup where under both hypotheses:
for a positive semidefinite covariance matrix
Assume as in Example 2 that under the null hypothesis,
for N 0 independent of (X 1 , X 2 ) and for σ 2 0 > 0, and under the alternative hypothesis,
for σ 2 y > 0. Communication takes place over the Gaussian MAC
where the noise N is zero-mean Gaussian of variance σ 2 > 0, independent of the inputs (W 1 , W 2 ). Each transmitter's input sequence is subject to an average block-power constraint P .
The described setup corresponds to generalized testing against conditional independence. We can thus use Corollary 1 to obtain an achievable error exponent for this problem. The above choice of random variables yields the following result on the achievable error exponent.
Corollary 3: For the described Gaussian setup any error exponent θ ≥ 0 is achievable that satisfies the following condition: where the maximization is over all ξ 2 , α 2 , β 2 , γ 2 ≥ 0 satisfying
Proof: See Appendix I.
The following theorem provides an upper bound on the optimal error exponent. Theorem 5: For the proposed Gaussian setup, the optimal error exponent θ * satisfies
Proof: See Appendix J. Figure 6 compares the presented upper and lower bounds on the optimal error exponent θ * . They are very close for the considered setup. For comparison, the figure also shows the exponent that is achieved with the same choice of source variables but with separate source-channel coding. That means, by specializing the exponent in (109) to α = β = 0.
IV. HYPOTHESIS TESTING OVER BROADCAST CHANNELS A. System Model
Consider the distributed hypothesis testing problem in Fig. 7 , where a transmitter observes sequence X n , Receiver 1 sequence Y n 1 , and Receiver 2 sequence Y n 2 . Under the null hypothesis:
Γ V1V2|W Fig. 7 . Hypothesis testing over a noisy BC. 16 and under the alternative hypothesis:
for two given pmfs P XY1Y2 and Q XY1Y2 . The transmitter can communicate with the receivers over n uses of a discrete memoryless broadcast channel (W, V 1 × V 2 , P V1V2|W ) where W denotes the finite channel input alphabet and V 1 and V 2 , the finite channel output alphabets. Specifically, the transmitter feeds inputs
Each Receiver i ∈ {1, 2} observes the BC ouputs V n i , where for a given input
Based on the sequence of channel outputs V n i and the source sequence Y n i , Receiver i decides on the hypothesis H. That means, it produces the guessĤ
for a chosen decoding function g
There are different possible scenarios regarding the requirements on error probabilities. As in previous sections, we assume that each receiver is interested in only one of the two exponents. For each i ∈ {1, 2}, let h i ∈ {0, 1} be the hypothesis whose error exponent Receiver i wishes to maximize, andh i the other hypothesis, i.e.,h i ∈ {0, 1} and h i =h i . (The values of h 1 and h 2 are fixed and part of the problem statement.) We then have:
Definition 3: For each ∈ (0, 1), an exponent pair (θ 1 , θ 2 ) is said -achievable, if for each sufficiently large blocklength n, there exist encoding and decoding functions (f (n) , g
2 ) such that:
Remark 4: Notice that both α 1,n and β 1,n depend of the BC law Γ V1V2|W only through the conditional marginal distribution Γ V1|W . Similarly, α 2,n and β 2,n only depend on Γ V2|W . Furthermore, the error exponents region depends on the joint laws P XY1Y2 and Q XY1Y2 only through their marginal laws P XY1 , P XY2 , Q XY1 , and Q XY2 . Therefore, when P X = Q X , it is possible to relabel some of the marginals P XY1 , P XY2 , Q XY1 , and Q XY2 without changing the exponents region and so that both receivers aim at maximizing the error exponent under hypothesis H = 1, i.e., h 1 = h 2 = 1. Assume for example that h 1 = 0 and h 2 = 1. Then by relabelling P XY1 as Q XY1 and vice versa, the new setup for h 1 = h 2 = 1 has same exponents region as the original setup.
To simplify notation in the sequel, we use the following shorthand notations for the pmfs P XY1Y2 and Q XY1Y2 . For each i ∈ {1, 2}:
We propose two coding schemes. One for the case when
and one for the case when ∃x ∈ X :
Notice that (125) always holds when h 1 = h 2 . In fact, by Remark 4, given (125) we can focus on the case h 1 = h 2 . In contrast, given (126), then obviously h 1 = h 2 .
B. Coding and Testing Scheme when p
In this case, the scheme is based on hybrid source-channel coding. Choose a large positive integer n, auxiliary alphabets S, U 1 , and U 2 , and a function
Then, define the shorthand notation:
and choose an auxiliary distribution P T over W, a conditional distribution P SU1U2|XT over S × U 1 × U 2 so that for i ∈ {1, 2}:
where the mutual informations in this section are calculated according to the following joint distribution
Then, choose a positive µ and rates R 0 , R 1 , R 2 so that
Generate a sequence T n i.i.d. according to P T and construct a random codebook
superpositioned on T n where each codeword is drawn independently according to p 1 S|T conditioned on T n . Then, for each index m 0 and i ∈ {1, 2}, randomly generate a codebook
. Reveal the realizations of the codebooks and the sequence T n to all terminals. Transmitter: Given that it observes the source sequence X n = x n , the transmitter looks for indices (m 0 , m 1 , m 2 ) that satisfy
If successful, it picks one of these indices uniformly at random and sends the codeword w n over the channel, where
and where
Otherwise, it sends the sequence of inputs t n over the channel. Receiver i ∈ {1, 2}: After observing V 
2)
If successful, Receiver i declaresĤ i =h i . Otherwise, it declaresĤ i = h i .
C
In this case, separate source-channel coding is applied. The main feature here is that the transmitter can make a tentative decision on H and accordingly use a different source and channel codes, see Fig. 8 . Details are as follows.
Fix µ > 0, a sufficiently large blocklength n, auxiliary distributions p T , p 
The mutual information in (136) is calculated according to the joint distribution:
For each i ∈ {1, 2}, if I p i (S; X) < I p i (W ; V i |T, T i ), choose rates
If I p i (S; X) ≥ I p i (W ; V i |T, T i ), then choose rates
Again, all mutual informations in (138)-(141) are calculated with respect to the pmf in (137).
Code Construction: Generate a sequence T n = (T 1 , . . . , T n ) by independently drawing each component T k according to p T . For each i ∈ {1, 2}, generate a sequence
is drawn independently of all codeword symbols according to p i W |T Ti (·|t, t i ) when T k = t and T i,k = t i . Finally, construct a random codebook 
and the corresponding codeword w n (i; m) from codebook C i W satisfies the following:
Dec. 1
Fig. 8. Coding and testing scheme for hypothesis testing over a BC.
(
If successful, the transmitter picks uniformly at random one of the triples (i, m, ) that satisfy (144), and it sends the sequence w n (i; m) over the channel. If no triple satisfies Conditions (144) and (145), then the transmitter sends the sequence t n over the channel.
Receiver i ∈ {1, 2}: Receives v n i and checks whether there exist indices (m , ) such that the following three conditions are satisfied: 1)
3)
If successful, it declaresĤ i =h i . Otherwise, it declaresĤ i = h i .
D. Result on the Error Exponent
The coding and testing schemes described in the previous two subsections yield the following two theorems. (125) holds, then the union of all nonnegative error exponent pairs (θ 1 , θ 2 ) satisfying the following condition are achievable:
where the union is over pmfs P T , P SU1U2|XT and the function f in (127) so that the joint pmfs p 1 , p 2 , q 1 , q 2 defined in (124) and (130) satisfy (129) for i ∈ {1, 2}, and where the eight exponents in (149) are defined as θ standard,i := miñ
θ a dec,i := miñ
Proof: The proof is similar to the proof of Theorem 3. In particular, error exponent θ standard,i corresponds to the event that Receiver i decodes the correct cloud and satellite codewords but wrongly decides onĤ i = 0. In contrast, error exponents θ a dec,i and θ b dec,i correspond to the events that Receiver i wrongly decides onĤ i = 0 after wrongly decoding both the cloud center and the satellite or only the satellite. Error exponent θ miss,i corresponds to the miss-detection event. Because of the implicit rate-constraints in (131), the final constraints in (149) are obtained by eliminating the rates R 0 , R 1 , R 2 by means of Fourier-Motzkin elimination.
For
There is however a tradeoff between the two exponents θ 1 and θ 2 in above theorem because they share the same choice of the auxiliary pmfs P T and P SU1U2|XT and the function f . In [9] , the above setup is studied in the special case of testing against conditional independence, and the mentioned tradeoff is illustrated through a Gaussian example. It is further proved that in some special cases, above theorem yields the optimal exponent.
X , i.e., (126) holds, then all error exponent pairs (θ 1 , θ 2 ) satisfying the following condition are achievable: (136), and where the exponents in (154) are defined as: θ standard,i := miñ
θ dec,i := miñ
θ cross,i := miñ
Proof: See Appendix K.
In Theorem 7, the exponent triple θ standard,1 , θ dec,1 , θ miss,1 can be optimized over the pmfs p T is common to both optimizations.) Therefore, whenever the two additional exponents θ cross,1 and θ cross,2 are not active, in Theorem 7 there is (almost) no tradeoff between the two exponents θ 1 and θ 2 . In other words, the same exponents θ 1 and θ 2 can be attained as in a system where the transmitter communicates over individual DMCs Γ V1|W and Γ V2|W to the two receivers.
Exponent θ cross,1 corresponds to the event when the transmitter sends a codeword from code C 2 W , but Receiver 1 decides that a codeword from C 1 W was sent and the corresponding source codeword (from source codebook C 2 S ) satisfies the minimum conditional entropy and the typicality check with the observed source sequence y n 1 . Similarly for error exponent θ cross,2 . Notice that setting T i constant, decreases error exponent θ cross,i .
For the special case where the BC consists of a common noiseless link, Theorem 7 has been proved in [13] (More precisely, [13] considers the more general case with K ≥ 2 receivers and M ≥ K hypotheses.) In this case, the exponents (θ miss,1 , θ cross,1 ) and (θ miss,2 , θ cross,2 ) are not active.
V. SUMMARY AND DISCUSSION The paper proposes coding and testing schemes for distributed binary hypothesis testing over DMCs, MACs, and BCs when each decision center aims at maximizing a single error exponent. Our schemes recover previous optimality results for testing against conditional independence when terminals are connected by noisefree links or DMCs. They are in fact optimal for a more general testing setup that we term generalized testing against conditional independence. To prove this, we derive new information-theoretic converse bounds. In all these cases, separate source-channel coding suffice.
Our schemes apply hybrid coding (in case of MAC and BC) and UEP mechanisms to specially protect the transmission of single bits (typically the tentative guesses of the sensor nodes). These features can significantly improve the achieved error exponents.
In this work, we have focused on the most basic communication channels: DMC, MAC, BC. Similar investigations can be performed for more involved networks.
APPENDIX A PROOF OF THEOREM 1
The proof of the theorem is based on the scheme in Section II-B. Fix a choice of the blocklength n, the small positive µ, and the (conditional) pmfs P T , P W |T , and P S|X so that (12) holds. Assume that I(S; X) ≥ I(W ; V |T ), in which case the rates R and R are chosen as in (16) and (17) . Also, set for convenience of notation:
∀s ∈ S, (159) P W |T (w|t) = P W |T (w|t), ∀t ∈ T , w ∈ W.
Let P n µ,type-I be the subset of types π SS XY ∈ P n that simultaneously satisfy the following conditions for all (s, s , x, y) ∈ S × S × X × Y:
Notice that P n µ,type-I → P * type-I as µ → 0 and n → ∞,
where P * type-I := P SS XY :P SX = P SX andP SY = P SY andP S = P S and HP
Consider now the type-I error probability averaged over the random code construction. Let (M, L) be the indices of the codeword chosen at the transmitter, if they exist, and define the following events:
We obtain for all sufficiently small values of µ and sufficiently large blocklengths n:
where the first summand of (171) is upper bounded by means of the covering lemma [17] and using rate constraints (16) and (17); the second by means of the Markov lemma [17] ; the third by following a similar set of inequalities as in [10, Appendix H]:
where δ n (µ) is a function that tends to 0 as µ → 0 and n → ∞. The inequalities are justified as follows:
• (a): holds by the symmetry in the code construction;
• (b): holds by the union bound;
• (c): holds because the codebook's codewords are drawn independently of each other;
• (d): holds because all 2 nHπ(S,S ,Y ) tuples (s n , s n , y n ) of the same type π have same conditional probability and similarly all 2 nHπ(S |Y ) sequences s n of the same joint type have same conditional probability;
• (e): holds by standard arguments on types;
• (f ): holds because |P n µ,type-I | ≤ (n + 1) (165), and by the continuity of the entropy function; and • (g): holds for all sufficiently large n and small µ because R < I(S; Y ) and δ n (µ) → 0 as n → ∞ and µ → 0. Now, consider the type-II error probability averaged over the random code construction. For all m, m ∈ {1, . . . , 2 nR } and , ∈ {1, . . . , 2 nR } define events:
and notice that
where the union is over all indices (m , ) ∈ {1, . . . , 2 nR } × {1, . . . , 2 nR }. Above probability is upper bounded by the sum of the probabilities of the following four events: 
i.e.,
Pr
We will bound the four probabilities on the right-hand side of (183) individually. To simplify notation, we introduce the following sets of types
Consider the probability of the first event B 1 :
where inequality (a) follows by Sanov's theorem and by the way the source sequences, the codewords, and the channel outputs are generated. Define nowθ standard µ := min π: = min
for a function δ 1 (µ) that goes to zero as µ → 0. Combining (186)-(188), we obtain:
Consider next the probability of event B 2 :
where the last inequality holds by Sanov's theorem and by the way the codebooks and the channel outputs are generated. Definẽ (194) and observe that:
for a function δ 2 (µ) that goes to zero as µ → 0. Here, (CR) and (DP) refer to chain rule and data processing inequality arguments, (b) follows because π T W V = P T W V and P W |T = P W |T and because π S |Y = P S|Y . (Notice that the DPinequality can be shown to hold with equality.) Combining (193), (194) , and (195), we have
Consider next the third event B 3 :
where the last inequality again holds by Sanov's theorem and the way the codebooks and the channel outputs are generated. Defineθ
and notice that: (16)& (17)) = min
where δ 2 (µ) is a function that goes to zero as µ → 0. Here, (c) holds because π S |Y = P S|Y . (Notice that the DP-inequality can again be shown to hold with equality.) By (197)-(199), we conclude
Finally, consider the probability of the fourth event B 4 . By the union bound:
where (d) holds because the tuple (T n , W n (m ), V n ) is generated independently of the pair (S n (m , ), Y n ) and (e) holds by Sanov's theorem and the way the codebooks and the source sequences are generated.
Define now
and notice that = min
for some function δ 4 (µ) that → 0 as µ → 0. Here, (f ) holds because π T W V = P T W V , π Y = P Y , and π S |Y = P S|Y . By (201)- (203), we have
Combining (183) with (189), (196), (196) and (204), proves that for sufficiently large blocklengths n, the average type-II error probability satisfies
By standard arguments and successively eliminating the worst half of the codewords with respect to α n and the exponents θ standard µ , θ dec µ , and θ miss µ , it can be shown that there exists at least one codebook for which
Letting µ → 0 and n → ∞, we get θ
→ θ miss . This proves the theorem for I(S; X) ≥ I(W ; V |T ). When I(S; X) < I(W ; V |T ), rates R and R are chosen as in (14) and (15) . The analysis is similar to above, but since R = 0, event B 3 can be omitted.
APPENDIX B PROOF OF COROLLARY 2
Let f be a function satisfying the properties in the corollary. In this case, Q X|Y = P X|f (Y ) and for the choice
the expectation in (29) evaluates to 0. The proposed choice in (208) is a valid candidate for the minimization and in particular it satisfies the condition H(S|Y ) ≤ H π (S|Y ). This can be seen by introducing the enhanced type
with π SXY as chosen in (208) and
Notice that under π we have f (Y ) = f (Y ) with probability 1, and thus
We can thus conclude that we are in the case treated in Remark 1. We continue to evaluate the right-hand side of (30). Let P S|X satisfy the stronger condition I(S; X|f (Y )) ≤ C. Then,
where the second inequality holds by the Markov chain S → X → (Y, f (Y )). Now, notice that under the conditions of the corollary:
and thus by (31):
We now prove the converse direction. Defining Z i := f (Y i ) and δ( ) := H( )/n/(1 − ) and following standard arguments [7] , we obtain
where the last inequality follows by introducing a time-sharing random variable Q that is uniform over {1, . . . , n} and by
) and Y = Y Q . We turn to the constraint on capacity:
where for the last inequality we defined X = X Q . The proof is established by noticing the Markov chain
APPENDIX C PROOF OF EXAMPLE 1
We specialize Theorem 2 to the proposed Gaussian setup. Notice that X and Y are independent under H = 1. Moreover, Y (and X) has same marginal under both hypotheses. Therefore, when applying Theorem 2, the term D(P Y Q Y ) = 0 and the function f can be ignored.
Let now S = X + G with G a zero-mean Gaussian random variable of variance ξ 2 and independent of X. For this choice:
Thus, by Theorem 2, the optimal exponent for the presented Gaussian setup is lower bounded as:
We now show that θ * is also upper bounded by the right-hand side of (219). To this end, notice first that:
and thus constraint C ≥ I(S; X) is equivalent to:
Moreover, (under H = 0) one can write Y = ρ 0 X + F , with F zero-mean Gaussian of variance 1 − ρ 2 0 and independent of X. This implies that for any S forming the Markov chain S − X − Y , also the pair (S, X) is independent of F . By the EPI and because h(ρ 0 X) = log |ρ 0 | + h(X), we then have:
By Theorem 2, the optimal error exponent is upper bounded as:
where 
APPENDIX D PROOF OF THEOREM 3
The proof is based on the scheme of Section III-B. Fix a choice of the blocklength n, the small positive µ, the (conditional) pmfs P T1T2 , P S1|X1T1T2 and P S2|X2T1T2 , and the functions f 1 and f 2 so that (63) holds. Define the set P n µ,type-I to be the subset of types π S1S 1 S2S 2 V Y T1T2 ∈ P n such that for all (s 1 , s 1 , s 2 , s 2 , v, y,
Also, set for convenience of notation:
In the following, for simplicity of presentation, we abbreviate the pair (T n 1 , T n 2 ) by T n and its realization (t
We first analyze the type-I error probability averaged over the random code construction. Let (M 1 , M 2 ) be the indices of the chosen codewords at the transmitters, if they exist, and define the following events:
implies that the receiver decides onĤ = 0. Thus, we obtain
where the second inequality holds for all sufficiently small values of µ and sufficiently large blocklengths n and can be proved as follows. The first and second summands of (232) can be upper bounded by means of the covering lemma [17] and the rate constraint (65); the third by means of the Markov lemma [17] . To prove the upper bound on the fourth term, consider the following set of inequalities , v n , y n , t n ) of the same type π have same conditional probability and similarly all 2 nHπ(S i |T) sequences s n i , for i ∈ {1, 2}, of same joint type with t n have same conditional probability;
and |π S 1 S 2 T − P S1S2T | ≤ µ and |π S1S2V Y T − P S1S2V Y T | ≤ µ; and • (e) holds by the rate constraint in (66c). That also the fifth and sixth summands of (232) are upper bounded by /6, can be shown in a similar way.
Next, we analyze the type-II error probability averaged over the random code construction. Define events:
where the union is over indices (m 1 , m 2 ) ∈ {1, . . . , 2 nR1 } × {1, . . . , 2 nR2 }. Notice further that the above probability is upper bounded by the sum of the probabilities of the following nine events: 
We will bound the nine probabilities on the right-hand side of (237) individually. To simplify the notation, we introduce the following set of types:
P µ,standard := {π S1S2X1X2Y T1T2V : |π SiXiT1T2 − P SiXiT1T2 | < µ/2, i ∈ {1, 2}, |π S1S2Y T1T2V − P S1S2Y T1T2V | < µ},
P µ,miss,1b := π S1S 2 X1Y T1T2V : |π S1X1T1T2 − P S1X1T1T2 | < µ/2, |π S1S 2 Y T1T2V − P S1S2Y T1T2V | < µ .
Consider the probability of event B 1 . By Sanov's theorem [19] and the way the source sequences and the codebooks are generated, we have
,
Define now:
and observe that:
where δ 1 (µ) is a function that goes to zero as µ → 0. Here, (a) follows by re-arranging terms and by the continuity of KL-divergence. Combining (246)-(248), we have:
Consider next event B 2 . Its probability can be upper bounded as:
where we define: 
where δ 2 (µ) is a function that goes to zero as µ → 0; (c) holds because π S 1 |S2Y T1T2V = P S1|S2Y T1T2V ; and (d) holds by the Markov chain S 2 → (X 1 , T 1 , T 2 ) → S 1 . Combining (250)-(252), one then obtains:
In a similar way, one can also derive the upper bound
and δ 3 (µ) is a function that goes to zero as µ → 0. Next, consider event B 4 . Its probability is upper bounded as
wherẽ θ dec,12 µ := min π:
Notice the following set of inequalities:
= min π:
where δ 4 (µ) is a function that goes to zero as µ → 0; (e) holds by π S 1 S 2 |Y T1T2V = P S1S2|Y T1T2V , by re-arranging terms, and by the continuity of KL-divergence; and (f ) holds by the Markov chains
Combining (256)- (258), one then obtains:
We upper bound the probability of event B 5 . Recall that cond tp(a n |b n ) denotes the conditional type of sequence a n given b n . We have:
whereθ miss,1a µ := min π: = min π:
where δ 5 (µ) is a function that goes to zero as µ → 0. Combining (260)-(262) leads to:
The probability of event B 6 can be upper bounded in a similar way to obtain:
whereθ miss,1b µ := min π:
We have the following set of inequalities:
where δ 6 (µ) is a function that goes to zero as µ → 0. Here, (h) holds because π S 1 |Y V T1T2 = P S1|Y V T1T2 and (i) holds because of the Markov chain
, we obtain
Following similar steps to above, one can show that 
Finally, the probability of event B 9 can be upper bounded as:
whereθ miss,12 µ := min π:
where δ 9 (µ) is a function that goes to zero as µ → 0. Here, (j) holds because π Y T1T2V = P Y T1T2V , π S 1 S 2 |Y T1T2V = P S1S2|Y T1T2V and by the Markov chains S 1 → (X 1 , T 1 , T 2 ) → S 2 and S 2 → (X 2 , T 1 , T 2 ) → S 1 . Combining (272)-(274) yields:
Therefore, the average type-II error probability satisfies:
By standard arguments and successively eliminating the worst half of the codebooks, it can be shown that there exists at least one codebook for which:
By letting µ → 0 and n → ∞ for i ∈ {1, 2}, we get θ
miss,ib and θ miss,12 µ → θ miss,12 , which concludes the proof of the theorem.
APPENDIX E PROOF OF COROLLARY 1
For the described setup and for any choice of the (conditional) pmfs P T1T2 , P S1|X1T1T2 , P S2|X2T1T2 and functions f 1 , f 2 , the error exponents in (83) simplify as follows. For the decoding-error exponents, we have:
(CR) = miñ
(DP)
≥ miñ
where (a) holds by the second constraint in the minimization and (b) holds because KL-divergence is nonnegative and P S1S2X2ZT1T2 = P S1|X1T1T2 P S2|X2T1T2 P X1X2Z P T1T2 is a valid choice in the minimization, and because in this example,
Moreover, above inequality
≥ holds with equality, because evaluating D P S1S2X1X2Ȳ ZT1T2V P S1|X1T1T2 P S2|X2T1T2 P X1X2Z QȲ |Z P T1T2 Γ V |S1S2X1X2 for the choicẽ
(which is a valid candidate for the minimization) results in the KL-divergence on the right-hand side of (282). So, we conclude that
and in an analogous way it can be shown that also
Moreover, following similar steps, we obtain for the miss-0 error exponents:
= miñ
and θ miss,1b = miñ
(286) Moreover, above two inequalities can be shown to hold with equality, and thus
By similar arguments, also 
where (a) holds because for the present example with Q X1X2Z = P X1X2Z we have P V |S2ZT1T2 = Γ V |S2ZT1T2 and (b) holds because KL-divergence is nonnegative. Comparing (284a) with (287b), in view of (288), we see that exponent θ miss,1b is redundant in view of exponent θ dec,1 . In the same way, it can be shown that θ miss,2b is redundant in view of θ dec,2 and the three exponents θ miss,1a , θ miss,2a , θ miss,12 are redundant in view of θ dec,12 . We thus conclude that in this example, any error exponent θ satisfying θ ≤ max min{θ standard , θ dec,1 , θ dec,2 , θ dec,12 }
is achievable, where θ dec,1 , θ dec,2 , θ dec,12 are given in (284) and θ standard can be simplified to:
= E P T 1 T 2 Z D(PȲ |ZT1T2V QȲ |Z ) + I(S 1 , S 2 ;Ȳ |Z, T 1 , T 2 , V )
The proof of the corollary is finally concluded by showing that if the pmfs P S1|X1T1T2 and P S2|X2T1T2 and the functions f 1 and f 2 are chosen to satisfy inequalities (92), then the minimum in (289) is attained by θ standard . In fact, by the Markov chain S 1 − X 1 − X 2 − S 2 and by expanding KL-divergences, one can show that: ). Notice that the Markov chainsS 1,t → X 1,t →S 2,t andS 2,t → X 2,t → S 1,t hold. Define δ( ) := H( )/n/(1 − ) as in [7] . Then: 
where ( 
Appropriately combining the derived inequalities concludes the proof of the converse.
APPENDIX G CONVERSE PROOF FOR PROPOSITION 2
The proof follows similar steps to [18] . Define δ( ) := H( )/n/(1 − ) as in [7] . First, consider the error exponent:
Next, consider the following set of inequalities:
I(X 
where (a) follows from the Markov chain V 
It is easily checked that this choice satisfies constraints (308). Moreover, the mutual information term in the achievable error exponent evaluates to: 
and the KL-divergence term to: 
We now show that by Theorem 4 no larger exponent is achievable. Notice first that since each X i is standard Gaussian, constraints (308) are equivalent to 2 2h(Xi|Si) ≥ 2πe · 2 −2Ci , i ∈ {1, 2}.
Then, by Theorem 4, any exponent has to satisfy: 
where (a) follows the from conditional EPI and the fact that given (S 1 ,S 2 ), the three random variables X 1 , X 2 , and N 0 are independent; (b) follows because X 1 is independent ofS 2 , X 2 is independent ofS 1 and N 0 is independent of both (S 1 ,S 2 ); and (c) follows by (314). This concludes the proof.
We proceed to upper bound the error exponent. Define δ( ) := H( )/n/(1 − ). Then,
E P Y n D(P V n |Y n ,H=0 P V n |Y n ,H=1 ) + δ( ) 
where (d) follows from the definition of Y n in (106); (e) follows from the conditional EPI and noting that for given V n , the two random variables N n 0 and X n 1 + X n 2 are independent; (f ) follows from (327); (g) follows from (324) The proof is concluded by letting → 0.
