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Abstract
We study an one-dimensional nonlinear reaction–diffusion system coupled on the boundary. Such system
comes from modeling problems of temperature distribution on two bars of same length, jointed together,
with different diffusion coefficients.
We prove the transversality property of unstable and stable manifolds assuming all equilibrium points are
hyperbolic. To this end, we write the system as an equation with noncontinuous diffusion coefficient. We
then study the nonincreasing property of the number of zeros of a linearized nonautonomous equation as
well as the Sturm–Liouville properties of the solutions of a linear elliptic problem.
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1. Introduction
Assume that a and b are real C1 positive functions defined on [0,1]. We will consider the
parabolic system
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{
ut =
(
a(x)ux
)
x
+ f (u), x ∈ (0,1), t > 0,
vt =
(
b(x)vx
)
x
+ g(v), x ∈ (0,1), t > 0, (1.1)
coupled at x = 0 by conditions
{
u(0, t) = v(0, t),
a(0)ux(0, t)+ b(0)vx(0, t) = 0 (1.2)
and Dirichlet conditions at x = 1
u(1, t) = v(1, t) = 0. (1.3)
We assume that f,g : R → R are C2 functions satisfying
(H) lim sup|u|→+∞ f (u)u  0 and lim sup|v|→+∞ g(v)v  0.
The main goal of the present paper is to prove transversality of the stable and unstable manifolds
of two hyperbolic equilibrium points of (1.1)–(1.3). This implies that, if the semiflow associated
to (1.1)–(1.3) has a finite number of fixed points, all of which are hyperbolic, is a Morse–Smale
system in the sense of Hale, Magalhães and Oliva [5]. It is shown in [5] that such systems are
structurally stable.
If (u(x, t), v(x, t)), x ∈ [0,1], t  0, is a solution of (1.1)–(1.3), then the function w defined
in [−1,1] × [0,+∞) by
w(x, t) =
{
u(−x, t), x ∈ [−1,0], t  0,
v(x, t), x ∈ [0,1], t  0,
is a solution of the one-dimensional parabolic problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wt =
(
a(−x)wx
)
x
+ f (w), x ∈ (−1,0), t > 0,
wt =
(
b(x)wx
)
x
+ g(w), x ∈ (0,1), t > 0,
w(0−, t) = w(0+, t), a(0)wx(0−, t) = b(0)wx(0+, t),
w(−1, t) = w(1, t) = 0,
(1.4)
where w(0±, t) and wx(0±, t) denote the right(left)-hand side limits of w(·, t) and wx(·, t) at
x = 0, respectively. This equation is a model for a junction of nonhomogeneous bars with same
length and different diffusion coefficients.
If a(0) = b(0), a′(0) = −b′(0) and f = g, then (1.4) is equivalent to the scalar equation
{
wt =
(
p(x)wx
)
x
+ f (w), x ∈ (−1,1), t > 0,
w(−1, t) = w(1, t) = 0, (1.5)
where
p(x) =
{
a(−x), x ∈ (−1,0),
b(x), x ∈ (0,1).
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parabolic equations including
{
ut = a(x)uxx + f (x,u,ux), x ∈ (0,1), t > 0,
u(0, t) = u(1, t) = 0, (1.6)
where a and f are smooth and a(x) > 0, for all x ∈ [0,1]. Angenent [1] also prove the same
result for nonlinearities which does not depends on ux .
Recently, Carbone and Ruas-Filho [2] prove transversality for parabolic one-dimensional
equations assuming that the diffusion coefficient is very large on some parts of the domain.
The method of proof in all these works is based on three basic ideas. The first one is the Sturm–
Liouville property, from which one obtain results on simplicity of eigenvalues and number of
zeros of the eigenfunctions. The second idea is the asymptotic behavior of solutions of linear
equations, which holds for a wide class of evolution equations. The last one is the property of
nonincreasing of the number of zeros of solutions of one-dimensional scalar parabolic equations
obtained by Matano [10]. We will employ also these ideas to (1.1)–(1.3) to get our results.
2. Preliminary results
We rewrite the parabolic problem (1.1)–(1.3) as an evolution equation. To this end, we con-
sider the following linear subspace of X = L2(0,1)×L2(0,1),
H = {(u, v) ∈ H 1(0,1)×H 1(0,1): u(0) = v(0), u(1) = v(1) = 0}
endowed with the inner product
〈
(u, v), (ϕ,ψ)
〉
H
=
1∫
0
[u′ϕ′ + v′ψ ′]dx = 〈(u′, v′), (ϕ′,ψ ′)〉
X
,
where 〈·,·〉X is the canonical inner product in X. As it is easily seen, H is a Hilbert space and
the embedding H ↪→ X is continuous and compact.
Now, let τ : H ×H → R be the bilinear symmetric continuous coercive form given by
τ
(
(u, v), (ϕ,ψ)
)=
1∫
0
[
a(x)u′ϕ′ + b(x)v′ψ ′]dx.
Consider the linear operator A ∈ L(H,H ′) induced by τ , that is,
〈
A(u,v), (ϕ,ψ)
〉
H ′×H = τ
(
(u, v), (ϕ,ψ)
)
,
for all (u, v), (ϕ,ψ) ∈ H . We can identify X to its dual X′ and consider A as the unbounded
closed positive self-adjoint operator A : D(A) ⊂ X → X defined by
A(u,v)(x) = −((a(x)ux) , (b(x)vx) ),x x
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D(A) = {(u, v) ∈ H 2(0,1)×H 2(0,1): u(0) = v(0), a(0)ux(0)+ b(0)vx(0) = 0,
u(1) = v(1) = 0}.
Thus A has compact resolvent and is a sectorial operator in X and, therefore, its frac-
tional powers are well defined (cf. Henry [8]). In particular, we have X0 = X, X1 = D(A) and
X1/2 = H .
Denoting z = (u, v), we rewrite the problem (1.1)–(1.3) as the evolution equation in X
{
z˙ = −Az +N(z), t > 0,
z(0) = z0, (2.7)
where N : H → X is defined by N(u,v)(x) = (f (u(x)), g(v(x))), x ∈ (0,1).
Since f and g are C2, N is a locally C1,1 map, that is, N is C1 and N ′ is locally Lipschitz
continuous. Also, it follows from the compact embedding H 1 ↪→ L2 that N is a compact map.
Indeed, N maps H into H 1 ×H 1. Thus, (2.7) defines a local C1,1-semigroup T (t) on H .
We remark the manner in which the boundary conditions (1.2) and (1.3) lead to the global
existence of solutions and the existence of the global attractor. Let V : H → R be defined by
V (u, v) = 1
2
1∫
0
[
a(x)u′(x)2 + b(x)v′(x)2 − 2F (u(x))− 2G(v(x))]dx,
where F(u) = ∫ u0 f (s) ds and G(v) = ∫ v0 g(s) ds. Then the derivative of V along the solutions
(u(t), v(t)) is easily seen to satisfy
d
dt
V
(
u(t), v(t)
)= −
1∫
0
(
u2t + v2t
)
dx.
The function V (u, v) is a Lyapunov function and works as an equivalent ‘norm’ in H . This gives
global existence of solutions and define the semigroup T (t). We remark that T (t) is compact
for t > 0. Also, the ω-limit set of any solution must belong to the set E of equilibrium points
of T (t), that is, solutions (ϕ,ψ) ∈ H of the boundary value problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(
a(x)ϕ′(x)
)′ + f (ϕ(x))= 0, x ∈ (0,1),(
b(x)ψ ′(x)
)′ + g(ψ(x))= 0, x ∈ (0,1),
ϕ(0) = ψ(0), a(0)ϕ′(0)+ b(0)ψ ′(0) = 0,
ϕ(1) = ψ(1) = 0.
(2.8)
Actually, using results of Hale and Massat [6], it can be shown that the ω-limit set of any orbit
consists of exactly one point in E. Since the set of equilibrium points E is bounded, it follows
that (1.1)–(1.3) has a global attractor A⊂ H (see, for example, Hale [4]).
The global stable and unstable manifolds of an equilibrium point (ϕ,ψ) are defined as:
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Wu(ϕ,ψ) = {(u0, v0) ∈ H : T (t)(u0, v0) is defined for t  0 and
T (t)(u0, v0) → (ϕ,ψ) as t → −∞
}
.
For a given (u0, v0) ∈ H , the solution of problem (1.1)–(1.3) with initial value (u0, v0) is given
by (u(t), v(t)) = T (t)(u0, v0). If we change the initial value (u0, v0) slightly, by (u˜0, v˜0), then
the orbit (u(t), v(t)) will generally change slightly, say (u˜(t), v˜(t)). This change is measured by
the derivative DT(t)(u0, v0): for any (u˜0, v˜0) ∈ H , there is a curve (u˜(t), v˜(t)) in H given by
(
u˜(t), v˜(t)
)= (DT(t)(u0, v0)) · (u˜0, v˜0).
This curve represents the classical solution (u˜(x, t), v˜(x, t)) of the linearized system
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u˜t =
(
a(x)u˜x
)
x
+ f ′(u(x, t))u˜, x ∈ (0,1), t > 0,
v˜t =
(
b(x)v˜x
)
x
+ g′(v(x, t))v˜, x ∈ (0,1), t > 0,
u˜(0, t) = v˜(0, t), a(0)u˜x(0, t)+ b(0)v˜x(0, t) = 0,
u˜(1, t) = v˜(1, t) = 0,
u˜(x,0) = u˜0(x), v˜(x,0) = v˜0(x).
(2.9)
Note that unless (u0, v0) is an equilibrium point of the semigroup T (t), problem (2.9) is not
autonomous. Actually one should speak of the curve ((u(t), v(t)), (u˜(t), v˜(t))) in the tangent
bundle TH of H . However we shall identify TH with H ×H .
Lemma 2.1. For any (u0, v0) ∈ H and t > 0, the derivative DT(t)(u0, v0) satisfies
(a) Ker(DT(t)(u0, v0)) = {0}.
(b) Range(DT(t)(u0, v0)) is dense in H .
Proof. The first statement is equivalent to backward uniqueness for problem (2.9), which is
known to hold (see [8]). In Henry [8] it is shown that (b) follows from backward uniqueness
for the adjoint equation (apply Theorem 7.3.3 of [8], with α = 0, β = 1/2 and X = L2(0,1) ×
L2(0,1)). 
Consider an equilibrium point (ϕ,ψ) ∈ H of the semiflow T (t). Then U(t) = DT(t)(ϕ,ψ) is
an analytic semigroup on H and its infinitesimal generator is easily seen to be −A + N ′(ϕ,ψ),
a self adjoint operator. We will see in next section that the eigenvalues of −A + N ′(ϕ,ψ) are
simple, which we denote by λ0 > λ1 > λ2 > · · · . This implies that the spectrum σ(U(t)) =
{0 < · · · < eλ2t < eλ1t < eλ0t }. An equilibrium point (ϕ,ψ) is said to be hyperbolic if zero is
not an eigenvalue of operator −A + N ′(ϕ,ψ). In this case only a finite number of eigenvalues
of −A+N ′(ϕ,ψ) is positive, say k. This number k  0 is called the Morse-index of (ϕ,ψ).
Let ej in H be an eigenfunction of −A + N ′(ϕ,ψ) with eigenvalue λj (j = 0,1,2, . . .). We
denote by H+ the subspace of H generated by the first k eigenfunctions, and by H− the closed
subspace generated by the other eigenfunctions. We then have the following U(t)-invariant split-
ting of H = H+ ⊕H−.
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T(ϕ,ψ)W
s(ϕ,ψ) = H−,
T(ϕ,ψ)W
u(ϕ,ψ) = H+
hold; in particular dimWu(ϕ,ψ) = k, the Morse-index of (ϕ,ψ).
Proposition 2.1 is proved in [8, Theorems 6.1.9 and 6.1.10]. Lemma 2.1 and the gradient
structure of the semiflow play an important role in the proof.
3. Sturm–Liouville properties
In this section we prove some properties related to the classical theory of Sturm–Liouville for
the linear operator −A+N ′(ϕ,ψ), when (ϕ,ψ) ∈ E. As seen in the Introduction, system (1.1)–
(1.3) is equivalent to the one-dimensional problem (1.4), which can be rewritten as the evolution
equation
wt = −A˜w + N˜(w), t > 0, (3.10)
where A˜ : D(A˜) ⊂ L2(−1,1) → L2(−1,1) is the unbounded, closed, self adjoint and positive
operator given by
A˜w(x) =
{−(a(−x)wx(x))x, x ∈ (−1,0),
−(b(x)wx(x))x, x ∈ (0,1),
for w ∈ D(A˜) = {φ ∈ H 10 (−1,1) ∩ H 2((−1,0) ∪ (0,1)): a(0)φ(0−) = b(0)φ(0+)} and N˜ :
H 10 (−1,1) → X˜ = L2(−1,1) is given by
N˜(w)(x) =
{
f (w(x)), x ∈ (−1,0),
g(w(x)), x ∈ (0,1).
As before, A˜ is associated to the bilinear form τ˜ defined on H 10 (−1,1)×H 10 (−1,1) by
τ˜ (w, z) =
0∫
−1
a(−x)w′z′ dx +
1∫
0
b(x)w′z′ dx,
for w,z ∈ H 10 (−1,1). The semigroup associated to (3.10) will be denoted by T˜ (t), t  0.
The eigenvalue problem for the linearization of problem (1.4) around an equilibrium φ ∈
H 10 (−1,1) is ⎧⎪⎨
⎪⎩
(
p(x)u′
)′ + (c(x)− λ)u = 0, x ∈ (−1,0)∪ (0,1),
u(0−) = u(0+), p(0−)u′(0−) = p(0+)u′(0+), (3.11)
u(−1) = u(1) = 0,
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p(x) =
{
a(−x), x ∈ (−1,0),
b(x), x ∈ (0,1),
and
c(x) =
{
f ′(φ(x)), x ∈ (−1,0),
g′(φ(x)), x ∈ (0,1).
Observe that φ is continuous at x = 0; however, c and p are not defined at x = 0, but there
exist (finite) the hand side limits c(0−), c(0+), p(0−) and p(0+).
We shall begin our study giving some general results for the slight more general differential
equations
{(
p1(x)u
′)′ − c1(x)u = 0, x ∈ (−1,0)∪ (0,1),
u(0−) = u(0+), p1(0−)u′(0−) = p1(0+)u′(0+)
(3.12)
and
{(
p2(x)v
′)′ − c2(x)v = 0, x ∈ (−1,0)∪ (0,1),
v(0−) = v(0+), p2(0−)v′(0−) = p2(0+)v′(0+),
(3.13)
where aj , bj ∈ C2([0,1], (0,∞)), j = 1,2, and c1, c2 are real bounded continuous real functions
on (−1,0)∪ (0,1) and
pj (x) =
{
aj (−x), x ∈ (−1,0),
bj (x), x ∈ (0,1).
The proof of the first result is straightforward.
Lemma 3.1. Let u and v be nonzero solutions of (3.12) and (3.13), respectively. Then, for x ∈
(−1,0)∪ (0,1) such that v(x) = 0, we have
d
dx
[
u
v
(p1uxv − p2uvx)
]
= (c1 − c2)u2 + (p1 − p2)u2x + p2
(
uxv − uvx
v
)2
. (3.14)
Next result compares the distribution of zeros of solutions of Eqs. (3.12) and (3.13).
Lemma 3.2. Let p1, p2, c1, c2 be real functions, c1, c2 bounded continuous in (−1,0) ∪ (0,1).
Assume that p1(x)  p2(x) > δ > 0 and c1(x)  c2(x), for x ∈ (−1,0) ∪ (0,1). Assume also
that the identity c1 ≡ c2 ≡ 0 does not holds on any subinterval of (−1,0) ∪ (0,1). If u and v
are nontrivial solutions of (3.12) and (3.13), respectively, then on each component of C = {x ∈
(−1,1): u(x) = 0} there exists a zero of v.
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u(x2) = 0 and u(x) = 0 for all x ∈ (x1, x2), and assume that v(x) = 0 for all x ∈ [x1, x2]. Without
loss of generality, we can assume that u and v are nonnegative on [x1, x2]. We consider the cases:
Case 1. 0 /∈ [x1, x2]. In this case, by integrating (3.14) on [x1, x2], we have
0 =
x2∫
x1
[
(c1 − c2)u2 + (p1 − p2)u2x + p2
(
uxv − uvx
v
)2]
dx,
a contradiction, since the right-hand side is positive.
Case 2. 0 ∈ [x1, x2]. Suppose that 0 ∈ (x1, x2); the case x1 = 0 or x2 = 0 is similar. For
sufficiently small ε > 0, we integrate (3.14) on (x1,−ε)∪ (ε, x2) and take ε → 0,
(
u
v
(p1uxv − p2uvx)
)
(0−)−
(
u
v
(p1uxv − p2uvx)
)
(0+)
=
x2∫
x1
[
(c1 − c2)u2 + (p1 − p2)u2x + p2
(
uxv − uvx
v
)2]
dx > 0.
Taking into account the boundary conditions, it follows
0 =
x2∫
x1
[
(c2 − c1)u2 + (p1 − p2)u2x + p2
(
uxv − uvx
v
)2]
dx > 0,
a contradiction.
To complete the proof, it only remains study the case v(x1) = 0 or v(x2) = 0. For example,
suppose that v(x1) = 0 and v(x2) = 0. Then, vx(x1) = 0 and
lim
x→x1
[
u
v
(p1uxv − p2uvx)
]
= lim
x→x1
[
−p2u
2vx
v
]
, since u(x1) = 0.
From L’Hospital rule, we conclude
lim
x→x1
[
−p2u
2vx
v
]
= lim
x→x1
[−2p2uuxvx − (p2vx)xu2
vx
]
= lim
x→x1
[
−2p2uux + c2vu
2
vx
]
= 0.
Therefore, we can integrate (3.14) on [x1 + δ, x2] and take limit as δ → 0 to obtain a contradic-
tion. 
Consider now the following initial value problems defined by Eqs. (3.12) and (3.13)
⎧⎪⎨
⎪⎩
(
p1(x)u
′)′ − c1(x)u = 0, x ∈ (−1,0)∪ (0,1),
u(0−) = u(0+), p1(0−)u′(0−) = p1(0+)u′(0+),
′
(3.15)u(−1) = 0, u (−1) = 1
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⎪⎩
(
p2(x)v
′)′ − c2(x)v = 0, x ∈ (−1,0)∪ (0,1),
v(0−) = v(0+), p2(0−)v′(0−) = p2(0+)v′(0+),
v(−1) = 0, v′(−1) = 1.
(3.16)
Corollary 3.1. With the hypotheses of the previous lemma, let u and v be nonzero solutions
of (3.15) and (3.16), respectively, and assume that u has n zeros in the interval (−1,1]. Then,
v has at least n zeros in the same interval. Moreover, the ith zero of v is less than the ith zero
of u.
Proof. The proof follows immediately from Lemma 3.2 and u(−1) = 0. 
Theorem 3.1. Let a, b ∈ C1([0,1]; (0,∞)) and c ∈ C((−1,0)∪ (0,1)×R;R). Assume that c is
nonincreasing in λ, for each x ∈ (−1,0) ∪ (0,1) and c is bounded in (−1,0) ∪ (0,1), for each
λ ∈ R. Let Ω = (−1,0)∪ (0,1) and assume also that
(i) ξ(λ) = infx∈Ω c(x,λ) → +∞ as λ → −∞;
(ii) η(λ) = supx∈Ω c(x,λ) → −∞ as λ → +∞.
Let
p(x) =
{
a(−x), x ∈ (−1,0),
b(x), x ∈ (0,1),
and consider the following boundary value problem⎧⎪⎨
⎪⎩
(
p(x)u′
)′ + c(x,λ)u = 0, x ∈ (−1,0)∪ (0,1),
u(0−) = u(0+), p(0−)u′(0−) = p(0+)u′(0+),
u(−1) = 0, u(1) = 0.
(3.17)
Then, there exists a decreasing sequence of real numbers λ0 > λ1 > λ2 > · · · → −∞ such that
(3.17) has nontrivial solution if and only if λ = λj , for some j = 0,1,2, . . . . Moreover, if uj
is a nontrivial solution of (3.17) when λ = λj , then uj has exactly j zeros in (−1,1) for each
j = 0,1,2, . . . .
Proof. Let 0 <m = infx∈Ω p(x)M = supx∈Ω p(x). For any integer j  0, let λ¯ = λ¯j ∈ R be
such that the solution v of the initial value problem
{
Mv′′ + ξ(λ¯)v = 0, x ∈ (−1,1),
v(−1) = 0, v′(−1) = 1 (3.18)
has exactly j zeros in (−1,1]. From the previous corollary, the solution u of⎧⎪⎨
⎪⎩
(
p(x)u′
)′ + c(x,λ)u = 0, x ∈ (−1,0)∪ (0,1),
u(0−) = u(0+), p(0−)u′(0−) = p(0+)u′(0+),
′
(3.19)u(−1) = 0, u (−1) = 1
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As λ decrease from λ¯, the function ξ(λ) increase and the solution u of (3.19) oscillates more
rapidly, that is, u get more zeros. Suppose that, for a certain value of λ = μj , the solution u get
one additional zero and let z be this additional zero. The condition u(−1) = 0 prevents that this
zero appears at the point x = −1. Since u ≡ 0, we cannot have u(z) = 0 = ux(z) and therefore
z /∈ (−1,0) ∪ (0,1). Also, z = 0; otherwise, we should have ux(0−) < 0 and ux(0+) > 0 or
ux(0−) > 0 and ux(0+) < 0 and u does not satisfy (3.19). Hence, the additional zero comes from
x = 1 and move in the direction of x = −1 as λ decreases. Therefore, there exists a sequence
of numbers μj ,μj+1,μj+2, . . . satisfying the following property: when μj+1 < λ < μj , the
solution u of Eq. (3.19) has kj + 1 zeros in (−1,1) and u(1) = 0. When λ = μj+1, the solution
of (3.19) has kj + 1 zeros in (−1,1) and also satisfy u(1) = 0, that is, it is a solution of (3.17).
We observe that the sequence {μj } diverges to −∞, since lower boundedness of it implies
a contradiction to the previous corollary. Now we rename this sequence: we let λkj = μj . There-
fore, the solution of (3.17) when λ = λkj has kj zeros in (−1,1).
To complete the proof, we observe that, for λ sufficiently large, the solution u of (3.19) does
not have any zero in (−1,1]. Indeed, if u vanishes at some point x1 ∈ (−1,1], then, from Corol-
lary 3.1, there exists at least one zero of the solution w of the problem
{
mw′′ + η(λ)w = 0, x ∈ (−1,1),
w(−1) = 0, w′(−1) = 1, (3.20)
in the interval (−1,1]. Since η(λ) = supx∈Ω c(x,λ) → −∞ as λ → +∞, for λ sufficiently large,
w is given by
w(x) = 1
1 + α
[
eα(x+1) − e−α(x+1)],
where α =
√
− η(λ)
m
, and therefore w(x) > 0 in (−1,1], a contradiction. 
4. Number of zeros of solutions of linear equations
Following Angenent [1], for a given continuous function φ ∈ C([−1,1]), let us define the
number of sign changes of φ as the number
S(φ) = sup{k  0: there exist −1 < t0 < t1 < · · · < tk < 1
such that φ(tj )φ(tj−1) < 0, j = 1, . . . , k
}
.
When this set is unbounded, we define S(φ) = ∞. The next result is the so called Matano’s
principle, which give us the behavior of S(u(·, t)) when u(·, t) is a solution of a one-dimensional
parabolic equation. The proof can be found in Matano [10, Lemma 2.6] and is a consequence of
maximum principle (see, e.g., [12, Chapter 3]).
Theorem 4.1. Assume that a, b and c are continuous functions on [−1,1]×[t0, t1] and let u(x, t)
be a classical solution of
{
ut = a(x, t)uxx + b(x, t)ux + c(x, t)u, x ∈ (−1,1), t0 < t  t1, (4.21)
u(−1, t) = u(1, t) = 0.
1396 R.C.D.S. Broche, L.A.F. de Oliveira / J. Differential Equations 245 (2008) 1386–1411Assume also that there exists a constant M > 0 such that M−1  a(x, t) M for −1  x  1
and t0  t  t1. Then, S(u(t1)) S(u(t0)).
The main goal of this section is to prove a similar result for classical solutions of the problem⎧⎪⎨
⎪⎩
ut =
(
p(x)ux
)
x
+ q(x, t)v, x ∈ (−1,0)∪ (0,1), t0 < t  t1,
u(0−, t) = u(0+, t), p(0−)ux(0−, t) = p(0+)ux(0+, t),
u(−1, t) = u(1, t) = 0,
(4.22)
where p and q are defined by
p(x) =
{
a(−x), x ∈ (−1,0),
b(x), x ∈ (0,1) and q(x, t) =
{
c(−x, t), (x, t) ∈ (−1,0)× [t0, t1],
d(x, t), (x, t) ∈ (0,1)× [t0, t1],
and a, b ∈ C1([0,1], (0,∞)) and c(x, t), d(x, t) are continuous functions on [0,1] × [t0, t1],
so that p is C1 on (−1,0) ∪ (0,1), bounded and q(x, t) bounded and continuous on ((−1,0) ∪
(0,1))× [t0, t1].
Nonsmoothness of the coefficients in (4.22) at points x = 0 prevent us to use maximum prin-
ciple in the form presented in [12, Chapter 3] and we cannot repeat the proof done by Matano.
To circumvent this problem, we will use a general approximation method employed by Carvalho
and Piskarev [3]. The basic argument is, in a certain sense, to approximate nonregular solutions
of (4.22) by regular solutions of regular parabolic equation and, for the latter, to use Theorem 4.1.
4.1. Approximating equations
For ε ∈ [0,1], we consider a family of functions aε : [−1,1] → R satisfying the following
conditions:
(i) there exists a positive constant M such that 1/M  aε(x)  M , for all x ∈ [−1,1] and
ε > 0;
(ii) for each ε > 0, aε is C1 and aε(x) → a0(x) when ε → 0, for each x ∈ (−1,0)∪ (0,1);
(iii) for any closed interval I ⊂ (−1,0) ∪ (0,1), aε → a0 and a′ε → a′0 when ε → 0, uniformly
in I .
We observe that the above hypotheses imply that a0 is strictly positive, bounded on [−1,1] and
C1 on (−1,0)∪ (0,1).
Associated to {aε}, we consider the family of unbounded positive self adjoint operators Aε :
D(Aε) → L2(−1,1) defined by
Aεu(x) = −
(
aε(x)ux(x)
)
x
, x ∈ (−1,1), if ε > 0,
A0u(x) = −
(
a0(x)ux(x)
)
x
, x ∈ (−1,0)∪ (0,1),
with D(Aε) = H 2(−1,1) ∩ H 10 (−1,1) if ε > 0 and D(A0) = {u ∈ H 10 (−1,1) ∩ H 2((−1,0) ∪
(0,1)): a0(0−)ux(0−) = a0(0+)ux(0+)}.
For each ε  0, we denote by Xαε the space of the fractional power of Aε . It is not difficult to
prove that X
1
2
ε = H 1(−1,1) for all ε ∈ [0,1].0
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(I) there exists a constant K > 0, independent of ε, such that |bε(x, t)| K , for any (x, t) ∈
[−1,1] × [t0, t1];
(II) if ε > 0, then bε is Hölder continuous in t , uniformly on x ∈ [−1,1], and bε(x, t) →
b0(x, t) as ε → 0, for each x ∈ (−1,0)∪ (0,1) and t ∈ [t0, t1];
(III) for any closed subinterval I ⊂ (−1,0)∪ (0,1), bε(·, t) → b0(·, t) as ε → 0, uniformly on I .
Associated to the functions bε , we consider the maps t ∈ [t0, t1] → Bε(t) ∈ L(H 10 ,L2) given by
Bε(t)v(x) = bε(x, t)v(x), for any v ∈ H 10 (−1,1).
With these hypotheses, we have:
(a) for any ε  0, t ∈ [t0, t1] → Bε(t) ∈ L(H 10 ,L2) is Hölder continuous;
(b) for any v ∈ H 10 (−1,1) and all t ∈ [t0, t1], Bε(t)v → B0(t)v as ε → 0 in L2(−1,1);
(c) there exists K > 0 independent on ε such that supt0tt1 ‖Bε(t)‖L(H 10 ,L2) K .
Now, given u0 ∈ H 10 (−1,1), we consider the family of linear parabolic nonautonomous equa-
tions
{
uεt = −Aεuε +Bε(t)uε, t0 < t  t1,
uε(t0) = u0.
(4.23)
Let {Tε(t, s), t0  s  t  t1} ⊂ L(L2) be the family of evolution operators defined by (4.23).
In the following sections, we will study the convergence properties of uε(t) = Tε(t, t0)u0 to
u0(t) = T0(t, t0)u0 as ε → 0, for fixed t0, t and u0.
4.2. Spectral convergence and resolvent estimates
We begin with some definitions (see [3]).
Definition 4.1. Let F = {Lε ∈ L(X): ε ∈ [0,1]} be a family of bounded linear operators in a
Banach space X.
(a) We say that F is collectively compact if for any bounded set {uε ∈ X: ε ∈ [0,1]} there exists
a sequence εn → 0 such that {Lεnuεn}n converges.
(b) We say that F is compactly convergent to L0 as ε → 0 if F is collectively compact, Lε is
compact for each ε ∈ [0,1] and Lε → L0 in L(X) as ε → 0.
In the next two lemmas we prove that the family {A−1ε ∈ L(L2(−1,1)): ε ∈ [0,1]} is com-
pactly convergent to A−10 as ε → 0.
Lemma 4.1. A−1 → A−1 in L(L2(−1,1)) as ε → 0.ε 0
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such that Aεvε = ϕ, that is, vε = A−1ε ϕ. We have to prove that supϕ∈L2,‖ϕ‖=1 ‖A−1ε ϕ −
A−10 ϕ‖L2(−1,1) → 0 as ε → 0.
If ε > 0, we have (aε(x)vεx(x))x = ϕ(x), x ∈ (−1,1) and therefore
vε(x)− vε(−1) = aε(−1)vεx(−1)
x∫
−1
1
aε(s)
ds +
x∫
−1
1
aε(s)
( s∫
−1
ϕ(τ) dτ
)
ds.
Since vε ∈ H 10 (−1,1), integrating by parts gives
vε(x) = aε(−1)vεx(−1)
x∫
−1
ds
aε(s)
+
( x∫
−1
ds
aε(s)
)( x∫
−1
ϕ(s) ds
)
−
x∫
−1
( s∫
−1
dτ
aε(τ )
)
ϕ(s) ds.
If
αε(x) =
x∫
−1
ds
aε(s)
, −1 x  1,
we can write the last expression as
vε(x) = aε(−1)vεx(−1)αε(x)+
x∫
−1
[
αε(x)− αε(s)
]
ϕ(s) ds, −1 x  1.
Since vε ∈ H 10 (−1,1), it follows that
vεx(−1) = −
1
aε(−1)αε(1) +
1∫
−1
[
αε(1)− αε(s)
]
ϕ(s) ds.
Therefore,
vε(x) =
1∫
−1
[
αε(x)αε(s)
αε(1)
− αε(x)
]
ϕ(s) ds +
x∫
−1
[
αε(x)− αε(s)
]
ϕ(s) ds, (4.24)
for all −1 x  1.
Proceeding in the same way, but integrating on [x,1], we can obtain an equivalent expression
for vε:
vε(x) =
1∫
−1
[
βε(x)βε(s)
βε(−1) − βε(x)
]
ϕ(s) ds +
1∫
x
[
βε(x)− βε(s)
]
ϕ(s) ds, (4.25)
for −1 x  1, where βε(x) =
∫ 1 ds = αε(1)− αε(x).x aε(s)
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(
a0(x)v
0
x(x)
)
x
= ϕ(x), x ∈ (−1,0)∪ (0,1). (4.26)
If x ∈ (−1,0), then
v0(x) = a0(−1)v0x(−1)α0(x)+
x∫
−1
[
α0(x)− α0(s)
]
ϕ(s) ds; (4.27)
if x ∈ (0,1), then
v0(x) = −a0(1)v0x(1)β0(x)+
1∫
x
[
β0(x)− β0(s)
]
ϕ(s) ds. (4.28)
From (4.27) and (4.28) it follows
v0(0−) = a0(−1)v0x(−1)α0(0)+
0∫
−1
[
α0(0)− α0(s)
]
ϕ(s) ds, (4.29)
v0(0+) = −a0(1)v0x(1)β0(0)+
1∫
0
[
β0(0)− β0(s)
]
ϕ(s) ds, (4.30)
a0(0−)v0x(0−) = a0(−1)v0x(−1)+
0∫
−1
ϕ(s) ds, (4.31)
a0(0+)v0x(0+) = a0(1)v0x(1)−
1∫
0
ϕ(s) ds. (4.32)
Since v is continuous at x = 0 and a0(0−)v0x(0−) = a0(0+)v0x(0+), from (4.29), (4.30), (4.31)
and (4.32) we obtain
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a0(−1)α0(0)v0x(−1)+ a0(1)β0(0)v0x(1)
=
1∫
0
[
β0(0)− β0(s)
]
ϕ(s) ds −
0∫
−1
[
α0(0)− α0(s)
]
ϕ(s) ds,
a0(−1)v0x(−1)− a0(1)v0x(1) = −
0∫
−1
ϕ(s) ds −
1∫
0
ϕ(s) ds.
(4.33)
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
a0(−1)α0(0)v0x(−1)+ a0(1)β0(0)v0x(1) =
1∫
−1
[
β0(0)− β0(s)
]
ϕ(s) ds,
a0(−1)v0x(−1)− a0(1)v0x(1) = −
1∫
−1
ϕ(s) ds,
(4.34)
and therefore
v0x(−1) = −
1
a0(−1)(α0(0)+ β0(0))
1∫
−1
β0(s)ϕ(s) ds,
v0x(1) =
1
a0(1)(α0(0)+ β0(0))
1∫
−1
α0(s)ϕ(s) ds.
Substituting these in (4.27) and (4.28) and recalling that α0(0) + β0(0) = α0(1) = β0(−1), we
conclude that
v0(x) = −α0(x)
α0(1)
1∫
−1
β0(s)ϕ(s) ds +
x∫
−1
[
α0(x)− α0(s)
]
ϕ(s) ds, (4.35)
for all −1 x  0 and
v0(x) = − β0(x)
β0(−1)
1∫
−1
α0(s)ϕ(s) ds +
1∫
x
[
β0(x)− β0(s)
]
ϕ(s) ds, (4.36)
for all 0 x  1.
Now, for x ∈ [−1,0], using (4.24) and (4.35), we compute
vε(x)− v0(x) =
1∫
−1
[
αε(x)αε(s)
αε(1)
− αε(x)+ α0(x)
α0(1)
β0(s)
]
ϕ(s) ds
+
x∫
−1
[
αε(x)− αε(s)− α0(x)+ α0(s)
]
ϕ(s) ds
=
1∫
gε(s, x)ϕ(s) ds +
x∫
hε(s, x)ϕ(s) ds,−1 −1
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gε(s, x) = αε(x)αε(s)
αε(1)
− αε(x)+ α0(x)− α0(x)α0(s)
α0(1)
, −1 s  1, −1 x  0,
and hε(s, x) = αε(x) − αε(s) − α0(x) + α0(s), −1  s  x  0, are uniformly bounded (in ε)
and continuous functions.
Since aε(x) → a0(x) as ε → 0, for each x ∈ (−1,0)∪ (0,1), we have αε(x) → α0(x), for all
−1 x  1. This implies that gε(s, x) → 0 and hε(s, x) → 0 as ε → 0, for −1 s, x  1. From
Dominated Convergence Theorem, we conclude that, for each x ∈ [−1,0],
∣∣vε(x)− v0(x)∣∣
1∫
−1
∣∣gε(s, x)∣∣∣∣ϕ(s)∣∣ds +
x∫
−1
∣∣hε(s, x)∣∣∣∣ϕ(s)∣∣ds

( 1∫
−1
∣∣gε(s, x)∣∣2 ds
)1/2
+
( x∫
−1
∣∣hε(s, x)∣∣2 ds
)1/2
→ 0,
as ε → 0.
Similarly, for x ∈ [0,1], by using (4.25) and (4.36), we have
vε(x)− v(x) =
1∫
−1
g˜ε(s, x)ϕ(s) ds +
1∫
x
h˜ε(s, x)ϕ(s) ds,
where
g˜ε(s, x) = βε(x)βε(s)
βε(−1) − βε(x)+ β0(x)−
β0(x)β0(s)
β0(−1) , −1 s  1, 0 x  1,
and h˜ε(s, x) = βε(x) − βε(s) + β0(x) − β0(s), 0  s  x  1, are continuous and uniformly
bounded functions.
As before, for x ∈ [0,1], we have
∣∣vε(x)− v0(x)∣∣
( 1∫
−1
∣∣g˜ε(s, x)∣∣2 ds
)1/2
+
( x∫
−1
∣∣h˜ε(s, x)∣∣2 ds
)1/2
→ 0,
as ε → 0.
Since gε , hε , g˜ε and h˜ε are uniformly bounded and ‖ϕ‖L2 = 1, it follows that A−1ε ϕ−A−10 ϕ =
vε − v0 is also uniformly bounded for ε ∈ [0,1] and x ∈ (−1,1); therefore we can apply Domi-
nated Convergence Theorem once again to conclude that ‖A−1ε − A−10 ‖L(L2) → 0 as ε → 0 and
the proof is complete. 
Lemma 4.2. The family {A−1: ε ∈ [0,1]} ⊂ L(L2(−1,1)) is bounded and collectively compact.ε
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‖A−1ε ϕ‖L2 = ‖vε‖L2  k, for all ε ∈ [0,1], where k is a constant independent of ε; from Uni-
formly Boundedness Principle, it follows that the family {‖A−1ε ‖: ε ∈ [0,1]} is bounded.
Now, let {ϕε: ε ∈ [0,1]} ⊂ L2(−1,1) a bounded family and let wε = A−1ε ϕε , ε ∈ [0,1]. If
ε > 0, −(aε(x)wεx(x))x = ϕε(x), for all x ∈ (−1,1). Multiplying by wε(x) and integrating, we
obtain
1∫
−1
aε(x)
(
wεx(x)
)2
dx =
1∫
−1
ϕε(x)w
ε(x) dx.
By Cauchy–Schwarz Inequality and 0 < 1/M  aε(x), we have
1∫
−1
(
wεx(x)
)2
dx M‖ϕε‖L2
∥∥wε∥∥
L2 M
∥∥A−1ε ∥∥‖ϕε‖2L2 K
since {‖A−1ε ‖: ε ∈ [0,1]} is bounded. Since H 10 (−1,1) is compactly embedded in L2(−1,1),
there exists a sequence εn → 0 such that {wεn} = {A−1εn ϕεn}n converges. 
In the sequence, we present an abstract result.
Lemma 4.3. Assume that {Lε ∈ L(X): ε ∈ [0,1]} is compactly convergent to L0 as ε → 0 and
Ker(I −L0) = {0}. Then, there exist ε0 > 0 and C > 0 such that
∥∥(I −Lε)−1∥∥L(X)  C, (4.37)
for all ε ∈ [0, ε0].
Proof. Since L0 is compact, hypothesis Ker(I −L0) = {0} imply R(I −L0) = X, so the inverse
(I −L0)−1 exists and (I −L0)−1 ∈ L(X). Since Lε → L0 in L(X), there exists ε0 > 0 such that
I −Lε is invertible, for ε ∈ [0, ε0].
Inequality (4.37) is equivalent to ‖(I − Lε)uε‖X  1C , for all ε ∈ [0, ε0] and uε ∈ X com‖uε‖X = 1.
Suppose, by contradiction, that (4.37) does not hold; then, there exist sequences {uεn} and
εn → 0 such that ‖uεn‖X = 1 and ‖(I −Lεn)uεn‖X → 0 as n → +∞.
Now, {Lεnuεn}n has a convergent subsequence, which we also denote by {Lεnuεn}n; let u be
its limit. Since uεn = (uεn −Lεnuεn)+Lεnuεn , we have uεn → u in X and ‖u‖X = 1. This imply
that (I −L0)u = 0, a contradiction with the hypothesis Ker(I −L0) = {0}. 
Proposition 4.1. Let λ ∈ ρ(A0). Then, there exist ελ > 0 and Cλ > 0 such that λ ∈ ρ(Aε) for any
ε ∈ [0, ελ] and
∥∥(λ−Aε)−1∥∥ Cλ for any ε ∈ [0, ελ].
Moreover, (λ−Aε)−1 is compactly convergent to (λ−A0)−1 as ε → 0.
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λ ∈ ρ(Aε) if ε > 0 is sufficiently small.
Taking Lε = λA−1ε in Lemma 4.3, we conclude that there exist ελ > 0 and C¯λ > 0 such that
∥∥(I − λA−1ε )−1∥∥ C¯λ for any ε ∈ [0, ελ],
which implies
∥∥(λ−Aε)−1∥∥ ∥∥(I − λA−1ε )−1∥∥∥∥A−1ε ∥∥Cλ,
for any ε ∈ [0, ελ].
Since A−1ε is compactly convergent to A−10 and {‖(I − λA−1ε )−1‖: ε ∈ [0, ελ]} is bounded, it
follows that (λ−Aε)−1 is compactly convergent to (λ−A0)−1 as ε → 0. 
Proposition 4.2. For each ε ∈ (0,1], let λε1 < λε2 < · · · < λεk < · · · → +∞ be the eigenvalues
of Aε and {φεk }k the corresponding eigenfunctions. Let λ01 < λ02 < · · · < λ0k < · · · → +∞ be the
eigenvalues of A0 and {φ0k }k the corresponding eigenfunctions. We have:
(i) If μn → μ0 as n → +∞ for some sequence {μn}n such that μn ∈ σ(Aεn) and εn → 0, then
μ0 ∈ σ(A0);
(ii) For each k ∈ N, we have λεk → λ0k as ε → 0;
(iii) For any k ∈ N and any sequence εn → 0, there exists a subsequence εnj such that
φ
εnj
k → φ0k in H 10 (−1,1), as j → +∞.
Proof. (i) Since μn ∈ σ(Aεn), there exists a sequence {un}n ⊂ D(Aεn), ‖un‖L2 = 1, such that
(I −μnA−1εn )un = 0. It follows that
∥∥(I −μ0A−1εn )un∥∥= ∥∥(I −μnA−1εn )un − (μ0 −μn)A−1εn un∥∥= |μ0 −μn|∥∥A−1εn un∥∥→ 0,
(4.38)
as n → ∞, since {‖A−1ε ‖: ε ∈ [0,1]} is bounded. Moreover, since A−1ε is compact, by taking
a subsequence, if necessary, we have μ0A−1εn un → u in L2(−1,1), which implies, from (4.38),
that un → u in L2(−1,1) and ‖u‖L2 = 1. But (I − μ0A−1εn ) → (I − μ0A−10 ) in L(L2(−1,1)),
and therefore (I −μ0A−1εn )un → (I −μ0A−10 )u = 0 as n → +∞. Hence, μ0 ∈ σ(A0).
The proof of (ii) and (iii) follows from the min–max characterization of the eigenvalues of a
compact operator. 
Lemma 4.4. Let K ⊂ ρ(A0) be a compact subset. Then, there exists εK > 0 such that K ⊂ ρ(Aε)
for any ε ∈ [0, εK ] and
sup
∥∥(λ−Aε)−1∥∥< ∞. (4.39)λ∈K,ε∈[0,εK ]
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sup
λ∈K
∥∥(λ−Aε)−1 − (λ−A)−1∥∥→ 0 as ε → 0. (4.40)
Proof. First we prove that there exists εK > 0 such that K ⊂ ρ(Aε) for any ε ∈ [0, εK ]. Assume
that the statement is not true; then there exist sequences εn → 0 and {λn}n ⊂ K such that λn
is an eigenvalue of Aεn . Since K is compact, we can assume that λn → λ¯ ∈ K . It follows from
Theorem 4.2, (i), that λ¯ ∈ σ(A0), a contradiction. To prove (4.39), it is sufficient to prove that
sup
λ∈K,ε∈[0,εK ]
∥∥(I − λA−1ε )−1∥∥< ∞.
If this does not hold, then there exist sequences εn → 0, {λn}n ⊂ K (which we assume convergent
to some λ¯ ∈ K) such that ‖(I − λnA−1εn )−1‖ → ∞ as n → +∞. But this is in contradiction to
Lemma 4.3, since λnA−1εn is compactly convergent to λ¯A
−1
0 .
Now suppose (4.40) does not hold; then there exist sequences εn → 0, {λn}n ⊂ K , λn → λ¯ ∈
K and δ > 0 such that
∥∥(λn −Aεn)−1 − (λn −A)−1∥∥ δ. (4.41)
From the identity (λn − Aεn)−1 − (λ¯ − Aεn)−1 = (λ¯ − λn)(λn − Aεn)−1(λ¯ − Aεn)−1 and (4.39)
we obtain
∥∥(λn −Aεn)−1 − (λ¯−Aεn)−1∥∥→ 0 as n → +∞. (4.42)
From Proposition 4.1, ‖(λ¯−Aεn)−1 − (λ¯−A0)−1‖ → 0 as n → +∞ and from continuity of the
resolvent, ‖(λn −A)−1 − (λ¯−A)−1‖ → 0 as n → ∞. All these facts contradict (4.41). 
Lemma 4.5. There exist constants δ > 0, 0 < θ < π/2 and C  1, independent on ε  0, such
that the sector Σδ,θ = {λ ∈ C: θ < |arg(λ− δ)| π} ⊂ ρ(Aε) and ‖(λ−Aε)−1‖ C1+|λ| , for all
λ ∈ Σδ,θ and all ε ∈ [0,1].
Proof. The numerical range of Aε is given by
W(Aε) =
{〈u,Aεu〉: u ∈ D(Aε), ‖u‖L2 = 1}.
Since
〈u,Aεu〉 = −
1∫
−1
(
aε(x)ux(x)
)
x
ux(x) dx =
1∫
−1
aε(x)
(
ux(x)
)2
dx  1
4M
‖u‖2
L2,
it follows that W(Aε) ⊂ [κ,+∞), where κ = 14M . Since 0 ∈ ρ(Aε), from Theorem 3.9, Chapter 1
of Pazy [11] it follows that σ(Aε) ⊂ [κ,+∞) and, for 0 < δ < κ and 0 < θ < π/2, the sector
Σδ,θ =
{
λ ∈ C: θ < ∣∣arg(λ− δ)∣∣ π}⊂ ρ(Aε)
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∥∥(λ−Aε)−1∥∥ 1
d(λ,W(Aε))
, for all λ ∈ Σδ,θ .
We will show that there exists a constant C such that d(λ,W(Aε))  |λ|+1C , for all λ ∈ Σδ,θ .
Indeed, for λ ∈ Σδ,θ , we have:
• if Reλ > κ , then d(λ,W(Aε)) |λ− κ| sin(|arg(λ− κ)|) |λ− κ| sin θ ;
• if Reλ κ , then d(λ,W(Aε)) |λ− κ| |λ− κ| sin θ ;
which imply
1
d(λ,W(Aε))
 (sin θ)
−1
|λ− κ| ,
for all λ ∈ Σδ,θ .
Since |λ|+1|λ−κ| → 1 as |λ| → +∞, there exists a constant C′ such that 1|λ−κ|  C
′
|λ|+1 , for all
λ ∈ Σδ,θ . Therefore, ‖(λ−Aε)−1‖ C|λ|+1 , for all λ ∈ Σδ,θ , where C = C′(sin θ)−1. 
4.3. Convergence of the approximating equations
In this section we show that given u0 ∈ H 10 (−1,1) and t0  t  t1, the family of solutions
uε(t) = Tε(t; t0)u0 converges to u0(t) = T0(t; t0)u0 in L2(−1,1) as ε → 0. Moreover, there
exists a sequence εn → 0 such that uεn(t) → u0(t) in C([−1,1]). To this task, we first study the
convergence of the linear semigroup {e−Aεt ; t  0}.
Lemma 4.6. If t  0, then e−Aεt → e−A0t in L(X) as ε → 0.
Proof. For any 0 ε  1 and t > 0, we have (cf. Henry [8])
e−Aεt = 1
2πi
∫
Γ
eλt (λ+Aε)−1 dλ,
where Γ is the boundary of the sector Σ−δ = {λ ∈ C: 0  |arg(λ + δ)| < π − θ}, which is the
symmetric of Σδ,θ with respect to the imaginary axis, orientated in such a way that the imaginary
part of λ is increasing. So,
∥∥e−Aεt − e−A0t∥∥ 1
2π
∫
Γ
eReλt
∥∥(λ+Aε)−1 − (λ+A0)−1∥∥|dλ|. (4.43)
From Lemma 4.5, it follows that for any η > 0, there exists R = R(η) > 0 such that
∥∥(λ+Aε)−1 − (λ+A0)−1∥∥ 2C < η,1 + |λ|
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such that
∥∥(λ+Aε)−1 − (λ+A0)−1∥∥< η, for all λ ∈ Γ with |λ|R and ε ∈ [0, ε0].
So, from (4.43), we have
∥∥e−Aεt − e−A0t∥∥ η
2π
∫
Γ
eReλt |dλ| η
2π
(
(sec θ)2e−δt
t
)
,
for all t > 0 and ε ∈ [0, ε0]. Since η > 0 is arbitrary, it follows that e−Aεt → e−A0t as ε → 0, for
any t > 0. 
Theorem 4.2. If u0 ∈ H 10 (−1,1) and t0  t  t1, then there exists εn → 0 such that uεn(t) =
Tεn(t; t0)u0 converges to u0(t) = T0(t; t0)u0 in C([−1,1]).
Proof. We first prove the convergence in L2(−1,1). From the variation of constant formula, we
have
uε(t) = e−Aε(t−t0)u0 +
t∫
t0
e−Aε(t−s)Bε(s)uε(s) ds,
for any ε ∈ [0,1], so
∥∥uε(t)− u0(t)∥∥ ∥∥(e−Aε(t−t0) − e−A(t−t0))u0∥∥
+
t∫
t0
∥∥e−Aε(t−s)Bε(s)uε(s)− e−A0(t−s)B0(s)u0(s)∥∥ds.
Now,
e−Aε(t−s)Bε(s)uε(s)− e−A0(t−s)B0(s)u0(s) = e−Aε(t−s)Bε(s)
[
uε(s)− u0(s)]
+ e−Aε(t−s)[Bε(s)−B0(s)]u0(s)
+ [e−Aε(t−s) − e−A0(t−s)]B0(s)u0(s).
From Lemma 4.5 and boundedness of the set {‖Bε(t)‖; t0  t  t1, ε ∈ [0,1]}, it follows that
∥∥uε(t)− u0(t)∥∥ ∥∥(e−Aε(t−t0) − e−A(t−t0))u0∥∥+C
t∫
t0
e−δ(t−s)
∥∥(Bε(s)−B0(s))u0(s)∥∥ds
+
t∫ ∥∥e−Aε(t−s) − e−A0(t−s)∥∥∥∥B0(s)u0(s)∥∥dst0
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t∫
t0
e−δ(t−s)
∥∥uε(s)− u0(s)∥∥ds.
From Lemma 4.6 and Dominated Convergence Theorem, for t0  t  t1, we have
eδ(t−t0)
∥∥uε(t)− u0(t)∥∥ o(1)+KC
t∫
t0
eδ(s−t0)
∥∥uε(s)− u0(s)∥∥ds, (4.44)
as ε → 0. By Gronwall’s inequality, we conclude
∥∥uε(t)− u0(t)∥∥ o(1)e(KC−δ)(t−t0)
as ε → 0. Therefore, uε(t) → u0(t) in L2(−1,1) as ε → 0.
Now we prove that uε(t) is uniformly bounded in H 10 (−1,1). Since ‖e−Aεt‖  Ce−δt for
any t > 0, ε  0 sufficiently small, from Theorem 1.4.3 in [8] it follows that ‖A1/2ε e−Aεt‖ 
C′t−1/2e−δt , where C′ is a constant which does not depend on ε. Therefore,
∥∥A1/2ε uε(t)∥∥X  ∥∥e−Aε(t−t0)∥∥∥∥A1/2ε u0∥∥X +
t∫
t0
∥∥A1/2ε e−Aε(t−s)∥∥∥∥Bε(s)∥∥∥∥uε(s)∥∥H 10 ds,
∥∥uε(t)∥∥
H 10
 Ce−δ(t−t0)‖u0‖H 10 +KC
′
t∫
t0
(t − s)−1/2e−δ(t−s)∥∥uε(s)∥∥
H 10
ds.
By Gronwall’s inequality,
∥∥uε(t)∥∥
H 10
C‖u0‖H 10 e
−δ(t−t0)e2KC′(t−t0)1/2  C˜‖u0‖H 10 e
(t−t0)1/2
for all t ∈ [t0, t1]. Therefore, there exists a sequence εn → 0 such that uεn(t) → v(t) in
C([−1,1]). Since uε(t) → u0(t) in L2(−1,1) as ε → 0, we have v = u0 and so uεn(t) → u0(t)
in C([−1,1]). 
We can now prove the main result of this section.
Theorem 4.3. Let a0 be a C1 positive bounded function in [−1,0)∪ (0,1] and b0 be a bounded
continuous function on ([−1,0)∪ (0,1])× [t0, t1]. Let u be a classical solution of⎧⎪⎨
⎪⎩
ut =
(
a0(x)ux
)
x
+ b0(x, t)u, x ∈ (−1,0)∪ (0,1), t0 < t  t1,
u(0−, t) = u(0+, t), a0(0−)ux(0−, t) = a0(0+)ux(0+, t),
u(−1, t) = u(1, t) = 0,
(4.45)
that is, u and a0ux are continuous in [−1,1] × [t0, t1] and [−1,1] × (t0, t1], respectively, ut and
uxx are continuous in ((−1,0)∪ (0,1))× (t0, t1]. Then, S(u(t1)) S(u(t0)).
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From Theorem 4.2 we have
uεn(t1) → u(t1) in C
([−1,1]) as εn → 0 (4.46)
which implies S(uεn(t1)) S(u(t1)), for any sufficiently small ε > 0. Since uεn(t0) = u(t0) for
all εn, from Theorem 4.1 we have
S(u(t0))= S(uεn(t0)) S(uεn(t1)) S(u(t1)),
and the proof is complete. 
5. Asymptotic behavior of solutions and transversality
In the next results we assume that ϕ = (ϕ1, ϕ2) ∈ H is a hyperbolic equilibrium point of T (t);
we denote by Wu and Ws its unstable and stable manifolds.
Lemma 5.1. Assume that the Morse index i(ϕ) of ϕ is positive. For each ψ ∈ Wu and k =
1,2, . . . , i(ϕ), there exists a k-dimensional linear subspace Lk(ψ) of the tangent space TψWu
of Wu at ψ such that, if χ ∈ Lk(ψ), then S(χ˜) < k, where
χ˜ (x) =
{
χ1(−x), x ∈ (−1,0),
χ2(x), x ∈ (0,1).
In particular, if χ ∈ TψWu, then S(χ˜) < i(ϕ).
Proof. The unstable manifold Wu is diffeomorphic to Ri(ϕ) and the semiflow on Wu is conju-
gated to the one generated by a C1 vector field on Ri(ϕ), say J : Ri(ϕ) → Ri(ϕ).
If we identify ϕ with the origin in Ri(ϕ), then the linear part of J at ϕ has i(ϕ) positive eigen-
values λ0, λ1, . . . , λi(ϕ)−1 > 0. Let ej ∈ H be the eigenfunctions of −A+N ′(ϕ) with eigenvalues
λj , j = 0,1, . . . , i(ϕ) − 1. Note that, since T (t) is given by an ODE on Wu, the semiflow T (t)
can be defined for t  0. We now define
Lk(ψ) = {0} ∪
{
η ∈ TψWu: η = 0 and η satisfies lim
t→−∞
(DT(t)ψ)η
‖(DT(t)ψ)η‖ = ej for some j < k
}
.
It can be shown that Wu is a C1 submanifold of (Hs ×Hs)∩H for s ∈ [1,2), so we may assume
that the limit in the definition of Lk(ψ) is taken in C1([0,1])×C1([0,1]).
It is a well-known fact from the asymptotic theory of linear ODE’s that Lk(ψ) is a k-
dimensional subspace of TψWu. Furthermore, for any nonzero η in Lk(ψ), there is a j < k
such that (DT(t)ψ)η‖(DT(t)ψ)η‖ → ej as t → −∞.
We will use the symbol ˜ over functions ej , ψ , η to denote the following: if φ = (φ1, φ2) ∈ H ,
then φ˜ is a function in H 10 (−1,1) defined by
φ˜(x) =
{
φ1(−x), x ∈ (−1,0),
φ2(x), x ∈ (0,1).
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is in C1([0,1]) × C1([0,1]), we can conclude that, for t large enough, w˜(−t) = (DT˜ (−t)ψ˜)η˜
has j zeros in the interval (−1,1). By applying Theorem 4.3, we conclude that S(η˜) 
S(w˜(−t)) = j < k holds for all η ∈ Lk(ψ). 
Next we shall prove a similar statement about the stable manifold. Because this manifold is not
finite-dimensional, we have to be more careful about the asymptotic behavior of the solutions of
the linearized equation. The hard parts of the proof can be found in the Appendix of Angenent [1].
Lemma 5.2. Let ψ ∈ Ws and χ ∈ TψWs \ {0} be given. Then S(χ˜) i(ϕ).
Proof. Define z(t) = T (t)ψ and w(t) = (DT(t)ψ)χ , so z˜(t) = T˜ (t)ψ˜ and w˜(t) = (DT˜ (t)ψ˜)χ˜ .
Let ej be as in Lemma 5.1. As it is shown in the Appendix of [1] (Lemma 7 and subsequent
discussion), for some j  0, we have
w(t)
‖w(t)‖ → ej as t → +∞.
For each t  0, the point
P(t) =
(
z(t),
w(t)
‖w(t)‖
)
∈ TH = H ×H
lies in the tangent bundle TWs of Ws . This is a locally closed subset of H × H , so the limit
P(+∞) = (ϕ, ej ) also lies in this bundle. Hence, ej ∈ TϕWs , so j  i(ϕ) (remember that TϕWs
is generated by {ei(ϕ), ei(ϕ)+1, ei(ϕ)+2, . . .}).
Since w(t)/‖w(t)‖ converges in H (and therefore in C([0,1]) × C([0,1])) to ej , we have,
for large enough t > 0, that
S(w˜(t)) S(e˜j ) = j  i(ϕ).
Theorem 4.3 then implies that S(χ˜) = S(w˜(0)) S(w˜(t)) i(ϕ). 
We now state and prove our main result.
Theorem 5.1. Let ϕ+ and ϕ− be hyperbolic equilibrium points of the semigroup T (t) defined
by system (1.1)–(1.3). Then the stable manifold of ϕ+ and the unstable manifold of ϕ− intersect
transversally:
Ws(ϕ+) Wu(ϕ−).
In particular, if the intersection is nonempty, then i(ϕ−) > i(ϕ+).
Proof. If Ws(ϕ+) and Wu(ϕ−) do not intersect, then Ws(ϕ+) Wu(ϕ−) trivially, so we assume
that there is a point z0 ∈ Ws(ϕ+) ∩ Wu(ϕ−) in the intersection. Then there exists a connecting
orbit z : R → H such that
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To prove that Ws(ϕ+)  Wu(ϕ−) at z0 we have to show that Tz0Ws(ϕ+) + Tz0Wu(ϕ−) = H
holds. We first note that the orbit z(t) is a C1 curve lying in the intersection of Ws(ϕ+) and
Wu(ϕ−). This implies that w0
.= z˙t (0) ∈ Tz0Ws(ϕ+)∩ Tz0Wu(ϕ−).
Since w0 is nonzero, Lemmas 5.1 and 5.2 imply that
index(ϕ+) S(w˜0) < index(ϕ−).
Let k = index(ϕ+). From Lemma 5.1 it follows that there exists a k-dimensional subspace
Lk(z0) ⊂ Tz0Wu(ϕ−) such that for any nonzero χ ∈ Lk(z0) one has
S(χ˜) < k.
On the other hand, Lemma 5.2 tells us that for every nonzero χ ∈ Tz0Ws(ϕ+),
S(χ˜) k
holds. This shows that Lk(z0) ∩ Tz0Ws(ϕ+) = {0} and because dimLk(z0) = k =
codimTz0Ws(ϕ+), we have
Lk(z0)⊕ Tz0Ws(ϕ+) = H,
and thus Tz0Wu(ϕ−)+ Tz0Ws(ϕ+) = H , which completes the proof. 
6. Remarks
In this final section, we discuss some similar problems. Let a be a positive function defined
on the interval [0,1] and suppose there exist
x0 = 0 < x1 < · · · < xj−1 < xj < · · · < xn = 1
such that a|(xj−1,xj ) can be extended to a C1 function on [xj−1, xj ], for any j = 1, . . . , n. More-
over, assume that there exists a constant M so 0 < 1/M  a(x)M , for all x ∈ [0,1]. We can
consider the following equation
{
ut =
(
a(x)ux
)
x
+ f (u), x ∈ (0,1), x = xj , j = 1, . . . , n− 1, t > 0,
u(0, t) = u(1, t) = 0, (6.47)
where f satisfies hypothesis (H). Due to possible discontinuities of a, we impose the following
‘boundary’ conditions: if v = a(x)ux , then u and v are continuous on [0,1], that is, u(x−j , t) =
u(x+j , t) and a(x
−
j )ux(x
−
j , t) = a(x+j )ux(x+j , t).
It is not difficult to prove that this problem defines a gradient C1,1-semigroup T (t) in H 10 (0,1)
and that there exists a connected global attractor A = Aa,f ⊂ H 10 (0,1). With straightforward
adaptations, transversality of unstable and stable manifolds of hyperbolic equilibrium points for
(6.47) can be obtained using the same arguments we did for (1.1)–(1.3).
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⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ut = 1
a(x)
(
a(x)ux
)
x
+ f (u), x ∈ (0,1), t > 0,
vt = 1
b(x)
(
b(x)vx
)
x
+ g(v), x ∈ (0,1), t > 0,
u(0, t) = u(0, t), a(0)ux(0, t)+ b(0)vx(0, t) = 0,
u(1, t) = v(1, t) = 0,
(6.48)
where a, b ∈ C1([0,1], (0,+∞)) and f , g satisfy (H). A problem similar to (6.48) was con-
sidered by Hale and Raugel in [7] as a limiting equation of a parabolic equation defined on a
bidimensional thin L-shaped domain. By considering X = L2(0,1) × L2(0,1) using a and b as
weight in the norm of X, that is
∥∥(u, v)∥∥2
X
=
1∫
0
a(x)
∣∣u(x)∣∣2 dx +
1∫
0
b(x)
∣∣v(x)∣∣2 dx,
we may treat system (6.48) in the same way as we did to (1.1)–(1.3) to get transversality of the
unstable and stable manifolds of hyperbolic equilibrium points. To this end, it is sufficient to
rewrite (6.48) as an equivalent scalar equation, a crucial step to employ the techniques we have
used.
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