Abstract. We study the second bounded cohomology of an amalgamated free product of groups, and an HNN extension of a group. As an application, we show that a group with infinitely many ends has infinite dimensional second bounded cohomology.
Introduction
The bounded cohomology was defined by F.Trauber for groups and by Gromov for spaces. We review the definition of the bounded cohomology of a group G. Let (G; A) . See [G] , [I] as general references for the theory of the bounded cohomology.
For any group G, the first bounded cohomology H 1 b (G; A) is trivial. If G is amenable, then H n b (G; R) is trivial for all n ≥ 1. The first example of a group with non-trivial second bounded cohomology was obtained by Brooks [B] . He showed that a free group of rank greater than 1 has infinite dimensional second bounded cohomology. Grigorchuk investigated the structure of the second bounded cohomology of free groups, torus knot groups and surface groups [Gr] . Yoshida [Y] and Soma [So1] , [So2] studied the third bounded cohomology of surfaces and hyperbolic 3-manifolds. Epstein and the author showed that a non-trivial word-hyperbolic group has infinite dimensional second bounded cohomology [EF] .
In order to state our results, we recall that l 1 denotes the Banach space of summable sequences of real numbers with the norm ||(x i )|| = ∞ i=1 |x i |. It is well known that the R-vector space l 1 has dimension equal to the cardinal of the continuum.
In the case of an amalgamated free product of groups, we have the following. Example. P SL 2 (Z) = Z 2 * Z 3 and SL 2 (Z) = Z 4 * Z2 Z 6 satisfy the assumption of Theorem 1.1. They are non-elementary word-hyperbolic groups too.
In the case of HNN extensions of groups, we obtain the following result.
In particular, the dimension of H 2 b (G; R) as a vector space over R is the cardinal of the continuum.
Due to the Stallings' structure theorem in [S] on a group with infinitely many ends, Theorems 1.1 and 1.2 imply the following. Theorem 1.3. If G is a finitely generated group with infinitely many ends, then there is an injective R-linear map ω :
In particular, the dimension of H 2 b (G; R) as a vector space over R is the cardinal of the continuum. Theorems 1.1 and 1.2 sometimes enable us to decide the second bounded cohomologies of spaces which decompose along (codimension one) subspaces. For example if a 3-manifold M is Haken, with an incompressible embedded surface S, π 1 (M ) decomposes along π 1 (S). In the case S is separating/non-separating, then Theorem 1.1/1.2 (respectively) may apply. The conditions on the numbers of (double) cosets in the theorems are not very restrictive, so these would be satisfied in this case, but the author does not know if it is always the case. In fact it is true that the second bounded cohomology of a compact, geometric (in the sense of Thurston) 3-manifold M is either trivial or infinite dimensional, which depends on the geometry of M [FO] . In the proof one applies Theorems 1.1 and 1.2 to the canonical decomposition of M (due to Jaco-Shalen and Johannson) along embedded 2-spheres and tori. One extra ingredient in the argument is that the second bounded cohomology of the fundamental group of a complete hyperbolic manifold with finite volume is infinite dimensional [F] .
The author would like to thank J. Stallings for his useful suggestions. He also appreciates very insightful comments by the referee.
Quasi homomorphism and the counting function
Let G be a discrete group with a (finite or infinite) set of generators and Γ(G) the Cayley graph. Γ(G) is a path metric space with each edge of length 1. If the generating set is infinite, Γ(G) is not locally compact. We only consider paths which start/end at vertices of Γ (G) , whose lengths are non-negative integers. Note that the distance between two vertices of Γ(G) is well-defined and there always exist paths which achieve the distance (i.e. geodesics).
For a word w = x 1 x 2 . . . x n in these generators, define |w| = n. Let w be the element of G which is represented by the word w. Define w
1 . We sometimes identify a word w and the path starting at 1 and labeled by w in Γ (G) . For a path α labeled by w, define |α| = |w| and α = w. For an element g in G, define |g| = inf α |α|, where α ranges over all the paths with α = g.
Let α be a finite path in Γ (G) . Define |α| w to be the maximal number of times that w can be seen as a subword of α without overlapping. We define
where α ranges over all the paths with the same starting point as α and the same finishing point. Note that the infimum in the above definition is always attained by some paths. If α attains the infimum, we say that α realizes c w at α.
Proof. Let α realize c w at α. Then, since |α | − |α | w ≤ |α| − |α| w , we find
To show the other inequality, note that |α | w ≤ |α | |w| . This implies
Thus,
For each g in G, we choose γ g to be a path from 1 to g and set c w (g) = c w (γ g ). Then c w (g) does not depend on the choice of γ g . The following result is clear from the previous lemma. 
These 1-cochains are candidates for bounded quasi-homomorphisms (see Propositions 3.1 and 6.1).
3. Quasi homomorphisms on A * C B Let G = A * C B with |A/C| ≥ 2, |B/C| ≥ 2. Take the set {A ∪ B}\{1} as a set of generators of G and denote its Cayley graph by Γ (G) .
If a word w = x 1 . . . x n satisfies n = 1 or x 1 , x 3 , · · · ∈ A\C (or B\C) and x 2 , x 4 , · · · ∈ B\C (or A\C, respectively), then we say w is reduced.
x n is reduced if and only if it is a geodesic in Γ(G).
Proof. Assume w is not reduced; then there exists a subword
is not a geodesic; hence w is not a geodesic.
On the other hand, assume w is not a geodesic. To show that w is not reduced by contradiction, suppose w is reduced. Take a geodesic γ such that w = γ. Note that γ is reduced. Then |w| = |γ| since reduced words representing a common element have the same length. Thus w is a geodesic. This is a contradiction.
Lemma 3.2. Let w be a word such that w
2 is reduced. Let α be a path. Then there is a geodesic which realizes c w at α.
Proof. Since w
2 is reduced, w is reduced. Let γ be a path which realizes c w at α such that |γ| w is minimal among all the realizing paths at α. We claim that γ is a geodesic. Indeed, if |γ| w = 0, then γ is a geodesic. Suppose |γ| w = n > 0. Then γ is written such that γ 1 w 1 γ 2 . . . w n γ n+1 , where w i is a copy of w and γ i may be an empty word. First, to show that every γ i is reduced by contradiction, suppose γ I is not reduced. Replace γ I by a reduced word γ I with γ I = γ I ; then we have a new path
which satisfies |γ | < |γ|, |γ | w ≥ |γ| w and γ = γ . This is impossible since γ is a realizing path. Thus every γ i is reduced. Next, in order to show that γ is reduced by contradiction, suppose not. Since w 2 is reduced, there is a subword w i γ i+1 w i+1 of γ which is not reduced and γ i+1 is not empty. Since w i , w i+1 , γ i+1 are reduced, one of the following four cases occurs. Suppose (i) holds. Then
We rewrite the subword w i γ i+1 in γ as where a = a 1 a 2 ∈ A. This gives a new word γ with |γ | = |γ| − 1, and |γ | w ≥ |γ| w − 1. Since γ = γ and |γ| − |γ| w ≥ |γ | − |γ | w , we find γ is another realizing path with |γ | w < |γ| w . This contradicts the choice of γ. We showed that γ is reduced. By Lemma 3.1, γ is a geodesic. Similar argument applies to the other three cases.
Lemma 3.3. Suppose w 2 is reduced. Let α, β be paths starting at 1. Then we have
Proof. Take realizing geodesics α and β of c w at α and β respectively (see Since |α σ| = |α | + |σ| and |α σ| w ≥ |α | w + |σ| w ,
Lemma 3.4. Suppose w 2 is reduced. Let α, β be paths starting at 1. Then we have
Proof. By definition h w = c w − c w −1 . Apply Lemma 3.3.
Proof. Clear from the definition of c w . Proof. We first show |c w (α) − c w (α 1 ) − c w (α 2 )| ≤ 5. Let γ 1 and γ 2 be realizing geodesics of c w at α 1 and α 2 , respectively. We have
Since γ is a geodesic with γ = α, we get c w (α) ≥ |γ| w . Thus
On the other hand, take a realizing geodesic σ at α; then c w (α) = |σ| w . Since α and σ are reduced, there exists subdivision of σ, σ = σ 1 σ 2 such that α Figure 2 ). Since |c| ≤ 1, by Lemma 3.3 and 3.5, we get, for i = 1, 2,
Since σ 1 , σ 2 are geodesics, we see
Proposition 3.1. Let w be a word. Suppose w 2 is reduced. Then h w : G → Z is a quasi-homomorphism whose defect is uniformly bounded by 78; |δh w | ≤ 78.
Proof. Let x, y be elements in G. By definition δh w (x, y) = h w (x)+h w (y)−h w (xy). Let α, β, γ be geodesics such that α = x, β = y, γ = xy. They are reduced paths. Since αβ = γ and α, β, γ are reduced, there exist subdivisions of α, β, γ such that
and that γ −1
3 = c 3 for some c 1 , c 2 , c 3 ∈ C and α 2 , β 2 , γ 2 are (simultaneously) in A or B (see Figure 3) .
Since α 2 is in A or B, we find c w (α 2 ), c
Using Lemma 3.7 twice for α = ((α 1 α 2 )α 3 ), we get Therefore, by Lemmas 3.4 and 3.6,
By definition, h w (α) = h w (x), h w (β) = h w (y) and h w (γ) = h w (xy). This implies
Choice of words for
The goal of this section is to prove the following proposition. where a i , b j may be empty. We define a subword of w , denoted by P (v) (see Figure 5 ), by
Let v be a subword of w . If v is a subword of P (v), we say v covers v . If v = P(v), then we say v faces v . Since |C\A/C| ≥ 3, there exist elements a 1 , a 2 ∈ A such that a 1 , a 2 ∈ A\C and a 2 ∈ Ca 1 C. Taking an element b ∈ B\C, we define words w i , 0 ≤ i < ∞, by
We write the subword (a 1 b)
4·10
i by w i (1, +) and the subword (a (1) If a 1 faces a 2 in some pair of paths, then there exist c 1 , c 2 ∈ C such that c 1 a 1 c 2 = a 2 ; thus a 2 ∈ Ca 1 C, which contradicts our choice of a 1 and a 2 . (2) We show this claim for i = 0;
We denote the order of the elements labeled by a We mark all the "illegal" pairs of (1, 2) or (1, 2) by •. In each position for W −1 0 , we find at least one illegal pair, which is a contradiction. We are in a position to prove Proposition 4.1.
Proof of Proposition 4.1. Let w i , 0 ≤ i < ∞, be the set of the words in Lemma 4.1 (and 4.2 and 4.3 as well). We show that they are desired words.
(1): Lemma 4.3 (1) and (2) (4), we obtain h wj (w Proof of Theorem 1.1. Let w i , 0 ≤ i < ∞, be the words in Proposition 4.1. Note that h wi is an element of C 1 (G; Z). For each g ∈ G, there are only finitely many words w i such that h wi (g) = 0. This follows from Lemma 2.2 and Proposition 4.1(5). Therefore, if (a i ) i ∈ l 1 , then ∞ i=1 a i h wi is also well-defined as an element of C 1 (G; R) since this is in fact a finite sum for each g ∈ G. By the same reason, ∞ i=1 a i δh wi is a well-defined cocycle, and the following equality holds.
Further, since cocycles δh wi , 0 ≤ i < ∞, have the same bound by Proposition 3.1, i a i δh wi is bounded. We get a real linear map ω : l 1 → H 2 b (G; R), which sends (a i ) i to the cohomology class of i a i δh wi . In order to show ω is injective, suppose ω((a i )) = 0. Then
for some homomorphism φ : G → R. Applying this to w n 0 ∈ G, we find a 0 n − b(w n 0 ) = φ(w n 0 ) = 0, for all n ≥ 1 by Proposition 4.1. Since b is bounded, a 0 = 0. Similarly, a i = 0 for each i ≥ 1. Thus ω is injective. It is well-known that the cardinality of the dimension of l 1 as a vector space is continuum.
Proof of Corollary 1.1. Without loss of generality, we may assume |A| ≥ 3. Since C = {1}, we have |C\A/C| = |A| ≥ 3. Apply Theorem 1.1.
Proof of Corollary 1.2. Since |C| < ∞ and |A| = ∞, we have |C\A/C| = ∞. Apply Theorem 1.1.
Proof of Corollary 1.3.
Since A is abelian, we have |C\A/C| = |A/C| ≥ 3. Apply Theorem 1.1.
Quasi homomorphisms on
with a i ∈ A and n i = 0, where a 1 , a I+1 may be empty. Suppose that for all i (1 ≤ i ≤ I − 1), the following conditions (i) and (ii) are satisfied:
The following fact is known as Britton's lemma.
Lemma 6.1 (Britton, [LS] ).
As an application of Britton's lemma, we have the following lemma.
Lemma 6.2. Let
and elements
Proof. Without loss of generality, we may assume J ≤ I. Since h is reduced,
1 ), where "= G " means that the right-and left-hand sides of the equality represent a common element in G. By Britton's lemma, the word on the right-hand side is not reduced. Thus
, respectively), and
We define elements Figure 8 . Using Britton's lemma repeatedly, we have
To complete the proof, it suffices to show J = I. In order to show this by contradiction, suppose J < I. Then
The word on the right-hand side is reduced. This contradicts Britton's lemma, since gh −1 = G 1. We get I = J.
We take {t} ∪ A\{1} as a set of generators of G and write the Cayley graph of G for this set by Γ.
Lemma 6.3. If α is a geodesic in Γ, then it is reduced.
Proof. If a path α is not reduced, then we can make it shorter using a relation tct −1 = ϕ(c); hence α is not a geodesic.
Remark. Compare Lemma 6.3 with Lemma 3.1. A reduced path is not always a geodesic in this case. For example, the left-hand side of ϕ(c) −1 tc = t for c ∈ C\{1} is reduced but not a geodesic.
Lemma 6.4. Let α be a path and w a word. If w 2 is reduced, then there is a reduced path β which realizes c w at α.
If either the Condition I or II holds, then w is a geodesic in Γ.
Proof. Suppose Condition I holds. The other case is similar. Clearly w is reduced. Let γ be a geodesic with w = γ. Then by Lemma 6.3, γ is reduced. By Lemma 6.2, we have
where b i,j are in A\{1} or empty for 1 ≤ i ≤ I and 1 ≤ j ≤ n i − 1. We claim that b I is not empty. To show this by contradiction, assume b I is empty. Then
Since w and γ −1 are reduced, wγ −1 is reduced by (1.3) if I is odd or by (1.4) if I is even. Then it follows from Britton's lemma that wγ −1 = 1. This is a contradiction. We get b I is not empty. Thus
We have the first inequality because b 1 , . . . , b I are not empty, and the second one since the number of t's in τ i is n i for 1 ≤ i ≤ I. Since γ is a geodesic, we have |γ| = |w|; hence w is a geodesic.
Lemma 7.2. Take some elements g ∈ A\C and h ∈ A\ϕ(C) and fix them. Let w i , 0 ≤ i < ∞, be words such that
Then the words w i satisfy the following properties. 
thus w i ∈ [G, G] . Proof of Theorem 1.3. By Stallings' structure theorem [S] , we know that G is either (1) A * C B with |C| < ∞, |A/C| ≥ 3 and |B/C| ≥ 2, or (2) A * C,ϕ with |C| < ∞ and |A/C| ≥ 2.
Suppose the condition(1) holds. If |A| = ∞ or |B| = ∞, then we have the conclusion by Corollary 1.2. If |A| < ∞ and |B| < ∞, then G is word-hyperbolic. Since G has infinitely many ends, it is non-elementary. It is known that the conclusion of Theorem 1.3 holds for a non-elementary word-hyperbolic group [EF] . Suppose the condition(2) holds. Then since |A/C| ≥ 2 and |C| < ∞, we have |A/ϕ(C)| ≥ 2 as well. Apply Theorem 1.2.
