The recently introduced nested sampling algorithm allows the direct and efficient calculation of the partition function of atomistic systems. We demonstrate its applicability to condensed phase systems with periodic boundary conditions by studying the three dimensional hard sphere model.
I. INTRODUCTION

Nested sampling (NS) was introduced by Skilling
1,2 about a decade ago in the field of applied probability and inference to efficiently sample probability densities in high dimensional spaces where the regions contributing most of the probability-mass are exponentially localised. It is an annealing algorithm that creates a sequence of probability distributions, each more concentrated than the previous one near the high-likelihood region of the parameter space (or, in the context of materials, the low energy region of configuration space) but with the crucial property that the ratio of phase space volumes that support the successive distributions is known, and is approximately constant during the annealing process. This enables the direct evaluation of the density of states, the partition function, and all other thermodynamic observables.
Since its original inception, nested sampling has been taken up in astrophysics 3 where there is a long history of association with the inference community, and it has also been applied to atomistic systems. It was shown to gain orders of magnitude in efficiency over parallel tempering (also known as replica exchange sampling) for exploring the configurations and calculating heat capacity curves of Lennard-Jones clusters and permitted the construction of phase stability diagrams. 4 Burkoff et al. used it to explore the folding landscape of proteins, 5 and Do et al. studied liquid vapour coexistence, 6 binary liquid mixtures 7 and combined it with their "cage model" for solids. 8 Recently Nielsen carried out nested sampling using a sequence of NVT trajectories. 9 We start with a brief account of the nested sampling algorithm, and to aid understanding in the materials context we loosely follow the exposition of Wheatley rather than the original formulation of Skilling. Consider the partition function Z(V, β) of a system of N particles at constant volume V and inverse temperature β, Z(V, β) = 1 N ! 2πm βh 2 3N/2 dp dq e −βH(p,q,V ) ,
where q and p are the configurational and the corresponding momentum variables, respectively, and H is the Hamiltonian. Separating out the momentum-dependent part of the Hamiltonian in the usual way, we focus on the configurational partition function and using the fact that the dependence of the Hamiltonian on the coordinates q is solely through the potential energy U , we can write the partition function in terms of the density of states, Ω, Z(V, β) = Z β dq e −βU (q,V ) = Z β du e −βu Ω V (u),
Ω V (u) = dq δ(U (q, V ) − u),
where we have moved V into the subscript of Ω to emphasise that it is a parameter rather than a variable in the present context. In order to calculate Ω, let us consider its cumulative function, defined by
Since the potential energy function for a given material is obviously bounded from below by the binding energy of the most stable phase, there is no problem with taking the lower limit of the integral to be negative infinity. Computing γ(u) directly for any particular u is very difficult. However, since it is the cumulative of a distribution, it is monotonic in u, and therefore we are free to consider its inverse, u(γ). Noting that all thermodynamic observables of interest depend only on the logarithm of Z and therefore we are only interested in γ and Ω up to a constant multiplicative factor, nested sampling proceeds to compute u(γ) as follows.
1. Select a very high potential energy value U = u 0 , such that the structure of the corresponding subset of configuration space is little different from that of the ideal gas. Fix the corresponding value of γ 0 so that u(γ 0 ) = u 0 , thus absorbing the arbitrary multiplicative constant in γ. Set i = 0.
2. Obtain K samples in configuration space from the uniform distribution over q, subject to the constraint U (q) < u i . This is easily accomplished by Markov chain Monte Carlo and rejection sampling.
3. Compute the median of the potential energies of the K samples, and let us call it u i+1 . The volume of the phase space covered by the samples with potential energy U (q) < u i+1 is given by the random variable γ i+1 whose distribution is approximately Beta(K/2, K/2)γ i , with a mean of γ i /2 whose statistical error that scales with K −1/2 .
Thus we obtain the estimate u( γ i+1 ) = u i+1 .
4.
Let i ← i + 1 and go back to step 2.
Having obtained u(γ) at a geometrically decreasing series of γ values, we can invert it to get γ(u) and obtain Ω V (u) by finite difference, which can then be used to evaluate the partition function according to equation (2) . The procedure hinges critically on our ability to obtain uniformly distributed samples in step 2 above. This can be aided by recycling the positions of the K samplers from the previous iteration, so that only a modest number of MCMC steps are required to re-equilibrate them according to the new constraint.
As was touched upon in previous works, 4,9 the number of samplers required for a given accuracy can be strongly affected by the basin-structure of the potential energy surface, because the simple MCMC rejection sampler can have difficulty in converging to the uniform distribution once the constraint results in the distribution having disconnected domains. As usual in any Monte Carlo procedure, this type of problem can be alleviated by choosing proposal distributions that are better suited to a given system. Furthermore, the risk that a disconnected domain is missed completely by the samplers is inversely proportional to the size of the domain (and also to the number of samplers of course), and therefore large domains are less likely to be missed. This tradeoff between the number of samples generated and the risk of missing relevant configurations exists in all stochastic simulation methods, and it is no better or worse in nested sampling.
It is helpful to compare the nested sampling with simulated annealing, which also creates a series of overlapping distributions, each one proportional to the Boltzmann measure with ever decreasing temperature parameters. The major difference is that the average phase space volume ratio of the successive distributions, which is needed to calculate the partition function, is directly available (indeed set by the user) in nested sampling, whereas it would need to be computed in simulated annealing, and if the successive distributions have little overlap, the estimate of this ratio would have an enormous error. This problem would be particularly severe near a first order phase transition, where a small change in the temperature corresponds to a very large change in the distribution, and therefore the overlap between the successive distributions across the phase transition vanishes in the thermodynamic limit.
For this reason, the partition function is not considered accessible by simulated annealing.
In contrast, nested sampling will maintain the distribution overlap by design, even through a phase transition.
Practitioners (and Skilling originally) often replace the median in step 3 with the K/(K + 1) fraction of the potential energy distribution of the K samples, which does not change the algorithm substantially and results in a finer sampling of the u(γ) function. In this case, the next energy level u i+1 is simply given by the potential energy of the sample with the highest value in the sample set, and the corresponding phase space volume is
The errors of any quantity derived from the partition function are most easily computed by generating a large dataset using "bootstrapping", i.e. resampling the phase space volume ratios, γ, according to their theoretical distribution. 10 The mean and standard error of the thermodynamic quantities are then given by the distribution of the sample mean.
The nested sampling iterations can in principle be continued indefinitely, obtaining ever lower energy samples, however due to the bounded nature of the potential energy for atomistic systems, configurations whose energy is very close to the lower bound will only become relevant for computing thermodynamic observables at very low temperatures. Therefore a natural and very practical criterion for terminating the iterations is to aim for the convergence of desired observables for all temperature values above a preset value.
The purpose of the present work is to demonstrate the nested sampling technique for condensed phase systems. This is different from previous applications because the ordered/disordered phase transition is much sharper than it was in the case of isolated clusters, and therefore is particularly challenging to the annealing algorithm, while still having a macroscopic number of local minima in the configuration space. The hard sphere system presents these essential features of a condensed phase material. Much is known about the hard sphere system in the literature, and indeed this contributed to our choice to use it as an exemplar. The significance of present work lies in the power and simplicity of nested sampling algorithm, in that it yields the partition function (and thus all desirable thermodynamics observables) in a straightforward manner, thus unifying the methodology for calculating various quantities. This makes it eminently suitable for high throughput calculations in the future.
A. The hard sphere system
One of the first material systems ever studied using computer simulation was the hard sphere model and its simpler two-dimensional version consisting of hard disks. mechanics, 14 but also in biology, 15, 16 engineering and material science, 17,18 and consequently extensively studied by analytical means, 19 computer simulations, [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] and also experimental methods using colloids.
31-37
The hard sphere system undergoes a first order solid-fluid phase transition 14 as the packing fraction φ is increased. The fluid phase is stable below the freezing point, φ ≈ 0.494, beyond which fluid and solid coexist up to the melting point at φ ≈ 0.545. 14, 22 The densest possible packing fraction which can be achieved with identical hard spheres is π/3 √ 2 ≈ 0.74048, corresponding to the fcc lattice and its stacking variants -this was known as Kepler's conjecture and has recently been proved. 38 However, metastable solid structures exist (both experimentally and in simulations) where the particles are disordered at relatively high density, in the so-called random close packed (RCP) state. Due to the proposed similarity of this disordered phase to glassy phases in more complex systems, these structures are widely studied, even though there is no glass transition in one-component monodisperse hard sphere systems. 23, 25, 39 It is known from experimental studies [32] [33] [34] and computer simulations 23, 24 that the disordered phase is thermodynamically unstable with respect to the ordered crystal.
Although the term "random close packed" is widely used in the literature, Torquato and packing fraction that is reported varies in the range of φ ≈ 0.60 − 0.68 depending on the protocol used to produce the configurations. [41] [42] [43] [44] [45] The problem lies in the fact that it is not well defined how random the "random", or how close packed the "close packed" really is. They suggest that the randomness should be quantified by an order parameter, and the term "close packed" should be replaced by the term jammed. A system is jammed, if all the particles are jammed in the system, and a particle is jammed if it cannot be translated while the rest of the system is kept fixed. The various states can be sketched on a two dimensional diagram using the packing fraction φ and an (as yet undefined, "ideal")
order parameter Ψ as axes, as shown in Figure 1 
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In what follows, nested sampling enables us to quantitatively substantiate the sketch of Figure 1 , estimate the parameters of the extremal points of the jammed phase and also calculate the free energies of the various states as a function of the packing fraction.
II. THERMODYNAMICS OF HARD SPHERES
We now briefly recall the fundamental thermodynamics of hard spheres. The interesting intensive variable is the pressure p, rather than the inverse temperature β, and so we consider the isotherm-isobar partition function, ∆, that is given by
After again taking out the momentum dependent part, Z p , we change to fractional coordinates s:
For hard spheres of a given radius, the potential energy is either zero or infinity that, for a given set of fractional coordinates, depends on the volume,
where V c (s) is the function that gives the lowest permissible volume for the configuration represented by the fractional coordinates s. Substituting into eq. 7,
and now the last integral can be transformed to a standard exponential integral,
The partition function thus becomes
where Γ is the upper incomplete gamma function,
For completeness, recall that given the partition function, thermodynamic observables can be computed easily. For example, the Gibbs function is given by
and so the expected volume and the compressibility are,
We compute the final partition function by combining the density of states samples, Ω V (u), and associated weights, γ(u), (see eqs 5 and 2) from a number of independent simulations.
III. NESTED SAMPLING OF HARD SPHERES
When applying nested sampling to the hard sphere problem, the role of the potential energy U in the algorithm in the Introduction is taken by V c (s), and the density of states that is obtained is used to calculate the partition function according to equation (13) . Notice that the temperature β and pressure p occur only as a product in this equation, and therefore a single nested sampling annealing run enables us to calculate observables at all pressures and temperatures.
The size of the sample set, K, and the number of attempted moves, M , during the MCMC rejection sampling in step 2 of the algorithm are convergence parameters. In the present work, K was between 500 and 1500, and M was between 80 and 320. The proposal distribution for the MCMC sampler was a Gaussian in the position of a single particle. The variance of the Gaussian was periodically adjusted to maintain a constant acceptance rate.
In order to quantify finite size effects, systems of 32, 64 and 128 hard spheres were used.
For each system size we performed four independent calculations starting from different initial conditions. The total number of MC steps needed to converge the partition function and to reliably reach the crystalline structure with the highest possible packing fraction are shown in Table I . We emphasise again, that after performing the above number of MC steps, arbitrary thermodynamic variables can be calculated at any given packing fraction, without further computational cost. In comparison, Noya et al. 22 performed 4×10 9 −5×10
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MC steps to converge a solid/liquid coexistence simulation at a single value of the packing fraction, using a unit cell of 5184 particles.
IV. COMPRESSIBILITY, EQUATION OF STATE AND FREE ENERGY
Given the partition function, it is now easy to evaluate thermodynamic observables, such as the compressibility, κ, and the compressibility factor, z = pV /N k B T (i.e. the equation of state, EoS) as a function of packing fraction, which are shown in Figure 2 . There is no exact 26 , both developed to predict the behaviour of the fcc crystal. The compressibility shows the expected peak at φ = 0.49 − 0.55, in the coexistence region.
14,22
Both the compressibility and the compressibility factor clearly have a significant finite size error for 32 particles, but it is remarkable that the finite size error of the nested sampling simulation is already very small for N = 64, in contrast to what is expected in the case of explicit coexistence simulations.
Access to the partition function enables the calculation of absolute free energies as a postprocessing step after the nested sampling simulation is complete, therefore we are able to compute the Gibbs free energy of the hard sphere system. The natural variable of the Gibbs free energy is the pressure, and to shed light on the phase transition, we consider the well known bond order parameter Q 6 52 as a further thermodynamic variable. Its value is zero for completely disordered systems and increases with degrees of crystallisation. The Q 6 value differs for the perfect fcc and hcp crystals and their stacking variants, Q 6 (fcc) = 0.57452 and Q 6 (hcp) = 0.48476. Thus the Gibbs free energy becomes, up to an additive constant, The calculated Gibbs free energies are shown in Figure 3 as a function of Q 6 for a series of fixed pressure values (with the corresponding average packing fraction in parentheses) in case of the 128 particle system. The free energy barrier corresponding to the phase transition at p ≈ 12.0, φ ≈ 0.513 is seen to be small, 0.04 β −1 per particle.
At low pressures (below p ≈ 8.05, φ ≈ 0.45) there is only one free energy minimum present, corresponding to the fluid phase. As the pressure and packing fraction increases, two distinct free energy minima appear, corresponding to the hcp and fcc stacking orders. Although the two structures have the same density at maximum packing, their thermodynamic properties differ due to the difference in their second and subsequent shell neighbours. 53 The relative stability of the two stacking variants had remained a long-standing question, until the fcc structure was found to be more stable than hcp, 54 however, the Helmholtz free energy difference is only 9 × 10 −4 β −1 per particle at the melting point, φ = 0.545. 30 At this packing fraction we found that the free energy difference is within the error of our calculations (see second panel on Fig. 3 ), and the difference is the same order of magnitude as the literature value. More interestingly, at lower packing fractions, φ ≈ 0.513 and φ ≈ 0.50, we found larger free energy differences, and in favour of the hcp structure. Although the difference is still small, it might explain the experimental observation that hard-sphere colloids rarely crystallise directly into the fcc structure, but initially form a randomly stacked hexagonal close-packed (rhcp) crystal 36, 37 , which then slowly transforms to the stable fcc phase. quenched them by increasing the particle diameter (and hence the packing fraction) with minimal change in the location of particle centres until the entire system became jammed.
Further details on this procedure are given in the Appendix.
The final jammed configurations are plotted by coloured stars in Figure 4 . The size and shape of the region they occupy is converges with increasing particle number to the region of RCP states. It can be seen from these figures that jammed configurations exist in states corresponding to a wide variety of order and packing fraction. There are jammed states with packing fraction smaller than 0.6, and many others are as disordered as the fluid phase, or almost perfect crystals containing different defects.
To further characterise the structure of the extremal configurations "A" and "MRJ" of the jammed region found in our simulations, we show the fractions of particles with varying Table II . The distribution of the number of neighbours peaks near 5 and 6 neighbours. To put the neighbour count in context we note that in the closed packed crystalline phases particles have 12 neighbours each, and 8 in the bcc phase.
VI. CONCLUSION
We have demonstrated the nested sampling algorithm in the condensed phase by applying to the three dimensional periodic hard sphere system, and studied the solid/liquid phase transition. Remarkably, the observed finite size effect is small so that both the location of the melting and freezing points and the compressibility and equation of state as a function of packing fraction are reasonably well converged for 128 particles. Coexistence simulations using a similar number of Monte Carlo moves and ∼ 50 times more particles obtained just the location of the transition 22 .
Using the samples collected, we were able to plot the Gibbs free energy as a function of order parameter and packing fraction, showing the phase transition explicitly and quantitatively, demonstrating that the barrier for transition to crystallinity is small, and that above the phase transition the entropic contribution of the jammed states to the free energy is negligible. The global unbiased nature of this sampling scheme allowed us to study the phase diagram using the packing fraction and the Q 6 order parameter as thermodynamic variables, identifying the extent of the jammed phase. The "maximally random jammed" state we found, i.e. the jammed state with the lowest Q 6 order parameter, and the least dense jammed state, are both surprisingly disordered, having Q 6 values of less than 0.1.
While we do not claim that there are no remaining finite size effects in the 128 particle system for any observable, the extent of the "forbidden region" in the phase diagram of Figure 4 shows little change in going from 32 to 128 particles.
The ease and simplicity of nested sampling combined with its power to calculate the partition function directly and all thermodynamic observables that follow make it an excellent tool to use in computational statistical mechanics of particle systems in the condensed phase.
VII. APPENDIX
A. Computational details
During the Monte Carlo process, both the particle positions and the shape of the simulation box are changed. In each Monte Carlo step either the movement of a single particle or a lattice shape change is proposed (the probability of the latter being 1/ (N + 1) ). In case of a shape change, the three lattice vectors are perturbed by small random vectors and, in order to avoid very flattened box shapes for which finite size effects would be very large, we applied the constraint that the smallest height of the box may not become less than 55% of the height of the cubic box at the same volume. To keep the acceptance ratio between 10%
and 20% for both the particle position and lattice shape changes, the step sizes of each are readjusted at every 1000 NS iteration.
When evaluating sums in eq. 13 we work in quadruple precision. Alternatively, if using the usual double precision floating point arithmetic one has to be very careful to avoid underor overflow.
B. Quenching
Here we give details on the procedure that we used to quench configurations in order to obtain noncrystalline jammed configurations (note that configurations that include "rattle" particles are not excluded). During the quenching process the particle size was increased after every MC step until the whole configuration was jammed. We considered a configuration jammed when further relaxation could only increase the packing fraction by less then 0.3% in 10 6 trial movements of the particles. Figure 5 shows some evidence that this procedure really does result in configurations that are very close to being jammed: the largest of the nearest-neighbour distances as a function of iteration number approaches the particle diameter approximately according to a power law with an exponent of −1/2, as expected for a Monte Carlo process. We have to note that this quenching process produces locally jammed configurations which are not necessarily always collectively jammed too.
The question arises how the location of a given jammed state on the phase diagram depends on the location of the initial configuration it was quenched from. We chose several
packing fraction values and took the corresponding sample set of the nested sampling run in order to have sets of configurations uniformly distributed in configuration space at given packing fraction levels and we quenched those with the same method as previously described.
The chosen packing fraction levels and the quenched jammed states are shown with matching colours in Figure 6 for an individual run with 64 and two runs of the 128 hard sphere systems. The quenching process allows the characterisation of the phase transition without the use of an explicit and somewhat arbitrarily chosen order parameter. In Figure 7 we plot a random subset of our samples with the packing fraction before and after quenching on the horizontal and vertical axes. The phase transition is again visible, showing that configurations just below and above the critical packing fraction are close to jammed states with relatively low and high packing fraction, respectively.
