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ABSTRACT: Structural health monitoring relies on the repeated observation of damage-sensitive features
such as strains or natural frequencies. A major problem is that also regular changes in temperature, relative
humidity, operational loading, etc. influence those features. This influence is in general nonlinear and it affects
different features in a different way. In this paper, an improved technique based on kernel principal component
analysis is developed for eliminating environmental and operational influences. It enables the estimation of a
general nonlinear system model in a computationally very efficient way. The technique is output-only, which
implies that only the damage-sensitive features need to be measured, not the environmental parameters. The
nonlinear output-only model is identified by fitting it to the damage-sensitive features during a phase in which
the structure is undamaged. Afterwards, the structure is monitored by comparing the model predictions with
the observed features. The technique is validated with natural frequency data from a three-span prestressed
concrete bridge, that was progressively damaged at the end of a one-year monitoring period. It is demonstrated
that capturing the regular variations of the features requires a nonlinear model. Monitoring the misfit between the
predictions made with this model and the observed data allows a very clear discrimination between validation
data in undamaged and damaged condition.
1 INTRODUCTION
Structural health monitoring (SHM) relies on the re-
peated observation of features that are each sensi-
tive to a certain type of structural damage, such
as quasi-static strains [1], auto-regressive model pa-
rameters [2], local flexibilities [3], electromechanical
impedances [4], or electrical resistance changes [5].
Among the many possible features, modal parame-
ters, in particular natural frequencies, are often se-
lected as they depend on the global and the local stiff-
ness of the structure of interest as well as its boundary
conditions; see, e.g., [6, 7, 8, 9].
Monitoring the evolution of the features over time
allows, in principle, to detect structural damage. In
practice, however, this needs to be applied with care
because of two reasons. Firstly, many features can
not be measured directly, but they have to be esti-
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mated from measured data using system identifica-
tion techniques. Modal parameters for instance can
be estimated from vibration response data such as ac-
celerations or strains, but this introduces estimation
errors [10, 11]. Secondly, nearly all features are not
only sensitive to structural damage but also to changes
in temperature, relative humidity, wind speed, opera-
tional loading, etc. This means that both the accuracy
of the estimated features and the environmental and
operational influences should be accounted for. In this
paper, we focus on the second problem.
When accounting for the influences of a changing
environment on damage-sensitive features, an impor-
tant observation is that the variations in environmen-
tal conditions are much slower than the lowest struc-
tural eigenperiod for fixed conditions. When moni-
tored for a short period of time (seconds, minutes), the
structure therefore behaves like a linear time-invariant
system. These local linear dynamics change when
the structure is monitored over longer time spans
(hours, days, months, years). In terms of the under-
lying cause (often primarily changes in temperature),
these changes are in principle nonlinear, due to the
nonlinear temperature-stiffness relationships of struc-
tural materials or boundary conditions, and time de-
pendent, due to the large thermal inertia of most struc-
tures. In this paper, the following methodology for
monitoring time-varying systems is chosen.
1. Data reduction by breaking up the available
training data in time sequences that are short
compared to the parameter variations, and esti-
mating damage-sensitive features for each indi-
vidual sequence.
2. Identification of a global black-box system
model, where the time-varying features of the
first step are considered as outputs:
environmental
factors
identified
global system
observed
features
3. Monitoring the system by continuously repeat-
ing step 1, and comparing the features found in
this way with the values that are predicted by the
model resulting from step 2. When the discrep-
ancy becomes large, the global model alone in-
sufficiently explains the evolution of the modal
parameters, so the structure may be damaged.
It should be noted that within this methodology,
system identification techniques may be used both in
step 1, for estimating the damage-sensitive features,
and in step 2, for estimating the environmental model.
For example, in the application that will be discussed
later on in section 3, natural frequencies are used
as damage-sensitive features, and they are estimated
by identifying a local linear dynamic system model
where the outputs are short sequences of accelera-
tion data. Then, these estimated natural frequencies
are used as outputs for identifying a global nonlinear
static system model.
This global environmental model is a data-driven
or black-box model. This means that the relationship
between the environmental factors and the observed
features is not constructed from physical principles.
Instead, a very general relationship between the data
is assumed and all of its parameters are identified
from measured data. The reason behind this is that
the influence of environmental and operational vari-
ations on the observed damage-sensitive features is
physically very complex and often not fully under-
stood. This makes it difficult to construct a physical
model.
A possible approach for constructing the global
black-box model is measuring the environmental fac-
tors that influence the damage-sensitive features, and
identifying a black-box model with these environ-
mental factors as inputs and the corresponding fea-
tures as outputs [12, 13]. However, a major difficulty
with this approach is to determine which environ-
mental influences should be measured, and where the
corresponding sensors should be placed. This can be
overcome by employing output-only system identifi-
cation methods, for which measurement of the envi-
ronmental parameters is not necessary.
An output-only black-box technique that has been
applied for eliminating environmental influences on
features such as natural frequencies is linear static
principal component analysis (PCA), which boils
down to estimating a static linear relationship be-
tween the estimated modal parameters and unknown
environmental factors [14, 15, 16, 17, 18]. In prac-
tice, however, this relationship may be strongly non-
linear [12, 19, 20], in which case other techniques
are needed. The identification of a non-linear auto-
associative neural network model for the feature vari-
ations has been proposed [21, 22]. Unfortunately the
computational load for this method is high as it re-
quires solving a global nonlinear optimization prob-
lem. Furthermore, the model structure (i.e., the num-
ber of neurons in three different layers) and the non-
linear mappings must be explicitly and judiciously de-
fined. As an alternative, a piecewise linear relation-
ship between the outputs may be assumed, whereafter
linear PCA can be applied for each piece [23, 24, 25].
However, this approach has limited applicability and
it was found that the parameter values involved should
be chosen with great care in order to yield useful re-
sults.
A very promising method for SHM in changing en-
vironmental conditions is kernel principal component
analysis. This is a nonlinear version of PCA for which
the type of nonlinearity does not need to be explicitly
defined. Moreover, it is easy to implement and com-
putationally very robust and efficient. Since its intro-
duction [26], kernel PCA has been used in a variety
of applications, and it was recently also employed in
order to account for environmental effects when mon-
itoring cable forces in a suspension bridge [27]. How-
ever, it requires the specification by the user of two
parameters, which influence the quality of the results.
In this study, an improved output-only technique
for eliminating nonlinear environmental and opera-
tional influences on the monitored features (step 2
of the monitoring methodology) is developed and
validated on real-life monitoring data. It is based
on Gaussian kernel PCA, where the two parameters
of the global system model are automatically deter-
mined. The first parameter, which represents the stan-
dard deviation of the Gaussian (or radial basis func-
tion) kernel is chosen in such a way that the matrix of
mapped output correlations is maximally informative,
as measured by Shannon’s information entropy [28].
The second parameter, which equals the number of
principal components in the mapped feature space, is
chosen in such a way that the retained principal com-
ponents amount for nearly all normal environmental
and operational variability.
The remainder of this paper is structured as follows.
In section 2, the identification of the global nonlinear
output-only model that represents the influence of en-
vironmental factors on the damage-sensitive features,
is explained in detail. In section 3, a validation study
is performed using long-term vibration data taken on
a three-span prestressed concrete bridge, where the
influence of temperature on the local modal param-
eters is observed to be nonlinear. After a continuous
vibration monitoring period of one year, the bridge
was damaged in a controlled manner, with the mon-
itoring system still running, and therefore provides a
good test case for the proposed methodology. Conclu-
sions are drawn in section 4.
2 IDENTIFICATION OF A NONLINEAR
ENVIRONMENTAL MODEL
This section deals with the identification of a global
nonlinear output-only model for the slow variations
of the damage-sensitive features due to changing en-
vironmental and operational conditions. First, the ker-
nel PCA technique is discussed. Standard linear PCA
is presented along as a special case. Then, it is ex-
plained how the two related identification parameters
can be automatically determined. The section ends
with a brief algorithmic summary of the identification
procedure, which facilitates its implementation.
2.1 Kernel principal component analysis
The output of the model to be identified is a sequence
of vectors yk ∈ Rny , k = 1, . . . , ns, the elements of
which are damage-sensitive quantities. For the iden-
tification, only the first nt available data samples are
used; these training data are generated by the system
in healthy condition. Note that we are not primarily
interested in the model parameters as such (and not
all of them will be explicitly determined), but rather
in the misfit between the model predictions and the
observed behavior of the structure.
The static nonlinear output-only model that is
adopted for the feature sequence (yk) reads
Φ(yk) =H0uk + e˜k, (1)
where uk ∈ Rnu is the vector with unknown linearly
independent input sequences, which may contain tem-
peratures, relative humidity values, wind speed val-
ues, etc. Φ represents a nonlinear mapping of the
output sequence (yk) onto a possibly very high-
dimensional or even infinite-dimensional mapped fea-
ture space F :
Φ : Cny →F ,yk 7→ Φ(yk). (2)
e˜k is an error term that accounts for the misfit between
the data and the model predictions:
e˜k = Φ(yk)−H0uk = Φ(yk)−Φ(yˆk), (3)
where yˆk is the output predicted by the model. For the
computation of the misfit, the following assumptions
are made:
1. During the training phase, the misfit e˜k is small.
2. The outputs yk are chosen appropriately, so H0
has full column rank and its number of rows is
larger than the rank.
An eigenvalue decomposition of the mapped output
correlation during the training phase reads
Λ0 :=
nt∑
k=1
1
nt
Φ(yk)Φ
T (yk) = Φ˜Φ˜
T (4)
=UΣUT (5)
=[U1 U2]
[
Σ1 0
0 Σ2
][
UT1
UT2
]
, (6)
where the superscript T denotes transpose, Σ1 con-
tains the nu largest eigenvalues,U1 the corresponding
eigenvectors, and
Φ˜ :=
1√
nt
[Φ(y1) . . . Φ(ynt)] . (7)
Because of the assumption that during the training
phase, the misfit is small, one has that
Λ0 ≈H0
(
nt∑
k=1
1
nt
uku
T
k
)
HT0 (8)
=U1Σ1U
T
1 . (9)
Let ek denote the part of the misfit that is orthogo-
nal to Φ(yˆk). Loosely speaking, this is the part of the
misfit that is uncorrelated with the unknown environ-
mental inputs. AsU1 and U2 are orthogonal matrices
and Φ(yˆk) lies in the column space of U1, ek can be
computed as
ek =U2U
T
2Φ(yk), ∀k. (10)
Note that the nonlinear PCA method presented so far
boils down to standard linear PCA for the identity
mapping Φ(yk) = yk.
The monitoring problem seems to be solved at this
point: for a given nonlinear mapping Φ and input di-
mension nu, the matrixU2 can be computed from (5-
6), and the misfit ek can be monitored by application
of (10). However, remaining problems are precisely
the specification of the nonlinear mapping Φ and an
appropriate input dimension nu.
The problem of specifying Φ can be circumvented
by reformulating the above eigenvalue problem so
that only inner products between the vectors in the
mapped feature space need to be computed [26]. By
rewriting (5) as
Φ˜Φ˜TU =UΣ, (11)
each column Ui of U can be expressed as a linear
combination of the columns of Φ˜:
Ui = Φ˜
Φ˜TUi
Σii
, (12)
where Σii denotes the ith diagonal element of Σ.
Therefore, there exists a matrix A for which
U = Φ˜A. (13)
Substitution into (11) and pre-multiplying with Φ˜T
yields(
Φ˜T Φ˜
)2
A =
(
Φ˜T Φ˜
)
AΣ, (14)
which is a generalized eigenvalue problem. However,
all relevant solutions are contained in the following
standard eigenvalue problem [26, app. A]:
KA =AΣ, (15)
where
K := Φ˜T Φ˜ ∈ Rnt×nt . (16)
The relationship (13) restricts the scaling of the eigen-
vectors in U and A. A consistent scaling scheme is
for example
‖Ui‖ = 1 and ATi KAi = 1. (17)
In (15) and (17), the nonlinear mapping Φ only
appears in inner products of the form Φ(yi)TΦ(yj).
Consider a kernel function representation for the in-
ner product:
k(yi,yj) := Φ(yi)
TΦ(yj). (18)
According to Mercer’s theorem [29], any continu-
ous, symmetric and positive semi-definite function
that maps (yi,yj) onto R can act as such a kernel.
The kernel trick then consists of specifying the ker-
nel k instead of the nonlinear mapping Φ. This en-
ables to work in a very high dimensional mapped fea-
ture space with a very small number of parameters. A
Gaussian or radial basis function (RBF) kernel is most
often used, as it implicitly defines an infinite dimen-
sional mapped feature space with just a single param-
eter. It has been reported to outperform other types of
kernel functions such as polynomial kernels; see, e.g.,
[30]. Such an RBF kernel is therefore used in this pa-
per; it is defined as
k(yi,yj) = exp
(
−||yi− yj ||
2
2σ2
)
, (19)
with σ a real nonzero parameter. By combining (10)
and (13), the Euclidian norm of the orthogonal misfit
ek can be computed as
‖ek‖2 = ΦT (yk)Φ˜A2AT2 Φ˜TΦ(yk), (20)
where A2 is defined by partitioningA:
A = [A1 A2] , A2 ∈ Rnt×(nt−nu) (21)
Also (20) can be evaluated with the kernel function
only, i.e., without carrying out the nonlinear mapping.
2.2 Determination of the model parameters
The nonlinear mappingΦ has now been implicitly de-
fined by (19), and only the unknown model parame-
ters nu and σ still need to be determined. The σ pa-
rameter controls the bandwidth of the inner product
matrixK. When σ is very small, this matrix is approx-
imately diagonal. In this case K provides no infor-
mation on the correlation among the data points and
PCA becomes meaningless. When σ is very large, all
elements of the matrix are approximately equal which
makes it again uninformative. As noted in [30], an op-
timal value of σ can be found by requiring that the
corresponding inner product matrix is maximally in-
formative as measured by Shannon’s information en-
tropy [28]. In particular, σ is determined by maximiz-
ing
Ient (K(σ)) := −
255∑
k=0
(pk log2(pk)) , (22)
where the {pk} represents the discrete probability
density function that, for a given value of σ, is ob-
tained as follows:
1. Take all elements of K as a set of real values.
2. Subtract the minimum value from each member
of the set, so that the smallest value is zero.
3. Scale all elements of the set by the same factor,
so that the largest value is 255.
4. Construct a histogram for this set with bins of
equal width, centered on the integers from 0 to
255.
5. Compute pk by scaling the histogram, so that the
height of all bins sums to one.
Fig. 1 shows the information entropy as defined in
(22) for a specific data set. In Fig. 2, the inner product
matrixK is plotted as a grayscale image for three dif-
ferent values of σ. From this figure, it can be seen that
K is indeed more informative when σ approaches the
optimal value.
Only the appropriate input dimension nu, which
equals the number of retained principal components,
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Figure 1: Information entropy of the inner product matrix K
from the application of section 3.3 as a function of the RBF ker-
nel parameter σ.
σ = 0.1 σ = 0.405 σ = 1.75
Figure 2: Inner product matrix K from the application of section
3.3, plotted as a grayscale image for three different values of
the RBF kernel parameter σ. The smallest element is plotted in
white, the largest in black.
still needs to be specified. A trade-off should be de-
cided in the sense that nu needs to be large enough
to account for all normal environmental and opera-
tional variability, but also small enough in order to be
as sensitive to anomalies as possible. There exists an
extensive literature on this topic and very many cri-
teria have been proposed, see, e.g., [31, 32] and the
references therein. Here the more intuitive, often used
criterion that nu should account for at least a certain
fraction F of the normal variability, is employed. The
input dimension nu is then determined as the mini-
mum value for which the following inequality holds
F ≤
∑nu
k=1Σkk∑nt
k=1Σkk
. (23)
A value of F = 0.99 is adopted, implying that the
model (1) should account for nearly all normal vari-
ability. This is rather large when compared to the val-
ues normally used in linear PCA [31, Sec. 6.1.1], but
as in kernel PCA the mapped feature space is infi-
nite dimensional for an RBF kernel, there are poten-
tially nt nonzero principal components, compared to a
maximum of ny ≪ nt principal components in linear
PCA. This means that F (or nu) can be large so that
nearly all normal variability is accounted for, while
the subspace spanned by U2 is still large enough for
fault detection.
2.3 A note on data centering
In linear PCA, the data sequence is most often cen-
tered, i.e., the mean is subtracted from the sequence,
in order to avoid that a relatively large mean makes
the first principal component in (6) much larger than
the other components. As in kernel PCA the princi-
pal components are computed in the mapped feature
space, the projected dataΦ(yk) need to be centered in
order to achieve the same effect. As noted in [26], this
can be realized by replacing the inner product matrix
K by
K → HKH, with H := I− 1nt
nt
, (24)
where 1nt denotes a matrix of size nt × nt, all ele-
ments of which are equal to one.
2.4 Algorithmic summary
The procedure for estimating a nonlinear model
for eliminating environmental influences on damage-
sensitive features as proposed in this paper can be
summarized as follows:
1. Take an output sequence yk, k = 1, . . . , nt, of
damage-sensitive features, gathered in undam-
aged condition.
2. Determine the optimal value of σ by maximiz-
ing (22), where the centered inner product ma-
trix K ∈ Rnt×nt is obtained by evaluating (19)
and (24).
3. Solve the eigenvalue problem (15) and scale the
resulting eigenvectors as in (17).
4. Determine the input dimension nu as the mini-
mum value for which the inequality (23) holds.
5. Compute the A2 matrix by partitioning the
eigenvectors as in (21).
6. Compute the misfit ek between the model pre-
dictions and the nonlinearly mapped features for
all outputs yk, k = 1, . . . , ns, by evaluating (20),
where Φ˜TΦ(yk) is obtained by combining (7),
(18) and (19).
In the first five steps, the model is trained (identi-
fied) using the training outputs only. The structure is
subsequently monitored by performing the last step
for all outputs. An unwanted change causes the struc-
ture to behave differently as in the period during
which the model was trained, and this results in a
growth of the prediction error.
3 APPLICATION TO A PRESTRESSED
CONCRETE BRIDGE
In this section the above methodology is illustrated by
application to a unique data set, obtained by monitor-
ing a full-scale civil structure for almost a year before
introducing realistic damage in a controlled way. Both
linear and kernel PCA are employed and their perfor-
mance is compared.
3.1 Introduction
The Z24 bridge was part of the road connection
between the villages of Koppigen and Utzenstorf,
Switzerland, overpassing the A1 highway between
Bern and Zu¨rich. It was a classical post-tensioned
concrete two-cell box-girder bridge with a main span
of 30 m and two side spans of 14 m (Fig. 3). The
bridge, which dated from 1963, was demolished at
the end of 1998, because a new railway adjacent to
the highway required a new bridge with a larger side
span.
Figure 3: Side view of the Z24 bridge. Distances are in m.
During the year before demolition, a long-term
continuous monitoring test took place in the frame-
work of the Brite-EuRam project CT96 0277 SIM-
CES [33]. The aim was to quantify the environmental
variability of the bridge dynamics. During the month
before complete demolition, the bridge was gradu-
ally damaged in a controlled way, with the continuous
monitoring system still running. The goal of this was
to check experimentally whether realistic damage has
a measurable influence on bridge dynamics. The Z24
bridge project was unique in the sense that it involved
long-term continuous vibration monitoring of a full-
scale structure, where at the end of the monitoring pe-
riod, realistic damage was applied in a controlled way.
The data have therefore been presented as a bench-
mark study for algorithms for structural health moni-
toring and damage identification in the framework of
the European Cost Action F3.
To monitor the bridge dynamics, 16 accelerations
were measured on the bridge at different points and in
different directions. Every hour, a sequence of 65536
acceleration samples, taken at the 16 sensors, was
collected and stored to a hard disk after compres-
sion. The construction works at the new bridge that
replaced the Z24 caused damage to one accelerom-
eter. Although the type of accelerometers that had
been used was specially designed for long-term use,
some showed a considerable drift and a few of them
failed during operation. In this extensive benchmark
project, a total of 48 environmental variables that
were deemed important for the bridge dynamics were
sampled hourly as well. They have been used as in-
puts in a previous monitoring study where a linear
ARX model was identified as environmental model
[12]. They are not needed for the nonlinear output-
only technique presented in this paper, however, so
they are not used here.
3.2 Determination of damage-sensitive features
A local modal parameter identification has been per-
formed previously for each of the 5652 sets of hourly
recorded acceleration data [12]. As the ambient forces
acting on the bridge could not be measured and no
artificial excitation was applied, an output-only sys-
tem identification technique, namely reference-based
stochastic subspace identification [34], was used. In
order to identify also weakly excited modes, over-
modelling was employed in combination with the sta-
bilization diagram technique [35, 36]. The selection
of the modal parameters from the stabilization dia-
gram was automated in an ad hoc way, resulting in
four modes for which the modal parameters could be
identified with sufficient accuracy: a vertical bending
mode around 4 Hz, a lateral bending mode around
5 Hz, and two modes combining vertical bending and
torsion around 10 and 11Hz. The damping ratios were
found to be rather insensitive to both environmental
changes and damage. Detailed mode shapes are not
available due to the limited number of accelerometers
used during the monitoring period. Therefore, only
the four eigenfrequencies are taken here as damage-
sensitive features.
The relative variation of these features in the pe-
riod with damage is smaller than the relative varia-
tion during normal operating conditions, as shown in
Fig. 4. This illustrates the need for a data normaliza-
tion procedure to eliminate the regular variability. It
can also be noted in the figure that the monitoring
system failed (was not active) during short periods of
time.
Of all environmental variables that had been
recorded, the temperature was found to have the
largest influence on the modal parameters [12, 19].
A plot of the monitored eigenfrequencies as a static
function of the temperature of the surface asphalt
layer (Fig. 5) reveals the high influence of the temper-
ature on the bridge dynamics, as well as its nonlinear
nature. This can probably be explained by the change
of the Young’s modulus of the asphalt layer with tem-
perature. Above 0◦C, the Young’s modulus of asphalt
is low and varies little with temperature and a con-
stant value of±10 GPa can be adopted. Below 0◦C, it
increases rapidly, to ±50 GPa at −10◦C [37].
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Figure 4: Z24 bridge, hourly evolution of the monitored eigen-
frequencies as a function of time. Blue dots: training data (nt =
3000). Green triangles: monitoring data in undamaged condition.
Red crosses: monitoring data in damaged condition.
3.3 Output-only monitoring
3.3.1 Linear PCA
The nonlinear influence of the temperature as ob-
served in Fig. 5 does not impede the use of a linear
output-only environmental model, as long as the cor-
relation between the outputs themselves remains lin-
ear. This is because a nonlinear transformation of the
temperature may exist, to which all outputs are lin-
early correlated [17]. Fig. 6 illustrates that this is not
the case, however: the natural frequencies are not lin-
early correlated, although there is a single dominant
environmental influence.
Nevertheless, in first instance the performance of
linear PCA is investigated. A total of nt = 3000 data
points, which amounts to about 50% of the number of
data points available, are used for training the model.
The other data points are used for monitoring. As can
be seen in Figs. 4 and 5, in this way only part of
the environmental variation is covered by the train-
ing data. The effect of increasing the number of train-
ing data points will be investigated in section 3.4. As
there are only four outputs (i.e., natural frequencies),
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Figure 5: Z24 bridge, monitored eigenfrequencies as a static
function of the temperature of the asphalt layer. Blue dots: train-
ing data (nt = 3000). Green triangles: monitoring data in un-
damaged condition. Red crosses: monitoring data in damaged
condition.
in linear PCA the number of retained principal com-
ponents equals nu = 1, 2 or 3. The best results are ob-
tained when nu = 2, so that F in (23) is in the range
0.90 - 0.95 rather than being equal to 0.99, the value
that was proposed for kernel PCA. They are displayed
in Fig. 7. The misfit for the monitoring data in dam-
aged condition is not significantly larger than for the
data in undamaged condition, and even for the train-
ing data there is a relatively important peak in the mis-
fit around 14 February, when the temperature is below
0◦C for a longer period of time. This illustrates that,
for this application, linear PCA does not lead to an
appropriate output-only model for SHM.
3.3.2 Kernel PCA
In this section, the performance of kernel PCA in re-
solving the monitoring problem is investigated. Again
a total of nt = 3000 data points are used for train-
ing the model. The effect of increasing or decreas-
ing the number of training data points will be inves-
tigated in section 3.4. The σ parameter in the RBF
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Figure 6: Z24 bridge, third natural frequency f3 as a static func-
tion of the second natural frequency f2. Blue dots: training data
(nt = 3000). Green triangles: monitoring data in undamaged
condition. Red crosses: monitoring data in damaged condition.
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Figure 7: Z24 bridge, misfit of the linear output-only model con-
structed with 3000 data points. Blue dots: training data. Green
triangles: monitoring data in undamaged condition. Red crosses:
monitoring data in damaged condition.
kernel is determined by maximizing the information
entropy which has been defined in (22). The infor-
mation entropy is plotted as a function of σ in Fig. 1.
The optimal value is σ = 0.405. The number of princi-
pal components to retain, nu, is then determined from
(23) with F = 0.99. This leads to a value nu = 16,
so that the dimensions of the matrix A2 in (20) are
3000× 2984.
The evolution of the misfit, computed from (20), is
shown in Fig. 8. In the validation phase, the prediction
error is not higher than during the training phase when
the bridge is still in undamaged condition, except that
there is a slight increase after 25 May, when the un-
damaged bridge is subjected to environmental condi-
tions that are not covered by the training data. As soon
as progressive damage is applied to the structure, the
prediction error grows very significantly, so these un-
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Figure 8: Z24 bridge, misfit of the nonlinear output-only model
constructed with 3000 data points. Blue dots: training data.
Green triangles: monitoring data in undamaged condition. Red
crosses: monitoring data in damaged condition.
wanted system changes can be clearly detected, either
visually or with a novelty detection algorithm.
Fig. 9 contains a zoom of Fig. 8 by focussing on
the period where the structure is artificially damaged.
The applied damage scenarios are listed in Table 1.
The first few scenarios consist of installing a settle-
ment system in one of the piers, and then simulating
pier settlements of increasing magnitude, followed by
a simulated foundation tilt. In the period where the
settlement system was installed, the misfit of the non-
linear output-only model grows very significantly. Al-
though in this period the bridge was supposed to re-
main undamaged, there was inevitably some loss of
bending stiffness in the pier due to the cuts made for
installing the settlement system (see Fig. 10). The fact
that this onset of damage is clearly captured illustrates
that the monitoring strategy proposed here is a pow-
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Figure 9: Z24 bridge, misfit of the nonlinear output-only model
constructed with 3000 data points. Green triangles: monitoring
data in undamaged condition. Red crosses: monitoring data in
damaged condition.
Date Scenario
(1998)
04.08 Undamaged condition
09.08 Installation of pier settlement system
10.08 Lowering of pier, 20 mm
12.08 Lowering of pier, 40 mm
17.08 Lowering of pier, 80 mm
18.08 Lowering of pier, 95 mm
19.08 Lifting of pier, tilt of foundation
20.08 New reference condition
25.08 Spalling of concrete at soffit, 12 m2
26.08 Spalling of concrete at soffit, 24 m2
27.08 Landslide of 1 m at abutment
31.08 Failure of concrete hinge
02.09 Failure of 2 anchor heads
03.09 Failure of 4 anchor heads
07.09 Rupture of 2 out of 16 tendons
08.09 Rupture of 4 out of 16 tendons
09.09 Rupture of 6 out of 16 tendons
Table 1: Z24 progressive damage test: chronological overview
of applied damage scenarios, indicating on which date a specific
scenario was fully realized.
Figure 10: Z24 bridge, settlement system used for lowering and
tilting a pier.
erful method for structural health monitoring. After
this onset, the misfit further grows as additional dam-
age is introduced. At around 20 August, the pier was
brought back to its initial position. This caused the
cracks in the bridge deck, caused by the simulated
settlements, to close, leading to an increase in the
dynamic stiffness. Also the loss of bending stiffness
in the pier was compensated for by means of added
steel profiles. Both effects have a clear influence on
the misfit which shows a dip in this period. From 25
August on, additional damage was again introduced
incrementally as indicated in Table 1, and this again
results in a pronounced increase of the misfit of the
global nonlinear model.
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Figure 11: Z24 bridge, misfit of the linear output-only model
constructed with 4000 data points. Blue dots: training data.
Green triangles: monitoring data in undamaged condition. Red
crosses: monitoring data in damaged condition.
3.4 Updating the global model
When in a practical monitoring situation, a structure is
inspected in detail and correctly assessed as healthy,
all monitoring data up to that moment can be used
for training the global model. This implies that when
automatic monitoring is complemented by periodic
structural inspections that may or may not be based
on the monitoring results, the global model can be
re-identified after each inspection. As a larger set of
training data may cover a wider range of environmen-
tal variability, training the model for such a larger set
may enhance its performance.
Here the effect of such an updating is investigated
for the Z24 bridge data. This is performed by train-
ing a global model based on the first nt = 4000 data
points instead of the nt = 3000 data points that were
considered in the previous section. In this new situa-
tion, there are approximately as many monitoring data
in undamaged condition as there are monitoring data
in damaged condition.
When linear PCA is used for building the global
model, the misfit for the validation data in undam-
aged condition is slightly reduced compared to the
case where nt = 3000, as shown in Fig. 11. However,
for the training data there is still a relatively important
peak in the misfit around 14 February, when the tem-
perature is below 0◦C. This makes SHM based on this
linear model again very difficult.
Training a global nonlinear model with Gaussian
kernel PCA using the first nt = 4000 data points
yields the parameters σ = 0.385 and nu = 18. The
evolution of the misfit, computed with this model, is
shown in Fig. 12. The misfit for the validation data in
undamaged condition, compared to the misfit for the
training data, is lower than for the previous nonlinear
model, where nt = 3000 (see Fig. 8). This is because
the training data now cover a wider range of normal
environmental conditions, so that the normal variabil-
ity of the modal parameters is better predicted by the
global nonlinear model. This also increases the dam-
age detection capacity of the model.
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Figure 12: Z24 bridge, misfit of the nonlinear output-only model
constructed with 4000 data points. Blue dots: training data.
Green triangles: monitoring data in undamaged condition. Red
crosses: monitoring data in damaged condition.
4 CONCLUSIONS
A monitoring approach has been adopted that consists
of three stages: (1) data reduction by identification of
damage sensitive features such as modal parameters
in short time periods, (2) identification of a nonlin-
ear environmental model using the damage sensitive
features from the previous stage as outputs, and (3)
monitoring the prediction error of the global model.
The emphasis in this paper was on stage 2. For es-
timating the nonlinear environmental model, an im-
proved technique was proposed based on kernel prin-
cipal component analysis, where an optimal value of
the Gaussian kernel parameter and the number of re-
tained principal components are automatically deter-
mined.
The approach was validated with monitoring data
from a three-span prestressed concrete bridge, for
which the first four natural frequencies were moni-
tored for nearly one year and used as damage sensi-
tive features. The bridge was progressively damaged
at the end of the monitoring period. When monitor-
ing the misfit between the model predictions and the
observed natural frequency data with linear PCA, it
was difficult to discriminate the damaged from the
undamaged condition. On the other hand, the nonlin-
ear PCA approach proposed here allowed a clear de-
tection of the onset of damage. A further validation
of this method is planned for real-life or realistically
simulated cases where damage occurs naturally.
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