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A B S T R AC T
The aim of this paper is to introduce a new computational fluid dynamics method
to be called unsmoothed particle hydrodynamics SPH−i which makes few assump-
tions and makes no assumption beyond the Navier-Stokes equations. The most attrac-
tive feature when compared with standard smoothed particle hydrodynamics (SPH)
is that no explicit turbulence modeling is required. Furthermore, despite being a
high order model, it retains the same, simple structure as standard SPH. In this sense
SPH−i is a coarse-grained direct numerical simulation approach.
In SPH, due the scale-dependence resulting from the convolution operator, all
modes below the kernel cut-off length, are filtered out leading to loss of informa-
tion. However, we conjecture that the SPH field, theoretically, still contains enough
information so that the SPH−i field is a restored form of the original underlying
continuum field. Since two filters are required, a rigorous technique for constructing
compatible convolution and deconvolution filters is presented. The SPH−i model is
relatively easy to implement.
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I N T R O D U C T I O N 2
1 I N T R O D U C T I O N
The smoothed particle hydrodynamics (SPH) method is a meshless particle method,
originally developed for astrophysical problems and independently developed by
Lucy [1] and Gingold and Monaghan [2]. The method has been successfully applied
to mesoscopic and macroscopic flow problems [3, 4, 5, ?].
One particular area of interest in SPH applications is free surface flows which are
generally turbulent. For high fidelity of the computed solutions, direct numerical
simulation (DNS) is the best choice. However, due to the high demand of computa-
tional resources, DNS for free surface flows is generally not feasible. An alternative
to DNS is large eddy simulation LES as it is computationally more efficient.
An important similarity between SPH and explicit LES exists; they are both based
upon the same integral interpolant. Therefore, it is possible to derive an SPH model
that is consistent with explicit LES. This way, turbulence models developed in the
LES context can be easily adopted in SPH. The trick is that since the SPH particle
is by definition a "smoothed particle", it must move with the smoothed velocity. A
rigorous derivation of this version of SPH has been presented in [6].
The problem of turbulence modeling is a relatively new topic in SPH. In 2002
Monaghan [7] was able to show the similarity between his XSPH model and the
Lagrangian-Averaged Navier Stokes LANS-α proposed in [8, 9]. This approach
initially proved to yield promising results but was found to be computationally in-
efficient. It has however, undergone some refinements over the years [10, 11] with
some success. Another SPH turbulence model based on the LANS-α model was
proposed in [12] and they demonstrated that their model was able to reproduce both
the the inverse energy cascade and the direct enstrophy cascade of the kinetic energy
spectrum. Dalrymple and Rogers [13] introduced a sub-particle scaling technique
using the LES approach. The basic methodology is that the governing equations are
averaged over a length scale specified by the filter and is comparable to the size of a
fluid particle. This means that large scale motion (large eddies) will be fully resolved
by solving the averaged equations. The effect of the unresolved small length scales
(small eddies) on the large scale motion is contained in the sub-particle stress ten-
sor which has to be modeled. Since the link between SPH and LES was not clearly
demonstrated in this [13] and other work [14], we recently developed a coherent SPH
model that is consistent with explicit LES [6].
As an extension of our previous work [6], in this paper a coarse-grained direct
numerical simulation particle system that involves both filtering and de-filtering. The
sub-particle filters appearing after the filtering process are de-filtered out, hence the
resulting model requires no turbulence modeling.
The discussion in this paper will proceed as follows. First the filtering integral
transform (FIT) and its associated de-filtering integral transform (DIT) are intro-
duced. We then discuss the link between the FIT and DIT and further propose the
procedure for constructing the deconvolution filter necessary for the inverse trans-
form. Finally, a coarse-grained particle method consistent with implicit LES and
based on spatial de-filtering, using the DIT, of the filtered CNSEs is derived.
2 F I LT E R I N G P R O C E S S
The convolution or filtering problem can be stated formally as: Given the contin-
uum field{ρ(r), p(r), u(r)} defined on a domain Ω, compute local approximations
{〈ρh(r)〉, 〈ph(r)〉,u˜h(r)} which faithfully represent the behavior of the continuum
field on scales above some, user defined, filter length (here denoted h) and which
truncates scales smaller than O(h).
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The filtering procedure is chosen so as to derive a filtered form of the compressible
Navier-Stokes equations (CNSEs) that are consistent with the explicit LES model.
This is defined as the filtering integral transform (FIT) and its application to the
CNSEs is discussed in [6].
Proposition 2.1 (FIT for fluids). Let Ωh(r) be a locally compact space within the
fluid domain Ω. Then the filtered mass density, momentum density and pressure are
given by the FIT; for each wh ∈ C∞c (Ωh)
〈ρh(r)〉 =
∫
Ωh(r)
ρ(r′)wh(r− r′)dνr′ (2.1)
〈ρh(r)〉u˜h(r) =
∫
Ωh(r)
ρ(r′)u(r′)wh(r− r′)dνr′ (2.2)
〈ph(r)〉 =
∫
Ωh(r)
p(r′)wh(r− r′)dνr′ (2.3)
The smoothed field {〈ρh(r)〉, 〈ph(r)〉, u˜h(r)} represents the interaction of fluid
particles located at r, r′ ∈ Ωh(r). Furthermore, the choice of the velocity smooth-
ing here arises from the physical consideration that the smoothed velocity u˜h :=
〈Ph〉/〈ρh〉 where P is the momentum density.
We start with continuum form of the Navier-Stokes equations (NSE) for a com-
pressible fluid describing the time evolution of the disordered field {ρ(r), p(r), u(r)}.
d
dt
ρ = −ρ∇ · u (2.4)
κs(p)
d
dt
p = −∇ · u+ γα∇ · (κs(p)∇p) −α∇ ·
(
1
ρ
∇ρ
)
(2.5)
ρ
d
dt
u = −∇p+∇ · σ+ ρb (2.6)
dr
dt
= u (2.7)
with adiabatic compressibility κs, adiabatic incompressibility modulus Ks = 1/κs,
thermal diffusivity α, adiabatic index γ, fluid pressure p, fluid density ρ, fluid veloc-
ity u, body force b and viscous stress tensor σ.
If the FIT is applied to (2.4), (2.5) and (2.6) we obtain the following set of filtered
equations.
d
dt
〈ρh(r)〉 = −〈ρh(r)〉∇ · u˜h(r) (2.8)
d
dt
〈ph(r)〉 = −〈KS∇ · u,wh〉+ γα〈KS∇ · (κs∇p),wh〉 (2.9)
〈ρh〉 d
dt
u˜h = 〈∇ · τ,wh〉−∇ · 〈Hh〉+ 〈ρh〉b˜h (2.10)
dr
dt
= u˜h(r) (2.11)
where the material derivative after the filtering becomes
d
dt
=
∂
∂t
+ u˜h ·∇ (2.12)
The sub-particle stress (SPS) tensor arising from the filtering process is given by the
following definition.
Definition 2.1 (sub-grid stress tensor, SPS). Application of the FIT is applied to the
momentum equation introduces momentum transfer due to small scale motion. The
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SPS represents the effect of the unresolved small scales on the local approximations.
This is defined by the following
〈H
h
(r)〉 =
∫
Ω(r)
ρ(r′)(u(r′) − u˜h(r))⊗ (u(r′) − u˜h(r))whdΩ(r′)
= 〈ρh(r)〉
(
˜(u⊗ u)h(r) − u˜h(r)⊗ u˜h(r)
)
by the FIT (2.13)
The main task now is to de-filter the filtered equations (2.8), (2.9), (2.10) and
(2.11). To this end, an inverse filtering procedure is necessary.
For a detailed development of the filtering process the reader is referred to our
other work [6].
3 S P H C O N S I S T E N T W I T H I M P L I C I T L E S
D E - F I LT E R I N G P R O B L E M : The de-filtering problem can be formally posed
as follows; Given the filtered equations governing the evolution of the local ap-
proximations {〈ρh〉, 〈ph〉, u˜h}, de-filter these averaged equations to find the integro-
differential equations governing the underlying disordered field {ρ,p,u}. The goal of
this de-filtering process is to recover or restore the mechanical information at small
scale that is lost during the filtering process. Consequently, any turbulent phenomena
will be implicitly modeled in this approach. Therefore, the method will be referred
to as SPH-i, where the i means implicit; it signifies the fact that this version of SPH
is consistent with implicit LES.
Proposition 3.1 (DIT for fluids). Consider a fluid particle located at r and has a
test spaceΩh(r) within the fluid domainΩ. Given the locally averaged mass density,
momentum density and pressure onΩh(r), we can reconstruct the continuum field by
de-filtering the filtered mass density, momentum density and pressure in proposition
2.1. Mathematically, for each wh ∈ C∞c (Ωh), there exists a ϕh ∈ C∞c (Ωh) such
that
ρ(r) =
∫
Ωh(r)
〈ρh(r′)〉ϕh(r− r′)dνr′ (3.1)
ρ(r)u(r) =
∫
Ωh(r)
〈ρh(r′)〉u˜h(r′)ϕh(r− r′)dνr′ (3.2)
p(r) =
∫
Ωh(r)
〈ph(r′)〉ϕh(r− r′)dνr′ (3.3)
We then call wh as the convolution filter and ϕh as the deconvolution filter.
3.1 De-filtering the filtered CNSE
The DIT of proposition 3.1 is now applied to the filtered equations to reconstruct
the original flow field provided that the local approximation {〈ρh〉, 〈ph〉, u˜h} still
contains enough mechanical information that a de-convolution filter can recover the
original underlying field {ρ,p,u}.
In SPH, the target particle moves with the filtered or smoothed velocity. In the
context of the proposed SPH-i, the target particle moves with the de-filtered velocity.
Consider a test particle located at position r having a test space Ωh(r). Let there be
a support material particle located at r′ so that r′ ∈ Ωh(r). We define the velocities
on this locally compact space as
test or target particle:
dr
dt
= u(r), support particle:
dr′
dt
= u˜h(r′) (3.4)
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Consider the filtered continuity equation given by (2.8). To de-filter it, we first
consider the continuum point r′ with a test space Ωh(r′) for all r′ ∈ Ωh(r). Using
the locally averaged variables on Ωh(r′), the de-filtered continuity equation is then
tested with the deconvolution filter as given below.∫
Ωh(r)
{
d
dt
〈ρh(r′)〉+ 〈ρh(r′)〉∇′ · u˜h(r′)
}
ϕh(r− r′)dνr′ = 0,
∀wh ∈ C∞c (Ωh), ∃ϕh ∈ C∞c (Ωh) (3.5)
This can be rearranged into suitable form yielding∫
Ωh(r)
{
d
dt
(
〈ρh(r′)〉ϕh
)
+
(
〈ρh(r′)〉ϕh
)
∇′ · u˜h(r′)
}
dνr′,
=
∫
Ωh(r)
〈ρh(r′)〉 d
dt
ϕh(r− r′)dνr′ (3.6)
In this form, Reynolds’ Transport Theorem is applied to the left hand side and the
chain rule of differentiation to the right hand side. Accordingly,
d
dt
∫
Ωh(r)
〈ρh(r′)〉ϕh(r− r′)dνr′
=
∫
Ωh(r)
〈ρh(r′)〉 d
dt
ϕh(r− r′)dνr′
=
∫
Ωh(r)
〈ρh(r′)〉
{
dr
dt
· ∇ϕh + dr
′
dt
· ∇′ϕh
}
dνr′
=
∫
Ωh(r)
〈ρh(r′)〉
{
u(r) · ∇ϕh + u˜h(r′) · ∇′ϕh
}
dνr′
=
∫
Ωh(r)
〈ρh(r′)〉
(
u(r) − u˜h(r′)
)
· ∇ϕhdνr′
d
dt
ρ(r) =
∫
Ωh(r)
〈ρh(r′)〉
(
u(r) − u˜h(r′)
)
· ∇ϕhdνr′ (3.7)
where the anti-symmetry property of the deconvolution gradient ∇′ϕ = −∇ϕ has
been used to simplify the above.
Further transformation of (3.7) into differential form leads to the canonical point
form of the continuum continuity equation.
Proof. We begin by unplugging the space derivatives from the integral in (3.7) and
using the DIT of proposition 3.1 to get
d
dt
ρ(r) = u(r) · ∇
∫
Ωh(r)
〈ρh(r′)〉ϕh(r− r′)dνr′
−∇ ·
∫
Ωh(r)
〈ρh(r′)〉u˜h(r′)ϕh(r− r′)dνr′
= u(r) · ∇ρ(r) −∇ · (ρ(r)u(r)) by the DIT
= −ρ(r)∇ · u(r) (3.8)
and we recover the point form of the continuum continuity equation.
Note that (3.7) and (3.8) both represent the continuum form of the continuity equa-
tion. This equivalence immediately leads to the following corollary.
Corollary 3.1 (de-filtered velocity divergence). Due to the equivalence of (3.7) and
(3.8), the velocity divergence in a continuum can be calculated as an integral
ρ(r)∇ · u(r) = −
∫
Ωh(r)
〈ρh(r′)〉
(
u(r) − u˜h(r′)
)
· ∇ϕhdνr′ (3.9)
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We emphasize that (3.9) is the most fundamental result of the de-filtering process.
It will be used to generate momentum conserving integral representations of the
pressure gradient and divergence of the stress tensor.
3.2 De-filtered momentum equation
De-filtering the smoothed momentum (2.10) is a bit more involving than that of the
continuity equation due to the presence of sub-grid stresses. It is prudent to clearly
demonstrate how the sub-particle stress (SPS) tensor vanishes after the de-filtering
process. Consequently, any sub-scale phenomena will be implicitly modeled- a con-
cept that underpins the development of implicit LES models. With this understand-
ing, the proposed iSPH model does not require any turbulence modeling (the i in
iSPH signifies that any turbulent phenomena is implicitly captured).
First consider a fluid particle at the continuum point r′ with a test space Ωh(r′)
for all r′ ∈ Ωh(r). The filtered momentum equation is then tested with the deconvo-
lution kernel∫
Ωh(r)
{
〈ρh(r′)〉 d
dt
u˜h(r′) − 〈∇′ · τ(r′),wh〉+∇′ · 〈Hh(r′)〉+
〈ρh(r′)〉b˜h(r′)
}
ϕ(r− r′)dνr′ = 0 ∀wh ∈ C∞c (Ωh), ∃ϕh ∈ C∞c (Ωh)
(3.10)
which can be re-written as∫
Ωh(r)
〈ρh(r′)〉 d
dt
(
u˜h(r′)ϕh
)
dνr′ =
∫
Ωh(r)
〈ρh(r′)〉u˜h(r′)dϕh
dt
dνr′
+
∫
Ωh(r)
∇′′ · τ(r′′)
(∫
Ωh(r′)
wh(r′′ − r′)ϕ(r− r′)dνr′
)
dνr′′
−
∫
Ωh(r)
∇′ · 〈H
h
(r′)〉ϕ(r− r′)dνr′
+
∫
Ωh(r)
〈ρh(r′)〉b˜h(r′)ϕ(r− r′)dνr′ (3.11)
note use of the completeness statement 5.3 to simplify the second on the right hand
side.∫
Ωh(r)
〈ρh(r′)〉 d
dt
(
u˜h(r′)ϕh
)
dνr′ =
∫
Ωh(r)
〈ρh(r′)〉u˜h(r′) d
dt
ϕhd
νr′ + ρb
+
∫
Ωh(r)
∇′′ · τ(r′′)δ(r− r′)dνr′′ −
∫
Ωh(r)
∇′ · 〈H
h
(r′)〉ϕ(r− r′)dνr′
(3.12)
Once again by applying the Reynolds transport theorem we obtain
d
dt
∫
Ωh(r)
〈ρh(r′)〉u˜h(r′)ϕhdνr′ =
∫
Ωh(r)
〈ρh(r′)〉u˜h(r′) d
dt
ϕhd
νr′
+∇ · τ(r) −
∫
Ωh(r)
∇′ · 〈H
h
(r′)〉ϕ(r− r′)dνr′ + ρ(r)b(r) (3.13)
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By further applying the DIT to the left hand side and the chain rule of differ-
entiation to the first term on the right hand side the following simplified integro-
differential equation is to obtained.
ρ(r)
du(r)
dt
= −
∫
Ωh(r)
〈ρh(r′)〉(u(r) − u˜h(r′))⊗ (u(r) − u˜h(r′)) · ∇ϕhdνr′
−
∫
Ωh(r)
∇′ · 〈H
h
(r′)〉ϕ(r− r′)dνr′ +∇ · τ(r) + ρ(r)b(r) (3.14)
The next step is to show that the first and second terms on the right hand side of
(3.14) add to zero by noting the following; By expanding the integrand in the first
term and applying the DIT yields∫
Ωh(r)
〈ρh(r′)〉(u(r) − u˜h(r′))⊗ (u(r) − u˜h(r′)) · ∇ϕhdνr′
= ∇ ·
(∫
Ωh(r)
〈ρh(r′)〉u˜h(r′)⊗ u˜h(r′)ϕ(r− r′)dνr′ − ρ(r)u(r)⊗ u(r)
)
(3.15)
Furthermore, using Gauss’ theorem it easy is to show that the second term trans-
forms to∫
Ωh(r)
∇′ · 〈H
h
(r′)〉ϕ(r− r′)dνr′
= −∇ ·
(∫
Ωh(r)
〈ρh(r′)〉u˜h(r′)⊗ u˜h(r′)ϕ(r− r′)dνr′ − ρ(r)u(r)⊗ u(r)
)
+
∫
∂ΩΓ (r)
nˆ(r′) · 〈H
h
(r′)〉ϕ(r− r′)dν−1Γ(r′) (3.16)
where ∂ΩΓ (r) is the surface that bounds the test space Ωh(r). Therefore, plugging
(3.15) and (3.16) into (3.14)
ρ(r)
du(r)
dt
= ∇ · τ(r) + ρ(r)b(r) +
∫
∂ΩΓ (r)
nˆ(r′) · 〈H
h
(r′)〉ϕ(r− r′)dν−1Γ(r′)
(3.17)
In particular if the fluid domain Ω is bounded by the surface ∂Ω, then provided
that ∂ΩΓ (r)∩ ∂Ω = ∅, then the surface integral above is identically zero since ϕ =
0 on ∂ΩΓ (r) by construct. Therefore, for unbounded domains the reconstruction is
exact as (3.17) is now identical to (2.6).
3.3 Momentum Conserving DIT for the Stress Tensor
In the foregoing, we exploit the fact that the SPH-i model has a Lagrangian given
by Eckart’s Lagrangian [15]. Linear momentum conservation is fundamental to the
long term stability of numerical algorithms. The SPH-imodel is non-conserving, but
momentum conserving integral operators can be constructed by sacrificing energy
conservation. The energy will only be conserved in an approximate sense. Here
we construct momentum conserving integral operators for the stress tensor. For a
general and rigorous approach for dissipative systems, the reader is referred to [16].
For a continuum of fluid contained within the domain Ω, starting with Eckart’s
Lagrangian [15]
L =
∫
Ω
(
1
2
||u||2 − u
)
ρdΩ (3.18)
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Then the total energy of the hydrodynamic system is becomes
E =
∫
Ω
||u||2ρdΩ− L (3.19)
=
∫
Ω
(
1
2
||u||2 + u
)
ρdΩ (3.20)
where u is the specific internal energy of the system.
With the help of the Reynolds transport theorem, the rate of change of the total
energy is given as
d
dt
E =
∫
Ω
(
ρ
du
dt
· u+ ρdu
dt
)
dΩ
=
∫
Ω
(∇p · u− p∇ · u)dΩ (3.21)
If we now substitute for∇ · u from (3.9), and with further simplifications we obtain
d
dt
E =
∫
Ω
(
∇p · u− p
ρ
∫
Ωh(r)
〈ρh(r′)〉
(
u(r) − u˜h(r′)
)
· ∇ϕhdνr′
)
dΩ
(3.22)
Using the FIT on unbounded domains, we can simplify (3.22) as
dE
dt
=
∫
Ω
(
∇p−
∫
Ωh(r)
(
p(r)
ρ(r)
〈ρh(r′)〉+ p(r
′)
ρ(r′)
〈ρh(r)〉
)
∇ϕhdνr′
)
· u(r)dΩ
+
∫
Ω
p(r)
ρ(r)
∇ ·
∫
Ωh(r)
〈ρh(r′)〉uˆh(r′)ϕhdνr′dΩ (3.23)
With the assumption that momentum transfer due to turbulent fluctuations is negligi-
ble, then the second term in (3.23) can be neglected. Therefore, energy is conserved
under such conditions if,
G(p|ϕ) = ∇p =
∫
Ωh(r)
(
p(r)
ρ(r)
〈ρh(r′)〉+ p(r
′)
ρ(r′)
〈ρh(r)〉
)
∇ϕhdνr′ (3.24)
as the fluid domainΩ is arbitrary.
The de-filtering integral transform for the pressure gradientG(p|ϕ) is clearly anti-
symmetric, thus momentum conserving, and is variationally consistent with the inte-
gral transform for the velocity divergence D(u|ϕ) defined below.
D(u|ϕ) = ∇ · u(r) = − 1
ρ(r)
∫
Ωh(r)
〈ρh(r′)〉
(
u(r) − u˜h(r′)
)
· ∇ϕhdνr′ (3.25)
Similar momentum conserving de-filtering integral transforms for the divergence of
the deviatoric stress tensor D(µ,σ|ϕ) and the Laplacian of the pressure L(κs,p|ϕ)
can be constructed. With brevity this procedure is omitted but the result is given
below.
D(µ,σ|ϕ) := ∇ · σ
=
∫
Ωh(r)
(
σ(r)
ρ(r)
〈ρh(r′)〉+
σ(r′)
ρ(r′)
〈ρh(r)〉
)
· ∇ϕhdνr′ (3.26)
L(κs,p|ϕ) := ∇ · (κs∇p)
=
1
2
∫
Ωh(r)
[(
〈κsh(r)〉+ 〈κsh(r′)〉
)(
p(r) − p(r′)
)
+
(
κs(r) + κs(r′)
)(
〈ph(r)〉− 〈ph(r′)〉
)]
(r− r′) · ∇ϕh
||r− r′||2
dνr′
(3.27)
For a rigorous derivation of (3.27) refer to appendix A.
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4 U N S M O OT H E D PA RT I C L E H Y D R O DY N A M I C S
M O D E L
The de-filtered SPH, SPH−i, model is a complete model resulting from the applica-
tion of the DIT to the filtered CNSEs. Unlike the SPH which uses the zeroth order
deconvolution method, SPH−i is based on the general deconvolution method. The
mathematical procedure is shown below; steps [1]∼[3] is the convolution operation
on the fields {ρ,p,u} to produce local approximations {〈ρh〉, 〈ph〉, u˜h}. For com-
pleteness, in steps [4]∼[6] a deconvolution operation is dynamically performed on
the local approximations to reconstruct the original continuum field {ρ,p,u}.
We also use the de-filtering integral operators (3.24), (3.25)and (3.27)
[1] smoothed mass density
〈ρh(r)〉 =
∫
Ωh(r)
ρ(r′)wh(r− r′)dνr′
.
= ρ(r) −
∫
Ωh(r)
(
ρ(r) − ρ(r′)
)
wh(r− r′)dνr′ (4.1)
[2] smoothed pressure
〈ph(r)〉 =
∫
Ωh(r)
p(r′)wh(r− r′)dΩ(r′) (4.2)
.
= p(r) −
∫
Ωh(r)
(
p(r) − p(r′)
)
wh(r− r′)dνr′ (4.3)
[3] smoothed velocity
u˜h(r) =
1
〈ρh(r)〉
∫
Ωh(r)
ρ(r′)u(r′)wh(r− r′)dΩ(r′) (4.4)
.
= u(r) −
1
〈ρh(r)〉
∫
Ωh(r)
ρ(r′)
(
u(r) − u(r′)
)
wh(r− r′)dνr′ (4.5)
[4] de-filtered continuity equation
dρ
dt
= −ρD(u|ϕ) (4.6)
[5] de-filtered pressure equation
κs(p)
dp
dt
= −D(u|ϕ)
+ γαL(κs(p),p|ϕ) −αL
(
1
ρ
, ρ|ϕ
)
(4.7)
[6] de-filtered momentum equation
ρ
du
dt
= −G(p|ϕ) +D(µ,σ|ϕ) +G
(
σ|ϕ
)
+ ρb (4.8)
[7] moving the particles
dr
dt
= u(r) (4.9)
To get the discrete forms we just replace integrals by summations. The reader
must also see that the differential forms of the above are the original compressible
Navier-Stokes equations.
This model is incomplete without a proper construct of the deconvolution filter.
We present a procedure for constructing a deconvolution filter given a convolution
filter.
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5 C O N S T RU C T I N G C O M PAT I B L E C O N VO L U T I O N
& D E C O N VO L U T I O N F I LT E R S
5.1 Completeness of filtering and de-filtering processes: integral form
A deconvolution operator Dˆh exists if the action of the convolution operator Cˆh on
|ρ〉 i.e. Cˆh|ρ〉 = |ρ¯h〉 does not result in irreparable damage so that |ρ¯h〉 still contains
enough information that the linear operator Dˆh can restore the original input vector
|ρ〉 to give back identity i.e. Dˆh|ρ¯h〉 = |ρ〉. Figure 1 denotes completeness without
any approximations.
DˆhCˆh
|ρ〉 |ρ〉
Figure 1: Mathematically accurate and consistent completeness property. We exploit the
existence of invertible operators to resolve identity.
Expressed mathematically in operator space,
|ρ〉 = DˆhCˆh|ρ〉 (5.1)
Furthermore, by taking an overlap with the bra vector 〈r| and inserting complete sets
of states we obtain a statement of completeness of filtering and de-filtering processes.
Then for all r, r′, r′′ ∈ Ωh(r) we have
〈r|ρ〉 = 〈r|Dˆh1ˆCˆh1ˆ|ρ〉
= 〈r|Dˆh
∫
Ωh(r)
|r′〉〈r′|dΩ(r′)Cˆh
∫
Ωh(r′)
|r′′〉〈r′′|dΩ(r′′)|ρ〉
=
∫
Ωh(r)
∫
Ωh(r′)
〈r|Dˆh|r′〉〈r′|Cˆh|r′′〉〈r′′|ρ〉dΩ(r′)dΩ(r′′)
ρ(r) =
∫
Ωh(r)
ρ(r′′)
(∫
Ωh(r′)
ϕh(r− r′)wh(r′′ − r′)dΩ(r′)
)
dΩ(r′′) (5.2)
For perfect reconstruction of the underlying continuum field by de-filtering the fil-
tered field, we have the following statement of completeness; for a given convolution
filter wh ∈ C∞c (Ωh) there exists a deconvolution filter ϕh ∈ C∞c (Ωh) such that∫
Ωh(r′)
ϕh(r− r′)wh(r′′ − r′)dΩ(r′) = δ(r− r′′) (5.3)
Equation (5.3) represents a fundamental result of the theory which will be used in
the construction of explicit, compatible convolution-deconvolution filter pairs.
Furthermore, the block diagram 1 can be cascaded in order to determine the effect
of each operator on the input vector. This is depicted in figure 2.
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Cˆh
convolution operator
Dˆh
deconvolution operator
|ρ〉 |ρ¯h〉 |ρ〉
Figure 2: In this series representation perfect reconstruction is realized by filtering and then
de-filtering.
Next, we prove that the above FIT and DIT indeed form an integral transform pair
through which (perfect) reconstruction of the continuum field is achievable.
Proof. Let Ωh(r) be a locally compact test space centered at the continuum point r.
Consider the continuum point r′ with a test space Ωh(r′) for all r′ ∈ Ωh(r). We
first compute the filtered mass density about r′ using the FIT; for allwh ∈ C∞c (Ωh)
we have
〈ρh(r′)〉 =
∫
Ωh(r′)
ρ(r′′)wh(r′ − r′′)dΩ(r′′) (5.4)
Then multiplying (5.4) by the deconvolution filter and integrating over the test space
Ωh(r) yields∫
Ωh(r)
〈ρh(r′)〉ϕh(r− r′)dΩ(r′)
=
∫
Ωh(r)
∫
Ωh(r′)
ρ(r′′)wh(r′′ − r′)ϕh(r− r′)dΩ(r′′)dΩ(r′)
=
∫
Ωh(r)
ρ(r′′)
{∫
Ωh(r′)
wh(r′′ − r′)ϕh(r− r′)dΩ(r′)
}
dΩ(r′′)
=
∫
Ωh(r)
ρ(r′′)δ(r− r′′)dΩ(r′′) by (5.3)
= ρ(r) (5.5)
hence confirming the claim that the FIT of proposition 2.1 forms an integral trans-
form pair with the DIT given by proposition 3.1..
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Figure 3: Discrete interpretation of Completeness. Left hand side: discrete of FIT is a gath-
ering process. Right hand side: discrete DIT is a scattering process. Here • is the
target particle and has support particles {•, •, •, •}. All black particles • are out-
side the support of the target particle. The respective domain of influence of each
support particle is shown by a circle of corresponding color to that particle.
We now consider the following sampling problem: Assuming that the density
ρ(rj) := ρj of each support particle is known, how do we use this information to
determine the density ρi of the ith target particle?
F I T I S A " G AT H E R " P R O C E S S The left hand side of figure 3 shows the test
or target particle • with support particles {•, •, •, •}. By the proof above, we first
determine the local density approximation for each support particle 〈ρhj 〉 for all rk ∈
Ωh(rj) by the FIT;
〈ρh(rj)〉 =
∑
k∈N(j)
ρ(rk)wh(rj − rk)dΩ(rk) (5.6)
The support particle j gathers contributions from all its nearest neighbors k ∈ N(j).
This is a gathering process carried out on all support particles within the domain of
influenceΩh(rj) of the jth support particle with rj ∈ Ωh(ri).
D I T I S A " S C AT T E R " P R O C E S S Finally, to determine the actual density of
the ith target particle •, we use the DIT as shown on the right hand side of figure 3.
ρ(ri) =
∑
j∈N(i)
〈ρh(rj)〉ϕh(ri − rj)dΩ(rj) (5.7)
The target particle i collects contributions from all support particles j ∈ N(i) which
the space Ωh(rj) scatters onto Ωh(ri) 3 rj. Therefore, the DIT is a scattering
process as shown on the right hand side of figure 3.
Remark 5.1. The choice of volume element is worth investigating. While the approx-
imation dΩ(ri) := mi/ρ(ri) has been adopted in this work, it makes the method
more complicated due to the implicit nature in which the de-filtered variables must
be extracted from the filtered variables. An intuitive way is to use the volume element
dΩ(ri) =
1√∑
j=1ϕ
h(ri − rj)
∑
j=1w
h(ri − rj)
(5.8)
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5.2 Constructing deconvolution filters on R2
Problem: Given a convolution filter wh ∈ C∞c (Ωh) that is used to compute lo-
cal approximations {〈ρh(r)〉, 〈ph(r)〉, u˜h(r)} from the continuum field, construct
a compatible deconvolution filter ϕh ∈ C∞c (Ωh) that faithfully reconstructs the
underlying continuum field {ρ,p,u} from these local approximations.
The approach to this problem was mainly motivated by pioneering work of Ger-
mano [17], Konstantopoulos et al. [18], Mary and Rice [19] and others on differential
filters.
5.3 Translation Operator
To address the above problem, we extensively exploit the nice property of the transla-
tion (Lagrange shift) operator Tˆ : L2(R) → L2(R) which is (i) well defined (ii) lin-
ear (iii) bounded and (iv) unitary. In ν-dimensions we have;
ρ(r− hr∗) := Tˆ(−hr∗)ρ(r) ≡ e−hr∗·∇ρ(r) (5.9)
provided that the turbulent flow is smooth enough.
Proof. we temporarily regard ρ(r− hr∗) as a function of s. Let
Ψ(s)
def
= ρ(r− shr∗) ≡ ρ(v) v := r− shr∗
=
∞∑
n=0
sn
n!
Ψ(n)(0)
We need Ψ(1) ≡ ρ(r− hr∗). Now,
Ψ′(s) =
∂ρ(v)
∂vα
∂vα
∂s
α = 1, 2, 3. (sum over α)
= −
∂ρ(v)
∂vα
hx∗α
Hence
Ψ(n)(s) = (−hr∗ · ∇v)nρ(v) giving Ψ(n)(0) = (−hr∗ · ∇r)nρ(r)
Then, for Ψ(1) we obtain
ρ(r− hr∗) =
∞∑
n=0
(−hr∗ · ∇r)n
n!
ρ(r) = e−hr
∗·∇ρ(r)
Furthermore, the aforementioned properties of the translation operator can be
proved as follows;
1. Tˆ(−hr∗) is linear.
Proof. for f,g ∈ L2(R) and α,β ∈ R
Tˆ(−hr∗)[αf+βg](r) = [αf+βg](r− hr∗) = αf(r− hr∗) +βg(r− hr∗)
= αTˆ(−hr∗)f(r) +βTˆ(−hr∗)g(r)
so Tˆ(−hr∗) is a linear operator.
2. Tˆ(−hr∗) is well-defined.
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Proof. for ρ ∈ L2(Rn)∫
Rn
hn|Tˆ(−hr∗)ρ(r)|dn(r∗) =
∫
Rn
hn|ρ(r− hr∗)|2dn(r∗)
=
∫
Rn
|ρ(r′)|2dn(r′) <∞
therefore Tˆ(−hr∗)ρ(r) ∈ L2(R), so Tˆ(−hr∗) is well-defined.
3. Tˆ(−hr∗) is bounded.
Proof. for ρ ∈ L2(Rn)
||Tˆ(−hr∗)ρ(r)||2 =
∫
Rn
hn|Tˆ(−hr∗)ρ(r)|2dn(r∗)
=
∫
Rn
|ρ(r′)|2dn(r′) by (2) above.
= ||ρ(r)||2
∴ ||Tˆ(−hr∗)ρ(r)|| = ||ρ(r)||
meaning that Tˆ(−hr∗) is bounded (an isometry).
5.4 Convolution Operator
Consider the equation (2.1) in the FIT of proposition 2.1. For FIT with compactly
supported filters defined on Ωh(r) := {r, r′ ∈ R3| ||r− r′|| 6 h, wh > 0}, centered
around r = (x,y, z)T. The following definition can be adopted for the 3-dimensional
case
〈ρh(x,y, z)〉
=
∫∞
−∞
∫∞
−∞
∫∞
−∞ ρ(x′,y′, z′)wh
(
||
(
x− x′,y− y′, z− z′
)
||
)
dx′dy′dz′
=
∫∞
−∞
∫∞
−∞
∫∞
−∞ ρ(x′,y′, z′)h−3w
(∣∣∣∣∣∣∣∣ (x− x′h , y− y′h , z− z′h
) ∣∣∣∣∣∣∣∣)dx′dy′dz′
=
∫∞
−∞
∫∞
−∞
∫∞
−∞ ρ(x− hx∗,y− hy∗, z− z∗)w (|| (x∗,y∗, z∗) ||)dx∗dy∗dz∗
(5.10)
by invoking a change of variables hx∗ := x− x′, hy∗ := y− y′ and hz∗ := z− z′.
In compact form we then have
〈ρh(r)〉 =
∫
Rν
w (||r∗||) ρ(r− hr∗)dνr∗ (5.11)
showing that convolution is commutative. Finally, combining (5.9) and (5.11) the
FIT now transforms into differential form as
〈ρh(r)〉 =
(∫
Rν
w (||r∗||) Tˆ(−hr∗)dνr∗
)
ρ(r) ≡ Cw(Tˆ)ρ(r) (5.12)
where we identify Cw(Tˆ) as the convolution operator, which is continuous (and
hence bounded) and is compact.
Cw(Tˆ)
def
=
∫
Rν
w (||r∗||) Tˆ(−hr∗)dνr∗ (5.13)
We shall explicitly compute Cw(Tˆ) for compactly supported filters on Ωh(r) ∈
R2 as commonly used in SPH. In particular, since the convolution filter is radially
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or circularly symmetric, using polar coordinates r∗ := (||r∗|| cos θ, ||r∗|| sin θ)T with
||r∗|| ∈ [0, 2] and θ ∈ [0, 2pi] it is easy to show that the convolution operator becomes
Cw(Tˆ) = Θ0J0 +Θ1J1
h2
2!
∆+Θ2J2
h4
4!
∆2 +Θ3J3
h6
6!
∆3 + ...
=
∞∑
k=0
ΘkJk
h2k
(2k)!
∇2k (5.14)
Where ∆ = ∇2 is the laplacian operator and the moments of the convolution filter
Jk and the angular part Θk are given by
Θk =
2piΓ(k+ 12 )
Γ(k+ 1)Γ(12 )
, Jk =
∫2
0
||r∗||2k+1w(||r∗||)d||r∗||, k = 0, 1, 2, 3, ...
(5.15)
It is important to note that (5.12) is well posed if and only if ∀k, |Jk| < ∞ meaning
that the convolution filter wh must be rapidly decaying in space.
5.5 Deconvolution Operator
For the convolution operator given by (5.14), its associated deconvolution operator is
determined from the completeness (5.3) by solving a set of inhomogeneous equations
appropriate to the algebra of power series. First, we present the following version of
(5.3) suitable for series algebra
Corollary 5.1 (Operator form of completeness statement). Letwh ∈ C∞c (Ωh) be a
convolution filter with associated convolution operator Cw(Tˆ). Similarly, let ϕh ∈
C∞c (Ωh) be the deconvolution filter with associated deconvolution operatorDw(Tˆ).
Then the completeness statement (5.3) can be expressed in operator form as
Cw(Tˆ)Dϕ(Tˆ) = 1⇐⇒ Dϕ(Tˆ)Cw(Tˆ) = 1 (5.16)
Using the method of Cauchy products, for a 2D filter, it is easy to show that the
deconvolution filter is given by
Dϕ(Tˆ) := C
−1
w (Tˆ) =
∞∑
k=0
Mk
h2k
(2k)!
∇2k (5.17)
where the coefficients {Mk| k = 0, 1, 2, 3, . . . } are given by the following infinite
dimensional determinant
Mk = (−1)
k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
...
...
...
...
...
...
...
. . . 66Θ1J1 1 0 0 0 0
. . . 990Θ2J2 45Θ1J1 1 0 0 0
. . . 616Θ3J3 210Θ2J2 28Θ1J1 1 0 0
. . . 990Θ4J4 210Θ3J3 70Θ2J2 15Θ1J1 1 0
. . . 66Θ5J5 45Θ4J4 28Θ3J3 15Θ2J2 6Θ1J1 1
. . . Θ6J6 Θ5J5 Θ4J4 Θ3J3 Θ2J2 Θ1J1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.18)
and the kth coefficient can be extracted from the above formula as minor determinants
starting from the bottom right element, for example
C O N S T RU C T I N G C O M PAT I B L E C O N VO L U T I O N & D E C O N VO L U T I O N F I LT E R S 16
M1 = (−1)
1
∣∣Θ1J1∣∣ , M2 = (−1)2 ∣∣∣∣6Θ1J1 1Θ2J2 Θ1J1
∣∣∣∣ ,
M3 = (−1)
3
∣∣∣∣∣∣
15Θ1J1 1 0
15Θ2J2 6Θ1J1 1
Θ3J3 Θ2J2 Θ1J1
∣∣∣∣∣∣ , . . . (5.19)
However, we can directly obtain the deconvolution operator from the DIT of propo-
sition 3.1, Similar to the procedure used for constructing the convolution operator
above. For the DIT with compactly supported filters defined on Ωh(r) ∈ R3, a
compact space centered around r = (x,y, z)T. Then given the DIT
ρ(r) =
∫
Rν
〈ρh(r′)〉ϕh(r− r′)dνr′
=
(∫
Rν
ϕ(||r∗||)Tˆ(−hr∗)dνr∗
)
〈ρh(r)〉, set hr∗ := r− r′
ρ(r) = Dϕ(Tˆ)〈ρh(r)〉 (5.20)
where the deconvolution operator Dϕ(Tˆ) is now given by the following series.
Dϕ(Tˆ) =
∞∑
k=0
ΘkLk
h2k
(2k)!
∇2k (5.21)
The deconvolution filter moments Lk and the angular part Θk are given by
Θk =
2piΓ(k+ 12 )
Γ(k+ 1)Γ(12 )
, Lk =
∫2
0
||r∗||2k+1ϕ(||r∗||)d||r∗||, k = 0, 1, 2, 3, ...
(5.22)
Again, we note that (5.20) is well posed if and only if ∀k, |Lk| <∞meaning that the
deconvolution filter ϕh must also be rapidly decaying in space. Since the wh and
ϕh are inverse filters, it follows that (5.17) and(5.21) are equivalent, a fundamental
result of this discussion and presented in the following proposition.
Proposition 5.1. Let the moments of the convolution filterwh be Jk and the convolu-
tion operator given as Cw(Tˆ). Then the moment Lk of the associated deconvolution
filter ϕh can be analytically determined without prior knowledge of ϕh. Mathemat-
ically,
Lk =
Mk
Θk
(5.23)
5.6 convolution & deconvolution operators for the Gaussian filter
Consider a special case of the Gaussian filter given by
wh := αh
−νe−||r−r
′||2/h2 (5.24)
The moments of this filter in 2D are; Jk := Γ(k+ 1)/(2pi), with the angular elements
Θk given by (5.15). Then the associated convolution and deconvolution operator
coefficients are given by
ΘkJk =
Γ(k+ 12 )
Γ(12 )
, Mk = (−1)k
Γ(k+ 12 )
Γ(12 )
(5.25)
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Cw(Tˆ) =
∞∑
k=0
Γ(k+ 12 )
Γ(12 )
h2k
(2k)!
∇2k =
∞∑
k=0
h2k
4kk!
∇2k = e 14h2∇2 (5.26)
Dϕ(Tˆ) =
∞∑
k=0
(−1)k
Γ(k+ 12 )
Γ(12 )
h2k
(2k)!
∇2k =
∞∑
k=0
(−1)k
h2k
4kk!
∇2k = e− 14h2∇2
(5.27)
as expected. This actually is a very important proof showing that the determinant
(5.18) is correct.
5.7 matrix coefficients of convolution/deconvolution operators
We define the convolution filter wh as the "matrix element" of the convolution oper-
ator Cw(Tˆ).
wh(r− r′) , 〈r′|Cw(Tˆ)|r〉
= 〈r′|
(
1ˆ+
∞∑
k=1
ΘkJk
h2k
(2k)!
∇2k
)
|r〉
= 〈r′|1ˆ|r〉+
∞∑
k=1
ΘkJk
h2k
(2k)!
〈r′∇2k|r〉
∴ wh(r− r′) = δ(r− r′) +
∞∑
k=1
ΘkJk
h2k
(2k)!
∇2kδ(r− r′) (5.28)
Similarly, the deconvolution filter is defined as the "matrix element" of the decon-
volution operator with respect to the continuous position basis. Following the same
procedure above, the deconvolution filter takes the form
ϕh(r− r′) , 〈r′|Dϕ(Tˆ)|r〉
∴ ϕh(r− r′) = δ(r− r′) +
∞∑
k=1
Mk
h2k
(2k)!
∇2kδ(r− r′) (5.29)
For both operators, in the continuum limit we have the flowing important property
lim
h→0
wh(r− r′) ≡ δ(r− r′), lim
h→0
ϕh(r− r′) ≡ δ(r− r′) (5.30)
In fact it will turn out that the deconvolution filter is shaper and taller than the
convolution filter. This implies that the deconvolution filter approximates Dirac’s
delta function much more accurately than the associated convolution filter, and this
has profound consequences on accuracy.
5.8 Properties of convolution and deconvolution operators
We study the properties of convolution and deconvolution operators by investigating
their action on functionals or generalized functions.
[1] The action of convolution and deconvolution operators on the Dirac’s delta
function is to produce the convolution and deconvolution filters respectively.
Mathematically,
Cw(Tˆ)δ(r− r′) = wh(r− r′), Dϕ(Tˆ)δ(r− r′) = ϕh(r− r′) (5.31)
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Proof.
wh(r− r′′) =
∫
Rν
wh(r− r′)δ(r′ − r′′)dνr′ completeness
=
∫
Rν
w(r∗)δ(r− hr∗ − r′′)dνr∗, change of variables
=
(∫
Rν
w(r∗)Tˆ(−hr∗)dνr∗
)
δ(r− r′′)
∴ wh(r− r′′) = Cw(Tˆ)δ(r− r′′)
A similar proof for the deconvolution operator follows, hence completing the
proof.
[2] The convolution filter is the Green’s function of the deconvolution operator,
whereas the deconvolution filter is the Green’s function of the convolution
operator i.e.
Cw(Tˆ)ϕh(r− r′′) = δ(r− r′′), Dϕ(Tˆ)w(r− r′′) = δ(r− r′′) (5.32)
Either of these relations is equivalent to the completeness statement (5.3). A
proof of this can be directly obtained from (5.31) or directly from (5.3). Fol-
lowing the latter approach
Proof.
δ(r− r′′) =
∫
R3
ϕh(r− r′)wh(r′ − r′′)d3r′ completeness
=
∫
R3
ϕ(r∗)wh(r− hr∗ − r′′)d3r∗, change of variables
=
(∫
R3
ϕ(r∗)Tˆ(−hr∗)d3r∗
)
wh(r− r′′)
∴ δ(r− r′′) = Dϕ(Tˆ)wh(r− r′′)
For a direct proof from (5.31); we multiply by Dϕ(Tˆ) to the first equation
in (5.31) to get Dϕ(Tˆ)Cw(Tˆ)δ(r− r′) = Dϕ(Tˆ)wh(r− r′) yielding the re-
quired result since Dϕ(Tˆ)Cw(Tˆ) = 1.
A similar proof for the deconvolution operator follows, hence completing the
proof.
[3] The completeness statement (5.3) can be expressed in operator form as
Cw(Tˆ)Dϕ(Tˆ) = 1, Dϕ(Tˆ)Cw(Tˆ) = 1 (5.33)
Proof.
Cw(Tˆ)ϕh(r− r′′) = δ(r− r′′) by (5.32) above
Cw(Tˆ)Dϕ(Tˆ)δ(r− r′′) = δ(r− r′′) by (5.31) above
∴ Cw(Tˆ)Dϕ(Tˆ) = 1
[4] The action of the square convolution operator on the deconvolution filter yields
the deconvolution filter. Similarly, the action of the square convolution opera-
tor on the deconvolution filter yields the convolution filter.
Cw(Tˆ)
2ϕh(r− r′′) = wh(r− r′′), Dϕ(Tˆ)2w(r− r′′) = ϕh(r− r′′)
(5.34)
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Proof.
Cw(Tˆ)
2ϕh(r− r′′) = Cw(Tˆ)Cw(Tˆ)ϕh(r− r′′)
= Cw(Tˆ)δ(r− r′′) by (5.32)
= wh(r− r′′) by (5.31)
A similar proof can be done for the square deconvolution operator.
5.9 Cauchy product of deconvolution operator with itself
The Cauchy product is the discrete convolution of two infinite series. Since the
square deconvolution operator (5.34) can be interpreted as the discrete convolution
of the deconvolution operator with itself, we have,
Dϕ(Tˆ)
2 = Dϕ(Tˆ) ·Dϕ(Tˆ)
=
( ∞∑
l=0
Ml
h2l
(2l)!
∇2l
)
·
( ∞∑
m=0
Mm
h2m
(2m)!
∇2m
)
∴ Dϕ(Tˆ)2 =
∞∑
k=0
M˜k
h2k
(2k)!
∇2k where M˜k =
k∑
j=0
(
2k
2j
)
MjMk−j (5.35)
Given a convolution filter wh, it then follows from (5.34) and (5.35) that the decon-
volution filter is given by the following formula.
ϕh(r− r′′) =
∞∑
k=0
M˜k
h2k
(2k)!
∇2kwh(r− r′′) (5.36)
which is an exact deconvolution filter uniquely defined for each specified convolution
filter with finite moments. Furthermore, the above series solution is truncated due to
the fundamental limitation that computers can only handle finite collections of data.
The non-unique approximate deconvolution filter, ADF then becomes
ϕh,n(r− r′′) =
n∑
k=0
M˜k
h2k
(2k)!
∇2kwh(r− r′′) ≡
n∑
k=0
fk(h)ψh,2k(r− r′′)
(5.37)
This series is convergent and the functions fk(h) satisfy
lim
h→0
fk+1(h)
fk(h)
= lim
h→0
M˜k+1
M˜k
h2(k+1)
h2k
(2k)!
(2k+ 2)!
≡ 0 (5.38)
This means that each member of the set of filters approaches zero more rapidly than
the previous member as h → 0. Therefore the set of filters {ψh,2k| k = 0, 1, 2, ...}
forms an asymptotic sequence in h. The difference between the true value ϕh and
approximate expression ϕh,n goes to zero (ϕh −ϕh,n)/hn → 0 as h→ 0.
It is important to investigate how well an order-n deconvolution filter ϕh,n ap-
proximates the exact deconvolution filter ϕh by comparing the moments. The exact
moments of Lk of ϕh are readily computable without knowledge of the filter itself
and are given by (5.23). Based on the choice of n, the moments of the approximate
deconvolution filter ϕh,n are given by
exact : Lk =
Mk
Θk
, approx : L(n)k =
∫
Vh
||r∗||2k+1ϕn(r∗)d||r∗|| (5.39)
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Figure 4 indicates the moments of the deconvolution filter of the convolution filter
given by (5.41) with p = 5. As can be clearly seen, the kth moment Lk of an
nth order approximate deconvolution filter ϕh,n is approximately equal to the exact
moment for k = 0, 1, ...,n. Therefore, ϕh,n approximates ϕh to degree of accuracy
2n. Formally,
L
(n)
k ' Lk ∀k = 0, 1, 2, . . . n (5.40)
Therefore, an nth order deconvolution filter cannot reproduce all moments since
{L
(n)
k 6= Lk| k = n+ 1,n+ 2,n+ 3, . . . } will be inconsistent with the exact mo-
ments. However, as it will be shown below, exact deconvolution is unstable meaning
that approximate filters (finite n) are more practical.
Moment Approximate deconvolution filter
Exact ϕhϕh,1 ϕh,2 ϕh,3 ϕh,4
L0 0.15915494 0.15915494 0.15915494 0.15915494 0.15915494
L1 -0.0347461 -0.0347461 -0.0347469 -0.0347455 -0.0347461
L2 -0.0457652∗ 0.015423 0.0154208 0.015424 0.0154226
L3 -0.0492201∗ 0.0578682∗ -0.0104030 -0.010395 -0.0103981
L4 -0.0580177∗ 0.440901∗ -0.13588∗ 0.00943111 0.00942152
Figure 4: The first five moments of the approximate deconvolution filter for the convolution
filter given by equation (5.41) with p = 5. The (∗) indicates kernel inconsistency
due to truncation.
5.10 Convolution filters
A natural choice for the convolution filter in SPH is the Gaussian filter [20]. In fact
Monaghan [21, 3] suggests this as the first Golden Rule of SPH. All popular convo-
lution filters are piecewise continuous polynomials including the B-spline functions
[22, 3] and Wendland functions [23, 24]. These filters are constructed to be Gaussian-
like but they have compact support and give progressively better approximation to
the Gaussian with higher filter order.
For the purposes of the work presented here a new set of rational convolution fil-
ters are introduced as they have better interpolatory properties than their polynomial
counterparts and their associated deconvolution filters are not singular. They are
smoother and less oscillatory than polynomial filters.
Gh,p =
 αph−ν
(
1− 1
4h2
||r−r′||2
1+ 1
4h2
||r−r′||2
)p
||r− r′|| 6 2h
0 otherwise
(5.41)
It is also worth noting the relationship between Gh,p and a gaussian filter
Gh,p ' αph−ν exp
(
−pi ν
√
α2p
||r− r′||2
h2
)
(5.42)
The Weierstrass approximation theorem states that every continuous function defined
on a closed interval [α,β] can be uniformly approximated as closely as desired by a
polynomial function.
Theorem 5.1 (Weierstrass approximation theorem). Suppose Gh : Ωh(r) → R is
a continuous real-valued function defined on the real, compact space Ωh(r). For
all R 3 ε > 0 there exists a polynomial wh : Ωh(r) → R such that for all
r, r′ ∈ Ωh(r),we have,
|Gh(r− r′) −wh(r− r′)| < ε or ||Gh(r− r′) −wh(r− r′)|| < ε (5.43)
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where q := ||r− r′||/h ∈ [−2, 2]
For the rational convolution filter (5.41) with p = 7, a possible approximating
polynomial is given by
wh =
(
1−
q2
4
)8(
2048− 3072q2 + 2816q4 − 1984q6
+ 1184q8 − 628q10 + 305q12
)
(5.44)
Later on, we will do spectral analysis in which the Fourier transforms of the filters
will be required. The convolution filter (5.44) is particularly useful in spectral analy-
sis as it is difficult to compute the Fourier transform of (5.41).
−2 −1 0 1 2
0
5
10
15
q
wh,6
ϕh,6,2
Figure 5: A plot of the convolution filterwh,p for p=6 (red) and the corresponding deconvo-
lution filter ϕh,p,n (blue) obtained by truncating the infinite sum at n = 2. The
filter cut-off length h has been set to unity.
Note the sharpness and height of the deconvolution filter with respect to the con-
volution filter in figure 5. This means that the deconvolution filter approximates the
Dirac delta function more accurately than the convolution filter. The other feature
is that the deconvolution filter changes sign between positive and negative. This fea-
ture means that unlike the convolution filter, the deconvolution filter does not damp
or attenuate high frequency components; this is important for the reconstructing the
original continuum field.
5.11 Spectral Analysis
There are two factors that determine the upper limit of n; numerical stability and nu-
merical instability. Increasing n leads to improved accuracy and hence reduced nu-
merical dissipation. Consider the Navier-Stokes equations, assuming Kolmogorov’s
-5/3 law, i.e. E(k) ∝ k−5/3, numerical dissipation can be approximated as a normal-
ized coefficient
cn,dissp =
∫
R2 ||k||
2E(k)d2k−
∫
R2 ||k||
2E(k)|ϕˆn(kh)wˆ(kh)|2d2k∫
R2 ||k||
2E(k)d2k
=
∫kc
0 k
2E(k)dk−
∫kc
0 k
2E(k)|ϕˆn(kh)wˆ(kh)|
2dk∫kc
0 k
2E(k)dk
(5.45)
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where the dimensionless cut-off wavenumber k∗c := kch = pi is the cut-off wave
number; the highest wavenumber that can be represented on a grid. The first term in
the numerator is the exact dissipation and the second term is the restored dissipation,
and thus the difference corresponds to numerical dissipation.
on the other hand, numerical instability is much more difficult to quantify. As-
suming the numerical error is due to spectral truncation, the energy error is on the
order of Ee(k) ∝ k2 at high wavenumber. We can define a normalized numerical
instability coefficient as
cn,instab =
∫
R2 ||k||
2Ee(k)|ϕˆn(kh)wˆ(kh)|2d2k∫
R2 ||k||
2E(k)d2k
=
∫kc
0 k
2Ee(k)|ϕˆn(kh)wˆ(kh)|
2dk∫kc
0 k
2Ee(k)dk
(5.46)
Proposition 5.2. Exact deconvolution has zero numerical dissipation.
Proof. We first compute the fourier transform of the completeness statement (5.3) to
obtain
ϕ̂(k∗)ŵ(k∗) = 1 k∗ := kh (5.47)
∴ lim
n→∞ cn,dissp = 0 by 5.45 (5.48)
Proposition 5.3. Exact deconvolution is numerically unstable.
Proof. From 5.46 we have
lim
n→∞ cn,instab = 1 by 5.46 (5.49)
Using Wendland’s C6 filter as the convolution filter, by constructing its associ-
ated approximate deconvolution filter, the numerical dissipation and instability coef-
ficients are plotted in the Fourier space as shown in figure 6. It can be noted that
as the order of the deconvolution filter increases, numerical dissipation decreases
as expected. However, as with decreased numerical dissipation there is nothing to
mitigate any associated numerical instabilities hence the coefficient of numerical in-
stability is large. The hypothesis used in [25] that the energy error follows a square
law i.e. E(k∗) ∝ ||k∗||2 is qualitative and not necessarily accurate. There is further
room for improvement in order to obtain a more accurate estimation of numerical
instability.
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Figure 6: Coefficients cn,dissip and cn,instab for the deconvolution filter associated with
Wendland’s C5 filter. Here n correspond to the value at which the deconvolution
filter ϕn is truncated.
Figure 7 show a plot of the Fourier transform of the nth order deconvolution up
to order 2n = 6. Note that at zeroth order, the deconvolution filter is identical to
the convolution filter i.e. wh ≡ ϕh0 and the Fourier transform is shown by the solid
black curve in Figure 7. The range of wavenumbers over which the deconvolution
filter has values greater than 1 increases with filter order. The implication of this
characteristic shape that the deconvolution filter in Fourier space is twofold. First, the
deconvolution filter is able to restore the low frequency components, consistent with
its mathematical property that it becomes a Dirac delta function in the limit h → 0;
see equation (5.30) for a proof of this. Second, the deconvolution filter damping
the high frequency components for stability reasons. It will be shown that exact
deconvolution is unstable, thus approximate deconvolution which does not damp
high frequency components is what is practically usable [25].
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Figure 7: Fourier transform of the deconvolution filter {ϕ̂n(k∗)|n = 0, 1, 2, 3} associated
with Wendland C6 filter in physical space with k∗ = kh the non-dimensional
wavenumber.
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The next thing worth investigating is the resolution of identity given by equation
(5.3). In Fourier space, we have the spectrum ϕˆ(k∗)wˆ(k∗) = 1 for all normalized
wavenumbers k∗. For the ADM, the resolution of identity is not exact and has a
spectrum given by ϕˆn(k∗)wˆ(k∗) whose plot in the Fourier space is shown in fig-
ure 8. It shows that the higher the order of the deconvolution filter, the larger the
bandwidth of wavenumbers restored. We also see that in the limit n→∞, we have
ϕˆn(k∗)wˆ(k∗) = 1 as expected from the theory presented in here.
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Figure 8: Fourier transform of the deconvolution filter {ϕ̂n(k∗)ŵ(k∗)| n = 0, 1, 2, 3} associ-
ated with Wendland C6 filter in physical space with k∗ = kh the non-dimensional
wavenumber.
6 C O N C L U S I O N
In this paper a new method called unsmoothed particle hydrodynamics SPH−i has
been proposed as a complete form of Smoothed Particle Hydrodynamics. In order
to improve the performance and mathematical consistency of SPH, a transform pair
called FIT and DIT has been proposed. First a version of SPH that is consistent with
explicit LES was derived [6] using the FIT. For completeness, and hence to avoid the
problem of turbulence modeling, the filtered equations where then de-filtered using
the DIT leading to a new model called SPH−i.
A rigorous procedure for deriving convolution and deconvolution operators from
the transform pair has been given. Using these operators, a method for constructing
an exact, compatible and unique deconvolution filter has been proposed. Following
the discussion that this exact deconvolution filter is unstable, an approximate decon-
volution filter has been proposed; the ideas of ADM are studied in many areas of
science such as LES and image processing [26][27][28][29][30] [31] [19] [32] and
convergence of ADMs [33].
Another major difference between standard SPH and the proposed SPH−i is that
writing the correct Lagrangian using the smoothed variables in SPH is actually non-
trivial whereas the one for SPH−i is easily given by Eckart’s Lagrangian [15].
Finally, being a high order model, SPH−i should in principle be more accurate
than standard SPH.
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A T H E S P H -i L A P L AC I A N
Here we present the procedure for constructing the Laplacian operator in the SPH−i
model. First we note the following identities
∇2(κp) = κ∇2p+ 2∇κ ·∇p+ p∇2κ (A.1)
∇ · (κ∇p) = κ∇2p+∇κ ·∇p (A.2)
Next, we define the following integral identities
J1
def
=
∫
Ω
(
〈κh(r′)〉∇p(r) ·∇ϕh + κ(r)∇′〈ph(r′)〉 ·∇ϕh
)
dνr′ (A.3)
=∇p ·∇
∫
Ω
〈κh(r′)〉ϕhdν(r′) + κ∇ ·
∫
Ω
∇′〈ph(r′)〉 ·ϕhdνr′
≡∇p ·∇κ+ κ∇2p by the DIT (A.4)
J2
def
=
∫
Ω
(
〈ph(r′)〉∇κ(r) ·∇ϕh + p(r)∇′〈κh(r′)〉 ·∇ϕh
)
dνr′ (A.5)
=∇κ ·∇
∫
Ω
〈ph(r′)ϕhdν(r′) + p∇ ·
∫
Ω
∇′〈κh(r′)〉 ·ϕhdνr′
≡∇κ ·∇p+ p∇2κ by the DIT (A.6)
If we now add the two identities (A.4) and (A.6) together with (A.1) we obtain
J1 + J2 = ∇2(pκ) (A.7)
The next step involves the finite difference approximation of J1. By the Taylor ex-
pansion to get the following
δr ·∇p(r) = p(r) − p(r′) +O
(
||δr||2
)
δr ·∇′〈p(r′)〉 = 〈p(r)〉− 〈ph(r′)〉+O
(
||δr||2
)
(A.8)
where δr := r− r′ is the relative position between the two interacting particles. Thus
direct substitution of (A.8) into (A.3) yields
J1 =
∫
Ω
{
〈κh(r′)〉
(
p(r) − p(r′)
)
+ κ(r)
(
〈ph(r)〉− 〈ph(r′)〉
)}
δr ·∇ϕh
||δr||2
dνr′
(A.9)
Following this same procedure, the finite difference approximation of J2 becomes
J2 =
∫
Ω
{
〈ph(r′)〉
(
κ(r) − κ(r′)
)
+ p(r)
(
〈κh(r)〉− 〈κh(r′)〉
)}
δr ·∇ϕh
||δr||2
dνr′
(A.10)
Plugging (A.9) and (A.10) into (A.7) yields the following identity
∇2(pκ) =
∫
Ω
{
〈κh(r′)〉
(
p(r) − p(r′)
)
+ κ(r)
(
〈ph(r)〉− 〈ph(r′)〉
)
+ 〈ph(r′)〉
(
κ(r) − κ(r′)
)
+ p(r)
(
〈κh(r)〉− 〈κh(r′)〉
)}
δr ·∇ϕh
||δr||2
dνr′
(A.11)
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Furthermore, two more identities can now be extracted from (A.11) i.e. when either
κ or p is constant.
κ∇2p '
∫
Ω
{
〈κh(r)〉
(
p(r) − p(r′)
)
+ κ(r)
(
〈ph(r)〉− 〈ph(r′)〉
)}
δr ·∇ϕh
||δr||2
dνr′
(A.12)
p∇2κ '
∫
Ω
{
〈ph(r)〉
(
κ(r) − κ(r′)
)
+ p(r)
(
〈κh(r)〉− 〈κh(r′)〉
)}
δr ·∇ϕh
||δr||2
dνr′
(A.13)
We get another identity by substituting (A.11), (A.12) and (A.13) into (A.1) we ob-
tain
∇κ ·∇p = −1
2
∫
Ω
{(
〈κh(r)〉− 〈κh(r′)〉
)(
p(r) − p(r′)
)
+
(
κ(r) − κ(r′)
)(
〈ph(r)〉− 〈ph(r′)〉
)}
δr ·∇ϕh
||δr||2
dνr′ (A.14)
Finally, substitution of (A.12) and (A.14) into (A.2) yields the desired result.
∇ · (κ∇p) = 1
2
∫
Ω
{(
〈κh(r)〉+ 〈κh(r′)〉
)(
p(r) − p(r′)
)
+
(
κ(r) + κ(r′)
)(
〈ph(r)〉− 〈ph(r′)〉
)}
δr ·∇ϕh
||δr||2
dνr′
(A.15)
