Neural network is one of the new soft computing methods commonly used for prediction of the thermodynamic properties of pure fluids and mixtures. In this study, we have used this soft computing method to predict the coefficients of the Antoine vapor pressure equation. Three transfer functions of tan-sigmoid (tansig), log-sigmoid (logsig), and linear were used to evaluate the performance of different transfer functions to redict the coefficients of the Antoine vapor pressure equation. The critical pressure, critical temperature, critical volume, molecular weight, and acentric factor were considered as the input variables and the Antoine equation coefficients showed by the symbols A, B, and C were considered as the output variables. The results of this study indicated that the linear transfer function had a better performance than other transfer functions and the topology of 5-6-3 with Levenberg-Marquardt learning algorithm and linear transfer function had the best performance for prediction of these coefficients.
INTRODUCTION 1
The thermodynamic properties of fluids, such as vapor pressure and density, etc., are significant parameters in different industries, like petrochemical, pharmaceutical, and chemical processes [1, 2] . Vapor pressure is considered as an important thermodynamic property in many processes of chemical engineering including chemical equilibrium, distillation, evaporation, etc. [3] . Many vapor pressure equations have been developed including Clausius-Clapeyron, Antoine, and Wagner, that each of them includes coefficients which are different for each substance. The physical and chemical properties of the materials or the parameters which lead to achieve these properties are not always available in various thermodynamic modes. Thus, use of methods through which these properties could be achieved is of great importance. Today, smart methods are among the new techniques used in modeling and estimating the properties. In fact, these methods use the hidden knowledge in experimental data to discover the intrinsic relationships between the data to be generalized for other situations. Artificial neural networks are one of these methods. Such networks are inspired by the human brain.
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Author Email: k-movaghar@nit.ac.ir (K. Movagharnejad) In these networks, the data information is stored in the form of network weights after the training process [4] . Each input into the network is multiplied by a synaptic weight and added to a bias and different algorithms are used for network training [5] . Several kinds of researches have been conducted on the estimation of thermodynamic properties using neural networks. Lashkarbolooki et al. [6] predicted the bubble and dew points pressures of binary systems by artificial neural network. They could do it with average absolute relative deviation (AARD) % of 2.66 and corelation coefficient (R 2 ) of 0.9950. In another study, Moosavi et al. [7] estimated the density of alkanes at high temperature and pressure. They used a combined method includeing an artificial neural network (ANN) with group contribution method (GCM) inputs. The work showed that this method could estimate the density of hydrocarbons with good accuracy. In addition, Moghadassi et al. [8] presented a model by a neural network that could estimate the sulfur dioxide density. The best network arrangement for this case was the Levenberg-Marquardt training algorithm with 15-10-1 topology and had good performance. In the present study, the multilayer perceptron (MLP) neural network with the transfer TECHNICAL NOTE functions of tangent sigmoid (Tansig), logaritmic sigmoid (Logsig), and linear is used to predict the coefficients A, B, and C of Antoine equation. In general, the capability of different transfer functions in estimating the coefficients of the Antoine equation is investigated.
MODELING

1. Antoine Equation
Antoine equation determines the vapor pressure on the basis of absolute temperature. Antoine performed a simple modification on Clausius-Clapeyron equation in 1888 and proposed it for a wide range of temperatures. Equation (1) represents the Antoine equation [9] :
where T represents the absolute temperature in Kelvin, P represents the vapor pressure in bar, and A, B, C represent the coefficients of Antoine equation.
Neural Network Design
In this study, the Antoine equation coefficients were predicted by a multilayer perceptron neural network. This network contains three layers, known as the input, hidden, and output layers. The input layer consists of five neurons each of which is related to an input variable. In this study, the critical pressure, critical temperature, critical volume, molecular weight, and acentric factor were the input variables. The output layer included three neurons that were equal to the number of output variables, including the coefficients A, B, and C in the Antoine equation. The number of hidden layer neurons varied from 3 to 10 to select a network with the minimum error and maximum correlation coefficient as the best topology by trial and error method. In this work, 211 experimental data were collected from various studies [10, 11] . 70% of data were considered for training , 15% for validation and 15% for testing. In this study, the Levenberg-Marquardt algorithm was used. This algorithm has faster speed and higher computational volume compared to other algorithms. In general, this algorithm has acceptable performance for prediction or estimation problems. In order to evaluate different transfer functions in the performance of the neural network, three types of transfer functions such as Tansig, Logsig, and linear were used in the hidden layer of a neural network. In addition, the linear function was used in the output layer. Equations (2), (3), and (4) indicate the Tansig, Logsig, and linear functions, respectively [12] .
In order to evaluate the neural network performance, two parameters of absolute relative deviation (ARD) and correlation coefficient (R 2 ) were used to achieve the best model for estimating Antoine equation coefficients. The ARD and R 2 were obtained from Equations (5) and (6), respectively.
where N represents the number of experimental data, Xexp represents the experimental coefficient, Xcal denotes the calculated coefficient, and Xavg represents the mean of the experimental coefficient [6, 13] . In order to investigate the network performance in estimating each coefficient of the Antoine equation, the ARD was calculated separately for each coefficient.
RESULTS AND DISCUSSION
The results of the prediction of Antoine equation coefficients by the MLP neural network under the three transfer functions of Tansig, Logsig, and linear are given in Table 1 . Based on Table 1 , the topology 5-6-3 had the best performance in comparison to other topologies among the neural network with the Tansig transfer function. In the higher number of neurons, the neural network performance with Tansig drops, so that its error will increase to estimate the coefficients A, and B. In addition, it can be found that the network with Logsig transfer function in the topology 5-3-3 had a good performance and low error while it had high error in other modes. However, the network with linear transfer function in the topology 5-6-3 had acceptable performance in all modes and its error for all three coefficients was very low compared to other transfer functions. In general, all the three transfer functions had a good performance in estimating Antoine equation coefficients while the neural network with the topology 5-6-3 and linear transfer function had the best performance (low error and high correlation coefficient) among other topologies and various transfer functions. Figure 1 indicates the output values by the neural network and the actual output for training, test, validation, and all data for the best neural network arrangement (topology 5-6-3 and linear transfer function) [14] .
Based on Figure 1 , the correlation coefficient for the training, validation, and test data was high while the network error was low. According to this figure, the output and target data for training, validation, and testing (all data) coincided on the line of Y=X approximately that showed the modeling is done well. In general, it can be said that the designed network could perform modeling and predict the coefficients A, B and C properly. Ultimately, we compared our results in this work with another method as presented in Table 2 . The results revealed that the AARD of ANN model (this work) is better than that of GCM [15] . 
CONCLUSION
Based on the conducted studies, the MLP neural network with the transfer functions of Tansig, Logsig, and linear had acceptable performance. In Tansig and Logsig functions, the error increased with the increasing number of neurons while the neural network with linear functions was often better than other transfer functions. In general, the topology 5-6-3 with linear transfer function had the best performance among the other modes and can be used for predicting the constant coefficients of the Antoine equation.
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