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Abstract
We say that a rank-unimodal poset P has rapidly decreasing rank numbers, or the RDR property, if above (resp. below) the largest
ranks of P, the size of each level is at most half of the previous (resp. next) one.We show that a ﬁnite rank-unimodal, rank-symmetric,
normalized matching, RDR poset of width w has a partition into w chains such that the sizes of the chains are one of two consecutive
integers. In particular, there exists a partition of the linear lattices Ln(q) (subspaces of an n-dimensional vector space over a ﬁnite
ﬁeld, ordered by inclusion) into chains such that the number of chains is the width of Ln(q) and the sizes of the chains are one of
two consecutive integers.
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1. Introduction
Recall that the linear lattice (or subspace lattice) Ln(q) is the poset of all subspaces of an n-dimensional vector
space over the ﬁeld of q elements, ordered by inclusion. Our main result is:
Main Corollary. Let w be the number of subspaces of dimension n/2 in Ln(q). There exists a partition of Ln(q)
into w chains such that the sizes of the chains will be one of two consecutive integers.
Note that w is the minimum number of chains needed for such a partition, since no two subspaces of the same
dimension can be in the same chain. Note also that Dilworth’s Theorem implies that there exists a partition with w
chains in it (see [8, Theorem 24.1]). However, our partition not only uses the minimum required number of chains, but
also gives chains whose lengths are as uniform as possible.
In fact, we will identify a class of posets, including Ln(q), that can be partitioned in an analogous manner. Recall
that Anderson [1] and Griggs [5] independently proved that a rank-symmetric, unimodal, normalized matching poset
is a symmetric chain order (see [2, Theorem 3.6.4]). Motivated by this result, we have the following deﬁnition.
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Deﬁnition 1.1. We say that a ranked poset P is Anderson–Griggs if P is rank-symmetric, unimodal, and normalized
matching.
In these terms, we generalize a question that Füredi [4] originally asked about the Boolean lattice to the following
conjecture.
Generalized Füredi Conjecture. Let P be an Anderson–Griggs poset of width w. Then we can partition P into w
chains such that the sizes of the chains are one of two consecutive integers.
To state our main theorem, which is a special case of the generalized Füredi conjecture, we need a deﬁnition.
Deﬁnition 1.2. A ranked poset P with rank numbers Wr is said to have the RDR property (for rapidly decreasing rank
numbers) if the rank numbers of P are unimodal, with mode levels (levels of largest size) occurring for R0rR1,
and
Wr/Wr−12 for rR0,
Wr/Wr+12 for rR1. (1)
In other words, in an RDR poset, the rank numbers decrease by a factor of at least 2 each time we get at least one
level farther away from the mode levels.
Main Theorem. The generalized Füredi conjecture holds for any Anderson–Griggs poset with the RDR property.
Since ﬁnite linear lattices are RDR Anderson–Griggs posets (Theorem 2.4), our main corollary follows from our
main theorem. Our main theorem will be obtained from the following lemma, which also provides further evidence for
the generalized Füredi conjecture.
Main Lemma. The generalized Füredi conjecture is true for any Anderson–Griggs poset with three levels.
For background and context, see [6,7].
2. Proofs
In this section, we prove our results; see Fig. 3 for a top-down picture of the proof. We begin with the following
deﬁnition.
Deﬁnition 2.1. We say that a poset P is normalized matching (or has the LYM property) if, for any levels X andY in P
and Z ⊆ X, we have
|(Z)|
|Y | 
|Z|
|X| , (2)
where (Z) is the set of neighbors of Z in Y.
We will need the main tool from [7], the statement of which (Theorem 2.3) requires the following deﬁnition.
Deﬁnition 2.2. Let X1, . . . , Xk be consecutive levels of a ranked poset P. We may form a ranked poset P ′ by merging
X1, . . . , Xk , as follows:
(1) The elements of P ′ are precisely the elements of P.
(2) For x, y ∈ P ′, if each of x and y is in X1 ∪ · · · ∪ Xk , then xy and yx in P ′; otherwise, xy in P ′ if and only
if xy in P.
Note that P ′ naturally inherits a ranking from P, in which one level of P ′ is X1 ∪ · · · ∪ Xk , and the other levels of P ′
are the remaining levels of P.
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Theorem 2.3. If we merge consecutive levels of a normalized matching poset, the resulting poset is still normalized
matching.
Proof. See [7, Theorem 2.2], or see Lemma 2.5 for the essential idea. 
We will also need the following facts about Ln(q).
Theorem 2.4. The linear lattice Ln(q) is Anderson–Griggs and RDR.
Proof. The ﬁrst half of the theorem can be found in Engel [3, Sections 4.5 and 5.1]. The second half is an exercise in
the rank numbers of Ln(q) (see [3, Section 1.3]) and the deﬁnition of RDR (Deﬁnition 1.2); we leave the details to the
reader. 
For more on Ln(q), see van Lint and Wilson [8, Chapter 23].
We begin the proof itself with the following lemma.
Lemma 2.5. Let P be a normalized matching poset with exactly three levels, Y1, X, and Y2, from lowest to highest.
Let Y = Y1 ∪ Y2, and form a bipartite graph  with vertices X ∪ Y and an edge between x ∈ X and y ∈ Y if and
only if either xy or xy. Then if |X| |Y |, there exists a matching from X to a subset of Y; otherwise, there exists a
matching from Y to a subset of X.
Proof. Ifwe can verify (2) forZ ⊆ X, the analogous inequality for subsetsW ⊆ Y follows by considering complements
(see [3, Proposition 4.5.2]), and the lemma follows easily from the Hall Marriage Theorem. So let Z be a subset of X,
let (Z) be the set of neighbors of Z in Y, and for i = 1, 2, let i (Z) be the set of neighbors of Z in Yi . Since P is
normalized matching, for i = 1, 2, we have |i (Z)| |Z|(|Yi |/|X|). Therefore, since Y1 and Y2 are disjoint,
|(Z)| = |1(Z)| + |2(Z)| |Z|
( |Y1| + |Y2|
|X|
)
= |Z|
( |Y |
|X|
)
. (3)
The lemma follows. 
Theorem 2.6 (Main lemma). Let P be an Anderson–Griggs poset with three levels. The generalized Füredi conjecture
holds for P.
Proof. Let T, M, and B be the top, middle, and bottom levels of P, respectively, let m= |M|, and let k = |T | = |B| (by
the rank-symmetry of P). Note that by unimodality, mk.
First, let C be a symmetric chain decomposition of P; such a partition exists because P is Anderson–Griggs (see
[2, Theorem 3.6.4]). In this context, it will be convenient to think of the elements of M as children and the elements of T
and B as parents. Note that each child c ∈ M that is contained in a chain of size 3 in the partition C is thereby matched
with two parents t ∈ T and b ∈ B; we call these the biological parents of c (biological relationships are illustrated by
the boxes in Fig. 1). We call the children contained in chains of size 1 in C orphans.
We now have two (slightly redundant) cases: either m2k or 2km. In the ﬁrst case, by Lemma 2.5, we may match
every parent with a different foster child, which may or may not also be its biological child, to muddle the metaphor
slightly. In the second case, this matching works the other way around, in that every child is matched with a different
foster parent. Either way, we call this matching the foster matching. (The foster matching is illustrated by the lines
Fig. 1. Biological and foster parents and children.
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Fig. 2. Foster matching leaves either 1 or 0 parents.
T
M
B
Fig. 3. Proof of generalized Füredi conjecture for RDR Anderson–Griggs posets.
in Fig. 1, in the case 2km.) In both cases, we will use some combination of the foster matching and the biological
matching to obtain the Füredi partition of P.
Case 1 (m2k): In that case, we put each parent in a chain with its foster child. Since there are more children than
parents, we obtain a chain partition with a minimal number of chains in which all chains have size 1 or 2.
Case 2 (2km): In that case, we begin with the symmetric chain partition C and modify it until C no longer has
orphans, using the following procedure. Arbitrarily choose an orphan c ∈ M in the partition C, and rearrange C by
moving the foster parent p of c from its current chain to form a chain of size 2 with c. Note that p is taken from a chain
containing its biological child c′, which is therefore left with either 1 parent or 0 parents, the latter occurring precisely
if the other biological parent of c′ has been moved in some previous step. Therefore, either c′ is left with 1 parent (top
of Fig. 2 ), or c′ is left with 0 parents and becomes an orphan (bottom of Fig. 2).
Repeatedly applying this process to the new set of orphans of C, we note that once an orphan is matched with its foster
parent, it cannot be reorphaned, since foster parents are only taken from their biological children, by the uniqueness of
the foster matching. Therefore, we must eventually run out of orphans, making C a partition with all chains of size 2
or 3. The theorem follows. 
We are now ready to prove our Main Theorem, which, together with Theorem 2.4, immediately implies our Main
Corollary.
Theorem 2.7 (Main theorem). The generalized Füredi conjecture holds for any RDR Anderson–Griggs poset.
Proof. Let P be an RDR Anderson–Griggs poset. We assume P has non-mode levels, as the theorem is otherwise
trivial. By the RDR property, every level below the lowest mode level is at most half the size of the level above it. From
the sum of a geometric series with ratio 12 , we see that the sum of the sizes of all levels below the lowest mode level
is less than the size of a mode level. Similarly, the sum of the sizes of all levels above the highest mode level is also
less than the size of a mode level. Therefore, we may merge all ranks below the mode levels and then merge all ranks
above the mode levels to obtain a unimodal poset P1. Since this also preserves rank-symmetry, by Theorem 2.3, P1 is
an Anderson–Griggs poset with exactly one level T above the mode levels, and one level B below the mode levels, as
shown in Fig. 3.
3144 T. Hsu et al. / Discrete Mathematics 306 (2006) 3140–3144
It therefore remains only to spread the top levelT and the bottom levelB evenly (so to speak).P1 is anAnderson–Griggs
poset, and such posets have symmetric chain decompositions [2, Theorem 3.6.4]. Choose one such SCD and call it C.
We then form a 3-level poset P2 by taking the top level to be T, the bottom level to be B, and the middle level M to be
the portions of the chains of C that lie between the lowest and highest mode levels, as shown in Fig. 3. The poset P2
is clearly rank-symmetric unimodal; furthermore, since the deﬁnition of normalized matching (Deﬁnition 2.1) works
level by level, P2 is also normalized matching. Therefore, by the Main Lemma (Theorem 2.6), P2 has a Füredi partition,
which in turn induces a Füredi partition of P. The theorem follows. 
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