The FSM-based scenario-aware dataflow (FSM-SADF) model of computation has been introduced to facilitate the analysis of dynamic streaming applications. FSM-SADF interprets application's execution as an execution of a sequence of static modes of operation called scenarios. Each scenario is modeled using a synchronous dataflow (SDF) graph (SDFG), while a finite-state machine (FSM) is used to encode scenario occurrence patterns. However, FSM-SADF can precisely capture only those dynamic applications whose behaviors can be abstracted into a reasonably sized set of scenarios (coarse-grained dynamism). Nevertheless, in many cases, the application may exhibit thousands or even millions of behaviours (fine-grained dynamism). In this work, we generalize the concept of FSM-SADF to one that is able to model dynamic applications exhibiting finegrained dynamism. We achieve this by applying parametrization to the FSM-SADF's base model, i.e. SDF, and defining scenarios over parametrized SDFGs. We refer to the extension as parametrized FSM-SADF (PFSM-SADF). Thereafter, we present a novel and a fully parametric analysis technique that allows us to derive tight worst-case performance (throughput and latency) guarantees for PFSM-SADF specifications. We evaluate our approach on a realistic case-study from the multimedia domain.
INTRODUCTION
Dataflow models of computation (MoC) are widely used to analyze streaming applications mapped onto multi-processor platforms. Dataflow MoCs are instantiated as dataflow graphs where nodes are called actors, while edges are called channels. Actors represent tasks, while channels represent data, control and resource dependencies between actors. In dataflow, actor execution is called firing. In self-timed execution of dataflow graphs that we consider in this paper, an actor starts its firing immediately after all its inbound channels contain enough data values. These data values are called tokens and are consumed by the actor when the firing begins. After a finite amount of time called the actor firing delay, the firing ends which results in production of tokens on actor's outbound channels. Token consumption and production numbers are called rates.
Synchronous dataflow (SDF) [18] is the most well-known dataflow MoC. In SDF, rates and actor firing delays are constant and known at compile-time which renders it a static dataflow model and therefore unable to capture the behaviour of dynamic streaming applications. The FSM-based scenarioaware dataflow (FSM-SADF) MoC [14] increases the expressiveness of SDF while allowing design-time analyzability [14, 24] . It uses SDF as the base model, i.e. every scenario is modeled using an SDF graph (SDFG), while the scenario occurrence patterns are given by a non-deterministic finitestate machine (FSM).
Furthermore, FSM-SADF assumes that the application's behaviours can be clustered in a finite but reasonably sized set of scenarios without introducing too much pessimism. However, many applications, e.g. in the multimedia and wireless signal processing domains, exhibit thousands or even millions of behaviours rendering enumerative bounded clustering unusable in practice [17] . In addition, application parameters reflected in graph rates and firing delays may show complex interdependencies. This hampers the use of FSM-SADF in many important application domains.
In this work we overcome the aforementioned shortcomings of FSM-SADF by parametrizing FSM-SADF's base model, i.e. SDF and incorporating it back into the starting FSM/dataflow hybrid. We refer to this extension of FSM-SADF as parametrized FSM-SADF (PFSM-SADF).
More precisely, to account for the fine-grained application dynamism as well as the fact that application parameters can expose complex interdependencies, we define parametrized scenarios over application parameter space subregions. Every parametrized scenario is represented by an SDF-based parametrized dataflow (SDF-PDF) graph (SDF-PDFG), while an FSM specifies transitions between parametrized scenarios. Thereafter, by building on the work of [13] , we define the Max-plus algebraic semantics of PFSM-SADF. Finally, we present novel and fully parametric algorithms for worst-case performance analysis (throughput and latency) of PFSM-SADF specifications. We evaluate our approach on a realistic multimedia case study.
RELATED WORK
FSM-SADF is a dynamic dataflow MoCs [7] that provides a good trade-off between expressiveness and analyzability [24] . However, as outlined in Section 1, FSM-SADF suffers from resolution problems when attempting to capture applications exhibiting fine-grained dynamism. An interesting way of tackling such resolution problems is parametrization. With parametrization, we can compact the application parameter space without loosing information.
The authors of [15] add the notion of parametrized firing delays to SDFGs. Graph's throughput is obtained via statespace analysis. However, parametrization is limited to firing delays, while rates are kept constant. Moreover, once set, the parameters do not change value. Damavandpeyma et al. [10] parametrize actor firing delays of FSM-SADF. Still, within a scenario, rates are kept constant.
Models such as parametrized SDF (PSDF) [6] , schedulable parametric dataflow (SPDF) [11] , boolean parametric dataflow (BPDF) [3] and variable rate dataflow (VRDF) [26] allow for parametrized rates. However, most of these models are untimed and do not have known performance analysis techniques. The timed VRDF is an exception, but the analysis is limited to conservative buffer size computations under a throughput constraint. Moreover, none of these models support non-determinism.
The most related work to this is that of [21] that investigates the temporal behaviour of a non-deterministic flavour of SPDF. However, the work of [21] cannot consider graphs with dynamically changing topology and the analysis is limited to throughput computations, i.e. latency is not covered. Furthermore, the Max-plus characterization of SPDF graphs can be made significantly tighter (cf. Section 5.2).
PRELIMINARIES

FSM-based Scenario-aware Dataflow
FSM-SADF [14] increases expressiveness of SDF while retaining much of its compile-time analyzability [24] . It models dynamic systems by identifying different static modes of operation called scenarios and uses a non-deterministic FSM to specify scenario occurrence patterns. Internally, every scenario is modeled as an SDFG called the scenario SDFG.
SDF is among the simplest and most used dataflow MoCs. We formally define an SDFG in Definition 1.
Definition 1 (SDFG)
. An SDFG G = (A, C, d, r, i) is a tuple where A is the set of actors, C ⊆ A × A is the set of channels, d : A → R ≥0 returns for each actor its associated firing delay, r : A × C → N>0 returns for each actor port its associated rate and i : C → N0 returns for each channel its number of initial tokens.
To exemplify, consider the scenario s1 SDFG of Figure 1 . The graph has six actors, with firing delays denoted beside Figure 1 : Example FSM-SADF actor's names. Actors with channels define ports annotated with rates. Where the rate value is omitted, the value of one is implied. Black dots represent initial tokens that are composed into the set of initial tokens of the SDFG, denoted I. For the example SDFG, |I| = 6. Throughput this paper we assume that graph initial tokens are labeled using the convention iz where z ∈ {1, . . . , |I|}.
In SDF, a minimal non-empty set of actor firings that restores the initial distribution of graph's tokens is called an iteration. The iteration of an SDFG can be computed by abstract execution [2] . For the running example, the schedule A0A A 0 defines one iteration of the graph. Superscripts denote actor repetition counts that in turn form the repetition vector of the graph. More formally, the repetition vector of the graph is a map Γ : A → N>0 that for each actor returns the number of firings of that actor within one iteration. With some abuse of notation, for the running example we write Γ(A0, A1, . . . , A4, A 0 ) = (1, 2, 3, 3, 2, 1).
Alongside the set of scenario SDFGs, the other vital component of an FSM-SADF is the scenario FSM that specifies scenario occurrence patterns. We define it in Definition 2.
Definition 2 (Scenario FSM). Given a set S of scenarios, a scenario FSM F over S is a tuple F = (Φ, φ0, δ, Ψ), where Φ is the set of states, φ0 is the initial state, δ ⊆ Φ × Φ is the transition relation and Ψ : Φ → S is the scenario labeling.
In FSM-SADF, whenever F makes a transition φi → φj, scenario Ψ(φj) SDFG is executed for exactly one iteration. We formally define the FSM-SADF MoC in Definition 3.
Definition 3 (FSM-SADF). FSM-SADF F is a tuple F = (S, F ) where S is the set of scenarios and F is an FSM over S.
The FSM-SADF of Figure 1 consists of scenarios s1 and s2. FSM F has two states φ1 and φ2 corresponding to scenarios s1 and s2, respectively.
Max-plus Algebraic Semantics of FSM-SADF
The Max-plus algebra [1] is used to capture the semantics of FSM-SADF because it can seize two fundamental characteristics of self-timed execution of SDF: synchronization (the max operator) and delay (the + operator). Namely, the tokens produced by an actor firing are available after the maximal time of the production times of all consumed input tokens (synchronization) increased by the firing delay of the firing actor itself (delay).
We briefly introduce the basic concepts of Max-plus algebra. Define Rmax = R ∪ {−∞}, where R is the set of real numbers. Let a ⊕ b = max(a, b) and a ⊗ b = a + b for a, b ∈ Rmax. For a ∈ Rmax, −∞ ⊕ a = a ⊕ −∞ = a and a ⊗ −∞ = −∞ ⊗ a = −∞. By Max-plus algebra we understand the analogue of linear algebra developed for the pair of operations (⊕, ⊗) extended to matrices and vectors. The set of n dimensional Max-plus vectors is denoted R n max , while R n×n max denotes the set of n × n Max-plus matrices. The sum of matrices A, B ∈ R The ⊗ symbol in the exponent indicates a matrix power in Max-plus algebra. For a scalar c ∈ R, c ⊗n = n · c. A scenario SDFG (or any SDFG for that matter) evolves in iterations. We record the production times of initial tokens after the k-th scenario SDFG iteration using the timestamp vector γ(k) ∈ R |Is k | max where Is k is the set of initial tokens of the scenario s k SDFG. Each initial token has exactly one entry in this vector. The relationship between the k-th and the (k + 1)-st scenario s k SDFG iteration is given by (1) .
Ms k is the characteristic Max-plus matrix of scenario s k . Matrix Ms k is obtained by symbolic simulation of one iteration of scenario s k SDFG [13] . To exemplify, we use scenario s1 SDFG of the running example. T . The subsequent firing of A1 produces three tokens on channels (A1, A2) and (A1, A3) and one token on channel (A1, A1) that are timed by the
The second firing of A1 has the same effect on the channel quantities in the graph, except that the produced tokens now carry the symbolic timestamp [10, −∞, −∞, −∞, −∞, 10]
T . As A1 had just completed all its firings within the iteration, this symbolic timestamp corresponds to t i 1 which is the timestamp of token i1 after the (k + 1) scenario SDFG iteration. By proceeding in this fashion until the completion of the iteration, we obtain the remaining timestamps of initial tokens after the (k+1)-st scenario SDFG iteration. These form the timestamp vector of the (k + 1)-st scenario SDFG iteration, i.e. γ(k
T . By collecting these timestamps into the matrix [t i 1 ; t i 2 ; t i 3 ; t i 4 ; t i 5 ; t i 6 ] T , we obtain Ms 1 specified by (2) .
After analyzing all scenarios in isolation, the theory of Maxplus automata [12] is used to capture the dynamic behaviour of FSM-SADF [14] . The completion time of a sequence s1 . . . s k of scenarios permitted by the scenario FSM is given by (3) .
A = (S, M, M) denotes the Max-plus automaton structure. M is a mapping that assigns to each scenario s k ∈ S its associated characteristic Max-plus matrix Ms k and M is a morphism on finite sequences of scenarios that maps sequences of scenarios into Max-plus matrices so that M(s1 . . .
is the initial vector and usually γ(0) = 0. A careful reader might have noticed that for the running example, the matrix multiplications of (3) will not be welldefined as square matrices Ms 1 and Ms 2 are not of the same dimensions. This is because the respective scenarios do not share the same set of initial tokens. However, scenario matrices can be extended with entries 0 and −∞ to accommodate the initial tokens of the entire FSM-SADF [20] .
PARAMETRIZED FSM-SADF
In this section we define our analysis model by extending FSM-SADF. We parametrize SDF scenarios of FSM-SADF using SDF-PDF (cf. Section 4.1) and integrate them back into the original FSM/dataflow hybrid, i.e. FSM-SADF (cf. Section 4.2).
SDF-based Parametrized Dataflow
We treat parametrized dataflow models as meta-modeling techniques that are applicable to various dataflow models to increase their expressive power [6] . We refer to the underlying dataflow model as the base model. In this work, we are interested in a class of parametrized dataflow models where SDF serves as the base model, i.e. where rates are parametrized. Such models are PSDF [6] , SPDF [11] , BPDF [3] and VRDF [26] . We refer to these models as SDFbased parametrized dataflow (SDF-PDF). Although conveniently using the word "model", note that with SDF-PDF we do not intend to introduce another parametrized dataflow MoC. Instead, SDF-PDF merely serves as a template that hosts any of the aforementioned parametrized models. To assure compile-time analyzability, we restrict our attention to SDF-PDF specifications for which questions about consistency, deadlock freedom as well as the execution order of actors (schedule) can be answered at compile-time. These requirements can be checked using the techniques of the actual parametrized dataflow MoC the input specification belongs to (e.g. for SPDF we would use the techniques presented in [11] ).
Due to syntactical convenience, we proceed with the definition of SDF-PDF in the spirit of SPDF [11] . Let D and R be context-free grammars defined over the sets P d and Pi of symbolic variables, respectively. W.l.o.g. we assume that D := k | k · d | D1 + D2, with d ∈ P d and k ∈ R ≥0 , i.e. actor firing delays can be non-negative real constants or linear combinations of parameters constrained by default to R ≥0 . Furthermore, R := k | p | R1 · R2 with p ∈ Pi and k ∈ N>0, i.e. rates are products of positive integers and/or symbolic variables by default constrained to N>0. We define an SDF-PDFG in Definition 4.
Definition 4 (SDF-PDFG). An SDF-PDFG is a tuple
, where A is the set of actors, C ⊆ A × A the set of channels, Pi is the set of positive integer parameters, P d is the set of non-negative real parameters, r : A × C → R returns for each port its (possibly symbolic) rate, d : A → D returns for each actor its associated (possibly symbolic) firing delay, i : C → N0 returns for each channel its associated number of initial tokens while X is the domain of the graph.
Compared to the definition of SPDF [11] , Definition 4 introduces two novelties. First, it introduces the notion of time via parametrized actor firing delays. Second, it defines the SDF-PDFG domain X. Domain X is the set of complete configurations of the SDF-PDFG G. A complete configuration xi ∈ X of G is determined by assigning values to all parameters of G. By applying the configuration xi to G a pure SDFG emerges. This graph is called the instance of G, denoted ιG(xi).
Consider the scenario s p 1 SDF-PDFG of Figure 2 . Several port rates have been parametrized using parameters p and q, while the firing delays of actors A1, . . . , A4 are parametrized via parameters a1, . . . , a4. SDF-PDF retains the usual SDF concepts of repetition vector and iteration. The repetition vector of the example graph is specified by Γ(A0, A1, A2, A3, A4, A 0 ) = (1, q, p, p, q, 1) while the iteration quasi-static 1 schedule has the form A0A1 q A2 p A3 p A4 q A 0 . Parameters are allowed to change values between iterations. If we apply the configuration x1 = {q = 2, p = 3, a1 = 5, a2 = 4, a3 = 3, a4 = 4} to the parametrized graph, we obtain the scenario s1 SDFG of Figure 1 . This shows that SDF-PDF generalizes SDF.
PFSM-SADF Model Definition
We extend FSM-SADF by allowing scenarios to be modeled by SDF-PDFGs. We call such scenarios parametrized scenarios or SDF-PDF scenarios, denoted s p . A SDF-PDFG that models a particular SDF-PDF scenario is called the scenario SDF-PDFG. Although modeled by one SDF-PDFG, in the parlance of FSM-SADF an SDF-PDF scenario corresponds to as many SDFGs as there are instances of the scenario SDF-PDFG. The domain of the scenario SDF-PDFG corresponds to the domain of the scenario it models, denoted X s p k . Scenario domains correspond to subregions of the target application's parameter space represented via a set of equalities/inequalities. Application parameters are (mathematically) related to scenario SDF-PDFG parameters. Analogue to SDF scenarios in FSM-SADF, SDF-PDF scenario occurrence patterns in PFSM-SADF are given by an FSM defined in Definition 2. The running example reveals that PFSM-SADF is a very flexible modeling tool which can capture systems with possibly infinite number of behaviours. From one scenario to the other the SDF-PDFG topology can drastically differ. Furthermore, parameters existing in one scenario, need not to be present in other scenarios. Parameters can be interdependent which can be elegantly encoded in the definition of scenario domains X s p k using a set of equality and inequality constraints. E.g., this gives us the ability to capture applications with complex loop patterns [9] or applications whose computational requirements heavily depend on input data values (cf. Section 7).
ANALYZING SDF-PDF SCENARIOS
In this section we introduce the Max-plus algebraic semantics of SDF-PDF scenarios. To achieve this we generalize the work of [13] to the parametrized case.
Preliminary Remarks
An scenario SDF-PDFG evolves in iterations of its SDFG instances. Therefore, the temporal behaviour of a scenario SDF-PDFG can be studied using the timestamps of its initial tokens in-between its iterations. As with SDF, a timestamp vector γ(k) ∈ R 
2), we list the set of requirements that the input scenario SDF-PDFG must comply to for the procedure to be applicable.
Requirement 1. The input SDF-PDFG must have a nonparametric number of initial tokens.
The previous requirement must hold as we require a Maxplus matrix of dimensions known a priori.
Requirement 2. For all input SDF-PDFG channels c ∈ C s.t. src(c) = dst(c) and i(c) > 0, Γ(dst(c)) must be nonparametric and i(c) ≥ Γ(dst(c)) .
Functions src : C → A and dst : C → A return for each channel its source and destination actor, respectively. If this requirement holds, the feedback loops can be effectively broken resulting in acyclic SDF-PDF specifications for the purpose of Max-plus analysis (and scheduling [6, 5, 11] ). This requirement makes it possible to compute the iteration with a single traversal of its schedule. It is not clear how one would consider subschedules of length greater than one that are repeated a parametric number of times.
Requirement 4. For all input SDF-PDFG channels c ∈ C s.t. src(c) = dst(c), i(c) = 1 must hold.
Channels of this type are called self-edges. The previous requirement states that if the auto-concurrency of graph's actors is to be limited it must be limited to one. Autoconcurrency of an actor is the maximal allowed number of actor's simultaneous firings. It is typically controlled by placing a desired number of initial tokens on actor's selfedge. We impose this requirement because in case of selfedges is not clear how to treat Max-plus linear recurrence relation of (5) explained in the next section when its order is greater than one. Note in advance that with other channels with initial tokens, Requirement 2 renders the order of the recurrence irrelevant.
In practice, many graphs not compliant to above listed requirements, can be transformed to ones that are. E.g., graphs not compliant to Requirements 3 and 4 can be transformed to ones that are using the latency-rate model of [25] .
Max-plus Characterization of SDF-PDF Scenarios
In order to derive the M s p k matrix adjunct to the scenario s p k SDF-PDFG, we consider the SDF-PDFG model of execution analytically (a more detailed presentation is available in [22] } the analytical timestamp vectors. The challenge lies in deriving these vectors for the entries of γ a (k + 1). Note that symbolic simulation based SDF techniques of [13] are not applicable to SDF-PDF due to the parametrization involved.
Instead of symbolic simulation, we chose to analytically execute the graph for one iteration to obtain the entries of γ a (k + 1) expressed via analytical timestamp vectors. To do so, we define scenario SDF-PDFG token analytical timestamp vectors in terms of producing actor firing indices, de-
and specified by the Max-plus linear recurrence relation of (5).
Briefly, (5) says that the analytical timestamp vector of the tokens produced by the n-th firing of actor Aj will correspond to the maximal analytical timestamp vector of the consumed input tokens (synchronization) increased by the firing delay of Aj (delay). Note that non-positive indices (n ≤ 0) are reserved for the timestamp vectors corresponding to γ a (k) entries, i.e. to initial tokens. The procedure for deriving M s p k is outlined in Figure 4 . All variables within the procedure are local. Arguments can be passed by value or by reference (keyword ref). The input arguments to the procedure are the scenario SDF-PDFG G, set T of analytical timestamp vectors, Q the quasi-static schedule of G, Γ the repetition vector of G and M the container for the resulting set of parametrized characteristic Max-plus matrices.
The crucial step of the algorithm is the solving of (5) for all graph actors (cf. Line 6). while traversing the quasistatic schedule of the graph (cf. Line 4). The vital concept involved is the superposition principle of Max-plus algebra
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end if 21: end procedure Figure 4 : SDF-PDFG parametrized characteristic Max-plus matrix extraction that allows us to consider one actor's inbound channel at a time assuming that all other input channels host an infinite amount of tokens all available at time −∞. Below, will be shown how to solve (5) when considering an actor and one of its inbound channels.
Let X T . W.r.t. (5), the timestamp vectors of tokens produced by Y are then governed by (6) .
We treat (6) using backward substitution. More precisely, we unfold (6) for k times and every time substitute it back. We obtain (7) .
We obtain the base case when k = n (cf. (8)).
In the second Max-plus summation term of (8) we recognize a Max-plus convolution on token timestamp sequences defined in Definition (7).
Definition 7. Let σ1(n) and σ2(n) s.t. σ1,2 : N>0 → Rmax be two token timestamp sequences. The convolution of the two, denoted (σ1 ⊗ σ2)(n) is defined as
Thus, the analytical timestamp vectors of tokens produced by actor Y are determined by a combination of max operations and Max-plus convolutions of the internal actor Y token timestamp sequence and the Max-plus convolution of actor X's output token timestamp sequence and the impulse response of actor Y . Note that token timestamp sequences are expressed as timestamp vectors. The impulse response of an actor Y , denoted h(Y, n) is the sequence of timestamps belonging to tokens produced by the actor in response to the impulse input token sequence u(n): u(n) = 0 if n = 1,
To express (8) in a closed form, we need to get rid of the convolution term. Proposition 1 provides a solution. Proposition 1. Let σ1(n) and σ2(n) be token timestamp sequences s.t. σ1(n) = ν1 ⊗ h·n and σ2(n) = ν2 ⊗n , where n ∈ N>0, h ∈ Q and ν1, ν2 ∈ Rmax. Then, the following inequality holds:
The inequality above defines a conservative approximation of the actual (σ1 ⊗ σ2)(n). We use a conservative approximation to avoid dealing with the discontinuity of the ceiling function in (5). The result of (10) uses the fact that h ≤ h < h + 1. Furthermore, from Proposition 1 and Requirement 2 it straightforwardly follows that all token timestamp sequences σ(n) in the graph can be bounded using the linear expression σ(n) ≡ δσ ⊗πσ ⊗n where δσ is the delay and πσ is the period. Thus, the result of Proposition 1 can be applied to (8) .
We have now developed all the tools required to compute the response of an actor with only one inbound channel. With multiple inbound channels, after considering each in isolation, their contributions need to be superposed. It will often happen, due to complex dependencies in the graph, that the timestamps of tokens produced by a particular actor will depend on the same initial token timestamp ti z but in different ways. This situation is formalized via (11) for an arbitrary token u.
Every inbound channel may introduce a different dependency of actor's firing completion time on initial token timestamps. More precisely, the pair (δ z,(X i ,Y ) , π z,(X i ,Y ) ) defines the dependency of the produced token's timestamp tu on the initial token ti z via input channel (Xi, Y ). In a parametric setting, we derive the resulting pair (δz, * , πz, * ), where
combinations of relationships between all δ z,(X i ,Y ) and all π z,(X i ,Y ) . We have now fully explained how to solve (5) for an arbitrary scenario SDF-PDFG actor.
The considerations involving Proposition 1 and those related to (11) result in partitioning of the initial scenario domain in the procedure of Figure 4 . The partitioning options are generated in Line 7. Whether the added constraints conflict with the ones made previously or not and whether the search is continued or not is checked by Lines 10 and 11, respectively. Although the procedure is of exponential complexity, in practice we will often end up with only a few cases to consider. The search is continued by the recursive call of Line 13. The token timestamps vectors and the graph domain are updated in Line 12. Eventually, the last actor in the quasi-static schedule will be reached and/or no further partitioning of the domain will be possible along the current exploration path (bBackTrackNode = false in guard of Line 17) . Finally, the resulting timestamp vectors will be evaluated at the iteration boundary (for the values of n from Γ) and collected into the resulting matrix along with the set of constraints describing the exploration path (cf. Line 18). The resulting pair is added to the global result container (cf. Line 19) .
We exemplify using the scenario s p 1 SDF-PDFG of Figure 2 . We define γ a (k) in (12) .
We assume all initial tokens are available at time 0. Thus, timestamps t T . After one iteration, γ a (k) evolves to γ a (k + 1) of (13) .
Therefore, using (5), we need to determine the set of analytical timestamp vectors that the timestamps t . We start by analytically firing actor A0 consuming initial token i6. The graph repetition vector entry for A0 equals to 1. Therefore, for actor A0, we only need to consider (5) for n = 1. In that case, (8) set for A0 transforms to (14) .
The subsequent firings of A1 within the first graph iteration will result in the production of tokens timed by the symbolic timestamp vectors of (15) .
The result of (15), follows from (8) . We continue the iteration by considering A2. We make use of Proposition 1 that instructs us to consider two cases: the first when p·a2 ≥ q·a1 and the second when p · a2 ≤ q · a1. At this stage the initial scenario domain needs to be partitioned and the procedure must continue along separate branches. We treat the first case. We obtain the result of (16) .
We handle actor A3 similarly by proceeding with p · a3 ≤ q · a1. Due to space considerations, we do not list the result. For A4, we consider contributions of A2 and A3 separately. During the process we assume that q·a4 ≤ p·a2 and q·a4 ≤ p· a3. Thereafter, we superpose the results. The dependence of τ (A4, n) on t a i 1 and t a i 6 falls in the scope of considerations tied to (11) . In this case (denoted in regular algebra) δ 1,(A 3 ,A 4 ) = δ 6,(A 3 ,A 4 ) = a1 + a3 + a4, π 1,(A 3 ,A 4 ) = π 6,(A 3 ,A 4 ) = a1 and
Because of the constraints introduced so far, δ1, * = δ6, * = a1 + q p ·a1 +a2 +a4 and π1, * = π6, * = p q ·a2. Thus, in this case, no further partitioning of the scenario domain is required. We summarize our findings in (17) . during Max-plus exploration Finally, A 0 fires and concludes the iteration. It produces one token timed by the timestamp vector specified by (18) . 
In general, matrix M s p k,l
PERFORMANCE ANALYSIS OF PFSM-SADF
, we construct the throughput graph partly shown in Figure 6 . The critical cycle of the graph is depicted using bold ar- we can apply them to PFSM-SADF and obtain conservative throughput estimates by taking the default upper bounds of the parameters (p = 10 and q = 10 with maximal firing delays). We obtain ρ = 2/(30 + 24) = 1/70 iterations per time-unit, which is clearly a significant over-approximation of the result obtained using newly introduced PFSM-SADF techniques. Latency estimates can be obtained via the analysis of the reachable part of the state space of all timestamp vectors γ(k). State space is constructed in a bread-first search manner from the parametrized scenario FSM. The conditions under which the state space is finite are discussed in [14] . The state itself is defined as a tuple (Ψ p (φ p ), γ, w) where φ p ∈ Φ p , γ is a Max-plus time-stamp vector which is used to initialize the next scenario execution and w is the state weight. Let tuple (Ψ p (φ p ), γ , w ) define a state that is directly reachable from (Ψ p (φ p ), γ, w). In that case,
Continuation of the state-space construction will eventually result in revisiting an already existing state. The exploration terminates, when there are no more new states. For any path of length k leading to state (Ψ p (φ p ), γ, w), the actual γ(k) of the associated SDF-PDF scenario sequence is given by T ⊗ γ where T equals to the sum of the weights of the path states. Assuming we know the throughput of the graph, we can determine the latency in a single traversal of state space by finding the smallest vector λ such that γ(k) ≤ λ + We assume the object ROI can be abstracted into an ellipse of known characteristics, i.e. of known circumference o and eccentricity where ξM and ξm are the major and minor axis of the ellipse, respectively. The bounding rectangle of the ellipse defines the actual slice to be decoded. For the background, we only assume it always occupies a certain portion of the picture/frame. The considered picture/frame resolution is w×h pixels. The number of macroblocks p within the slice is given by the area of the ellipse's bounding rectangle (cf. (26a)). Note that the size of a macroblock is 16 × 16 pixels. Depending on resolution, the picture/frame consists of maximally P macroblocks (cf. (26a)). The number of blocks within a macroblock q is constrained by (26b). It is known that o is always greater than a certain predefined constant O (cf. (26d)). Furthermore, is equal to a constant E and the ellipse is entirely contained inside the picture/frame (cf. (26e)). Within a picture/frame, is assumed that the background always occupies the portion µ of the picture/frame comprising p macroblocks (cf. (26c)). Referent actor execution times (cf. (26f) and (26g)) were taken from [4] and are expressed in cycles of the STMicroelectronics STxP70 processor. Slices are sequenced as follows. First, I slices of both ROIs are decoded. This corresponds to the decoding of a complete I picture/frame. Thereafter, a number of i and Ii slices forming i and Ii picture/frames are decoded. This is first done for the object ROI and thereafter for the background ROI. In reality, the number of i frames following I and Ii frames is bounded by the GoP (Group of Pictures). For simplicity, we approximate this conservatively by allowing an arbitrary long sequence of i slices that is always followed by one Ii slice for both ROIs. Finally, the FSM revisits the initial state. A large application parameter space that is proportional to the input image resolution and complex parameter inter-dependencies of (26) hamper the use of FSM-SADF in precise treatment of the behaviour of the VC-1 decoder case study we just presented. However, a pessimistic over-estimation could be obtained by disregarding all the parameter-dependencies, and taking the upper bounds for p and q. In our experiment, we assume SDTV input format with signal type 480i 16:9 and resolution 720x480 pixels. Thus, w = 720, h = 240 and P = 1620. Furthermore, O = 700, E = 0.6 and µ = 30. All evaluations were performed on an Intel Core i5-750 CPU running at 2.67GHz with 8GB main memory. Using the FSM-SADF over-approximation of the considered PFSM-SADF we obtained a guaranteed throughput of 1.78516·10 −7
