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Independent Research and Development of High Throughput Computer in China
Abstract
With the rapid development of Internet technologies, the main applications of high performance
computing (HPC) are changing form scientific and engineering applications to those focusing on data
processing. This situation poses grave challenges for traditional high performance computing
architecture, thus high throughput computing (HTC) comes into being. This paper explains the difference
between HPC and HTC according to the application features, as well as introduces the basic theory and
key technologies of HTC. We also show the research results of HTC chips and systems. Through the
breakthrough of above HTC key technologies, it is expected to relieve the bottleneck of core chips, and
make due contribution to the China's new high performance platform in the era of intelligent Internet of
Things (IoT).
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专题：中国高性能计算发展战略
HPC Development Strategy of China

中国高通量计算机的自主研发之路
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摘要

随着互联网技术的迅猛发展，高性能计算的主要应用从传统的科学与工程计算为主逐步演变为以数据

处理为核心，这给传统高性能计算机体系结构带来巨大挑战的同时，也使高通量计算应运而生。文章从应用
特征出发阐述了高通量计算与传统高性能计算的差别，并探讨了高通量计算的基础理论、关键技术，以及中
国科学院在高通量计算核心芯片及系统领域的研究成果；以期通过高通量计算机关键技术的研究与突破，为
缓解我国核心芯片“卡脖子”的问题，以及为构建智能万物互联时代的新型高性能计算平台作出贡献。
关键词 高性能计算，高通量计算，数据中心，系统熵
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近年来，随着互联网技术的迅猛发展，互联网

核心。然而，由于网络应用及软件技术的不同，需要

每天产生的数据量呈爆炸式增长。以几个典型公司

处理的数据格式和产生速度也各不相同。更甚的是，

为例：淘宝网每天交易达数千万笔，其单日数据产

诸如微博、团购、“秒杀”等网络应用的出现，给大

生量超过 50 TB ；百度每天大约要处理 200 亿次搜

规模数据的实时处理及 QoS（服务质量）提出了更高

索请求，处理数据量达数百 PB ；腾讯网日覆盖人

的要求。因此，互联网技术的普及应用带来的种种新

数超过 1.5 亿，腾讯视频月总播放量达 800 亿次；

特性给当前的高性能处理器芯片和计算机系统带来了

Facebook 注册用户超过 20 亿，每月上传的照片达数百

巨大的挑战。

亿张。根据国际数据公司（IDC）预测，到 2025 年，

我们都知道，芯片和系统是信息产业发展和安全

全球需要管理的数据量将超过 160 ZB。如何有效对这

的根基，尽管我国的信息服务行业发展繁荣，但支撑

些数据进行加工将成为一大难题。

我国信息行业的核心设施却严重受制于人，特别是关

在这种背景下，高性能计算的主流应用也从传统

键芯片和核心系统等方面依然面临“卡脖子”的相关

的以科学与工程计算为主，逐步演变成以数据处理为

问题。当前国内数据中心的中央处理器（CPU）芯片
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市场几乎被美国的 Intel 和 AMD 两家公司全部瓜分，

用、计算特征和设计目标等方面都存在明确的区别

而加速器芯片则主要由美国的 NVIDIA 公司垄断。核

（表 1 ）。然而，由于高性能计算由来已久，目前主

心技术的缺失，使得我国整个信息产业面临着严重的

流的通用计算机和高端计算系统的发展都深受其影

产业安全问题，尤其是当前中美经贸摩擦愈演愈烈，

响，这也使得当前数据中心主流的计算系统在针对网

唯有科技自主方可不受制于人。

络服务这种高并发、强实时的高通量应用时表现出诸

中国科学院计算技术研究所早在 10 年前就前瞻性

多不足。为了进一步理解高通量应用对计算机体系结

地启动了高通量计算机的研究工作。经过多年的科研

构的需求，我们基于当前主流的高性能服务器（采用

积累，目前已经在核心芯片、计算机系统等方面形成

Intel Xeon CPU）对典型高通量应用进行了测试，并且

了诸多创新成果，并已开始逐步投入产业应用。

发现了以下一些问题。
（1）缓存资源浪费。CPU上的共享缓存

1 什么是高通量计算机

（ cache ）缺失率很高，这说明高通量应用与传统高

高性能计算在传统的科学与工程计算类应用中的

性能计算应用的数据访问特征有明显区别，传统的多

特点包括：任务单一，负载变化不频繁，单个任务计

级缓存设计并不适合。从面积和功耗的角度来衡量的

算量大，以及计算局部性好。而高通量计算在数据中

话，共享缓存作用不大，但却占用了大量的片上面积

心的应用则主要面向互联网、物联网等新兴场景，其

（在 Intel 的主流服务器芯片中，片上存储所占面积通

特点是：任务多样，单个任务往往具有流式计算特

常高达 30% 以上），产生了大量的功耗。

征；计算量相对不大，但任务的并发数量及数据规模
巨大；以及处理要求具有实时性。

（ 2 ）内存带宽利用率低。 CPU 在 70% 以上使用
率时的压力测试下，内存带宽的有效使用率通常也不

传统高性能计算机的研制目标是提高速度，即缩
短单个并行计算任务的运行时间；而数据中心类应用

到 10%。这说明，在高通量应用负载下，传统计算机
体系结构设计下的内存带宽并没有得到有效利用。

系统的目标是高通量，即提高单位时间内任务或数据

（ 3 ）服务质量难以保障。 当增加任务的并发负

处理的吞吐量。这种以“算得多”为性能指标的高性

载，使得 CPU 利用率维持在较高水平时，我们发现

能计算机被称为高通量计算机。如果给高通量计算机

应用的完成时间迅速拉长，也即系统的尾延迟明显增

一个定义，那么可以这么描述：高通量计算机是适用

大，从而导致延迟敏感应用大量失效。因此，在传统

于互联网大数据等新兴应用负载特征的、在强时间约

服务器系统上，要想获得好的用户体验，必须把硬件

束下能够全局可控地处理高并发请求的新型高性能计

利用率维持在较低水平。

算机。其核心特点是对并发性、实时性和确定性的保
障。

通过上述实验结果我们可以看到，现有的高性能
计算机系统的设计并不能很好地满足高通量应用的新

高通量计算机和传统的高性能计算机在目标应
表1

传统高性能计算机
高通量计算机

目标应用

科学与工程计算应用
互联网数据中心应用

特性。因此，需要开展新型的高通量计算体系结构的

高通量计算机与传统高性能计算机对比
计算特征

任务单一，负载变化不频繁，计算量大，计算局部性好
任务多样，流式计算特征，数据量大，实时性要求高

设计目标

高速度（算得快）
高通量（算得多）
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研究。

资源利用率和吞吐量 3 个因素影响。简单来讲，系统

2 高通量计算基础理论

熵与延迟的波动幅度成正比，与资源利用率以及系统
吞吐量成反比。因此，延迟波动越大，系统熵越大；

与传统高性能计算以高速度为设计目标相比，高

资源利用率越高、吞吐量越大，则系统熵越小。类似

通量计算的核心是追求高通量，即算得多。具体包

于“热力学熵”的用法，我们通过“系统熵”可以反

括 3 个核心要素，即高吞吐、高利用率、低延迟。

映计算机系统中的易扰动程度或者不确定性。

（ 1 ）高吞吐。 是指单位时间完成的任务数或者

“熵者，伤也。”高熵系统往往开销大、成本

响应的请求数要多。对于互联网应用场景来说，数据

高。相比于高熵系统，低熵系统具有更优的可预测

中心的一个核心挑战是要实时响应海量的并发用户请

性，能达到更高的效率、更低的成本，也更受用户青

求。以 2018 年天猫“双 11”全球狂欢节为例，其实时

睐。曾有人问美国能源部副部长斯蒂文 · 库宁（Steven

数据处理峰值超过 6 亿条/秒，支付成功峰值超过 30 万

Koonin），为什么电能如此受到人们的喜爱？他回答

笔/秒，数据中心必须充分挖掘各种并行性以应对如此

道，因为电力是一种低熵能源。前文提到，为了确保

巨大的实时并发处理需求。

用户服务质量，现有的数据中心的 CPU 平均利用率

（ 2 ）高利用率。 是指计算机系统中的核心部件

很低，一旦利用率提高，其负载性能的波动幅度将迅

（如 CPU、存储器、网络等）的利用率要高。当前大

速增大。因此，当前数据中心计算系统仍然是高熵系

型数据中心通常包括数十万台甚至百万台服务器，建

统。而高通量计算机的核心目标就是要降低系统熵，

设资金则高达数十亿甚至百亿美元。然而，为了确保

也即降低系统的不确定性；以及通过高通量计算机实

用户的服务质量，现有数据中心不得不将利用率控制

现提高系统利用率和任务吞吐量的同时，避免应用的

在较低水平，因此整体利用率情况很不理想。公开数

性能波动。

据显示，2013 年谷歌数据中心的平均 CPU 利用率只有

3 高通量计算关键技术

30%[1]，而其他互联网公司运营的数据中心的利用率甚

至比该值还要低。可见在现有的架构下，要做到既能

针对高通量计算高吞吐、高利用率、低延迟的需

实时满足用户处理需求，同时又能达到高的利用率，

求，我们需要把当前计算机体系结构的设计从“速度

是非常困难的。

导向”转向“通量导向”，从而确保计算机系统在满

（3）低延迟。指用户请求的响应时间要短。互联

足高吞吐、低延迟的同时还能达到高利用率。针对上

网上的大部分在线服务具有明显的实时交互特征，数

述目标，中国科学院计算技术研究所在高通量计算机

据中心必须确保在给定的实时性约束条件满足的情况

研制过程中提出了一系列关键技术，包括高通量众

下返回结果，否则会导致服务的失效。比如一些图像

核体系结构、高通量片上数据通路、标签化体系结构

识别或者语音翻译之类的人工智能（AI）应用场景，

等。

通常要求响应时间在毫秒级别，这对于当前的计算机
系统来讲是一个巨大挑战。

3.1 高通量众核体系结构

针对高通量应用中的海量并发处理需求，我们提

针对上述高吞吐、高利用率、低延迟的设计需

出了 Godson-T 众核处理器体系结构[3]，以实现任务的

求，我们提出一个基于“系统熵”的通量分析模

高吞吐。相比于传统多核处理器，Godson-T 采用众核

[2]

型 。系统熵主要受延迟的不确定性（波动情况）、
650 2019 年 . 第 34 卷 . 第 6 期
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存储、同步模型和通信机制等方面采用创新性的设计

能多的处理请求，并保证 QoS ，表 2 给出了两者的类

方法，以实现任务的高吞吐和低延迟。

比情况。

（ 1 ）易扩展片上网络。 Godson-T 采用易扩展的

针对应用的新特点，高通量数据通路重点在最基

二维网格片上网络，同时支持拥塞感知和能耗感知的

本的数据读取、数据传输（访存通路）和数据处理3个

动态路由算法以实现高并发场景下的片上网络负载均

环节进行了创新[4]。
（ 1 ）数据读取环节。 针对应用中的大量细粒度

衡，进而确保网络通信的低延迟。
（ 2 ）细粒度可配置片上存储。 Godson-T 的片上

访存需求，设计了基于硬件的访存请求收集表，通过

存储支持细粒度可配置，从而更好地适配高通量场景

对大量细粒度访存的收集并批量处理，同时通过时间

下复杂的数据访问模式，降低延迟。

敏感的收集窗口控制机制，避免长延迟导致的任务失

（ 3 ）快速同步机制。 我们设计了片上同步管理

效。

结构，支持基于数据流的核间细粒度快速同步，相比

（ 2 ）数据传输环节。 针对大量细粒度访存的需

传统的基于内存的同步机制，性能可获得数量级的提

求，提出了高密度路网的设计，从而提高片上网络

升。

的利用率和吞吐量。支持动态通路调整，能根据数据

（ 4 ）可编程数据通信机制。 Godson-T 提出了可

传输的压力，动态调整传输通路配置，提高通路利用

编程数据传输引擎结构，可以快速实现数据的水平

率。此外，通过直连快速网络保障关键数据通路的低

（片上处理器核之间）和垂直（从内存到片上存储）

延迟。
（3）数据处理环节。提出了硬件支持的全局实时

搬运，实现了数据通信的低延迟。
Godson-T 众核处理器结构受到国际同行的广泛关

任务调度机制，将任务按照优先级及剩余裕度时间进

注， 2011 年，处理器领域的知名期刊《微处理器报

行调度，有效保障任务的 QoS；同时避免对时间裕度

告》（Microprocessor Report）对 Godson-T 的研究成果

不足的失效任务进行调度，从而确保硬件资源的合理

进行了专门文章报道，并将其选入 2011 年全球十大服

利用。

务器处理器之一。

3.2 高通量片上数据通路

3.3 标签化体系结构

为了在高吞吐、低延迟的同时还能实现高利用率，

“通量导向”的处理器数据通路设计也是确保

我们提出了标签化冯 · 诺依曼体系结构（ Labeled von

“高吞吐、低延迟”的关键，我们借鉴城市交通管理

Neumann Architecture，LvNA；图 1）[5-7]。LvNA 的主

的思路开展设计。高通量计算在结构特征、资源管

要思想，是在经典冯 · 诺依曼体系结构之上增加一套

理、调度策略等方面都非常类似于城市交通管理，两

基于标签机制的可编程接口，使得总线与共享硬件部

者的核心特征都是高通量，即在单位时间内完成尽可

件支持“DIP”能力，即 D—区分（Distinguishing）、

高通量数
据通路
城市交通

共性特征

规模庞大
资源繁杂

实时调度需求
流量压力大

表2

高通量数据通路与城市交通结构类比
结构对比

访存数据收集重组

全局实时调度

快速直连网络

动态路由调度

低宽度高密度网络

定制公交

交通指挥控制中心

立交桥

潮汐车道

高密度路网
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I—隔离（Isolation）、P—优先化（Prioritizing），从

果。
LvNA 对硬件的增强并不改动现有指令的语义，

而降低计算机系统内部因资源竞争造成的干扰。
（1）D属性标签机制。在 LvNA 中，标签将依附

因此对软件系统没有侵入性，可以做到无须修改操作

于所有的数据访问请求中，用于标识该请求来源于哪

系统和应用程序。此外， LvNA 不依赖于处理器流水

一个应用（或应用类别），并随着数据访问请求一同

线结构的改动，因而可以适用于任意处理器。

在整个计算机系统中传播。这样，总线和共享硬件部

4 高通量计算核心芯片、系统及应用

件就可以通过检查数据访问请求的标签来对不同应用

为了验证高通量计算机在核心芯片和系统等方面

（或应用类别）的请求进行区分，从而支持区分属性
（D 属性）。

的核心技术，中国科学院计算技术研究所先后研制了

（ 2 ） I 属性标签机制。 总线和共享硬件部件可以

高通量众核处理器——DPU-m、标签化体系结构——

在对数据访问请求进行来源区分的基础上，对请求所

“火苗”，以及高通量计算机系统——“金刚”等，

访问的空间资源（如缓存、内存地址空间等）进行

并开展实际应用。

隔离，减缓或消除因为空间资源的共享冲突带来的干

4.1 DPU-m高通量众核处理器

我们完成了 DPU-m 高通量众核处理器芯片

扰，从而支持隔离属性（I 属性）。
（3）P属性标签机制。总线和共享硬件部件可以

（图 2）的设计和流片，芯片基于 TSMC 40 nm 工艺，

在对数据访问请求进行来源区分的基础上，对请求所

主要面向互联网高通量视频处理需求。与数据处理领

使用的性能资源（如队列、带宽等）进行优先化，减

域的主流芯片 Intel 的相同工艺芯片相比，能效提升

缓或消除因为性能资源的共享冲突带来的干扰，从而

达 20 余倍。

支持优先化属性（P 属性）。

目前，基于自主技术构建的高通量处理系统在国

基于上述标签机制，控制逻辑按照预先设定的规

内外均已开展部署。在国内已经进入国家计算机网络

则，以标签为依据对相应的数据访问请求实施不同

与信息安全管理中心、中国移动、中国联通等重要高

的性能调控策略。这些性能调控策略是软件可编程

通量网络数据监管与分析领域，有效保障了国家信息

的，并且可以做到比传统操作系统的性能调控更为细

安全。在国外也已经累计部署数千节点，服务于国家

粒度，从而对延迟敏感型应用会有更优的性能调控效

“一带一路”倡议。

软件定义的
控制逻辑
输入设备

处理器

输出设备

处理器

输入设备

输出设备
标签

内存

传统冯 · 诺依曼结构

1内存

标签化冯 · 诺依曼结构

图 1 标签化冯 · 诺依曼体系结构
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图 2 DPU-m 原型芯片及加速卡

4.2 “火苗”标签化体系结构原型系统

4.4 高通量计算中心建设

的 FPGA 原型系统，包括 8 个节点；基于 SiFive 公

计算中心为主。超算中心采用的是传统高性能计算架

司 freechips 项目的开源 SoC 实现 Rocketchip，并在其

构，其核心是“算得快”；以交通工具做类比的话，

基础上加入了标签化的基础设施以及应用标签的控制

对应的是飞机，其特点就是速度快、完成时间短。而

平面。该系统已整体达到国际先进水平（美国加州大

云计算中心的核心是面对多样化的计算需求实现“算

学伯克利分校于 2018 年 6 月发布同类平台），标签化

得省”，对应交通工具中的汽车，汽车可以在绝大

功能处于国际领先水平。目前，“火苗”原型系统已

部分出行场景中都达到成本低和利用率高的目的。然

对外开放，被中国科学院深圳先进技术研究院、清华

而，飞机和汽车都存在一个明显的局限性：虽然，在

大学、北京大学、天津大学、大连理工大学、华为海

流量较低的情况下，两者都能确保较好的服务质量；

思公司、美国 Clemson 大学等用于前沿研究与产品研

但是，一旦交通负载快速上升时，就容易造成拥塞，

发。

导致完成时间急剧增长，难以保障服务质量。而高通

“火苗”原型系统（图 3 ）是依据 LvNA 实现

4.3 “金刚”高通量计算机

当前，城市公共计算基础设施仍以超算中心和云

量计算的核心就是要突破上述局限性，在高负载的情

2018 年 10 月，中国科学院计算技术研究所联

况下实现“算得多”，类似于高铁。高铁是目前交通

合北京中科睿芯科技有限公司在中国计算机大会

工具中，在高负载、高利用率前提下依然能有效保障

（ CNCC ）上发布了首台高通量计算机系统——“金

用户服务质量的最佳方案。

刚”（图 4）[8]，该系统集成了该所相关团队在高通量

随着用户出行需求的多样化，交通运输体系也在

处理器、高通量系统、高通量软件及应用等领域的一

不断发展完善。类似地，随着应用需求的不断变化，

系列创新技术，以高吞吐、高利用率、低延迟的特性

未来城市公共计算基础设施也需要不断发展和完善。

满足数据中心基础设施建设的新需求，在高并发音视

面对未来千亿级别端设备带来的新需求，需要提供更

频处理、深度学习等典型应用场景相比传统服务器获

高通量、更高智能、更高确定性、更低延迟和更低功

得数量级的能效提升。目前，随着高通量计算机系统

耗的计算与传输能力，而高通量计算中心无疑将扮演

的成功研制，高通量计算技术将逐步应用到国民经济

着越来越重要的角色。

主战场，贡献于国计民生。

中国科学院计算技术研究所正在开展高通量计算
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为代表的核心技术专项设置和科研投入；另一方面，
加大国家相关部门在高通量计算相关信息基础设施工
程的布局和建设，针对国产化自主核心技术在全国挑
选重点城市开展试点和验证。
（2）产业方面，整合高通量计算相关优势科研单
位、高校及企业，推进相关产业联盟的构建。推动以
高通量视频处理、人工智能等为代表的行业应用优先
导入产业生态。此外，针对国家“一带一路”倡议，
积极探索核心技术产品的出口应用，扩大国际影响
力。

图 3 “火苗”原型系统
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