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Abstract
Let D = (V, A) be a digraph of order n and let W be any subset of V . We define the
minimum semi-degree of W in D to be δ0(W) = min{δ+(W), δ−(W)}, where δ+(W) is the
minimum out-degree of W in D and δ−(W) is the minimum in-degree of W in D. Let k
be an integer with k ≥ 1. In this paper, we prove that for any positive integer partition
|W | = ∑ki=1 ni with ni ≥ 2 for each i, if δ0(W) ≥ 3n−34 , then there are k vertex disjoint cycles
C1, . . . ,Ck in D such that each Ci contains exactly ni vertices of W. Moreover, the lower
bound of δ0(W) can be improved to n2 if k = 1, and
n
2 + |W | − 1 if n ≥ 2|W |.
The minimum semi-degree condition δ0(W) ≥ 3n−34 is sharp in some sense and this re-
sult partially confirms the conjecture posed by Wang [Graphs and Combinatorics 16 (2000)
453-462]. It is also a directed version of the Sauer-Spender Theorem on vertex disjoint
cycles in graphs [J. Combin. Theory B, 25 (1978) 295-302].
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AMS Subject Classification: 05C70, 05C20, 05C38
1 Introduction
In this paper, we consider finite simple graphs or digraphs, which have neither loops nor multi-
ple edges or arcs. For terminology and notation not defined in this paper, we refer the readers
to [3] and [6]. For a graph G = (V, E) (or a digraph D = (V, A)), we denote by V the vertex set
of G (or D) and the cardinality of V is the order of G (or D). The edge set of G or the arc set of
D is defined by E or A, respectively.
For a vertex v in D, let the degree of v to be dD(v) = d+D(v) + d
−
D(v). The minimum degree of
D is often written by δ(D) and the minimum semi-degree of D is
δ0(D) = min {δ+(D), δ−(D)},
where δ+(D), δ−(D) is the minimum out-degree, minimum in-degree of D, respectively.
∗The authors work is supported by NNSF of China (No.11671232).
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For a set W ⊆ V , the minimum degree of W in G, is defined by δ(W) = min {dG(v) : v ∈ W}.
The minimum out-degree of W in D is δ+(W) = min {d+D(v) : v ∈ W}. Similarly, one can define
δ−(W), and the minimum semi-degree of W in D is δ0(W) = min {δ+(W), δ−(W)}. A cycle (path)
in digraphs means a directed cycle (path). We say k pairwise vertex disjoint cycles by simply
saying k disjoint cycles unless otherwise specified. We denote by G∗ the symmetric digraph
obtained from G by replacing every edge xy with the pair xy, yx of arcs.
Let k be an integer with k ≥ 1. For every integer partition |W | = n1 + · · · + nk with ni ≥ 3
for each i, if G contains C1 ∪ · · · ∪ Ck as a subgraph with |V(Ci) ∩ W | = ni (1 ≤ i ≤ k), then
we say that G has an arbitrary W-cycle-factor. We abbreviate W-cycle-factor to cycle-factor
or 2-factor when W = V(G). In the same way, we can define an arbitrary W-cycle-factor of a
digraph D, where ni ≥ 2.
In 1952, Dirac [10] proved that every graph G of order n ≥ 3 with δ(G) ≥ n/2 is hamiltonian,
which is well known in graph theory. As a generalization of this, Corra´di and Hajnal [8] pointed
out that a graph of order n ≥ 3k with δ(G) ≥ 2k contains k disjoint cycles.
When the cycles are required to be of the specific lengths, the problem becomes much
complicated. Sauer and Spender [15] first gave the following degree condition for graphs to
contain an arbitrary 2-factor.
Theorem A [15] Let G be a graph of order n. If δ(G) ≥ 3n/4, then G contains an arbitrary
2-factor.
They further conjectured that the same conclusion can be guaranteed by minimum degree at
least 2n/3 and, it was verified by Aigner and Brandt.
Theorem B ([2]) A graph G of order n with δ(G) ≥ (2n − 1)/3 contains an arbitrary 2-factor.
Let W be a set of V . It is called cyclable if G or D has a W-cycle-factor with exactly one
cycle. Bolloba´s and Brightwell [5] showed that the set W of V(G) with δ(W) ≥ n/2 is cyclable,
which extended the Dirac’s classical theorem. In [20], Wang introduced a new way to generalize
Theorem B and conjectured as follows.
Conjecture 1.1 ([20]) Let k be an integer. Suppose that G is a graph of order n and W is a set
of V(G) with |W | ≥ 3k. If δ(W) ≥ 2n/3, then G contains an arbitrary W-cycle-factor.
In the same paper, he proved that under the same condition as in Conjecture 1.1 the graph G
contains k disjoint cycles covering W, such that each of k cycles contains at least three vertices
of W.
Generally speaking, the problem of finding a cycle through a given vertex set is more dif-
ficult for digraphs than for graphs, even for the special case of two vertices. For example,
Fortune, Hopcroft and Wyllie [12] have shown that the problem of finding a cycle through two
prescribed vertices in digraphs is NP-complete, while the same problem for undirected graphs
is relatively easy.
In [13], Ghouila-Houri gave the directed version of Dirac’s result as follows: A digraph D
of order n with δ0(D) ≥ n/2 is hamiltonian. Berman and Liu [4] considered a minimum degree
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sum condition for strong digraphs to be cyclable. In this paper, we consider the minimum
semi-degree condition in digraphs. More precisely, we prove the following.
Theorem 1 Let D be a digraph of order n and let W ⊆ V(D). If δ0(W) ≥ n/2, then W is
cyclable.
The complete bipartite digraph K∗k,k+1 shows that the degree condition in Theorem 1 is best
possible.
For digraphs to contain k disjoint cycles, Wang [16] raised the following two conjectures,
where the second one extended Theorem B to digraphs.
Conjecture 1.2 ([16]) Let k be an integer and let D be a digraph of order n ≥ 3k. If δ0(D) ≥
(9k − 3)/4, then D contains k disjoint cycles of order at least 3.
Conjecture 1.3 ([16]) A digraph D of order n with δ(D) ≥ (3n − 3)/2 contains an arbitrary
cycle-factor.
Subsequently, Wang [19] proposed Conjecture 1.4, which is a generalization of Conjectures
1.1 and 1.3.
Conjecture 1.4 ([19]) Let D be a digraph of order n ≥ 6. Suppose that W is a set of V(D) with
δ(W) ≥ (3n − 3)/2. Then D contains an arbitrary W-cycle-factor.
Conjecture 1.3 is essentially the case W = V(G) of Conjecture 1.4. In [19], Wang claimed
that the case k = 2 holds. This paper proves that it holds for minimum semi-degree condition
by proving Theorem 2.
Theorem 2 Let D be a digraph with W ⊆ V(D). If δ0(W) ≥ (3n − 3)/4, then D contains an
arbitrary W-cycle-factor.
Clearly, Theorem 2 implies the case n = 3k of Conjecture 1.2 and the case δ0(D) ≥ (3n−3)/4
of Conjecture 1.3. The degree condition in Theorem 2 is best possible in some sense (see
Remark in Section 6). Here, we further present a result which optimizes the bound of the
minimum semi-degree if |V(D)| is sufficiently large compared with |W |.
Theorem 3 If n ≥ 2|W |, then the minimum semi-degree condition in Theorem 2 can be replaced
by δ0(W) ≥ n2 + |W | − 1.
Several other conjectures on the existence of disjoint cycles have appeared in the literature.
Let us mention one of the most interesting, which is still open. El-Zahar [21] conjectured that
if G is a graph with δ(G) ≥ n+C2 , where C is the number of odd nis, then G has an arbitrary
2-factor. For results on this conjecture, see [1, 8, 17, 18].
Let W be a set of V(G). Table 1 summarizes the results mentioned above, where ”k disjoint
cycles” in the fourth column means that G or D has k disjoint cycles in which each cycle
contains at least three vertices of W. Recall that if W = V(G), then a W-cycle-factor is actually
a cycle-factor.
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W-cycle-factor with 1 cycle k disjoint cycles W-cycle-factor with k (≥ 2) cycles
graph
degree
condition
δ(G) ≥ n/2
(Dirac [10])
n ≥ 3k, δ(G) ≥ 2k
(Corra´di-Hajnal [8])
δ(G) ≥ 3n/4 (Sauer-Spencer [15])
δ(G) ≥ (2n − 1)/3 (Aigner-Brandt [2])
δ(G) ≥ (n + C)/2 (El-Zahar Conj. [21])
partial
degree
condition
δ(W) ≥ n/2
(Bolloba´s-Brightwell [5])
δ(W) ≥ 2n/3
(Wang [20])
δ(W) ≥ 2n/3
(Wang Conj. [20])
digraph
degree
condition
δ0(D) ≥ n/2
(Ghouila-Houri [13])
n ≥ 3k, δ0(D) ≥ (9k − 3)/4
(Wang Conj. [16])
δ(D) ≥ (3n − 3)/2
(Wang Conj. [16])
partial
degree
condition
δ0(W) ≥ n/2
(Theorem 1)
δ(W) ≥ (3n − 3)/2(Wang Conj. [19])
δ0(W) ≥ (3n − 3)/4 (Theorem 2)
n ≥ 2|W |, δ0(W) ≥ n/2 + |W | − 1(Theorem 3)
Table 1: Comparisons of results.
The rest of the paper is organized as follows: The main aim of Section 2 is to establish
some notation and, present the equivalent form (Theorem 4) of Theorem 2 in bipartite graphs.
In Section 3, we show some lemmas which are useful in the proof of Theorem 4. In order
to maintain the consistency of the article, we prove Theorem 4 first in Section 4. The proofs
of Theorems 1 and 3 are presented in Section 5. Section 6 discusses the degree condition in
Theorem 2.
2 Preparation
We prepare terminology and notation which will be used in our proofs. For X ⊆ V , we use [X]
to denote the subgraph (subdigraph) induced by X. For disjoint subsets or subgraphs X and Y
of G, define e(X,Y) to be the number of edges between X and Y .
We use M to denote a perfect matching of G. An M-alternating cycle (path) is a cycle
(path) such that edges belong to M and not to M, alternatively. Let M′ be a subset of M. For
convenience, we use M′(H) to denote M′ ∩ E(H) for any subgraph or subset H of G and the
matching M′. The M′-length of H, i.e. the number of edges in M′(H), is defined by |M′(H)|.
Let C = v1v2 · · · vlv1 be a cycle in G or D. The length of a cycle C, i.e. the number of edges
of C, is written by l(C). The successor of vi on C, written as v+i , is the vertex vi+1. Similarly, one
can denote the predecessor of vi by v−i . We denote C[vi, v j] = vivi+1 · · · v j. (The subscripts are
taken modulo in {1, 2, . . . , l}). It is trivial to extend the above definitions to a path.
To obtain short proofs of various results on digraph D = (V, A), the following transformation
to the class of bipartite graphs is extremely useful (in [3]). Let BG(D) = (VX,VY ; E) denote the
bipartite graph with partite sets VX,VY such that VX = {vX : v ∈ V},VY = {vY : v ∈ V}. The edge
set E of BG(D) is defined by E = {uXvY : uX ∈ VX, vY ∈ VY and uv ∈ A}. We call BG(D) the
bipartite representation of D.
We construct a bipartite graph G(X,Y) from BG(D) by adding the perfect matching M =
{vXvY : v ∈ V}. The method of transforming a digraph D into G(X,Y) is also in [7] and [22].
Note that, in this construction, the following properties hold:
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• uv ∈ A(D) if and only if uXvY ∈ E(G(X,Y)). Moreover, dG(vX) = d+D(v) + 1 and dG(vY) =
d−D(v) + 1, and
• an M-alternating cycle of length 2l (≥ 4) in G(X,Y) corresponds to a directed cycle of
length l (≥ 2) in D.
We can now rephrase Theorem 2 in bipartite graphs as follows.
Theorem 4 Let G(X,Y) be a balanced bipartite graph with perfect matching M = {xiyi : xi ∈
X, yi ∈ Y, 1 ≤ i ≤ n}. Suppose that M0 ⊆ M and δ(M0) ≥ (3n + 1)/4. Then for every
positive integer partition |M0| = ∑ki=1 ni with ni ≥ 2 (1 ≤ i ≤ k), G(X,Y) contains k disjoint
M-alternating cycles C1, . . . ,Ck such that each Ci contains exactly ni edges of M0.
In the following, let M be a perfect matching of G(X,Y) and M0 a subset of M. Set M1 =
M\M0. We say an M-alternating cycle C of M0-length lM0(C) ≥ 2 by simply saying a feasible
cycle unless otherwise specified. A path P = x1y1 · · · xryr is a feasible path if it is an M-
alternating path with {x1, yr} ⊆ V(M0). Moreover, for any feasible path P′ = x′1y′1 · · · x′ry′r in
[V(P)] with M0(P) = M0(P′), if
e({x1, yr}, P) ≤ e({x′1, y′r}, P′),
then P is a good feasible path. Note that for any M-alternating path P, one can choose a good
feasible path in [V(P)].
In order to simplify the proofs, we have the following hypothesis:
Fact 1 For arbitrary two edges fi, f j ∈ M1(G), we may assume that there is no edge between fi
and f j.
Indeed, if there is an edge f between fi and f j, then we consider the graph G which obtained by
deleting the edge f from the original graph. If G has k desired cycles, then the same conclusion
also holds in the original graph.
3 Lemmas
In this section, the graph G will refer to the bipartite graph in the Theorem 4 hypothesis unless
mentioned otherwise.
Lemma 1 If C = x1y1 · · · xryr x1 is a feasible cycle and xy ∈ M0\E(C) with e({x, y},C) ≥ r + 1,
then [V(C) ∪ {x, y}] contains a feasible cycle C′ such that M0(C′) = M0(C) ∪ {xy}.
Proof. Set M(C) = {xiyi | 1 ≤ i ≤ r}. Suppose the lemma is false. Then e({x, y}, {yi, xi+1}) ≤ 1
for each pair yi, xi+1, where the subscripts i are taken modulo in {1, . . . , r}. It follows that
e({x, y},C) = ∑ri=1 e({x, y}, {yi, xi+1}) ≤ r, a contradiction. 
5
Lemma 2 Let s and t be two integers such that t ≥ s ≥ 2 and t ≥ 3. Suppose C1 and C2 are
two disjoint feasible cycles of G(X,Y) such that lM0(C1) = s, lM0(C2) = t and∑
f∈M0(C2)
e( f ,C1) >
3
4
tl(C1).
Then [V(C1 ∪ C2)] contains two disjoint feasible cycles C′ and C′′ such that l(C′) + l(C′′) <
l(C1) + l(C2).
Proof. By way of contradiction, suppose the lemma fails. Let C1 and C2 be two cycles satis-
fying the condition of the lemma with l(C1) + l(C2) minimum such that [V(C1 ∪ C2)] does not
contain the two required cycles C′ and C′′. We claim that
l(C2) = 2t, i.e. M1(C2) = ∅. (1)
Proof of (1). Recall the definition of v+i and v
−
i . Suppose (1) does not hold and say xiyi ∈
M1(C2), then we add a new edge x−i y
+
i to C2 − xiyi to obtain a feasible cycle C as t ≥ 3. Clearly,∑
f∈M0(C) e( f ,C1) >
3
4 tl(C1). Then by the minimality of l(C1) + l(C2), we derive that [V(C1 ∪C)]
contains two disjoint feasible cycles L1 and L2 with l(L1)+l(L2) < l(C1)+l(C) = l(C1)+l(C2)−2.
Replacing x−i y
+
i by x
−
i xiyiy
+
i , we obtain two disjoint feasible cycles C
′ and C′′ with
l(C′) + l(C′′) ≤ l(L1) + l(L2) + 2 < l(C1) + l(C2),
contradicting the minimality of l(C1) + l(C2). 
If f = xiyi is an edge of M(C1) ∪ M0(C2), we use the similar proof of (1) to consider
Ca − xiyi + x−i y+i and Cb, where {Ca,Cb} = {C1,C2}. Then the followings hold:
If t − 1 ≥ s ≥ 3, then e( f ,C1) > 34 l(C1) for all f ∈ M0(C2). (2)
If t − 1 > s = 2, then e( f ,C1) > 34 l(C1) for all f ∈ M0(C2). (3)
If s ≥ 3, then e( f ,C2) > 32 t for all f ∈ M0(C1). (4)
e( f ,C2) >
3
2
t for all f ∈ M1(C1). (5)
Next, we claim that
s = 2 and t = 3. (6)
Proof of (6). If s ≥ 3, then by (4), for each f ∈ M0(C1), there exist f1, f2 ∈ M0(C2) such that
e( f , f1) = e( f , f2) = 2. Otherwise e( f ,C2) ≤ t + 1, contradicting t ≥ 3. Thus [V(C1 ∪ C2)]
contains two disjoint feasible cycles of order 4, a contradiction. Thus s = 2. Due to Fact 1 and
s = 2, we see that lM1(C1) ≤ 2, that is, l(C1) = 4, 6 or 8.
If t ≥ 4, then t − 1 ≥ 3. First consider the case of l(C1) = 4. Then e( f ,C1) ≥ 4 for each
f ∈ M0(C2) due to (3) and it follows that [V(C1 ∪ C2)] contains two disjoint feasible cycles of
order 4, a contradiction again.
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Therefore, M1(C1) , ∅ (i.e. lM1(C1) ≥ 1) and say f ′ ∈ M1(C1). From (5), e( f ′, {yi, xi+2}) = 2
for some xiyi ∈ M0(C2), otherwise e( f ′,C2) = ∑ti=1 e( f ′, {yi, xi+2}) ≤ t. Thus C2 + f ′ − xi+1yi+1
has a feasible cycle C′2. Then [{xi+1, yi+1} ∪ V( f )] can not be a feasible cycle for all f ∈ M0(C1).
So e(xi+1yi+1,C1) ≤ 2 + 2lM1(C1) ≤ 34 (4 + 2lM1(C1)) = 34 l(C1), which contradicts (2). Thus
t = 3. 
As
∑
f∈M0(C2) e( f ,C1) >
3
4 tl(C1), there exists f0 ∈ M0(C2) such that e( f0,C1) > 34 l(C1). If
l(C1) = 4, then e( f0,C1) ≥ 4. Furthermore, e( f1,C2) ≥ 32 t for some f1 ∈ M0(C1) as e(C1,C2) >
3t. Thus e( f1, f2) ≥ 2 for some f2 ∈ M0(C2)\{ f0}. So [V(C1) ∪ { f0, f2}] contains two disjoint
feasible cycles of order 4, a contradiction.
Therefore l(C1) = 6 or 8. Let C2 = x1y1 · · · x3y3x1, where f0 = x1y1. By (5), e( f ,C2) ≥ 5 for
all f ∈ M1(C1). Since e( f0,C1) > 34 l(C1) = 34 (4 + 2lM1(C1)), there exists f1 ∈ M0(C1) such that
e( f0, f1) ≥ 2. Thus [V( f0 ∪ f1)] contains a feasible cycle. Then C2 − f0 + f has no feasible cycle
for each f ∈ M1(C1) and so e( f , {x2, y3}) ≤ 1. Therefore,
e( f , {x1, y1, x3, y2}) = 4 and e( f , {x2, y3}) = 1, for each f ∈ M1(C1).
Note that [V( f ∪ f0)∪{xi, yi}] (i = 2 or i = 3) is a feasible cycle. Then for each xy ∈ M0(C1) and
xiyi ∈ M0(C2) with 2 ≤ i ≤ 3, we have e({x, y}, {xi, yi}) ≤ 1, that is, e(M0(C1), {x2, y2, x3, y3}) ≤
4. Hence, e(C1, {x2, y2, x3, y3}) ≤ 4 + 3lM1(C1) and it follows immediately that
e(C1, {x1, y1}) > 34 · 3 · (4 + 2lM1(C1)) − (4 + 3lM1(C1)) = 5 +
3
2
lM1(C1).
On the other hand, e(C1, {x1, y1}) ≤ l(C1) = 4 + 2lM1(C1), contradicting lM1(C1) ≤ 2. 
The following Lemma 4 is a key lemma, which is also a directed version of the result of Ore
[14]: Let u, v be the end-vertices of a Hamiltonian path in a graph G. If dG(u)+dG(v) ≥ |G|, then
G is Hamiltonian. To prove Lemma 4, we need the following Lemma 3. Note that a bipartite
tournament is an orientation of a complete bipartite graph and an oriented graph is a digraph
without a cycle of order 2.
Lemma 3 If B = (X,Y) is a bipartite oriented graph with |X| = r1 and |Y | = r2, then there exists
an arc uv ∈ A(B) such that d−B(u) + d+B(v) < r2 , where r = r1 + r2.
Proof. Suppose to the contrary, let B be the bipartite oriented graph with order r such that for
each arc uv ∈ A(B) we have d−B(u) + d+B(v) ≥ r2 . Take the sum of this inequality over all arcs, we
get ∑
uv∈A(B)
(d−B(u) + d
+
B(v)) ≥
r
2
|A(B)|.
Let |P2| be the number of paths of length 2 in B. Using double counting, one can see that
the left side of the above inequality is equal to 2|P2| which implies that
|P2| ≥ r4 |A(B)|. (7)
Now suppose that B is maximal subject to the above inequality, which is to say, there does not
exist an oriented bipartite graph B′ defined on (X,Y) such that B′ satisfies the above inequality
and A(B) is a proper subset of A(B′). We now characterize the structure of B:
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Claim 3.1 For every vertex u ∈ V(B) with d+B(u) ≥ r4 or d−B(u) ≥ r4 , u is adjacent to every vertex
in the other part.
Proof. Without loss of generality, suppose u ∈ X and there exists a vertex v ∈ Y such that
uv < A(B). We add a new arc e0 to B as follows to get a new graph B′. If d+B(u) ≥ r4 we let e0
be vu and, if d−B(u) ≥ r4 we let e0 be uv. Let |P′2| be the number of paths with length 2 in B′ and
hence we get |P′2| ≥ |P2| + r4 . Thus we have
|P′2| ≥ |P2| +
r
4
≥ r
4
|A(B)| + r
4
=
r
4
|A(B′)|,
which contradicts the maximality of B. 
Claim 3.2 There exists a partition of V(B) into X1, X2,Y1,Y2 such that X = X1 ∪ X2 and Y =
Y1 ∪ Y2 such that (X1,Y1), (X1,Y2) and (X2,Y1) are bipartite tournaments and e(X2,Y2) = ∅.
Proof. Recall that we assume that d−B(u) + d
+
B(v) >
r
2 for each arc uv ∈ A(B). Then Claim 3.1
implies Claim 3.2 by letting X1 = {x ∈ X : d+B(x) ≥ r4 or d−B(x) ≥ r4 }, Y1 = {y ∈ Y : d+B(y) ≥
r
4 or d
−
B(y) ≥ r4 }, X2 = X\X1 and Y2 = Y\Y1. 
Now suppose |X1| = a1, |X2| = a2, |Y1| = b1 and |Y2| = b2. Clearly, a1 + a2 = r1, b1 + b2 = r2
and r1 + r2 = r. By Claim 3.2, we get that
|P2| =
∑
v∈V(B)
d+B(v)d
−
B(v)
≤
∑
v∈V(B)
(d+B(v) + d
−
B(v))
2
4
=
∑
v∈X1
(d+B(v) + d
−
B(v))
2
4
+
∑
v∈Y1
(d+B(v) + d
−
B(v))
2
4
+
∑
v∈X2
(d+B(v) + d
−
B(v))
2
4
+
∑
v∈Y2
(d+B(v) + d
−
B(v))
2
4
≤ a1
r22
4
+ b1
r21
4
+ a2
b21
4
+ b2
a21
4
≤ r1 + r2
4
(a1b1 + a1b2 + a2b1) =
r
4
|A(B)|.
The last inequality can be seen from a2b21 + b2a
2
1 ≤ a2b1r2 + b2a1r1, b1r21 = b1r1a1 + b1r1a2
and a1r22 = a1r2b1 + a1r2b2. This contradicts (7) and then the lemma follows. 
Lemma 4 Let P = u1v1 · · · urvr be a good feasible path with ui ∈ X, vi ∈ Y and uivi ∈ M(P)
for all 1 ≤ i ≤ r. Suppose that e({u1, vr}, P) ≥ 32r and [V(P)] contains no feasible path P′
with M0(P′) = M0(P) such that l(P′) < l(P). Then [V(P)] contains a feasible cycle C such that
V(P) = V(C), and then M0(C) = M0(P).
Proof. On the contrary, suppose that [V(P)] contains no feasible cycle C such that V(P) =
V(C). Since e({u1, vr}, P) ≥ 32r, there exist two vertices vi and ui+1 (2 ≤ i ≤ r − 2) such
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that u1vi, ui+1vr ∈ E(G). Let C1 = u1v1 · · · ur1vr1u1 and C2 = ur1+1vr1+1 · · · urvrur1+1, where
r1 + r2 = r. For convenience, in the following, we relabel C1 = x1y1 · · · xr1yr1 x1 and C2 =
xr1+1yr1+1 · · · xryr xr1+1, where xi ∈ X, yi ∈ Y and xiyi ∈ E(P)\M(P) for each i. (See Fig. 1 (a).)
Note that since [V(P)] has no feasible cycle C such that V(P) = V(C), we have the following
observation: Let xp ∈ V(C1) and yq ∈ V(C2), then
if xpyq ∈ E, then xqyp < E. (8)
Let H be the graph induced by the arcs between C1 and C2 in [V(P)]. We define the graph
E0 as follows. V(E0) = V(H) and E(E0) = {xqyp | xpyq ∈ E(H)}.
Now construct a bipartite digraph B(X,Y) from C1 and C2 in the following way. Let X =
{1x, . . . , (r1)x} and Y = {(r1 + 1)y, . . . , ry}. The arc set A(B) of B(X,Y) is defined by
A(B) = {pxqy | xp ∈ V(C1), yq ∈ V(C2), xpyq ∈ E(H)}
∪ {qypx | xp ∈ V(C1), yq ∈ V(C2), xpyq ∈ E(E0)}.
• Fig. 1 shows an example with r1 = 3, r2 = 4, where the heavy lines are in M(P), E(H) =
{x3y4, y3x5, y3x7} and E(E0) = {y3x4, x3y5, x3y7}.
(a) C1 ∪C2
(b) B(X,Y)
Figure 1: An example of C1 ∪C2 and B(X,Y).
Now we continue to prove Lemma 4. Clearly, B(X,Y) is an oriented graph due to (8).
Furthermore, for px, qy ∈ V(B), the following hold, where xp ∈ V(C1), yq ∈ V(C2).
d+B(px) = dH(xp) = dE0(yp), d
−
B(px) = dE0(xp) = dH(yp),
d+B(qy) = dE0(yq) = dH(xq), and d
−
B(qy) = dH(yq) = dE0(xq).
For arbitrary xpyq ∈ E(E0), one can check that xp, yq are the end-vertices of a feasible path
P′ in [V(P)] with V(P′) = V(P) as [V(P)] contains no shorter feasible path of M0-length lM0(P).
By the definition of good feasible path, we have that e({xp, yq}, P) ≥ 3r/2 for each xpyq ∈ E(E0).
Thus for any pxqy ∈ A(B), we have xpyq ∈ E(H) (xp ∈ V(C1), yq ∈ V(C2)) and then
xqyp ∈ E(E0) due to (8). Therefore,
d−B(px) + d
+
B(qy) = e({xq, yp},H)
= e({xq, yp}, P) − e(xq,C1) − e(yq,C2)
≥ 3r/2 − r1 − r2 = r/2.
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By symmetry, for each qypx ∈ A(B), we have d−B(qy) + d+B(px) = e({xp, yq},H) ≥ r/2, where
xp ∈ V(C1), yq ∈ V(C2). This contradicts Lemma 3. 
Lemma 5 Let H be a subgraph of G and P a feasible path with end-vertices u, v. Suppose
that P ∈ G − H, or P = uv and P ∈ H. Let f = u′v′ be an arbitrary edge of M0(G) and set
R = {u, v, u′, v′}. If there is no feasible cycle C of M0-length lM0(P) + 1 with V(P ∪ f ) ⊆ V(C),
then the following hold.
(i) e(R,M1(H)) ≤ max{4, 3|M1(H)|}. In particular, if e(R,M1(H)) = 4, then |M1(H)| = 1,
e({u, v}, f ) = 0 and no f ′ ∈ M1(G− (H∪P)) linking one vertex of {u, v} and one vertex of {u′, v′}.
(ii) Suppose f ∈ H. Then e(R,M0(H)) ≤ e({u, v}, f ) + 3|M0(H)| − 1. In particular, if
P = uv ∈ H (lM0(P) = 1), then
e(R,M0(H)) ≤
 2|M0(H)|, e( f , P) = 02|M0(H)| + 2, e( f , P) = 1.
Proof. (i) If |M1(H)| = 1, then (i) holds clearly. Thus assume that |M1(H)| ≥ 2. Suppose (i)
is not true, then there are two edges f1 and f2 in M1(H) such that e(R, { f1, f2}) ≥ 7. One can
check easily that [V(P ∪ f1 ∪ f2 ∪ f )] contains a feasible cycle C of M0-length lM0(P) + 1 with
V(P ∪ f ) ⊆ V(C), a contradiction.
(ii) Since H contains no feasible cycle of length M0-length lM0(P) + 1, then e({u, v}, f ′) ≤ 1
for each f ′ ∈ M0(H). Clearly, e( f1, f2) ≤ 2 for all f1, f2 ∈ M0(H). Thus e(R,M0(H)) ≤
e({u, v}, f ) + |M0(H)| − 1 + 2|M0| = e({u, v}, f ) + 3|M0(H)| − 1. Furthermore, if P = uv ∈ H,
we have that e( f1, f2) ≤ 1 for all f1, f2 ∈ M0(H). Thus e( f , P) ≤ 1 and e(R,M0(H)) ≤ e(R) +
2(|M0(H)| − 2) = e(R) + 2|M0(H)| − 4, and so (ii) holds. 
4 Proof of Theorem 4
Let G(X,Y) be a balanced bipartite graph with perfect matching M = {xiyi : xi ∈ X, yi ∈ Y, 1 ≤
i ≤ n}. Suppose that M0 ⊆ M and δ(M0) ≥ (3n + 1)/4. To prove Theorem 4, we prove the
following claim first.
Claim 4.1 There exist b |M0 |2 c disjoint feasible cycles C1, . . . ,Cb |M0 |2 c with lM0(Ci) = 2 for each i.
Proof. Suppose, for a contradiction, that the claim fails. We may assume that n ≥ 2 and |M0| ≥
2. Let p be the largest number such that G contains p disjoint feasible cycles C1, . . . ,Cp. We
claim that p ≥ 1. Let f1 = uv, f2 = u′v′ ∈ M0 and R = {u, v, u′, v′}. If p = 0, then from Lemma
5 (let H = G), we see that e(R,G) = e(R,M0) + e(R,M1) ≤ max{2|M0| + 4, 2|M0| + 2 + 3|M1|}.
However, e(R,G) ≥ 4 · 3n+14 , where n = |M0| + |M1|, a contradiction. So p ≥ 1.
We choose p disjoint feasible cycles C1, . . . ,Cp such that
(I)
∑p
i=1 lM0(Ci) is minimum, and
(II)
∑p
i=1 l(Ci) is minimum, subject to (I).
Say lM0(C1) ≤ · · · ≤ lM0(Cp). Set C = ∪pi=1Ci and H = G − C. Furthermore, 2c, 2h,m0 and
m1, respectively, denote |V(C)|, |V(H)|, |M0(H)| and |M1(H)|. So, c = n − h and h = m0 + m1.
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Next we claim that p = b |M0 |2 c and lM0(Cp) = 2. To see this, we first suppose, for a contra-
diction, that lM0(Cp) = t ≥ 3. Let Cp = x1y1 · · · xlylx1, where l = l(Cp)/2 and fi = xiyi ∈ M(Cp).
By the choice (I), for each fi ∈ M0(Cp) and f ∈ M(Cp) ∪ M0(H), we conclude that
e( fi, f ) ≤

2, f ∈ M1(Cp) ∩ { fi+1, fi−1}
1, f ∈ M0(H) ∪ (M0(Cp) ∩ { fi+1, fi−1})
0, Others.
Thus
∑
fi∈M0(Cp) e( fi,M0(H)) ≤ m0t. In addition, we claim that
∑
fi∈M0(Cp) e( fi,Cp) ≤ 34 tl(Cp)
and
∑
fi∈M0(Cp) e( fi,M1(H)) ≤ 32 tm1. For each fi ∈ M0(Cp), let λi = |M1(Cp) ∩ { fi−1, fi+1}|, then
e( fi,Cp) ≤ 2 + 2λi + (2−λi) = 4 +λi. Note that∑ fi∈M0(Cp) λi = 2|M1(Cp)|, l(Cp) = 2t + 2|M1(Cp)|
and t ≥ 3. It follows that∑
fi∈M0(Cp)
e( fi,Cp) ≤ 4t +
∑
fi∈M0(Cp)
λi = l(Cp) + 2t ≤ 2l(Cp) < 34 tl(Cp).
Moreover, let fi = xiyi, f j = x jy j be two independent edges of M0(Cp) with f j being next
to fi in M0(Cp). Note that e( fi, f j) = 1 or there is an edge of M1(Cp) linking fi and f j. Com-
bining Lemma 5 (i) and the choice (I), we have that e({xi, x j, yi, y j},M1(H)) ≤ 3m1 and then∑
fi∈M0(Cp) e( fi,M1(H)) ≤ 32 tm1. Therefore,∑
fi∈M0(Cp)
e( fi,C −Cp) = 2t · 3n + 14 −
∑
fi∈M0(Cp)
(e( fi,M0(H)) + e( fi,Cp) + e( fi,M1(H)))
> 2t · 3n + 1
4
− m0t − 34 tl(Cp) −
3
2
tm1
=
3t
4
(2c − l(Cp)) + t + m0t2
>
3t
4
(2c − l(Cp)).
This implies that
∑
fi∈M0(Cp) e( fi,C j) >
3
4 tl(C j) for some 1 ≤ j ≤ p − 1. By Lemma 2, we obtain
a contradiction to the choice (I) or (II). Thus lM0(Ci) = 2 for all 1 ≤ i ≤ p. According to Fact 1,
we have that l(Ci) ≤ 8 for all 1 ≤ i ≤ p.
Now we show that p = b |M0 |2 c. Assume that p < b |M0 |2 c, then m0 ≥ 2. Let f1 = x1y1 and
f2 = x2y2 be two distinct edges of M0(H) and let R = {x1, y1, x2, y2}. Due to Lemma 5, we
conclude that e(R,H) ≤ max{2m0 + 4, 2m0 + 2 + 3m1} = 2m0 + 2 + 3m1. Hence e(R,C) ≥
4 · (3n + 1)/4− (2m0 + 3m1 + 2) ≥ 3c + 1. This means that there is a Ci with 1 ≤ i ≤ p such that
e(R,Ci) ≥ 32 l(Ci) + 1.
Recall that lM0(Ci) = 2 and l(Ci) ≤ 8. Say M0(Ci) = {xy, uv}. If l(Ci) = 4, then e(R,Ci) ≥ 7.
Then each of [{x1, y1, x, y}] and [{x2, y2, u, v}] contains a feasible cycle, contradicting that p is
maximum. Thus l(Ci) = 6 or l(Ci) = 8. Note that 1 ≤ lM1(Ci) ≤ 2. Choices (I) and (II) imply that
e(R, f ) ≤ 4 for each f ∈ M1(Ci) and e(R, f ) ≤ 2 for each f ∈ M0(Ci). So e(R,Ci) ≤ 4+4lM1(Ci).
However, e(R,Ci) ≥ 32 l(Ci) + 1 = 32 (4 + 2lM1(Ci)) + 1, which contradicts lM1(Ci) ≤ 2. 
Proof of Theorem 4. Now we are ready to prove Theorem 4. By way of contradiction,
suppose Theorem 4 fails. That is, G does not contain k disjoint cycles of M0-length n1, . . . , nk,
respectively. Among all such integers, we choose ni (1 ≤ i ≤ k) with n1 + · · · + nk minimal.
11
The case n1 = · · · = nk = 2 is proved by Claim 4.1. Thus we may assume that n1 +
· · · + nk > 2k. By the minimality of ∑ki=1 ni, for some 1 ≤ i ≤ k with ni ≥ 3, G contains
k disjoint feasible cycles of M0-lengths n1, . . . , ni−1, ni − 1, ni+1, . . . , nk, respectively. There-
fore, for some 1 ≤ j ≤ k, G contains k − 1 disjoint feasible cycles C1, . . . ,C j−1,C j+1, . . . ,Ck
of M0-lengths n1, . . . , n j−1, n j+1, . . . , nk, respectively and a good feasible path P of M0-length
n j − 1 such that P is disjoint from all these cycles. These k − 1 cycles and the path P exist,
since for any M-alternating path P′, there is a good feasible path P in [V(P′)]. We choose
C1, . . . ,C j−1,C j+1, . . . ,Ck and P such that
l(P) +
∑
i, j
l(Ci) is minimum. (∗)
For convenience, say lM0(Ci) = ni for each 1 ≤ i ≤ k − 1, lM0(P) = nk − 1, and P =
x1y1 · · · xryr. Let C = ∪k−1i=1 Ci and H = G− (C∪P). Furthermore, 2c, 2h,m0 and m1, respectively,
denote |V(C)|, |V(H)|, |M0(H)| and |M1(H)|. So, r = n − h − c and h = m0 + m1 ≥ 1. Let
xy ∈ M0(H) and R = {x1, yr, x, y}.
Claim 4.2 e(R,H) ≤ 3h and e(R,C j) ≤ 32 l(C j) for all 1 ≤ j ≤ k − 1.
Proof. Since [V(P∪H)] contains no feasible cycle of M0-length nk, e(R,H) ≤ 3m0 +3m1 = 3h
due to Lemma 5. Next assume that there exists C j with 1 ≤ j ≤ k − 1 such that e(R,C j) ≥
3
2 l(C j) + 1. Let fi = xiyi for 1 ≤ i ≤ n j be a list of edges of M0(C j) along the direction of C j.
Let f +i be the next edge of fi along the direction of C j and B = {i | f +i ∈ M1(C j), 1 ≤ i ≤ n j} and
A = {1, . . . , n j}\B. Let
si =
e({yi, xi+2}, {x, y}) + e({xi+1, yi+1}, {x1, yr}), i ∈ A,e({yi, xi+2}, {x, y}) + e({xi+1, yi+1}, {x1, yr}) + e( f +i ,R), i ∈ B.
Then
3
2
l(C j) + 1 ≤ e(R,C j) =
∑
i∈A
si +
∑
i∈B
si. (9)
where the subscripts i are taken modulo in {1, . . . , n j}. On the other hand,
3
2
l(C j) =
3
4
∑
i∈A
[|{yi, xi+2}| + |{xi+1, yi+1}|]
+
3
4
∑
i∈B
[|{yi, xi+2}| + |{xi+1, yi+1}| + 2|V( f +i )|]. (10)
Combining (9) and (10), we obtain that either there exists i ∈ A such that si ≥ (3/4) · 4 + 1 = 4,
or there exists i ∈ B such that si ≥ (3/4) · (4 + 4) + 1 = 7.
If the former holds, we see that e({yi, xi+2}, {x, y}) = e({xi+1, yi+1}, {x1, yr}) = 2. Conse-
quently, [(V(C j)\{xi+1, yi+1}) ∪ {x, y}] contains a feasible cycle of M0-length n j and [V(P) ∪
{xi+1, yi+1}] contains a feasible cycle of M0-length nk, a contradiction. Therefore, the latter
holds. As above, we see that e({yi, xi+2}, {x, y}) + e({xi+1, yi+1 {x1, yr}) = 3 and e( f +i ,R) = 4. If
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e({yi, xi+2}, {x, y}) = 2, then [V(P∪(Ci\ f +i ))∪{x, y}] contains a feasible cycle of M0-length n j and
a path P with lM0(P) = nk−1. This contradicts the choice (∗). The case of e({xi+1, yi+1}, {x1, yr}) =
2 is similar. Thus e(R,C j) ≤ 32 l(C j) for all 1 ≤ j ≤ k − 1. 
Therefore, e(R, P) ≥ 4 · 3n+14 − 3c − 3h = 3r + 1 holds by Claim 4.2. Recall that |P| = 2r. If
r = 1, i.e. nk = 2. Since e(R, P) ≥ 4, [V(R)] contains a feasible cycle C of lM0(C) = 2 = nk, a
contradiction. Thus r ≥ 2.
Case 1. e({x1, yr}, P) ≥ 3r/2.
Note that e({x1, yr}, P) ≤ 2r and then e({x, y}, P) ≥ r + 1. From the choice (∗), [V(P)]
contains no feasible path P′ with M0(P′) = M0(P) such that l(P′) < l(P). Moreover, [V(P)]
contains no feasible cycle of M0-length nk − 1, otherwise, [V(P)∪ {x, y}] has a feasible cycle of
M0-length nk from Lemma 1, a contradiction. It follows by Lemma 4 that e({x1, yr}, P) < 3r/2,
a contradiction again.
Similarly by the argument with Case 1, we have x1yr < E(G), i.e. e({x1, yr}, P) ≤ 2r − 2 and
then e({x, y}, P) ≥ r + 3. Furthermore, if there exists f ∈ M1(H) such that [V(P∪ f )] contains a
feasible cycle C with V(P) ⊆ V(C) and lM0(C) = nk − 1, then by Lemma 1, [V(P ∪ f ) ∪ {x, y}]
has a feasible cycle of M0-length nk as e({x, y},C) ≥ e({x, y}, P) ≥ r + 3 ≥ l(C)/2 + 1, a
contradiction again. Thus e({x1, yr}, f ) ≤ 1 for each f ∈ M1(H). As [V(P ∪ H)] has no feasible
cycle of M0-length nk, we know that e({x1, yr}, f ) ≤ 1 for every f ∈ M0(H). This means that
e({x1, yr},H) ≤ m0 + m1 = h.
Case 2. e({x1, yr}, P) < 3r/2.
In this case, we see that e({x1, yr}, P ∪ H) < 3r/2 + h and
e({x, y}, P) > 3r + 1 − 3r/2 = 3r/2 + 1, i.e. e({x, y}, P) ≥ 3(r + 1)/2. (11)
So e({x1, yr},C) > 2 · (3n + 1)/4− (3r/2 + h) = 3c/2 + (h + 1)/2. This means that there exists
C j ∈ C such that
e({x1, yr},C j) > 3l(C j)/4. (12)
The definition of A and B is the same as in Claim 4.2. It follows by Fact 1 that |B| ≤ |M0(C j)|.
Therefore,
e({x1, yr},M0(C j)) > 3l(C j)/4 − e({x1, yr},M1(C j))
≥ 3(2|M0(C j)| + 2|B|)/4 − 2|B|
≥ |M0(C j)|.
So e({x1, yr}, f ) ≥ 2 for some f ∈ M0(C j) and then [V(P ∪ f )] contains a feasible cycle C′ of
M0-length nk and C j\ f contains a good feasible path P′ = x′1y′1 · · · x′r′y′r′ with lM0(P′) = n j − 1.
Clearly, l(C′j) + l(P
′) ≤ l(C j) + l(P). From (∗), we see that l(C′j) + l(P′) = l(C j) + l(P). So
l(P′) = 2r′ = l(C j) − 2. With C′ and P′ in place of C j and P in the above argument: if
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e({x′1, y′r′}, P′) ≥ 3r′/2, then by Case 1, we are done. Thus e({x′1, y′r′}, P′) < 3r′/2. Furthermore,
we obtain e({x, y}, P′) ≥ 3(r′ + 1)/2 as we obtain (11). It follows by (12) that
e(R,C j) ≥ e({x1, yr},C j) + e({x, y},C j)
>
3
4
l(C j) +
3
2
(r′ + 1)
=
3
4
l(C j) +
3
4
(l(C j) − 2) + 32
=
3
2
l(C j),
contradicting Claim 4.2. This proves the theorem. 
5 Proof of Theorems 1 and 3
First, we prepare terminology and notation which will be used in the following proofs. Let C be
a cycle. A generalized C-bypass T (with respect to W) is a path such that only the end-vertices
x and y belong to V(C) and at least one internal vertex belongs to W. Note that we allow x and
y to be the same vertex. Let P = v1v2 · · · vp be a path and u a vertex not on P. If there are two
vertices vi and vi+1 such that viu, uvi+1 ∈ A(D), then we say that u can be inserted into P.
Proof of Theorem 1.
Suppose, for a contradiction, that Theorem 1 fails. Let D be a digraph of order n and
W ⊆ V(D) with δ0(W) ≥ n/2. First, we present two claims.
Claim 5.1 Let u and v be two vertices in W. Then there is a path P1 of length at most 2 from u
to v and a path P2 of length at most 2 from v to u. Moreover, P1 and P2 are internally disjoint.
Proof. Since δ0(W) ≥ n/2, we see that d+D(u) + d−D(v) ≥ n and d+D(v) + d−D(u) ≥ n. Thus
uv ∈ A(D) or there are at least two vertices in N+D(u) ∩ N−D(v). By symmetry, we have that
vu ∈ A(D) or there are at least two vertices in N+D(v) ∩ N−D(u). Then we can find such P1 and P2
easily. 
Claim 5.2 ([4]) Let P be a path of length p in D and u a vertex not on P. If dP(u) ≥ p + 2, then
u can be inserted into P.
According to Claim 5.1, there is a cycle C which contains at least two vertices of W. Thus
we may assume that |W | ≥ 3. Since W is not cyclable, assume that v is a vertex of W which is
not in C. From Claim 5.1, it is easy to verify that there exists a generalized C-bypass T with
origin x and terminus y such that v ∈ V(T ), where x, y ∈ V(C). Set P1 = T [x, v], P2 = T [v, y],
S = C[x+, y−] and B = C[y, x].
We choose a cycle C and a generalized C-bypass T such that
(I) C contains as many vertices of W as possible,
(II) |S | is minimum, and
(III) |T | is minimum.
Similar to the notation M(H), we define W(H) to be W ∩ V(H). Let u ∈ W(C) and R =
V(D −C).
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Claim 5.3 ([4]) (i) Let v ∈ W(T\{x, y}) and u ∈ W(S ). If dR(v) + dR(u) ≤ 2|R| − 2 and dB(v) ≤
|B| + 1, then u can be inserted into B.
(ii) Let P and Q be two disjoint paths and K ⊆ V(P). If every vertex z in K can be inserted
into Q, then there exists a path Q′ such that K ∪ V(Q) ⊆ V(Q′).
We are now ready to complete the proof of Theorem 1. Let x1, . . . , xk be the sequence of
vertices of W on S listed in the order they occur along C.
Suppose w1 ∈ N+R\P2(xi) ∩ N−R\P2(v) for some xi ∈ W(S ). Then replacing T with the new
generalized C-bypass T ′ = xiw1vP2 reduces the size of S , contradicting the minimality of S .
Thus we have
N+R\P2(xi) ∩ N−R\P2(v) = ∅ for each xi ∈ W(S ). (13)
By symmetry, we also have
N−R\P1(xi) ∩ N+R\P1(v) = ∅ for each xi ∈ W(S ). (14)
Clearly, due to the choice (I), we may assume that v can not be inserted into B. Thus by
Claim 5.2, we have
dB(v) ≤ |B| + 1. (15)
Next, we will show that
N+P2\y(xi) ∩ N−P2\y(v) = ∅ for each xi ∈ W(S ), (16)
N−P1\x(xi) ∩ N+P1\x(v) = ∅ for each xi ∈ W(S ). (17)
By symmetry, it is sufficient to prove (16).
Proof of (16). If not, say N+P2\y(xi)∩N−P2\y(v) , ∅ for some xi ∈ W(S ). Set t = max{i |N+P2\y(xi)∩
N−P2\y(v) , ∅, 1 ≤ i ≤ k}. By the choice of t, we have (16) holds for all i with t + 1 ≤ i ≤ k.
In this case, we have (17) holds for all i with t + 1 ≤ i ≤ k. For otherwise, setting w1 ∈
N−P1\x(xi) ∩ N+P1\x(v) for some i ∈ {t + 1, . . . , k} and w2 ∈ N+P2\y(xt) ∩ N−P2\y(v), we obtain the new
generalized C-bypass xtw2vw1xi with S = C[x+t , x
−
i ], contradicting the choice (II).
Therefore, Claims 5.1 and 5.3 (i) imply that N+R (xi) ∩ N−R (v) = ∅ and N−R (xi) ∩ N+R (v) = ∅ for
each t + 1 ≤ i ≤ k. And hence, |N+R (xi)|+ |N−R (v)| ≤ |R| − 1 and |N−R (xi)|+ |N+R (v)| ≤ |R| − 1, that is,
dR(xi) + dR(v) ≤ 2|R| − 2 for i = t + 1, . . . , k. Applying Claim 5.3 and (15), there exits a path B′
such that {xt+1, . . . , xk} ∪ V(B) ⊆ V(B′). Obviously, C′ = B′C[x, xt]xtw2P2[w2, y] forms a cycle,
where w2 ∈ N+P2\y(xt)∩N−P2\y(v). Furthermore, T [x, w2] is a generalized C′-bypass, contradicting
the minimality of T (note that S is not increased). Thus, (16) holds. 
By (13),(14),(16) and (17), we obtain N+R (xi) ∩ N−R (v) = ∅ and N−R (xi) ∩ N+R (v) = ∅ for each
1 ≤ i ≤ k, that is, dR(xi) + dR(v) ≤ 2|R| − 2 for all 1 ≤ i ≤ k. Using Claim 5.3, there is a path B′
from y to x, where W(S ) ∪ V(B) ⊆ V(B′). Then T B′ forms a cycle containing more vertices of
W than C does, contradicting the choice (I), and Theorem 1 is proved. 
Proof of Theorem 3. Let D be a digraph of order n ≥ 2|W |. Suppose that δ0(W) ≥ n2 + |W | − 1.
We prove that D contains an arbitrary W-cycle-factor.
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For any positive integer partition |W | = n1 + · · · + nk with k ≥ 1 and ni ≥ 2 for each i,
let W = {w1,1, . . . , w1,n1 , . . . , wk,1, . . . , wk,nk}. Since d+D(wi, j) + d−D(wi, j+1) ≥ n + 2|W | − 2 for each
1 ≤ i ≤ k, 1 ≤ j ≤ ni (the subscripts j are taken modulo in {1, . . . , ni}), then wi, jwi, j+1 ∈ A(D) or
there are at least |W | vertices in N+D−W(wi, j) ∩ N−D−W(wi, j+1). In this way, one can easily find an
arbitrary W-cycle-factor (see Fig. 2, where the vertex wi, j is replaced by i, j). 
Figure 2: k disjoint cycles with |V(Ci) ∩W | = ni.
6 Remark
In this section, we discuss the degree condition in Theorem 2. Note that no cycle in the digraph
D contains exactly one vertex of W when W = V(D), so ni ≥ 2 for each i in Theorem 2.
Furthermore, the minimum semi-degree condition in Theorem 2 is sharp in some sense.
Consider the digraph D1 which consists four parts U, X,Y and Z, where U = X = K∗4k−1 and
Y = Z = K∗4k. The bold arcs indicate complete domination in the direction shown. Note that D1
has order 16k − 2 and δ0(D1) = 12k − 3 < (3n − 3)/4. However, D1 does not contain 8k − 1
disjoint cycles of order 2, as |U ∪ Y | is odd.
Figure 3: Counterexamples
Although the degree condition in Theorem 2 is tight when W = V(G) and n1 = · · · = nk = 2,
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we believe that it can be improved if ni ≥ 3 for each i. In fact, we conjecture that 2n/3 is
enough.
Conjecture 6.1 Let D be a digraph of order n and W ⊆ V(D). Suppose that δ0(W) ≥ 2n/3 and
|W | = n1 + · · ·+ nk with ni ≥ 3 for each i. Then D contains an arbitrary W-cycle-factor. That is,
there are k disjoint cycles C1, . . . ,Ck in D such that |V(Ci) ∩W | = ni for all i.
The digraph D2 in Fig.3 (b) shows that the minimum semi-degree in Conjecture 6.1 is best
possible. D2 consists two parts X and Y , where X = K∗2k−1 and Y is an independent vertex set
of size k + 1. The bold arcs indicate complete domination in the direction shown. Clearly,
δ0(D2) = 2k − 1 = 2n/3 − 1, but it contains no k disjoint cycles of length at least 3. Conjecture
6.1 is supported by Theorems 1 and 3. Moreover, in [9], Czygrinow, Kierstead and Molla
conjectured that every digraph D of order 3k with δ0(D) ≥ 2k contains k disjoint triangles. If
Conjecture 6.1 is true, then it implies this conjecture.
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