In the present paper we introduce a -analogue of the Baskakov-Kantorovich operators and investigate their weighted statistical approximation properties. By using a weighted modulus of smoothness, we give some direct estimations for error in case 0 < < 1.
Introduction
In 1997 G. Phillips [17] proposed a generalization of the classical Bernstein polynomials based on -integers. In the last decade some new generalizations of well known positive linear operators, based on q-integers were introduced and studied by several authors. For instance -Meyer-König and Zeller operators were studied by Trif [19] , Dogru and Gupta [10] , Dogru et al. [8] and Dogru and Duman [7] etc. Dogru and Gupta [9] also studied the monotonicity and the asymptotic estimate of Bleimann Butzer and Hahn operators based on -integers. Recently, generalizations of Durrmeyer and Kantorovich operators based on q-integers were studied in [6] , [13] and [18] . In what follows we mention some basic definitions and notations used in -calculus, details can be found in [14] and [12] . For any fixed real number > 0, we denote -integers by [ ] 
and the -binomial coefficients are given by
We use the following notations:
(1 + ) = (1 + )
Note that the infinite product (2) is convergent if ∈ (0 1). Throughout the paper we consider ∈ (0 1).
The -derivative of a function : R → R is defined by
and the high -derivatives
Lemma 1.1.
Let
∈ R, then we have
(1 + ) + = (1 + ) (1 + )
The proof follows immediately from (1)- (3), (see [14, pp.106-107] ).
We recall the -Taylor theorem as it is given in [12, pp. 103 ].
Theorem 1.1.
If the function ( ) is capable of expansion as a convergent power series and is not a root of unity, then
where
In a recent study Aral and Gupta [4] introduced a new -analogue of Baskakov operators, which for
It is obvious that V , ∈ N, are positive and linear operators. Furthermore, when = 1 the operators given by (7) reduce to the classical Baskakov operators (see e.g. [5] ).
We set , ( ) = , ≥ 0.
Lemma 1.2.
For all ∈ N, ∈ R + and 0 < < 1, we have
Proof. For ∈ N, we consider the function ( ) := (1 + ) − , ∈ R + . By using (6),(5),(4) we get
For a fixed ∈ R + , by Theorem 1.1, we obtain
Choosing := 0 in the above relation and taking into account (− ) = (− )
and (8) is proved. By definition (7) of the operators V and using (11) we have
we obtain (10) as follows.
This completes the proof of Lemma 1.2.
We mention that the same relations have been obtained in [4] by using a different proof.
-Baskakov-Kantorovich operators
First, the -analogue of integration (see [3] ) is defined as
Based on the -integration, we now propose for ∈ (0 1) the Kantorovich variant of the -Baskakov operators as
∈ R + , ∈ N. It can be seen that for = 1 the −Baskakov-Kantorovich operator becomes the operator studied in [1] .
Remark 2.1.
By simple computation, it is observed from the definition of -integration that
Lemma 2.1.
Proof. Let ∈ (0 1). By using the definition (14) and the identities (15) and (11) is easy to see that (18) holds true.
Taking into account (16), (8) and (9), by direct computation, we obtain (19) as follows:
Based on (17) and Lemma 1.2 a similar calculus reveals:
This completes the proof of Lemma 2.1.
Remark 2.2.
It is observed from the above lemma that for = 1 we get the moments of the Baskakov-Kantorovich operators (see e.g. [1] )
Examining relations (19) and (20) it is clear that the sequence of the operators K does not satisfies the conditions of Bohman-Korovkin theorem. Further on, we consider a sequence ( ) , ∈ (0 1), such that
Theorem 2.1.
Let ( ) be a sequence satisfying (21) and let the operators K , ∈ N, be defined by (14) . Then for any compact J ⊂ R + and for each non-decreasing ∈ C (R + ) we have
Proof. Replacing by a sequence ( ) with the given conditions, the result follows from Lemma 2.1 and the wellknown Bohman-Korovkin theorem (see [16] , pp. 8-9).
Weighted statistical approximation properties
In this section, by using a Bohman-Korovkin type theorem proved in [11] , we present the statistical approximation properties of the operator K given by (14) . At this moment, we recall the concept of A-statistical convergence, weight function and weighted space considered in [11] . Using A-statistical convergence Duman and Orhan proved the following Bohman-Korovkin type theorem [11, Theorem 3] . A general approach for abstract spaces is given in [2] . Let ( ) be a sequence satisfying (22) . Then for all non-decreasing ∈ C ρ 0 (R + ), we have
Proof. It is clear that
Based on (19) we have
By using (20) we obtain
Finally, using (23), (24) and (25), the proof follows from Theorem 3.1 by choosing A = C 1 , the Cesàro matrix of order one and
Rate of convergence
We can give estimates of the errors |K ( ; ·) − |, ∈ N, for unbounded functions by using a weighted modulus of smoothness associated to the space B ρα (R + ). We consider
It is evident that for each ∈ B ρα (R + ), Ω ρα ( ; ·) is well defined and
The weighted modulus of smoothness Ω ρα ( ; ·) possesses the following properties (see [15] ).
Theorem 4.1.
Let ∈ (0 1) and α ≥ 0. For all non-decreasing ∈ B ρα (R + ) we have
Proof. Let ∈ N and ∈ B ρα (R + ). Based on (26) and (27) we can write
Taking into account the definition of -integration, see (12) , (13), we get
Consequently, the operators K can be expressed as follows
By using the Cauchy inequality for linear positive operators, we obtain
Lemma 4.1.
For ∈ N and ∈ (0 1) we have
where A is a positive constant depending only on and .
Proof. For ∈ N and 0 < < 1 the following inequality holds true
Let ∈ N. By (7) and (28) we get
Based on the above inequality and by using the mathematical induction over ∈ N, we obtain V ( ; ) ≤ B (1 + ) ∈ R + ∈ N, where
On the other hand, (18) 
Proof. The identities

