Abstract-This paper considers a decentralized control scheme for Voronoi-based deployment of discrete-time multiagent dynamical systems within multi-dimensional static convex polytopic environments. The deployment objective is to drive the multi-agent system to a static configuration in which coverage of the environment is optimized. To this end, local control laws steer each agent towards a Chebyshev center of its associated time-varying polytopic Voronoi-neighborhood. By introducing a novel time-varying interaction graph, mechanisms enforcing consensus on intra-neighbor distances among subsets of agents are uncovered. Subsequently the interaction graph is exploited to provide both proofs of convergence as well as structural characterizations of static configurations.
I. INTRODUCTION
In a wide range of tasks within mobile robotics, the objective is to steer a group of cooperative agents to a static and stable configuration optimizing the coverage of a bounded target environment. This principle is applicable in settings such as environmental monitoring, surveillance and rescue operations [1] - [4] . In the literature, this problem is known as the deployment problem [4] or the coverage problem [5] . It is addressed in several works within distributed control of multi-agent systems. Motivated by concerns such as scalability, fault tolerance, limited sensing capabilities and constraints on computational resources [5] , [6] , these works limit the admissible solutions to those amenable to a distributed implementation. Thus the multi-agent system (MAS) is steered towards global optimality while only relying on spatially local information and interactions.
To this end, many works within the deployment problem literature are variations about so-called Voronoi partition [7] based deployment. In these schemes, the polytopic target environment is partitioned into as many polytopic Voronoi cells as there are agents. Each agent's time-varying cell contains the subset of the environment to which the current agent is the closest. Next, the Voronoi based schemes typically pick some target geometric center within the agent's cell such that the convergence of each agent to its geometric center ensures the convergence of the global system to a static configuration. Each agent may compute its Voronoi cell in a decentralized manner. Controllers using the Voronoi cell as input are therefore amenable to a decentralized implementation.
Much attention has been devoted to schemes utilizing the center of mass as the geometric center [8] - [12] . is to make the system converge to a Centroidal Voronoi Configuration, where the position of each agent corresponds to the center of mass of its associated cell. However, computing the center of mass of a polytope is in general not easy. To overcome this difficulty, other geometric centers have been considered. [13] considers a so-called Vertexinterpolated center. [15] uses the circumcenter, the center of the minimal radius enclosing Euclidean ball, as the target. Both the vertex interpolated center and the circumcenter may readily be found by solving convex optimization problems. This paper builds on the discrete-time framework suggested in [16] and considers the use of Chebyshev centers as target points (the center of an inscribed Euclidean ball of maximal radius). Such a center may be found by solving an appropriate linear program (LP). LPs are well known to be easy to solve [17] , thus the Chebyshev center is an attractive alternative to the center of mass in terms of computational strain. MAS convergence to a static configuration is a topic of active research, and has been an open problem since the continuous-time study [15] first investigated the use of Chebyshev centers as target points.
This paper contributes to the topic by showing consensuslike framework properties and next exploiting these to prove convergence under graph-theoretical regularity conditions. A time-varying undirected interaction graph is introduced. To the best of the authors' knowledge, this notion is novel to the present framework. It is shown that the MAS converges to consensus on distances to interaction graph neighbors provided the graph is connected along the trajectory of the MAS. For static MAS configurations, the same kind of consensus is shown to apply within each connected component of the graph.
The outline is as follows. The framework is introduced in section II. Main results are presented in section III. Finally section IV contains the conclusion.
A. Notation
Let N = {1, 2, . . . } be the set of natural numbers, and N l = {1, . . . , l}. · is the Euclidean norm. 1, 0 to denotes appropriately sized vectors of ones and zeros respectively. Vector inequalities should be understood component-wise.
d with radius r ∈ [0, ∞). The Minkowski sum of two sets P, Q is P ⊕ Q whereas the Pontryagin difference is P Q as defined in [18] . Let dist(P, Q) = min{ p − q | p ∈ P, q ∈ Q} be the distance between two sets. int(P ) and ∂P is respectively the interior and boundary of the set P . relint(P ) is the relative interior of the set P . See for instance to [17] for a definition. If int(P ) = ∅ for the convex set P , then P is full-dimensional.
II. PROBLEM FORMULATION

A. System dynamics
Consider a MAS consisting of a finite set of N ∈ N agents. For each agent i ∈ N N , its discrete-time linear time-invariant dynamics are governed by the equation
For all i, the pair (A i , B i ) must be controllable. Assume that for allx i ∈ R d and for all agents i there existsû i such that
The dynamics are assumed to comply with the following set theoretic contractivity condition.
Assumption 1: For all agents i, any full-dimensional convex set P ⊂ R n is controlled λ-contractive [19] with respect to the agent dynamics. I.e. ∃x i ∈ int(P ) such that
By Assumption 1, any agent has the necessary control authority to move from the boundary and into the interior of any full-dimensional convex subset of the state space.
The single integrator dynamics
trivially satisfy the above assumptions. The dynamics (2) will be used in the numerical illustrations. All agent states x i (k) evolve in a common space R d . It is instructive to think of the x i (k)'s for i ∈ N N as the ddimensional positions of N fully actuated robots at time k. The multi-set X (k) = {x 1 (k), . . . , x N (k)} represents a configuration of the MAS.
B. Target environment and agent neighborhood
The target environment is the static, convex, polytopic, full-dimensional, bounded set W ⊂ R d . Due to its static nature, assume that W is known to all agents.
Consider some MAS configuration X (k) in which all x i (k)'s are distinct elements of W. Let V i ⊆ W be the Voronoi neighborhood associated with agent i, defined as
Observe from the structure of the inequality constraints that for fixed x i 's and x j 's, all V i 's are polytopes. Intuitively int(V i ) contains the subset of W to which agent i is the closest. The collection of V i 's represent a partition of 
Observe from equation (3) that if j / ∈ N i then the corresponding constraint is redundant. Considering V i as a function of neighbor indices,
Hence the computation of an agent's Voronoi cell is of a decentralized nature. An agent can compute its Voronoi cell provided it has access to its own state and that of its Voronoi neighbors. The following assumption ensures that all agents have sufficient information to compute their individual Voronoi cells. Assumption 2: All agents i ∈ N N are assumed to be equipped with sensors that allow them to determine
The definition of V i is ill posed if the x i 's are not distinct. Motivated by applications within mobile robotics where distinctness of the initial states x i 's is an obvious requirement, impose the following assumption.
Assumption 3: All initial states are distinct elements of W. I.e. x i (0) = x j (0) for all i = j and x i (0) ∈ W for all i.
C. Control laws
The objective of the MAS control laws K i , for i ∈ N N , is to drive the MAS to an optimal static configuration. To this end, each controller K i steers the agent towards a Chebyshev center of V i (k) to maximize cell coverage.
The depth of a point x in a polytope P is defined as depth(x, P ) = min{ x − x ∂P | x ∂P ∈ ∂P }). I.e. the depth is the distance from x to its closest point on the boundary of P . Thus depth(x, P ) is the largest possible radius such that B depth(x,P ) (x) ⊂ P . The Chebyshev radius of P is defined as r c (P ) = max x∈P depth(x, P ). Finally, a Chebyshev center x c of P is some x c ∈ P such that the depth is maximized, i.e. x c ∈ {x ∈ P | depth(x, P ) = r c (P )}. Both the (unique) Chebyshev radius and a (possibly non-unique) Chebyshev center of a polytope can be found by solving a linear program. Let
I.e. all rows of H i (k) have unit length in the Euclidean norm. Letr i (k) be the Chebyshev radius of V i (k) and letx i (k) be some corresponding Chebyshev center. Then
At this point it is instructive to note that
Thusr i (k) is the maximal radius r such that the polytope
. Denote the depth of x i (k) and x i (k + 1) with respect to V i (k) by
r i ,r i and r i are all bounded and satisfy r c (W) ≥r i ≥ r i ≥ r i ≥ 0 by construction. r i will be refered to as agent depth. To drive each agent towards a Chebyshev center of
Equivalently,
Unless the agent is at a Chebyshev center of its current Voronoi cell, an admissible control law will steer the agent towards some x i (k + 1) ∈ V i (k) such that the depth of x i (k + 1) with respect to V i (k) exceeds that of x i (k). This is feasible by Assumption 1. Collision avoidance is inherent to this class of control laws.
Consequently Assumption 3 is sufficient to ensure wellposedness of the agent neighborhoods for all k ≥ 0. The conditions (9)-(10) are satisfied by any admissible control
The implementation can for instance be based on optimization to select an unique control action within this feasible set. For the single integrator dynamics (2), the simple linear controller
is admissible. In support of this claim, first note that the closed loop agent dynamics are
Next observe that
Now, by definition,r i (k) = α iri (k) + (1 − α i )r i (k), which obviously satisfies (11).
D. Numerical illustrations
The following numerical illustrations motivate the forthcoming theoretical developments, and will be used as running examples throughout the paper. Consider a MAS with N = 10 agents and distinct initial positions
where · ∞ is the infinity norm). All agents i ∈ N N adhere to the single integrator dynamics (2) subject to the controller (13) with gain α i = 1/2 for all i. Figure 1a and Figure 1b show the simulation results for two particular choices of initial configurations. We refer to these as simulation 1 and simulation 2 respectively. In both cases the simulations ran until the MAS was in a static configuration. Importantly the final configurations, after k f time steps, do not coincide neither in terms of agent positions nor in terms of the r i (k f )'s. In fact r i (k f ) = 0.2828 for all agents i in figure 1a whereas in figure 1b the r i (k f )'s are either 0.2886 or 0.3177. This suggest both convergence of the r i 's as well as the existence some underlying structure forcing the agents to a certain degree of consensus on r i . Problem statement: The goal is to uncover mechanisms enforcing the observed consensus-like patterns, and next exploit these to analyze MAS convergence and the topology of steady state configurations. To this end, section III starts with preliminary results and subsequently tackles the goals by pursuing a graph-theoretic approach.
III. MAIN RESULTS
The following configurations are central to the discussion on MAS convergence.
Definition 1 (Static configuration): The MAS is in a static configuration provided
Definition 2 (Chebyshev configuration): The MAS is in a Chebyshev configuration provided x i ∈ V i B rc(Vi) . Equivalently the MAS is in a Chebshev configuration if all agents are at a Chebyshev center of their Voronoi cell.
The set of static configurations is a subset of the set of Chebyshev configurations by the control law design.
Proposition 2: The MAS is in a static configuration only if it is in a Chebyshev configuration.
Proof: Assume that the MAS is in a static configuration which is not a Chebyshev configuration. Thenr i (k) > r i (k) for at least one agent i. Pick any such i. Note thatr i (k) > r i (k) by (9) , implying x i (k + 1) = x i (k). I.e. the MAS is not in a static configuration, and the result follows by contradiction.
Hence convergence to a Chebyshev configuration is necessary for convergence to a static configuration. Moreover it is clearly sufficient whenever the Chebyshev centers are unique. Under such an assumption, x i (k+1) =x i (k) = x i (k) for all agents i by (10) . Consequently this section is concerned with convergence to Chebyshev configurations. Note however that one must impose additional control law constraints to ensure convergence to static configurations if the Chebyshev centers are non-unique (see section IV).
The forthcoming convergence results rely on bounds on r i and intra-agent distances. To this end, a closer examination of the agent depth notion is necessary. Let H i be the set of hyperplanes describing ∂V i . By definition depth(x, V i ),
where dist(x, ∂W) accounts for the distance to frontiers of W and min j =i 1 2 x j −x i accounts for distances boundaries of V i shared with Voronoi neighbors. By exploiting the above form of r i (i), a bound on dist(x i (k), x j (k)) can be obtained. Additionally r i (k + 1) can be bounded in terms ofr i (k).
Lemma 1: (16) we have x j − x i ≥ 2r i ∀j = i and x j − x i ≥ 2r j ∀i = j. Lemma 2: All agent depths satisfy
Proof: By definition
Both elements in the first minimization can be bounded as follows: i) By the definition of depth, depth(x,
, bounding the fist element of the minimization. ii) First observe that min j =i
by the redundancy of constraints on V i associated with non-neighboring agents. Now consider the distinct balls
Define r m (k) = min i r i (k). The first convergence result concerns this time-varying lower bound on agent depths.
Theorem 1: r m (k) is non-decreasing and converges to its supremum. I.e. lim k→∞ r m (k) = sup k r m (k) = r This result establishes a relationship with the continuous-time study [15] in which a similar convergent lower bound is obtained for agents in the plane with single integrator dynamics. Figure 2a and 2b show the agent depth trajectories for simulation 1 and 2 respectively. Observe from figure 2a that convergence of r m (k) appears to coincide with convergence to consensus on r i (k). This is clearly not the case in figure 2b , in which the MAS appears to achieve asymptotic consensus among subsets of the agents.
A. Interaction graph
The analysis of MAS convergence as well as steady state topologies can be informed by exploiting graph theoretical notions. In particular the following MAS interaction graph notion allows for a deeper understanding of the observed consensus-like behavior.
Definition 3: Let G = (V, E) be the MAS interaction graph. V, E are respectively the graph nodes and edges.
Intuitively (i, j) ∈ E provided i and j are Voronoi neighbors and the Chebyshev radii of both i and j are constrained by the hyperplane V i ∩ V j separating them. G is undirected as a consequence of the symmetry of the edge membership criterion. In particular (i, j) ∈ E ⇐⇒ (j, i) ∈ E since n T ij (x j −x i ) =r i +r j ⇐⇒ n T ji (x i −x j ) =r i +r j . If (i, j) ∈ E, we say that i, j are neighbors in the interaction graph.
The interaction graph is time-varying due to its dependence on Chebyshev centers and Chebyshev radii. Conseqently it is time-invariant whenever the MAS is in a static configuration. The time-invariance can be exploited to uncover structure inherent to static MAS configurations.
Theorem 2: Consider some static MAS configuration and let G = (V, E) be the associated interaction graph. For any connected component G 0 = (V 0 , E 0 ) of G,r i =r j holds for all (i, j) ∈ V 0 ×V 0 . I.e. all agents within the same connected component exhibit consensus on their Chebyshev radii.
Proof: Since the MAS is in a static configuration, it is in a Chebyshev configuration by Proposition 2. 
= r i + r j for all (i, j) ∈ E. Pick any (i, j) ∈ E. Assume, without loss of generality, r i > r j . Then by Lemma 1,
The result explains the consensus-patterns observed in the final configurations of simulation 1 and 2. The interaction graphs can be deduced from Figure 1 . Provided both balls associated with two neighboring agents touch the border in between them, there is an edge between them in the interaction graph. In the final configuration of simulation 1, the interaction graph is connected. Consequently there is consensus on r i among all agents. The interaction graph in simulation 2 consists of two connected components with node sets {1, 5} and N 10 \ {1, 5} respectively. Correspondingly all agents within the same connected component exhibit consensus on r i .
B. Convergence over time-varying connected interaction graphs
Conversely, the interaction graph can be used when analyzing convergence in the non-static case. Let
where k, τ ∈ {0, 1, 2, . . . }. L(k, τ ) contains the indices of agents whose Chebyshev radii at time k + τ exceeds r m (k).
The study of L(k, τ ) is motivated by its impact on the finite time increase of r m (k) when G is connected andr i > r m for at least one index i. In this regard, the following technical result will prove useful.
by the lower bounding property and non-decrease of r m . For all l ∈ L(k, τ ),r l (k + τ ) > r m (k) by construction, and
Next simplify the bound of Lemma 2 to
In turn one can establish a sufficient condition for finite time increase in r m (k).
I.e. provided the cardinality of L(k, τ ) reaches N for some finite τ , r m will increase in finite time. First the invariance properties of L(k, τ ) needs to be investigated.
Consequently the cardinality |L(k, τ )| is non-decreasing in τ . The pertinent question is whether |L(k, τ )| is increasing in τ whenever 0 < |L(k, τ )| < N . In this regard one can exploit the MAS interaction graph. First let
Lemma 6: Assume that the interaction graph G(k + τ ) is connected for all τ ∈ {0, 1, . . . , N − 1} and that additionally
Proof: |L(k, τ )| > 0 by the non-decrease of |L(k, τ )| in τ (due to Lemma 5) together with the assumption |L(k, 0)| > 0. Since G(k + τ + 1) and G(k + τ ) are connected and
. Pick any such edge. Assume, for the sake of contradiction,r lc (k+τ +1) = r m (k). The relationsr lc (k + τ + 1) ≥ r lc (k + τ + 1) ≥ r m (k) yield r lc (k + τ + 1) = r lc (k + τ + 1) = r m (k). I.e. the agent l c is at a Chebyshev center and has Chebyshev radius r m (k). In turn the distance from x lc (k + τ + 1) =x lc (k + τ + 1) to any hyperplane constrainingr lc (k + τ + 1) is, necessarily, r m (k). In particular
Thus we arrive at a contradiction since, by Lemma 1, dist(x lc (k + τ + 1),
By this result, it is apparent that one can find a finite τ ensuring |L(k, τ )| = N whenever |L(k, 0)| > 0. This is formalized in the following lemma.
Lemma 7:
Proof: The cardinality of |L(k, τ )| is non-decreasing by Lemma 5. By Lemma 6,
The preceding lemmas yield the following central theorem. To summarize: Given a MAS whose interaction graph remains connected along its trajectories, any deviation in Chebyshev radii from r m (k) will propagate to an increase of r m (k) in at most N steps. As such one would expect convergence to some MAS configuration where r m (k) = r i (k) ∀i. This conjecture is formally proved by the following theorem.
Theorem 4: Let X (0) be some admissible initial MAS configuration with an associated, possibly time-varying, interaction graph G(k) which is connected along the trajectory of the MAS. I.e. G(k) is connected for all k ∈ {0, 1, . . . }.
Proof: Define the upper boundr M (k) = max iri (k). Since this is a bounded sequence in R, it has at least one convergent subsequence. Letr M (k l ), with indices {k l } l∈N , be any convergent subsequence and letr ∞ M = lim l→∞rM (k l ) be its associated limit. Recall that the lower bound r m (k) is convergent, with limit value r Thus MAS convergence to a Chebyshev configuration with consensus on Chebyshev radii and agent depths is ensured provided the time-varying interaction graph always is connected. The result explains the consensus on r i and formally establishes convergence of the MAS in simulation 1. In this simulation, the interaction graph is connected and the Chebyshev centers are unique for all k ≥ 0. For W ⊂ R it is straightforward to show that Chebyshev centers are unique and that the interaction graph is time-invariant and connected. Thus convergence to static configurations in 1D is solved by Theorem 4.
IV. CONCLUSION
This paper considers a decentralized Voronoi-based multiagent deployment scheme using the Chebyshev center as the target point. Convergence properties are investigated from a graph-theoretic perspective. By introducing a novel interaction graph, it is shown that convergence to consensus on intra-neighbor distances is determined by the graph's connectivity properties. The graph is also exploited to show that static configurations exhibit consensus on intra-neighbor distances among all agents within the same connected component of the interaction graph.
The results demonstrate the importance of the inherent consensus-like framework properties for MAS convergence and confine the discussion on convergence to the level of interaction graph connectivity properties. Ongoing efforts seek to generalize the presented graph-theoretical approach to show convergence over time-varying, possibly disconnected, graphs. The strength of this approach is underlined by its ability to show convergence to optimal static configurations in one-dimensional environments.
While the generality of the results may appear to be reduced by the employed assumptions, they may readily be relaxed without impacting the validity of the results. The Chebyshev center uniqueness assumption can be relaxed by utilizing the notion of general center as suggested in [14] . The same work proposes a scheme to accommodate a wider class of agent dynamics by i) considering deployment within a polytopic subset of the agents' shared output space, and ii) introducing the notion of K-step λ-contractiveness.
Generalization of convergence proofs as well as the introduction of additional notions to relax assumptions will be addressed in future work.
