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Abstract
A s to c h a s t ic ,  a l l  d i g i t a l  model o f  a tra in e d  human opera to r in 
compensatory tra ck ing  is  developed using time ser ies  a n a ly s is .  Human . 
performance data was c o l le c te d  in a hybrid s im u la t ion  o f  a r e a l i s t i c  
environment which included an o p t ic a l l y  sighted AAA gun system and 
ta rg e t  f l i g h t  paths supplied by the A ir  Force. Two men manipulated the 
gun and p h y s ic a l ly  closed the con tro l loop by viewing scope d isp la ys  
o f  t h e i r  t ra ck ing  e r ro rs  and generating c o r re c t iv e  to rques, each in  
h is  respec tive  channel.
The model is made up o f  a d e te rm in is t ic  and a s to c h a s t ic  noise 
component. The same model form app lies  to azimuth and e le v a t io n  channels 
and one set o f  parameter values is v a l id  fo r  approach and escape 
maneuvers. The model operates w ith  two inputs: t ra c k in g  e r ro r  and
ta rg e t  angular v e lo c i t y ;  and the ind iv id ua l t ra n s fe r  fu n c t io n s  are 
superimposed w ith  w e igh ting  fa c to rs  to form the m u lt ip le  inpu t model. 
Performance o f  the d e te rm in is t ic  model is in  e x c e l le n t  agreement w ith  
the mean tra ck ing  e r ro r  o f  the  human opera tors.
The s to ch a s t ic  component is produced by passing w h ite  noise 
through a f i l t e r  and the re s u l t  is l in e a r ly  added to  the d e te rm in is t ic
p a rt to make up the f in a l  model. Elements o f  white no ise have a zero 
mean and a v a r ia b le  variance which is the outcome o f  a very simple 
t ra n s fe r  fun c t ion  whose o n ly  input is the second d i f fe re n c e  o f  ta rg e t  
angular v e lo c i t y .
The model being s imple and in vo lv in g  no d i f f e r e n t ia l  o r  in te g ra l 
operators is  a t  le a s t ten times fa s te r  on a d ig i t a l  computer than 




The ro le  o f man as a c o n t r o l le r  and Inform ation processor is  not 
d im in ish ing  w ith  improving technology. Rather i t  is  becoming more 
d e l ic a te ;  demanding carefu l assessment o f  man's s trengths and weak­
nesses. In order fo r  th is  to  be done e f f e c t iv e ly ,  mathematical models 
are needed to describe and reproduce the human behavior in con tro l 
s i tu a t io n s .  Tracking performance o f  human operators has always assumed 
major in te re s t  in th is  regard due to  i t s  d i r e c t  a p p l ic a b i l i t y  in 
numerous f ie ld s  o f  p rac t ica l worth , ranging from space to manufacturing 
in d u s tr ie s .  The p a r t ic u la r  experiment se lected f o r  th is  study is o f 
d i re c t  concern to  the m i l i t a r y  as i t  involves a human opera tor track ing  
a f l y in g  ob ject w ith  a n t i - a i r c r a f t  a r t i l l e r y .
The environment o f  th is  research is ,  th e re fo re ,  drawn from real 
l i f e ,  where the gun system Is a s im u la t ion  o f  an e x is t in g  o p t ic a l ly  
sighted AAA weapon, and ta rge ts  fo l lo w  f l i g h t  paths generated by the 
A ir  Force in th e i r  te s t  f l i g h t s .  A major source o f  e r ro r  in such a 
setup is manual track ing  e r ro rs  which re s u l t  from tra c k e r 's  i n a b i l i t y  
to  fo l lo w  an acce lera ting  o r de ce le ra t ing  ta rg e t accurate ly  and 
continuously. In a d d it ion , t ra ck in g  is made more d i f f i c u l t  by in te r ­
ac tion  between azimuth and e le va t io n  e rro rs  on the s ig h t r e t i c le .
1
O b je c t ives :
The o b je c t iv e  o f  th is  d is s e r ta t io n  is  to  develop an' a l l  d ig i t a l  
model o f  the human t ra n s fe r  fu n c t io n  in compensatory tra ck ing . The 
model is  s tochas tic  to  describe the p ro b a b l is t ic  nature o f  human 
performance. The mean o r d e te rm in is t ic  p o rt io n  o f  operator output is 
a lso  needed since i t  is required in many s tud ies .
The study is a lso concerned, as a major o b je c t iv e ,  w ith  the 
variance o f  track ing  e r ro r  and machine execution time o f  the model.
This is p a r t ic u la r ly  so in view o f the l im i ta t io n s  o f  the models o f  
Perkins (197*0 and Planchard e t  al (1971,1972), where the track ing  data 
and the c o l t r o l  system is the same as those used in th is  thes is .
While these models p re d ic t  the mean tra ck in g  e r ro r  w ith  a remarkable 
success, no in form ation is d i r e c t ly  a v a i la b le  on the spread around the 
mean o r the variance o f  track ing  e r ro r .  Instead, Plachard et al (op 
c i t )  supply a set o f  cumbersome n o n - l ine a r equations w ith  too many 
parameters, tha t w i l l  p re d ic t  the variance o f  track ing  e r ro r .  An even 
more serious drawback is the long time needed f o r  d ig i t a l  computation, 
where approximately 55 seconds were shown to  be needed to track a 
ta rg e t  fo r  on ly  kO  seconds, which makes the method c o s t ly  and useless 
fo r  o n - l in e  a p p lica t io n s .
The model re s u lt in g  from th is  thes is  Is requ ired, the re fo re , to  
have a s ig n i f ic a n t ly  sho rte r machine time than the models mentioned 
above. In a d d it io n ,  i t  incorporates a very simple yet an e f f i c ie n t  
method o f  p re d ic t in g  the variance o f  t ra ck ing  e r ro r  as a func tion  o f  
f l i g h t  parameters. Furthermore, the model o f  Perkins 1197*0 and 
Planchard e t al (op c i t ) ,  w h ile  using the same data, was unable to  
p re d ic t  the mean performance over the e n t i re  f l i g h t  path, whence, i t
3
was necessary to  Incorporate some adaptation by having two d i f fe r e n t  
sets o f  parameter values in the pre- and post c ross-over regions o f  
t ra ck in g . N a tu ra l ly ,  th is  resu lted in an undesirab ly  large number o f  
parameters. The time ser ies  model advanced in th is  work is more 
economical in parameters, as one set works before and a f te r  cross-over.
J u s t i f i c a t i o n :
The o b je c t iv e  o f  th is  e f f o r t  is  to  fo rm ula te  a s toch as t ic  model o f  
the human opera tor, based on time ser ies  a n a lys is .  The human performance 
in con tro l is s tochas tic  in  nature, as evidenced by ru n -to -ru n  and 
in te r -o p e ra to r  v a r ia t io n s ,  which makes i t s  necessary to  develop a 
s toch as t ic  model in order to  describe the co n tro l fu n c t io n  adequately.
Time series modeling o f fe rs  three major advantages which made i t  
favo rab le  fo r  th is  study.
a) The s tochas tic  component o f  a time ser ies  model is developed 
separa te ly  as a "no ise" func tion  which is  l in e a r ly  added to  the 
d e te rm in is t ic  component o f  the model. This is  very useful since 
po rt ions  o f  the output a r is in g  from the p ro b a b l is t ic  and d e te rm in is t ic  
components are d i r e c t ly  a va i la b le  and id e n t i f ia b le .
b) Time series models invo lve l in e a r  combinations o f  pure 
a lg eb ra ic  operations making them very simple in nature and extremely 
fa s t  in machine execution. This rnay be compared w ith  common tra n s fe r  
func tions  o f  standard con tro l models which re q u ire  in te g ra t io n  o f  one 
o r  more simultaneous equations -  a very time consuming opera tion on 
d ig i t a l  computers.
c) The form o f  a time series model, which is b a s ic a l ly  a 
d if fe re n ce  equation form, is expected to  be very general In a p p l ic a b i l i t y
and should not change as the con tro l s i tu a t io n  o r system changes. 
M o d if ica t io ns  may be needed In the parameter values o n ly ,  w h ile  the 
form stays e s s e n t ia l ly  the same. In fa c t ,  as the study revealed, a 
number o f  parameters In the track ing  model had the same value In 
e le va t ion  as In azimuth, despite the d if fe re n ce  In ,the nature o f  
tra ck in g  between the two ax is .
The d e te rm in is t ic  component o f  a tra ck ing  model is  va luable  in 
I t s e l f ,  as in  many s i tu a t io n s  o f  weapon e ffec t iveness  and f l i g h t  
m aneuverab ility  s tu d ie s , the mean and variance o f  tra ck in g  e r ro r  is  the 
main in form ation th a t is  needed. As mentioned e a r l ie r ,  th is  data is 
immediately a v a i la b le  from a time series model.
The s toch as t ic  pa rt o f  the model heips in presenting a f u l l
p ic tu re  o f  manual tra ck ing  by a standard, w e ll t ra ined  opera tor. When
the number o f  runs is  large enough, a s tra ig h tfo rw a rd  extension makes 
i t  poss ib le  to  model ind iv id ua l operators o r a s in g le  opera tor during 
d i f f e r e n t  phases o f  h is  t ra in in g .
Methodology:
The tra ck ing  system is  considered a con tro l loop w ith  the fo l lo w in g  
main elements: the o p e ra to r(s ) ,  the gun system, the f l y in g  a i r c r a f t
and the s ig h t  r e t i c le .  The operator senses an e r ro r  through the r e t i c le  
and takes appropria te  ac t ion  to  move the gun and minimize the e r ro r  in
h is  respective a x is ,  azimuth or e le va t ion . As a model o f  the gun is
g iven, what is needed is a model o f  the human opera tor in order to  
s im ula te  the e n t i re  tra ck ing  system.
Two opera tor models are needed fo r  the two con tro l channels o f  the 
gun. A model f o r  the azimuth channel was f i r s t  formulated using data o f
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a f l i g h t  path w ith  r e la t i v e ly  m ild  maneuvers. I t  was checked fo r  
v a l i d i t y  aga inst paths w ith  severe maneuvers. This was fo llowed by 
developing an opera tor model f o r  e le va t ion  which was a lso tuned and 
va lid a te d  as be fo re . The two-channel opera tor model was next in -  
corporated in a general tra ck in g  program and the parameters dynamically 
tuned.
Tracking data was generated in  a real time hybrid  s im ula tion  o f  
the tra ck in g  system o f  AAA gun, ta rg e t  f l i g h t  paths and e r ro r
de tec tion  and d is p la y .  Part o f  the data was used to  formulate the model 
w h ile  the re s t served to  es ta b l ish  i t s  v a l i d i t y .
The body o f  data was analyzed by time ser ies  method to  es ta b lish  
a d e te rm in is t ic  component f i r s t ,  which was fo llowed by a s tochastic  
noise component.
Chapter Survey:
Chapter I I  presents background in fo rm ation on the human opera to r, 
t ra ck in g  and mathematical models o f  such systems. I t  deals w ith  
d e f in i t io n s  o f  tra ck in g  and c h a ra c te r is t ic s  o f  man as a c o n t ro l le r  
such as in te rm it te n c y , time lag and noise. The chapter concludes w ith  
a review o f  a v a i la b le  models o f  the human opera to r.
In Chapter I I I ,  time ser ies  method o f  ana lys is  is  introduced.
Both s ta t io n a ry  and non-s ta t iona ry  processes are presented and a model­
ing procedure is {lisqussed under the  three stages o f  id e n t i f i c a t io n ,
es tim ation  and d ia gno s t ic  checking. Transfer fu n c t io n  models o f
!
dynamic systems are a lso  included both w ith  s in g le  and m u lt ip le  inputs.
D escrip t ion  o f  the track tng  system Is covered In Chapter IV, where 
the gun model is  d e r tv e d ^ f l Ig h t  path s p e c if ic a t io n s  are enumerated and
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t ra ck in g  e r ro rs  are defined and c a lcu la te d . The hybrid  computer 
program is  presented in  f low  charts  and discussed fo l lo w in g  a descrip ­
t io n  o f  the a va ila b le  s im ula tion  f a c i l i t i e s .  procedure o f  data
c o l le c t io n  completes th is  chapter.
Formulation o f  the model is reported in two parts. Chapter V 
documents the development o f  the d e te rm in is t ic  component o f  the t ra c k ­
ing model based on the th e o re t ic a l d iscussion o f  Chapter I I I .  The 
question o f  what is  to  be considered an input to  the system was 
s e t t le d  f i r s t ,  a transform ation  o f  each input to  "w h ite  no ise" fo llowed. 
Next, id e n t i f i c a t io n  o f  a t ra n s fe r  fu n c t io n  fo r  each one o f  the two 
inputs Is reported together w ith  a maximum l ik e l ih o o d  parameter 
es tim ation  based on least squares regress ion. A m u lt ip le  Input t ra n s fe r  
fun c t ion  model is  developed fo r  azimuth channel f i r s t  and fo r  e leva tion  
la s t .  This is fo llowed by dynamic tun ing o f  parameters in the determin­
i s t i c  tra ck in g  model. The pred ic ted mean tra ck in g  e r ro r  is  compared 
g ra p h ic a l ly  w ith  the averaged human performance from experimental 
re s u lts .
Formulation o f  the s toch as t ic  model Is  completed in Chapter V I, 
where Id e n t i f ic a t io n  o f  opera tor noise is  reported. Based on Chapter 
I I I ,  the bas ic  too l Is ana lys is  o f  the re s id u a l,  where remnant is 
Id e n t i f ie d  as a time se r ie s . Parameter es tim ation  o f  noise series 
Is fo llowed by d iagnostic  checks on .the  f in a l  res idua l 
to  v e r i f y  "w h ite  no ise" p rope rt ies  and reveal any model Inadequacies. 
Id e n t i f ic a t io n  o f  opera tor track ing  variance Is reported, where a 
t ra n s fe r  fu n c t io n  dynamic model is proposed w ith  the second d if fe re n ce  
o f  ta rg e t  angular v e lo c i ty  as the on ly  Input. Performance o f  the f in a l  
s to ch a s t ic  tra ck in g  model Is represented by a number o f  re a l iz a t io n s
f o r  two f l i g h t  paths; human opera tor runs are a lso Included fo r  
comparison.
Chapter V II concludes the main body o f  th is  thes is  w ith  a c r i t i c a l  
d iscussion o f  the formulated model and suggestions fo r  p o te n t ia l  areas 
o f  fu tu re  work.
Computer program l i s t in g s  and some sample runs are appendlxed.
A sub s tan t ia l
e f f o r t  was Invested In the programs o f  Appendix 1. W rit ten  a f t e r  Box 
and Jenkins (1971)» these programs form a sequentia l ro u t in e  procedure 
fo r  the id e n t i f i c a t io n  and estim ation  o f time series and dynamic models 
F in a l ly ,  Appendix 5 contains a l i s t i n g  o f  the s to ch as t ic  tra ck in g  model 
which is the f r u i t  o f  th is  labor.
Chapter I I  
Background on the Human Operator and 
His Mathematical Modelling
Interest in the human operator and the desire to describe his 
control-behavior quantitatively is a subject that has been demanding 
increasing interest since World War I I .  Even before i t  was possible 
to describe Systems mathematically, designers and control engineers 
called upon man to act as a part of a control system. A number of unique 
qualities in man made such a set up both possible and feasible, for 
example: a b ility  to take corrective action when exp lic it knowledge 
of the problem is not available; unpredicted circumstances can be 
handeled and his a b ility  to work on gross qualitative instructions.
Such a practice was generally considered a good design practice, for 
the human operator has always been available in abundance and at a 
re latively low cost.
As our knowledge of systems and the a b ility  to describe them 
mathematically improved, engineers and industrial psychologist became 
more aware of man's limitations to control; and more efforts were directed 
to ease his load and enhance his performance. There followed some 
slackening of research efforts in this fie ld  until the advent of the 
Space exploration when man was called upon to exercise his best mental 
and physical ab ilities  to close crucial control loops.
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Thus new l i f e  was put in the fie ld  of Human Engineering and numerous 
contributions were made in answer to the demands of space technology.
2.1 Definitions:
As the concern here is with the human performance in tracking and 
its  mathematical description, i t  is appropriate to define what is meant 
by the relevant terms and how these are currently used in the lite ra tu re .
Tracking:
In general, tracking is concerned with the application of a short 
time invariant error criterion intended to minimize some function of the 
perceived error [Fogel (1963)]. According to Fielding (1963), tracking 
fa lls  under one of three main tasks which a human may be called upon to 
perform, namely
a) "precognitive", where the past history is displayed as far 
in the future as necessary (e.g. driving a car in good con­
dition) .
b) "regenerative", where the past history is displayed as far as 
is useful (e.g. recognizing future parts of a piece of music 
after hearing the f ir s t  part).
c) "compensatory", where error or deviation from a desired 
course i^ the only information given to the operator (e.g. 
tracking a target).
Costello (1966) vietys tracking as one of two basic categories which 
embrace the variety of systems that depend upon or make use of the human 
operator; these are "compensatory systems" and "pursuit systems".
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Tracking, In genera l, Is e i th e r  p u rs u it  o r compensatory. 
Compensatory t ra ck in g  has been stud ied more ex tens ive ly  than i t s  counter­
p a r t ,  poss ib ly  because o f  I ts  s im i la r i t y  to  con tro l problems, where the 
" c o n t r o l le r "  has no d i r e c t  knowledge o f  I t s  "T a rge t" .
P ursu it  T rack ing : In v isua l p u rs u i t  t ra c k in g ,  the d isp lay  has two
moving elements, one representing an actual output and the o ther the 
the desired ou tpu t.  The opera tor estimates the e r ro r  and attempts to  
n u l l i f y  i t .  F ig . 2.1 shows a b lock diagram o f  a p u rs u it  system.
Examples o f  such a system are aiming w ith  a shot gun and d r iv in g  a car. 
Compensatory T rack ing : The d isp la y  o f  a v isua l compensatory track ing
conta ins on ly  one moving element, representing the e r ro r ,  which is the 
d i f fe re n c e  between an actual and a desired ou tpu t. A f ixe d  reference 
po in t Is d isp layed and the duty o f  the operator is  to  match the moving 
po in t w ith  the f ix e d  p o in t  whence the e r ro r  w i l l  be zeroed [F ie ld in g  
(1963)]» F ig . 2.2 is a block diagram o f  such a system. This type o f  
t ra ck in g  is  encountered in a a i r c r a f t  d isp lays and o p t ic a l l y  sighted 
a n t i - a i r c r a f t  guns.
2.2 Some C h a ra c te r is t ic s  o f  the Human Operator
A wealth o f  knowledge Is a v a i la b le  in the l i t e r a tu r e  documenting 
c h a ra c te r is t ic s  o f  the human opera tor as a performer in a con tro l loop. 
Several books and numerous a r t i c le s  can be found in such f ie ld s  as 
B iotechnology, Human Engineering, In d u s tr ia l  Psychology, Experimental 
Psychology, Systems Engineering, Cybernetics. Space Technology . . .  e tc .  
L. J. Fogel (1963 ) provides an extensive b ib liography a t  the end o f  each 








Fig. 2 .1 . Visual P ursu it Tracking (Coste llo  1966).
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Fig. 2 .2 . Visual Compensatory Tracking (C oste llo  1966).
2.2.1 Physiological Aspects of the Human Operator:
Some of the more Important aspects of human physiology relating 
to tracking, are discussed below.
1. The mechanism by which man performs tracking is now well established 
(Fielding, 1963). As the operator's eye detects the error, a signal 
is passed at a speed of up to 300 ft/sec . along the nervous system 
to the brain and then to motor cells that’ w ill operate the muscles 
in such a way as w ill reduce the error. The motor system may also 
send, through its  sensory cells , some data to the brain in the form 
of a feed-back that w ill increase s ta b ility .
2. A stimulus must exceed a certain threshold value before the sensory
cells w ill transmit an impulse. In tracking, the human eye has a
high sensitivity and can detect misalignments as small as 5 sec.• *
of arc under favorable conditions; below th is, the human eye w ill 
be in the indifference region. Some models of the operator transfer 
function have incorporated an indifference threshold, [Fogel (1963) 
Chapter 9]. Another factor affecting the eye is contrast between 
target and background or target and graticule, making i t  easier to 
detect movements and misalignment errors. As a result of this 
lim itation the human operator does not eliminate completely a ll 
tracking errors; although, as Fogel (1963) noted an operator may 
deliberately overlook small errors when he determines that its  
elimination is not worth the extra e ffo rt, or is fru itless as such 
errors may be the result of cyclic disturbances or high frequency 
noise. A similar result is reported by Roig (1962) who observed
13.
that an operator w ill zero his error only i f  the duration between 
event points is several seconds long.
3. Operator reaction to a stimulus may be one of three possible types 
[Fielding (1963)]:
a) reflex action, almost Involuntary with only a few minisecs. 
between stimulus and reaction;
b) normal reaction, carried out voluntarily and demanding almost 
total concentration upon stimulus;
c) automatic reaction, achievable after constant repetition
Fogel (1963) reports that observations on human performance suggest that 
tracking may be separated into six natural modes of operation as follows:
1. reaction mode, in which there is no motor action;
2. acquisition mode during which the tracker attempts to minimize the 
error as rapidly as possible, even though overshoot and oscillation  
may occur. This mode is triggered by large errors or error rates.
3. tracking mode, when errors and error rates.are under c o n tro l ,  and 
the intent is to zero the error. Overshoots and oscillations of a 
frequency proportional to the error and/or error rate are possible.
4. synchronism mode, triggered by perception of some waveform 
characteristic in the input. The operator attempts to predict the 
input and t ra c k  i t ,  while monitoring the gross characteristics of 
the input.
5. steady state tremor mode, triggered only when the error 1s within a 
small steady range.
6. reassurance mode, triggered a r t if ic ia lly  by the human operator in 
order to determine system qualities by feedback. I t  is used during 
tracking and steady state tremor modes, when a pulse function is 
inputted to the system and the resulting disturbance is observed 
to reassure and allow prediction of future maneuvers.
2.2.2 Time Lag;
I t  is well established now that human operators take a f in ite  time 
to react to a stimulus. Such terms as delay time, reaction time, dead 
time and the like are used to mean the time lapse from receiving a- 
stimulus to in itia ting  the intended action. A good deal of work ĥ s 
been done on measuring and analyzing human tim e delay and breaking 
i t  into components that w ill reflect its  origin. Other workers observed 
that with patterned signals, reaction times are very small or zero; 
this being explained by man's a b ility  to recognize such patterns and 
predict them. Due to this pattern recognition by operators i t  is 
necessary to experimentally set up devices that w ill assure random inputs, 
otherwise tracking performance w ill be grossly biased.
The f irs t  experiments by A. Tustin in 1947 indicated a phase lag 
and consequently the f i r s t  model of human tracking performance incor­
porated a dead time and an integrator terms to take care of this phase 
lag as described below (L1ckl1der, 1960 and Costello, 1966). Licklider 
traces the origin of time delay to the quantized human perception into 
"moments" of about 0.1 sec., added to this is a reaction time and an 
adjustment duration to make 1t up to about 0.2 sec., the value commonly 
used by many researchers. He further reports that reaction time is not
constan t; f t  va r ie s  w ith  ta rg e t v e lo c ity  (from  .26  sec. a t high speed 
to  .48 sec. a t low speed fo r  one sub jec t) and w ith  the c o n tro lle d  system 
(In  a study o f  p i lo t  performance I t  va ried  from .27  sec. In e le va to r 
co n tro l to  .62 In a ile ro n  c o n tro l) .  In an extensive  research, 
T s lb u le v ls k iI  (March, 1987) stud ied  the time delay o f ten operators and 
reported an average value o f  0.244 sec. w ith  a standard d e v ia tio n  o f 
.070 sec. He fu r th e r  observed th a t human delay time does not depend 
on the magnitude o f  the s igna l o r the gain fa c to r ,  but It.d o e s  depend 
on the magnitude o f  response e .g . hand movement, as he reported in a 
la te r  work (T s lb u le v ls k iI , June 1967). A general approxim ation o f  human 
re a c tion  tim e was proposed by W. E. H ick as
RT = .27 In (n + 1)
where n = equiprobable s t im u li ,  any o f  which may occur, (Fogel, 1963 and 
F ie ld in g , 1963). fo r  o rd in a ry  tra c k in g , n » 2 (magnitude and d ire c t io n ) ,  
g iv in g  an average value o f  about .3 sec. F in a lly ,  In a recent study, 
Watson (1972) reports  th a t re s u lts  o f re ac tion  time measurements fo r  a 
number o f  opera tors in  compensatory tra ck in g  have c o n s is te n tly  given a 
neuromuscular lag o f  .1 sec. and a sensory and computation lags o f  0 . 1-  
0 .2  sec.
Other In fo rm ation  re levan t to  tim e de lay , includes reduction In 
reac tion  time through tra in in g  tyr about 10%, and v a r ia t io n  w ith  age
I
and sexes, males having a sh o rte r delay to  l ig h t  and sound s tim u li than 
females.
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2 .2 .3  Operator In te rm ltten cy
Does the human opera to r perform in  a continuous o r In an In te r ­
m itte n t manner? This basic question has no t been resolved y e t, and 
human performance continues to  be eq u a lly  w e ll modelled as a continuous 
o r as a d is c re te  system. Evidence in the l i t e r a tu r e ,  however, gives 
more weight to  the In te rm itte n t na ture  o f  human co n tro l a c tio n .
In an e f f o r t  to  Id e n t ify  opera tor sampling In te rv a ls ,  Bekey and 
Neal (1968) observed th a t such In te rv a ls  were a fu n c tio n  o f  system ga in ; 
and, given a c o rre c t model, c o n s is te n tly  d isp layed a minimum o f about 
.22 sec. I f  the model is  inadequate, no such a minimum was observed.
As we are concerned w ith  v isua l tra c k in g , the question o f In te rm ltte ncy  
o f  the v isu a l process becomes im portan t. The human eye reports  a 
continuous motion from moving p ic tu re s  and te le v is io n ,  although s tim u la ­
t io n  is  In te rm it te n t;  and even at 16 frames per second movies are f a i r l y  
fre e  o f  f l i c k e r .  The maximum an eye can respond to  w ith  separa tion , is  
a t 6 to  7 cps (L ic k l id e r ,  I960). Psychologists speak o f a human 
re fra c to ry  phase which is  now w e ll e s ta b lish e d . The idea is  th a t the 
human opera to r accepts a segment o f input and se le c ts  an app rop ria te  
response program fo r  i t ,  meanwhile being re fra c to ry  to  a d d itio n a l 
inputs (F ie ld in g  1963). L ic k lid e r  re po rts  an experiment by H. A. Vince 
where she gradual 1 y,* narrowed the time between two s igna ls  down to  about 
.5 sec. She observed th a t response to  the  second s igna l was e ith e r  
delayed beyond theinorm al reaction  time o r com plete ly neglected, in 
another s tudy, Young and Stark (1963) form ulated a sampled data model o f 
eye tra c k in g  movements and observed th a t the  human eye samples a t .2  sec. 
in te rv a ls .  Another source o f v isu a l In te rm ltte n cy  is  s h i f t  o f  f ix a t io n
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where approxim ate ly .2 sec. Is needed fo r  th is  process.
While in te rm ltte n c y  o f  human v isua l process is  w e ll e s ta b lish e d , 
i t  is  not c ie a r whether such d is c o n t in u it ie s  in troduce fundamental 
in te rm ltte n c y  in to  opera to r c h a ra c te r is t ic s . Quoting L ic k l id e r  "We 
have to  make room fo r  th a t p o s s ib i l i t y . . . .  The a lte rn a t iv e  appears to  
be th a t the nervous system pieces together the data from the re tin a  and 
the data from the centers th a t co n tro l the eye movements, and uses the 
pieced together p ic tu re  as a basis fo r  co n tro l o f  the tra c k in g  response. 
The p ie c ing  toge ther would appear to  requ ire  considerab le  computation 
and th e re fo re  probably to  in troduce a time d e la y ."  (L ic k l id e r ,  I960 ).
In an attem pt to  reso lve  th is  question , Young and Metry (1965) designed 
an in te re s tin g  experiment whereby they replaced a continuous l in e a r  
co n tro l s t ic k  by a three mode sw itch and noted th a t ope ra to r performance 
improved when the c o n tro lle d  system had more lag than a double in te g ra ­
t io n .  They fu r th e r  reported th a t a simple ON-OFF c o n tro l le r  represented 
op e ra to r performance b e tte r than a q u a s i-1 in e a r ’ model d id , p a r t ic u la r ly  
w ith  unstab le /systems. As w i l l  be noted below, th is  is  the  idea behind 
the surge model o f  C os te llo  and the dual-mode-model o f  Planchard e t a l .
Supporters o f  the continuous d e s c rip tio n  o f  the human opera to r 
advance such arguments as in e r t ia  o f  c o n tro lle r  and c o n tro lle d  elements 
and th a t man can and does act as a smoothing f i l t e r  using the immediate 
v isu a l stim ulus p lus a weighted sum o f previous s t im u li .  However, i t  
has been c le a r ly  observed In the course o f  vyork fo r  th is  d is s e r ta t io n  as 
w e ll as o the r researchers th a t d e f in ite  c y c lic  pa tte rns  do e x is t  in the 
human response, w ith  a vary ing  period o f  0 .5 “  2 sec. F ie ld in g 's  (1963) 
re p o rt on the p e r io d ic ity  o f handle movements in  continuous tra c k in g  
using gun tu r re ts ,  shows a dominant period o f  about 2 s e c ., corresponding
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to a cycle of corrective action and removal of corrective action, followed 
by application and removal of negative correction. Other operators, 
however, who tracked equally well in the same study did not show such a 
periodicity. This led Fielding to a compromise conclusion that human 
operators apparently can work in either a continuous or an In te rm itte n t 
mode, I t  is possible that any one operator w ill adopt either mode 
depending upon the task at hand to achieve a satisfactory result.
2.2.4 Operator Noise: The human operator has a much larger noise 
element 1n his behavior than is usually encountered in a machine; so 
much so that Fielding (1963) suggests that elaborate models are super-
i
fluous as refinements would be submerged in noise and, therefore are 
meaningless. Noise generators are customarily incorporated in operator 
models in order to handle variations from tr ia l  to t r ia l ,  differences 
among operators and account for the remnant. The la tte r deserves some 
elaboration and has been discussed in a number of papers. Human operator 
remnant is defined as the portion of the output that is not related to 
the system input by the input/output describing function (Levison,
Baron and Klienman, 1969). Noise incorporation in a model is then a 
convenient and acceptable tool to account for possible model lack of 
f id e lity  as well as factors purposely le f t  out such as operator noise 
and variation among operators.
A summary of the main finding of such prominent workers in the f ie ld  
as McRuer, Krendal and El kind (reported by Levlson e t / a k , 1969) and 
Liklieder (1960) is presented below.
Remnant 1s strongly dependent on the order of the controlled 
system dynamics.
The most stable representation of remnant 1s obtained by referring 
1t to an equivalent observation noise source ( I .e .  a noise process 
Injected at the operators Input).
The power spectral density of remnant is a smooth function of the 
frequency.
Remnant, when properly normilized, 1s re lative ly  Insensitive to 
other control system parameters.
In control situations in which system error.is the primary input 
to the human controller (e.g. tracking), variance of the system 
error is an appropriate normalization factor for the equivalent 
observation noise process.
In general, the random component of the human responce tends to 
increase with the magnitude of the desired response.
Operator noise may have its  origin in: ,
a) true observation noise,
b) motor noise,
c) random variation in controller gain and time delay,
d) effects of a periodic sampling by the human.
e) "information feedback noise" introduced by the operator 
to improve his knowledge of the process.
The rms of remnant may vary from one operator to another by 
more than one order of magnitude; while day-to-day and tr ia l- to -  
t r ia l variations are small.
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9. The following assumptions are usually made with operator noise 
models:
a) each component of the Injected noise 1s white,
b) the noise processes are functionally Independent of the control 
system parameters, I .e .  they arise from true physiological 
sources within the operator.
10. Noise ratio  varies widely according to model sophistication and 
task d iffic u lty ; values found 1n the literature range from 1-10% 
at one endvto 20-30% at the other extreme (Bekey, Me1ss1nger and 
Rose, 1965).
2.3 Mathematlcal Models of the Human Operator:
A "model" 1s a mathematical description of a process, capable of 
making accurate predictions about the behavior of the process under 
sltuatons which had not previously been tested; thus does Young's 
(1969) definition go. He further declares "as of this time, there are no 
published successful models for a ll phases of the adaptive character­
istics of the human operator", a statement which 1s true to this time.
The Importance of modelling manual tracking decisions Is emphasized by 
realizing that th^se decisions are the same, regardless of whether the 
system under control 1s a chemical plant, a machine, a vehicle an an ti­
a irc ra ft gun or just the human operators own body; 1n a ll cases a stimulus 
1s received and processed to accomplish a series of decisions, Intended
1
to minimize or lim it some function of the perceived error. In visual 
tracking, 1t 1s generally accepted that the human operator behaves as 
1f trying to minimize a time-averaged sum of the square error (Fogel, 1963)
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2or a weighted sum of the square of error and error rate, e.g. (e + .5£) , 
as proposed by Bekey, e t a l . (1965) 1n their learning theory model.
In general, workers 1n the fie ld  have not attempted to model the
/
mechanism of the tracking operator; rather, 1n keeping with the s p irit 
of the above definition, the Intention was to predict the output 
behavior; although several models appear to Include some parameters 
that can be identified with similar ones .In the human operator.
Reasons for this seemingly Inherent lack of correspondence between man 
and his model are reported by F ie ld in g  (1963) as:
a) d iffic u lty  1n defining a standard man due to the large
variations between one man and another,.:
b) disagreement between psycho-physlologfsts as to how a human 
operator works,
c) modifications to man's behavior brought about by his environ­
ment.
In order to make model comparison and evaluation possible, 1t 1s 
necessary to make the following assumptions:
1
a) operators are standard men,
b) they are fu lly  trained,
c). they are fu lly  motivated,
d) they are giving their fu ll attention to  the task under study,
undistracted by other visual tasks, and their performance 1s
not hindered by fatigue, stress . . .  etc.
. A survey of the major methods employed 1n attempting to describe
the human transfer function With some representative models follows.»
1
22
2.3*1 L inear and Q uasi-LInear Models\ 1 1 . .
E arly  attempts a t m odelling  the  human o p e ra to r performance 
assumed a simple gain plus a tim e de lay (Foge l, 1963):
G(S) “  K e” TS ' (2 .3*1)
Then du ring  World War I I ,  T u s tln , In England s tud ied  the problem o f 
tra c k in g  w ith  tank tu r re ts  In an a ttem pt to  Improve the system. At 
the same tim e P h i l l ip s  a t MIT was s tudy ing  the  performance o f  ground
co n tro l o f  a n t i - a i r c r a f t  f i r e  and the design o f  ra te -a id in g  c o n tro ls .
/
In 19^7 they published th e ir  work sep a ra te ly  and introduced the f i r s t  
q u a s i-1 inear model, based on the  ra t io n a le  th a t the opera tor would move 
h is  hand a t a ra te  p ro p o rtio n a l to  the e r ro r  and w ith  a displacement 
p ro p o rtio n a l to  the e r ro r  displacement ( L ic k l id e r ,  I96 0 ). This re su lted  
in a model o f  the form
f = C , E ( t )
and
r ( t )  -  C2 E (t) (2 .3*2)
where r = hand p o s it io n , and E Is the  e r ro r .  With tim e delay and gain 
added, the re s u lt in g  model is
3 ? ” E<t> + S  § ]  K e -TS
o r
R ||J . .  e -Ts ( 2 > 3 - 3 )
which is  the conventional form o f the most o f  the  q u a s i-1 Inear c lass o f 
models. (Tustln  a c tu a lly  reported h is  model as G(S) ■ [AS+B+C/S]e ) .
A more recent form o f  such models Is  fre q u e n tly  reported as:
K(T. -  + 1) •
G (S ) --------- — e (2 .3 .4 )
(TNS + D d jS  + .1)
where: K *» gain fa c to r ,  ■ lead compensation tim e con s tan t, (u su a lly
.25 -2 .5  s e c .) ,  ■ neuromuscular tim e lag (norm ally  . 1 - .1 6  see ), Tj -  
lag tim e constant (u su a lly  from 5 to  20 s e c .) . The In c lu s io n  o f  reac­
t io n  tim e does not appear necessary, as some recent papers in d ic a te  
th a t models f i t t e d  the data b e tte r  w itho u t dead tim e . H.P. Bergeron 
( 1970) ,  reports  th is  model:
M T + K - S )
G(S) = —------------------------------------------------------------------------- (2 .3 .5 )
(t  + s r
By fa r ,  qu as i-1 in ea r models are the most Inves tiga ted  and experimented 
w ith  among human tra c k in g  models.
2 .3 .2  Adaptive Models
The most im portant forms o f  manual adaptive behavior a re , as 
i l lu s t r a te d  in F ig . 2 .3 (Young, 1969):
a) inpu t adaptation and p re d ic tio n  which re fe rs  to  man's 
a b i l i t y  to  recognize repeated input pa tte rns  and tra c k  
these in an open loop manner;
b) c o n tro l element adap ta tion , which re fe rs  to  the  a b i l i t y  
to  change c o n tro l s tra te g y  when system dynamics change;
c) task adap ta tion , which re fe rs  to  the a b i l i t y  to  op tim ize  
the co n tro l loop according to  various co n tro l o b je c tiv e s .
A d if fe re n t  s tra te g y  w i l l  be used fo r  the  same inpu t and 
c o n tro lle d  elements, depending on whether the desired
Input
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cost fu n c tio n  minimizes the  e r ro r ,  tim e , fu e l' o r 
co n tro l e f f o r t ;
d) Programmed adap ta tion , which re fe rs  to  adapta tion
to  what the opera to r has learned o f  change In s tra te g ­
ies In the face o f  environmental changes (wind d ire c t io n , 
road cond ition s  . . .  e t c . ) ,  o r s ig n a ls  to  stop and go,
. . .  e tc . An example o f  adaptive  model Is th a t 
o f  Wertz (C o s te llo , 1966), which Is  l in e a r  and fix e d  
in form but has two a d ju s tab le  parameters th a t w i l l  
enable adap ta tion :
- t .s
H(S) = [e / ( T nS + 1) (TjS + 1)] x [KQ(aoS + 1 )] (2 .3 .6 )
constant term -*• ' *• v a r ia b le  term -»■
Another model o f  Phatak and Bekey (1968) is  i l lu s t r a te d  
in  F ig . Z . k .
2.3*3 Sampled Data Models
A number o f sampled data models have been suggested, based on the 
concepts o f  opera to r in te rm ltte n cy  and the psycholog ica l re fra c to ry  
period discussed above. Hick f i r s t  proposed a sampled data model In 
1958 fo r  h is  Ph.D th e s is . Bekey observed a minimum sampling in te rv a l 
o f  about .25  se c ., o r a ra te  o f k  cps and suggested the model o f 
F ig . 2 .5 (Bekey and Neal, 1968). Young and S tark (1963) stud ied eye 
movements and proposed a sampled data model fo r  I ts  gaze during tra c k ­










F ig . 2 .5 .  Sampled Data Model o f Bekey (Bekey and N eal, 1968).
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F igu re -2 .6 . Sampled Data Model o f  Young and S tark (1963).
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,2.3.4  S tochastic  Models
The s to ch a s tic  n a tu re 'p f the human de sc rib in g  fu n c tio n  is  
evidenced by run to  run v a r ia b i l i t y ,  in te r-o p e ra to r  d iffe re n ce s  and 
measurement noise o f such inputs as e rro rs  and e r ro r  ra te s . R e la t iv e ly  
l i t t i e  work has been done to  produce a working s to c h a s tic  model o f  
the human o p e ra to r, as the usual procedure has been to  produce a quasi -  
1 inear model to  account fo r  the "mean" o r  d e te rm in is t ic  p o rtio n  o f 
opera tors ou tpu t and leave the s to c h a s tic  p o rtio n  to  sca tte red  t r e a t ­
ments o f  "rem nant".
An in te re s tin g  exception is  a paper by Preyss and Meiry (1968) 
based on a Sc.D. d is s e rta tio n  by the  form er, in  which a s to ch a s tic  
model o f the human lea rn ing  behavior is  form ulated based on in fo rm a tion  
theo ry . The model tre a ts  the s to ch a s tic  na ture  o f  human in fo rm a tion  
processing as a sequentia l opera tion  o f th ree  subsystems: the sensor,
the dec is ion  cen te r, and the e f fe c to r .  The model is  sa id  to  posses 
" in d iv id u a l i t y "  through a set o f  rea d -in  parameters; w h ile  o th e r sets 
p re d ic t the various lea rn ing  stages o f the  in d iv id u a l op e ra to r, u n t i l ,  
a f te r  about f i f t y  tra in in g  runs, the model is  f u l l y  tra in e d  and is  
capable o f  reproducing the ou tpu t o f  an experienced man. Compensatory 
tra ck in g  is  included among the tasks th a t the model can le a rn , in an 
e a r l ie r  work, Fogel (1963, Sec. 9 .4 ) discussed a s to ch a s tic  tra ck in g  
model where the human in fo rm ation  t ra n s fe r  system is  subdivided in to :
(a) v is io n - in te rm it te n t  observer, (b) pe rcep tion -am p litude  ra te  
q u a n tise r, (c) decis ion-de layed a n t ic ip a to r  and comparative and ru les  
o f cho ice s e le c to r , and (d) motor a c t io n - ls t  o rde r hold and arm and 
co n tro l k inem atics. A s ta t is t ic a l  treatm ent and a d e s c rip tio n  o f  the
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human dec ls lpn  making In tra ck in g  the a l t i tu d e  o f  an a i r c r a f t  are 
Inc luded.
2 .3 *5  MultI"mode Models
The s ix  modes o f  Fogel (1963) to  describe an opera tors response 
to  a s tim u lus In a tra ck in g  ta sk , as discussed above, a re : re ac tio n ,
a c q u is it io n ,  tra c k in g , synchronism, steady s ta te  tremor and reassurance. 
These provided an In d ic a tio n  o f  a poss ib le  su b d iv is io n  o f  the human 
o p e ra to r 's  de sc rib ing  fu n c tio n  In to  a number o f  m utua lly  exc lus ive  
modes, each corresponding to  a p a r t ic u la r  region on the e r ro r -e r ro r  
ra te  phase p lane. P o te n tia l advantages o f  such an approach would be 
a lower o rde r tra n s fe r  fu n c tio n  fo r  the in d iv id u a l modes and the a b i l i t y  
to  handle d iscontinuous in p u ts . C os te llo  (1966 and 1968) succe ss fu lly  
t r ie d  a two-mode model, in co rpo ra tin g  a c q u is it io n  and tra ck in g  modes 
in what he termed a "surge model" and demonstrated a remarkable s t a b i l i t y  
in the face o f  d iscontinuous and high frequency inp u ts . A b lock diagram 
o f  C o s te llo 's  model is  shown in  F ig . 2 .7 . The constant c o e f f ic ie n t -
tra c k in g  mode uses a conventional q u a s i-1 inear tra n s fe r  fu n c tio n :
K e” Ts (1 + T.S)
G (S) = —E-------------------    (2 .3 .5 )
P (1 + TNS)(1 + T,S)
the d if fe re n t  symbols have the meaning and values o f Table 2 .1 . The
s u rg e -a c q u is it io n  mode employs a minimum-time fo rc in g  fun c tio n  o f  
maximum a cce le ra tio n  and d e c la ra tio n , and is  a c tiva te d  by the mode 
s e le c to r In the diagram, when the perceived e r ro r  and/or e r ro r  rates
are ou ts ide  the boundaries o f  a phase-plane p lo t .  The loop is  opened
*






















Figure 2 .7 . The Two Mode Surge Model o f  C oste llo  (1966, 1968).
e(t)
> i - >
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dynamics, the co n tro l Is o f a bang-bang type corresponding to  a maximum 
e f f o r t  o r minimum time c o n tro l le r .
The success which C oste llo  had w ith  h ts surge model suggested to  
Planchard et^ a k , (1970, 1972 and 1973) and Parkins (197*0 to  use the 
approach In a more r e a l is t ic  environment, where the c o n tro lle d  element 
Is a second order s im u la tion  o f  an a n t i - a i r c r a f t  gun system. Follow ing 
serious m o d ifica tio n  and tun ing o f  parameters, the model was used w ith  
remarkable success in  an extensive research and a n a lys is  program to  
s im ula te  d if fe re n t  a n t i - a i r c r a f t  a r t i l l e r y .  The hyb rid  s im u la tion  study, 
w ith  human opera tors In the loop used ta rg e t data o f  actua l high speed 
maneuvering a ir c r a f ts  s im u la ting  combat m iss ions, which made the study 
d is t in c t ly  d i f fe re n t  from most o ther works using a r t i f i c i a l l y  produced 
ta rg e t s ig n a ls . In a se ries  o f  reports  (Planchard et_ aj_., 1970, 1972 
and 1973) the study demonstrated the va lue o f  the method in having one 
set o f  parameters o f  the human opera tor model th a t was capable o f  
tra ck in g  w ide ly  d i f fe r in g  ta rg e t paths using a number o f  c o n tro lle d  
systems ( a n t i - a ir c r a f t  guns). The model is  shown in  b lock diagram form
t
in  F ig . 2 .8 , and Table 2.1 below compares the c o e ff ic ie n ts  in C o s te llo 's  
and P lanchard 's models. More w i l l  be sa id  about the performance o f 
P lanchard's model s ince the  same data was used to  develop the time 
se ries  model o f  th is  d is s e r ta t io n .
E
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Fig . 2 .8 . Tracking Model o f Planchard e t al (1970, 1972) and Perkins (197^)
( Torque)
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Table 2 .1 . Comparison o f  Parameter Values In C o s te llo 's  (1966^and 1968) 
w ith  Planchard e t al (1970, 1972) and Perkins (197*0.
Plachard e t al 
COS te l 1o and PeVjrTns
K ( ,  + TLS) - t s  kp ( |+ I eT 2I> - P3“  - t s
( i +t ss) u +t ns) e d + T ss )( l+ T NS) e
G = Human Operator T ransfer 
fu n c tio n
Tj = Human opera tor lag time
constan t, sec. 10 1
T. = Human opera tor Lead
tim e constan t, sec. .5 ------------------------------------------
Tn = Neuromuscular lag time
constan t, sec. .20  .20
t  =  Human opera to r delay
time sec. 0.15 .15
Kp = gain constant 35 20
P. = emperical weight fa c to r ,
e r ro r  ra te    1 .**259
P2 = emperical parameter   .1103
P. = emperical weight fa c to r ,
ta rg e t angular v e l.   12.5257
[Surge model a c t iv a t in g  c r i te r io n ]  
a] | E (t) | + a2 | E (t) | > mQ
a  ̂ P o s tiv ie  e r ro r  w eight fa c to r  1.0 1.0
a^ P o s itiv e  eroor ra te  weight fa c to r  .01 .5
m P o s itiv e  constant .25 50o
Chapter 111 
Time Series Method o f A nalys is
A sequence o f  observations on a process, a system o r a phenomenon 
th a t is  moving in  tim e w i l l  generate an ordered se t o f  data which is  
c a lle d  a time s e r ie s . This may be d is c re te  o r continuous; s im ple , con­
s is t in g  o f a s in g le  observation at, each moment o f  the d is c re te  o r 
continuous base, o r m u lt ip le , c o n s is tin g  o f a number o f  observations 
re fe rre d  to  a time base common to  a l l .  Time s e r ie s  method o f ana lys is  
re fe rs  to  the study o f  such sequences w ith  respect to  the s ta t is t ic s  
o f th e ir  d is t r ib u t io n  In tim e. S itu a tio n s  from which time se rie s  may 
a r is e  are many and va ry in g , e .g . ,  s tock market p r ic e s , business cyc les , 
r a in f a l l ,  telephone conversa tions, rad io  s ign a ls  and in d u s tr ia l 
processes. Observing the feed flow  to  a re ac te r g ives a sim ple time 
s e r ie s , w h ile  observing the feed, temperature and conversion re s u lts  in 
a m u lt ip le  tim e s e r ie s .
In th is  chapte r, the basic concepts underly ing  the ana lys is  o f 
tim e se rie s  are f i r s t  introduced together w ith  the necessary d e f in i ­
t io n s  and n o ta tio n s . This is  fo llow ed by a p resen ta tion  o f  one method 
fo r  the modeling o f dynamic systems by id e n t ify in g  the tra n s fe r  
fu n c tio n  o f  such systems. Unless otherw ise re ferenced, th is  chapter 
is  based on the comprehensive work o f Box and Jenkins (1971) in  th e ir  
te x t  which was f i r s t  published in 1970, and e la bo ra tion s  upon i t  In 
the d is s e r ta t io n  o f David A. P ierce (1968).
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3.1 H is to r ic a l Development
A sequence o f  observa tions , y ^ , which showed v a r ia t io n  in  time was 
c la s s ic a l ly  tre a te d  as co n s is tin g  o f  a tre n d , a seasonal movement and a 
random f lu c tu a t io n  o f the  form:
y t  “  mt  + at  (3 .1 .1 )
w ith  as a po lynom ia l, a s ine  o r cos ine , o r a combination o f  these. 
The re s id u a l, at , was tre a te d  as uncorre la ted  random noise. As e a rly  
as 1898, Schuster used th is  method in  in v e s tig a tin g  m eteoro log ical 
phenomena. Weakness o f  th is  model was demonstrated by Yule in  1921 
when, s ta r t in g  from pu re ly  random, uncorre la ted shocks, he produced 
series  o f  re g u la r o s c i l la t io n s  and f ix e d  d iffe re n c e s . In 1927,
S lu tsky found th a t such se ries  can produce s inuso ida l waves very 
s im ila r  to  business and economic cyc les , in th e ir  s lo w ly  changing
1
a m p lit id e  and phase, suggesting th a t observed tim e se rie s  may have been 
generated by pu re ly  random processes. The f i r s t  te s t  o f  the idea 
fo llow ed  s h o r t ly  when Yule su cce ss fu lly  modeled the  c la s s ic a l,  
c e n tu r ie s -o ld  data o f sun spot a c t iv i t ie s  index, as a second-order 
au to -reg ress ive  process. The "Y u le " process, as i t  is  gene ra lly  known, 
considers each observa tion  a t time t ,  to  be the re s u lt  o f  a l in e a r  
combination o f the preceding two observations plus a random component 
a j ,  i . e . ,
vt -  V t - l  + t y t - 2  + at (3 .1 .2 )
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The fo llo w in g  decade witnessed great advances In the f ie ld  as s c ie n t is ts  
and economists modeled th e ir  systems as a u to -re g re ss ive  and/or moving 
average processes, as defined In Section 3 .2 .
The next break-through was achieved by Wiener (1950) who conceived 
a time series  model as a f i l t e r in g  process to  screen the co rrup ting  
noise from the s ig n a l. Working during the Second World War, he 
developed the methodalogy to  apply the concepts th a t had been w e ll 
es tab lished  in economics and o ther f ie ld s  to  communication engineering, 
by tre a tin g  a s igna l as a sequencial re a liz a t io n  in  tim e , whose 
observed value is  d is to r te d  by random no ise . La te r developments were 
in the treatm ent o f s to ch a s tic  processes, as B a r t le t t  (1955) d id , and 
in  id e n t i f ic a t io n  o f time series models by spe c tra l an a lys is  as in  the 
work o f  Jenkins (1965) and Jenkins and Whats (1969).
The work o f Box and Jenkins (1971) mentioned above presents a 
"comprehensive u n if ie d  trea tm ent" o f the s u b je c t, demonstrating i t s  
a p p l ic a b i l i t y  to  both f ie ld s  o f con tro l eng ineering and economics and 
na tu ra l phenomena, fo r  which two general c lasses are proposed, auto­
regress ive  in tegra ted  moving average and dynamic models. These w i l l  be 
discussed a f te r  in troduc ing  some basic d e f in it io n s .
3.2 L inear S ta tio na ry  Models
The two general classes o f time se rie s  models, ARIMA -  o r au to­
regress ive  in teg ra ted  moving average, and dynamic models are developed 
from the simple forms o f s ta tio n a ry  tim e se rie s  such as the Yule 
process mentioned e a r l ie r .  These s im ple r models are now discussed 
toge ther w ith  some o f th e ir  important fe a tu re s . I t  Is  necessary to  
mention th a t " s ta t io n a ry "  Is used here to  re fe r  to  a tim e se rie s  whose
p ro b a b il i ty  d is t r ib u t io n s  are unaffected by s h if ts  in  the time o r ig in  
(Box and Jenkins, 1971, Chapter 3 )• Such a se ries  w i l l  possess a 
n a tu ra l mean around which i t  f lu c tu a te s .
3-2.1 The A u to -reg ress ive  Process -  (AR):
When the observations o f a tim e se rie s  are interdependent, such 
th a t each is  a weighted sum o f past observa tions, the process is  
regressed on I t s e l f ,  o r au to reg re ss ive , and is  represend by
and is  very im portant in  p ra c tic e . The second-order au to -reg ress ive  
process was encountered in  the preceding sec tion  as AR(2)
(3 . 2 . 1)
where the f i r s t  p w eights on ly  are considered s ig n if ic a n t  and the
process is  described as o f o rder p, o r AR(p); a ^ s  represent a se rie s
2o f random d e v ia tes , whose mean = 0 and variance = a  . The Markova
process is  a f i r s t - o r d e r  au to -reg ress ive  process, AR(1)
(3 .2 . 2)
(3 .2 .3 )
which is  c a lle d  the Yule process. The a u to -c o rre la tio n  fu n c tio n  o f  an 
AR(p) is  o f  specia l s ig n if ic a n c e . At lag k , i t  is  obtained by f i r s t  
m u lt ip ly in g  (3 . 2 . 1) throughout by y t _^ to  ob ta in
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W t  * Vt-kyt-i + Vt-kV2 +
+  <j> (3 .2 .4 )
Upon ta k in g  exp e c ta tio ns , a d iffe re n c e  equation o f  the auto-covariance 
re s u lts :
The very im portant re s u lt  is  noted th a t th is  d iffe re n c e  equation Is o f 
the same form and parameter se t as the process y ^ ,  a  fa c t  which 
provides a v i t a l  to o l in the id e n t i f ic a t io n  o f time s e r ie s . I t  can be 
shown (e .g . ,  Box and Jenkins (1971) Sec. 3.2) th a t the a u to -c o rre la tio n  
fu n c tio n  o f a s ta t io n a ry  au to -reg ress ive  process w i l l ,  in  genera l, 
con s is t o f a m ix tu re  o f damped exponentia ls  and damped sinewaves.
As the a u to -c o rre la tio n  fu n c tio n  o f an AR(p) w i l l  extend to  
I n f in i t y ,  another device Is needed to  e s ta b lis h  the o rder o f the • 
process, th is  is  the p a r t ia l a u to -c o rre la tio n  fu n c tio n . A d e ta ile d  
d iscussion is  not warranted here, re ference Is made to  the above te x t 
(Box and Jenkins, 1971> Chapter 3 ) , but i t  Is  s u f f ic ie n t  to  note the
fa c t th a t an AR(p) can be expressed in terms o f "p "  non-zero fu n c tio n s , 
so th a t the " p a r t ia l a u to -c o rre la tio n  fu n c tio n "  w i l l  be non-zero
\  ~ ¥ k - l + Vk-2 + •"  + Vk-P (3 .2 .5 )
The a u to c o rre la tio n  is  now re a d ily  a v a ila b le  upon d iv is io n  by y ^  as
Pk " V k -l + Vk-2 + •"  + Vk-P (3.2 .6)
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fo r  k £  p and zero fo r  k > p. Forexam ple,
*11 "  p
(3 .2 .7 )
I t  fo llo w s  th a t fo r  an AR(p), the p a r t ia l a u to -c o rre la tio n  fu n c tio n  w i l l  
cu t o f f  a f te r  p fu n c tio n s .
A w ide ly  used method o f  expressing au to -regress ive  processes is  to  
w r ite  them in  compact opera to r forms, fo r  which sake the backward s h i f t  
op e ra to r, B, is  introduced as
The genera lized au to -reg ress ive  opera tor Is used to  express the model 
o f (3 . 2 . 1) as
Byt  » b (y t ) -  
2 2B y t  = B (y t ) o y t _2
Or in  genera l,
(3 .2 .8)
(1 -  -  4»2b2 ................................ "  at (3 .2 .9 )
o r
4>(B)yt  -  at (3 .2 . 10)
The la s t expression can a lso  be w r it te n  as
Yt ■ ? W  at  " (’" 1 tB) at  » -2 .1 1 )
which Im plies th a t an AR process can be produced by lin e a r  f i l t e r in g  o f
w h ite  noise a^ w ith  a tra n s fe r  fu n c tio n  <f> * (B ). ( i t  w i l l  be assumed
throughout th a t opera to rs possess a lg e b ra ic  cum ulative , d is t r ib u t iv e  
and a sso c ia tive  p ro p e rtie s . Proof may be found in  any standard te x t ,  fo r  
example, K e tte r ancT Prawel, 1969, pp. 197-204.)
3 .2 .2  The Moving Average Process -  MA
Another model o f p ra c t ic a l importance in  tim e se ries  representa­
tio n  is  the moving average process, where the present value is  
expressed as a weighted sum o f previous shocks
^ V V h ’ V h " "  9 qat-q (3-2- l2>
or in  opera to r form
Yt  = 6 (B)at  (3 .2 .13)
The' a u to -c o rre la tio n  fu n c tio n  o f a moving average se ries  is  more 
involved than th a t o f  an au to -reg ress ive  one, but can be obtained in a 
s im ila r  trea tm ent. M u lt ip ly in g  throughout by y ^ . .^  and tak ing  expecta­
tio n s  re s u lt  in
\  "  E t (a t _9Tat - i  V W W
The observa tions a t lag k , y ^ *  may he expressed in  terms o f the 
preceding shocks
since the random shocks are unco rre la ted , the expecta tion :
E i v r v j ]
i“J •
0, i*J
When k°0, the variance is obtained as
y0 = (i+ef+e* + . . .  ♦ e*)
and the covariance is
(3 .2.14)
(-0.+0 ,0.J.1+e_e,̂ 0+ ••• + 0 . 0  ) ak 1 k+1 2 k+2 q-k  q a
and the a u to -c o rre la t io n  fu n c t io n  is










1 ,2 - , . . .  ,q (3.2.16)
k > q
The In te re s t in g  re s u l t  is  now ev iden t, th a t  the a u to -c o rre la t io n s  o f  a 
MA(q) process are zero beyond lag k, o r  the fu n c t io n  cuts o f f  a t  lag k, 
which is o f  great help in id e n t i fy in g  time s e r ie s .  As an example, the 
MA(1) process is :
v ® a -  0,a yt  t  1 t-1
» ( l - 0 1Bjat
whose variance is ,  from (3.2.14)
and the a u to -c o r re la t lo n  fu n c t io n  Is
-81 k -  1
pk = < 1+012
(3.2.17)
0 k > 2
The p a r t ia l  a u to -c o rre la t lo n  fu n c t io n  fo r  a MA(1) process Is more 
le n g th ly  to  d e r ive , but can be shown to  be [Box and Jenkins, 1971, 
Chapter 3 ] .
$ - 9 , ( l - 6 * )  (3 .2 .18)
kk -  ( | . e2 (k + D )
/
which Is dominated by a damped exponentia l.
3 .2 .3  The Mixed Auto-Regresslve-Movlng Average Process 
The au to-regress ive  process o f  (3 .2 .11) can be expanded, fo r  a 
f i r s t  o rder s e r ie s ,  to  g ive
y t  °  at  + 0 l at - l  + 0? at -2  + * ’ * (3 .2.19)
S im i la r ly ,  a f i r s t - o r d e r  moving average process as expressed in 
(3•2.13) a f t e r  arrangement and^expansion becomes
y t  '  ' 0 l Yt - l  '  6 l * t - 2  '  + at  (3 .2 .20)
which demonstrates the d u a l i t y  between the two processes. What th is  
amounts to  is  th a t an AR(1) process which can be represented w ith  a 
f i n i t e  number o f  terms In an au to-regress ive  model, can a lso  be
expressed as an i n f i n i t e  sum In a MA(l) process. S im i la r ly ,  a MA(1) 
system can be represented as an I n f i n i t e  AR(1) se r ie s . This suggests 
th a t i t  may be necessary sometimes to  model a process as a combination 
o f  both an auto-regressive-moving average time s e r ie s ,  thus:
suggesting tha t the mixed ARMA process can be thought o f  as the output 
y from a l in e a r  f i l t e r  whose input is w h ite  noise afc, and the tra n s fe r  
fun c tion  is  the r a t io  o f  the two polynomials 0(B) and <|>(B).
The s u to -c o r re la t io n  fun c tion  may be derived by a s im i la r  method 
to  th a t  used w ith  simple processes. For the process In (3 .2 .2 1 ),  an 
ARMA(p,q), i . e . ,  pth order au to -reg ress ive , qth order moving average, 
th is  is  done by m u lt ip ly in g  throughout by y ^ to  ob ta in  the auto- 
covariance func tion  d if fe re n ce  equation
•  •  • - 9 aq t -q
o r ,  in  opera tor form
d>(B)yt  = 0(B) at (3 -2 . 21)
which may be rearranged to
(3 . 2 . 22)
(3-2.23)
where the cross covariance fun c t ion  between y and a, y  Is defined asya
v  ■ ^ t - k ^
and, since Is unaffected by fu tu re  shocks o f  at :
Yy a OO “  0 k > 0
Y ya W  ^  0 k ^  0
whence (3.2.23) becomes
Yk ’ ■ ' ♦ i V ' i  + V k - 2  + + V k - P  k i q + 1 (3 .2 .2k)
When k c 0, the variance is  obtained:
Y^ = <f>iYi + • * *  +  <J> Y +  a 2 -  0 . y  ( - 1 )   0 v  ( - q )o Tl ' l  Tp 'p  a 1 'ya q 'ya  H
(3.2.25)
and the a u to -c o rre la t io n  func tion  is  now a v a i la b le  as
pk = Vk-1 + Vk-2 + " •  + Vk-P k -  q+' (3-2.26)
The behavior o f  th is  fu n c t io n  is  in te re s t in g  as Box and Jenkins (1971, 
Sec. 3*4) have shown. When q -  p < 0, the fu n c t io n  w i l l  cons is t o f  a 
m ixture o f  damped exponentia ls and/or damped sinewaves, w h ile  i f
q -  p >_ 0, the f i r s t  q -  p + 1 values w i l l  not fo l lo w  such pa tte rns .
F in a l ly ,  to  conclude the discussion o f  the ARMA process, the 




(1 -  <|)1B )y t  -  (1 -  0 1B )a t  
The a u to -c o rre la t lo n  fu n c t io n  fo l lo w s  from (3 .2 .2 5 ):
(1 -  ( M J f o i  -  9 ,)
p =   1----------
1 i + e* -  2^1e1




Yk "  * l Yk - l  f o r  k 1  2 (3.2.28)
I
A computer program is  a v a i la b le  f o r  the i t e r a t iv e  ca lc u la t io n  o f  these 
fu n c t io n  as w i l l  be discussed in subsequent sections.
3.3 L inear Non-Stationary Processes
In the in tro d u c t io n  to  the la s t  sec t io n , a s ta t io n a ry  time series 
was described as one whose p ro b a b i l i t y  d is t r ib u t io n s  are unaffected by 
s h i f t s  In the time o r ig in .  This may be in te rp re ted  to  mean th a t ,  as 
time moves on, the ser ies  remains in eq u t ltb r ium  about some natura l 
constant mean. In co n tra s t ,  a non-s ta t ionary  time series does not 
possess a constant mean. A specia l c lass o f  such processes is  re fe rred
1 + e ? - 2V l  _2




to  as the ARIMA, Auto-Regressive-Integrated-Moving-Average process, 
which w i l l  be trea ted  In what fo l lo w s ,  f i r s t  In a simple no-nolse form, 
then w ith  a noise component Incorporated In to  I t .
I t  w i l l  be necessary beforehand to  in troduce another n o ta t io n , the 
backward d if fe re n c e  opera to r, V as
Vyt  ■ y t  -  y t-1  -  (1 -  B)yt
and
v2yt  -  (yt  -  yt _,)  -  (yt _, -  vt . 2>
t
- yt - 2yt., + yt.2 - 0  - B>2 yt
o r ,  in general
Vd = (1 -  B)d (3 .3 .1 )
Since non-s ta t ionary  series are not required to  have a constant 
mean, th is  w i l l  admit exp los ive  time series in a d d it io n  to  d i f fe r e n t  
o ther types. A special case W il l  r e s u l t  i f  the r e s t r i c t io n  is  imposed 
th a t such series sha ll  e x h ib i t  s ta t io n a r l t y  a f t e r  some degree o f  
d i f fe re n c in g ,  d; g iv in g  r is e  to  what is  re fe rred  to  as homogeneously 
non-s ta t ionary  processes to  be discussed next.
3.3.1 The Homogeneous ARIMA Process
Mainta in ing the above term ino logy, the general ARIMA process o f  
order (p ,d ,q ) may be w r i t te n  as
4>(B) Vd z t  0(B) at (3 .3 .2 )
where
<Ji (B; = 1 -  <J>jB -  • • •  -  <j>pBp
0 (B )  = 1 -  OjB -  • • •  -  0q Bq
and zt  stands fo r  d is c re te  observations on a non-s ta t ionary  time serleSf
and at  a sequence o f  Independent normal dev ia tes , w ith  mean zero and 
2variance a  , as p rev ious ly  discussed. The homogeniety requirementd
would mean th a t the dth d-lfference o f  z ^  .
yt " - 0  - B)dzt
fo l low s an ARMA (p,q)-mixed pth order au to -reg ress ive , qth order 
moving average s ta t io n a ry  process.
Other f re q u e n tly  employed no ta tions in representing ARIMA models 
include the generalized au to-regress ive  opera tor
4>(B) = (1 -  B)d <j>(B) 
rendering (3 .3 .2 ) in  th is  form:
$(B)zt = 9(B)at  
A l te rn a t iv e ly ,  p u t t in g  y ■ ^ zt»
(3 .3 .3 )
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= ©(B)*-1 (B) = Tr_1(B),
(3 .3 .2 ) becomes
y t  -  t|»(B)at  -  tt 1 (B)at (3 .3 .4 )
A lso,
(B)yt  ■ 6(B)at (3 .3 .5 )
where the la s t  form reduces the process to  the fa m i l ia r  ARMA se r ie s .
In general, f o r  a process In the form o f  (3 .3 .5 ) to  be s ta t io n a ry ,  
I t  Is required th a t the roots o f  the polynomial equation, <J>(u) ■ 0, l i e  
ou ts ide  the u n i t  c i r c le ;  implying the re fo re  th a t  the general process o f
w i l l  be or^ but not ins ide  the u n i t  c i r c l e ,  ensuring a homogeneous non- 
s ta t io n a r i t y ,  ra the r than an exp los ive  one. This is  f o r  the auto­
regressive opera tor. As fo r  the moving average opera to r, a s im i la r  
requirement is imposed, namely th a t  the roots o f  6(u) = 0 l i e  ou ts ide  
the u n i t  c i r c le ,  to  insure th a t  cu rren t values o f  the series do not 
depend overwhelmingly on the past h is to ry  o f  the process. This is  what 
Box and Jenkins (1971) re fe r  to  as the property  o f  i n v e r t i b l 11t y .
The ARIMA (1 ,1 ,1 ) is  a special case, corresponding to p ■ 1,
d S3 1, q m 1
(3 .3 .2 ) is  non -s ta t iona ry  f o r  d > 0. On the o ther hand, i f  the po ly ­
nomial equation $(u) = (l-u)^<J>(u) = 0 is  considered, then d o f  the roots
o r
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(1 -  <f>1B)Vzt  -  (1 -  01B)at  (3 .3 .6 )
where
4(B) -  1 -  (frjB and 0(B) » 1 -  0j B
The In tegra ted moving average process Is another w ide ly  used model being
an ARIMA (0 ,1 ,1 )
7zt  = at  '  9 i at - i  <3- 3- 7>
= (I -  0 ,B )a t
corresponding to  p °  0, d » 1, q s 1,
4>(B) » 1, 0(B) -  1 -  0 B.
A constant term is  added to  the r igh t-hand side o f  an ARIMA model 
to  in d ica te  a d e te rm in is t ic  d r i f t  o r  s lope, thus
<}>(B)Vdzt  -  0Q + 0(B)at  (3 .3 .8 )
when the la s t  expression is  w r i t te n  as
4(B) Vdzt  -  0(B)et  (3 .3 .9 )
as commonly fouqd, the shocks et  w i l l  have a non-zero mean w ith  an 
expected value E[et ] = 0Q/ l - 0 ,  (Box and Jenkins, 1971* Section M . Z ) .
3 .3 .2  The ARIMA Process w ith  Added Noise
An important c h a ra c te r is t ic  o f  the ARIMA process w i l l  be discussed 
now, concerning what happens when externa l no ise, such as observation
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noise, Is added. I t  w i l l  be necessary to  e s ta b l is h  f i r s t  th a t  the sum 
o f  two Independent moving average processes is  another moving average 
process, whose order is equal to  the h igher o f  the two component orders. 
For example,
wt = e ,(B )a t  + e2 (B)bt  (3 .3 .10)
where 0̂  and 0p are o f orders and q^ re s p e c t iv e ly ,  and at  and b^ 
are independent w h ite  noise processes w ith  zero means. I f  q = m axlq^qg) 
then the auto-covariance fu n c t io n  y  f o r  W must be zero fo r  j  > q.
I t  fo l lo w s  th a t a ser ies  e x is ts  th a t  w i l . l  represent Wt  as a s in g le  
moving average process o f order q.
Referr ing to  the general model o f  (3 .3 .2 ) ,  i f  the message z i s  
not a v a i la b le ,  but instead, the corrupted s igna l z^ = z t +bt> where bfc 
is some observation o r measurement noise which may be c o r re la te d ,  then 
the model can be w r i t te n  as
<J>(B)Vd (zt -b t ) = 0(B)at
or
(J)(B)Vdz t  » 0(B)at + <})(B)Vd (bt ) (3 .3.11)
I f  the noise process b is modeled as an ARIMA (ppO ,q^) ser ies
4»1 (B)bt  = 0, (B)at  (3 .3.12)
where is w h ite  and independent o f  a^, then the model is
<*»! (B)4»(B)Vdzt  » 4»1(B)'6(B)at  + 4*(B)0, (B)Vdat  (3-3.13)
o r  .
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4>2 (B)Vdzt  -  02 (B)ut  
where u Is w h ite , and z Is now o f  order P » p. + p, d, andt  t  j I
Q, « max(pj + q , p + + d ) . Hence, the e f fe c t  o f  added co rre la ted
noise to  an ARIMA prodess Is another AR'IMA process o f  a d i f f e r e n t  o rder.
A special case o f  considerable use In p ra c t ic e  re su lts  when the 
added noise Is w h ite ,  an assumption which Is o fte n  made. In th is  case,
4>, (B) = 6, (B) = I
In 13.3*13) which reduces to :
t
<f>(B)Vdzt  -  92 ^ Ut
where
e2 ( B ) u t  -  0(B)at  + <KB)vdbt
which Is o f  order (p ,d ,Q ), where Q « max(q,p,+ d ) . The Important re s u lt
Is obtained th a t  i f  (p + d) q, the order o f  the process w i l l  not
change by adding no ise; moreover, the values o f  the <}> parameters w i l l  
not be a f fe c te d ;  on ly  the 0s w i l l  change.
3.4 Dynamic Models
Dynamic models are representa tions o f  systems w ith  c o n tro l la b le  
inp u ts , and the output can be expressed in terms o f  a t ra n s fe r  fun c t ion  
opera ting on the inpu t. In general, the process is in fec ted  by d is t u r ­
bance o r noise which can be represented by some form o f  an ARIMA model.
A simple example w i l l  demonstrate the l tn k  between c la s s ic a l  con tro l
t
engineering techniques o f  modeling by d i f f e r e n t ia l - in t e g r a l  equations 
and the d i f fe re n c e  equation form proposed by Box and Jenkins (1971);
w ith  the key Idea th a t  the Input I t s e l f  can be programmed as an ARIMA 
time se r ies .
Considering the con tro l s i tu a t io n  where the ra te  o f  change o f  the 
ou tpu t,  y ,  Is p roport iona l to  the d i f fe re n c e  between Input x ,  and 
ou tpu t, the d i f f e r e n t ia l  equation form Is :
When observations are made on x and y a t  d is c re te  time in te rv a ls  t  = 
0, 1, 2, the equ iva lent expression becomes
where x t _j stands fo r  the constant value o f  the co n tro l le d  Input from
When I t  Is more convenient to  w r i te  the model o f  13.A.2) In terms o f  
past values o f  th e .o u tp u t ,  we may s u b s t i tu te  B = 1 -  V so th a t ,  a f t e r  
rearrangement
\  '  
the output lag by, say, b time u n its  behind the in p u t,  th is  is e a s i ly
Incorporated as
Using the d i f f e r e n t ia l  opera to r, D,' t h is  Is
11 + TD)y(t) = x ( t )
In the more general case, some gain k , w i l l  be present
(1 + TD)Y -  kx (3 .4 .1 )
(1 + £V)Yt  -  kxt H (3-4.2)
time t - l  to  t ,  and £ = ( e ^ - 1 )   ̂ (Box and Jenkins, 1971, Chapter 7 ).
Y  SB  . . .  °  V
t  FSB Xt-1 (3 .4 .3 )
where 5 ■ e " 1̂
I
and Wq ■ k U “ 5 ) . “  When thfere Is delay In the system and
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- £ x  T-51F t-b-1 (3 .4 .4 )
which Is the d if fe re n ce  form model f o r  a  f i r s t - o r d e r  system w ith  delay. 
As fo r  h igher order systems, a general form may be w r i t te n  as
where
y  s x
Yt  6T b) t-b-1
6(B) = 1 - 6 , B  6 Br
I r
td(B) = (A
(3 .4 .5 )
and the
transfer,
I t  Is a lso  useful to  th in k  o f  the 
1 inear f l i t e r
w ith  v(B) = v
(3 .4 .6 )
the f i r s t  b weights v q , are
zero. F in a l ly ,  process noise, commonly present in  systems o f  p ra c t ic a l  
value can be represented by an auto-regressive-moving average process
N - i S S  a 
t  W )  t (3 .4 .7 )
which is  l in e a r ly  added to the d e te rm in is t ic  component o f  the model to  
make up the general s tochas tic  dynamic model when general form Is :
w(B) x 0(B)
6 W  t-b-1 + ^TbT  at (3 .4 .8 )
3.5 Modeling o f  Time Series
The baste modeling philosophy as presented by Box and Jenkins 0971) 
and summarized by Pierce (1968) Is a three-stage procedure Invo lv ing 
I d e n t i f i c a t io n ,  estim ation  and d iagno s t ic  checking. These w i l l  be d is ­
cussed b r ie f l y .
3.5*1 id e n t i f i c a t io n
Id e n t i f i c a t io n  Is a rough procedure, u t i l i z i n g  a va i la b le  knowledge 
o f  the physica l system, and apply ing i t  to  the set o f  data to  Ind ica te  
the form o f  a model worthy o f  fu r th e r  In ve s t ig a t io n . In o ther words, the 
aim is  to  se le c t  an app licab le  subclass o f  the general ARIMA (p,d,q^
where p ,d ,q  are te n ta t iv e ly  known. Chapter k  o f  Box and Jenkins (1971) 
is devoted to  a d e ta i le d  d iscussion o f  th is  stage o f  modeling time 
se r ie s ,  and as i t  is  the case w ith  the res t o f  th is  chapter, the 
fo l lo w in g  presen ta tion  is a review o f  th e i r  work.
The basic too l in the id e n t i f i c a t io n  o f  time se r ies  is the auto­
c o r re la t io n  fu n c t io n .  The ra t io n a le  behind i t  is th a t fo r  a s ta t io n a ry  
normal time se r ie s -w ith  zero mean, knowledge o f  the th e o re t ica l 
variance and a u to -c o r re la t io n  fu n c t io n  completely sp e c if ie s  the process 
(P ierce, 1968). Since th e o re t ic a l  values are not a v a i la b le ,  the 
question w i l l  a r is e  as to  how good an estimate are the sample
c o rre la t io n s ?  B a r t le t t  (above reference) showed tha t to  order —,n
fa m ily  which may be w r i t te n  as
<MB)vdzt -  eo + 0(B)at (3 .5 .1)
(3 .5.2)
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where n “  number o f  observations, r^  ■' sample a u to -co rre la t io n s  and^
Pk “  th e o re t ic a l a u to -co rre la t io n s  a t lag k. The case o f  the variance 
Is s im i la r .  Armed w ith  th is  argument, the a u to -c o rre la t io n  model o f  
(3-2 .6)
Pk " Vk-1 = Vk-2 + — + Vk-P
w i l l  be re w r it te n  as
<J>(B)pk = 0 ( 3 - 5 .3 )
For a s ta t io n a ry  process, th e  roots o f  <j>(B) = 0 l i e  ou ts ide  u n i t  c i r c le ,  
implying th a t the a u to -c o rre la t io n  func tion  w i l l  d ie  out f a i r l y  q u ick ly  
f o r  moderate to  large k. Understandably, th is  w i l l  not be the case i f  
any o f  the roots l ie s  close to  the boundary. For a homogeneous, non- 
s ta t io n a ry  process, as mentioned under 3 .3*1 , d o f  the roots w i l l  l i e  
on the u n i t  c i r c le ,  and the fun c t ion  w i l l  not d ie out q u ic k ly ;  but th is  
a lso suggests the p o s s ib i l i t y  th a t  the f i r s t  or some dth d if fe re n ce  o f  
the series w i l l  be s ta t io n a ry .
The procedure is  then to  evaluate the a u to -c o rre la t io n  fun c tion  o f  
the ser ies  and i t s  f i r s t  and second d if fe rences  (as d is ra re ly  
h igher than 2 ) ,  and expect tha t the fun c t ion  w i l l  d ie  out q u ic k ly .  
Furthermore, as stated above, whereas the a u to -c o rre la t io n  fun c t ion  o f  
a s ta t io n a ry  AR(p) process w i l l  t a i l  o f f  and d ie  o u t,  i t s  p a r t ia l  auto­
c o r re la t io n  w i l l  cu t o f f  a f te r  p lags. On the o th e r hand, the auto­
c o r re la t io n  fu n c t io n  o f  a MA(q) process has a c u to f f  a f te r  lag q, w h ile  
i t s  p a r t ia l  a u to -c o rre la t lo n  t a i l s  o f f .  For th is  reason, the i d e n t i f i ­
ca tion  w i l l  be g re a t ly  enhanced by eva luating  the p a r t ia l  a u to -c o rre la t io n
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fun c t ion  In a d d it io n  to  the a u to -c o rre la t lo n  fu n c t io n ,  the f i r s t  twenty
values o f  each are usu a lly  s u f f i c ie n t .  I f  the process Is a mixed ARIMA 
(p ,d ,q ) ,  the a u to -c o rre la t lo n  fu n c t io n  o f  i t s  s ta t io n a ry  dth d if fe re n ce  
w i l l  be a m ixture o f  exponentia ls and damped sinewaves a f t e r  the f i r s t  
q -  p lags, and i t s  p a r t ia l  a u to -c o rre la t lo n  fu n c t io n  w i l l  e x h ib i t  such 
a behavior a f t e r  q -  p lags. (Other s t a t i s t i c a l  tes ts  fo r  s ta t io n a r i t y  
are a lso a v a i la b le ,  e .g . ,  Himmelblau, 1970, Chapter 3 . )
The standard e rro rs  o f  the estimated sample a u to -c o rre la t io n s  and 
p a r t ia l  a u to -co rre la t io n s  are o f  importance in decid ing on whether the 
fu n c t io n  has died out o r cu t o f f .  B a r t l e t t ' s  formula is  suggested fo r  
a u to -c o r re la t io n  functions (Box and Jenkins, 1971):
As fo r  the estimated p a r t ia l  a u to -c o r re la t io n s ,  ( j)^ , the suggested 
formula is
A computer program, TSA/I based on Box and Jenkins (1971, Section 
V) has been developed to  ca rry  out th is  step In the id e n t i f i c a t io n  
procedure, and is  included as Appendix la .
3-5-2 Estimation
The id e n t i f i c a t io n  stage w i11 re s u l t  in a te n ta t iv e  set o f values 
f o r  p ,d , and q suggesting the general c la s s ^ f  the ARIMA model, 
(sometimes, i t  is  necessary to  ca rry  more than one model to  the next 
stage) to  be f i t t e d .  In the estim ation  stage, the o b je c t iv e  is to  f in d
(3 .5 .5 )
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optimal estimates o f  the parameters, accordtng to  some c r i t e r io n  fo r  
the goodness o f  f i t ,  such as the 11kelI hood fu n c t io n .  The basic theory 
is  th a t ,  under the normalty assumption, the parameter set (<£,0) fo r  
which the l ik e l ih o o d  fu n c t io n  Is maximized are the same as those fo r  
which the sum o f  squares fu n c t io n  Is minimized, (P ierce , 1968; Sage and 
Melsa, 1971; Box and Jenkins, 1971)*
In genera l, i f  the given series z is s u i ta b ly  modeled as
t '
<}>(B)Y. = e W a * ,  fo r  Y -  Vdz„ t  t  t  t
a parameter set X_ = (£,6) may be sp e c if ie d  In the parameter space, f o r  
which a q u a n t ity
at (X) = 0” 1(B)$(B)Yt  (3 -5.6 )
can be de fined , whose sum o f  squares, defined as:
s(X) = I  at  (X) 2 (3.5*7)
is to  be minimized, in order fo r  the l ik e l ih o o d  fun c t ion  to  be maximized.
Such a q u a n t i ty  may be the re s id u a l.  The leas t square estimates are
\
those corresponding to  the minimum.
Two problems are associated w ith  th is  es tim ation  procedure, one 
concerns the i n i t i a l  guesses o f  the parameters and the o ther is re la ted  
to  the s ta r t in g  values o f  the se r ie s . The f i r s t  one can be overcome by 
using e f f i c i e n t  guesses provided by the sample a u to -co rre la t io n s  or 
auto-covariances as described tn subsection 3*2 above. A computer 
program, T S A /II ,  th a t  w i l l  ca lcu la te  p re l im ina ry  estimates is Included
in Appendix lb .  The problem o f  the s ta r t in g  values a r ises because a^
depends on yQ, y_1» • • • »Y_p+1 and on aQ, a_1, . . . ,a_q+1 a l l  o f  which are 
unknown. One s o lu t io n  Is to  se t a l l  these unknowns to  th e i r  uncondi­
t io n a l value o f  zero, on the assumption th a t  f o r  large samples, the 
e f fe c t  Is n e g l ig ib le .  A l te rn a t iv e ly ,  a procedure o f  "back fo rc a s t in g "  
Is suggested by Box and Jenkins (1971» Chapter 7 ) .  As fo r  the m inim i­
za tion  o f  the sum o f  squares, any a v a i la b le  method may be used. A 
computer program, T S A /I I I ,  which was used in th is  work is documented 
in Appendix lc  a t the end.
3-5.3 D iagnostic Checking
The purpose o f  d iagnos tic  checks on the selected model is to  have 
a measure o f  the goodness o f  f i t  and to  expose any inadequacies. I t  is 
a lso des irab le  to  ob ta in  an in d ic a t io n  o f  the nature o f  such inadequa­
c ies , when present, and poss ib ly  some suggestions fo r  a d i re c t io n  tha t 
w i l l  b r ing  about a remedy; e sp e c ia l ly  since the nature o f  the feared 
inadequacy is fre q u e n t ly  unknown.
A general procedure is to  consider the p rope rt ies  o f  the res idua ls  
£  = ( a j , a ^ , . . . ,an) from the sample series using the optimum estimates 
o f  the parameters (£ ,§ ) .  The underly ing theory is  th a t ,  i f  the model 
is c o r re c t ,  the res idua ls  should be approximately uncorre la ted random 
dev ia tes, w ith  a zero mean, s im i la r  to  the o r ig in a l  random deviates 
(a^). The sample a u to -c o rre la t io n  fun c t ion  o f  the deviates
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measures the Interdependence among the residual- £. This is  to  be
/
compared w ith  the assumed zero dependence among the o r ig in a l  a 's .  I f  
the models were c o r re c t,  and tru e  values o f  the parameters were f i t t e d ,  
the res idua ls  would be the true  random shocks (a^.), and w i l l  possess 
"w h ite  no ise" au to -co rre la t ion s
I V t - i
r  2
I  3t
Pk ■ V ' *  (3-5.9)
whic, fo r  moderate to  large n are normally d is t r ib u te d  m u lt iv a r ia te s .  
I t  has been shown (P ierce, 196b) th a t d is t r ib u t io n  o f  the a 's  is 
independent o f  the d is t r ib u t io n  o f  £ at , and, th e re fo re , the residual 
a u to -co rre la t io n s  w i11 possess the s t a t i s t i c a l  p ro p e rt ie s :
Pk = E(rk) = 0 k 5* 0
*<Pk> = E(rJ) -  I
C0V(pk ,pk + j) = 0 j / 0  (3.5.10)





being x  d is t r ib u te d ,  w ith  m degrees o f  freedom (P.ierce, 1968; Box and 
Jenkins, 1971).
The assumption is  now made, th a t the residual a u to -co rre la t io n s  
o f  the f i t t e d  model ( r k) w i l l  d isp la y  s im i la r  p ro p e r t ie s ,  w ith  a 
standard dev ia tion  o f  approximately . Some m o d if ica t io n  to  (3.5.11)
is  needed to  make i t  useful f o r  th is  purpose; s p e c i f i c a l l y ,  Pierce (1968) 
showed th a t f o r  the general ARIMA (p,q) process
4>(B)Yt  “  9(B)at
the te s t  o f  adequacy is obtained by comparing n_J r. w i t h  a x
k“ l
d is t r ib u t io n  w ith  V degrees o f  freedom where v ® m-p-q. The same 
app lies  to  a non -s ta t iona ry  ARIMA (p ,d ,q ) process w ith  the degrees o f  
freedom unchanged.
As fo r  d iagno s t ic  checks on the re s id ua ls , d iscussion w i l l  be 
degerred to  the next section fo r  a u n i f ie d  treatment.
3.6 Modeling o f  Dynamic Systems
The basic procedure o f  the la s t  sec tion— id e n t i f i c a t io n ,  estim ation 
and d iagno s t ic  checking—w i l l  be used, although dynamic models are more 
d i f f i c u l t  to  handle due to  the presence o f  dynamic and noise components 
in the ou tpu t. An a d d it io n a l too l is  made a v a i la b le ,  both fo r  the 
id e n t i f i c a t io n  and d iagnos tic  checking, namely the c ro s s -c o rre la t io n  
fu n c t io n  between input and ou tpu t.
3.6.1 Id e n t i f ic a t io n
The observed series o f  a dynamic system output is  influenced by 
the c o n t ro l la b le  input as w e ll as by s toch as t ic  no ise; th e re fo re , the 
interdependence between the input (x fc) and the output (y t ) is  essentia l
f o r  revea ling  the nature o f  the model. This interdependence as measured
\
by the c ro s s -c o rre la t io n  fu n c t io n ,  together w ith  the output auto­
c o r re la t io n s  form the necessary to o ls  f o r  id e n t i f ic a t io n .  In cases 
where the Input can be chosen a t w i l l ,  a lo t  can be gained by purposely
se le c t ing  a random Input. However, as th is  is not always the case, a 
procedure due to  Box and Jenkins (1971) ca lle d  "Pre-Whitening" o f  the 
Input Is a va i la b le  to render the Input w h ite . Following is a review 
(a f te r  P ierce, 1968) o f th is  method.
input W hitening. The general form o f  the dynamic model, as 
presented e a r l ie r ,  is
y s ^ ^ )  V + ® a A 1 ^t  d t f r  t-b -1  $TbT  t  (3 .6 .1 )
The input x t  can be p roperly  d if fe renced  and modeled as an ARIMA (p ,d ,q ) 
using the method o f  section 3*5, as:
V B,xt “  6x (B ,° t
or
<J> (B)
^(B)x^ = g x t  = at  (3 .6 .2 )
where at  Is w h ite  no ise. Now, i f  the same i|i transfo rm ation is  applied 
to  the ou tpu t y
<P (B)
* (B)Yt = r w  Yt  ■ 6t  (3 -6 - 3'x
the model o f  (3 .6 .1 ) can be w r i t te n  as
That Is ,  3fc Is the sum o f  two Independent ARMA processes, and the noise
generating one o f them Is known.
The Cross-Covariance and Cross-Corre la tion  Functions. A b lv a r la te  
s toch as t ic  process (x t ,y t ) which Is s ta t io n a ry ,  o r  I f  necessary, made 
so by d i f fe re n c in g ,  w i l l  have the fo l lo w in g  auto- and cross-covariances
Y ^ t k )  = E [(x t -u x) ( x t+k-px ) ]= E [ (x t -ux ) ( X t. k-y x ) ]
S im i la r ly ,
V y y k )  "  E [ ( y t - u y ) ( y t + k “ y y ) ] = E [ ( y t - y y ) ( y t . k - y y ) ]  ( 3 . 6 . 5 )
where the symmetric nature o f  the fun c t ion  is apparent. The cross­
covariance fun c tion  between x and y a t lag + k is
Txy(k) 0 E^ V yx ^ y t+ k "Uy ^  k "
and between y and x a t lag + k
YyX(k) = E [(y t -Uy ) <x t+k" yix ) 3 k = O*1’ 2 ’ - - -  (3 .6 .6 )
where, in general, y  (k) w i l l  not be equal to  y  ( k ) , as the func tionxy yx
not symmetrical, but
y  (k) = y  (-k ) 'xy  'yx
The c ro s s -c o rre la t io n  fu n c t io n  a t lag k, p (k) is  defined by thexy
dimens ionless c o e f f ic ie n t
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Y (k) _  _  _
pxy^k) "  oxoy—  k -  0 , +1. +2, + 3 , . . .  (3 .6 .7 )
where the fu n c t io n  is  again, not symmetric about k « 0.
P roperties o f  the C ross -C o rre la t ion . In the model o f  (3 .6 .4 ) , '  the 
cross-covariance between a and @ is
W k ) "  E[“ t - k et ] (3 ' 6 - 8)
as both have been normalized to  zero mean s ta t io n a ry  processes. A lso, 
the c ro s s -c o rre la t io n  fu n c t io n  is
paB(k) ■ S i r -  (3-6 -3)
I f  the dynamic pa rt o f  the parameter set in  (3 .6 .4 ) is  expanded as an 
impulse response fu n c t io n :
|{§y- = V(B) = Vo+V lB + ...  (3 .6.10)
the cross-covariance can be shown (P ierce , 1968, Sec. 4 .1) to  be
W k) = V b - i  ° l
The c ro s s -c o rre la t io n s  are then
paB(k) ■ 5F  V b - l  <3 -6 - ,2 >
where a re la t io n  is estab lished w ith  the dynamic parameters o f  the model.
Moreover, s ince Vj *» 0 fo r  J < 0, i t  fo l low s  
¥
Pap(k) -  0, k < b (3.6.12a)
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which is our means fo r  id e n t i fy in g  the process lag. I t  can a lso be 
shown (P ierce , 1968; Box and Jenkins, 1971, Chapter 10) th a t ,  in general, 
f o r  dynamic models o f  the type discussed here, the sample cross­
c o r re la t io n  fun c t ion
, , I  «t . ke
Trti( k )  T ~ r  (3.6.13)
A ft?
has p rope rt ies  w ith  respect to  inpu t-ou tpu t dynamic t ra n s fe r  func tions  
s im i la r  to  the a u to -c o rre la t io n  fu n c t io n  o f  the s toch as t ic  ARMA (p,q) 
process.
The Impulse Function. Further id e n t i f i c a t io n  o f  the impulse 
weights o f  (3.6.10) can be made from (3.6.12) using sample s t a t i s t i c s  
fo r  th e o re t ic a l  values
r a $ 'k ) = ? ;  \
and
*  lW k  ̂ SB / „  ,
Vk "  S  (3.6.14)
a
A computer program, TSA/V, has been developed to  evaluate th is  fun c t ion  
(Appendix Id) Box and Jenkins (1971, Chapter 11) note th a t ,  w h ile
A
estimates o f  the impulse fu n c t io n  are proportiona l to  the cross­
c o r re la t io n s ,  they are however, in e f f i c ie n t ;  and as such, they are on ly 
useful to  in d ica te  a general trend.
Order o f  the Model. Having obtained the impulse fu n c t io n s , the 
idea Is to  u t i l i z e  them to  id e n t i f y  the order o f  the model, i . e . ,  values 
o f  r ,  s, and b in
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a) (B).
Y. «  —  x  .
*  6 (B) t
where
and
o>g (B) *  u)q -  (O^B -  • • •  -  WgB'
6r (B) = I -  SjB -  82B2  8r Br (3.6.15)
The re levan t fa c ts  ( fo r  proof see Box and Jenkins, 1971» Chapter 10),
are th a t  the impulse response weights Vj cons is t o f
( i )  b zero va lues, v^ , V p . . .V j j _̂
( i i )  a fu r th e r  s -  r + 1 values v^, vb + ]»’ • * *vb+s-r l=0l l 0W! n9 no
p a r t ic u la r  pa tte rn ;  i f  s < r ,  there w i l l  be no such values.
( i i i )  fu r th e r  values V j , j ^ > b  + s - r  + l fo l lo w  a pa ttern  s im i la r  
to  an r th  order d i f fe re n c e  equation which has r s ta r t in g  values,
vb+s vb+s-r+ l *
Id e n t i f ic a t io n  o f  the Noise Component. The model o f  (3 .6 .1)
v = “ 1§L x + i t e l  *
Yt  6 W  t-b -1  W f  at  
may a lso  be w r i t te n  as
Y = u + n (3 .6.16)t  t  t
where ut  and nt  have t h e i r  corresponding values. S p e c i f ic a l ly ,
n^ = 4> '(B )0 (B )a t  (3 .6.17)
where a^ is w h ite  no ise, suggesting tha t the noise process can be
modeled by an ARIMA (p ,d ,q ) series using the methods o f  Section 3.5 above.
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A l te r n a t iv e ly ,  noise may be id e n t i f ie d  using the c o r re la t io n  
fu n c t io n  fo r  the inp u t-ou tpu t a f t e r  w h iten ing :
0t -  v(B) at + et
where
~  l B ) n t  (3-6.18)
and nt' Is the residual from the te n ta t iv e ly  id e n t i f ie d  model
= Y -  0 x -  0 .x . . -  • • •  t  o y 1 t-1
Equations (3 .6 .16) and (3 .6.18) may be combined to  g ive
"  ut  + et  (3.6.19)
When nt> the noise se r ie s ,  is  independent o f  the input x t> the auto­
covariance func tions  pre re la ted  as:
Yeg(k) = Yuu<k) + Yee(k> (3 .6 .20)
assuming fu r th e r  tha t the input has been completely whitened to  at , 
Yuu(k) can be evaluated by the methods o f  Section (3 -2 ) ,  as
Yuu<k> "  0& I  «jVj+|<
~2 I V  J)YoPU+k) (3 .6 .21)
era"
using (3.6.20) we now have
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W k) ’ ' W k) '  ^  \ ?  YaB(J)YaB(J+k)
where, f o r  k = 0,
W 0) ■ % (0) " X  J " 4  (J)
a  j
Hence, the a u to -c o rre la t io n  o f  the noise se r ies  Is :
pog(k) -  I  pa 8 ^ pa 8 ^ +l^  
p (k) =  * ----------------------------  (3.6.22)
A
l - I PaB(J)
The s ig n if ic a n c e  o f  th is  re s u l t  is  tha t the a u to -c o rre la t io n  func tion  
o f  the noise component is  derived from values o f  auto- and cross­
c o r re la t io n  o f  the prewhitened input and ou tpu t,  which are a va i la b le  
from previous stages o f  the id e n t i f i c a t io n  procedure. In p ra c t ic e ,  i t  
would be necessary to  s u b s t i tu te  sample estimates fo r  th e o re t ica l 
values as discussed in the beginning o f  th is  se c t io n , to  ob ta in  rough
estimates o f  the noise a u to -c o rre la t io n s  and id e n t i f y  the noise component.
1
3 .6 .2  Estimation
With the order o f  the model te n ta t iv e ly  known, the o b je c t iv e  is  to
I
estim ate the parameters according to ,  say, the most l i k e l y  values in  the 
parameter space, as was done w ith  s to ch a s t ic  models o f  the ARIMA (p ,d ,q ).^  
But, f o r  th is  to  be done e f f i c i e n t l y ,  an i n i t i a l  guess is  needed to  
enhance and supplement the procedure.
P re lim inary  Parameter Estimates. The impulse response weights,
V j,  are u t i l i z e d  here by making use o f  the id e n t i ty  from (3 .6 .15) and 
(3.6 . 10)
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Y. ion"(i)) B -‘ " - u  Bs
•  ------— ^ ------- -   -  vQ + v1 B + . . .
h  1-6|B 6r Br u 1
therefo re
( l - 8 1B-82B2-*«<ir 8r Br ) (v0+v 1B + . . . M u)(J- io1B a»sBS)
when c o e ffic ie n ts  o f B are equated, we have
(3 .6.23)
Vj = 0 j  < b
vj = Vj-1+S2Vj-2+,"+Srvj-r+ 0 J " b
vj  = S1VJ -1 +52VJ -2+ '  ‘ -+l5 r vj  -  r ' “ j  -b J=b+l,b+2 b+s
vj  ”  5 l vj - l +S2vj - 2 +' " +6r vJ - r  •> >  b+s
(3 .6 .2b)
The la s t  equation o f  the weights v^+s, Vjj+s_r , . .  .v^+s_r+  ̂ provide
r s ta r t in g  values fo r  the d if fe re n ce  equation
*
6(B)Vj = 0 j  > b + s
whose s o lu t io n ,  when obtained from:
^  (3-6.25)
applies to  a l l  values o f  v . ,  fo r  J > b + s ■ r  + 1. Thus, when estimates 
are used in (3 .6 .2 5 ),  p re l im ina ry  estimates o f  the parameter vectors 
are supplied to  s ta r t  the I te r a t iv e  estim ation  procedure. Computer 
program, TSA/VI, (Appendix le ) ,  has been w r i t te n  to  carry  out th is  
p re l im ina ry  estim ation  based on Box and Jenkins (1971» Part V). However,
*
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the authors warn th a t  these I n i t i a l  estimates are ra the r I n e f f i c ie n t  and 
should be used w ith  cau tion .
' Conditional Sum o f  Squares Parameter Estimates. The o b je c t iv e  now 
Is to  f in d  an e f f i c i e n t  estim ate o f  the parameters b, w, <£, and £  In
the te n ta t iv e ly  id e n t i f ie d  model o f  the la s t  sec t io n ,
I f  the s ta r t in g  values frpm (3 .6 .24) are used to  supply x^, and a^, 
the maximum l ik e l ih o o d  fun c t ion  Is ,  under the normal assumption, 
approximately measured by the con d it ion a l sum o f  squares func tion
To summarize the method, Box and Jenkins (1971, Chapter 11) suggest 
the fo l lo w in g  th ree-stage procedure:
( i )  the model ou tput is computed from
y t  ■ <S 1 (B)w(B)xt _b + nt
(3 .6 .26)
9t  = 6 " 1(B)u)(B)xt _b
I . e . ,  from
- *  •  •  •
r ' t - r  o t - b  1 t-b -1 l . *s t -b -s
(3.6.27)
( I I )  the noise nt  is  next ca lcu la ted  as
(3 .6 .28)
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( H I )  f i n a l l y ,  the a 's  are obtained from (3.6.17) as
at  ■ 0_1 (B)io(B)nt (3.6.29)
I . e . ,
at ’  9i V ) +" ,+e (3-6-30)
A f in a l  word about s ta r t in g  values is  to  begin the parameter o p t im iza t io n  
and es tim ation  rou tine  from t  = h + 1, where h Is the la rg e r  o f  (r )  
and (s + b ) .  This is  necessary to  avoid the e f fe c t  o f  s ta r t in g
.s
t ra n s ie n ts ,  but i t  a lso means th a t n^ w i l l  be a v a i la b le  from ,
Model inadequacy is  revealed when d ia gno s tic  checks are applied to  
res idua ls  by examining t h e i r  a u to -c o rre la t io n  fu n c t io n  r ^ k ) , and
d d
the c ro s s -c o rre la t io n  fu n c t io n  o f  the res idua ls  w ith  the input before 
and a f t e r  w h iten ing , r /n and r  In general, two possib le  s i tu a t io n s
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may a r is e .  Namely:
a) Transfer fun c t ion  model co rre c t-n o lse  model in c o rre c t .  I t  can 
be shown (P ierce , 1968; Box and Jenkins, 1971* Chapter 10) th a t in such 
a case, the res idua ls  w i l l  be a u to -co rre la te d , but w i l l  not be cross­
co rre la ted  w ith  the inp u t.
b) Transfer fu n c t io n  model in c o rre c t .  In th is  s i tu a t io n ,  Box 
and Jenkins (1971) and Pierce (1968) show th a t  the residuals would 
not on ly  be c ro ss -co rre la te d  w ith  the Input x t (and afc) but w i l l  a lso be 
au to -co rre la te d , even i f  the noise model were c o r re c t.
onwards, and the a 's  from a^+p+j , w ith  previous values set to  th e i r  
uncond itiona l expectation o f  zero.
3 .6 .3  D iagnostic  Checking
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A te s t  f o r  a q u a n t i ta t iv e  assessment o f  the s ig n if ic a n c e  o f  the 
residual s t a t i s t i c s  is  o ffe re d  by the above authors In what is  ca lled  
the "Q" c r i t e r io n .  The fa c t  Is f i r s t  e s ta b l ! shed th a t the leas t squares 
estimates o f  the res idua ls  would g ive  r is e  to  a u to -co rre la t io n s  o f  the 
S 's which are independently d is t r ib u te d  about zero w ith  a standard e r ro r  
o f  1/ vfif, where
m = n -  h -  p
On the assumption th a t  the model is  fu n c t io n a l ly  c o r re c t ,  i f  k estimated 
a u to -co rre la t io n s  are taken, w ith  k s u f f i c ie n t l y  la rge , then
k 9
Q = m £  r | 3 (k) (3.6.31)
d a
k=l
2w i l l  be approximately d is t r ib u te d  as x w ith  k *• p -  q degrees o f  
freedon, where p and q re fe r  to  the noise ARIMA model. Another suggested 
check, ca l le d  the S c r i t e r io n ,  app lies  to  the c ro s s -co rre la t io n s  
between the whitened input at  and the residual S. I f  k values are taken, 
and k is  s u f f i c ie n t l y  large fo r  the weights v̂ . to  be n e g l ig ib le  over 
j  >  k, then the q u a n t ity  
k 9
S = m I  r „ 5 (k) (3.6.32)
k=0 013
2is  approximately x d is t r ib u te d  w ith  k + 1 -  ( r  + s + 1) degrees o f  
freedom; where the number o f  degrees o f  freedom re fe rs  to  the f i t t e d  
t ra n s fe r  fun c t ion  model and is  independent o f  the noise model parameters.
3 .6 .A M u lt ip le  Input Dynamic Models
To conclude th is  review o f  time ser ies  method o f  an a lys is ,  i t  is 
necessary to  Ind ica te  how the methods mentioned e a r l t e r ,  which are
f
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s p e c i f i c a l l y  su ited  to  s in g le  Inputs processes, can be extended to  
m u lt ip le  Input dynamic systems. The t ra n s fe r  fu n c t io n  model was
Yt  “  v(BK - b  + Nt  (3.6.33)
When several inputs are to  be considered, say x. , x „  , . . . , x  , so111 t ni) t
the superpos it ion  Is poss ib le
Yt  = Vl (B)xl , t  + v2 (B)x2 , t + , " +xm>t  + Nt  (3 •6 •3' ' ,
In terms o f  dynamic parameters w and £  th is  is :
\ «1l (B) “ 1' B) x i , t - br+ - " +i , (B)a)ln(B)xm>t. bra (3 .6 .35)
o r ,  a f te r  s u i ta b le  d i f fe re n c in g  and trans fo rm ation , p u t t in g  y t =^ Y t >
y = v ,(B )x .  + • • *+v (B)x + n (3 .6 .36)t  l I , t  m m,t t
where v̂ . (B) is  the generating fu n c t io n  o f  the impulse response weight
re la t in g  input x. to  output y . I f  the in d iv id u a l impulse response j , t  t
func tions  are estimated separa te ly  by the methods o f  the la s t  sec t io n , 
e f f i c i e n t  pre l im in a ry  estimates are obtained which can be f i t t e d  in the 
model o f  (3 .6.35) to  s ta r t  a simultaneous estim ation  using the residual
sum o f  squares to  provide the c r i t e r io n  fo r  o p t im iz a t io n . This w i l l  be
discussed in more d e ta i l  in  Chapter 5>
CHAPTER IV 
SYSTEM DESCRIPTION
The system being stud ied consisted o f  two human subjects opera t­
ing an a n t i - a i r c r a f t  gun in a closed loop. The operators manipulated 
the gun in i t s  two a x is ,  azimuth and e le va t io n , and manually aligned a 
s ig h t r e t i c le  to  a moving ta rg e t .  A model o f  the gun was estab lished and 
va lida ted  against actual performance data. Target paths were three 
dimensional f l i g h t  data o f  a h igh ly  maneuvering a i r c r a f t .  The whole 
system was simulated on a hybrid  computer w ith  the two human operators 
p h y s ic a l ly  c los ing  the loop.
4.1 Gun Model
A general model o f  a n t i - a i r c r a f t  guns was developed and success­
f u l l y  applied to  a number o f  real systems by Planchard, B a rz in j i  and 
and Perkins (1970 and 1972) and Planchard and B a rz in j i  (1973). The 
gun is  represented by a simple two to r t io n a l  dynamic system in the 
two ax is  o f  motion, e le v a t io n , 0, and azimuth, 8, as i l lu s t r a te d  in 
Figure 4 .1 . The equation o f  motion in each ax is  is :
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where
0g angular gun p o s it io n  In e leva t ion
0^ a angular gun p o s it io n  in azimuth
T0 a torque applied to move gun in e leva tion
Tg "  torque applied to  move gun In azimuth
!
J0 a moment o f  in e r t ia  about the 0 ax is  o f  ro ta t io n  
Jg a moment o f  i e r t i a  about the 0 ax is  o f  ro ta t io n  
B0  = drag c o e f f ic ie n t  in 'e le v a t io n  movement 
Bg -  drag c o e f f ic ie n t  in azimuth movement.
The system is  sp e c if ie d  by assigning values to J and B parameters.
A procedure to  te s t  the v a l i d i t y  o f  the model fo r  a p a r t ic u la r  a n t i ­
a i r c r a f t  a r t i l l e r y  is  d e ta i le d  in Planchard et_a_L (1970) where the 
model was used in tra ck in g  ta rge ts  fo l lo w in g  se lected paths, and the 
t ra ck in g  e rro rs  compared w ith  actual f i e l d  data. A regression procedure 
was app lied , searching fo r  values o f  J and B th a t  minimized the sum 
o f  squares o f  the d if fe ren ces  between f i e l d  data and model track ing  
e r ro rs .
In a con trac t w ith  the A i r  Force, several gun systems were studied 
and modeled by the above authors (Planchard e t  a l .  1970, 1972 and 1973)» 
one o f  which was selected fo r  th is  work. Table A .l gives parameter 
values fo r  the selected system; d e ta i ls  can be found in  Planchard and 
B a rz in j i  (1972).
A .2 F I ig h t  Paths
As mentioned e a r l i e r ,  ta rg e ts  fo llowed f l i g h t  paths o f  f i e l d  tes ts  
conducted by the A i r  Force on high performance a i r c r a f t s .  Maneuvers
Table 4 .1 . Parameter Values o f  Gun Model Selected fo r  th is  Study.
Parameter D e f in i t io n
Val ue
E levation Azimuth
B f t - lb - s e c  
J s lu g - f t ^
drag c o e f f ic ie n t  




resembling combat opera tions were used, where ordinance d e l iv e ry  d ive 
angles as steep as 60° and " j i n k in g "  escape maneuvers w ith  as high as 
5 g 's  were invo lved. F l ig h t  paths were "normalized" to  minimize the 
amount o f  less useful data being c o l le c te d .  This was achieved by 
a d ju s t in g  the lowest p o in t  in the e le va tion  o f  each path to  500 fe e t  
above ground leve l and s h i f t in g  the time ax is  so th a t minimum e leva tion  
always occurred a t  c rossover.( fo r the purpose o f  th is  study, cross­
over is  defined as crossing the x -a x ls  o f  the In e r t ia l  co -o rd ina te  
system which has i t s  o r ignn a t the gun s i t e .  See Fig. 4.2 -  4 .4 ) .
Minimum o f f s e t  distances from the gun were selected a t  1500 f t .  and '3000 
f t .
A ltoge the r,  twenty d i f fe r e n t  f l i g h t  paths were tracked, and Table
4.2 l i s t s  s e r ia l  designations and de sc r ip t io n  o f  each path, w h ile  
Figures 4.2 through 4 .4 show a perspective  p ro je c t io n  o f  selected f l i g h t  
paths, g iv in g  a p ic to r ia l  view o f  the s e v e r i ty  o f  the maneuvers invo lved.
4.3 Tracking Errors
This section deals w ith  the d e f in i t i o n ,  sign convention and ca lcu la ­
t io n  o f  track ing  e rro rs  as used in th is  study. I t  is  based on the 
d iscussion o f  Planchard and B a rz in j i  (1973)» where, f o r  convenience, 
the same term inology is  maintained and the f ig u re s  are reproduced from 
th e i r  p resen ta t ion .
An in e r t ia l  co -o rd ina te  system was estab lished w ith  i t s  o r ig in  
a t the weapon s i t e ,  as shown in Figure 4.5* The Y ax is  (Y ) is along 
the general d i re c t io n  o f  the f l i g h t  paths, w h ile  the X ax is  (X ) is  
perpendicu lar to  i t ,  w i th  the p o s i t iv e  d ire c t io n s  as ind ica ted in the 
f ig u re .  The Z ax is  (Z ) is  perpendicu lar to  the X-Y plane, and is 
p o s i t iv e  upward.
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Table 4.2 
Flight Paths Used in Tracking
Path No. Delivery Escape Minimum
dive angle maneuver displacement 
(degrees) (in g pull) (feet)
1 5 3 1500
2 15 3 1500
3 30 3 1500
4 45 3 1500
5 60 3 1500
6 5 5 1500
7 15 5 1500
8 30 5 1500
9 45 5 1500
10 60 5 1500
11 5 3 3000
12 15 3 3000
13 30 3 3000
14 45 3 3000
15 60 3 3000
16 5 5 3000
17 15 5 3000
18 30 5 3000
19 45 5 3000
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Figure k , 5 *  Gun P os it ion  in In e r t ia l  Coordinate System.
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The second co -o rd ina te  system Is the gun system, w ith  I t s  o r ig in
a lso  a t the gun s i t e .  The X-axis (Xg) Is along the gun barre l and Is
p o s i t iv e  in the outward d ire c t io n  o f  the b a r re l .  The Y and Z axes (Y ,
Zg) co inc ide  w ith  the in e r t ia l  system when the gun ba rre l corresponds
to  the X a x is .  The^gun p o s it io n  is  completely described by the two 
©
angles o f  ro ta t io n ,  0 in azimuth and 0 in e le va tion  as shown In Fig.
4 .6 .
The p o s it io n  o f  the ta rg e t  is  given in the in e r t ia l  system as Xe,
Y , Z and to  locate i t  in the gun system the fo l lo w in g  transform ation © ©
m atr ix  is  used:
cos 0 cos 0 ' cos 0 s in  6 - s i n 0
- s in  0 cos 0 0
sin  0 cos 0 s in  0 s in  0 cos 0
(4 .3 .1 )
The e r ro rs  are p o s i t iv e  o r  negative according to  the sign convention 
o f  F ig. 4 .7 , where f o r  l e f t  to  r ig h t  tra ck in g  a negative e r ro r  re su lts  
when the tra cke r leads h is  ta rg e t .
Tracking e rro rs  in azimuth and e leva t ion  are ind ica ted by the 
angles o f  misalignment o f  F ig. 4 .8 , where, by d e f in i t io n :
E levation e r ro r ,  E = tan  ̂ (Z /X )
9 9
Azimuth e r ro r ,  E = tan  ̂ (Y /X )a 9 9 (4 .3 .2 )
In th is  development, the assumption was im p l i c i t l y  made tha t the s ig h t 
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Figure 4.7» S ite  Pattern Gun Coordinate System.
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Figure 4 .8 , Angle o f  Misalignmeht In  Gun Coordinate System.
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4.4 Hybrid S imulation o f  the Tracking System
A real time s im u la tion  o f  a compensatory t ra ck ing  system was 
devised w ith  the opera tor in the con tro l loop. This was the means o f  
ob ta in ing  data on human performance fo r  the fo rm u la t ion  and v a l id a t io n  
o f  a s to ch a s t ic  model. The next section describes the f a c i l i t i e s  used, 
documents the hybrid  computer program and the procedure o f  data 
c o l le c t io n .  A l i s t i n g  6 f  the experiments conducted is provided a t  
the end.
4.4.1 Simulation F a c i l i t ie s
The hybrid  computer used in th is  work consisted o f  a S c ie n t i f i c  
Data Systems— Sigma 5 d ig i t a l  computer w ith  an E le c tro n ic  Associates 
Incorporated (EAl) 680 analog computer and an EAI 693 in te r fa c e .  
Peripheral equipment consisted o f  a 400 cpm card reader, a te le typ e  
and a paper tape read/punch u n i t .  The d ig i t a l  computer co n tro ls  the 
analog by a number o f  Fortran C a llab le  hybrid  subroutines. The system 
can operate in real t im e. Figure 4.9 shows the general arrangement 
o f  the tra ck ing  system w ith  actua l operators in the loop. The two 
osc il loscopes used, one: f o r  each o f  azimuth and e le va t ion  opera to rs , 
had d isp lays w ith  5" r e t ic le s  ca l ib ra te d  in  1 cm. u n i ts .  Visual d is ­
plays were arranged such th a t  v e r t ic a l  displacement o f  the beam from 
a marked center l in e  was p ropo rt iona l to  t ra ck in g  e r ro r ;  w h i le  horizon­
ta l  displacements from the center ind ica ted ta rg e t d is tance from cross­
over. The s e n s it iv ity "w a s  set to  the h ighest value fo r  which the 
signal could be kept w i th in  screen l im i t s ,  and con tras t between ta rg e t 























F igure-4 .9 . Hybrid S im ula tion : Operation In Loop'.^ ~
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Human operators performed by f i n g e r - t i p  c o n t ro l le r s ,  being the 
hand se t pots o f  the analog computer, which had no de tectab le  f r i c t i o n  
o r  backlash. Target movement was always l e f t  to  r ig h t ,  and the con tro l 
was in a na tura l manner, such th a t  an upward (clockwise) movement moved 
the ta rg e t  up on the cathode ray tube d is p la y .  L im ite rs  were 
used to  r e s t r i c t  c o n t ro l le r  outputs to the physical bounds o f  the operator 
and the system.
k . k . 2  Hybrid Computer Program
In the o v e ra l l  arrangement (F ig . *>.9) the d ig i t a l  computer samples 
gun p o s it io n  in azimuth and e le va t io n , and time. I t  then locates ta rg e t 
p o s i t io n  from stored f l i g h t  path data, ca lcu la tes  t ra ck in g  e rro rs  and 
transm its  them to  the analog fo r  d is p la y .  The two human operators view 
th e i r  e r ro rs  and produce a torque input to  the gun model on the analog.
As gun p o s it io n  changes, the d ig i t a l  de tec ts , ca lcu la tes  and loads the 
new e r ro rs  and so on in a closed loop manner.
The analog patching diagram is ind ica ted in F ig . 4.10. Hand set 
pots Q2 and Q9 are the main c o n t ro l le rs  which human operators used to 
produce torque input to  the e le va t ion  and azimuth axes o f  the gun model 
re sp e c t ive ly .  This output was re s t r ic te d  (by the l im i te r s  on a m p l i f ie rs  
01 and 31) to 10 f t - l b ,  and in tegra ted tw ice to  produce a gun p o s it io n ,  
which was transm itted  v ia  A/D's 2 and 3 ( i . e .  analog to  d ig i t a l  con­
v e r te rs ) ,  to  the d ig i t a l  f o r  storage and e r ro r  c a lc u la t io n .  Torque in 
both axes, and time were a lso  transm itted  v ia  A/D converters I ,  k  and 5 
re sp e c t ive ly .  The l im i te r s  on a m p l i f ie rs  11 and 1*1 provided the physical 
bounds on the acce la t ion  o f  the gun, w h ile  no such measures were needed 
fo r  the v e lo c i t y  (a m p li f ie rs  9 and 1*0). Hand s i t  pots Q.k and 07 on the
r / A/ p 4 \
R e f.”
Ref.+





L - ( T T ) ----------


















. ± — -@ —
■^0)  5 ^ — y A / d  3 \ —





[90 9 0R ef.- 10 P u l*es /Sec- 0 0  ) ----- - Sense /
 /  Line 5 /
Monosfable




1C ( I n i t i a l  con d it ion s ) o f  In te g ra to rs  17 and 50 were to  con tro l the 
I n i t i a l  p s s l t lo n  o f  the gun.
A f lo w  cha rt o f  the  d ig i t a l  program Is I l lu s t r a te d  In Fig. 11. 
The analog Is set up by c a l l in g  a number o f  subroutines, then f l i g h t  
data are read from cards and sto red . The lowest p o in t in each path 
is located and 'assigned tb  cross over t im e, and path norm a liza tion  is 
ca r r ie d  out as described under 4.2 above. A maximum o f  f iv e  f l i g h t  
paths can be stored a t  a time because o f  storage l im i ta t io n s ,  and 
w ith  the op tion  o f  two o f fs e ts  o f  1500' o r  30001, ten d i f fe r e n t  com­
b ina tions  o f  t ra ck ing  paths are a v a i la b le  by a random s e le c t io n .  Gun 
p o s it io n  and time are sampled a t  the ra te  o f  100 t im e s /se c .,  and the 
d ig i t a l  ca lcu la tes  the corresponding p o s i t io n  o f  the ta rg e t  a t  tha t 
in s ta n t.  Subroutine Rotate is  ca l led  to  transform  ta rg e t  p o s it io n  to  
the gun co-ord inate-system , a f t e r  which e rro rs  are ca lcu la ted  and 
loaded on the scopes.
4 .4 .3  Tracking Procedure
Human subjects were considered " t ra in e d "  opera to rs , and fo r  
th is  purpose a t ra in in g  period was allowed, which var ied  from two hours 
to  several hours. The f u l l  range o f  f l i g h t  paths was tracked during 
t r a in in g  in order to  a llow  the necessary experience. An opera tor was 
considered " t ra in e d "  i f  he produced cons is ten t tra ck ing  and, when 
tra ck in g  d i f f i c u l t  cases, he d id  not loose, h is  ta rg e t (e r ro r  d id not 
grow ou ts ide  the v isua l d is p la y ) .  A ty p ic a l  t ra in in g  curve f o r  one o f  
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Figure 4.12. Performance Versus Experience.
At the s ta r t  o f  each se r ies  o f  runs, f l i g h t  path data and po te n t io ­
meter s e t t in g s  were read from cards by the d ig i t a l  computer. When path 
trans fo rm ation  was complete, two random se lec t ions  were made, one o f  a 
f l i g h t  case and the o ther o f  a displacement. This se le c t ion  was checked 
against the design o f  experiments, where sense sw itch (4) (F ig. 4.11) 
could be a c t iva te d  to  request another se le c t io n  I f  necessary. Following 
se le c t io n  o f  a case, the s ta r t in g  p o in t  on the time ax is  was ca lcu la ted  
from cross over and the analog was se t up. The d ig i t a l  then sampled 
time and the I n i t i a l  gun angles (0 and 0 ) .  Target p o s it io n  correspond­
ing to  the time in s ta n t was ca lcu la ted  and subroutine (ROTATE) was 
ca l le d  to  transform  ta rg e t p o s it io n  to  the gun coord inate system. Upon 
re tu rn  from th is  subrou tine , the i n i t i a l  aim e rro rs  were ca lcu la ted  
and supplied to  the analog fo r  d is p la y .  The d ig i t a l  cycled a loop 
await ing the analog to  opera te. This was achieved by c o n t in u a l ly  com­
paring the value o f  time on the analog w ith  the time fo r  the next storage 
p o in t .  Sampling ra te  was set a t  100 times/second and storage in te rv a ls  
were a t  0.25 sec. As long as the sampled time was less than the next 
storage t im e, the loop ind ica ted on F ig . 4.11 by en try  p o in t 11 was 
executed con tinuous ly .
When a l l  was ready, the two operators viewed the scope d isp lays 
and manipulated th e i r  co n tro ls  to  d i r e c t  the gun toward the ta rg e t  and 
zero the i n i t i a l  e r ro rs .  This was necessary to  avoid a c q u is i t io n  
problems a t  the s ta r t  o f  each run. Tracking began when a opera tor 
put the analog tn the "opera te" mode, thus generating time and moving 
the ta rg e t across the screen. As th is  took place the d lg i ta T  ca lcu la ted  
the cu rren t angles o f  misalignments in azimuth and e leva tion  and the
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two e rro rs  were fed to  the analog and d isp layed on the two scopes. The 
two human operators con tinuous ly  viewed the e r ro r  and applied co rre c t ive  
torques by manipu la ting pots Q2 and Q3 fo r  e le va t io n  and azimuth, 
re sp e c t ive ly .  This torque was Inputted , In each channel, to  the gun 
model programmed on the analog, as p rev ious ly  described, producing 
acce la t lon  o f  the gun, which was in tegra ted to  ob ta in  v e lo c i ty  and 
p o s i t io n .  The la te r  was sampled by the d i g i t a l ,  hence the loop was 
closed.
As i:ime increased^ the ta rg e t  moved across the screen, and a t 
cross over, i t  was always crossing the c e n te r l in e  o f  the scope. At 
sp e c if ie d  in te rv a ls ,  the d ig i t a l  stored time and the Corresponding 
tra ck in g  data (to rque, gun angular v e lo c i t y ,  p o s it io n  and e r ro r  in 
both a x is ) .
A run was terminated when time exceeded TSTOP, t y p ic a l ly  *»0 
seconds. At the end o f  a run, an In teger v a r ia b le  "NGO" was entered v ia  
the te le typ e  o f fe r in g  added f l e x i b i l i t y  in the form o f  several options. 
"NGO" could be 1, 2, 3 o r  k ,  according to  whether the program was to be 
term inated, w ith  o r w ith o u t the output from the la s t  run, o r  to  be 
continued, w ith  o r w ith o u t the o u tp u t.  I f  an ou tpu t was des ired , a 
sense switch was used to  decide i t s  form, which could be p r in to u t  
on ly  on the l in e  p r in te r ,  o r  a p r in to u t  and a punched paper tape fo r 
fu r th e r  processing in to  cards.
As mentioned above, the  program operated In real tim e, a typ ica l 
run tak ing about three minutes (s e t t in g  up time plus kO seconds o f  
o p e ra t io n ) .  To ou tpu t the data on tape was, however, r e la t iv e ly  slow, 
as i t  took about 15 minutes per run.
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Human opera tor fa t ig u e  was kept to  a minimum by the period o f  
re s t allowed w h ile  paper tape was being punched. As the d ig i t a l  could 
s to re  t ra ck in g  data from fo u r runs, th is  resu lted  in one hour o f  re s t 
a f t e r  every fo u r  successful runs. Subjects learned o f  t h e i r  performance 
from scope pers istance and by inspecting  the p r in te d  ou tpu t.
4 .5 Collected Data
A to ta l  o f  48 runs were co l le c te d  on the 20 f l i g h t  paths o f  
Table 4 .2 . Tracking o f  some paths was dup lica ted as many as s ix  times 
w h ile  o ther paths were tracked on ly  once fo r  the record. Table 4.3 
gives f u l l  d e ta i ls  o f  the experimental program, where the two operators 
ca r r ie d  the designations 2 and 5. A se le c t io n  o f  runs and d u p l ica t io n s  
are presented in F igs. 6.10 through 6 .13 .where run to run v a r ia t io n s  
and d i f f e r e n t  opera tor s tra te g ie s  can be no ticed .
This c o l le c t io n  o f  data w i l l  be used fo r  the fo rm u la tion  and 
v a l id a t io n  o f  a time ser ies  model o f  the human performance, based on 
the discussion o f  Chapter I I I ,  which is the sub ject o f  the next two 
chapters.
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Table 1*.3: Program o f  Experiments:
S er ia l
no
Path Team






A z .-E l .
Expt
no.
1 1 2-5 1 25 6 2-5 29
2 2-5 12 26 6 2-5 1*5
3 1 2-5 23 27 6 5-2 38
k 5-2 18 28 6 5-2 1*2
5 1 5-2 21 29 16 2-5 27
6 1 5-2 2 k 30 . 16 5-2 36
7 11 5-2 8 31 7 2-5 26
8 11 2-5 10 32 17 5-2 33.
9 2 5-2 6 33 8 5-2 1*0
10 12 2-5 16 3 k 8 5-2 1*3
11 3 2-5 3 35 8 2-5 31
12 3 2-5 22 36, 8 '2 -5 1*6
13 3 5-2 ] k 37 18 2-5 25
] k 3 5-2 19 38 18 5-2 3l*
15 13 2-5 k 39 9 5-2 28
16 13 5-2 5 AO 19 2-5 32
17 k 2-5 11 k \ 10 5-2 35
18 1A ' 5-2 15 1*2 10 5-2 37
*9 5 5-2 7 1*3 10 5-2 1*1
20 5 2-5 9 1*1* 10 5-2 l*l*
21 . 5 5-2 17 1*5 10. 2-5 1*8
22 5 5-2 20 1*6 10 2-5 1*7
2 3 . 15 2-5 2 k 7 20 2-5 30
2 k 15 5-2 13 1*8 20 5-2 39
CHAPTER V 
FORMULATION OF DETERMINISTIC MODEL
The th e o re tic a l d iscussion and background o f  Chapter I I I  w i l l  now 
be app lied  to  the experimental data on human opera to r performance o f 
Chapter IV. The o b je c tiv e  o f th is  chapter Is to  produce the development 
and fo rm u la tion  o f  a time se ries  model th a t describes human tra ck in g  
performance. A d e te rm in is t ic  component w i l l  be estab lished f i r s t ,  th a t 
w i l l  reproduce the mean human performance. This w i l l  be supplemented 
by a s to ch a s tic  component developed from an a lys is  o f  the re s id u a l. In 
genera l, tra ck in g  re s u lts  on f l i g h t  path 1 (Table k , 2 )  w ith  the s im plest 
maneuvers, were used to  eva luate model parameters, and the re s u lt was 
applied to  o ther paths to  te s t and demonstrate the v a l id i t y  o f the model.
5.1 Choice o f System Inputs
In the id e n t i f ic a t io n  o f the dynamic system a t hand the method o f 
p re -w h iten ing  the inpu t (Section 3 *6 .1 .1 ) was used. To begin w ith , 
th e re fo re , i t  w i l l  be necessary to  describe each inpu t by a time se ries  
as e f f ic ie n t ly  as po ss ib le . The methods o f  sec tion  3.5 w i l l  be app lied . 
Before proceeding fu r th e r ,  i t  is  necessary to  Id e n t ify  system in p u ts , 
since in an environment as complicated as tra ck in g  by a human op e ra to r, 
i t  is  not obvious what to  use fo r  system inp u ts . According to  Young 
(1969), a human opera to r presented w ith  tra ck in g  e r ro r ,  is  a lso  capable 
o f es tim a ting  the f i r s t  d e r iv a tiv e  o f  e r ro r .  In many co n tro l s itu a t io n s ,
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the opera to r may not be concerned w ith  absolute values o f  Inputs and 
o u tp u ts , as h is  a tte n tio n  is  f ix e d  on changes in these v a r ia b le s . As 
a re s u lt ,  I t  would be necessary a t the p re lim in a ry  stage o f  id e n t i f ic a ­
t io n  to  consider e r ro r ,  and i t s  f i r s t  d e r iv a tiv e  o r f i r s t  d iffe re n c e  as 
l ik e ly  in p u ts .
Target angular a cce ia ra tio n  Is another possib le  inpu t to  the 
co n tro l system. As the spot moves across the scope d isp la y  w ith  ta rg e t, 
a tra in e d  human opera to r learns to  estim ate the angular v e lo c ity  and 
probably angular a cce ia ra tio n  o f  h is  ta rg e t.  Hence, ta rg e t angular 
v e lo c ity ,  and i t s  f i r s t  d e r iv a tiv e  o r d iffe re n c e  should a lso  be tre a te d  
as l ik e ly  Inpu ts . F ig . 5.1 is  a b lock diagram represen ta tion  o f the 
con tro l s itu a t io n  re s u lt in g  from the above d iscuss ion .
In o rde r to  d is c rim in a te  among the above mentioned poss ib le  inp u ts , 
i t  is necessary to  re s o rt to  c ro s s -c o rre la tio n  ana lys is  o f inputs and 
o u tp u t. U t i l iz in g  th is  basic to o l,  se le c tio n  w i l l  be based on the 
fo llo w in g  c r i t e r ia :
a) magnitude o f  the c ro s s -c o rre la tio n s , in d ic a tin g  the 
degree o f interdependence,
b) ru n -to -ru n  v a r ia t io n s , as small v a r ia tio n s  in the cross­
c o rre la t io n s  from d if fe re n t  opera tors and various runs 
are suggestive o f  successful f i l t e r in g  o f  system no ise ,
c) ra te  o f decays s ince qu ick dying in p u t-o u tp u t cross­
c o rre la t io n s  are esse n tia l to  the id e n t i f ic a t io n  pro­
cedure ^mpltoye^ (Sec. 3.6) •
d) behavior a t small lags. This is  im portant because o f 
' the physical nature o f  the system, where opera to r lag
Human Operator
Target Angular 
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tim e is  abbut .2 sec. (Chap. I I ,  Sec. 2 ), the sampling 
in te rv a l is  .25 sec. and the system has a qu ick 
response; thus, i t  is  u n lik e ly  fo r  any meaningful 
c ro s s -c o rre la tio n  to  e x is t beyond 5 o r 6 in te rv a ls .
Graphs o f  c ro s s -c o rre la tio n s  between tra c k in g  e r ro r ,  (and  ̂ e, Ve)
and human opera to r ou tpu t torque are shown in  F ig . 5 .2 , w h ile  F ig . 5 .3 '
gives the corresponding in fo rm a tion  fo r  ta rg e t angular v e lo c ity ,  W.
Figure 5*2a shows the la rge run to  run v a r ia tio n s  tn a t e x is t  in 
the c ro s s -c o rre ia tio n s  between e r ro r  and to rque . Figures 5.2b and c 
d isp la y  the s im i la r i t y  between the c ro s s -c o rre la tio n  o f e r ro r  ra te  (E) 
and those o f the d iffe re n ced  e r ro r  (VE) w ith  VT . This is  not s u rp r is -
q
ing as i t  was shown in Chapter i l l  section  k  th a t VE and E are s tro n g ly
re la te d . I t  a lso  appears from the fig u re s  th a t c ro s s -c o rre la tio n s  o f
E -  T and Ve -  VT are la rg e r and much more cons is tan t compared w ith
q q
the corresponding E ~ fu n c tio n ; e s p e c ia lly  a t law lags. As fo r  the
angular v e lo c ity ,  F ig . 5«3b is  a c le a r in d ic a tio n  th a t a system o f ^
w -  Tq as in p u t-o u tp u t is  not l ik e ly  to  express the true  na ture o f the
co n tro l s itu a t io n .  On the o th e r hand, F ig . 5»3a and c in d ic a te  the
strong dependence o f  Tq and VTq on the angular v e lo c ity  and i t s  f i r s t
d iffe re n c e  re s p e c tiv e ly .
: • 
Other inp u t-o u tp u t combinations were a lso  considered, e .g . ,  E -  T(
VE -  Tq, w -► Tq, e tc . bu t they are not presented here s ince they showed
l i t t i e  c o r re la t io n . The preceeding d iscussion leads to  the  conclusion
th a t in the next stage o f  id e n t if ic a t io n  we need to  in ve s tig a te  the
fo llo w in g  in p u t-o u tp u t systems on ly :
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Fig. 5 .2 .  Cross-Correla t ions fo r  Various Functions of  Azimuth Error 
with Operator Torque Output for  Four Runs of  Path 1, 
Together with Approximate Two Standard Error Limits.
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Fig. 5 .3 .  Cross-Correlat ions between Various Functions o f  Azimuth Target 
Angular Velocity (W) and Operator Torque Output (T^), together
with Approximate Two Standard Error Limits , for  Four Runs of
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c) VW -7  Tq
\
r (k )
10-1 0 55 0
k ------ >
F ig . 5*3. Continued.
In the next s e c tio n , the  fo u r inputs w i l l  be pre-w hitened, by a 
time se ries  th a t w i l l  reduce each to  uncorre la ted  no ise .
5.2 P re-w hiten ing o f  Inputs
As mentioned e a r l ie r ,  f l i g h t  path #1 was se lected fo r  ana lys is
s ince i t  has less severe maneuvers and, as such, should be less no isy .
F ir s t  the a u to -c o rre la tio n  and p a r t ia l-a u to -c o r re la t io n  fu nc tions  o f 
the time se rie s  represented by each inpu t fo r  f l i g h t  path i f 1 were 
eva luated. Next a p re lim in a ry  e s tim a tio n , fo llow ed by a f in a l 
es tim a tion  procedure was performed. The three stages are accomplished 
by means o f  computer programs TSA/l through TAS/3 (Appendix I ) ,  
re s p e c tiv e ly .
5 .2.1 Tracking E rro r
Tracking data fo r  one o f  the s ix  a v a ila b le  runs o f  f l i g h t  path #1
is  included In Appendix 2; Figures 6.10 and 6.11 show fo u r o f  them.
Computer program TSA/l was run on azimuth tra c k in g  e r ro r  w ith  the re s u lts  
as d isp layed in  Table 5*1 and F ig . 5*4. L im its  o f  two standard
A
d e riva tio n s  (2a) o f the fu n c tio n  estim ates -  a u to -c o rre la tio n  and p a r t ia l
auto c o r re la t io n  -  are ind ica ted  In the f ig u re  toge the r w ith  values o f
_ 2
the mean E and the variance a ^ o f  the s e r ie s . As mentioned in  sec tion
3 .5 , i t  is  on ly  necessary to  eva luate the fu n c tio n  fo r  the se rie s  and
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i t s  f i r s t  two d iffe re n c e s .
Id e n t i f ic a t io n :
From F ig . 5 .ta  fo r  the a u to -c o rre la tio n  and p a r t ia l a u to -c o rre la - 
t io n  o f  run #1 path #1, azimuth e r ro r ,  the fo llo w in g  is  observed (based 
on the d iscuss ion o f  Sec. 3.3)
a) w ith  d=0, (no d if fe re n c in g ) ,  the a u to -c o r re la t io n 's  r^  
decay e xp o n e n tia lly  in a s inoso ida l manner w h ile  the p a r t ia l
A
a u to -c o rre la tio n s  0 ^  cu t o f f  a f te r  the second la g , suggest­
ing a model o f ARIMA (2, 0, 1)
b) a f te r  one,degree o f  d if fe re n c in g , the same behavior is' *
d isp layed , but the se ries  has a m e a n  o f  nea rly  zero and the 
standard d e v ia tio n  is  much reduced. An ARIMA (2, 1, 1) is  
suggested and d iffe re n c in g  is  ind ica ted  due to  the des irab le  
f i l t e r in g  e f fe c t .
c) As fo r  d=2 (second d iffe re n c e s ), no d e f in i te  pa tte rn  is  
e xh ib ite d  by the fu nc tions  and w i l l  not be considered.
The se ries  o f  tra ck in g  e rro rs  in  azimuth o f  f l i g h t  path 1, may 
th e re fo re  be modeled by an au to -reg re ss ive , moving average process o f 
o rder (2, 0, 1) o r (2 , 1 , 1 ) .
As fo r  the 1st d e r iv a tiv e  o f e r ro r ,  F ig . 5 .2-b may be analyzed 
In a s im ila r  manner, thus:
a) w ith  no d iffe re n c in g  (d“ 0 ) , the auto c o rre la t io n s , r^  behave
A
l ik e  a decaying s ln o so id , w h ile  0 ^ ,  the p a r t ia l a u to -c o rre la - 
t io n s , decay o r p o s s ib ly , cu t o f f  a f te r  the second la g , suggest­
ing an ARIMA (2, 0, 1) model.
VE
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Series mean ■ -.815 
Variance * 79.07
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Series mean - .002 
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F ig . 5.4a. Estimated Auto and P a r tia l.A u to -C o rre la tio n s .o f Various D ifferences fo r  Azimuth Tracking E rro r 
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F ig . 5.*»b. Auto- and P a rtia l A u to -C orre la tions o f Various D ifferences o f Azimuth Tracking E rro r Rate 
o f Path 1, Run #1, together w ith  Approximate L im its  o f  Two Standard E rrors o f  Estimates.
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b) w ith  h igher d iffe re n c e s , the p a tte rn  Is lo s t ,  hence no 
d fffe re n c tn g  is  needed,
5 .2 .1 .2 . P re lim in a ry  Estim ation
Knowledge o f  the auto-covarlances o f  the I n i t i a l l y  Id e n t if ie d  
se ries  enables us to  ob ta in  e f f ic ie n t  p re lim in a ry  estim ates o f the auto­
regress ive  and moving average parameters (0 and 6 ) , toge ther w ith  noise 
2
va riance , a  . This Is  poss ib le  by the  method o f  section  3.5 and use is  
6
made o f  the  specia l computer program TSA/2 (Appendix lb ) .  The necessary 
auto-covarlance fu n c tio n  is  re a d ily  a v a ila b le  from the f i r s t  program 
(T S A /l). Table 5.1 l i s t s  the auto-covarances fo r  azimuth E and E, and 
the i n i t i a l  estim ates are included in Table 5 .2 .
5 .2 .1 .3 . Least-Squares Estim ation
F ina l parameter estim ates were obta ined by the method o f section
3 .5 . Computer program TSA/3 was used to  c a lc u la te  the lea s t square 
•estim ates o f  each suggested model. Table 5.2 conta ins the re s u lt  o f 
th is  work, where each model was tested on d if fe re n t  runs o f  f l i g h t  path 
#1, s ta r t in g  from the same in i t i a l  parameter values o f  the la s t  para­
graph. Values o f  i n i t i a l  and f in a l  sum o f squares are a lso  included 
fo r  comparison. Under the heading "Average E rro r"  are re s u lts  o f 
te s t in g  the  model aga inst the  mean tra c k in g  e r ro r ,  i . e .  average o f 
s ix  runs o f  path #1 (Table A .3 ).
Table 5.2 shows comparable re s u lts  when the best f i t  is  obtained 
w ith  the tra c k in g  e r ro r ,  using ARIMA models o f  orders (2, 0 , 1 ), (2., 0, 2) 
and (3» 0, I ) ,  w h ile  a model o f  (2, 1, 1) had a la rg e r f in a l cost compared 
w ith  the f i r s t  th re e . The f in a l choice was the model w ith  the minimum
I l l
Table 5 .1 : Estimated Auto C o rre la tio n s ! P a rtia l-A u to  C o rre la tio ns
and Auto Covariances fo r  Azimuth E rro r, Path 1, Run #1.
E   . VE
k
" k ■ V C k k n k 0 k k C k k
1 .844 .844 79.1 • 549 .549 24.9
2 .516 -.680 66.7 -.020 -.459 13.6
3 .195 .237 40.8
C
OCMCM•1 .673 -  .69
4 -.056 -.265 15.4 -.258 -.216 -  5.7
5 -.225 . 0 1 1 -  4.4 -.341 -.270 -  6.4









1 -22 .8 -.229 -.283 - 7.8
8 -.148 .183 -20.1 -.049 .070 -  5.7
9 -.026 -.159 -11.7 -  .066 -.228 -  1.2






(2 ,0 , 1)
(3,0 , 1)
(2 , 1, 1)
H ?
f
2 P re lim in a ry  and F ina l Least Squares Parameter Estimates fo r  
D if fe re n t Attempted ARIMA Models fo r  Prewhitening o f  Azimuth 
T rack ing . E rro r -  Path 1 In d iv id u a l Runs and Average E rro r.
Run 1 12 18 21 23 24 Average I n i t ia l
Operator 2 2 5 5 2 5 E rro r Guesses
Cost
I n i t i a l 1986. 1422. 2095. 1964. 1349. 2160. 705.
















h - .6 7 -.1 5 -.160 -.2 6 -.3 3 -.4 7 -.6 5 -  .65
-.1 6 -.7 6 - . 8 0 - .8 2 -.6 7 -.5 8 .17 -  .25
82 .17 -.6 8 -.2 4 -.2 7 -.2 7 -.0 0 -.0 8 .375
eo -.2 8 -.3 2 -.8 5 -.9 2 -.7 2 -.9 9 -.3 6 -  .169
Cost
I n i t i a l 1824. 1176. 2326. 1936. 1363. 2458. 607 .

















-.5 0 -.5 4 -.2 7 -.4 2 -.4 4 -.4 8 -.6 2 -  .65
-.4 2 -.0 9 -.5 6 - . 5 6 -.5 6 • 57 .14 ’  -25
8o -.3 6 -.2 5 -.7 2 -.7 9 -.6 3 -.9 7 -.3 5 • 375
Cost
I n i t i a l 1856. 1107. 2359, 1959. 1354. 2503. 523.

















-.777 -.719 -.834 -1 .05 -1 .36 -.225 -.924 - .812
.143 .083 .336 .356 • 50 -.150 .171 .067
8’
8o
-.279 .034 -.161 -.200 .114 -.713 .297 -  .049
-.309 -.204 -.443 -.494 -.271 -1 .22 -.266 -  .139
Cost
I n i t i a l










8, -.1 7 .03
8o 0 -.0 7
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number o f  parameters, I .e .  an ARIMA (2, 0, 1 ). The best model auto* 
reg ress ive  f i r s t  o rde r moving-average process o f  the form:
(1 -  0,B -  02B2) Et  -  (I -  8,B) a t  + 80
or Et " *lEt-1 + 02Et-2 + at ' Vt-l + 9o (5-2-'>
As fo r  the ra te  o f e r ro r ,  optimum parameter values obta ined from 
each run o f  paths 1 and 5 are given In Table 5.3* The proposed model 
Is o f  the same mixed ARIMA (2, 0, 1) form, I . e . , :
Et = 01Et-l + 02Et-2 + at * 91 at-l + 8o (5,2-2)
I t  is  no ticed  th a t the res idua l sum o f squares ( f in a l cos t) fo r  
the e r ro r  ra te  is  c o n s is te n tly  h ig h e r, fo r  a l l  runs, than the co rres ­
ponding values fo r  the e r ro r .  Although th is  is  an in d ic a tio n  th a t E is  
a poor choice fo r  an in p u t, i t  is  b e t te r ,  however to  leave such an 
e lim in a tio n  to  the next stage.
F in a lly ,  when equations (5 .2 .1 ) and (5 .2 .2 ) are rearranged, the 
p re -w h iten ing  trans fo rm a tion  Is  ob ta ined , i . e .
fo r  e r ro r :
a t (E) = Et  -  0,E t . ,  -  02Et _2 + 8l V )  -  8q (5 .2 .3 )
s im ila r ly  fo r  e r ro r  ra te :
“t(E> - K  '  »l8t-l ‘ 02Et-2 + 8l“t-l - 8o (5-2',,)
( i t  is  to  be noted th a t th is  Is  the general form o f  the model; the para­
meters are not equal in  both equations, as they have the values o f 
Tables 5.2 and 5 .3 ) .
n 4
Table 5*3 P re lim in a ry  and F inal Least Squares Parameter Estimates fo r  
a Suggested ARIMA Model fo r  Prewhltenlng Azimuth Tracking 
E rro r Rate -  Path 1 In d iv id u a l Runs and Averaged Performance
Run 1 2 3 4 5 6 Av. I n i t i a l
Model Operator 2 2 5 5 2 2
(2 ,0 ,1 ) I n i t i t a lCost 11859. 5677. 11711*. 10142 6883 14845 2679
---------
f in a l 8763. 5287. 8429. 7203 5151 11582 2618 ---------
* i
.88 .63 .61 .85 .82 .86 .64 .8195
h - .5 7 -.4 0 -.6 6 -.6 3
r**
LTV•1 -.6 2 -.3 4 -.454
e i
1 • 00 VO -.9 5 -.8 6 -.9 2 -.9 4 -.8 8 -.7 0 -.431
6 o -.7 6 -.7 7 -.6 7 -.6 7 .21 -.6 3 -.3 7 -.082
I
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5 .2 .2  Id e n t if ic a t io n  and P re-w h iten ing o f  Target Angular V e lo c ity
The strong c ro s s -c o rre la tio n  o f  ta rg e t angular v e lo c ity  w ith  human 
ou tpu t (F ig . 5*3) suggested ta k in g  th is  v a r ia b le  as a prim ary Inp u t.
We now proceed to  id e n t i fy  and prewhiten f l i g h t  path 1 angular v e lo c ity .
A l i s t in g  o f  the f u l l  se rie s  is  included in  Appendix 3.
5 .2 .2 .1  Id e n t if ic a t io n
The a u to -c o rre la tio n  and p a r t ia l a u to -c o rre la tio n  fu n c tio n s  were 
eva lua ted , as be fo re , by use o f  program TSA/1 (Appendix la ) and the 
re s u lt  is  shown in  F ig . 5*5. With zero d if fe re n c in g , the a u to -c o rre la -
A
t io n  fu n c tio n  r^  d ies ou t s lo w ly , w h ile  the  p a r t ia l a u to -c o rre la tio n  0 ^  
d ies ou t e x p o n e n tia lly  a f te r  the  f i r s t  o r second lag . While the  need 
fo r  some d if fe re n c in g  is  in d ic a te d , i t  Is advisab le  to  ca rry  the 
p o s s ib i l i t y  o f  m odelling the se rie s  by an ARIMA (2 ,0 ,1 ) to  the next 
stage. With one degree o f  d if fe re n c in g  (d ^ l) ,  the a u to -c o rre la tio n  
fu n c tio n  dies ou t f a i r l y  q u ic k ly , w h ile  the p a r t ia l a u to -c o rre la tio n  
fu n c tio n  cuts o f f  a f te r  lag two, suggesting a poss ib le  (2 , 1, 0) o r 
(2, 1, 1) model. The more general form o f  (2, 1, 1) w i l l  be explored 
fu r th e r  in  the next stage o f p re lim in a ry  e s tim a tio n .
5 .2 .2 .2  Estim ation
Results o f  p re lim in a ry  estim ates o f  the parameters (prog. TSA/2, 
Appendix lb ) and f in a l  le a s t squares estim ates (prog. TSA/3, Appendix 
Ic )  a re given in  Table 5.*». C le a rly  the model to  be se lected fo r  
ta rg e t angular v e lo c ity  is  an ARIMA (2, 1, 0 ) . A te s t run on path 5 
confirm ed th a t the form o f  the model is  co rre c t and the parameter set 
Is very nea rly  optimum even fo r  such a w ide ly  d if fe re n t  severe maneuver.
1.































F ig . 5 .5  Auto- and P a r t ia l  A u to -C o rre la tio n s  fo r  Various D ifferen ces o f  Target Angular V e lo c ity  




(2 ,0 , 1)
(2 , 1, 1)
or
12,1,0]
4 P re lim in a ry  and F ina l Least Squares Estimates fo r  Pre­
w hiten ing  Target Angular V e lo c ity  o f  Azimuth Paths 1 6 5.
I n i t i a l
Guesses
Path n Path #5
I n i t ia l
Cost









02 -  .011 -.0 2 -.025
8i -  .104 -1 .00 -.9 9
*o 0.0 0.0 0.0







• i 1.910 1.90 1.87
h -.953 -.953 -.9 5
8. 0.0 0.0 0.0
6o 0.001 0.001 -.001
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The time se ries  model o f  ta rg e t angular v e lo c ity  is ,  th e re fo re , 
es tab lished  as
Reversing the equation gives the requ ired trans fo rm a tio n  th a t 
reduces ta rg e t angular v e lo c ity  to  w h ite  no ise :
where parameter values are s u b s titu te d  from Table (5.*»).
5.3 Id e n t if ic a t io n  o f  the T ransfe r Functions
The pre-w h iten ing  trans fo rm a tio n  fo r  each Input is  now a v a ila b le . 
We proceed to  eva luate the dynamic re la tio n s h ip  between inputs and 
ou tpu t using the  method o f  Section 3 .6 , where c ro s s -c o rre la tio n s  o f 
the transformed in p u t-o u tp u t are used to  estim ate the impulse fu n c tio n . 
I n i t i a l  estim ates o f  6 and a) weights in the dynamic model are obtained 
from impulse fu n c tio n  values according to  equation 3 .6 .1 .
The model o f 3.6.1 is  re w r itte n  fo r  convience as equation 5*3.1
.e .
0(B) Vd Wt  -  at
(1 -  0, B -  02 B2) V Wt  -  at (5 .2 .5 )
at (W) = (1 -  1.9 B + .953 B2) V Wt (5 .2 .6)
(5 .3 .1 )
where “  wi ® "  *** “  ws ^
and 6p(B) -  1 -  B -  62 B2 .............. 6r  Br (5 .3 .2 )
fo r  a model o f o rder ( r ,  s , b ) .
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5.3.1 Impulse Function Estimates
The sample c ro s s - to r re la t io n  fu n c tio n  between the pre-whitened 
Input (a) and ou tpu t (@) Is evaluated according to  equation 3 .6 .13* 
where a t lag k:
and the Impulse fu n c tio n  a t lag k , V^, from 3.6 .14 Is  estim ated by
where S, as be fo re , stands fo r  sample standard d e v ia tio n . This is  
b a s ic a lly  the fu n c tio n  o f  computer program TSA/5 (Appendix Id ) .  Results 
from d if fe re n t  runs on various in p u t-o u tp u t combinations are presented 
in  Tables 5.5 and 5.6 fo r  inputs o f  e r ro r  and angular v e lo c ity  
re s p e c tiv e ly . These values are a lso  p lo tte d  in  Figures 5.6 and 5 .7 .
Impulse fu n c tio n  estim ates obtained in th is  manner are in e f f ic ie n t ,  
as w i l l  be c le a r in  the next sec tion  when the f in a l parameter values 
are ob ta ined . This is  fu r th e r  demonstrated by the wide spread o f  these 
va lues, even fo r  the same op e ra to r, as in  F ig . 5.6 and 5 .7 .
A word about the p re -w h iten ing  trans fo rm a tion  Is in  p lace . F igs. 
5.6a and 5.6b in d ic a te  th a t a u to -c o rre la tio n s  o f  the pre-whitened input 
o f  VE, Pa (v £ )(k ) and pa*(E) are s Im l,a r> although VE gave lower 
values a t low lags. The p o in t to  remember is  th a t these fu n c tion s  are 
the best the w h iten ing method could do to  transform  the se ries  to  
uncorre la ted  random dev ia tes . I t  Is a lso  no ticed  th a t the variance
(5 .3 .3 )
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Table 5 .5 . C ross-C orre la tions and Impulse Response Function Estimates 
fo r  E -»■ Tq A fte r  P re-whiten ing -  Azimuth Path 1, Run No. 1.
k raB(E,TQ) (k) \
0 .043 .006
1 -.0 68  -.016
2 .010 .001
3 -.080  -.011
4 -.029  -.004
5 -.081 -.011
6 .002 .000
7 .015 “ .002




Table 5. >. C ross-C orre la tions and Impulse Response Function Estimates 





2 -.103  -.3**2
3 .089 .25**
** -.003  -.053
5 -.213  -.648
6 i044 .131





Path 1 - Azimuth
• ■
Series
Run 0 Variance Mean
i
12.8 -.064
-------- 12 8.8 -.057
--------- 18 13.7 -.053










Figure 5.6a. Estimated Auto-Correla t ions,  Cross-Correlat ions and Impujto 
Functions o f  the  F i r s t  Differences of  Tracking Error  and 








Run # Op- Variance Mean
12 2 48.4 -.2 0
1 2 59.6 -.1 9
18 5 78.8 -.1 8
21 5 60.6 -.2 3
F ig . 5.6b. Estimated A u to -C o rre la tlo n s , C ross-C orrp la tlons and Impulse 
Functions fo r  Rates o f  Tracking E rro r and Torque a f te r  Pre- 
W hitening.
and the mean o f the transformed serfes are about one o rde r o f  magnitude 
h ig he r fo r  E compared w ith  those o f  VE. As the th e o re tic a l va lue o f  the 
mean-for w h ite  noise -  Is ze ro , the la rge  magnitude o f the  mean fo r  the 
transformed E re f le c ts  on the d i f f i c u l t y  In app ly ing  p re -w h iten ing  
procedure to  the ra te  o f  e r ro r  s e r ie s . Moreover, w h ile  searching fo r  
the le a s t squares estim ates o f  the parameter se t o f the  p re -w h iten ing  
E model, I t  was observed th a t the system was unstab le and ra th e r 
s e n s it iv e  to  step s iz e , I n i t i a l  guesses —  e tc . Based on these 
observa tions, i t  appeared th a t a dynamic model w ith  e r ro r  ra te  as an 
inpu t to  the system w i l l  not be a successful one; ra th e r, a w ise r 
choice would be the d iffe re n ce d  e r ro r ,  e s p e c ia lly  as the  la t t e r  y ie ld s  
i t s e l f  to  time se ries  ana lys is  more re a d ily  s ince i t  is  d ir e c t ly  
a v a lla b le .
I t  was th e re fo re  concluded th a t e r ro r  ra te  be dropped from fu r th e r  
con s ide ra tion  as a poss ib le  inpu t to  the tra ck in g  model, and on ly  VE 
and W were subjected to  fu r th e r  con s ide ra tion .
5 .3 .2  P re lim inary  Parameter Estim ation
I t  was mentioned In the preceeding sec tion  th a t estim ates o f  the 
impulse fu n c tio n s , as obta ined from (5.3.**) are ra th e r in e f f ic ie n t .  They 
are on ly  useful as a rough p re lim in a ry  parameter es tim a tion  and as a 
suggestion fo r  the o rde r o f  the model (Chapt. I l l ,  Sec. 6 ) . Program TSA/6 
(Appendix le )  was w r it te n  as suggested by Box and Jenkins (1971,
P art v and Chapter X) to  consider th is  problem. Based on estim ates 
o f  the Impulse response fu n c tio n  and a te n ta t iv e  o rder o f  the model, 
the program gives I n i t i a l  guesses.for 6  and ui weights o f  equation (5-3*1)» 
which are s u ita b le  to  s ta r t  a search ro u tin e  fo r  f in a l parameter va lues.
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The te n ta t iv e  o rder o f  the model Is sought from behavior o f  the 
c ro s s -c o rre la tio n  fu n c tio n  fo r  the pre-whitened In p u t-o u tp u t, and from 
the impulse response fu n c tio n  (Chap. I l l ,  Section 6 .1 ) .  For the 
system o f VE -+■ VT^, F ig . 5.6a c ro s s -c o rre la tio n s , suggest th a t no lag 
e x is ts  between inpu t and o u tp u t, meaning b«0 In our ( r ,s ,b )  model o f
(5 .3 .1 ) and (5 .3 .2 ) .  As fo r  the o th e r parameters, ( r  and s ) ,  both the 
c ro s s -c o rre la tio n  fu n c tio n  and the Impulses response fu n c tio n  cut o f f  
a f te r  lag two, an In d ic a tio n  th a t both values o f  r and s are po ss ib ly  2. 
T e n ta tiv e ly , the ( r ,s ,b )  model o f  VE VT^ Is th e re fo re  (2, 2, 0 ) .
As fo r  the angular v e lo c ity ,  F ig . 5 .7  -  c ro s s -c o rre la t io n , suggest 
th a t b = l, which is  a lso  confirmed by the impulse response fu n c tio n .
A cu t o f f  is  ind ica ted  a f te r  lag 3, which means th a t the model may 
te n ta t iv e ly  be o f  o rder (2, 2, 1).
F in a lly ,  i n i t i a l  parameter values from computer program TSA/6 
appear as Tables 5.7 and 5 .8 , where re s u lts  w ith  b=0 (no lag) and b=l 
are both included to  m a in ta in  g e n e ra lity  a t th is  stage o f  id e n t i f ic a t io n .
5 .3 .3  Least Squares Parameter Estim ation .
Given the o rde r o f the model and the i n i t i a l  parameter estim ates, 
we now proceed to  determine the le a s t squares estim ates fo r  each tra n s fe r  
fu n c tio n  model. To summerize the in fo rm a tion  a v a ila b le  so fa r ,  i t  is  
re c a lle d  th a t in p u t-o u tp u t tra n s fe r  fu n c tio n  o f  VE VT^ is  o f  the form:
VT ( E) .  “ 1,0 “ 1 4 ° !  VE ♦ M E )  (5 .3 .5 )
Qt  1 ' V i  B


























F ig . 5 .7 . A u to -C o rre la tio n s , C ross-C orre la tions and Impulse Function Est 
o f the D iffe renced Target Angular V e lo c ity  and Torque a f te r  Pre-
wh 1 ten 1 ng-.
Table 5.7 P re lim in a ry  Parameter Estimates fo r  Suggested T ransfe r 4
Function Models o f  VE -*■ VT^ fo r  Azimuth Path 1, Run #1
Model
( r ,s ,b )  (2 ,2 ,0 ) (2 ,2 ,1 ) Impulse
Parameter
Weights
-.6 3  - .3 9  -.105
6 , -.5 2  -.1 2  -.055
u>o   -.11  .089
w1 .11 .10 - .0 2 8
w2 .18 - .1 4  .000
Table 5.8 P re lim in a ry  Parameter Estimates fo r  Suggested T ransfe r 
Function Models o f  VW -*■ VTq fo r  Azimuth Path 1 Run #1
Model
( r ,s ,b )  (2 ,2 ,0 ) (2 ,2 ,1 ) Impulse
Weights
Parameter
- . 2 0  1.53  - . 2 0 6  
<50 .75 1.43 .786
eoo    - .2 1  .311
w1 .21 - 1 . 1 0  .650
o>2 -1 .53 1.52 .550
where Nt  represents resfdua l no ise , and b In (5 .3 .6 ) Is te n ta t iv e ly  
Id e n t if ie d  to  be “ I .
Computer program TSA/7 (Appendix I f )  Is  w r it te n  to  search fo r  
the best f i t ,  as judged by the sum o f  squares o f  the d iffe re n ce s  beteween 
p red ic ted  and observed human ou tpu t to rque. Results obta ined from 
th is  program on both tra n s fe r  fu n c tion s  appear as Tables 5.9 and 5.10, 
where the search was made aga inst a to ta l o f  ten runs, which was a l l  
the a v a ila b le  data fo r  f l i g h t  paths 1 and 5> I t  was though necessary 
to  run such an extensive  search to  observe model behavio r, consistency 
and s tab?11 ty .
The method o f  o b ta in in g  the contents o f  Tables 5.9 and 5.10 
deserves a b r ie f  d e s c r ip tio n . S ta rt in g  w ith  the parameter values and 
forms o f the model o f Tables 5 .7  and 5 .8 , program TSA/7 was executed 
fo r  d i f fe re n t  runs o f  f l i g h t  path 1. This re su lted  In d if fe re n t  sets 
o f  le a s t squares parameter values w ith  corresponding " f in a l  cost va lues" 
(sum o f squares). At the same tim e , te s t  runs were made on models w ith  
( r ,s ,b )  values o th e r than what was suggested by Table 5.7 and 5.8 in the 
preceeding s e c tio n ; the e f f o r t  being ju s t i f ie d  by the adm itted 
In e ff ic ie n c y  o f  the p re lim in a ry  es tim ates, as mentioned above. S ta rt in g  
w ith  d if fe re n t  sets o f . I n i t i a l  va lues, I t  appeared th a t run no. 12 o f 
f l i g h t  path #1 gave a sumiof squares w ith  co n s is te n t optimum parameter 
va lues. The work was reexecuted w ith  th is  se t o f va lues, from run #12, 
as the s ta r t in g  va lues, which Is Included In Table 5.10 under " i n i t i a l  
Guesses".
Table 5*9 F inal Least Squares Parameter Estimates fo r  a (2 ,2 ,0 ) T ransfe r Function Model o f  VE -  VT^
o f Azimuth Paths 1 and 5.
Path 1 Path 5
Run # i 12 18 21 23 24 7 9 17 20
Operator 2 2 5 5 2 5 5 2 5 5
Cost, I n i t i a l 123.7 35.4 50.4 35.2 18.5 89-9 246.5 112.5 108.2 283.
F inal 75.1 35.3 46.1 32.1 13.7 76.1 208.6 84.2 66.7 168.
.18 .013 -.0 6 -.0 6 .343 -.002 .046 .117 .036 -.1 6
6 2
- .2 7 -.021 .076 .182 .180 -.170 .056 .178 -.354 -.31
0)
O
-.11 0.0 0.0 0.0 -.045 0.0 -.058 0.0 -.085 0.0
" l
.013 « o CO .125 .124 .041 .086 .100 .158 .034 .243
“ 2 .048 -.043 -.078 -.075 -.034 .013 -.049 -.11 .003 -.043
4 .47 .219
.288 .200 .086 .475 .131 .526 .414 1.05
Table 5.10 F ina l Least Squares Parameter Estimates fo r  a (2 ,2 ,0 ) T ransfer Function Model o f  W -  T^ 
o f  Azimuth Paths 1 and 5*
Path #1 Path #5
Run # 1 12 18 21 23 24 I n i t i a l 7 9 17 20
Operator 2 2 5 5* 2 2 Guesses 5 2 5 5
I n i t i a l
Cost
238. 18.95 62.3 46.4 23.7 127. 393.7 275.9 249.2 917.0
F inal
Cost
88.1 18.66 42.8 33.6 16.2 66.1 —• 174.3 158.0 89.0 195-0
61 1.00
.228 .54 .719 .795 .897 .209 .800 .191 .838 .750
62 -.538 -.174
-.4 6 -.522 -.673 -.590 -.175 -.579 -.127 -.447 -.317
“ o .976 .865 .443
.784 .834 .292 .865 .455 1.20 -.272 1.32
" l 1.21
1.10 0.154 1.05 1.16 -.004 1.10 .073 -1 .32 -1 .22 1.46
0)2 -.362 -.487 .066 -.475 -.554 .139 -.486 .246 -.306 .827 -.215
R2 .865 .963 .912 .937 .966 .871 .793 .783 .905 .839
.546 .116 .266 .210 .100 .409 1-09 .976 .555 1.21
131
A c o rre la t io n  c o e f f ic ie n t  appears a t the bottom o f  each column 
2
In Table 5.10 as R , being defined in  th is  way (B ryant, 1970, Chapt. X)
l <y, ■ y)2 - I  (y> ■ y()2
.  i L  L _ !  L _  (5.3.7)
I (y, - y)
i '
where y *  observed dependent v a r ia b le .
7  “  a r ith m a tic  sample mean
A
y = p red ic ted  model value 
n = no. o f  data p o ln ts -s iz e  o f  sample 
2
By comparing the va lue o f  R as ca lcu la te d  above w ith  c r i t i c a l  values
in d is t r ib u t io n  ta b le s  o f  th is  c o r re la t io n  c o e f f ic ie n t ,  i t  appears
th a t the re  is  no reason to  doubt model adequacy.
2
The variance o f  the re s id u a l, a  is  a lso  included In Tables 5.103
2
and 5*11. The small magnitude o f  a  is  an a d d itio n a l in d ic a tio n  o f  the3
success o f  the model.
5 .3 .A S e lection  o f  a Parameter Set
Confronted w ith  a number o f  d i f fe re n t  sets o f  m u tua lly  co n s is ten t 
parameter va lues, the problem o f  s e le c tin g  a f in a l se t was considered. 
From the nature o f the v a r ia t io n s  among parameter se ts , i t  was obvious 
th a t an averaging process would not work. An attem pt to  search fo r  an 
optimum using the average tra c k in g  e r ro r  fo r  each f l i g h t  path was a lso  
abandoned, since the dynamic Inp u t-ou tp u t re la t io n s h ip  is  d is to r te d . 
This may be exp la ined in tu i t i v e ly ,  as an average tra c k in g  e r ro r  from, 
say s ix  runs, w i l l  no t produce tihe averaged torque ou tpu t from those 
runs. F in a lly ,  i t  was decided th a t a co n s is te n t se t may be se lected
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from the run w ith  the le a s t no ise , as Ind ica ted by the lowest sum o f 
squares ( f ln a l^ c o s t)  and the sm a lles t variance o f  re s id u a l. By 
Inspecting  Tables 5*9 and 5*10, I t  Is seen th a t run no. 23 s a t is f ie d  
th is  c r i t e r ia .  As w i l l  be seen la te r ,  th is  choise proved to  very 
reasonable in p re d ic tin g  the  d e te rm in is t ic  component o f opera to r o u tp u t.
I t  is  re a lize d  th a t s e le c tin g  a se t o f  parameters in  th is  manner 
im p lies  th a t the model w i l l  not p re d ic t,  a t th is  stage, the averaged 
performance o f the  sub jec t ope ra to rs . Rather, i t  w i l l  p re d ic t the 
performance o f a ty p ic a l w e ll tra in e d  o p e ra to r, as demonstrated by one 
o f  h is  le a s t no isy runs. Moreover, app ly ing  th is  c r i te r io n  fo r  s e le c t­
ing a parameter se t has the a d d itio n a l advantage o f  avo id ing the issue 
o f  d e fin in g  an average o r mean performance.
The la s t  question to  be s e tt le d  before accepting a f in a l  parameter 
se t is  to  check fo r  c a n c e lla tio n . Fo llow ing Box and Jenkins (1971, 
Chapt. X I) ,  I t  was necessary to  perform  apprxoimate fa c to r iz a t io n  in 
the denominator and numerator o f  the  tra n s fe r  fu n c tio n  in  o rder to  
exclude any can ce llab le  fa c to rs . This a lso  Insures th a t the model 
is  as sim ple as p o ss ib le , w ith  the minimum number o f  parameters. This 
work appears In Appendix 3.
As no c a n c e lla tio n  was uncovered, the  tra n s fe r  fu n c tio n  o f  azimuth 
tra c k in g  is  reported as:
(5 .3 .8 )
and T (W) -  -  1.16 B + .554 B*) w
Q (1 -  .795 B + .673 B2)




VTAE)  -  -  .OW (1 ♦ « - •?? B2) VE (5.3.10)
u (1 -  .343 B + .180 B )
(w) .  ,8 3.^ 1 1. 1.4 B 4 ,665 B2) w ( s . 3 . , 0
^  (1 -  .8  B + .67 B )
5.4.1 Formulation o f the M u lt ip le  Input Dynamic Model
The tra n s fe r  fun c tio n s  o f  (5 .3 .10) and (5 .3 .11) express the 
maximum amount o f  the human ou tpu t torque than can be co rre la te d  by 
each inpu t sep a ra te ly . C le a r ly , equation (5 .3 .10) re la t in g  VE -»■ VT^
a lso  represents the in p u t-o u tp u t re la t io n s h ip  o f  E + T . which may be
demonstrated by app ly ing  a lin e a r  summing opera tion  on each s id e , 
keeping in mind th a t,  i n i t i a l l y ,  a t time t= 0 , Tq b E = 0.
The model may be re w r itte n  w ith  subscrip ts  1 and 2 to  d is t in g u is h
between po rtions  o f the ou tpu t torque described by e rro r  and angular 
v e lo c ity  re s p e c tiv e ly  as was done in  (3 .5 .3 ) and (5 *3 .6 ); in  symbols, 
th is  is :
0 -  w B -  w B2
T0 =   E (5 .4 . , )
1 , - 6 l , l B “ 6 l , 2 B
o '  I 8 -  (0, 2 B2 
and Tn = -1*2 h i------- h i----- w (5 .4 .2 )
1 "  «2>, B -  $ 2 , 2  B
When u)j q and ^ are fac te red  o u t, the rearranged equations a re :
1 - w .  . B -  0). _ B2
t q  “ g, - — - - - - - J- — o E (5.4.3)
1 1 - 6T , 2 B - f i1 , 2 B
13**
and
1 -  0), . B -  w- „  B2 
Tfl -  g2  -------2a1 _ w (5.**.**)
52 '  -  S2 ,2  B ‘  62,2  B 
The f in a l  va lue o f  to rque , T^, Is ,  Id e a lly  speaking, the sum o f the  two 
components,
tq ■ %  + %  t5 - ,' - 5)
This assumes, c le a r ly ,  th a t E and W are the on ly  in p u ts , and th a t they
i
are independent o f  each o th e r. The f i r s t  assumption can be asserted
w ith  some confidence a t th is  stage; but the second one is  known to  be
in c o rre c t, due to  the strong c ro s s -c o rre la tio n  between ta rg e t angular
v e lo c ity  and tra ck in g  e r ro r .  For th is  reason, Tn and T_ need to  be
>1 ^2
weighted in  o rde r fo r  (5.**.5) to  ho ld .
Let us put
Ttt -  Gl T5 ,  + G2 \
when (5.**.3) and (5.**.**) are s u b s titu te d  in to  the la s t  expression the 
re s u lt is :
V  G1 {(61,1B + S1.2b2) TQ1 + 91° * 61,1B ’ 61,2b2)E}
' ♦ G?{(62 i ) B + 62>2B2) Tq2 ♦  g2 (1 -  62(1B -  «2>2B2)W>
o r
TQ " 61(61,1B + 61,2B2) TQ1 + 62 (62,1B + 62,2B2) TQ2
+ Gj g  ̂ (1 “  -  w, , 2B2) e + G2 g2 ^  "  W2 ,1 B " W2 ,2 B
(5.*».7)
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The f i r s t  two terms on the r ig h t hand side o f (5 .4 .7 )  account fo r  
the au to-regressive e f fe c t  o f each component torque output. I t  should 
be possible to account fo r  the to ta l e f fe c t  In an auto-regressive  
series In terms o f the to ta l torque Tq (Chapt. I l l ,  Sect. 2 . ) .  In other 
words, I t  Is desired to fin d  parameters G j, G^, 6 j and 6^ su°h th a t:
o  -  ; , » - « , ■ * )  v  6, d  -  « , )2 b2) Tq,
+ G2 (l -  62 , ! B -  { 2 ,2 b2) TQ2 (5-1,-8)
When th is  is done, the model w i l l  have a much more convenient form as:
(1 - «1B-62B2 )Tq - G ^ l - w ^ B - u ^ B ^ E  + Gj(l-w2> jB -w ^ B ^ W  
or the equivalent form:
G. (1 -  w .  . B -  to . B 2 ) B .  (1 -  t o ,  .  B -  w 9 , B 2 )
B 1 1 » 1 1 +  n  W
(5 .4 .9 )
a (1 -  5 } B -  <52B2) (1 -  -  <$2B2)
where Gj and G2 have th e ir  equ iva len t values in  (5 .4 .7 )»  and the primes 
have been dropped w ith  no loss o f  g e n e ra lity .
I t  Is  to  be resta ted  th a t In (5 .4 .9 )*  G j, G2, 6 j and $2 are para­
meters whose values are ye t to  be determ ined. The problem o f  p re lim in a ry  
parameter estim ates to  be supp lied  as I n i t i a l  guesses to  the search 
ro u tin e  was s e tt le d  as fo llo w s . A reasonable estim ate fo r  Gj and G2 
should be the o r ig in a l g  ̂ and g2 values (from 5 .4 .3  and 4) fo r  the 
in d iv id u a l tra n s fe r  fu n c tio n s . As fo r  and 62 , I t  is  no ticed  th a t 
the magnitudes o f 62 j and 62 2 in the angular v e lo c ity  tra n s fe r  
fu n c tio n  are more than tw ice the  magnitude o f  the corresponding j
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and 6 j 2 *n the tra ck in g  e r ro r  tra n s fe r  fu n c tio n  model (equations 5 ,3 ,8  
and 5 .3 .9 ) .  I t  Is expected, th e re fo re , th a t and 6^ would be c lose In 
value to  6^ j and $2 2 resPe c t lv e ly .  The fo llo w in g  are then expected to  
be e f f ic ie n t  p re lfm lna ry  estim ates:
61 -  0 .8 , 62 » - .6 7  G1 -  -.045  G2 ■ .834 (5-4.10)
In order to  Insure th a t the above p re lim in a ry  estim ates are 
In the c o rre c t region o f the  parameter space, a search was made (program 
TSA/7, Appendix I f )  on Gj and G2 o n ly , ho ld ing Sj and 62 to  th e ir  values 
o f (5 .4 .1 0 ). Table (5 .H )  demonstrates the success o f the tra n s fe r  
fu n c tio n  model, where c o r re la t io n  c o e ff ic ie n ts  (as R ) averaged about 
92% fo r  f l i g h t  path 1 runs, and about 82% fo r  f l i g h t  path 5. The 
bottom h a lf  o f  Table 5 .H ; shows re s u lts  o f  te s t  runs made w ith  a 
se lected se t O' i  values (Gj = ; - .0 l6  and G2 0  .860 ), which shows th a t
the system is  s ta b le  w ith  one set o f  parameters th a t can approximate
(
the d if fe re n t  runs very w e ll.  The values assigned Gj and G2 are a
rough average o f  those re c u rr in g  c o n s is te n tly  and most fre q u e n tly  In
I
the d if fe re n t  runs o f  Table 5.11'. The purpose o f  th is  step is  th a t,  
although optimum parameter values va ried  s ig n if ic a n t ly  between runs, i t  
Is poss ib le  to  reproduce the data to  an acceptable leve l w ith  a s in g le  
parameter s e t. The work o f  th is  s e le c tio n , however, provides pre­
lim in a ry  estim ates o n ly , as f in a l values w i l l  be reported In the next 
sec tion  when the dynamic tun ing  o f the model Is done.
5 .4 .2  Dynamic Tuning o f  Model Parameters
O ptim ization  o f  model parameters has been done, so fa r ,  on the 
tra n s fe r  fu n c tio n  o f the model, by comparing inputs from human opera to r
Table 5*11 O ptim ization o f Weights on M u lt ip le  Input T ransfer Function Model























I n i t ia l
Cost 108.8
33.2 61.3 79.9 41.6 104.4 333.3 186.2 124.5 291.6
F inal
Cost** 107.5















































































A ll runs w ith  i n i t i a l  values o f Gj = -.0 4 5 , G£ = *®34
&
Test performance w ith  a s in g le  parameter se t o f  Gj = -.016  and G  ̂ = .860.
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da ta , w ith  the torque ou tpu t th a t human sub jects produced. In o th e r 
words, a l l  the e r ro r  E, and torque T^, have been those produced by 
manual tra c k in g . The next phase requ ires f i t t i n g  the tra n s fe r  fu n c tio n  
model o f  (5 .4 .9 ) In to  a tra c k in g  system, where i t  receives f l i g h t  path 
da ta , and w i l l  be required to  produce tra c k in g  e rro rs  th a t w i l l  match 
those obta ined In the experimental runs, In a closed loop manner, as 
e r ro r  Is fed back (F ig . 5 .1 ) .
Throughout the remainder o f th is  s e c tio n , the c r i te r io n  fo r  the 
optimum s h a ll be tra c k in g  e r ro r ,  and not torque o u tp u t. This Is 
required by the cons ide ra tion  th a t the whole purpose o f  a tra c k in g  model 
is  to  be ab le to  p re d ic t opera to r tra ck in g  e r ro rs . Since no attem pt 
is  made to  s im ula te  the in te rn a l mechanism o f the human tra c k e r, i t  is  
l ik e ly  th a t the model w i l l  produce a torque p a tte rn  d if fe re n t  from the 
human o u tp u t, In order to  resemble most c lo s e ly  h is  tra ck in g  e r ro rs . 
While the choice o f tra ck in g  e rro r  as c r i te r io n  Is w ide ly  accepted, a 
dec is ion  had to  be made as to  how to  de fine  the  cost fu n c tio n . The sum 
o f square e r ro r  can be used; where e r ro r  is  defined as the d iffe re n c e  
between model tra c k in g  e r ro r  and human tra c k in g  e r ro r ;  but I t  h e a v ily  
penalizes la rge e r ro rs . In our case, th is  is  a disadvantage, since 
large e rro rs  always occur around cross-ove r, which Is the region o f  
le a s t need fo r  tra c k in g  model f i d e l i t y .  A b e tte r  choice seemed to  be 
the sum o f absolute e r ro r ,  s ince i t  Im plies even w eigh ting  a l l  along 
the f l I g h t  path.
The dynamic tra ck in g  program, which Is documented a t the end o f 
th is  work (Appendix 5 )  was used -  w ith o u t the s to ch a s tic  p a rt -  to  
tra c k  the same f l i g h t  paths th a t were tracked In the experimental runs;
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and the re s u lt in g  e r ro r  In azimuth was compared w ith  the mean tra ck in g  
e r ro r  o f  the human opera to rs . Parameter adjustment and search fo r  the 
optimum was done by computer program TSA/7; and f l i g h t  path 1, w ith  
averages from s ix  re p lic a te s , was used. As was mentioned in  the la s t 
se c tio n , the on ly  parameters th a t are allowed to  va ry , In the model, 
were 6 j ,  62 , Gj and G2.
Two o th e r parameters, not e x p i ic l t y  In the tra ck in g  model, where 
a lso  va ried  In the course o f  fu r th e r  re f in in g  model performance. These 
were lag in te rv a l and dead tim e. I n i t i a l l y ,  a lag in te rv a l equal to  
the sampling in te rv a l o f  the data (0 .2 5  sec.) was used; and a dead time 
equal to  0.15 se c ., being a p h y s io lo g ic a lly  acceptable va lue .
Follow ing are the f in a l optimum parameter va lues, obtained from 
the regression a n a ly s is , fo r  azimuth tra c k in g .
i)  Torque a u to -reg ress ive  parameter, 6 j “  0.890 (dimensionless)
l i )  "  11 "  "  , 62 = -0.299 (dim ensionless)
i i i )  Tracking e rro r  w e igh ting  fa c to r  Gj “  -13*00 f t - lb . / r a d ia n
Iv ) Angular v e lo c ity  "  11 6 2 “  24.889 f t - lb . / r a d .  per
sec.
I t  is  no ticed  th a t 6  ̂ and 62 are not fa r  from th e ir  i n i t i a l  values 
in the tra n s fe r  fu n c tio n  model (Table 5*11), w h ile  Gj and Gg are o f a 
d if fe re n t  o rder o f magnitude. This was found necessary when co n s tru c t­
ing the dynamic model, where in te rn a l c a lc u la tio n s  use radians and 
rad lans/sec instead o f  m ils  and degrees/sec. fo r  tra ck in g  e r ro r  and 
angular v e lo c ity  re s p e c tiv e ly . The corresponding values a f te r  a llow ing  
fo r  the d if fe re n t  u n its  would be:
G. -  -13.00 ( f t . - lb . /R c jd . )  *  (R ad./m l.) = -.013 f t .  lb . /m l.
I 1018
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G2» 2 4 .8 8 9 ( ft .- lb ./R a d . per s e c .)*  •^■(R ad./deg. )» 0 .4 3 ft . - lb . /d e g .p e r  sec.
These are to  be compared w ith  -.016  and 0.89 re sp e c tive ly  (from the 
la s t  s e c tio n ).
5.5 E levation Tracking Model
5.5.1 Form o f the Model
The tra'nsffer fu n c tio n  model fo r  azimuth tra c k in g  was expressed 
in (5 .4 .10) as
G (1 -  w B -  w B2) G .(l -  ft), ,B r  « B2)
T o  Ld  E + —-^ ----------------  W
u 1 -  6jB -  62B 1 -  -  62BZ
A change in the nomenclature w i l l  be necessary, from now on, to  
accommodate e le va tio n  tra ck in g  in p u ts , ou tputs and parameters. Sub- 
s c r ip te  "e " and "a "  w i l l  be added to  denote e le va tio n  and azimuth 
re s p e c tiv e ly . The above expression becomes, a f te r  some rearrangement:
C - Sl , a B - S2>aB2) TQ, ~ “ l . l B -  “ ! , 2 b2> Ea
+ G2-,a( l  -  “ 2 , I B -  “ 2 ,2 b2> Wa (5 ‘ 5- ,)
So fa r ,  a l l  the ana lys is  and fo rm u la tio n  was done on the azimuth 
ax is  o f  tra c k in g , the re s u lt  o f  which is  the model o f  (5 .4 .1 ) and 
(5•5-1) w ith  the parameter values mentioned above. We now tu rn  our 
a tte n tio n  to  e le v a tio n . In order to  co n s tru c t the e le va tio n  counter 
p a rt o f  (5.5>1)» i t  was necessary to  id e n t ify  the parameters th a t 
would change and those th a t should stay the same in  both a x is , w ith  
the im p l ic i t  assumption th a t the form o f the model is  acceptable and 
should work fo r  both a x is . As fo r  the e r ro r ,  parameters uij j and Wj 2
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are p e c u lia r to  the general p a tte rn  o f  human tra c k in g  e r ro r ,  and as 
such, should be the same as we move from one f l i g h t  path to  another, 
o r from azimuth to  e le v a tio n . The same app lies  to  parameters j and 
($2 2 which express the way a human opera to r makes use o f  ta rg e t v e lo c ity  
in fo rm a tio n , w ith  l i t t l e  o r no regard to  whether i t  is  in azimuth o r 
e le v a tio n .
As fo r - th e  w e igh ting  parameters G| and G2 in (5 .5 .1 ) and (5 .4 .1 0 ), 
they re gu la te  the  in fluence  o f  tra ck in g  e r ro r  and angular v e lo c ity ,  and
they may be thought o f  as "s c a lin g  fa c to rs " .  Noting th a t tra ck in g  e rro rs
and ta rg e t v e lo c it ie s  are o f  d i f fe re n t  magnitudes in e le va tio n  compared 
w ith  azim uth, we would expect Gj and Ĝ  to  have d if fe re n t  va lues. The 
6 parameters are the most d ire c t  expression o f opera to r tra ck in g  s tra te g y , 
as they measure the ex ten t to  which h is  performance is  auto-regressed on 
i t s  past va lues. As tra c k in g  s tra te g ie s  d i f f e r  from azimuth to  e le v a tio n , 
6j and fig are a l s°  expected to  change.
The preceding d iscussion leads to  a model fo r  e le va tio n  tra ck in g  
o f  the same form as (5 .5 .1 ) ,  i . e .
( '  ’  Sl , e B '  S2 . e B2> T5e = '  “ l , l B ‘ “ l .Z 6' )  Ee
+ G2 ,e (1 "  W2 ,1 B ~ w2 ,2 b2) W (5 .5 .2 )
where uij j » 2 * w2 1 an<* w2 2 ^ave t *ie  va l ues assl9 ned to  them in
(5 .3 .10) and (5 .3 .1 1 )* w h ile  6, , 6 , . G, and G„ were to  be
eva luated.
5 .5 .2  Estim ation o f  E levation  Parameters
The form o f the model fo r  e le va tio n  tra ck in g  is  th a t o f equation
1^2
(5 .5 .2 ) above. The cost fu n c tio n  fo r  regression was s im ila r  to  tha t 
used w ith  azim uth, i . e .  The sum o f the absolu te  d iffe re n c e  In 
tra c k in g  e rro rs  between the model and the averaged human performance. 
F lig h t path 1 tra c k in g  e r ro rs , w ith  an average o f  s ix  runs, were used 
in the search.
When the search te rm ina ted , using program TSA/7 as be fo re , the 
optimum se t o f  parameters from path #1 was tested aga inst f l i g h t  path #5» 
but the re s u lt  was u n s a tis fa c to ry . An attem pt was made to  use d if fe re n t  
sets o f  parameters before and a f te r  c ross-ove r, even though, i t  appeared 
th a t d i f fe re n t  f l i g h t  paths required d if fe re n t  sets o f parameters. I t  
was suspected th a t data from path 1 m ight.be a poor cho ice, and another 
path should be se lected fo r  regression^ Path 5 data was used and when 
optimum parameters fo r  th is  path were tested aga inst o the r paths the re  
was a su b s ta n tia l improvement except fo r  a cons is ten t b ias in the pre­
cross-over reg ion , where the model p red ic ted  sm a lle r e rro rs  than the 
averaged opera to r e r ro r .  This was f in a l ly  overcome by regressing on 
the p re -cross-ove r data , where a s l ig h t  adjustment in the parameter 
se t was necessary. The model was tested aga inst a l l  f l i g h t  paths w ith  
very good re s u lts .
5.6 Tracking Performance o f  the D e te rm in is tic  Model
The f in a l  se t o f  parameters in the model o f the form (5 .5 .11)
(1 -  6,B -  62B2)TQ -  G, (1 -  -
+ G2 ( l -  O ^ B  -  <02(2B2) W
fo r  both azimuth and e le va tio n  Is l is te d  in  Table 5 .12 . In th is  model
143
Table 5.12 F ina l Parameters f o r  the D e te rm in is tic  Component o f 
Time Series Tracking Model
Parameter Optimum Value in
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Tq -  Torque f t .  1b ., E -  angular tra c k in g  e rro rs  In degrees, and W ■ 
angular v e lo c ity  in rad ians /sec . Table 5.13 l i s t s  values o f  the 
mean absolute e r ro rs , obtained w ith  th is  se t o f  parameters aga inst
the averaged opera to r tra ck in g  e r ro rs , fo r  se lected paths.
F in a lly ,  a graph ic dem onstration o f  the success o f the model in 
p re d ic tin g  the average human performance is  presented in Figures 5.8 
through 5.11. Graphs fo r  o th e r f l i g h t  paths are included in Appendix
3 a t the end o f th is  th e s is .
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Table 5. 13 Performance o f  D e te rm in is tic  Tracking Model on Main F lig h t 
Paths Measured as Mean Absolute E rro r.
I nMAE *  — E I Av. human e r ro r  -  model mean e r ro r  I n
n “  160 data po in ts
F lig h t  Path Mean Absolute E rro r, m is.
Az. E l.% ■ . i n  i. ■ ■ ■■■■
1 2.3 1.1
3 2 . 6  1.0
5 2 . 7  1.0
6 2 . 3  1-0t
8 2.5 0.9
10 2.4 0.8
11 2 . 5  1 .0
13 2.5 1.0
15 2.2 0.9
16 . 2.4 0.9
18 2.9 0.9
20 2 .6  1.0
AFlight  path d esc r ip t io ns  appear In Table 4.3 . 4i
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Figure 5.10. Averaged Human E rro r and Predicted Mean E rro r -  FI I'ght 
Path #10. i
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CHAPTER VI 
IDENTIFICATION OF OPERATOR NOISE
The s to ch a s tic  component o f  the model a rise s  from the presence 
o f noise In the system, which is  actual "p la n t"  noise and not measure­
ment o r observa tion  no ise . The la t te r  is  usu a lly  independent o f  process 
v a r ia b le s , and is  o fte n  "w h ite "  to  a good approxim ation. "P la n t"  no ise , 
on the o th e r hand, Is o fte n  non-w hite, o r ig in a te s  ins ide  the co n tro l 
loop and propogates around the e n tire  loop. A standard p ra c tic e  in 
Id e n t if ic a t io n  is  to  model colored noise In the form o f  a t ra n s it io n  
m a trix  th a t w i l l  be ad jo ined w ith  the s ta te  t ra n s it io n  m a trix  (Sage 
and Melsa, 1971, Chapt. V I I I ) .  In Chapt. I l l  (Sect. 3.*t and 3*6) a 
procedure was suggested, where fo r  a model o f  the form:
Yt  "  S W  Xt  + Nt  (6 .0 .1 )
Nt » the noise component was to  be Id e n t if ie d  as an ARIMA model:
Nt “ f r l )  at  (6*°*2)
which Is l in e a r ly  added to  the d e te rm in is tic  p a rt o f  the model to  form 
the general s to ch a s tic  dynamic process.
The purpose o f th is  sec tion  is  to  document the id e n t i f ic a t io n  o f  
noise by determ ining 6 , 0 and the variance o f  the random de v ia tes , a ^ .
The p o in t a t which noise enters the co n tro l loop can be chosen a t
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convenience, s ince s h if t in g  I t  around the co n tro l loop o r grouping 
several noise sources toge ther w i l l  not a f fe c t  the model (Sage and 
Melsa, 1971, Box and Jenkins, 1971, Chapter X I I I ) .  F igure 5.1 a t the 
beginning o f Chapter V ind ica te s  where noise was assumed to  en te r the 
co n tro l loop in th is  model.
6.1 Analys is o f  the Residual
The f i r s t  step in the id e n t i f ic a t io n  o f  noise was to  study the 
s ta t is t ic a l  p rop e rtie s  o f  the re s id u a l, such as the a u to -c o rre la tio n s  
and c ro s s -c o rre la tio n s  w ith  systems inp u ts . "R esidua l" here re fe rs  
to  the remnant to rque , i . e . ,  the d iffe re n c e  between human opera tor 
torque ou tpu t and mean model ou tp u t. Figures 6.1 through 6.5 conta in  
fun c tio n s  o f  the a u to -c o rre la tio n  and c ro s s -c o rre la tio n  fo r  the 
re s id u a l, and i t s  f i r s t  d iffe re n c e  w ith  system inputs and angular 
v e lo c ity  and tra ck in g  e r ro r .  C ro ss-co rre la tio ns  between the res idua l 
torque and the to ta l torque ou tpu t is  a lso  shown in the f ig u re s .
F ig . 6.5 describes the a u to -c o rre la tio n  fu n c tio n  fo r  in d iv id u a l runs 
o f  path 1, w h ile  the re s t o f  the graphs show the average value o f  the 
fu n c tio n  from a l l  a v a ila b le  data on f l i g h t  paths 1 o r 5 as in d ica ted . 
This is  not to  be confused w ith  the value o f  the auto and cross­
c o rre la t io n  fu n c tio n s  fo r  the average human performance, which was 
the case when fo rm u la tin g  the d e te rm in is tic  model. In th is  case, the 
d if fe re n t  re p lic a te  runs were tre a te d  separa te ly  and the re s u lt in g  
auto and c ro s s -c o rre la tio n s  averaged fo r  each path.
The res idua l a u to -c o rre la tio n  fu n c tio n  changes as we move from 
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a) A u to -C o rre la tio ns  o f  the Magnitude o f  Azimuth Residual 
Torque; and C rossrC orre la tlons w ith  b) Tota l Torque, c) 
Target Angular V e loc l.ty , d) Tracking E rro r. .
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Figure 6 .3 . a) Auto -C orre la tions o f  the F i r s t  D ifference o f  Azimuth 
Residual Torque, and Cross-Corre lations w tth  the D i f f e r ­
enced Series o f  b) Total Torque c) Target Angular V e lo c ity
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Figure 6 .4 . Cross-Corre la tions o f  Azimuth Residual Torque w ith  the 
F i r s t  D ifferences o f  a) Total Torque, b) Target Angular 
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Figure 6 .5 . Auto -C orre la tions o f  Azimuth Residual Torque fo r  Various 
Runs o f  Path 1.
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in F ig . 6 .1-a .  This confirms the fe e l in g  th a t the res idua ls  are 
s tro n g ly  path dependent. Figures 6 .1-b and c are almost id e n t ic a l ,  
in d ic a t in g  the strong c ro s s -c o rre la t io n  the residua l has w ith  the ou t­
put torque and ta rg e t  v e lo c i t y ;  w h ile  F ig . 6 .1 -d  t e l l s  the r e la t iv e ly  
weaker dependence o f  the residua l on tra ck in g  e r ro rs .  When the 
magnitude o f  the residual is considered, (F ig . 6.2 a-d) the same 
pa tte rn  Is maintained but the c o r re la t io n  is s tronger throughout. The 
behavior o f  the f i r s t  d i f fe re n ce  o f  the residual and i t s  c o r re la t io n  
w ith  VW, VE and VTq appear in F ig . 6 .3 , where i t  is  seen th a t the 
pa tte rn  o f  the a u to -c o rre la t io n  is almost lo s t ,  w h ile  c ro ss -co rre la t io n s  
are s t i l l  ev id en t,  but very weak. Run to  run v a r ia t io n s  in the auto­
c o r re la t io n s  o f  the re s id u a l,  even fo r  a r e la t i v e ly  easy path l i k e  
path #1 are s ig n i f ic a n t  as demonstrated in Fig. 6 .5 , which suggested the 
idea o f  working w ith  average auto and c ro ss -co rre la t io n s  from d i f fe r e n t  
runs.
A f in a l  observation on the magnitude o f  noise is th a t i t  changes 
by several orders o f  magnitude as we move along the f l i g h t  path; the 
maximum occuring s h o r t ly  a f t e r  c ross-over. A te s t  run on the variance 
o f  noise showed th a t i t  too changed along the f l i g h t  path by a s im i la r  
margin.
The above suggestion o f  con s truc t in g  another dynamic model th a t 
describes an inpu t-ou tpu t re la t io n s h ip  between angular v e lo c i t y ,  torque 
and tra ck in g  e r ro r ,  to  be adjoined w ith  the d e te rm in is t ic  model, was 
attempted by employing W, the angular v e lo c i ty  as an inp u t, w ith  the 
a v a i la b le  pre-whitening transfo rm ation o f  Sec. 5.3» The c ro ss -co rre la ­
t io n s  between the pre-whitened angular v e lo c i t y ,  a ^ t  and the transformed
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residual @N did  not e x h tb l t  any pa tte rn  and the method had to  be 
abandoned.
In searching fo r  another method, I t  was observed tha t the variance 
changed along the f l i g h t  path In a manner very much resembling th a t o f  
the angular v e lo c i t y ,  which suggested the p o s s ib i l i t y  o f  developing a 
dynamic model w ith  the angular v e lo c i ty  as an Input and the variance 








The fo l lo w in g  sections report the work done on the id e n t i f i c a t io n  
o f  noise Nt  and the dynamic model o f  variance V^(a),
6.2 Id e n t i f ic a t io n  o f  Noise Series
6.2.1 Order o f  the Model
The o b je c t iv e  In th is  section Is to  document the Id e n t i f ic a t io n  o f
as an ou tpu t. Assuming a model o f  the form (6 .0 .2 ) ,  the
thus evaluated w i l l  produce the random shocks th a t w i l l
\
the noise se r ie s .  Elements o f  no ise, Nt> w i l l  be simply 
the torque as determined by the tra ck in g  model o f  Sec. 5.5* 
summarize, the method may be s ta ted as fo l lo w s :  
the accepted form o f  the noise model is  th a t o f  (6 .0 .2)
the parameters 0 and 0  are evaluated by the standard 
methods o f  Chapter I I I .
the random deviates afc are assumed "normal'1, w ith  a 
zero mean and a v a r ia b le  variance th a t  is  the output 
o f  a dynamic model whose input is W, ta rg e t  angular 
v e lo c i t y .
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the residual torque as an ARIMA (p ,d ,q ) process. The order o f  the model 
was derived from the behavior o f  the a u to -c o rre la t lo n  fu n c t io n .  As 
F ig. 6.1-a shows, the a u to -co rre la t io n s  cut o f f  a f te r  one lag in path 
1, but d ie  out exp one n tia l ly  from the second lag in  path 5. D if fe re n c ­
ing was not necessary as Fig. 6.3-a shows no pa tte rn  in the d if fe re n ce  
se r ie s . The p a r t ia l  a u to -c o rre la t io n  func tion  suggests a "p "  value 
o f  1 o r  2 may be used f o r  the auto-regress ive  parameter. Hence a 
te n ta t iv e  model o f  ARIMA (2, 0, 2) was t r ie d ,  being the more general 
form, i . e .
(1 -  0^B -  02B2) Nt  = (1 -  -  02B2) a t  (6 .2 .1 )
6.2 .2  Parameter Estimation
I n i t i a l  parameter estimates were obtained using computer program 
TSA/2 (Appendix lb ) .  The f in a l  estim ation  o f  optimum parameters was 
done by the search technique o f  program TSA/3 (Appendix lc )  as before .
The o b je c t iv e  o f  the search was to  minimize the sum o f  squares o f  
the random noise components o f  the series at  in (6 .2 .1 ) .  The elements 
were ca lcu la ted  from
at  -  Nt  -  0,Nt . ,  02Nt _2 + 6 , ^ . ,  + e2at _2 (6 .2 .2 )
where is the d if fe re n ce  between model torque and experimental torque. 
Values o f  at  a t the s ta r t  o f  the series were, as before , set to  th e i r  
unconditional meqn o f  zero.
The re s u lt in g  model had the fo l lo w in g  form and parameter values:
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or at  ■ VNt  -  0.439 at _j (6 .2 .3 )
where 0 j » 1 . ,  0j “  “ 0.439, 0g ■ 0g "  0»
The model was Incorporated In the main model (Section 5 .6  above) and 
tested by tra ck ing  various f l i g h t  paths. Elements o f  torque noise 
ser ies  were produced from (6 .2 .3 ) as
The random shocks, at » were generated by a Gaussian random number 
generating program (Appendix 5) assuming a zero mean and a variance 
p red ic ted by the model o f  the next se c t io n . The te s t ,  however, was 
u n s a t is fa c to ry ,  as the ta rg e t was lo s t  on severe maneuvers, e .g . 
f l i g h t  paths 5 and 10. This made I t  necessary to  reconsider the noise 
model o f  (6 .2 .3 ) and seek a s u b s t i tu te  fo r  the least squares c r i t e r io n .
Remedial ac t ion  was taken by a l low in g  the noise series o f  (6 .2 .3 ) 
two more degrees o f  freedom In th is  way:
at  “  ®*lNt  "  ^2Nt - l  + 0 l at - l  (6 .2 .4 )
t
As fo r  a c r i t e r io n  f o r  paramter search, a method u t i l i z i n g  auto and 
c ro s s -c o rre la t io n s  was attempted. The method was o r ig in a l l y  suggested 
by Lee (1951), and la te r  by Goodman and Reswich (1956) and Evaleigh 
(1967, Chapter V I I ) .  I t  was succe ss fu l ly  app lied  by Frolsy (1971), 
whereby auto and c ro s s -c o rre la t io n s  o f  the model output are matched 
w ith  corresponding values In the experimental data, the o b je c t iv e  
being to minimize the sum o f  the squared d if fe re n ce  between corresponding
(6 .2 .4)
161
elements o f  the two se ts . The method d id  not seem to  possess a unique 
minimum, and fa i le d  to  converge unless s ta r te d  from c a re fu l ly  selected 
I n i t i a l  guesses. In fa c t ,  the parameter set th a t corresponded to  the 
best minimum gave unacceptable re s u lts  when compared w ith  human 
performance, as the pa tte rn  o f  the re s u l t in g  tra ck ing  e r ro r  d id not 
resemble those o f  the experimental data.
F in a l ly ,  an acceptable procedure was estab lished , based on the 
work by A. P ierce (1969) on the d is t r ib u t io n  o f  res idua ls  from time 
ser ies  models, and Box and Jenkins (1971) c r i t e r i a  fo r  o v e ra l l  model 
adequacy as discussed in Chapter I I I  above. I t  is  reca lled  th a t ,  i f  
the model Is adequate, then a u to -c o rre la t io n s  o f  the residual random 
deviates a^ and c ro s s -c o rre la t io n s  w ith  system Inputs should have a 
chi-square d is t r ib u t io n .  With reference to (6 .2 .1 ) ,  the te s t  involves 
eva luating  at  s e r ie s ,  f o r  which au to- and c ro ss -co rre la t io n s  are 
obtained to  a length -  say 15 lags -  a f t e r  which they may be considered 
e s s e n t ia l ly  zero. Next, the sum o f  squares o f  these auto and cross­
c o r re la t io n s  is ca lcu la ted  and compared w ith  tab les o f  ch i-square 
d is t r ib u t io n  w ith  sp e c if ie d  degrees o f  form and s ig n if ic a n c e  le v e l.
I f  the sum is less than the value ind ica ted  in the ta b le s ,  the model 
is  accepted, otherw ise i t  is  doubted.
I t  is  po ss ib le , th e re fo re ,  to  use such a p o s i t iv e - d e f in i te  
fun c t ion  as a cost fun c t ion  to  be minimized -  using p a rt  o f  the data -  
in search fo r  an optimat set o f  parameters. As be fo re , computer 
program TSA/3 (Appendix 1 ) was used fo r  th is  purpose.
In executing the above regress ion, f l i g h t  path #1 was the working 
path, where the s ix  re p l ica te s  were trea ted  as a seasonal time series
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(Box and Jenkins, 1971* Chapter IV ), meaning they were trea ted  as a 
p e r io d ic a l ly  repeated re a l iz a t io n s  o f  the same s to ch as t ic  process. 
This was a convenient way o f  making f u l l  use o f  the a v a i la b le  data. 
Rewriting (6 .2 .5)» the res idua ls  at  were evaluated as:
r  (k) = sample a u to -co rre la t io n s  o f  random deviate a , a t lag k,
d t
r  (k) = sample c ro s s -c o rre la t io n  a t  lag k, between a and
d jW  t
ta rg e t  angular v e lo c i ty  W .̂
C c (k) = c ro s s -c o rre la t io n  a t  lag k, between a and tra ck ingd f  t  t
e r ro r  Et .
The optimum se t o f  parameters fo r  the model o f  (6 .2 .5 ) was found
to be:
(6 .2 .6)




= number o f  re p l ic a te  human opera tor runs, = 6 
fo r  path 1
= maximum lag to  be considered, usua lly  10-15
0, -  0.407 02 -  0.179
-.558
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The form o f  the model became
at  = 0.407 Nt  -  0.179 -  0.558 at-1 (6 .2 .8)
and the form o f  the noise model th a t p re d ic ts  the s toch as t ic  torque 
component o f  the tra ck ing  model became
When the la s t  expression is rearranged and w r i t te n  in th is  form:
?t is  seen to  be both s ta t io n a ry  and in v e r t ib le ,  (Box and Jenkins, 1971, 
Chapter I I I ) .  In order to  te s t  model adequacy, d iagnos tic  checks were 
next applied to  "w h ite  no ise" s e r ie s ,  afc.
6.3 Diagnostic Checks on White Noise
In the model o f  (6 .2 .2 ) and (6 .2 .8 ) ,  the series a^ should
approximate w hite  noise c h a ra c te r is t ic s .  Box and Jenkins (1971)
suggest apply ing d iagnos tic  checks on the residua l at  from the model
to  reveal any model inadequacy. The checks are to  be applied on the
a u to -c o rre la t io n s  r  and c ro s s -c o rre la t io n s  r  and r  c o f  remnanta a,w a,E
w ith  ta rg e t  angular v e lo c i ty  and tra ck ing  e r ro r ,  as was discussed under 
5.6 and 6.2 above.
Figure 6.6 shows the values o f  the a u to -co rre la t io n s  o f  afc and 
c ro s s -co rre la t io n s  w ith  the angular v e lo c i ty  fo r  path 1. The cross- 
c o r re la t io n s  w ith  track ing  e r ro r  were p r a c t ic a l ly  zero and are not 
shown. Figure 6.7 Is the re s u l t  o f  te s t in g  the same noise model on
Nt  = 0.44 Nt _, + 2.457 at  + 1.371 (6 .2 .9 )
(1 -  .44B)Nt  -  2.457 (1 + .558B) at (6 .2 . 10)
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Figure 6.7* Autocorre la tions  o f  Torque Noise Remnant and Crosscorre la­
t ions w ith  Target Angular Ve loc ity-Path  5 Azimuth.
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f l i g h t  path 5* Table 6.1 l i s t s  the corresponding values fo r  both 
f l i g h t  paths fo r  the f i r s t  20 lags. A ch i-square te s t  was applied to  
res idua l auto and c ro s s -c o rre la t io n s  and Ind icated no reason to  doubt 
model adequcy. This re s u l t  is  included in Table 6 .1 . I t  is  important 
to note th a t model f i d e l i t y  is  demonstrated by passing the te s t  on 
f l i g h t  path 5, which is very d i f fe r e n t  and much more d i f f i c u l t  to  tra ck  
compared w ith  f l i g h t  path 1 against which the model was tuned.
6 .A Id e n t i f ic a t io n  o f  White Noise Variance
Work on the v a r ia b le  variance model th a t was suggested in section
6.1 w i l l  be reported here. The idea was to  formulate a dynamic time 
series model o f  the form:
V a) = 5 r { f i  Vb (6 .4 .1 )
where VJ.(a) is the variance o f  the random deviates a . ,  a t time t ;t  t  t
is  the angular v e lo c i ty  a t time t ,  and b is  the number o f  lag in te rv a ls .  
The method o f  Chapter I I I ,  (Sections 3.4 and 3.5) were again applied to 
th is  case. Transformation o f  ta rg e t angular v e lo c i t y  to  w h ite  noise 
was reported in Section 5-3» which resu lted  in  a "w h ite "  s e r ie s ,  a^.
The same transfo rm ation was applied to  the sample variance V(a) to 
produce a transformed variance series $v » The variance ser ies  was 
generated by eva lua ting  the variance a t each in te rv a l  fo r  the w hite  noise 
at  from the s ix - ru n  sample o f  path 1.
In the course o f  searching fo r  the best f i t ,  the p o s s ib i l i t y  o f  
using the standard dev ia t ion  St (a) ra the r than the variance , was 
ind ica ted . An improved f i t  was obtained w ith  a model o f  the general
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.form:
where w(B) -  a>o (B) « 0.945 (1-2B-B*) = 0.945 (1 -B) = .945 V 
6 (B) «= 6. B = 0.268 B
(6 .4 .2 )
b “ 0
The f in a l  expression f o r  the standard dev ia t ion  o f  the random
deviates at » was found to  be:
St  = (0.268 S ! + 0.945 V2 Wt ) (6 .4 .3 )
where the absolute sign is included to  in d ica te  th a t on ly  p o s i t iv e  
values are accepted. As an in d ic a t io n  o f  the goodness o f  f i t ,  a
variance data was c o r re la te d , which revealed no model inadequacy. 
When the same model was tested on data from f l i g h t  path 5 ( fo u r
As fo r  e le v a t io n ,  the same model was tested against t ra ck in g  data 
fo r  the e le va t ion  ax is  o f  both f l i g h t  paths 1 and 5. Using the same 
parameter values as in  azimuth, the performance was very good, and the
model was accepted as app licab le  to  both azimuth and e leva t ion  t ra ck in g .
6.5 Final S tochastic  Tracking Model
The o b je c t iv e  o f  th is  chapter was achieved by inco rpo ra ting  the 
noise model o f  Section 6.3 w ith  the model th a t p red ic ts  mean human 
perfprn^n<;e -  Section 5 .5 . To summarize the procedure, the fo l lo w in g
2
c o r re la t io n  te s t  -R was made; the re s u l t  showed th a t 90.7% o f  the
2re p l ic a te s ) ,  R value o f  83% was obta ined, which was a fu r th e r  
assurance o f  model f i d e l i t y .
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Is presented:
a) I n i t i a l l y ,  torque ou tpu t and angular mlsallngment are 
set to  zero In both azimuth and e leva t ion  channels -  
I . e .  gun d ire c ted  towards ta rg e t .
b) As the ta rg e t  moves w ith  tim e, re s u l t in g  track ing  e rro rs  
are ca lcu la ted .
c) C orrective  torque T ( t )  Is evaluated from (5 .4 .9 ) and 
(5 .4 .10 ).
d) The standard d e v ia t io n  o f  the random component is  
evaluated according to  (6 .4 .3 ) .
e) A random number generator Is ca l led  to  supply a "shock" 
a^, w ith  St  as the standard de v ia t ion  and a mean = 0 .
f )  The element o f  noise Nfc, a t time t  Is evaluated accord­
ing to  (6 .2 .9 ) .
g) Total torque, T_ -  T + N , is  checked against
^ t  1 qt
the maximum l im i t s  o f  +10 f t . - l b s .
h) Further checks are applied to the movement o f  the gun, 
both on i t s  v e lo c i ty  and angular a cce le ra t io n ,  to 
insure th e i r  stay w i th in  the physical bounds o f  the
I
system. .
The f in a l  tra ck in g  model is  incorporated in computer program 
TRAKSTS, which is  included as Appendix 5 . Figures 6 .8  and 6.9 show 
two re a l iz a t io n s  each o f  the s toch as t ic  model f o r  f l i g h t  path #1 , w h ile  
Figures 6.10 and 6.11 are o f  the human opera tor data which is Included 
fo r  comparison. S im i la r ly ,  F'lg. 6.12 gives two re la x a t io n s  o f  the 
model fo r  f l i g h t  path f t5 and Figure 6.13 i l lu s t r a te s  corresponding 
human opera tor runs.
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Figure 6 .8 . Two R ea liza tions o f  S tochastic  Model on Path 1.
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Figure 6 .13. Two HOP Runs on Path 5.
CHAPTER V I I 
CLOSURE
4
In concluding th is  d is s e r ta t io n ,  the f ’ nal re s u i t  w i l l  be 
reproduced and the s to ch a s t ic  model c r i t i c a l l y  examined and eva luated. 
This w i l l  be fo llowed by some suggestions fo r  fu r th e r  research th a t  is 
needed in th is  f e r t i l e  f i e l d .
7.1 Results
The o b je c t ive s  o f  the research documented in th is  thes is  was 
achieved by the s to ch a s t ic  model o f  Chapters V and V I. The general 
form o f  the model is th a t o f  (5 .4 .10) w ith  no ise , which applied to  
both azimuth and e le va t ion  channels:
G . ( l  -  03 B -  03 B2 ) G (1 -  03 B -  03 B2 )
TQt  -  J  L i i  -----  E + -= ---------- ------------- =*= W + Nt  (7 .1 .1 )
1 -  B -  (52B2 1 -  6,B -  62B2
where, from (6 .2 .2 )
0 (1 + 0. B)
Nt  ■ t r = T , T ) - - at  (7- ' - 2)
and a^ stands fo r  random deviates w ith  zero mean and standard
dev ia t ion  given by (6 .4 .2 ) as
st
10„(1 -  B )2
0  -  M  wt
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In the above expressions the d i f fe r e n t  symbols have the fo l lo w in g  
meaning: <
TQj. » to ta l  torque output ( f t . - l b . )
Et  ■ tra ck ing  e r ro r  (degrees)
W = ta rg e t angular v e lo c i t y ,  (rad Ia ns /se c .)
= random noise torque component, ( f t . - l b . )
(the subscr ip t t  denotes the value over the 
sampling In te rva l t )
Gj = scale fa c to r  f o r  track ing  e r ro r  series 
( f t . - l b . / d e g . )
G£ = scale fa c to r  fo r  ta rg e t angular v e lo c i ty  
series ( f t . - l b . / r a d . / s e c . )
6^ ,62  = au to-regress ive  operators fo r  TQ series 
(dimension less) 
to = w eighting fa c to rs  fo r  the series o f  tra ck ing  
e r ro r  and ta rg e t  angular v e lo c i t y ,  which have 
the same values in azimuth and e le va tion  
(dimens Io n le s s ) .
When the parameter values are f i t t e d  from Table 5*12, the f in a l  
tra ck ing  model w i l l  have the fo l lo w in g  form:
Azimuth Torque Output -  TQ(a)
TQt (a) = 0.89 TQt H (a) -  0.30 T Q ^ f a )
-13.0 [Et (a) + 0.91 Et _j (a) -  0.75 Et _2 (a^
+23.889 [Wt (a) -  1.4 Wt _ ,(a )  + 0.665 Wt _2 (a )]
+ Nt (a) (7 .1 .^ )
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Elevation Torque Output -  TQ(e):
TQt (e) » 0.336 T Q ^  (e) + 0.284 T Q ^ f e )
-  27.665 [Et (e) + 0.91 ^ ( e )  -  0.75 Et _2 (e )]
+ 32.41 [Wt (e) -  1.4 Wt - 1 (e) + 0.665 Wt _2 (e)] 
+ Nt (e) (7 .1 .5 )
Noise Series -  Nt
From Section 6 .2 , th is  was shown to  be id e n t ica l in both channels
Random shocks -  afc
The random shocks at , from section  6 .4 , are "w h ite "  having a 
mean = 0 and a standard dev ia tion
where W is ta rg e t angular v e lo c i ty  in azimuth or e leva tion  a x is .  
Equations (7 .1 .4 ) through (7 .1 .7 ) express the proposed tra ck ing  
model o f  the human opera tor.
7.2 C r i t i c a l  Examination
The track ing  model presented in the above section attempts to  
reproduce the track ing  e r ro r  sequences generated by a well t ra ined  
human opera tor in the con tro l s i tu a t io n  discussed In th is  th e s is .  I t  
does not attempt to  s imulate the extremely complex mechanism by which 
man manipulates con tro ls  and decides on an ou tpu t. Such an approach has
as:
Nt  = 0.44 Nt-1  + 2.457 (at  + 0.558 a ^ ) (7 . 1 .6 )
St  = (0.268 S j + 0.945 V2 W ) (7 .1 .7 )
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been accepted fo r  a long time as F ie ld ing  (1963) and Fogel (1963, 
p. 220) Ind icated over a decade ago. Besides s im p l ic i t y ,  the model 
does possess some outstanding c h a ra c te r is t ic s ,  which w i l l  be enumerated 
now, fo llowed by I t s  main shortcomings.
C h a ra c te r is t ic s  o f  the Developed Time Series Model
(1) Model adequacy Is es tab lished by the Q c r i t e r i a  o f  Box 
and Jenkins (1971, Chapter I I )  and by v i r tu e  o f  the 
fa c t  th a t f in a l  model res idual was proved "w h ite "  to
a good approximation according to  the method suggested 
by Pierce (1968).
(2) Model f i d e l i t y  was demonstrated by the e x c e l le n t  t ra c k ­
ing re s u lts  obtained w ith  such severe maneuvering f l i g h t s  
as 60° d e l iv e ry  d ive angles and escapes o f  up to  5g 
acce le ra t ions . With such d i f f i c u l t  paths, the model
is remarkably s ta b le ,  and recovery from large erro rs  
(e .g. around cross-over) occurs In less than two 
seconds, which Is the case w ith  human opera to rs . This 
is disp layed In Figures 6.12 and 6.13. As f o r  non­
maneuvering f l i g h t  paths o r  easy ones, the model is 
able to  handle very small e r ro rs  down to  about one 
m l. ,  which is s im i la r  to what the experimental data 
showed.
(3) Perhaps the most s ig n i f ic a n t  aspect o f  th is  model Is 
I t s  freedom from In te g r o -d i f fe re n t ia l  opera to rs , which 
makes i t  Ideal fo r  machine execution. P red ic t ion  o f  
the mean track ing  e r ro r  (using the d e te rm in is t ic  p a rt
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p a rt o f  the model o n ly ,  w ith o u t the noise component) 
takes about 5*5 seconds in tra ck ing  a 40 second f l i g h t  
run. This is  to  be compared w ith  the 55 seconds i t  
takes the model o f  Perkins (197*0 and Planchard e t ai 
(1973) to  do e xa c t ly  the same jo b ,  (comparison was made 
using a Sigma 5 SDS d ig i t a l  computer w ith  a Fortran H -  
com pile r, time counter Is f o r  execution on ly , no o u t­
p u t) .  When the s toch as t ic  component is added to the 
model and noise is eva luated, execution time goes up 
to  7.5 seconds under the same co n d it io n s . Such sub­
s ta n t ia l  saving is made w ith  no compromise on the 
performance o f  the model.
(*0 Parameter economy is another outstanding fea ture  o f  
the proposed model. Not on ly  was i t  shown tha t one 
set o f  parameters is s u f f i c ie n t  over the e n t i re  f l i g h t  
path, but fou r o f  the parameters were the same in 
azimuth as in e le va t io n . This may be contrasted w ith  
the model? o f  Perkins (197*0 and Planchard e t .  a l .
(1970, 1972, 1973) where i t  was found necessary to 
assign d i f f e r e n t  values to  a number o f  the parameters 
in the p re-crpss-over and post-cross-over sectors o f  
the f l i g h t  path. I t  is  observed, however, th a t  tra ined  
opera to rs 'do  use d i f fe r e n t  s tra te g ie s  fo r  approaching 
and escaping ta rg e ts ;  but th is  has been taken care o f  
by sensing and proper w eigh ting o f  the f i r s t  and second 
d if fe ren ces  o f  both ta rg e t  angular v e lo c i t y  and tra ck ­
ing e r ro r .  This is  very l i k e l y  what a w e ll  tra ined  man
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does when viewing a s ig h t r e t i c le ;  and, as Fogel 
(1983, p. 222) Ind ica ted , a human operator is  capable 
o f  double d i f fe re n c ia t io n .
(5) Over a i l ,  the model is  s to ch a s t ic ,  when the human per­
formance is s tochas tic  in nature too. Run-to-run 
v a r ia t io n s  are evident from the Figures o f  6.8 through 
6.13. I t  was observed in the course o f  data c o l le c t io n ,  
th a t even a w e ll tra ined  opera tor may lose h is  ta rg e t 
on d i f f i c u l t  paths, i f  he makes a poor judgment. I t
is  in te re s t in g  to  hote th a t the model o cca s iona lly ,  
does in fa c t  lose a ta rg e t on a d i f f i c u l t  path i f  a 
"bad" sequence o f  random shocks takes place around 
cross over, thus fu r th e r  resembling the human per­
formance.
(6) Tables 5*8 through 5.11 in d ica te  tha t the major
d i f fe re n c e  between a good and a poor operator or
between a good and a bad run may be accounted fo r  by
J
the weights applied to ta rg e t  v e lo c i ty  and tra ck ing  
e r ro r  se r ie s . This suggests the p o s s ib i l i t y  o f  tun ing 
the model to  an in d iv id u a l opera tor or to  an opera tor 
a t  d i f fe r e n t  stages o f  h is  t r a in in g .
(7) The variance model o f  (7ol«7) Is va luab le , as I t  was
poss ib le  to  account fo r  b e t te r  than 30%  o f  the human 
opera tor variance by a two'parameter model, which Is 
so general th a t  I t  applies to  both track ing  channels 
over the e n t i re  f l i g h t  path. I t  Is In te re s t in g  to  note
i
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th a t  the model looks a t  the second d if fe re n ce  o f  
ta rg e t angular v e lo c i t y ,  which Is re la ted  to  the 
ra te  o f  change o f  a cce le ra t io n .  This Is s t r i k in g !
While a tra ined  opera tor tracks a s te a d i ly  moving 
ta rg e t w ith  ease, he w i l l  a lso ad jus t and tra ck  a
ta rg e t th a t  Is acce le ra t ing  o r  dece le ra t ing  a t  a
constant ra te .  This Is the capac ity  o f  double 
d i f f e r e n t ia t io n  mentioned e a r l ie r .  I t  is  when a 
ta rg e t acce lera tes (or decelerates) a t  a non-uniform 
ra te  tha t a human opera tor Is r e a l ly  troub led and 
h is  variance goes up. The major source o f  operator 
variance , i t  appears as the ana lys is  has shown, l ie s  
in the second d e r iv a t iv e  (or the second d if fe re n ce )  
o f  ta rg e t v e lo c i t y .
L im ita t io n s  o f  the Proposed Model
The proposed time series model being l in e a r ,  has a l l  the l im i t a ­
t io n s  o f  th is  class o f  models. S p e c i f ic a l ly ,  the shortcoming a r ises
from the fa c t  tha t the human opera tor is  h ig h ly  n o n - l in e a r in h is  con­
t r o l  behavior, w ith  a number o f  discontinuous fea tu res .
Many fa c to rs  were l e f t  out in the a n a lys is .  Among these are 
e f fe c ts  o f  the d isp lay  scope o r  s ig h t r e t i c le  w ith  regards to  d istance 
from the eye, s ize aijid brightness o f  ta rg e t  spot and co n tra s t w ith  
background. A lso, e f fe c ts  o f  fa t ig u e  and d is t ra c t io n s  were l e f t  ou t as 
the e x p l i c i t  assumption was made th a t operators were performing a t 
th e i r  f u l l  capacity  and devoting th e i r  to ta l  a t te n t io n  to  th le r  task. 
Combat cond it ions are w e ll known to  be fa r  from such assumptions.
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A l l  operators were assumed f u l l y  t ra in e d , when marked d if fe rences  
were noted In performance le v e ls .  Undoubtedly, some e r ro r  must have 
been Introduced when a l l  the data was pooled on the assumption th a t  i t  
came from the same popu la t ion . The model a lso assumes the operators to  
be "standard men"; w h i le  th is  is genera lly  acceptable, i t  is very 
d i f f i c u l t  to  e s ta b l is h  how represen ta t ive  they re a l ly  are o f  the pop­
u la t io n  th a t g e ne ra lly  mans such systems.
F in a l ly ,  the proposed variance model suggests th a t  i f  the second 
d if fe re n ce  o f  ta rg e t  v e lo c i ty  is n u l l ,  the standard dev ia t ion  o f  
operator ou tput w i l l  d im in ish a f te r  one o r  two seconds. While there 
is no doubt th a t ,  under such circumstances the output w i l l  have a 
much narrower spread, i t  is  a lso observed th a t the human performance 
w i l l  never be d e te rm in is t ic  even when aiming a t  a s ta t io n a ry  ta rg e t .
I t  appears th a t there is a residual constant variance th a t  w i l l  p e rs is t  
even w ith  f ix e d  ta rg e ts .  A suggestion fo r  remedial ac t ion  w i l l  be 
made in the next sec tion .
7.3 Suggestions fo r  Further Research
Time ser ies  ana lys is  has been app lied  fo r  the f i r s t  time in th is  
work -  to  the best o f  the authors knowledge -  to  the area o f  manual 
c o n t ro l .  The f i e l d  is  f e r t i l e  and ex tens ive , and many f r u i t s  are in 
s ig h t .  Following are some suggestions fo r  poss ib le  extentions o f  the 
research reported here.
(1) Modeling o f  in d iv id u a l operators and t h e i r  id e n t i f i c a t io n  
by means o f  a u to - ,  p a r t ia l - a u to - ,  and c ro ss -co rre la t io n s  
seems to  be poss ib le  and fe a s ib le .  T ra in ing  curves 
can a lso be constructed f o r  an opera tor to  observe
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improvements, e tc .  In fa c t ,  the method promises 
p o te n t ia l  use In the t r la n in g  o f  operators by 
id e n t i fy in g  weaknesses in  terms o f  s t a t is t i c s  o f  
th e i r  ou tput and the way they weigh d i f fe re n t  
system inpu ts . I t  was observed during the study th a t  
a good tra cke r gives more weight to  ta rg e t v e lo c i ty  
on a d i f f i c u l t  run (expressed as strong c ro ss -co rre la ­
t io n )  compared w ith  eas ier runs, where his output is 
more a u to -co rre la te d .
(2) In the f i e l d  o f  performance under s tress o r d iv ided 
a t te n t io n ,  where r e la t i v e ly  l i t t l e  has been done, 
the method holds much hope. The model immediately 
re g is te rs  d e te r io ra t io n  o f  performance as changes 
in the e x p l i c i t  parameters and weights. The method 
should be ideal fo r  such s tud ies .
(3) In th is  study, on ly  one gun system was tes ted . I t  
would be useful to  extend the model to  d i f fe r e n t  gun 
systems and observe which parameters/w i11 demand 
adjustment. I t  is  a n t ic ip a te d  tha t on ly  the G and
6 weights w i l l  change as we move to  o ther systems, 
provided they are not t o t a l l y  d i f fe r e n t  from the one 
under study. In fa c t  th is  was the case when the model 
was tuned fo r  the e leva tion  channel which is  very 
d i f fe r e n t  from azimuth. I f  t h is  can be shown to ho ld , 
i . e .  on ly  fou r parameters need to  be changed, the model 
is  ind ispens ib le  fo r  studies o f  manual c o n tro l ,  weapon
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e ffec tiveness  and re la ted  f ie ld s .
(1») The method needs to  be extended to  o the r areas o f  
manual con tro l and tra ck ing  s i tu a t io n s .  Such work 
should be s tra ig h tfo rw a rd  and w i l l  t e l l  us a good 
deal about the nature o f  human lea rn ing  and con tro l 
behavior.
(5) F in a l ly ,  the variance model o f  (7*1»7) may be improved 
by inco rpo ra ting  a d e te rm in is t ic  component in the form 
o f  a constant ternu I f  t h is  is  done, i t  is  a n t ic ip a te d  
tha t the model w i l l  resemble the s toch as t ic  human 
output more c lo s e ly  than i t  does in i t s  present form.
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COMPUTER PROGRAMS FOR TIME SERIES ANALYSIS
The computer programs in th is  appendix were w r i t te n  a f t e r  Box 
and Jenkins (1971) “  Part V. Fu ll d e sc r ip t io n  and documentation is 
included the re . One exception to th is  is the o p t im iza t io n  ro u t in e  
o f  programs TSA/3 and TSA/7 which uses the Powell method. Full 
exp lanation o f  th is  method may be found in Powell (1964). The 
fo l lo w in g  l i s t  o f  cross-references w i l l  help id e n t i f y  the designations 
used in th is  work w ith  those o f  Box and Jenkins.
Appendix Program Designation by Box S Jenkins
1A TSA/1 U n iva r ia te  S tochastic  Model Id e n t i f ic a t io n  (USID)
IB TSA/2 U n iva r ia te  S tochastic  Model P re lim inary
Estimation (USPE)
1C TSA/3 U n iva r ia te  S tochastic  Model Estimation (USES)
ID TSA/5 U n iva r ia te  Transfer Function Model Id e n t i f i c a t io n
(UTID)
IE TSA/6 U n iva r ia te  Transfer Function Model P re lim inary
Id e n t i f ic a t io n  (UTPE)
IF TSA/7 U n iva r ia te  Transfer Function Model Estimation
(UTES)
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A P P E N D I C E S
Time Series Analysis Program No. 1
F O R T R A N  I V  G1 R E L E A S E  .20 3.0   MA I N __    D A T E  =  7  2 3 5 5   1 8 / 2 4 / 4 7
0 0 0 1  ___ _  D I M  E N S  I  ON T 1_ME ( 2 5 0 J  . Y ( 2 5 C ) . C U T  ( 2 . 5 * 2 5 0 ) _______________________________________________________ __
C 0 0 2  D I M E N S I O N  Z ( 4 0 0 ) .  W ( 4 C < 3 ) , K O N  ( 6  ) . R (  2 3  ) . C (  2C- ) . P H I C 2 0 . 2 0 )
0 0 0 3  R E A L  M___________________________________________________________________________________________________ __
0 0 0 4  K C N ( l )  =  3
0 0 0 5 ___ ________  K.ON ( 2 )  =  .  _  _ __________________________________  ____ ______
0 0 0 6  K O N ( 3  ) = 1 • - - -
0 0 0  7 _____________ ______ K0 N ( 4 )  -  2 0 _____________________________________________________________________________________________________
0 0 0 8  K O N ( 5 )  = 1
0 0 0 ? ____________________ K O N ( e )  = 1 0  ______  ___________ ____ ________________________ _______ _ _____________
0 0 1 0  KK =  2 0
. 0 0 1 1  ___________________N =  4 C 0 _______  . . .      _  _______  _ _______ _______  ____  ______ _______
CO 12  N =  1 6 0
_____________ c_________________________________________________________________________________________
c
   . . .... ... c    .    . . . _______
C N C U T ( 1 , 1 , I )  = = =  AZo  TORQUE
____________  C _____ OUT ( 1 . 2 .  I  ) = =  = A Z .  E R R O R ___________________________________________________________________________________
C OUT  ( 1 . 3 . 1 )  = = =  E R D T
___________________ C O U T ( 1 . 4 .  I )  =  =  =_ A Z » W ( T A R G E T  ANGULAR V E L O C I T Y ) _____________________________________________
C C U T ( 1 , 5 .  I ) = = =  AZ a  WDT ( T A R G E T  A N G U L A R  A C C E L A R A T I O N )
.. C . . . .  .... . . . .  ________ ___________ ______________________________________________
c * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ' * * * * * * * * * * " *
0 0 1 3  R E  AD ( 5 * 2 2 2 2 )  I I  ________  __ ___ ____ ______ _____________  _______________
0 0 1 4  R E A D ( 5 , 4 )  ( T I  M E ( I ) . (  ( O U T ( K , J . I ) , J = 4 . 5 ) . K = 1 , 2 ) . I  =  1 • 1 6 0 )
0 0 1  5 _________________ R E A D ( 5 . 2  ) N H R U N _______________________________________________________________________________________________ __
0 0 1 6  DO 7 7 7  I H  =  1 . N H R U N
jOO.17 R E A D  ( 5 ,  8 0  f )
0 0 1 8  R E A D ( 5 . l i l  ) (  ( ( O U T ( K . J .  I ) « K = 1 « 2 )  * J  =  1 . 2 ) . 1  =  1 . 1 6 0 )
0 0 1 ?  DO 7 7 5  K = 1 , 2  _ —
0 0 2 0  O U T ( K ,  3 . 1  ) =  Co vo
C 0 2 1  OUT ( K ,  3 . 1  € 0 )  =  Co **
0 0 2 2
0 0 2 3
0 0 2 4
0 0 2 5
0 0 2 6  
0 0 2 7
CO 2 8  
0 0 2 5  
0 0 3 C  
C 0 3 1  
OC 3 2
0 0 3 3
0 0 3 4
0 0 3 5
0 0 3 6
0 0 3 7
0 0 3 8  
C O 3 9  
0 0  4C
0 0 4 1
0 0 4 2
0 0 4 3
0 0 4 4
0 0 4 5
CO 7 7 5  I = 2 . 1 5 9
0 U T ! K , 3 , I )  =  2 « *  ! Q L T ! K , 2 * I + l )  — O U T ( K , 2 . I - 1 ) )
7 7 5  C O N T I N U E
6 .7 0 0 )     . .... _________________________________
W R I T E ! 6  . S C O  ) -
W R I T E ( 6 . 1 3 3 )  ( I . T I M E ( I  ) . C ( G U T ! K  .  J . I ) , J = 1 . 5 )  . K = l . 2 ) . 1  =  1 . 1 6 3 )
DO 7 7 7 K  = 1 , 2
DO 7 7 7  J =  1 , 5  _........................................................... .......... ..............
I F (  I H i G T .  1 AND© J « G E » 4 )  GO T C 7 7 7
DO 7 7 8  I  = 1 . 1 6 0 __________ _______________ ___  ________  ___ ___________________
Z ( I )  =  C U T ( K . J . I )
7 7 8  C O N T I N U E
6 9
7 7 7
CO 6 9  I  =  1 . 4
...K.QNt 1 ) I “_l_.        ______ _________________
C A L L  US I D ( Z , N • K K . K O N • M» R O * R » C C • C . P H  I • W B A R . W V A R . L E R R Q R , W )
WR I T 6 (_6 , 1  ) L E R R Q R   . . .................... ...................  ......... .
C C N T I N U E  
C O N T I N U E
1 F O R M A T ! 1 C X , * $ $ $ * * S * S * S S * S S  L E R R O R « , I 1 0 )
 2  F O R M A T ! 1 5 )___ ____  ______ ________________________________
4  F O R M A T ! 2 ! F 6 « 2 , 6 X  , 2 F 6 « 2 ,  6 X  , 2 F 5 « 1 ) )
1 3 1  F O R M A T ! F  5 o  2 , F 5 ^ 3 , 2 F 5 , 1 . 2 C X . F 5 c 2 , F 5 « 3 , 2 F 5 # 1 )  
1 3 3  F O R M A T ! / / / , ! I 5 . 5 X , 1 1 F 1 0 « 2 ) )
7 0 0  F O R M A T ! 1 H 1  )__________________________
0 0 4 6
C 0 4 7
0 0 4 8
C 0 4 9
8 0 0  F O R M A T ! 6 6 F .
1. _______  /80H
2
  . 3 . ______
2 2 2 2  F O R M A T !  I  1 )
_  STOP.  ... . . .
END
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0 0 3 8  6 0  W ( I )  = ALOG ( Z ( I  ) +  M)
.003.5?. . . .  . . GOTO 1 1C _    _ _  __________ _____ _
0 0 4 9  7 0  M =  C » 0
0 0 4  1  ________  DO 8 0  1 = 1  . N   ______________ _______________________
0 0 4 2  8 0  W ( I )  =  Z ( I )
C 0 4 3 ______________________ GOTO 1 1 C ___________ _______________________________________
0 0 4 4  9 0  DO I O C  1 = 1 . N
0 . 0 4 5  J _ 0 0 _  W(_I> = .  <Z ( I  )__ +  _M ) . *  * L  AMD D A __________
0 0 4 6  1 1 0  L N =  N - L D - L S * L B D
C0 4 7  _____________________ I F  ( L N . G T •  1 ) -GOTO 1 2 0 _______________  ___________
0 0 4 8  W R I T E ( 6 , 6 i 5 )
0 0 4  9_____________________ G O T O 9 9 9  __________________________________________________
0 0 5 C  1 2 0  I F ( N 3 E q J L n ) GOT O 1 8 0
jGO 5_1 _____________________C A L L  D E L  ( > . . .  T E M P  • L B D *  L S .  N .  L  I  M I T ., _1J
0 0 5 2  C A L L  D E L ( W .  T E M P .  L D .  I .  L I M I T .  L N ,  1 )
0 0 . 5 3    1 8 0 .  ... X L N =  F L  CA T ( L N ) _  ___  _______
0 0 5 4  WE3AR = OaO
0 0 5 5 _____________________ DO 1 9 0  1= 1 . L N ___________________________________________
0 0 5 6  1 9 0  WBAR = WB AR + W ( I )
_00  5 7  _____________________WEAR =WBA R / X L N ____________________________________ _ _ ___
0 0 5 8  CO =  OoC
F O R T R A N  I V  G1 R E L E A S E  2  C US I D  D A T E  = 7 2 3 5 5  1 8 / 2 4 / 4 7
0 9 5 9  _  DO 2 3 y  1 = 1 . LN
0 0 6 0  ’  2 0 0  CC =  CO +“ ("«(* I )  - W B A R )  * * 2 ’
0 0 6 1  CO 2 2 0  LK = 1 * K
0 0 6 2  C ( L K  ) =  0 o 0
0 9 6 3  L N M K = L N  -  L K
0 0 6 4  DO 2 1 9  I  =  l . L N M K
C 0 6 5  2 1 C C ( L K >  =  C C L K )  + ( W( I > - W 8 A R ) * ( W< I + L K ) - W B A R )
0 0 6 6  R ( L K )  =  C ( L K ) / C 0
0 0 6 7 __ ____ ______  R D ( L K )  = R ( L K )
0 0 6 8  2 2 0  C ( L K )  = C ( L K ) / X L N
C 0 6 9    _ _CG_=  C O / X L N  _____  ____  ______ _________
0 0 7 0  WVAR =  CO
0 0 7 1  ___________________ E ®  _ = . _ ! • £ ____________________________________________________________________
0 0  7 2  PH I ( 1 , 1 )  = R ( 1 )
C C 7 3  CO 2 AO I I  =  2 . L
0 0 7 4  1 1 Ml  =  1 1 - 1
0 0 7  5  _________ 0 U M 1  _ =  R D ( I l )  _   _ ___  _________  _________
0 0 7 6  DUM2  =  1 . 0
C 0 7 7 ________ ______________ CO 2 3 0  J =  1 , 1  1 M 1 ____________________________________________________
0 0 7 6  '  I R  =  M 1 -  J
0 0 7 9  9V_M* =  PUM1 “ PH 1 <
0 0 8 C  2 3 0  DUM2  =  DUM2 - P H I ( I  1M1 ,  J ) * R D < J )
C C 8 1  P H I  ( I I ,  I I  ) =  D U M 1 / D U M 2  _  __ ____  ________
C C 8 2  DO 2 4 0  1 2 = 1 , I 1 M 1
0 0 8 3  ________________ J 2  _= I  1_ -  _____________  ________________________________________
C O 8 4  2 4 0  PH I ( 1 1 , 1 2 )  =  P H I ( I 1 M 1 , I 2 >  -  PH I ( I  1 • 1 1 ) * P H  I  ( I  1 M1 , J 2 )
C 0 8 5  _  DO 2 4 5  1 = 1 , L
0 0 8 6  DO 2 4 5  J = 1 , 1
_ C C 8 7  2 4  5 P H ( I , J ) =  P H I ( I , J )
0 0 8 8  I F ( K C N ( 6 ) o L E . C ) R E T U R N
C G 8 9 ____________________ W R I T E ( 6 , 6 > ~ 7 ) L N .  ( W ( J ) ,  J =  1 .  L  N ) _________________ ;
0 0 9 0  WR I T E ( 6 , 6  C 8 ) WB A R . WV A R
0 0 9 1  .  WR I T E ( 6 , 6 0 9 ) C O . ( C (  J ) , J = 1 • K )............................................................................
C 0 9 2  W R I T E ( 6  , 6 1 0 )  R C , ( R ( J )  , J = 1  , K )
0 0 9 3  W R I T E ( 6 . 6 1 1 ) ( PH ( J , J ) , J = 1 , L )
0 0 9 4  I F ( L « G T « 1 " )  L = 1 0
0 0 9  5 ____________________. WR I TE(_6 . 6 1 3 ) ______________________________________________________________
0 0 9 6  DO 2 5 0  I  =  i . L
. 0 0 9 7  2 5 0  W R I T E 1 6 . 6 1 2 ) ( PH ( I . J ) , J = 1 . I )    _ . 1 _______
0 0 9 8  R E T U R N
. 0 0 9 9 .  _  9 9 9  __ C O N T I N U E .    .__ ________________ _______  ... ___
C I S C  L E R R O R  =  1
0 1 0 1  6 0 1  F O R M A T ! 1 H 1 . 4 C X . « U N I V A R I A T E  S T C C H A S T I C  MODEL I D E N T I F I C A T I O N  ( U S I D )
1 / / / / 5 7 X . • I N P U T  P A R A M E T E R S  ' / / T 3 5 » *  N • * 2 X * • ( NUMBER OF O B S E R V A T I O N S *  
2  » T 7 8 » • '  * I 1 0 / T 3 5 • *  L D '  » 2X  * •  ( D E G R E E  CF N O N S E A S C N A L  D I F F E R E N C I N G ) *
3 . T 7 8 . '  =  • *  1 1 0 / T 3 5  • ' L 8 D ' * 2 X * ' ( DE G R E E  OF S E A S O N A L  D I F F E R E N C I N G ) • • T 7  
4 8  » • = • ,  I I 0 / T 3 5  * * L S *  * 2 X »  * ( P E R I O D  OF  S E A  S C N A L I J Y _ L i  * 7  7 8  . * _ _ « _ * •  I I 0  /
5 T 3 5 • *  K » , 2 X . ' M A X I M U M  L AG CF A C V F  6  ACF ) » * T 7 8 # •  =  • • I  1 0 / ..........
6 T 3 5  * •_ L  *  1 2 X  ♦ ■ ( MAX I MUM L A G  OF P A C F  ) * * T 7 8  . J  _= » ,  I  1 Q / T 3 5  »» T R A N S F O R M A  
7 T I O N  P A R A M E T E R S *  , ~T65 . ' L A M B D A  =  ' . I 1 C / T 6 5 , '  M =  ' . F l G o 4 / / / )
0 1 0 2  6 0 2  F O R M A T ( T 3 C »  * J H E  T I M E  S E T I E S  Z ( T )  C O N T A I N  I N G « » I  1 0 . 2 X . * V A L U E S  I S  3 * /
1 /  ( 8E  1 5 * 5 )  )
C l  0 3  6 0 3  F ORMAT  ( J  3 8 «  • THE V A L U E  OF L D + L B D * L S  t  1 I S  . j G E » N PROGRAM T E R M I N A T E
I D  t S * 5 $ ! ! * $ $ $ S S S S  • )
C 1 0 4 ____________ 6 0 4 _____F O R M A T ( T 3 E * '  T H E  V A L U E  OF M = « » F 1 0 « 4 . * I S  T C  S M A L L  T O  P E R F O R M  T H E TR
1 A N S F O R MA T  I  ON T H E R E F O R E  A NEW V A L U E  H A S  B E E N  C H OOSE N  M = ' * F 1 G * 4 )
C l  0 5  _ _____ 6 0  £  F O R M A T ( T 3 8  • * T H E  V A L U E  _OF LN a L E »  1 PROGRAM T E R M I N A T E D ' )  ______________
0 1 0 6  6 0 7  F O R M A T ( / / T 5 7 , ' O U T P U T  I N F O R M A T I C N • / / T 3 8 < ' T H E  T R A N S F O R M E D  T I M E  S E R I E
F O R T R A N  . I V  G1 R E L E A S E  2.0« 0 L S I  D D A T E  =  7 2 3 S 5 1 8 / 2 4 / 4 7
0 1 0 7
* * * * * * * * *
11108  
 C l  0 9 ___
0110
i , l l l
0112
C l  1 3  
C 1 1.4.
6 0 8
I S W I T ) CONT A I N I N G '  ,  I  1 C * 2 X » » V A L U E S  IS-C «/ / <  8 E 1  S » 5  ) )_______ ____
F O R M A T ( / / T 3 8 • ' T H E  MEAN ( W B A R )  =  • E 1 6 » 6 / T 3 8 . ' T H E  V A R I A N C E
S
( W V A R )  = '
01  ) I G I C 0 4 I  COMMA  
l_*E 1 6  * 6  )
6 0 9  F O R M A T ( / / T 3 8 » ' T H E  A U T C C O V A R I A N C E
6 1 0  F C R M A T ( / T 3 8 . ' T H E  A U T O C O R R E L A T I O N
F U N C T I O N
F U N C T I O N
I S 0 ' / / ( 8 E 1 5 o  5 ) )  




F 0 R M A T ( / T 3 8 *  ' T H E  P A R T I A L  A U T O C O R R E L A T I O N  F U N C T I O N  I S O  ' / / ( 8 E 1 5 « 5 ) )
- _F ORMAT (  8 E . 1 5 * 5 )  ____ ________ __________________________ ____ ____ ___________________________
F O R M A T ! T 3 8 . • THE LOWER H A L F  OF T H E  P H I  M A T R I X  UP T O A ( 1 0 * 1 0 )  A R RA Y
1 I.S.5 • / /  >      . . . _ ..................
R E T U R N
E N D _______________  _ _______ ____ ___________________________________ _______________
KBT~"J
CCC1______________ ___.. S U B R O U T I N E  D E L  ( Z i  W.  I D .  I S .  N .  L I M I T ,  I T J M E ) ______________________________
C 0 0 2  D I M E N S I O N  Z ( l ) .  W ( 1 ) ,  A ( l O )
. C  .. . .. _ _ . ____  .. __________  ___  ____________ ______________________ _________
C
 C __________T H I S  S U B R O U T I N E  O P E R A T E S  ON THE T I M E  S E R I E S  Z ( I )  W I T H_________
C T H E  O P E R A T O R  ( 1  -  B * * I S ) * * I D  T O P R O D U C E  T H E  T I M E
___________________ C____________ S E R I E S W ( I ) .  WHERE T H E  O P E R A T I O N  B * * I S (  Z ( I )  ) =  Z ( I  -  I S  )®
C
......................... __C . . . . .     . .  . .... _ ________ ____ ________
C Z ( I )  I N P U T  T I M E  S E R I E S .  A L S O  T H E O U T P U T  T I M E
 ____________ C  ___________ _ ______S E R I E S  I F  I T  I  ME I S  I p ___________________ ______________
C M C I )  O U T P U T  T I M E  S E R I E S  I F  I T I M E  I S  2®
___________________ C_____________________LB_____________ORDER CF T H E  O V E R A L L  O P E R A T O R * ______________________
C I S  ORCER OF T H E  B OP ERATOR®
 C ___________  _ ... .N  .......... L E N G T H  OF  T H E  I N P U T  V E C T O R  Z< I  )o
C L I M I T  L E N G T H  OF T H E  O U T P U T ,  E I T H E R  Z OR W®
 _.. C  __ _ .  I T I M E  C O N T R O L  P ARAME T ER® ___     ...________
C
__________________ C________________________   ;_________________________________________________________
0 0 0 3  I  DP I  =  I D  +  1
___________________ C ___________________________________________________________________________________________________ ______
c
___________________ C   C A L C U L A T E  T H E V A L U E S  OF T HE B I N O M I A L  C O E F F I C I E N T S ®  _____ ' ___
C
___________________ C___________________________________________________________________________________ :__________________
COOA I D F A C T  = I F A C T ( I D )
0 0 0 5 _______ . DO 1. I  = 1 . I D P 1
C O 0 6  I M 1 = 1 - 1
C C 0 7  I D M I P 1  =  I D  — I  +  1
0 0 0 8  1 A ( I ) =  I D F A C T  *  ( - l ) * * I M i  /  ( I F A C T ( I M l )  *  I F A C T ( I D M I P 1 )  )
—  c
C I N V E R T  S I G N  I F  ORDER I S  OCO®
. .  J C  ...................
0 0 0 9  I F ( ( I D / 2  ) * 2  ®EQ® I D )  GO TO 5
0 0 1 0  DO. 2  I  = l . I D P I
0 0 1 1  2  A ( I ) =  - A ( I )
C
C R E T U R N  I F  O P E R A T O R  I S  U N I T Y j
__________  . C „  . _________  ..... ............................................. _  .    . _______
CO 12  5  L I M I T  =  N -  I D * I S
...00.1.3______________  .... I F C I O  » E Q a . 0 )  GO X O . , 4 0 . . . .________ ________________________________
C
______________ c_________________ _________ _________________________________
C C A L C U L A T E  NEW T I M E  S E R I E S o
.. C   .. . . .  . . . . ..............  . . .  .... . ___________
c
0 0 1 4 ______ ____ . .  DO 2 3  I  =  1 • L I M I T
0 0 1 5  W( I ) =  '
_ 0 0  16_____________________ DO 1 0 J = 1 • I  DP 1___________________________________________ ___________
0 0 1 7  I N D E X  =  ( J  -  1 ) * I S  + I
0 0 1 8    . 1 0  W ( I )  =  .W l I ) J + . . A (  J i * Z ( I N p f c ^ X )  _____________
0 0 1 9  2 0  C C N T I N U E
C
C CHECK C O N T R O L  P A R A M E T E R  FOR P R O P E R  O U T P U T o
_________   _ C __________ .. ..__ ______ _________  ____ _ ___________________________________
0 0 2 C  I F ( I T I M E  j E Q o  2 )  R E T U R N
0 0 2 1 _____________________ DO 3 0  I  =  1 »L  I M  I  T ___________________________________________________
0 C 2 2  3 0  Z ( I )  =  W ( I )
F O R T R A N  I V  G1 R E L E A S E  2 > C  D E L  D A T E  = 7 2 3 5 5  _ _  _  1 8 < 2 ^ / A 7_
0 0 2 3  ____ R ET U R N
Q C 2 4  ~~ '  4 0  I F  ( I T I M E  " j  EQ# 1 )  R E T U R N
0 0 2 5  DO 5 0  I  = 1 . L I M I T
0 0 2 6  5 0  W ( I )  =  Z ( I >
C 0 2 7  R ET U R N
C 0 2 8  END
FO RTRAN' I V  G1 R E L E A S E  2 0 a . 1 I F A C T D A T E  =  7 2 3 5 5






0 0  3 2  
GO 0 3  
CCQ4  
C 0 C 5  
0 0 0 6  
C Q 0 7
F U N C T I O N  I F A C T ( N )
T H I S  S L B R O U T I N E  C A L C U L A T E S  T H E  V A L U E  OF N F A C T O R I A L
I F A C T  =  I
I F  ( N « L T «  2 )  R E T U R N  
DO 2 3 I  =  2 *  N 
2 0  I F A C T  =  I F A C T  *  I
R E T U R N
END
1 0 / 2 4 / 4 7
200
~cr
Time Series Analysis Program N. 2
1  fCfCCCCXC * * • .  ^
? O I ^ f v S I S N  C ( 2 C w D-U ( 5 )  ^ T mf T A( 5 )
1  I  = ? t . A 0 < S , l l , E \ O  = 7 7 7 >  L F M - G j K ~  ~
4 R E A D ( 5 , 1 2 )  M3AQ
"5 " E A 0 ( b j l 2 )  ( C  ( I ) i  T = i / <  )
fc " - R I T t ( 6 j l 2 )  ^P.L5#*<
"7 . 4  I T h ( 6 , 1 ? )  T̂T̂ T5
*  - P I TF. ( 6 ,  1 ? )  f C ( T  ) / T = 1 X )
T P i  ' T ' T T
1 0  P.PSOLNi t  - C - . 0 0 !
TI : i-'PSfJLN = 'OtOi
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20 r  v;D
ro©
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6 C
7 C T r l 3  PROGRAM Ca LCUI. M r q  P.PELl^TMARv F S T I M A t ES OF THE PHT AMD
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n c
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13 f~ INPUT
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18 ** C VFC.TOR Of  A u l B r O V A R T A v c t s  6^
19 rw >■' < T ) # C M )  *  CO
20  " " " C CAP)  *  C l
21 C C f * + 1 )  *  CK
"  ... 2 2 c I P R I M T  PR T N'T CONTROL j 1 PR I N'T . N t  • 0
2 3 c PRODUCES OUTPUT
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25 c
26 c
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3 4 c LFPROR 0 a NORMAl TERMI NAT I ON ro
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7 3 3 --------------- :--------C 5 = E x r E D F n  2n ' " I  TFRAT I ---------------------
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4 7  LPP1 8 LP + 1
“ 4 8 “  LERRr-R = t
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“ 5 3  C
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“ 6 5  lERROR = Z  * 1 : ;
6 6  CALL M A T I M V ( A ,  L P .  D>
“ 6 7  I F ( D A B S ( D )  . L T .  0 . I D ” 1 0 )  RETURN
6 8  C
■” 6 9  C CALCULATr  F T !  V E r t n R
7 0  C
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31 I MOE a = J + I
32 7 = - C ( I N D E X )
9 3 OS 70 LK *  I j I .p
9 h I NDEX =* IABS ( J + I -  L< -  1 )  + 1
9 5 7o 7. = Z + PH I ( L K } * C j  I N D f X )
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14 S; i«-V3JTI \ !E MNjP 2 B (  x Z . N , k E x * * -ER* I T M X . niRNI# x * T T / V . P . m • )
c' C E K*»-UNC 1 1ON lf> F.F - t TN r - i I / . E0 / J SEJ l  AS A St IRRB' i f  p- ;F LR f FRRRrO X7 I
3 C TnE y A R I B l E  EErBR I S  m I V  I « 17EC BY •/ ARYTN^ THE VEr TP R XZ
4 c ANY SUBROUTINE NAn E mAY 3 e USED a S I 9 \ B  AB I T  I S  Tf tNTAlNEO I n t h e
5 c e x t e r n a l  s t a t e m e n t  a n ? h a s  t h e  p r o p e r  a r <t i me n t s  r r  c r s T ( s * a l i j V E C i
6 c XZ=VECT9»  F U N C T I ON /  ^HEp E F.RR0R = r ( X 7 )  F DFTERMlMFn BY SUB• FF
7 c N = S I Z E  9P VECTOR XZ
b <EX ■(!»?*. VERGING C p T T r  H I ! j  V f>v X 7 I V  s I ON' I FT CAN'T F I (TURFS
a-/ c \ E N  = Ce:' VERGING C R I T E R I O N  B -  EP i n  S I G N I F I C A N T  F I GURES
13 c BBTH BLX AvO  N'FR m i j rT Be m e t  Ef-F C0NVF3GFNr F
11 c I f v X = ̂ AX I X N J ^ B E P  BF I TE RA T I ON S  ALLOWED
13" .... c *JRN= Ppn'ELL Rp C Y r LF  PEP IPG AST ?*■ <
13 . c RL1'  N= A E L A T I VF  MTNTmUM R0:JT T NF /  USE RL.mNGR TN rALl -
■ T _  ...
c X*  . *OR* I \ 'S  SPACE 1 B i M ARRAY X ( 1 C )
15 c I T *  I TE RA T I O N S  USED ( OUTPUT 1
16 A V *  i-.ORr'lNG s*-ACE 1 G I N  a PRAv  V ( I C O )
17 c Ps '• BRr INJG SPACE 1 GlM ARRAY ° ( l O )
15 c •t FL’UAL N + l
19 c iSE DIMENSION'  X { 1. C 1 * p f 1 0 )  * V ( 1 nQ ) j X7 ( S I 7.F OF y 7 )
30 c USE EXTERNAL »LMNOS#,-:A'1E OF ER.Ro R FUNCTI ON S u P R d U T l N r -
21 DI MENSI ON X Z C v ! ) i X ( N )  i V i ^ M I i P i m j
22 l o g i c a l  r e f y n , f i r s t
23 I Tmv: « I A B s t  t T mx  )
24 NAX = NEX
25 I F ( N A X « L E . 0 0  • 9 p » N A X . 3 T * 6  > NAX = A
26 NAR = NCR
27 I F ( N A R . L E . 0 C  . OR*  ■ *!AR•. 3 T • A ) NAP = A
28 EPS = 0 * C 6 ? 5 * * N A y
29 ETA a 0 * 0 6 ? 5 * * N A R
3 0 EPST a l . E F O
31 I T  a 00
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3 3 FLNFN *  FLOATf  NRN )
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47 1. .0 CONTINUE
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S I 1 POFMATf *  * *  ' INwngH * *  TTf RATI RN  Cv r LP  * .  T 4 j  ' ,  C 9 9 T  F I i NCTTBN VALl i r
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5 5 S 4  A L = 0 •
5 6 D P  3 0 0  1 = 1 , M "
5 7 AL « ALAV
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61
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63
6 4
CALL V.«Y( VT1 A* P i  W X / X 7 / V  1 
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66 CALL VNR8(  SMa L / v ( l # N P l  ) , X Z , K  )
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1 SU5k'fl J T I  \JE RL mw ( < 7 i 5 / A L j V , E A . T r S T 1  , T E q T 2 . M  )
..  £
3 D I V I S I O N .  D ( 4 w E f 4 )
4 E' iU 1 VALEVCF ( r > l , 0 ( l )  ) V (  1 ? # 0 ( 2 )  } i  ( 9 3 ^ 3 1  i« ( D 4 * D r M )
b EQUIVALENCE ( F b r ( D ) M E ? < F ( 2 ) ) ;  < E 3 * F f 3 l  1,  l £ n * E ( u . )  )
6 I F  ( A3S(  A|. ) . L T . * E S T 1  ) AL = TEST 1
7 h = A L
— Js """ OAL = 4 » * At
9 0 2  = 0 . 0
10 E2 = E A
11 D 3 = -I '
""IS? " CALL VPVTSr  X . X Z # S # 0 3 / M  i
13 c a l l  ER ( F 3 i V  )
14 I F ( E 3 . L T . E 2  1 30Tf i  1 0 0
15 H s •  4
16 r:*AL = -  r- a l
17 E l  = E3
18 0 1  « 0 3
19 D3 s 4
20 OOTn 1 5 0
21 luO E l  b E2
22 t  2 » E3
23 01 * 0 2
24 0 2  « 0 3
25 0 3  « 2 . *H
26 1 5 0 CALL V P V t S f  X ' . X 7 . S * D 3 « M  1
2 7 CALL ER ( F3j * )
28 2CG 0 2 3  « 0 2 - 0 3
2 9 D31 = 0 3 - 0 1
30 0 1 2  * 0 1 - 0 2
31 DM1 *  D 2 3 * E 1 + D 3 l * E ?  + n l ? * E 3
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35 2 5 0 01 = 0 2 UI
37 D3 = ~>3 + OAL
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3 9 F. 1 « E2
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44 04 e 0 . 5 * 0 V 3 / P ! N 1
4b I F  ( ( D 3  + 0A|_ - 0 4  ) * D A l «I. T . O .  ) GOT* 2 ^ 3
46 CALl  V P V T S ( X . Y Z . S j D A / U  )
,*>1 CALL EP ( F 4 j *  )
4g TEST4 = T F S T 2 # (  TEST? + 1 * 0 )
4 9 TEST3  *  T E S T l d T F S T l  + 1 . 0 ) .
bO C II c
j I j
b l < s 0
52 l. = 00
5 3 DO 4 0 0  I  = 1 j  3
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5 8 I F ( J . E 0 . 0 0  «AMD* L»E'O.D? ) G0TR 5 0 0
5-9 I F  ( < . G E « 0 ?  ) o*»T3 5 0 0
6 0 I E  ( ( 3 3 - 0 4 )  * r AL * 0 T . 0 .  ) r t f f R  4 50
61
62
D9 401  1 * 1 , 3  
0 ( 1 )  = 3 ( 1 + 1 )
o i 4 j  1 E (T) '  = L ( 1 + 1 )
64 33TS-  2 0 0 N)
6 5
6 6
4 5 0 t F  ( ( 3 1 - 3 4 )  * 0 a L » . 3E « 0 .  ) Gr T r 5 0 0  
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A SAMPLE OF COLLECTED HUMAN OPERATOR 




Appendix 2. Sample Human Operator Data
i
1 TRACKING RUN NO. 23. FLIGHT FATH NO. 1.
..S  DEG.OIVE. 3 G PULL. X-DISPLACEMENTS!S9C FT. MINIMUM ZsSOOFT
AZIMUTH OPERATED BV 2 ELEVATICN OPERATEO ev 5 :  :: V "  . 1 t  \ l
/I  I  -  1
T f
Q .  ..
E- . E w
T n
E E W w
0.0 -0 .1 9 0 .60 0 .9 -2 .7 9 -0 .2 3 -0 .2B 0.20 0 .9 -0 .6 0 -0 .1 0
0 .29 -0 .3 4 11.30 31.40 -2 .8 4 -0 .2 3 0 .96 2.80 12.20 -C .60 -0 .1 0
0 .50 -0 .9 0 16.30 9 .40 -2 .9 0 -C .23 0.02 6.30 7 . CO -0 .6 0 0,0
0 .75 - o . a r 16.00 -1 .2 0 -2 .9 6 -0 .2 3 -0 .4 8 6.30 - 3 .  20 -C .6 0 0.0
1.00 -1 .0 2 15.70 -7 .8 0 -3 .C 2 -0 .2 4 -C .47 4 ,70 —7,CC -C .60 c.c —  • . ■
1.25 -1 .1 7 12.10 -1 8 .6 0 -3.CB -C .24 -0 .4 8 2,80 -9 .C 0 -0 .6 0 0.0
I.SO -1 .1 2 6 .40 -1 7 .6 0 -3 .1 4 — C, 24 -0 .4  8 C.20 -7 ,0 0 -C .60 0*0
1.75 -1 .0 2 3*30 -1 3 .8 0 -3 .2C -9 .2 5 -0 .2 0 -C .70 -1 .0 0 -C .6 3 0.0
2.00 -0 .9 7 -o .s o -1C.4C -3 .2 6 -0 .2 5 -0 .1 9 -C .3 0 2 .60 -0 .6 0 c.c
2.25 -C .8 3 -1 .9 0 -1 .2 0 -3 .3 2 -0 .2 5 -0 .2 5 0.60 3 .8 0 -0 .7 0 0.0
2 .90 — C. 78 -1 .1 0 6.80 - 3 .  39 -0 .2 5 -0 .2 4 1.60 0.20 -0 .7 0 0.0
2 . 75 -0 .9 2 1.50 4.C0 -3 .4 5 -0 .2 4 -0 .2 6 0 .70 - 0 .  80 -C .7C 0.0
3.90 -0 .9 2 0 .90 -C .40 -3 .5 1 -0 .2 0 -C .26 1.20 0 .80 -0 .7 0 0.0
2.25 -C .9 0 1.30 2.20 —3.55 -0 .1 6 -0 .3 4 1.10 -1 .8 0 -0 .7 0 0.0
3.50 -C .9 0 2.00 5.90 -3 .5 9 -0 ,1 3 -0 .3 4 0.30 — 2o 40 -C .70 0,0
3 .75 —0,92 3.80 4 .80 -3 .6 1 -0 .1 0 -C .34 -C .10 - 2 .  90 -C .7 0 o . ie
A.CO -C .97 4.40 -0 .2C -3 .6 4 -9 .1 1 -0 .3 4 -0 .7 0 -2 .4 0 -0 .6 0 0,20
4. 25 -1 .9 7 3 .70 -4 .4 0 -3 .6 6 -0 .1 2 -0 .3 2 -1 .3 0 -3 .8 0 -0 .6 0 0.20
4.50 -1 .0 9 2.20 - 9 .  80 -3 .6 9 -0 .1 2 -0 .2 2 - 2 .  6G -2 .6 0 -0 .3 0 0 .30
4 .75 -1 .0 7 -1 .2 0 -5 .4 0 -3 .7 2 -0 .1 2 -C .13 -2 .6 0 1.60 -C .4 0 0 .30  -
5 . CO -1 .0 7 -C .50 -2 .6 0 -3 .7 5 -0 .1 2 -C .1 3 -1 .8 C 2 .80 - 0 .  40 0 .30
5 .25 -1 *0 7 -2 .5 0 -4 ,4 0 -3 .7 9 -0 .1 3 -0 .1 3 -1 .2 0 0 .80 -0 .3 0 0.30
5 .50 -0 .9 7 -2 .7 0 lo40 -3 .8 2 -0 .1 3 -0 .1 3 -1 ,4 0 -0 .6 0 -C .2C 0 ,33
5.75 -0 .9 0 -1 .8 0 4 .20 -3 .8 5 -0 .1 3 -0 .0 5 -1 .5 0 - 0 .  20 -C .2C 0 .33
6. CO -0 .9 2 —0 . 60 8 .80 -3 .8 8 —0.13 -0 .0 5 -1 .5 0 -1 .6 0 -0 .1 0 0 ,30
6 .25 -C .9 2 2 .60 8 .40 -3 .9 2 -0 ,1 4 -0 .9 5 -2 *3 0 -1 .4 0 0.0 0,30
e .so -1 .0 7 3 .60 2.  60 -3 .9 5 -0 .0 8 0 ,04 -2 *2 0 0.60 0.10 0,20
6.75 -1 .1 9 3 .90 -2 .0 0 -3 .9 6 -0 .0 3 0.12 -2 .9 0 1.60 C.10 0.20
7 . CO -1 .1 2 2.  60 “ 4.60 -3*97 0.02 0.11 -1 .4 0 1.40 C.20 0.10
7.25 -1 .1 2 1.60 -5 .4 0 -3 .9 5 0.07 0.10 -1 .3 0 1.40 0.10 0.0
7.50 -1 .1 2 -C .10 -7 .8 0 -3 .9 3 C.98 0.1C -0 .7 0 1.80 0.10 0,0
7.75 -1 .0 7 -2 .3 0 -2 .2 0 -3 .9 1 0.08 0.10 -0 .4 0 1.00 C.1Q o.c
8.  CO -1 .0 2 - -1 .2 0 1.20 -3 .8 9 0 .09 0.10 -0 .2 0 1.00 0.10 ' -0 .1 0
8 .25 -1 .0 2 -1 .7 0 0 .60 -3 .8 6 0 .09 0.10 0.10 1.40 0.10 - 0 .  10
8 .50 -1 .0 0 -0 .9 0 -1 .2 0 -3 .8 4 0.10 -0 .0 1 0 .50 -1 .0 0 0.10 -0 .1 0
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ADDITIONAL GRAPHS COMPARING AVERAGED HUMAN 
OPERATOR DATA WITH PREDICTED MEAN TRACKING 
ERROR OF DETERMINISTIC COMPONENT OF MODEL
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Azimuth E rro r -
e.
— * -  AVERAGED HUMBN ERROR 
  PREDICTED MEAN ERROR
i
ISToO 30.00 35.00 ?o.oolb .o oS.00o.ao
E levation E rro r
o
x:
AVERAGED HUMAN ERROR 
PREDICTED MEAN ERROR
30.00 s k .00 itb.OO
r»
lk.oo 20.00  . 25.00
TIHE (SEC)S .00
Figure A .3 .1 . Averaged Human E rro r and P redicted Mean E rro r -  F lig h t
Path #3.
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— w- AVERAGED HUMAN ERROR 
  PREDICTED MEAN ERROR
ak.oa ah. oo sk.oo <Ib.aoF .0 0 is. on so. oo TIME tSEC)
...
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e'.oo TiToo sb.oo ete.oo TIME C3EC)
'o.oo








FIVER AGED HUMAN ERROR 
PREDICTED HERN ERROR
ab .oo  ab.oo 4b . oo-ib.qo lb.oo ab.oo ab.oos .o o'o.oo
TIME (SEC)
ao
E levation E rro r
• o
flVERRGED HUMAN ERROR 
PREDICTED HERN ERRORn
s'. 00 a b . o o a b . o oib .o o'o.oo
Figure A ,3 .3 . Averaged Human E rro r and P redicted Mean E rro r -  F lig h t
Path #B.
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Azimuth E rro r
RVERRGED HUMRN ERROR 
PREDICTED MEAN ERROR •
lfa.oo ik.oo 2b.ao i i j
TIM E (SEC) .
'o.oo 5.00
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Figure A .3 .4 . Averaged Human E rro r and Predicted Mean E rro r -  F lig h t
Path #11.
APPENDIX h . .
PARSIMONY AND REDUCTION OF TRANSFER FUNCTIONS
The te n ta t iv e  tra n s fe r  fu n c tio n  models o f  equations (5 .3 .8) through 
( 5 - 3« l 1) need to  be inspected to  see i f  any parameters can be cancelled 
re s u lt in g  in a reduced model. This w i l l  assure us th a t the model has 
no redundant terms o r parameters and is  as economical as can be. 
"Parsimony" is  another word used by Box and Jenkins (1971, Chapter 3) 
fo r  such a p rop e rty . The model is  "parsimoneous" when i t  has the 
minimum poss ib le  number o f parameters.
A c a n c e lla tiq n  te s t  is  done by approximate fa c to r iz a t io n  o f  the
i
numerator and denominator, and id e n tic a l o r s im ila r  terms are cance lled . 
The two tra n s fe r  fu n c tio n s  o f  tra c k in g  e r ro r  and ta rg e t angular 
v e lo c ity  w i l l  now be subjected to  such te s ts .
237
Consider
b -  0, 6, -  .795, 62 -  -.673
eoo *  .834, u)j “ 1.16, oj2 ■ -.554
.  ( .85* -  1.168 + B ) w + ,  
(1 -  -795B + .673 B ) 1 '
■836 ( I  -  1.4 B + .665 B2) „  + „  
(1 -  .8 B + .67 B2) 1 t
gw (!  -  w1 b -  w2 b2)
(1 -  61 B -  62 B2)
fa c to r  out to  get
(B -  1.1 -  ,6J) (B -  1.1 + .6 j )  A .834 x  .665 
(B -  .6 -  l . l j )  (Bv -  .6 + l . l j )  ^
„ o „ .  (B -  1.1 -  .61) (B -  1.1 + .61)
-  *834 (T  -  .6 - 1 .  l j )  T B ' '- ."(TV 1 .n 1
. * .  No ca n c e l la t io n  is  poss ib le .
AE +  ATq
Parameters fo r  Path 1, Run #23, opera to r 2, w ith  minimum variance:
b -  0, 6 1 “  ,3i>3 62 = * l8 °
wo ** “ ,0^  w| “  w2 "  ” *03^
fo r  a model o f
(1 -  6|B -  62 B2) y t  ■ (wo -  Wj B -  oj2 B2) x t  + Nt
238
ATft -  y -  < - •« «  ~ M  B f t  AE + N,
Q (1 -  -3^3 B -  .180 B ) 1
Consider -.045 (1 + .91 B -  .75 B2) 
(1 -  .343 B -  .180 B2)
-.045 (B + .7) (B -  1.9) (- .75 ) 
.18 (B -  1.68) (B + 3-58)
+ .033 (B + .7) (B ~ 1.9)
-  .18 (B -  1.68) (B + 3.58)
, 0.  (B + .7) (B -  1.9)
* 183 (B + 3.5B)'Tb -  1768);
. * .  No ca n ce lla t io n  is  uncovered.
\
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APPENDIX 5  
DOCUMENTATION AND LISTING OF STOCHASTIC 
TRACKING PROGRAM
The MAIN program In i t i a t e s  IX, the seed number fo r  the Gaussian 
random number genera to r, GAUSS. I t  a lso  reads In NR, the number o f  
d i f f e r e n t  f l i g h t  paths to  be tracked. NTIME is the number o f  s toch as t ic  
re a l iz a t io n s  f o r  each path. The main program then c a l ls  the time series 
tra ck in g  subrou tine  TSTRAK, which re turns f u l l  ou tpu t track ing  data both 
in Azimuth and e le va t io n  as a rray  BOUT. "MAIN" a lso p r in ts  and punches 
th is  data as an ou tpu t.
TSTRAK begins by c a l l in g  "DELAY" which in i t i a t e s . a  working 
storage a rray  o f  a l l  the d is c re te  data th a t  is  f o r  t ra c k in g .  NPT is 
the number o f  d is c re te  in te rv a ls  to  be updated. Subroutine TARGET 
which is c a l le d  next reads in  f l i g h t  data and defines cross-over in 
ta rg e t  s ta te  v e c to r ,  a f t e r  path no rm a liza tion  is  done (Chapter IV). 
Subroutine WHERE is  ca lle d  to  loca te  the ta rg e t  a t any time by in te r ­
po la t io n  o f  the stored ta rg e t  data. The gun is  i n i t i a l l y  d irec ted  
towards ta rg e t  and the i n i t i a l  aim e r ro r  is zero. This is  done a f te r  
statement 10 in TSTRAK, which is fo llowed by an a n a ly t ic a l  s o lu t io n  o f  
the gun model. I PR I NT and KONT are in tegers to  con tro l the frequency 
o f  data storage o r ou tpu t.
The main tra ck in g  loop is  ind ica ted by statement 77 in TSTRAK, 
which begins by s e t t in g  in i j t ia l  values o f  a l l  ser ies  to  th e i r
21*0
z k \
unconditiona l mean o f  zero. Aim e r ro r  c a lc u la t io n  and eva lua tion  o f  
the angular p o s it io n  and v e lo c i t y  o f  ta rg e t  Is done in subroutine EVAL 
which is next ca l le d  and upon re tu rn  the d e te rm in is t ic  component o f  
torque is eva luated. ,
The s to ch a s t ic  component o f  torque Is determined by f i r s t  
c a lc u la t in g  the standard d e v ia t ion  o f  the random deviates in azimuth 
and e ve la t io n  SP and ST, by means o f  in te rn a l func tion  subroutine 
SIGMA. Subroutine GAUSS is then c a l le d  to  provide the value o f  the 
random deviates w ith  mean = 0 .  S tochastic  noise components ANP and ANT 
are then evaluated in each ax is  and to ta l  torque is  c lacu la ted  as TRPHI 
and TRTHDA in azimuth and e le va t io n  re sp e c t ive ly .
The to ta l  value o f  torque is app lied  to the gun model in each 
axis and a check is made on the d i f f e r e n t  l im i t s .  Storage and updating 
o f  the d i f f e r e n t  series -  torque, tra ck in g  e r ro r ,  ta rg e t angular 
v e lo c i t y ,  standard dev ia t ion  o f  w h ite  no ise , element o f  w h ite  noise 
ser ies  and s toch as t ic  component o f  torque -  is  done by c a l l in g  DLYIN. 
Subroutine I0DATA is ca l led  a t  predetermined in te rv a ls  to  s to re  the 
desired in fo rm a tion .
BLK DATA is the data b lock which s p e c if ie s  the gun system and 
supplies parameter values o f  the tra ck in g  model. Subroutine ROTATE 
has the fu n c t io n  o f  transform ing ta rg e t lo ca t io n  from in e r t ia l  to 
gun co -o rd ina te  system.
Stochastic Time Series Tracking Model
FORTRAN I V  G1 R E L E A S E 2 . 0  M A IN  OATE = 7 3 2 9 1  0 8 / 2 8 / 0 7
0001 COMMON / E X X /  I X  • N T I M E
0002 COMMON /  3 APZ /  B O U T ( 2 0 0 . 7 ) , JMB
0 0 0 3 I X  =  7 0 1 4 6 8 1
0 0 0 4 READ 2 . N R
0 0 0 5 DO 1 I I  =  1 »NR
0 0 0 6 DO 1 N T I  ME =  1 . 6
0 0 0 7 JMB =  0
0 0 0 8 P R I N T  2 1 1
0 0 0 9 P R I N T  2 1 . I X
0010 WR I T E ( 7 . 2 1 1 )
0011 C A L L  TSTRAK %
0012 W R I T E ( 6 . 2 1 6 ) ( ( B O U T ! I  , K > • K = 1 . 6 ) . (B O U T  C l + 1 . K ) , K = 1 . 6 )  ,  I , 1 = 1 , J M B . 2 )
0 0 1 3 WRI TEC 7 ,  2 1 7 )  ( <BOUT(  I  .  K ) ,  K= 1 .  6  ) » ( BO UT ( I  +1 .  K )  ,  K= 1 ,  6  ) .  I  ,  I  =  1 . J M B .  2 )
0 0 1 4 1 C O N T IN U E
0 0 1 5 STOP
0 0 1 6 2 F o r m a t ! i  5>
0 0 1 7 21 F O R M A T ! 2 0 X . *  - ] X  =  • . 1 1 0 1
0 0 1 8 21 1 F O R M A T ! 1 H 1 , 2 0 X . • T I M E  S E R I E S  S T O C H A S T IC  T R A C K IN G  MODEL • )
0 0  19 i 21 5 F O R M A T ! I  1 0 , F I  0 . 2 . 1  O X . 3 F 1 0 . 2 . 1  O X , 3 F 1 0 . 2 )
6 0 2 0 2 1 6 F O R M A T ! 4 ! 3 F  9 . 2 1 . 1 6 1
0021 2 1 7 F O R M A T ! 4 ( F 6 . 2 . F 6 . 1 * F 6 . 2 ) , 1 8 )
0022 W R I T E ! 6 . 2 1 5 ) ( I «  B O U T ! I » 7 )  . ( B O U T ( I , K ) , K = 1 , 6 ) , 1 = 1 . J M B )
0 0 2 3 END
N>
ro
FORTRAN I V G1 RELEASE 2 . 0  TSTRAK DATE = 7 3 2 9 1  0 8 / 2 8 / 0 7
0 0 0 1 S U B R O U T IN E  TSTRAK
0 0 0 2
0 0 0 3
COMMON / E X X /  I X  » N T IM E  
D I M E N S I O N  Z Z < 6 ) . Z ( 8 ) , Z I ( 8 ) . P L A N E C 6 )
0 0 0 4
0 0 0 5
COMMON / A L L / S T O R E ( 1 3 . 5 1 ) , I S  
COMMON I  PR I N T . K O U N T »DELT »T
- 0 0 0 6 COMMON / A R E A 1 /  T l , T L • T N , T D , K P , S P J E T , T H 1 L I M • T H 2 L I M ,  
I P H I L I M . P H 2 L I M . J T H D A . J P H I . B T H D A , B P H I . R A D E G . C M I L R D
0 0 0 7  
0 0 0 8
REAL J T H D A • J P H I , KP
COMMON /  W T S /  D 1 • D 2 . D I E . D 2 E . W 1 1 . W 1 2 * W 2 1 , W22 >GG1 * G G 2 • G 1 E . G 2 E
0 0 0 9
0 0 1 0
C O M M O N /T Q C O M P ' /Z E P ,  ZWP. Z T Q P . T R P H I  .  ZET  .  ZWT . Z T Q T .  T R T H D A ,  ERP » ERT .  WP .  WT 
S I G M A ( S . W ) =  A B S ( 0 . 2 6 8 * S + 0 . 9 4 5 * W )
0 0 1 1
0 0 1 2
I F ( N T I M E  *G T . 1 )  GO TO 1 0  
D E L T  = 0 . 1 2 5
0 0 1 3 "
0 0 1 4
NPT = 1 0  
I S T P  =  1 0 0 0
0 0  15
CCCCC




READ I N  F L I G H T  DATA AND RETURN TCROSS AND Z Z  AT 
T IM E  EQUAL 0 . 0 0 0
0 0 1 6
“CCCCC CCCCC
C A L L  T A R G E T ! T C R O S S , Z Z )
0 0 1 7
0 0 1 8
10 C O N T IN U E  
T =  0 . 0 0 0
0 0 1 9
0 0 2 0
CALL WHERE( T , Z Z >  
Z ( 2 )  =  0 . 0  0
0 0 2 1
0 0 2 2
ZC 4 )  =  0 . 0 0  
Z Z X  -  Z Z C l )
0 C 2 3  Z Z Y  =  Z Z T 2 T ~
0 0 2 4  Z Z Z  =  Z Z C 3 )
0025
0 0 2 6  
0027
D I A  =  SQRTC Z Z (  1 ) * Z Z T T T  f  ~~zzT2T * z z (  2 ) ) 
Z ( l )  =  ATAN2C Z Z Y « Z Z X )
Z ( 3 )  =  - A T A N 2 ( Z Z Z . D I A )
ro•C-U).
CCCCC N O N L IN E A R  GUN MODEL CCCCC     „
c  c
C Z ARRAY OF S T A T E  V A R I A B L E S  ~ C
C Z C I )  OR P H I  A Z IM U T H  ANGLE OF GUN C
~ Z  Z T 2 T  ANGULAR V E L O C I T Y  OF GUN A Z I M U T H  C
C Z ( 3 )  OR THEDA E L E V A T I O N  ANGULAR P O S I T I O N  C
~C Z ( 4 >  ANGULAR V E L O C I T Y  E L E V A T I O N '  C
0 0 2 8 PJOB =  J P H I  /  B P H I
0 0 2 9 TJOB =  JTHDA /  BTHDA
0 0 3 0  PJOBB =  PJOB /  B P H I
0 0 3 1  TJOBB = TJOB /  BTHDA
0 0 3 2
0 0 3 3
C l l  =  E X P ( { —B P H I  /  J P H I ) *  D E L T )  
C 21  =  E X P { C “ B T H D A / J T H D A ) 4 D E L T )
0 0 3 4
0 0 3 5
C 1 2  =  ( DEL  T -  P J O B ) / B P H I  
C 2 2  =  ( D E L T  -  T J O B )  /  BTHDA
0 0 3 6
0 0 3 7
I P R I N T  =  0 
KOUNT = 0
0 0 3 8
0 0 3 9
T S T P  =  4 0 .  
7 7  C O N T IN U E
0 0 4 0
0 0 4 1 -
P H I O  =  Z C I ) 
D P H I O  =  Z ( 2 )
0 0 4 2 THEO =  Z ( 3 ). \  '
*
0 0 4 3 DTHEO =  Z ( 4 )
0 0 4 4
0 0 4 5
C A LL  EVA L  ( T , Z . E R P , E R T , P L A N E )  
WP =  P L A N E ( 2 )
0 0 4 6
0 0 4 7
* WT =  P L A N E ( 5 )  
I F f T . L E . D E L T )  GO TO 81
0 0 4 8
0 0 4 9
T Q P 1 = S T O R E ( 2 . I S )  
T Q T 1 = S T 0 R E ( 3 . I S ) NJ
-------------- «■—0 0 5 0  E R P 1 = S T Q R E ( 4 » I S )
0 0 5 1 E R T I = S T O R E { 5
0 0 5 2
0 0 5 3
W P 1 = S T 0 R E « 6 , I S )  
W T l = S T O R E ( 7 , I S )
0 0 5 4
0 0 5 5
TQP 2 =  STORE < 2 , 1 S—1 )  
T Q T 2 = S T O R E ( 3 , 1 S - l )
0 0 5 6 E R P 2 = S T 0 R E  1 4 * I S - l  )
0 0 5 7 ER T 2 = S T O R E ( 5 , 1 S—1 )
0 0 5 8 W P 2 = S T 0 R E { 6 , I S - l )
0 0 5 9 WT2=STORE ( 7 ,  I  S - l  )
0 0 6 0 GO TO 8 5
0 0 6 1 81 T R P H I  =  0 .
0 0 6 2 TRTHDA = 0 .
0 0 6 3 GO TO 8 8
0 0 6 4 8 5 C O N T IN U E
0 0 6 5 ZEP =GG1 *  C ERP -  W 1 1 * E R P 1  -  W 1 2 * E R P 2 .  )
0 0 6 6 ZET =  G 1 E *  ( ER T  -  W 1 1 * E R T 1  -  W 1 2 * E R T 2  )
0 0 6 7 ZWP =  GG2 *  (  KP -  W 2 1 * W P l  -  W22+WP2 )
0 0 6 8 ZWT =  GPE *  ( WT -  W21 *  WT1 -  W 22 * W T 2  )
0 0 6 9 ZTQP =  D 1 *  TQP1 +  D 2 4 T Q P 2
0 0 7 0  Z T Q T  =  D 1 E * T Q T 1  V D 2 E 4 T Q T 2
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  * * * * * *  * * * * * * * * * * *  * * * * * * * * * * * * *
C - _
C S T O C H A S T I C  COMPONENT E V A L U A T I O N
C 1
c * * * * * * * * * * * * * * *  * * * * * * * * * * * * * * * * * * * *  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
0 0 7 1  WWP = (  WP -  2  .  ^STCTr E ( 6  , ' I  S ) V  STORE ( 6 ,  I S T - f ) ) / R A D E ( T
0 0 7 2  WWT =  {WT -  2 • *  S T O R E ( 7 » I S ) + STORE ( 7 .  I  S - l  > J /R A D E G
0 0 7 3  SP =  S I  GMA t STORE C 8 , 1  S)  * WWP) ~
0 0 7 4  ST =  S I G M A ( S T 0 R E C 9 , I S ) , W W T )
0 0 7 5  C A L L  G A U S S( I  X , S P , 0 , , AP)
0 0 7 6  CALL G A U S S ( I X , S T , 0 , , A T )
0 0 7 7  ANP =  O V4 44S T O R E C  12  ,  I S )  +  2 7 4 5 7 4 A P  +  I  . 3  7 f * S T  C J R E C T O . IS )
0 0 7 8  ANT =  0# 4 4 * S T 0 R E ( 1 3 , I S )  +  2 . 4 5 7 4 A T  «• 1 , 3 7 1 * S T O R E ( 1 1 , I S )
-C-
vn
0 0 7 9
0 0 8 0
T R P H I  =  Z T Q P  +  ZEP +  ZWP F ANP  
T RTHDA= Z T Q T  F Z E T  + ZWT F ANT
0 0 8 1
0 0 8 2
I F C A B S C T R P H I ) . G T . 1 0 .  ) T R P H I = S I G N  C I O • * T R P H I )
I F C A 8 S C T R T H D A ) . G T . 1 0 . ) TRTHDA= S I G N  C I O .  .T R T H D A  )
0 0 8 3
0 0 8 4  
.... .......... . 0 0 8 5
0 0  8 6
8 8 C O N T IN U E
CA1 =  PJOBB *  T R P H I  -  PJO B  *  D P H IO  
CE1 =  TJOBB *  TRTHDA -  TJOB *  OTHEO  
C A2 =  P H I O  +  PJOB *  D P H I O
0 0 8 7
0 0 8 8
C E 2  = THEO + TJOB *  DTHEO
P H I  =  CA1 *  C l l  F  CA2 F T R P H I  *  C 1 2
0 0 8 9
0 0 9 0
D P H I  =  —C A 1 *  PJOB *  C l l  F T R P H I  /  B P H I  
I F C A B S C D P H I ) . G T . P H 1 L I M )  GOTO 1
0 0 9 1
0 0 9 2
D D P H I  =  C T R PH I  -  B P H I  *  D P H I ) /  J P H I
IF C  A B S C D D P H I  ) . G T . P H 2 L I M )  P H I = P H I O +  CDPH1+0  • 5 4 P H 2 L I H 4 D E L T ) * D E L T
0 0 9 3
0 0 9 4 1
GOTO 3
D P H I  =  S I G N C P H 1 L I M . D P H I )
0 0 9 5
-
P H I  =  P H I O  F  D P H I  *  D ELT
C 0 9 6 3 C O N T IN U E
0 0 9 7
0 0 9 8  .
THEDA =  C E l *  C 2 1  +  C E 2  +■ TRTHDA *  C 22  
I F ( T H E D A . G T . 0 . 0 )  GOTO 7
0 0 9 9
0 1 0 0
DTHEDA =  - C E l  *  TJO B  F C 2 1  F TRTHDA /  BTHDA  
I F C  ABSC D T H E D A ) . G T . T H 1 L I M l  GOTO 4
01  O l  
0 1 0 2
DDTHDA =  C TRTHDA -  BTHDA *  DTHEDA ) /  JTHDA














DTHEDA =  S I G N C T H 1 L I M , D T H E D A )
0 1 0 5
0 1 0 6
T h e d a  =  t h e o  f  d t h e d a  *  d e l t
GOTO 8
0 1 0 7
0 1 0 8
7 THEDA = 0 .  
DTHEDA = 0 .
— o r o ' 9  ' 
0 1 1 0
8 C O N T IN U E
C A L L  D L Y I N C T  . T R P H I • T R T H D A • E R P • E R T , W P , WT• S P , S T . A P , A T . A N P . A N T )
M
J r-Ov
0 1 1 1 Z ( 1 )  =  P H I
...
0 1 1 2 Z ( 2  ) =  D P H I
------- 0 1 1 3  ‘ Z ( 3 )  =  THEDA
0 1 1 4 Z C 4 J  =  DTHEDA
0 1 1 5 I F ( K O U N T . E Q . I  P R I N T ! CA L L  I O D A T A ( Z «  N » 2 )
0 1  16 I F (  K O U N T . E Q .  I  P R I N T ) P R I N T  2 2 2 , T * W W P , S P , A P , A N P * W t f T , S T . A T , A N T
0 1 1 8  I F { T . G E . T S T P )  RETURN
0*119 * *' "  I F C K O U N T i G E • I S T P )  RETURN
0 1 2 0  KOUNT =  KOUNT +  1
0 1 2 1
0 1 2 2 2 2  2
GO TO 7 7
F O R M A T ! F 1 0 . 2 , 1  O X ,  4F  I  0 .  3  » 10 X ,  4 F 1 0 .  3  )
0 1 2 3
0 1 2 4
2 2 3 F O R M A T ! 4 0 X . 3 F 2 0 . 2 )  
END
*
FORTRAN I V  G l RELEA SE 2 . 0  BLK OATA DATE = 7 3 2 9 1  0 8 / 2 8 / 0 7
0 0 0 1 BLOCK DATA
0 0 0 2
0 0 0 3
REAL J T H D A * J P H I * K P
COMMON / A R E A 1 /  T l * T L * T N * T D • K P * S P J E T . T H 1 L I M . T H 2 L I M ,
0 0 0 4
1 P H 1 L I M . P H 2 L I M . J T H D A , J P H I , B T H D A , B P H I « R A D E G *  C M I L R D
0 0 0 5 DATA S P J E T  , T H 1 L I M  * T H 2 L I M
0 0 0 6
1 /  4 5 0 .  , . 3 8 4  * . 3 4 9  1 /  
DATA P H 1 L I M  , P H 2 L I M  , JTHDA * J P H I
0 0 0 7
1 / l . 0 6 4 7  * . 3 4 9 1  , 0 . 4 5  * 0 . 2 2 3 9  /  
DATA BTHDA , B P H I  .R A D E G  , C M IL R D
0 0 0 8
1 / 2 4 . 1 5 8 5  * 1 5 . 4 5 8 5  * * 0 1 7 5  * 1 0 1 8 . 6 0 0 1  /
COMMON /  W T S /  D 1 , D 2 , D 1 E . D 2 E , W 1 1 * t f1 2 , W 21 • W 2 2 * G G 1 , G G 2 * G 1 E . G 2 E
0 0 0 9
0 0 1 0
DATA D 1 * D 2 , G G 1 * G G 2  /  . 8 9 1 . 2 9 9 , - 1 3 . 0 • 2 4 . 8 8 9  /
DATA D I E  * D 2 E * G 1 E  * G 2 E  /  0 . 3 3 6 * 0 . 2 8 4  , - 2 7 . 6 6 5 , 3 2 . 4 1  /
0 0 1 1
0 0 1 2





FORTRAN I V  G1 R E L E A S E  2 . 0  IO D A TA  DATE = 7 3 2 9 1 0 8 / 2 8 / 0 7
6 0 0 1 S U B R O U T IN E  I O D A T A I Z . N , I T I M E )
6 0 0 2
0 0 0 3
D I M E N S I O N  Z ( 8 )
COMMON I P R I N T , K O U N T , D E L T , T
0 0 0 4 COMMON / A R E A 1 /  T l , T L , T N , T D , K P , S P J E T , T H 1 L I M , T H 2 L I M ,
1 P H 1 L I M . P H 2 L I M , J T H D A , J P H I , B T H D A , B P H I • R A D E G , C M I L R D  
6 3 6 5  “  REAL J T H D A *  J P H  I  'iKP  ~ ~  " “
08-G6 COMMON /  BARZ /  B O U T < 2 0 0 , 7 ) , JMB
0 0 0 7
0 0 0 8
C O M M O N / T Q C O M P / 2 E P * Z  WP* Z T O P , T R P H I , Z E T • ZW T, Z T O T , T R T H D A , E R P , E R T , WP, WT 
JMB -= JMB + 1
0 0 0 9
0 0 1 0
K =  2
I P R I N T  =  I P R I N T  +  K
0 0 1  1 
0 0 1 2
B OUT( JMB *  1 ) =  T R P H I  
B O U T ( J M B , 2 )  =  E R P 4 C M IL R D
0 0  13  
0 0 1 4
8 0 U T ( j M B , 3 )  =  WP /  RADEG 
B O U T ( J M B , 4 )  = TRTHDA
0 6  1 5  
0 0 1 6
B O U T { J M B , 5 )  =  E R T  *  C M IL R D  
BOUTC J M B , 6 )  =  WT /  RADEG
0 0 1 7
0 0 1 8 4
B O U T { J M B , 7 )  =  T 
RETURN
0 0 1 9
0 0 2 0
5 0  0 
5 5 5
P R I N T  5 5 5 , T , Z E P • ZW P, Z T Q P , T R P H I , Z E T , Z W T , Z T Q T , TR TH D A  
F O R M A T ! 1 5 X , 1  OF 1 0 . 3 )
0 0 2 1 END
n»-
•fc-oo
FORTRAN I V  G 1  R E L E A S E _ 2 . _ 0 ______________  „ D E L A Y ____  P A T E __= . 7 3 2 9 1  ____________ 0 8 / 2 8 / 0 7
0 0 0 1  S U B R O U T IN E  D E L A Y ! N P T )






T I M E
NPT
T I M E  S U B R O U fT N E  CALLED  






c TD LENGTH OF T I M E  D E LA Y c
c STORE NAME OF STORAGE ARRAY c
c S T O R E ! 1 . X ) VA LU ES  OF T IM E c
c S T O R E ! 2 ,  X ) VALUES OF TORQUE A Z IM U T H c
c S T O R E ! 3 • X) VA L U E S OF TORQUE E L E V A T I O N c
c S T O R E ! 4 ,  X ) A I M  E R R O R , A Z I M U T H c
c S T O R E ! 5 , X ) A I M  E R R O R , E L E V A T I O N c
c S T O R E ! 6 , X ) TARGET ANGULAR V E L , A Z I M U T H c
c STORE 1 7 , X) TARGET ANGULAR V E L , ELEVAT IO N c
c DTP D ELA YED  TORQUE A Z I M U T H c
-  c D T T OELAYED TORQUE E L E V A T I O N c
c TP I N P U T  TORQUE A Z I M U T H c




00"03 ' NUM =  3
0 0 0 4 I S  =  NUM-1
0 0 0 5 NPM =  N PT  -  1
0 0 0 6 NPP =  N P T  + 1
000~7 " DO 11 I  =  1 , 1 3
0 0 0 8 S T O R E ! I , 2 )  = 0 . 0
0 0 0 9 11 S T O R E ! I , 1 )  =  0 .
0 0 1 0 S T O R E ( 1 , N P P ) =  1 0 0 0 0 . 0
0 0 1 1 RETUftN ro
.t-VD0 0 1 2 E N T R Y  D L Y I N I T I M E , T P » T T » E P , E T . W P , W T . S P , S T , A P , A T , A N P . A N T )
0 0 1 3 I F ( N U M . G T . N P T J  GOTO 1
------
0 0 1 4  
(TOT 5  
0 0 1 6
I S  = NUM 
STORE Tl . N U M )  
S T O R E ( 2 . NUM)
“ T I M E  ....................
a  TP
' -----------  -  --------------------------- -------------------------1
----- 0017 ■” '
0 0 1 8  
0 0 1 9
S T O R E ( 3 »  NUM)  
S T O R E ( 4 , NUM)  
S T O R E ( 5 . NUM)
=  TT
=  EP  
= E T
___________________ _______ ____ - ____ _ _ . . . _____ ___
0 0 2 0  S T O R E ( 6 ,  NUM) =  WP
0 0 2 1 ~ STO R E T ? 7 n UM) =' WT
0 0 2 2 S T O R E ( 8 . NUM) = SP
0 0 2 3 S T O R E ( 9 . NUM) =  ST
0 0 2 4 * S T O R E ( 1 0 , NUM) =AP
0 0 2 5 STORE t i l * N U M )  = A T
0 0 2 6 S T O R E ( 1 2  *N U M )  =ANP
0 0 2 7 S T O R E C 1 3 , NUM) =A N T
0 0 2 8 NUM =  NUM +  1
0 0 2 0 ------------ :-------------------------------- RETURN---------------
0 0 3 0  1 0 0  2  J = l » N P M
0 0 3 1
0 0 3 2
I  =  J + 1
DO 2  K =  1 , 1 3
0 0 3 3
0 0 3 4
2 S T O R E ( K , J )  =  S T O R E ( K , I )  
S T O R E ( 1 , N P T )  =  T I M E
0 0 3 5
0 0 3 6
- STOREC2 , N P T )  =  
S T O R E ( 3 , N P T )  =
T P .
TT
0 0 3 7 S T O R E ( 4 , N P T )  = EP
0 0 3 8 S T O R E ( 5 *  N P T )  = E T
0 0 3 9
0 0 4 0
STORE C 6 , N P T ) =  
S T O R E ( 7 , N P T )  =
WP
WT
0 0 4 1
0 0 4 2
STORE C 8 , N P T ) =  
S T O R E ( 9 * N P T )  =
SP
ST
0 0 4 3
0 0 4 4
S T O R E ( 1 0 , N P T )  : 
S T O R E ( 1 1 , N P T )
=AP
=AT
0 0 4 5
0 0 4 6
S T O R E ( 1 2 , N P T )  ; 
S T O R E ( 1 3 , N P T )  ;
=ANP
=ANT '
0 0 4 7
0 0 4 8
0 0 4 9




FORTRAN I V  G1 R E L E A S E  2 . 0 TARGET DATE = 7 3 2 9 1 0 8 / 2 8 / 0 7
(
0 0 0 1  S U B R O U T IN E  T A R G E T ( TCROSS * 7 Z )
0 0 0 2
CCC cc








TCROSS T I M E  TO CROSSOVER C 
S P J E T  V E L O C I T Y  OF P L A N E ( I N  KNOTS)  C
c ( X O . Y O . Z O )  I N I T A L  L O C A T I O N  OF THE PLANE C
... c Z Z  P O S I T I O N  AND V E L O C I T Y  OF PLANE C
c Z Z t 1 )  X c
c Z Z t 2 )  Y c
c Z Z t 3 )  Z C
c Z Z t  4 )  X V E L O C I T Y  C -
c Z Z t 5 )  Y V E L O C I T Y  C
c Z Z t 6 )  Z V E L O C I T Y  C
c F L Y  ARRAY P L A N E  S T A T E  V A R I A B L E S  V S .  T  C
c F L Y t l . X )  T I M E  C
c F L Y  f  2  , X ) X C
c F L Y 1 3 . X )  Y C
c F L Y  1 4 . X ) Z C
c F L Y t S . X )  X V E L O C I T Y  G
c F L Y  1 6 *  X ) Y V E L O C I T Y  C




0 0 0 3 READt 5 , 6 ) I  T Y P E • I C A S E .  NUMBER, D I  YE , P  U L L ,  D I S P L C
0 0 0 4 G O T O t 1 , 3 , 5 0 * 1 3 1 , 1 TYPE
0 0 0 5 1 XO =  1 5 0 0 .
0 0 0 6 I F ( I C O R S . E Q . 2 )  XO =  3 0 0 0 .
0 0 0 7 YO =  1 5 2 0 0 . 0 0 0
0 0 0 8 ZO -  5 0 0 . N>
0 0 0 9 S P J E T  =  4 5 0 . \n
I
0 0 1 0  XV =  0 . 0 0 0
0 0 1 1  YV _ = - S P J E T * 6 0 6 7 . / 3 6 C 0 .
60T 2   z v " S - o T o o d  “
0 0 1 3  TCROSS =  - Y O / Y V
0 0 1 4
0 0 1 5
T I M E  =  0 . 0 0 0  
DO 2  I  =  1 . 8 1
0 0 1 6
0 0 1 7 2
Y =  YO ♦  T I M E 4 Y V  
T I M E  =  T I M E  +  0 . 5 0 0 0
0 0 1 8
0 0 1 9 3
GOTO 13
DO 4  1 =  1 .NUMBER
0 0 2 0 R E A D ( 5 . 1 1 ) U S 1 . F L Y C 3 , I 1 , F L Y ( 4 . I ) » F L Y ( 2 * I ) * U S 2 * U S 3 * F L Y ( 5 .  I ) . F L Y t 6 , 1 )
0 0 2 1 4 C O N T IN U E
0 0 2 2 R E A D ( 5 * 4 0 ) ( F L Y ( 7 . 1 ) * 1 —1 .N U M B E R )
0 0 2 3 40 F 0 R M A T C 8 F 1 0 . 0 )
0 0 2 4 ADDX = D I S P L C  -  F L Y ( 2 . 4 1 )
0 0 2 5 ADDY =  —F L Y ( 3 . 4 1 )
0 0 2 6 ADDZ =  5 0 0 . 0 0  -  F L Y ( 4 . 4 1 )
0 0 2 7 T I M E  =  0 . 0 0 0 0
0 0 2 8 DO 4 1  I  =  1 .NUMBER
0 0 2 9 F L Y ( 1  ,  I ) =  T I M E
0 0 3 0 F L Y ( 2 * 1 )  =  F L Y ( 2 . I ) +  ADDX
0 0 3 1 F L Y ( 3 . 1 )  =  F L Y C 3 . I )  +  ADDY
0 0 3 2 F L Y ( 4 * 1 )  =  F L Y C 4 . I )  +  ADDZ
0 0 3 3 F L Y C 6 . I )  =  —F L Y C 6 . I )
0 0 3 4 41 T I M E  -  T I M E  +  0 . 5 0 0 0 0
0 0 3 5 GOTO 1 3
0 0 3 6 5 0 DO 51 I  =  1 .NUMBER
0 0 3 7 R E A D ( 5 . 1 1 ) U S 1 * F L Y ( 3 * 1 )  . F L Y ( 4  * I ) . F L Y t 2 . I ) . U S 2 . U S 3 * F L Y (  5 .  I ) *  F L Y t 6 , I )
0 0 3 8 51 C O N T IN U E
0 0 3 9 REA D t  5 . 4 0 ) ( F L Y ( 7 , I ) . 1  =  1 . NUMBER)
0 0 4 0 ADDX =  D I S P L C  -  F L Y ( 2 . 4 1 )
0 0 4 1 ADDY =  —F L Y ( 3 * 4 1 )
004 -2  ADDZ =  5 0 0 . 0 0  -  F L Y ( 4 , 4 1 )
0 0 4 3  T I M E  =  0 . 0 0 0 0
0 0 4 4
0 0 4 5
A
B
— A T A N { 5 6 . 2 5 / 7 1 . 2 8 )  
C O S ( A )
"0 0 4 6
0 0 4 7
0 0 4 8
0 0 4 9
005CT
0 0 5 1
0 0 5 2
0 0 5 3
0 0 5 4
0 0 5 5
0 0 5 6
0 0 5 7
W 5 8
0 0 5 9
0 0 6 0
0 0 6 1
M 6 2
0 0 6 3
0 0 6 4
0 0 6 5
0 0 6 6
0 0 6 7
0 0 6 8
0 0 6 9
0 0 7 0
0 0 7 1
0 0 7 2
0 0 7 3
0 0 7 4
0 0 7 5
0 0 7 6
C =  ~ S f N (  A l  ”
DO 5 2  I  =  1 . NUMBER
F L Y C l , I  I  =  T I M E
F L Y ( 2 , 1 )  =  F L Y ( 2 , 1 )  +  ADDX
F L Y { 3 , T T - = ~ F L Y ( 3 7 i  » ~+" ADDY "
F L Y ( 4 , 1 )  =  F L Y C 4 . I )  +  ADDZ  
d 0 m m y ~ ^ ~ f l y { 5 , i >
F L Y ( 5 , 1 )  =  F L Y C 5 , I ) * B  -  F L Y C 6 , I ) * C  
F L Y C 6 . I )  =  -  F L Y ( 6 , 1 ) * d  -  DUMMY*C  
5 2 ( T I M E  =  T I M E  + 0 . 5 0 0 0 0
I T 1 C O N T I N U E  ..... .. ......
TCROSS =  2 0 . 0 0 0 0  
W R T T E T 5 7 I 2 T T C  A S E * D I  V E ,  TCROSS  
W R I T E C 6 , 9 )
DO 5 3  I  =  1 .NUMBER  
5 3  W R I T E C 6 , 1 0 ) C F L Y C J , I ) • J = 1 , 7 )
RETURN "    " '
6  F O R M A T ! 3 1 3 , 3 F 1 0 . 3 1
7  F O R i r A T C F T o V s T  ~ '
8  F O R M A T ! 5 9 X , * C A S E  = • , 1 3 , 2 X , • L E V E L  F L Y B Y * / 5 5 X . • T I  ME» ,
1 •  TO CROSSOVER = * , F 1 0 . 2 / / / I
9  FORMA TC 5 4 X , "T A B L E OF PL A N E P O S I T I O N  V S .  T I M E * , / /
1 1 4 X ,  ■ T l  ME* , 2 5XT~*~POSl~TTO N • , 3 7 X 7 r V E l T d C I T Y ' / 3 1 X  .  •_X«_;
2 1 4 X , *  Y * .  1 4 X , * Z *  , 1 4 X , * X *  , 1 4 X , »  Y*  , 1 4 X , * Z #/ / ’ )
TO FORMATC 5 X , 7 F I  5 7 2 )  '
11 F O R M A T C 8 F 1 0 . 2 )
1 2  F O R M A T C 4 9 X , * C A S E  = • , 1 4 , 2 X . F 1 O . 2 , 4 X , • DEGREE D I V E  • ,
I • A N G L E * / 5 5 X , ■T l M E  TO CROSSOVER =  • . F 1 0 . 2 / / / )
1 1 2  FORMATC 5 X , * C A S E  = •  ,  1 4 • 2  X , F l l » 7 2 7 4 > f , ^ b E G R E E  D I V E  ANGLE*')
ENTRY WHERE C T , Z Z )
_ _ _ _ _
GO TOC 1 4 , 1 5 , 1 5 , 1 7 ) , I  TYPE
14  Z Z C 1 )  =  XO
ZZC 2 )  =  YO +  Y V * T 3  
Z Z C 3 )  =  ZO —
N3
vnw
0 0 7 7 ZZC 4 )  =  XV
0 0 7 8
0 0 7 9
Z Z C 5 )  =  YV 
Z Z ( 6 )  =  ZV
0 0 8 0 GOTO 17
0 0 8 1 1 5 O T I M E  =  T 3 4 2 . 0 0 0  +  1 . 0 0 0 0
0 0 8 2
0 0 8 3
J =  O t l M E  
J J  =  J +  1
0 0 8 4
0 0 8 5
F T  =  ( T 3  -  F L Y C 1 , J ) ) / 0 . 5 0 0 0  












K =  I  + 1
Z 7 C I )  =  ( F L Y C K . J J )  -  F L Y C K . J ) ) * F T  ♦ FLYC K» J )
0 0 8 8 17 RETURN
FORTRAN I V  G1 R E L E A S E 2 . 0  EVAL DATE = 7 3 2 9 1  0 8 / 2 8 / 0 7
0 0 0 1 S U B R O U T IN E  E V A L C T , Z . E R R O R 1 , E R R O R 2 , PLA N E )
0 0 0 2 D I M E N S I O N  P L A N E C 6 ) , Z Z C 6 )  , A C I N E R ( 3 )  .A C G U N C 3 ) ,D X IN E R C  3 ) *  DXGUNC3 )




c THE PURPOSE OF T H I S  S U B R O U T IN E  I S  TO c
c C A L C U L A T E  THE ANGULAR A L IG N M E N T  ERRORS c
c AND ANGULAR P O S I T I O N  OF T H E  TARGET c
c c
c c
C ERROR ARRAY OF A L IG N M E N T  ERRORS c
C AND D E R I V I T I V E S c
C E R R O R ! 1 , 1 )  A Z I M U T H  ERROR





C PL A N E ARRAY C O N T A I N I N G  ANGULAR L O C A T IO N C
c OF THE TARGET c
c P L A N E ! 1 ) A Z I M U T H  ANGLE c
c P L A N E ! 2 ) A Z IM U T H  V E L O C I T Y c
c P L A N E 1 3 ) A Z I M U T H  A C C E L E R A T IO N c
C P L A N E !  4 )  E L E V A T I O N  ANGLE C
C P L A N E ! 51  "  E L E V A T I O N  V E L O C I T Y  C
C P L A N E ! 6 )  E L E V A T I O N  A C C E L E R A T IO N  C
_  . . . . . .      c
c  c
CCCCC CCCCC
0 0 0 4  CALL WHE RE I T *  Z Z  )
0 0 0 5  ~  DO 1 I  =  1 , 3
0 0 0 6  1 A C I N E R ! I } =  Z Z !  I  )
0 0 0 7  DO 2  1 =  T T 3
0 0 0 8  2  D X I N E R ( I )  =  Z Z I I  + 3 )
0 0 0 9  P H I  =  Z ! 1 )
0 0 1 0  D P H I  =  Z ! 2 )
0 0 1 1  THEDA =  Z f 3 >  ^
0 0 1 2  DTHEDA =  Z ! 4 )  ""
0 0 1 3  CALL R O T A T E I P H I , T H E D A , A C I N E R , ACGUN)
0 0 1 4  Z1 =  ACGUN! 1 >*AC.GUN( 1 ) +  ACGUN! 2  ) *  ACGUN! 2 )
0 0 1 5  Z 2  =  S Q R T ( Z l )
0 0 1 6  Z 3  =  ACGUN! 1 ) * A C G U N ! 1 )  + A C G U N !3 ) * A C G U N ! 3 )
0 0 1 7  ERROR 1 = —A T A N I A C G U N ! 2 ) / A C G U N ! I I )
0 0 1 8  E R R 0 R 2  =  AT A N ! ACGUN1 3 ) / A C G U N ! I  ) l
0 0 1 9  Z1 =  Z Z ( 1 ) * Z Z ! 1 )  *  Z Z ! 2 l * Z Z ! 2 l
0 0 2 0  Z 2  =  SQRT! Z1 )
0 0 2 1  Z 3  =  Z Z ! 1 ) * Z Z ! 4 »  ♦  Z Z ! 2 ) 4 Z Z ! 5 )
0 0 2 2  P L A N E I I )  =  A T A N 2 ! Z Z ! 2 ) , Z Z ( 1 ) )
0 0 2 3  P L A N E ! 2 )  =  ! Z Z ! 1 ) * Z Z ! 5 )  -  Z Z ! 2 ) * Z Z ! 4 ) ) / Z 1
0 0 2 4  P L A N E ! 3 )  = 0 . 0
0 0 2 5  P L A N E ! 4 )  =  - A T A N 2 ! Z Z I 3 ) , Z 2 )
0 0 2 6  P L A N E ! 5 1 = ! Z Z ! 3 ) 4 Z 3 —Z Z ! 6 ) * Z 1 ) / ! Z 2 * ! Z l  +  Z Z ! 3 ) * Z Z ! 3 ) ) )
0 0 2 7  P L A N E ! 6 )  =  0 . 0 0
0 0 2 8  RETURN
0 0 2 9 END
0001
0 -0-02
0 0 0 3
0 0 0 4
0 0 0 5
0 0 0 6
0 0 0 7
0 0 0 8




0 0 1 3
0 0 1 4
0 0 1 5
0 0 1 6
0 0 1 7
0 0 1 8
0 0 1 9
0020
0 0 2 1
0022
R E L E A S E  2 . 0  ROTATE DATE = 7 3 2 9 1  0 8 / 2 8 / 0 7
SU B R OU TIN E  R O T A T E ! A . 8 , C O L D .C N E W )  
D I M E N S I O N  C O L D ! 3 ) . C N E W C 3 ) . C < 3 , 3 >  
C A = C O S I A )
C B = C O S ! B )  " "
S A = S I N ! A )
S B = S I N ! B )
C ! 1 , 1 ) = C A * C B  ' N
C ! 1 * 2  )  =C B* SA
C ! 1 , 3 ) = - SB
C ! 2 .  1 ) = —SA
C ! 2 , 2 ) = C A
C ! 2 , 3 ) = 0 .
C ! 3 . 1 > = C A *S B  
C < 3  » 2 ) = S A *  SB 
C I 3 , 3 ) = C B  
DO 10 1 = 1 . 3  
S U M = 0 •
DO 2 0  J = 1 . 3  
2 0  SUM=SUM+C! I . J ) 4 C 0 L D ( J )
10 C N E W ! I ) =SUM  
RETURN
_ _  -
ro
\n









COMPUTES A NORMALLY D I S T R I B U T E D  RANDOM NUMBER W I T H  A G I V E N  





C A LL  G A U S S ( I X . S . A M . V )
c
c
D E S C R I P T I O N  OF PA RAMETERS
I X  - I X  MUST C O N T A I N  AN ODD IN T E G E R  NUMBER W I T H  S I N E  OR
c
c
L E S S  D I G I T S  ON THE F I R S T  ENTRY TO G A U S S .  T H E R E A F T E R  
I T  W I L L  C O N T A I N  A U N IF O R M L Y  D I S T R I B U T E D  IN T E G E R  RANDOM
c
c
NUMBER GENERATED BY T H E  S U B R O U T IN E  FOR USE ON T H E  N E X T  
ENTRY TO THE S U B R O U T I N E .
c
c
S - T H E  D E S I R E D  STANOARD D E V I A T I O N  OF T H E  NORMAL 
D I S T R I B U T I O N .
c
c
AM - T H E  D E S I R E D  MEAN OF THE NORMAL D I S T R I B U T I O N  




n T H I S  S U B R O U T IN E  U S E S  RANDU W HIC H I S  M A C H IN E  S P E C I F I C
c
c






USES 12 U N IF O R M  RANDOM NUMBERS TO COMPUTE NORMAL RANDOM 
NUMBERS BY C EN TR A L L I M I T  T H E O R E M .  T H E  R E S U LT  I S  THEN
n 
n A D JU ST E D  TO MATCH THE G I V E N  MEAN AND STANDARD D E V I A T I O N .  
THE U N IF O R M  RANDOM NUMBERS COMPUTED W I T H I N  T H E  S U B R O U T I N E
C  ARE FOUND BY THE POWER R E S I D U E  M ETHO D.
0 0 0 2  A = 0 . 0
0 0 0 3  DO 5 0  1 = 1 . 1 2
0 0 0 4
0 0 0 5
C A L L  R A N D U ( I X . I Y . Y )  
I  X =  I Y
0 0 0 6
0 0 0 7
5 0  A =A +Y
V = ( A - 6 . 0 ) * S + A M
0 0 0 8




0 0 0 1 SU B R O U T IN E  R A N D U C I X , I Y . Y F L ) -
c
c .................................... ........................................................................... .................................
c





COMPUTES U N IF O R M L Y  D I S T R I B U T E D  RANDOM REAL  
0 AND 1 . 0  AND RANDOM IN T E G E R S  BETWEEN ZERO




2 * * 3 1 .  EACH E N T R Y  USES AS I N P U T  AN I N T E G E R  







CALL R A N D U I I X . I Y . Y F L )
c
c
D E S C R I P T I O N  OF PARAMETERS
I X  -  FOR THE F I R S T  E N TR Y  T H I S  MUST C O N T A I N ANY ODD IN T E G E R
' c
c
NUMBER W I T H  N I N E  OR L E S S  D I G I T S .  AFTER  
I X  SHOULD BE THE P R E V I O U S  VALUE OF I Y
THE F I R S T  E N T R Y .  
COMPUTED BY T H I S
c
c
S U B R O U T I N E .
I Y  -  A R E S U L T A N T  I N T E G E R  RANDOM NUMBER R E Q U IR E D  FOR T H E  NEXT
C E N T R Y  TO T H I S  S U B R O U T I N E .  THE RANGE OF T H I S  NUMBER I S
C BETWEEN ZERO AND 2 * * 3 1
C Y F L -  THE R E S U L T A N T  U N IF O R M L Y  D I S T R I B U T E D .  F L O A T I N G  P O I N T .





c T h i s  s u b r o u t i n e  T s  s p e c i f i c  t o  s y s t e m / 3 6 0  a n d  w i l l  p r o d u c e
C 2 * * 2 9  TERMS BEFORE R E P E A T I N G .  THE R E FE R E N C E BE-OW D IS C U S S E S
----------------------------------------C SEEDS < 6 5 5 3  9 H E R E ) * R U N P R O B L E M S .  AND PROBLEMS C O N C ER N IN G
C RANDOM D I G I T S  U S I N G  T H I S  G E N E R A T IO N  S C H E M E .  MACLAREN AND
C M A R S A G L I A « JACM 1 2 .  P .  8 3 - 8 9 .  D I S C U S S  C O N G R U E N T IA L
C G E N E R A T I O N  METHODS AND T E S T S .  THE USF OF TWO GENERATORS OF
 ------------------------------- C THlT  P A N D U  T Y P E ^  ONE F I L L I N G  A- T A S . E - AND ONE 3 I C < I N G F R 0 M  THE
C T A B L E ;  I S  OF B E N E F I T  I N  SOME C A S E S .  6 5 5 4 9  HAS BEEN
----------------------------------------C SUGGESTED AS^ A SEED WHTCH HAS 13ETT ER S T a T I S T I  CAL PR OPER T I E S
C FOR H I G H  ORDER B I T S  OF THE GENERATED D E V I A T E .
 : C SEEDS SHOULD BE CHOSEN I N  ACCORDANCE W I T H  THE D I S C U S S I O N
C G I V E N  I N  THE REFERENCE B E L O W .  A L S O .  I T  SHOULD BE N O TE D  THAT
_  -  I F  F L O A T I N G " P O I N T  RANDOM“ NUMBERS ARE D E S IR E D T A S  ARE
C A V A I L A B L E  FROM R A N D U .  THE RANDOM C H A R A C T E R I S T I C S  OF T H E
C F L O A T I N G  P O I N T - D E V I A T E S  ARE MODI F I  ED A N D ~ I N  FACT THESE
C D E V I A T E S  HAVE H I G H  P R O B A B I L I T Y  OF H A V I N G  A T R A I L I N G  LOW
C ORDER ZERO B I T  I N  T H E t R  F R A C T I O N A L  PART~i
C
, C S U B R O U T IN E S  A N D ~ F U N C T IO N  SUBPROGRAMS R E Q U IR E D
C NONE
. _  . .
C METHOD
C POWER R E S I D U E  METHOD D I S C U S S E D  I N  IB M  MANUAL C 2 0 - 8 0 I I .
C RANDOM NUMBER G E N E R A T IO N  AND T E S T I N G
c : 1 : 1
c  .....................................................................................................................
c ~ ~
0 0 0 2  I Y = I X * 6 5 5 3  9
0 0 0 3  I F ( I Y I 5 . 6 . 6
0 0 0 4  5  I Y = I Y + 2 1 4 7 4 8 3 6 4 7 + 1
0 0 0 5  6  Y F L = I Y
0 0 0 6  Y F L = Y F L * . 4 6 5 6 6 1 3 E - 9
0 0 0 7
0 0 0 8
RETURN
END
T IM E  S E R I E S  S T O C H A S T IC  T R A C K I N G  MODEL
1 *  =  7 0 1 4 6 8 1  
CASE = 1 5 . 0 0 DEGREE D I V E ANGLE
T I M E  TO CROSSOVER =  2 0 . 0 0
TABLE OF PL ANE P O S I T I O N  V S .  T I M E
T I M E P O S I T I O N V E L O C I T Y
X Y Z X Y Z
0 . 0 - 6 1 1 1 . 4 5 1 0 0 5 3 . 3 9 1 4 3 5 . 7 8 7 4 1 . 6 7 - 1 1 8 . 8 5 6 1 . 0 0
0 . 5 0 - 5 7 4 0 . 9 4 9 9 9 4 . 6 1 1 4 6 7 . 4 7 7 4 0 . 2 7 - 1 1 7 . 2 1 6 5 . 0 0
1 . 0 0 - 5 3 7 1 . 0 0 9 9 3 6 . 0 4 1 4 9 9 . 9 2 7 3 9 . 5 9 - 1 1 7 . 1 0 6 5 . 0 0
1 . 5 0 - 5 0 0 1  . 3 3 9 8 7 7 . 5 1 1 5 3 2 . 3 9 7 3 9 . 0 9 - 1 1 7 . 0 2 6 5 . 0 0
2 . 0 0 - 4 6 3 1 . 9 2 9 8 1 9 . 0 2 1 5 6 4 . 8 7 7 3 8 . 5 8 - 1 1 6 . 9 4 6 5 .  0 0
2 . 5 0 - 4 2 6 2 . 7 6 9 7 6 0 . 5 6 1 5 9 7 . 3 5 7 3 8 . 0 7 - 1 1 6 . 8 6 6 5 . 0 0
3 . 0 0 - 3 8 9 3 . 8 8 9 7 0 2 . 0 1 1 6 2 9 . 9 0 7 3 7 . 1 9 - 1 1 8 . 4 9 6 6 . 0 0
3 . 5 0 - 3 5 2 6 . 0 7 9 6 3 9 . 3 5 16  6 3 . 1 2 7 3 3 . 5 6 - 1 3 5 . 1 2 6 6 . 0 0
4  * 0 0 - 3 1 6 0 . 7 0 9 5 6 4 . - 4 6 16  9 2 . 9 4 7 2 7 . 9 3 - 1 6 5 . 0 5 5 0 . 0 0
4  . 5 0 - 2 7 9 8 . 2 2 9 4 7 4 . 5 2 17  1 0 . 9 6 7 2 1 . 7 2 - 1 9 4 . 6 5 2 3 . 0 0
5 . 0 0 - 2 4 3 9 . 2 5 9 3 6 9 . 8 8 1 7  1 5 . 4 5 7 1 3 . 9 2 - 2 2 3 . 8 6 - 5 . 0 0
5 . 5 0 - 2 0 8 4 . 5 6 9 2 5 0 . 7 4 1 7  0 6 . 3 9 7 0 4 . 5 8 - 2 5 2 . 6 1 - 3 2 . 0 0
- 6 . 0 0 - 1 7 3 4 . 9 3 91 1 7 . 3 6 1 6 8 3 . 7 9 6 9 3 . 7 1 - 2 8 0 . 8 2 - 5 9 . 0  0
6  . 5 0 - 1 3 9 1 . 1 0 8 9 7 0 . 0 2 16  47  .  6 5 6 8 1 . 3 5 - 3 0 8 . 4 2 - 8 6 . 0 0
> . 0 0 - 1 0 5 4 . 9 5 8 8 0 6 . 8 2 1 5 9 9 . 5 2 6 6 0 . 2 4 - 3 4 9 . 4 9 - 1 0 1 . 0 0
T . 5 0 - 7 3 2 . 3 2 8 6 1 9 . 2 0 1 5 4 9 . 0 1 6 2 9 . 6 1 - 4 0 0 . 6 3 - 1 0 1 . 0 0
8 . 0 0 - 4 2 6 . 0 2 8 4 0 6 . 6 4 1 4  9 8 . 6 6 5 9 4 . 9 9 - 4 4 9 . 1 7 - 1 0 1 . 0 0
8 . 5 0 - 1 3 7 . 9 7 8 1 7 0 . 5 3 1 4 4 8 . 4 7 5 5 6 . 6 1 - 4 9 4 . 7 8 - 1 0 0 . 0 0
9 . 0 0 1 2 9 . 9 9 7 9 1 2 . 4 1 1 3 9 8 . 4 5 5 1 4 . 7 0 - 5 3 7 . 1 7 - 1 0 0 . 0 0
9 . 5 0 3 7 6 . 1 7 7 6 3 3 . 9 5 1 3 4 8 . 5 8 4 6 9 . 5 2 - 5 7 6 *  0 8 - 1 0 0 . 0 0
to
Ox
I d  . 0 0 5 9 9 . 0 1 > 3 3 6 . 9 7 1 2 9 8 . 8 7 4 2 1 . 3 8 —6 1 1 . 2 3 - 9 9 . 0 0
10  . 5 0 7 9 7 . 1 0 7 0 2 3 . 3 9 1 2 4 9 . 3 2 3 7 0 . 5 6 - 6 4 2 . 4 1 - 9 9 . 0 0
11 . 0 0 9 6 9 . 1 8 6 6 9 5 . 2 7 1 1 9 9 . 9 3 3 1 7 . 4 1 - 6 6 9 . 4 0 - 9 9 . 0 0
11 * 5 0 1 1 1 4 . 1 7 6 3 5 4 . 7 3 11 5C .  7 0 2 6 2 . 2 6 - 6 9 2 . 0 3 1 « C
D . O o
1 2 . 0 0 1 2 3 1 . 1 5 60~04 .  0 0 11 01 . 6 3 2 0 5 . 4 6 - 7 1 0 . 1 5 - 9 8 . 0 0
1 2 . 5 0 1 3 1 9 . 4 1 5 6 4 5 . 3 7 1 0 5 2 . 7 1 1 4 7 . 3 9 - 7 2 3 . 6 3 - 9 8 . 0 0
13 . 0 0 1 3 7 8 . 3 9 5 2 8 1 . 1 8 1 0 0 3 . 9 5 8 8 . 4 1 - 7 3 2 . 3 7 - 9 7 . 0 0
1 3 . 5 0 1 4 0 8 . 1 2 4 9 1 3 . 7 5 9 5 5 . 6 9 3 3 . 5 9 - 7 3 7 . 1 0 - 9 3 . 0 0
1 4 . 0 0 1 4 1 8 . 4 3 4 5 4 4 . 0 9 9  1 3 . 2 3 1 3 . 5 7 - 7 4 1 . 3 3 - 7 7 . 0 0
14 . 5 0 1 4 2 5 . 1 1 4 1 7 2 . 7 1 8 7 5 . 6 2 1 3 . 3 5 - 7 4 4 . 0 7 - 7 5 . 0 0
1 5 . 0 0 1 4 3 1 . 8 0 3 8 0 0 . 0 5 8 3 3 . 1 0 1 3 . 4 0 - 7 4 6 . 5 7 - 7 5 . 0 0
1 5 . - 5 0 1 4 3 8 . 5 1 3 4 2 6 . 1 4 8 0 0 . 4 4 1 3 . 4 4 - 7 4 9 . 0 6 - 7 5 . 0 0
16 . 0 0 1 4 4 5 . 2 4 3 0 5 0 . 9 9 7~52 • 62 1 3 . 4 9 —7 5 1 . 5 5 - 7 5 . 0 0
1 6 . 5 0 1 4 5 2 . 0 0 2 6 7 4 . 5 9 7 2 4 . 6 7 1 3 . 5 3 - 7 5 4 . 0 4 - 7 6 . 0 0
1 7 . 0 0 1 4 5 8 . 7 8 2 2 9 6 7 9 5 6 8 6 . 5 6 ~ 1 3 7 5 8  — - 7 5 6 . 5 2 - 7 6 . 0 0
17 . 5 0 1 4 6 5 . 5 8 1 9 1 8 . 0 8 6 4 8 . 3 2 1 3 . 6 2 - 7 5 8 . 9 9 - 7 7 . 0 0
~ la  Voo 1 4 7 2 . 4 0 1 5 3 7 . 9 6 6 0 9 . 9 3 1 3 . 6 7 - 7 6 1 . 4 7 - 7 7 . 0 0
1 8 . 5 0 1 4 7 9 . 2 4 1 1 5 6 . 5 4 5 7 1  . 4 2 1 3 . 7 2 - 7 6 4 . 6 3 - 7 7 . 0 0
19  . 0 0 1 4 8 6 . 1 3 7 7 3 . 0 6 5 3 5 . 5 7 1 3 . 8 1 - 7 6 9 . , 3 5 - 6 4 . 0 0
1 9 . 5 0 1 4 9 3 . 0 5 3 8 7 . 3 0 5 1 0 . 0 0 1 3 . 8 3 - 7 7 3 . 4 0 - 3 6 . 0 0
2 0 ,0 0 1 5 0 0 7 0 0  ~ .................. 0 . 0 5 0 0 . 0 0 1 3 . 9 2 - 7 7 5 . 5 1 - 4 . 0 0
20 . 5 0 1 5 0 6 . 9 8 - 3 8 8 . 7 6 5 0 6 . 0 9 1 4 . 0 3 - 7 8 1 . 5 8 2 8 . 0 0
21 . 0 0 1 5 1 4 . 0 3 - 7 8 1 . 6 6 5 2 8 . 3 8 1 4 . 1 7 - 7 8 9 . 7 2 6 1 . 0 0 .
21 . 5 0 1 5 2  1 •  1 4 - 1 1 7 8 . 1 5 5 6 7  .  0 4 1 4 . 2 8 - 7 9 5 . 9 5 9 4 . 0 0
2 2 . 0 0 1 5 2 8 . 3 1 - 1 5 7 7 . 2 9 6 2 2 • 1 9 '  1 4 . 3 6 - 8 0 0 . 2 8 1 2 7 . 0 0
2 2 . 5 0 1 5 3 5 . 5 0 - 1 9 7 8 . 1 2 6 9 3 . 9 3 1 4 . 4 1 - 8 0 2 . 7 2 1 6 0 . 0 0
2 3 . 0 0 1 5 4 2 . 7 1 - 2 3 7 9 . 6 9 7 8 2 . 3 2 1 4 . 4 2 - 8 0 3 . 2 6 1 9 3 . 0 0
2 3  . 5 0 1 5 4 9 . 9 1 - 2 7 8 1 . 0 6 8 8 7 . 3 6 1 4 . 3 9 - 8 0 1 . 9 0 2 2 7 . 0 0
2 4  . 0 0 1 5 5 7 . 0 9 - 3 1 8 1  . ' 2 7 10  09  •  0 4 1 4 . 3 3 - 7 9 8 . 6 4 2 6 0 . 0 0
2 4  .  5 0 1 5 6 4 . 2 4 - 3 5 7 9 . 3 8 1 1 4 7 . 3 0 1 4 . 2 4 - 7 9 3 . 4 8 2 9 3 . 0 0
2 5 . 0 0 1 5 7 1 . 3 3 - 3 9 7 4 . 4 3 1 3 0 2 . 0 3 1 4 . 1 1 - 7 8 6 . 4 2 3 2 6 . 0 0
2 5 . 5 0 1 5 7 8 . 3 5 - 4 3 6 5 . 4 7 14  7 3  .  1 1 1 3 . 9 5 - 7 7 7 . 4 5 3 5 8 . 0 0
2 6 . 0 0 1 5 8 5 . 2 8 - 4 7 5 1 . 5 5 1 6 6 0 . 3 5 1 3 . 7 6 - 7 6 6 . 5 7 3 9 1 . 0 0
2 6 . 5 0 1 5 9 2 . 1 0 - 5 1 3 1 . 7 2 1 8 6 3 . 5 4 1 3 . 5 3 - 7 5 3 . 7 8 4 2 2 . 0 0
2 7 . 0 0 1 5 9 8 . 8 0 > - 5 5 0 5 . 0 1 2 0 8 2 . 4 1 1 3 . 2 6 - 7 3 9 . 0 9  - 4 5 3 . 0 0
2 7 . 5 0 1 6 0 5 . 3 6 - 5 8 7 0 . 4 8 2 3  1 6 . 6 8 1 2 . 9 7 - 7 2 2 . 5 0 4 8 4 . 0 0
2 8  . 0 0 1 6 1 i . 7 6 - 6 2 2 7 . 1 9 2 5 6 5 . 9 8 1 2 . 6 4 - 7 0 4 . 0 2 5 1 3 . 0 0
2 8 . 5 0 1 6 1 7 . 9 9 - 6 5 7 4 . 1  8 2 8 2 9 . 9 3 1 2 . 2 7 - 6 8 3 . 6 6 5 4 2 . 0 0 to
ON
2 9  . 0 0 1 6 2 4 . 0 2 - 6 9 1 0 . 5 3 3 1  0 8 . 1  1 1 1 . 8 7 - 6 6 1 . 4 3 5 7 0 . 0 0
2 9 . 5 0  
3 0 . 0 0  
3 0  . 5 0
1 6 2 9 . 8 7
1 6 3 5 . 6 0
1 6 4 0 . 8 9
- 7 2 3 6 . 1 0  
- 7 5 5 5 . 3 3  
- 7 8 7 2 . 7 0
3 3 9 9 . 2 7  
3 6 9 7 T 9 8 '  
3 9  9 9 . 3 6
11 . 5 4  
1 1 .  4 2  
7 . 9 1
- 6 4 2 . 7 4
■ 6 3 6 .  16  
- 6 3 3 . 1 0
31 .00 
31 . 5 0  
“ 32 .0*0 
3 2 . 5 0  
“ 33 .00 
3 3  . 5 0
1 6 4 0 . 3 4
1 6 2 7 . 0 0
- 6 3 0 . 2 2









- 8 1 8 8 . 5 3
- 8 5 0 2 . 8 5
T 6 0 0 T 9 4 '  
1 5 6 2 . 8 9  
1 5 1 3 . 1 8  
1 4 5 5 . 5 3
' 3 4  . 0 0 "  
3 4  . 5 0  
3 5 . 0 0  
3 5 . 5 0  
3 6  . 0 0  
3 6  . 5 0
1 3 9 6 . 4 1
1 3 4 2 . 0 2
"1 2 9 7 7 5 7  
1 2 6 3 . 4 6
- 8 8 1 5 . 4 4  
- 9 1 2 6 . 0 8  
- 9 4 3 4 . 5 3 '  
- 9 7 4 1 . 0 9  
- 1 0 0 4 7 .  0 6 '  
- 1 0 3 5 3 . 6 0  
- F 0 6 6 1 . 4 7  
- 1 0 9 7 0 . 4 1
4 3 0 2 . 8 8  
4 6 0 7 . 9 7  
4 9  1 4 .  2  5  
5 2 2 1 . 4 3  
5 5  29". 2 9  
5 8  37 . 7  2
- 1 3 . 4 2  
- 3 9 . 6 7  
- 6 4 . 3 2  
- 3 7 . 7 3  
: 11 0 . 14 
- 1 1 8 . 8 4
- 6 2 3 . 3 1  
■ 6 1 9 .  1 6  
- 6 1 4 . 5 5  
- 6 1 2 . 1 5
6 1 4 6 . 6 3  
6 4  5 5 . 8 8  
" 6 7  6 5 7 2 7 “ 
7 0 7 4 . 7 2
- 1 1 5 . 9 9  
- 9 9 . 2 5
- 6 1 2 . 0 6
■ 6 1 4 . 4 4
1 2 3 9 . 6 0
1 2 2 5 . 9 5
- 1 1 2 8 0 . 0 8  
-1 1 5 9 0 . 1 3
7 3 8 4 . 1 6  
7 6  9 3 . 5 5
- 7 8 . 5 3
- 5 7 . 9 5
- 3 7 . 4 9
- 1 7 . 1 2
• 6 1 6 . 9 4
• 6 1 8 . 7 3
- 6 1 9 . 8 3
- 6 2 0 . 2 4
— 3 7 7 0 9 “
3 7 . 5 0  
3 8  . 0 0  
3 8  .SO
“ 3 9  i W
3 9 . 5 0  
4 0  . 0 0
- 1 1 9 0 0 ; 2 0
■ 1 2 2 0 9 . 9 6
^ 6 1 9 7 9 3
























1 2 2 9 . 0  9
8 0 0 2 . 8 2  
8 3  11 . 9 3
3 . 1 6
2 3 . 3 4
1 2 4 5 . 7 9  
1 2 7 2 . 4 4
■1251 9 . C 5  
- 1 2 8 2 7 . 1 3
8 6  2 0 . 8 3  
8 9 2 9 . 4 9
4 3 . 4 2
6 2 . 2 4
1 3 0 5 . 3 6
1 3 * 3 8 . 4 2
1365.69
■ 1 3 1 3 4 . 3 1
- 1 3 4 4 1 . 1 4
- 1 3 7 4 6 . 1 7
9 2 3 7 . 9 3  
9 5  4 6 . 1 6
6 7 . 6 3
6 2 . 8 9
- 6 1 7 . 2 9
- 6 1 5 . 0 4
- 6 1 3 . 8 4
- 6 1 3 . 6 7































E W 1 * 1t
0 .0 0 .0 0 - 2 . 7 8 0 .0 0 .0 0 - 0 . 5 8 - 0  .56 12 .42 - 2 . 8 4 - 0 . 1 9 2 .6 6 -O'. 59 1
i
I
-1  .36 ■ 12 .51 ■ - 2 . 8 9 =Bi35 ' 3 . 1 6 - 0 . 6 1 -1 .14 3 .6 4 - 2 . 9 5 - 0 . 3 7 2 .1 7 - 0 . 6 2
. ^ 1
- 0 .8 1 - 0 . 5 3 - 3 . 0 1 . - 0 . 3 5 1 .10 - 0 . 6 2 - 0  .80 - 0 . 2 0 - 3 . 0 7 - 0 . 3 1 0 .3 5 - 0 . 6 3 5 I
“ “  - 0 . 8 6 0 .1 6 - 3 . 1 3 " - 0 . 2 8 0 .0 3 - 0 . 6 4 - 0  .90 - 0 . 3 4 - 3 . 1 9 - 0 . 2 7 6 .0 2 - 0 . 6 4 7 • »
- 0 . 8 9 - 0 . 7 4 - 3 . 2 5 - 0 . 2 7 0 .1 3 - 0 . 6 5 - 0  .90 - 0 . 7 9 - 3 . 3 2 - 0 . 2 7 0 .2 4 - 0 . 6 5 9 {
- 0 . 9 2 - 0 . 7 7 - 3 . 3 8 - 0 . 2 8 0.31 - 0 . 6 6 - 0  .94 - 0 . 8 2 - 3 . 4 4 - 0 . 2 8 0 .3 4 - 0 . 6 7 11 »
- 0 . 9 6 - 0 . 8 7 — 3 .5 0 - 0 . 2 9 0 .37 - 0 . 6 7 - 1  .04 - 1 . 3 1 - 3 . 5 4 - 0 . 3 0 0 .4 0 - 0 . 6 8 13
-0 .9 B - 2 . 4 0 - 3 . 5 8 - 0 . 3 0 0 .37 - 0 . 6 9 - 0  .93 - 2 . 5 0 - 3 . 6 0 - 6 . 3 4 0 • 16 - 0 . 6 6 15 ;
- 0 . 9 5 - 1  .66 - 3 . 6 3 - 0 . 3 0 - 0 . 2 7 - 0 . 6 3 - 0  .98 - 1 . 2 3 - 3 . 6 5 - 0 . 2 7 - 0 . 7 7 - 0 . 5 7 17 r
-1  .00 - 1 . 0 4 - 3 . 6 8  *— - 0 .2 1 - 0 . 9 3 - 0 . 5 1 -1  .00 - 1 . 1 9 - 3 . 7 1 - 0 .  16 - 1 . 0 3 - 0 . 4 4 19
- 1 . 0 2 - 1 . 0 3 - 3 . 7 4 - 0 .  13 -0 .6 1 - 0 . 3 7 -1  .02 - 1 . 1 3  * - 3 . 7 8 - 0 . 1 1 - 0 . 5 1 - 0 . 3 0 21 f
- 1 . 0 3 - 0 . 9 9 - 3 . 8 1 - 0 . 0 9 - 0 . 1 9 - 0 . 2 3 - 1  .04 -1  .0 9 - 3 . 8 4 " - 0 . 0 7 " ' - 0 .3 6 - 0 . 1 6 23 -
-1  .0 5 - 1 . 0 1 - 3 . 8 7 - 0 . 0 4 - 0 . 2 7 - 0 . 0 9 -1  .06 - 1 . 1 7 - 3 . 9 1 - 0 . 0 0 - 0 . 5 3 - 0 . 0 1 25 t
- 1 . 0 7 ’ - 1 . 0 2 ' - 3 . 9 4 0 .0 3 - 0 . 4 2 0 .0 7 -1  .60 - 0 . 9 8 - 3 . 9 5 - 0 . 0 6 -0 .9 T " 0.11 27 I
- 1 . 0 6 0 .2 0 - 3 . 9 6 0 .0 6 - 1 . 9 4 0 .1 5 -1  .11 - 0 . 1 4 - 3 . 9 4 0 .2 3 - 1 . 3 4 0 .1 4 29 i
- 1 . 1 0 - 0 . 5 9 ' ' - 3 . 9 2 0 .  14 0 .2 9 ' 0 .1 3 -1  .06 - 1 . 4 4 - 3 . 9 0 0 .0 4 1 .15 0 .1 2  ' - 31 1
-1  .0 5 - 1 . 2 6 - 3 . 8 8 - 0 . 0 0 1.02 0 .10 -1  .04 - 1 . 5 8 - 3 . 8 5 - 0 . 0 1 0 .6 8 0 .0 9 33 i
- 1 . 0 4 - 1 . 2 9 - 3 .6 3 ' 0 .00 0 .2 3 ' "0 .0 7  " -1  .01 - 1 . 6 2 - 3 . 8 0 ■"0.00 "" 6 .0 6 '  0 .0 6 35 1
-1  .02 -1  .0 6 - 3 . 7 8 0 .0 2 -0 .1 1 0 .0 5 - 1  .03 - 1 . 5 3 - 3 . 7 5 0 .01 - 0 . 0 1 0 .0 3 37
- 1 . 0 1 - 1  . * 9 - 3 . 7 2 0 .  01 0 .0 2 0 .0 2 -1  . 0 6 - 2 . 0 5 . - 3 . 6 8 - 0 . 0 1 0 .  16 0 .0 0 39 1
- 0 . 9 7 - 1 . 7 0 - 3 . 6 5 -0 .0 1 0. 11 - 0 . 0 2 - 0  .95 — 1.87 - 3 . 6 0 - 0 . 0 3 0 .1 5 - 0 . 0 3 41 1
-----  - 0 . 9 6 - 1 . 1 0 —3 . 5 6 “ ' - 0 . 0 3  ' 0 .0 5 “ - 0 . 6 5 - 0  .96 - 1 . 6 4 - 3 .5 1 - 0 . 0 3 0 .1 3 ■ - 0 . 0 7 43 |
- 0 . 9 3 - 1 . 3 1 — 3 .4 6 - 0 . 0 4 0. 10 - 0 . 0 9 - 0  .89 - 1 . 7 2 - 3 . 4 0 - 0 . 0 5 0 .2 2 -0 .1 1 45 I
- 0 . 8 9 " - 0 . 8 3 - 3 . 3 5 - 0 . 0 6 0 .2 2 - 0 . 1 3 - 0  .92 - 1 . 3 4 - 3 . 2 7 - 0 . 0 7 0 .3 0 - 0 . 1 5 47
- 0 . 8 8 - 1  .3 6 - 3 . 2 1 - 0 . 0 8 0 .2 6 - 0 . 1 8 - 0  .85 - 2 . 2 4 - 3 . 1 2 - 0 . 0 9 0 .3 4 - 0 . 2 0 49 r
- 0 . 8 6 “ - 1 . 7 0 — 3 .0 4 - 0 . 1 0 0 .2 9 - 0 . 2 3 - 0  .78 - 2 . 0 9 - 2 . 9 3 - 0 .  13 6 .3 2 -0 .2 6 , 51
- 0 . 7 6 - 1 . 3 9 - 2 . 8 3 - 0 . 1 3 0 .19 - 0 . 3 0 - 0  .72 - 2 . 0 9 - 2 . 7 3 - 0 . 1 6 0 .2 0 - 0 . 3 5 S3 6
- 0 . 6 9 ' - 1 . 2 4 - 2 . 6 3 - 0 . 1 7 0 .0 8 - 0 . 4 1 -1  .07 - 2 . 5 8 -2 .7 1 - 0 . 2 3 0 .5 7 ' ' - 0 . 5 3 55
- 0 . 8 4 - 7 . 2 » - 2 . 8 1 - 0 . 2 8  • 0 .5 2 - 0 . 6 7 - 0 . 9 0 - 8 . 3 1 . - 3 . 0 3 - 0 . 2 2 1 .12 - 0 . 7 3 57
- 0 . 7 9 - 8 . 6 9 " - 3 . 2 8 " ' - 0 . 3 4  ' 2 .  02“ - 0 . 8 0 - 0  .78 - 6 . 2 0 - 3 . 5 6 - 0 . 4 1 2 .6 9  - 0 . 8 6  59
- 0 . 9 5 - 3 . 0 9 - 3 . 8 8 - 0 . 4 5 1 .6 9 - 0 . 9 2 - I  .17 - 1 . 4 1 - 4 . 2 4 - 0 . 4 7 1 .23 - 0 . 9 9 61 *
-1  .3 3 — 1 .6  1 - 4 . 6 5 - 0 . 4 9 0 .8 8 - 1 . 0 7 —I .37 - 1 . 6 5 - 5 . 1 2 - 0 . 5 0 0 . 6 / - 1 . 1 4 63
- 1 . 5 2 - 0 . 8 7 - 5 . 6 5 - 0 . 5 2 0 .66 - 1 . 2 3 -1 .62 0 .4 9 - 6 . 2 7 - 0 . 5 5 0 .8 5 - 1 . 3 2 65 *
- I  .79 2 .7 5 ' - 6 . 9 8 - 0 . 6 1 ” 1 .12 - 1 . 4 3 - 2 . 2 9 4 .5 7 - 7 . 8 0 - 0 . 6 6 1 .23 - 1 . 5 3 67
- 2  .SO 2 .9 2 - 8 . 7 6 -0 .7 1 1 .26 - 1  .64 - 2 . 5 4 3 .6 8 - 9 . 8 7 - 0 . 7 4 1 .2 9 - 1 . 7 4 69 *
- 3 . 5 3 5 .2 6 - 1 1 . 1 6 - 0 . 7 9 1 .3 5 ' - 1 . 8 3 —4.0'3 - 1 . 5 0 - 1 2 .6 7 - 0 . 8 1 1 .3 3 - 1 . 9 0 71 1
- 4 . 2 7 - 7 . 6 1  • - 1 4 * 4 6 - 0 . 8 6 1 .1 6 - 1 . 9 3 - 4 . 4 4 - 1 0 .5 6 - 1 6 .3 8 **0.89 0 .8 0 - 1 . 9 0 73
foCTNW
264
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VITA
Name: Jamal a l-D in  Muhammad a l~ B a rz in j i
B i r th :  December 1J>> 1939, In the C ity  o f  Mosul, Iraq.
Elementary S Secondary Education:
19^6 -  1952 Adnanya Elementary, Mosul, Iraq 
1952 ~ 1957 Central High, Mosul, Iraq 
Colleges and U n iv e rs i t ie s :
1957 ~ 1958 College fo r  Educational M issions, Baghda, Iraq
1958 -  1959 Doncaster Technical College, Doncaster, England
1959 “  19b2 U n iv e rs ity  o f  S h e f f ie ld ,  S h e f f ie ld ,  England -
B.Sc. in Chemical Eng. and Fuel Tech.
I 969 — 1971 Louisiana State U n iv e rs i ty ,  M.S. in Chemical 
Engineering.
Membership in Honorary and Learned S o c ie t ie s :
American I n s t i t u t e  o f  Chemical Engineers -  Member 
The Honor Society o f  Phi Kappa Phi 
§AT- Honorary Chemical Socie ty .
269
