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Abstract
In this article sharp asymptotics for the solution of nonhomogeneous Kolmogorov, Petrovskii
and Pisciunov equation depending on a small parameter are considered when the initial condition
is the characteristic function of a set A 2 Rd. We show how to extend the Ben Arous and
Rouault’s result that dealt with d = 1 and the initial condition as the characteristic function
of A = fx60g. The dependance of the asymptotics on the geometry of the boundary of A is
precisely described for the problem with constraints. c© 1999 Elsevier Science B.V. All rights
reserved.
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1. Introduction
In 1937, Kolmogorov, Petrovskii and Pisciunov proposed a model to study the equa-
tion of diusion with the growth of matter. The so-called KPP equation is written as
@u
@t
= ku+ F(u); (1)
where the function F denotes the speed of growth of the matter and where the term
k (k > 0) is the diusion term. A major feature of the KPP equation is a wavefront
propagation phenomenon which is also called a travelling wave. In this paper c(x)u(1−
u) is put instead of F(u), where the nonnegative function c is related to the physical
properties of the medium. If c is constant the KPP equation is called homogeneous
and its study is easier. In this paper we are interested in the asymptotic behaviour of
the solution of the equation with a small parameter  ! 0+:
@u
@t
(t; x) =
2
2
u +
c(x)
2
u(1− u): (2)
For a constant c, (2) is the equation obtained with the scaling u(t; x) = u(t=2; x=2).
For a variable c, one can interpret (2) as the KPP equation when the diusion is
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small (k = 4=2! 0+), after rescaling the time u(t; x) = u(t=2; x) (see the Remark on
p. 16 in Freidlin, 1990). The initial position of the wave front is given in this paper
by the initial condition (u(0; x)=1A) where A is a closed set of Rd. More precisely the
boundary of A (denoted by @A) can be interpreted as the initial position of the wavefront
and the jump of the initial function plays a key role in the study of the asymptotics.
For a partial dierential equation approach of front propagation for reaction{diusion
equations, we refer to Barles et al. (1997). We can mention Pradeilles (1998) that
gives a probabilistic interpretation of viscosity solutions of systems of reaction{diusion
equations. For a large deviations approach let us recall that Freidlin (1985) has worked,
in particular, on the logarithmic asymptotic behaviour of the solution u. He proved that
under a technical hypothesis called \condition N" there exists a wavefront separating
the domain into regions where u ! 0 and where u ! 1. It is the set given by the
equation V?(t; x)=0 where the potential V? is related to the action of a relevant large
deviation problem. For V (t; x)< 0, Freidlin showed that
lim
!0
2 log u(t; x) = V?(t; x):
More recently Ben Arous and Rouault (1993) have given a sharp asymptotic estimation
of u i.e.
lim
!0
1

exp− V
?(t; x)
2
u(t; x) = C0()
when V?(t; x)< 0. In their paper they solve the problem for d = 1 and A = fx60g.
Moreover they give, under a suitable assumption rather similar to \condition N", various
interpretations of the constant C0(). In Theorem 1 we note a factor 1= which can
also be found in Azencott (1985a) and in Andriani and Baldi (1997). In Azencott
(1985a) the author studied the sharp asymptotics of P(x 2 D) where x is a family of
diusions indexed by a small parameter , and D is a subset of the set of continuous
functions. In Andriani and Baldi (1997) the sharp asymptotics of P( X n 2 A) in the
setting of sums X n of identically distributed variables are given and the factor 1= is
the counterpart of 1=
p
n. Whatever is the framework, the 1= is related to the sharp
asymptotics where some geometric constraint is assumed. The precise aim of our article
is to obtain sharp asymptotics for the solution of nonhomogeneous Kolmogorov et al.
(1937) (KPP) equation when x 2 Rd i.e.
@u
@t
(t; x) =
2
2
u +
c(x)
2
u(1− u);
u(0; x) = 1A(x);
(3)
where c is C3 nonnegative function on Rd such that c(x)6C(1+kxk), for some generic
strictly positive constant C. From the previous studies we know that all asymptotics are
related to the path  maximizing the rate function of a large deviation problem with
0 = x and T 2 A. If T belongs to the interior of A, the problem is equivalent to
a problem without constraint which is solved in Ben Arous (1988). For related results
we can quote (Elworthy et al., 1994), where sharp asymptotics are given for smooth
initial conditions in dierent frameworks. In Elworthy et al. (1994) the travelling wave
for a step initial distribution is also studied but without the speed of convergence
when  goes to 0. In this article we are focusing on the case T 2 @A (the boundary
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of A) and we explain how the geometry of @A aects the constant describing the
asymptotics. From this point of view Theorem 1 shows that the sharp asymptotics for
the linearized equation associated to (3) involve the second fundamental form of @A at
T . Furthermore, the constant which describes the asymptotics of the nonlinear problem
depends only on T and on the outward normal vector at T . Besides this geometric
part the main tool is the Laplace method on the Wiener space and we refer to Ben
Arous and Rouault (1993) as long as higher dimensions and geometry do not require
more delicate techniques. Many arguments of the one-dimensional case can be extended
to higher dimensions if we let A = ff(x)60g where the assumptions concerning the
function f : Rd 7! R are given in the next section.
2. Statement of the results
Let us recall the denitions of the actions related to the large deviation problem
introduced in Freidlin (1985):
R0; t( ) =
Z t
0

c( s)− 12k
_ sk2

ds; R0; t( ) = min06a6t
Ro; a( ) (4)
and the potentials
V (T; x) = sup(R0;T ( );  0 = x; f( T )60); (5)
V (T; x) = sup(R0;T ( );  0 = x; f( T )60): (6)
The asymptotic behaviour of the solution of the linear equation
@v
@t
(t; x) =
2
2
v +
c(x)
2
v;
v(0; x) = 1A(x)
(7)
is described by R and V . Under the hypothesis:
H1. The maximum in V is attained at a unique path , and this maximum is non-
degenerate,
sharp asymptotics for v are given by the Theorem 1. The nondegeneracy of the
maximum is classically related to the second-order derivative of the functional R0;T ,
which is an operator on the Cameron Martin space H = fh is such that h(0) = 0;R T
0 k _hsk2 ds<+1g. In this paper a maximum  is called nondegenerate if
8h 2 H n f0g; R000;T ():h2 − k _Tkf00(T )(h2T )< 0; (8)
where the usual convention on the quadratic form is enforced: (h; h) = h2. Please note
that R is a C3 functional on Cameron space and that the term { k _Tkf00(T )(h2T ) comes
from the constraint f( T )60 in the denition of V . To give a rigorous meaning to (8)
some smoothness assumption for f in a neighbourhood of T is given in the following
assumption:
H2. T is assumed to be on @A the boundary of A. Moreover, we assume that there
exists a neighbourhood N of T in Rd such that @A \ N is a (d − 1)-dimensional
submanifold of Rd of class C3.
Let us introduce some notation concerning the local geometry of @A at the point T .
In the neighbourhood N of T where @A is smooth we can put f(x) = (x)d(x; @A)
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where (x) is 1 outside A and −1 inside. We choose this function f which is technically
useful. More precisely, the study of the sharp asymptotics for the KPP equation involves
a Taylor expansion of f. When f is chosen as above, the Hessian f00 has a simple
expression (see (9)) and rf(x) is the outward normal vector at each point of @A.
Moreover, the Hessian f00(T ) is given by the opposite of the second fundamental
form  of @A at T , i.e.
f00(T )(v; w) =−T ((v); (w)); (9)
where  is the orthogonal projection of Rd onto TT @A. When H1, H2 are fullled, 
satises the Euler equation which is related to maximising V
=−c0();
p :=− _T = :rf(T ) with >0;
f(T ) = 0 or _T = 0;
(10)
where the last condition is known as complementary slackness. In the following
theorem, we only consider the problem with the constraint f(T ) = 0 since the other
instance is well known, and it has for example already been solved in Azencott (1985b)
and in Ben Arous (1988).
Theorem 1 (Linear case). Under assumptions H1 and H2 if f(T ) = 0:
lim
!0
1

exp

−V (T; x)
2

v(T; x)
=
1
kpk(2T )d=2
Z
hrf(T )i?
Cb()exp

−kbk
2
2T
+
kpk
2
T (b; b)

db (11)
with
Cb() = E
 
exp
 
1
2
Z T
0
c00(s)

W 0s +
sb
T
2
ds
!!
and p :=− _T . The limit in (11) is always nite if  is a nondegenerated maximum
of V (T; x).
Please note that c00(s) stands for the Hessian of c at point s and that this quadratic
form is applied to (W 0s +sb=T;W
0
s +sb=T ) written symbolically as (W
0
s +sb=T )
2, where
W 0s is a d-dimensional Brownian bridge on [0; T ]. We remark that Cb() is the natural
extension of the constant C0() in Ben Arous and Rouault (1993) where interpretations
of this constant are given in terms of branching diusion processes. Moreover, the limit
in (11) can be written as
1
kpkp2T E

exp

1
2
Z T
0
c00(s)(W@A(s))2 ds+
kpk
2
T (W@A(T ))
2

; (12)
where W@A is a Brownian bridge with the end point on the tangent space of @A at T .
To describe the asymptotics of u we need a supplementary hypothesis:
H3. f(; a) 2 Hx [0; T ]: f(T )60 and R0;a()=R0;T ()=V (T; x)g is a singleton
(; T ) with V (T; x)< 0 and c(T )− 12k _Tk2< 0,
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where Hx = fh is such that h(0) = x; R T0 k _hsk2 ds< +1g. This hypothesis (which is
(H3) and (H4)) in Ben Arous and Rouault (1993) summarizes the fact that the path
 controlling the asymptotics for the linear problem runs always strictly ahead of the
front of the nonlinear problem. It is crucial to use boundary layer techniques. But H3
naturally involves global geometric conditions on A and on c. For examples where the
hypotheses H1 and H3 are fullled when d = 1 one can refer to Remark 4 in Ben
Arous and Rouault (1993) and the discussion of hypothesis (N) in Freidlin (1985).
At this point one can wonder if H2 and H3 are compatible. In that direction we can
give two examples where these assumptions are both fullled. If we assume that c is
constant then the path f(t); 06t6Tg is a straight-line emanating from x and ending
at (T ) 2 @A. Hence if the projection (T ) of x onto @A is a regular point of @A then
H2 is also satised. When c is variable it is hard to characterise the point (T ), and
we only claim that when (T ) 2 @A H2 is fullled if @A is smooth (C3 submanifold
of Rd). To nd the constant for the sharp asymptotics of the nonlinear problem the
following homogeneous KPP equation is introduced
@ ~u
@s
(s; ) = 12 ~u(s; ) + c(T ) ~u (s; )(1− ~u(s; ));
~u(0; ) = 1n:60;
(13)
where n=rf(T ). Actually ~u(s; ) only depends on the normal component of , it is
nothing but u(s; :n) where u(s; x) is the unique solution of
@u
@s
(s; x) = 12
@2u
@x2
(s; x) + c(T ) u (s; x)(1− u(s; x));
u(0; x) = 1x60; where x 2 R:
(14)
It means that the one-dimensional homogeneous equation in the normal direction is
central to understand the behaviour of the general equation. Then the following func-
tional of ~u:
G(p; y) = E

exp(−c(T )
Z 1
0
u(s; Bs + kpks+ y) ds)

is introduced, where B is a standard Wiener process. We remark that G(p; y) depends
only on T and p which is a consequence of the boundary layer techniques.
Theorem 2. Let (T; x) be such that V (T; x)< 0. Under assumptions H1; H2 and H3
lim
!0
1

exp

−V
(T; x)
2

u(T; x)
=
1
(2T )d=2
Z
hrf(T )i?
dbCb():exp

−kbk
2
2T
Z (1=2)T (b; b)
−1
G(p; y)ekpky dy:
(15)
3. The proof for linear regime
First, we recall the nondegeneracy hypothesis and we deduce that some Laplace
transforms on the Wiener space are nite.
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Lemma 1. If  is a nondegenerate (as in (8)) maximum of V then for > 0 small
enough
E

exp

1 + 
2
Z T
0
c00(s):W 2s − kpkf00(T )(W 2T ) ds

<+1:
The same result is true when W is replaced by W 0 or by W@A.
Proof. Since  is the maximum of R0;T ( )=
R T
0 [c( s)− 12k _ sk2] ds under the constraint
f( T )60; the Lagrangian L( ) = R0;T ( ) − f( T ); >0 is critical at ; i.e. 8h 2
H; DL()(h) = 0; where H = fh: h(0) = 0; R T0 k _hk2s dsg is the Cameron Martin space
and where
DL()(h) =
Z T
0
c0(s)hs ds−
Z T
0
_s _hs ds− f0(T )hT
=
Z T
0
c0(s)hs ds+
Z T
0
shs ds− _ThT − f0(T )hT :
Hence = kpk and c0(s) =− s. The second-order condition for a maximum is:
For all h 2 H such that h(T ) 2 hni?;
D2L()(h) =
Z T
0
c00(s)h2s ds−
Z T
0
k _hsk2 ds− kpkf00(T )(hT )260:
Moreover,  is nondegenerate which is enforced by the stronger hypothesis
8h 2 H n f0g R000;T :h2 − kpkf00(T )(h2T )< 0: (16)
But it is proved in Ben Arous (1988) that
R T
0 c
00(s)h2s ds is a trace class operator
on H; hence D2L() +
R T
0 k _hsk2 ds is also a trace class operator and we can deduce
from (16) that D2L() +
R T
0 k _hsk2 ds<
R T
0 k _hsk2 ds so there exists > 0 such that
D2L() +
R T
0 k _hsk2 ds< (1− )
R T
0 k _hsk2 ds; i.e.
−
Z T
0
k _hsk2 ds>D2L()(h)
which means that  is a nondegenerate maximum with free end point. For a
complete discussion of this denition we refer the reader to Ben Arous and
Rouault (1993). Under this assumption there exists >0 small enough such that
E

exp

1 + 
2
Z T
0
c00(s):W 2s − kpkf00(T )(WT )2

<+1:
The same inequality holds for W 0 and W@A. For closely related arguments see
pp. 262{263 in Ben Arous and Rouault (1993).
From Lemma 1 it is clear that the limit in (11) is nite and we now prove the
convergence.
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Applying Feynman{Kac formula we get
v(T; x) = E

1(f(X T60))exp

F(X )
2

; (17)
u(T; x) = E

1(f(X T60))exp

F(X )− F1(X ; 0; T )
2

(18)
with X s = x + Ws and
F( ) =
Z T
0
c( s) ds; F1( ; t1; t2) =
Z t2
t1
c( s)u(T − s;  s) ds: (19)
To localise around  let us denote Zs = s + Ws,
U(t1; t2) =
Z t2
t1
"Z 1
0
(1− a)c00(s + Ws) da
#
W 2s ds:
We dene the space of paths  (t1; t2) = fW : max(jW 0s j: kW 00s k<8s 2 [t1; t2]g
where we have used the following convention: if x 2 Rd we denote x  n by x0 and the
projection onto the tangent space (x) by x00, the norm max(jx0j; kx00k) will be denoted
by kjxkj. Lemma 2 shows that in u and v, the major contribution comes from W in
 (0; T ).
Lemma 2. Under assumptions H1; H2; 91> 0; 8 2 (0; 1); 861; 9> 0 such
that
v(T; x) = exp

V (T; x)
2

v3(T; x; ) + O

exp

V (T; x)− 
2

; (20)
where O( ) is considered when  goes to 0.
v3(T; x; ) = E

1(f(ZT60) \  1−(0; T ))exp

p WT

+ U(0; T )

: (21)
Moreover;
u(T; x) = exp

V (T; x)
2

u3(T; x; ) + O

exp

V (T; x)− 
2

; (22)
where
u3(T; x; )
=E

1(f(ZT60) \  1−(0; T ))exp

p WT

+U(0; T )− F1(Z
; 0; T )
2

: (23)
At this step of the study, the linear and nonlinear problems are so similar, that it
has been more practical to state the preceding result for both cases.
Proof. Three steps are needed to prove (22). The rst one is the localisation around
the  which is the unique maximum of V . Because of the logarithmic asymptotics the
expectations that dene u (and v) can be restricted on a neighbourhood of . Then
Girsanov is applied to compute the expectation on   which is a neighbourhood of 0.
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After the two classical steps (see Section 7:6 in Azencott (1985b) for an example of
application of this technique) we get
u(T; x) = exp

V (T; x)
2

u2(T; x; ) + O

exp

V (T; x)− 
2

;
where
u2 = E

1(f(ZT60) \  (0; T ))exp

p WT

+ U(0; T )− F1(Z
; 0; T )
2

:
Finally, we show that  1− can be substituted for  .
As f(ZT ) = f(T + WT ) = nWT +
2
2 f
00(T )(WT )2 + O(3kWTk3),
p WT

6− kpk
2
f00(T )(WT )2 + O(kWTk3)
on f(ZT )60. So for  small enough
ju2 − u3j6 E

1(f(ZT60)1(f1− < kWk6g)
exp

−kpk
2
f00(T )(WT )2+O(kWTk3)+U(0; T )−F1(Z
; 0; T )
2

6 E

1(f1− < kWk6g)
exp

−kpk
2
f00(T )(WT )2 + O(kWTk3) + U(0; T )

:
Because of the nondegeneracy hypothesis for > 0 small enough
E

exp

1 + 
2
Z T
0
c00(s):W 2s − kpkf00(T )(WT )2

<+1
and an application of Holder’s inequality similar to (3:12) in Ben Arous and Rouault
(1993) yields the existence of 1> 0 and 1> 0 such that for every <1
sup

E

1( )exp

(1 + 1)

U(0; T )− kpk
2
f00(T )(WT )2

<+1: (24)
Moreover, classical bounds on the tail of WT shows that for any > 0 we can nd
2> 0 and 2> 0 such that
sup
62 ;62
E(1( )exp((1 + )kWTk3))<+1:
Hence another application of Holder’s inequality yields
ju2 − u3j6C:e−C:
−2
because for > 0 small enough,
E

1(f1− < kWk6g)exp

(1 + )U(0; T )− kpk
2
f00(T )(WT )2

6C:e−C:
−2
:
Let us recall that in this paper C denotes a generic positive constant. The same proof
yields (20).
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Proof of Theorem 1. Using a Taylor expansion of U, we deduce from (20):
v(T; x) = exp

V (T; x)
2

v4(1 + o(1)); (25)
where
v4 = E

1(f(ZT60) \  1−(0; T ))exp

p WT

+ U 0(0; T )

:
Since the Brownian bridge W 0s = (Ws − (s=T )WT )06s6T is independent of WT , if we
split WT into W 0T  n +W 00T
v4 =
Z
Rhni?
dw0dw00
(2T )d=2 1(A(w
0; w00))exp

w0kpk

−

(w0)2 + kw00k2
2T

B(W 0; w0; w00);
where
A(w0; w00) = ff(T + (n  w0 + w00)60; kj(w0; w00)kj61−g
and
B(W 0; w0; w00) = E

1

kjW 0: +
:
T
(w0n + w00)kj161−

exp

1
2
Z T
0
c00(s)

W 0s +
s
T
(w0n + w00)
2
ds

: (26)
Let us dene ~w0 = w0= then because rf(T ) = n and because of (9)
f(T + 2 ~w
0n + w00) = 2

~w0 +
f00(T )(w00)2
2

+O(3:kWk3):
At this point, the geometry of A appears for the rst time by means of f00(T )(w00)2.
Then
v4 = 
Z
Rhni?
d ~w0 dw00
(2T )d=2 1(
~A( ~w
0; w00))
exp

~w0kpk −

( ~w0)2 + kw00k2
2T

B(W 0;  ~w
0; w00);
where
~A( ~w
0; w00) = ff(T + (n  ~w0 + w00))60; kw00k61−; j ~w0j6−g:
It can be shown with an inequality closely related to (3:14) in Ben Arous and Rouault
(1993) that the sharp asymptotic of v4 is the same when ~A is replaced by
A( ~w
0; w00) =

−1−06 ~w0 + f
00(T )
2
(w00)26O(1−3); kw00k6−

;
for any 0 such that 06061: Actually 0 can be chosen such that a dominated
convergence can be applied toZ
Rhni?
d ~w0 dw00
(2T )d=2 1(
A( ~w
0; w00))exp

~w0kpk −

( ~w0)2 + kw00k2
2T

B(W 0;  ~w0; w00): (27)
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Indeed on A( ~w
0; w00)  and 0 can be chosen such that j ~w0j6C1−1 with 0<1< 1;
hence
exp

~w0kpk+ 1
2
Z T
0
c00(s)

W 0s +
s
T
( ~w0n + w00)
2
ds

6C exp

1
2
Z T
0
c00(s)

W 0s +
s
T
(w00)
2
ds− kpk=2f00(T )(w00)2

(28)
on A( ~w
0; w00), andZ
D
exp

1
2
Z T
0
c00(s)

W 0s +
s
T
(w00)
2
ds− kpk=2f00(T )(w00)2
−

( ~w0)2 + kw00k2
2T

d ~w0 dw00
(2T )d=2
6C E

exp

1
2
Z T
0
c00(s)(W@A(s))2 ds− kpk2 f
00(T )(w00)2

;
where D = fj ~w0j6Cg  hni?: Because of the nondegeneracy hypothesis this last
expectation is nite. Then let  go to 0 in (27) and
lim
!0
v4

=
Z
hni?
dw00
(2T )d−1=2 exp
−kw00k2
2T

B(W 0; 0; w00)
Z f00(T )(w00)2
2
−1
ekpk ~w
0
=
1
kpkp2T E

exp

1
2
Z T
0
c00(s)(W@A(s))2 ds+
kpk
2
T (W@A(T ))
2

(29)
since W 0s + (s=T )w
00 is a Brownian bridge with an end point w00 2 T@A(T ): Then
gathering (25) and (29) we clearly have the limit claimed in (11) where the right-hand
term is written as (12).
4. The nonlinear regime
To study the asymptotics of u3(T; x; ), a so-called boundary layer is introduced. For
a 2 (0; 1); let us dene T=T−a, on [0; T] the linear part yields the main contribution
and we can replace U(0; T ) by
Q =
1
2
Z T
0
c00(s)W 2s ds;
whereas the nonlinearity has a signicant inuence only on the little time interval
[T; T ] which is called the boundary layer. We will show that F1(Z; 0; T ) can be
replaced by F1(Z;T; T ) in formula (23), let us dene
u4(T; x; ) = E

1(f(ZT60) \  1−(0; T ))exp

p WT

+ Q − F1(Z
;T; T )
2

:
(30)
The following lemma shows that u3 has the same sharp asymptotics as u

4.
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Lemma 3. For all  2 (0; 1− a); u4 − u3 = O(1+a−2); ( ! 0).
The proof is postponed to Section 5.
To take into account the coordinates W 00 in the study of u4, a conditional expectation
with respect to the tangential component is introduced,
g(W 00;y; z) = E

1( 1−(T; T ))exp

−F1(Z
; T; T )
2
(W 00;W 0T = y;W 0T = z)

:
By Markov property of W 0
Lemma 4.
u4(T; x; ; a) = E

1(f(ZT60) \  1−(0; T))
exp

p WT

+ Q

g

W 00;
W 0T

;W 0T

:
A more accurate localisation is done by considering
G1 = f(W 0T>− 1−)g \
W 0T − TT W 1T
61−

and by introducing
u5(T; x; ; a) = E

1(G1 \ (f(ZT )60) \  1−(0; T))
exp

p WT

+ Q

g

W 00;
W 0T

;W 0T

:
We show that we can localise on the set of paths G1:
Lemma 5. For all  in (1−a=2; 2−a); we have u4−u5=O(exp(−C:2−a−2)); ( ! 0):
Proof. Clearly,
06u4 − u56 E

1(f(ZT60) \  1−(0; T)):1(W 0T <− 1−)
exp
kpk:W 0T

+ Q

(31)
+E

eQ

1

 1−(0; T) \ jW 0T −
T
T
j>1−

: (32)
u4 − u5>0 because u5 is an integral of a positive function over a set smaller than in
u4. By Holder’s inequality the right-hand term of (31) is less than
O(exp(−kpk−))E(1 1− (0;T ):eQ):
Then the nondegeneracy hypothesis yields sup<0 E(1 1− (0;T ):e
Q)<C; and < 2− a
shows that this term is negligible with respect to exp(−kpk2−a−2): Moreover, the
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same argument shows that Eq. (32) is an O(exp(−kpk2−a−2)) (see Lemma 4:8 in
Ben Arous and Rouault (1993) for details).
A Brownian bridge W 0s − (s=T)W 0T on the interval [0; T] is introduced to prove the
convergence in the nonlinear case, and it is useful to substitute
~Q

=
1
2
Z T
0
c00(s)

W 0s −
s
T
W 0T ;W
00
s
2
ds
in place of Q to have a functional independent of (W 0s ; s>T): Let
u6(T; x; ; a) = E

1(G1 \ (f(ZT )60))exp

p WT

+ ~Q


g

W 00;
W 0T

;W 0T

:
The next lemma shows that u5 can be replaced by u

6 to prove Theorem 2.
Lemma 6.
u5 = [1 + O(
1−−)]u6 + O(exp(−C:−2))
as  ! 0:
To apply the dominated convergence theorem in the proof of Theorem 2, we must
study the limit g, which is given by next lemma:
Lemma 7. 8y 2 R;
lim
!0
g(W 00;y; z) = E

exp

−c(T )
Z T
0
~u (s; [Bs + kpks+ y]n) ds

= G(p; y)
uniformly for z1−a ! 0; uniformly in W 00:
These two lemmas are proved in Section 5.
Proof of Theorem 2. Since we have the same relation between the asymptotic
behaviour of u6 and u
 when  ! 0 as in the case d = 1, the only new feature is
the dependence of u6 in W
00 hence we denote by
U6(W
00) = EW 0

1(G1 \ (f(ZT )60))exp

p WT

+ ~Q


g

W 00;
W 0T

;W 0T

;
where EW 0 means that the expectation is taken with respect of W 0; clearly
u6 = EW 00 [U6(W 00)]:
By independence of ~Q

with respect of (W 0T ;W
0
T) and by using the density of the
Gaussian vector (W 0T ;W
0
T)
U6(W
00) = EW 0(e
~Q)
Z Z
1(−1−6z1;
z2 − TT z1

6 1−;f(T + z1:n + W 00T )60)
exp
 
kpkz1

− z
2
1
2T
− (z2 −
T
T z1)
2
2a TT
!
g

W 00;
z1

; z2
 dz1 dz2
(2)(aT)1=2
:
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Let z1 = y1 and z2 − (T=T )z1 = y2a=2(T=T )1=2; then
(2T )1=2 U

6(W
00)
EW 0(e ~Q

)
=
Z
R2
1(−−6y1;f(T + 2y1n + W 00T )60);
1
 
jy2j6−a=2−+1
r
T
T
!
:g(W 00;y1; z2)
exp

y1kpk − 
2y21
2T
− y
2
2
2

dy1
dy2p
2
and
lim
!0
(2T )1=2 U

6(W
00)
EW 0(e ~Q

)
=
Z
y1+(1=2)f00(T )(W 00T )
260
G(p; y1)exp

y1kpk − ky2k
2
2

dy1
dy2p
2
=
Z −(1=2)f00(T )(W 00T )2
−1
G(p; y1)e(y1kpk) dy1:
Since lim!0 EW 0(e ~Q

)=CW 00T () the proof of Theorem 2 is completed by a dominated
convergence argument which is applied to the expectation with respect of W 00.
5. Proofs of the lemmas
This part is devoted to the proof of some technical lemmas.
5.1. Proof of Lemma 3
To prove the Lemma 3 an exponential estimate of u(s; ) is established in the next
lemma, for a class of  ahead of the wavefront. The bounding terms involve f()
which is related to the distance of  to A: Let us introduce new denitions
c() = sup
kz−Tk6
fc(z)g (33)
and
G2(; ; ; l) =
p
2l[ c(2) + ](T − s)6f(Zs )6
p
dl
and
kZs − Tk6; 8s 2 [T − ;T]

:
The next lemma is also the counterpart of Lemmas 5:1{5:3 in Ben Arous and Rouault
(1993) when d>2: This lemma shows that the nonlinear contribution comes only from
the boundary layer, i.e. from what happens between T () and T . Indeed, in (18) one
can see that F1 gives the nonlinear part. Lemma 8 shows that u is exponentially small
in [0; T ()], so that only F matters on [0; T ()] in (18) which is the contribution of
the linear part (see (17)).
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Lemma 8. (i) There exists 0> 0; such that for 0<<0; 8l> 1: For
s
p
2l[ c(2) + ]6f()6=
p
dl and k− Tk6
u(s; )6C exp

−s
2

:
(ii) There exist > 0; a> 0; such that for  small enough; on G2 \  1−(0; T ):
06−2F1(Z; 0; T)6C:e−C:
a−2
;
(iii) There exist ; ; 2> 0; l> 1 such that for  small enough
P(Gc2 \  2 (0; T ))6C:e−C:
2a−2
:
Proof. For part (i) following the proof when d = 1 we are using the Feynman Kac
formula and Markov property at = inffv6s; kWvk>g
u(s; ) = E(u(s−  ^ s; + W^s) 
exp

−2
Z ^s
0
c(+ Wv)

(1− u(s− v; +Wv)) dv:
Hence for v< and k− Tk6 we have 06c(+ Wv)6 c(2) and
u(s; )6exp

c(2)s
2

[P(s6 \ f(+ Ws)< 0) + P(< s)]:
Since W is a d-dimensional Wiener process we get P(< s)6dexp(−2=22sd) and
because s
p
2l[ c(2) + ]6f()6=
p
dl we have
c(2)s
2
− 
2
22sdl
6

f2()
2l2s
− s
2

− f
2()
2l2s
and
exp

c(2)s
2

P(< s)6dexp

−s
2

:
The next step is to bound P(s6\f(+ Ws)< 0). Let 0 be such that f is C2 in
the ball with centre T and radius 0. Then for 60 on the event s6 there exists
 2 (0; 1) such that
f(+ Ws) = f() +rf():Ws + 12f00(+ Ws):(Ws; Ws): (34)
We can choose  small enough to have +Ws close enough to T . Let us dene KA
as the greatest eigenvalue of T . For each m> 0 and K >KA there exists 1 2 (0; 1)
such that 61 implies on s< that
f(+ Ws)>f() + W =s − 2

K
2
kW==s k2 + m(W=s )2

; (35)
where W tans =rf():Ws is the tangential component of the Brownian motion and W?s
is a Brownian motion orthogonal to rf(). Since W?s is independent of W tans , large
deviations for Gaussian random variables give (see Varadhan, 1984):
lim
!0
2 ln(P(0>f() + W tans −
K
2
kW?s k2 − m(W tans )2)) =− infx2Ec
kxk2
2s
;
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where E=fx=(x0; x00) such that x0 2 R, x00 2 Rd and x0−(K=2)kx00k2−m(x0)2>−f()g.
The inmum of kxk2=2s on Ec is attained at ((1 −p1 + 4mf())=2m; 0) then for m
small enough
8l> 1;− inf
x2Ec
kxk2
2s
6− f
2()
2ls
and
P(0>f() + W tans −
K
2
kW?s k2 − m(W tans )2) = O

exp
−f2()
2l2s

when  ! 0. Because of (35) we get
P(s6 \ ff(+ Ws)< 0g)6C exp
−f2()
2l2s

and
c(2)s
2
− f
2()
2l2s
6− s
2
which concludes the proof of part (i).
Claim (ii) is weaker than the claim of Lemma 5:3 in Ben Arous and Rouault (1993).
Hence its proof is easier. Actually the dimension d interfers with the denition of G2
and the inequalities
06−2F1(Z; T − ; T ())6C c() exp(−
−(2−a))
are used instead of (5:4) in Ben Arous and Rouault (1993). Since the upperbound for
F1(Z; 0; T − ) is still eC2 (ii) is proved.
To prove (iii) straightforward changes in the proof of Lemma 5:6 (Ben Arous and
Rouault, 1993) (replacing c(0) by c(T ), p by kpk, T − T−s by kT − T−sk and
Z by Z − T ) allows us to claim
8s 2 [T − ; T ()]; 1 2 (0;T ())kZs − Tk6
for <0 and 2 small enough. Furthermore, we get
8s 2 [T − ; T ()]; 1 2 (0;T ())jf(Zs )j6
p
d
since f(T ) = 0 and krfk= 1 in a neighbourhood of T . Hence,
Gc2 \  2 (0; T ) = f9s 2 [T − ; T ()];
f(Zs )<
p
2l[ c(2) + ](T − s)g \  2 (0; T ):
In H3 c(T ) is assumed to be strictly lower than 12k _Tk2, consequently there
exists l> 1 such that c(T )< (1=2l)k _Tk2. Hence for 1> 0 small enough, c2 =
kpk −p2l[ c(2) + ]− 1 is nonnegative, we deduce that on Gc2 \  2 (0; T )
9s 2 [T − ; T ()]; f(s + Ws)< (kpk − c2 − 1)(T − s):
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Using a Taylor expansion for s0 = T − s 2 [a; ] we get
f(T−s0 + WT−s0) =rf(T )(T−s0 + WT−s0 − T )
+O(kT−s0 + WT−s0 − Tk2):
Then rf(T )(T−s0−T )=kpks0+O((s0)2) and rf(T ):WT−s0=W 0T−s0 : Therefore
on Gc2 \  2 (0; T )
9s 2 [T − ; T ()] such that kpk(T − s) + W 0s +O((T − s)2)
< (kpk − c2 − 1)(T − s)
and
Gc2 \  2 (0; T ())f9s 2 [0; T ()]; W 0s <− c2(T − s)g
which gives inequality (iii).
All the arguments of p. 278 in Ben Arous and Rouault (1993) used to prove
Lemma 4:3 are easily extended to the proof of Lemma 3 in our framework when
Lemmas 5:1{5:3 in Ben Arous and Rouault (1993) are replaced by Lemma 8. The
only point where the geometric setting requires a new argument is when the trivial
inequality
1(WT )exp

p WT


60
should be replaced by
1(f(ZT )60):exp
p:WT

61 (36)
when d>2. But (36) is clear since ZT = T + WT is inside A and p is the outward
normal vector. Hence Lemma 3 is proved.
5.2. Proof of Lemma 6
We adapt the proof of Lemma 4:10 in Ben Arous and Rouault (1993) to Lemma 6.
Roughly, when u6 is compared to u

5, Q
 is replaced by ~Q

and the charasteristic func-
tion 1( 1−) has disappeared. The last substitution is allowed because the expectation
is on G1 = f(W 0T>− 1−) \ jW 0T − (T=T )W 1T j61−g. More precisely,
Q = ~Q

+
Z T
0
c00(s):

W 0s −
s
T
W 0T ; W
00
s

;

s
T
W 0T ; W
00
s

ds
+
1
2
Z T
0
c00(s)

s
T
W 0T ; W
00
s
2
ds;
and on G1 \  1− [0; T]
jQ − ~Qj6C(1−−);
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where the random constant can be easily bounded. Let
u8 = E

1(G1 \  1− [0; T])1(f(ZT60)):exp

p:WT

+ ~Q


g

W 00;
W 0T

;WT

be the counterpart of (6:3) in Ben Arous and Rouault (1993) then
u5 = (1 + O(1−−)u8:
To end the proof of Lemma 6 Holder’s inequality and uniform integrability of
1( 1−)e
~Q is used to bound E(exp( ~Q)1( 1−) by Ce−C
−2
which is clearly greater
than u6 − u8.
5.3. Proof of Lemma 7
To prove the convergence of g(W 00;y; z) uniformly for z1−a ! 0 we look for
a formula for g similar to (6:13) in the proof of Lemma 4:11 of Ben Arous and
Rouault (1993). Hence, we use the same tool on W 0 as Ben Arous and Rouault in the
one-dimensional case: the distribution of
−2(ZT−2s − T )06s6−(2−a)
under P(:jW 0T = y, W 0T = z) is still the distribution of a Brownian bridge. Let B be a
real-valued Wiener process independent of W 00. The previous conditional distribution
is identical to that of (s)06s6−(2−a) , where

0
s = 
−2(0T−2s − 0T ) + y − s2−a(B(−(2−a))− z−1 + y)
and where the tangent part 
00
s is not conditioned and is dened by

00
s = 
−2(00T−2s − 00T ) + −1W 00T−2s:
Hence the counterpart of (6:13) in Ben Arous and Rouault (1993) is
g(W 00;y; z) = E
"
1( ~ )exp
 
−
 Z −(2−a)
0
~c(s) ~u
(s; s) ds
!!
W 00
#
;
where
~ 

= fkj2s + T − T−2skj61−; 8s 2 [0; −(2−a)]g
and
~c() = c(2+ T ); ~u
(s; ) = u(2s; 2+ T ):
Moreover, ~u  is solution of the PDE:
@ ~u 
@s
(s; ) = 12 ~u
 + ~c() ~u (1− ~u );
~u (0; ) = 1(f(T + 2)60):
(37)
Hence ~u  converges uniformly for s6s0 and 2jj ! 0 to ~u the solution of (13) owing
to a standard argument of perturbation applied to the PDE (37). Since ~u(s; ) depends
only on the orthogonal part of , and since for s, y xed and z1−a ! 0, 0s converges
a.s. to B(s) + kpks+ y, the limit of ~u (s; s) is ~u(B(s) + kpks+ y) a.s.
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To conclude the proof of Lemma 6 we only have to upper bound ~c(s) ~u
(s; s)
in order to have the convergence of
R −(2−a)
0 ~c
(s) ~u
(s; s) ds to c(T )
R1
0 ~u(s; B(s) +
kpks + y) ds. Because of the denition of kj kj the characteristic function of ~  is
the product
1( ~ 

) = 1(fkW 00T−2sk61−;8s 2 [0; −(2−)]g
1(fj0s + (T − T−2s)0j61−;8s 2 [0; −(2−)]g
and if 
1 = fB(s)=s ! 0g and 
2 = f1+supfjB(s)j; s62−ag ! 0g we get the
counterpart of (6:18) which is
1( ~ 

) = 1(fkW 00T−2sk61−;8s 2 [0; −(2−)]g for < 0:
Since 2s + T converges a.s. to T ,
06 ~c(s)6 c() for < 0;
where c() is dened in (33). As in Ben Arous and Rouault (1993) we aim at the
following inequality: for s> s1 and < 3(!),
1(s6−(2−a)) : ~u (s; s)62d exp(−s)
which will be a consequence of Lemma 8, if we can prove
f(2s + T )
s
>
p
2l( c(2) + ) for < 3 and s> s1:
But f(2s+T )=
2
0
s +o(
2), and since 
0
s is the exact counterpart of the real-valued
process in (6:11) of Ben Arous and Rouault (1993), Lemma 7 is proved.
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