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1. METHODE DE RECHERCHE BIBLIOGRAPHIQUE 
1.1. DELIMITATION DU SUJET 
Des specialiste se sont plaints du manque de recherches 
theoriques sur les langages d'indexation (1). On pense 
habituellement que leur efficacite en est la meilleure jus-
tification. La litterature est tres abondante en manuels 
pratiques sur la construction des LI ainsi qu'en evaluation 
de leurs performances, alors que les textes en exposant les 
principes theoriques sont moins nombreux et moins connus. 
C'est deja une raison suffisante pour chercher a les rassem-
bler. De plus des exemples ont montre qu'une meilleure con-
naissance interne des LI peut egalement conduire a ameliorer 
leur conception. 
1.1.1. Terminologie 
Notre recherche porte sur les aspects theoriques des lan-
gages d'indexation. Cet intitule contient deux mots appar-
tenant a des realites differentes. Le terme de "langage 
d'indexation" a un sens tres precis dans le domaine des sci-
ences de 1'information (2). "Theorie", au contraire, releve 
du langage courant et est commun d toutes les disciplines 
scientifiques, d'ou sa plurivocite. 
Les "langages d'indexation" (3) sont des langages artifi-
ciels - c.-a-d. construits a 1'aide d'un ensemble de regles 
donnees - servant a la representation abregde du contenu 
d'un document. II y a des degres : les LI utilises sont plus 
ou moins codifies. En nous inspirant de Maniez [17], nous 
representerons les LI selon eux axes : celui de la coordina-
tion et celui du controle : 
1. Par exeiple J, Maniez [65 : 133]. 
2. "Science qui etudie la coiiunication de 1'inforaation" selon Yves Le Coadic, Bulletin des bibliotheques de _France. v. 29, n. 2, p. 168-171. Cet article situe la science de l'inforaation coraae une "interdiscipline" entre les sciences huiaines et les sciences pures. 
3. Abrege LI. Nous choisissons ce terie parai beaucoup de svnonpes ("langages docuien-taires", etc.J. II recouvre egaleient les nombreux equivalents anglais : "indexing languages", "documentary languages", "inforaation retrieval languages , etc. 
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Precoordination Postcoordination 
+ classifications classifications 
hierarchiques d. facettes 
langage en chaine 
(PRECIS, POPSI...) 
thdsaurus 
Contrdle terminologies 
indexation matiere 
libre 
descripteurs 
libres 
mots-cl6s 
(unitermes) 
A vrai dire les LI peu controles (comme les descripteurs 
choisis librement pour representer le contenu d'un document) 
se rapprochent des langages naturels. Nous nous int6ressons 
au contraire aux LI les plus controles, car c'est pr6cis6-
ment un trait qui les differencie nettement de la langue 
courante. II s'agit des LI post-coordorm&s (la combinaison 
des descripteurs se fait au moment de la recherche documen-
taire) comme les thesaurus ; ainsi qui les LI pr6-coordonnes 
(la combinaison des termes est fixee au moment de 
1'indexation) comme les classifications, et surtout les lan-
gages en chaine (PRECIS, SYNTOL, POPSI, etc.), dote d'une 
syntaxe contraignante. 
Le terme th§orie a, positivement, le sens de construction 
intellectuelle ou sp^culative, ce qui est vague. Negative-
ment, il s'oppose bien sur a pratique. „Nous emploierons 
egalement la notion plus technique de modele qui repr<Ssente 
un type de demarche th6orique. Le mod&le est un outil intel-
lectuel servant de principe explicatif d' un domaine de la 
connaissance. Ainsi des modeles linguistiques ou mathema-
tiques ont ete employes pour representer la structure des 
LI. 
Nous ecartons donc les nombreux manuels de construction des 
LI (surtout des thesaurus), les evaluations statistiques de 
leur efficacite, de leurs avantages ou inconvenients ; leur 
portee etant essentiellement pratique. 
5 
1.1.2. Airtres crit6res de s61ection 
Notre travail ne vise pas 1'exhaustivit^, mais se veut une 
synthese. La litterature est parfois redondante. On veillera 
a selectionner les textes pour leur valeur novatrice, leur 
importance pour la recherche th6orique, ou pour leur qualit6 
de synthese precis6ment. 
Notre recherche portant sur des aspects th6oriques, une 
selection selon la date des documents est secondaire. Au 
contraire des pratiques et des techniques (nous pensons bien 
sur au bouleversement apport6 par 1'informatique dans la 
documentation), les th6ories des LI peuvent garder leur 
interet bien des annees plus tard. La bibliographie de notre 
sujet aura donc une dimension r&trospect±ve. 
Nous limitons notre recherche aux langues suivantes : alle-
mand, anglais, frangais. Elles regroupent 1'essentiel de la 
litterature occidentale. L'importante production des pays de 
1' Est nous est donc connue dans la mesure ou elle est 
traduite (4). 
1.2. INSTRUMENTS DE LA RECHERCHE BXBLIOGRAPHIQUE 
1.2.1. Recherche manuelle 
Nous la pr^sentons selon 1'ordre d'elaboration intel-
lectuelle des types de sources. 
1.2.1.1. Blbliographies courantes 
- Bulletin signal6tique du C.N.R.S. 101. Science de 
1'information, documentation. 1970-1983. Mensuel. 
Devient : 
- PASCAL Thema. T 205. Sciences de 1'information, docu-
mentation. 1983 Mensuel. 
Cette bibliographie coipilee par le C.D.S.T.-C.N.R.S. couvre bien la litterature europeenne. Les mises-a-jour sont lalheureusement assez longues. Plan de classe-ment hierarchise. Rubrique d'acces : 04 B "langages docraentaires". 
4. Certains titres anglo-saxons sont ieme des traductions de revues sovietiques, coiie Auto-matic docuaentation and mathematical linguistics ou International forui on inforiation and documen-tation. 
6 
- LISA : Library information science abstracts. 1969 
Mensuel. 
Produite par la "Library Association" et "Aslib". Malgre son origine britan-nique, LISA s'efforce d' indexer les revues non anglo-saxonnes Plan de classe-lent a facettes elaborees par le Classification Research Group (C.R.G.). Les differentes facettes ou aspects expriiant un sujet sont toujours citees dans le seie ordre. Entree par la facette principale V "Subject indexing" ou X "classification". 
- ISA : Information science abstracts. 1966 Mensuel. 
Editee par plusieurs associations americaines, dont 1' "Asserican society for inforaation science", ISA est, sauf tres rares exceptions, principaleient anglo-saxonne. Pas une seule revue frangaise n'etait analysee en 1988 ! Plan de classeaent hierarchise. Rubrique d'acces : 5.7. "Indexing, thesauri, cataloging, classification". 
Les references sont accompagnees d'un resume, facili-
tant la selection. Ces trois bibliographies ont 6te 
surtout consultees sur leur forme de base de donnees. 
1.2.1.2. Bibliographies r&trospectives 
- Library literature. 1921 Vol.cumulatifs plurien-
naux, puis annuels. 
Editee par 1'Aierican Library Association. Indexe aussi un certain noabre de revues europeennes. Le classeient est de type dictionnaire, ce oui permet une recherche precise, lais disperse les entrees. Points d'acces : index terms", "indexing", "classification", "thesauri". Les references ne sont pas accompagnees d'indications de contenu. 
1.2.1.3. Bibliographies thSmatiques 
Par leur aspect retrospectif et selectif selon le sujet 
aborde, elles nous sont tres precieuses. Les references 
sont classees methodiquement dans des rubriques detail-
lees. 
- Dahlberg, Ingetraut (ed.). Classification and indexing 
systems : theory, structure, methodology : 1950-1982. 
Frankfurt : Indeks Verlag. 1985. (International classi-
fication and indexing bibliography, ICIB 3). 
Tres complete : 5600 references, cjeneralement non coiientees. Mises-a-jour dans la revue International classification. 
- Wellisch, Hans H. (ed.). Indexing and abstracting : an 
international bibliography. Santa Barbara, Cal. ; 
Oxford : ABC-Clio, 1980. 
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Selection de 2400 references resnees couvrant la litterature jusqu'en 1976. Mises-a-jour dans la revue The indexer. 
- Maccafferty, Maxirxe. Thesauri and thesauri construc-
tion. London : Aslib, 1977. (Aslib bibliography, 7). 
800 references coimentees. Pas de mises-a-jour. 
1.2.1.4. Syntheses bibliographiques 
- Annual review of information science and technology. 
Washington : American society for information science, 
1966 Annuel. 
Chaoue voluie dresse pour 1'annees ecoulee le tableau de la recherche en science de 1'inforaation. Sous des nois divers, un des chapitres est reguliereient con-sacre a 1' analyse du sujet ("subject analysis"). Une breve presentation intro-duit une liste selective des travaux les plus importants (une centaine), presque toujours en anglais. 
- Des articles de synthese ("surveys") font le point sur 
des sujets ponctuels (comme POPSI ou PRECIS). Ils sont 
souvent accompagnes d'une liste trds complete de 
ref erences. On trouvera les plus recents dans notre 
bibliographie. 
1.2.1.5. R&sultats 
Les syntheses bibliographies et les bibliographies the-
matiques, ainsi que les references citees dans les arti-
cles, nous ont fourni 1'essentiel des documents neces-
saires. 
1.2.2. Recherche automatis6e 
Quatre bases de donnees ont ete interrogees le 20-3-1989 : 
PASCAL, INSPEC (Questel+), LISA et ISA (Dialog). INSPEC et 
PASCAL sont des bases pluridisciplinaires, mais il est pos-
sible de limiter sa recherche aux sous-bases concernant les 
sciences de 1'information. 
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Bases de donn6es Nb. r6f6rences Couverture (5) 
PASCAL 6'500'000 + 430'000/an 1973 
(PASCAL science de 
1'information) 
(42'000) (1973 -*) 
INSPEC 3'000'000 + 220'000/an 1969 
(INSPEC info 
science) (1971-1979 -+) 
LISA 85'000 + 6'000/an 1969 
ISA 90'000 + 9'000/an 1966 -> 
1.2.2.1. Equations de recherche 
Le principe general : croiser "langages d'indexation" et 
"theorie", puis trier sur les langues retenues. Conune il 
n'est pas possible d'"eclater" la recherche a partir 
d'un descripteur generique, il faut enrichir 1'equation 
avec des termes specifiques : "th6saurus", 
"classification",... 
- PASCAL : 
1. .LIM SCIENCE INFORMATION/FG 
2 (LANGAGE DOCUMENTAIRE OU INDEXATION OU THESAUR+/t 
OU CLASSIFICATION) ET THEORI+/DE/T 
3 2 ET (FRE/LA OR GER/LA OR ENG/LA) 
- INSPEC : 
C? 2.+T 1..LIM CT " +/CC/T 
2 (INFORMATION ANALYSIS OU INDEXING/DE OU 
VOCABULARY/DE OU THESAUR/+/DE/T) ET (THEORY OU 
THEORIES OU MODEL7/T) 
3 2 ET (ENG/LA OU GER/LA OU FRE/LA) 
4 3 ET /DP >1980 
5. D'apres le Repertoire des banques de donnees professionnelles. lle ed. Paris : ADBS-MRT, 1989. 
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- LISA et ISA : 
51 INDEXING (W) LANGUAGE OR THESAUR? 
52 S1 AND (THEORY OR THEORIES OR MODEL?) 
53 S2/ENG OR (S2 AND LA=FRENCH) OR (S2 AND LA=GERMAN) 
1.2.2.2. Rnalyse des r6sultats 
Les 270 references de ISA n'ont pas ete visuallsees, et 
nous avons limite la recherche dans INSPEC a partir de 
1980. 
PASCAL LISA INSPEC 
Reponses 
-total 102 66 73 
-pertinentes 38 (37 %) 24 (36 %) 21 (29 %) 
Langue 
-anglais 79 (77,5 %) 52 (78,8 %) 69 (94,5 %) 
-allemand 14 (13,7 %) 10 (15,1 %) 4 (5,5%) 
-frangais 9 (8.8 %) 4 (6,1 %) 0 
- Recouvrement et apports specifiques (reponses 
pertinentes >1980) 
12 20 
(20,7%) (34,5%) 
18 
INSPEC 
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Le taux de pertinence (meme s'il n'est pas toujours aise 
a evaluer lorsqu'on n'a pas les documents primaires 
entre les mains) est peu elev6. La plurivocite du terme 
"theorie" en est certainement la cause. Meme lorsqu'il 
est admis dans le champ descripteur (comme pour PASCAL), 
les resultats sont a peine superieurs. II etait diffi-
cile pourtant de se passer de ce terme ; "modele" ne 
relevant que d'un aspect de la question. 
Le taux de recouvrement est tres faible : aucune notice 
n'est commune aux trois bases. PASCAL et INSPEC sont 
completement disjointes. Pourtant elles depouillent 
toutes les memes grandes revues. Par contre, leur 
politique d'indexation est differente. PASCAL analyse 
completement les periodiques retenus. INSPEC au con-
traire, depouille les article en fonction de son orien-
tation technique et informatique. Elle nous donne beau-
coup de documents d'automatisation documentaire, aspect 
hors de notre sujet. 
De plus les references recentes sont rares dans LISA et 
PASCAL. Les annees 1976-1981 concentrent plus de 50 % 
des references dans LISA. Dans PASCAL, la recherche n'a 
donne aucune reference de 1988 et une seule pour 1987 ! 
La recherche documentaire souffre d'une double impreci-
sion, cause de bruit. Comme Vickery 1'a souligne 
(inform. syst : 218), le processus d'indexation ou de 
condensation appauvrit le contenu du texte original. De 
son cote, le chercheur est contraint, a 1'interrogation, 
de traduire sa question dans une formule logique simpli-
fiee agreee par le logiciel d'interrogation. 
Pour notre sujet, on aurait peut-etre obtenu des resul-
tats meilleurs mais plus limites par des questions tres 
precises comme ("TOSAR" et theorie des graphes" ) ou 
( "PRECIS" et "indexation" et "theorie"). Vu les bons 
resultats de la recherche manuelle, nous n'avons pas 
juge necessaire d'entreprendre de nouvelles interroga-
tions. 
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2.3. PRESENTATION DE LA BIBLIOGRAPHIE - LOCALISATION DES DOCUMENTS PRIMAIRES 
Les quelques cent references retenues sont classees 
methodiquement et sous-classees alphab6tiquement par noms 
d'auteurs. Nous retenons trois grandes divisions : 
1. Les principales theories et modeles, tels que ces termes 
ont ete definis plus haut. 
2. L'expression des relation entre les termes d'indexation. 
Comme tout langage, les LI possedent des liens semantiques 
et syntaxiques. 
3. Quelques systemes d'indexation originaux consideres a 
partir des reflexions theoriques qui ont ete a leur base. 
La plupart des periodiques et plusieurs monographies de 
notre bibliographie se trouvent a la bibliotheque de 
1' E.N.S.B. On remarque que plus de la moitie des articles 
recenses sont concentres dans 4 revues zJournal of the ame-
rican society for information science, International classi-
fication, Information processing and management (suite de : 
Information storage and retrieval) et Journal of documenta-
tion. 
Les autres periodiques non regus par 1'E.N.S.B. doivent etre 
localises par le C.C.N. (Catalogue collectif national des 
publications en sSrie) accessible sur microfiches, CD-ROM ou 
en ligne. Les monographies seront localisees par le C.C.O.E. 
(Catalogue collectif des ouvrages etrangers, 4 rue de Lou-
vois, 75002 Paris) consultable sur place ou sur demande. 
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2. SYNTHESE 
2.1. LE RENOUVELLEMENT DES CLASSIFICATIONS 
2.1.1. Le Classification research group (C.R.G.) 
Apres 1945 surtout, les insuffisances des classifications 
traditionnelles deviennent de plus en plus evidentes. Meme 
s' il n'est pas encore question d'ordinateurs, une gestion 
plus rationnelle de fonds documentaires croissants s'impose 
dans les pays industrialises. En Amerique du Nord, les 
recherches se tournent resolument vers d'autres methodes, 
comme 1'indexation coordonn&e [23] qui conduira aux 
thesaurus. En Europe, on essaie plutot de fonder les classi-
fications sur de nouvelles bases. 
En 1948 est fonde a Londres le Classification research group 
(C.R.G.). Un de ses membres, D.J. Foskett [5] en dresse le 
panorama des themes abordes jusqu'en 1970. La classification 
n'est plus consideree comme le seul rangement physique de 
livres sur des rayons, mais comme un authentique LI dont le 
but est la recherche documentaire. 
Les theories de S.R. Ranganathan en Inde ont eu une influ-
ence considerable sur le C.R.G. et de maniere generale sur 
la plupart des chercheurs en sciences de 1'information 
jusqu'a nos jours. Sa methode de classification analytico-
synthgtique [18 : 109] consiste a analyser le sujet en dif-
ferents points de vue ou facettes, puis a le resynthetiser 
par 1'arrangement des facettes obtenues selon une sequence 
canonique. Par rapport aux classifications enumeratives 
rigides, la possibilite de coordonner les facettes presente 
une plus grande souplesse d'indexation, et les relations 
polyhierarchiques qu'elles engendrent entre elles sont plus 
proches de la multiplicite des traits composant un sujet. Le 
C.R.G. a produit plusieurs classifications sectorielles a 
facettes, dont la "classification of library and information 
science de 1971, utilisee pour le service bibliographique 
LISA. 
Le C.R.G. a aussi pour but de dresser 1'esquisse d'une nou-
velle classification universelle sur une base naturaliste 
refletant 1'ordre du monde reel. II adopte la these 
biologique des niveaux d'intSgration de J.K. Feiblemann. 
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L'univers s'est developp^ en niveaux successifs de comple-
xite croissante, chaque niveau integrant le precedent 
(particules fondamentales, atomes, molecules, etc.) Tous les 
domaines de la connaissance peuvent etre ordonnes selon ce 
principe. 
II s'oppose ainsi a la tendance pragmatique americaine qui 
repond au principe de la "caution des textes" (literary 
warrant) : une rubrique n'a de raison d'Stre que si elle est 
potentiellement utile au classement d'au moins un document 
reel [F.W. Lancaster, 14 : 86]. 
La theorie des niveaux d'integration a inspire la notion de 
contextualisation appliquee par D. Austin d PRECIS [89, 90]. 
D.J. Foskett [6] generalisera cette thdse par la thGorie 
g£n£rale des sysfc<§mes. Un systeme est un tout qui est plus 
que la somme des parties qu'il contient, mais qui n'est lui-
meme qu'une partie d'un systeme plus important, et ainsi de 
suite. 
2.1.2. Classifications a priori ou a posteriori. 
La construction des classifications doit-elle se faire a 
priori en imposant un ordre theorique ou a posteriori en 
partant des relations concretes ? 
Des 1950, J.E.L. Farradane [100, 101] soutient qu'une clas-
sification doit etre elaboree sur des considerations episte-
mologiques sur le processus meme d'acquisition des connais-
sances. Une demarche scientifique est une alternance de 
phases deductives et inductives. Les classifications tradi-
tionnelles ne sont pas scientifiques car purement dgduc-
tives. II decrit une base inductive : des isolats (concepts) 
sont relies entre eux par des termes relationnels 
(operateurs) pour former un analet, representant un sujet. 
De proche en proche, en combinant les analets on obtient une 
structure ordonnee, coextensive a 1'ensemble du savoir. 
Pourtant Farradane s'est interesse aux proprietes des 
analets isoles. Par des rdgles d'arrangement et de permuta-
tion, ils permettent de servir a 1'etablissement d' index 
alphabetiques. II parlera de sa methode comme une indexation 
relationnelle [102] apparentee aux LI en chaine. 
Dans les annees soixante les calculateurs font leur appari-
tion. R.M. Needham et K. Sparck Jones [66] essaient de con-
struire automatiquement une classification en partant des 
documents. Ils elargissent la notion de classe en celle 
d'amas (clump) : si deux mots-cl6s figurent dans 
1'indexation d'un document, alors ils sont equivalents du 
oint de vue de la recherche de ce document. En mesurant le 
degr6 de cooccurence de toutes les paires possibles de mots-
cles on pourra determiner des ensembles (amas) dont chaque 
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mot-cle a un degr6 de cooccurence plus eleves avec les 
autres membres qu'avec les non-membres. 
A partir des annees quatre-vingts, un examen critique des 
travaux du C.R.G. conduit certains auteurs & une position 
aprioriste. D. Austin [60] postule 1'existence d'une part de 
classes de concepts de base (choses, actions, proprietes) 
et, d'autre part, de classes de relations de base (logiques, 
grammaticales). 
B.P. Frohmann [70] critique le choix du C.R.G. de structurer 
a posteriori les relations s6mantiques et de rejeter la for-
mule ranganathienne predefinie PMEST. Chaque domaine donne 
lieu & ses propres relations et il n'est alors pas possible 
d'atteindre un systeme gen6ral de categories. Une base 
semantique doit etre degagee a priori une fois pour toutes 
selon les indications de D. Austin. 
2.1.3. La revue International classification 
En Allemagne, une impulsion a ete declenchee dans l'etude 
des classifications par I. Dahlberg, fondatrice en 1974 de 
la revue International classification, editrice de la col-
lection Studien zur Klassifikation publiee par la 
Gesellschaft fiir Dokumentation. 
I. Dahlberg [4] a mene une etude tres vaste (pres de 600 
reference bibliographiques !) a la recherche des "fondements 
universels de l'ordre du savoir" (Grundlagen universaler 
Wissensordnung). L'ordre du savoir est vital a une epoque ou 
les disciplines se fragmentent toujours plus. La notion de 
classification deborde le domaine de la bibliotheconomie. 
Une recherche interdisciplinaire est conduite en passant par 
la philosophie, 1'epistemologie, la linguistique, les 
theories scientifiques, etc. Le resultat se presente comme 
une esquisse formelle d'une classification universelle. 
T.T. Ballmer [26, 27] suit le meme but mais en restreignant 
son attention sur les expressions linguistiques. Le verbe 
joue un rdle important dans la classification du savoir. Par 
exemple "manger" determine une classe d'objets 
"mangeables" : fruits, legumes, viandes... 
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2.1.4. Recherches en Europe de 1'Est 
Y.A. Shreider [53, 54], pose une question epistSmologique 
fondamentale : l'ordre est-il une forme imprimee par l'homme 
au chaos ou est-il une propriete des choses meme ? La 
logique et la classification aristoteliciennes offrent une 
base de reflexion. Une notion peut etre decrite en extension 
ou en intension. L'extension est la classe des objets deter-
mines par la notion (appel6e taxon par 1'auteur). 
L'intension (ou compr&hension) est l'ensemble des 
caracteristiques de la notion (appelees m£rons). La classi-
fication repose sur une dualite d'approches : taxonomie, ou 
les objets sont representes sur la base de leurs simila-
rites, et mGronomie, soit 1'identification des caracteris-
tiques essentielles communes d'un taxon. 
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2.2. EVOLUTION DES LANGAGES D'INDEXATION EN CHAINE 
L'indexation en chaine consiste & analyser un sujet en une 
suite lineaire et rigide de termes dans le but de construire 
des index alphabetiques manuels. 
J.O. Kaiser, S.R. Ranganathan et E.J. Coates sont a dif-
ferents titres les precurseurs d'une technique qui s' est 
developp<§e surtout a la fin des annees soixante. En 1960 le 
systeme KWIC de H.P. Luhn est le premier index entierement 
mecanise 
Les anglo-saxons [B.W. Mineur, 86] distinguent volontiers en 
les opposant chain indexing basee sur la proc£dure en chaine 
de S.R. Ranganathan a string indexing qui designe les sys-
temes modernes. 
L'ouvrage de T.C. Craven [84] est une synthese actuelle 
decrivant un grand nombre de systemes. 
En 1968, la British national library (B.N.B.) decide de rem-
placer la production d'index au moyen de la procedure en 
chaine par une nouvelle technique, en liaison avec le projet 
UK-MARC. Des 1971, un prototype de PRECIS est teste. 
A la meme epoque 1'"ecole indienne" avec G. Bhattacharrya 
lance POPSI. Dans les annees soixante-dix, d'autres langages 
apparurent : NEPHIS et LIPHIS de T.C. Craven. 
Recemment, des comparaisons de ces LI ont ete 
menees [A. Cheti, 94]. J.E.L. Farradane [85] compare PRECIS, 
POPSI et NEPHIS avec son indexation relationnelle. Des 
"surveys" font le point des etudes consacrees a PRECIS 
[M. Mahapatra ; S.C. Biswas, 96] ou a POPSI [S.C. Biswas, 
93] . 
Ces LI sont de type pr6coordonn&. Comme ils servent de moyen 
de recherche manuel ("index" au sens traditionnel), chaque 
terme doit apparaitre en tete de chaine pour etre accessi-
ble. Deux problemes doivent etre resolus : celui de 1'ordre 
de succession des termes (une "grammaire") et celui des re-
gles de permutation des termes. 
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2.2.1. Ordre des termes 
L'indexation systematique de J.O. Kaiser [103 ; 
E- Svenonius, 104] consiste a analyser tous les sujets selon 
deux grandes categories : les concrets (ou objets) et les 
processus (ou actions). Syntaxiquement, les concrets prece-
dent toujours les processus. 
S.R. Ranganathan formule des rdgles syntaxiques trds pr6-
cises pour disposer les facettes d'un sujet en une sequence 
fixe, comme par exemple le fameux "wall-picture 
principle" [18 : 425] . 
Plus tard, E.J. Coates [61], reprenant Kaiser, cherche a 
fonder psychologiquement la pr6seance de la notion la plus 
"claire" afin de mieux suivre 1'attente de 1'utilisateur : 
les choses (stables et determinees) precedent les mat6riaux 
(stables mais non determines) et les actions (dynamiques, 
instables). 
G. Bhattacharyya reprend les principes de 
S.R. Ranganathan [91, 92] qu'il appelle postulats (d'ou le 
nom de "POPSI"). La sequence fondamentale est celle de la 
"base" (categorie elementaire ou discipline) et du "noyau" 
(core) des concepts se rapportant a cette base. 
Dans PRECIS, 1'ordre est determine par le principe de d&pen-
dance contextuelle (context dependency) [90]. Chaque terme 
suit le terme qui represente son concept et qu'il precise 
("Asie - Inde" par ex.). La chaine syntagmatique est renfor-
cee par 1'attribution d'op6rateurs de role a chaque terme. 
Le systeme est congu astucieusement de telle sorte que 
1'ordre de citation des operateurs associes aux termes con-
duit automatiquement a une chaine de dependances con-
textuelles. 
B.W. Mineur [86] cependant critique PRECIS parce qu'il pri-
vilegie un ordre de base unique en occultant toutes les 
relations secondaires entre les termes non contigus dans la 
chaine. En ce sens 1' indexation relationnelle de 
J.E.L. Farradane, bien qu'apparentee, n'est pas un LI en 
chaine puisque les analets peuvent avoir une structure bi-
dimensionnelle. 
Face a des systemes formalises comme POPSI et PRECIS, NEPHIS 
(Nested phrase indexing system) [98] apparait tres em-
pirique. Le sujet est analyse en expressions simples et com-
plexes "emboitees" (nested) a plusieurs niveaux les unes 
dans les autres. Le systeme structure donc ces elements dans 
une arborescence. Pour certains sujets une telle simplifica-
tion n'est pas judicieuse. LIPHIS (Linked phrase indexing 
system) ameliore ce systeme en donnant j ustement la possi-
bilite de "lier" (liiik) lateralement les elements d' un sujet 
dont la structure n'est pas en arbre [99]. 
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2.2.2. Permutaticm des termes 
A partir d'une chaine source il faut determiner les chaines 
derivees qui mettront en position d'acces chacun des termes 
qui la composent. Plusieurs solutions formelles sont possi-
bles [W.J. Hutchins, 34 : ch. 6]. 
La procGdure en chaine de S.R. Ranganathan utilise la tron-
cation. A partir d'une chaine ABCD, on d6rivera BCD, CD, et 
D. Chaque terme est bien en position d' acces, mais il n'est 
suivi que d'une partie des terroes representant le sujet. Le 
defaut du systeme est qu'un sujet specifique (ABCD) figurera 
sous des entrees trop generaux (CD, D).Ce probleme est celui 
de la "chaine disparaissante" (disappearing chain) 
[S.C. Biswas, 93] et une des raisons de 1' abandon de cette 
technique utilisee de 1950 jusque vers 1970 par la BNB. 
De meme J.E. Armitage et M.F. Lynch [81] formalise la pro-
duction d'"index matiere articules" par permutation 
d'elements syntaxiquement lies par des prepositions en LN, 
sans introduire d'ambiguxtes. 
La permutation des termes permet de respecter le principe de 
specificite. Mais il multiplie les entrees et disperse 
1'ordre et les relations de la chaine source. 
Les systemes mecanises de type KWIC sont des rotations de 
mots-cles dans une phrase. PRECIS utilise la rotation et 
dispose la chaine derivee sur deux lignes, de fagon que la 
chaine source et ses relations puissent toujours etre 
virtuellement reconstruits. 
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2.3. DEVELOPPEMENT DES THESAURUS 
Le terme de th6saurus choisi pour designer un type de LI 
contrdle fait reference au Thesaurus of english word and 
phrases (1852) de P.M. Roget [J. Maniez, 65]. A 1'inverse 
des dictionnaires de langue habituels ou 1' on part d' un 
terme pour decouvrir sa definition (donc son sens), Roget 
part du sens (les concepts) pour en donner tous les termes 
qui le representent, sans definitions. Le but des thesaurus 
modernes est egalement de representer d'abord des concepts, 
mais aussi de preciser leurs relations. 
2.3.1. Le thesaurus en Am6rique du Nord 
Aux Etats-Unis, les chercheurs ont rapidement developpe de 
nouvelles techniques documentaires visant a remplacer les 
methodes classificatoires traditionnelles. 
Des les annees cinquante, M. Taube [23, 58] elabore son 
indexation coordonn6e (auj ourd'hui nous dirions plutot 
"indexation post-coordonnee"). Chaque mot-cle ou uniterme 
d'un sujet est la vedette d'une fiche sur laquelle sont 
inscrits les numeros de reference de tous les documents per-
tinents. A la recherche 1'utilisateur tire les fiches 
correspondant a sa demande et detecte les numeros communs. 
Par ce moyen, le nombre de combinaisons possibles est tres 
grand, 1'utilisateur n'a pas besoin de connaitre 1'ordre des 
elements d'un sujet complexe et les renvois deviennent 
superflus. 
L'avenement des ordinateurs a permis de faciliter la manipu-
lation de 1'indexation post-coordonnee, avec le succes que 
1'on sait. Pourtant les unitermes de M. Taube etaient choi-
sis de maniere empirique. Le controle du vocabulaire, le 
traitement des relation paradigmatiques (surtout la 
synonymie) ont vite ete ressentis comme une necessite. 
Selon F.W. Lancaster [14], auteur d'une etude generale sur 
les LI controles, le premier thesaurus moderne a ete publie 
en 1959 par la societe Dupont de Nemours. A la meme epoque, 
les notions de "precision" et de "rappel" apparaissent en 
relation avec les performances de la recherche. 
Durant les annees soixante des ameliorations ont constamment 
ete apportees aux thesaurus. 
Les relations syntaxiques etant absentes des thesaurus, il 
en resulte a la recherche des mauvaises coordinations. 
L'Engineers Joint Council presente en 1964 le premier 
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thesaurus avec indicateurs de rdle permettant d' indiquer di 
chaque descripteur une fonction. 
J.C. Costello [78] compare ce procede avec les LN a decli-
naisons (latin, russe, allemand) comme moyen de liaison syn-
taxique. Mais de meme que d' autres LN utilisent des moyens 
differents de representer la syntaxe (ordre des termes, pre-
positions, etc.), les indicateurs de role ne sont bien sur 
pas les seuls controles syntaxiques possibles des LI. 
J. Aitchison presente en 1969 un thesaurus d'un genre nou-
veau : le thesaurofacet [77]. Ce "nouveau concept" integre 
en un seul systeme les avantages de la presentation systema-
tique des termes par 1'analyse d'un domaine en facettes, et 
ceux des thesaurus alphabetiques. Le thesaurofacet est un 
outil universel qui peut aussi bien servir de LI pre-coor-
donne dans la production de chaines pour un index, ou de 
systeme post-coordonne de recherche. Deux traditions 
d'indexation tres differentes (americaine et "indo-eu-
ropeenne") se rejoignent ainsi. 
2.3.2. Etudes critique des thesaurus en Europe 
Apres 1970, les specialistes prennent conscience 
d'inconvenients plus fondamentaux du thesaurus. 
L'accroissement des fonds documentaires, la parcellisation 
des savoirs gonflent le lexique et posent le probleme des 
mises a jour. L'arrangement alphabetique est incapable de 
bien representer les relations utiles entre les termes. Le 
thesaurus et la nature du processus d'indexation est 
repense. 
Dans le cadre d'une recherche fondamentale sur les LI, 
R• Fugmann [7] definit de nouvelles notions en rapport avec 
la tache meme de 1'indexeur. La "precision" avec laquelle le 
terme le plus approprie sera choisi depend de 1'"ordre" dans 
lequel les termes sont disponibles. L'alphabetisation dis-
perse les termes de sens proche qui ne sont que virtuelle-
ment relies par les renvois. 
Plus le terme approprie est difficile a trouver (d'autant 
plus que la liste s'allonge), plus sa "previsibilite" 
(predictability) est faible. En s'inspirant de la methode de 
Ranganathan, un LI doit analyser les termes (afin de limiter 
le lexique) mais aussi les re-synth6tiser afin de preserver 
les liens entre eux. 
Sur ces bases theoriques, R. Fugmann a developpe un systeme 
d'indexation bi-dimensionnel appele TOSAR (Topological 
representation of synthetic and analytical relations of con-
cepts), utilise pour la documentation automatisee en chimie 
[105]. 
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Comme aide & 1' Indexation, les thesaurus ont proposd des 
"schemas fleches (arrowgraphs) representant les descripteurs 
et leurs relations s6mantiques. TOSAH va beaucoup plus loin. 
La structure et les propr!6tes de la th&orie des graphes 
sont exploitees : un graphe est un ensemble de points ap-
peles sommets et reli6s par des arcs. On peut alors d6finir 
des notions d'orientation, de distance entre sommets, etc. 
En documentation, un sujet se pr6sente par un tel graphe. 
Les termes sont les sommets et les relations (analytiques ou 
synthetiques) sont les arcs. Les parametres de la demande 
sont aussi formules par un graphe dont sommets et arcs sont 
plus ou moins precises. A la recherche, un programme compare 
le graphe de la demande avec les graphes des documents 
enregistres en memoire. 
La methode de TOSAR a ete decrite formellement au moyen de 
la logique des predicats par H. et I. Nickelsen [106]. 
Recemment R. Fugmann [10] a synthetise sa theorie sous la 
forme de cinq axiomes ou postulats de 1' indexation. Une 
dimension ethique est apportee avec le concept d'"indexation 
imperative" (mandatory indexing) : 1'indexeur est contraint 
a choisir le terme le plus approprie, contrairement a 
1'indexation simplement contrdlee qui laisse toujours la 
possibilite de choisir plusieurs termes diversement 
adequats. 
D. Soergel [74] definit generalement un LI comme un ensemble 
de descripteurs, de relations et de regles pour la formation 
d'expressions. Le thesaurus contient en plus un vocabulaire 
de non-descripteurs qui conduisent (lead-in vocabulary) vers 
les termes reconnus. Les utilisateurs etant differents, 
1'indexation doit etre multi-modele : des contextes, des 
approches differents doivent amener au meme descripteur. 
L'analyse des sujets par facettes - ou points de vue pre-
cisement - est un exemple d'indexation multi-modele. 
De nombreuses etudes considerent des aspects particuliers 
des thesaurus. 
M. Willets [67] compare 1'usage de differents types de 
relations dans plusieurs thesaurus. En prenant pour modele 
les categories generales du C.R.G. et les neuf operateurs de 
J.E.L. Farradane, elle etudie tout particulierement les 
relations dites "affinitives". Ce type regroupe habituelle-
ment toutes sortes de relations que l'on renonce a dis-
tinguer, faute d'analyse suffisante. 
R. Jansen [72] montre 1' utilite d' un nouveau type de rela-
tion appelee "relation d'appartenance" (ZugehOrigkeitsrela-
tion) a ne pas confondre avec les relations hiGrarchiques. 
Elle met en rapport un terme avec tous les descripteurs pre-
coordonnes dans lequel il entre en composition. 
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A. Ghose et A.J. Dawle en Inde [71] proposent une technique 
pragmatique (deriv<§e de la methode des amas) de structura-
tion d'un lexique en sciences humaines au moyen de questions 
pos^es a des experts dans une discipline. 
Pour C. Kim [36], le processus du dictioimaire (des mots 
vers les concepts exprimes) et celui du thSsaurus de 
P-M. Roget (des concepts vers les mots) sont utiles dans 
1 '§lat>oration et la mise & jour des th6saurus. En effet, la 
signification d'un mot ne depend pas seulement de la notion 
ou de 1'objet qu'il represente (tteorie r£f6rentielle), mais 
aussi des relations qu'il entretient avec les autres mots 
(thSorie op6rationaliste ou contextuelle). 
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2.4. LANGAGES D'INDEXATION ET THEORIES LINGUISTIQUES 
Les raisons qui ont pousse les documentalistes a 
s'interesser aux theories linguistiques sont nombreuses. Les 
proprietes des LI ressemblent beaucoup a celles des LN. Cer-
tains derivent plus ou moins profond6ment des LN. On peut se 
demander si la linguistique ne serait pas adequate a les 
decrire, voire a les formaliser. Comme les LI sont appliques 
principalement - mais non exclusivement - a des textes 
exprimes en LN, le passage de l'un a 1'autre se pose. 
Dans les annees soixante, certains chercheurs fonderent 
beaucoup d'espoir dans 1'automatisation des traitements 
documentaires. Pour cela ils durent analyser serieusement 
les entites qu'ils manipulaient : mots, phrases, resumes, 
descripteurs, etc. Cette periode est marquee par la multi-
plication des etudes linguistiques des LI. 
K. Sparck Jones et M. Kay [41] font le point des travaux 
menes entre 1965 et 1973 orientes particulierement vers les 
procedures d'automatisation. 
En France la these de M. Coyaud [30] est une description et 
comparaison de nombreux LI particuliers de 1'epoque. 
L'effort theorique se situe dans 1'elaboration d'une grille 
d'analyse uniforme dont les constituants sont empruntes a la 
terminologie linguistique : les "monemes" (plus petites 
unites decomposables) sont les "lexemes" (termes) et 
"morphemes" (relations). La syntaxe comporte le "mot" (un 
"lexeme" et un "morpheme"), le "syntagme" (plusieurs "mots" 
en relation), etc. L'interet de cette methode est de permet-
tre le rapprochement structurel de LI apparemment dif-
ferents. 
L'ouvrage de W.J. Hutchins [34] est une bonne introduction 
aux structures linguistiques generales des LI en les com-
parant sous tous les aspects (formels, semantiques, pragma-
tiques,...) avec les LN. 
2.4.1. Langages d'indexation et langues naturelles 
J. Maniez souleve dans la premiere partie de sa these [80] 
une question generale : quelles sont les differences et les 
ressemblances necessaires entre LN et LI ? Pour lui, 
1'element commun est 1'universalite de la fonction referen-
tielle, c'est-a-dire la nature symbolique du signe. L'usager 
ne cherche pas des termes d'indexation pour eux-memes mais 
pour les documents dont ils representent le sujet. La struc-
ture des LI est d'ailleurs calquee (mais "appauvrie") sur 
celle des LN. 
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J.-Cl. Gardin [32] nomme analyse documentaire 1'extraction 
de la signification de documents. Elle regroupe plusieurs 
traitements possibles (resume, indexation, etc.) plus ou 
moins elabores. Par rapport aux LN, les LI sont qualifies de 
metalangage, soit un langage ou systeme de symboles adequats 
utilises pour exprimer le contenu d'un document en LN. 
R. Fugmann [31] considere les LI et les LN comme complemen-
taires, utiles aussi bien les uns que les autres dans 
1'indexation, suivant le genre de concepts auxquels on a 
affaire. Les concepts individuels referant a un seul objet 
sont exprimes en LN par une seule expression lexicale. Par 
contre les concepts generaux referant a une multitude 
d'objets sont souvent rendus en LN par plusieurs expressions 
lexicales (synonymes), voire par des expressions non lexi-
cales (periphrase), surtout dans le domaine scientifique ou 
la terminologie est en retard sur les notions. Dans ce cas 
un LI contrdle est plus avantageux que les LN, car il a 
precisement pour tache de ne faire correspondre qu'une seule 
expression a un concept. 
.fl contrario, J.E.L. Farradane [102] estime que 1'approche 
linguistique n'offre aucun interet pour les theories de 
1'indexation. La linguistique n'est qu'un outil pour 
exprimer des idees et ne peut, a 1' inverse de la psycholo-
gie, nous eclairer sur les relations effectivement en jeu 
dans le processus meme de la connaissance. 
4.2. Les deux axes de reference 
Au debut de ce siecle, le linguiste F. de Saussure distingue 
1' axe syntagmatique qui met en relation in praesentia deux 
termes de 1'enonce, alors que 1'axe associatif (nous dirions 
aujourd'hui "paradigmatique") lie in absentia un terme de 
1'enonce avec une "serie virtuelle" de synonymes, termes 
generiques, etc. 
J. Maniez [80] precise que les relations syntagmatiques 
appartiennent au discours et jouent dans le processus de la 
creation d'une phrase, alors que les relations paradigma-
tiques appartiennent a la langue et sont hors de tout con-
texte. 
Des le debut des annees soixante, J.-Cl. Gardin [3] a 
clairement integre cette opposition essentielle dans la con-
struction d'un nouveau LI : le SYNTOL (Syntagmatic organi-
zing language). Le SYNTOL est un "modele general", car 
applicable a n'importe quel domaine scientifique. Le terme 
de "langage" est justifie par 1'importance qu'il donne a la 
syntaxe dont 1'element de base est le "syntagme" : couple de 
mots-cles lies par une relation et note Ri(x, y). Les rela-
tions sont limitees au nombre de trois. Des regles formelles 
permettent de les manipuler et de les composer. 
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Ces deux axes permettent encore a J.-Cl. Gardin [32] de 
classer les LI (ou "metalangages") selon qu'ils comportent 
une structure syntagmatique (les relations de 
J.E.L. Farradane), une structure paradigmatique (les 
thesaurus), ou ni 1'une ni 1'autre, soit completement 
"inorganises" (les unitermes). II montre le caractere fonda-
mental du syntagme Ri(x, y) qui permet de montrer 1'identit6 
structurelle des procedes syntaxiques tels que les opera-
teurs de role ou les relateurs de Farradane. Par combinaison 
de syntagmes, des relations a 3, 4,..., n places sont 
representees. 
Dans le cas du thesaurus, K.T. Bivins [29] insiste sur 
1'influence de 1'axe paradigmatique materialise par la 
structure synd6tique (le jeu des renvois) dans le resultat 
de la recherche. 
Les thesaurus contiennent pourtant des relations qui ne sont 
pas linguistiques, ni paradigmatiques, ni syntagmatiques et 
que J. Maniez [65] appelle extra-semantiques : elles relient 
des termes et des faits reels. et correspondent a certaines 
relations dites habituellement "associatives". 
4.3. Le triangle semantique 
Le triangle semantique des linguistes C.K. Ogden et 
I.A. Richards, est constitue des expressions (ou 
"signifiants"), des concepts (ou "signifies"), des objets 
(ou "referents"), ainsi que de leurs relations. 
Ce moddle est tres important en documentation. Pour 
R. Fugmann [10], le pole central de la recherche est le con-
cept, non 1'objet ou 1'expression. Deux documents peuvent 
etre pertinents a une demande meme si leurs titres sont dis-
tincts. II rappelle que S.R. Ranganathan distinguait deja le 
niveau des idees (idea plane), du niveau verbal (verbal 
plane). 
B. Long [37] modifie un peu le modele en distinguant encore 
le signifiant graphique et le signifiant phonologique, Son 
etude consiste alors a passer en revue systematiquement 
toutes les relations a partir de ces quatre poles. La face 
semantique est predominante en documentation. 
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4.4. Les universaux du langage 
Dans les annees soixante, la linguistique structuraliste 
(N. Chomsky, C.J. Fillmore, B. Pottiers, J. Lyons, etc. ) a 
cherche a modeliser une "structure profonde" qui permet de 
rendre compte des "structures de surface" aussi diverses que 
sont les langues naturelles que nous connaissons. L'interet 
pour les sciences de 1'information consiste a se demander si 
ces modeles ne seraient pas suffisamment fondamentaux pour 
expliquer aussi la structure des langages artificiels comme 
les LI. 
Plus sp6cialement, des documentalistes ont compte sur ces 
travaux - par exemple la grammaire des cas de 
C.J. Fillmore - afin de leur fournir une liste des cate-
gories fondamentales utilisables pour la syntaxe des LI 
(J. Maniez, [80] ; W.J. Hutchins, [34]). 
J. Sorensen et D. Austin [97] s'interessent aux structures 
profondes des linguistes et les comparent avec 1'indexation 
dans PRECIS. En demontrant que celui-ci se situe deja a un 
niveau de generalite eleve, il devient logiquement possible 
de l'employer dans un "contexte multilingue" pour 
l'indexation en chaine avec d'autres LN que l'anglais. 
Les documentalistes ont entrepris de leur cote, la recherche 
des universaux des LI. Les facettes de Ranganathan en sont 
un exemple. G. Bhattacharrya [91, 92] decrit une structure 
de base qui permet de deriver plusieurs SIL (subject 
indexing language) reels : indexation systematique, CC, DDC, 
etc. C'est a partir de ce modele qu'il tire les "structures 
profondes" de POPSI. 
C'est pourquoi F.J. Devadason [95] peut envisager 
1'utilisation de POPSI comme un metalangage permettant de 
generer automatiquement des thesaurus. Des chaines formees 
en POPSI et enrichies de codes speciaux sont introduites, et 
1'ordinateur produit le lexique du thesaurus avec sa struc-
ture syndetique. 
2.4.5. La terminologie 
W. Nedobity [39] oppose linguistique et terminologie. La 
liguistique est reduite a l'etude des LN qui sont des 
langues floues et dont la signification des termes depend 
beaucoup du contexte. La terminologie au contraire attribue 
au terme un concept distinct et defini. Elle est ainsi plus 
utile pour les sciences de 1'information qui s'occupent de 
langages specialises. 
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Le but du terminologue (G. Wersig [25] ) est de rationaliser 
le processus de la communication. Son travail ressemble a 
celui de 1' elaboration d' un thesaurus : dans un champ du 
savoir, il doit identifier d'abord les concepts, puis leur 
attribuer un terme (dans une ou plusieurs langues) tout en 
controlant leurs relations de synonymie, homonymies, etc. En 
plus selon une methode deductive il donne une definition 
rigoureuse de chaque concept, tel celui de "thesaurus". 
2.4.6. Le probleme du sujet 
Les tendances les plus recentes semblent tourner autour de 
la notion que les anglo-saxons nomment aboutness, tres lit-
teralement le "de quoi" un texte parle, c'est-a-dire le 
sujet. 
J. Maniez [17] dans un ouvrage de synthese recent part de 
1'opposition que les linguistes structuralistes font entre 
"theme" et "rheme" (ou "commentaire"), soit ce dont on parle 
et ce que l'on en dit. La th§matisat±on est une activite 
essentielle en documentation au moyen des LI. Par opposition 
a 1'enonciation, elle n' a pas de valeur informative, ce qui 
se remarque par 1'absence de verbe. 
De meme pour K.P. Jones [13] 1'indexation c'est identifier 
1'ahoutness du document en question. Ce sujet peut etre 
apprehende en plusieurs niveaux d'analyse (selon les 
besoins), dont la structure textuelle. 
C. Beghtol [28] traite en detail les implications linguis-
tiques de 1'analyse de 1'aboutness. Traditionnellement, la 
linguistique a considere la phrase comme 1'unite de base. 
Mais pour elucider les mecanismes de comprehension du sujet, 
une linguistique textuelle considerant la totalite des 
phrases d' un document est necessaire. Dans le cas d' une 
documentation ideale, un texte, son resume et son indexation 
devraient representer le meme aboutness. 
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2.5. LANGAGES D'INDEXATION ET THEORIES MATHEMATIQUES 
L'interet de la modelisation mathematique n'est pas 
seulement de fournir des bases solides aux LI, mais ce 
travail exige de ceux qui 11accomplissent une definition 
rigoureuse, pas a pas des termes employes : descripteurs, 
classes, relations. 
Le genre de mathematiques employe est tres souvent la 
theorie des ensembles, dont certains termes ressemblent a 
ceux des LI. Le niveau de connaissance requis pour suivre 
ces etudes est variable. Celles de G. Beling [45], de 
V. Diodato [46] et de C.N. Mooers [48] sont tres 
accessibles. De meme la foirmalisation est plus ou moins 
importante. 
Le domaine modelise peut etre tres general et recouvrir tous 
les LI voire le systeme general d'information, ou bien il 
represente un type de LI, voire un aspect precis de ceux-ci. 
B.C. Vickery [24] en recense quelques-uns. 
2.5.1. Modeles generaux 
Un des premiers modeles, celui de J.W. Perry et 
A. Kent [49], est la partie theorique d'une etude consacree 
a la realisation pratique d'un systeme documentaire. II 
s'agit en fait d'un "modele reduit". Un lexique limite de 
termes repartis en categories ou facettes. est donne au 
depart. Par simulation les proprietes de ce systeme ferme 
facile a manipuler sont observees. Par exemple il est facile 
de montrer que n facettes permettent de definir n ! classi-
fications hierarchiques differentes. Des definitions sont 
donnees : le degre de caractere generique d'une classe 
(rapport du nb. de descripteurs subordonnes sur le nb. total 
de descripteurs), degre de synonymie, etc. 
A la meme epoque, C.N. Mooers [48] definit un modele pouvant 
representer un grand nombre de "systemes d'indexation" et 
permettant meme de deduire logiquement des systemes 
possibles meilleurs mais non existant. Le probleme de 
1'indexation est pose au niveau de 1'utilisateur : comment 
fournir a une demande le "bon" sous-ensemble de documents 
parmi tous les documents du systeme. Mathematiquement, le 
systeme d'indexation s'exprime par une transformation entre 
l'ensemble des termes de la demande et 1'ensemble des 
documents disponibles. Le modele distingue alors plusieurs 
familles differentes. 
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D. Soergel [55] fournit un modele pour tous les LI. 
Parallelement a la recherche des universaux linguistiques, 
il decrit une base logico-mathematique generale. L'etude est 
la construction d'un systeme formel. Le metalangage 
mathematique et le langage du champ de la documentation 
qu'il represente sont bien distingues. Le lien entre l'un et 
l'autre est 1'interpr&tation ou la signification du modele. 
Au niveau du metalangage on se donne un lexique, et des 
regles de formation d'expressions. Des theoremes en sont 
tires. En restreignant le modele a des cas particuliers, on 
peut decrire les LI reels. 
S. Reball [50] constate que les LN sont expressifs par leur 
richesse semantique mais peu formalises ; alors que les LI 
sont au contraire formalises, mais peu expressifs. Au moyen 
de la logique des pr6dicats, il construit un modele de LI 
cumulant ces deux qualites. 
L'etude de V. Diodato [46] presente de maniere didactique 
les principaux concepts generalement utilises pour 
representer la structure syndetique des LI. La relation de 
synonymie entre deux descripteurs est mathematiquement une 
relation d'equivalence. Tous les synonymes d'un concept 
forment alors une classe d'equivalence. Les renvois d'un 
terme a 1'autre sont representes par des applications et les 
relations hierarchiques par des relations d'ordre partiel. 
De la meme fagon G. Beling [45] etudie la structure des 
classifications. M.S. Sridhar [55] detaille les 
caracteristiques mathematiques de ces relations dans les 
thesaurus. 
2.5.2. Modeles specifiques 
En Europe de l'Est surtout, des etudes plus ponctuelles ont 
ete menees, particulierement sur les thesaurus. 
V.D. Sydorchenko [57, 75] definit le descripteur d'un 
thesaurus comme la classe d'equivalence de termes synonymes 
en LN. L'efficacite d'un LI depend de sa "puissance 
semantique" (semantic power) qui est le nombre d'expressions 
bien formees non synonymes qu'il permet de construire. Par 
la souplesse de leur combinatoire, les LI post-coordonnes 
ont une puissance semantique superieure aux LI pre-
coordonnes. 
W.M. Turski [59] donne un modele de thesaurus compris comme 
un ensemble de "descripteurs" et d'"ascripteurs" lies par 
des relations de synonymie. 
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N.A. Stokolova [42] approfondit les aspects semantiques. La 
pertinence d'un systeme d'information se mesure en comparant 
la signification de deux textes : celle de la demande et 
celle du document. L'objet des LI est de representer cette 
signification. La pertinence stricte est une relation 
d'6quivalence entre deux textes. Des degrGs de pertinence 
sont aussi definis. Dans un autre travail [43] elle prend en 
consideration les differents outils syntaxiques (liens, 
roles,...) et mesure mathematiquement leur influence sur la 
puissance semantique du LI. 
En France, A. Deweze [69] formalise la representation des 
relations semantiques. Dans la perspective de construire des 
thesaurus multilingues il adopte une theorie semantique 
extra-lexicale qui se situe a un niveau superieur de celui 
des LN. Un signifie est defini comme un ensemble de semes 
(obtenus par une analyse dont S.R. Ranganathan a montre la 
voie), et auxquels on peut ultierement attribuer des 
"etiquettes lexicales" en plusieurs langues. Les relations 
d'un LI sont decrites en etudiant, au moyen de graphes, les 
rapports entre ces "configurations semiques". Par exemple, 
un niveau dans une monohierarchie aura dans sa configuration 
semique un seme de plus que le niveau qui lui est 
immediatement superieur. 
Recemment, R. Schauble [52] a propose une nouvelle structure 
de 1'information : 1'"espace conceptuel" (concept space). 
Celui-ci permet de construire une theorie du thesaurus 
exposee comme un systeme formel. 
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2.6. CONCLUSIONS 
Ce compte rendu montre la vitalite des recherches theoriques 
sur les LI menes depuis une quarantaine d'annees. 
L'augmentation du rythme d'accroissement des publications 
- fait qu'il devient banal de souligner - a stimule les 
fagons de considerer 1'indexation, cle d'acces a la documen-
tation. 
II est significatif de constater que tous les LI tradition-
nels (classifications, vedettes-matiere...) ont ete conti-
nuellement remis en question durant cette periode, et que 
meme les nouveaux-venus (thesaurus...) n'ont pas echappe aux 
critiques. 
2.7. APERCU CHRONOLOGIQUE 
1852 Grande-Bretagne. P.M. Roget : Thesaurus of english 
words and phrases. 
ca. 1900 Etats-Unis. 3.0. Kaiser : Indexation systematique. 
1911 Etats-Unis. E.W. Hulme formule la notion de caution 
des textes. 
1915 France. F. de Saussure : Theorie des deux axes de 
reference : Rapports syntagmatiques et rapports 
associatifs (paradigmatiques). 
1923 Grande-Bretagne. C.K. Ogden et I.A. Richards, Triangle 
semantique (expressions - concepts - objets). 
Annees 30 Inde. S.R. Ranganathan expose la Procedure en 
chaine. et la methode analytico-synthetique de 
classification. 
1948 Grande-Bretagne. Fondation du Classification research 
group (C.R.G.), a Londres. 
1950 Grande-Bretagne. J.E.L. Farradane propose une theorie 
scientifique pour les classifications, point de depart 
de l'indexation relationnelle. 
ca. 1951 Etats-Unis. M. Taube congoit un systeme d' 
indexation coordonnee au moyen d'unitermes. 
1954 Grande-Bretagne. Le biologiste J.K. Feibleman decrit la 
theorie des niveaux d'integration. 
1955 Etats-Unis. Fondation du Centre for documentation and 
communication research de la Western reserve 
university (W.R.U.) a Cleveland. 
1957-1958 Etats-Unis. Premiers modeles mathematiques des LI 
de J.W. Perry - A. Kent et C.N. Mooers. 
1959 Etats-Unis. Premier thesaurus au sens moderne du terme 
de la societe Dupont de Nemours. 
Fin des annees 50. Notions de precision et de rappel. 
Annees 60. Travaux des linguistes structuralistes, 
N. Chomsky, C.J. Fillmore, J. Lyons. 
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1960 Etats-Unis. H.P. Luhn developpe le systeme KWIC 
entierement mecanise, precurseur des LI en chaine . 
1962 Inde : Fondation du Docvmentation research and training 
centre a Bangalore, centre de 1' "ecole indienne" 
initiee par S.R. Ranganathan. 
1963 Etats-Unis. Thesaurus de 1'Engineers Joint council, 
avec indicateurs de roles. 
1964 France. J.C. Gardin : le modele general SYNTOL. 
1964 Grande-Bretagne. R.M. Needham et K. Sparck Jones : 
approche automatique des classifications et notion 
d'amas 
1967 R.F.R. D. Soergel : formalisation math6matique des LI. 
1969 Grande-Bretagne. J. Aitchison presente le 
Thesaurofacet thesaurus disposant les concepts 
analyses en facettes. 
ca. 1969 Inde. G. Bhattacharrya, developpement du LI en 
chaine POPSI. 
1971 Grande-Bretagne. D. Austin teste un prototype de PRECIS 
a la BNB. 
1974 R.F.R. I. Dahlberg : recherche interdisciplinaire des 
fondements universels de 1'ordre du savoir et creation 
de la revue International classification. 
1974 R.F.R. R. Fugmann remet en cause les principes des 
thesaurus et developpe un systeme d'indexation au 
moyen de graphes TOSRR. 
1977-1978 Canada. T.C. Craven : LI en chaine NEPHIS et 
LIPHIS. 
1979 Inde : G. Bhattacharrya. Recherche les fondements 
communs des LI avec le Subject indexing language 
(S.I.L.). 
1981 France. A. Deweze, reseaux semantiques extra-lexicaux 
appliques a la constitution des thesaurus. 
1986 Grande-Bretagne. C. Beghtol analyse la notion de sujet 
(aboutness) au moyen de la linguistique textuelle. 
2.8. LISTE DES ABREVIATIONS 
BNB British national bibliography 
CC Colon classification 
C.R.G. Classification research group 
DDC Decimal Dewey classification 
KWIC Keyword in context 
LCC Library of Congress classification 
LI Langage d'indexation 
LIPHIS Linked phrase indexing system 
LN Langage naturel 
NEPHIS Nested phrase indexing system 
POPSI Postulate-based permuted subject indexing 
PRECIS Preserved context indexing system 
S.I.L Subject indexing language 
SYNTOL Syntagmatic organizing language 
TOSAR Topological representation of synthetic and 
analytical relations of concepts 
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