8 9 48 different drillholes may be distant several decimeters. 49 Oliver and Webster (Oliver and Webster, 1989) were the first to propose a 50 method for the clustering of multivariate non-lattice data. They proposed 51 to modify the dissimilarity matrix of the data, used e.g. in a hierarchical 52 algorithm, by multiplying it by a variogram matrix. This terms to smooth 53 the dissimilarity matrix for close pairs of points. However, this will not en-54 force the connexity of the resulting clusters, it will rather blur the borders 55 between geologically different areas, making them difficult to differentiate, 56 as our practice showed.
With the increasing development of remote sensing platforms and the evolution of sampling facilities in mining and oil industry, spatial datasets are becoming increasingly large, inform a growing number of variables and cover wider and wider areas. Therefore, it is often necessary to split the domain of study to account for radically different behaviors of the natural phenomenon over the domain and to simplify the subsequent modeling step. The definition of these areas can be seen as a problem of unsupervised classification, or clustering, where we try to divide the domain into homogeneous domains with respect to the values taken by the variables in hand. The application of classical clustering methods, designed for independent observations, does not ensure the spatial coherence of the resulting classes. Image segmentation methods, based e.g. on Markov random fields, are not adapted to irregularly sampled data. Other existing approaches, based on mixtures of Gaussian random functions estimated via the Expectation-Maximization algorithm, are limited to reasonable sample sizes and a small number of variables. In this work, we propose two algorithms based on adaptations of classical algorithms to multivariate geostatistical data. Both algorithms are model free and can handle large volumes of multivariate, irregularly spaced data. The first one proceeds by agglomerative hierarchical clustering. The spatial coherence is ensured by a proximity condition imposed for two clusters to merge. This proximity condition relies on a graph organizing the data in the coordinates space. The hierarchical algorithm can then be seen as a graph-partitioning algorithm. Following this interpretation, a spatial version of the spectral clustering algorithm is also proposed. The performances of both algorithms are assessed on toy examples and a mining dataset.
Introduction

10
In mining assessment, a partitioning of the data is often to be conducted 11 prior to evaluate the reserves. This is necessary to design the mineralization 12 enveloppes corresponding to several lithofacies where the grades of the ore 13 to be mined may have different spatial behavior, in terms of mean, variabil- 
20
A natural solution to this problem is to cluster the data. Clustering a 21 dataset consists in partitioning the observations into subsets (called clus-22 ters) so that observations in the same cluster are similar in some sense.
23
Clustering is used in many fields, including machine learning, data mining, 24 pattern recognition, image analysis, information retrieval and bioinformatics gridded spatial observations (in the image processing litterature), not much 30 attention has been paid to the case of irregularly spaced data. Indeed, in 31 a geostatistical context, one expects to obtain a classification of the data 32 that presents some spatial continuity. This is especially the case with min-33 ing data, where the geologist wishes to delineate homogeneous areas in a 34 deposit to facilitate its evaluation and exploitation.
35
Clustering in a spatial framework has been mainly studied in the image 36 analysis context where the data is organized on a grid. The model is usu-37 ally a hidden Markov random field. In this model, label properties and 38 pixel values need only to be conditioned on nearest neighbors instead of on 39 all pixels of the map, see e.g. Guyon (1995) for a review and Celeux et al.
40
(2003) for more recent developments. In Ambroise et al. (1995) , the authors 41 proposed to use this approach directly to irregularly sampled data using a 42 neighborhood defined by the Delaunay graph of the data. As the length of 43 the edges of the graph are not accounted for in the approach, this neighbor-44 hood structure does not reflect a structure in the data, rather a structure in ces, therefore this second algorithm is adapted to large volumes of data.
88
The paper is organized as follows: in section 2, we describe both algorithms 89 as well as a method to classify newly available data based on the results 90 of a preceding clustering. In section 3, we show the performance of each 91 algorithm on a synthetic dataset as well as on a mining dataset. We consider a sample of georeferenced data (x 1 , . . . , x n ) ∈ R n×p , where p 99 is the number of variables, coordinates included. We also consider that the 100 data have been standardized preliminary to the application of the cluster-101 ing algorithms. It may also be useful to gaussianize the variables, e.g. by 102 anamorphosis (Chilès and Delfiner, 2012), for skewed data. This prelimi-103 nary processing allows to make the variables comparable. We describe in 104 this section the different ingredients required to implement both algorithms 105 as well as their core. Being either regular or not, the spatial sampling of a geostatistical dataset defines a geometric set, namely a set of points in the geographical space. From this set, a neighborhood system can be built. This can be represented by an undirected graph where each vertex represents an observation and each edge shows the relation of neighborhood shared by close points (Geman and Geman, 1984). We call this graph the sampling graph. Several methods can be applied to build it such as Delaunay triangulation, Gabriel graph or a graph based on the neighborhood structure defined by moving neighborhood algorithms used in kriging, for instance based on octants (see e.g. Chilès and Delfiner, 2012). Particular shapes can also be obtained by using non-isotropic distances or coordinates transformation. The graph should be parsimonious whilst containing enough edges to support a variety of configurations for the clusters. In our experience, the Delaunay graph and a graph based on a neighborhood selection algorithm give good results. Once the graph G has been built, two observations x i and x j , i = j, are said to be connected if their exists an edge in G linking x i and x j . This is denoted by x i ↔ x j . G can also be represented by its adjacency matrix with general term (G ij ) i,j∈{1,...,n} :
Note that an individual is not considered to be connected with itself.
The second basic ingredient of both algorithms is a distance or metric measuring the dissimilarity between two observations. The aim of clustering algorithms is to group similar observations, hence the need to define similar. We define the distance d between two observations x i and x j by:
where (ω k,l ) (k,l)=(1,...,p) 2 are the entries of a positive definite matrix Ω and It is worth noting that the coordinates are also included in (1). Indeed, 128 although the spatial location of the data is already accounted for by the 129 graph structure, this allows to account for the length of the edges. By doing 130 this, we promote short connections.
Concerning the setting up of the weights, we generally recommend to put 132 5% to 30% of the total on the coordinates and to set the other variables 133 to 1 at a first guess, then to progressively tune the weights of the variables 134 according to the outcome of the algorithm. The geostatistical hierarchical clustering algorithm (GHC) is described in 152 pseudo code in algorithm 1 under the complete linkage criterion.
153
Algorithm 1 Geostatistical Hierarchical Clustering algorithm (GHC)
Find k and l, k < l, such that D lk = min {i,j,i↔j} D ij
4:
Merge k and l in {kl}, and update D such that rely on an iterative procedure. This is not a major drawback however. Once 186 computed the quantities required for a given maximum number of classes, it 187 is straightforward to compute the outcome for a smaller number of classes.
188
The different steps of the algorithm are described in algorithm 2.
189
Algorithm 2 Geostatistical Spectral Clustering algorithm (GSC) 1: Compute the similarity or weighted adjacency matrix W : The number of clusters to consider can be chosen by studying the eigen-201 values of L. A small eigenvalue signifies that the associated eigenvector is 202 not relevant to discriminates the data. In practice, we advocate to compute 203 a given maximum number of eigenvalues (10 to 20), which corresponds to 204 the maximum number of clusters we want, and then to plot them. A large 205 difference between two eigenvalues means that the smaller one is not so rel-206 evant.
207
As the graph structure is sparse, all the computations required in algorithm 208 2 can be carried out using sparse linear matrix algebra, which makes GSC 209 computationally efficient and adapted to large multivariate datasets. 
..,N are scalars and Φ a given kernel function, that minimizes a class delineating the disk fairly well. It seems that this algorithm tends to 288 generate more compact subsets of the sampling graph. In this section, we present an application of both geostatistical clustering 318 algorithms to an ore deposit. We describe the different steps and exhibit 319 some results.
320
The first step is to select the data that will be used for the clustering. Finally, we can run both GHC and GSC algorithms described in section 2. 359 We choose to represent 6 clusters as the intra cluster dissimilarity at that 360 step of the GHC shows a great increase. The results are depicted in figure 361 5 for GHC and 6 for GSC.
362
GHC separates the basement into two classes, the black one being richer 363 than the red one. Note that the black cluster is mainly present in the mid-364 dle of the deposit. The sandy part on top of the basement is splitted into 365 3 separate classes plus one single observation (in cyan), see figure 5 . The 366 discrimination between the three sandy classes seems to rely on geographical 367 considerations.
368
As for GSC, it splits the basement into 5 classes and puts every observation the deposit (the black cluster in both figures), whose retrieval was the goal of the experimentation. As already noticed in the previous paragraph, GSC are grateful to all members of the consortium for helpful discussions, namely
