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Wandering subspace property for homogeneous
invariant subspaces
Jo¨rg Eschmeier
For graded Hilbert spaces H and shift-like commuting tuples T ∈ B(H)n, we
show that each homogeneous joint invariant subspace M of T has finite index
and is generated by its wandering subspace. Under suitable conditions on the
grading (Hk)k≥0 of H the algebraic direct sum M˜ = ⊕k≥0M ∩ Hk becomes
a finitely generated module over the polynomial ring C[z]. We show that the
wandering subspaceWT (M) ofM is contained in M˜ and that each linear basis
of WT (M) forms a minimal set of generators for M˜ . We describe an algorithm
that transforms each set of homogeneous generators of M˜ into a minimal set
of generators and can be used to compute minimal sets of generators for ho-
mogeneous ideals I ⊂ C[z]. We prove that each finitely generated γ-graded
commuting row contraction T ∈ B(H)n admits a finite weak resolution in the
sense of Arveson [4] or Douglas and Misra [7].
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0 Introduction
Let T ∈ B(H) be a bounded linear operator on a complex Hilbert space H and
let M ⊂ H be a closed T -invariant subspace. Following Halmos [12] one defines its
wandering subspace by WT (M) =M ⊖ TM . It is obvious from the definition that
WT (M) ⊥ T
kWT (M)
for all k ∈ N \ {0}. Beurling’s invariant subspace theorem implies that, for each
closed linear subspace M ⊂ H2(T) of the Hardy space on the unit circle which is
invariant under the operator Mz of multiplication with the argument, the wandering
subspace WMz(M) is one-dimensional and generates M as an invariant subspace.
More precisely, there is an inner function θ ∈ H∞(T) such that WMz(M) = Cθ and
M =
∨
k∈N
MkzWMz(M) = θH
2(T).
For an arbitrary operator T ∈ B(H) and a closed T -invariant subspace M ⊂ H, the
number ind(T ) = dimWT (M) is usually called the index of M . The operator T is
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said to possess the wandering subspace property if each closed T -invariant subspace
M ⊂ H is generated by its wandering subspace in the sense that
M =
∨
k∈N
T kWT (M).
It is well known that the Bergman space L2a(D) of all square integrable analytic
functions on the unit disc contains Mz-invariant subspaces of infinite index (cf. [1]
or [14]). On the other hand, it was shown by Aleman, Richter and Sundberg [2] that
Mz ∈ B(L
2
a(D)) possesses the wandering subspace property. More generally, results
of Shimorin [18], Hedenmalm and Zhu [13], and others, show that the multiplication
operator Mz on the analytic functional Hilbert spaces H(Km) ⊂ O(D) given by the
reproducing kernels
Km(z, w) =
1
(1− zw)m
possesses the wandering subspace property for 1 ≤ m ≤ 3, but fail to have this
property for m > 6.
If the unit disc is replaced by the unit ball in B ⊂ Cn, then the situation becomes
more involved. It is known that in the standard analytic functional Hilbert spaces on
the unit ball such as the Drury-Arveson space, the Hardy or Bergman space, there
exist invariant subspaces of infinite index and that each of these spaces contains
invariant subspaces that are not generated by their wandering subspace [5].
In this note we show that, for Hilbert spaces H that admit a suitable grading
H = ©⊥∞k=0 Hk and shift-like commuting tuples T ∈ B(H)
n, each homogeneous
joint invariant subspace M of T has finite index and is generated by its wandering
subspace. More precisely, let us suppose that there is a weight tuple γ = (γ1, . . . , γn)
consisting of positive integers γi > 0 such that
TiHk ⊂ Hk+γi for k ∈ N and i = 1, . . . , n.
We call a closed subspace M ⊂ H homogeneous if it admits the orthogonal decom-
position M = ©⊥∞k=0 M ∩ Hk. For a closed joint T -invariant subspace M ⊂ H, its
wandering subpace is defined as WT (M) = M ⊖
∑n
i=1 TiM . Under the hypothesis
that the space H0 is finite dimensional and that H =
∨
k∈Nn T
kH0 we show that
each wandering subspace of a homogeneous joint T -invariant subspace M is finite
dimensional and that M is generated by its wandering subspace in the sense that
M =
∨
k∈Nn
T kWT (M).
Furthermore we show that the maps assigning to each homogeneous joint T -invariant
subspace its wandering subspace and conversely, to each homogenous wandering sub-
space of H the invariant subspace that it generates, define bijections that are inverse
to each other.
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Under the above conditions the algebraic direct sum M˜ = ⊕∞k=0M ∩Hk becomes a
finitely generated C[z]-submodule of H with respect to the module structure
C[z]×H → H, (p, T ) 7→ p(T )x.
We show that, for each homogeneous joint T -invariant subpace M ⊂ H, its wander-
ing subspace WT (M) is contained in M˜ and that each linear basis of WT (M) forms
a minimal set of generators for C[z]-module M˜ . We deduce an algorithm which
transforms each finite set of homogeneous generators for M˜ into an orthogonal basis
of WT (M) and hence into a minimal set of generators for M˜ . By applying the above
results to the closure of a homogenous ideal I ⊂ C[z] in the Hardy space on the unit
polydisc Dn ⊂ Cn one obtains an algorithm that transforms each set of homogeneous
generators of I into a minimal set of homogeneous generators. We prove that each
finitely generated γ-graded commuting row contraction T ∈ B(H)n admits a unique
weak resolution in the sense of Arveson [4] and Douglas and Misra [7]. We thus
extend results of Arveson [4] to the case of γ-graded tuples.
1 Preliminaries
Let T = (T1, . . . , Tn) ∈ B(H)
n be a commuting tuple of bounded linear operators on
a complex Hilbert space H. We write Lat(T ) for the set of all closed linear subspaces
M ⊂ H such that TiM ⊂ M for i = 1, . . . , n. For an arbitrary subset M ⊂ H, we
denote by
[M ] =
∨
(T kM ; k ∈ Nn)
the smallest closed T -invariant subspace containing M . A closed subspace W ⊂ H
is called a wandering subspace for T if
W ⊥ T kW (k ∈ Nn \ {0}).
We say that W is a generating wandering subspace for T if in addition H = [W ].
If W ⊂ M ⊂ H are closed subspaces of H with M ∈ Lat(T ), then obviously
W is a wandering subspace for T if and only if it is a wandering subspace for
the restriction T |M = (T1|M, . . . , Tn|M) of T onto M . For each closed invariant
subspace M ∈ Lat(T ), the space
WT (M) =M ⊖
n∑
i=1
TiM
is a wandering subspace for T . We call this space the wandering subspace associated
with T |M . If W is a generating wandering subspace for T , then an elementary
argument shows that necessarily W =WT (H) is the wandering subspace associated
with T . Indeed, if w ∈ W , then since each element in H can be approximated
by linear combinations of vectors of the form T kh (k ∈ Nn, h ∈ W ), it follows
that w ∈ WT (H). To prove the opposite inclusion, it suffices to observe that the
orthogonal decomposition
H =W ⊕
∨
(T kW ; k ∈ Nn \ {0})
holds for each wandering subspace W that is generating for T .
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2 Homogeneous invariant subspaces
Let T ∈ B(H)n be a commuting tuple of bounded linear operators on H. Through-
out the whole paper we shall suppose that the underlying Hilbert space H admits
an orthogonal decomposition H = ©⊥∞k=0 Hk with closed subspaces Hk ⊂ H. We
call an element h ∈ H homogeneous (of degree k) if h ∈ Hk for some k ∈ N. Let
γ = (γ1, . . . , γn) be an n-tuple of positive integers γi > 0. The tuple T ∈ B(H)
n is
said to be of degree γ with respect to the above orthogonal decomposition of H, or
simply γ-graded, if TiHk ⊂ Hk+γi for k ∈ N and i = 1, . . . , n. A closed subspace
M ⊂ H is called homogeneous if
M =
∞∨
k=0
M ∩Hk.
An elementary exercise left to the reader shows that a closed linear subspaceM ⊂ H
is homogeneous if and only if one of the following equivalent conditions holds:
(i) PMHk ⊂ Hk for all k ∈ N,
(ii) PHkM ⊂M for all k ∈ N,
where PM and PHk are the orthogonal projections of H onto M and Hk. For a
homogeneous subspace M ⊂ H, the spaces Mk = M ∩ Hk are referred to as the
homogeneous components of M . For convenience, we define Mk = {0} for each
integer k < 0. If T ∈ B(H)n is of degree γ with respect to the decomposition
H =©⊥∞k=0 Hk and M ∈ Lat(T ) is homogeneous, then the restriction T |M ∈ B(M)
n
and the compression PM⊥T |M
⊥ ∈ B(M⊥)n are of degree γ with respect to the
orthogonal decompositions
M =©⊥∞k=0 M ∩Hk andM
⊥ =©⊥∞k=0 M
⊥ ∩Hk.
Lemma 2.1. Let T ∈ B(H)n be a commuting tuple of degree γ. Then the wandering
subspace W =WT (H) associated with T is generating for T and homogeneous with
Wk = Hk ⊖
n∑
i=1
TiHk−γi (k ≥ 0).
Proof. Let h =
∑∞
j=0 hj ∈ W be given with hj ∈ Hj for all j. For i = 1, . . . , n and
x =
∑∞
j=0 xj ∈ H with xj ∈ Hj for all j, we obtain
〈hk, Tix〉 = 〈hk, Tixk−γi〉 = 〈h, Tixk−γi〉 = 0
for each k. Thus W ⊂ H is a homogeneous subspace. If h ∈ Hk ⊖
(∑n
i=1 TiHk−γi
)
and x =
∑∞
j=0 xj ∈ H is a vector with xj ∈ Hj for all j, then
〈h, Tix〉 = 〈h, Tixk−γi〉 = 0 (i = 1, . . . , n).
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Thus Hk ⊖
(∑n
i=1 TiHk−γi
)
⊂Wk for all k. The reverse inclusion is obvious.
To prove that W is generating for T we show by induction that
Hj ⊂ [W ] for all j ≥ 0.
For j = 0, clearly H0 ⊂ W ⊂ [W ]. Let j ≥ 1 be an integer such that the inclusion
Hk ⊂ [W ] has been shown for k = 0, . . . , j − 1. Then the observation that
Hj =
(
Hj ⊖
n∑
i=1
TiHj−γi
)
⊕
(
n∑
i=1
TiHj−γi
)
⊂Wj + [W ] ⊂ [W ]
completes the proof.
Let H˜ = ⊕∞k=0Hk be the algebraic direct sum. If in the setting of Lemma 2.1 all the
spaces Hk (k ≥ 0) are finite dimensional, then the inductive argument used in its
proof shows that
H˜ ⊂ span
⋃
(T kW ; k ∈ Nn),
where the space on the right-hand side denotes the linear span of the spaces T kW .
Let M ⊂ H be a homogeneous closed subspace. Then the T -invariant subspace
[M ] ∈ Lat(T ) generated by M is homogeneous again. To see this, note that
M =
∨
k∈N
Mk ⊂
∨
k∈N
[M ] ∩Hk
and that the space on the right is a closed invariant subspace for T .
Corollary 2.2. Let T ∈ B(H)n be a commuting tuple of degree γ. Then the mapping
W 7→ [W ] =
∨
k∈Nn
T kW
defines a bijection between the homogeneous wandering subspaces for T and the ho-
mogeneous closed T -invariant subspaces. The inverse of this mapping is given by
M 7→WT (M) =M ⊖
n∑
i=1
TiM.
Proof. By the remarks preceding Corollary 2.2 the space [W ] ∈ Lat(T ) is homoge-
neous for each homogeneous wandering subspaceW of T . As seen in the introduction
WT ([W ]) = W even for arbitrary wandering subspaces W of T . If M ∈ Lat(T ) is
homogeneous, then Lemma 2.1 applied to the restriction T |M shows that WT (M)
is a homogeneous wandering subspace for T with [WT (M)] =M .
Let us denote the space of all γ-homogeneous polynomials of degree k by
Hk = Hk(γ) = {
∑
〈α,γ〉=k
aαz
α; aα ∈ C for all α ∈ N
n with 〈α, γ〉 = k}.
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Here by definition 〈α, γ〉 =
∑n
i=1 αiγi. Then the polynomial ring C[z] decomposes
into the direct sum
C[z] = ⊕∞k=0Hk.
The algebraic direct sum H˜ = ⊕∞k=0Hk equipped with the C[z]-module structure
given by C[z]× H˜ → H˜, (p, x) 7→ p(T )x, satisfies the conditions
HpHq ⊂ Hp+q (p, q ∈ N).
Hence H˜ is a graded module over the graded ring C[z].
Of particular interest for us will be the case that the C[z]-module H˜ is finitely
generated. It is well known (Theorem 4.12 in [17]) that in this case the linear
subspaces Hk ⊂ H are all finite dimensional. An elementary argument left to the
reader shows that the C[z]-module H˜ is finitely generated if and only if there is
a natural number k0 ∈ N such that the spaces Hk are finite dimensional for k =
0, . . . , k0 and such that ∨
α∈Nn
Tα(⊕k0k=0)Hk = H.
Recall that a commuting tuple T ∈ B(H)n is called N -cyclic, for a given natural
number N ≥ 1, if there is a tuple (x1, . . . , xN ) ∈ H
N with
H =
∨
{p(T )xi; p ∈ C[z] and i = 1, . . . , N}
and if N is the minimal natural number with this property.
Theorem 2.3. Let T ∈ B(H)n be a commuting tuple of degree γ. Then the following
conditions are equivalent:
(i) there is a finite set {x1, . . . , xℓ} ⊂ H with H = [{x1, . . . , xℓ}],
(ii) dimWT (H) <∞,
(iii) the C[z]-module H˜ is finitely generated.
In this case, N = dim WT (H) is the minimal number of generators of the C[z]-
module H˜ = ⊕∞k=0Hk, the tuple T is N -cyclic and each basis of the vector space
WT (H) generates H˜ as a C[z]-module.
Proof. The implication (iii) to (i) holds obviously. Indeed, if {x1, . . . , xℓ} is a finite
generating set for the C[z]-module H˜, then H = [{x1, . . . , xℓ}].
Let us define N = dimWT (H). Suppose that (x1, . . . , xℓ) ∈ H
ℓ is an arbitrary finite
tuple with H = [{x1, . . . , xℓ}]. Then for a vector x ∈ H, there are polynomials
pij (i = 1, . . . , ℓ, j ∈ N) such that
x = lim
j→∞
ℓ∑
i=1
pij(T )xi.
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Let q : H → H/
∑n
i=1 TiH be the quotient map. Then
q(x) = lim
j→∞
ℓ∑
i=1
(
pij(0)q(xi) + q((pij(T )− pij(0))xi)
)
= lim
j→∞
ℓ∑
i=1
pij(0)q(xi) ∈
∨
{q(x1), . . . , q(xℓ)}.
Hence N ≤ ℓ. In particular, the number N is finite. To complete the proof let us
suppose that WT (H) is finite dimensional. Since by Lemma 2.1 the space WT (H) is
the orthogonal direct sum of its homogeneous components WT (H) ∩Hk, we obtain
that WT (H) ⊂ H˜. Let k ∈ N and x ∈ Hk be arbitrary. By Lemma 2.1 the vector x
is the limit of a sequence of finite sums of the form
r∑
i=1
Tαixi, xi ∈WT (H) ∩Hki , αi ∈ N
n.
Since Tαixi ∈ H〈αi,γ〉+ki , we find that x = PHkx is the limit of a sequence in the
finite-dimensional and hence closed subspace∑
〈α,γ〉≤k
TαWT (H) ⊂ H.
Thus H˜ = span(
⋃
TαWT (H); α ∈ N
n) and each linear basis of the finite-dimensional
space WT (H) generates H˜ as a C[z]-module.
Let us say that a commuting tuple T ∈ B(H)n is finitely generated and γ-graded
if T ∈ B(H)n is of degree γ with respect to the orthogonal decomposition H =
©⊥∞k=0 Hk and satisfies one of the equivalent conditions in Theorem 2.3. Note that if
T ∈ B(H)n is finitely generated and γ-graded, then so are each restriction T |M of T
to a homogeneous closed T -invariant subspace M and each compression PM⊥T |M
⊥
of T to the orthogonal complement of M . Indeed, the algebraic direct sum
M˜ = ⊕∞k=0Mk = ⊕
∞
k=0M ∩Hk
is a finitely generated C[z]-module as a submodule of the finitely generated C[z]-
module H˜ (Proposition VI.1.4 in [15]) and
(M⊥)∼ = ⊕∞k=0M
⊥ ∩Hk → H˜/M˜ , x 7→ x+ M˜
defines a C[z]-module isomorphism onto the finitely generated C[z]-module H˜/M˜ .
Corollary 2.4. Let T ∈ B(H)n be a commuting tuple. Suppose that T is finitely
generated and γ-graded.
(a) Then the map
W 7→ [W ] =
∨
k∈Nn
T kW
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defines a bijection between the homogeneous wandering subspaces of T and the
homogeneous closed T -invariant subspaces with inverse acting as
M 7→WT (M) =M ⊖
n∑
i=1
TiM.
(b) Each homogeneous wandering subspace W for T is finite dimensional. If M ∈
Lat(T ) is homogeneous, then T |M is N -cyclic with
N = dim WT (M) = dim M ⊖
n∑
i=1
TiM.
Proof. (a) As seen in Corollary 2.2 part (a) holds for every commuting tuple T ∈
B(H)n of degree γ without the extra condition that H is finitely generated.
(b) Since T |M is finitely generated and γ-graded again, part (b) follows from The-
orem 2.3 applied to T |M .
Let T ∈ B(H)n be a commuting tuple that is finitely generated and γ-graded. By
Theorem 2.3 there are finitely many natural numbers 0 ≤ k1 < k2 < . . . < kr with
{k ∈ N; WT (H) ∩Hk 6= {0}} = {k1, . . . , kr}.
By choosing a basis (xij)j=1,...,Ni in each of the vector spaces WT (H) ∩ Hki (i =
1, . . . , r), one obtains a minimal set
{x11, . . . , x1N1 , . . . , xr1, . . . , xrNr}
of generators for the C[z]-module H˜ = ⊕∞k=0Hk consisting of homogeneous elements.
A well known result from commutative algebra says that, for a minimal set of ho-
mogeneous generators of a graded module, the number of generators of any given
degree k is uniquely determined. We give an elementary argument for this result in
our setting.
For a finite set F , we denote by #(F ) its number of elements.
Lemma 2.5. Let T ∈ B(H)n be a commuting tuple that is finitely generated and
γ-graded. Then we have:
(a) The map
ρ : H˜/
n∑
i=1
TiH˜ → H/
n∑
i=1
TiH, [x] 7→ [x]
defines an isomorphism of complex vector spaces.
(b) If N = dimWT (H) and and if the elements xi ∈ Hki (i = 1, . . . , N) form a
system of generators for the C[z]-module H˜, then for each k ≥ 0,
#({i = 1, . . . , N ; ki = k}) = dimWT (H) ∩Hk.
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Proof. Define N = dim WT (H) and fix a generating set {x1, . . . , xN} for the C[z]-
module H˜. Then for each element [x] ∈ H˜/
∑n
i=1 TiH˜, there are polynomials
p1, . . . , pN ∈ C[z] with
[x] =
N∑
i=1
[pi(T )xi] =
N∑
i=1
pi(0)[xi] ∈ span{[x1], . . . , [xN ]}.
Hence dim H˜/
∑n
i=1 TiH˜ ≤ N . Let P ∈ B(H) be the orthogonal projection onto
WT (H). Then for x ∈ H,
x− Px ∈
n∑
i=1
TiH with Px ∈WT (H) ⊂ H˜.
Hence the linear map
ρ : H˜/
n∑
i=1
TiH˜ → H/
n∑
i=1
TiH ∼=WT (H), [x] 7→ [x]
is onto. But then also N = dim WT (H) ≤ dim H˜/
∑n
i=1 TiH˜. Thus ρ is a vector
space ismorphism and the equivalence classes [x1], . . . , [xN ] form a basis of the vector
space H˜/
∑n
i=1 TiH˜. Suppose in addition that xi ∈ Hki for i = 1, . . . , N . Since
PHk ⊂ Hk for all k, it follows that, for each k ≥ 0, the elements in
{Pxi; i = 1, . . . , N with ki = k}
form a basis of the vector space WT (H) ∩Hk.
Corollary 2.6. Let T ∈ B(H)n be a commuting tuple that is finitely generated and
γ-graded. Then we have:
(a) H˜ =WT (H)⊕
∑n
i=1 TiH˜,
(b) if x1, . . . , xN ∈ H˜ generate H˜ as a C[z]-module and if x ∈ H is arbitrary, then
x ∈ (
∑n
i=1 TiH)
⊥ if and only if
〈x, Tαxi〉 = 0 for i = 1, . . . , N and α ∈ N
n \ {0}.
Proof. SinceWT (H) is finite dimensional and homogeneous, it follows thatWT (H) ⊂
H˜. To complete the proof of part (a) note that with the notation from the proof of
Lemma 2.1
Hj =
(
Hj ⊖
n∑
i=1
TiHj−γi
)
⊕
(
n∑
i=1
TiHj−γi
)
=Wj ⊕
n∑
i=1
TiHj−γi.
To prove the non-trivial implication in part (b), fix a vector x ∈ H with 〈x, Tαxi〉 = 0
for i = 1, . . . , N and α ∈ Nn \ {0}. By hypothesis each element in
∑n
i=1 TiH is the
limit of a sequence of elements of the form
n∑
i=1
N∑
j=1
Tiqij(T )xj
with qij ∈ C[z]. It follows that x is orthogonal to the space
∑n
i=1 TiH.
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Let T ∈ B(H)n be as in Corollary 2.6. Suppose that the C[z]-module H˜ = ⊕∞k=0Hk
is generated by non-zero homogeneous elements
x11, . . . , x
1
N1 ∈ Hk1 , x
2
1, . . . , x
2
N2 ∈ Hk2 , . . . , x
r
1, . . . , x
r
Nr ∈ Hkr ,
where 0 ≤ k1 < k2 < . . . < kr and N1, . . . , Nr ≥ 1 are given integers. To simplify
the notations define N = N1 + . . .+Nr and
(x1, . . . , xN ) = (x
1
1, . . . , x
1
N1 , . . . , x
r
1, . . . , x
r
Nr ).
Lemma 2.7. Let (x1, . . . , xN ) = (x
1
1, . . . , x
1
N1
, . . . , xr1, . . . , x
r
Nr
) be non-zero genera-
tors of the C[z]-module H˜ = ⊕∞k=0Hk with x
i
j ∈ Hki for i = 1, . . . , r, j = 1, . . . , Ni,
where 0 ≤ k1 < k2 < . . . < kr. Suppose that
〈xqi , T
αxpj 〉 = 0
for all integers p, q, i, j with 1 ≤ p ≤ q ≤ r, 1 ≤ i ≤ Nq, 1 ≤ j ≤ Np and every
multi-index α ∈ Nn with 〈α, γ〉 = kq − kp. Then the vectors x1, . . . , xN form an
orthogonal basis of WT (H).
Proof. The vectors x1, . . . , xN ∈ H˜ are pairwise othogonal and satisfy the relations
〈xi, T
αxj〉 = 0
for all i, j = 1, . . . , N and α ∈ Nn\{0}. Thus by Corollary 2.6 the vectors x1, . . . , xN
form a linearly independent set in WT (H). Since by hypothesis these vectors gener-
ate the C[z]-module H˜, Theorem 2.3 implies that they form a basis of WT (M).
Exactly as before, let us suppose that the vectors
(x1, . . . , xN ) = (x
1
1, . . . , x
1
N1 , . . . , x
r
1, . . . , x
r
Nr)
form a set of non-zero homogeneous generators
xij ∈ Hki (i = 1, . . . , r, j = 1, . . . , Ni)
for the C[z]-module H˜ with 0 ≤ k1 < . . . < kr. The above observations can be used
to formulate an algorithm which produces a minimal set of homogeneous generators
for H˜. Suppose that there is an integer 1 ≤ s < r such that the orthogonality
relations
〈xqi , T
αxpj 〉 = 0
hold for 1 ≤ p ≤ q ≤ s − 1, 1 ≤ i ≤ Nq, 1 ≤ j ≤ Np and all multi-indices α ∈ N
n
with 〈α, γ〉 = kq − kp. Let y1, . . . , yM be an enumeration of the set
{Tαxpj ; 1 ≤ p < s, 1 ≤ j ≤ Np, α ∈ N
n with 〈α, γ〉 = ks − kp}.
If xs1, . . . , x
s
Ns
∈ span{y1, . . . , yM}, then we remove these vectors from the original
set (x1, . . . , xN ) of generators. Otherwise we apply the Gram-Schmidt orthogonal-
ization procedure to the vectors
y1, . . . , yM , x
s
1, . . . , x
s
Ns
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to obtain pairwise orthogonal non-zero vectors
ys1, . . . , y
s
ns ∈ {y1, . . . , yM}
⊥
with ns ≤ Ns such that
span{y1, . . . , yM , y
s
1, . . . , y
s
ns} = span{y1, . . . , yM , x
s
1, . . . , x
s
Ns}.
Now replace xs1, . . . , x
s
Ns
by the vectors ys1, . . . , y
s
ns obtained in this way. It is ele-
mentary to check that the two sets
{xpi ; p = 1, . . . , s − 1, i = 1, . . . , Np} ∪ {y
s
1, . . . , y
s
ns}
and
{xpi ; p = 1, . . . , s, i = 1, . . . , Np}
generate the same C[z]-submodule Mp of H.
By applying the above procedure finitely many times one obtains a set
y11, . . . , y
1
n1 , . . . , y
ρ
1 , . . . , y
ρ
nρ
of non-zero homogeneous generators of the C[z]-module H˜ which satisfies the hy-
potheses of Lemma 2.7. As an orthogonal basis of the wandering subspace WT (H)
this set is a minimal generating set for the C[z]-module H˜.
The above algorithm can also be used to construct a minimal generating set for H˜
that is contained in the original set {x1, . . . , xN} of homogeneous generators. Indeed,
note that with the above notations, the vectors ysµ (µ = 1, . . . , ns) are of the form
xsiµ −
M∑
i=1
αiyi −
µ−1∑
ν=1
βiy
s
ν
with suitable 1 ≤ i1 < . . . < ins ≤ Ns. Hence the submodule Mp is also generated
by the set
{xpi ; p = 1, . . . , s− 1, i = 1, . . . , Np} ∪ {x
s
i1 , . . . , x
s
ins
}.
Therefore in the above inductive procedure the vectors xs1, . . . , x
s
Ns
can also be re-
placed by the vectors xsi1 , . . . , x
s
ins
.
Let H2(Dn) be the Hardy space on the unit polydisc Dn ⊂ Cn. Then the Hilbert
space H2(Dn) admits the orthogonal decomposition
H2(Dn) =©⊥∞k=0 Hk,
where Hk is the space of all homogeneous polynomials of degree k. The coordinate
functions zi are multipliers of H
2(Dn) and the induced multiplication operators
Mzi : H
2(Dn)→ H2(Dn) satisfy
MziHk ⊂ Hk+1 (k ∈ N, i = 1, . . . , n).
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Hence all the preceding results apply to Mz = (Mz1 , . . . ,Mzn) ∈ B(H
2(Dn))n. If
I ⊂ C[z] is a homogeneous ideal, then its closureM = I ⊂ H2(Dn) is a homogeneous
Mz-invariant subspace. The ideal I can be recovered from M as the algebraic direct
sum
I = M˜ = ⊕∞k=0M ∩Hk.
Hence the above algorithm applies and transforms each set (p1, . . . , pN ) of homo-
geneous generators of I into a minimal set of homogeneous generators for I. The
Hardy space H2(Dn) can be replaced by any other Hilbert space completion of C[z]
yielding the above graded structure such as the standard analytic functional Hilbert
spaces Hm(B) ⊂ O(B) on the unit ball B ⊂ C
n considered in [9].
3 Free resolutions of graded row contractions
Let T ∈ B(H)n as before be a finitely generated γ-graded commuting tuple. In this
section we suppose in addition that T is a row contraction, that is, a commuting
tuple T ∈ B(H)n with
n∑
i=1
TiT
∗
i ≤ 1H .
We extend ideas of Arveson [4] to the γ-graded case to construct weak resolutions
of T .
For an arbitray Hilbert space E , we denote by H2n(E) the E-valued Drury-Arveson
space, that is, the analytic functional Hilbert space H2n(E) ⊂ O(B, E) defined by the
reproducing kernel
KE : B× B→ B(E), (z, w) 7→
1E
1− 〈z, w〉
.
We write Mz = M
E
z ∈ B(H
2
n(E))
n for the commuting tuple consisting of the multi-
plication operators with the coordinate functions.
Since T is γ-graded, it follows that T is a pure row contraction, that is,
SOT− lim
j→∞
σjT (1H) = SOT− limj→∞
∑
|α|=j
|α|!
α!
TαT ∗α = 0,
where σT : B(H)→ B(H) acts as σT (X) =
∑n
i=1 TiXT
∗
i . Indeed, since ‖σ
k
T (1H )‖ ≤
‖σT ‖
k ≤ 1 for all k, it suffices to check that
∑
|α|=j
|α|!
α!
TαT ∗αf
(j→∞)
−→ 0
for f ∈ Hk (k ≥ 0). But this is obvious, since T
∗
i Hk ⊂ Hk−γi for k ∈ N and
i = 1, . . . , n, where Hk−γi = {0} for k − γi < 0.
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By a well known invariant subspace result (see e.g. Theorem 4.1 in [5]) there are a
Hilbert space E0 and a surjective partial isometry Π0 ∈ B(H2n(E
0),H) with Π0Mzi =
TiΠ
0 for i = 1, . . . , n. We define
D0 = (KerΠ0)⊥ ∩ E0,
where we regard E0 ⊂ H2n(E
0) as the closed subspace consisting of the constant
functions. By Theorem 5.2 in [5] the map Π0 induces a unitary operator
Π0 : D0 →WT (H), x 7→ Π
0x.
By Theorem 2.3 there is an integer K ≥ 0 such that
WT (H) = ⊕
K
k=0WT (H) ∩Hk.
Then D0 has the orthogonal decomposition
D0 = ⊕Kk=0D
0
k
with D0k = {x ∈ D
0; Π0x ∈ Hk}. The space H
0 = H2n(D
0) admits the decomposition
H0 =©⊥∞k=0 H
0
k with H
0
k = ⊕i+j=kHi ⊗D
0
j ,
where Hi denotes as before the space of all γ-homogeneous polynomials of degree i.
Because of
zνH
0
k ⊂
∑
i+j=k
Hi+γν ⊗D
0
j ⊂ H
0
k+γν
for ν = 1, . . . , n and k ≥ 0 the tuple Mz ∈ B(H
0)n is of degree γ with respect to the
decomposition H0 =©⊥∞k=0 H
0
k . The algebraic direct sum
H˜0 = ⊕k≥0H
0
k = C[z]⊗D
0
is a finitely generated C[z]-module again. Since
Π0(
∑
i+j=k
pi ⊗ xj) =
∑
i+j=k
pi(T )(Π
0xj) ∈ Hk
for k ∈ N, pi ∈ Hi and xj ∈ D
0
j , the map Π
0 : H0 = H2n(D
0) → H is continuous
linear with dense range, intertwines the tuples Mz ∈ B(H
0)n and T ∈ B(H)n
componentwise and respects the gradings on both sides in the sense that
Π0(H0k) ⊂ Hk for k ≥ 0.
The induced C[z]-module homomorphism Π0 : H˜0 → H˜ is minimal in the usual
algebraic sense, that is, satisfies the inclusion
Ker(Π0 : H˜0 → H˜) ⊂
n∑
i=1
ziH˜
0.
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Indeed, by the definition of D0 and part (a) of Corollary 2.6, we obtain
Ker(Π0 : H˜0 → H˜) ⊂ H˜0 ⊖D0 =
n∑
i=1
ziH˜
0.
The kernel M0 = Ker(H0
Π0
−→ H) is a homogeneous closed invariant subspace for
Mz ∈ B(H
0)n and T 0 = Mz|M
0 ∈ B(M0)n is a commuting row contraction of
degree γ on M0 such that M˜0 ⊂ H˜0 is a finitely generated C[z]-submodule. Since
T 0 satisfies the same hypotheses as T ∈ B(H)n, we can repeat the process. In this
way we obtain a sequence
. . .
Π2
−→ H2n(D
1)
Π1
−→ H2n(D
0)
Π0
−→ H → 0
intertwining componentwise the tuples Mz ∈ B(H
2
n(D
i))n (i ≥ 0) and T ∈ B(H)n
such that
ImΠ0 = H and ImΠi = Ker(Πi−1) (i ≥ 1)
and
Π0(D0) =WT (H) and Π
i(Di) =WMz(KerΠ
i−1) (i ≥ 1).
We write H i = H2n(D
i) (i ≥ 0). Then the tuplesMz ∈ B(H
i)n are finitely generated
γ-graded and the maps Πi : H i → H i−1 (i ≥ 1) respect the gradings. The induced
complex
. . .
Π2
−→ H˜1 = C[z]⊗D1
Π1
−→ H˜0 = C[z]⊗D0
Π0
−→ H˜ → 0
consists of minimal C[z]-module homomorphisms. The following lemma shows that
this complex defines a minimal graded free resolution of the finitely generated graded
C[z]-module H˜.
Lemma 3.1. Let S ∈ B(L)n, T ∈ B(H)n and R ∈ B(M)n be finitely generated
γ-graded commuting tuples on Hilbert spaces L,H and M . Suppose that
L
α
−→ H
β
−→M
is a complex of continuous linear operators that intertwine the tuples S ∈ B(L)n,
T ∈ B(H)n and R ∈ B(M)n componentwise, respect the gradings and satisfy Imα =
Ker β. Then the induced complex
L˜
α
−→ H˜
β
−→ M˜
of finitely generated C[z]-modules is exact.
Proof. Let x ∈ Hk be an element with βx = 0. Then there is a sequence (xj)j≥0 in
L such that (αxj)j≥0 converges to x. Let PHk and PLk be the orthogonal projections
of H onto Hk and L onto Lk. Since α respects the gradings, it follows that
α(PLkxj) = PHk(αxj)
j
→ x.
Since Hk is finite dimensional, the subspace α(Lk) ⊂ Hk is closed and hence x ∈
α(Lk). Thus the assertion follows.
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Let T ∈ B(H)n be a commuting tuple on a Hilbert space H and let (H i, T i)i≥0 be
a finite or infinite family of Hilbert spaces H i and commuting tuples T i ∈ B(H i)n
such that there is a complex
. . .
Π2
−→ H1
Π1
−→ H0
Π0
−→ H → 0
of bounded linear operators Πi that intertwine the tuples T i ∈ B(H i)n and T ∈
B(H)n componentwise. Following Douglas and Misra [7] and Arveson [4] we call
(H•,Π•, T •) a weak resolution of T ∈ B(H)n if
Π0H0 = H and ΠiH i = KerΠi−1 (i ≥ 1)
and if Π0 : H0 → H and Πi : H i → H i−1 (i ≥ 1) induce unitary operators
Π0 : WT 0(H
0)→WT (H) and Π
i : WT i(H
i)→WT i−1(KerΠ
i−1) (i ≥ 1).
We call two weak resolutions (H•,Π•, T •) and (K•,Γ•, S•) isomorphic if there
are unitary operators U i : H i → Ki that intertwine the tuples T i ∈ B(H i)n,
Si ∈ B(Ki)n componentwise and satisfy the relations Π0 = Γ0U0, U i−1Πi = ΓiU i
(i ≥ 1).
Since WMz(H
2
n(D
i)) = Di, the family (H2n(D
i),MD
i
z ) constructed above for the
finitely generated γ-graded commuting row contraction T ∈ B(H)n defines a weak
resolution
. . .
Π2
−→ H2n(D
1)
Π1
−→ H2n(D
0)
Π0
−→ H → 0
of T . By a weak resolution of T of the form (H2n(D
•),Π•) we shall always mean a
weak resolution (H2n(D
•),Π•,MD
•
z ).
Theorem 3.2. Let T ∈ B(H)n be a finitely generated γ-graded commuting row
contraction. Then T admits a finite weak resolution of the form
0→ H2n(D
n)
Πn
−→ . . .
Π2
−→ H2n(D
1)
Π1
−→ H2n(D
0)
Π0
−→ H → 0.
Any two weak resolutions of the form (H2n(D
•),Π•) and (H2n(E
•),Γ•) are isomorphic.
Proof. To prove the existence part, we show that the weak resolution (H2n(D
•),Π•) of
T constructed above is finite. Let (C[z]⊗D•,Π•) be the induced minimal graded free
resolution of H˜. By Hilbert’s Syzygy Theorem (Theorem VII.43 in [19]) the space
KerΠn−1 is a finitely generated free C[z]-module. By the uniqueness of minimal free
graded resolutions the resolution (C[z]⊗D•,Π•) is isomorphic to the finite resolution
0→ KerΠn−1 → C[z]⊗Dn−1
Πn−1
−→ . . .
Π2
−→ C[z]⊗D1
Π1
−→ C[z]⊗D0
Π0
−→ H˜ → 0.
Hence Di = 0 for i ≥ n+ 1.
Let (H2n(D
•),Π•) and (H2n(E
•),Γ•) be weak resolutions of T . Then Π0 and Γ0
induce unitary operators Π0 : D0 = WMz(H
2
n(D
0)) → WT (H) and Γ
0 : E0 =
WMz(H
2
n(E
0)) → WT (H). Hence there is a unitary operator U
0 : D0 → E0 such
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that Π0 = Γ0U0. Since the polynomials are dense in H2n, it follows that Π
0 acts as
the composition
H2n(D
0)
1⊗U0
−→ H2n(E
0)
Γ0
−→ H.
Similarly, one obtains a unitary operator U1 : D1 → E1 such that Γ1(1H2n ⊗ U
1) =
(1H2n ⊗ U
0)Π1. Inductively one obtains unitary operators 1H2n ⊗ U
i : H2n(D
i) →
H2n(E
i) that establish an isomorphism between (H2n(D
•),Π•) and (H2n(E
•),Γ•).
Let us fix a weak resolution (H2n(D
•),Π•) of T and the induced minimal graded
free resolution (C[z] ⊗ D•,Π•) of H˜. Since the operators Πi : H2n(D
i) → H2n(D
i−1)
intertwine the multiplication tuplesMz onH
2
n(D
i) andH2n(D
i−1), there are operator-
valued analytic functions ϕi : B→ B(Di,Di−1) such that Πi acts as the multiplica-
tion operator Πif = ϕif ([6]) for i ≥ 1. An elementary argument using the finite
dimensionality of the spaces Di and the inclusions ϕi(C[z]⊗Di) ⊂ C[z]⊗Di−1 shows
that the functions ϕi are in fact operator-valued polynomials. For convenience, let
us set ϕ0 = 0.
For a moduleM and a commuting tuple a = (a1, . . . , an) of module homomorphisms
ai :M →M , we denote by
K•(a,M) : 0→ Λ
nM
δan−→ Λn−1M
δan−1
−→ . . .
δa
1−→ Λ0M → 0
the Koszul complex of a and by Hp(a,M) = Ker δ
a
p/Im δ
a
p+1 its homology groups
(cf. Chapter 2 in [10]).
Let K = (Kp,q, ∂
′, ∂′′) be the double complex with Kp,q = Kp(z−λ,C[z]⊗D
q), q-th
column (K•,q, ∂
′
•) equal to (−1)
q times the Koszul complex K•(z−λ,C[z]⊗D
q) and
p-th row (Kp,•, ∂
′′
• ) given by the
(
n
p
)
-fold direct sum of the complex (C[z]⊗D•, ϕ•).
Since the canonically augmented complexes
(K•,q, ∂
′
•)→ D
q → 0 and (Kp,•, ∂
′′
• )→ Λ
pH˜ → 0
are exact andK has bounded diagonals, standard double complex arguments (Lemma
A2.6 in [10]) show that there are induced vector space isomorphisms
Hp(z − λ, H˜) ∼= H
′
pH
′′
0 (K)
∼= H ′′pH
′
0(K)
∼= Hp(D
•, ϕ•(λ)) (p ≥ 0).
By Theorem 2.3 from [8] there are vector space isomorphisms Hp(z, H˜) ∼= Hp(T,H)
where by definition
Hp(T,H) = Ker δ
T
p /Im δ
T
p+1.
Recall that a commuting tuple S = (S1, . . . , Sn) ∈ B(H)
n is called Fredholm if
the homology spaces Hp(S,H) of its Koszul complex are all finite dimensional. In
this case Hp(S,H) = Hp(S,H) for all p and the Fredholm index of S is defined as
ind(S) =
∑
0≤p≤n(−1)
p dimHp(S,H).
Corollary 3.3. Let T ∈ B(H)n be a finitely generated γ-graded commuting row
contraction with a weak resolution (H2n(D
•), ϕ•). Then there are vector space iso-
morphisms
Hp(T,H) ∼= Hp(D
•, ϕ•(0)) ∼= Dp (p ≥ 0).
If T is Fredholm, its index is given by ind(T ) =
∑
0≤p≤n(−1)
p dimDp.
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Proof. It remains to show that Hp(D
•, ϕ•(0)) ∼= Dp for p ≥ 0. By construction the
complex (C[z]⊗D•, ϕ•) satisfies the minimality condition
ϕp(C[z]⊗Dp) ⊂
n∑
i=1
zi(C[z]⊗D
p−1) (p ≥ 1).
Hence ϕp(0) = 0 for p ≥ 0 and the assertion follows.
Remark 3.4. (a) The above double complex methods show in particular that
Dp ∼= Hp(D
•, ϕ•(0)) ∼= Hp(z, H˜) = 0 for p > n.
This argument could be used to replace the reference to Hilbert’s Syzygy Theorem
in the proof of Theorem 3.2.
(b) Using dilation results due to Arveson [3] or Mu¨ller and Vasilescu [16] one can
construct, for each pure commuting row contraction T ∈ B(H)n, an infinite resolu-
tion
. . .
ϕ2
−→ H2n(E
1)
ϕ1
−→ H2n(E
0) −→ H → 0
intertwining the tuples Mz ∈ B(H
2
n(E
i))n and T ∈ B(H)n, where the spaces E i
are typically infinite dimensional and the maps ϕi : B → B(E i, E i−1) are partially
isometric multipliers. As in the proof of Corollary 3.3 one can use the double complex
K = (K•(z − λ,H
2
n(E
•))) to show that there are vector space isomorphisms
Hp(T − λ,H) ∼= Hp(E
•, ϕ•(λ))
for λ ∈ B and p ≥ 0. This method was used by Greene in [11] to calculate the
homology groups of the Koszul complex of T − λ.
Standard results from the dilation theory for row contractions [3, 16] can be used to
give a more explicit definition of the maps Πi : H2n(D
i) → H2n(D
i−1) in the setting
of Theorem 3.2. Let S ∈ B(K)n be a pure commuting row contraction on a Hilbert
space K. The defect operators of S are defined as
DS = (1Kn − S
∗S)1/2 ∈ B(Kn), DS∗ = (1K − SS
∗)1/2 ∈ B(K),
where S : Kn → K, (xi) 7→
∑
1≤i≤n Sixi, is the row operator induced by S and
S∗ : K → Kn, x 7→ (S∗i x)1≤i≤n, denotes its adjoint. Define DS = Im(DS) ⊂ K
n and
DS∗ = Im(DS∗) ⊂ K. Then
jS : K → H
2
n(DS∗), jS(x)(z) =
∑
α∈Nn
|α|!
α!
(DS∗S
∗αx)zα
is an isometry that intertwines S∗ ∈ B(K)n and M∗z ∈ B(H
2
n(DS∗))
n. For z ∈ B,
define Z : Kn → K, (xi) 7→
∑
1≤i≤n zixi. The characteristic function of S
θS : B→ B(DS ,DS∗), θS(z) = −S +DS∗(1K − ZS
∗)−1ZDS
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induces a partially isometric multiplication operator
MθS : H
2
n(DS)→ H
2
n(DS∗), f 7→ θSf
such that jSj
∗
S +MθSM
∗
θS
= 1H2n(DS∗).
Note that ImMθS ⊂ {f ∈ H
2
n(DS∗); f(0) = 0} if and only if S|DS = 0. This is easily
seen to happen if and only if S is a partial isometry. In this case,
1− S∗S = PKer S = DS and DS = Ker S.
Let D be a Hilbert space and M ⊂ H2n(D) a closed Mz-invariant subspace. The
compression S = PKMz|K ∈ B(K)
n of Mz to the co-invariant subspace K =
H2n(D) ⊖M is a pure commuting row contraction. Suppose in addition that M ⊂
{f ∈ H2n(D); f(0) = 0}. Then for x ∈ D and f ∈M , we obtain
〈f, x〉H2n(D) = 〈f(0), x〉D = 0.
Hence
DS∗ = (PK(1H2n(D) −
n∑
i=1
MziM
∗
zi)|K)
1/2 = (PKPD|K)
1/2 = PKD ∈ B(K)
is the orthogonal projection of K onto D ⊂M⊥ = K and DS∗ = D. An elementary
calculation shows that jS acts as the inclusion map jS : K → H
2
n(D), f 7→ f .
Hence Im MθS = M ⊂ {f ∈ H
2
n(D); f(0) = 0}. Consequently DS = PKer S and
DS = Ker S. By Lemma 9 and Lemma 11 in [9] the restriction of MθS to the closed
subspace
D˜ = {x ∈ DS ; DSx ∈ Ker(δ
S∗
n−1)} = Ker S ∩Ker(δ
S∗
n−1)
yields a unitary operator
D˜ →WMz(M), x 7→ θSx.
Since the complex K•(M
∗
z ,H
2
n(D)) is exact in every degree p < n and is dual to the
cochain Koszul complex K•(Mz ,H
2
n(D)) (Section 2.6 in [10]), we find that
Ker S ∩Ker(δS
∗
n−1) = Ker S ∩Ker(δ
M∗z
n−1) = Ker S ∩ (Ker Mz)
⊥.
By the proof of Theorem 8 in [9] (withm = 1), for x ∈ DS , the function θSx ∈ H
2
n(D)
takes the form
θSx =Mz(⊕j)DSx =Mzx.
Thus we have shown that the row operator Mz induces a unitary operator
Ker S ∩ (Ker Mz)
⊥ → WMz(M), x 7→Mzx.
Let T ∈ B(H)n be as in Theorem 3.2 a finitely generated γ-graded commuting row
contraction. If in the construction of a weak resolution for T mappings
H2n(D
i−1)
Πi−1
−→ H2n(D
i−2)
Πi−2
−→ . . .
Π1
−→ H2n(D
0)
Π0
−→ H → 0
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have been defined, as in the section leading to Theorem 3.2, then by applying the
preceding observations to the space M i−1 = Ker(Πi−1) ⊂ H2n(D
i−1) and to the
compression
Si = PKi−1Mz|K
i−1 ∈ B(Ki−1)n
of Mz onto K
i−1 = H2n(D
i−1)⊖M i−1 one obtains a finite-dimensional subspace
Di = D˜ = Ker Si ∩ (Ker MD
i−1
z )
⊥ ⊂ Ker Si = DSi
such that the characteristic function θSi of S
i induces a unitary operator
Di →WMz(M
i−1), x 7→ θSix =M
Di−1
z x.
An inductive application of this construction gives rise to a weak resolution
0→ H2n(D
n)
θSn−→ . . .
θ
S2−→ H2n(D
1)
θ
S1−→ H2n(D
0)
Π0
−→ H → 0
of T . Restriction to the polynomials yields the minimal graded free resolution of H˜
0→ C[z]⊗Dn
ϕn
−→ . . .
ϕ2
−→ C[z]⊗D1
ϕ1
−→ C[z]⊗D0
Π0
−→ H˜ → 0,
where the maps ϕi are the C[z]-module homomorphisms induced by multiplication
with the operator-valued polynomials
ϕi : B→ B(Di,Di−1), ϕi(z)x = θSi(z)(x) = (M
Di−1
z x)(z).
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