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Abstract
We solve an exponential utility maximization problem with un-
bounded payoffs under general portfolio constraints, via the theory of
quadratic backward stochastic differential equations with unbounded
terminal data. This generalizes the previous work of Hu et al. (2005)
[Ann. Appl. Probab., 15, 1691–1712] from the bounded to an un-
bounded framework. Furthermore, we study utility indifference valua-
tion of financial derivatives with unbounded payoffs, and derive a novel
convex dual representation of the prices. In particular, we obtain new
asymptotic behavior as the risk aversion parameter tends to either zero
or infinity.
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1 Introduction
This paper contributes to the study of maximizing the expected exponen-
tial utility of terminal wealth for an investor with an unbounded random
endowment under general portfolio constraints. The market is typically in-
complete as the risks arising from portfolio constraints, random market co-
efficients and exposures to non-traded assets cannot be fully hedged. This
utility maximization problem has received great attention. For instance, it
has broad applications in pricing and hedging of derivatives in incomplete
markets via the so called utility indifference valuation, where the random
endowment is often regarded as the payoff of the derivative.
If the random endowment is bounded, the corresponding utility maxi-
mization problem has been completely solved in [21], with the help of the
theory of quadratic backward stochastic differential equations (quadratic
BSDE for short) with bounded terminal data. It turns out both the value
function and the associated optimal trading strategy can be characterized
in terms of the bounded solution to quadratic BSDE with bounded terminal
data. See also [3], [15], [19], [24] and [26] for models of varying generality.
With regards to the theory of quadratic BSDE, the existence and unique-
ness of bounded solutions was first established in a Brownian setting in [23],
and was generalized to unbounded solutions in [5, 6], and subsequently in
[12, 13] with convex generators. The corresponding semimartingale case for
bounded solutions may be found in [26] and [29], where in the former, the
main results of [21] and [23] were extended, and in the latter, a fixed point
argument was employed. See also [25] for an extension to unbounded solu-
tions in this case. More recently, some useful convexity bounds for the BSDE
solutions are found in [16], while in [1], a notion of quadratic semimartingale
is introduced to study the stability of solutions.
Regarding the application of the theory of quadratic BSDE to the afore-
mentioned utility maximization problem, most of the existing works only
deal with bounded random endowments–see [15], [19], [21], [24] and [26]
with more references therein. The results rely heavily on the BMO mar-
tingale property of the solution to quadratic BSDE with bounded terminal
data. This certainly excludes many interesting cases such as the pricing and
hedging of call options.
Despite the interest in unbounded random endowments, there have been
relatively few results available. The well known one dimensional case is
an exception. In a Markovian framework with a derivative written on a
single non-traded asset, [18] and [27] use the Cole-Hopf transformation to
linearize the equations for the value functions, which enables them to treat
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the unbounded case in a special situation.
On the other hand, in the case of subspace portfolio constraints, the
minimal entropy representation as convex dual has been extensively used
to study the original utility maximization problem (see, for example, [2],
[11] and [17]). Therein, the possibly unbounded random endowment can be
removed by a simple change of probability measure. However, this simple
trick seems not useful in the Brownian setting. And also the existence of non-
subspace portfolio constraints would prohibit any further development of the
method, because the duality between the minimal entropy representation
and the original utility maximization problem does not hold anymore.
In this paper, using the elements from the theory of quadratic BSDE
with unbounded terminal data, we solve a general type of exponential util-
ity maximization problems with unbounded payoffs under general portfolio
constraints. While the existence and uniqueness of the solution to the cor-
responding quadratic BSDE follows from the arguments developed in [5], [6]
and [13], one of the main difficulties herein is the verification of the mar-
tingale property of the value function process, when one implements the
optimal trading strategy. If the payoff is unbounded, one loses the BMO
martingale property of the solution. To overcome this difficulty, we explore
the duality between the quadratic BSDE and the associated optimal density
process by using Fenchel inequality (see Lemma 7). We verify the finite en-
tropy condition of the optimal density process, which will in turn guarantee
the martingale property of the value function process. As a result, we only
require the payoffs being exponentially integrable (see Theorem 6).
In [21], a technical Class (D) condition on the exponential utility of the
investor’s wealth is imposed. This seems unnecessary, and as the second
contribution of the paper, we relax such a technical assumption when the
payoff is bounded from below and exponentially integrable (see Theorem
10). Instead of the Class (D) condition, we impose an equivalent minimal
martingale measure condition, which seems fit better with the pricing and
hedging of derivatives. The idea is to approximate the original payoff from
below by a sequence of bounded payoffs, and construct a sequence of trad-
ing strategies which satisfy the Class (D) condition as approximate trading
strategies.
Our third contribution is about a new convex dual representation of the
utility indifference price (see Theorem 14), which could be regarded as a
generalization of the existing minimal entropy representation when there
are general portfolio constraints. The result is motivated by the proof of
the uniqueness of the solution to quadratic BSDE with unbounded terminal
data, firstly established in [13] and [14]. Similar to Theorem 6, we need
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to work on the duality between the dual BSDE and corresponding optimal
density process. We verify the finite entropy condition of the optimal density
process, which will in turn guarantee the existence of the dual optimizer (see
Lemma 24).
Our last contribution is a systematic study of the asymptotic analysis
of the utility indifference price for the risk aversion parameter, when the
portfolio is constrained to a cone. The more general case still remains open.
To our best knowledge, most existing asymptotic studies deal with bounded
payoffs with subspace portfolio constraints (see [11], [15] and [24]). The
subspace portfolio constraints allow them to employ the minimal entropy
representation, which does not hold under our cone portfolio constraints.
Instead, we work on the primal problem by characterizing the utility indif-
ference price as the solution to the quadratic BSDE. Using stability theory
of BSDE, we show that the utility indifference price converges, on one hand,
to an expected payoff under some equivalent probability measure (not nec-
essarily the minimal entropy martingale measure) when the risk aversion
parameter goes to zero, and on the other hand, to the superreplication price
(not necessarily under martingale measures) when the risk aversion param-
eter goes to infinity. Our asymptotic results (see Theorems 17 and 20) seem
to cover all the existing ones, and our method seems to be new.
The paper is organized as follows. We introduce the utility maximiza-
tion problem in section 2, and solve it using the elements from the theory
of quadratic BSDE with unbounded terminal data. In section 3, we apply
the results of section 2 to utility indifference pricing of derivatives with un-
bounded payoffs, and provide a convex dual representation of the prices and
their asymptotic analysis for the risk aversion parameter. Some technical
proofs are collected in section 4, and section 5 concludes the paper.
2 Utility maximization with unbounded payoffs
Let us fix a nonnegative real number T > 0. Let B = (Bt)t≥0 be a stan-
dard m-dimensional Brownian motion defined on some complete probability
space (Ω,F ,P), and {Ft}t≥0 be the augmented natural filtration of B which
satisfies the usual conditions. In this paper, we will always use this filtra-
tion. The sigma field of predictable subsets of [0, T ] × Ω is denoted by P,
and a stochastic process is called predictable if it is measurable with respect
to P.
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2.1 Formulation of the optimal investment model
Consider a financial market consisting of one risk-free bond with interest
rate zero and d ≤ m stocks. In the case d < m, we face an incomplete
market. The price process of the stock i evolves according to the equation
dSit
Sit
= bitdt+ σ
i
tdBt, i = 1, . . . , d, (1)
where bi (resp. σi) is an R-valued (resp. Rm-valued) predictable bounded
stochastic process. The volatility matrix σt = (σ
1
t , . . . , σ
d
t )
tr has full rank,
i.e. σtσ
tr
t is invertible, P-a.s., for t ∈ [0, T ]. Define the risk premium as an
Rm-valued predictable process
θt = σ
tr
t (σtσ
tr
t )
−1bt, t ∈ [0, T ],
and assume that θ is also bounded. Throughout, we will be using Atr to
denote the transpose of matrix A. Consequently, the risk premium θ solves
the market price of risk equations
σtθt = bt, t ∈ [0, T ].
In this market environment, an investor trades dynamically among the
risk-free bond and the risky assets. For 1 ≤ i ≤ d, let piit denote the amount
of money invested in stock i at time t, so the number of shares is
πit
Sit
. An Rd-
valued predictable process pi = (pit)0≤t≤T is called a self-financing trading
strategy if
∫ ·
0 pi
tr
t
dSt
St
is well defined, for example,
∫ T
0 |pi
tr
t σt|
2dt < ∞, P-a.s.,
and the corresponding wealth process Xπ with initial capital x satisfies the
equation
Xπt = x+
d∑
i=1
∫ t
0
piiu
Siu
dSiu = x+
∫ t
0
pitru σu(dBu + θudu). (2)
The investor has an exponential utility with respect to his/her terminal
wealth XπT . We recall that, for α > 0, an exponential utility function is
defined as
U(x) = − exp(−αx), x ∈ R.
In addition to his/her terminal wealth XπT , the investor also pays or receives
an FT -measurable random endowment/payoff F at maturity T . If F ≥ 0 it
means a payment; if F ≤ 0, it means an income.
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The investor’s objective is to choose an admissible self-financing trading
strategy pi⋆ in order to maximize his/her expected utility of the net wealth
at maturity T :
V (0, x) := sup
{πu, u∈[0,T ]}
admissible
E
[
− exp
(
−α
(
x+
∫ T
0
pitrt
dSt
St
− F
))]
, (3)
where V (0, ·) is called the value function at initial time 0. To solve (3), we
need to further choose an admissible set from which we select the optimal
trading strategy pi⋆. Different admissible sets and different assumptions on
the payoff F may lead to different solutions.
In [21], with the help of the theory of quadratic BSDE with bounded
terminal data, the authors solved the above optimization problem (3) under
the assumption that F is bounded, and pi takes values in the admissible set
AD defined as follows.
Definition 1. [Admissible strategies with constraints 1]
Let C be a closed and convex set in Rd and 0 ∈ C. The set of admissible
trading strategies AD consists of all R
d-valued predictable processes pi ∈
L2[0, T ], which are self-financing and satisfy pit ∈ C, P-a.s., for t ∈ [0, T ].
Moreover, the following Class (D) condition holds:
{exp(−αXπτ ) : τ is a stopping time taking values in [0, T ]}
is a uniformly integrable family.
On one hand, the boundedness assumption on the payoff F excludes
many interesting cases such as call options. On the other hand, the Class
(D) condition in the admissible set AD is technical, and seems unnecessary
(at least for F bounded from below and exponentially integrable).
Our aim in this section is to relax the above two assumptions, which
are crucial to the proofs in [21], by using the elements from the theory of
quadratic BSDE with unbounded terminal data.
2.2 Unbounded payoffs and associated admissible strategies
We observe that the minimal condition on the payoff F should guarantee
that the expectation in (3) is finite with pit ≡ 0, namely,
E[eαF ] < +∞.
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Intuitively, the investor should have finite expected utility when he/she puts
all the money in the risk-free bond, so F is not so bad that doing nothing
leads to a prohibitive punishment.
Moreover, it is natural to require
EQ[|F |] < +∞
under different equivalent probability measures Q, i.e. the expected payoff
(under different equivalent probability measures) should be finite, so F is
not too good to be true. The above discussions motivate us to impose the
following assumption on F , which will hold throughout the paper.
Assumption 1. The payoff F satisfies the exponential integrability condi-
tion
E[epαF
+
] < +∞; E[eεF
−
] < +∞ (4)
for some integer p > 1 and positive number ε > 0, where F+ = max{F, 0}
and F− = max{−F, 0}.
Remark 2. We require more exponential integrability on F+. This is to
guarantee the finite entropy condition for both Lπ
⋆
T (see Lemma 7) and L
q⋆
T
(see Lemma 24), which will in turn be used to verify the Class (D) condition
in Theorems 6 and 14, respectively.
On the other hand, Ho¨lder’s inequality might indicate that F− being
Lp-integrable is sufficient to guarantee that F− is integrable under differ-
ent equivalent probability measures. However, the assertion relies on L
p
p−1 -
integrability of the corresponding Radon-Nikodym density process, which does
not always hold (e.g. the density process Lq in Theorem 14). For this reason,
we require exponential integrability of F−. Then, we only need the density
process with finite entropy.
A similar type of asymmetric exponential integrability condition on the
terminal data F also appears in [13] and [17]. Nonetheless, it might be
possible to relax the assumption p > 1 on F+ by adapting the argument used
in [14]. Such an extension is left for future research.
Since the payoff F satisfies the exponential integrability condition (4)
only, we need to further strengthen the Class (D) condition in the admissible
set AD in order to solve the optimization problem (3).
For any given self-financing trading strategy (piu)u∈[0,T ], we define
V
(
t,Xπt ; (piu)u∈[t,T ]
)
:= E
[
− exp
(
−α
(
Xπt +
∫ T
t
piu
dSu
Su
− F
))
|Ft
]
,
(5)
7
for t ∈ [0, T ], and the associated value function process as
V (t,Xπt ) := ess sup
{πu, u∈[t,T ]}
admissible
V
(
t,Xπt ; (piu)u∈[t,T ]
)
. (6)
Note that the value function process includes the value function in (3) as a
special case when t = 0. Moreover, by taking piu ≡ 0 for u ∈ [t, T ], we obtain
a lower bound of the value function process, V (t, x) ≥ e−αxE[−eαF |Ft] >
−∞, P-a.s., for t ∈ [0, T ], so the value function process is always finite.
To solve (6), we look for V (·, ·) such that V (t,Xπt ), t ∈ [0, T ], is a
supermartingale for any admissible pi, and there exists an admissible pi⋆
such that V (t,Xπ
⋆
t ), t ∈ [0, T ], is a martingale. It is thus natural to impose
some integrability conditions on V (·,Xπ· ) in the admissible set.
Definition 3. [Admissible strategies with constraints 2]
The set of admissible trading strategies A′D is the same as AD in Def-
inition 1, except that the Class (D) condition is replaced by the following
condition
{V (τ,Xπτ ) : τ is a stopping time taking values in [0, T ]}
is a uniformly integrable family.
The admissible set A′D depends on the integrability of the value function
process V (·,Xπ· ), so, in some sense, the admissible set A
′
D also forms a part
of the solution to be solved. However, this does not mean there is a loop
herein. In fact, by the definition of V (t,Xπt ), it is immediate to check that
V (t,Xπt ) = exp(−αX
π
t )V (t, 0).
In the proof of Theorem 6, we shall show that V (t, 0) = −eαYt with Y solving
an upcoming BSDE (8). Thus, A′D is equivalent to say e
−αXπ· eαY· is in Class
(D), which in prior has nothing to do with the optimization problem (3).
On the other hand, if F is bounded, then the admissible set A′D = AD,
which is independent of the value function process. Indeed, if F is bounded,
then Y is also bounded, so are V (t, 0) and 1V (t,0) (see Theorem 7 of [21]
for its proof). In this case, the Class (D) condition on the value function
process V (·,Xπ· ) is equivalent to the Class (D) condition on the exponential
utility of the wealth e−αX
π
· , and therefore, A′D coincides with AD.
Remark 4. An alternative is to choose an admissible set smaller than A′D,
by replacing the Class (D) condition in Definition 3 with the following con-
dition
{V
(
τ,Xπτ ; (piu)u∈[τ,T ]
)
: τ is a stopping time taking values in [0, T ]}
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is a uniformly integrable family.
With this smaller admissible set, the solution will not change, because the
optimal trading strategy pi⋆ also stays inside it. To see this, if pi⋆ ∈ A′D is
optimal, then V
(
τ,Xπ
⋆
τ
)
is uniformly integrable. Note that with optimal pi∗,
by (6), V
(
τ,Xπ
⋆
τ
)
= V
(
τ,Xπ
⋆
τ ; (pi
⋆
u)u∈[τ,T ]
)
, so the latter is also uniformly
integrable, and pi⋆ stays in this smaller admissible set. However, this smaller
admissible set will not coincide with AD when F is bounded.
Our utility maximization problem is therefore formulated as follows:
Solving the optimization problem (3) with the payoff F satisfying As-
sumption 1 and admissible set A′D as in Definition 3.
2.3 Quadratic BSDE with unbounded terminal data
We first present the existence and uniqueness theorem for the quadratic
BSDE with the terminal data satisfying the exponential integrability con-
dition (4). It will be subsequently used to solve the optimization problem
(3).
A BSDE with terminal condition F and generator f is an equation of
the following type
Yt = F +
∫ T
t
f(s, Zs)ds −
∫ T
t
Ztrs dBs, t ∈ [0, T ], (7)
and is often denoted by BSDE(F, f). Recall that a generator is a random
function f : [0, T ] × Ω × Rm → R, which is measurable with respect to
P⊗B(Rm), and a terminal condition is a real-valued FT -measurable random
variable F .
By a solution to BSDE(F, f), we mean a pair of predictable processes
(Y,Z) = (Yt, Zt)t∈[0,T ], with values in R × R
m such that P-a.s., t 7→ Yt is
continuous, t 7→ Zt belongs to L
2[0, T ], i.e.
∫ T
0 |Zt|
2dt < +∞, t 7→ f(t, Zt)
belongs to L1[0, T ], and (Y,Z) satisfies (7).
Let S∞ be the space of real-valued, adapted and ca`dla`g bounded pro-
cesses. For p ≥ 1, Sp denotes the space of real-valued, adapted and ca`dla`g
processes (Yt)t∈[0,T ] such that
||Y ||Sp := E
[
sup
t∈[0,T ]
|Yt|
p
]1/p
< +∞,
and Mp denotes the space of (equivalent classes of) Rm-valued predictable
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processes (Zt)t∈[0,T ] such that
||Z||Mp := E
[(∫ T
0
|Zs|
2ds
)p/2]1/p
< +∞.
Theorem 5. Suppose that Assumption 1 holds. Then BSDE(F, f)
Yt = F +
∫ T
t
f(s, Zs)ds −
∫ T
t
Ztrs dBs, t ∈ [0, T ], (8)
with
f(t, z) =
α
2
min
πt∈C
∣∣∣∣σtrt pit − (z + 1αθt)
∣∣∣∣
2
− ztrθt −
1
2α
|θt|
2, (9)
admits a unique solution (Y,Z), where eαY
+
∈ Sp, eεY
−
∈ S1, and Z ∈M2,
i.e.
E
[
epαY
+
⋆ + eεY
−
⋆ +
∫ T
0
|Zs|
2ds
]
< +∞,
where Y⋆ = supt∈[0,T ] |Yt| is the running maximum of a stochastic process Y .
Moreover, if E[ep
′|F |] < +∞ for any p′ ≥ 1, then eαY ∈ Sp
′
, and Z ∈
Mp
′
, i.e.
E
[
ep
′αY⋆ +
(∫ T
0
|Zs|
2ds
)p′/2]
< +∞.
Proof. See section 4.
2.4 Main result
We are now ready to provide one of the main results herein, which is the
characterization of the value function and the corresponding optimal trading
strategy for the optimization problem (3) under Assumption 1.
Theorem 6. Suppose that Assumption 1 holds. Let (Y,Z) be the unique so-
lution to BSDE(F, f) (cf. (8)). Then, the value function of the optimization
problem (3) with admissible set A′D is given by
V (0, x) = − exp(−α(x− Y0)), (10)
and there exists an optimal trading strategy pi∗ ∈ A
′
D with
pi∗t ∈ argmin
πt∈C
∣∣∣∣σtrt pit − (Zt + 1αθt)
∣∣∣∣
2
, t ∈ [0, T ], P-a.s. (11)
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Proof. Following along the similar arguments as in [21], it suffices to prove
that the value function process has the form V (t,Xπt ) = −e
−α(Xπt −Yt), t ∈
[0, T ], which is a supermartingale for any pi ∈ A′D, and is a martingale for
pi∗ given in (11), with pi⋆ ∈ A′D. Note that the Class (D) condition in A
′
D
is then equivalent to say that the value function process −e−α(X
π
· −Y·) is in
Class (D).
Firstly, for pi ∈ A′D, an application of Itoˆ’s formula to −e
−α(Xπt −Yt) gives
−e−α(X
π
t −Yt) = −e−α(x−Y0)Aπt L
π
t ,
where
Aπt = exp
(
α
∫ t
0
(
α
2
|σtru piu − (Zu +
θu
α
)|2 − Ztru θu −
|θu|
2
2α
− f(u,Zu)
)
du
)
,
and
Lπt = Et
(
α
∫ ·
0
(Ztru − pi
tr
u σu)dBu
)
.
Since Aπt ≥ 1, and A
π
· L
π
· is in Class (D) (by the definition of admissibility),
it follows that −e−α(X
π
t −Yt), t ∈ [0, T ], is a supermartingale.
To prove the martingale property of −e−α(X
π⋆
t −Yt), t ∈ [0, T ], we observe
that if pi⋆ is a minimizer in (11), then Aπ
⋆
t = 1, and moreover,
σtrt pi
⋆
t = Projσtrt C
(
Zt +
θt
α
)
, t ∈ [0, T ], P-a.s., (12)
where Projσtrt C(·) is the projection operator on the closed and convex set
σtrt C.
Hence, it is sufficient to prove that, with pi⋆ given in (12), the optimal
density process Lπ
⋆
is in Class (D), which will further imply that Lπ
⋆
is a
uniformly integrable martingale, and −e−α(X
π⋆
· −Y·) is also in Class (D). We
complete the proof by showing that Lπ
⋆
T has finite entropy in the following
lemma.
Lemma 7. The optimal density process Lπ
⋆
T has finite entropy. Hence, by
De la Valle´e-Poussin theorem, Lπ
⋆
is in Class (D) and, therefore, it is a
uniformly integrable martingale.
Proof. For integer j ≥ 1, we introduce the following stopping time
τj = inf
{
t ∈ [0, T ] : max
{
exp
(
α2
2
∫ t
0
|Zu − σ
tr
u pi
⋆
u|
2du
)
,
∫ t
0
|Zu|
2du
}
≥ j
}
∧T,
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so that both Lπ
⋆
·∧τj and
∫ ·∧τj
0 Z
tr
u dBu are martingales.
Applying the Fenchel inequality
xy = (
x
p
)(py) ≤
x lnx
p
−
x ln p
p
+ epy, for (x, y) ∈ (0,∞) × R, (13)
to Lπ
⋆
τj (αYτj ) gives
E[Lπ
⋆
τj αYτj ] ≤
E[Lπ
⋆
τj lnL
π⋆
τj ]
p
−
E[Lπ
⋆
τj ] ln p
p
+ E[epαY
+
⋆ ] (14)
with p > 1 as in (4).
Furthermore, we define a probability measure Qπ
⋆
on Fτj by
dQπ
⋆
dP :=
Lπ
⋆
τj , and rewrite BSDE (8) under Q
π⋆ as
Yτj = Y0 −
∫ τj
0
f(u,Zu)du+
∫ τj
0
Ztru (dB
π⋆
u + α(Zu − σ
tr
u pi
⋆
u)du),
where Bπ
⋆
t := Bt −
∫ t
0 α(Zu − σ
tr
u pi
⋆
u)du, t ∈ [0, τj ], is an m-dimensional
Brownian motion under Qπ
⋆
. In turn,
E[Lπ
⋆
τj αYτj ] = E
Qπ
⋆
[αYτj ] (15)
= EQ
π⋆
[
αY0 −
∫ τj
0
(
αf(u,Zu)− α
2Ztru (Zu − σ
tr
u pi
⋆
u)
)
du
]
.
From the expression of f in (9), we deduce
f(u,Zu) ≤
α
2
|Zu − σ
tr
u pi
⋆
u|
2 − θtru σ
tr
u pi
⋆
u.
Plugging the above inequality into (15), we further obtain
E[Lπ
⋆
τj αYτj ] ≥ αY0 +E
Qπ
⋆
[∫ τj
0
α2
2
|Zu − σ
tr
u pi
⋆
u|
2du
]
− α2EQ
π⋆
[∫ τj
0
|Zu − σ
tr
u pi
⋆
u|
2 −
θtru
α
σtru pi
⋆
u − Z
tr
u (Zu − σ
tr
u pi
⋆
u)du
]
= αY0 +E
Qπ
⋆
[∫ τj
0
α2
2
|Zu − σ
tr
u pi
⋆
u|
2du
]
− α2EQ
π⋆
[∫ τj
0
(
(pi⋆u)
trσu − (Z
tr
u +
θtru
α
)
)
σtru pi
⋆
udu
]
.
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Since σtru pi
⋆
u is the projection operator of Zu+
θu
α on the closed and convex
set σtru C (cf. (12)), and moreover, 0 ∈ σ
tr
u C, it follows that(
(pi⋆u)
trσu − (Z
tr
u +
θtru
α
)
)
σtru pi
⋆
u
=
(
Projσtru C(Zu +
θu
α
)− (Zu +
θu
α
)
)tr (
Projσtru C(Zu +
θu
α
)− 0
)
≤ 0,
and therefore,
E[Lπ
⋆
τj αYτj ] ≥ αY0 + E
Qπ
⋆
[∫ τj
0
α2
2
|Zu − σ
tr
u pi
⋆
u|
2
]
. (16)
Finally, combining (14) and (16), and observing
E[Lπ
⋆
τj lnL
π⋆
τj ] = E
Qπ
⋆
[∫ τ j
0
α2
2
|Zu − σ
tr
u pi
⋆
u|
2du
]
,
we obtain
(1−
1
p
)E[Lπ
⋆
τj lnL
π⋆
τj ] ≤ −αY0 −
ln p
p
+E[epαY
+
⋆ ] < +∞.
The conclusion then follows by sending j →∞ in the above inequality, and
using Fatou’s lemma.
2.5 Payoffs bounded from below
Our next result is about relaxing the Class (D) condition in the admissible
set AD when F satisfies a stronger condition than Assumption 1.
Assumption 2. The payoff F satisfies E[epαF
+
] < +∞ for some integer
p > 1, and there exists a constant k > 0 such that F− ≤ k.
Remark 8. The boundedness from below on F means that there is a uniform
lower bound on the amount one can lose from the random endowment F , if
it is negative. Very often, F models a payoff, so it is even nonnegative.
A similar type of assumption on F is also imposed in [11], where the
authors establish the minimal entropy representation as the dual of the utility
maximization problem (3) in the case of subspace portfolio constraints.
13
Since θ is bounded, we can define an equivalent minimal local martingale
measure (MLMM) Qθ on FT by
dQθ
dP
:= LθT = ET (−
∫ ·
0
θtrt dBt), (17)
where ET (·) denotes the stochastic exponential. Similarly, we define
dQθ
dP |Ft :=
Lθt , for t ∈ [0, T ]. Then, under Q
θ, the wealth process Xπ follows
Xπt = x+
∫ t
0
pitru σudB
θ
u, (18)
where Bθt := Bt +
∫ t
0 θudu, t ∈ [0, T ], is an m-dimensional Brownian motion
under MLMM Qθ.
In the following, we replace the Class (D) condition in the admissible set
AD by an equivalent minimal martingale measure (MMM) condition, and
solve the optimization problem (3) under Assumption 2.
Definition 9. [Admissible Strategies with constraints 3]
Let C be given in Definition 1. The set of admissible trading strategies A
consists of all Rd-valued predictable processes pi ∈ L2[0, T ], which are self-
financing and satisfy pit ∈ C, P-a.s., for t ∈ [0, T ]. Moreover, (X
π
t )t≥0 is a
martingale under Qθ, that is, Qθ is an MMM.
We are now in a position to present the last main result in this section.
In particular, when F is bounded, our result will also generalize Theorem 7
of [21] by enlarging its admissible set from AD to A.
Theorem 10. Suppose that Assumption 2 holds. Let (Y,Z) be the unique
solution of BSDE (8). Then, the value function V (0, x) of the optimization
problem (3) with admissible set A and the associated optimal trading strategy
pi∗ ∈ A are given, respectively, as in (10) and (11).
We start by identifying the space of the solution (Y,Z) to the quadratic
BSDE(F, f) when the terminal condition F satisfies Assumption 2.
Lemma 11. Suppose that Assumption 2 holds. Then BSDE(F, f) (cf. (8))
admits a unique solution (Y,Z), where eαY
+
∈ Sp, Y − ∈ S∞, and Z ∈M2.
Proof. We show Y − ∈ S∞. Indeed, from the proof of Theorem 5, we have
Yt ≥ Yt = −E
Qθ
[
F− +
∫ T
t
1
2α
|θs|
2ds|Ft
]
≥ −k − EQ
θ
[∫ T
0
1
2α
|θs|
2ds
]
.
The rest assertions have been proved in Lemma 23.
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Proof of Theorem 10. For integer n > 0, we truncate the payoff F as
Fn := F ∧ n, so that −k ≤ Fn ≤ n. We first show that for any pi ∈ A, it
holds that
E
[
−e−α(X
π
T
−Fn)
]
≤ −e−α(x−Y
n
0 ), (19)
where Y n is (the first component of) the bounded solution to the corre-
sponding truncated quadratic BSDE(Fn, f).
Note that if E
[
e−αX
π
T
]
= +∞, then due to the boundedness of Fn,
E
[
−e−α(X
π
T−F
n)
]
= −∞. Hence, without loss of generality, we may assume
that E
[
e−αX
π
T
]
< +∞.
According to Theorem 7 of [21], it is clear that the inequality (19) holds
for pi ∈ AD ⊂ A. Hence, to show (19), it suffices to prove that there exists
pij ∈ AD, such that
E
[
e−α(X
πj
T
−Fn)
]
→ E
[
e−α(X
π
T
−Fn)
]
, as j →∞. (20)
To this end, we define pijt = pit1{t≤τj}, for t ∈ [0, T ], and integer j ≥ 1,
where τj is the stopping time defined as
τj = inf{t ∈ [0, T ] : X
π
t ≤ −j} ∧ T.
By the definition of τj, X
π
·∧τj is bounded from below, so e
−αXπ·∧τj is bounded
and therefore in Class (D), which means pij ∈ AD.
It remains to show the convergence in (20). Note that with pij defined
as above,
e−αX
πj
T = e
−αXπτj → e−αX
π
T , P-a.s.,
so we only need to establish the uniformly integrability of e
−αXπτj under P.
We recall that, from a usual truncation argument, for any ξ ∈ L2(P),
EQ
θ
[ξ|Fτj ] converges to ξ in L
2(P), where Qθ is the MLMM given in (17),
and L2(P) denotes the space of square integrable random variables under P.
By our assumption on pi, E[e−αX
π
T ] < +∞, so EQ
θ
[e−
α
2
Xπ
T |Fτj ] converges
to e−
α
2
Xπ
T in L2(P). As a consequence,
(
EQ
θ
[e−
α
2
Xπ
T |Fτj ]
)2
is uniformly
integrable under P.
On the other hand, from Jensen’s inequality and the fact that Xπ is a
martingale under Qθ (by the definition of admissibility), we have
e
−α
2
Xπτj = eE
Qθ [−α
2
XπT |Fτj ] ≤ EQ
θ
[
e−
α
2
XπT |Fτj
]
.
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Thus, e
−αXπτj is uniformly integrable under P, and the inequality (19) holds.
Since Fn ≤ F , it follows from (19) that
E
[
−e−α(X
π
T
−F )
]
≤ −e−α(x−Y
n
0 ).
Furthermore, since Y n0 → Y0 (see the proof of Theorem 8), sending n→∞
in the above inequality yields
E
[
−e−α(X
π
T−F )
]
≤ −e−α(x−Y0). (21)
To prove the equality, note that the choice of the optimal trading strategy
pi⋆ in (12) ensures that e−α(X
π⋆
t −Yt), t ∈ [0, T ], is a positive local martingale,
hence a supermartingale, which implies
E
[
−e−α(X
π⋆
T
−F )
]
≥ −e−α(x−Y0). (22)
Finally, since |σtrt pi
⋆
t | ≤ |Zt| +
|θt|
α and Z ∈ M
2, we have σtrpi⋆ ∈ M2.
The B-D-G inequality then implies that
EQ
θ
[
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
(σtrt pi
⋆
t )
trdBθt
∣∣∣∣
]
≤ CEQ
θ

(∫ T
0
|σtrt pi
⋆
t |
2dt
) 1
2


≤ CE
[
(LθT )
2
] 1
2
E
[∫ T
0
|σtrt pi
⋆
t |
2dt
] 1
2
< +∞.
Consequently, Xπ
⋆
is a martingale under Qθ and pi⋆ ∈ A. Combining (21)
and (22), we conclude
E
[
−e−α(X
π⋆
T
−F )
]
= −e−α(x−Y0). (23)
3 Application to utility indifference valuation
In this section, we apply the results obtained in section 2 to utility indif-
ference pricing of derivatives with unbounded payoffs. The notion of utility
indifference valuation was proposed in [20] and further developed in [9]. We
refer to [7] and more references therein for an overview of utility indifference
pricing and related topics.
To define the utility indifference price for a derivative with payoff F ,
we also need to consider the optimization problem for the investor without
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selling (or buying) the derivative. This involves the investor investing only
in the risk-free bond and risky assets themselves, and the corresponding
optimal trading strategy is denoted as pi⋆(0). To emphasize the dependence
of pi⋆ on F , we also write it as pi⋆(F ).
Definition 12. [Utility indifference valuation and hedging]
Suppose that Assumption 1 holds. Then, the utility indifference price
C0(F ) of the derivative with payoff F is defined by the solution to
sup
π∈A
′
D
E
[
−e
−α
(
X
x+C0(F )
T
(π)−F
)]
= sup
π∈A
E
[
−e−αX
x
T
(π)
]
, (24)
where A′D and A are given in Definitions 3 and 9, respectively.
The hedging strategy for the derivative is defined by the difference in the
two optimal trading strategies pi⋆(F )− pi⋆(0).
Remark 13. Since the payoff F is unbounded, we choose different admis-
sible sets for the two optimization problems in (24) due to their different
natures.
If F ≥ 0, then C0(F ) is interpreted as the selling price of F . Since
in this case F is automatically bounded from below, according to Theorem
10, we can enlarge the admissible set from A
′
D to A. Therefore, the two
optimization problems in (24) are solved under the same admissible set A.
On the other hand, if F ≤ 0, then −C0(−F ) can be interpreted as the
buying price of −F .
From Theorems 6 and 10, we have
−e−α(x+C0(F )−Y0(F )) = −e−α(x−Y0(0)),
where Y (F ) is (the first component of) the unique solution to BSDE(F, f)
(cf. (8)). Herein, we use Y (F ) to emphasize the dependence of the solution
Y (F ) on its terminal data F . We thus obtain the utility indifference price
of the derivative with the payoff F as
C0(F ) = Y0(F )− Y0(0). (25)
The associated hedging strategy satisfies
σtrt pi
⋆
t (F )− σ
tr
t pi
⋆
t (0) (26)
= Projσtrt Cc
(
Zt(F ) +
θt
α
)
− Projσtrt Cc
(
Zt(0) +
θt
α
)
, t ∈ [0, T ], P-a.s.
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3.1 A convex dual representation of utility indifference price
Motivated by [13], we provide a convex dual representation of the solution
Y (F ) in this section, which on one hand completes the proof of Theorem
5, and on the other hand, gives a convex dual representation of the utility
indifference price C0(F ).
For the specific example considered in section 3.3, the convex dual rep-
resentation will reduce to the well known minimal entropy representation
of the utility indifference price (see [11], [15] and [24] with more references
therein).
Firstly, we observe that since C is convex, it follows that the generator
f(t, z), defined in (9), is convex in z. We can therefore introduce the convex
dual of f(t, z),
f⋆(t, q) := sup
z∈Rm
(
ztrq − f(t, z)
)
, (27)
for (t, q) ∈ [0, T ] × Rm. Note that f⋆ is valued in R ∪ {+∞}.
Then, the Fenchel-Moreau theorem yields that
f(t, z) = sup
q∈Rm
(ztrq − f⋆(t, q)), (28)
for (t, z) ∈ [0, T ]×Rm. Moreover, q⋆ ∈ ∂fz(t, z), which is the subdifferential
of z 7→ f(t, z) at z ∈ Rm, achieves the supremum in (28),
f(t, z) = ztrq⋆ − f⋆(t, q⋆). (29)
We next introduce the admissible set of the convex dual problem. For an
Rm-valued predictable process q ∈ L2[0, T ], we define its stochastic exponen-
tial as Lq := E(
∫ ·
0 q
tr
u dBu). If L
q
T has finite entropy, i.e. E[L
q
T lnL
q
T ] < +∞,
then De la Valle´e-Poussin theorem implies that Lq is in Class (D) and there-
fore a uniformly integrable martingale. We can then define a probability
measure Qq on FT by
dQq
dP := L
q
T , and introduce the admissible set
A⋆F [0, T ] =
{
q ∈ L2[0, T ] : LqT = ET (
∫ ·
0
qtru dBu) has finite entropy,
and EQ
q
[
|F |+
∫ T
0
|f∗(s, qs)|ds
]
< +∞,where
dQq
dP
= LqT
}
.
Theorem 14. Suppose that Assumptions 1 holds. Then, the solution Y to
BSDE(F, f) (cf. (8)) admits the following convex dual representation
Yt = ess sup
q∈A⋆
F
[t,T ]
EQ
q
[
F −
∫ T
t
f⋆(s, qs)ds
∣∣∣∣Ft
]
, (30)
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where f⋆ : [0, T ] × Ω × Rm → R ∪ {+∞} is the convex dual of f in (27).
Moreover, there exists an optimal density process q⋆ ∈ A⋆F [t, T ] such that
Yt = E
Qq
⋆
[
F −
∫ T
t
f⋆(s, q⋆s)ds
∣∣∣∣Ft
]
. (31)
Proof. See section 4.
As a direct consequence of Theorem 14, we obtain a convex dual repre-
sentation of the utility indifference price
C0(F ) = sup
q∈A∗
F
[0,T ]
EQ
q
[
F −
∫ T
0
f∗(s, qs)ds
]
− sup
q∈A∗0[0,T ]
EQ
q
[
−
∫ T
0
f∗(s, qs)ds
]
.
(32)
Note that, in general, the above convex dual representation may not be the
minimal entropy representation (see, for example, [11], [15] and [24]) due
to the appearance of non-subspace portfolio constraints. If it is a subspace
portfolio constraint, the above convex dual representation is precisely the
minimal entropy representation as shown in section 3.3.
3.2 Asymptotics for the risk aversion parameter
We study the asymptotics of the utility indifference price for the risk aversion
parameter α in this section. We make the following assumption on the payoff
F .
Assumption 3. The payoff F satisfies E[ep
′F+ ] < ∞ for any p′ ≥ 1, and
there exists a constant k > 0 such that F− ≤ k.
Remark 15. To address the asymptotics as the risk aversion parameter
α→ +∞, it is obvious that we need to assume F+ is exponentially integrable
with any order.
Under Assumption 3, it follows from Theorem 5 and Lemma 11 that
BSDE(F, f) (cf. (8)) admits a unique solution (Y,Z), such that eαY
+
∈ Sp
′
,
Y − ∈ S∞, and Z ∈Mp
′
.
The existing literature (e.g. [11], [15] and [24]) addresses only the case
of a subspace constraint on portfolios, which allows them to work on the
dual problem, and to use the corresponding minimal entropy representation
in the asymptotic analysis of the utility indifference price.
In our more general case of portfolio constraints, the minimal entropy
representation does not hold anymore, as demonstrated in the convex dual
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representation (32). We shall work on the primal problem by considering
the BSDE representation (25) of the utility indifference price. To facilitate
our subsequent discussion, we further impose the following cone condition
on the constraint set.
Definition 16. [Admissible strategies with constraints 4]
The set of admissible trading strategies ACc is the same as A in Defini-
tion 3, except that the constraint set C is replaced by Cc, where Cc is a closed
and convex cone in Rd with 0 ∈ Cc.
To emphasize the dependence on the risk aversion parameter α, we
write BSDE(F, fα) with its solution (Y α(F ), Zα(F )), and the correspond-
ing utility indifference price and associated hedging strategy as Cα0 (F ) and
piα,⋆(F )− piα,⋆(0).
Recall the generator fα in (9) (with C replaced by the cone Cc) has the
form
fα(t, z) =
α
2
∣∣∣∣Projσtrt Cc(z + 1αθt)− (z + 1αθt)
∣∣∣∣
2
− ztrθt −
1
2α
|θt|
2.
Since Cc is a cone, it follows that αProjσtrt Cc(z+
1
αθt) = Projσtrt Cc(αz+θt),
and therefore,
αfα(t, z) = f1(t, αz). (33)
In turn, if (Y α(F ), Zα(F )) is the unique solution to BSDE(F, fα), then
αY αt (F ) = αF +
∫ T
t
αfα(u,Zαu (F ))du −
∫ T
t
(αZαu (F ))
trdBu
= αF +
∫ T
t
f1(u, αZαu (F ))du −
∫ T
t
(αZαu (F ))
trdBu,
so (αY α(F ), αZα(F )) solves BSDE(αF, f1). But according to Theorem 5
and Lemma 11 in section 2, BSDE(αF, f1) admits a unique solution under
Assumption 3, so we must have (αY α(F ), αZα(F )) = (Y 1(αF ), Z1(αF )), in
particular,
(αY α(0), αZα(0)) = (Y 1(0), Z1(0)). (34)
The above scaling property is crucial to the asymptotic analysis of the utility
indifference price Cα0 (F ).
Next, we define
(Cαt (F ),H
α
t (F )) := (Y
α
t (F )− Y
α
t (0), Z
α
t (F )− Z
α
t (0)). (35)
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Then it is immediate to check that
Cαt (F ) = F +
∫ T
t
(fα(u,Hαu (F ) + Z
α
u (0)) − f
α(u,Zαu (0))) du
−
∫ T
t
(Hαu (F ))
trdBu
= F +
∫ T
t
1
α
(
f1(u, αHαu (F ) + Z
1
u(0)) − f
1(u,Z1u(0))
)
du
−
∫ T
t
(Hαu (F ))
trdBu, t ∈ [0, T ], (36)
where we used (33) and (34) in the last equality.
Furthermore, we introduce the generator
gα(t, h, Z1t (0)) =
dist2σtrt Cc
(αh + Z1t (0) + θt)− dist
2
σtrt C
c(Z1t (0) + θt)
2α
,
where distσtrt Cc(·) is the distance function of σ
tr
t C
c. With the generator gα,
we rewrite (36) as
Cαt (F ) = F +
∫ T
t
gα(u,Hαu (F ), Z
1
u(0))du
−
∫ T
t
(Hαu (F ))
trθudu−
∫ T
t
(Hαu (F ))
trdBu, t ∈ [0, T ]. (37)
Note that if F satisfies Assumption 3, the above BSDE (37) actually ad-
mits a unique solution (Cα(F ),Hα(F )), where eαC
α(F )+ ∈ Sp′, Cα(F )− ∈
S∞, and Hα(F ) ∈ Mp
′
for any p′ ≥ 1. Indeed, if (Cα(F ),Hα(F )) is a
solution to (37), then with (Y α(0), Zα(0)) ∈ S∞ ×Mp
′
as the unique solu-
tion to BSDE(0, fα), it is clear that (Cα(F )+Y α(0),Hα(F )+Zα(0)) solves
BSDE(F, fα). But according to Theorem 5 and Lemma 11, BSDE(F, fα)
admits a unique solution. Thus, (Cα(F ),Hα(F )) must be the unique solu-
tion to (37).
In the following, we will study the asymptotics of the utility indifference
price Cα0 (F ) via BSDE (37).
3.2.1 Asymptotics as α→ 0
Theorem 17. Suppose that Assumption 3 holds, and the admissible set is
ACc as in Definition 16. Then, limα→0 C
α
0 (F ) = C
0
0 (F ), where C
0(F ) is
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(the first component of) the unique solution to the linear BSDE
C0t (F ) = F +
∫ T
t
(H0u(F ))
tr
(
Z1u(0) − Projσtru Cc(Z
1
u(0) + θu)
)
du
−
∫ T
t
(H0u(F ))
trdBu, t ∈ [0, T ]. (38)
Remark 18. If Cc is a subspace of Rd, we also have the convergence of the
optimal trading strategy. In fact, by the linearity of the projection operator
on the subspace σtrt C
c, we have
σtrt pi
α,⋆
t (F )− σ
tr
t pi
α,⋆
t (0)− Projσtrt Cc
(
H0t (F )
)
=Projσtrt Cc
(
Zαt (F ) +
θt
α
)
− Projσtrt Cc
(
Zαt (0) +
θt
α
)
− Projσtrt Cc
(
H0t (F )
)
=Projσtrt Cc
(
Hαt (F )−H
0
t (F )
)
.
Since Hα(F )→ H0(F ) in L2[0, T ] (see the proof of Theorem 17), it follows
that
lim
α→0
∫ T
0
|σtrt pi
α,⋆
t (F )− σ
tr
t pi
α,⋆
t (0) − Projσtrt Cc
(
H0t (F )
)
|2dt = 0, P-a.s.
Based on Theorem 17, we can further represent the solution to (38) in
terms of the expected value of the payoff F under some equivalent probability
measure. To see this, we define QZ as
dQZ
dP
:= ET (
∫ ·
0
(
Z1t (0)− Projσtrt Cc(Z
1
t (0) + θt)
)tr
dBt). (39)
Since
∫ ·
0(Z
1
t (0))
trdBt is a BMO martingale (see Lemma 12 in [21]), the
stochastic exponential in (39) is indeed a uniformly integrable martingale,
and QZ is therefore well defined. We then obtain the asymptotic represen-
tation of Cα(F ) when α→ 0 as
lim
α→0
Cα0 (F ) = C
0
0 (F ) = E
QZ [F ]. (40)
In section 3.3, we shall show that the probability measure QZ will reduce
to the minimal entropy martingale measure if the portfolio constraint is a
subspace.
To prove Theorem 17, we start by proving some estimates of the gener-
ator gα.
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Lemma 19. The generator gα(t, h, Z1t (0)) has the following properties:
(i) gα(t, h, Z1t (0)) is nondecreasing in α;
(ii) For α ∈ (0, 1], gα(t, h, Z1t (0)) has the upper and lower bounds, both
of which are independent of α,
htr
(
(Z1t (0) + θt)− Projσtrt Cc(Z
1
t (0) + θt)
)
≤ gα(t, h, Z1t (0)) ≤
|h|2
2
+ htrmt,
(41)
for some predictable process m satisfying |mt| ≤ |Z
1
t (0)|+ |θt|, for t ∈ [0, T ].
Proof. (i) To prove gα is nondecreasing in α, we recall that σtrt C
c is convex,
so dist2σtrt Cc
(·) is convex. It then follows that
gα(t, h, Z1t (0)) =
dist2σtrt Cc
(αh+ Z1t (0) + θt)− dist
2
σtrt C
c(Z1t (0) + θt)
2α
is nondecreasing in α.
(ii) According to (i), we know gα(t, h, Z1t (0)) ≥ limα→0 g
α(t, h, Z1t (0)).
Next, we calculate the limit of gα when α→ 0 as
lim
α→0
gα(t, h, Z1t (0)) =
1
2
(
∂
∂α
dist2σtrt Cc
(αh + Z1t (0) + θt)
)
|α=0
= htr
(
(αh + Z1t (0) + θt)− Projσtrt Cc(αh + Z
1
t (0) + θt)
)
|α=0
= htr
(
(Z1t (0) + θt)− Projσtrt Cc(Z
1
t (0) + θt)
)
. (42)
We refer to [10] for the calculation of the derivative of quadratic distance
functions.
On the other hand, using an elementary equality a2 − b2 = (a − b)2 +
2b(a− b), we rewrite the generator gα as
gα(t, h, Z1t (0))
=
1
2α
|distσtrt Cc(αh + Z
1
t (0) + θt)− distσtrt Cc(Z
1
t (0) + θt)|
2
+
distσtrt Cc(Z
1
t (0) + θt)
(
distσtrt Cc(αh + Z
1
t (0) + θt)− distσtrt Cc(Z
1
t (0) + θt)
)
α
.
By the Lipschitiz continuity of distance functions, gα is dominated by
gα(t, h, Z1t (0)) ≤
α
2
|h|2 + htrmt ≤
1
2
|h|2 + htrmt,
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where
mt :=
distσtrt Cc(Z
1
t (0) + θt)
(
distσtrt Cc(αh + Z
1
t (0) + θt)− distσtrt Cc(Z
1
t (0) + θt)
)
α|h|2
h.
Thus, we conclude by noting that |mt| ≤ |Z
1
t (0)| + |θt|, for t ∈ [0, T ].
Proof of Theorem 17. We apply the stability property of quadratic
BSDE with bounded terminal data to study the limit of Cα(F ) when α→ 0.
To this end, we consider BSDE(F, gα) for α ∈ (0, 1] (cf. (37)):
Cαt (F ) = F +
∫ T
t
gα(u,Hαu (F ), Z
1
u(0))du
−
∫ T
t
(Hαu (F ))
trθudu−
∫ T
t
(Hαu (F ))
trdBu, t ∈ [0, T ]. (43)
Since the generator gα satisfies (41) and the terminal condition F satisfies
Assumption 3, the comparison theorem for quadratic BSDE with unbounded
terminal data (see section 3 of [6]) implies
C0t ≤ C
α
t (F ) ≤ C
α′
t (F ) ≤ C
1
t ,
for 0 < α ≤ α′ ≤ 1, where C0 solves BSDE
C0t = − k +
∫ T
t
(H0u)
tr
(
Z1u(0) − Projσtru Cc(Z
1
u(0) + θu)
)
du
−
∫ T
t
(H0u)
trdBu, t ∈ [0, T ], (44)
and C
1
solves BSDE
C
1
t = F
+ +
∫ T
t
1
2
∣∣∣H1u∣∣∣2 du
−
∫ T
t
(
H
1
u
)tr
(dBu −mudu), t ∈ [0, T ]. (45)
It is routine to check that both C0 and C
1
have the explicit expressions
C0t = −k; C
1
t = lnE
Qm
[
eF
+
|Ft
]
,
where Qm is defined as dQ
m
dP := L
m
T = ET (
∫ ·
0m
tr
u dBu).
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We claim that C
1
t < +∞. Indeed, since
∫ ·
0(Z
1
u(0))
trdBu is a BMO mar-
tingale (see Lemma 12 in [21]),
∫ ·
0 m
tr
u dBu is also a BMO martingale. It then
follows from reverse Ho¨lder’s inequality that there exists some p > 1 such
that
E
[(
LmT
Lmt
)p∣∣∣∣Ft
]
≤ C
for some constant C > 0. In turn, Ho¨lder’s inequality implies
lnEQ
m
[
eF
+
|Ft
]
= lnE
[
LmT
Lmt
eF
+
|Ft
]
≤
1
p
lnE
[(
LmT
Lmt
)p∣∣∣∣Ft
]
+ (1−
1
p
) lnE[e
p
p−1
F+
|Ft] < +∞.
Next, we pass to the limit in (43). But since the upper bound of gα
involves m (cf. (41)), which is typically unbounded due to the unbound-
edness of Z1(0), and the terminal condition F is unbounded, the stability
property does not apply directly. To overcome this difficulty, we apply the
localization argument as in Theorem 5 and define the stopping time
τj = inf
{
t ∈ [0, T ] : max{
∫ t
0
|Z1s (0)|
2ds,C
1
t} > j
}
∧ T,
for integer j ≥ 1.
Then (Cαj (t),H
α
j (t)) := (C
α
t∧τj (F ),H
α
t (F )1{t≤τj}), t ∈ [0, T ], satisfies
Cαj (t) = F
α
j +
∫ T
t
1{u≤τj}g
α(u,Hαj (u), Z
1
u(0))du
−
∫ T
t
(Hαj (u))
trθudu−
∫ T
t
(Hαj (u))
trdBu, (46)
where Fαj = C
α
j (T ) = C
α
τj (F ).
For fixed j, we observe that Cαj (·) is bounded, and the generator of BSDE
(46) satisfies∣∣∣1{u≤τj}gα(u, h, Z1u(0))∣∣∣ ≤ 1{u≤τj}|Z1u(0)|2 + |θu|2 + |h|2,
for u ∈ [0, T ], so
∫ T
0 1{u≤τj}|Z
1
u(0)|
2du ≤ j. Moreover, according to (42),
1{u≤τj}g
α(u, h, Z1u(0))
→ 1{u≤τj}h
tr
(
(Z1u(0) + θu)− Projσtru Cc(Z
1
u(0) + θu)
)
,
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as α → 0. Consequently, the quadratic BSDE (46) satisfies the stability
property conditions in section 2.2 of [26].
Hence, setting C0j (t) = infαC
α
j (t), it follows from the stability property
of quadratic BSDE with bounded terminal data (see Lemma 3.3 in [26])
that there exists H0j (·) ∈ M
2 such that limα→0H
α
j (·) = H
0
j (·) in M
2, and(
C0j (·),H
0
j (·)
)
satisfies
C0j (t) = Fj +
∫ τj
t
(H0j (u))
tr
(
Z1u(0)− Projσtru Cc(Z
1
u(0) + θu)
)
du
−
∫ τj
t
(H0j (u))
trdBu, (47)
where Fj = C
0
j (T ) = infα C
α
τj(F ). The linear BSDE (38) then follows by
sending j →∞ in (47).
3.2.2 Asymptotics as α→∞
We complete the asymptotic analysis of Cα(F ) by considering the situation
α→∞ in the next theorem.
Theorem 20. Suppose that Assumption 3 holds, and the admissible set is
ACc as in Definition 16. Moreover, suppose that the following constrained
BSDE
C∞t (F ) = F +
∫ T
t
dA∞u (F )−
∫ T
t
(H∞u (F ))
trθudu−
∫ T
t
(H∞u (F ))
trdBu,
subject to H∞u (F ) ∈ σ
tr
u C
c, for a.e. u ∈ [0, T ], (48)
admits at least one solution (C
∞
(F ),H
∞
(F ), A
∞
(F )) ∈ S2×M2×S2 with
A
∞
(F ) being a nondecreasing process.
Then, limα→∞C
α
0 (F ) = C
∞
0 (F ), where (C
∞(F ),H∞(F ), A∞(F )) is
the minimal solution to the constrained BSDE (48). Herein, the mini-
mal solution means if (C
∞
(F ),H
∞
(F ), A
∞
(F )) is a solution to (48), then
C∞t (F ) ≤ C
∞
t (F ), P-a.s., for t ∈ [0, T ].
Remark 21. The assumption on the constrained BSDE (48) means that
the payoff F can be superreplicated by using a trading strategy constrained
in the set σtru C
c, for a.e. u ∈ [0, T ].
Note that if F is bounded, the above assumption is indeed satisfied by
taking C
∞
(F ) ≡ ||F ||∞, the essential supremum of F , H
∞
(F ) ≡ 0, and
A
∞
u (F ) = 1{u=T}(||F ||∞ − F ) + 1{u<T}0.
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Furthermore, if F is bounded, and Cc is a subspace of Rd as in Remark
18, we also have the convergence of the optimal trading strategy. To see this,
since
σtrt pi
α,⋆
t (F )− σ
tr
t pi
α,⋆
t (0)−H
∞
t (F ) = Projσtrt Cc (H
α
t (F )−H
∞
t (F )) ,
and Hα(F ) → H∞(F ) weakly in M2, strongly in Mp for p < 2 (see the
proof of Theorem 20), we obtain
lim
α→∞
E
[∫ T
0
|σtrt pi
α,⋆
t (F )− σ
tr
t pi
α,⋆
t (0)−H
∞
t (F )|
pdt
]
= 0.
Let us recall that, according to [8], the minimal solution C∞(F ) actually
admits a stochastic control representation. To see this, we introduce the
admissible set
A⋆Γ[0, T ] = ∪m≥0
{
v ∈ L2[0, T ] : |vt| ≤ m and vt is valued in Γt, t ∈ [0, T ]
}
.
The domain Γt is define as follows: For t ∈ [0, T ], given the closed and
convex cone σtrt C
c, we define its support function δ⋆
σtrt C
c(·) as the convex dual
of the characteristic function δσtrt Cc(·) of σ
tr
t C
c,
δ⋆σtrt Cc
(v) = sup
z∈Rm
(
ztrv − δσtrt Cc(z)
)
for (t, v) ∈ [0, T ]× Rm.
Then, δ⋆
σtrt C
c(·) is valued in R∪{+∞}, and is bounded on compact subsets
of the barrier cone
Γt =
{
v ∈ Rm : δ⋆σtrt Cc
(v) < +∞
}
.
In our case, since σtrt C
c is a closed and convex cone, it follows that
Γt = {v ∈ R
m : ztrv ≤ 0 for z ∈ σtrt C
c}, and δ⋆
σtrt C
c ≡ 0 on Γt.
It then follows from Theorem 5.1 and Corollary 5.1 of [8] (with µ = −θ)
that
lim
α→∞
Cα0 (F ) = C
∞
0 (F )
= sup
v∈A⋆Γ[0,T ]
EQ
v
[
F −
∫ T
0
δ⋆σtru Cc(vu)du
]
= sup
v∈A⋆Γ[0,T ]
EQ
v
[F ] , (49)
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where
dQv
dP
:= ET (
∫ ·
0
(vt − θt)
tr dBt). (50)
In section 3.3, we shall show that C∞0 (F ) is nothing but the superreplication
price of F under MLMM when the portfolio constraint is a subspace.
Proof of Theorem 20. The proof is based on Peng’s monotonic limit
theorem (see [28]). We start with bounded F , and proceed to general F by
an approximation procedure.
(i) The case that F is bounded. We first rewrite (37) as
C
α
t (F ) =
(
F −
∫ T
0
dist2σtru Cc
(
Z1u(0) + θu
)
2α
du
)
+
∫ T
t
dAαu(F )
−
∫ T
t
(Hαu (F ))
trθudu−
∫ T
t
(Hαu (F ))
trdBu, (51)
where
C
α
t (F ) := C
α
t (F )−
∫ t
0
dist2σtru Cc
(
Z1u(0) + θu
)
2α
du, (52)
and Aα is an adapted, continuous and nondecreasing process defined as
Aαt (F ) : =
∫ t
0
1
2α
dist2σtru Cc
(
αHαu (F ) + Z
1
u(0) + θu
)
du
=
α
2
∫ t
0
dist2σtru Cc
(
Hαu (F ) +
Z1u(0) + θu
α
)
du. (53)
We regard (51) as a penalized equation for the constrained BSDE (48),
and we shall prove (C
α
(F ), Aα(F ),Hα(F ))→ (C∞(F ), A∞(F ),H∞(F )) as
α→∞.
To this end, we note that since F is bounded and gα is nondecreasing in α
(see Lemma 19), the comparison theorem for quadratic BSDE with bounded
terminal data then implies Cα(F ) is nondecreasing in α. Consequently,
C
α
(F ) is also nondecreasing in α.
We claim that for any bounded solution (C
∞
(F ),H
∞
(F ), A
∞
(F )) to the
constrained BSDE (48) (the bounded solution means C
∞
(F ) is bounded),
it holds that
Cαt (F ) ≤ C
∞
t (F ), P-a.s., for t ∈ [0, T ]. (54)
We defer the proof of the above inequality to Lemma 22. Then (54) will
further imply C
α
t (F ) ≤ C
∞
t (F ) by the definition of C
α
(F ) in (52) and the
non-negativity of quadratic distance functions.
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Thus, there exists C∞(F ) ∈ S∞ such that C
α
(F )→ C∞(F ) in S∞, and
C∞t (F ) ≤ C
∞
t (F ), for t ∈ [0, T ].
It then follows from Lemma 2.5 in [28] that
sup
α≥1
E[|AαT (F )|
2] ≤ C; sup
α≥1
E
[∫ T
0
|Hαt (F )|
2dt
]
≤ C, (55)
for some constant C > 0.
Applying Peng’s monotonic limit theorem in [28], we then obtain that
there exist (H∞(F ), A∞(F )) ∈ M2 × S2 such that A∞(F ) is increasing,
Aα(F ) → A∞(F ) weakly in S2, and Hα(F ) → H∞(F ) weakly in M2,
strongly in Mp for p < 2, with (C∞(F ),H∞(F ), A∞(F )) satisfying the
equation in (48).
We next show that H∞u (F ) ∈ σ
tr
u C
c, for a.e. u ∈ [0, T ]. Indeed, by the
definition of Aα(F ) in (53) and the first estimate in (55), we have
E
[∫ T
0
dist2σtru Cc
(
Hαu (F ) +
Z1u(0) + θu
α
)
du
]
=
2E[AαT (F )]
α
≤
2E[|AαT (F )|
2]
1
2
α
≤
2C
1
2
α
→ 0, as α→∞,
which forces that H∞u (F ) ∈ σ
tr
u C
c, for a.e. u ∈ [0, T ], i.e. the constraint
condition in (48) holds.
(ii) The case that F satisfies Assumption 3. In general, we ap-
proximate F from below by introducing Fn := F ∧ n. It then follows from
the comparison theorem and the stability property for quadratic BSDE with
bounded terminal data that Cα(Fn) is nondecreasing in n, and
lim
n→∞
Cα0 (F
n) = sup
n
Cα0 (F
n) = Cα0 (F ).
On the other hand, we have also proved in (i) that Cα(Fn) is nondecreasing
in α, and
lim
α→∞
Cα0 (F
n) = sup
α
Cα0 (F
n) = C∞0 (F
n).
Thus, by interchanging the above two limiting procedures, we obtain
lim
α→∞
Cα0 (F ) = sup
α
sup
n
Cα0 (F
n)
= sup
n
sup
α
Cα0 (F
n)
= lim
n→∞
C∞0 (F
n).
29
According to (49), C∞0 (F
n) admits the stochastic control representation
C∞0 (F
n) = sup
v∈A⋆Γ[0,T ]
EQ
v
[Fn] .
Since Fn → F from below, by monotone convergence theorem, we have
lim
n→∞
C∞0 (F
n) = sup
v∈A⋆Γ[0,T ]
EQ
v
[F ] .
Using (49) again, we know the right hand side of the above equality is
nothing but the stochastic control representation of C∞0 (F ), i.e. (the first
component of) the minimal solution to the constrained BSDE (48). Hence,
limα→∞C
α
0 (F ) = C
∞
0 (F ).
Lemma 22. Suppose that the payoff F is bounded, and let (Cα(F ),Hα(F ))
be the unique solution to BSDE (37). Then, for any bounded solution
(C
∞
(F ),H
∞
(F ), A
∞
(F )) to the constrained BSDE (48), we have Cαt (F ) ≤
C
∞
t (F ), P-a.s., for t ∈ [0, T ].
Proof. If (C
∞
(F ),H
∞
(F ), A
∞
(F )) is a bounded solution to the constrained
BSDE (48), it follows from (37) and (48) that
Cαt (F )− C
∞
t (F ) =
∫ T
t
gα(u,Hαu (F ), Z
1
u(0))du −
∫ T
t
dA
∞
u (F )
−
∫ T
t
(Hαu (F )−H
∞
u (F ))
tr(θudu+ dBu)
≤
∫ T
t
gα(u,H
∞
u (F ), Z
1
u(0))du
−
∫ T
t
(Hαu (F )−H
∞
u (F ))
tr ((βu + θu)du+ dBu) ,
where β is defined as
βu =
gα(u,H
∞
u (F ), Z
1
u(0)) − g
α(u,Hαu (F ), Z
1
u(0))
|Hαu (F )−H
∞
u (F )|
2
(
Hαu (F )−H
∞
u (F )
)
,
for u ∈ [0, T ]. Using the similar arguments as in the proof of the upper
bound of gα in Lemma 19, we deduce
|βu| ≤ |Z
1
u(0)| + |θu|+
α
2
(|H
∞
u (F )|+ |H
α
u (F )|).
But
∫ ·
0(Z
1
u(0) + H
∞
u (F ) + H
α
u (F ))
trdBu is a BMO martingale, which
follows along the similar arguments as in Lemma 12 of [21] by noting that
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F is bounded, so
∫ ·
0 β
tr
u dBu is also a BMO martingale. In turn, defining Q
β
as
dQβ
dP
:= ET (
∫ ·
0
(βu + θu)
trdBu),
we have
Cαt (F )−C
∞
t (F ) ≤ E
Qβ
[∫ T
t
gα(u,H
∞
u (F ), Z
1
u(0))du|Ft
]
. (56)
Recall from Lemma 19 that gα(u,H
∞
u (F ), Z
1
u(0)) is nondecreasing in α.
Setting β := 1/α, similar to (42), we have
lim
α→∞
gα(u,H
∞
u (F ), Z
1
u(0))
= lim
α→∞
1
2α
dist2σtru Cc
(
αH
∞
u (F ) + Z
1
u(0) + θu
)
= lim
β→0
1
2β
(
dist2σtru Cc
(
H
∞
u (F ) + β(Z
1
u(0) + θu)
)
− dist2σtru Cc
(
H
∞
u (F )
))
=
1
2
(
∂
∂β
dist2σtru Cc
(
H
∞
u (F ) + β(Z
1
u(0) + θu)
))
|β=0,
where we used the constraint condition H
∞
u (F ) ∈ σ
tr
u C
c in the last but one
equality. We then calculate the derivative of the above quadratic distance
function dist2σtru Cc(·) with respect to β as
(Z1u(0)+θu)
tr
(
H
∞
u (F ) + β(Z
1
u(0) + θu)− Projσtru Cc(H
∞
u (F ) + β(Z
1
u(0) + θu))
)
,
which is 0 at β = 0. Thus, gα(u,H
∞
u (F ), Z
1
u(0)) ≤ 0, from which we con-
clude Cαt (F ) ≤ C
∞
t (F ).
3.3 A special case with subspace portfolio constraints
We show that the results herein cover the existing literature of indifference
valuation ([11], [15] and [24]), if the trading strategies stay in a subspace of
Rd rather than a general set.
To facilitate the discussion, we only consider an example with a sin-
gle traded asset. The more general case follows along similar arguments.
Consider a market with a single stock whose coefficients depend on a sin-
gle stochastic factor driven by a 2-dimensional Brownian motion, namely,
m = 2, d = 1, and
dSt = b (Vt)Stdt+ σ (Vt)StdB1,t,
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dVt = η (Vt) dt+ κ1dB
1
t + κ2dB2,t.
The payoff F has the form F = F (V·), which may depend on the whole path
of the stochastic factor process V .
We assume that the two positive constants κ1, κ2 satisfy |κ1|
2 + |κ2|
2 =
1, the functions b(·), σ(·) and η(·) are uniformly bounded, and σ(·) > 0.
Then, the wealth equation becomes dXπt = pitσ(Vt) (θ(Vt)dt+ dB1,t) , where
θ(Vt) =
b(Vt)
σ(Vt)
. We also choose C = R.
In this case, for z = (z1, z2), the driver f(t, z) in (9) reduces to
f (t, (z1, z2)) = −θ (v) z1 −
1
2α
|θ (v) |2 +
α
2
|z2|
2, (57)
and its convex dual f⋆(t, q) with q = (q1, q2) in (27) becomes
f⋆(t, (q1, q2)) = 1{q1+θ(v)=0}
|q2|
2 + |θ(v)|2
2α
+ 1{q1+θ(v)6=0} × (+∞). (58)
According to Theorem 14, the convex dual representation of Y in (30)
becomes
Yt = ess sup
q∈A⋆[t,T ]
q1,·=−θ(V·)
EQ
q
[
F −
∫ T
t
|q2,s|
2 + |θ(Vs)|
2
2α
ds
∣∣∣∣Ft
]
.
Note that the first component q1 of the density process q must be the neg-
ative risk premium −θ(Vs), s ∈ [0, T ]. Thus, under Q
q, the stock price
process S follows
dSt = σ(Vt)StdB
q
1,t, (59)
where
Bq1,t := B1,t −
∫ t
0
q1,sds = B1,t +
∫ t
0
θ(Vs)ds, t ∈ [0, T ],
is a one-dimensional Brownian motion under Qq, so Qq is an MLMM.
We also note that
E
[
dQq
dP
ln
dQq
dP
]
= EQ
q
[∫ T
0
|q2,s|
2 + |q1,s|
2
2
ds
]
. (60)
Hence, we can rewrite the convex dual representation of Y as the following
minimal entropy representation
Y0 = sup
q∈A⋆[0,T ]
q1,·=−θ(V·)
(
EQ
q
[F ]−
1
α
E
[
dQq
dP
ln
dQq
dP
])
. (61)
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Consequently,
C0(F ) = sup
q∈A⋆[0,T ]
q1,·=−θ(V·)
(
EQ
q
[F ]−
1
α
E
[
dQq
dP
ln
dQq
dP
])
− sup
q∈A⋆[0,T ]
q1,·=−θ(V·)
(
−
1
α
E
[
dQq
dP
ln
dQq
dP
])
, (62)
which is precisely the minimal entropy representation of the utility indiffer-
ence price obtained in [11], [15] and [24].
Next, we investigate the asymptotic behavior of the utility indifference
price in this example. One could, of course, work on (62) to obtain the
asymptotic results as in [15] and [24]. However, we shall apply the asymp-
totic results obtained in section 3.2 directly, in particular (40) and (49), and
compare them with the asymptotic results established in [15] and [24].
We follow the notations in section 3.2. We first show that when α →
0, the probability measure QZ introduced in (39) is the minimal entropy
martingale measure.
Denote the optimal density process by q⋆ = (q⋆1 , q
⋆
2), i.e. q
⋆ is the maxi-
mizer of
Y α0 (0) = sup
q∈A⋆[0,T ]
q1,·=−θ(V·)
(
−
1
α
E
[
dQq
dP
ln
dQq
dP
])
= EQ
q⋆
[∫ T
0
|q⋆2,s|
2 + |θ(Vs)|
2
−2α
ds
]
,
where we used (60) in the second equality. Similar to the proof of Theorem
14, the martingale representation theorem implies
dY αt (0) =
|q⋆2,t|
2 + |θ(Vt)|
2
2α
dt+
(
Zq
⋆
1,tdB
q⋆
1,t + Z
q⋆
2,tdB
q⋆
2,t
)
, (63)
for some R2-valued predictable process Zq
⋆
= (Zq
⋆
1 , Z
q⋆
2 ) ∈ L
2[0, T ], where
Bq
⋆
1,t :=B1,t −
∫ t
0
q⋆1,sds = B1,t +
∫ t
0
θ(Vs)ds;
Bq
⋆
2,t :=B2,t −
∫ t
0
q⋆2,sds, t ∈ [0, T ],
is a 2-dimensional Brownian motion under Qq
⋆
.
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On the other hand, according to the primal BSDE(0, f) with the driver
f given in (57), we also have
dY αt (0) =
(
θ (Vt)Z
α
1,t(0)−
α
2
|Zα2,t(0)|
2 +
|θ(Vt)|
2
2α
)
dt
+
(
Zα1,t(0)dB1,t + Z
α
2,t(0)dB2,t
)
=
2αZα2,t(0)q
⋆
2,t − |αZ
α
2,t(0)|
2 + |θ(Vt)|
2
2α
dt
+
(
Zα1,t(0)dB
q⋆
1,t + Z
α
2,t(0)dB
q⋆
2,t
)
. (64)
Comparing (63) and (64) gives (Zq
⋆
1,t, Z
q⋆
2,t) = (Z
α
1,t(0), Z
α
2,t(0)), and more-
over,
q⋆2,t = αZ
α
2,t(0) = Z
1
2,t(0), t ∈ [0, T ],
by the scaling property (34). Thus, the optimal density process is
(q⋆1,t, q
⋆
2,t) = (−θ(Vt), Z
1
2,t(0)), t ∈ [0, T ].
Note that the above density is nothing but the density of the probability
measure QZ in (39):
dQZ
dP
= ET (
∫ ·
0
−θ(Vt)dB1,t + Z
1
2,t(0)dB2,t),
which means QZ is the minimal entropy martingale measure.
To conclude the paper, we show that C∞0 (F ) in (49) is the superreplica-
tion price of F under MLMM in this example. To this end, observe that the
barrier cone Γt reduces to Γt = {v ∈ R
2 : v1 ≡ 0}, and the support function
δ⋆
σtrt C
c ≡ 0 on Γt. Thus, (49) becomes
C∞0 (F ) = sup
v∈A⋆
Cc
[0,T ]
EQ
v
[F ],
where
dQv
dP
= ET (
∫ ·
0
−θ(Vt)dB1,t + v2,tdB2,t),
so the stock price S follows (59), and Qv is an MLMM, i.e. C∞0 (F ) is the
superreplication price of F under MLMM Qv.
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4 Proofs of Theorems 5 and 14
4.1 Proof of Theorem 5
The main ideas for establishing existence and uniqueness of the solution to
BSDE (8) come from [5], [6] and [13]. To this end, we truncate the terminal
data F as follows
Fn,k = F+ ∧ n− F− ∧ k, for integers n, k > 0.
Then, it follows that |Fn,k| ≤ max{n, k}, and
−F− ≤ Fn,k+1 ≤ Fn,k ≤ Fn+1,k ≤ F+.
Moreover, limn,k→∞ F
n,k = F .
We first consider the following truncated BSDE(Fn,k, f)
Y n,kt = F
n,k +
∫ T
t
f(s, Zn,ks )ds−
∫ T
t
(Zn,ks )
trdBs, t ∈ [0, T ], (65)
which admits a unique solution (Y n,k, Zn,k) ∈ S∞ ×M2 (see, for example,
Theorem 2.3 of [23] for its proof). Moreover, we note that −ztrθt−
1
2α |θt|
2 ≤
f(t, z) ≤ α2 |z|
2, for (t, z) ∈ [0, T ] × Rm. The second inequality follows by
taking pit ≡ 0 in (9). In turn, the comparison theorem for quadratic BSDE
with bounded terminal data (see Theorem 2.6 in [23]) implies
Y t ≤ Y
n,k+1
t ≤ Y
n,k
t ≤ Y
n+1,k
t ≤ Y t, (66)
where Y solves BSDE(−F−,−ztrθ − 12α |θ|
2), namely,
Y t = −F
− +
∫ T
t
(−Ztrs θs −
1
2α
|θs|
2)ds −
∫ T
t
Ztrs dBs, t ∈ [0, T ], (67)
and Y solves BSDE(F+, α2 |z|
2), namely,
Y t = F
+ +
∫ T
t
α
2
|Zs|
2ds−
∫ T
t
Z
tr
s dBs, t ∈ [0, T ]. (68)
It is routine to check that both Y and Y have the explicit expressions
Y t = −E
Qθ
[
F− +
∫ T
t
1
2α
|θs|
2ds|Ft
]
;
Y t =
1
α
lnE[eαF
+
|Ft],
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where Qθ is the MLMM given in (17).
Next, we pass to the limit in (65). Since the solution Y n,k is only locally
bounded, we need to apply the localization method introduced in [5] (see
also [6]). For integer j ≥ 1, we introduce the following stopping time
τj = inf
{
t ∈ [0, T ] : max{Y t,−Y t} > j
}
∧ T.
Then (Y n,kj (t), Z
n,k
j (t)) := (Y
n,k
t∧τj
, Zn,kt 1{t≤τj}), t ∈ [0, T ], satisfies
Y n,kj (t) = F
n,k
j +
∫ T
t
1{s≤τj}f(s, Z
n,k
j (s))ds −
∫ T
t
(
Zn,kj (s)
)tr
dBs, (69)
where Fn,kj = Y
n,k
j (T ) = Y
n,k
τj .
For fixed j, Y n,kj (·) is nondecreasing in n and nonincreasing in k, while
it remains bounded by j. Hence, setting Yj(t) = infk supn Y
n,k
j (t), it follows
from the stability property of quadratic BSDE with bounded terminal data
(see Lemma 3 in [5] or Lemma 2 in [6]) that there exists Zj(·) ∈ M
2 such
that limk→∞ limn→∞Z
n,k
j (·) = Zj(·) in M
2, and (Yj(·), Zj(·)) satisfies
Yj(t) = Fj +
∫ τj
t
f(s, Zj(s))ds −
∫ τj
t
(Zj(s))
tr dBs, (70)
where Fj = Yj(T ) = infk supn Y
n,k
τj .
We now send j →∞ in (70). Following the same arguments as in section
4 in [5] (see also section 2 in [6]), we deduce that there exists (Y,Z) such
that Y is a continuous process, Z ∈ L2[0, T ], and
lim
j→∞
sup
t∈[0,T ]
|Yj(t)− Yt| = 0, lim
j→∞
∫ T
0
|Zj(t)− Zt|
2dt = 0, P− a.s.
Moreover, (Y,Z) satisfies BSDE(F, f) (cf. (8)).
To finish the proof of existence, it remains to prove that the solution
(Y,Z) stays in an appropriate space.
Lemma 23. The solution (Y,Z) to BSDE(F, f) constructed above satisfies
E
[
epαY
+
⋆ + eεY
−
⋆ +
∫ T
0
|Zs|
2ds
]
< +∞, (71)
where p > 1 and ε > 0 are given in (4). Moreover, if E[ep
′|F |] < +∞ for
any p′ ≥ 1, then
E
[
ep
′αY⋆ +
(∫ T
0
|Zs|
2ds
)p′/2]
< +∞. (72)
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Proof. Firstly, the construction of the limiting process (Y,Z) implies that
Z ∈ L2[0, T ], and moreover, by the inequality (66), it also holds that Y t ≤
Yt ≤ Y t. Hence, using the upper bound of Yt, we obtain
epαY
+
t ≤
(
E[eαF
+
|Ft]
)p
.
In turn, Doob’s inequality further yields
E[epαY
+
⋆ ] ≤ E
[
sup
t∈[0,T ]
(
E[eαF
+
|Ft]
)p]
≤
(
p
p− 1
)p
E[epαF
+
] < +∞, (73)
which means eαY
+
∈ Sp.
To prove eεY
−
∈ S1, let us fix q′ > q > 1. Using Y −t ≤ −Y t and Jensen’s
inequality we deduce that
e
ε
q′
Y −t ≤ exp
(
ε
q′
EQ
θ
[
F− +
∫ T
t
1
2α
|θs|
2ds|Ft
])
≤ EQ
θ
[
exp
(
ε
q′
(F− +
∫ T
t
1
2α
|θs|
2ds)
)
|Ft
]
.
Then, Ho¨lder’s inequality and the boundedness of θ further yield
e
ε
q′
Y −t ≤ C
(
E
[
exp
(
εq
q′
(F− +
∫ T
t
1
2α
|θs|
2ds)
)
|Ft
]) 1
q
≤ C
(
E[e
εq
q′
F−
|Ft]
) 1
q
.
In turn, it follows from Doob’s inequality that
E[eεY
−
⋆ ] ≤ CE
[
sup
t∈[0,T ]
(
E[e
εq
q′
F−
|Ft]
) q′
q
]
≤ C
(
q′
q′ − q
)q′/q
E[eεF
−
] < +∞. (74)
Next, we show that Z ∈M2. To this end, following [4] (see also [5] and
[6]), we introduce uε(x) :=
exp(εx)−εx−1
ε2
for x ≥ 0, and apply Itoˆ-Tanaka
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formula to uε(Y
−
t ). It follows that∫ t∧τεj
0
1{Ys≤0}
(
1
2
u
′′
ε (Y
−
s )|Zs|
2 + u
′
ε(Y
−
s )f(s, Zs)
)
ds
= uε(Y
−
t∧τεj
)− uε(Y
−
0 )−
∫ t∧τεj
0
1
2
u
′
ε(Y
−
s )dLs
+
∫ t∧τεj
0
1{Ys≤0}u
′
ε(Y
−
s )Z
tr
s dBs (75)
where L is the local time of Y at the level 0, and τ εj is defined as
τ εj = inf
{
t ∈ [0, T ] :
∫ t
0
|u′ε(Y
−
s )Zs|
2ds > j
}
∧ T.
Since f(s, Zs) ≥ −Z
tr
s θs −
1
2α |θs|
2 and u′ε(Y
−
s ) ≥ 0, we have
u′ε(Y
−
s )f(s, Zs) ≥ −u
′
ε(Y
−
s )
ε
2
|Zs|
2 − u
′
ε(Y
−
s )
(
1
2ε
+
1
2α
)
|θs|
2.
With the choice of the function uε(·), we also have
uε(Y
−
t∧τj
) ≤
e
εY −t∧τj
ε2
≤
eεY
−
⋆
ε2
, −uε(Y
−
0 ) ≤ 0,
and −
∫ t∧τj
0 u
′
ε(Y
−
s )dLs ≤ 0. Hence, (75) further yields∫ t∧τεj
0
1{Ys≤0}
u
′′
ε (Y
−
s )− εu
′
ε(Y
−
s )
2
|Zs|
2ds
≤
eεY
−
⋆
ε2
+
∫ T
0
1{Ys≤0}u
′
ε(Y
−
s )(
1
2ε
+
1
2α
)|θs|
2ds+
∫ t∧τεj
0
1{Ys≤0}u
′
ε(Y
−
s )Z
tr
s dBs.
Note that u
′′
ε (Y
−
s ) − εu
′
ε(Y
−
s ) = 1 and u
′
ε(Y
−
s ) ≤
eεY
−
s
ε ≤
eεY
−
⋆
ε . It then
follows that
1
2
∫ t∧τεj
0
1{Ys≤0}|Zs|
2ds
≤ (
1
ε2
+ C)eεY
−
⋆ +
∫ t∧τεj
0
1{Ys≤0}u
′
ε(Y
−
s )Z
tr
s dBs, (76)
and therefore, E[
∫ T
0 1{Ys≤0}|Zs|
2ds] < +∞.
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Similarly, applying Itoˆ-Tanaka formula to uα(Y
+
t ), and using the fact
that f(s, Zs) ≤
α
2 |Zs|
2, we obtain
1
2
∫ t∧ταj
0
1{Ys>0}|Zs|
2ds
≤
1
α2
eαY
+
⋆ −
∫ t∧ταj
0
1{Ys>0}u
′
α(Y
+
s )Z
tr
s dBs, (77)
and in turn, E[
∫ T
0 1{Ys>0}|Zs|
2ds] < +∞.
Next, we show that eαY ∈ Sp
′
and Z ∈ Mp
′
for any p′ ≥ 1, when F
has exponential moment of any order. The first part about Y follows along
the same arguments as in (73) and (74), so we only prove the second part
about Z. To this end, we send j → ∞ in (76) and (77), and add the two
inequalities,
1
2
∫ t
0
|Zs|
2ds ≤ (
1
ε2
+ C)eεY
−
⋆ +
1
α2
eαY
+
⋆
+ sup
t∈[0,T ]
∣∣∣∣
∫ t
0
(
1{Ys≤0}u
′
ε(Y
−
s )− 1{Ys>0}u
′
α(Y
+
s )
)
Ztrs dBs
∣∣∣∣ .
Consequently, there exists a constant K > 0 such that
E
[(∫ T
0
|Zs|
2ds
)p′/2]
≤ K
(
E[e
p′ε
2
Y −⋆ ] + E[e
p′α
2
Y +⋆ ]
+E
[
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
(
1{Ys≤0}u
′
ε(Y
−
s )− 1{Ys>0}u
′
α(Y
+
s )
)
Ztrs dBs
∣∣∣∣
p′/2
])
for any p′ ≥ 1.
Next, we apply the B-D-G inequality to the last term in the above in-
equality, and obtain (with constant C varying from line to line)
KE
[
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
(
1{Ys≤0}u
′
ε(Y
−
s )− 1{Ys>0}u
′
α(Y
+
s )
)
Ztrs dBs
∣∣∣∣
p′/2
]
≤ CE
[(∫ T
0
(|u
′
ε(Y
−
s )|
2 + |u
′
α(Y
+
s )|
2)|Zs|
2ds
)p′/4]
≤ CE
[(
e
p′ε
2
Y −⋆ + e
p′α
2
Y +⋆
)(∫ T
0
|Zs|
2ds
)p′/4]
≤
1
2
E
[(∫ T
0
|Zs|
2ds
)p′/2]
+ CE[ep
′εY −⋆ + ep
′αY +⋆ ].
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Hence, E[(
∫ T
0 |Zs|
2ds)p
′/2] < +∞, and we conclude the proof.
Finally, the uniqueness of the solution to BSDE (8) will be established
in the proof of Theorem 14 below as a corollary of the convex dual repre-
sentation of the solution Y .
4.2 Proof of Theorem 14
For any q ∈ A⋆F [0, T ], we define
Y qt := E
Qq
[
F −
∫ T
t
f⋆(s, qs)ds
∣∣∣∣Ft
]
,
which is finite due to the integrability condition in the admissible setA⋆F [0, T ].
Note that Y qt −
∫ t
0 f
⋆(s, qs)ds, t ∈ [0, T ], is a uniformly integrable mar-
tingale under Qq, so similar to the arguments as in Chapter 5.8 of [22],
it follows from the martingale representation theorem (under the filtration
{Ft}t≥0) that
Y qt −
∫ t
0
f⋆(s, qs)ds =
(
F −
∫ T
0
f⋆(s, qs)ds
)
−
∫ T
t
(Zqs )
trdBqs , (78)
for some Rm-valued predictable density process Zq ∈ L2[0, T ], where Bqt :=
Bt −
∫ t
0 qsds, t ∈ [0, T ], is an m-dimensional Brownian motion under Q
q.
On the other hand, we rewrite BSDE (8) under Qq as
Yt = F +
∫ T
t
(
f(s, Zs)− Z
tr
s qs
)
ds −
∫ T
t
Ztrs dB
q
s , t ∈ [0, T ]. (79)
For integer j ≥ 1, we introduce the following stopping time
τj = inf
{
t ∈ [0, T ] : max{
∫ t
0
|Zu|
2du,
∫ t
0
|Zqu|
2du} > j
}
∧ T,
so that both
∫ ·∧τj
0 Z
tr
s dB
q
s and
∫ ·∧τj
0 (Z
q
s )trdB
q
s are martingales under Qq.
Combining (78) and (79) and taking the conditional expectation with
respect to Ft give
Yt − Y
q
t = E
Qq
[
Yτj − Y
q
τj +
∫ τj
t
(
f(s, Zs)− Z
tr
s qs + f
⋆(s, qs)
)
ds
∣∣∣∣Ft
]
.
By (28), we then deduce that, for any q ∈ A⋆F [0, T ],
f(s, Zs)− Z
tr
s qs + f
⋆(s, qs) ≥ 0,
40
and thus
Yt − Y
q
t ≥ E
Qq
[
Yτj − Y
q
τj
∣∣∣Ft] . (80)
Note that Yτj → F , Y
q
τj → F , Q
q-a.s., and Y q is uniformly integrable under
Qq, so we only need to prove that Y is uniformly integrable under Qq in order
to pass to the limit in (80). For this purpose, we recall that eαY
+
∈ Sp and
eεY
−
∈ S1 (cf. Theorem 5). Then, by applying the inequality (13) to LqTY
+
⋆
(with p replaced by pα) and to LqTY
−
⋆ (with p replaced by ε), we get
EQ
q
[Y⋆] ≤ E[L
q
TY
+
⋆ ] + E[L
q
TY
−
⋆ ]
≤
E[LqT lnL
q
T ]
pα
−
E[LqT ] ln pα
pα
+ E[epαY
+
⋆ ]
+
E[LqT lnL
q
T ]
ε
−
E[LqT ] ln ε
ε
+ E[eεY
−
⋆ ] < +∞. (81)
Hence, by letting j → ∞ in (80), we conclude that Yt ≥ Y
q
t for any q ∈
A⋆F [0, T ].
To prove the equality, we set q⋆s ∈ ∂fz(s, Zs), for s ∈ [0, T ]. Then, (29)
implies
f(s, Zs)− Z
tr
s q
⋆
s + f
⋆(s, q∗s) = 0, (82)
from which we obtain Yt = Y
q⋆
t , for t ∈ [0, T ]. It remains to prove q
⋆ ∈
A⋆F [0, T ], which is established in the following lemma.
Lemma 24. The optimal density process q⋆ ∈ A⋆F [0, T ].
Proof. We first show q⋆ ∈ L2[0, T ]. Indeed, recalling that f(t, z) ≤ α2 |z|
2,
we obtain a lower bound of f⋆(t, q), for (t, q) ∈ [0, T ] × Rm,
f⋆(t, q) ≥ ztrq − f(t, z)
≥ ztrq −
α
2
|z|2 ≥
|q|2
2α
, (83)
by taking z = q/α in the last inequality. In turn, following (82),
f(s, Zs) = Z
tr
s q
⋆
s − f
⋆(s, q⋆s)
≤ Ztrs q
⋆
s −
|q⋆s |
2
2α
≤
|q⋆s |
2
4α
+ α|Zs|
2 −
|q⋆s |
2
2α
,
and together with f(s, Zs) ≥ −Z
tr
s θs −
|θs|2
2α , we further obtain
1
4α
|q⋆s |
2 ≤ α|Zs|
2 + Ztrs θs +
|θs|
2
2α
.
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The assertion then follows by noting that Z ∈ M2 ⊂ L2[0, T ] and θ is
bounded.
Next, we show that Lq
⋆
T = ET (
∫ ·
0(q
⋆
u)
trdBu) has finite entropy. To this
end, for integer j ≥ 1, we introduce the following stopping time
σj = inf
{
t ∈ [0, T ] : max
{
exp
(
1
2
∫ t
0
|q⋆s |
2ds
)
,
∫ t
0
|Zq
⋆
s |
2ds
}
> j
}
∧ T,
so that Lq
⋆
·∧σj is a uniformly integrable martingale under P.
We can then define a probability measure Qq
⋆
on Fσj by
dQq
⋆
dP := L
q⋆
σj ,
and an m-dimensional Brownian motion Bq
⋆
t := Bt−
∫ t
0 q
⋆
udu, for t ∈ [0, σj ].
It follows from the definitions of σj and B
q⋆ that
∫ ·∧σj
0 (Z
q⋆
s )trdB
q⋆
s is also a
martingale under Qq
⋆
.
Applying the inequality (13) to Lq
⋆
σj (αYσj ) gives
E[Lq
⋆
σjαYσj ] ≤
E[Lq
⋆
σj lnL
q⋆
σj ]
p
−
E[Lq
⋆
σj ] ln p
p
+ E[epαY
+
⋆ ] (84)
with p > 1 given in (4).
Furthermore, using the fact Y = Y q
⋆
and BSDE (78) under Qq
⋆
, we
obtain
E[Lq
⋆
σjαYσj ] = E
Qq
⋆
[αYσj ]
= EQ
q⋆
[αY q
⋆
σj ]
= EQ
q⋆
[
αY q
⋆
0 +
∫ σj
0
αf⋆(u, q⋆u)du+
∫ σj
0
(Zq
⋆
u )
trdBq
⋆
u
]
≥ αY0 + E
Qq
⋆
[∫ σj
0
1
2
|q⋆u|
2du
]
, (85)
where we used the lower bound of f⋆ (cf. (83)) in the last inequality.
Finally, combining (84) and (85), and observing
E[Lq
⋆
σj lnL
q⋆
σj ] = E
Qq
⋆
[∫ σj
0
1
2
|q⋆u|
2du
]
,
we obtain
(1−
1
p
)E[Lq
⋆
σj lnL
q⋆
σj ] ≤ −αY0 −
ln p
p
+E[epαY
+
⋆ ] < +∞.
The assertion then follows by sending j → ∞ in the above inequality, and
using Fatou’s lemma.
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We conclude the proof by verifying that both f⋆ and F are intergrade
under Qq
⋆
. Firstly, the lower bound of f⋆ in (83) yields
EQ
q⋆
[∫ T
0
f⋆(u, q⋆u)du
]
≥ EQ
q⋆
[∫ T
0
1
2α
|q⋆u|
2du
]
≥ 0.
On the other hand, it follows from BSDE (78) under Qq
⋆
and the fact Y =
Y q
⋆
that
EQ
q⋆
[∫ σj
0
f⋆(u, q⋆u)du
]
= EQ
q⋆
[
Y q
⋆
σj − Y
q⋆
0
]
≤ EQ
q⋆
[Y⋆]− Y0.
According to the inequality (81) (with q replaced by q⋆), EQ
q⋆
[Y⋆] < +∞,
so we have verified the integrability of f⋆. Similarly, applying the inequality
(13) to Lq
⋆
σjF yields that F is integrable under Q
q⋆:
EQ
q⋆
[|F |] = E[Lq
⋆
T F
+] +E[Lq
⋆
T F
−]
≤
E[Lq
⋆
T lnL
q⋆
T ]
pα
−
E[Lq
⋆
T ] ln pα
pα
+ E[epαF
+
]
+
E[Lq
⋆
T lnL
q⋆
T ]
ε
−
E[Lq
⋆
T ] ln ε
ε
+ E[eεF
−
] < +∞,
and the proof is complete.
5 Conclusions
We have solved an exponential utility maximization problem with unbounded
payoffs under general portfolio constraints. The results have been subse-
quently applied to utility indifference valuation of unbounded payoffs. Due
to the appearance of non-subspace portfolio constraints, the traditional min-
imal entropy representation does not hold anymore. Using the tools from
quadratic BSDE with unbounded terminal data, we have obtained a new
convex dual representation of the utility indifference price and its asymp-
totic behavior. The results herein could also be extended to the unbounded
coefficients case, if one uses another layer of approximation of the corre-
sponding BSDE. We leave such an extension for the future research.
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