Particle filters have been introduced as a powerful tool to estimate the posterior density of nonlinear systems. These filters are also capable of processing data online as required in many practical applications. In this paper, we propose a novel technique for video stabilization based on the particle filtering framework. Scale-invariant feature points are extracted to form a rough estimate which is used to model the importance density. We use a constant-velocity Kalman filter model to estimate intentional camera movement. We also prove that the particle filtering estimate will lower the error variance. The superior performance and robustness of our algorithm is demonstrated by computer simulations.
INTRODUCTION
Cameras mounted on hand-held devices and mobile platforms such as cars and planes capture unstable images. Rattled camera motion and platform vibrations degrade the visual quality of video images. Different video stabilization techniques have been proposed to construct stable images. A critical step in stabilization is motion estimation. In [1] , a six-parameter affine model is used to describe the inter-frame transformation. The model parameters are estimated by minimizing a p-norm-based cost function. Sung-Jea Ko et.al employs a gray-coded bit-plane matching [2] to estimate fast motion. Sub-image phase correlation based global motion estimation is proposed by S. Erturk [3] , to find the translation along x and y axis. These are intensity based algorithms, while in [4] , C. Morimoto and R. Chellappa solve the 2D motion equations using features on the horizon, which is a strong visual cue in off-road situations. In [5] , the authors deal with on-road situation by detecting the lane lines and road vanishing point in the image as global features.
Our system employs a particle filtering [6] Xk =Xk-I + nt (4) nk NG(AXk, >) (5) where Xk 1 is the estimation of the state in time step k -1.
We add the previous motion because we want all the parameters estimated are relative to the reference frame, which can directly been used for compensation. NG (AXk,>) refers to the Gaussian function, with mean Axk and covariance matrix S. In this problem, it is reasonable to assume that the three dimensions of Gaussian function are independent. (8) Once we obtain the weight for each particle, we will approach the true state by a discrete weighted approximation, The choice of a good importance density is the crucial step in the design of particle filter. A technique is proposed here to encourage particles be generated close to true posterior density.
We use feature tracking to get the means of the Gaussian density function, ATXk, ATyk, AOk, which have been mentioned in Section 2.1. The feature points we use are obtained based on SIFT algorithm [8] . SIFT extracts and connects feature points in images which are invariant to image scale, rotation and changes in illumination. Once we have corresponding pairs, we can use them to determine the transform matrix between two images. Equ. where (x, y) and (x', y') are corresponding feature points.
We need only two pairs to determine an unique solution. However, more matches can be added as shown in (10). The overdetermined system is in the form of Y = XA, which can be easily solved under Least-Square criteria by A = [XTX] -IXTY.
The values of ATXk, ATyk and AOk serve as a rough estimation and hence the means of importance density function. It helps us to avoid generating useless particles and hence to keep the computation cost low enough to achieve online performance.
Properties of Particle Filtering Estimation
Instead of using directly the rough estimation Axk yielded from (10), we use an advanced particle filtering algorithm for estimation due to its desirable properties stated below. ( 1 1) we can achieve Var(Ek) < Var(ek), in all the three dimensions of the state. Ck is a constant related to the importance density and w' is the normalized weight obtained from (8) . And we can also prove that the above requirement is always satisfied by a sufficiently large N, under the constraint thatEZ 1 w' = 1. It means that particle filtering gives estimation with lower error variance, hence the estimation is smoother over time.
2) Convergence property of particle filters. In [9] , it is shown that the estimation of particle filter converges in mean square sense, and the rate of convergence is in 1/N. Therefore, in every frame, the estimation of the motion vector converges very fast to the true values.
3) Robustness of particle filters. SIFT algorithm might connect wrong feature points, especially when pictures are blurred by rapid shakes of the camera. Computing the transform matrix from incorrect correspondences will produce bad results. On the contrary, particle filter performs well even when the output of SIFT is inaccurate. Since particle filter relies on samples around the SIFT output rather than the output itself, and incorporates different properties of the images, it is more resistent to mistakes that single algorithm would make. The practical necessity will be proved by the experimental results reported in Section 4.
INTENTIONAL MOTION ESTIMATION AND MOTION COMPENSATION
When the camera moves with the user, namely, the frames in the video observe an intentional motion, we cannot compensate for the global motion directly. 
where /k k -Ok. (x, y') and (x5, y') is the pixel locations of unstable and stabilized image, respectively. Another important issue here is how to deal with moving objects. In a situation that background moves with the shaking camera, we can tell the moving objects by noticing the moving velocities of different parts in the images. It can be assumed that the velocity of the moving objects is much larger than that of the background. Therefore, by comparing two successive frames, the parts which have moved an extraordinarily large distance should be isolated before estimating the global motion and intentional motion.
EXPERIMENTAL RESULTS
We test the effectiveness of our algorithm in several real-life video sequences captured by a hand held digital camera without any image stabilization technique. Here we report some of the experimental results. Fig.1 shows the frames 1 (reference frame), frame 30, frame 60 of an indoor static scene sequence, with both original images ( Fig. 1 (a) ) and stabilized images ( Fig. 1 (b) ). Note that the stabilized images remain motionless with respect to the reference frame, regardless of the rotation and translation of the camera. Fig.2 (a) shows the frame 1 (reference frame), frame 50, frame 60 of an outdoor scene sequence. In this sequence, not only the camera is vibrating, but a car is also passing by in the scene. Fig.2 (b) is a test output using simply the parameters obtained from SIFT points, AXk. Fig.2 (c) is the stabilization output of our complete particle filter algorithm. It can be noticed that when SIFT tracks wrong feature points due to the blurring, the estimation is incorrect. Yet, as shown in (c), particle filter can recover itself and give steady performance. Fig.3 shows three frames of a road scene sequence observing intentional motion, with both original images ( Fig.3 (a) ) and stabilized images (Fig.3 (b) ). The red cross tags the road vanishing point in the first frame, and the location is fixed through all the frames. As we can see, the red cross remains in the road vanishing point in all the three frames of the stabilized video. Fig.4 shows the ground truth of the global motion, the estimation results of our global and intentional motion estimation. We also compute in this case the RMSE between originally stable image and unstable images, and the RMSE between originally stable image and stabilized images. The former is 362.69 in average and the latter is 59.36 in average for 200 frames. The error is reduced largely in stabilized sequence, which indicates effectiveness of the algorithm.
CONCLUSION
In this paper, we have presented a novel approach for video stabilization. We use particle filters to estimate the global motion between adjacent frames. Desired motion estimation has also been implemented to extract abrupt movements for compensation. Experiments have proved that our algorithm yields robust results. The flexibility of particle filters allows the algorithm be further developed and applied to variant situations. l llllllll|l| 
