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Cap´ıtulo 1
Introduccio´n
La teor´ıa de la complementariedad trata problemas de optimizacio´n en
donde el objetivo principal se centra en encontrar un vector x ∈ Rn tal que
para una funcio´n f(x) se cumple lo siguiente:
x ≥ 0, f(x) ≥ 0 y xTf(x) = 0, (1.1)
en donde f : Rn → Rn es una aplicacio´n continua y las desigualdades
son por componentes. A e´ste u´ltimo problema se le conoce como proble-
ma esta´ndar de complementariedad. Si decimos adema´s que la funcio´n f es
lineal, entonces el problema (1.1) es llamado el problema lineal de comple-
mentariedad.
Sin embargo, podemos decir que en cierto grado (vea [22]) un problema
de complementariedad es ana´logo al concepto de punto estacionario en prob-
lemas de extremos, es decir, si el punto x = 0 es un mı´nimo (local) de una
funcio´n real diferenciable F definida sobre la mitad positiva R+ = [0,+∞)
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entonces la desigualdad F ′(x) ≥ 0, junto con la condicio´n de complemen-
tariedad xTF ′(x) = 0 es su condicio´n necesaria. Ahora bien, si el punto en
cuestio´n x es estrictamente positivo entonces la condicio´n del mı´nimo nece-
saria se reduce a la igualdad F ′(x) = 0. Estos dos casos pueden resumirse
como sigue:
x ≥ 0, F ′(x) ≥ 0 y xF ′(x) = 0.
En forma ma´s general, cuando una funcio´n diferenciable F esta´ defini-
da sobre un espacio vectorial Rn, y tenemos que encontrar un punto x =
(x1, x2, . . . , xn) tal que sea un mı´nimo local de la funcio´n F sobre el ortante
no negativo Rn+, las condiciones necesarias para que esto se cumpla son:
∂F (x)
∂xi
≥ 0, si xi = 0, y ∂F (x)
∂xi
= 0, si xi > 0,




reescribir la u´ltima relacio´n en la forma siguiente:
fi(x) ≥ 0, xi ≥ 0, i = 1, . . . , n,
n∑
i=1
xifi(x) = 0. (1.2)
Si nos olvidamos del origen de las funciones fi y las consideramos arbi-
trarias, e´ste u´ltimo problema (1.2) puede ser llamado el problema de com-
plementariedad no lineal.
El estudio de los problemas de complementariedad es un a´rea de las
matema´ticas que se ha tornado ma´s que interesante con muchas aplica-
ciones en la optimizacio´n, teor´ıa de juegos, control o´ptimo estoca´stico, in-
genier´ıa, economı´a, etc. Adema´s, tiene estrecha relacio´n con dominios de
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matema´tica fundamental como lo son la teor´ıa del punto fijo, ana´lisis no lin-
eal, teor´ıa del grado topolo´gico, desigualdades variacionales as´ı como mod-
elacio´n matema´tica y ana´lisis nume´rico.
Los problemas de complementariedad se remontan al estudio hecho por
Lemke y Howson en 1963 en donde el ca´lculo del punto de equilibrio de
Nash en la teor´ıa de juegos para dos personas, es equivalente a un problema
l´ıneal de complementariedad. Y para 1968 Cottle y Dantzig unificaro´n la
programacio´n lineal y cuadra´tica con los juegos bimatriciales.
En fin, el desarrollo y produccio´n de nuevas te´cnicas para su solucio´n han
incrementado el nu´mero de publicaciones al respecto, as´ı como tambie´n el
nu´mero de aplicacio´nes. Enseguida se presenta una de esas aplicaciones.
La teor´ıa de la complementariedad tiene una gran variedad de aplicaciones
en la vida real, por ejemplo en el campo de la f´ısica como lo es la lubricacio´n
elasto-electrodina´mica [31] en la cual Michael Kostreva lo formula como un
problema de complementariedad no lineal.
La lubricacio´n elasto-hidrodina´mica es un tipo de lubricacio´n en la cual
la deformacio´n ela´stica de las superficies juega un papel importante en el
proceso de lubricacio´n hidrodina´mica, implica la presencia de una pel´ıcula
de fluido entre las superficies y no existe contacto alguno entre ellas.
Se considera el caso del material puro (sin desplazamiento) en condi-
ciones isote´rmicas. Las soluciones de estado sera´n consideradas constantes.
El lubricante entre los dos cilindros en l´ınea ela´stica de contacto se consid-
era incompresible. Se supondra´ que la viscosidad del lubricante llega de su
valor de equilibrio de forma instanta´nea de acuerdo con la ley de la presio´n
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v = v0e
αp, donde v denota la viscosidad, p la presio´n y α y v0 son lubricantes
parametricos dependientes.
Cualquier carga aplicada externamente sera´ equilibrada por la presio´n
generada en la pel´ıcula lubricante. El espesor de la pel´ıcula lubricante se
asumira´ positivo sobre todo el dominio de intere´s.
Entre el punto de entrada denotado por xa, y el punto de salida xb (xb >
xa), la fo´rmula de Reynolds cuantifica la relacio´n entre la presio´n, espesor de
la pel´ıcula y la viscosidad. La entrada de punto xa sera´ conocida, mientras
que el punto de salida (sin l´ımite) xb se determinara´ como parte de la solucio´n.
La ecuacio´n de Reynolds, la ecuacio´n de la elasticidad lineal, la ecuacio´n
de la presio´n, de viscosidad y la restriccio´n de carga no son de dimensio´n
correspondiente por x = x
a
, h = h
δ
y p = p
pmax
.
Adema´s introducimos la variable k que es el equivalente dimensional a la
suma de los te´rminos (h0, + constante) en la formulacio´n de Dowson y Hig-
ginson. Esto lleva al siguiente problema de frontera libre para la distribucio´n
de la presio´n p(x) y el espesor de la pel´ıcula h(x).
Dados los para´metros α y λ y un punto de entrada xa, encontrar p(x) y
























con las condiciones de frontera:




Para que el problema tenga un sentido f´ısico buscamos soluciones p(x)
que satisfagan p(x) ≥ 0 en [xa, xb] y p(x) = 0 en [xb,∞). Para darle e´ste
enfoque es necesario aplicar la Teor´ıa de la Complementariedad. Entonces el
anterior problema puede ser reformulado como sigue:
R(p, h, k) = 0, en [xa, xb]
R(p, h, k) ≥ 0, en [xb, xF ]
S(p, h, k) = 0, en [xa, xF ]
T (p, h, k) ≥ 0, en [xb, xF ]
sujeto a: p(x) ≥ 0, en [xa, xb], p(x) = 0, en [xb, xF ], h(x) > 0 en
[xa, xF ], k sin restriccio´n de signo, junto con las condiciones de frontera.




















En el Cap´ıtulo 2 se presenta el problema impl´ıcito de complementariedad
para el cual primero establecemos medidas del error y algunas estimaciones
para problemas perturbados, despue´s mediante un cambio de variable pasamos
del problema impl´ıcito de complementariedad al problema esta´ndar, inmedi-
atamente despue´s se aplican los me´todos de Newton exacto e inexacto para
su solucio´n y para obtener la taza de convergencia del punto solucio´n del
problema auxiliar al problema original.
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En el Cap´ıtulo 3 resolvemos el problema impl´ıcito de complementariedad
mediante un algoritmo de perturbacio´n. Primeramente establecemos condi-
ciones de existencia y unicidad de la solucio´n con respecto a la perturbacio´n,
enseguida mostramos la taza de convergencia de la solucio´n con respecto a
la taza de convergencia de la secuencia de perturbaciones a cero. Y final-
mente, trabajamos con un algoritmo para resolver problemas impl´ıcitos de
complementariedad perturbados.
En el Cap´ıtulo 4 se presenta un caso particular de problemas de dos nive-
les en el que la variable del lado derecho de las restricciones del seguidor
funciona como para´metro. Adema´s, consideramos el caso de las variables
enteras-mixtas. El presente trabajo lo considera debido a dos razones. La
primera viene del hecho ya demostrado de que todo problema de optimizacio´n
puede ser reformulado como un problema de complementariedad; dicho lo an-
terior el problema descrito en Cap´ıtulo 4, uno de los dos niveles puede ser
reformulado como un problema de complementariedad. La segunda razo´n que
ya es considerada en una cantidad creciente de articulos es la de los proble-
mas MPEC (por sus siglas en ingle´s Mathematical Programs with Equilibri-




La Convergencia Global: El
Me´todo de Newton
Aproximado para Resolver el
Problema Impl´ıcito de
Complementariedad No Lineal
2.1. Revisio´n de la Literatura
La Teor´ıa de la Complementariedad es un a´rea relativamente nueva en
las Matema´ticas Aplicadas, que ha sido ra´pidamente desarrollada y extendi-
da en los u´ltimos an˜os. Se relaciona con modelacio´n matema´tica, teor´ıa de
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optimizacio´n, ingenier´ıa, meca´nica estructural, elasticidad, teor´ıa de la lu-
bricacio´n, economı´a, ca´lculo variacional, teor´ıa del equilibrio, control o´ptimo
estoca´stico, etc.
Los articulos publicados hasta ahora sobre e´ste tema soportan la idea
de que e´ste dominio esta´ en los procesos de desarrollo ambos intensivo y
extensivo, y el rango de sus aplicaciones esta´ realmente creciendo.
La Teor´ıa de la Complementariedad ha sido generalizada y extendida a
muchas diferentes direcciones. El Problema Impl´ıcito de Complementariedad,
que es una de tales generalizaciones del problema esta´ndar de complemen-
tariedad, fue planteado en la vida de algunos problemas especiales de control
o´ptimo estoca´stico en [3], [4] y [29], entre muchos otros.
El Problema Impl´ıcito de Complementariedad (ICP por sus siglas en in-
gle´s) puede ser introducido como sigue: Encontrar un vector x ∈ Rn tal que:
f(x) ≥ 0, g(x) ≥ 0, y [g(x)]Tf(x) = 0,
en donde f, g : Rn → Rn son aplicaciones continuas, y las desigualdades
son por componentes.
El ICP ha sido estudiado por un abundante nu´mero de autores, cf. [6],
[8], [18], [19], [21], [25], [26], [28], [35], [36], [37], [39], [40]. Recien-
temente, un nuevo me´todo ha sido introducido en el estudio de problemas
de complementariedad. E´ste me´todo se basa en el concepto de una excep-
cional familia de elementos (EFE) para una aplicacio´n continua. La nocio´n
de la EFE fue introducida con el fin de usar la teor´ıa de grado topolo´gico
cuando probamos la existencia de las soluciones a los problemas de com-
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plementariedad en [25], basada sobre la idea de una secuencia excepcional
definida en [45]. Haciendo uso de e´ste concepto, muchos nuevos resultados
han sido obtenidos, vea [6], [7], [21], [23], [25] entre otros.
En [6] y [21], fueron obtenidos interesantes teoremas alternativos rela-
cionados a la existencia de soluciones para problemas impl´ıcitos de comple-
mentariedad.
En [26], fue demostrado que por una pequen˜a modificacio´n del concepto
de la excepcional familia de elementos (EFE) para un par de funciones y
reemplazando los resultados de grado topolo´gico por la Alternativa de Leray-
Schauder, podemos obtener una alternativa general, implicando un teorema
de existencia para problemas impl´ıcitos de complementariedad.
Los autores del art´ıculo [51] introdujeron un nuevo tipo de excepcional
familia de elementos (EFE) para resolver problemas impl´ıcitos de comple-
mentariedad.
En [1], los autores consideran el problema impl´ıcito de complemen-
tariedad en el marco de la celos´ıa de Hilbert. Ha sido demostrado que e´ste
problema puede ser formulado como un problema del Punto Fijo con ade-
cuados cambios de variable. Por otra parte, ellos mostraron la existencia y
unicidad de las soluciones de problemas impl´ıcitos de complementariedad
haciendo uso de esta formulacio´n.
En [49], es introducido un problema nuevo llamado el problema impl´ıcito
de complementariedad generalizado, que generaliza todas las formulaciones de
problemas de complementariedad que han sido estudiados hasta ahora. Tam-
bie´n muestran aplicaciones del problema impl´ıcito de complementariedad.
9
En [30], es considerada una clase de problemas impl´ıcitos de complemen-
tariedad con dependencia de para´metros, teniendo una solucio´n u´nica para
cada valor del para´metro (control) de un conjunto dado. Entonces un prob-
lema de optimizacio´n puede ser formulado, tal que un problema impl´ıcito de
complementariedad surge como una restriccio´n. Ellos usan herramientas de
ana´lisis no diferencial y proponen una aproximacio´n a su solucio´n nu´mer-
ica usando un me´todo de optimizacio´n no diferenciable y una variante del
me´todo de Newton no diferenciable.
Los autores de [32] trataron el problema impl´ıcito de complementariedad
parame´trico, y [44] trabajo´ con el problema impl´ıcito de complementariedad
no lineal.
En [24], fue introducida la nocio´n de una infinitesimal excepcional familia
de elementos para un par ordenado de aplicaciones. Usando una aplicacio´n
de inversio´n especial, se presenta una dualidad entre la excepcional familia
de elementos para un par ordenado de aplicaciones y la infinitecimal excep-
cional familia de elementos para un par ordenado de aplicaciones. Usando
esta dualidad y la nocio´n de derivadas escalares, se presentan teoremas de
existencia para problemas impl´ıcitos de complementariedad en espacios de
Hilbert.
Soluciones nume´ricas de problemas de complementariedad pueden ser re-
alizadas mediante varias clases de algoritmos, tales como me´todos de Newton
y quasi-Newton, me´todos de regularizacio´n, etc. (cf., por ejemplo, [39], [40],
[41], [42], entre otros).
El cap´ıtulo esta´ basado en [27] que trabaja el problema de complemen-
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tariedad esta´ndar no lineal. De esta manera, hacemos uso del me´todo de
Newton y una variante del algoritmo de Newton inexacto para resolver el
problema impl´ıcito de complementariedad no lineal.
2.2. Medida del Error y Perturbaciones
Consideramos el Problema general de Complementariedad Impl´ıcito (no
lineal) (ICP por sus siglas en ingle´s) como sigue: Encontrar un vector x ∈ Rn
tal que:
g(x) ≥ 0, f(x) ≥ 0, y [g(x)]T [f(x)] = 0, (2.1)
en donde f, g : Rn → Rn y f, g ∈ C1(Rn). El me´todo de Newton para
resolver el problema (2.1) consiste en lo siguiente [42]: generar una secuencia
de puntos xk: seleccionar una iteracio´n inicial x0 ∈ Rn, y al asumir que el
valor xk es conocido, determinar xk+1 como la solucio´n exacta del Problema
Impl´ıcito de Complementariedad Lineal:
z ≡ g(xk) + g′(xk)(x−xk) ≥ 0, w ≡ f(xk) + f ′(xk)(x−xk) ≥ 0, y zTw = 0.
(2.2)
Bajo ciertas suposiciones [41], la secuencia {xk} esta´ definida correcta-
mente y converge localmente a la solucio´n del problema (2.1) a una taza
cuadra´tica.
Con el fin de examinar el comportamiento del me´todo de Newton, ob-
tendremos algunas estimaciones para una funcio´n de medida del error (una
funcio´n de me´rito) ‖h(x)‖, en donde h(x) = mı´n(g(x), f(x)) es el mı´nimo
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por componentes de los vectores g(x) y f(x).
Definicio´n 2.2.1 Una aplicacio´n f : Rn → Rn es llamada fuertemente
mono´tona con respecto a otra aplicacio´n g : Rn → Rn, si existe un escalar
β > 0 tal que:
〈f(x)− f(y), g(x)− g(y)〉 ≥ β ‖g(x)− g(y)‖2 , (2.3)
para cualquier x, y ∈ Rn.
Definicio´n 2.2.2 Una aplicacio´n f : Rn → Rn es llamada Lipschitz-continua,
si existe un escalar L > 0 tal que:
‖f(x)− f(y)‖ ≤ L ‖x− y‖ , (2.4)
para cualquier x, y ∈ Rn.
Definicio´n 2.2.3 Una aplicacio´n f : Rn → Rn es llamada g-Lipschitz con-
tinua con respecto a otra aplicacio´n g : Rn → Rn, si existe un escalar L > 0
tal que:
‖f(x)− f(y)‖ ≤ L ‖g(x)− g(y)‖ , (2.5)
para cualquier x, y ∈ Rn.
De aqu´ı en adelante, 〈·, ·〉 denota el producto punto euclideano en Rn.
Lema 2.2.4 Sea f ∈ C1(Rn) una aplicacio´n g-fuertemente mono´tona. Por
otra parte, sea g una aplicacio´n fuertemente mono´tona con un para´metro
βg > 0, y Lipschitz continua con un para´metro Lg > 0.
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Entonces, para cualquier conjunto compacto y convexo V ⊂ Rn, existen
escalares: λV > 0 y δV > 0 tales que para cualquier x, y ∈ V , la siguiente
desigualdad esta´ cumplida:
λV ‖x− y‖ ≤ ‖h(x)− h(y))‖ ≤ δV ‖x− y‖ . (2.6)
Demostracio´n. Primeramente, establecemos la siguiente desigualdad a
demostrar:
λV ‖g(x)− g(y)‖ ≤ ‖h(x)− h(y)‖ ≤ δV ‖g(x)− g(y)‖ . (2.7)
Definimos χ(x) = g(x)−h(x) ≥ 0, τ(x) = f(x)−h(x) ≥ 0 para cualquier
punto x ∈ Rn. Adema´s, es evidente que χT τ = 0 para cualquier x. Ahora
bien, consideramos el siguiente producto punto:
〈f(x)− h(x)− f(y) + h(y), g(x)− h(x)− g(y) + h(y)〉 =
= 〈f(x)− f(y), g(x)− g(y)〉 − 〈h(x), g(x)− g(y)〉+
+ 〈h(y), g(x)− g(y)〉 − 〈f(x)− f(y), h(x)〉+
+ 〈f(x)− f(y), h(y)〉+ ‖h(x)‖2 + ‖h(y)‖2 − 2 〈h(x), h(y)〉 =
= 〈f(x)− f(y), g(x)− g(y)〉 − 〈h(x)− h(y), g(x)− g(y)〉−
− 〈f(x)− f(y), h(x)− h(y)〉+ ||h(x)− h(y)||2. (2.8)
Ahora, ya que f es g-fuertemente monotona, i. e. (2.3) se cumple, entonces
tenemos lo siguiente:
〈f(x)− h(x)− f(y) + h(y), g(x)− h(x)− g(y) + h(y)〉 ≥
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≥ β ‖g(x)− g(y)‖2 − 〈h(x)− h(y), g(x)− g(y)〉−
− 〈f(x)− f(y), h(x)− h(y)〉+ ‖h(x)− h(y)‖2 .
Por otro lado, el producto punto (2.8) puede ser reescrito como sigue:
〈τ(x)− τ(y), χ(x)− χ(y)〉 =
= χT (x)τ(x)− χT (x)τ(y)− χT (y)τ(x) + χT (y)τ(y) =
= −χT (x)τ(y)− χT (y)τ(x) ≤ 0;
combinando las dos cadenas, obtenemos:
β ‖g(x)− g(y)‖2 + ‖h(x)− h(y)‖2 ≤
≤ 〈h(x)− h(y), g(x)− g(y)〉+ 〈f(x)− f(y), h(x)− h(y)〉
≤ ‖h(x)− h(y)‖ ‖g(x)− g(y)‖+ ‖f(x)− f(y)‖ ‖h(x)− h(y)‖ . (2.9)
Por otra parte, con la condicio´n f ∈ C1(Rn), podemos encontrar para
cualquier conjunto compacto V ∈ Rn, LˆV = ma´xx∈V¯ ‖f ′(x)‖ > 0. Entonces
f es Lipschitz continua con la constante LˆV , i. e.:
‖f(x)− f(y)‖ ≤ LˆV ‖x− y‖ ,∀x, y ∈ V,
por otro lado, si asumimos que g es fuertemente mono´tona con una con-
stante βg, i.e.
〈g(x)− g(y), x− y〉 ≥ βg ‖x− y‖2 , (2.10)





‖f(x)− f(y)‖ ≤ LV ‖g(x)− g(y)‖ ,∀x, y ∈ V. (2.11)
14
Combinando (2.11) con la cadena (2.9), la siguiente desigualdad esta´ cumpl-
ida:
‖h(x)− h(y)‖2−(LV +1) ‖g(x)− g(y)‖ ‖h(x)− h(y)‖+β ‖g(x)− g(y)‖2 ≤ 0,
para cualquier x, y ∈ V . De aqu´ı que
‖h(x)− h(y)‖2
‖g(x)− g(y)‖2 − (LV + 1)
‖h(x)− h(y)‖
‖g(x)− g(y)‖ + β ≤ 0.
Sea t = ‖h(x)−h(y)‖‖g(x)−g(y)‖ , entonces tenemos la siguiente desigualdad cuadra´tica:
t2 − (LV + 1)t+ β ≤ 0,
directamente llegamos a la siguiente estimacio´n necesaria
β
LV + 1




y δV = LV + 1, esto implica
λV ‖g(x)− g(y)‖ ≤ ‖h(x)− h(y)‖ ≤ δV ‖g(x)− g(y)‖ . (2.12)
Ahora bien, ya que g es fuertemente mono´tona, la siguiente desigualdad
se cumple:
λV ‖g(x)− g(y)‖ ≥ λV βg ‖x− y‖ . (2.13)
Por otro lado, si la aplicacio´n g es Lipschitz continua con la constante
Lg > 0, i.e.
‖g(x)− g(y)‖ ≤ Lg ‖x− y‖ , (2.14)
se sigue directamente la siguiente desigualdad
δV ‖g(x)− g(y)‖ ≤ δVLg ‖x− y‖ . (2.15)
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Sea λV = λV βg y δV = δVLg. Finalmente, combinando (2.12), (2.13) y
(2.15) obtenemos la siguiente desigualdad
λV ‖x− y‖ ≤ ‖h(x)− h(y)‖ ≤ δV ‖x− y‖ .
2
Comentario 2.2.5 La condicio´n de que la aplicacio´n f sea g-Lipschitz con-
tinua no es exo´tica, ya que esta puede ser prevista, por ejemplo, asumiendo
que f is Lipschitz continua y que g es fuertemente mono´tona. Primero, si g
es fuertemente mono´tona con constante βg > 0, i.e. (2.10) es va´lida y usando
la desigualdad de Cauchy-Buniakovski i.e.
〈g(x)− g(y), x− y〉 ≤ ‖g(x)− g(y)‖ ‖x− y‖ ,
llegamos a la siguiente desigualdad
1
βg
‖g(x)− g(y)‖ ≥ ‖x− y‖ . (2.16)
Por otro lado, si la aplicacio´n f es Lipschitz continua con constante LˆV >
0, i.e., la siguiente desigualdad esta´ cumplida
‖f(x)− f(y)‖ ≤ LˆV ‖x− y‖ , ∀x, y ∈ V,
juntandola con (2.16), obtenemos
‖f(x)− f(y)‖ ≤ LˆV
βg
‖g(x)− g(y)‖ ,





Corolario 2.2.6 Si x∗ es la solucion del ICP (2.1) con la aplicacio´n g-
fuertemente mono´tona y adema´s f ∈ C1(Rn), entonces para cualquier con-
junto convexo y acotado V ⊂ Rn que contiene al punto x∗, existen escalares
λV y δV tales que para cualquier x ∈ V , la siguiente desigualdad esta´ cumpl-
ida:
λV ‖x− x∗‖ ≤ ‖h(x)‖ ≤ δV ‖x− x∗‖ . (2.17)
La demostracio´n sigue directamente del Lema 2.2.4, ya que h(x∗) = 0.
Ahora, consideramos el Problema Lineal de Complementariedad Pertur-
bado (PLCP por sus siglas en ingle´s): Encontrar un vector x ∈ Rn tal que:
g¯(x) = Bx+ d− q ≥ 0, f¯(x) = Ax+ b− p ≥ 0, y [g¯(x)]T [f¯(x)] = 0, (2.18)
en donde p y q son dichas perturbaciones, A,B ∈ Rn×n, b, d, p, q ∈ Rn,
donde la matriz B se asume que tiene inversa. El problema (2.18) es equiva-
lente al siguiente problema: Encontrar un vector y ∈ Rn tal que:
y ≥ 0, φ(y) ≡ AB−1y − AB−1d+ AB−1q + b− p ≥ 0
y yTφ(y) = 0, (2.19)
si y so´lo si y = Bx+ d− q.
Lema 2.2.7 Sea φ una aplicacio´n fuertemente mono´tona, i.e., la matriz
AB−1 es positiva definida.
Entonces para cualquier par de vectores perturbacio´n p, q ∈ Rn, existe el
u´nico vector y(p, q) que resuelve al problema (2.19). Adema´s, si x1 resuelve
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(2.18) con las perturbaciones p1, q1, y x2 hace lo mismo para p2, q2, entonces
la siguiente desigualdad esta´ cumplida:
‖x1 − x2‖ ≤ 1
ηρ
∥∥(p1 − p2) + AB−1(q2 − q1)∥∥ , (2.20)
en donde ρ =
√
λmin(BTB), y η es la constante de la definidad positiva
de AB−1.
Demostracio´n. Para cualquier punto fijo x ∈ Rn y para cualquier u ∈










(φ(x+ tu)− φ(x), tu) ≥ η ‖u‖2 ,
entonces, como para cualquier x ∈ Rn la matriz φ′(y(x, p, q)) = AB−1 es
positiva definida, de aqu´ı que la existencia de la u´nica solucio´n y(x, p, q) del
problema (2.19) este´ garantizada para cualquier x, p, q ∈ Rn.
Ahora bien, consideremos y1 = y(x, p1, q1), y2 = y(x, p2, q2) como solu-
ciones del problema con perturbaciones p1, q1 y p2, q2, tomando lugar en las
siguientes condiciones:
y1 ≥ 0, Py1 ≡ AB−1y1−AB−1d+b ≥ p1−AB−1q1, y1Py1 = y1[p1−AB−1q1],
y2 ≥ 0, Py2 ≡ AB−1y2−AB−1d+b ≥ p2−AB−1q2, y2Py2 = y2[p2−AB−1q2],
(2.21)











que dan lugar a las siguientes desigualdades:
(y1 − y2)(Py1 − Py2) ≤ (y1 − y2)
[
(p1 − AB−1q1)− (p2 − AB−1q2)
]
,
(y1 − y2)AB−1(y1 − y2) ≤ (y1 − y2)
[
(p1 − p2)− AB−1(q2 − q1)
]
,
y ya que AB−1 es positiva definida con el para´metro η, se tiene
η ‖y1 − y2‖2 ≤ ‖y1 − y2‖
∥∥(p1 − p2)− AB−1(q2 − q1)∥∥
‖y1 − y2‖ ≤ 1
η
∥∥(p1 − p2)− AB−1(q2 − q1)∥∥ .
Sin embargo, si regresamos a nuestras variables originales, tenemos
y1 − y2 = B (x1 − x2)
y entonces
‖B(x1 − x2)‖ ≤ 1
η
∥∥(p1 − p2) + AB−1(q2 − q1)∥∥ .
Ahora analicemos el lado izquierdo, sabemos que:
‖B(x1 − x2)‖2 = 〈B(x1 − x2), B(x1 − x2)〉
= 〈BTB(x1 − x2), x1 − x2〉 > 0.
Ahora, sea ρ2 = λmı´n(B
TB) > 0, entonces
‖B(x1 − x2)‖2 ≥ p2 ‖x1 − x2‖2
y ya que
‖B(x1 − x2)‖2 ≤ 1
η2
∥∥(p1 − p2) + AB−1(q2 − q1)∥∥2 ,
por lo tanto
‖x1 − x2‖ ≤ 1
ηρ
∥∥(p1 − p2) + AB−1(q2 − q1)∥∥ .
2
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2.3. Convergencia global del me´todo de New-
ton
Reescribamos el problema impl´ıcito de complementariedad lineal (2.2) en
la siguiente forma
F (x) ≥ 0, G(x) ≥ 0, y [F (x)]T [G(x)] = 0;
aqu´ı, F (x) = Ax + b y G(x) = Mx + c, en donde A = ∇f(xk), b =
f(xk) − ∇f(xk)xk, M = ∇g(xk), c = g(xk) − ∇g(xk)xk, para cualquier xk.
Entonces, podemos reformular el problema como sigue:
F (x) = ∇f(xk)x+ (f(xk)−∇f(xk)xk)
G(x) = ∇g(xk)x+ (g(xk)−∇g(xk)xk)
haciendo un cambio de variable del siguiente modo
y = ∇g(xk)x+ (g(xk)−∇g(xk)xk),
despejamos:
x =
[∇g(xk)]−1 y − [∇g(xk)]−1 (g(xk)−∇g(xk)xk) .
Y ahora sustituyendo en F (x), obtenemos lo siguiente:
Φ(y) = ∇f(xk)
([∇g(xk)]−1 y − [∇g(xk)]−1 (g(xk)−∇g(xk)xk))+
+(f(xk)−∇f(xk)xk).
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Adema´s, en cada paso del me´todo de Newton (exacto), en vez del prob-
lema impl´ıcito de complementariedad linealizado (2.2), podemos consider-
ar el problema lineal de complementariedad esta´ndar: Encontrar un vector
yk ∈ Rn, tal que
yk ≥ 0, Φ(yk) ≥ 0, y (yk)T [Φ(yk)] = 0, ∀k = 0, 1, . . . . (2.22)
Ahora, deduciremos condiciones que garanticen la convergencia del me´to-
do de Newton iniciando en cualquier punto inicial x0 ∈ Rn.
De aqu´ı en adelante diremos que ‖D‖ = √λmax(DTD).
Definicio´n 2.3.1 A una matriz cuadrada A ∈ L(Rn) se le llama M-matriz,
si aij ≤ 0 para i 6= j, A es no singular, y A−1 ≥ 0.
Teorema 2.3.2 Sea g = Bx + d con la matriz B positiva definida y Φ :
Rn → Rn una aplicacio´n fuertemente mono´tona y tal que cada una de sus
componentes es una funcio´n convexa, y en cualquier punto y ∈ Rn+ la matriz
Φ′(y) es una M-matriz.
Entonces, para cualquier punto inicial y0 = g(x0) ∈ Rn, la secuencia
{yk} generada por el me´todo de Newton converge a y∗ = g(x∗), y adema´s,
el proceso (2.2) converge a x∗ = g−1(y∗), que es la u´nica solucio´n del prob-
lema (2.1). Si, adema´s, f ∈ C2(Rn), entonces la taza de convergencia es
cuadra´tica, es decir, existe una constante C > 0, tal que la siguiente de-
sigualdad esta´ cumplida:
∥∥xk+1 − x∗∥∥ ≤ C ∥∥xk − x∗∥∥2 , k = 0, 1, 2 . . . . (2.23)
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Demostracio´n. Considerando un punto inicial x0 cualquiera, podemos
construir el sistema:
y = ∇g(x0)x− (g(x0)−∇g(x0))x0,
Φ(y) = ∇f(x0) [∇g(x0)]−1 y+∇f(x0)(− [∇g(x0)]−1 (g(x0)−∇g(x0)x0))+
+f(x0)−∇f(x0)x0.
Encontramos y1 como una solucio´n al problema:
y ≥ 0,
w = ∇f(x0) [∇g(x0)]−1 y + ∇f(x0)(− [∇g(x0)]−1 (g(x0)−∇g(x0)x0)) +
+f(x0)−∇f(x0)x0 ≥ 0 y yTw = 0,
por esa razo´n, las siguientes desigualdades son va´lidas
y1 ≥ 0, Φ(y1) ≥ ∇f(x0)[∇g(x0)]−1y1+
+∇f(x0) [−[∇g(x0)]−1(g(x0)−∇g(x0)x0)]+ f(x0)−∇f(x0)x0 ≥ 0.
Ahora, ya que todas las componentes de la aplicacio´n Φ son convexas,
podemos probar que las siguientes desigualdades son va´lidas:
yk ≥ 0 y Φ(yk) ≥ 0, (2.24)
para todo k = 1, 2, 3, . . .. Ahora bien, consideramos yk+1 para cualquier
k ≥ 0 y construimos el conjunto αk = {i : 1 ≤ i ≤ n, yk+1i ≥ 0}. Si
αk = ∅, y ya que (2.24) es va´lida, el proceso termina; yk+1 = 0 = y∗, y
x∗ = ∇−1g(xk)yk −∇−1g(xk)(g(xk)−∇g(xk)xk), esto es
x∗ = −∇−1g(xk)(g(xk)−∇g(xk)xk),
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es la solucio´n del problema (2.1).
Por otro lado, si αk 6= ∅, ya que yk+1 es la solucio´n del problema (2.22),
la existencia y unicidad siguen directamente de la monoton´ıa fuerte de Φ,
entonces las siguientes igualdades se cumplen:
yk+1j = 0 j /∈ αk
wk+1i ≡ fi(xk) +∇f(xk)[∇g(xk)]−1(yk+1 − g(xk)) = 0, i ∈ αk. (2.25)
Por comodidad denotamos α = αk, α¯ = {1, . . . , n} \ α, y reescribimos
(2.25) en su forma vectorial, esto es
yk+1α¯ = 0α¯;
wk+1α ≡ fα(xk) +∇fαα(xk)[∇gαα(xk)]−1(yk+1α − gα(xk)) +
+ ∇fαα¯(xk)[∇gαα¯(xk)]−1(yk+1α¯ − gα¯(xk)) = 0α. (2.26)
Es bien sabido (vea [5], Cap´ıtulo 6. Teoremas 2.3 y 2.4) que cualquier
submatriz principal de una M-matriz es M-matriz. Entonces las siguientes
desigualdades se cumplen:
[∇fαα(xk)[∇gαα(xk)]−1]−1 ≥ 0, ∇fαα¯(xk)[∇gαα¯(xk)]−1 ≤ 0. (2.27)
Multiplicando ambas partes de (2.26) por [∇fαα(xk)[∇gαα(xk)]−1]−1 en
el lado izquierdo y tomando en cuenta que yα¯ = 0α¯, obtenemos la siguiente
igualdad:
0α¯ = [∇fαα(xk)[∇gαα(xk)]−1]−1fα(xk) + (yk+1α − gα(xk)) −
− [∇fαα(xk)[∇gαα(xk)]−1]−1∇fαα¯(xk)[∇gαα¯(xk)]−1gα¯(xk).
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De (2.24), (2.27) y (2.28) tenemos yk+1α < gα(x
k), para k ≥ 1. Entonces
yk+1α < y
k
α − ∇g(xk)(x − xk) implica yk+1α < ykα y ya que yk+1α¯ = 0α¯ ≤ ykα¯,
entonces las siguientes desigualdades esta´n cumplidas:
0 ≤ yk+1 ≤ yk ≤ . . . ≤ y1,
para k = 1, 2, . . .. Por lo tanto {yk}∞k=1 es monotonamente no creciente
y acotada; adema´s tiene el punto l´ımite y∗ ≥ 0. Para investigar la taza de
convergencia, linealizamos f(x) para cualquier k, obteniendo F (x) = f(xk)+
∇f(xk)(x − xk) y sea G(x) lineal, es decir, G(x) = g(x) = Bx + d. Ahora
consideremos el producto punto
〈
wk+1 − w∗, yk+1 − y∗〉 = −(yk+1)Tw∗ − (y∗)Twk+1 ≤ 0.
Por otro lado 〈
wk+1 − w∗, yk+1 − y∗〉 =
= (yk+1 − y∗)T
(
f(xk)− f(x∗) +∇f(xk) [∇g(xk)]−1 (yk+1 − g(xk))) =
= (yk+1 − y∗)T (f(xk+1)− f(x∗)− f(xk+1) + f(xk)+
+∇f(xk)[∇g(xk)]−1(yk+1 − g(xk))) = (yk+1 − y∗)T (f(xk+1)− f(x∗))−
−(yk+1 − y∗)T
(
f(xk+1)− f(xk)−∇f(xk) [∇g(xk)]−1 (yk+1 − g(xk))) .
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Ahora, ya que g(x) = Bx + d = y, entonces yk+1 = Bxk+1 + d y y∗ =
Bx∗ + d. De aqu´ı obtenemos que yk+1 − y∗ = g(xk+1) − g(x∗). Adema´s, ya
que (2.3) es va´lida, tenemos la siguiente desigualdad
[
g(xk+1)− g(x∗)]T [f(xk+1)− f(x∗)] ≥ β ∥∥g(xk+1)− g(x∗)∥∥2 .
Pero tambie´n sabemos que
β
∥∥g(xk+1)− g(x∗)∥∥2 = β ∥∥B(xk+1 − x∗)∥∥2 .
Con esto llegamos a la siguiente igualdad
β
∥∥B(xk+1 − x∗)∥∥2 = β(xk+1 − x∗)TBTB(xk+1 − x∗),
si B es no singular, entonces BTB es positiva definida, i.e., existe un
escalar η > 0 tal que uTBTBu ≥ η ‖u‖2, entonces usando la desigualdad de
Cauchy-Buniakovski obtenemos lo siguiente
[
g(xk+1)− g(x∗)]T [f(xk+1)− f(x∗)] ≤
∥∥g(xk+1)− g(x∗)∥∥ · ∥∥f(xk+1)− f(xk)−∇f(xk)[∇g(xk)]−1(yk+1 − g(xk))∥∥ ,
eso significa que,
βη
∥∥xk+1 − x∗∥∥2 ≤ ∥∥g(xk+1)− g(x∗)∥∥×
×∥∥f(xk+1)− f(xk)−∇f(xk)[∇g(xk)]−1(yk+1 − g(xk))∥∥ ≤
≤ ‖B‖∥∥xk+1 − x∗∥∥∥∥f(xk+1)− f(xk)−∇f(xk)[∇g(xk)]−1(yk+1 − g(xk))∥∥∥∥xk+1 − x∗∥∥ ≤ ‖B‖
βη
∥∥f(xk+1)− f(xk)−∇f(xk)[∇g(xk)]−1(yk+1 − g(xk))∥∥
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∥∥xk+1 − x∗∥∥ ≤ ‖B‖
βη
∥∥f(xk+1)− f(xk)−∇f(xk)[∇g(xk)]−1B(xk+1 − xk)∥∥ .
Ahora bien, ya que yk+1 = Bxk+1 + d y g(xk) = Bxk + d, entonces
yk+1−g(xk) = B(xk+1−xk). Por otro lado ∇g(xk) = B, entonces obtenemos
la siguiente estimacion:
∥∥xk+1 − x∗∥∥ ≤ ‖B‖
βη
∥∥f(xk+1)− f(xk)−∇f(xk)(xk+1 − xk)∥∥ . (2.29)
Sabemos que si f ∈ C2, entonces para cualquier conjunto convexo y
acotado V ⊂ Rn, existe un escalar rv > 0 tal que
‖f(x)− f(y)− f ′(y)(x− y)‖ ≤ rv ‖x− y‖2 , ∀x, y ∈ V, (2.30)
esto implica que∥∥f(xk+1)− f(xk)−∇f(xk)(xk+1 − xk)∥∥ ≤ rv ∥∥xk+1 − xk∥∥2 ,
de aqu´ı y de (2.29)∥∥xk+1 − x∗∥∥ ≤ ‖B‖ rv
βη
∥∥xk+1 − xk∥∥2 .
Sea C = ‖B‖rv
βη
entonces llegamos a la siguiente desigualdad∥∥xk+1 − x∗∥∥ ≤ C ∥∥xk+1 − xk∥∥2 . (2.31)
De la monotonocidad de la secuencia {yk}∞k=1, tenemos 0 ≤ yk+1 ≤ yk ≤
. . . ≤ y1 para k = 1, 2, . . .. Ahora, regresando a la variable original x, tenemos
que
0 ≤ Bxk+1 + d ≤ Bxk + d ≤ . . . ≤ Bx1 + d.
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Por otro lado, es claro que
∥∥(Bxk+1 + d)− (Bxk + d)∥∥ ≤ ∥∥(Bxk + d)− (Bx∗ + d)∥∥
∥∥B(xk+1 − xk)∥∥ ≤ ∥∥B(xk − x∗)∥∥
esto implica
∥∥xk+1 − xk∥∥ ≤ q ∥∥xk − x∗∥∥ para cierto valor q > 0.
De aqu´ı y de (2.31), la desigualdad (2.23) esta´ cumplida, por lo tanto la
taza de convergencia es cuadra´tica.
2
Definicio´n 2.3.3 Decimos que dos soluciones x1 y x2 del problema (2.1)
son funcionalmente equivalentes si f(x1) = f(x2) y g(x1) = g(x2). Adema´s,
decimos que la solucio´n del problema (2.1) es u´nica, si todos los x ∈ Rn que
resuelven al problema (2.1) son funcionalmente equivalentes.
Definicio´n 2.3.4 (vea Definicio´n 4.2.1 en [22] Cap´ıtulo 4.2) Decimos que
una familia de elementos {xr}r>0 ⊂ Rn es una excepcional familia de ele-
mentos para el par (f, g) con respecto a Rn+ si las siguientes condiciones esta´n
cumplidas
1. ‖xr‖ → +∞ cuando r → +∞,
2. g(xr) ≥ 0 para cada r > 0,
3. para cada r > 0, existe µr > 0 tal que para i = 1, 2, . . . , n tenemos
(i) fi(x
r) = −µrgi(xr), si gi(xr) > 0,
(ii) fi(x
r) ≥ 0 si gi(xr) = 0.
27
Definicio´n 2.3.5 (vea Definicio´n 5.2.5 en [22] Cap´ıtulo 5.2) Decimos que
el par de aplicaciones (f, g) que van de Rn → Rn es (ρ, g)-copositivo, con
respecto a un cono cerrado convexo K ⊂ Rn, si ah´ı existe ρ > 0 y α > 0 tales
que para cada x ∈ K, con ‖x‖ > ρ tenemos
1. 〈g(x), f(x)〉 ≥ 0,
2. 〈g(x), x〉 ≥ α ‖x‖2 .
Definicio´n 2.3.6 (vea Definicio´n 5.2.2 en [22] Cap´ıtulo 5.2) Decimos que
el par de aplicaciones (f, g) satisfacen la condicio´n (θg) con respecto a K si
existe ρ > 0 tal que para cualquier x ∈ K con ‖x‖ > ρ, existe y ∈ K tal que:
1. 〈g(x)− y, f(x)〉 ≥ 0 y
2. 〈g(x)− y, x〉 > 0.
Proposicio´n 2.3.7 (vea Proposicio´n 5.2.10 en [22] Cap´ıtulo 5.2) Si el par
de aplicaciones (f, g) que van de Rn → Rn es (ρ, g)-copositivo, con respecto a
un cono cerrado convexo K ⊂ Rn, entonces el par (f, g) satisface la condicio´n
(θg).
Teorema 2.3.8 (vea Teorema 5.24 en [22] Cap´ıtulo 5.2) Sea (Rn, 〈·, ·〉) un
espacio Euclideano, K ⊂ Rn un cono cerrado convexo puntajeado y f, g :
Rn → Rn un par de aplicaciones. Si el par (f, g) satisface la condicio´n (θg),
entonces el par (f, g) esta´ sin una excepcional familia de elementos (EFE)
con respecto a K.
Corolario 2.3.9 (vea Corolario 5.2.3 en [22]) Sea (Rn, 〈·, ·〉) el espacio
Euclideano n-dimensional, K ⊂ Rn un cono cerrado convexo y f, g : Rn →
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Rn un par de aplicaciones continuas. Si el par (f, g) esta´ sin EFEs, entonces
el ICP(f, g,K) tiene solucio´n.
Ahora, podemos describir la obtencio´n de otro teorema de convergencia
para el me´todo de Newton exacto como sigue. Sea x0 ∈ Rn cualquier punto;
si tenemos xk ∈ Rn, entonces encontramos xk+1 ∈ Rn como una solucio´n
exacta del problema impl´ıcito de complementariedad lineal:
zk(x) ≡ f(xk) + f ′(xk)(x− xk) ≥ 0,
wk(x) ≡ g(xk) + g′(xk)(x− xk) ≥ 0, y [zk(x)]T [wk(x)] = 0.
Teorema 2.3.10 Sean f(x) = Ax + ϕ(x) y g(x) = Bx + σ(x), donde
A,B ∈ L(Rn), la matriz B sea positiva definida con un para´metro η¯ > 0, y la
matriz BTA sea positiva definida con para´metro µ > 0 (i.e., uTBu ≥ η¯ ‖u‖2
y uTBTAu ≥ µ ‖u‖2 para todo u ∈ Rn). Adema´s, asumimos que las aplica-
ciones ϕ : Rn → Rn, σ : Rn → Rn son continuamente diferenciables con
derivadas acotadas:
‖ϕ′(x)‖ ≤ qµ,
y ‖σ′(x)‖ ≤ mı´n{pµ, η¯ − γ}, en donde 0 < γ < η¯, ∀x ∈ Rn, (2.32)
y tambie´n
q ‖B‖+ p ‖A‖+ 3pqµ < 1/3. (2.33)
Entonces, para cualquier punto inicial x0 ∈ Rn, la secuencia {xk} con-
struida por el me´todo de Newton (exacto), converge linealmente a x∗, la u´nica
solucio´n del problema (2.1). Adema´s, si ϕ, σ ∈ C2(Rn), entonces la taza de
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convergencia es cuadra´tica, i.e., la siguiente desigualdad se cumple para al-
guna constante C:
∥∥xk+1 − x∗∥∥ ≤ C ∥∥xk − x∗∥∥2 , k = 1, 2, . . . . (2.34)
Demostracio´n. No es dif´ıcil demostrar que las condiciones (2.32) son
suficientes para que la aplicacio´n f sea g-fuertemente mono´tona. En verdad,
para cualquier x, y ∈ Rn la siguiente cadena de relaciones esta´ cumplida:
〈g(x)− g(y), f(x)− f(y)〉 =
= (x− y)TBTA(x− y) + (x− y)TBT (ϕ(x)− ϕ(y))+
+(σ(x)− σ(y))TA(x− y) + (σ(x)− σ(y))T (ϕ(x)− ϕ(y)) ≥
≥ µ ‖x− y‖2 − ‖x− y‖∥∥BT (ϕ(x)− ϕ(y))∥∥−
−‖(σ(x)− σ(y))A‖ ‖x− y‖ − ‖(σ(x)− σ(y))‖ ‖(ϕ(x)− ϕ(y))‖ ≥
≥ µ ‖x− y‖2 − qµ ‖B‖ ‖x− y‖2 − pµ ‖A‖ ‖x− y‖2 − pqµ2 ‖x− y‖2 =
= (µ− qµ ‖B‖ − pµ ‖A‖ − pqµ2) ‖x− y‖2 .
Por otro lado, mediante la desigualdad del valor medio
‖g(x)− g(y)‖2 ≤ (‖B‖+ pµ)2 ‖x− y‖2 ,
sea
N =
µ− µq ‖B‖ − µp ‖A‖ − µ2pq
(‖B‖+ pµ)2 ,
aqu´ı garantizamos que N > 0 debido a que se cumple la siguiente de-
sigualdad
1− q ‖B‖ − p ‖A‖ − pqµ > 0,
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que viene directamente de (2.33). Con esto se concluye que
〈g(x)− g(y), f(x)− f(y)〉 ≥ N ‖g(x)− g(y)‖2 , ∀x, y ∈ Rn.
De aqu´ı, y de ( [22] Cap´ıtulo 6, Teorema 6.10), sigue la existencia de una
solucio´n x∗ ∈ Rn.
Con el fin de probar la unicidad de la solucio´n en el sentido de la Definicio´n
2.3.3, consideramos x1, x2 ∈ Rn como dos diferentes soluciones del LICP,
suponemos que g(x1) 6= g(x2), y ya que la aplicacio´n f es g-fuertemente
mono´tona tenemos la siguiente cadena:
0 ≥ −[g(x1)]T [f(x2)]− [g(x2)]T [f(x1)] =
= [g(x1)]
T [f(x1)]− [g(x1)]T [f(x2)]− [g(x2)]T [f(x1)]− [g(x2)]T [f(x2)] =
= [g(x1)− g(x2)]T [f(x1)− f(x2)] ≥ N ‖g(x1)− g(x2)‖2 > 0.
Esto nos da una contradiccio´n, entonces g(x1) = g(x2) para soluciones
x1, x2 en donde x1 6= x2. Del mismo modo g siendo f -fuertemente mono´tona,
concluimos que f(x1) = f(x2) para soluciones x1, x2 en donde x1 6= x2.
Entonces con esto demostramos la u´nicidad en sentido de la Definicio´n 2.3.3.
Ahora probaremos que es u´nica en el sentido comu´nmente conocido. Sabe-
mos que la matriz B es positiva definida con el para´metro η¯, es decir la
siguiente desigualdad esta´ cumplida
uTBu ≥ η¯ ‖u‖2 .
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Utilizando esta definidad positiva, las desigualdades (2.32) y el Teorema del
Valor Medio, demostraremos la monoton´ıa fuerte de la aplicacio´n g. Ver-
daderamente,
〈g (x1)− g (x2) , x1 − x2〉 =
= 〈B (x1 − x2) , x1 − x2〉+ 〈σ (x1)− σ (x2) , x1 − x2〉 ≥
≥ η¯‖x1 − x2‖2 − ‖σ′ (x1 + θ (x2 − x1)) ‖‖x1 − x2‖2 ≥
≥ γ ‖x1 − x2‖2 ,
para x1, x2 ∈ Rn. Esto u´ltimo impl´ıca que la solucio´n es u´nica: al suponer
el contrario, es decir, que hay dos soluciones del problema original, tales que
x1 6= x2 pero g (x1) = g (x2), inmediatamente llegar´ıamos a una desigualdad
imposible 0 > 0.
Ahora, aplicamos el me´todo de Newton como sigue:
Sea x0 ∈ Rn un punto cualquiera; si tenemos xk ∈ Rn, entonces en-
contramos xk+1 ∈ Rn como una solucio´n exacta del Problema Impl´ıcito de
Complementariedad Lineal (LICP) como sigue:
zk(x) ≡ Bx+ σ(xk) + σ′(xk)(x− xk) ≥ 0,
wk(x) ≡ Ax+ ϕ(xk) + ϕ′(xk)(x− xk) ≥ 0, y [zk(x)]T [wk(x)] = 0. (2.35)
Con el fin de demostrar que la secuencia {xk} generada por el me´todo
de Newton en las u´ltimas expresiones esta´ bien definido, debemos mostrar
que el (LICP) una tiene solucio´n. Segu´n las suposiciones, tenemos que la
matriz B es positiva definida con una constante η > 0 y ‖σ′(x)‖ ≤ η − γ,
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∀x ∈ Rn. Anteriormente ya demostramos que en este caso la matriz B+σ′(x)
es positiva definida ∀x ∈ Rn, con la constante γ > 0.
Tambie´n podemos probar que la matriz (B+σ′(x))T (A+ϕ′(x)) es positiva
definida ∀x ∈ Rn, con una constante µ > 0 ya que
xT (B + σ′(x))T (A+ ϕ′(x))x =
= xTBTAx+ xTBTϕ′(x)x+ xTσ′(x)TAx+ xTσ′(x)Tϕ′(x)x ≤
≥ µ ‖x‖2 − ‖B‖ ‖σ′(x)‖ ‖x‖2 − ‖A‖ ‖ϕ′(x)‖ ‖x‖2 − ‖σ′(x)‖ ‖ϕ′(x)‖ ‖x‖2 ≥
≥ µ ‖x‖2 − ‖B‖ qµ ‖x‖2 − ‖A‖ pµ ‖x‖2 − pqµ2 ‖x‖2 =
= µ(1− q ‖B‖ − p ‖A‖ − pqµ) ‖x‖2 .
Sea µ = µ(1−q ‖B‖−p ‖A‖−pqµ) y porque (1−q ‖B‖−p ‖A‖−pqµ) > 0
deducida directamente de (2.33), entonces µ > 0.
Ahora, mostraremos que el par (w, z) es (ρ, z)-copositivo. Primeramente,
consideramos la siguiente cadena de relaciones
〈z(x), x〉 = xT (B + σ′(xk))Tx+ (σ(xk)− σ′(xk)xk)Tx ≥
≥ γ ‖x‖2 − ∥∥σ(xk)− σ′(xk)xk∥∥ ‖x‖ .
Ahora bien, para algu´n α = γ− , donde 0 <  < γ, la siguiente desigual-
dad se cumple
γ ‖x‖2 − ∥∥σ(xk)− σ′(xk)xk∥∥ ‖x‖ ≥ α ‖x‖2 ,
si
 ‖x‖2 − ∥∥σ(xk)− σ′(xk)xk∥∥ ‖x‖ ≥ 0,
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que esta´ cumplida cuando ‖x‖ ≥ ‖σ(x
k)−σ′(xk)xk‖





Por otro lado, consideramos la siguiente cadena de relaciones
〈z(x), w(x)〉 = xT (B + σ′(xk))T (A+ ϕ′(xk))x +
+ xT (B + σ′(xk))T (ϕ(xk)− ϕ′(xk)xk) + (σ(xk)− σ′(xk)xk)T (A+ ϕ′(xk))x +
+ (σ(xk)− σ′(xk)xk)T (ϕ(xk)− ϕ′(xk)xk) ≥ µ ‖x‖2−
−∥∥B + σ′(xk)∥∥∥∥ϕ(xk)− ϕ′(xk)xk∥∥ ‖x‖−∥∥A+ ϕ′(xk)∥∥∥∥σ(xk)− σ′(xk)xk∥∥×
×‖x‖ − ∥∥σ(xk)− σ′(xk)xk∥∥∥∥ϕ(xk)− ϕ′(xk)xk∥∥ ≥ 0.
Sea â = µ, b̂ = −∥∥B + σ′(xk)∥∥∥∥ϕ(xk)− ϕ′(xk)xk∥∥− ∥∥A+ ϕ′(xk)∥∥×
× ∥∥σ(xk)− σ′(xk)xk∥∥ y ĉ = −∥∥σ(xk)− σ′(xk)xk∥∥∥∥ϕ(xk)− ϕ′(xk)xk∥∥. En-
tonces tenemos
â ‖x‖2 + b̂ ‖x‖+ c ≥ 0,











ρk = max(ρk1, ρ
k
2). Por lo tanto, el par (w, z) es (ρ
k, z)-copositivo.
Ahora, por la Proposicio´n 2.3.7 el par (w, z) satisface la condicio´n (θz),
por otro lado por el Teorema 2.3.8 el par (w, z) esta´ sin una excepcional
familia de elementos con respecto a K ⊂ Rn, significando por el Corolario
2.3.9 que el ICP(w, z,K) tiene una solucio´n.
Para la solucio´n x∗ del problema (2.1) las siguientes condicio´nes se cumplen:
z∗ ≡ Bx∗ + σ(x∗) ≥ 0, w∗ ≡ Ax∗ + ϕ(x∗) ≥ 0, y (z∗)Tw∗ = 0.
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Por simplicidad, denotamos wk+1 = w(xk+1) y zk+1 = z(xk+1). Entonces
calculamos (zk+1−z∗)T (wk+1−w∗) = −(zk+1)Tw∗− (z∗)Twk+1 ≤ 0. Por otro
lado,
(zk+1 − z∗)T (wk+1 − w∗) =
=
[
B(xk+1 − x∗) + σ(xk)− σ(x∗) + σ′(xk)(xk+1 − xk)]T ×
× [A(xk+1 − x∗) + ϕ(xk)− ϕ(x∗) + ϕ′(xk)(xk+1 − xk)] =
= (xk+1 − x∗)TBTA(xk+1 − x∗) + (xk+1 − x∗)TBT×
× [ϕ(xk)− ϕ(x∗) + ϕ′(xk)(xk+1 − xk)] +
+
[
σ(xk)− σ(x∗) + σ′(xk)(xk+1 − xk)]T A(xk+1 − x∗) +
+
[
σ(xk)− σ(x∗) + σ′(xk)(xk+1 − xk)]T [ϕ(xk)− ϕ(x∗) + ϕ′(xk)(xk+1 − xk)] ≥
≥ µ∥∥xk+1 − x∗∥∥2 + (xk+1 − x∗)TBT [ϕ(xk)− ϕ(x∗) + ϕ′(xk)(xk+1 − xk)]+
+
[
σ(xk)− σ(x∗) + σ′(xk)(xk+1 − xk)]T A(xk+1 − x∗)+
+
[
σ(xk)− σ(x∗) + σ′(xk)(xk+1 − xk)]T [ϕ(xk)− ϕ(x∗) + ϕ′(xk)(xk+1 − xk)] .
Si juntamos las u´ltimas dos cadenas, obtenemos:
µ
∥∥xk+1 − x∗∥∥2 ≤ (xk+1 − x∗)TBT [ϕ(x∗)− ϕ(xk)− ϕ′(xk)(xk+1 − xk)]+
+
[
σ(x∗)− σ(xk)− σ′(xk)(xk+1 − xk)]T A(xk+1 − x∗)+
− [σ(xk)− σ(x∗) + σ′(xk)(xk+1 − xk)]T [ϕ(xk)− ϕ(x∗) + ϕ′(xk)(xk+1 − xk)] .
Usando la desigualdad de Cauchy-Buniakovski obtenemos:
µ
∥∥xk+1 − x∗∥∥2 ≤ ∥∥xk+1 − x∗∥∥ ‖B‖∥∥ϕ(x∗)− ϕ(xk)− ϕ′(xk)(xk+1 − xk)∥∥+
35
+
∥∥σ(x∗)− σ(xk)− σ′(xk)(xk+1 − xk)∥∥ ‖A‖ ∥∥xk+1 − x∗∥∥+
+
∥∥σ(xk)− σ(x∗) + σ′(xk)(xk+1 − xk)∥∥×
×∥∥ϕ(xk)− ϕ(x∗) + ϕ′(xk)(xk+1 − xk)∥∥ . (2.36)
Ahora, usando la desigualdad del tria´ngulo y las condiciones (2.32):
∥∥ϕ(x∗)− ϕ(xk)∥∥ ≤ qµ∥∥xk − x∗∥∥ , ∥∥σ(x∗)− σ(xk)∥∥ ≤ pµ∥∥xk − x∗∥∥ ,
∥∥ϕ′(xk)(xk+1 − xk)∥∥ ≤ qµ∥∥xk+1 − xk∥∥ ,∥∥σ′(xk)(xk+1 − xk)∥∥ ≤ pµ∥∥xk+1 − xk∥∥ ,
y considerando que:
∥∥xk+1 − xk∥∥ ≤ ∥∥xk+1 − x∗∥∥+ ∥∥xk − x∗∥∥ ,
y adema´s usando (2.36) llegamos a la siguiente desigualdad:
∥∥xk+1 − x∗∥∥2 ≤ 4pqµ∥∥xk − x∗∥∥2 +
+(2q ‖B‖+ 2p ‖A‖+ 4pqµ)∥∥xk+1 − x∗∥∥∥∥xk − x∗∥∥+
+(q ‖B‖+ p ‖A‖+ pqµ)∥∥xk+1 − x∗∥∥2 .
Sean a = 4pqµ, b = 2q ‖B‖+ 2p ‖A‖+ 4pqµ y c = q ‖B‖+ p ‖A‖+
+pqµ, entonces, haciendo manipulaciones algebraicas evidentes obten-
emos:
∥∥xk+1 − x∗∥∥ ≤ ( 2a−b+√b2 − 4a(c− 1)
)∥∥xk − x∗∥∥ , k = 0, 1, . . . , (2.37)
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donde b2 − 4a(c− 1) = 4q2 ‖B‖2 + 4p2 ‖A‖2 + 8pq ‖A‖ ‖B‖+ 16pqµ > 0.
Entonces (2.37) implica la convergencia lineal de la secuencia {xk} a x∗, ya
que (
2a
−b+√b2 − 4a(c− 1)
)
< 1,
cuando (2.33) se cumple.
Entonces, si ϕ, σ ∈ C2(Rn), para cualquier conjunto convexo y acotado
V ∈ Rn, existen escalares rV > 0 y sV > 0 tales que:
‖ϕ(x)− ϕ(y)− ϕ′(y)(x− y)‖ ≤ rv ‖x− y‖2 ,
‖σ(x)− σ(y)− σ′(y)(x− y)‖ ≤ sv ‖x− y‖2 , ∀x, y ∈ V.
Sin pe´rdida de generalidad, consideramos el conjunto V como una bola
centrada en x∗ con radio ρ = ‖x0 − x∗‖. Entonces de (2.37), sabemos que
xk ∈ V , k = 0, 1, . . ..
Entonces
∥∥ϕ(x∗)− ϕ(xk)− ϕ′(xk)(x∗ − xk)∥∥ ≤ rV ∥∥xk − x∗∥∥2
y ∥∥σ(x∗)− σ(xk)− σ′(xk)(x∗ − xk)∥∥ ≤ sV ∥∥xk − x∗∥∥2 ,
k = 0, 1, . . . , y de (2.36) obtenemos
0 ≤ (sV rV )
∥∥xk − x∗∥∥4 +
+(rV ‖B‖+ sV ‖A‖+ sV qµ+ rV pµ)
∥∥xk+1 − x∗∥∥∥∥xk − x∗∥∥2 +
+(−µ+ qµ ‖B‖+ pµ ‖A‖+ pqµ2)∥∥xk+1 − x∗∥∥2 .
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Por simplicidad sea a = sV rV , b = rV ‖B‖ + sV ‖A‖ + sV qµ + rV pµ y
c = −µ+qµ ‖B‖+pµ ‖A‖+pqµ2, con esto llegamos a la siguiente estimacio´n:





2 − 4a c









, donde C < 1 cuando la siguiente desigualdad se
cumple
q ‖B‖+ p ‖A‖+ pqµ < 1,
que siempre se cumple cuando (2.33) es va´lida. Tambie´n garantiza que
c < 0 y ya que a > 0 entonces b
2 − 4a c > 0.
2
Comentario 2.3.11 Tambie´n podemos encontrar una constante N1 > 0 tal
que la siguiente desigualdad se cumple:
[g(x)− g(y)]T [f(x)− f(y)] ≥ N1 ‖f(x)− f(y)‖2 , ∀x, y ∈ Rn.
2.4. El me´todo de Newton aproximado
Describimos una versio´n inexacta del me´todo de Newton como sigue. Sea
xk ∈ Rn la iteracio´n actual con k ≥ 0. Construimos xk+1 mediante la siguiente
regla
∥∥hk(xk+1)∥∥ ≤ γk = ξk ∥∥h(xk)∥∥ , ξk > 0, (2.38)
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en donde hk(x) = mı´n(g(x
k) + g′(xk)(x− xk), f(xk) + f ′(xk)(x− xk)), y
{ξk} es una secuencia de nu´meros positivos seleccionados anteriormente.






∥∥σ′(xk)∥∥, a˜ = µ−‖B‖∥∥ϕ′(xk)∥∥−‖A‖ ∥∥σ′(xk)∥∥−∥∥σ′(xk)∥∥∥∥ϕ′(xk)∥∥, b˜ = −qµ ‖B‖ − pµ ‖A‖ − ∥∥ϕ′(xk)∥∥ ‖B‖ − ∥∥σ′(xk)∥∥ ‖A‖ −
pµ
∥∥ϕ′(xk)∥∥− qµ∥∥σ′(xk)∥∥− 2 ∥∥σ′(xk)∥∥∥∥ϕ′(xk)∥∥, c˜ = −(pµ+ ∥∥σ′(xk)∥∥)(qµ+∥∥ϕ′(xk)∥∥), b = −2qµ ‖B‖ − 2pµ ‖A‖ − 4pqµ2 y c = −4pqµ2.
Teorema 2.4.1 Sea x∗ ∈ Rn+ la solucio´n del problema (2.1) con las aplica-
ciones g(x) = Bx+σ(x) y f(x) = Ax+ϕ(x), satisfaciendo las condiciones del
Teorema 2.3.10. Entonces para cualquier punto inicial x0 ∈ Rn, la secuencia
{xk} generada por la regla (2.38):













, k = 0, 1, . . . , (2.39)


















(b) Por otro lado, si ϕ, σ ∈ C2(Rn) y ξk → 0 cuando k →∞, entonces la







(c) Si iniciando en algu´n k0 ∈ N , la siguiente condicio´n se cumple ξk ≤
ϑ
∥∥h(xk)∥∥ , ϑ > 0, k ≥ k0, entonces la convergencia es cuadra´tica, i.e., la
desigualdad (2.23) se cumple para algu´n C > 0.
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Demostracio´n. Consideramos la secuencia {xk} generada por la regla
(2.38), de un punto inicial x0 ∈ Rn. Sean xk+1 y ξk satisfaciendo las condi-
ciones (2.38) y (2.39). Denotamos yk+1 como la solucio´n exacta del siguiente
problema lineal de complementariedad:
zk(y) ≡ By + σ(xk) + σ′(xk)(y − xk) ≥ 0,
wk(y) ≡ Ay + ϕ(xk) + ϕ′(xk)(y − xk) ≥ 0, y [zk(y)]T wk(y) = 0. (2.41)
Podemos ver que por la condicio´n (2.32) que la aplicacio´n f es g-fuertemente
mono´tona con constante N = µ
(‖B‖+pµ)2 y tambie´n es g-Lipschitz continua
con constante Lfg =
(‖A‖+qµ)2
µ
. Adema´s, la aplicacio´n g es Lipschitz-continua
con constante Lg = ‖B‖ + pµ y es fuertemente mono´tona con constante
Ng = η − pµ.
Ana´logamente, la aplicacio´n wk(y) es zk-fuertemente mono´tona con el








y fuertemente mono´tona con constante Nkz = η −
∥∥σ′(xk)∥∥.
Por eso, podemos aceptar el Corolario 2.2.6 del Lema 2.2.4 al problema
(2.41) y obtener la siguiente desigualdad
∥∥xk+1 − yk+1∥∥ ≤ Lkwz + 1
NkNkz
∥∥hk(xk+1)∥∥ . (2.42)
De (2.38), (2.42) y el Corolario 2.2.6 del Lema 2.2.4 obtenemos la siguiente











∥∥xk − x∗∥∥ . (2.43)
Por otro lado, usando (2.36) tenemos la siguiente desigualdad
µ
∥∥yk+1 − x∗∥∥2 ≤ ∥∥yk+1 − x∗∥∥ ‖B‖∥∥ϕ(x∗)− ϕ(xk)− ϕ′(xk)(yk+1 − xk)∥∥+
+
∥∥σ(x∗)− σ(xk)− σ′(xk)(yk+1 − xk)∥∥ ‖A‖∥∥yk+1 − x∗∥∥+
+
∥∥σ(xk)− σ(x∗) + σ′(xk)(yk+1 − xk)∥∥∥∥ϕ(xk)− ϕ(x∗) + ϕ′(xk)(yk+1 − xk)∥∥ .
De nuevo, por la condicio´n (2.32), tenemos que
∥∥ϕ(x∗)− ϕ(xk)∥∥ ≤ qµ, ∥∥σ(x∗)− σ(xk)∥∥ ≤ pµ,
∥∥ϕ′(xk)(yk+1 − xk)∥∥ ≤ ∥∥ϕ′(xk)∥∥∥∥xk − yk+1∥∥ ,∥∥σ′(xk)(yk+1 − xk)∥∥ ≤ ∥∥σ′(xk)∥∥∥∥xk − yk+1∥∥ ,
con esto llegamos a la siguiente condicio´n:
µ
∥∥yk+1 − x∗∥∥2 ≤ ∥∥yk+1 − x∗∥∥×
×‖B‖ [∥∥ϕ(xk)∥∥ (∥∥xk − x∗∥∥+ ∥∥yk+1 − x∗∥∥)+ qµ∥∥xk − x∗∥∥] +
+
[∥∥σ(xk)∥∥ (∥∥xk − x∗∥∥+ ∥∥yk+1 − x∗∥∥)+ pµ ∥∥xk − x∗∥∥] ∥∥xk − x∗∥∥ ‖A‖×
×∥∥yk+1 − x∗∥∥+ [∥∥σ(xk)∥∥ (∥∥xk − x∗∥∥+ ∥∥yk+1 − x∗∥∥) + pµ ∥∥xk − x∗∥∥]×
× [∥∥ϕ(xk)∥∥ (∥∥xk − x∗∥∥+ ∥∥yk+1 − x∗∥∥) + qµ∥∥xk − x∗∥∥] .
Esta u´ltima desigualdad puede ser reescrita como sigue
a˜
∥∥yk+1 − x∗∥∥2 + b˜ ∥∥yk+1 − x∗∥∥∥∥xk − x∗∥∥+ c˜∥∥xk − x∗∥∥2 ≤ 0,
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en donde a˜ = µ− ‖B‖∥∥ϕ′(xk)∥∥− ‖A‖∥∥σ′(xk)∥∥− ∥∥σ′(xk)∥∥∥∥ϕ′(xk)∥∥ ,
b˜ = −qµ ‖B‖ − pµ ‖A‖ − ∥∥ϕ′(xk)∥∥ ‖B‖ − ∥∥σ′(xk)∥∥ ‖A‖ − pµ∥∥ϕ′(xk)∥∥−
− qµ∥∥σ′(xk)∥∥− 2 ∥∥σ′(xk)∥∥∥∥ϕ′(xk)∥∥ ,
c˜ = −(pµ+ ∥∥σ′(xk)∥∥)(qµ+ ∥∥ϕ′(xk)∥∥).
Esta desigualdad implica que
∥∥yk+1 − x∗∥∥ ≤ (−b˜+√b˜2 − 4a˜c˜
2a˜
)∥∥xk − x∗∥∥ , (2.44)
aqu´ı b˜2− 4a˜c˜ > 0 ya que a˜ > 0 y c˜ < 0. Ahora, usando la desigualdad del
tria´ngulo en (2.43) y (2.44) y la condicio´n (2.39) acerca de ξk, llegamos a la
siguiente estimacio´n:
















)]∥∥xk − x∗∥∥ =
= (1− )∥∥xk − x∗∥∥ , (2.45)
de aqu´ı sigue la convergencia de {xk} a x∗.
Nosotros sabemos que si ϕ, σ ∈ C2(Rn), para cualquier conjunto convexo
y acotado V ∈ Rn, existen escalares rV > 0 y sV > 0 tales que:
‖ϕ(x)− ϕ(y)− ϕ′(y)(x− y)‖ ≤ rv ‖x− y‖2 ,
‖σ(x)− σ(y)− σ′(y)(x− y)‖ ≤ sv ‖x− y‖2 , ∀x, y ∈ V.
Sin pe´rdida de generalidad, consideramos el conjunto V como una bola
centrada en x∗ con radio ρ = ‖x0 − x∗‖. Entonces de (2.45), nosotros sabemos
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que xk ∈ V , k = 0, 1, . . .. Entonces la desigualdad (2.34) se cumple, i.e.





2 − 4a c
∥∥xk − x∗∥∥2 ,
en donde a = sV rV , b = rV ‖B‖ + sV ‖A‖ + sV qµ + rV pµ y c = −µ +
qµ ‖B‖ + pµ ‖A‖ + pqµ2. Pero, si ξk →∞ cuando k →∞, entonces, ya que








tiende a cero cuando k →∞. Entonces∥∥xk+1 − x∗∥∥





2 − 4a c
∥∥xk − x∗∥∥+ ζk → 0
si k → ∞, aqu´ı a = sV rV , b = rV ‖B‖ + sV ‖A‖ + sV qµ + rV pµ y c =
−µ+ qµ ‖B‖+ pµ ‖A‖+ pqµ2.
Ahora bien, si ξk ≤ ϑ
∥∥h(xk)∥∥ , ϑ > 0 para k ≥ k0, entonces, usando las
desigualdades para
∥∥h(xk)∥∥ del Corolario 2.2.6 del Lema 2.2.4, obtenemos la
siguiente desigualdad∥∥xk+1 − x∗∥∥ ≤ C ∥∥xk − x∗∥∥2 , k ≥ k0,












en donde, Lkwz =
(‖A‖+qµ)2
µ
, Nk = µ
(‖B‖+pµ)2 y N
k
z = η − pµ.
2
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En seguida, consideramos otra variacio´n del me´todo de Newton inexacto.
Sean {εk} y {ξk} secuencias de nu´meros positivos. Entonces, empezando
en cualquier punto x0 ∈ Rn, generamos la secuencia de puntos {xk} del
siguiente modo: teniendo xk ∈ Rn encontramos xk+1 satisfaciendo la siguiente
condicio´n: ∥∥hk(xk+1)∥∥ ≤ γk = mı´n(εk, ξk ∥∥h(xk)∥∥). (2.46)
Nosotros sabemos que si la matriz AB−1 es positiva definida, entonces, el
siguiente problema lineal de complementariedad:
z ≡ p+Bx ≥ 0, w ≡ q + Ax, y zTw = 0 (2.47)
tiene una u´nica solucio´n.
Para investigar esta variacio´n del me´todo de Newton inexacto, demostramos
la dependencia continua de la solucio´n a la matriz AB−1, p y q.
Lema 2.4.2 Sean AB−1, [AkBk]
−1 ∈ L(Rn), k = 1, 2, . . . , las matrices pos-
itivas definidas con para´metros η > 0 y ηk > 0 respectivamente, y sean
p, pk, q, qk, k = 1, 2, . . . vectores en R
n tales que [AkBk]
−1 → AB−1, pk → p y
qk → q cuando k →∞.
Entonces, si x∗ es la solucio´n del problema (2.47) y xk son las soluciones
de los siguientes problemas lineales de complementariedad
zk ≡ pk +Bkx ≥ 0, wk ≡ qk + Akx ≥ 0 y zTk wk = 0, (2.48)
entonces xk → x∗ cuando k →∞.
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Demostracio´n. No es dif´ıcil ver que x∗ es la solucio´n para el siguiente
problema lineal de complementariedad
z ≡ Bkx− (Bk −B)x∗ − (pk − p) + pk ≥ 0,
w ≡ Akx− (Ak − A)x∗ − (qk − q) + qk ≥ 0, y zTw = 0,
siendo el problema (2.48) con perturbaciones qz = (Bk −B)x∗ + (qk − q)
y pw = (Ak − A)x∗ + (pk − p) respectivamente.
Entonces, podemos aceptar el Lema 2.2.7 y as´ı, obtener la siguiente esti-
macio´n: ∥∥xk − x∗∥∥ ≤ 1
ηkρ
∥∥pw − AB−1qz∥∥ ,
en donde ρ =
√
λmin(BTB), de esta desigualdad sigue que
∥∥xk − x∗∥∥ ≤ 1
ηkρ
×
× (‖Bk −B‖ ‖x∗‖+ ‖pk − p‖+ ∥∥AB−1∥∥ ‖Ak − A‖ ‖x∗‖+ ∥∥AB−1∥∥ ‖qk − q‖) .
Ya que podemos seleccionar η y ηk tal que ηk → η cuando k → ∞,
entonces existe k0 tal que para k ≥ k0 toma lugar la siguiente estimacio´n:
∥∥xk − x∗∥∥ ≤ 2
ηρ
×
× (‖Bk −B‖ ‖x∗‖+ ‖pk − p‖+ ∥∥AB−1∥∥ ‖Ak − A‖ ‖x∗‖+ ∥∥AB−1∥∥ ‖qk − q‖) ,
y de aqu´ı sigue la demostracio´n del Lema.
2
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Teorema 2.4.3 Sea f(x) = Ax+φ(x) una aplicacio´n g-fuertemente mono´tona
con para´metro β > 0 y g(x) = Bx + σ(x) una aplicacio´n fuertemente
mono´tona con el para´metro βg > 0. Adema´s, sea cada componente de la
aplicacio´n f una funcio´n convexa con respecto a cada variable, y continua-
mente diferenciable. Sean ∇g y ∇f aplicaciones que satisfacen la condicio´n
de Lipschitz con constantes Q1 > 0 y Q2 > 0 respectivamente, y en cualquier
punto x ∈ Rn el producto ∇g(x) [∇f(x)]−1 es una M-matriz.
Sea {xk} una secuencia generada por la regla (2.46) iniciando en cualquier
punto x0 ∈ Rn, satisfaciendo las siguientes condiciones:












∥∥1−∇f(xk)∥∥+ ∥∥AB−1∥∥∥∥1−∇g(xk)∥∥) ≤ ξ,
en donde η > 0 es el para´metro de la definidad positiva de AB−1, 0 < ξ <
ηρ
Lg(1+L)
; aqu´ı L = sup
x∈W
‖f ′(x)‖ y el conjunto W ⊂ Rn es una bola centrada






(el vector y1 esta definido como
la solucio´n u´nica y exacta del problema (2.2) para k = 0). En este caso, las
soluciones {xk} convergen a x∗ ∈ Rn+, la solucio´n u´nica del problema (2.1).
Adema´s, si ξk → 0 cuando k → ∞, entonces la taza de convergencia es
ma´s que l´ıneal, esto es, la igualdad (2.40) se cumple. Si, para valores de k
suficientemente grandes la siguiente condicio´n se cumple:
ξk ≤ ϑ
∥∥h(xk)∥∥ , ϑ > 0,
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entonces la convergencia es cuadra´tica, i.e., la desigualdad (2.23) se cumple
con alguna constante C > 0.
Demostracio´n. Investiguemos el paso k del proceso. Sea xk ∈ Rn, k ≥ 0.
Consideremos el siguiente Problema Lineal de Complementariedad:
z ≡ g(xk) +∇g(xk)(v − xk) ≥ 0,
w ≡ f(xk) +∇f(xk)(v − xk) ≥ 0, y [z]T [w] = 0. (2.49)
Este problema es equivalente a (2.22), el siguiente problema de comple-
mentariedad esta´ndar:
y ≥ 0, Φ(y) ≥ 0, y [y]T [Φ(y)] = 0, (2.50)
aqu´ı,
y = ∇g(xk)v + g(xk)−∇g(xk)xk
Φ(y) = ∇f(xk) [∇g(xk)]−1 y −∇f(xk) [∇g(xk)]−1 g(xk) + f(xk).
La solucio´n aproximada de este problema como lo describe (2.46) es el
punto xk+1 y a la solucio´n exacta la denotamos como yk+1 ≥ 0, regre-
sando a las variables originales la solucio´n del problema (2.49) es vk+1 =[∇g(xk)]−1 [yk+1 − g(xk)] + xk (la solucio´n existe y es u´nica ya que el pro-
ducto ∇f(xk) [∇g(xk)]−1 es positiva definida). Ahora, ya que f es convexa,
entonces
f(yk+1) ≥ f(xk) +∇f(xk)(yk+1 − xk) ≥ 0.
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Aceptando el Corolario 2.2.6 del Lema 2.2.4 al problema (2.49) para cada
k = 0, 1, . . . obtenemos la siguiente desigualdad:
ββg
‖∇f(xk)‖+ 1
∥∥xk+1 − yk+1∥∥ ≤ ∥∥hk(xk+1)∥∥ ,
y ya que la regla (2.46) se cumple, i.e.,
∥∥hk(xk+1)∥∥ ≤ ξk k = 0, 1, . . . .
Finalmente obtenemos la estimacio´n:
∥∥xk+1 − yk+1∥∥ ≤ ξk∥∥∇f(xk)∥∥+ 1
ββg
para todo k = 0, 1, . . . . (2.51)
Ahora consideramos el conjunto αk = α ⊆ {1, 2, . . . , n} tal que, yk+1j = 0





Ahora bien, reescribimos la u´ltima igualdad como sigue
yk+1α = gα(y
k)−∇gαα(xk)[∇fαα(xk)]−1fα(yk)+
+∇gαα(xk)[∇fαα(xk)]−1∇fαα¯(xk)[∇gαα¯(xk)]−1gα¯(yk) +Rα(xk, yk), (2.52)
en donde
Rα(x








k, yk) = ∇gαα(xk)
[∇fαα(xk)]−1×
×{fα(yk)− fα(xk)− [∇f(xk) (yk − xk)]α} ≥ 0α.
Ya que, cada componente de f es convexa y la matriz∇gαα(xk)
[∇fαα(xk)]−1
es no negativa. Tambie´n, de (2.52) y el hecho que ∇fαα(xk)
[∇gαα(xk)]−1 es
no positiva; y fα(y
k) y gα(y
k) son no negativas (∀k ≥ 1), sigue la desigualdad
yk+1α ≤ gα(yk) +Rα(xk, yk). Por otro lado, es evidente que:
yk+1α = 0α ≤ ykα ∀k ≥ 1.
Por esa razo´n, la siguientes estimaciones se cumplen:






De aqu´ı obtenemos las siguientes desigualdades:




Ya que, ∇f satisface la condicio´n de Lipschitz con la constante Q2 > 0,
tenemos que
∥∥Rα(xk, yk)∥∥ ≤ ∥∥∥∇gαα(xk) [∇fαα(xk)]−1∥∥∥×
×∥∥fα(yk)− fα(xk)− [∇f(xk) (yk − xk)]α∥∥ ≤
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≤ Q2
∥∥∥∇gαα(xk) [∇fαα(xk)]−1∥∥∥∥∥xk − yk∥∥2 .
Es bien sabido que cualquier submatriz principal Aαα [Bαα]
−1 de la matriz
positiva definida AB−1 tambie´n es positiva definida. Por otro lado, ya que la
matriz AB−1 es positiva definida con el para´metro η > 0 (i.e., uTAB−1u ≥
η ‖u‖2) la siguiente desigualdad se cumple ‖AB−1‖ ≤ 1
η
.
Entonces, de la matriz ∇f(xk) [∇g(xk)]−1 positiva definida y de (2.51)
sigue que:















converge, de la fo´rmula (2.53) sigue la acotacio´n de la secuencia {yk}, y
as´ı, la acotacio´n de la secuencia {xk}. En verdad, de (2.51) y de la tendencia
a cero de la serie convergente (2.54) sigue que,
∥∥xk − yk∥∥→ 0 cuando k →∞. (2.55)
Ahora seleccionamos cualquier subsecuencia convergente {ykl}∞l=1, y deno-
tamos x1 = l´ım
l→∞
ykl . Simulta´neamente de la fo´rmula (2.55), tenemos l´ım
l→∞
xkl =
x1 ≥ 0. Entonces, por la continuidad de f , g, ∇f y ∇g obtenemos
l´ım
l→∞









Pero, ykl es la solucio´n exacta del Problema Lineal de Complementariedad:
y ≥ 0, Φ(y) = Φ(y) = ∇f(xkl) [∇g(xkl)]−1 y−
−∇f(xkl) [∇g(xkl)]−1 g(xkl) + f(xkl) ≥ 0, y [y]T [Φ(y)] = 0.
Entonces, del Lema 2.4.2 {ykl} converge cuando l → ∞ a x2 ≥ 0 que es
la solucio´n del u´ltimo problema:
z ≡ g(x1)+∇g(x1)(x−x1) ≥ 0, w ≡ f(x1)+∇f(x1)(x−x1) ≥ 0, y zTw = 0.
Entonces, por la fo´rmula (2.36) xkl+1 → x2 cuando l→∞. Ana´logamente,
siguiendo adelante obtenemos por medio de los elementos de las soluciones
{yk} y {xk} un conjunto numerable de las subsecuencias {{ykl+m}∞l=1}∞m=0 y
{{xkl+m}∞l=1}∞m=0. Para un m ∈ ℵ fijo las subsecuencias {ykl+m} y {xkl+m}
convergen cuando l→∞ to xm+1 siendo la solucio´n del Problema Lineal de
Complementariedad:
z ≡ g(xm)+∇g(xm)(x−xm) ≥ 0, w ≡ f(xm)+∇f(xm)(x−xm) ≥ 0, y zTw = 0.
Pero del Teorema 2.3.2, sabemos que la secuencia {xm} obtenida del
me´todo de Newton exacto, converge a x∗ que es la solucio´n u´nica del problema
(2.1) cuando m → ∞, entonces para cualquier punto inicial x0 ∈ Rn y
cualquier vecindad V del punto x∗ existe un nu´mero k0 ∈ ℵ tal que xk0 ∈ V .
Para terminar la demostracio´n del teorema, usaremos los resultados de
[41], construimos tal vecindad V en la que pertenece x∗, que garantiza la
convergencia de la secuencia {xk} a x∗. Para esto, consideramos nuevamente
el paso k, i.e., construimos el punto xk+1 satisfaciendo la regla (2.46).
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Denotamos uk+1 = hk(x
k+1), vk+1 = xk+1 − uk+1, y vemos que vk+1 satis-
face a las siguientes condiciones:
zk+1 ≡ g(xk)− (I −∇g(xk))uk+1 +∇g(xk)(vk+1 − xk) ≥ 0,








Ana´logamente, si introducimos la notacio´n:
tk1 = g(x
∗)−g(xk)−∇g(xk)(x∗−xk), tk2 = f(x∗)−f(xk)−∇f(xk)(x∗−xk),
entonces es evidente que x∗ satisface a las siguientes condiciones:
z∗ ≡ g(xk) + tk1 +∇g(xk)(x∗ − xk) ≥ 0,
w∗ ≡ f(xk) + tk2 +∇f(xk)(x∗ − xk) ≥ 0, y [z∗]T [w∗] = 0.
En otras palabras, usando la notacio´n del Lema 2.2.7, la siguiente de-
sigualdad esta´ definida correctamente:
∥∥vk+1 − x∗∥∥ ≤ 1
ηρ
×
×∥∥(I −∇f(xk))uk+1 + tk2 + AB−1 (−tk1 − (I −∇g(xk))uk+1)∥∥ . (2.56)
Por la desigualdad del tria´ngulo, tenemos:
∥∥vk+1 − x∗∥∥ = ∥∥xk+1 − x∗ − uk+1∥∥ ≥ ∥∥xk+1 − x∗∥∥− ∥∥uk+1∥∥ .
De aqu´ı y de (2.56) siguen las desigualdades:










Ya que, los gradientes ∇f y ∇g satisfacen a la condicio´n de Lipschitz-
continua obtenemos que
∥∥tk1∥∥ ≤ Q1 ∥∥xk − x∗∥∥2 y ∥∥tk2∥∥ ≤ Q2 ∥∥xk − x∗∥∥2 y
adema´s de la regla (2.46) llegamos a la siguiente desigualdad:
∥∥uk+1∥∥ ≤ γk ≤ ξk ∥∥h(xk)∥∥ , k = 0, 1, . . . .
Inmediatamente de aqu´ı sigue la estimacio´n:












Siguiendo adelante, de la fo´rmula (2.53) y de la convergencia de la se-
rie (2.54), conclu´ımos que la secuencia {yk} esta´ dentro de una bola con
centro en el punto 0 y de radio ρ0 = ‖y1‖ + Q2Sη . Entonces como sigue de
(2.55), a partir de un nu´mero k1 ∈ ℵ, la secuencia {xk} esta´ dentro de
W ∈ Rn, definido en (b) por las condiciones del teorema. Entonces, usando
las constantes introducidas anteriormente L̂ > 0, Lg > 0, podemos escribir la
siguiente desigualdad:




∥∥AB−1∥∥) ∥∥xk − x∗∥∥2 +
+
(





esta puede ser reescrita como sigue











Podemos ver que por la fo´rmula (2.46) y el Corolario 2.2.6 del Lema 2.2.4:
γk ≤ ξk
∥∥h(xk)∥∥ ≤ ξkLg (L+ 1) , k = 0, 1, . . . .
Es por eso que si ξk
(
ηρ+
∥∥1−∇f(xk)∥∥+ ‖AB−1‖∥∥1−∇g(xk)∥∥) ≤ ξ,
∀k = 0, 1, . . . . Entonces de (2.57) sigue evidentemente la convergencia de
la secuencia {xk} al punto x∗ si para algu´n nu´mero m0 ∈ ℵ satisface la





∥∥AB−1∥∥) δ + ξLg (L+ 1
ηρ
)
= υ < 1.






y segundo, como demostramos anteriormente, para cualquier valor fijo
δ > 0, el nu´mero m0 tal que ‖xm0 − x∗‖ < δ es va´lida debe existir.
Si pedimos como condicio´n extra, que ξk → 0 cuando k →∞, entonces la
taza de convergencia es superlineal, (esto viene de (2.57)). Adema´s, si para
valores bastante grandes de k, sigue la condicio´n: ξk ≤ ϑ
∥∥h(xk)∥∥, ϑ > 0,
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entonces obtenemos la convergencia cuadra´tica (en este caso tomamos como





















3.1. Revisio´n de la Literatura
En el cap´ıtulo anterior presentamos el problema impl´ıcito de complemen-
tariedad no lineal: encontrar un x ∈ Rn tal que:
f(x) ≥ 0, g(x) ≥ 0, y [g(x)]T [f(x)] = 0, (3.1)
en donde f, g : Rn → Rn y f, g ∈ C1(Rn); al cual aplicamos el Me´todo
de Newton para su solucio´n.
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Ahora bien, en este cap´ıtulo se presenta uno de los enfoques fruct´ıfer-
os a los problemas de complementariedad con una clase de algoritmos de
perturbacio´n. Un me´todo de perturbacio´n resuelve un problema de comple-
mentariedad esta´ndar, es decir, con g(x) = x, fue presentado en [34] en la
forma siguiente: para un vector positivo z ∈ Rn++ consideramos una ecuacio´n
auxiliar no lineal
xifi(x) = zi, i = 1, . . . , n. (3.2)
Si el vector perturbacio´n z tiende a cero, uno puede esperar una secuencia
de soluciones x = x(z) de la ecuacio´n (3.2) a obtener una solucio´n x∗ del
problema original de complementariedad como su punto l´ımite.
Extendemos el algoritmo de perturbacio´n antes mencionado al caso del
problema impl´ıcito de complementariedad. Esto es, en la seccio´n 3.2, probamos
la existencia de soluciones al problema impl´ıcito de complementariedad per-
turbado: Para un vector perturbacio´n positivo z ∈ Rn, z > 0, encontrar un
punto x ∈ Rn que satisfaga las siguientes condiciones:
g(x) ≥ 0, gi(x)fi(x) = zi, i = 1, . . . , n. (3.3)
En la seccio´n 3.3, mostramos la convergencia de las soluciones del prob-
lema perturbado a una solucion del problema original, y examinamos la taza
de convergencia. En la seccio´n 3.4 describimos un algoritmo resolviendo el
problema perturbado en cada paso y probamos su convergencia tambie´n.
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3.2. Existencia de soluciones a problemas per-
turbados
Definicio´n 3.2.1 Una aplicacio´n f : Rn → Rn es llamada localmente fuerte-
mente mono´tona con respecto a otra aplicacio´n g : Rn → Rn (o localmente
g-fuertemente mono´tona) sobre un conjunto X ⊆ Rn si existe una funcio´n
escalar β : R1+ → R1+ tal que β > 0 para todo t > 0, y:
[g(x)− g(y)]T [f(x)− f(y)] ≥ β(t) ‖g(x)− g(y)‖2 . (3.4)
para cualquier x, y ∈ X ∩ g−1[Bt(0)]; aqu´ı Bt(0) = {v ∈ Rn| ‖v‖ ≤ t} es
una bola cerrada de radio t centrada en el origen.
Note primeramente que la funcio´n β(t) es necesariamente no creciente,
y segundo, cualquier aplicacio´n localmente g-mono´tona es estrictamente g-
mono´tona.
Teorema 3.2.2 Si la aplicacio´n g : Rn → Rn++ es un homeomorfismo, la




β(t)t = +∞, (3.5)
entonces el problema (3.4) tiene una u´nica solucio´n x = xz para cada z > 0.
Demostracio´n. Fijemos un vector positivo ̂ = (, . . . , )T > 0 y consid-
eramos una aplicacio´n F  : Rn → Rn definida como sigue:
F i (x) = fi(x) + −
zi
gi(x) + 
, i = 1, . . . , n. (3.6)
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Es fa´cil verificar que F  es localmente g-fuertemente mono´tona; en verdad,
















[gi(x) + ][gi(y) + ]
[gi(x)− gi(y)]2 ≥
≥ β(t) ‖g(x)− g(y)‖2
para cualquier x, y en el conjunto g−1[Rn+∩Bt(0)]. Ahora bien, el Teorema
6.10 y la Proposicio´n 7.4 en [22] implican que existe una u´nica solucio´n
x = x() del siguiente problema de complementariedad: Encontrar un x ∈ Rn
tal que:
g(x) ≥ 0, F (x) ≥ 0, g(x)TF (x) = 0. (3.7)
Tomando en cuenta (3.6), reescribimos (3.7) como sigue:
gi ≥ 0, fi(x) +  ≥ zi
gi(x) + 
,
gi(x)[fi(x) + ] =
gi(x)zi
gi(x) + 
, i = 1, . . . , n. (3.8)
Esta u´ltima ecuacio´n implica claramente:
gi(x)[fi(x) + ] ≤ zi i = 1, . . . , n. (3.9)
Ahora consideramos una secuencia decreciente de para´metros {k}k∈ℵ y
demostramos que la secuencia de puntos {g(x(k))}∞k=1 es acotada. Por el
contrario, sin pe´rdida de generalidad, suponemos que:
‖g(x(k))‖ → +∞ cuando k →∞. (3.10)
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Entonces, por un lado, (3.8) y (3.9) implican:
Ak ≡ [g(x(k))− g(x(1))]T [f(x(k))− f(x(1))] ≤ 2
n∑
i=1
zi, k = 1, 2, . . . ;
(3.11)
por otro lado, debido a la condicio´n de que f es local g-fuertemente
mono´tona, tenemos las relaciones:
Ak ≥ β(tk) ‖g(x(k))− g(x(1))‖2 , k = 1, 2, . . . , (3.12)
en donde tk = max {g(x(k)), g(x(1))}. En seguida, (3.10) garantiza que
tk → +∞ cuando k →∞. Entonces tomando en cuenta (3.5), obtenemos de
(3.12) que Ak → +∞ cuando k → ∞ que contradice (3.11), y esto prueba
que la secuencia {x(k)} es tambie´n acotada. Otra vez sin pe´rdida de general-
idad, podemos considerar un punto l´ımite x∗ = l´ım
k→∞
x(k). Note primero que
ninguno de los componentes del vector g(x∗) pueden ser iguales a cero: esto
u´ltimo se sigue de las relaciones (3.8) y de la continuidad de f con respecto a
x. Ahora haciendo uso de (3.8) y de la continuidad de f y g podemos obtener
el l´ımite de las desigualdades e igualdades:
gi(x
∗) ≥ 0, gi(x∗)fi(x∗) = zi, i = 1, . . . , n,
que prueba la existencia de soluciones al problema (3.3). La unicidad de
x∗ se sigue de estricta g-monotonocidad de f y del hecho de que g es un
homeomorfismo. De verdad, habiendo otra solucio´n y∗ del problema (3.3)
distinta de x∗ (por lo tanto, con g(x∗) 6= g(y∗)), pudimos obtener la siguiente
serie de relaciones















implicando la desigualdad imposible 0 < 0. Esta contradiccio´n completa
la demostracio´n.
2
Comentario 3.2.3 La continuidad de la solucio´n x = xz del problema (3.3)
con respecto a la perturbacio´n z ∈ Rn++ esta´ garantizada por la continuidad
de las aplicaciones f y g y la condicio´n l´ımite (3.5).
Corolario 3.2.4 Bajo las suposiciones del Teorema 3.2.2, la solucio´n x =
xz del problema (3.3) es continua con respecto a la perturbacio´n z ∈ Rn++.















k)) = zki , i = 1, . . . , n,
implicando la serie de relaciones:
































para algu´n σ > 0 y todo k = 0, 1, . . .. Por otro lado,
Ak ≥ β(tk)
∥∥g(x(zk))− g(x(z0))∥∥2 ,
donde tk = max
{∥∥g(x(zk))∥∥ , ‖g(x(z0))‖}. Consecuentemente, Ak podr´ıa









) no estar´ıa acotada, como sigue de (3.5). Adema´s,





esta´ acotada tambie´n. Ahora bien, la continuidad de f y
g nos permite concluir que cualquier punto l´ımite de esta secuencia resuelve
el problema (3.3) con el vector perturbacio´n z. Como la solucio´n de (3.3)





u´nico implicando la continuidad de la aplicacio´n z → x(z) y as´ı se completa
la demostracio´n.
2
3.3. Taza de convergencia
Considerando nuevamente (3.3) con un homeomorfismo g : Rn → Rn++ y
una aplicacio´n continua f siendo tambie´n g-localmente fuertemente mono´tona
sobre Rn. Como una consecuencia del Teorema 3.2.2, el problema: Encontrar
un x ∈ Rn tal que:
gi(x)fi(x) = zi, i = 1, . . . , n, (3.14)
tiene solucio´n u´nicamente para cualquier z > 0 si la condicio´n l´ımite
(3.5) se cumple: l´ım
t→+∞
β(t)t = +∞. Fijemos dos vectores perturbacio´n v > 0
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y w > 0, y denotamos por x y y a las soluciones del problema (3.14) en caso
de z = v y z = w, respectivamente.
Lema 3.3.1 Sea f : Rn → Rn una aplicacio´n continua y g-local fuertemente
mono´tona, y la condicio´n limite (3.5) es va´lida. Entonces, para soluciones x
y y del problema (3.14) para vectores perturbacio´n v > 0 y w > 0, respecti-
vamente, la siguiente estimacio´n es va´lida:
‖g(x)− g(y)‖ ≤ 1√
β(t)
∥∥√v −√w∥∥ , (3.15)
en donde t = max{‖g(x)‖ , ‖g(y)‖}, y √z = (√z1, . . . ,√zn)T para z > 0.
Demostracio´n. Debido a (3.4) y (3.14), la siguiente serie de relaciones
es va´lida:
























Extrayendo la ra´ız cuadrada del primer y u´ltimo terminos de la serie,
obtenemos la desigualdad√
β(t) ‖g(x)− g(y)‖ ≤ ∥∥√v −√w∥∥ ,
implica (3.15) completando la demostracio´n.
2
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Ahora, asumimos que la aplicacio´n f es g-Lipschitz continua sobre cada
subconjunto compacto S ⊂ Rn, esto es, para algunos escalares positivos
L = L(S) y cualquier x, y ∈ g−1(S) la siguiente desigualdad esta´ cumplida:
|fi(x)− fi(y)| ≤ L ‖g(x)− g(y)‖ , i = 1, . . . , n. (3.16)
Nuevamente fijamos perturbaciones v > 0 y w > 0 en el problema (3.14)
y denotamos por x = x(v) y y = y(w) a las soluciones correspondientes del
problema.
Lema 3.3.2 La siguiente estimacio´n es va´lida:
‖v − w‖1 ≤
√
n [L(S) ‖g(x)− g(y)‖+ ‖f(y)‖+ L(S) ‖g(y)‖]×
×‖g(x)− g(y)‖ , (3.17)
en donde ‖p‖1 =
∑n




i para p ∈ Rn.
Demostracio´n. Consideramos un subconjunto compacto arbitrario S ⊂
Rn que comprende ambas x y y. Enseguida escribimos las relaciones
vi − wi = gi(x)fi(x)− gi(y)fi(y) = [gi(x)− gi(y)][fi(x)− fi(y)]+
+gi(y)fi(x) + gi(x)fi(y)− 2gi(y)fi(y), i = 1, . . . , n,
que, junto con (3.16), implican
|vi − wi| ≤ |gi(x)− gi(y)| |fi(x)− fi(y)|+ |gi(x)− gi(y)| |fi(y)|+
+ |gi(y)| |fi(x)− fi(y)| ≤ L(S) |gi(x)− gi(y)| ‖g(x)− g(y)‖+
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+ |gi(x)− gi(y)| |fi(y)|+ L(S) |gi(y)| ‖g(x)− g(y)‖ ≤
≤ ‖g(x)− g(y)‖ [L(S) |gi(x)− gi(y)|+ |fi(y)|+ L(S) |gi(y)|] , i = 1, . . . , n.
Resumiendo estas desigualdades para todo i = 1, . . . , n, llegamos a
‖v − w‖1 ≤ ‖g(x)− g(y)‖ [L(S) ‖g(x)− g(y)‖1 + ‖f(y)‖1 + L(S) ‖g(y)‖1]
que nos da el l´ımite superior esperado (3.17), ya que ‖p‖1 ≤
√
n ‖p‖2 para
todo p ∈ Rn. La demostracio´n esta´ completa.
2
Intercambiando los roles de v y w en ambas partes de (3.17) sigue direc-
tamente la estimacio´n:
‖v − w‖1 ≤
√
n [L(S) ‖g(x)− g(y)‖+ ‖f(x)‖+ L(S) ‖g(x)‖]×
×‖g(x)− g(y)‖ , (3.18)
Juntando las estimaciones (3.17) y (3.18) llegamos a la siguiente desigual-
dad (sime´trica)
‖v − w‖1 ≤
√
n [L(S) ‖g(x)− g(y)‖+
+ mı´n {‖f(x)‖+ L(S) ‖g(x)‖ , ‖f(y)‖+ L(S) ‖g(y)‖}] ‖g(x)− g(y)‖ .
Reemplazando y en (3.16) y (3.17) con la solucio´n x∗ del problema inicial
(3.1), obtenemos las respectivas estimaciones:







en donde t = ‖g(x∗‖+ ‖g(x)− g(x∗)‖, y
‖z‖1 =
√
n [L(S) ‖g(x)− g(x∗)‖+ ‖f(x∗)‖+
+L(S) ‖g(x∗)‖] ‖g(x)− g(x∗)‖ . (3.20)
aqu´ı S = g−1[Bt(0)]. De esos l´ımites por ambos lados (3.19) y (3.20) y
el hecho que ‖g(x̂)− g(x∗)‖ ≤ ‖g(x)− g(x∗)‖ implica que x̂ pertenece a la
bola g−1[Bt(0)] junto con x y x∗, obtenemos el siguiente enunciado.
Si asumimos que g−1 es una aplicacio´n localmente Lipschitziana, entonces
la secuencia de las soluciones x(zk) del problema (3.14) converge a la solucio´n
x∗ del problema impl´ıcito de complementariedad (3.1) a una velocidad igual
a la mitad de la convergencia de las perturbaciones zk tendientes a cero.
Por ejemplo, en el caso de una convergencia cuadra´tica de zk a cero, x(zk)
convergera´ a x∗ al mı´nimo l´ıneal (en la taza geome´trica).
3.4. Resolviendo Problemas Perturbados
Fijemos un vector perturbacio´n z ∈ Rn++ y consideremos el problema
perturbado: Encontrar un x ∈ Rn tal que:
g(x) ≥ 0, f(x) ≥ 0 y gi(x)fi(x) = zi, i = 1, . . . , n. (3.21)
Como z > 0, este problema puede ser reescrito como sigue:
F (x) = 0 (3.22)
en donde
Fi(x) = fi(x)− zi
gi(x)
, i = 1, . . . , n. (3.23)
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Por conveniencia asumimos que el problema perturbado tiene soluciones
siendo g un homeomorfismo de Rn en s´ı mismo, y representamos F como
F (x) = f(x) +H(x), con:
Hi(x) = − zi
gi(x)
, i = 1, . . . , n.
Es fa´cil verificar que la aplicacio´n H : Rn++ → Rn es g-mono´tona. Adema´s,
si la aplicacio´n f es continua y g-local fuertemente mono´tona sobre Rn, pode-
mos aplicar un me´todo de Peaceman-Rachford modificado [38] para resolver
el problema (3.21).
Teniendo una iteracio´n actual g(xk), primeramente encontramos el vector
g(xk+
1





2 ) = λg(xk)− f(xk); (3.24)
despue´s de haber obtenido g(xk+
1
2 ), construimos el vector g(xk+1) como
una solucio´n a la ecuacio´n:
λg(xk+1) + f(xk+1) = λg(xk+
1
2 )−H(xk+ 12 ). (3.25)
Aqu´ı λ > 0 es un para´metro fijo.
Uno puede probar la convergencia de este algoritmo por haber adaptado
la prueba del teorema de Peaceman-Rachford global en [38].
Teorema 3.4.1 Sea f : Rn → Rn una aplicacio´n g-local fuertemente mono´tona
y g-Lipschitz continua sobre cada subconjunto en Rn. Entonces para cualquier
inicial x0 ∈ Rn, y un fijo λ > 0, la secuencia {xk} esta´ bien definida por las
formulas (3.24) - (3.25) y converge a la solucio´n u´nica x∗ = x∗(z) del prob-
lema (3.1).
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Demostracio´n. La existencia y unicidad de la solucio´n x∗ esta´ garanti-
zada por el Teorema 3.2.2. El punto auxiliar xk+1/2 esta´ bien definido debido







, inducidos por la ecuacio´n (3.24). Adelante, la aplicacio´n (f +λg)
es continua y g-fuertemente mono´tona en Rn y por lo tanto es un homeo-
morfismo de Rn en s´ı misma (Teorema 6.4.4 en [38]). Lo anterior implica
que el sistema de ecuaciones (3.25) tiene una u´nica solucio´n xk+1 y justifica
el proceso de iteracio´n (3.24)-(3.25). Escriba´moslo en la forma vectorial:
xk+1 = Pxk, k = 0, 1, . . . , (3.26)
en donde
Px = (λg + f)−1(λg −H)(λg +H)−1+ (λg − f)x;
aqu´ı (λg +H)−1+ (λg − f) es el operador que asocia el vector xk ∈ Rn con
tal solucio´n de la ecuacio´n (3.24) que g(xk+1/2) > 0. Las relaciones
F (x∗) = f(x∗) +H(x∗) = 0 y g(x∗) > 0
implican las igualdades
(λg +H)−1+ (λg − f)x∗ = x∗ y (λg + f)−1+ (λg −H)x∗ = x∗.
Adema´s, x∗ es un punto fijo de la aplicacio´n P .
Inversamente, si x∗ es un punto fijo de la aplicacio´n P y g(x∗) > 0,
entonces x∗ resuelve la ecuacio´n (3.22), esto es, f(x∗) + H(x∗) = 0. En
verdad, si x∗ = Px∗, denotamos por
y∗ = (λg +H)−1+ (λg − f)x∗,
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y obtenemos la igualdad
(λg + f)x∗ = (λg −H)y∗. (3.27)
Por otro lado, la definicio´n de y∗ implica que
(λg +H)y∗ = (λg − f)x∗. (3.28)
Escribamos las ecuaciones (3.27)-(3.28) en la forma siguiente
λ [g(x∗)− g(y∗)] = −f(x∗)−H(y∗),
y
λ [g(x∗)− g(y∗)] = f(x∗) +H(y∗),
respectivamente. Con esto llegamos inmediatamente a g(x∗) = g(y∗), y
por tanto
f(x∗) +H(x∗) = 0.
Adema´s, sea S ⊂ Rn un subconjunto compacto arbitrario. Entonces el
subconjunto Ŝ = (λg+f)−1S es tambie´n compacto, y para cualquier u, v ∈ Ŝ
uno tiene
[g(u)− g(v)]T [f(u)− f(v)] ≥ β(t) ‖g(u)− g(v)‖2 , (3.29)
donde t = max
{
‖w‖ |w ∈ Ŝ
}
. En seguida, denotamos por υ el coeficiente
g-Lipschitz de la aplicacio´n f sobre Ŝ, y para arbitrarios x, y ∈ S, x 6= y, sea
u = (λg + f)−1x, v = (λg + f)−1y. Entonces las siguientes relaciones son
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va´lidas para la aplicacio´n P1 = (λg − f)(λg + f)−1 (aqu´ı ‖·‖ = ‖·‖2 es la





λ2 ‖g(u)− g(v)‖2 − 2λ [g(u)− g(v)]T [f(u)− f(v)] + ‖f(u)− f(v)‖2
λ2 ‖g(u)− g(v)‖2 + 2λ [g(u)− g(v)]T [f(u)− f(v)] + ‖f(u)− f(v)‖2 ≤
≤ [λ
2 − 2λβ(t)] ‖g(u)− g(v)‖2 + ‖f(u)− f(v)‖2
[λ2 + 2λβ(t)] ‖g(u)− g(v)‖2 + ‖f(u)− f(v)‖2 ≤
λ2 − 2λβ(t) + υ2
λ2 + 2λβ(t) + υ2
< 1,
en donde la segunda desigualdad no estricta esta´ basada en el hecho de
la monotonocidad de la funcio´n a+τ
b+τ
sobre τ ≥ 0 si b ≥ a ≥ 0. As´ı obtenida,
la estimacio´n muestra que la aplicacio´n P1 es una contraccio´n estricta sobre
S.
Ahora consideramos la aplicacio´n P2 = (λg−H)(λg+H)−1+ y mostramos
que satisface la condicio´n
‖P2x− P2y‖ ≤ ‖x− y‖ (3.30)
para cualquier x, y ∈ Rn. De verdad, notamos primero que la aplicacio´n
H es g-mono´tona y g-Lipschitz continua sobre cada subconjunto compacto
S ⊂ Rn++. Por otra parte, para cada par x, y ∈ Rn los puntos u = (λg+H)−1+ x
y v = (λg+H)−1+ y pertenecen a R
n
++, y la fo´rmula de la ecuacio´n cuadra´tica
implica que el conjunto Ŝ = (λg+H)−1+ S es un subconjunto compacto de R
n
++
siempre que S ⊂ Rn es un compacto. Ahora bien, es claro que la validez de la
relacio´n (3.30) para todo x, y ∈ Rn puede ser probada repitiendo exactamente
los argumentos usados al demostrar la contractividad de P1.
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As´ı, la composicio´n P2P1 es una aplicacio´n contractiva sobre cada sub-
conjunto compacto en Rn. Debido a la identidad
P = (λg − f)−1P2P1(λg + f)
y el hecho que P tiene el (u´nico) punto fijo x∗ tal que g(x∗) > 0, la
aplicacio´n P2P1 tiene el punto fijo y
∗ = (λg + f)x∗. Lo u´ltimo nos permite




, construida por la
recurrencia yk+1 = P2P1y
k, y0 = (λg+f)x0, k = 0, 1, . . ., convergera´ a y∗. Sin




convergera´ a x∗. La demostracio´n esta´ completa.
2
Comentario 3.4.2 El punto g(xk+1/2) que resuelve la ecuacio´n (3.24) es











[λgi(xk)− fi(xk)]2 + 4λzi
2λ
, i = 1, . . . , n.
Consecuentemente, en cada paso del algoritmo descrito, uno so´lo necesita



















i = 1, . . . , n. Sin embargo, la aplicacio´n (λg+f) es g-fuertemente mono´tona,
por tanto el u´ltimo sistema de ecuaciones puede ser tratado eficientemente
por algoritmos tipo Newton.
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Cap´ıtulo 4
Un Nuevo Algoritmo para
Resolver el Problema de
Programacio´n Binivel Entero
Mixto
4.1. Revisio´n de la Literatura
La investigacio´n de problemas de programacio´n binivel esta´ fuertemente
motivada por sus aplicaciones (en el mundo real). Tales problemas surgen
en los juegos de Stackelberg que tratan la economı´a de mercado [46], en
donde los distintos tomadores de decisio´n tratan de comprender mejor las
decisiones en el mercado con respecto a sus propios objetivos generalmente
diferentes. Sin embargo, a menudo son capaces de realizar sus decisiones de
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forma independiente, pero se ven obligados a actuar de acuerdo a una cierta
jerarqu´ıa. Vamos a considerar el caso ma´s simple de tal situacio´n donde so´lo
hay dos tomadores de decisio´n. El l´ıder es el que puede manejar el mercado
de forma independiente, mientras que el seguidor tiene que actuar de una
manera dependiente.
Es obvio que, si un tomador de decisiones es capaz de asumir una posicio´n
independiente (y por tanto para observar y utilizar las reacciones del depen-
diente tomador de decisiones a las decisiones del l´ıder), y luego a tratar de
hacer una ventaja de esto.
Los Problemas de Programacio´n Binivel son ma´s generales que los jue-
gos de Stackelberg en el sentido de que ambos conjuntos factibles pueden
depender sobre la decisio´n de otro tomador de decisiones.
En te´rminos matema´ticos, el conjunto de variables es particionado en
dos variables vectoriales, x y y, en donde y ∈ Rm es la variable del l´ıder y
x ∈ Rn es la variable del seguidor. Usando y como un para´metro, el seguidor
resuelve un problema de optimizacio´n parame´trico, y los valores x = x(y)
esta´n determinados por el seguidor conociendo de antemano la eleccio´n y
del l´ıder. El l´ıder tiene que determinar la mejor eleccio´n de y conociendo
la reaccio´n (o´ptima) x = x(y) del seguidor a la decisio´n del l´ıder. Tenemos
un l´ıder (nivel superior) que elige primero su decisio´n con el objetivo de
minimizar una cierta funcio´n f(x(y), y), y un seguidor (en el nivel inferior)
que responde o´ptimamente a esta decisio´n.
Un caso particular del problema de programacio´n binivel esta´ presentado
por el siguiente modelo entero-mixto surgiendo del problema de minimizar
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los costos de penalizacio´n de una compan˜´ıa cargadora de gas natural. E´ste
es un problema de la vida real (vea [12]). El problema en cuestio´n se gen-
era cuando un cargador (de gas) firma un contrato con una compan˜´ıa de
gasoductos a entregar cierta cantidad de gas a cierta distancia de la entrega.
Lo que realmente es enviado puede ser superior o inferior a la cantidad que
inicialmente se hab´ıa acordado (e´ste feno´meno es llamado un desbalance).
Cuando ocurre tal desequilibrio, el gasoducto penaliza al cargador por el que
se establece una pol´ıtica de penalizacio´n. Dado que esta penalizacio´n es una
funcio´n de la operacio´n de los desbalances diarios, un problema importante
para los cargadores, es co´mo llevar a cabo sus desbalances diarios, as´ı como
minimizar la penalizacio´n impuesta.
Nuestro principal objetivo es proponer un algoritmo eficiente para re-
solver el Problema de Programacio´n Binivel Entero Mixto (MIBLPP por sus
siglas en ingle´s). El te´rmino entero mixto significa que el problema tiene am-
bas variables, continuas y discretas. Por otra parte, en nuestro caso x es la
variable vectorial continua y y puede incluir variables discretas. Sabiendo que
este problema es dif´ıcil de resolver, se propone un algoritmo de aproximacio´n
que nos conduce a una solucio´n global.
Muchos autores han trabajado en las diferentes formulaciones de los prob-
lemas de programacio´n binivel. En [9] se propuso un algoritmo para resolver
el problema de programacio´n lineal binivel (BLPP) utilizando el me´todo sim-
plex con variables adicionales en el conjunto de base y la teor´ıa de subgradi-
entes. En [2] se obtuvieron l´ımites superiores para las funciones objetivo en
ambos niveles. As´ı se genero´ una secuencia no decreciente de l´ımites inferi-
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ores de la funcio´n objetivo en el nivel superior, que, bajo ciertas condiciones,
converge a la solucio´n del BLPP general para funciones continuamente difer-
enciables.
En [11] se presentan varias alternativas para resolver el MIBLPP con las
condiciones de integralidad. En [47] se resolvio´ el MIBLPP con el algoritmo
branch and bound. El ana´lisis de sensibilidad para MIBLPP tambie´n fue
considerado en [48].
4.2. Formulacio´n General
Consideramos el problema jera´rquico de optimizacio´n binivel: la toma de
desiciones en el nivel superior esta´ gobernada por las restricciones que esta´n
definidas en parte por un problema de optimizacio´n (parame´trico) en el nivel
inferior. Sea e´ste segundo problema definido como sigue:
mı´n
x
{f(x, y) | g(x, y) ≤ 0, h(x, y) = 0} , (4.1)
en donde f : Rn × Rm → R, g : Rn × Rm → Rp y h : Rn × Rm → Rq
con g(x, y) = − (g1(x, y), · · · , gp(x, y))T y h(x, y) = (h1(x, y), · · · , hq(x, y))T .
E´ste problema es llamado el de nivel inferior o el problema del seguidor. De-
notemos como ψ(y) al conjunto solucio´n del problema (4.1) para un para´metro
fijo y ∈ Rm.
Ahora podemos formular el problema binivel como sigue:
mı´n
x,y
{F (x, y) | y ∈ Y, x ∈ ψ(y)} , (4.2)
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en donde F : Rn×Rm → R, y Y es un subconjunto cerrado de Rm. E´ste
es el problema de nivel superior o el problema del l´ıder. El problema (4.1) –
(4.2) es el problema de programacio´n binivel.
Con el fin de garantizar que el problema de programacio´n binivel esta´ bien
definido, asumimos lo siguiente:
1. El conjunto M = {(x, y) |g(x, y) ≤ 0, h(x, y) = 0} es no vac´ıo.
2. Ambos F (x, y) y f(x, y) esta´n acotadas por debajo sobre M .
Definicio´n 4.2.1 Un par ordenado (x, y) se le llama factible al problema de
programacio´n lineal binivel si e´ste satisface y ∈ Y y x ∈ ψ(y).
Definicio´n 4.2.2 Un par ordenado factible (x′, y′) es llamado solucio´n o´pti-
ma al problema de programacio´n binivel si F (x′, y′) ≤ F (x, y) para todas las
soluciones factibles (x, y).
4.3. Mo´delo Matema´tico
El Problema de Programacio´n Lineal Binivel Entero Mixto con un para´metro
en el lado derecho del nivel inferior esta´ formulado como sigue:
mı´n
x,y
{〈a, x〉+ 〈b, y〉 | Gy = d, x ∈ ψ(y), y ∈ Zm+ } , (4.3)
que representa el nivel superior en donde a, x ∈ Rn, b, y ∈ Rm, G es
una matriz r × m, d ∈ Rr. Note que aqu´ı usamos la versio´n optimı´stica
del problema de programacio´n binivel, vea [10]. De aqu´ı en adelante, 〈·, ·〉
76
representa el producto interno Euclideano. La funcio´n de valor objetivo del
nivel superior (Problema del Cargador) representa a los costos de produccio´n




{〈c, x〉 | Ax = y, x ≥ 0} , (4.4)
que describe al conjunto de soluciones o´ptimas del problema de nivel
inferior (el conjunto de las reacciones racionales). Aqu´ı c, x ∈ Rn, A es una
matriz m× n con m ≤ n.
Determinemos ahora la funcio´n de valor o´ptimo del problema de nivel
inferior (Problema del Gasoducto) como sigue:
ϕ(y) = mı´n
x
{〈c, x〉 | Ax = y, x ≥ 0} . (4.5)
Suponemos que el conjunto factible del problema (4.4) es no vac´ıo. Aqu´ı y
es el vector parame´trico que puede representar los valores de diferentes des-
balances diarios, la cantidad de gas transportada o tambie´n la utilidad del
cargador en el caso cuando necesitamos trabajar con numeros enteros. El
nivel inferior (Problema del Gasoducto), en funcio´n de nuestros objetivos
puede intentar minimizar el desbalance, los volu´menes de gas transportados,
o el valor absoluto de las transacciones entre el l´ıder y el seguidor.
En e´ste trabajo, consideramos una reformulacio´n de (4.3)–(4.5) basada
sobre una aproximacio´n reportada en la literatura (vea [50] o [10]) como un
problema cla´sico de optimizacio´n no diferenciable. Si tomamos en cuenta la
funcio´n de valor o´ptimo del nivel inferior (4.5), entonces el problema (4.3)–
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(4.5) puede ser reemplazado por:
mı´n
x,y
{〈a, x〉+ 〈b, y〉 | Gy = d, 〈c, x〉 ≤ ϕ(y), Ax = y, x ≥ 0, y ∈ Zm+ } .
(4.6)
Nuestro trabajo esta´ concentrado en la funcio´n de valor objetivo del nivel
inferior (4.5). Por esta razo´n, mostramos algunas caracter´ısticas importantes
(vea [17] o [13]) que sera´n de ayuda para resolver el problema (4.6).
4.4. Geometr´ıa del problema
Consideremos el problema lineal de programacio´n para´metrico (4.5):
ϕ(y) = mı´n
x
{〈c, x〉 | Ax = y, x ≥ 0} .
Con el fin de resolver e´ste problema, usamos el me´todo simplex dual, como
se hizo en [13]. Sea un vector fijo y = y∗ y x∗ una solucio´n ba´sica o´ptima
para y = y∗ con su correspondiente matriz ba´sica B, que es una submatriz
cuadrada y del mismo rango de A, y tal que x∗ = (x∗B, x
∗
N)
T , con x∗B = B
−1y
y x∗N = 0. Adema´s, fijemos el valor del para´metro del nivel superior y = y
∗.
Entonces, podemos decir que x∗(y∗) = (x∗B(y
∗), x∗N(y
∗))T = (B−1y∗, 0)T es
una solucio´n ba´sica o´ptima del problema (4.5) para un para´metro fijo y∗. Y
si la siguiente desigualdad es va´lida:
B−1y ≥ 0,
entonces x∗(y) = (x∗B(y), x
∗
N(y))
T = (B−1y, 0)T es tambie´n o´ptima para
el vector parame´trico y.
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Es posible perturbar y∗ de modo que B siga siendo una matriz ba´sica
o´ptima [17]. Denotamos por <(B) a un conjunto que llamaremos la regio´n
de estabilidad de B, que esta´ definida como:
<(B) = {y | B−1y ≥ 0} .
Para todo y ∈ <(B), el punto x∗(y) = (x∗B(y), x∗N(y))> = (B−1y, 0)> es
una solucio´n ba´sica o´ptima al problema (4.5).
Esta regio´n es no vacia ya que y∗ ∈ <(B). Adema´s, esta regio´n es cerrada
pero no necesariamente acotada. Si <(B) y <(B′) son dos diferentes regiones
de estabilidad con B 6= B′, entonces so´lo uno de los siguientes casos es posible.
1. <(B) ∩ <(B′) = {0}.
2. <(B)∩<(B′) contiene la frontera comu´n de las regiones <(B) y <(B′).
3. <(B) = <(B′).
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Por otra parte, <(B) es un conjunto polie´drico convexo, en la que la fun-
cio´n de valor o´ptimo del nivel inferior es una funcio´n lineal y finita. Para
determinar una descripcio´n expl´ıcita de la funcio´n ϕ consideremos el proble-
ma dual al problema (4.5). Si ϕ(y) es finita, entonces
ϕ(y) = ma´x{〈y, u〉 : ATu ≤ c}.
Ahora u1, u2, . . . , us denotan los ve´rtices del conjunto polie´dico {u : ATu ≤
c}. Entonces,
ϕ(y) = ma´x{〈y, u1〉, 〈y, u2〉, . . . , 〈y, us〉},
siempre que ϕ(y) es finita.
Por dualidad, para algu´na matriz ba´sica Bi con y ∈ <(Bi) tenemos BTi u =
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〈y, ui〉 = 〈y, (BTi )−1 cBi〉 = 〈(Bi)−1 y, cBi〉.
Poniendo xi(y) = ((Bi)









, . . . , 〈c, xq(y)〉} .
Como podemos ver en la figura 1, las regiones de estabilidad esta´n rep-
resentadas por los segmentos sobre el eje de las y. La funcio´n ϕ es no difer-
enciable, esto hace a este tipo de problemas dificiles de resolver.
Ahora, introducimos la siguiente definicio´n [50].
Definicio´n 4.4.1 Sea el par (x∗, y∗) tal que resuelva al problema (4.6). En-
tonces (4.6) es llamado partially calm en (x∗, y∗) si existe una constante
µ > 0 y una vecindad U de (x∗, y∗, 0) ∈ Rn × Rm × R, tal que para todo
(x, y, u) ∈ U factible al problema:
mı´n
x,y,u
{〈a, x〉+ 〈b, y〉 | Gy = d, 〈c, x〉 − ϕ(y) + u = 0, Ax = y, x ≥ 0, y ∈ Zm+ } ,
(4.7)
tenemos
〈a, x〉+ 〈b, y〉 − 〈a, x∗〉 − 〈b, y∗〉+ µ|u| ≥ 0.
Aqu´ı |u| representa el valor absoluto de u.
Teorema 4.4.2 Sea un par (x∗, y∗) que resuelva al problema (4.3)–(4.5),
entonces (4.6) es partially calm en (x∗, y∗).
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Demostracio´n. Fijamos un valor arbitrario δ > 0 y suponemos que
(x′, y′, u) ∈ (x∗, y∗, 0) + δB(0, 1), en donde B(0, 1) es una bola unitaria en
Rn+m+m centrada en el origen, es factible al problema (4.7), i.e.,
〈c, x′〉 − ϕ(y′) + u = 0 (4.8)
Ax′ − y′ = 0 (4.9)
Sea x(y′) una solucio´n al problema lineal de nivel inferior, i.e.,
〈c, x(y′)〉 − ϕ(y′) = 0 (4.10)
Ax(y′)− y′ = 0 (4.11)
Entonces (x(y′), y′) es factible para el Problema Binivel de Programacio´n
Lineal. Por la optimalidad de (x∗, y∗) y usando la desigualdad de Cauchy-
Buniakovski tenemos:
〈a, x′〉+〈b, y′〉−〈a, x∗〉−〈b, y∗〉 ≥ 〈a, x′〉+〈b, y′〉−〈a, x(y′)〉−〈b, y′〉 = (4.12)
= 〈a, x′〉 − 〈a, x(y′)〉 ≥ −‖a‖∞ ‖x′ − x(y′)‖∞ , (4.13)
en donde ‖ · ‖∞ representa a la norma ∞, i.e. ‖v‖∞ = ma´x{|vi|, i =
1, . . . , n}. Por la definicio´n de la funcio´n de valor o´ptimo en el nivel inferior,
ya que (x′, y′, 0) es factible para el problema (4.7), u debe ser no positiva.
82
Si la solucio´n x = x(y′) del problema de nivel inferior no es u´nica, entonces
podemos escoger la ma´s cercana al punto x′, de modo que:
‖x′ − x(y′)‖∞ =
= mı´n
ε,x
{ε | − εe ≤ x′ − x ≤ εe, 〈c, x〉 − ϕ(y′) = 0, Ax− y′ = 0, x ≥ 0}.
Aqu´ı e = (1, 1, . . . , 1)T ∈ Rn, y las desigualdades son por componentes.
Ahora consideramos el dual del u´ltimo problema de programacio´n lineal:
w = ma´x
ξ1∈Rn+,ξ2∈Rn+,ξ3≥0,ξ4∈Rm+
{〈ξ1 − ξ2, x′〉+ ξ3(−ϕ(y′)) + 〈ξ4, (−y′)〉 |
ξ1 − ξ2 − ξ3c− AT ξ4 = 0, 〈e, ξ1〉+ 〈e, ξ2〉 = 1
}
= (4.14)
= ma´x {ξ3(〈c, x′〉 − ϕ(y′)) + 〈ξ4, Ax′ − y′〉 |
〈e, ξ1〉+ 〈e, ξ2〉 = 1, ξi ≥ 0, i = 1, 2, 3, 4} . (4.15)
Por dualidad de programacio´n lineal tenemos:
‖x′ − x(y′)‖∞ = ξ3(x′, y′, 0) [〈c, x′〉 − ϕ(y′)] + 〈ξ4(x′, y′, 0), Ax′ − y′〉 =
= ξ3(x
′, y′, 0) [〈c, x′〉 − ϕ(y′)] ,
en donde (ξ1(x
′, y′, 0), ξ2(x′, y′, 0), ξ3(x′, y′, 0), ξ4(x′, y′, 0)) ∈ Rn+ × Rn+ ×
R+ × Rm+ es una solucio´n del problema de maximizacio´n (4.14). Entonces
tenemos las siguientes relaciones:
‖x′ − x‖∞ = ξ3(x′, y′, 0) [〈c, x′〉 − ϕ(y′)] =
= ξ3(x
′, y′, 0)(−u) = ξ3(x′, y′, 0) |u| . (4.16)
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Ya que ξ3(x
′, y′, 0) puede ser escogido como una componente de un ve´rtice
solucio´n del problema de maximizacio´n (4.14), y ya que la regio´n factible es
independiente de (x′, y′, 0) y tiene un nu´mero finito de ve´rtices, llegamos a:
ξ3(x
′, y′, 0) ≤ L (4.17)
en donde
L := ma´x {ξ3 | (ξ1, ξ2, ξ3, ξ4) es un ve´rtice del conjunto de restricciones en (4.14)} .
Entonces, combinando (4.13), (4.16) y (4.17), conclu´ımos que el problema
(4.6) es partially calm con µ = ‖a‖∞L, ya que
〈a, x′〉+ 〈b, y′〉 − 〈a, x∗〉 − 〈b, y∗〉+ µ |u| ≥ 0.
2
4.5. Un Algoritmo de Aproximacio´n
Las bases para empezar a describir el algoritmo esta´n dadas en las sec-
ciones anteriores. Las dificultades que surgen al trabajar con la funcio´n de
valor objetivo (4.5) se deben al simple hecho de que no la tenemos en una
forma expl´ıcita. E´ste algoritmo trata en aproximar (4.5) con un nu´mero in-
finito de iteraciones. Tambie´n es bien sabido que (4.5) es no diferenciable, es
por eso que en en algunos trabajos como [14] y [50] trabajan con ca´lculo
subdiferencial que se basan sobre la restriccio´n de cualificacio´n no suave de
Mangasarian-Fromowitz.
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Las herramientas que utilizaremos esta´n basadas principalmente en el he-
cho que (4.5) es lineal por partes y convexa. Tambie´n, las bases para desarrol-
lar un buen algoritmo esta´n dados en los siguientes teoremas bien conocidos,
importantes para guardar la convexidad en cada nivel de aproximacio´n.
Definicio´n 4.5.1 La interseccio´n de todos los conjuntos convexos que con-
tienen un subconjunto dado S de Rm es llamado el casco convexo de S y se
denota por conv S.
Teorema 4.5.2 Teorema de Carathe´odory. Sea S cualquier conjunto
de puntos en Rm, y sea C = conv S. Entonces y ∈ C si y so´lo si y puede
ser expresada como una combinacio´n convexa de m + 1 (no necesariamente
distintos) puntos en S. De hecho C es la unio´n de todos los d-dimensionales
s´ımplices generalizados cuyos ve´rtices pertenecen a S, en donde d = dimC.
Corolario 4.5.3 Sea {Ci |i ∈ I} una coleccio´n arbitraria de conjuntos con-
vexos en Rm, y sea C el casco convexo de la unio´n de la coleccio´n. Entonces
cada punto de C puede ser expresado como una combinacio´n convexa de m+1
o menos puntos afinamente independientes, cada uno perteneciendo a alguno
de los Ci.
Teorema 4.5.4 La interseccio´n de una coleccio´n arbitraria de conjuntos
convexos es convexa.
El casco convexo conv S es un conjunto convexo por el Teorema 4.5.4, el
u´nico ma´s pequen˜o que contiene S.
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Los detalles y las demostraciones de los Teoremas 4.5.2, 4.5.4, y del Coro-
lario 4.5.3 pueden ser encontrados en [43].
Ahora, describimos el algoritmo propuesto como sigue:
Step 0. Inicializacio´n. Sea la lista inicial de problemas incluyendo so´lamente
la Aproximacio´n del Problema Entero (APE) construida del siguiente modo:
Consideramos el problema (4.6):
mı´n
x,y
{〈a, x〉+ 〈b, y〉 : Gy = d, 〈c, x〉 ≤ ϕ(y), Ax = y, x ≥ 0, y ∈ Zm+ } .
Ahora, consideramos el politopo Y compuesto como un casco convexo
de las estrategias del l´ıder en el nivel superior: Y = {y |Gy = d, y ≥ 0} , y
seleccionamos m̂ + 1 puntos afinamente independientes yi tales que Y ⊂
conv {y1, . . . , ym̂+1} ⊂ {y : |ϕ(y)| < ∞}. Aqu´ı m̂ = m − rank(G), y
y2− y1, y3− y1, · · · , ym̂+1− y1 forman un sistema linealmente independiente.
Denotamos este conjunto de ve´rtices como V = {y1, . . . , ym̂+1}. Tambie´n
consideramos un valor de tolerancia  > 0. Entonces, resolvemos el problema
de programacio´n lineal del nivel inferior (4.5) en cada ve´rtice, i.e., encontrar
ϕ(y1), · · · , ϕ(ym̂+1).














con λi ≥ 0 i = 1, . . . , m̂+ 1 y
m̂+1∑
i=1
λi = 1. (4.20)
En (4.18) tenemos una expresio´n con la variable λ, que nos conduce a la
variable y usando (4.19) y (4.20). Ahora, ya que la funcio´n ϕ es convexa,
〈c, x〉 ≤ ϕ(y) ≤ Φ(y),
la condicio´n 〈c, x〉 ≤ ϕ(y) puede ser reemplazada en (4.6) con la siguiente
desigualdad expl´ıcita:
〈c, x〉 ≤ Φ(y).
Con esto obtenemos un nuevo problema de optimizacio´n que puede ser
resuelto con el me´todo s´ımplex cla´sico. La Aproximacio´n del Problema Entero
(APE) es descrita como sigue:
mı´n
x,y
{〈a, x〉+ 〈b, y〉 : Gy = d, 〈c, x〉 ≤ Φ(y), Ax = y, x ≥ 0, y ∈ Zm+ } , (4.21)
sea t = 1, y zt = +∞, en donde zt es el valor objetivo incumbente.
Ponemos e´ste problema dentro de la lista. Por definicio´n, e´ste problema cor-
responde al poliedro convexo Y . Ir al Paso 1.
Paso 1. Terminacio´n. Detener el algoritmo si la lista de problemas es vac´ıa.
De otra forma seleccionar arbitrariamente y remover un problema de la lista.
Ir al paso 2.
Paso 2. Resolver el problema tomado de la lista usando me´todos comunes
para programacio´n entera como branch and bound para resolver la restriccio´n
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de integralidad. Denotamos al conjunto de las soluciones optimas ba´sicas
como S = {(x1R; y1R), . . .} y zR como la funcio´n de valor objetivo. Si el
problema no tiene soluciones factibles, o si esta funcio´n de valor o´ptimo es
mayor que zt, entonces cortamos esta rama. Asignar zt+1 = zt, t = t + 1 y
vamos al Paso 1. De otra forma vamos al Paso 3.
Paso 3. Si las componentes y de todas las soluciones pertenecientes a S
son ve´rtices de V , entonces guardamos las soluciones, asignamos zt+1 = z
R,
t = t + 1 y vamos al Paso 1 (para tales valores de y, el punto (x, y) es
factible para el problema (4.6)). De otra manera, considerando la solucio´n
(xjR; yjR) de S tal que la componente yjR es diferente de todos los ve´rtices
de V , an˜adimos yjR a V , asignamos zi+1 = zi, t = t+ 1 y vamos al Paso 4.
Step 4. Subdivisio´n. Hacer una subdivisio´n del conjunto Y correspondiente
a e´ste problema. Por construccio´n, el problema (4.21) corresponde a un con-
junto de m̂ + 1 puntos afinamente independientes, los cuales sin pe´rdida de
generalidad asumimos sean los puntos y1, . . . , ym̂+1. An˜adiendo el punto yjR
a e´ste conjunto, estos vienen a ser afinamente independientes. Excluyendo un
elemento del conjunto resultante, la independencia afina puede ser obtenida
eventualmente (esto esta´ garantizado si algu´n elemento correcto es elimina-
do). Cuando uno hace uso de esta aproximacio´n, a lo ma´s m̂+ 1 nuevos con-
juntos afinamente independientes surgen, cada uno correspondiendo a nuevas
aproximaciones lineales de la funcio´n objetivo del nivel inferior sobre el casco
convexo de esos puntos. Si un tal s´ımplex T es un subconjunto de alguna
regio´n de estabilidad: T ⊂ <(Bi), los puntos factibles (x, y) del problema
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(4.21) son tambie´n factibles para el problema (4.6). El objetivo de e´ste paso
es encontrar esas simples subdivisiones subsecuentes del conjunto Y . Estos
problemas son entonces an˜adidos a la lista de problemas.
Para calcular la nueva aproximacio´n de la funcio´n de valor o´ptimo del niv-
el inferior procederemos como sigue: Primero calcular ϕ(yjR). Entonces con-
struir un conjunto de puntos afinamente independientes como se describio´ an-











i + µyjR, (4.22)
con λi ≥ 0 i = 1, . . . , m̂+ 1 y
m̂+1∑
i=1,i 6=l
λi + µ = 1, (4.23)
para l ∈ {1, . . . , m̂+1}. As´ı construimos a lo ma´s m̂+1 nuevos problemas:
(P l) mı´n
x,y
{〈a, x〉+ 〈b, y〉 : Gy = d, 〈c, x〉 ≤ Φl(y), Ax = y, x ≥ 0, y ∈ Zm+ } ,
y los an˜adimos a la lista de problemas. Vamos al Paso 1.
Como un criterio de paro, usamos la condicio´n:
∥∥(xs, ys)− (xs−1, ys−1)∥∥ < ;
si es va´lida, seleccionamos el punto (xs; ys) como una solucio´n aproximada
del problema de programacio´n entera (4.6).
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4.6. Un ejemplo nume´rico
Consideremos el siguiente problema de programacio´n binivel lineal parame´tri-
co, en donde el nivel superior esta´ planteado como sigue:
mı´n
x1,x2,x3,y1,y2
{3x1 + 2x2 + 6x3 + 2y1 | 4y1 + y2 = 10, x ∈ ψ(y), y1, y2 ∈ Z+},
en donde
ψ(y1, y2) = Argmin
x1,x2,x3
{−5x1 − 8x2 − x3 | 4x1 + 2x2 ≤ y1, 2x1 + 4x2 + x3 ≤
≤ y2, x1, x2, x3 ≥ 0},
y el problema de nivel inferior se presenta como sigue:
ϕ(y1, y2) = mı´n
x1,x2,x3
{−5x1 − 8x2 − x3 | 4x1 + 2x2 ≤ y1, 2x1 + 4x2 + x3 ≤
≤ y2, x1, x2, x3 ≥ 0}.








2) = (1/3, 1/3, 0; 2, 2),
conociendo esto iniciamos a resolverlo con el algoritmo propuesto de la sigu-
iente manera:
Paso 0. Escogemos los ve´rtices y1 = (5/2, 0) y y2 = (0, 10) que pertenecen al
casco convexo de las estrategias del l´ıder en el nivel superior. Fijamos como
valor de tolerancia  = 0.1. Ahora, calculamos ϕ(y1) = 0 y ϕ(y2) = −10, sea
z1 = +∞, de esta´ manera podemos construir la primer aproximacio´n de la
funcio´n de valor objetivo como sigue:
Φ(y) = −y2.
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El Problema de Aproximacio´n Entero (APE) que se agrega a la lista de
problemas se presenta como sigue:
mı´n
x,y
{3x1 + 2x2 + 6x3 + 2y1 | 4y1 + y2 = 10, 4x1 + 2x2 ≤ y1
2x1 + 4x2 + x3 ≤ y2,−5x1 − 8x2 − x3 ≤ −y2
x1, x2, x3 ≥ 0, y1, y2 ∈ Z+}
Paso 1. Seleccionamos (AIP) de la lista de problemas.









(0, 1/4, 0; 2, 2) con zR = 15/4. Ya que zR es menor que +∞, vamos al Paso
3.
Paso 3. Debido a que (y1R1 , y
1R
2 ) = (2, 2) es diferente a los ve´rtices en V ,
an˜adimos (y1R1 , y
1R
2 ) = (2, 2) a V , aceptamos z2 = +∞, t = 2 y vamos al
Paso 4.
Paso 4. Hacer una subdivisio´n en (y1R1 , y
1R
2 ) = (2, 2), resultando 2 nuevos
problemas, los cuales uno corresponde a conv {y2 = (0, 10), (y1R1 , y1R2 ) =
(2, 2)} y el segundo correspondiente a conv {(y1R1 , y1R2 ) = (2, 2), y1 = (5/2, 0)},
an˜adimos estos 2 nuevos problemas a la lista de problemas, cada uno descrito
como sigue: el primero descrito con la aproximacio´n
Φ1(y) = −17y2/24− 70/24,
y el segundo con la aproximacio´n
Φ2(y) = −13y2/6.
Entonces estos problemas son presentados como sigue:
(P 1) mı´n
x1,x2,x3,y1,y2
{3x1 + 2x2 + 6x3 + 2y1 | 4y1 + y2 = 10, 4x1 + 2x2 ≤
91
≤ y1, 2x1+4x2+x3 ≤ y2,−5x1−8x2−x3 ≤ Φ1(y), x1, x2, x3 ≥ 0, y1, y2 ∈ Z+}.
quitando y1 de V , y
(P 2) mı´n
x1,x2,x3,y1,y2
{3x1 + 2x2 + 6x3 + 2y1 | 4y1 + y2 = 10, 4x1 + 2x2 ≤
≤ y1, 2x1+4x2+x3 ≤ y2,−5x1−8x2−x3 ≤ Φ2(y), x1, x2, x3 ≥ 0, y1, y2 ∈ Z+}.
quitando y2 de V . Ir al paso 1.
Paso 1. Seleccionamos (P 1) de la lista de problemas, y vamos al Paso 2.









(1/3, 1/3, 0; 2, 2) con zR = 17/3. y ya que zR es menor que z2, entonces vamos
al Paso 3.
Paso 3. Como (y1R1 , y
1R
2 ) = (2, 2) es igual a uno de los ve´rtices en V ,








2 ) = (0, 1/4, 0; 2, 2), seleccionamos
z3 = 17/3, t = 3, y vamos al Paso 1.
Paso 1. Seleccionamos (P 2) de la lista de problemas, y vamos al Paso 2.









(1/3, 1/3, 0; 2, 2) con zR = 17/3. Y como zR es igual a z3, entonces vamos al
Paso 3.
Paso 3. Ya que (y1R1 , y
1R
2 ) = (2, 2) es igual a uno de los ve´rtices en V ,








2 ) = (1/3, 1/3, 0; 2, 2), actual-
izamos z4 = 17/3, t = 4, y vamos al Paso 1.
Paso 1. La lista de problemas esta´ vac´ıa, aqu´ı termina el algoritmo.
Conclu´ımos que la u´ltima solucio´n guardada (x1, x2, x3; y1, y2) = (1/3, 1/3,
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0; 2, 2) con z = 17/3 es la solucio´n obtenida mediante e´ste algoritmo que co-




En e´ste trabajo presentamos dos aplicaciones de la vida real en las cuales
aplicamos los me´todos de solucio´n aqu´ı presentados. El primero un caso de lu-
bricacio´n elasto-hidrodina´mica el cual se formulo´ como un problema impl´ıcito
de complementariedad no lineal. El segundo un problema de transporte de
gas natural el cual fue resuelto utilizando programacio´n binivel.
En Cap´ıtulo 2 se propuso un algoritmo de Newton inexacto para resolver
el Problema Impl´ıcito de Complementariedad No Lineal. Primeramente bajo
ciertas suposiciones acerca de la funcio´n f reducimos el problema impl´ıcito
de complementariedad al problema esta´ndar, mostrando la convergencia de
los puntos generados por el me´todo de Newton a la solucio´n u´nica del prob-
lema original. Adema´s, se construyo´ una secuencia de puntos por el me´todo
de Newton inexacto y mostramos su convergencia a la solucio´n del prob-
lema impl´ıcito de complementariedad no lineal. Alrededor de todo esto, se
establecieron condiciones suficientes de existencia y unicidad de las soluciones
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de los problemas lineales auxiliares, cuya taza de convergencia tambie´n fue
estimada.
En Cap´ıtulo 3 se aplico´ un algoritmo de perturbacio´n para resolver el
problema impl´ıcito de complementariedad. En principio mostramos la exis-
tencia y unicidad de la solucio´n para problemas perturbados. Despue´s, con-
siderando una secuencia de perturbaciones tendientes a cero se mostro´ que
generando una secuencia de soluciones para cada perturbacio´n, e´stas tienden
a la solucio´n del problema original cuya taza de convergencia tambie´n fue es-
tablecida. Finalmente se justifico´ un algoritmo para la solucio´n al problema.
En Cap´ıtulo 4 se expuso el problema de programacio´n binivel entero mixto
con un para´metro en el lado derecho del nivel inferior. Se mostraron algu-
nas caracter´ısticas importantes del problema que ayudaron posteriormente a
describir un algoritmo de aproximacio´n el cual, basado en el me´todo branch
and bound nos proporciona la solucio´n al problema.
Los Cap´ıtulos 2 y 3 funcionan como herramientas para resolver los prob-
lemas planteados en el 3er Cap´ıtulo, porque problemas de dos niveles pueden
ser reformulados como problemas de un so´lo nivel con restricciones de com-
plementariedad. Entonces, me´todos de solucio´n de problemas de complemen-
tariedad sera´n necesarios para buscar las soluciones de los problemas modi-




Las ideas que emergen para los problemas impl´ıcitos de complemen-
tariedad sugieren atacar ma´s variedad de problemas de e´ste tipo, con fun-
ciones que presenten distintas caracter´ısticas a las presentadas en e´ste trabajo
y de esta manera crear me´todos de solucio´n ma´s generales.
Para los problemas de programacio´n binivel se presenta la idea de re-
solver la funcio´n de penalizacio´n exacta utilizando ca´lculo subdiferencial,
esto podr´ıa aplicarse dado que la funcio´n antes mencionada es no diferen-
ciable. La convexificacio´n es tambie´n una opcio´n que podr´ıa implementarse
pero la desventaja que se presenta es que teo´ricamente podr´ıa funcionar pero
al llevarlo a la pra´ctica surgir´ıan problemas con algunas funciones dif´ıciles de
resolver.
Una de las ideas ma´s ambiciosas es el incursionar a los problemas MPEC
(por sus siglas en ingle´s Mathematical Programs with Equilibrium Con-
straints) que tratan problemas de optimizacio´n con restricciones de comple-
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