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Lexique des termes techniques 
Arbovirose : C’est une maladie virale transmise par piqûre d’arthropode hématophage1. 




Compétence vectorielle : aptitude d’un insecte à s’infecter, amplifier et transmettre un 




Cycle trophogonique ou gonotrophique: C’est la séquence qui débute par la prise d’un 
repas de sang par l’insecte, puis la maturation des œufs et se termine par la ponte. Cette 
séquence est répétée plusieurs fois au cours de la vie de l’insecte3. 
 
Epidémiologie : Science qui étudie la fréquence et la distribution des problèmes de santé 




Epizootie : Une maladie qui frappe simultanément un grand nombre d’animaux (équivalant à 
« épidémique » pour une maladie humaine)
5
. 
LST : Température de la surface terrestre. 
Maladie à transmission vectorielle : Maladie dont la transmission se fait par piqûre d’un 
insecte vecteur
6
.   
Morbidité : C’est la proportion d’individus malades. 
                                                          
1
 Guis H. (2007). "Geomatique et epidemiologie: Caracterisation des paysages favorables à Culicoides imicola, 
vecteur de la fievre catarrhale ovine en Corse." These de doctorat es Science de la vie et de la santé. Universite 
de Franche-Comté: 392. 
2
 Cressie N. (1993). Statistics for spatial data. New York, Wiley. 
3




 Garnier M., Delamare V., Delamare J. & Delamare T. (1999) Dictionnaire des termes de médecine. Paris, 





NDVI : C’est l’indice de végétation à différence normalisée. Il reflète l’activité 
chlorophyllienne de la végétation. 
Sérotype : Catégorie dans laquelle on classe les virus et les bactéries selon leurs réactions en 
présence de sérums contenant des anticorps spécifiques
7
. 




Système d’information géographique : C’est un outil informatique qui permet de manipuler 
et de traiter des données spatialisées. Cet outil permet également de recueillir, de stocker, de 
mettre à jour, d’intégration, de visualiser, de restituer des données géo-référencées (localisées 
dans l’espace par leurs coordonnées géographiques), de faire des analyses spatiales1. 
Vecteur : Organisme qui ne provoque pas lui-même une maladie mais qui disperse l’infection 
en transportant les agents pathogènes d’un hôte à l’autre9. 
Modèle mathématique : C’est une traduction de la réalité pour pouvoir lui appliquer les 
outils, les techniques et les théories mathématiques, puis généralement, en sens inverse, la 
traduction des résultats mathématiques obtenus en prédictions ou opérations dans le monde 
réel. Les approches prédictives concernent un vaste spectre de domaines, tels que le contrôle 
des épidémies ou le suivi de la distribution spatiale d’espèces animales, végétales, etc10.
                                                          
7  Garnier M., Delamare V., Delamare J. & Delamare T. (1999) Dictionnaire des termes de médecine. Paris, 
Maloine. 973 p. 
8
 Zuur A. F., Ieno E. N., Walker N. J., Saveliev A. A. and Smith G. M. (2009). Mixed Effects Models and 










Introduction et objectifs 
 
Selon Morse (Morse, 2004), ces dernières années ont été marquées par l’apparition, 
l’émergence ou la réémergence de maladies humaines et animales. Parmi les maladies ayant 
émergé ou ré-émergé massivement à travers le monde, beaucoup sont des maladies 
vectorielles (transmises par un vecteur, c’est-à-dire un arthropode piqueur) humaines ou 
animales (Gubler, 2002). Dans le domaine de la santé animale, deux arboviroses (c’est-à-dire 
maladie virale transmise par piqûre d’arthropode), la fièvre catarrhale ovine (FCO) et la peste 
équine, ont récemment suscité de nombreux écrits. En effet, la FCO a émergé et occasionné 
des épizooties (maladie qui frappe simultanément un grand nombre d’animaux) massives en 
Europe ces dernières années. La peste équine continue de sévir en Afrique et sa diffusion au 
Sénégal en 2007 a entrainé de lourdes pertes économiques (Akakpo et al., 2011). 
L’importance de ces deux arboviroses tient à leur large répartition géographique, leur 
potentiel de diffusion rapide et leurs conséquences économiques majeures, ce qui justifie leur 
inscription sur la liste des maladies à notifier à l’Organisation mondiale de la santé animale 
(Office internationale des épizooties, OIE)(OIE, 2006a). Les deux virus responsables de ces 
maladies sont transmis par la piqûre de petits moucherons du genre Culicoides (Diptera : 
Ceratopogonidae). Cependant, en région Afro-tropicale notamment au Sénégal, les 
connaissances sur ces moucherons et leur degré d’implication dans la transmission de ces 
virus sont très limitées. Les études entomologiques sur l’écologie des Culicoides sont rares,  
anciennes, et ne ciblent pas les espèces vectrices ou potentiellement vectrices. Comme tous 
les vecteurs, les Culicoides sont particulièrement sensibles aux conditions environnementales 
qui, de manière générale, restent méconnues au Sénégal. Afin de mieux comprendre les 
conditions de survenue des maladies qu’ils transmettent, il est fondamental de mieux 
caractériser la distribution et la dynamique des Culicoides. 
 
La modélisation mathématique peut contribuer à analyser le lien entre vecteur et 
environnement et ainsi identifier les facteurs qui déterminent leur distribution et dynamique. 
En effet, les modèles permettent de représenter de manière simplifiée un système biologique 
réel, d’en étudier l’évolution, et/ou de prédire et de tester différents scénarios en modifiant 
certains paramètres (Valleron, 2000). Les modèles mathématiques visent à décrire de manière 
quantitative le fonctionnement d’un système, en écrivant sous forme d’équations les lois qui 
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le régissent. On distingue deux types de modèles mathématiques : les modèles statistiques 
basés sur les données, et les modèles mécanistes (ou théoriques) basés sur les concepts. Les 
premiers utilisent les résultats d’expériences afin d’établir des relations statistiques entre les 
différentes variables du système alors que les seconds visent à déterminer ces relations à partir 
de la compréhension du fonctionnement du système (Tran et al., 2005). Lorsque les systèmes 
sont mal décrits ou peu connus, comme c’est le cas ici pour l’écologie des Culicoides, leur 
exploration se fait le plus souvent au travers de modèles statistiques. 
Ce travail de thèse s’inscrit dans une démarche générale visant à contribuer à mieux 
évaluer les risques de transmission du virus de la peste équine et de la FCO au Sénégal. Pour 
cela, l’objectif principal de ce travail est de développer des modèles statistiques  de 
dynamique temporelle et de distribution spatiale de l’abondance des Culicoides 
potentiellement vecteurs du virus de la peste équine, en fonction de facteurs climatiques et 
environnementaux. Pour ce faire, deux types d’études ont été menés. La première étude 
consiste en un suivi mensuel de l’abondance des Culicoides pendant une année dans la zone 
des Niayes du Sénégal dans le but de modéliser la dynamique temporelle des Culicoides. La 
seconde est effectuée sur presque tout le territoire sénégalais (excepté la région de Ziguinchor 
et de Sédhiou) afin de déterminer les habitats favorables et modéliser spatialement 
l’abondance des espèces principales. Pour les deux études, les abondances des Culicoides sont 
modélisées en fonction de données environnementales et climatiques collectées. Les deux 
études ciblent les espèces potentiellement impliquées dans la transmission du virus de la peste 
équine au Sénégal.  
Ainsi, ce travail s’articule autour de trois grandes parties. 
La première partie de ce travail présente le contexte scientifique et la problématique de 
la thèse en introduisant les caractéristiques principales des Culicoides vecteurs (chapitre 1) et 
une brève description de l’épidémiologie de la fièvre catarrhale ovine et de la peste équine 
(chapitre 2).  
La deuxième partie de ce travail est consacrée à l’élaboration de modèles statistiques 
sur la dynamique temporelle des espèces potentiellement vectrices de la peste équine et/ou de 
la fièvre catarrhale ovine dans la zone des Niayes du Sénégal. Les données entomologiques et 
environnementales recueillies sont présentées dans le chapitre 3. Puis les méthodes 
statistiques utilisées sont détaillées (chapitre 4). Les résultats sur la description de la 
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dynamique saisonnière et la modélisation de la dynamique temporelle sont présentés (chapitre 
5), puis discutés (chapitre 6). 
La troisième partie est destinée à la modélisation statistique des habitats favorables 
afin de cartographier l’abondance des espèces potentiellement vectrices de la peste équine 
et/ou de la fièvre catarrhale ovine au Sénégal. Le déroulement et les résultats de la campagne 
nationale de piégeage des Culicoides sont présentés (chapitre 7). Les méthodes statistiques,  
les résultats et la discussion des modèles de risque de présence et d’abondance des espèces 
ciblées clôturent cette partie (chapitre 8). 
Enfin, une conclusion générale présente des réflexions et des perspectives sur les 
modèles statistiques élaborés qui sont des outils d’aide à la décision pour la surveillance et le 
contrôle de la peste équine au Sénégal. Pour faciliter la lecture, un lexique des termes 




        Partie I : Contexte scientifique et problématique
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Chapitre 1 : Les Culicoides vecteurs 
 
1. Généralités sur les Culicoides 
Les Culicoides (Diptera : Ceratopogonidae) sont de petits moucherons (de 1 à 3 mm) 
qui présentent une grande diversité avec près de 1400 espèces décrites à travers le monde 
(Borkent, 2014 ; Borkent, 2014) parmi lesquelles environ 96% sont hématophages. Les 
femelles de certaines espèces de Culicoides transmettent par piqûre des pathogènes aux 
hommes et aux animaux. Les Culicoides sont présents sur tous les continents sauf en 
Antarctique, en Nouvelle-Zélande (Mellor et al., 2000), en Islande (Wilson et al., 2006), à 
Hawaï et à l’extrême sud de l’Amérique du Sud (Meiswinkel et al., 1994). Ils sont présents 
des tropiques à la toundra, et du niveau de la mer à 4200 m d'altitude (au Tibet) (Callot et al., 
1967). 
 
2. Importance sanitaire des Culicoides 
Les piqûres de Culicoides peuvent constituer des nuisances importantes (Culicoides 
furens aux Antilles, Culicoides impunctatus en Europe du Nord) et entraîner des réactions 
allergiques cutanées (hypersensibilité) chez les ovins, bovins et chevaux (Connan & Lloyd, 
1988 ; Yeruham et al., 1993). L’importance sanitaire des Culicoides tient surtout à leur rôle 
en tant que vecteur de virus et de parasites aux hommes et aux animaux. Les principaux 
pathogènes transmis à l’homme sont le virus d’Oropouche et les filaires du genre Mansonella 
(Mullen, 2002). Mais, du fait de la faible pathogénicité des virus transmis à l’homme (Linley 
et al., 1983), l’importance sanitaire des Culicoides s’exprime surtout dans le domaine 
vétérinaire. Les plus importantes maladies animales transmises par les Culicoides sont virales. 
Outres les virus de la peste équine (African horse sickness virus, AHSV) et de la FCO 
(Bluetongue virus, BTV), les Culicoides transmettent le virus de la maladie épizootique 
hémorragique du cerf, le virus de l’encéphalose équine, le virus de la maladie d’Akabane, 
celui de la fièvre éphémère bovine et ceux du groupe Palyam  (Meiswinkel et al., 1994 ; 
Mellor et al., 2000). Néanmoins, parmi toutes ces maladies, les deux principales sont sans 




3. Cycle de vie  
Le cycle biologique des Culicoides est composé de 4 phases principales : œuf, larve (4 
stades), nymphe et adulte (Figure 1). La durée du cycle dépend fortement des conditions 
climatiques : il dure en moyenne 7 jours en milieu tropical et jusqu’à 7 mois en milieu 
tempéré (Wittmann & Baylis, 2000). 
 
 Source: http://bluetongue.cirad.fr/FichiersComplementaires/JR2011_Activit%C3%A9Culicoides.pdf 
 
Les Culicoides adultes vivent généralement dans des endroits humides. Les mâles se 
nourrissent de sucs de végétaux tout au long de leur vie (Goetghebuer, 1952) et fréquentent 
préférentiellement le sommet des arbres (Rieb, 1982). Les femelles peuvent également se 
nourrir de jus sucrés. Chez la plupart des espèces, un repas de sang est néanmoins nécessaire 
pour la maturation de leurs œufs. Les femelles d’espèces hématophages prennent un repas 
sanguin tous les 3 à 5 jours, période nécessaire pour compléter leur cycle trophogonique 
(Holmes & Birley, 1987). A la suite d’une prise de repas sanguin, les femelles regagnent leur 
gîte de repos pour la maturation des œufs. Le nombre d’œufs pondus par femelle varie entre 
Figure 1 : Cycle biologique du genre Culicoides (Diptera : Ceratopogonidae) dans la région paléarctique. 
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30 à 450 et ils mesurent 350-500 µm de longueur et de 65-80 µm de largeur. Les œufs sont 
déposés sur un substrat humide lors de la ponte. Les larves sont trouvées aux bords des mares, 
des étangs, dans des trous d’arbres, des fruits en décomposition, des tourbières, des 
excréments d’animaux ou des creux de rocher riche en matière organique. Les larves sont 
mobiles et peuvent nager librement dans l’eau ou s’enfouir dans les premiers centimètres du 
substrat. Elles se nourrissent de débris organiques divers et/ou sont prédatrices de nématodes, 
bactéries, protozoaires (Megahed, 1956 ; Chaker et al., 2005). La larve de stade 4 devient une 
nymphe qui reste quasi immobile. La nymphe, munie de cornes respiratoires, est localisée à la 
surface du milieu dans lequel le développement larvaire s’est déroulé et à partir de laquelle 
émerge l’imago mâle ou femelle. Les Culicoides adultes peuvent vivre jusqu’à 90 jours en 
condition de laboratoire (Nevill, 1971). Cette survie dépend étroitement de la température et 
varie selon les espèces. Pour C. imicola en conditions de terrain, la survie serait optimale pour  
des températures comprises entre 18°C et 38°C (Ortega et al., 1998).  
 
4. Rôle vecteur 
4.1. Définition d’une espèce vectrice 
Pour impliquer une espèce comme vectrice, il faut prouver que : 
i) l’espèce présente une biologie compatible avec le contact hôte/vecteur ; 
ii) des isolements répétés de virus soient effectués à partir d’individus de l’espèce 
capturés sur le terrain ; 
iii) l’espèce soit capable au laboratoire de s’infecter avec le virus ; 
iv) l’espèce, une fois infectée, soit capable de transmettre le virus par piqûre (WHO, 
1996). 
 
4.2. Espèces de Culicoides vectrices du virus de la peste équine 
   En région afro-tropicale, les vecteurs impliqués (trouvés infectés sur le terrain et 
compétents au laboratoire) pour la transmission du virus de la peste équine africaine sont 
C. imicola et C. bolitinos (Venter et al., 2000). Toutefois, d’autres espèces telles que 
C. gulbenkiani, C. bedfordi, C. dutoiti et C. engubandei ont montré en Afrique du Sud 
qu’elles étaient capables au laboratoire de répliquer des isolats viraux issus du terrain (Venter 
& Paweska, 2007). Certaines d’entre elles comme C. gulbenkiani et C. engubandei se 
gorgeant sur chevaux (Meiswinkel et al., 2004) pourraient contribuer à la transmission de 
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cette maladie. En dehors de l’Afrique, des infections expérimentales ont montrées que 
C. sonorensis, espèce Nord-Américaine est compétente pour transmettre le virus de la peste 
équine (Boorman et al., 1975 ; Mellor et al., 1975) et, en zone paléarctique, des spécimens de 
C. obsoletus et de C. pulicaris ont été trouvé infectés lors de l’épizootie de 1987-90 en 
Espagne (Mellor & Hamblin, 2004).  
 
4.3. Espèces de Culicoides vectrices du virus de la fièvre catarrhale ovine 
De nombreuses espèces de Culicoides pouvent être considérées comme des vecteurs 
avérés ou potentiels de BTV. En 2004, Meiswinkel et collègues (Meiswinkel et al., 2004), 
avaient établi une liste de 30 espèces qui seraient impliquées à des degrés variables dans la 
transmission de la FCO, dont 8 seulement seraient des vecteurs avérés : C. imicola, C. 
bolitinos, C. brevitarsis, C. obsoletus, C. scoticus, C. pulicaris, C. sonorensis et C. insignis.  
Les principales espèces considérées comme vectrices dans le monde sont : 
 Culicoides imicola et C. bolitinos en Afrique ; 
 Culicoides imicola et C. fulvus en Asie ; 
 Culicoides brevitarsis, C. actoni, C. fulvus, C. wadai en Australie et en Indonésie. En 
2004, Melville considère également C. dumdumi comme un vecteur majeur (Melville, 
2004); 
 Culicoides sonorensis en Amérique du Nord (Tabachnick, 1996 ; Tabachnick, 2004); 
 Culicoides insignis et C. pusillus en Amérique du Sud et en Amérique centrale 
(Mellor et al., 2000) ;  
 En Europe, le complexe Culicoides obsoletus/scoticus, ainsi que C. imicola autour du 
Bassin Méditerranéen (notamment en Espagne, Corse et Sardaigne, Italie), sont 
considérés comme les vecteurs principaux.  
D’autres espèces peuvent intervenir dans la transmission de la FCO. C’est entre autres en 
Afrique, C. milnei, C. gulbenkiani, C. magnus, C. enderleini (Nevill et al., 1992b ; 
Meiswinkel et al., 2004 ; Venter et al., 2006). 
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Chapitre 2 : La peste équine et la fièvre catarrhale ovine 
 
1. La peste équine 
1.1. Définition  
La peste équine est une arbovirose non contagieuse due à un virus de la famille des 
Reoviridae, genre Orbivirus, qui affecte principalement les équidés et qui est transmis par les 
femelles de certaines espèces du genre Culicoides. Chez les chevaux, la maladie s’exprime 
sous quatre formes : fébrile, pulmonaire, œdémateuse ou cardiaque, et mixte (une description 
détaillée des symptômes est présentée en Annexe 1). 
 
1.2. Historique et distribution 
La peste équine est connue depuis plusieurs siècles, et son origine est 
vraisemblablement africaine (Mellor & Hamblin, 2004). Cette maladie a été décrite pour la 
première fois en 1719 lors d’une épizootie provoquant la mort de 1 700 chevaux dans la 
région du Cap en Afrique du Sud (Mornet & Gilbert, 1968). C’est une maladie endémique en 
Afrique sub-saharienne, entre l’Afrique du Sud et la latitude reliant le Sénégal à l’Ethiopie, et 
sur la péninsule Arabique au Yémen. Elle aurait été décrite pour la première fois au Sénégal à 
la fin du 19ième siècle (Bazarusanga, 1995). Par le passé, le virus de la peste équine est sorti 
de sa zone de circulation historique et a sévit dans plusieurs régions auparavant indemnes. 
Des épidémies ont éclaté au Moyen Orient et en Asie (Chypre, Liban, Turquie, Irak, Iran, 
Pakistan et Inde) entre 1959 et 1960 (Mellor & Hamblin, 2004) ainsi qu’au Maghreb (Maroc 
puis extension en Algérie et en Tunisie). Par la suite, le virus a  traversé le détroit de Gibraltar 
et s’est étendu sur la péninsule Ibérique entre 1965-1966 (Mellor & Hamblin, 2004). La 
péninsule Ibérique a de nouveau été atteinte entre 1987 et 1990 suite à l’importation de zèbres 
infectés en provenance de Namibie (Mellor & Hamblin, 2004). Au sein de sa zone d’endémie, 
les épizooties récentes (après 2005) concernent le sud de l’Afrique (Afrique du Sud, Lesotho, 





1.3. Espèces affectées 
Cette maladie affecte dans les conditions naturelles quasi-exclusivement les équidés. 
Par ordre de sensibilité décroissante, peuvent être classés le cheval, le mulet, le bardot, l’âne 
puis le zèbre. Le taux de mortalité varie de 50 à 95 % chez le cheval, il peut  atteindre 50 % 
chez le mulet et il varie entre 0 et 10 % chez l’âne. Les zèbres sont très résistants au virus et 
ne développent aucun signe clinique à l'exception d'une hyperthermie. Ils constituent un 
réservoir du virus dans les zones d’endémie. Des anticorps et/ou virus ont été détectés chez 
les camélidés, les bovidés, les éléphants d'Afrique, les hyènes, les lions, les guépards, les 
chiens sauvages africains, les chacals et genets (Binepal et al., 1992 ; Lubroth et al., 1992 ; 
Alexander et al., 1995) mais ces animaux ne semblent pas avoir de rôle dans l’épidémiologie 
de la maladie. Le virus de la peste équine ne se transmet pas à l’homme. 
1.4.  Impact économique 
Les épizooties de peste équine peuvent être  foudroyantes. La première épizootie de PE de 
1719 en Afrique du Sud avait engendré la mort de 1700 chevaux (Mellor & Hamblin, 2004). 
Plusieurs vagues d’épizooties ont par la suite été enregistrées en Afrique du Sud dont la plus 
importante est celle de 1854-1855 qui provoqua la mort de 70 000 chevaux en 8 mois, soit 40 
% de la population (Mellor & Hamblin, 2004). Hors de ses limites habituelles, la PE est 
particulièrement meurtrière. Ainsi l’épizootie de 1959-1960 au Moyen Orient et en Asie du 
Sud-Est a été la plus meurtrière avec la mort de plus de 300 000 équidés.  
Au Sénégal, l’épizootie de peste équine de 2007 a provoqué des symptômes cliniques 
chez 1357 chevaux et la mort de 1169 chevaux (sur un effectif national de plus de 500 000 
chevaux traditionnels estimés). Cette épizootie a entraîné, sur le plan national, un taux de 
mortalité de 0,22% et des taux de morbidité de 0,26% dans les élevages traditionnels de 
chevaux et de 5,35% dans les élevages modernes (Akakpo et al., 2011). Les pertes 
économiques liées à l’épizootie sont considérables et ont été estimées à près de 0,9 milliard de 
FCFA (1,4 millions d’euros) (Akakpo et al., 2011). Les pertes liées à la mortalité et à la 
morbidité représentent la part la plus importante de ce coût avec environ 500 millions de 
FCFA, soit 55,58 % du coût économique total. Le reste du coût économique total (400 





1.5.Traitement, prévention et lutte 
Il n’existe pas de traitement spécifique pour les animaux atteints de la peste équine 
(Mellor & Hamblin, 2004). Les seuls moyens de contrôle et de prévention restent la 
vaccination (avec des vaccins vivants atténués), l’isolement ou l’euthanasie des animaux 




2. La fièvre catarrhale ovine 
2.1. Définition  
La FCO est une arbovirose des ruminants causée par un Orbivirus (Reoviridae) 
transmis par des moucherons femelles du genre Culicoides (Diptera : Ceratopogonidae) qui  
affecte les ruminants domestiques et sauvages. Vingt-sept sérotypes viraux sont décrits 
(Zientara et al., 2014). 
2.2. Historique et distribution  
La FCO est connue d’Afrique du Sud depuis au moins le début du  XIXe 
 
siècle 
(Erasmus, 1985 ; Gorman, 1990), suite à l’introduction dans la colonie du Cap de moutons 
Mérinos sensibles à la maladie (Mellor, 2001). Vers les années 1925, la FCO a été introduite 
au Sénégal par le biais des moutons en provenance d’Afrique du Sud. La maladie a continué à 
évoluer chez les moutons envoyés à Richard-Toll (au Sénégal) car cette zone était infestée de 
vecteurs (Curasson, 1925). 
La maladie a été décrite pour la première fois en Europe à Chypre en 1943 (Sellers, 
1975 ; Polydorou, 1985), puis aux États-Unis en 1948 (désignée alors sous le nom de sore-
muzzle), en Israël en 1951, dans la péninsule Ibérique en 1956 et dans le sous-continent indien 
en 1959 (Erasmus, 1985). Jusqu’en 1998, la répartition de la FCO a été décrite sur tous les 
continents comme comprise entre les latitudes 35 °S et 40 °N, atteignant 50 °N aux États-Unis 
et en Chine (Mellor, 2001). A partir de 1998, plusieurs épizooties majeurs de FCO ont atteint 
l’Europe, provoquant une situation sanitaire sans précédent (Mellor & Wittmann, 2002). 
 Au Sénégal, comme dans de nombreux pays d’Afrique, la FCO sévit sous forme 
enzootique. Peu d’études sont consacrées à la situation épidémiologique de cette maladie au 
Sénégal : deux études datant des années 1980 font état de séroprévalences variant de 30 à 59% 
chez les ovins et les caprins (Lefèvre & Taylor, 1983 ; Lefèvre & Calvez, 1986). 
2.3. Espèces affectées  
La FCO affecte les ruminants domestiques, plus principalement les ovins et rarement 
les bovins, caprins et dromadaires  (Abu Elzein, 1985) et les ruminants sauvages surtout les 
cerfs et les antilopes. Les moutons et les cerfs sont les espèces les plus sensibles à l’infection, 
les races de moutons issus des pays tempérés le sont encore davantage (Lefèvre & Desoutter, 
1988). Cette maladie n’affecte  pas l’homme. 
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Dans les pays africains, la FCO est rarement considérée comme une priorité sanitaire 
en raison de la relative résistance aux sérotypes circulants des races locales de moutons et de 
chèvres. Cette résistance a pour conséquence que la FCO n’est en général pas diagnostiquée 
cliniquement, soit qu’elle évolue sous des formes frustes, soit qu’elle est confondue avec 
d’autres maladies ou masquée par celles-ci (Lefèvre & Taylor, 1983). Lors d’infection 
clinique, on observe une hyperthermie, un abattement et de l’anorexie. Trois formes cliniques 
sont décrites : la forme abortive, aigüe et subaigüe (une description détaillée des symptômes 
de la FCO est présentée en Annexe 2). 
2.4. Impact économique 
L’impact économique de la FCO est important dans les pays où l’élevage ovin repose sur 
des races améliorées. La FCO entraîne des pertes directes (mortalité, avortements), indirectes 
(retard de croissance, déclassement des carcasses, mauvaise qualité de la laine, chute de la 
production laitière) et surtout des pertes financières consécutives à la restriction des 
mouvements d’animaux et à l’arrêt des exportations (Lefèvre, 2003). Globalement, pour les 
six continents, la FCO pourrait représenter 3 milliards de dollars par an de pertes directes et 
indirectes, avec en particulier un frein aux échanges pour les pays exportateurs de ruminants 
(Mellor, 2001). Aux Etats-Unis, les pertes ont été évaluées à 125 millions de dollars annuelles 
(Tabachnick, 1996) et aux Pays-Bas à 200 millions d’euros pour les deux années consécutives 
2006 et 2007 (Velthuis et al., 2010). Historiquement, l’épizootie des années 1956-1957 dans 
la péninsule Ibérique avait entrainé la mort de 180000 moutons (Campano Lopez & Sanchez 
Botija, 1958). Malgré la présence du virus au Sénégal comme vraisemblablement dans tous 
les pays de l’Afrique de l’Ouest, la maladie n’a jamais été observée cliniquement (Lefèvre & 
Taylor, 1983). De ce fait aucune perte économique directe et indirecte liée à la maladie n’a été 
documentée. 
2.5.Traitement, prévention et lutte 
Il n’y a pas de traitement spécifique de la FCO. Il est recommandé de mettre les animaux 
atteints au calme, à l’ombre, avec un accès facile à l’eau et aux aliments (FAO, 2005). 
Compte tenu de la transmission vectorielle, la prévention sanitaire est fondée sur la 
vaccination (ciblant spécifiquement le sérotype viral incriminé), l’isolement (voire l’abattage) 
des animaux infectés et malades et la restriction des mouvements d’animaux. Comme pour la 





Partie II : Modélisation statistique de la dynamique 




Chapitre 3 : Recueil des données entomologiques et environnementales 
1. Zone d’étude 
L’étude a été menée dans 5 écuries réparties dans la partie sud de la zone des Niayes 
dans les régions de Dakar et Thiès notamment le Poney club de Hann (Parc Hann), le centre 
équestre de Mbao (Mbao), l’écurie Ibra Déguène Tanor de Niague (Niague), le haras national 
de Thiès (Thies) et l’écurie de la Société d’Exploitation de l’Entreprise de Minéraux Acides 
Aminés et Pré mixes (SEEMAAP) à Pout (Pout) (voir Figure 1).  
 
Figure 2 : Localisation des sites de piégeage dans la zone des Niayes au Sénégal. 
 
Les Niayes du Sénégal constituent un écosystème particulier qui s’étend sur une 
longueur de 180 km entre Dakar et le Sud du Delta du fleuve Sénégal sur une bande côtière de 
25 à 30 km de large. Les sites sont caractérisés par un climat maritime doux et humide et des 
vents forts et relativement constants
11
. La végétation est diversifiée et généralement composée 
de steppe et de savane arbustive. Le recouvrement végétal est en général inférieur à 50%.  
On décrit deux grandes saisons au Sénégal : la saison des pluies (de juillet à octobre) et la 
saison sèche, elle-même subdivisée en saison sèche froide (de novembre à février) et saison 






sèche chaude (de mars à juin). Dans la zone des Niayes, la température mensuelle moyenne 
oscille autour de 27,5°C à Dakar et de 28,1°C à Saint Louis en juillet - août. De novembre à 
février, la température maximale est inférieure à 28°C et la température minimale inférieure à 
18°C sur la quasi-totalité de la côte. La présence de l’harmattan, faiblement ressentie dans 
cette partie du pays, fait monter la température à un maximum de 31°C en mai et juin (Faye et 
al., 1995). La pluviométrie dans les Niayes dépasse rarement les 350 mm/an. Des 
précipitations qualifiées d’occultes et appelées « heug » ou pluies des mangues, surviennent 
souvent en saison sèche, notamment durant la période froide (décembre, janvier et février). La 
proximité de l’océan favorise le fort taux d’humidité relative que l’on note dans cette région. 
Elle varie de 15% à 90% selon la distance de la zone par rapport à la mer et suivant la période 
de l’année. 
Les cinq sites sont des lieux où on garde de  chevaux. D’autres animaux sont présents 
dans un voisinage de 1 km autour des sites : des ovins, des bovins, des caprins, des volailles, 
etc. Les sites enquêtés et les effectifs animaux du voisinage sont recensés dans la Table 1. Les 
sites sont distants entre eux de 10 à 53 kilomètres.  
Tableau 1 : Coordonnées géographiques des sites et animaux présents dans le voisinage 
Site Latitude Longitude Animaux dans un rayon de 1 km autour du piège* 
Mbao 14,7467 -17,3327 32 équins,  2 volailles, 3 caprins 
Parc Hann** 14,7283 -17,4298 
80 équins dont 30 poneys, 11 lions, 1 tigre, 3 hyènes,  5 
chacals, 6 antilopes, 21 crocodiles, 9 tortues, 7 pythons 
Niague 14,8234 -17,2499 4 bovins, 3 ovins, 30 équins, 1 asin, 109 volailles, 1 chien 
Pout 14,7665 -17,0357 
12 équins, 8 asins, 1700 ovins, 1580 bovins, 240 caprins, 25 
buffles, 11000 volailles et 150 autruches 
Thies 14,794 -16,95 
2 ovins, 24 équins (dont 19 de passage pour la saillie), 50 
volailles, 13 lapins, 1 chien 
* Tous les pièges ont été placés à proximité immédiate des chevaux, 
** Parc Hann comprend un centre équestre et un zoo 
 
2. Description des méthodes de piégeage 
Un suivi temporel consistant à réaliser des captures mensuelles pendant trois nuits 
consécutives dans chaque site a été mis en place pendant une année, de juillet 2011 à juin 
2012 pour les sites de Mbao, Parc Hann, Pout et Thiès et de novembre 2011 à octobre 2012 
pour le site de Niague. Dans chaque site, trois pièges ont été utilisés: deux pièges lumineux de 
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type OVI (Onderstepoort Veterinary Institute) (Goffredo & Meiswinkel, 2004) et un piège à 
appât cheval (Figure 3). Les pièges ont été mis en marche le soir avant le coucher du soleil et 
récoltés le lendemain matin après le lever du soleil.  
Le piège lumineux de type OVI est une structure métallique équipée d’une lampe à 
lumière noire (émettant des rayonnements électromagnétiques dans le violet et le proche ultra-
violet) et d’un ventilateur. Un manchon en tissu à mailles fines relie la structure au récipient 
de collecte en plastique contenant de l’eau savonneuse. Il est alimenté par une batterie 12 
volts. Les pièges ont été placés à proximité des chevaux (accroché à un poteau ou un arbre 
proche des animaux) à une hauteur de 1,5 à 2 m du sol. L’un des pièges OVI a été placé 
proche des animaux (une distance inférieure à 5 m des animaux) et l’autre posé à plus de 10 m 
des animaux. 
Le piège à appât cheval consiste en une moustiquaire, recouvrant une structure 
métallique dans laquelle est introduit un cheval (Fall et al., 2011). Une ouverture de la 
moustiquaire d’environ 15 cm du sol est laissée pour permettre aux Culicoides attirés par le 
cheval de pénétrer dans l’enceinte. Le lendemain matin et à l’aide d’un aspirateur électrique, 
l’observateur entre dans la case et aspire les 4 cotés ainsi que le toit pendant environ 10 min. 
Les deux pièges sont présentés sur la figure 3.  
 
Figure 3 : Deux types de pièges utilisés pour le suivi de la dynamique des Culicoides : (A) piège 
lumineux de type OVI,   (B) piège à appât cheval. 
 
3. Tri et identification des Culicoides 
Sur le terrain, lors de la collecte du piège, les insectes capturés dans le piège OVI ont 
été mis dans un pot avec de l’alcool 90°. Tous les échantillons collectés ont été totalement 
pré-triés au laboratoire et sous-échantillonnés pour les volumes supérieurs à 3 ml selon un 
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protocole modifié de Van Ark et Meiswinkel (3 ml du volume total ont été traités) (Van Ark 
& Meiswinkel, 1992). En l’absence d’une clé spécifique aux espèces afrotropicales, plusieurs 
clés dichotomiques  (Boorman, 1974 ; Cornet, 1974 ; Boorman, 1989 ; Glick, 1990 ; 
Meiswinkel, 1991 ; Cornet & Brunhes, 1994) ont été utilisées pour identifier à l’espèce et au 
sexe les spécimens capturés. La biologie moléculaire a été aussi utilisé pour clarifier 
l’imbroglio taxonomique des espèces de Culicoides appartenant au groupe Schultzei qui ont 
présenté de nombreuses variations phénotypiques (Bakhoum et al., 2013).  
4. Variables environnementales et climatiques 
Pour modéliser la dynamique des Culicoides, les données entomologiques ont été 
confrontées à des données environnementales et climatiques obtenues à partir d’enregistreurs 
météorologiques (partie 4.1.) et  d’images satellitaires (partie 4.2).  
4.1. Les données issues des enregistreurs météorologiques 
La température et l’humidité relative de l’air sont parmi les facteurs les plus importants 
qui influent sur la biologie des Culicoides (répartition, abondance, activité, dispersion, 
développement larvaire, durée de vie) (Mellor et al., 2000 ; Verhoef et al., 2014).  
Les données journalières de température et d’humidité relative de l’air ont été recueillies 
grâce à des enregistreurs de type Hobo (http://www.microdaq.com/occ/u10/u10-003.php) 
placés dans chaque site. Les fréquences des mesures n’étaient pas homogènes dans tous les 
sites : toutes les heures à Pout et Thiès, toutes les 15 min au Parc Hann et à Mbao et toutes les 
4h à Niague. Pour harmoniser, la moyenne journalière a été extraite pour tous les sites. Ces 
mesures, sur chaque site, permettent d’évaluer de façon très précise les conditions 
météorologiques dans lesquelles les piégeages ont été réalisés. Leur limite principale tient au 
fait que ces mesures ne sont pas directement extrapolables au reste du territoire, rendant ainsi 
difficile de réaliser des prédictions soit en d’autres lieux soit pour d’autres moments que ceux 
étudiés. 
Dans certains sites et à des moments donnés, des enregistreurs n’ont pas correctement 
fonctionné à cause de problèmes techniques, générant ainsi de nombreuses données 
manquantes. La méthode statistique « Multivariate Singular Spectrum Analysis » (MSSA) 
décrite par (Golyandina & Zhigljavsky, 2013) a été utilisée pour combler ces données 
manquantes. Cette méthode est décrite dans la partie 5 du chapitre 4. 
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4.2. Les données extraites d'images satellitaires 
4.2.1.  Températures 
Afin de disposer de données météorologiques disponibles en tout point de l’espace, les 
données de température extraites d’images satellitaires ont aussi été exploitées.  
4.2.1.1.Source des données 
Nous avons utilisé les données de température de surface du sol (Land Surface 
Temperatures, LST) mesurées par le capteur MODIS (Moderate Resolution Imaging 
Spectroradiometer) embarqué sur le satellite Terra (Wan, 1999). Les données LST nocturnes 
et diurnes (LSTnight et LSTday) sont issues d’images ayant une résolution spatiale de 1 km et 
dont la résolution temporelle est de 8 jours. 
4.2.1.2.Traitement des images 
L’ensemble des fichiers de données LST pour la période d’étude sont disponibles sur 
le site du projet EDENext et téléchargeables sur ce lien 
(http://www.edenextdata.com/?q=data). Les images LSTday et LSTnight originales ont été 
découpées sur tout le Sénégal. Ensuite, pour les besoins de cette étude, les images ont été 
découpées suivant les limites de notre zone d’étude des Niayes. Enfin, un script a été écrit 
sous R (R Development Core Team, 2012) pour automatiser les tâches suivantes : extraction 
des données dans chaque site pour l’ensemble de la période de capture. Puis, dans chaque site, 
la moyenne (LST_mean) entre LSTday et LSTnight pour les 8 jours durant lesquels la capture 
avait lieu a été calculée. 
 
4.2.2. Indices de végétation à différence normalisée 
4.2.2.1.Importance 
L’indice de végétation à différence normalisée ou NDVI (Normalized Difference 
Vegetation Index) est un des indices de végétation les plus fréquemment utilisés en 
épidémiologie (Tucker, 1979). Cet indice correspond au ratio (PIR – R) / (PIR + R) où PIR et 
R sont les réflectances de l’énergie solaire mesurées dans le proche infrarouge et dans le 
rouge. 
Cet indice est une mesure de l'activité chlorophyllienne de la végétation et permet de 
différencier très nettement les sols nus de la végétation puisque ces catégories d’occupation 
du sol réfléchissent cette énergie de manière très différente (Jackson & Huete, 1991 ; Hay, 
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2000). Dans certaines conditions, il peut aussi constituer un indicateur de biomasse végétale 
(Tucker et al., 1983), de pluviométrie (Rogers & Randolph, 1991) et peut être corrélé à 
l’évapotranspiration (Cihlar et al., 1991) ou à l’humidité du sol (Farrar et al., 1994). Il a été 
associé à la distribution de nombreuses maladies ou vecteurs, notamment à la fièvre catarrhale 
ovine (Baylis et al., 1998 ; Baylis & Rawlings, 1998 ; Baylis et al., 1999 ; Baylis et al., 2001 ; 
Tatem et al., 2003 ; Purse et al., 2004 ; Purse et al., 2004).  
4.2.2.2.Source des données 
Les données de réflectance ont été mesurées par le capteur Vegetation embarqué sur le 
satellite SPOT (Satellite pour l’observation de la Terre). Les images de NDVI produites ont 
une résolution spatiale de 1 km et une résolution temporelle de 10 jours, elles sont 
téléchargeables sur le site internet : https://rs.vito.be/africa/en/data/Pages/vegetation.aspx.  
4.2.2.3.Traitement des images 
L’ensemble des fichiers des moyennes décadaires NDVI ont été téléchargés pour 
l’ensemble de la période d’étude. Ils ont subi les mêmes traitements que pour les données 
LST. Dans chaque site et pour chaque mission de capture, la moyenne NDVI pour les 10 jours 
durant lesquels la capture avait lieu a été extraite. 
 
4.2.3.  Précipitations 
4.2.3.1.  Importance  
Les œufs des Culicoides sont pondus dans des milieux humides car ils sont sensibles à 
la dessiccation (Blanton & Wirth, 1979 ; Meiswinkel et al., 1994). Pour certaines espèces 
comme C. imicola, les nymphes peuvent se noyer si les gîtes sont inondés. Ainsi, selon leurs 
quantités et leurs fréquences, les précipitations peuvent remplir, maintenir ou lessiver les gîtes 
larvaires. La pluie est un phénomène qui peut aussi inhiber l’activité des Culicoides adultes 
(Murray, 1975). 
 
4.2.3.2. Source et traitement des données 
La NOAA (National Oceanic and Atmospheric Administration) fournit des données de 
précipitation sous forme de cumuls journaliers de précipitation (en mm/jour). La résolution 





Y/.ARC2/.daily/.est_prcp/. Ces données ont été extraites pour chacun des 5 sites durant toute 




Les larves des Culicoides se développent dans des milieux humides qui varient selon 
les espèces. Ainsi, les zones en eau ont été extraites d’une carte d’occupation du sol.  
4.2.4.2.Source et traitement des images  
Les informations sur le paysage (landcover) du Sénégal ont été obtenues à partir de la 
base de données de la FAO téléchargeable sur : 
http://www.fao.org/geonetwork/srv/en/main.home?uuid=545be438-bc87-480b-83ec- 
ba3f4e486daf. Selon cette carte d’occupation du sol, 8 classes sont présentes dans la zone des 
Niayes. Une reclassification a été effectuée afin de grouper les zones en eau artificielles 
(« artificial water bodies ») et naturelles (« natural water bodies »).  Le pourcentage de surface 
occupé par de l’eau dans un rayon de 2 km autour de chaque site ensuite a été calculé.  Ces 
variables ont été extraites dans un rayon de 2 km autour des sites de piégeage parce que les 
Culicoides peuvent  facilement se propager sur 2 km à partir de leurs sites de reproduction 
(Meiswinkel et al., 2004). 
4.2.5. Densité du bétail 
4.2.5.1.Importance  
 La présence d’animaux est un facteur déterminant de l’abondance de plusieurs espèces 
de Culicoides (Bellis & Reid, 1996 ; Baylis et al., 2010 ; Garcia-Saenz et al., 2010). 
4.2.5.2.Source et traitement des images  
La densité de bovins, de chèvres et de moutons en 2007 est disponible sur le site de la 
FAO (http://www.fao.org/ag/againfo/resources/en/glw/GLW_dens.html). La résolution 
spatiale est de 0,05 degré soit 5 km environ à l’équateur. Sur un rayon de 2 km autour de 
chacun de nos sites, la densité de ruminants a été calculée comme la somme des densités de 
bovins, chèvres et moutons divisée par 3. 
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Chapitre 4 : Méthodes statistiques 
1. Test de corrélation de Pearson 
Etudier la corrélation entre deux variables aléatoires quantitatives X etY , c’est mesurer 
l’intensité de la liaison qui peut exister entre ces deux variables. Nous utilisons ce test de 
corrélation pour déterminer le degré de liaison entre les abondances des espèces dans les 
pièges de type OVI placés à proximité des chevaux (moins de 5 mètres) et ceux placés à plus 
de 10 mètres des chevaux ; ensuite entre les abondances issues des pièges OVI et des pièges à 
appât cheval. L’intensité de la liaison entre les différentes variables environnementales pris 
deux à deux a aussi été testée. 
Soient  1( , , )nX X X  et 1( , , )nY Y Y   deux séries de taille  n . 
 Le coefficient de corrélation linéaire simple est égal au quotient de la covariance entre X et 
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  celui de Y  
Les valeurs possibles du coefficient de corrélation appartiennent a l’intervalle [−1 ; 1]. 
Pour des valeurs négatives (respectivement positives) de  r , on dit que la corrélation est 
négative (respectivement positive), 
Si   0r   alors il n’y pas de corrélation entre les deux variables, 
 0 0,5r   , alors les deux variables sont « faiblement corrélées » 
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0,5 1r   , alors les deux variables sont « fortement corrélées » 
 
 
2. Test de Kruskal-Wallis 
Le test de Kruskal-Wallis est un test non  paramétrique visant à déterminer si  k populations 
sont toutes identiques ou si au moins une des populations tend à fournir des informations 
différentes des autres populations.  Le test est utilisé lorsqu’on est en présence de k
échantillons avec  2k . Ici, nous utilisons ce test sur les abondances des espèces dans les 5 
sites pour déterminer des différences d’abondances significatives entre les sites et entre les 
espèces. 








 le nombre total d’observations. 
On classe les N observations par ordre croissant sans tenir compte de l’appartenance aux 
échantillons. On attribue ensuite le rang 1 à la plus petite valeur, le rang 2 à la valeur juste 
supérieure et ainsi de suite jusqu’au rang N attribue à la plus grande valeur.  
Soit  ijX , la  -ieme observation de l’échantillon i pour 1, , i k  et  1, , ij n  . 
On désigne le rang attribue à  ijX  par  ( )ijR X , Si plusieurs observations ont la même valeur, 
on leur attribuera un rang moyen, La somme des rangs attribues aux observations de 
l’échantillon i  étant désignée par  iR , on a : 




R R X i k    
S’il n’y a pas de rangs moyens (ou bien s’ils sont en nombre limite), le test statistique est 
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Si, au contraire, il n’y a pas beaucoup de rangs moyens, il est nécessaire d’effectuer une 























Où g est le nombre de groupes de rangs moyens et  
it  la taille du groupe  i . 
Hypothèses  
Les hypothèses sont  les suivantes : 
- L’hypothèse nulle est 0H  : il n’y a pas de différence entre les k populations 
- L’hypothèse nulle est 1H  : au moins une des populations est différente des autres 
populations 
La règle de décision est la suivante : 
On rejette l’hypothèse nulle    au seuil de signification   (en général  5%  ) si 
 
2
k 1, 1 αH  χ        ,  (Table du chi-carré) 
Si le test de Kruskal-Wallis conduit à rejeter l’hypothèse nulle 0 H , on peut utiliser le test de 
Wilcoxon (ou test de Mann-Withney) pour tous  les échantillons pris deux à deux, afin de 
déterminer quelles paires de populations tendent à être différentes. 
 
3. Test de Wilcoxon-Mann-Whitney   
Le test de Wilcoxon ou bien test de Mann-Whitney est un test non paramétrique visant à tester 
l’égalité  de deux populations. Ce test est utilisé pour décrire l’association entre l’abondance 
de l’espèce à modéliser (la variable à expliquer) et chacune des variables environnementales 
(variables explicatives). 
Soient 1 2( , , , )nX X X  un échantillon de taille  n provenant de la population 1 et 
1 2( , , , )mY Y Y  un échantillon de taille   m provenant de la population 2. 
On obtient ainsi N n m  observations que l’on va classer dans un ordre croissant sans tenir 
compte de l’appartenance aux échantillons. On attribue ensuite un rang de 1 à la plus petite 
valeur, un rang de 2 à la valeur juste supérieure et ainsi de suite jusqu’au rang N attribué à la 
plus grande valeur. Si plusieurs observations ont exactement la même valeur, on leur 
attribuera un rang moyen. On note  ( )iR X   le rang attribué à  , 1, ,  iX i n  . 
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La statistique W du test est définie par : 
1







Si la taille des échantillons est grande ( N  12 ), on utilise une approximation en utilisant la 
statistique 1W  supposée suivre une loi normale standard  (0,1 )  N : 







Où  et   sont respectivement la moyenne et l’´ecart-type de la variable aléatoire  W : 
 
( 1) ( 1)
 et 
2 12
n N nm N
 
 
   
Hypothèses : 
Les hypothèses sont les suivantes : 
L’hypothèse nulle est 0H  : il n’y a pas de différence entre les   populations 
L’hypothèse nulle est 1H  : les   populations sont différentes 
Règles de décision 
On rejette l’hypothèse nulle 0H  au seuil de signiﬁcativité   (généralement égale à 5%) si : 
 1 /2 1 1 /2             W ou W  Z Z  







 . Ou bien si les valeurs des probabilités (valeurs p) sont inférieures à 5%. 
4. Test de Fisher  
Le test de Fisher est un test d'hypothèses statistiques qui permet de tester l'égalité de 
deux variances en faisant leur rapport. Ce test a été utilisé pour déterminer les différences 












En pratique on met toujours au numérateur la plus grande des deux variances. 
Si au contraire on place au numérateur la plus petite des deux, le rapport   peut être exprimé 
en pourcentage. Les variances sont d’autant plus proches que la valeur de F  est élevée. On 
rejette l'hypothèse d'égalité des deux variances si les valeurs p sont inférieures au seuil 5%. 
5. Multivariate Singular Spectrum Analysis (MSSA) 
Pour gérer les données manquantes des enregistrements de terrain, deux méthodes ont été 
utilisées. Premièrement, nous avons construit un modèle de température et d’humidité à l’aide 
des images satellitaires MODIS. Cependant, les images satellitaires dont nous disposions 
étaient des données MODIS tous les 8 jours et non une image chaque jour. Deuxièmement, 
nous avons utilisé la méthode d’analyse MSSA pour combler les données manquantes de 
température et d’humidité relative. Cette méthode a été préférée car : i) nous avions des 
estimations journalières et ii) les erreurs de prédiction étaient plus faibles que celles du 
modèle de température et d’humidité. 
Singular Spectrum Analysis (SSA) est une méthode d’analyse des séries temporelles qui 
permet de résoudre divers problèmes : la décomposition (et la reconstruction) des séries 
temporelles, la prévision, l’extraction des données manquantes ente autres (Vautard & Ghil, 
1989 ; Ghil et al., 2002 ; Golyandina et al., 2013 ; Golyandina & Zhigljavsky, 2013). La SSA 
est une méthode non paramétrique basée sur l’intégration d’une série temporelle 
  : 1, ,X t t N   appartenant à un espace vectoriel de dimension M . La méthode SSA 
procède par diagonalisation de la matrice de covariance XC  (de dimension xM M ) de  ( )X t  
pour obtenir des informations spectrales sur les séries temporelles (Colebrook, 1978 ; 
Fraedrich, 1986). La matrice XC  peut être estimée directement à partir des données en tant 
que matrice de Toeplitz avec des diagonales constantes, c’est-à-dire, ijC dépendent 



















En 1986, (Broomhead & King, 1986) proposèrent de calculer XC  en utilisant la matrice 









Soient kE  les vecteurs propres et  k  les valeurs propres de  XC . Ces vecteurs propres sont 
aussi appelés « empirical orthogonal functions (EOFs) » par Fraedrich (Fraedrich, 1986); et 
par Vautard et Ghil (Vautard & Ghil, 1989). En projetant sur chaque EOF, la composante 
principale (PCs)  kA est : 






A t X t j E j

    
Un mode oscillatoire est caractérisé par une paire de valeurs propres à peu près égales et 
associé à des PCs en phase quadrature approximative (Ghil et al., 2002). Une telle paire peut 
représenter efficacement une oscillation harmonique non linéaire. Cela est dû au fait que, 
souvent, une seule paire de modes pourrait mieux capturer la périodicité de base d'un mode 
oscillatoire, comparé aux méthodes ayant des fonctions de base fixes, tels que les sinus et 
cosinus utilisés dans la transformée de Fourier. 
  détermine la périodicité la plus longue capturée par SSA. Un test de Monte-Carlo (Allen & 
Robertson, 1996) peut être appliqué pour déterminer la significativité statistique des paires 
d'oscillation détectées par SSA. Les séries temporelles ou des parties de celles-ci qui 
correspondent aux tendances, modes oscillatoires ou le bruit peuvent être reconstruites en 
utilisant des combinaisons linéaires des PC et EOF, qui fournissent les composants 
reconstruits KR . 
    
1





k K j Lt





Ici, K est l'ensemble des EOFs sur lequel se base la reconstruction. Les valeurs du facteur de 
normalisation  tM , ainsi que les bornes inférieure et supérieure de sommation   tL et tU , 
diffèrent entre la partie centrale de la série temporelle et de ses critères d'évaluation 
(Kondrashov & Ghil, 2006). 
 
Validation du MSSA 
Dans chaque site, cette méthode a été évaluée sur les enregistrements de température 
(respectivement d’humidité) en calculant la moyenne absolue de l’erreur de prédiction 













   
Où obs est l’enregistrement de température (respectivement d’humidité) sur le site et pred  
l’estimation fournie par la méthode MSSA.  
 
6. Cross Correlation Map (CCM) analysis 
La méthode d’analyse CCM permet de déterminer les décalages temporels des variables 
météorologiques les mieux corrélées avec l’abondance des espèces. En 2005, Curriero et al. 
(Curriero et al., 2005) avaient introduit la CCM comme un outil pour étudier les intervalles de 
temps durant lesquels les paramètres environnementaux et climatiques ont une influence 
significative sur la densité de Ochlerotatus sollicitans. Plusieurs applications de cette méthode 
ont été effectuées sur Aedes sollicitans  (Shone et al., 2006) , Culex salinarius (Walsh et al., 
2008), Culex pipiens/restuants (Lebl et al., 2013) et Culicoides obsoletus spp. (Brugger & 
Rubel, 2013).  
La notation mathématique de cette analyse statistique s’écrit comme suit : 
Pour iY  représentant le nombre de Culicoides capturé au temps i  and ,  i j i kX    une variable 
météorologique, la moyenne couvrant la période commençant au temps  i j  (décalage 
temporel 1) et se terminant au temps i k  (décalage temporel 2), pour j k . Alors, la CCM 
aux coordonnées j  et  k s’illustre ainsi: 
, , ( , )j k i i j i kCCM cor Y X    
 
La CCM a été appliquée aux données journalières de température, d’humidité relative et de 
précipitation et aux données décadaires (tous les 10 jours) de NDVI durant la période de 
capture pour déterminer les décalages temporels durant lesquels les corrélations entre ces 
variables environnementales et les abondances des Culicoides sont les plus fortes. 
Les données d’abondance des Culicoides sont des abondances mensuelles (1 capture par 
mois), un  décalage temporel maximal de 30 jours a été choisi pour la température, l’humidité 
et la précipitation pour déterminer les meilleurs décalages temporels dans le mois pour 
lesquels on a une meilleure corrélation entre l’abondance des Culicoides et chacune des ces 
variables météo. Pour la variable NDVI, mesurée tous les 10 jours, un décalage temporel 
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maximal de 9 décades (soit 3 mois) a été choisi pour trouver la meilleure corrélation entre le 
NDVI et l’abondance des Culicoides.   
7. Modèle de Poisson 
Le principe de la régression de Poisson est de modéliser une variable discrète positive. On dit 
qu’une variable aléatoire Y  suit une loi de Poisson de paramètre  0  si :  
 
 y λ exp λ




Avec y  0,  1,  2... ,  et    le paramètre. Le modèle de Poisson fait parti des modèles linéaires 
généralisés. On modélise le log du    comme combinaison linéaire des covariables X , 
1 2( , , )NX x x x   et de leurs paramètres 0 1 ( , , )N     . 
















Estimation des paramètres 
Pour estimer les paramètres, nous utilisons la méthode du maximum de vraisemblance (Tassi, 
2004). On se place dans un cadre paramétrique. On observe une réalisation du vecteur X  de 
taille n , soit 1 2( , , )NX x x x  . La loi jointe d’un vecteur 1 2 n (X ,  X ,  ,X )X     possède une 
densité de probabilité ( , )f X  ; avec   le vecteur des paramètres à estimer, appartenant à un 
ensemble ouvert, borné 1Θ    kR . 
Déﬁnition 1 : On appelle vraisemblance la variable aléatoire:  
  1( , , )n nL f x x    





( , ) n jL f X   
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Déﬁnition 2: Soit   nL    la vraisemblance au point   Θ ò . On appelle estimateur du 
maximum de vraisemblance (EMV) la statistique  1 n
ˆ ˆ (X ,  ,X )n    telle que : 
               ,ˆ  Θ,n n nL L p s     
Dans le cas où  Y P  , la vraisemblance s’écrit : 
  
 exp( )











  L  
          exp ( !)
n
i i i i
i
log x y x log y     L  
Pour maximiser  L , il faut trouver les valeurs de   qui annulent les dérivées partielles par 
rapport à   de    log L  . Ceci revient à résoudre l’équation du score suivante : 
  












Pour résoudre l’équation du score nous utilisons un algorithme numérique appelé la méthode 
de Newton-Raphson (Laurent, 2009). 
Algorithme de Newton-Raphson 
On part tout d’abord d’une valeur initiale de  , notée 0 . On note  1 0    h   une valeur 
candidate pour être solution de   0S   , c'est-à-dire  0    0S h   . Par un développement 
limité à l’ordre 1 de la fonction  S , on obtient l’approximation suivante : 
      0 0 0       S h S hS      
Comme  0    0S h   , on obtient pour h la valeur suivante : 
    
1
0 0  h S S 

 
   




   
1
2
1 0 0 0
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log log




   
   
L L
 
Le processus est ensuite itéré jusqu’à convergence. La procédure se résume de la manière 
suivante : 
1. choix d’un point de départ 0  ; 
2. On construit 1k   à partir de k  : 
  1    | kk k kA log  
    L  
Où   | klog  L  est le gradient au point 
k  et   2 1 (  | )kkA log 
  L  est la matrice de "pas" 
de l’algorithme (l’inverse de la matrice hessienne de   log L  au point  k . 
 
8. Régression binomiale négative 
On dit qu’une variable aléatoire Y  suit une distribution binomiale négative de moyenne    et 
de paramètre k si :   
  ~ ( , )Y NB k  
Où     E Y    et   
2
  Var Y
k

   
La densité de  probabilité est donnée par: 
  
 
   
est la  fonction gamma
Γ
; ,   1 ,  Γ 
Γ Γ 1
k y
y k k k
f y k
k y k k

 
    
      
      
 
La composante systématique est donnée par : 
   0 1 1   N Nlog x x       
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9.  Modèle mixte de Poisson avec effet aléatoire site de capture 
Pour les données de comptage des Culicoides  iY  dénombrés sur le site i , qui prend des 
valeurs non-négatives, pour  1, ,  i p  (p = 5 (5 sites)) définit par iy : 
 La composante stochastique est décrite par une distribution de Poisson de 
paramètre i  
  
 exp( )











  avec 0,1 ,iy    
 Le vecteur des effets aléatoires à 1-dimension (site de capture), ib , suit une loi 
normale de moyenne nulle et de variance 
2  
 2 ~  (0, )ib Normal   
 La composante systématique est donnée par : 
      Χ    Ti i ilog y b   
Où  iX  est la matrice  p q  des effets fixes des variables explicatives,  est 
le vecteur à  -dimension des coefficients des effets fixes. 
 
10.  Modèle mixte de Poisson avec effet aléatoire site et date de capture  
Pour les données de comptage des Culicoides  iY  dénombrés sur le site i , qui prend des 
valeurs non-négatives, pour  1, ,  i p  (p = 5 (5 sites)) et  1, , j q  (q = 12 (12 dates)) définit 
par  ijy : 
 La composante stochastique est décrite par une distribution de Poisson de 
paramètre ij  
  
 exp( )











  avec 0,1 ,ijy   
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 Le vecteur des effets aléatoires à 2-dimension (site et date), ib , suit une loi 
normale de moyenne nulle, et est caractérisé par la matrice de variance-
covariance  , une matrice (2 2)  symétrique positive 
  ~  (0, )ib Normal   
 La composante systématique est donnée par : 
      Χ    Tij ij i ijlog y b Z   
Où  ijX  est la matrice (  )p q M   des effets fixes des variables explicatives, 
 est le vecteur à -dimension des coefficients des effets fixes, ijZ  est la 
matrice   2p q   des effets aléatoires des variables explicatives et ib , le 
vecteur à  2-dimension des effets aléatoires (site et date). 
 
Validation des modèles de dynamique 
La base de données a été séparée en deux jeux de données. Nous avons choisi de façon 
aléatoire 2/3 de la base (appelé jeu de données test) sur laquelle les modèles ont été construits, 
le 1/3 de la base restante (appelé jeu de données de validation) sert à faire des prédictions en 
utilisant les estimations des coefficients du modèle déjà construit. Ces modèles ont été 
évaluées en calculant dans chaque jeu de données les erreurs de prédiction : la racine carrée 








   
Avec iY  les valeurs observées, ˆiY les estimations du modèle et N la taille de l’échantillon.
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Chapitre 5 : Résultats 
1. Résultats globaux  
Au total, 253 991 spécimens du genre Culicoides (209 278 femelles et 44 713 mâles)  
appartenant à 43 espèces différentes ont été capturés dans les 2 pièges lumineux et le piège à 
appât cheval dans les 5 sites  au cours des 3 nuits de captures mensuelles pendant un an (Fall 
et al., 2015). Les espèces dominantes ont été C. oxystoma, C. kingi, C. imicola, C. enderleini 
et C. nivosus qui ont représenté respectivement 47,32% (120 207), 32,29% (82 012), 11,45% 
(29 092), 3,84% (9 767) et 1,3% (3 306) du nombre total d’individus récoltés dans les pièges 
lumineux et les pièges à appât cheval (Tableau 2).  
En considérant l’évolution temporelle des Culicoides de manière générale (en sommant les 
individus capturés dans les 3 pièges au cours des 3 nuits de captures mensuelles), nous 
constatons que les dynamiques varient pour chaque site. Parmi les 5 sites, Mbao et Niague 
sont les sites les plus productifs en Culicoides ; ils atteignent leurs abondances maximales en 
Septembre et Octobre pour Mbao et en Juillet pour Niague.  A Pout et à Thiès, les pics  ont 
lieu en Septembre et Aout, tandis qu’au Parc Hann, le pic a lieu en Octobre (Figure 4). 
D’après le test de Fisher, le site de capture a une influence statistiquement significative sur les 
abondances des espèces (F=10.752 ; p < 10
-3
). De même, selon la période de piégeage, les 
différences des abondances des espèces sont statistiquement significatives (F=10.613; 
p = 0.001). 
 
Figure 4 : Dynamique mensuelle des populations de Culicoides (toutes espèces confondues) récoltés 




Tableau 2 : Nombre d’espèces de Culicoides capturés durant 1 an de piégeage (F=femelle, M=mâle) dans tous les sites 
confondus. 
Espèces OVI_plusde10m OVI_moinsde5m Piège_appât               Total 
  F M F M F M F M Total par espèce 
C. oxystoma 52534 11965 25906 7516 22002 288 100442 19781 120223 
C. kingi 13060 4480 51457 12569 318 128 64835 17177 82012 
C. imicola 10320 2225 14319 1746 465 17 25104 3990 29094 
C. enderleini 3198 372 5631 461 99 6 8928 839 9767 
C. nivosus 1407 535 990 343 15 16 2412 894 3306 
C. similis 430 235 808 439 3 8 1241 682 1923 
C. austeni 350 4 1389 0 156 0 1895 4 1899 
C. moreli 224 113 528 113 44 1 796 227 1023 
C. gambiae 193 86 506 146 5 2 704 234 938 
C. distinctipennis 176 68 284 146 0 1 460 215 675 
C. milnei 135 1 426 4 5 0 566 5 571 
C. bolitinos 257 33 168 23 31 0 456 56 512 
C. murphyi 76 56 225 116 1 1 302 173 475 
C. leucostictus 122 78 113 87 1 3 236 168 404 
C. loxodontis 151 28 37 7 6 1 194 36 230 
C. pseudopallidipennis 76 4 119 6 5 0 200 10 210 
C. tuttifrutti 50 50 23 19 5 1 78 70 148 
C. miombo 50 4 41 2 8 0 99 6 105 
C. accraensis 36 31 12 4 0 0 48 35 83 
C. hortensis 27 0 41 0 4 0 72 0 72 
C. pycnostictus 31 13 19 7 0 0 50 20 70 
C. azerbajdzhanicus 19 3 27 6 0 0 46 9 55 
C. pretoriensis 6 21 13 14 0 1 19 36 55 
C. translucens 14 12 4 0 0 0 18 12 30 
C. dekeyseri 3 3 17 5 0 0 20 8 28 
C. trifasciellus 16 3 2 0 0 0 18 3 21 
C. neavei 6 7 1 4 0 0 7 11 18 
C. nevilli 0 0 8 0 1 0 9 0 9 
C. nigripennis 2 3 1 1 0 0 3 4 7 
C. excpectator 0 5 0 0 0 0 0 5 5 
C. wansoni 3 0 2 0 0 0 5 0 5 
C. ravus 2 0 2 0 0 0 4 0 4 
C. robini 0 0 3 0 0 0 3 0 3 
C. quinquelineatus 0 2 0 0 0 2 0 2 
C. vomensis 0 0 1 1 0 0 1 1 2 
C. yankari 0 0 1 1 0 0 1 1 2 
C. clarkei 1 0 0 0 0 0 1 0 1 
C. dispar 0 0 1 0 0 0 1 0 1 
C. fulvithorax 1 0 0 0 0 0 1 0 1 
C. punctithorax 0 1 0 0 0 0 0 1 1 
C. sellersi 1 0 0 0 0 0 1 0 1 
C. vicinus 0 0 1 0 0 0 1 0 1 
C. congolensis 0 0 0 0 0 0 0 0 0 
C. yankari 0 0 1 1 0 0 1 1 2 
Culicoides sp 47 10 210 72 7 0 264 82 346 
Total général 83024 20449 103338 23858 23181 488 209543 44795 254338 
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L’étude de la dynamique spatio-temporelle (Figure 5) montre les variations d’abondance 
par site et par mois. Dans presque tous les sites, C. oxystoma est l’espèce la plus abondante 
sauf à Niague où domine C. kingi. Son abondance dans les 3 pièges pendant 3 nuits dépasse 
au moment du pic 10 000 individus capturés à Mbao et 1 000 individus au Parc Hann. Outre à 
Niague, C. kingi est abondant (log10 (abondance+1) > 3) à Mbao, tout comme C. imicola. 
Durant toute la période d’étude, les abondances de C. nivosus, C. enderleini et C. kingi à 
Thiès sont faibles (log10 (abondance+1) < 2); de même que les abondances de C. kingi et C. 
nivosus à Pout et au Parc de Hann. 
Pour une espèce donnée, les périodes de maxima d’abondance varient d’un site à un autre. 
Le pic d’abondance principal survient en saison des pluies (juillet-octobre) pour la plupart des 
sites et des espèces, parfois juste avant la saison des pluies (C. oxystoma à Thies  et Niague, et 
C. kingi et C. nivosus à Niague et Mbao) et C. imicola à Niague en février qui fait figure 
d’exception (mais il faut noter que cette espèce dans ce site présente un profil d’abondance 
relativement stable tout au long de l’année). Au Parc de Hann, les 5 espèces atteignent leurs 
abondances  maximales au mois Octobre.  
 
2. Comparaison générale entre pièges OVI et pièges à appât  
Les abondances au niveau des pièges lumineux étaient largement supérieures à celles 
obtenues dans le piège à appât cheval (Figure 6) : 49,79 % des individus ont été capturés par 
le piège lumineux OVI situé à moins de 5 m des animaux (OVI < 5 m), 40,71 % par celui à 
plus de 10 m (OVI > 10 m), tandis que les individus capturés par le piège à appât cheval ne 
représentaient que 9,31% (Tableau 2). Il n’y a pas de différence significative entre les 
abondances des pièges OVI < 5 m et OVI > 10 m (p = 0,71) ; par contre entre le piège à appât 
cheval et les pièges lumineux OVI, les différences des abondances sont statistiquement 
significatives (p < 10
-15). D’après le test de corrélation de Pearson, les abondances mensuelles 
des pièges OVI < 5 m et OVI > 10 m sont fortement corrélées (r = 0,9577 ; p < 10-15), par 
contre la corrélation est très faible entre piège à appât cheval et OVI (r = 0,2129 ; p = 0,02). 
En termes de diversité, les pièges OVI ont permis de capturer 41 espèces de Culicoides alors 
que les pièges à appât seulement 19/21. Les deux pièges lumineux ont récoltés 
approximativement le même nombre d’espèce (38 pour OVI < 5 m et 35 pour OVI> 10 m) 
(Tableau 2). Les cinq espèces dominantes sont les mêmes dans les 3 pièges. 
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Pour C. oxystoma, C. imicola et C. enderleini, les profils d’abondance dans les 2 pièges OVI 
sont similaires au cours du temps (Figure 6). Le profil de ces trois espèces dans le piège à 
appât est aussi globalement similaire, avec néanmoins des abondances plus faibles pour les 
trois espèces et une absence de pic en février pour C. imicola. On peut noter des profils 
légèrement différents entre les deux pièges OVI pour C. kingi (avec la présence dans le piège 
situé à moins de 5 m des chevaux d’un pic d’abondance très marqué en juin juillet et un moins 
important en novembre) et pour C. nivosus (avec deux pics en juin et octobre dans le piège 
situé à moins de 5 m des chevaux et un pic plus étendu en août et un pic secondaire en 
décembre pour celui à plus de 10 m). Le profil de C. kingi dans le piège à appât est très 
différent de ceux dans les pièges lumineux. Le nombre de C. nivosus dans le piège à appât est 
très faible, il reste toujours inférieur à 10 individus par mois (somme des 3 pièges et 3 nuits). 
 




Figure 6 : Profil spatio-temporel par site et par mois des 5 espèces de Culicoides dominantes dans la zone des Niayes. 
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Conclusion partielle : 
Cette étude a démontré que de nombreuses espèces du genre Culicoides sont présentes au 
Sénégal, particulièrement dans la zone des Niayes. Toutefois, la comparaison des pièges a 
montré grande différence entre les pièges lumineux et les pièges à appât cheval. D’où la 
séparation en deux jeux de données : un jeu de données sur les pièges OVI et un autre sur le 
piège à appât cheval. L’étude de la dynamique saisonnière des Culicoides dans la zone des 
Niayes et la modélisation de la dynamique de C. oxystoma et C. imicola a été faite avec 
l’échantillonnage sur les pièges OVI car les abondances étaient plus fortes et car c’est ce type 
de piège qui est utilisé en routine pour la surveillance dans de nombreux pays. Dans la suite 
de ce chapitre, nous décrivons (partie 3), modélisons (partie 4) la dynamique des 5 espèces de 
Culicoides dominantes dans les Niayes à partir des données issues des pièges OVI et 
appliquons (partie 5) le modèle de dynamique aux données issues des pièges à appât cheval.
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3. Description de la dynamique saisonnière des espèces principales de Culicoides 
dans les pièges OVI 
Dans les résultats issus des captures dans les 2 pièges OVI présentés ci-dessous, l’accent est 
mis sur les espèces vectrices ou potentiellement vectrices de la BTV et/ou de l’AHSV qui 
étaient les plus abondantes dans les sites de piégeage. 
Au total, 224 665 spécimens du genre Culicoides (181 464 femelles et 43 201 mâles) 
appartenant à 41 espèces différentes (Tableau 3) ont été capturés durant 354 nuits-pièges dans 
5 sites (Mbao, Pout, Thiès et Parc Hann) de juillet 2011 à juin 2012 et à Niague de novembre 
2011 à octobre 2012. Les espèces dominantes ont été C. oxystoma, C. kingi, C. imicola, 
C. enderleini et C. nivosus qui ont représenté 43,33% (97 351), 34,64% (77 826), 12,52% (28 
123), 4,17% (9 379) et 1,36% (3 047) respectivement du nombre total d’individus capturés. 
Ces 5 espèces ont représenté  plus de 90% des captures, toutes les autres espèces ont eu une 




Tableau 3: Espèces de Culicoides capturés sur pièges OVI et leur abondance selon les sites (F=femelle, M=mâle, 
n=nombre de nuits-pièges) au cours la période d’étude (toutes les nuits). Les 5 espèces dominantes sont surlignées en 
gris. 









































C. accraensis 45 34 1 - 1 - 2 - - - 41 34 79 
C. austeni 1739 4 2 - 1062 2 664 2 - - 11 - 1743 
C. azerbajdzhanicus 35 7 - - 25 4 - 2 3 - 7 1 42 
C. bolitinos 419 54 35 23 132 10 6 - 9 6 237 15 473 
C. clarkei 1 - - - - - - - - - 1 - 1 
C. dekeyseri 17 8 - - 17 8 - - - - - - 25 
C. dispar 1 - - - 1 - - - - - - - 1 
C. distinctipennis 383 202 126 71 142 69 101 61 12 1 2 - 585 
C. enderleini 8562 817 3617 204 2079 465 1812 24 802 104 252 20 9379(4,17) 
C. excpectator - 5 - - - - - - - - - 5 5 
C. fulvithorax 1 - - - - - - - - - 1 - 1 
C. gambiae 683 230 23 47 650 179 1 1 2 1 7 2 913 
C. hortensis 66 - - - 33 - 33 - - - - - 66 
C. imicola 24176 3947 11328 2769 9446 643 459 93 1301 256 1642 186 28123(12,52) 
C. kingi 61499 16327 9062 3593 51803 12672 239 41 209 6 186 15 77826(34,64) 
C. leucostictus 231 163 124 86 12 27 16 13 56 21 23 16 394 
C. loxodontis 187 35 4 7 25 2 6 2 12 3 140 21 222 
C. milnei 489 5 6 - 20 - 463 5 - - - - 494 
C. miombo 81 6 38 3 18 2 - - 4 1 21 - 87 
C. moreli 724 219 222 148 440 39 5 6 43 18 14 8 943 
C. murphyi 262 149 34 25 160 68 64 54 1 - 3 2 411 
C. neavei 7 11 7 10 - - - - - - - 1 18 
C. nevilli 8 - 2 - - - 5 - - - 1 - 8 
C. nigripennis 3 4 - - - - - - - - 3 4 7 
C. nivosus 2201 846 490 385 399 103 808 182 407 96 97 80 3047 (1,36) 
C. oxystoma 78069 19282 60579 13603 1530 707 10589 3280 3087 887 2284 805 97351(43,33) 
C. pretoriensis 19 35 1 16 - - - - - - 18 19 54 
C. pseudopallidipennis 191 10 31 5 72 5 1 - 17 - 70 - 201 
C. punctithorax - 1 - - - - - - - - - 1 1 
C. pycnostictus 50 20 15 11 9 2 5 1 13 1 8 5 70 
C. quinquelineatus 2 - - - 2 - - - - - - - 2 
C. ravus 4 - - - 2 - 1 - 1 - - - 4 
C. robini 3 - 1 - 1 - 1 - - - - - 3 
C. sellersi 1 - 1 - - - - - - - - - 1 
C. similis 954 613 191 256 399 138 145 165 143 15 76 39 1567 
C. translucens 18 12 - - 2 - - - - - 16 12 30 
C. trifasciellus 18 3 - - 1 - - - 1 - 16 3 21 
C. tuttifrutti 73 69 6 28 14 7 - - 1 6 52 28 142 
C. vomensis 1 1 - - - - - - - - 1 1 2 
C. wansoni 5 - 5 - - - - - - - - - 5 
C. yankari 1 1 1 1 - - - - - - - - 2 
Groupe Similis  14 3 - - 14 3 - - - - - - 17 
Culicoides sp. 221 78 51 13 145 39 - 1 8 3 17 22 299 
Total 181464 43201 86003 21304 68656 15194 15426 3933 6132 1425 5247 1345 224665 
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L’abondance totale mensuelle des Culicoides a été calculée comme la somme pour tous les 
sites de toutes les espèces durant la nuit de capture mensuelle maximale. Le pic d’abondance 
des Culicoides a été observé en septembre et octobre (Figure 7 ci-dessous).  
 
Figure 7 : Variations saisonnières des abondances des Culicoides dans la zone des Niayes du Sénégal. 
L’abondance totale des Culicoides durant la nuit de capture mensuelle maximale est 
représentée en échelle log10 (en rouge). Pour les 5 espèces dominantes la somme des 
individus capturés dans chaque site et pendant la nuit de capture maximale (pour chaque 
espèce et tous sites confondus) est représentée. 
  
 
Pour chacune des 5 espèces dominantes, les pics d’abondance sont variables : le pic a été 
observé en septembre et octobre pour C. oxystoma, en juillet pour C. kingi, février pour C. 
imicola, octobre pour C. enderleini et aout pour C. nivosus. Les différences d’abondance des 
Culicoides entre les mois de capture sont statistiquement significatives (p = 0,012). Parmi les 
5 sites étudiés, Thiès a eu la plus grande diversité spécifique (nombre d’espèces = 31), suivi 
de Niague (29), Mbao (27), Parc Hann (23) et Pout (20) (Tableau 4). 
En termes de moyenne des captures mensuelles maximales, C. kingi est l’espèce avec la plus 
forte moyenne (695,00 individus par nuit dans les 2 pièges), suivi de C. oxystoma (637,30), 
C. imicola (180,95), C. enderleini (68,58), C. nivosus (25,25) ; les autres espèces ont des 
moyennes des captures maximales inférieures à 20 (Tableau 4). C. oxystoma est l’espèce avec 
la moyenne des captures maximales la plus élevée dans tous les sites sauf à Niague où elle est 
devancée par C. kingi. 
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Tableau 4: Moyenne annuelle des captures maximales mensuelles dans les Niayes. 
Les moyennes annuelles des abondances maximales mensuelles (M) ± écart-types (SD) pour chaque espèce et 
durant toute la période d’étude sont présentées selon les sites (n= nombre de nuits-pièges). 
 





(M± SD)(n= 70) 
 
Niague 
(M± SD)(n= 70) 
 
Parc Hann 











C. accraensis 0,083 ± 0,27 0,08 ± 0,27 0,16 ± 0,55 - 3,16 ± 5,45 0,88 
C. austeni 0,16 ± 0,37 46,91 ± 72,65 25,91 ± 40,84 - 0,66 ± 1,43 18,42 
C. azerbajdzhanicus - 1,41 ± 1,18 0,16 ± 0,37 0,16 ± 0,37 0,58 ± 0,75 0,58 
C. bolitinos 2,25 ± 1,63 6,91 ± 7,01 0,33 ± 0,74 1 ± 2 10,25 ± 15,08 4,15 
C. clarkei - - - - 0,08 ± 0,27 0,08 
C. dekeyseri - 1,67 ± 2,42 - - - 1,67 
C. dispar - 0,08 ± 0,27 - - - 0,08 
C. distinctipennis 7,5 ± 6,51 9,08 ± 6,52 6,5 ± 6,4 0,83 ± 0,98 0,16 ± 0,37 4,82 




86,33 ± 241,5 27,08 ± 40,23 13,16 ± 31,41 68,58 
C. excpectator - - - - 0,41 ± 1,38 0,42 
C. fulvithorax - - - - 0,08 ± 0,27 0,08 
C. gambiae 3 ± 3,72 39,16 ± 53,04 0,16 ± 0,37 0,25 ± 0,43 0,5 ± 1,11 8,62 
C. hortensis - 2,66 ± 6,51 2,33 ± 4,9 - - 2,50 




26,75 ± 50,74 49,16 ± 35,27 64,83 ± 81,1 180,95 
C. kingi 371,83 ± 
402,47 
3070,33 ± 4382 12 ± 16,9 13,25 ± 29,72 7,58 ± 13,51 695,00 
C. leucostictus 6,33 ± 6,68 1,91 ± 1,84 1,33 ± 1,31 4,5 ± 7,17 1,75 ± 1,73 3,17 
C. loxodontis 0,91 ± 2,21 1,66 ± 2,13 0,41 ± 0,64 0,75 ± 1,78 7,08 ± 14,33 2,17 
C. milnei 0,33 ± 0,62 1,41 ± 2,46 18,16 ± 37,5 - - 6,64 
C. miombo 1,67 ± 3,4 1,08 ± 2,81 - 0,33 ± 0,84 1,16 ± 2,47 1,06 
C. moreli 10,66 ± 11,7 17,33 ± 29,95 0,33 ± 0,84 2,33 ± 4,26 0,91 ± 1,44 6,32 
C. murphyi 2,66 ± 2,71 9,41 ± 7,57 5,25 ± 4,12 0,08 ± 0,27 0,33 ± 0,47 3,55 
C. neavei 0,83 ± 1,62 - - - 0,08 ± 0,27 0,46 
C. nevilli 0,16 ± 0,37 - 0,25 ± 0,82 - 0,08 ± 0,27 0,17 
C. nigripennis - - - - 0,33 ± 0,74 0,33 
C. nivosus 28 ± 33,98 22,08 ± 21,2 45,91 ± 41,92 24,75 ± 25,21 6,75 ± 9,53 25,50 











C. pretoriensis 0,83 ± 2,23 - - - 1,58 ± 3,61 1,21 
C. 
pseudopallidipennis 
1,5 ± 1,84 4,16 ± 8,36 0,08 ± 0,27 1,41 ± 3,84 4,5 ± 11,67 2,33 
C. punctithorax - - - - 0,08 ± 0,27 0,08 
C. pycnostictus 1,58 ± 0,66 ± 0,84 0,41 ± 0,75 0,66 ± 0,94 0,91 ± 1,32 0,85 
C. quinquelineatus - 0,16 ± 0,55 - - - 0,17 
C. ravus - 0,16 ± 0,55 0,08 ± 0,27 0,08 ± 0,27 - 0,11 
C. robini 0,08 ± 0,27 0,08 ± 0,27 0,08 ± 0,27 - - 0,08 
C. sellersi 0,08 ± 0,27 - - - - 0,08 
C. similis 17,16 ± 21,11 20,66 ± 20,89 12,33 ± 14,12 7,66 ± 10,18 4,25 ± 2,71 12,42 
C. translucens - 0,16 ± 0,37 - - 2,08 ± 4,73 1,13 
C. trifasciellus - 0,08 ± 0,27 - 0,08 ± 0,27 0,91 ± 2,75 0,36 
C. tuttifrutti 2,5 ± 3,96 1,58 ± 2,06 - 0,5 ± 0,64 4,33 ± 4,55 2,23 
C. vomensis - - - - 0,16 ± 0,55 0,17 
C. wansoni 0,33 ± 0,62 - - - - 0,33 
C. yankari 0,08 ± 0,27 - - - - 0,08 
Moyenne des maximas 
d’abondance 
115,72 134,66 36,87 13,45 8,41 64,67 
Nombre d’espèces 27 29 23 20 31  
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Durant toute la période d’étude, les espèces les plus abondantes sont aussi les plus fréquentes 
dans les sites de piégeage. Pour toutes les captures confondues, C. imicola a été l’espèce la 
plus fréquente (98,35%), suivie de C. oxystoma (95,6%), C. nivosus (89%), C. enderleini 
(82,41%), C. kingi (76,92%). Toutefois, ces fréquences ont varié selon les sites : C. imicola a 
eu une fréquence de 100% à Mbao, Niague et Thies tandis que C. oxystoma était fréquent à 
100% à Niague, au Parc Hann et à Pout (Figure 3). 
La saison des pluies a commencé en juillet pour se terminer en octobre avec des maxima de 
précipitations au mois d’août 2011 et 2012. La dynamique spatio-temporelle des 5 espèces 
dominantes (Figure 8) a révélé que les pics d’abondance des Culicoides ont été variables 
selon les sites et selon les espèces. Les différences des maxima d’abondance entre les sites 
sont très significatives (p < 10
-3). Les différences des maxima d’abondance entre les espèces 






Figure 8: Variations spatio-temporelles des captures maximales mensuelles des 5 espèces dominantes. 
Les cumuls mensuels de précipitations sont indiqués en gris. Les abondances pour les captures maximales mensuelles sont représentées en échelle log10. Les 
températures LST_mean (en degrés Celsius) durant la période de piégeage dans chaque site est représentées en rouge. Les sites sont représentés en colonne et les 




Les variations spatiales des maxima d’abondance dans chaque saison (la saison des pluies, la 
saison sèche chaude et la saison sèche froide) pour les 5 espèces prédominantes sont 
présentées dans la figure 9. Dans tous les sites sauf Niague, les principaux pics d’abondance 
pour C. oxystoma, C. kingi et C. enderleini ont été obtenues durant la saison des pluies où les 
températures (LST_mean) ont été les plus élevées (25-30°C) (Figure 8). En revanche, 
pendant la saison sèche froide où les températures (LST_mean) ont été les plus faibles 
(<25°C), une diminution des abondances de ces trois espèces a été observée dans les sites les 
sites (Figure 8). Pour C. imicola, on retrouve un pic d’abondance à la fin de la saison des 
pluies à Mbao, Parc Hann et Thies. A Pout, l’abondance de C. imicola reste relativement 
stable, variant de 10 à 100 individus par nuit tout au long de l’année, et présente deux pics 
modérés : un en saison sèche froide (janvier) et un en saison des pluies. A Niague les 
abondances maximales sont variables d’une saison à une autre et d’une espèce à une autre. 
Ainsi, sur ce site, les abondances les plus importantes ont été obtenues durant la saison sèche 
chaude (de mars à juin) pour C. oxystoma (en juin) (Figure 8) et C. nivosus; pendant la saison 
sèche froide pour C. imicola (précisément en février, voir Figure 8) et pendant la saison des 
pluies pour C. kingi et C. enderleini. C. nivosus présente de fortes abondances durant la 




Figure 9 : La distribution spatiale des 5 espèces dominantes selon les saisons : saison des pluies, 
saison sèche froide, saison sèche chaude. 
 
La matrice Mondrian (terme et figure proposé par Meiswinkel et al.(Meiswinkel et al., 2013)) 
(Figure 10) révèle une hétérogénéité spatiale et temporelle des 5 espèces dominantes dans la 
zone des Niayes. Dans cette zone, l’activité de C. oxystoma, C. imicola et C. nivosus persiste 
souvent toute l’année, à quelques exceptions près. C. oxystoma a été inactive en janvier (3/3 
nuits de capture) à Niague et C. nivosus (3/3) en décembre à Thies. C. kingi et C. enderleini 
présentent des périodes d’inactivité plus longues. En effet, les périodes d’inactivité ont été 
observées chez C. kingi de février à avril (8/9) à Pout et Thies ; de février à juin (11/15) à 
Mbao. C. enderleini a été inactive de janvier à avril (11/12) à Thies et en juin (3/3) à Mbao 
(Figure 10).  
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Figure 10 : Matrice Mondrian des maxima mensuelles d’abondance des Culicoides. 
Représentation de la matrice Mondrian des abondances (les couleurs sont codées) des Culicoides (3 
nuits de capture par mois) pour les 5 espèces dominantes durant 1 an (de juillet 2011 à juin 2012 pour 
Mbao (A), Parc Hann (B), Pout (C) et Thies (D); de novembre 2011 à octobre 2012 pour Niague (E)) 
au Sénégal. En vert= 0 Culicoides, jaune clair = 1-9, orange= 10-99, marron= 100-999, rouge = 1000-





4. Modélisation de la dynamique de C. imicola et C. oxystoma 
Parmi les 5 espèces dominantes dans la région des Niayes, nous avons choisi de modéliser la 
dynamique des femelles i) de C. imicola, espèce considérée comme le principal vecteur de 
BTV et d’AHSV en Afrique, espèce la plus fréquente et troisième espèce la plus abondante 
dans la zone d’étude, et ii) de C. oxystoma, vecteur suspecté de BTV et espèce la plus 
abondante dans la zone des Niayes. Dans cette partie, nous présentons tout d’abord les 
résultats des modèles développés pour estimer les données manquantes de température 
d’humidité (partie 5.1) puis les résultats de la modélisation des espèces issues des pièges OVI 
(partie 5.2) et enfin les résultats des modèles de ces deux espèces issues des pièges à appât 
cheval (partie 5.3). 
 
4.1. Résultats de la méthode MSSA pour estimer les données manquantes de 
température et d’humidité relative 
Beaucoup de données manquantes de température et d’humidité relative ont été notées dans 
chaque site : à Mbao, il y avait 3% de données manquantes, Niague 43,98%, Parc Hann 
22,95%, Pout 24,31% et Thies 20,49%. Dans les 5 sites, les erreurs d’estimation par la 
méthode MSSA ont été faibles: pour la température MAPE = 0,07 et pour l’humidité relative 
MAPE = 0,08. Les résultats de la méthode MSSA utilisée pour combler les données 





Figure 11 : Estimation des données manquantes de la température et de l’humidité relative dans chaque site par la méthode MSSA. 
      En rouge les enregistrements météorologiques du terrain, en noir les valeurs générées par MSSA. 
51 
 
4.2. Modélisation de la dynamique de C. imicola et C. oxystoma dans les pièges 
OVI 
4.2.1. Résultats de l’analyse CCM avec les données issues des OVI 
L’analyse CCM permet de définir les périodes maximisant la corrélation entre l’abondance 
des espèces capturées avec les pièges OVI et les variables environnementales. Les 354 nuits-
pièges ont capturé 78 069 femelles de C. oxystoma et 24 176 femelles de C. imicola  dans 4 
sites (Mbao, Pout, Thies et Parc Hann) de juillet 2011 à juin 2012 et de novembre 2011 à 
octobre 2012 à Niague. L’abondance totale des captures mensuelles maximales dans tous les 
sites était de 30 070 pour C. oxystoma et 13 904 pour C. imicola. Pour chacune des deux 
espèces, les résultats des CCMs sont présentés sur la Figure 12.  
Les abondances de C. oxystoma étaient négativement corrélées avec la température et 
l’humidité relative ; et positivement corrélées avec les précipitations et le NDVI. Les 
corrélations étaient maximales entre l’abondance de C. oxystoma et : 
- les températures moyennes journalières entre le 7ième et le 10ième  jour précédent la date 
de capture, r (10, 7) = -0,575.  
- les moyennes journalières de l’humidité relative entre le 19ième  et le 21ième jour 
précédant la date de capture, r (21, 19) = -0,495.  
- les précipitations journalières entre le 10ième et le 12ième jour précédant la date de 
piégeage, r (12, 10) = 0,324.  
- le NDVI durant  les 8 décades (soit 80 jours) précédant l’évènement de capture, r (8, 
0) = 0,617. 
Concernant les abondances de C. imicola, elles sont négativement corrélées aux variables 
météorologiques notamment la température, l’humidité relative, les précipitations et le NDVI. 
Les corrélations étaient maximales entre l’abondance de C. imicola et : 
- les moyennes journalières de la température entre le 24ième et le 29ième jour précédant 
la période de piégeage avec r (29, 24) = -0,601 
- l’humidité relative entre le 6ième et le 22ième jour précédant la date de capture, r (22, 6) 
= -0,572 
- les cumuls journaliers de précipitations entre le 8ième et le 20ième jour précédant la date 
de capture, r (20, 8) = -0,565 
- le NDVI durant la période couvrant les 3 décades (30 jours) précédant la date de 
piégeage, r (3,0)= - 0,495. 
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Figure 12 : L’analyse par CCM (Cross Correlation Maps) des corrélations entre les abondances de 
C. oxystoma et C. imicola issues des pièges OVI avec la température, l’humidité relative, les 
précipitations et le NDVI. 
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4.2.2. Modèles de dynamique de C. imicola et C. oxystoma issues des 
OVI 
Pour chacune des deux espèces, le test de surdispersion appliqué sur les 4 modèles est 
présenté sur le Tableau 5.  Pour C. imicola et C. oxystoma, les tests étaient statistiquement 
significatifs pour le modèle de Poisson (p < 10
-3
), la régression binomiale négative (p = 
0.0048 pour C. oxystoma et p = 0.0046 pour C. imicola) et le modèle mixte de Poisson avec 
un effet aléatoire sur le site de capture (PRME-S, p < 10
-3
). Cependant, pour le modèle mixte 
de Poisson avec un effet aléatoire site et date de capture (PRME-SD), le test de surdispersion 
n’était pas statistiquement significatif (p = 1) aussi bien pour C. imicola et pour C. oxystoma. 
Les résultats des 4 différents modèles utilisés sur chacune des deux espèces sont présentés sur 
la Figure 13. Ce graphique révèle que le modèle mixte de Poisson avec un effet aléatoire site 
et date de capture (PRME-SD) estime mieux les maxima mensuels de C. imicola et C. 
oxystoma observés sur le terrain. Un appui supplémentaire a été fourni par le calcul des 
RMSE dans le jeu de données test et le jeu de données de validation pour chaque modèle. 
Comparé aux 3 autres modèles, le modèle PRME-SD avait la plus faible erreur de prédiction, 
pour C. oxystoma, RMSE_test = 0,72 et RMSE_validation = 0,76 et pour C. imicola, 
RMSE_test = 0,87 et RMSE_validation = 0,89 (Tableau 5). 
Tableau 5 : Test de surdispersion et validation des modèles 
Modèles C. oxystoma C. imicola 
Test de surdispersion Validation Test de surdispersion Validation 








Poisson 45295,6 49 0,0000 178,31 29,4 26002,1 49 0,0000 232,8 78,73 
NB  77,2 48 0,0048 195,91 243,01 77,4 48 0,0046 465,5 282,03 
PRME-S 12478,3 48 0,0000 131,36 29,41 12393,3 48 0,0000 214,36 41,39 







Figure 13 : Abondances mensuelles des données observées contre les données prédites par les 






Pour chacune des deux espèces, les covariables retenues dans l’analyse multivariée du 
modèle PRME-SD sont présentées dans le tableau 6. 





standards  Z value P_value 
C. oxystoma 
Intercept 3,8587 0,2378 16,22 < 2e-16 
Température (moyenne du jour de capture) 0,3641 0,0577 6,305 2,85e-10 
Humidité (moyenne du jour de capture) 0,0563 0,0118 4,739 2,15e-06 
H.21.19 (moyenne entre le 15ième et 26ième 
jour précédant la date de capture) 0,0788 0,0375 2,102 0,0355 
Densité du bétail 1,7845 0,5241 3,405 0,0006 
Surfaces en eau (pourcentage) -1,029 0,4849 -2,122 0,0338 
Temperature:Rainfall -0,0084 0,004 -2,095 0,0358 
C. imicola 
Intercept 3,0916 0,1963 15,75 < 2e-16  
Précipitations (moyenne du jour de capture) -0,0828 0,037 -2,238 0,0253 
NDVI (moyenne décadaire couvrant le jour de 
capture) 0,5847 0,1363 4,287 1,81e-05 
Surfaces en eau (pourcentage) 2,6365 0,3057 8,623 < 2e-16 
 
Une augmentation significative de l’abondance de C. oxystoma a été notée avec 
l’augmentation des moyennes journalières de température. L’humidité relative du jour de 
capture, ainsi que celle comprise entre le 19
ième
 et le 21
ième
 jour précédent la date de capture 
étaient positivement associées aux abondances de C. oxystoma. Les valeurs élevées de la 
densité du bétail (valeurs supérieures à 100 animaux sur un rayon de 2 km autour du site) 
augmentaient l’abondance de C. oxystoma, alors que les valeurs élevées des pourcentages de 
surfaces en eau (valeurs supérieures à 5%) la diminuaient. L’interaction entre la température 
et la pluviométrie avait un effet négatif sur l’abondance de C. oxystoma. Concernant 
C. imicola, les abondances diminuèrent avec les moyennes journalières des précipitations, et 
aussi avec l’humidité relative entre le 6ième et le 22ième jour précédant la capture. Au contraire, 
les moyennes décadaires du NDVI et les pourcentages élevés de surfaces en eau 






4.3. Modélisation de la dynamique de C. imicola et C. oxystoma dans les pièges 
à appât  
4.3.1. Résultats de l’analyse CCM avec les données des pièges à appât  
L’analyse CCM nous a permis d’identifier les périodes durant lesquelles la corrélation entre 
l’abondance des espèces capturées à l’aide des pièges à appât cheval et les variables 
environnementales est maximale. Les 178 nuits-pièges ont capturé 22 002 femelles de C. 
oxystoma et 465 femelles de C. imicola  dans les 5 sites durant la période d’étude. 
L’abondance totale des captures mensuelles maximales dans tous les sites était de 11 096 
pour C. oxystoma et  341 pour C. imicola. Les résultats des CCMs pour chacune des deux 
espèces sont présentés sur la Figure 14.  
Les abondances de C. oxystoma étaient négativement corrélées avec la température et les 
précipitations; et positivement corrélées avec l’humidité relative et le NDVI. Les corrélations 
étaient maximales entre l’abondance de C. oxystoma et : 
- les températures moyennes journalières entre le 15ième et le 17ième jour précédent la 
date de capture, r (17, 15) = -0,556.  
- les moyennes journalières de l’humidité relative entre le 6ième et le 27ième jour 
précédant la date de capture, r (27, 6) = 0,558.  
- les précipitations journalières entre le 20ième et le 29ième jour précédant la date de 
piégeage, r (20, 29) = -0,296.  
- le NDVI entre la 2ième  et la 8ième décade (soit la moyenne entre 20 et 80 jours) 
précédant l’évènement de capture, r (8, 2) = 0,567. 
Concernant les abondances de C. imicola, elles sont négativement corrélées à la température, 
aux précipitations et au NDVI ; et positivement corrélées à l’humidité relative. Les 
corrélations étaient maximales entre l’abondance de C. imicola et : 
- les moyennes journalières de la température entre le 24ième et le 29ième jour précédant 
la période de piégeage avec r (29, 24) = -0,616 
- l’humidité relative entre le 18ième et le 27ième jour précédant la date de capture, r (27, 
18) = 0,402 
- les cumuls journaliers de précipitations entre le 8ième et le 20ième jour précédant la date 
de capture, r (20, 8) = -0,565 
- le NDVI durant la période couvrant les 3 décades (soit 30 jours) précédant la date de 





Figure 14 : L’analyse par CCM (Cross Correlation Maps) des corrélations entre les abondances de 
C. oxystoma et C. imicola issues des pièges à appât cheval avec la température, l’humidité relative, les 
précipitations et le NDVI 
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4.3.2. Modèles de dynamique de C. imicola et C. oxystoma issues les 
pièges à appât  
Dans cette partie nous appliquons les modèles de dynamique de C. oxystoma et C. imicola 
déjà développés et validés dans la partie précédente (partie 4) aux abondances de ces espèces 
obtenues à l’aide des pièges à appât cheval. 
Pour chacune des deux espèces, le test de surdispersion a d’abord été appliqué au modèle de 
Poisson, puis à la binomiale négative.  Les tests ont été statistiquement significatifs pour le 
modèle de Poisson (p < 10
-3
) et non significatifs pour le modèle binomial négatif (NB, p = 
0,078 pour C. oxystoma et p = 0,29 pour C. imicola). Ces différents résultats sont consignés 
dans le tableau 7 ci-dessous. 
Tableau 7 : Test de surdispersion des abondances de C. imicola et C. oxystoma issues des pièges à 
appât 
Modèles C. oxystoma C. imicola 
Test de surdispersion Validation Test de surdispersion Validation 








Poisson 22351,6 49 0,0000 72,29 89,56 408,5 49 0,0000 25,41 10,84 
NB  62,4 48 0,0798 5,79 6,96 52,9 48 0,2906 11,75 10,93 
 
Les représentations des valeurs observées dans les pièges à appât cheval contre celles prédites 
par le modèle de Poisson et le modèle binomial négatif sont montrées sur la figure 15. Cette 
figure montre que le modèle binomial négatif estime mieux les maxima mensuels 
d’abondance de ces deux espèces capturés à l’aide des pièges à appât cheval. Comparé au 
modèle de Poisson, le modèle binomial négatif avait la plus faible erreur de prédiction : pour 
C. oxystoma, RMSE_test = 5,79 et RMSE_validation = 6,96 et pour C. imicola, RMSE_test = 
11,75 et RMSE_validation = 10,93 (Tableau 7). 
Les variables explicatives retenues dans l’analyse multivariée de la régression binomiale 
négative sont présentées dans le tableau 8. Les abondances de C. oxystoma augmentaient 
avec les moyennes journalières du jour de capture de la température et de l’humidité relative. 
Par contre, les moyennes journalières pluviométriques du jour de capture diminuaient 
l’abondance de C. oxystoma. Les valeurs élevées de la densité du bétail (valeurs supérieures à 
100 animaux sur un rayon de 2 km autour du site) augmentaient l’abondance de C. oxystoma, 
alors que les valeurs élevées des pourcentages de surfaces en eau (valeurs supérieures à 5%) 
la diminuaient. Concernant C. imicola, la moyenne du jour de capture de l’humidité relative, 
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les  valeurs élevées de la densité du bétail ( 100 animaux sur un rayon de 2 km autour du 
site) et la moyenne décadaire du NDVI couvrant le jour de capture étaient positivement 
associées à l’abondance de cette espèce. Cependant, les moyennes de l’humidité relative 




 jour précédant la date de capture et les valeurs élevées de 
pourcentage de surfaces en eau diminuaient l’abondance de C. imicola. 
Tableau 8 : Estimations des paramètres du modèle binomial négatif pour C. oxystoma et C. imicola 




Z_value P (>|z|) 
C. oxystoma 
Intercept 2,369 0,261 9,062 < 2e-16 
Température (moyenne du jour de capture) 0,284 0,058 4,890 1,05e-6 
Humidité (moyenne du jour de capture) 0,091 0,016 5,409 1,30e-08 
Précipitations (moyenne du jour de capture) -0,037 0,014 -2,558 0,010 
Densité du bétail 7,002 0,848 8,254 2,22e-16 
Surfaces en eau (pourcentage) -4,213 0,775 -5,430 5,63e-05 
C. imicola 
Intercept 0,016 0,167 5,575 0.001 
Humidité (moyenne du jour de capture) 0,027 0,012 2,970 0,0359 
Densité du bétail 0,002 0,048 2,245 2,22e-16 
NDVI (moyenne décadaire couvrant le jour de 
capture) 
0,476 0,237 2,110 0,0443 





précédant la date de capture) 
0,194 0,053 3,647 0,0002 






Figure 15 : Abondances mensuelles des données observées dans les pièges à appât contre les données 
prédites par les différents modèles pour C. oxystoma et C. imicola : Poisson, Négative binomial.
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Chapitre 6 : Discussions 
1. Discussion sur le recueil des données entomologiques 
1.1 Choix de la zone d’étude 
Plusieurs cas de peste équine ont été déclarés dans les Niayes par le passé, et notamment le 
cas index de l’épizootie de 2007 (Akakpo et al., 2011), ce qui en fait un choix pertinent pour 
étudier cette maladie. De plus cette zone est marquée par l’installation de plus en plus de 
haras privés qui viennent s’ajouter aux haras traditionnels, augmentant ainsi la population 
d’hôtes sensibles à la maladie. Cette zone comporte aussi un grand nombre de charretiers 
saisonniers qui retournent à l’intérieur du pays avant le début de la saison des pluies. Cette 
migration saisonnière pourrait être à l’origine de la diffusion de l’épizootie de 2007 (Diouf et 
al., 2012).  
1.2 Méthodes de piégeages 
Les captures de Culicoides ont été réalisées à l’aide de deux types de pièges : un piège à 
appât cheval et des pièges lumineux de type OVI. Le piège à appât cheval est essentiellement 
utilisé pour identifier les espèces les plus attirées par les chevaux (Fall et al., 2015), ce qui en 
fait un choix pertinent pour étudier les espèces pouvant être impliquées dans la transmission 
de la peste équine. Quant aux pièges OVI, ils sont les méthodes de piégeage fréquemment 
utilisées pour capturer des Culicoides (Venter et al., 1998 ; Goffredo & Meiswinkel, 2004). 
L’utilisation de deux pièges OVI dans chaque site nous a permis d’avoir un échantillonnage 
plus précis sur la diversité des espèces. Dans chaque site, trois nuits consécutives de capture 
ont été effectuées pour : i) obtenir plus de diversité d’espèces et ii) optimiser les captures au 
cas où les conditions météorologiques seraient défavorables au cours d’une des nuits de 
piégeage.  
2. Discussion sur les résultats 
2.1 Description de la dynamique saisonnière des Culicoides 
2.1.1 Inventaire des espèces 
Dans cette étude, bien que réalisée sur une petite partie du Sénégal, nous avons confirmé la 
présence de certaines espèces de Culicoides déjà décrites dans des travaux antérieurs (Cornet, 
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1969) et révélé des espèces qui n’avaient pas été capturées auparavant, permettant ainsi de 
mettre à jour la liste des espèces présentes au Sénégal. En effet, 19 des 41 espèces décrites 
dans les Niayes étaient de nouvelles descriptions pour le Sénégal (Fall et al., 2015). Ces 
piégeages ont aussi révélé pour la première fois la présence de C. oxystoma dans cette zone 
d’Afrique (Bakhoum et al., 2013 ; Diarra et al., 2014 ; Fall et al., 2015). 
2.1.2 Espèces dominantes 
Les cinq espèces dominantes, C. oxystoma, C. kingi, C. imicola, C. enderleini et C. nivosus 
totalisent 96,04 % des captures. Seules trois de ces cinq espèces, C. imicola, C. enderleini et 
C. nivosus, avaient été capturées en Gambie lors d’une étude réalisée par Rawlings et al. 
(Rawlings et al., 1998) utilisant des pièges Pirbright à lumière incandescente.  Pour 
C. enderleini et C. imicola, les abondances les plus faibles sont observées en décembre et en 
mars-avril aussi bien en Gambie que dans la zone des Niayes au Sénégal. C. kingi, l’une des 5 
espèces prédominantes dans la zone des Niayes, présente un pic d’abondance en juillet. Cette 
espèce a été aussi décrite au Soudan avec des pics d’abondance en février et juillet (El 
Sinnary et al., 1985). 
2.1.3 Vecteurs avérés et potentiels d’arbovirus 
Cette étude montre que parmi les espèces recensées dans les Niayes figurent des vecteurs 
biologiques suspectés ou avérés des virus de la peste équine et de la fièvre catarrhale ovine. 
En effet, 4 des cinq espèces dominantes sont des vecteurs avérés ou suspectés d’arbovirus : 
C. oxystoma, C. kingi, C. enderleini et C. imicola.  
Les trois premières appartiennent au groupe Schultzei (Morag et al., 2012): et sont suspectées 
d’être vectrices de différents virus. C. oxystoma est suspectée d’être vectrice de BTV en Asie 
(Mellor et al., 2009) et a été retrouvée infectée par de nombreux arbovirus au Japon : 
Akabane, Aino, Shuzan, D’Aguilar et Ibaraki (Yanase et al., 2005). C. kingi a été retrouvé 
infecté par un virus du sérogroupe EHDV au Soudan (Mellor et al., 1984). C. enderleini a été 
retrouvé infecté par BTV en Afrique du Sud (Venter & Hermanides, 2006). C. nevilli, 
retrouvé dans les 5 sites mais avec des abondances moins importantes et qui appartient aussi 
au groupe Schultzei, est également suspecté d’être vecteur de BTV (Meiswinkel et al., 2004). 
C. imicola appartient au groupe Imicola, au sein duquel on retrouve dans nos 5 sites 5 autres 
espèces : C. miombo, C. bolitinos, C. loxodontis, C. tuttifrutti et C. pseudopallidipennis. 
63 
 
C. imicola et C. bolitinos sont des vecteurs avérés de BTV (Venter et al., 2000 ; Mellor & 
Hamblin, 2004) et d’AHSV (Venter et al., 1999 ; Meiswinkel & Paweska, 2003) et sont des 
vecteurs suspectés d’EEV et d’EHDV (Venter et al., 1998 ; Venter et al., 2002 ; Meiswinkel 
et al., 2004). De nombreux travaux réalisés au laboratoire en Afrique du Sud semblent 
montrer que C. bolitinos, bien que moins abondant sur le terrain que C. imicola dans ce pays, 
est plus compétent pour BTV que ce dernier (Venter & Hermanides, 2006 ; Venter et al., 
2007 ; Venter et al., 2009 ; Venter et al., 2011). Des études de compétence vectorielle de ces 
deux espèces pour AHSV montrent que les deux espèces s’infectent avec la plupart des 
souches, avec des taux d’infection qui varient selon l’espèce vectrice et les souches de virus 
(Meiswinkel & Paweska, 2003 ; Venter et al., 2011). Les travaux de Venter et al.(Venter et 
al., 2009) montrent que la notion de compétence est plus complexe qu’initialement supposée 
puisqu’il existe des variations de compétence liée à l’espèce et même à la population de 
Culicoides, au sérotype, à l’isolat et à la saison. Les études de Lee (Lee, 1979) ont montré 
que C. miombo est un vecteur suspecté de la BTV. En outre, une très large distribution de 
C. miombo a été notée en Afrique tropicale et subtropicale notamment au Zimbabwe, 
Botswana, Nigeria, Cote - d’Ivoire  et en Gambie; et en Afrique du Sud (El Sinnary et al., 
1985 ; Meiswinkel, 1991). En Afrique du Sud, C. loxodontis a été l’espèce la plus abondante 
récoltée à l’aide des pièges lumineux placées à coté des bouses des éléphants (Meiswinkel, 
1992 ; Meiswinkel & Braack, 1994).   
La cinquième espèce dominante est C. nivosus. Cette espèce a été décrite avec des 
abondances relativement faibles en Gambie (Rawlings et al., 1998) et en Afrique du Sud 
(Venter et al., 2006). Jusqu'à nos jours, C. nivosus n’a pas été décrite comme vecteur de la 
BTV ou d’AHSV. Pour BTV, plusieurs études ont pourtant testé la compétence de cette 
espèce (Venter et al., 2007 ; Venter & Paweska, 2007 ; Venter et al., 2009). A notre 
connaissance, C. tuttifrutti et C. pseudopalledipennis ne sont pas suspectées d’être vecteurs 
de BTV et d’AHSV. 
Au vu des espèces majoritaires capturées, il paraît déterminant d’évaluer la compétence 
vectorielle des espèces du groupe Schultzei pour l’AHSV. En effet, selon leur niveau de 
compétence (et selon leur abondance), C. oxystoma, et/ou C. kingi et/ou C. enderleini 
pourraient être des vecteurs aussi importants voire plus importants que ceux du groupe 
Imicola dans la zone des Niayes. Dans tous les cas, l’évaluation de la compétence de toutes 
les espèces potentiellement vectrices est indispensable afin de mieux évaluer le risque de 
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transmission dans le temps et dans l’espace, risque qui en l’état actuel des connaissances est 
vraisemblablement sous-évalué. 
Sur le plan entomologique, les résultats ont montré que les espèces probablement impliquées 
dans la transmission de la peste équine (C. oxystoma, C. imicola, C. kingi et C. enderleini) 
présentaient un ou deux pics d’abondance, en avril - juin et en juillet - octobre, correspondant 
respectivement aux périodes d’émergence et de diffusion de la maladie en 2007 (Diouf et al., 
2012). 
Les études antérieures, montrent que C. imicola est l’espèce dominante dans de nombreux 
pays d’Afrique : en Afrique du Sud (Nevill, 1978 ; Meiswinkel et al., 2004 ; Venter et al., 
2009), au Nigeria (Herniman et al., 1983), au Botswana (Mushi et al., 1998) et en Gambie 
(Rawlings et al., 1998). Au Sénégal, cette étude montre pour la première fois l’importance de 
C. oxystoma qui est l’espèce dominante en termes d’abondance dans 4 des 5 sites et la 2e plus 
importante (derrière C. kingi) dans le 5
e
 site (Niague). C. imicola est la 2
e
 espèce la plus 
abondante dans 4 sites et la 5
e
 plus abondante dans le site de Parc Hann. En termes de 
fréquence de captures, C. imicola devance légèrement C. oxystoma.  
 
2.1.4 Distribution des cinq principales espèces 
Les différences d’abondance et de fréquence intersites observées chez les cinq espèces 
majoritaires pourraient être liées aux conditions écologiques de ces sites et notamment aux 
habitats larvaires disponibles que sont les endroits humides et riches en matières organiques  
en décomposition tels que les excréments des animaux (Baldet et al., 2005). La forte 
abondance de C. oxystoma à Mbao et au Parc Hann pourrait être liée à la présence d’un cours 
d’eau permanent près du centre équestre de Mbao et d’un lac bordé de zones marécageuses 
autour du Parc Hann. Cornet et al.(Cornet & Brunhes, 1994) ont montré que les larves de 
C. kingi se développaient dans des boues ensoleillées et très salées. Ainsi, le fait que C. kingi 
soit l’espèce dominante à Niague pourrait s’expliquer par la proximité de ce site au lac Rose 
dont les eaux sont saturées en sel. Les travaux de Braverman et al.(Braverman et al., 1974) et 
Mellor et al.(Mellor & Pitzolis, 1979) ont montré que les gites larvaires de C. imicola sont 
classiquement décrits comme des sols humides ou saturés en eau et riches en matières 
organiques. C. imicola est présent en permanence et à de fortes abondances dans les sites de 
Mbao, Niague et Thiès. Cette observation dans ces 3 sites pourrait s’expliquer par la présence 
65 
 
de flaques d’eau, de puits d’une profondeur inférieure à 5 mètres et de l’eau en nature 
disponible en permanence. L’abondance la plus importante de C. nivosus a été observée à 
Mbao, ceci pourrait être lié à la proximité de ce site avec la forêt classée de Mbao. En effet, la 
présence de C. nivosus a été rapportée dans la Forêt de Bandia au Sénégal (Cornet, 1969). 
Les modèles de dynamique développés tentent de capturer ces différences inter-sites au 
travers des variables explicatives environnementales et climatiques. 
 
2.1.5 Description de la dynamique générale des 5 espèces principales 
Les périodes de fortes abondances des Culicoides ont été notées en septembre et octobre, à la 
fin de la saison des pluies. Les plus fortes abondances de C. oxystoma ont été notées durant la 
saison pluvieuse, précisément d’août à octobre. C. kingi est l’espèce dominante à Niague, où 
son pic d’abondance a lieu au début de la saison des pluies (en juillet), alors que dans les 4 
autres sites, il survient pendant ou à la fin de la saison des pluies. Cette observation à Niague 
pourrait s’expliquer par la baisse de la teneur en sel pendant l’hivernage de la grande étendue 
d’eau saumâtre située prés de ce centre équestre. De même cette diminution d’abondance 
pendant la saison pluvieuse s’observe aussi pour C. nivosus dans ce site.  
Il n’est pas étonnant d’observer une activité continue tout au long de l’année de certaines 
espèces dominantes en milieu tropical, contrairement à ce qu’on observe en milieu tempéré, 
comme aux Pays Bas par exemple (Meiswinkel et al., 2013). Le fait que des espèces 
vectrices, comme C. imicola, ou potentiellement vectrices, comme C. oxystoma, soient 
actives toute l’année contribue à augmenter le risque de transmission de BTV et d’AHSV 
dans ces régions. 
Globalement, ce n’est pas facile de dégager un profil temporel stable par espèce comme 
illustré par l’hétérogénéité spatiale et temporelle révélée sur la matrice Mondrian. On note de 
fortes fluctuations même si les sites sont relativement proches: pour un même site on a des 
différences de dynamique selon les espèces, et pour une même espèce, on n’a pas le même 
profil selon les sites (exemple Niague est souvent très différent). Il était ainsi nécessaire de 
développer des modèles de dynamique multivariés afin de mieux comprendre l’influence des 
paramètres environnementaux et climatiques d’importance sur la distribution et la dynamique 
des Culicoides au Sénégal. 
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2.2 Discussion sur la modélisation de la dynamique de C. imicola et 
C. oxystoma capturés avec les pièges OVI 
2.2.1 Surdispersion 
McCullagh et Nelder (McCullagh & Nelder, 1989) avaient affirmé qu’à chaque fois qu’une 
variable d’intérêt est une variable de comptage, sa distribution est souvent une distribution de 
Poisson surdispersée. Notre présent jeu de données est une illustration de cette assertion. Ici, 
la surdispersion n’est probablement pas due a un excès de zéro, car dans tous nos sites et 
durant toute la période d’étude, C. imicola a toujours été capturé et seulement 1 mois dans 1 
site où C. oxystoma n’a pas été capturé. La surdispersion serait probablement due aux valeurs 
extrêmes trop fortes. En effet, 25% des valeurs extrêmes représentaient 79,28% du total des 
captures pour C. oxystoma et 47,55% pour C. imicola. 
Un des objectifs de ce travail était de déterminer laquelle des distributions, entre Poisson, 
NB, PRME-S et PRME-SD, ajuste mieux des données de comptage de C. oxystoma et 
C. imicola obtenues à l’aide des pièges lumineux de type OVI.  Pour les deux espèces, seul le 
modèle PRME-SD a pu prendre en compte cette surdispersion et fournir les meilleures 
prédictions des observations du terrain. 
 
2.2.2 Variables environnementales explicatives 
L’objectif principal  de ce travail de modélisation était d’identifier des facteurs 
environnementaux et climatiques contribuant à expliquer la dynamique  de C. oxystoma et 
C. imicola dans la zone des Niayes. Dans cette zone, des hétérogénéités spatio-temporelles 
sur les abondances de ces 2 espèces ont été souligné par (Diarra et al., 2014). Ceci pourrait 
s’expliquer par certains facteurs environnementaux et climatiques trouvés associés à ces 
espèces. 
Les abondances de C. oxystoma ont été positivement corrélées à la température (sans 
décalage temporel), à l’humidité relative (avec et sans décalage temporel) et à la densité du 
bétail ; et négativement corrélées à la surfaces en eau et à l’interaction entre la température et 
la pluviométrie. Puisque cette étude est la première à tenter d’identifier les paramètres 
pouvant influencer l’abondance de C. oxystoma, nous allons discuter de l’importance de ces 
corrélations et l’implication des ces facteurs environnementaux et climatiques (température, 
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humidité relative, densité du bétail et surfaces en eau) sur la distribution d’autres espèces de 
Culicoides. 
Les moyennes journalières de température et d’humidité relative ont été positivement 
associées aux abondances de C. oxystoma. Ceci n’est pas étonnant puisque les pics 
d’abondance de C. oxystoma ont été obtenus en septembre-octobre, période durant laquelle 
l’humidité relative est maximale et les températures les plus élevées ont été enregistrées dans 
nos sites d’étude. Dans le sud du Japon, précisément au Kagoshima où le climat est de type 
subtropical humide, cette espèce y est présente en abondance (Yanase et al., 2013). Cette 
espèce a été récoltée de Mai à Novembre (Yanase et al., 2013), c'est-à-dire durant la période 
la plus chaude et pluvieuse de l’année, montrant ainsi de tendances saisonnières similaires 
entre le sud du Japon et la zone des Niayes du Sénégal. Ces résultats confirment une fois de 
plus, que la température et l’humidité relative sont des facteurs clés déterminant l’abondance 
de beaucoup d’autres insectes. Les moyennes journalières de température et d’humidité 
relative peuvent influencer la survie et l’activité des adultes. La corrélation entre les 
moyennes de l’humidité  relative entre le 19ième et le 21ième jour précédent la date de capture 
et l’abondance des adultes suggère que cette variable influence aussi le stade larvaire et/ou les 
pupes de C. oxystoma. De manière générale, la température est connue pour influencer 
fortement le développement et la survie de toutes les étapes du cycle de vie des espèces de 
Culicoides (Boorman & Goddard, 1970 ; Davis et al., 1983 ; Mullens & Rutz, 1983 ; 
Vaughan & Turner, 1987 ; Mellor et al., 2000 ; Carpenter & Mordue, 2006 ; Lysyk & Danyk, 
2007 ; Veronesi et al., 2009), la dynamique et la répartition de nombreuses espèces de 
Culicoides (Baylis et al., 1999 ; Baylis et al., 2001 ; Roger, 2002 ; Tatem et al., 2003 ; Conte 
et al., 2007 ; Veronesi et al., 2009 ; Rigot et al., 2012 ; Ducheyne et al., 2013 ; Ippoliti et al., 
2013). Selon Murray et al. (Murray, 1991), l’humidité relative est considérée comme un 
critère important pour le développement et la survie de Culicoides brevitarsis. Conte et al. 
(Conte et al., 2003) avaient démontré qu’en Italie, une forte humidité relative pouvait 
augmenter la probabilité de présence de C. imicola.  Les valeurs élevées de la densité du 
bétail étaient positivement associées à l’abondance de C. oxystoma. La présence et la densité 
du bétail sont des facteurs clé qui influent sur le taux de capture de nombreuses vecteurs de 
Culicoides (Baylis et al., 2010 ; Garcia-Saenz et al., 2010 ; Kluiters et al., 2013). Les forts 
pourcentages de surfaces en eau diminuent l’abondance de C. oxystoma. Cela pourrait 
s’expliquer par le fait que les larves de C. oxystoma peuvent être trouvées dans les zones 
irriguées (par exemple des rizières), des bordures de ruisseaux et de mares (Yanase et al., 
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2013) ou des estuaires (Poddar et al., 1992). Les abondances de C. oxystoma étaient 
négativement associées à l’interaction entre la température et la pluviométrie. Ceci pourrait 
être dû au fait que les fortes précipitations pourraient diminuer la température et inhiber 
l'activité de certaines espèces de Culicoides. 
Les abondances de C. imicola sont négativement associées aux précipitations moyennes du 
jour de capture. Cet effet négatif confirme le fait que la pluviométrie peut inhiber l’activité 
des adultes chez certaines espèces de Culicoides comme cela a été montré dans les travaux de 
Murray (Murray, 1975). De plus l’inondation des sites de pontes peut entrainer la noyade de 
nymphes comme c’est le cas pour C. imicola (Nevill, 1967). Comme C. oxystoma, les pics 
d’abondance de C. imicola ont été observés à la fin de la saison des pluies (en Septembre-
Octobre) dans la zone des Niayes. Des résultats similaires ont été notés dans les travaux 
conduits par Ducheyne et al. (Ducheyne et al., 2013) sur C. imicola en Espagne, montrant 
que la pluviométrie, particulièrement celle durant l’été (juin- septembre), était le facteur le 
plus déterminant sur la distribution de C. imicola. Ceci a été confirmé par les travaux de 
Calvete et al. (Calvete et al., 2008 ; Calvete et al., 2009) qui avaient montré que le coefficient 
de variation et le cumul de précipitations influençaient significativement la présence de 
C. imicola sur la péninsule Ibérique. 
Dans cette étude, les abondances de C. imicola ont été positivement associées au NDVI, une 
variable corrélée avec l'humidité du sol (Narasimha Rao et al., 1993), les précipitations 
(Rogers & Randolph, 1991) et la biomasse de la végétation (Tucker et al., 1985). Ceci est en 
concordance avec plusieurs autres études démontrant que les valeurs élevées du NDVI 
pouvaient provoquer une augmentation de l’abondance de C. imicola en Afrique du Nord et 
en Europe (Baylis et al., 1998 ; Baylis & Rawlings, 1998 ; Baylis et al., 1999 ; Baylis et al., 
2001 ; Guis, 2007 ; Acevedo et al., 2010). Au Sénégal, la croissance de la végétation est plus 
importante durant la saison des pluies, spécialement pendant la fin de la saison des pluies (en 
septembre - octobre), période où les pics d’abondance de C. imicola ont été obtenus. Au 
Maroc, Baylis et al. (Baylis & Rawlings, 1998) ont suggéré que la corrélation positive entre 
l’abondance de C. imicola et la moyenne du minimum annuel du NDVI s’expliquait par le 
lien entre le NDVI et l’humidité du sol. En ce qui concerne les surfaces en eau, les forts 
pourcentages sont positivement associés à l’abondance de C. imicola. En outre, la présence 
des flaques d'eau à Niague, Mbao et au Parc de Hann pourrait probablement fournir des sites 
de reproduction et augmenter l’abondance de C. imicola dans ces sites. 
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Les CCMs nous ont permis d’identifier les décalages temporels des variables 
météorologiques les plus corrélés avec l’abondance de chacune des deux espèces de 
Culicoides à travers des méthodes statistiques. Ces analyses, développées récemment, sont 
très intéressantes  lorsque les effets de l’environnement sur le cycle de développement ne sont 
pas connus de façon précise, comme c’est le cas pour les Culicoides. Elles apportent ainsi un 
réel avantage par rapport à la plupart des travaux antérieurs qui choisissaient de façon assez 
arbitraire la période sur laquelle les variables étaient étudiées. Les analyses CCMs pourraient 
être affinées en testant si les décalages temporels trouvés varient au cours du temps (en 
fonction des saisons, par exemple). Ainsi, tenir compte des différentes saisons pourrait 
contribuer à mieux ajuster le modèle au cours de l’année. 
 
2.2.3 Validation 
En examinant les RMSE pour chaque espèce, une très large différence a été notée entre le 
modèle PRME-SD et les 3 autres modèles. Pour le modèle PRME-SD, les valeurs des RMSE 
ont été faibles et proches de zéro aussi bien pour le jeu de données test que celui de la 
validation. Ainsi, comparées aux autres modèles, les RMSE du modèle PRME-SD sont 
considérées comme « bonnes ». 
 
2.2.4 Limites et perspectives 
A notre connaissance, il n’y a pas de modèles publiés sur les abondances des Culicoides 
prenant en compte la surdispersion. Il est essentiel de tenir compte de la surdispersion 
lorsqu’elle est présente dans un modèle ; sinon ça pourrait surestimer les variances expliquées 
(Harrison, 2014), biaiser les paramètres estimés (Hilbe, 2011 ; Crawley, 2012) et conduire 
ainsi à identifier des variables comme ayant un effet significatif alors qu’elles ne le sont pas 
en réalité (Richards, 2008 ; Zuur et al., 2009 ; Crawley, 2012). Dans cette présente étude, 
inclure un effet aléatoire « site et date de capture » nous a permis de prendre en compte la 
surdispersion, contrairement aux 3 autres modèles testés. En outre, le modèle PRME-SD 
donne de meilleures estimations des abondances de C. oxystoma et C. imicola. 
L’inconvénient du modèle PRME-SD est qu’on ne peut pas faire de prédictions sur les 
abondances de C. oxystoma et C. imicola dans d’autres sites. Le fait que la surdispersion ait 
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persisté dans les autres modèles pourrait indiquer que certaines variables importantes ont été 
omises, ou bien elles n’ont pas été à la bonne résolution spatiale et temporelle. Les CCMs ont 
permis d’explorer la meilleure résolution temporelle des variables testées. Ceci pourrait 
indiquer que les variables climatiques devraient être considérées différemment comme par 
exemple, pour la température, considérer les degrés-jours plutôt que les moyennes 
journalières. Par ailleurs, une résolution plus fine des variables climatiques, de l’élevage et de 
la couverture terrestre pourrait contribuer à améliorer les modèles. Toutefois, l’inclusion des 
variables telles que la vitesse du vent et l’humidité du sol qui sont connus pour avoir un 
impact sur l’abondance des Culicoides, pourrait aider à mieux caractériser les sites d’étude. 
Pour mieux caractériser les habitats larvaires de C. oxystoma et C. imicola dans la zone des 
Niayes, une attention particulière devrait être accordée aux surfaces en eau, car cette variable 
influence aussi les abondances de ces deux espèces. Modéliser la dynamique des Culicoides 
est une étape indispensable et incontournable pour l’évaluation du risque de transmission de 
la peste équine et/ou de la fièvre catarrhale ovine comme ça a été montré dans les travaux de 
Brugger et al. (Brugger & Rubel, 2013), Guis et al. (Guis et al., 2011) et Hartemink et al. 
(Hartemink et al., 2009). En effet, les dynamiques des vecteurs sont nécessaires pour estimer 
le rapport entre les hôtes et les vecteurs. Ce rapport est un des paramètres clé du 0R , le taux 
de reproduction de base, qui mesure le risque de transmission d’une maladie. 
 
2.3 Discussion sur la modélisation de la dynamique de C. oxystoma et 
C. imicola capturés avec les pièges à appât 
 
2.3.1. Surdispersion 
Le test de surdispersion significatif sur le modèle de Poisson de C. imicola et de C. oxystoma 
obtenues en posant des pièges à appât cheval confirment une fois de plus l’assertion de 
McCullagh et Nelder (McCullagh & Nelder, 1989). Comparé aux différents modèles testés 
avec les données des pièges OVI, la régression binomiale négative était suffisante pour 
prendre en compte la surdispersion présente dans les données issues des pièges à appât 
cheval. Ceci pourrait s’expliquer par le fait que les données des pièges à appât cheval sont 




2.3.2. Variables environnementales 
De nombreuses variables explicatives ont été retenues à la fois par les modèles construits à 
partir des données de capture issues des pièges lumineux et par ceux construits à partir des 
données de capture issues des pièges à appât. Ainsi, pour C. oxystoma, quatre des cinq 
variables retenues dans le modèle construit à partir des données issues des pièges à appât 
étaient déjà retenues dans le modèle construit à partir des données issues des pièges 
lumineux. 
Tout d’abord, nous allons lister les variables environnementales trouvées associées aux 
abondances de C. oxystoma et C. imicola dans chaque type de piège (pièges OVI et pièges à 
appât cheval), puis en fonction de l’espèce, nous discuterons que des facteurs 
environnementaux et climatiques qui n’ont pas été trouvées associées aux abondances dans 
les pièges OVI. 
Concernant C. oxystoma, en plus de la température (sans décalage temporel), de l’humidité 
relative (sans décalage temporel), de la densité du bétail et des surfaces en eau trouvées 
associées aux abondances issues des pièges OVI, les cumuls journaliers de précipitations ont 
été négativement associés aux abondances obtenues à l’aide des pièges à appât cheval. Cet 
effet négatif des précipitations sur les abondances de C. oxystoma vient confirmer une fois de 
plus les travaux de Murray (Murray, 1975) démontrant que la pluviométrie peut diminuer 
l’activité des adultes de certaines espèces de Culicoides. 
Concernant C. imicola, en plus du NDVI et de la surfaces en eau qui ont été trouvées 
associées aux abondances capturées avec les pièges OVI,  l’humidité relative (avec et sans 
décalage temporel) et la densité du bétail ont été positivement associées aux abondances de 
cette espèce dans les pièges à appât cheval. Cette corrélation positive entre le taux d’humidité 
relative et la densité de C. imicola a aussi été soulignée au Kenya (Walker, 1977). 
La densité du bétail a été trouvée associée aux abondances de C. oxystoma et C. imicola dans 
les pièges à appât cheval. De plus les travaux de Fall et al. (Fall et al., 2015) ont trouvé de 
fortes abondances de ces deux espèces sur les chevaux. Ces résultats confirment les plusieurs 
travaux montrant que la présence et la densité d’hôtes est un paramètre essentiel qui influence 





Comparé au modèle de Poisson, les RMSE du modèle binomial négatif sont considérées 
comme « bonnes ». En effet, aussi bien dans le jeu de données de test que le jeu de données 
de validation, les erreurs de prédiction du modèle binomial négatif sont plus faibles que celles 
du modèle de Poisson. 
 
2.3.4. Limites et perspectives 
Dans cette étude réalisée à partir des captures de C. imicola et C. oxystoma sur les pièges à 
appât cheval, l’utilisation du modèle binomial négatif nous a permis de prendre en compte la 
surdispersion présente dans le modèle de Poisson. De plus, la régression binomiale négative 
offre de meilleurs estimations d’abondances des ces deux espèces que le modèle de Poisson. 
Parallèlement au modèle PRME-SD construit avec des données issues des pièges lumineux, il 
n’y a pas un effet « site et date de capture » limitant le pouvoir prédictif du modèle binomial 
négatif construit à partir des abondances récoltées dans les pièges à appât cheval. Ainsi, pour 
avoir des données de comptage moins surdispersées et pour mieux évaluer le risque de 
transmission de la peste équine et/ou de la fièvre catarrhale ovine, il serait préférable de 
réaliser des piégeages sur les hôtes plutôt que d’utiliser les pièges lumineux. 
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Partie III : Modélisation statistique de la distribution 




L’objectif de cette partie est de cartographier les espèces de Culicoides au Sénégal 
impliquées ou potentiellement impliquées dans la transmission d’arboviroses animales. 
Comme la peste équine a affecté l’ensemble du territoire sénégalais, nous avons décidé 
d’étudier la distribution des espèces de Culicoides à l’échelle du pays. Ceci permettra de voir 
quelles espèces dominent et si elles présentent de fortes hétérogénéités en termes 
d’abondance. La cartographie de leur abondance est une première étape indispensable pour 
émettre des hypothèses sur les principaux vecteurs en cause lors d’épizooties et pour mieux 
évaluer le risque de transmission de peste équine au Sénégal. Le chapitre 7 présentera les 
données entomologiques recueillies et le chapitre 8 les méthodes de modélisation choisies et 
les résultats cartographiques associés. 
 
Chapitre 7 : Données entomologiques  
Comme  la peste équine a sévi sur l’ensemble du territoire sénégalais, il est décidé de 
mener une campagne sur l’ensemble du territoire à l’exception des régions de Sédhiou et 
Ziguinchor en raison de la situation politique difficile et du faible effectif équin (estimé à 
environ 1% de l’effectif sénégalais). Cette campagne de piégeage a été effectuée du 17 
septembre au 14 octobre 2012 couvrant ainsi 12 (sur les 14) régions du Sénégal afin de 
recueillir les données entomologiques nécessaires pour comprendre et modéliser le risque de 
présence et d’abondance des potentiels vecteurs de la peste équine et/ou de la FCO au 
Sénégal. Ce chapitre décrit les données recueillies lors de la campagne, en détaillant le plan 
d’échantillonnage mis en œuvre et les résultats de la campagne de piégeage permettent de 
dresser la liste des espèces de Culicoides capturés, d’étudier la répartition des principales 
espèces ciblées et de faire une classification des sites échantillonnés. 
1. Recueil des données entomologiques 
1.1 Objectifs et unité entomologique 
La campagne de piégeage doit répondre à trois exigences : échantillonner 1) le plus 
largement possible, 2) en un temps limité, 3) au moment du pic d’activité. Il convient en effet 
de couvrir la zone la plus large possible pour échantillonner un grand nombre de zones 
écologiques différentes (figure 16) et identifier les sites les plus favorables aux espèces 
ciblées. Les piégeages devaient néanmoins être réalisés en un laps de temps court afin que les 
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conditions météorologiques restent stables pour assurer la comparabilité des piégeages. Enfin, 
afin d’augmenter les chances de capturer des espèces peu abondantes et afin d’estimer les 
abondances au moment du pic de densité, reflétant mieux le risque maximal de transmission 
de pathogènes, cet échantillonnage devait être effectué au cours de la période de forte 
abondance des Culicoides, c’est-à-dire à la fin de la saison des pluies (cf résultats de la partie 
II). 
L’unité entomologique est le site de piégeage. Les insectes capturés dans chaque site ont été 
analysés en termes de présence (piège positif) ou d’absence (piège négatif) de l’espèce et en 
termes d’abondance.  
 
 
Figure 16: Représentation des isohyètes de 1961-1990 et caractérisation des zones agro écologiques 
du Sénégal.  
Source : Les fichiers shapefiles proviennent du Centre de Suivi Ecologique du Sénégal (CSE). 
 
1.2 Choix des sites et de la période de piégeage 
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La campagne nationale devait permettre de poser un grand nombre de pièges en un temps 
limité au moment du pic d’abondance. En effet, les piégeages devaient être réalisés en un laps 
de temps court afin que les conditions météorologiques restent stables pour assurer la 
comparabilité des piégeages. Il a donc été choisi d’effectuer deux nuits de capture par site, au 
sein de 3 départements par région, sur 3 sites par département (soit 12   9 sites = 108 sites). 
Ainsi, quatre semaines de piégeages on été effectuées par deux équipes tournantes du 17 
septembre au 14 octobre 2012. 
Les contacts des agents du service vétérinaire ont été obtenus auprès de la Direction des 
Services Vétérinaires (DSV) de Dakar. Les agents de la DSV pour chaque zone spécifique 
étaient chargés d’identifier les sites favorables présentant des équins ou asins. Ces agents ont 
été formés sur place sur la technique de piégeage des Culicoides et une fiche présentant les 
objectifs et modalités des piégeages (annexe 3) leur était distribuée. 
1.3 Méthode de piégeage 
Les pièges utilisés sont les pièges lumineux de type OVI, comme ceux utilisés pour le suivi 
de la dynamique (cf partie II). Ces pièges fonctionnent de nuit, ils sont mis en route quelques 
heures avant le crépuscule et relevés le lendemain matin. Les pièges étaient posés à proximité 
immédiate du lieu où les animaux (équins, asins) passaient la nuit. 
Des informations sur le lieu de pose (localisation, description du site, présence d’autres 
animaux sur place) et sur les modalités de pose et de relevé (heure, numéro de piège, 
conditions météorologiques générales) ont été notées sur des fiches de piégeage (annexe 13). 
Les coordonnées géographiques de chaque site de piégeage ont été relevées à l’aide d’un 
récepteur GPS (Global Positionning System). 
1.4 Tri et identification des Culicoides 
Idem pour chapitre 3 partie 3. 
2. Recueil des variables environnementales et climatiques 
Les variables environnementales utilisées pour le modèle de distribution spatiale des 
Culicoides sont des images satellitaires de température (LST), d’indice de végétation 
(NDVI), de précipitations, de densité de ruminants et de couvert végétal. L’importance et la 
source de ces variables environnementales et climatiques ont été décrites dans le chapitre 3. 
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Cependant les traitements de ces images diffèrent selon la période d’intérêt et l’étendue de la 
zone d’étude et les objectifs de la modélisation. Ainsi, ces images ont été découpées sur 
l’étendue du territoire sénégalais du 1 septembre 2011 au 31 octobre 2012. Les calculs 
suivants ont été effectués sur chaque type d’image : 
 Dlst et Nlst (respectivement Day- et Night- land surface temperature) sont des 
mesures de la température de surface du sol le jour et la nuit respectivement. Les 
données disponibles correspondent à 1 image tous les 8 jours. Les minima (mnDlst et 
mnNlst), maxima (mxDlst et mxNlst) et moyennes (avDlst et avNlst) ont été calculés 
sur cette période (01/09/2011-31/10/2012); 
 
 NDVI (indice de végétation à différence normalisée : 1 image tous les 10 jours). Les 
minima (mnNDVI), maxima (mxNDVI) et moyennes (avNDVI) ont été calculés sur 
cette période ; 
 
 Rain (les précipitations : 1 image tous les 10 jours). Les maxima (mxRain), cumuls 
(cumRain) et moyennes (avRain) ont été calculés sur cette période ; 
 
 Livestock densities  (densité de ruminants (bovins, caprins et ovins) de la FAO 
http://www.fao.org/ag/againfo/resources/en/glw/GLW_dens.html ). L’image de la 
densité pour chaque ruminant a été conservée; 
 
 Landcover (occupation du sol) de la FAO 
http://www.fao.org/geonetwork/srv/en/main.home?uuid=545be438-bc87-480b-83ec-
ba3f4e486daf . Une reclassification des différentes couches (forêt, savane, eau) a été 
effectuée, ensuite les pourcentages de surfaces en eau, de forêt, de savane ont été 
calculés dans un pixel de 1 km de côté. 
Toutes ces images ont été harmonisées de sorte qu’elles soient toutes dans le même système 
de projection, à la même résolution spatiale de 1 km, et  avec la même étendue. Les 
différentes variables explicatives utilisées pour la modélisation sont présentées en annexe 4. 
Des scripts ont été écrits sous R (R Development Core Team, 2012) pour l’automatisation des 
traitements de ces images. 
3. Résultats de la campagne nationale de piégeage 
3.1 Déroulement de la campagne 
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Sur les 108 sites qui auraient dû être échantillonnés, 98 sites ont pu être échantillonnés au 
final. En effet, pour des raisons d’inaccessibilité, le département de Ranérou (dans la région 
de Matam) et celui de Salémata (dans la région de Kédougou) n’ont pas pu être visités, du fait 
des routes non praticables en hivernage. Dans la région de Dakar, 6 sites (sur les 9 sites) ont 
pu être échantillonnés à cause de l’indisponibilité de certains agents vétérinaires au moment 
de l’étude. De même dans le département de Kédougou (région de Kédougou), 2 sites (sur les 
3 sites) ont été visités à cause de l’inaccessibilité de la zone.  
Sur les 98 sites échantillonnés entre septembre et octobre 2012, 2 sites n’ont pas été exploités 
à cause de problèmes techniques. Il s’agit du site de ‘Mbeuleukhé’ où les échantillons étaient 
décomposés (mauvaise conservation), et donc non identifiables; et du site de ‘Koki’ où 
aucune récolte a été effectué à cause d’une batterie défectueuse.  
3.2 Liste et répartition des espèces capturées lors de la campagne 
Sur l’ensemble des 96 sites échantillonnés, la liste des espèces de Culicoides capturées lors 
de la campagne nationale sont présentés dans le tableau 9. Au total, 1 373 929 spécimens ont 
été récoltés. Les espèces qui n’ont pas pu être clairement identifiées sont notées ‘Autres 
Culicoides’ (n=25 729 individus, soit 1,8% des individus). La présente liste fait état de 32 
espèces de Culicoides recensés au Sénégal durant cette période. Seules 5 espèces représentent 
plus de 5% des captures : C. oxystoma, C. enderleini, C. imicola, C. miombo et 
C. trifascielus. Comme dans les Niayes, C. oxystoma est de loin l’espèce la plus abondante 
(26,9% des captures) et est présente sur 93 des 96 sites échantillonnés (soit 96,88 % des 
sites). Les pourcentages (ainsi que les fréquences) de captures sont respectivement : 23,89% 
(95,8%) pour C. enderleini; 14,38% (95,8%) pour C. imicola; 12,87% (82,3%) pour 
C. miombo et 10,76% (56,2%) pour C. bolitinos. 
La répartition spatiale du total des deux nuits de capture pour toutes espèces confondues est 
présentée sur la figure 17. De manière générale, les sites où les importantes captures ont été 
effectuées sont situés  sur l’axe Dakar-Kédougou, précisément dans le bassin arachidier 
(figure 16) et au sud du Sénégal. Par contre, au nord du Sénégal et à l’exception de quelques 




Figure 17 : Effectif des Culicoides capturés au niveau de chaque site (toutes espèces 
confondues) 
 
Les espèces à modéliser ont été choisies en fonction de leur abondance et de leur rôle vecteur 
avéré ou suspecté de la BTV et de l’AHSV. Il s’agit de: C. oxystoma (vecteur suspecté de 
BTV et très abondant au Sénégal (Tableau 9)), C. enderleini (vecteur suspecté de BTV et très 
abondant (Tableau 9)), C. imicola (vecteur avéré de BTV et AHSV, et  abondant (Tableau 
9)), C. miombo (vecteur suspecté de BTV et abondant (Tableau 9) et C. bolitinos (vecteur 
suspecté de BTV et AHSV, et non abondant au Sénégal (cf. Tableau 9)).  
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Tableau 9 : Liste, effectif et fréquence des espèces de Culicoides capturées lors de la 
campagne de septembre-octobre 2012 
Espèces Total des 2 
nuits 
Abondance 
moyenne par site 
et par nuit  
% des 
captures 
% de femelles Nbre de sites 
positifs 
(Fréquence (%)) 
C. oxystoma 369 618 1 925,04 26,9 85,46 93 (96,88) 
C. enderleini 328 339 1 710,09 23,89 86,79 92 (95,83) 
C. imicola 197 573 1 029,02 14,38 86,95 92 (95,83) 
C. miombo 176 917 921,44 12,87 87,8 79 (82,29) 
C. trifascielus 147 917 770,4 10,76 97,76 54 (56,25) 
C. milnei 30 784 160,33 2,24 94,55 38 (39,58) 
C. neavei 29 958 156,03 2,18 96,91 27 (28,13) 
C. kingi 16 706 87,01 1,21 79,82 41 (42,71) 
C. moreli 14 978 78,01 1,09 85,69 54 (56,25)  
C. leucostictus 7 277 37,9 0,53 74,71 53 (55,21) 
C. nevilli 6 345 33,04 0,46 49,16 33 (34,38) 
C. distinctipennis 5 131 26,72 0,37 70,1 25 (26,04) 
C. quinquelineatus 4 783 24,91 0,34 91,26 21 (21,88) 
C. bolitinos 4 460 23,23 0,13 83,97 55 (57,29) 
C. nivosus 1 894 9,86 0,09 83,54 34 (35,42) 
C. fulvithorax 1 366 7,11 0,08 97,91 17 (17,71) 
C. pseudopallidipennis 1 198 6,24 0,04 93,29 13 (13,54) 
C. translucens 614 3,19 0,03 34,56 14 (14,58) 
C. accraensis 504 2,62 0,03 58,86 19 (19,79) 
C. hortensis 481 2,5 0,03 96,4 6 (6,25) 
C. murtalai 481 2,5 0,01 100 2 (2,08) 
C. similis 260 1,35 0,01 65,21 11 (11,46) 
C. pycnostictus 228 1,18 < 0,01 94,6 4 (4,17) 
C. africanus 91 0,47 < 0,01 100 4 (4,17) 
C. austeni 78 0,4 < 0,01 100 2 (2,08) 
C. azer/ravus 57 0,29 < 0,01 98,25 2 (2,08) 
C. punctithorax  45 0,23 < 0,01 4,48 2 (2,08) 
C. ochrothorax 42 0,21 < 0,01 100 1 (1,04) 
C. yankari 32 0,16 < 0,01 100 1 (1,04) 
C. excpectator 26 0,13 < 0,01 100 1 (1,04) 
C. vomensis 18 0,09 < 0,01 100 2 (2,08) 
C. robini 1 0,005 < 0,01 100 1 (1,04) 
Autres Culicoides 25 729 134 0,018 73,27   
Total 1 373 929 7 155,88 100 87,9   
En gris, les espèces retenues pour la modélisation de la distribution spatiale  
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3.3 Distribution spatiale des principales espèces d’intérêt  
Étant donné  la variété des espèces de Culicoides capturées et le nombre de sites de piégeage, 
seules sont étudiées les 5 espèces d’intérêt choisies. Les distributions des effectifs de ces 
espèces sont toutes dissymétriques à gauche (Figure 18). La distribution des effectifs des 5 




Figure 18 : Distribution des effectifs des 5 espèces ciblées 
 
Comme les distributions des densités n’étaient pas normales, les coefficients de corrélation 
ont été calculés en utilisant un test non paramétrique appliqué sur les rangs (corrélation de 
Spearman). Les distributions de C. imicola et C. enderleini sont fortement corrélées (r = 
0,816) ; elles le sont aussi avec celles de C. miombo et de C. bolitinos (r = 0,742). 
Tableau 10 : Coefficients de corrélation des rangs de Spearman des abondances maximales 
entre les 5 espèces d’intérêt. 
 
C. oxystoma C. enderleini C. imicola C. miombo C. bolitinos 
C. oxystoma 1 
    
C. enderleini 0,541 1 
   
C. imicola 0,617 0,816 1 
  C. miombo 0,288 0,615 0,595 1 
 




Les cartes de distribution des 5 principales espèces d’intérêt vétérinaire sur le territoire 
Sénégalais sont représentées sur la Figure 19.  Concernant C. oxystoma,  les sites où les 
abondances sont les plus importantes sont situées au centre-ouest (régions de Fatick, Kaolack 
et Diourbel), à l’extrême ouest (région de Dakar) et au sud du Sénégal (région de Kolda). Par 
contre, pour C. enderleini, les abondances les plus importantes ont été récoltées au sud 
(Kolda et Kédougou), dans le bassin arachidier (précisément  à Fatick et à Kaolack) et au 
nord-ouest de la région de Saint-Louis. Pour C. imicola, les plus fortes abondances ont été 
notées au sud et sud-est (Kolda, Kédougou et Tambacounda) et dans le centre-ouest (Thies, 
Diourbel, Fatick et Kaolack). C. miombo et C. bolitinos sont rares au nord du Sénégal. Les 
abondances les plus importantes de C. miombo ont été obtenues à Kolda, Tambacounda et 
dans le bassin arachidier. Les abondances de C. bolitinos sont très faibles, elles ne dépassent 
100 individus capturés par site au cours des 2 nuits de captures que dans 11 sites, le 




Figure 19 : Représentation spatiale des effectifs des 2 nuits de capture pour les 5 principales espèces 
de Culicoides d’intérêt vétérinaire au Sénégal. 
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3.4 Classification des sites échantillonnés 
La classification hiérarchique a pour objectif de construire une hiérarchie sur les sites 
et se présente sous la forme d’un dendrogramme. Cette classification permet de regrouper les 
sites en fonction des abondances des espèces. La classification hiérarchique des sites a été 
effectuée sur les données d’abondances maximales des femelles des espèces ayant une 
abondance de plus de 0,01% et une fréquence dans les sites de plus de 10% (soit 20 espèces 
principales). Cette classification réalisée par la méthode de Ward (Ward, 1963) sur la 
distance de Bray-Curtis (Bray & Curtis, 1957) permet de distinguer quatre groupes différents 
(Figure 20).  
 
Figure 20 : Classification hiérarchique des 96 sites selon la méthode de Ward avec la distance de 
Bray-Curtis sur les maxima d’abondances des 20 espèces principales. 
 
La projection des classifications sur la carte du Sénégal (Figure 21) dégage une 
structuration spatiale des groupes. On remarque que le groupe 3 (vert) a une distribution 
délimitée au sud et sud-est du Sénégal, dans la zone agro-écologique du Sénégal Oriental. Le 
groupe 4 (bleu) est délimité uniquement au nord et le groupe 1 (noir) au centre-ouest du 
Sénégal, dans le bassin arachidier et en Casamance. Par contre, le groupe 2 (rouge) est plus 
dispersé. Il domine la façade nord-ouest et l’extrême ouest du Sénégal et partage le nord avec 




Figure 21 : Cartographie de la classification des sites, En couleur noir = groupe1, rouge = groupe 2, 
vert = groupe 3 et bleu = groupe 4. 
 
La richesse spécifique sur les 20 espèces principales a été calculée en fonction des groupes dégagés 
issus de la classification. Le nombre d’espèces dans les groupes montre des différences significatives 
entre ceux-ci (p < 10
-3
). La richesse spécifique du groupe 3 est la plus importante (supérieure à 13 
espèces), celle du groupe 4 est faible (moins de 5 espèces) (Figure 22 ci-dessous). 
 
Figure 22 : Richesse spécifique en fonction des groupes issus de la classification des sites. 
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Concernant les abondances des 5 principales espèces, d’importantes différences ont été 
notées en fonction des groupes issus de la classification des sites par l’indice de Bray-Curtis 
(Figure 23). Globalement, on peut attribuer à chacun des groupes des niveaux d’abondances 
spécifiques pour chacune de ces espèces, avec des différences significatives fortes (p < 10
-3
). 
Par contre, pour C. oxystoma, les abondances entre le groupe 1 et le groupe 3 sont identiques 
(p =1) ; il n’y a pas de différences significatives entre celles du groupe 1 et du groupe 2 (p = 
0,3) et entre celles du groupe 2 et groupe 3 (p = 0,19). Concernant, C. enderleini les 
abondances du groupe 2 et groupe 4 sont identiques (p = 1). De même, aussi bien pour  
C. miombo que pour C. bolitinos les abondances des groupes 1 et 3 sont les mêmes (p = 1). 
 
Figure 23 : Graphiques en boite (25, 50, 75ème percentiles, données extrêmes et médianes) des 
maxima d’abondance des 5 espèces ciblées. 




4. Discussion des résultats de la campagne de piégeage 
La campagne nationale de piégeage des Culicoides a été organisée en septembre-octobre, 
c’est-à-dire à la fin de la saison des pluies (période de forte abondance des Culicoides), afin 
d’identifier les sites les plus favorables aux espèces d’intérêt ciblées.  
L’étude de la répartition spatiale des espèces pour toutes espèces confondues montre que les 
Culicoides sont nettement plus abondants au centre-ouest et au sud du pays, contrairement au 
nord du Sénégal où les abondances sont faibles. Ceci pourrait s’expliquer par la répartition 
des différentes zones écologiques du Sénégal. En effet, la pluviométrie et la végétation sont 
plus importantes au centre-ouest (la zone du bassin arachidier où les précipitations comprises 
entre 500 et 800 mm) et au sud du pays (zone de la Casamance où la pluviométrie dépasse 
800 mm par an et du Sénégal Oriental). A l’inverse, le nord du Sénégal qui est déterminé par 
la vallée du fleuve et la zone du Ferlo est une zone aride et désertique (absence de 
végétation).  
Les cinq espèces de Culicoides représentent plus de 5 % des captures et l’étude de leurs 
distributions spatiales montre que C. oxystoma, C. enderleini et C. imicola sont largement 
réparties tandis que C. miombo et C. bolitinos semblent avoir des exigences écologiques plus 
strictes. En effet, C. miombo et C. bolitinos n’ont pas été capturés au nord du pays. Les 3 
autres espèces (C. oxystoma, C. enderleini et C. imicola) sont présentes dans le nord, mais 
leur abondance reste faible.   
Les arbres de classification avec les données d’abondances des espèces abondantes 
permettent de dégager une structure spatiale. Sur la cartographie de la classification, les sites 
s’organisent spatialement et forme des groupes régionaux relativement homogènes. Ce 
regroupement des sites en fonction des abondances des espèces montre que  la répartition des 
groupes coïncide assez bien avec les différentes zones écologiques du Sénégal. Cette 
organisation est probablement due à des variables de type climatiques séparant clairement la 
zone de la Casamance, du bassin arachidier, la zone du Ferlo et de la vallée du fleuve 
Sénégal. Les 5 espèces principales sont abondantes dans le groupe 3 (la zone de la 
Casamance et du Sénégal Oriental). Cependant, elles sont absentes ou relativement faibles 
dans le groupe 4 (la zone du Ferlo et de la vallée du fleuve Sénégal). Ce groupe 4 est 
probablement déterminé par des conditions locales plutôt défavorables aux principales 
espèces, qui présentent toutes des valeurs moyennes ou faibles pour ce groupe. Le groupe 3 
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est, à la fois, très riche en termes de riche spécifique et abondant en termes de densité. Cette 
distribution semble corrélée à des paramètres climatiques plutôt qu’à une variation locale de 
l’environnement. Le chapitre suivant permet d’explorer plus finement les variables 
environnementales qui expliquent la distribution des principales espèces.
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Chapitre 8 : Modélisation des abondances des espèces d’intérêt ciblées 
 
Les espèces à modéliser ont été choisies en fonction de leur abondance et de leur rôle 
vecteur avéré et suspecté de la BTV et de l’AHSV. Il s’agit de:  
- C. oxystoma (vecteur suspecté de BTV et espèce la plus  abondante au sein des 96 
sites échantillonnés au Sénégal (Tableau 9)),  
- C. enderleini (vecteur suspecté de BTV et deuxième espèce la plus abondante 
(Tableau 9)),  
- C. imicola (vecteur avéré de BTV et AHSV, et 3ième espèce la plus abondante 
(Tableau 9)),  
- C. miombo (vecteur suspecté de BTV et 4ième espèce la plus abondante (Tableau 9) et  
- C. bolitinos (vecteur suspecté de BTV et AHSV, et moins abondante (14ème espèce la 
plus abondante) au Sénégal (cf. Tableau 9)). Ces 5 espèces sont aussi les plus 
fréquemment piégées au sein des 96 sites (Tableau 9 chapitre 7).  
La valeur d’abondance retenue est le maximum d’abondance au cours des 2 nuits de capture 
pour chaque site.  
Afin d’identifier les zones à risque de fortes abondances de ces espèces ciblées, trois familles 
de modèles ont été testés sur  les données entomologiques provenant des 96 sites 
échantillonnés (décrites dans le chapitre précédent). Tout d’abord, une méthode 
d’interpolation spatiale, le krigeage, a été mise en œuvre. Puis deux types de modèles 
statistiques, les modèles linéaires généralisés et les modèles de forêts aléatoires ont été mis en 
œuvre. Ces deux dernières familles de modèles impliquent la mise en relation des données 
entomologiques avec les données environnementales.  
Nous présentons d’abord l’ensemble des méthodes statistiques utilisées pour ces trois 
familles modèles (partie 1). Ensuite, les résultats des trois approches sont présentés (partie 2), 
en détaillant le lien entre vecteur et environnement et la validation des modèles pour les deux 




1. Méthodes statistiques 
1.1 Interpolation spatiale par krigeage ordinaire  
Le krigeage ordinaire est une des techniques d’interpolation. L’interpolation est une 
technique qui consiste à convertir des données ponctuelles (données mesurées dans des sites 
d’échantillonnage précis) en données de surface continue ou raster (des images). Ici nous 
allons appliquer cette méthode pour estimer en tout point de l’espace les abondances 
d’espèces de Culicoides mesurées ponctuellement dans 96 sites.  
Pour effectuer des prévisions à l'aide de la méthode d'interpolation par krigeage, il faut 
construire et modéliser les variogrammes pour évaluer des dépendances statistiques entre 
les points mesurés. Le variogramme permet ensuite de prédire des valeurs en tout point de 
l’espace.  
Le variogramme, appelé aussi semi-variogramme est une fonction mathématique utilisée 
en géostatistique, en particulier pour le krigeage. La modélisation des semi-variogrammes 
est une étape clé située entre la description et la prévision spatiale. Le variogramme ( )h
établit les relations entre les distances (h) séparant deux points de mesure et l’écart entre 
les valeurs mesurées à ces points. Cette relation, traduite sous forme de modèle 
mathématique donne des informations sur l’autocorrélation spatiale des données mesurées. 
L’autocorrélation spatiale traduit le fait que les points géographiquement proches se 
ressemblent d’avantage que les points qui sont éloignés. Autrement dit les points les plus 
proches devraient avoir des valeurs similaires. La portée (a), le palier (C0) et la pépite sont 
couramment utilisés pour décrire ces modèles mathématiques (cf figure 24 ci-dessous). Le 
variogramme présente un palier si la covariance tend vers 0 à l’infini. La portée est la 
distance à laquelle le variogramme atteint le palier. Les échantillons séparés d’un point de 
mesure par une distance supérieure à la portée ne sont plus auto-corrélés spatialement, il 
ne faut donc jamais interpoler au-delà de la portée. Le palier ou seuil est la valeur à 
laquelle le semi-variogramme atteint la portée. La pépite est la valeur à laquelle le modèle 
de semi-variogramme intercepte l'axe des y. La présence d’une pépite traduit que deux 
échantillons proches dans l’espace présentent quand même des différences dans la valeur 




Figure 24 : Représentation d’un  modèle de variogramme,  
Illustration des composantes : portée, palier et pépite. 
 
Les équations et formes générales (figure 25) des fonctions mathématiques pour décrire le 
variogramme sont les suivantes : 
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 Modèle de type exponentiel : 
 

















Figure 25 : Illustration des modèles de variogramme : sphérique, circulaire et exponentiel 
 
L'idée de base est de prédire pour chacune des cinq espèces les maxima d’abondance en un 
site non échantillonné 
0x  par une combinaison linéaire de données ponctuelles. La formule 










Z x Z x

  
Avec , 1,...,i nx i  , les points de mesure ou localisations spatiales, ( )iZ x  les données 
connues au point de mesure  ix ,  , 1i i n    le poids affecté par le krigeage à la valeur au 
point de mesure  ix  , 0
*
0 ( )Z x la valeur estimée en un point 0
x
 par le krigeage.               
Les paramètres du modèle sont estimés par la méthode du maximum de vraisemblance : 
      i i imu x S x e     
Avec 
ix  la localisation spatiale (coordonnée euclidienne), mu la tendance moyenne du 
modèle, S la fonction de corrélation spatiale, e  la variance locale (erreur sur le point 
d’observation) (Cressie, 1993). La distance maximale de corrélation spatiale est estimée selon 
le meilleur critère d’Akaike du modèle (Akaike, 1974), comprises entre la distance minimale 
et maximale séparant les sites. 
Pour créer une surface continue du phénomène (ici pour estimer l’abondance en tout point 
de l’espace), des prévisions sont effectuées pour chaque emplacement (centres de cellule) 
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dans la zone d'étude en fonction du semi-variogramme et de la disposition spatiale des 
valeurs mesurées se trouvant à proximité. 
 
1.2  Modélisation statistique 
1.2.1 Analyses statistiques univariées 
Les corrélations des variables environnementales (Tableau 11) deux à deux ont été analysées 
en calculant les coefficients de corrélation de Pearson. L’association entre les variables 
quantitatives et la variable expliquée (abondance des espèces d’intérêt) a été évaluée grâce au 
test non paramétrique des rangs de Wilcoxon (ce test est décrit dans le chapitre 4).  
Les variables retenues pour l’analyse multivariée étaient celles pour lesquelles le test 
statistique en analyse univariée était significatif (p_value < 5%). Lorsque deux variables 
explicatives étaient très fortement corrélées (coefficient de corrélation  r  >  0,9), seule celle 
dont l’effet sur la biologie du vecteur était la mieux connue était choisie et conservée pour 
l’analyse multivariée. Ce seuil de 0,9 a été jugé suffisamment souple pour permettre de ne 
pas éliminer lors de l’analyse univariée des variables qui auraient pu par la suite se révéler 
significatives en analyse multivariée. 
Tableau 11 : Description des abréviations des variables environnementales 
Abréviations  Description 
MoyDlst Moyenne annuelle des températures de jour 
MinDlst Minimum annuelle des températures de jour 
MaxDlst Maximum annuelle des températures de jour 
MoyNlst Moyenne annuelle des températures de nuit 
MinNlst Minimum annuelle des températures de nuit 
MaxNlst Maximum annuelle des températures de nuit 
MoyRain Moyenne annuelle des précipitations 
MaxRain Maximum annuelle des précipitations 
CumulRain Cumul annuel des précipitations 
MoyNDVI Moyenne annuelle de l’indice de végétation 
MinNDVI Minimum annuelle de l’indice de végétation 
MaxNDVI Maximum annuelle de l’indice de végétation 
lcForet Pourcentage de surface occupé par la forêt 
lcSavane Pourcentage de surface occupé par la savane 
lcWater Pourcentage de surface occupé par les étendues d’eau 




1.2.2 Analyses statistiques multivariées 
Différentes méthodes d’analyses multivariées ont été utilisées pour déterminer les zones 
potentiellement occupées avec de fortes abondances des espèces d’intérêt ciblées. Les 
abondances de ces espèces ont été modélisées sans variables explicatives en utilisant un 
krigeage ordinaire, puis en fonction des variables environnementales avec deux techniques de 
régression à savoir les modèles linéaires généralisés et les forêts aléatoires (« Random 
Forest »). 
1.2.2.1 Modèles linéaires généralisés 
Une des distributions communément utilisée pour modéliser des données de comptage est la 
distribution de Poisson. Néanmoins, cette distribution assume une équidispersion des données 
de comptage. La partie II a montré que les données de dynamique présentaient une très forte 
surdispersion. Ainsi, nous avons choisi de tester une distribution binomiale négative. Le test 
de surdispersion de Pearson décrit dans (McCullagh & Nelder, 1989) a été utilisé. En cas de 
persistance de la surdispersion, un modèle de type haie (« hurdle ») était testé. Le modèle de 
haie est un concept de modélisation à deux processus : i) le premier processus détermine si le 
compte de vecteur est nul ou positif (selon une distribution binomiale), ii) si ce compte est 
positif, le second processus détermine sa valeur (Mullay, 1986 ; Zuur et al., 2009).  
 
1.2.2.2 Modèles de régression de type forêts aléatoires   
Selon Leo Breiman, l’approche Forêts aléatoires (Random Forest, RF) est une technique 
robuste d’analyse de données qui consiste en un ensemble d’arbres de classifications et de 
régressions construits à partir de sous-échantillons mesurés en chaque point d’observation 
(Breiman, 2001). Cette approche peut être appliquée pour modéliser soit des probabilités de 
présence en réalisant des classifications (« Random classification forest ») pour des variables 
qualitatives, soit des abondances en réalisant des régressions (« Random regression forest ») 
pour des variables quantitatives. RF permet une validation interne et externe des données par 
« bootstrap ». Pour chaque arbre de classification ou régression, la méthode bootsrap est 
appliquée en échantillonnant un sous-ensemble de jeu de données avec remplacement à partir 
du jeu de données complet. Ainsi, pour la construction de chaque arbre, un échantillon 
comprenant 2/3 des données est constitué. Le 1/3 des données restant, exclu de la 
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construction de l’arbre est dénommé « Out-Of-Bag (OOB) » et sert à valider l’arbre ainsi 
construit. Chaque arbre aura un jeu de données OOB différent.  
Décrivons brièvement le cadre statistique de RF en considérant cet ensemble: 
  1 1( , ),...,( , )N NT X Y X Y  
T  est construit à partir de N  observations indépendantes identiquement distribuées d’un 
vecteur aléatoire( , )X Y .  Le vecteur X  défini par : 
1( ,..., )pX X X  pour  
pX R contient les variables explicatives ou prédicteurs, et Yoù est la variable 
réponse numérique. 
Dans le cas de la régression (qui est traitée dans cette étude), la formule de la prévision pour 
un nouveau point x est la suivante: 
 
1




f x T x
N 
   
Selon Hastie et al. (Hastie et al., 2001), l’algorithme de régression RF se déroule en deux 
grandes étapes : 
A) Pour  1,...,i N  
Echantillonner avec remplacement, p échantillons du couple de vecteur aléatoire
( , )X Y , noté 
iX et iY  ; 
Former un arbre random forest 
iT de l’échantillon bootstrappé en répétant 
récursivement les étapes suivantes pour chaque nœud de l’arbre jusqu’à ce que le 
nœud minimal soit atteint : 
i. Sélectionner au hasard mvariables des p variables ; 
j. Choisir la meilleure variable parmi les p  ; 
k. Diviser le nœud en deux nœuds sœurs, 
B) Déterminer l’ensemble des arbres
N
iT . 
L’équation de la régression en un nouveau point x est : 
1




f x T x
N 
   
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Les données d’abondance ont été transformées en échelle 
10log suivant la formule
10log ( 1)n , où n  est le maximum d’abondance entre les deux nuits de capture dans 
chaque site. Pour chacune des espèces, le coefficient de corrélation de Pearson et les erreurs 
de prédictions mesurées par RMSE entre les valeurs observées et celles prédites par le 
modèle ont été calculés. 
 
2. Résultats 
2.1 Interpolation spatiale par krigeage ordinaire 
Concernant la modélisation des variogrammes, différents modèles mathématiques ont permis 
d’ajuster les points formant le semi-variogramme selon les espèces. Il s’agit d’un modèle 
mathématique de type sphérique pour C. oxystoma, C. imicola, C. bolitinos ; de type 
circulaire pour C. miombo et de type exponentiel pour C. enderleini. La description 
statistique de ces modèles est faite dans la partie 1.1. Pour chacune des 5 espèces, les 
variogrammes ont permis de déterminer les portées. Ainsi, la portée est de 20 km pour 
C. oxystoma, 48 km pour C. imicola, 13 km pour C. enderleini, 25 km pour C. miombo et 10 
km pour C. bolitinos (figure 26). Les cartes de distribution des espèces par krigeage ont été 
élaborées en prenant comme distance maximale d’interpolation la portée définie pour chaque 
espèce (figure 27). Pour les 4 premières espèces (C. oxystoma, C. enderleini, C. imicola et 
C. miombo), les abondances sont très importantes au centre-ouest et au sud du Sénégal et 
décroissent au fur et à mesure qu’on avance vers le nord. Cependant, on note ponctuellement 
une forte abondance au nord-ouest du Sénégal pour C. enderleini et, dans une moindre 
mesure, pour C. oxystoma. Concernant C. bolitinos, les plus fortes abondances se dessinent à 









Figure 27 : Cartes de distribution des 5 espèces par krigeage ordinaire
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2.2 Modélisation statistique 
2.2.1 Analyses statistiques univariées 
 
Les analyses statistiques univariées ont permis d’abord d’identifier les variables 
environnementales très fortement corrélées entre elles (Tableau 12). Il s’agit de la moyenne et 
du cumul des précipitations: r (moyRain, cumRain) = 0,98 ; et de la moyenne et du maximum 
NDVI : r (moyNDVI, maxNDVI) = 0,94 (Tableau 12). Ensuite les variables 
significativement associées au maxima d’abondance de chacune de ces espèces ont été 
sélectionnées. Ceci a permis de sélectionner pour l’analyse multivariée 15 (sur 16) variables 
pour C. imicola, C. oxystoma et C. miombo (toutes les variables sauf le cumul de 
précipitations), toutes les 16 variables pour C. enderleini et 12 (sur 16) variables pour 
C. bolitinos (toutes les variables sauf la moyenne Nlst, la moyenne des précipitations, le 
minimum Nlst, le maximum des précipitations) (Tableau 13). 
 
2.2.2 Analyses statistiques multivariées 
2.2.2.1 Modèles linéaires généralisés (GLM) 
Pour chacune des 5 espèces, les variables retenues par le modèle GLM et présentées selon 
leur ordre d’importance sont consignées dans le Tableau 14. Le maximum annuel de NDVI 
est parmi les 3 variables les plus importantes pour toutes les espèces. La moyenne annuelle 
pluviométrique fait également partie des 3 variables les plus importantes pour toutes les 
espèces sauf C. miombo et C. bolitinos. Outre le NDVI et (pour 3 espèces) la pluviométrie, 
les variables qui influencent l’abondance de façon importante sont : 
- pour C. oxystoma et C. imicola, les températures de jour et de nuit et la couverture en 
eau, 
- pour C. enderleini, les températures de nuit, 
- pour C. miombo, les températures de jour et de nuit, 









































MoyDlst 1,00                
MoyNDVI -0,04 1,00               
MoyNlst -0,05 0,18 1,00              
MoyRain -0,30 0,51 0,14 1,00             
CumulRain -0,30 0,51 0,14 0,98 1,00            
lcForet -0,18 0,30 0,11 0,33 0,33 1,00           
lcSavane 0,07 -0,16 0,07 -0,18 -0,18 -0,01 1,00          
lcWater -0,44 -0,46 0,15 -0,01 -0,01 -0,02 -0,03 1,00         
MoyHost 0,54 -0,02 -0,53 -0,10 -0,10 -0,09 -0,12 -0,28 1,00        
MinDlst 0,67 -0,28 -0,21 -0,26 -0,26 -0,13 0,07 -0,18 0,41 1,00       
MinNDVI 0,04 0,82 0,12 0,32 0,32 0,21 -0,06 -0,52 -0,02 -0,10 1,00      
MinNlst -0,21 0,24 0,29 0,24 0,24 0,08 -0,16 0,08 -0,25 -0,18 0,23 1,00     
MaxDlst 0,80 0,35 0,30 0,00 0,00 0,06 0,06 -0,47 0,31 0,33 0,29 -0,05 1,00    
MaxNDVI 0,11 0,94 0,18 0,42 0,42 0,20 -0,18 -0,46 0,08 -0,24 0,70 0,17 0,48 1,00   
MaxNlst -0,07 0,09 0,76 0,09 0,09 0,15 0,06 0,17 -0,52 -0,08 0,11 0,09 0,20 0,02 1,00  
MaxRain -0,33 -0,20 -0,38 0,44 0,44 0,03 -0,12 0,09 0,09 -0,04 -0,22 0,12 -0,44 -0,26 -0,35 1,00 
En rouge les coefficients de corrélation supérieurs au seuil de 0,9 
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Tableau 13 : Sélection des variables explicatives lors des analyses univariées 
                  espèces 
Variable 
explicative   
C. imicola C. oxystoma C. enderleini C. miombo C. bolitinos 
     MoyDlst + + + + + 
MoyNDVI + + + + + 
MoyNlst + + + + - 
MoyRain + + + + - 
CumRain - - + - + 
lcForet + + + + + 
lcSavane + + + + + 
lcWater + + + + + 
MoyHost + + + + + 
MinDlst + + + + + 
MinNDVI + + + + + 
MinNlst + + + + - 
MaxDlst + + + + + 
MaxNDVI + + + + + 
MaxNlst + + + + + 
MaxRain + + + + - 
Signification des symboles pour chacune des espèces : « + » variables retenues car significatives et « - » 
variables non retenues car p_value > 0,05. 
 
Tableau 14 : Les 10 variables explicatives les plus importantes selon le modèle GLM, indiquées par le 
pourcentage de la variable d’importance (VarImp) pour chacune des 5 espèces. En rouge sont 
représentées les variables pour lesquelles l’importance est supérieure à 50%. 














MoyRain 83 MaxNDVI 100 MoyRain 74 MaxNDVI 100 MaxNDVI 72 
MaxNDVI 74 MoyRain 64 MinNDVI 58 MinNDVI 98 MoyHost 64 
MinDlst 62 MinNDVI 58 MaxNDVI 34 MaxNlst 87 lcSavane 63 
MaxNlst 57 MaxNlst 39 MaxNlst 32 MinDlst 68 MaxDlst 47 
MinNlst 37 MinNlst 33 MinDlst 32 MoyHost 37 MaxNlst 36 
lcWater 35 MaxRain 28 lcWater 28 MoyRain 36 avDlst 30 
MinNDVI 22 lcWater 17 avNlst 27 MoyDlst 21 lcForet 16 
MaxRain 18 MoyDlst 13 avDlst 27 MaxRain 15 lcWater 14 
MoyDlst 14 lcForet 11 MoyHost 25 MoyRain 12 MoyRain 10 






Figure 28 : Carte de prédiction des abondances de 5 espèces de Culicoides au Sénégal selon les 




La validation de ces modèles glm, mesurée par les valeurs du RMSE (différence entre les 
valeurs observées et valeurs prédites) montre que les modèles ne sont pas satisfaisants : les 
RMSE sont élevées (supérieures à 1) pour toutes les espèces (Tableau 15).  
Tableau 15 : Erreurs de prédiction du modèle GLM 
Espèces RMSE  
C. oxystoma 1,72  
C. enderleini 1,90  
C. imicola 1,75  
C. miombo 1,36  
C. bolitinos 1,42  
 
Les prédictions des abondances issues du modèle GLM pour chacune des espèces sont 
représentées sur la figure 28 ci-dessus. Cette carte montre que pour toutes les espèces les 
abondances sont très faibles le long de la vallée du fleuve Sénégal et très fortes au sud du 
pays. Les abondances de C. oxystoma et C. imicola sont très fortes sur presque sur tout le 
territoire sénégalais. Les abondances de C. imicola et C. enderleini sont particulièrement 
fortes dans le tiers sud du pays et moyennes dans le tiers central. La distribution de 
C. miombo vers le sud est encore plus marquée : abondant dans le tiers sud, il est bien moins 
abondant dans le tiers central et quasi absent dans le tiers nord du pays. Les abondances de 
C. bolitinos sont beaucoup plus faibles que les autres espèces. La zone où il est le plus 




2.2.2.2 Modèles de régression de type forêts aléatoires 
Le tableau 16 liste les 10 variables explicatives les plus importantes pour chaque des espèces 
en donnant le pourcentage de la variable d’importance. Les variables dont l’importance est 
supérieure à 30% sont notées en rouge, celles dont l’importance est comprise entre 10 et 30 
en violet, entre 5 et 10 en vert et inférieure à 5 en gris. Pour C. oxystoma, C. imicola et C. 
enderleini, la moyenne annuelle de précipitation est la variable la plus déterminante sur 
l’abondance de ces espèces. Pour C. miombo, son importance dépasse les 20%. A l’inverse, 
elle n’apparaît pas comme parmi les 10 variables les plus importantes pour C. bolitinos. Le 
maximum annuel NDVI est la plus importante variable déterminant l’abondance de C. 
bolitinos et C. miombo dont son importance dépasse les 40%. Les NDVI minimum et 




 variables les plus importantes pour C. enderleini et C. imicola. 
Ainsi, le NDVI fait partie des 2 variables les plus importantes pour toutes les espèces sauf  
C. oxystoma. Les températures moyennes de jour sont  importantes (> 10 %) pour 
C. oxystoma et C. enderleini et les températures de jour et/ou de nuit sont importantes 
modérées (5 à 10%) pour toutes les espèces. C. bolitinos fait figure d’exception avec comme 
2
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 variable la plus importante la densité de ruminants, alors que cette variable impacte peu 
l’abondance des autres espèces (10e variable la plus importante pour C. oxystoma et 
C. enderleini, avec des importances inférieures à 5%). C. bolitinos est aussi la seule espèce 
pour laquelle aucune variable n’apparaît comme ayant une importance supérieure à 10%.  
Tableau 16 : Les 10 variables explicatives les plus importantes selon le modèle RF, indiquées par le 
pourcentage de la variable d’importance (VarImp) pour chacune des 5 espèces. 












MoyRain 13,54 MoyRain 13,40 MoyRain 18,82 MaxNDVI 47,42 MaxNDVI 6,31 
MoyDlst  11,41 MinNDVI 13,16 MaxNDVI 10,37 MoyRain 20,64 MoyHost 5,91 
MaxDlst 6,07 MaxNDVI 11,87 MinNDVI 8,42 MinNDVI 11,15 MinDlst 5,66 
MinNlst 5,96 MoyDlst 11,08 MaxRain 6,19 MoyNlst 10,51 MaxDlst 5,65 
MoyNlst 5,47 MaxDlst 8,13 MoyNlst 5,66 MaxNlst 9,50 MoyDlst 5,64 
MinDlst 5,32 MaxRain 6,35 MoyDlst 5,25 MaxDlst 8,88 MaxNlst 5,30 
MaxNDVI 5,04 MinNlst 5,85 MinNlst 4,62 MinNlst 8,33 MinNDVI 5,21 
MaxRain 4,93 MinDlst 5,31 MaxNlst 4,37 MaxRain 7,25 lcSavane 5,20 
MaxNlst 4,63 MoyNlst 5,16 MinDlst 4,09 MinDlst 6,91 lcForet 5,13 




Les cartes d’abondance issues du modèle RF sont représentées sur la figure 29 ci-après. Pour 
toutes les espèces, on retrouve un gradient d’abondance croissante du nord vers le sud du 
pays. Pour C. oxystoma, C. enderleini et C. imicola, les abondances sont très fortes dans le 
tiers sud du pays, et pour C. miombo, les abondances sont fortes à très fortes dans les deux 
tiers sud du pays. Les abondances de toutes les espèces sont faibles au nord du pays, 
précisément dans au nord du Ferlo et dans la vallée du fleuve Sénégal.  Culicoides oxystoma 
est particulièrement abondant au long des cours d’eau allant de l’extrême-ouest (région de 
Dakar) au sud-ouest (Ziguinchor). Cette espèce présente aussi de fortes abondances au sud, 
sud-est et au centre-ouest du Sénégal. Concernant C. enderleini et C. imicola, de très fortes 
abondances ont été prédites dans la zone de la Casamance et du Sénégal oriental (sud et sud-
est du pays), puis au centre-ouest du bassin arachidier. Les très faibles abondances ont été 
prédites dans la zone des Niayes pour C. miombo et C. bolitinos. Les abondances de 
C. bolitinos sont plus faibles que celles des autres espèces, la zone où son abondance est la 




Figure 29 : Carte de prédiction des abondances de 5 espèces de Culicoides au Sénégal selon RF. 
 
Le tableau 17 présente l’évaluation du modèle RF pour chacune des espèces. Les erreurs de 
prédictions du modèle RF sont faibles. Les erreurs de prédictions sont les plus faibles pour 
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C. imicola (RMSE=0,31). Ce qui se reflète par de forts coefficients de corrélations entre 
données observées et prédites. La figure 30 montre la relation entre les valeurs observées et 
celles prédites par le modèle RF. 
Tableau 17 : Validation du modèle RF pour chacune des espèces. 
Espèces RMSE Correlation 
C. oxystoma 0,33 0,90 
C. enderleini 0,37 0,92 
C. imicola 0,31 0,91 
C. miombo 0,37 0,92 
C. bolitinos 0,38 0,94 
 
 
Figure 30 : Relation entre les abondances observées et celles prédites (représentées en échelle log10) 
par le modèle RF. 
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3. Discussion des résultats 
3.1 Choix de la période et de la zone d’étude 
Les captures de Culicoides ont été effectuées en Septembre-Octobre, c’est-à-dire la fin de la 
saison des pluies au Sénégal. L’étude de dynamique (partie II) a montré que c’est la période 
où les conditions optimales de température, de pluviométrie et de croissance de la végétation 
sont atteintes, dans la région des Niayes. C’est également à cette période où les conditions 
climatiques et environnementales sont les plus optimales sur tout le territoire sénégalais.  
Comme la peste équine a sévi sur l’ensemble du territoire sénégalais, il est décidé de mener 
cette étude sur l’ensemble du territoire. L’étude de la Zone des Niayes (partie II) a permis 
d’identifier les différentes espèces de Culicoides qui circulent dans cette zone et de quantifier 
leurs abondances. Ainsi cette étude a été étendue sur tout le pays afin d’obtenir les mêmes 
informations en échantillonnant les différentes zones écologiques du Sénégal. 
3.2 Méthodes de piégeages 
Dans cette étude, les pièges lumineux de type OVI ont été utilisé car étant les méthodes de 
piégeage fréquemment utilisées pour capturer des Culicoides (Venter et al., 1998 ; Goffredo 
& Meiswinkel, 2004). Dans chaque site, deux nuits consécutives de capture ont été effectuées 
pour : i) obtenir plus de diversité d’espèces et ii) optimiser les captures au cas où les 
conditions météorologiques seraient défavorables au cours d’une nuit de piégeage.  
3.3 Techniques de modélisation 
L’identification des zones favorables aux espèces d’intérêt ciblées a été réalisée avec trois 
techniques de modélisation différentes. Il s’agit d’une méthode d’interpolation spatiale des 
maxima d’abondance sans variables environnementales, le krigeage, et de deux méthodes de 
modélisation statistiques en fonction des variables environnementales, les modèles GLM et 
les modèles RF. La comparaison des différentes cartes de prédiction des abondances issues de 
chaque modèle a montré des structures spatiales cohérentes. Bien que les étendues des 
prédictions des maxima d’abondances fournies par le krigeage étaient plus limitées (par les 
portées des variogrammes), les cartes de prédiction du krigeage et du modèle RF pour chaque 
espèce ont dégagé des structures spatiales semblables. A l’inverse, le modèle GLM a fourni 
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des prédictions d’abondance assez différentes de celles du krigeage et du RF, en particulier 
pour C. oxystoma, C. miombo et C. bolitinos.  
3.4 Variables environnementales explicatives 
La discussion des variables environnementales associées aux abondances de chacune des 5 
espèces repose sur les résultats du modèle RF qui a procuré de meilleures estimations 
d’abondance. En effet, les erreurs de prédictions entre valeurs observées et valeurs prédites 
sont plus faibles pour le modèle RF que pour le modèle GLM. De récentes études ont aussi 
montré que l’approche RF offre de bons résultats de modélisation aussi bien pour la 
régression (Ducheyne et al., 2013) que pour la classification (Ducheyne et al., 2013 ; Cianci 
et al., 2015). L’effet de ces variables sera discuté pour chacune des 5 espèces d’intérêt. 
Concernant C. oxystoma, il n’y a pas de modèle de distribution spatiale publié sur cette 
espèce. L’étude dynamique (partie II) avait montré que cette espèce était très fréquente et très 
abondantes dans les Niayes. Cette étude spatiale confirme que cette espèce est très fréquente 
et très abondante sur l’ensemble du Sénégal, avec néanmoins un gradient croissant du nord 
vers le sud, et des zones d’abondance maximale à l’ouest, à proximité de la côte et autour des 
deltas des fleuves. Bien que son écologie soit peu connue, nous allons discuter de l’effet des 
variables environnementales et climatiques trouvées associées à cette espèce dans notre 
étude.  
La moyenne annuelle des précipitations a été la plus importante variable influençant 
l’abondance de C. oxystoma, mais aussi de C. enderleini et C. imicola et la 2e variable la plus 
important pour C. miombo. Cette variable paraît ainsi limiter pour l’abondance de ces espèces 
dans le nord du pays, plus aride (cf représentation des isohyètes du Sénégal sur la figure 16 et 
cf annexe 4). En plus de la pluviométrie, les températures de jour et de nuit influencent 
fortement l’abondance de C. oxystoma.  Ses plus fortes abondances ont été observées dans le 
bassin arachidier et au sud du Sénégal.  
Cette espèce a aussi été récoltée en abondance au sud de la Corée (Oem et al., 2013) et à 
Kagoshima, au sud du Japon (Yanase et al., 2013), ces deux zones étant caractérisées par un 
climat subtropical humide. C. oxystoma a été recueilli de Mai à Octobre au sud de la Corée 
(Oem et al., 2013) et de Mai à Novembre au sud du Japon (Yanase et al., 2013) c’est-à-dire 
au cours de la période la plus chaude et pluvieuse de l’année, montrant que la pluviométrie et 
110 
 
les températures semblent influer sur la distribution de cette espèce à la fois au Japon et au 
Sénégal. 
La densité du bétail semble influencer que faiblement les abondances de C. oxystoma 
(importance inférieure à 5%). De manière générale, la densité d’hôte n’est pas ressortie 
comme une variable avec une forte influence. Ceci est étonnant, car pour beaucoup d’autres 
espèces de Culicoides, et en particulier les espèces vectrices de pathogènes aux animaux, la 
présence et la densité d’hôtes sont des éléments clés connus pour affecter leurs captures 
(Baylis et al., 2010 ; Garcia-Saenz et al., 2010 ; Kluiters et al., 2013). Ceci pourrait 
probablement être dû à la grande résolution (100 km x 100 km) sur laquelle les images de la 
FAO ont été produites. De plus, les mesures de ces densités d’hôtes effectuées en 2005 
pourraient avoir évolué (augmenter ou diminuer) lors de notre étude en 2012. Sur le terrain, 
les travaux de Fall et collègues (Fall et al., 2015) ont trouvé de fortes abondances de 
C. oxystoma sur les chevaux. Or, parmi les images satellitaires sur la densité d’hôtes 
produites par la FAO, il n’y a pas de données sur les chevaux. 
L’abondance de C. oxystoma paraît être moins liée au NDVI que C. enderleini, C. imicola, 
C. miombo ou C. bolitinos qui présentent toutes 2 variables liées au NDVI parmi les 3 
variables les plus importantes. En effet, pour C. oxystoma, le NDVI max n’est classé qu’à la 
7
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 place avec une importance modérée (5,04 %). 
Les informations dans la littérature sur les facteurs environnementaux et climatiques pouvant 
impacter sur C. enderleini sont très peu fournies. Dans notre étude, cette espèce très 
abondante surtout dans le tiers sud du pays. Son abondance est significativement associée à la 
pluviométrie, aux indices de végétation, les températures de jour et de nuit et dans une 
moindre mesure à la densité du bétail. Ceci pourrait s’expliquer par un environnement plus 
favorable dans ces régions où la pluviométrie est importante, les NDVI et températures sont 
élevées, les précipitations moyennes et on y trouve une importante densité du bétail.  
La distribution de C. imicola ressemble beaucoup à celle de C. enderleini, avec une absence 
au nord plus marquée. Les précipitations, particulièrement la moyenne pluviométrique 
annuelle est déterminante, elle a une importance de 13,54 %. L’effet de la pluviométrie 
pourrait s’expliquer par un environnement plus favorable au sud (région de Ziguinchor, 
Kolda et Kédougou) et au centre-ouest (dans le bassin arachidier) qui enregistrent les plus 
importantes précipitations au Sénégal. L’importance des précipitations sur la distribution et 
l’abondance de C. imicola a été souligné au Maroc (Baylis et al., 1998) et en Europe (Calvete 
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et al., 2008 ; Calvete et al., 2009 ; Rigot et al., 2012 ; Ducheyne et al., 2013). L’étude de la 
dynamique (partie II) avait aussi montré que les pics d’abondance de C. imicola survenaient 
pendant la fin de la saison des pluies (en Septembre-Octobre) (Diarra et al., 2014).  
Les abondances de C. imicola sont associées aux indices de végétation (maximum et 




 variables les plus importantes). Le lien entre la 
distribution de C. imicola et la NDVI conforte de précédentes études montrant que les valeurs 
élevées du NDVI étaient associées à une augmentation de l’abondance de C. imicola dans la 
zone des Niayes au Sénégal (Partie II, chapitre 5 du document), en Afrique du Nord et en 
Europe (Baylis et al., 1998 ; Baylis & Rawlings, 1998 ; Baylis et al., 1999 ; Baylis et al., 
2001 ; Guis, 2007 ; Acevedo et al., 2010). Au Sénégal, les zones où les indices de végétation 
sont  les plus forts sont aussi celles où la pluviométrie est la plus élevée, les deux étant liés 
(Rogers & Randolph, 1991),  la croissance de la végétation étant plus importante dans les 
zones moins arides du Sénégal. Le NDVI a aussi été lié à l’humidité du sol (Narasimha Rao 
et al., 1993). 
Notre étude a aussi révélé que les températures (de jour et de nuit) influencent moyennement 
ou modérément les maxima d’abondance de C. imicola. Cette relation a aussi été confirmée 
par plusieurs autres études (Baylis et al., 1997 ; Baylis et al., 1999 ; Baylis et al., 2001 ; 
Wittmann et al., 2001 ; Purse et al., 2004 ; Conte et al., 2007 ; Ippoliti et al., 2013).  
Concernant C. miombo, le maximum annuel de l’indice de végétation est de loin la variable la 
plus importante (47,42 %) expliquant son abondance. Le minimum du NDVI apparait comme 
un facteur ayant une importance modérée. Les plus fortes abondances de C. miombo ont été 
récoltées dans les zones où les indices de végétation sont les plus élevés, dans le bassin 
arachidier et au sud du Sénégal. Dans le nord du pays où les indices de végétation sont les 
plus faibles, C. miombo est absent ou présent avec de très faibles abondances. Dans la zone 
des Niayes (dans les régions de Dakar et Thiès), C. miombo a été faiblement capturé aussi 
bien pour l’étude longitudinale (Diarra et al., 2014) que pour l’étude de la distribution 
spatiale des Culicoides. Ceci pourrait s’expliquer par les faibles moyennes du NDVI dans 
cette zone. Notre étude a aussi révélé que la pluviométrie a une influence moyenne (20,64 %) 
sur cette espèce. Enfin, les températures ont une influence modérée sur les abondances de 
cette espèce. Les travaux de Meiswinkel ont révélé que cette espèce est sensible aux 
précipitations et aux températures élevées (Meiswinkel, 1991).  
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Concernant C. bolitinos, parmi les dix plus importantes variables ayant un impact sur 
l’abondance de cette espèce, aucune n’a une importance forte (> 10 %), et 9 ont une 
importance modérée (comprise entre 5 et 10 %) et 1 une influence faible (< 5 %). Les 
variables les plus importantes sont le maximum et minimum annuel du NDVI, la densité du 
bétail et les températures de jour et de nuit. Ces trois catégories de variables, NDVI, densité 
d’hôtes et températures, ont aussi été retenues dans les modèles d’abondance de C. bolitinos 
en Afrique du Sud (Eksteen & Breetzke, 2011). Lors de la modélisation, les erreurs de 
prédictions ont été considérablement réduites lorsque que la densité du bétail a été introduite, 
témoignant de l’importance de la présence d’hôtes. Les travaux de Fall et collègues ont révélé 
que C. bolitinos est particulièrement agressif sur les chevaux avec un taux de gorgement de 
plus de 75% (Fall et al., 2015). Cette espèce est aussi connue pour se nourrir sur les grands 
mammifères (Meiswinkel et al., 1994). D’autres études décrivent les habitats larvaires de 
C. bolitinos pouvant être les bouses de Bovidae sauvages et domestiques d’Afrique 
(Meiswinkel, 1989). 
Globalement, les abondances les plus élevées de ces 5 espèces avérées et/ou suspectées de 
transmettre la peste équine et la FCO ont été récoltées au sud du Sénégal. Si C. oxystoma 
semble présente plutôt dans le sud-ouest du pays, les quatre autres ont de fortes abondances 
dans les régions de Kolda et Kédougou et dans le bassin arachidier. Ces cartes issues des 
modèles de forêt aléatoires ont été comparées avec celle des foyers de peste équine de 2007 
au Sénégal (Diouf et al., 2013) montrant d’importantes mortalités de chevaux dans le bassin 
arachidier. Il serait très intéressant d’avoir la carte de densités des équidés à l’échelle du pays. 
En effet,  en combinant ces cartes de prédiction d’abondance des vecteurs avec des cartes de 
densités des équidés, on peut établir des outils d’aide à la décision et émettre des 
recommandations en termes de systèmes d’alerte précoce. En outre, on pourrait croiser ces 
deux cartes pour voir si cette zone du bassin arachidier combine à la fois de fortes densités de 
Culicoides et d’équidés, ce qui pourrait traduire que c’est une zone à risque de transmission 
de la peste équine au Sénégal. 
3.5 Validation 
Pour chacune des espèces d’intérêt vétérinaire, les erreurs de prédictions fournies par les 
RMSE sont plus faibles pour le modèle random régression forest que pour les modèles 
linéaires généralisés. Ainsi, nous pouvons considérer que les valeurs du RMSE du modèle 
random régression forest sont « bonnes ». 
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3.6 Limites et perspectives 
Dans cette étude, interpoler les maxima d’abondance des espèces d’intérêt vétérinaire par 
krigeage nous a permis d’élaborer des cartes de distribution spatiale. En outre,  pour chacune 
de ces espèces, construire les cartes des écarts-types des abondances estimées par le krigeage 
pourrait  permettre de valider cette méthode. Cependant, l’un des inconvénients du krigeage 
est qu’on ne peut pas interpoler les abondances de chacune de ces espèces sur tout le Sénégal. 
De plus, le krigeage ne permet pas de comprendre quels facteurs environnementaux et 
climatiques expliquent la distribution de ces espèces. Contrairement aux modèles GLM, le 
modèle RF a fourni les meilleures estimations des abondances de chacune de ces espèces. 
Toutefois, l’inclusion d’autres variables telles que la distance à la mer ou au fleuve, la densité 
des équidés, etc. pourrait contribuer à améliorer les modèles. Par ailleurs, l’inconvénient du 
modèle RF est qu’il ne donne pas d’information sur le sens (augmentation ou diminution) du 
pourcentage d’influence des variables explicatives. Des études futures avec l’utilisation 
d’autres approches de modélisation telles que les modèles BRT (« boosted régression trees ») 





Ce travail de thèse est axé sur la modélisation statistique des Culicoides au Sénégal d’abord 
dans une petite partie de la zone des Niayes, ensuite à l’échelle du pays. Un nombre 
important de variables environnementales et climatiques (des enregistrements de terrain et 
des images satellitaires) ont été étudiées pour expliquer la dynamique et la distribution 
spatiale des abondances des espèces ciblées. 
Tout d’abord, dans la zone des Niayes, l’étude descriptive de la dynamique spatio-temporelle 
des Culicoides (Diptera: Ceratopogonidae) a permis de répertorier les différentes espèces 
présentes dans cette zone et leur profil d’abondance au cours de l’année. De très fortes 
abondances des espèces sont enregistrées surtout en septembre et octobre dans cette zone, 
particulièrement avec C. oxystoma, C. kingi, C. imicola, C. enderleini et C. nivosus qui sont 
les espèces les plus abondantes et les plus fréquentes dans les sites de piégeage et dégagent 
des structures spatiales différentes. Cette étude a révélé la présence de plusieurs espèces, dont 
C. oxystoma, comme vecteurs potentiels de BTV et AHSV qui pourraient remettre en cause le 
rôle de C. imicola comme vecteur principal en Afrique.  
Cette étude est la première à modéliser la dynamique de C. oxystoma. Elle est également la 
première à étudier l'influence des paramètres environnementaux et climatiques sur la 
dynamique de C. imicola en Afrique de l'Ouest. La modélisation de la dynamique de 
C. oxystoma et C. imicola capturées dans les pièges OVI a confirmé que les données de 
comptage des Culicoides peuvent être extrêmement variables, même à des échelles spatiales 
et temporelles fines. Cette variabilité s’est traduite par une forte surdispersion des données. 
Malgré la modélisation d’un très grand nombre de Culicoides (plus de 220 000 spécimens 
capturés durant 354 nuits-pièges), en utilisant des données climatiques (température et 
humidité relative) enregistrées dans les sites de piégeage au lieu des mesures provenant des 
images satellitaires, en déterminant les décalages temporelles pour lesquels les variables 
environnementales et climatiques et les abondances des espèces étaient les plus corrélées ; la 
surdispersion a persisté dans tous les modèles sauf le modèle PRME-SD (modèle mixte de 
Poisson avec effets aléatoires site et date). Selon ce modèle, les variables météorologiques et 
environnementaux qui contribuent à expliquer la dynamique des abondances de C. oxystoma 
et C. imicola ont été identifiés. Par ailleurs, la modélisation de la dynamique de ces deux 
espèces capturées dans les pièges à appât cheval a montré que leurs abondances obtenues à 
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l'aide des pièges à appât cheval sont moins surdispersées que celles issues des pièges OVI. En 
effet, la régression binomiale négative a pu gérer la surdispersion présente dans le modèle de 
Poisson. 
L’étude de la distribution spatiale des Culicoides au Sénégal a permis d’identifier les 
différentes espèces présentes non seulement dans la zone des Niayes mais aussi dans les 
autres zones agro écologiques du Sénégal. A travers cette étude, des profils de répartition des 
abondances des espèces d’intérêt vétérinaires (de par leurs fortes abondances et leur 
potentielle implication dans la transmission de la peste équine et/ou de la fièvre catarrhale 
ovine) ont été dégagés. Ainsi, les abondances les plus élevées des Culicoides ont été 
observées au Sud et dans le bassin arachidier, contrairement au Nord du Sénégal où les 
abondances ont été les plus faibles. 
La modélisation de la répartition spatiale des abondances de C. oxystoma, C. enderleini, 
C. imicola, C. miombo et C. bolitinos a permis d’identifier les variables environnementaux et 
climatiques pouvant expliquer les abondances de chacune de ces espèces. Pour chacune des 
ces espèces, les cartes de prédiction des abondances fournies par les modèles RF ont 
montrées de fortes abondances au sud du pays et dans le bassin arachidier. Cette zone du 
bassin arachidier avait enregistré d’importantes mortalités de chevaux lors de l’épidémie de 
peste équine en 2007. Ainsi, une attention particulière pourrait être accordée à cette zone.  
Les perspectives de ce travail de thèse sont multiples.  D’abord, pour améliorer les modèles 
de dynamique de C. oxystoma et C. imicola et tenir compte de la surdispersion sans inclure 
des effets aléatoires dans les modèles, d'autres variables telles que l'humidité du sol, la vitesse 
du vent, les degrés-jours, la couverture du sol ou des mesures du paysage pourraient être 
testées. De même l’inclusion d’autres variables telles que la distance à la mer ou au fleuve, la 
densité des équidés, le taux de mortalité des équidés lors de l’épidémie de peste équine de 
2007, etc. pourrait contribuer à améliorer les modèles spatiaux sur C. oxystoma, 
C. enderleini, C. imicola, C. miombo et C. bolitinos. L’acquisition des cartes de densités des 
équidés à l’échelle nationale pourrait être d’une grande utilité car en les combinant avec les 
cartes de prédiction d’abondance des vecteurs, des outils d’alerte précoce et d’aide à la 
décision pourraient être établis et des recommandations en termes de surveillance ou de 
prévention émises. Si en croisant ces deux cartes, le bassin arachidier combine à la fois de 
fortes densités de Culicoides et d’équidés, ceci pourrait traduire que c’est une zone à risque 
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Annexe 1 : Généralités sur les symptômes de la peste équine 
La peste équine se manifeste chez les chevaux sous quatre formes : la forme fébrile, la forme 
pulmonaire, la forme œdémateuse ou cardiaque et la forme mixte (Leforban et al., 1983). 
Concernant, la forme fébrile, on observe une hyperthermie entre 39 et 40°C, accompagnée 
d’une légère polypnée et d’une tachycardie. Cette atteinte disparaît au bout de 10 à 15 jours 
(Zientara & Mailles, 2003).   
La forme pulmonaire est la plus grave, elle entraîne le taux de létalité le plus élevé, Elle 
débute par une ascension thermique rapide (41 à 42°C en 2 à 4 jours) associé à une anorexie, 
une tachycardie et une congestion des muqueuses avec parfois la présence de pétéchies. Une 
sudation, diversement localisée (naseaux, base des oreilles, face latérales de l’encolure, 
anus…), peut être observée chez certains sujets (Zientara & Mailles, 2003). Le rythme 
respiratoire s’accélère, la dyspnée s’installe : l’animal a au départ un faciès angoissé avec des 
naseaux dilatés, la langue pendante, Puis l’animal est en orthopnée (l’animal est immobile, la 
tête tendue sur l’encolure, les antérieurs écartés et le dos voûté). La difficulté respiratoire 
s’accentue rapidement et un jetage séreux vient encombrer les naseaux : une toux forte, 
spasmodique et douloureuse secoue l’animal. Le jetage initialement séreux devient spumeux 
avec un aspect de « blanc d’œufs en neige » en raison de son mélange avec l’air présent dans 
les voies respiratoires. L’animal se couche alors ou tombe brutalement et meurt par asphyxie. 
Dans les minutes précédant la mort, de grandes quantités de jetage spumeux peuvent 
s’écouler des naseaux de l’animal. La durée entre l’apparition de la dyspnée et la mort de 
l’animal peut être de moins d’une demi-heure mais en général la mort à lieu entre 24 et 48 
heures (Zientara & Mailles, 2003). Parfois la mort survient de manière si rapide que les 
signes cliniques ne sont pas observés, La survie de l’animal est exceptionnelle puisque l’on a 
un taux de létalité supérieur à 95%,  
Pour la forme œdémateuse ou cardiaque. On la retrouve sur des individus plus résistants ou 
des animaux infectés par une souche virale moins pathogène. Le syndrome fébrile est modéré 
(l’appétit peut être conservé) avec une poussée thermique initiale progressive et moins 
intense (39 à 40°C atteints dans les 10 à 12 jours) et qui peut soit se maintenir, soit diminuer 
progressivement (cas le plus fréquent). Vers le 14-15
ième
 jour, alors que la baisse de 
température est amorcée, apparaissent des œdèmes sous cutanés. Ils débutent dans les fosses 
temporales par une déformation en saillie de la région sus-orbitale qui peut atteindre le 
volume d’une mandarine en 3 à 4 jours. La précocité d’apparition de ces œdèmes au cours de 
la phase fébrile est un élément de gravité du pronostic, Parfois ce gonflement disparait en 
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quelques jours. L’œdème peut toucher aussi les joues, les lèvres, la langue de l’animal, la 
région inter-mandibulaire, le chanfrein et les nasaux. La tête a un aspect tuméfié et dans 
certains cas l’œdème peut envahir l’encolure, la poitrine et descendre le long des membres 
antérieurs mais sans jamais atteindre la partie distale des membres, Simultanément 
apparaissent des signes cardiaques : lorsque les œdèmes sont constitués, les bruits du cœur 
deviennent plus faibles en raison de la formation d’une péricardite exsudative, Le sujet, 
jusque-là apathique, finit par se coucher ; l’apparition de sueurs froides, le refroidissement 
des oreilles, des mouvements désordonnés et une détresse respiratoire annoncent l’arrêt plus 
ou moins brutal du cœur (Zientara & Mailles, 2003). 
La mort de l’animal a lieu en général dans les 3 à 10 jours après développement des œdèmes 
sous-cutanés. La mortalité est d’environ 50 %. La guérison est possible quelle que soit 
l’importance des œdèmes sous-cutanés. La récupération clinique est plus ou moins longue 
selon l’animal. L’atteinte respiratoire diminue progressivement, en moyenne en 3 à 8 jours. Il 
y a une distension de l’œsophage et le risque de bronchopneumonie par fausse déglutition est 
très élevé. Pendant cette période de convalescence, les animaux sont plus sensibles et peuvent 
déclarer également une piroplasmose (Guthrie, 2006). 
Dans le cas des formes mixtes, les signes pulmonaires et les œdèmes sous-cutanés 
apparaissent simultanément ou successivement dans un ordre indéterminé. La mort résulte 




Annexe 2 : Généralités sur les symptômes de la fièvre catarrhale ovine 
Les descriptions des différentes formes de la fièvre catarrhale ovine sont les suivantes : 
 La forme abortive  
Elle est caractérisée par une légère hyperthermie et une congestion irrégulière de la muqueuse 
buccale sans véritable inappétence. Le risque de retour des chaleurs et d´avortements 
précoces des femelles pleines est accru. Chez les mâles, il est noté une moindre reproductivité 
à cause d'une baisse transitoire de la fertilité. 
 La forme aigüe 
Elle débute par de la fièvre puis, commencent des mouvements de succion des lèvres et de la 
langue consécutifs à une congestion des muqueuses buccale, nasale et conjonctivale. Dans le 
même temps, apparaissent un écoulement nasal d’abord séreux devenant muqueux et une 
salivation moussante ; les muqueuses buccales et les lèvres tuméfiées prennent une coloration 
violacée. Sous la nécrose épithéliale apparaissent alors des ulcères se recouvrant d’une 
membrane diphtérique dégageant une odeur fétide. Des croûtes se forment et un œdème 
inflammatoire de toute la tête conduit les animaux à consommer une quantité considérable 
d’eau, une dyspnée sévère pendant 24 à 48 heures est observée en fin de virémie. Lorsque les 
lésions buccales commencent à cicatriser, il apparaît une pododermatite au niveau des 
espaces interdigitées d’un ou de plusieurs pattes. Sur tout le corps de l’animal, on rencontre 
aussi des lésions érythémateuses qui peuvent entraîner la chute de laine. Chez les jeunes, une 
diarrhée intense, souvent hémorragique, complète généralement le tableau clinique et se 
termine en deux à huit jours par la mort de l’animal. 
 La forme subaiguë 
Les symptômes sont les mêmes que dans la forme précédente mais sont moins intenses. Il 
apparait également des lésions des muqueuses buccale et nasale, la congestion de la peau et la 
pododermatite, accompagnées éventuellement de myasthénie et d’exongulation provoquée 
par les germes bactériens de surinfection. L’évolution est cependant ralentie et l’animal périt 
en raison de l’amaigrissement et de la chute de laine, Cette mort peut survenir jusqu’à un an 
après le début de l’infection. Le taux de létalité se situe entre 2% et 30% suivant les 
localisations et les traitements mis en place (Losos, 1986). 
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Nom de l’opérateur:….…………………………….. 
Région : ………………………………..                                       Département : ……………………………................            
Site de capture :………………………………………………………………………………………………………… 
Type de piège :………………………………………………………………………………………………………….. 
Coordonnées (WGS 84):    Long.: ………………………                 Lat.:……………………........................................ 
Pose piège:                         Date:…………………………                 Heure:……………………………........................ 
Retrait piège:                     Date:…………………………                 Heure:……………………………........................ 
Description du site                                                         
Type de formation végétale  Si puits ou céane, profondeur eau 
Cordons ripicoles  < 5 mètres  
Haies vives d’euphorbe  5 – 10 mètres  




Manguiers  Eau en nature 
Agrumes  Non  
Anacardiers  Oui, temporaire  
Autres  Oui, permanente  
Palmeraie  Utilisation d’insecticides 
Galerie  Oui  
Forêt claire  Non  
Bas fond avec maraîchage  Fréquentation du site par le bétail 
Savane boisée dense  Oui  
Pépinière  Non  
Plantation d’eucalyptus  Brouillard (cocher la case 
correspondante)    Oui 
    Non    
















Recouvrement Effet du vent 
< 50%   
 







      Au  relevé 
Nul  
50% - 75%  Faible                           
 
Faible  
> 75%  Fort  Fort  
 




Annexe 4: Images satellitaires des différentes variables environnementales et climatiques utilisées lors de la modélisation de la 




Annexe 5: Localisation et calcul des indices de diversité des sites 
échantillonnés lors de la campagne nationale de piégeage des Culicoides au 
Sénégal. 
 






Saré Yoro Yel -14,08289 13,11379 17 2,767 0,934 
Bembou -11,87816 12,82717 16 2,662 0,924 
Kédougou -12,18927 12,56343 16 2,654 0,924 
Saraya -11,75638 12,83774 16 2,696 0,928 
Saré Bilaly -15,00842 12,85188 16 2,728 0,932 
Diakhaba -11,98135 12,70691 15 2,675 0,929 
Ainoumane Sagna -15,37144 14,10652 14 2,585 0,921 
Nianing -14,75971 13,31121 14 2,577 0,92 
Salikégné -14,75027 12,69088 14 2,582 0,921 
Tenkoto -12,27779 12,67287 14 2,55 0,915 
Kounkané -14,07833 12,92944 13 2,509 0,915 
Médina Yoro Foulah -14,69167 13,30685 13 2,5 0,913 
Ndangalma -16,52967 14,68876 13 2,499 0,912 
Ouadiour -16,05628 14,43761 13 2,495 0,911 
Sandiara -16,79057 14,43549 13 2,261 0,874 
Saré Boka -14,05687 13,0975 13 2,52 0,916 
Sinthiou Demba -12,75209 14,15652 13 2,506 0,914 
Keur Mbouki -15,82891 14,1362 12 2,396 0,901 
Kolda -14,939 12,88093 12 2,381 0,9 
Loul Sessene -16,60628 14,31626 12 2,417 0,905 
Malem Hodar -15,2902 14,0901 12 2,438 0,909 
Marane_Diakhao -16,28742 14,41534 12 2,423 0,906 
Thiénaba -16,79381 14,76358 12 2,136 0,856 
Guédiawaye -17,36968 14,7831 11 2,137 0,852 
Keur Babou -15,59377 14,08774 11 2,323 0,896 
Mbackénabé -12,64185 14,24477 11 2,373 0,905 
Missirah -13,52105 13,55635 11 2,35 0,9 
Boulèle -15,53369 14,28975 10 2,266 0,893 
Campement_Guinguinéo -15,94915 14,26621 10 2,082 0,858 
Diourbel -16,2421 14,63398 10 2,145 0,873 
Kahi -15,55419 14,14051 10 2,264 0,892 
Koussanar -14,0813 13,85688 10 2,278 0,895 
Mbirkilane -15,7478 14,38815 10 2,233 0,886 
Ndiafate -16,16583 14,0726 10 2,237 0,888 
Ngékhokhe -17,00425 14,51046 10 2,147 0,871 
Sam Yoro Guèye -14,74434 13,33697 10 2,24 0,887 
Soum -16,47866 14,08499 10 2,245 0,889 
Yoff -17,47803 14,75506 10 2,115 0,861 
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Baba Garage -16,51438 14,88675 9 1,97 0,846 
Darou Diaw -15,94398 14,22609 9 2,152 0,879 
Dinguiraye -15,85522 13,84393 9 2,12 0,871 
Fissel -16,63509 14,54542 9 2,146 0,878 
Hann Marinas -17,42589 14,70414 9 2,078 0,859 
Keur Madieng -15,91293 14,26627 9 2,177 0,884 
Lindiane -16,13864 14,13269 9 2,177 0,884 
Niakhar -16,39856 14,47918 9 2,15 0,878 
Niakhène -15,18944 14,02378 9 2,151 0,879 
Nioro -15,77453 13,74303 9 2,132 0,875 
Backondick -16,22584 14,61966 8 2,035 0,864 
Bala -13,1665 14,01969 8 2,05 0,868 
Dagana -15,50634 16,52388 8 1,912 0,837 
Djilor -16,33359 14,06105 8 2,03 0,864 
Kael Diao -15,91503 14,70954 8 1,962 0,844 
Keur Sogi -16,26212 14,73411 8 2,031 0,862 
Mbacké -15,90394 14,79134 8 1,838 0,815 
Mbenguène -16,8629 14,9065 8 2,038 0,866 
Sagata Gueth -16,17602 15,28064 8 2,057 0,869 
Colobane -15,70477 14,64557 7 1,933 0,854 
Dahara -15,44707 15,34872 7 1,933 0,853 
Foundiougne -16,46734 14,12401 7 1,863 0,832 
Haras_kaolack -16,0346 14,14063 7 1,858 0,834 
Kanel -13,17765 15,48069 7 1,929 0,853 
Katakel -15,4441 13,95718 7 1,899 0,844 
Khombole -16,68733 14,76434 7 1,795 0,823 
Madina Ndiobene -14,54681 13,94095 7 1,896 0,842 
Médina Bambara -14,52297 13,98354 7 1,928 0,852 
Méréto -14,43551 13,81571 7 1,904 0,846 
Ross-Béthio -16,13553 16,27953 7 1,901 0,844 
Saint-Louis -16,48417 15,99024 7 1,883 0,84 
Tivaoune -16,82381 14,9524 7 1,896 0,843 
Colobane_DK -17,44634 14,69031 6 1,591 0,758 
Matam -13,25501 15,65946 6 1,773 0,827 
Ndioum -14,64167 16,5085 6 1,758 0,822 
Pikine -17,39732 14,76242 6 1,64 0,781 
Pire -16,73737 15,00967 6 1,739 0,816 
Taiba Niassene -15,90682 13,75913 6 1,744 0,819 
Tamba -13,64917 13,77168 6 1,692 0,799 
Tassette -16,86732 14,60902 6 1,744 0,818 
Thiepp -16,47376 14,85029 6 1,763 0,824 
Haras_kébémer -16,46983 15,35271 5 1,599 0,796 
Mbar -15,75652 14,53588 5 1,582 0,79 
Médina Ndiatbé -14,138 16,28913 5 1,604 0,798 
Mpal -16,2672 15,91574 5 1,609 0,8 
Ndande -16,52888 15,27978 5 1,601 0,797 
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Ourossogui -13,32028 15,60139 5 1,595 0,795 
Baralé -16,23476 15,85289 4 1,386 0,75 
Richard-Toll -15,66735 16,46188 4 1,38 0,747 
Sadio -15,54781 14,80482 4 1,36 0,737 
Linguère -15,13565 15,39936 3 1,087 0,659 
Thilogne -13,59621 15,96997 3 1,076 0,652 
Louga -16,2233 15,60822 2 0,661 0,469 
Ndiakhip Niang -16,36633 15,92087 2 0,693 0,5 
Podor -14,57013 16,3837 2 0,693 0,5 
Rufisque -17,28611 14,73224 2 0,647 0,454 
Sinthiou Bamambe -13,13222 15,36843 2 0,692 0,499 
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Midges in the genus Culicoides Latreille are small biting dipterans distributed worldwide. Several 
species are vectors of viral and parasitic pathogens. Their impact is mainly on animal health: in 
particular, they are responsible for the transmission of two dreaded viral epizootic diseases in 
horses and ruminants, respectively African horse sickness (AHS) and bluetongue (BT). In 
Senegal, since the last epizootic outbreak of AHS in 2007, extensive investigations have been 
undertaken to gain better knowledge about Culicoides species involved in the transmission of 
the virus. The purpose of this study is to compare the host preferences and to describe the circadian 
rhythm of potential vectors of AHS and BT viruses. 
The study took place at the Thiès national stud farm between August 29 and September 28, 2013. 
Culicoides were collected using two baited traps (horse and sheep) conducted in three sessions. 
Each session consisted in two days of trapping (twice 24 consecutive hours) separated by a three- 
hour interval. The trapped insects were collected inside the netting tent every three hours for 10 
to 15 minutes using an electric vacuum aspirator with a fine mesh collection bottle. Captured 
individuals were morphologically identified and counted by species and sex. 
This study shows that C. oxystoma and species of the sub-genus Avaritia (C. imicola, C. bolitinos 
and C. pseudopallidipennis) have a preference for horses compared to sheep (96 to 98% of 
females were collected on this host), and are mostly crepuscular; C. oxystoma may be active 
during the day while C. imicola, C. bolitinos and C. pseudopallidipennis are mostly nocturnal. 
This work allowed to gain knowledge on the host preferences of potential vectors of AHS and 
BT viruses in Senegal and to characterize their circadian activity. Thus, it shows also the 






Modélisation de la dynamique temporelle et de la distribution spatiale des Culicoides (Diptera : 
Ceratopogonidae) au Sénégal 
L’épizootie de peste équine de 2007 au Sénégal a engendré de nombreuses mortalités dans la population équine 
et donc des pertes économiques considérables estimées à 1,4 million d’euros. Les vecteurs impliqués dans la 
transmission de cette maladie n’ont jamais fait l’objet d’études spécifiques au Sénégal. Nous proposons ici de 
contribuer à l’évaluation du risque de transmission du virus de la peste équine et/ou de la FCO au Sénégal en 
développant des modèles statistiques de dynamique temporelle et de distribution d’abondance spatiale des 
Culicoides potentiellement vecteurs de la maladie, en fonction de facteurs climatiques et environnementaux. 
Dans la zone des Niayes, malgré la modélisation d’importantes quantités de Culicoides capturés dans les pièges 
OVI, la surdispersion a persisté dans le modèle de Poisson, de la binomiale négative, du modèle mixte de Poisson 
avec effets aléatoires site de capture. Seul le modèle mixte de Poisson avec effets aléatoires site et date de capture 
a pu prendre en compte la surdispersion. Dans les données issues des pièges à appât cheval, la binomiale négative 
a pris en compte la surdispersion présente dans le modèle de Poisson. Selon ces modèles validés, les variables 
environnementaux et climatiques qui influencent la dynamique d’abondance de C. imicola et C. oxystoma ont été 
identifiées. Des modèles spatiaux de distribution d’abondance des 5 espèces d’intérêt vétérinaire, ont été élaborés 
grâce aux données provenant de la campagne nationale de piégeage de 2012 au Sénégal. Selon le modèle RF 
(random forest) qui a fourni des estimations d’abondance meilleures que le modèle GLM (modèles linéaires 
généralisés), les variables climatiques et environnementales d’importance qui influencent sur la distribution 
d’abondance spatiale des espèces ont été identifiées. Les cartes de prédiction du modèle RF pour chacune des 5 
espèces montrent de fortes abondances dans le sud du Sénégal et le bassin arachidier. Les résultats suggèrent que 
d’autres vecteurs  que C. imicola et C. bolitinos tels que C. oxystoma, C. kingi, C. enderleini et C. miombo 
pourraient également jouer un role dans la transmission du virus de la peste équine. Il parait ainsi crucial 
d’évaluer la compétence vectorielle de ces espèces puis de combiner les densités de vecteurs avec les densités 
d’équidés afin de quantifier le risque de transmission du virus de la peste équine à l’échelle du pays. 
Mots clés: Peste équine, fièvre catarrhale ovine, Modèles, dynamique, distribution spatiale, Culicoides, variables 
climatiques. 
 
Modelling the dynamics and spatial distribution of Culicoides (Diptera: Ceratopogonidae) in 
Senegal 
In Senegal, considerable mortality in the equine population and hence major economic losses estimated to 1.4 
million euros were caused by the African horse sickness epizootic in 2007. The vectors involved in the 
transmission of this arbovirus have never been studied specifically in Senegal. This work aims to contribute to the 
assessment of risk of diseases transmission by developing statistical models on the dynamics and spatial 
distribution of Culicoides, potential vectors of African horse sickness (AHS) in Senegal, according to climatic 
and environmental factors. In the Niayes’area, despite modelling large Culicoides counts in OVI traps, 
overdispersion persisted in Poisson, negative binomial, Poisson regression mixed-effect with random effect at the 
site of capture models. The only model able to take into account overdispersion was the Poisson regression 
mixed-effect model with nested random effects at the site and date of capture levels. With host-baited traps data, 
negative binomial take into account overdispersion present in Poisson model. According to these validated 
models, meteorological variables that contribute to explaining the dynamics of C. oxystoma and C. imicola 
abundances were identified. Spatial distribution models of abundance of 5 species of veterinary interest were 
developed using data from the 2012 nation-wide Culicoides trapping campaign. According to the RF (random 
forest) model which provided better estimates of abundances that GLM (Generalized Linear Models) models, 
environnemental and climatic variables of importance that influence the spatial distribution of species abundance 
were identified. RF model prediction maps for each of the 5 species show high abundance in southern Senegal 
and in the bassin arachidier’area. Results suggest that other vectors C. imicola and C. bolitinos such as 
C. oxystoma, C. kingi, C. enderleini and C. miombo could also play a role in AHS virus transmission. It seems so 
crucial to evaluate the vector competence of these species then combine the vector densities with densities of 
horses to quantify the risk of transmission of AHS across the country. 
Keywords: African horse sickness, bluetongue, models, dynamics, spatial distribution, Culicoides, climatics 
factors. 
