Abstract-This paper introduces and formally defines the environment-and-system-partitioned property for behavioral models of reactive systems expressed in the formal modeling language Coloured Petri Net. The purpose of the formalization is to make it possible to automatically validate any CPN model with respect to this property based on structural analysis. A model has the environment-and-system-partitioned property if it is based on a clear division between environment and system. This division is important in many model-driven approaches to software development such as model-based testing and automated code-generation from models. A prototypical tool has been implemented for performing the structural analysis of Coloured Petri Net models and the principles of this tool is described. The aim of the paper is to make the guidelines and their formalized definitions along with a proof-of-concept for the automatic validation of the structure of models based on structural analysis.
I. INTRODUCTION
This paper introduces a technique for checking for compliance with certain restrictions of the structure of models of reactive systems. These restrictions are defined by a reference model for requirements and specification. We can see this as our abstract model. The abstract model is used for checking concrete models that are expressed by means of the Coloured Petri Net modeling language. The main purpose of the restrictions (as they are applied here) is to ensure a clear division between the parts of the model that represent the system under development and the parts that represent the environment in which this system is to operate. This distinction is particularly important for reactive systems since this class of systems is characterized by a high level of interaction between the system and its environment. In [1] , Wieringa defines a reactive system in the following way:
A reactive system is a system that, when switched on, is able to create desired effects in its environment by enabling, enforcing, or preventing events in the environment. When a model of a reactive system is to be used during the development of software for controlling a reactive system, the model is typically used for specification purposes. If the model of the controller being developed is combined with a (partial) model of its environment, it is possible to execute scenarios at very early stages in the development process using the model. When the system has been specified, the next step is to go from the model to the actual implementation of what is specified by the model. In this situation, it is clearly of great importance to be able to determine which parts of the model should be implemented by the system and which parts belong to the requirements to and assumption about the behavior of actors in the environment. In the case of reactive systems, these actors are typically both human users of the system and physical entities such as sensors and actuators.
When the system has been implemented, it is necessary to test it in order to assure that it complies with the specification. One way of doing this is by model-based testing, where the model is used for automatic generation of a large collection of test cases. This approach to testing is strictly black-box oriented and therefore, a clear identification of the interface between environment and controller is needed.
The contribution of this paper will hopefully be relevant to areas such as model-based development and model-based testing, where both environment and system are part of a composite model.
The paper will present a collection of formalized guidelines for models of reactive systems in the formal modeling language Coloured Petri Nets. The guidelines derive directly from an existing reference model for the specification of (reactive) systems. The main contribution of the work presented in this paper is the adoption and implementation of these guidelines into the context of Coloured Petri Nets. The adoption is documented and discussed and a prototypical implementation of tool-based support is presented.
The paper is structured as follows: The reference model is described in Section II and Section III gives an introduction to Coloured Petri Nets. These introductions are necessary for the understanding of how the reference model is adopted in the modeling language as described in Section IV. In Section V we describe different types of communication between the domains and define the rules for identifying legal and illegal communication. This identification is performed by the prototype application described in Section VI. In Section VII we discuss some related work before concluding in Section VIII where future work is also discussed. represents all requirements that describe the desired behavior of the system. Desired behavior is described in terms of the system's expected impact on the environment. S denotes the specifications of the system. The system is implemented based on these specifications. P is the program that implements the specifications. M is the programming platform (the machine) on which the implemented program executes. The Venn diagram in Figure 1 shows how two of the artifacts (W and R) mostly belong to the environment, two (P and M) belong mostly to the system and the fifth (S) exists in the interface between the two domains.
The relationship between the artifacts can be described by these two points:
1) The purpose of the program (P) is to implement the specifications (S) and this implementation is restricted by the programing platform (M). 2) If the program implements the specifications (S), then it will satisfy the requirements (R) if the environment is described by domain knowledge about the world (W). The specifications provide a description of the interface between the environment and the system by means of a common terminology based on a collection of shared phenomena. A phenomena is an event or a state, which is controlled by one of the domains and which is either visible or hidden for the other domain. Figure 2 illustrates the different categories of phenomena.
A phenomena is controlled by a domain if the domain causes changes to the phenomena (in the case of states) or generates the phenomena (in the case of events). As seen in Figure 2, Figure 1 and Figure 2 we see that the specifications (S) forming the interface between the environment and the system is formed by two collections of phenomena: e, and s,. These two collections are called the shared phenomena. In an environment-and-system-partitioned model, all interaction between the two domains is performed by means of shared phenomena. This paper focussed on the identification of shared phenomena in CPN models as we shall later see.
III. COLOURED PETRI NETS This section will present an informal introduction to the syntax and semantics of Coloured Petri Nets, which will be followed by a brief formal definition of the syntax. A formal definition of the semantics can be found in [4] .
Coloured Petri Nets (or CPN) is a graphical modeling language with formally defined syntax and semantics. A CPN model expresses both the states and the events of a system. Events are represented by transitions (drawn as rectangles) and the states are represented by places (drawn as ellipses). These two types of nodes are connected by arcs that lead either from a transition to a place or from a place to a transition. The graphical structure is supplemented by declarations of functions, constants etc. in a functional programming language. This language is called CPN ML [5] and is an extension of the more commonly known Standard ML [6] . Expressions in this language are also used for annotations with different purposes in the graphical nodes of the model.
We will now look into how state is represented and how it is changed. Each place is able to hold a (possibly empty) collection of values of a given data type. We call these values tokens. The current state of a given place is determined by the collection of tokens at a given point in (model) time. We can see this as a local state while the global state of a model is the composition of local states. The local states and thereby the global change when transition fires. A transition must become enabled before it is ready to fire. There are several restrictions involved in the determination of which transitions are enabled. The main restriction is a quantitative one: the transition must be able to consume a number of tokens from all its input place. An input place to a transition is a place from which an arc leads to the given transition. A transition also have output places. Those are the places to which an arc leads from the given transition. The quantitative restriction is defined by the expressions in the arcs connecting the input places to the transition. A restriction is purely quantitative if it only expresses a required number of tokens to be consumed from each of the input places. A more precise restriction is a qualitative one, where requirements to the values of the tokens being consumed are expressed. Finally, the enabling of a transition could be further restricted by use of a guard. This is an expression that evaluates to a boolean value over the values of all tokens being consumed. A transition is only enabled if its guard evaluates to true. When a transition fires, the result of the state change is manifested by the production of new tokens in its output places. The values of these tokens may or may not depend on the values of the consumed tokens and depend on constants or function that are expressed in the outgoing arcs.
Here follows the formal definition of the syntax. This definition is important here, because the following restrictions will be based on it. As described in [4] , the syntax of a nonhierarchical CPN is given by a tuple:
CPN= (Z,P,T,A,N,C,G,E,I)
satisfying the following properties: 1) E is a finite set of non-empty types (colour sets) 2) P is the finite set of all places. component of an element in the relation is the source node and the second element is the destination node.
IV. EXPRESSING THE REFERENCE MODEL IN CPN
This section describes how the reference model is to be expressed by means of subsets of the nodes in a CPN model. We start out with a brief introduction of an example model that will be used to illustrate the principles being presented here. Figure 3 shows an example of a very simple CPN model. In this case, a vending machine has been modeled at a rather abstract level. The left-most white nodes model the behavior of the environment, which consists of a person who wants to buy a product from the vending machine. On the right-hand side, the white nodes model the behavior of the vending machine. In between the two domains, we see four dark-colored places (the colors have no associated semantics). These places form the interface between the system and its environment. One important thing to notice here is that places are not only used for representing states but also as abstract communication channels. This is for example the case when the information about the occurrence of an event is passed from the environment where it occurred to the system where it is observed. The event is passed through the Environment Events place, which is part of the interface. In general the places emphasized by the black fill in the figure are the elements of the interface S, which was described as an important part of the reference model. We will next look into how the phenomena in S are identified and categorized.
We start out by identifying how phenomena are represented in a CPN model. In [2] In the vending machine example, H is the set of all nonfilled nodes in the left and right-hand side of the figure while V is the set of all visible nodes; the places filled with black. E is the set of all nodes belonging to the environment; in this case all white nodes in the leftmost side of the figure along with the two black interface places Environment State and Environment Events. In the same way, S is the set of all system nodes; the white nodes in the rightmost side along with the two black interface places System State and System Events.
We define a collection of very trivial rules that restrict the categorizations of nodes in a model:
No nodes belong to both the system and the environment:
No nodes are both hidden and visible:
All nodes can be categorized into two of these subsets: SUE = VUH = PUT These rules are examples of the rules that are checked automatically by a tool of which a prototype has been implemented. This is described in Section VI.
Based on the system and environment categorization, we define the relation D relating pairs of nodes in which one node belongs to the system domain and the other belongs to the environment domain: D is the cross-domain relation s.t. D C (TUP) x (TUP), domain and observed by the other. All interaction between the two domains is performed through the collection of shared events and states. Figure 4 and 5 show examples of the two types of communication. It can be noted that the reading of a shared state (the arc with the inscription e3) is performed by a two-headed arc. This is syntactic shorthand for two arcs with the same inscription and is a semantically a replacement of two arcs with opposite directions and the same inscription between the place and the reading transition. The fact that the inscription is the same for both the input and the output arc to and from the transition ensures that the value of the state token is not modified by the reading transition. We start out by identifying two sets of places; one for representing shared states and one for shared events:
* Pss is the set of places representing shared states: Pss C v n P. . PSE is the set of places used for exchanging shared events: PSE C V n P.
These two sets of places hold all places through which the communication between the environment and the system is performed. We now move on to defining some restrictions to this communication. These restrictions are defined by identifying a collection of arc categories. All arcs to and from PSE and Pss should belong to exactly one of these categories. We also require that no place is used for both events and states: Pss n PSE = 0 
Assw1 = {(t, p) E A' t E T, p E Pss, -D(p, t)}
An example of such an arc is seen in Figure 4 (annotated with the expression el). . Assw2 is the set of arcs used for removing the token representing the current value of a state before writing the new value by placing a new token s.t.
Assw2 = {(p, t) E A' t E T, p E Pss, -D(p, t)}
An example of such an arc is seen in Figure 4 (annotated with the expression e2). * ASSR1 is the set of arcs used for reading the current values of a shared states s.t.
ASSR1 = {(p,t) E A' t C T,p C Pss, D(p, t))}
An example of an arc in this set is seen in Figure 4 as part of the double arc with the expression e3. The part in question points from the shared state place to the reading transition. The semantics of a double arrow makes it possible for a transition to read a token without Figure  4 , the writing transition is in the controlling domain and the reading transition is in the observing domain. The double arc with the e3 annotation is shorthand for two arcs with the same expression. Since the expression (e3) is the same in both the arc removing a token from the shared state place and the arc placing a token back on the place, the value of the token will not be changed by the firing of the reading transition.
It should be ensured manually or automatically that places holding shared states will always (in any marking) contain a multiset (a bag) of constant cardinality (equal to the cardinality of the multiset created by the initial marking of the place. The reason why it is important that the tokens representing states are always present at the places is that they should always be available for reading by the observing domain. This is important in order to ensure the intended level of separation between the controlling and the observing domain. Provided that cardinality of the collection of tokens that are produced by output arcs can be predicted statically, the following rule should hold in order to ensure the availability of shared state tokens:
This property could be evaluated by use of place invariants or by bounding analysis of full state space. Alternatively, the property could be dynamically observed by monitoring the number of tokens on the relevant places runtime -i.e. during tool-based execution of the CPN model. We will not discuss this further here, but it remains as an open topic for future work.
B. Communication Through Shared Events
Like shared states, shared events are also represented by tokens on places -but in the case of shared events, these tokens are consumed when transitions representing the reading of events fire. The values of the tokens specify the type and possible data the events. Figure 5 shows an example of a place holding tokens representing shared events. The occurrence of a visible event in one domain is modeled by the firing of the writing transition. This results in the production of a token identifying the event in the shared event place. In the other domain, this can cause a reaction as modeled by the reading transition.
* ASEW is the set of all arcs used for writing (generating) shared events s.t.
ASEW = {(t,p) C A'|t C T,p e PsE,-D(t,p)}
An example of an arc in this set is seen in Figure 5 with the expression e4. This arc produces a token in the place holding shared events. One token represents one occurrence of a specific event. * ASER is the set of all arcs used for reading (consuming) shared events s.t. ASER = {(p,t) C A'lt C T,p e PsE, D(t,p)} An example of an arc in this set is seen in Figure 5 with the expression e5. The reading transition becomes enabled when events have occurred in the controlling domain.
* ASE is the set of all arcs being used for communication through shared events s.t. ASE= ASEW U ASER C. Internal Communication We have now identified the communication that crosses the interface between the two domains and thereby conducts all interaction between the system and the environment. In both domains, the internal house keeping is performed by what we call internal communication. In this context, the term communication should be interpreted with a bit more abstraction since it covers both communication between internal components and the update and reading of internal (hidden) states. The common denominator is that this kind of communication is hidden and only visible from within the domain where it takes place. This is one the most important restriction that the work in this paper aims at enforcing by automation. We define Alt to be the set of all arcs used for internal communication s. If this is the case, the model is said to be environment-andsystem-partitioned.
VI. IMPLEMENTING A PROTOTYPE
This section describes the development of an application that validates a CPN model with respect to the environmentand-system-partitioned property based on structural analysis. We will call this application the validator. One of the most commonly used tools for developing and analyzing CPN models is a graphical tool called CPN Tools [7] . Figure 6 shows a screen shot of CPN Tools. We will call this tool the editor. This tool uses a XML file format for storing and reading the structure of models (nodes, arcs, declarations, graphical layout, inscriptions etc.). The overall purpose of the validator is to analyze such a file with respect to the guidelines defined in this paper and provide the user with information about the level of compliance with the guidelines for the given model. This process is a performed as a combination of manual and automatic operations. The model is defined in the editor as the user is used to doing it. This means that the user will not experience any changes to the way the editor is used. At any point during the specification of a model, it should be pok4WIEetg 4eYMfcthjWI}iditF6rpf the validator. The leftmost column contains the names of nodes that were encountered in the XML file. The following columns contain check-boxes that are used for specifying the memberships in the previously described categories. When this categorization has been performed by the user, the button Check is pressed. This will start the automated part of the process in which the validator applies all the formalized guidelines and responds with the result in the text field found in the bottom of the window. The screen shot shows a situation where the specification of the vending machine we discussed earlier has been loaded by the validator. The idea is that the validator is to operate seamlessly with the editor. This means that when the model is changed Fig. 7 . A screen shot of the prototype implementation by the editor, this should be reflected in the validator. For this purpose, the validator has the Reload button. When this button is pressed, the validator will parse the XML file again whileimportantly -maintaining all categorization choices that were already made by the user. This means that if new nodes are added to the model, the user will only have to categorize these new nodes while already existing categorizations are preserved in the tool. This is also the case if a node is deleted from the model specification.
The response when an automated check of a model is performed is composed by a collection of error messages. In many situations, multiple error messages will occur in the response. The following list presents and describes the meaning of the error messages:
At least one node exists in both V and H A node has been found that is categorized as being both visible and hidden. At least one node exists in both S and E A node has been found that is categorized as belonging to both the system and the environment. preserving already registered memberships in the subsets of nodes. In this description, the events of buttons being pushed are not explicitly present.
VII. RELATED WORK
The work that has been presented in this paper is closest related to other work where the distinction between environment and system in models is explicitly handled and where the interface between the two domains is identified. It is also more generally related to work on modeling methodologies for reactive systems and structural analysis of (Coloured) Petri Nets.
A new class of low-level Petri Nets -Reactive Nets -is introduced in [8] . This is done as a step toward another new classReactive Workflow Nets -that is used for analysis of workflow systems with explicit distinction between environment and system. The authors argue that the standard semantics for Petri Nets is not suitable for modeling a workflow system by a composite model. Therefore, the standard semantics (called the token-game semantics) is supplemented by reactive semantics for the system. In the token-game semantics, a transition may fire when it is enabled. In the reactive semantics, a transition must fire when it is enabled. The authors suggest to use both semantics in combination -the token-game semantics for the environment and the reactive semantics for the system. This makes it important to be able to clearly distinguish the two domains in the model. These may and must terms are further explained in [9] . It would be very interesting to try to transfer this idea to the world of Coloured Petri Nets.
A comparison of three formalisms for modeling user-driven interfaces can be found in [10] . The authors recognize the importance of identification of the environment and the system and provide an excellent discussion about why the interface should be formed only by places (and not transitions) when a reactive system is modeled.
A good example of a relevant case study where Coloured Petri Nets are applied is found in [11] . In this paper, the authors describe the work with modeling a complex conveyor belt system. The model represents both a controller and a controlled process as part of the environment in which the controller operates. The authors describe how the interface between environment and system is identified. This is important in their work, because the goal is to (semi-)automatically create controller software based on Petri Net specifications. The approach is significantly different from the work that has been presented in this paper, since the interface is based on a collection of arcs rather than a collection of places.
VIII. CONCLUSION AND FUTURE WORK In this paper, an approach to systematized distinction between environment and system in composite models of reactive systems by use of Coloured Petri Nets has been presented. A formal definition has been provided along with a description of how this could be used for the implementation of a tool that automates part of the work necessary for specifying models in which the environment-and-system-partitioned property is present. There are still several important steps to take in the direction of automating the process. First of all, the approach should be applied to a number of real-world case studies in order to evaluate its feasibility and in order to have a more solid argument that the approach does actually add enhanced value to the models. In order to strengthen this argument, one of the future plans is to look into how the environmentand-system-partitioned property hopefully facilitates the use of (Coloured) Petri Nets in the context of model-based testing -especially focused at testing of nondeterministic systems where a clear identification of internal and external nondeterminism is necessary.
On a more general level, the future work involves the extension of the formalized guidelines to the field of hierarchical Coloured Petri Nets. This class is already indirectly covered because of the fact that any hierarchical CPN model can always be unfolded to a behaviorally equivalent nonhierarchical model [12] . The goal would be to identify an appropriate hierarchical structure for reactive systems and adopt the guidelines for use with hierarchical models. This approach has already been taken in a case study of an elevator controller (not yet published) but needs to be generalized and formalized.
