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ABSTRACT 
 Dynamic susceptibility contrast MRI (DSC-MRI) is a powerful tool used to 
quantitatively measure parameters related to blood flow and volume in the brain. The 
technique is known as a “bolus-tracking” method and relies upon very fast scanning to 
accurately measure the flow of contrast agent into and out of a region of interest. The 
need for high temporal resolution to measure contrast agent dynamics limits the spatial 
coverage of perfusion parameter maps which limits the utility of DSC-perfusion studies 
in pathologies involving the entire brain. Typical clinical DSC-perfusion studies are 
capable of acquiring 10-15 slices, generally centered on a known lesion or pathology. 
The methods developed in this work improve the spatial coverage of whole-brain 
DSC-MRI by combining a highly efficient 3D spiral k-space trajectory with Generalized 
Autocalibrating Partial Parallel Acquisition (GRAPPA) parallel imaging without 
increasing temporal resolution. The proposed method is capable of acquiring 30 slices 
with a temporal resolution of under 1 second, covering the entire cerebrum with isotropic 
spatial resolution of 3 mm. Additionally, the acquisition method allows for correction of 
T1-enhancing leakage effects by virtue of collecting two echoes, which confound DSC 
perfusion measurements. The proposed DSC-perfusion method results in high quality 
perfusion parameter maps across a larger volume than is currently available with current 
clinical standards, improving diagnostic utility of perfusion MRI methods, which 
ultimately improves patient care. 
 
 
 
 
 
 ii 
 
 
 
 
 
 
 
 
 
 
To my wife, Natalie, and to my children, Claire and Talie. 
I owe everything to you. 
  
 iii 
 
 
 
 
ACKNOWLEDGMENTS 
I would like to offer my most sincere gratitude and appreciation for the mentorship 
and guidance I have received during my educational experience. To Dr. James Pipe, Dr. 
Kathleen Schmainda, Dr. David Frakes, Dr. Vikram Kodibagkar, and Dr. Rosalind 
Sadleir, thank you for your assistance, inspiration, and insight. I would like to thank my 
peers and colleagues at the Keller Center for Imaging Innovation for their collaboration 
and teamwork. I would also like to acknowledge that this work was funded in part by 
NIH grant 5 R01 CA082500-14 and by Philips Healthcare.  
 
  
 
 
 
 
 
TABLE OF CONTENTS 
 Page 
LIST OF TABLES ............................................................................................................. viii 
LIST OF FIGURES .............................................................................................................. ix 
CHAPTER 
1 INTRODUCTION ................................................................................................... 1 
2 BACKGROUND ..................................................................................................... 3 
 Spins and the MR Signal .............................................................................. 3 
 Imaging Gradients ........................................................................................ 8 
 Slice Selecting Gradients ............................................................... 8 
 k-Space Trajectories ..................................................................... 11 
 Perfusion MR............................................................................................... 14 
 Dynamic Contrast-Enhanced MRI ............................................... 14 
 Dynamic Susceptibility Contrast MRI.......................................... 16 
 Parallel Imaging ......................................................................................... 20 
 Generalized Autocalibrating Partially Parallel Acquisitions 
(GRAPPA) ..................................................................................... 21 
3 DISTRIBUTED SPIRALS .....................................................................................25 
 Design ......................................................................................................... 26 
 Analysis ....................................................................................................... 31 
 Flexible ADC Duration ................................................................ 32 
 Speed and SNR Efficiency ........................................................... 32 
 
 
 
CHAPTER  Page 
 
v 
 
 
 
 
 PSF and Off-Resonance Blurring ................................................. 35 
 Results & Discussion .................................................................................. 39 
 Conclusion .................................................................................................. 40 
4 ACCELERATING DISTRIBUTED SPIRALS WITH NON-CARTESIAN 
GRAPPA ......................................................................................................... 41 
 Theory .......................................................................................................... 41 
 Methods ...................................................................................................... 46 
 Sliding Window Reconstruction and k-Space Segmentation ..... 46 
 Spiral Waveform Design ............................................................. 50 
 Accelerating Distributed Spirals with GRAPPA ...........................52 
 Parameterizing GRAPPA Reconstruction ....................................54 
 Results and Discussion ............................................................................... 58 
 Parameterizing GRAPPA reconstruction with Distributed 
Spirals .......................................................................................... 58 
 Improved Temporal Resolution in Dynamic Imaging: 
Experimental Methods and Results ............................................ 63 
 Conclusions ................................................................................................. 67 
5 DYNAMIC SUSCEPTIBILITY CONTRAST PERFUSION MRI WITH DYNAMIC 
DISTRIBUTED SPIRALS .............................................................................. 68 
 Theory ......................................................................................................... 69 
 Perfusion Phantom ...................................................................................... 71 
 
 
 
CHAPTER  Page 
 
vi 
 
 
 
 
 Methods ....................................................................................................... 75 
 Acquisition Methods .................................................................... 75 
5.3.1.1 Dual echo spiral ................................................................. 75 
5.3.1.2 Perfusion phantom ........................................................... 78 
 Reconstruction Methods .............................................................. 79 
 Calculating DSC perfusion parameters in the Perfusion 
Phantom ....................................................................................... 81 
 Measuring ΔR2* in vivo ............................................................................. 82 
 Results and Discussion ............................................................................... 88 
 Dual Echo Rewinder trajectory errors ........................................ 88 
 Perfusion Phantom ...................................................................... 90 
5.5.2.1 Repeatability of Measured ΔR2* ....................................... 91 
5.5.2.2 Measuring Arterial Input Function across Varying Flow 
Rates ................................................................................. 97 
5.5.2.3 Quantitative Perfusion Parameters ................................ 102 
 Measuring ΔR2* in vivo ............................................................. 109 
 Conclusions ............................................................................................... 113 
6 DISCUSSION AND SUMMARY CONCLUSIONS .............................................. 115 
7 FUTURE WORK ..................................................................................................117 
REFERENCES .......................................................................................................... 118
 
 
 
 
 
APPENDIX 
  A QUANTITATIVE PERFUSION PARAMETER MAPS ............................. 125 
 
  
 
 
 
 
 
 
LIST OF TABLES 
Table Page 
2.1.  A Few FDA Approved Gadolinium-based Contrast Agents for Use in MRI of the 
Central Nervous System...................................................................................... 17 
3.1.  The Number of Interleaves Required to Fully Sample k-space and Relative SNR 
from Data Weighting for Three Different Trajectories ...................................... 32 
4.1.  The Vertical Shifts and Rotation Angles Required to Resample the R = 4 
Segmented Spiral Trajectory ............................................................................. 49 
4.2. The GRAPPA Reconstruction is Highly Parallelizable, as GRAPPA Weights are 
Calculated Independently for each Radial Plane. ............................................... 55 
5.1. Summary Statistics for the Dual-Echo Rewinder Experiments. ....................... 88 
5.2.  Summary Statistics for ΔR2* Repeatability Experiments ................................. 93 
5.3. The Full-Width Half Max and Area Under the Curve of the Arterial Input 
Function for Different Reconstructions of Various Flow Rates Through The 
Phantom. ............................................................................................................ 99 
 
 
  
 
 
 
 
 
LIST OF FIGURES 
Figure Page 
2.1. The Effect of Spins ............................................................................................... 4 
2.2. Magnetization in the Initial State ........................................................................ 6 
2.3. The Effects of T1- and T2-Relaxation on Magnetization in the Longitudinal and 
Transverse Planes ................................................................................................. 7 
2.4.  An Illustratioon of a Free-Induction Decay for a Pure Sample of Protons in a 
Uniform Magnetic Field ....................................................................................... 9 
2.5. The Slice Selecting Gradients cause Spins to Accrue Phase after They are Fully 
Excited Midway through the Symmetric RF Pulse ............................................. 10 
2.6. Magnetic Field Gradients Determine Position in k-Space ................................. 12 
2.7. Simulated Time-Courses for DCE and DSC-Perfusion Studies .......................... 15 
2.8. Aliased Artifacts in the Reconstructed Image due to Undersampling are 
Dependent on the k-Space Trajectory ............................................................... 20 
2.9. The Effect of Receiver Coils on k-Space Data ..................................................... 21 
2.10. GRAPPA Reconstruction is Accomplished by Determining the Correlation 
Imposed on k-Space by the Multi-Coil Array .................................................... 22 
3.1. Graphical Representation of the Cylindrical and Spherical Distributed Spirals 
k-Space Trajectories ............................................................................................ 27  
3.2. Axial, Sagittal and Coronal Views from Example Data Sets Collected with the 
Cylindrical and Spherical DS Trajectories ......................................................... 30 
3.3. Gridding Data to an Overly Dense Grid shows the Aliasing Pattern Outside the 
Prescribed Field of View ..................................................................................... 31 
3.4. The Relative SNR of the Spherical and Cylindrical DS Trajectories ................. 33 
3.5. An Illustration of the Acquisition Time for Data at Different k-Space Locations 
 
 
 
Figure  Page 
 
x 
 
 
 
 
Across the Spiral-Encoded Direction for Stack of Spirals and Spherical DS 
Trajectories ........................................................................................................ 34 
3.6. The Effect of the PSF due to the Nature of Sampling a Sphere or Cylinder in k-
Space .................................................................................................................. 36 
3.7.  “Time of Acquisition” Maps for Various 3D k-Space Trajectories..................... 37 
3.8. The Spiral Generation Routine takes into Account the Total Slew Required 
Across all Three Gradient Channels .................................................................. 39 
4.1. A Schematic of the Through-Time Radial GRAPPA Method Presented by 
Seiberlich et al .................................................................................................... 42 
4.2. The 3D Distributed Spirals Trajectory Exploits the Highly Uniform Sampling 
Pattern in Radial Planes to Enable GRAPPA Parallel Imaging ..........................45 
4.3. Temporal Blurring Induced by View Sharing Reconstructions of Dynamic 
Data ..................................................................................................................... 47  
4.4. Segmenting the Distributed Spirals Trajectory ................................................. 48 
4.5. The Spiral Waveform is Designed with Two Distinct Sampling Regimes to 
Maximize Gradient Strength .............................................................................. 51 
4.6. GRAPPA Operations Require a Consistent Spatial Sampling Pattern ............... 53 
4.7. Dynamic Data are Reconstructed with View Sharing, Zero Filling, and GRAPPA 
Parallel Imaging to Demonstrate the Proposed Method in vivo and in the 
Perfusion Phantom .............................................................................................56 
4.8. Parameterizing the Proposed GRAPPA Reconstruction .................................... 57 
4.9. The Effect of Two GRAPPA Reconstruction Parameters on Structural Similarity 
(SSIM) for the Perfusion Phantom and in vivo Data .........................................59 
4.10. SNR Maps for the Fully Sampled Reconstruction and the Proposed R=4 
 
 
 
Figure  Page 
 
xi 
 
 
 
 
GRAPPA-Accelerated Reconstruction Show the General Reduction in SNR due 
to the Shortened Scan Time. g-Factor Maps Show Areas of Local Noise 
Enhancement ..................................................................................................... 62 
4.11. Selected Frames from Reconstructed Dynamic Data from a Moving Hand ..... 64 
4.12. Correlating Subsequent Images of a Dynamically Acquired Data Set Shows a 
Measure of the Time-Averaging Effect of the View Sharing Reconstruction .... 66 
5.1. The Perfusion Phantom Used to Develop the Proposed DSC-Perfusion 
Method ................................................................................................................ 72 
5.2. Three Orthogonal MR Views of the Perfusion Phantom .................................... 73 
5.3. Acquiring Dynamic DSC Data with Two Echoes Enables Data to be 
Extrapolated Back to TE = 0 to Correct for T1-Enhancing Effects which Corrupt 
the Measured ΔR2* ............................................................................................. 76 
5.4. A Sinusoidal Pattern Viewed via fMRI Goggles During Data Acquisition 
Instructs Volunteers to Inhale During Peaks and Exhale During Valleys. 
Volunteer Breathing is Monitored using Respiratory Bellows to Measure 
Volunteer Compliance with the Breathing Guide .............................................. 84 
5.5. The Proposed Method Employs a Dual-Echo Spiral Readout to Acquire 
Dynamic Perfusion Data .................................................................................... 87 
5.6. Gadolinium Contrast Agent is Injected into the Perfusion Phantom, Resulting 
in Signal Attenuation in T2*-weighted Sequences. The Three Spiral 
Reconstruction Methods are Shown, as well as the EPI Acquisition ................ 89 
5.7. Two Acquisitions of the Proposed Method and Single Shot EPI were made in 
Succession to measure Repeatability of Perfusion Measurements ................... 92 
5.8. The Arterial Input Functions from Various Reconstruction and Acquisition 
 
 
 
Figure  Page 
 
xii 
 
 
 
 
Methods used to Calculate Summary Statistics found in Table 5.2 .................. 93 
5.9. Images from the First and Last Time Points from the EPI Acquisition are 
Concatenated along a Vertical Midline to show the 2 Voxel Shift in the Phase-
Encode Direction ................................................................................................95 
5.10. The Arterial Input Functions at Different Flow Rates Derived from DS-
GRAPPA and View Sharing Reconstruction of Spiral k-Space Data and the EPI 
Acquisition ......................................................................................................... 98 
5.11. The Full ΔR2* Time Course from the 80 ml/min Experiment is Shown to 
Illustrate the Noise Present in the Reconstructed T2*-Relaxivity Curves ....... 101 
5.12. A Representative Slice from the Spiral View Sharing Reconstruction, the 
Proposed DS-GRAPPA Reconstruction and EPI shows the Measured CBV 
across Flow Rates .............................................................................................. 102 
5.13. A Representative Slice from the Spiral View Sharing Reconstruction, the 
Proposed DS-GRAPPA Reconstruction and EPI shows the Measured CBF 
across Flow Rates .............................................................................................. 103 
5.14. A Representative Slice from the Spiral View Sharing Reconstruction, the 
Proposed DS-GRAPPA Reconstruction and EPI shows the Measured MTT 
across Flow Rates .............................................................................................. 104 
5.15. A Region of Interest is Shown from the Three Reconstruction/Acquisition 
Methods Showing Quantitative Values in the Respective ROIs for the three 
Perfusion Parameters ....................................................................................... 105 
5.16. Time Courses Averaged across five Subjects from the in vivo Breath holding 
Experiment are Shown. Respiratory Bellows Monitored Subject Breathing 
during the 6 Minute Breath Holding Protocol .................................................. 110 
 
 
 
Figure  Page 
 
xiii 
 
 
 
 
5.17. Respiratory Bellows were used to Monitor Volunteer Breathing which Recorded 
Depth of Breathing as Voltage for Spiral and EPI Acquisitions ........................ 111 
5.18. For a Breath Hold Duration of 20 Seconds, the Voxels with Statistically 
Significant Changes (p < 0.05) in T2* are Shown in a Single Slice for a single-
shot EPI and the Proposed Dual-Echo DSC-Perfusion Method ....................... 112 
A.1. Cerebral blood volume maps calculated using the proposed DS-GRAPPA 
Reconstruction method at a flow rate of 80 ml/min ........................................ 126 
A.2. Cerebral blood volume maps calculated using the proposed DS-GRAPPA 
Reconstruction method at a flow rate of 100 ml/min ...................................... 126 
A.3. Cerebral blood volume maps calculated using the proposed DS-GRAPPA 
Reconstruction method at a flow rate of 140 ml/min ...................................... 126 
A.4. Cerebral blood volume maps calculated using the proposed DS-GRAPPA 
Reconstruction method at a flow rate of 190 ml/min ...................................... 126 
A.5. Cerebral blood volume maps calculated using the proposed DS-GRAPPA 
Reconstruction method at a flow rate of 230 ml/min ...................................... 126 
A.6. Cerebral blood volume maps calculated using the proposed DS-GRAPPA 
Reconstruction method at a flow rate of 80 ml/min ........................................ 126 
A.7. Cerebral blood volume maps calculated using the proposed DS-GRAPPA 
Reconstruction method at a flow rate of 100 ml/min ...................................... 126 
A.8. Cerebral blood volume maps calculated using the proposed DS-GRAPPA 
Reconstruction method at a flow rate of 140 ml/min ...................................... 126 
A.9. Cerebral blood volume maps calculated using the proposed DS-GRAPPA 
Reconstruction method at a flow rate of 190 ml/min ...................................... 126 
 
 
 
 
Figure  Page 
 
xiv 
 
 
 
 
A.10. Cerebral blood volume maps calculated using the proposed DS-GRAPPA 
Reconstruction method at a flow rate of 230 ml/min ...................................... 126 
 
 1 
 
 
 
 
1 INTRODUCTION 
Perfusion weighted imaging is an MR modality capable of providing quantitative 
information about blood flow and volume. In dynamic susceptibility contrast MRI (DSC) 
a gadolinium-based contrast agent bolus creates a susceptibility gradient between blood 
vessels and surrounding tissue. The resulting signal time course can be used to calculate 
quantitative information relating to blood flow, volume, and contrast agent transit time. 
Since the tracer kinetics are dependent on the patient physiology or pathology, 
technological advances are geared toward collecting higher resolution perfusion maps in 
the same time, rather than reducing the time spent acquiring data. This is accomplished 
by improving both the temporal resolution and/or spatial coverage given a fixed scan 
time, generally between 2-4 minutes. The goal of this work is to improve the spatial 
coverage of DSC perfusion studies while maintaining a high temporal frame rate.  
The methods proposed for accomplishing this goal are applied to two areas of the 
imaging technique: the base k-space acquisition strategy and the reconstruction method. 
The proposed work begins with a novel 3D spiral-based k-space trajectory, which is 
combined with novel parallel imaging method to increase the spatial coverage of the 
perfusion study without any offsetting reduction in temporal resolution.  This thesis 
demonstrates the relative quality and computation time of the new 3D trajectory and 
proposed parallel imaging-based reconstruction method. When compared to the current 
clinical standard for DSC-MRI, the proposed method is shown to produce perfusion 
maps with increased spatial coverage, with quantitative perfusion parameters which 
match those calculated using clinically utilized methods.  
The thesis is organized as follows: Chapter 2 presents a brief introduction to MRI and 
discusses selected items relevant to the research described in this thesis. Chapter 3 
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describes the novel spiral-based k-space acquisition method. Chapter 4 presents a 
parallel-imaging based reconstruction method. Chapter 5 combines the principles 
presented in chapters 3 and 4, and describes their application to perfusion MRI. Chapter 
6 summarizes the contributions of this thesis and describes opportunities for future 
work.   
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2 BACKGROUND 
Principles of nuclear magnetic resonance (NMR), in which atoms in a magnetic field 
absorb and reemit electromagnetic radiation, have been known since the late 1930’s. The 
application of NMR to imaging was pioneered by Paul Lauterbur (1) who introduced the 
use of gradients in the magnetic field to localize frequency information. Peter Mansfield 
(2) improved imaging techniques in the late 1970’s by providing the framework through 
which MR signals can be analyzed and converted into diagnostic images.  He also 
improved imaging speed by developing echo-planar imaging which is still widely 
employed across many applications in clinical imaging. With improvements in imaging 
hardware in the 1980’s, the diagnostic utility and applications for magnetic resonance 
imaging (MRI) has grown exponentially. The diagnostic utility and applications for 
magnetic resonance imaging (MRI) have grown exponentially since the 1980’s with 
improvements in imaging hardware. 
 This section introduces some basic concepts of MR acquisition and reconstruction 
techniques required to understand the work presented in subsequent chapters. The 
background information covers basic principles of MR physics, perfusion imaging and 
concepts of parallel imaging. For the sake of brevity, this description is limited to the 
classical presentation of electromagnetism rather than a quantum mechanical approach. 
For a thorough presentation of the quantum mechanical description of MRI, see (3).  
 Spins and the MR Signal 
This section describes the signal mechanics used in discussions about the proposed 
work, beginning with a description of the physics of magnetic resonance which gives rise 
to the MR signal and how that signal is measured.  
The MR signal derives from certain atomic nuclei and their interactions with an 
external magnetic field. All atomic nucleons (i.e. protons, neutrons, and electrons) 
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possess an intrinsic quantum property known as spin, in addition to mass and electric 
charge. Classically speaking, the spin can be described as a particle rotating about its 
axis, similar to a top or gyroscope.  If the particle is charged (i.e. protons and electrons), 
the spin’s angular momentum produces a magnetic moment μ proportional to the spin-
state of the nucleus 𝐽 i.e.:  
 𝜇 = 𝛾𝐽 
 
2.1 
where γ is the gyromagnetic ratio and is nucleus specific. The magnetic field produced is 
similar to that of a bar magnet, as shown in Figure 2.1.  
In the absence of a magnetic field, spins are randomly oriented and have no bulk 
properties. When placed in an external magnetic field 𝐵0, spins take on different energy 
states depending on their quantum spin number, an effect known as Zeeman splitting. 
Spin-½ species are the most important in MR as they take on one of two possible energy 
states. Hydrogen (1H) is the most often studied MRI active nuclei because it is the most 
abundant and the most sensitive to external magnetic fields. 𝐵0 causes a torque on MR 
active nuclei, given by  
Figure 2.1. The effect of spins. (a) A single proton. (b) A proton rotating 
about a central axis. (c) Magnetic flux lines surround a spinning charged 
particle, similar to a bar magnet (d).  
 
a.      b.         c.      d. 
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 𝑑𝐽
𝑑𝑡
= 𝜇 × 𝐵0. 
 
2.2 
Spins align either parallel or antiparallel to the 𝐵0 field, the higher energy state being 
antiparallel to 𝐵0.  The difference in energy states is given by a Boltzmann distribution 
 𝑁↑
𝑁↓
= 𝑒−
𝛾ℏ𝐵
𝜅𝑇 , 
 
2.3 
 
where T is absolute temperature in Kelvin, ℏ is the Planck constant and κ is the 
Boltzmann constant. At room temperatures, the difference in low energy to high energy 
spin populations is only a few parts per million but due to the large quantity of 1H 
protons, a measureable net magnetization vector M is produced. 𝐵0 applies a torque to 
the net magnetization as well as individual spins, causing M to precess about 𝐵0, similar 
to a spinning top and the torque applied by the Earth’s gravitational field. The rate of 
precession ω is measured in hertz (Hz) and can be calculated using  
 𝜔 =  𝛾 𝐵0 2.4 
where γ is the Larmor frequency, and is proportional to the strength of the applied 
magnetic field, and again is nucleus dependent. For 1H spins, γ is 42.57 MHz/T, and the 
precessional frequency scales proportionally to the strength of 𝐵0. 
The net magnetization vector M can be broken down in to transverse and 
longitudinal components where the transverse vector 𝑀𝑥𝑦  is perpendicular to 𝐵0, and 𝑀𝑧 
is parallel to 𝐵0,  
 𝑀 = 𝑀𝑥𝑦 + 𝑀𝑧. 2.5 
 
In the initial state (without perturbation), 𝑀𝑥𝑦 is negligible and all net magnetization 
lies in the direction of the main magnetic field. In an MR experiment, magnetization is 
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transferred to the transverse plane by application of a radiofrequency (RF) pulse, whose 
frequency matches the Larmor frequency of the nucleus of interest. The RF pulse is 
generally measured in microTesla and while much smaller in amplitude than the main 
𝐵0 field, the torque applied by the RF field is locally much stronger than 𝐵0 because of 
resonance, tipping magnetization into the transverse plane. The flip angle α to which the 
net magnetization gets tipped is controlled by the duration and amplitude of the RF 
pulse, i.e.: 
 
𝛼(𝜏) = 𝛾 ∫𝐵1(𝑡)𝑑𝑡
𝜏
0
 
 
 
2.6 
where τ is the duration of the RF pulse as shown in Figure 2.2. In the initial state, all 
magnetization lies along Mz. The applied RF pulse tips magnetization into the transverse 
plane with flip angle α. . Once the RF field is removed, spins recover or decay to the 
ground state where M is aligned with 𝐵0. The net decay of the angle between M and 𝐵0 is 
determined by two relationships which govern 𝑀𝑥𝑦 and 𝑀𝑧 independently. The 
relaxation of the transverse component is due to small changes in temperature that vary 
within the spin system. These variations cause a loss of coherency of 𝑀𝑥𝑦, reducing the 
net magnetization in the transverse plane by a time varying exponential decay,  
α   𝑀𝑧 
 
𝑀⊥ 
 
Figure 2.2. In the initial state, all magnetization lies along Mz. The applied 
RF pulse tips magnetization into the transverse plane with flip angle α.  
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𝑀𝑥𝑦(𝑡) = 𝑀𝑥𝑦(0)𝑒
−
𝑡
𝑇2 
 
2.7 
 
where 𝑇2 is the decay constant dependent on the spin environment.  
Relaxation of the longitudinal component 𝑀𝑧 is analogous to a spinning top or 
gyroscope losing momentum. When spins are excited into a higher-energy state, that 
energy must be released in order to return to thermal equilibrium. The rate at which 
energy is transferred from the spin to its environment is known as 𝑇1 and is described as 
a spin-lattice relaxation constant. The rate at which the longitudinal component decays 
back to equilibrium is given by 
 
𝑀𝑧(𝑡) = 𝑀𝑧(0) (1 − 𝑒
−
𝑡
𝑇1). 
 
2.8 
Equations 2.7 and 2.8 and are solutions to terms of the Bloch equations which 
describes the effects of precession with relaxation: 
 𝑑?⃗⃗? 
𝑑𝑡
= 𝛾?⃗⃗? × ?⃗? −
𝑀𝑥𝑦⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ 
𝑇2
−
𝑀𝑧⃗⃗ ⃗⃗  ⃗ − 𝑀𝑧,0
𝑇1
. 2.9 
The effects of T1 and T2 relaxation are shown in Figure 2.3.  
Figure 2.3. The effect of T1 and T2 relaxation on magnetization in the 
longitudinal (a) and transverse planes (b), respectively. A perfect 900 
RF excitation transfers all magnetization from the longitudinal to 
transverse planes at time t = 0. Longitudinal magnetization recovers 
due to spin-lattice interaction, governed by T1, and transverse 
magnetization decays due to thermal effects, governed by T2.  
𝑀𝑧(0) 𝑀⊥(0) 
Time Time 
𝑀
𝑧
 
𝑀
⊥
 
a. b. 
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In the excited state following the RF pulse, spins continue to precess about the main 
magnetic field subject to the relaxation described above. If an electrically conductive coil 
is placed near the spin, the rotating magnetization vector will induce an alternating 
electric current in the coil, as described by Faraday’s law of induction. This cycle of 
excitation, reception, and relaxation is repeated many times during the MR experiment, 
generally allowing spins to reach equilibrium before each repetition. This is known as the 
repetition time, or TR.  Spins are manipulated with gradient fields between each TR to 
capture different information about the spin system in each repetition. 
 Imaging Gradients  
The signal received by a spin system excited by an RF pulse in the presence of 𝐵0 will 
be the total contribution of all excited nuclei in the excited volume, known as a free-
induction decay, or FID, as shown in Figure 2.4. In general, an FID decays with 
amplitude according to T2 relaxation and is periodic with the precessional frequency of 
all excited spins. The Fourier transform of an FID gives information about the 
distribution of excited precessional frequencies.  Spectral peaks can provide information 
on the chemical makeup of a homogeneous sample, an experiment critical to the field of 
spectroscopy. However, in MR imaging, the imaged volume is not homogeneous, and 
medically relevant images must distinguish signal arising from different tissue types 
from different locations in the imaged volume.  
 Slice Selecting Gradients 
To localize signal, magnetic field gradients are applied during and after RF excitation. As 
discussed previously, a spin precesses about a magnetic field depending on the strength 
of the field. When applying an RF pulse, only those spins whose precessional frequency 
is with the bandwidth of the RF pulse will be excited. This can be used to selectively 
excite spins within a desired region of the sample, instead of exciting the entire sample at 
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once. In typical MR experiments, it is desirable to selectively excite only a thin slice 
through the object under study. This is accomplished by turning on a gradient in the 
direction of the slice to be excited during the RF pulse. The gradient causes a spatial 
variation in precessional frequency in the direction of the slice, and the bandwidth of the 
RF pulse selectively excites spins only within a desired region.    
The location and width of the excited slice can be determined by the strength of the 
applied gradient and the bandwidth of the applied RF pulse, 
 
Δ𝑧 =
𝐵𝑊
𝛾𝐺𝑧
 
 
2.10 
where BW is the bandwidth of the RF pulse, 𝐺𝑧 is the strength of the gradient 
perpendicular to the RF field, and Δz is the width of the excited slice. The phase of 
excited spins is generally assumed to be coherent in the middle of the RF pulse, however 
the slice selective gradient is active throughout the duration of RF transmission. This 
causes spins in the slice to dephase, reducing the available signal. To correctly rephase 
spins, an additional gradient is played out after RF transmission is complete, equivalent 
to half the area of the slice selecting gradient as shown in Figure 2.5.  
 RF Pulse         FID 
 
  S
ig
n
a
l 
 
Figure 2.4. An illustration of a free-induction decay for a pure sample of 
protons in a uniform magnetic field. Following excitation, the signal in the 
receive coil is a summation of the magnetization of all excited spins. The 
signal decay is subject to the T2 time-constant. 
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Magnetic field gradients change the local magnetic field as a function of position thus 
causing the precessional frequency to also be dependent on position, i.e.: 
 
𝜔 = 𝛾(𝐵0 + 𝐺𝑥𝑥) 2.11 
A receiver coil placed next to the excited spin system does not measure the magnetic flux 
of individual spins, but measures all magnetic flux collectively as described by the 
following equation for a single dimension: 
 𝑆(𝑡) =  ∑𝑀(𝑥)𝑒−𝑖𝜔𝑡 
 
2.12 
where 𝑆 is the time varying signal in the receive coil and 𝑀 is the spatially varying 
magnetization precessing at frequency ω. By substituting the equation for position-
dependent frequency ω into equation 2.12, the signal equation becomes 
 𝑆(𝑡) =  ∑𝑀(𝑥)𝑒−𝑖𝛾(𝐵0+𝐺𝑥𝑥)𝑡. 
2.13 
When viewed from the rotating frame of reference, the signal is demodulated at the 
Larmor frequency γ, and the spatial variation in precessional frequency is apparent. 
Substituting 𝑘 = 𝐺𝑥𝑡 into equation 2.13 yields the discreet Fourier transform of the 
magnetization vector 𝑀.  
  
𝑆(𝑘) =  ∑𝑀(𝑥)𝑒−𝑖𝑘𝑥𝑥 
 
2.14 
Figure 2.5. The slice selecting gradient cause spins to accrue phase after 
they are fully excited midway through the symmetric RF pulse. A 
rewinding gradient with half the area of the slice selecting gradient 
restores coherency in the magnetization vector, maximizing available 
signal for the MR experiment. 
R
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In this definition, 𝑘 is both the Fourier spatial harmonic and the namesake of “k-space,” 
an abstraction representative of the frequency domain. The Fourier transform is 
independent of spatial dimensions and the full 3-dimensional signal can be expressed as  
 
𝑆(𝑘𝑥, 𝑘𝑦 , 𝑘𝑧) = ∑∑∑𝑀(𝑥, 𝑦, 𝑧)𝑒
−𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦+𝑘𝑧𝑧) 
𝑥
.
𝑦𝑧
 
 
 
2.15 
Data in MR experiments are acquired in frequency space. When frequency space  
is completely mapped, subject to the image requirements of field of view and resolution, 
the collected frequency data is Fourier transformed into image space. The  
concept of data acquisition can be viewed from the perspective of the spins and 
magnetization which are manipulated with time-varying imaging gradients and by 
traversing through the abstraction of k-space, using these same time-varying gradients. 
 k-Space Trajectories  
The abstraction of k-space is typically viewed as a 2-dimensional image which 
contains the frequency information of the slice under investigation, although, k-space 
and its encoding trajectories can be extended to 3 dimensions and higher. The path 
through k-space is determined by changing 𝐺𝑥(𝑡) is known as a trajectory and can be 
arbitrarily determined. The relationship between gradients and k-space position is  
 
𝑘(𝑡) =  ∫𝐺(𝑡)𝑑𝑡
𝑡
0
 
 
2.16 
where 𝐺(𝑡) is any combination of the three spatial gradients present in modern MR 
scanners.  When activated, a constant gradient traverses k-space linearly beginning at 
the center of k-space as shown in Figure 2.6. Since its inception, data in MR experiments  
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Figure 2.6. Magnetic field gradients determine position in k-space. When 
a constant gradient is activated in the x-direction, k-space is traversed in 
the 𝑘𝑥 direction with a constant velocity (a). When a gradient of reduced 
amplitude is activated in the y-direction, k-space is traversed more slowly 
in the ky direction (b). Gradients may be activated simultaneously, 
traversing any arbitrary path through k-space (c). Time is encoded by 
color, from blue (start) to red (end). 
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have typically been acquired by rastering through a rectilinear grid in which one line of 
k-space is acquired in a single excitation, known as Cartesian sampling. When viewing k-
space as a 2D grid, the gridlines have a specific representation in image space. The 
distance between k-space points is equivalent to 1/FOV, and the extent of k-space is 
1/res. Thus the image requirements of field of view and resolution dictate the degree to 
which k-space is sampled. An imaging parameter known as matrix has been defined 
which combines the field of view and resolution into a single number:  
 
𝑀𝑇𝑋 =
𝐹𝑂𝑉
𝑟𝑒𝑠
 
 
2.17 
where FOV is the field of view and res is the image resolution in a given spatial direction. 
Note that the image matrix can be different for all three spatial directions. The image 
matrix has slightly different connotations depending on the k-space trajectory used.  In 
Cartesian sampling, matrix represents the number of lines which must be acquired in k-
space; in non-Cartesian sampling, matrix determines the density of the comb or shah 
function which maps non-Cartesian data onto a rectilinear grid. 
The trajectory used to map k-space has a significant impact on the final image. 
Cartesian trajectories acquire one line with each TR, which leads to very long scan times 
and high sensitivity to motion, although off resonance effects such as chemical shift 
artifacts are generally linear in nature. Faster data acquisition methods have been 
developed, beginning with echo-planar imaging (EPI) by Peter Mansfield, as well as non-
Cartesian trajectories, such as spirals and radial projection imaging, each with their own 
unique set of tradeoffs.  This work uses spiral-based k-space trajectories, which will be 
discussed in detail in Chapter 3.  
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 Perfusion MR 
Perfusion weighted imaging is an MR imaging modality which provides quantitative 
measures of blood flow and volume.  Perfusion can be measured both with and without 
exogenous contrast agents. Dynamic contrast enhanced (DCE) and dynamic 
susceptibility contrast (DSC) techniques use gadolinium based contrast agents and 
arterial spin labeling uses native spin tagging. This section describes some basic 
principles of contrast-enhanced perfusion imaging, including a discussion of the 
applications for DSC and DCE imaging studies. 
 Dynamic Contrast-Enhanced MRI 
Dynamic Contrast-Enhanced-MRI (DCE-MRI) is a contrast enhanced MR imaging 
technique which studies the accumulation of contrast agent in local tissues. As contrast 
agent perfuses into the extravascular extracellular space, the contrast agent, usually 
gadolinium chelates, causes a local T1 shortening effect which is related to the tracer 
concentration (4). The accumulation of gadolium chelates causes signal enhancement on 
T1-weighted imaging sequences.  
The amount of T1 shortening in the first few minutes after injection are dependent on 
blood flow, transport of contrast agent across vessel walls, and diffusion of contrast 
agent within the interstitial space. These physiological processes have a time constant on 
the order of several of seconds (5,6), and the temporal resolution of acquired images are 
on the order of 5-10 seconds.  In order to collect enough data for pharmacokinetic 
modeling, data are acquired in excess of 5 minutes.   
The quantitative perfusion parameters derived from DCE-MRI are as follows: 𝐾𝑡𝑟𝑎𝑛𝑠, 
or transfer constant, 𝑘𝑒𝑝 or reflux rate, 𝑣𝑒 or volume of the extravascular extracellular 
space (EES), and 𝑣𝑝, the fractional plasma volume. The transfer constant 𝐾
𝑡𝑟𝑎𝑛𝑠 is the 
rate at which contrast agent crosses from the vasculature into the EES. 𝐾𝑡𝑟𝑎𝑛𝑠 can have 
 15 
 
 
 
 
slightly different interpretations based on the assumptions used to calculate the 
parameter. In flow-limited situations or where permeability is greater than blood inflow, 
𝐾𝑡𝑟𝑎𝑛𝑠 approximates the tissue blood flow per unit volume (7). In perfusion-limited 
cases, tracer transport out of the vasculature is the limiting factor, 𝐾𝑡𝑟𝑎𝑛𝑠 approximates 
the product of permeability and surface area. 𝑘𝑒𝑝 is the rate at which tracer leaves the 
EES and returns to the capillary bed.  
DCE parameters are generally calculated through the use of the Tofts model or 
Extended Tofts model (8). A simulated DCE time course is shown in Figure 2.7. The MR 
signal is converted to tissue concentration-time curves by 
 𝑆(𝑡) = 𝑀0 sin(𝛼) (1 − 𝑒
−𝑇𝑅(𝑅1+Δ𝑅1)) = 𝑟1𝐶(𝑡) 2.18 
where 𝑟1 is the relaxivity of the concentration (a value provided by the manufacturer), α 
is the RF pulse flip angle, 𝑅1 is the baseline T1 relaxivity, and Δ𝑅1 is the change in T1 
relaxivity caused by the tracer.  
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Figure 2.7. Simulated time-courses for DCE (a) and DSC (b) perfusion 
studies. DCE data are acquired using T1-weighted sequences. Contrast 
agent accumulation in tissues reduces local T1, causing signal 
enhancement. In DSC studies, a contrast agent bolus creates a 
susceptibility gradient between vasculature and surrounding tissue. This 
is manifest as a signal attenuation in T2- or T2*-weighted sequences. The 
time-scale for DSC studies is generally much shorter than DCE studies, as 
contrast agent (primarily) remains in the vasculature. 
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The generalized two-compartment kinetic model, also known as the extended Tofts 
model equation is 
 
𝐶𝑡(𝑡) = 𝑣𝑝𝐶𝑝(𝑡) + 𝐾
𝑡𝑟𝑎𝑛𝑠 ∫𝐶𝑝(𝜏)𝑒
−𝑘𝑒𝑝(𝑡−𝜏)𝑑𝜏 
 
 
2.19 
where 𝐶𝑡(𝑡) is the tracer concentration as a function of time, 𝐶𝑝(𝑡) is the tracer 
concentration in blood plasma (𝑣𝑝), and 𝐾
𝑡𝑟𝑎𝑛𝑠 and 𝑘𝑒𝑝 is defined as  
(7). 𝐶𝑝(𝜏) is the measured arterial input function, which leaves only 𝐾
𝑡𝑟𝑎𝑛𝑠 and 𝑣𝑒 as 
unknowns. These parameters are generally determined by curve fitting, though other 
quantitative methods are available.  
 Dynamic Susceptibility Contrast MRI 
Dynamic susceptibility contrast MRI (DSC-MRI) is another contrast enhanced MR 
imaging technique, one which tracks the first pass of an exogenous paramagnetic 
contrast agent in a T2- or T2*-weighted imaging sequence. The technique is sometimes 
referred to as “bolus tracking,” as it collects data during the transit of a rapidly injected, 
well defined bolus. The paramagnetic contrast agent, again typically gadolinium chelates, 
creates a susceptibility gradient between the blood vessel and surrounding tissue. Thus 
the time-course of a given voxel in a T2*-weighted imaging sequence will show a 
reduction in signal magnitude as the contrast agent washes into and out of the tissue 
under examination. A simulated time course is shown in Figure 2.7 (b).  
One of the fundamental assumptions of DSC-MRI is that the contrast agent does not 
perfuse into surrounding tissue but remains entirely within the vasculature. Gadolinium 
chelates will readily enter the extravascular space unless otherwise constrained (9), 
therefore DSC-MRI is primarily utilized when studying the brain as the blood-brain 
 
𝑘𝑒𝑝 =
𝐾𝑡𝑟𝑎𝑛𝑠
𝑣𝑒
 
 
2.20 
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barrier prevents contrast agent extravasation. However, because the bolus is quickly 
injected and remains in the vasculature, the temporal resolution must be much higher 
than DCE-MRI studies. The overall spatial resolution and coverage are therefore 
constrained by the need for rapid temporal sampling. Multiple studies have shown the 
need to scan the volume faster than once every 2 seconds, otherwise perfusion 
parameters will tend to be underestimated (10,11,12,13). Tumors and other lesions 
generally have higher perfusion than surrounding tissue because of tumor angiogenesis; 
underestimating perfusion parameters could lead to failure in identifying pathological 
tissue. 
DSC-Perfusion studies are typically performed using gradient-echo sequences which 
have increased susceptibility weighted compared to spin-echo sequences. Additionally, 
signal in spin echo sequences from vasculature is dependent on vessel size, a phenomena 
not present in gradient echo sequences. Single-shot EPI gradient echo sequences are well 
suited for DSC-MRI studies as they are highly efficient and are predominantly T2* 
Table 2.1. A few FDA approved gadolinium-based contrast agents for use in MRI of the 
central nervous system (87,90). 
Trade name, 
generic name 
(acronym) 
Dotarem, 
Gadoterate 
Meglumine 
(Gd-DOTA) 
Magnevist, 
Gadopentetate 
Dimeglumine 
(Gd-DTPA) 
Multihance, 
Gadobenate 
Dimeglumine 
(Gd-BOPTA) 
Omniscan, 
Gadodiamide 
(Gd-DTPA-
BMA) 
Company Guerbet Bayer Bracco GE Healthcare 
Concentration 
(M) 
0.5 0.5 0.5 0.5 
Dose 
(𝑚𝑚𝑜𝑙/𝑘𝑔) 
0.1 0.1 0.1 0.1 
Molecular 
weight (kD)1 
0.75 0.94 1.05 0.57 
Relaxivity [
𝐿
𝑚𝑚𝑜𝑙∙𝑠
] (r1/r2) 
1.5T 3.6/4.3 4.1/4.6 6.3/8.7 4.3/5.2 
3T 3.5/4.9 3.9/5.2 9.7/12.5 4.0/5.6 
1. Specified by the manufacturer. 
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weighted.  
DSC-MRI provides a quantitative measure of blood flow and blood volume. The key 
parameters derived from DSC experiments are cerebral blood flow (CBF), cerebral blood 
volume (CBV), and mean transit time (MTT). The signal time course can be converted to 
change in T2* relaxivity (ΔR2*) through 
where TE is the echo time, 𝑆(𝑡) is the signal time course, and 𝑆0 is the average baseline 
signal before the gadolinium arrives into the region of interest. If DSC data are acquired 
using a dual-echo acquisition, the ΔR2* equation becomes 
where 𝑆𝑇𝐸𝑛(𝑡) is the signal magnitude from the respective echoes, and 𝑆𝑇𝐸𝑛
̅̅ ̅̅ ̅̅  is the average 
signal in each echo before the gadolinium bolus arrives. Dual echo methods are useful in 
reducing T1-enhancing leakage effects, and some research groups have shown the dual 
echo method can collect both DSC and DCE perfusion parameters simultaneously. The 
ΔR2* curve can be converted to a concentration-time curve as ΔR2* is linearly 
proportional to contrast agent concentration, i.e. 
The proportionality constant 𝛼 is given by the manufacturer; a few common gadolinium-
based contrast agents and their respective relaxivities are shown in Table 2.1. Equation 
2.23 assumes a linear relationship between contrast agent concentration and T2* 
relaxivity. 
The arterial input function (AIF) is an important component of both DSC and DCE 
experiments and is a measure of the contrast agent input to the tissue of interest.  The 
 
ΔR2∗ = −
1
𝑇𝐸
ln (
𝑆(𝑡)
𝑆0
) 
 
2.21 
 
 
ΔR2∗ =
1
𝑇𝐸2 − 𝑇𝐸1
ln (
𝑆𝑇𝐸1(𝑡)
𝑆𝑇𝐸2(𝑡)
∙
𝑆𝑇𝐸2
̅̅ ̅̅ ̅̅
𝑆𝑇𝐸1
̅̅ ̅̅ ̅̅ ) 
 
2.22 
 
 ΔR2∗ = 𝛼[𝐶𝐴]. 
 
2.23 
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AIF is ideally measured in small arteries close to the suspected lesion, but in practice, the 
large voxel sizes in typical DSC perfusion scans necessitates measuring the AIF in larger, 
more distant arteries to avoid partial-volume errors (14).   
CBV is calculated by  
where 𝐻𝑙𝑣 is the large vessel hematocrit, 𝐻𝑠𝑣 is the small vessel hematocrit, 𝐶(𝑡) is the 
voxel-wise concentration time curves calculated in equation 2.23. Equation 2.24 is used 
to calculate absolute CBV. However, since quantification of the AIF is subject to 
substantial error and variability, the relative CBV (rCBV) is often reported as the area 
under the concentration-time curve without any normalization. CBF is calculated 
through the deconvolution of the concentration-time curves and the AIF 
where 𝑅(𝑡) is known as the tissue response function and is a measure of how much 
contrast agent remains in the tissue after an infinitesimally small time point (delta 
function), scaled by CBF. By definition 𝑅(0) = 1, thus the CBF is simply the value of the 
first point of the tissue response function. Calculating an accurate CBF has been the 
subject of much research effort because of the deconvolution required. Division in 
frequency space is mathematically identical to deconvolution in image space, but is 
extremely sensitive to noise. Linear algebra methods have been presented which are less 
sensitive to noise, but have increased computational complexity (15,16). Finally, MTT is 
simply the ratio of CBV and CBF, i.e. 
An alternative to determining CBF by deconvolution methods is to first determine 
the mean transit time by calculating the first moment of the concentration time curve as 
 
𝐶𝐵𝑉 =
(1 − 𝐻𝑙𝑣)
(1 − 𝐻𝑠𝑣)
 
∫ 𝐶(𝑡)𝑑𝑡
∫ 𝐴𝐼𝐹(𝑡)𝑑𝑡
   
 
2.24 
 
 𝐶𝐵𝐹 ∙ 𝑅(𝑡) = 𝐶(𝑡) ⊗−1 𝐴𝐼𝐹(𝑡) 
 
2.25 
 
𝑀𝑇𝑇 =
𝐶𝐵𝑉
𝐶𝐵𝐹
 
 
2.26 
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demonstrated in (17). The CBF is then determined by equation 2.26 without having to 
perform a deconvolution. The perfusion parameters calculated in this work will use the 
first-moment method to calculate MTT in order to determine CBF without using noise-
sensitive deconvolution operations.  
 Parallel Imaging 
Parallel imaging is a data acquisition and reconstruction method which is generally used 
to shorten acquisition times.  This is accomplished by undersampling k-space (sampling 
below the Nyquist criteria) in the presence of a multiple-coil detection array. The effect 
of undersampling is shown in Figure 2.8 for both Cartesian and spiral-based imaging 
trajectories.  
Parallel imaging reconstruction seeks to fill in the missing data through a myriad of 
Fully Sampled 
Undersampled k-space Aliased Images 
a 
c 
b d 
e
Figure 2.8. Aliased artifacts in the reconstructed image are due to 
undersampling are dependent on the k-space trajectory. The fully 
sampled image (a) can be acquired using (e.g.) Cartesian (b) or spiral (c) 
trajectories, which produce (d) and (e) undersampled images 
respectively. Both trajectories are undersampled by a factor of 2.  
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different solutions, by using a priori information, imposing constraints on an iterative 
reconstruction, utilizing sparsity in a given domain, or by exploiting Hermetian 
symmetry.  Additionally, parallel imaging reconstruction can take place in either image 
space or k-space. This section will introduce basics of Generalized Autocalibrating 
Partially Parallel Acquisitions (GRAPPA) parallel imaging (18) which will form the basis 
of the proposed work.  
 Generalized Autocalibrating Partially Parallel Acquisitions (GRAPPA) 
GRAPPA parallel imaging uses multiple coil arrays to impart additional information onto 
the imaged volume. Coils are most sensitive to spins at close proximity and quickly lose 
sensitivity to more distant signals as the induced signal within the coil decays with 1/𝑟2 
where 𝑟 is the distance from the receiver.  The coils impose a mask equivalent to the coil 
sensitivity on the imaged slice or volume, which is the mathematical equivalent of 
convolving the k-space data with the Fourier transform of the coil sensitivity map as 
shown in Figure 2.9.   
ℱ 
ℱ 
ℱ
a 
 
b 
 
c 
d 
 
e 
 
f 
 
g 
h 
Figure 2.9. The effect of receiver coils on k-space data. The volume of 
interest is imaged using a multiple coil array (a). The k-space data of the 
image is shown in (b). Coils have spatially varying sensitivities (c,d), 
which produce masked images (e,f). The Fourier transform of the coil 
images are shown to illustrate the effect the coil sensitivities have on the 
frequency data.  
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a. 
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Coil 3 
Coil 4 
𝑘𝑦 
𝑘
𝑆4(𝑘𝑦 + Δ𝑘𝑦)  
Figure 2.10.  GRAPPA reconstruction is accomplished by determining 
the correlation imposed on k-space (a) by the multi-coil array.  A kernel 
with many repetitions throughout frequency space is identified (b). 
Source points on a given coil (blue) contribute to target points in the ACS 
region (yellow) in a predictable manner based on the correlation 
imposed on frequency data by coil sensitivities. The weights are then 
applied to source points in the periphery of k-space (c) to interpolate 
unacquired data. GRAPPA operates by fitting multiple lines in all coils to 
a single line in a single coil in the ACS region (d). This procedure must 
be repeated for all coils, producing fully-sampled k-space for each 
component coil. Component coil images must be combined (often by 
simple sum-of-squares) to produce the final reconstructed image. 
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In a typical parallel imaging (PI) acquisition, only a fraction of the phase-encoding 
lines are acquired compared to a fully sampled conventional acquisition. In most PI  
schemes, such as SENSE (19) or SMASH (20), k-space is uniformly undersampled by 
skipping phase encoding lines. In GRAPPA acquisitions, a portion of k-space, known as 
the autocalibration section (ACS) is fully sampled, while the remainder of k-space is 
uniformly undersampled, as shown in Figure 2.10. Typically the autocalibration region is 
centered about the middle of k-space as that is the region with highest signal to noise 
ratio.  
GRAPPA interpolates missing data by determining the contribution of multiple lines 
from all coils to a single line in an individual coil in the ACS region, i.e.: 
where 𝑆𝑙
𝐴𝐶𝑆 is the signal in a single coil for a given line in k-space in the autocalibration 
region, 𝑚 is the undersampling factor, 𝑛𝑘 is the set of linear weights, and 𝑆𝑘(𝑘𝑦) is the 
MR signal in a single coil for a given k-space line. The set of weights (𝑛𝑘
(𝑚)
) can be 
determined by fitting the component coil signal 𝑆𝑘 to the ACS at the position 𝑘 + 𝑚Δ𝑘 in 
each coil. These weights are then applied to acquired source points in the undersampled 
k-space regions to determine the missing target points.  
This can be written in matrix form as  
where [𝑡𝑎𝑟𝑔],  [𝑠𝑟𝑐] and [𝑤𝑡𝑠] are matrices containing target points, source points and 
weights respectively. The combination of source and target points is often referred to as a 
GRAPPA kernel, as shown in Figure 2.10 (b). Kernels often have extent in two directions, 
the number of readout points and number of phase encoding lines; the GRAPPA kernel 
 
𝑆𝑙
𝐴𝐶𝑆(𝑘𝑦 + 𝑚Δ𝑘𝑦) ≡ ∑ 𝑛𝑘
(𝑚)𝑆𝑘(𝑘𝑦)
𝑁𝑐
𝑘=1
 
 
2.27 
 
 [𝑡𝑎𝑟𝑔] =  [𝑠𝑟𝑐]  × [𝑤𝑡𝑠] 2.28 
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in Figure 2.10 determines the fit of 3 points in the readout direction x 2 phase encoding 
lines to a single point in the ACS region. 
The set of linear weights are calculated by filling the source and target matrices with 
points from the ACS region, inverting the source matrix, and multiplying the inverse 
matrix by the target matrix, i.e.: 
This process is known as “training” GRAPPA weights. The matrix inversion used to 
determine GRAPPA weights is ill-conditioned and is susceptible to noise in both source 
and target data. Increasing the number of kernel repetitions in the matrix inversion 
reduces noise sensitivity and improves accuracy of the calculated GRAPPA weights. With 
sufficient training, GRAPPA is able to accelerate image acquisition on the order of the 
number of coils (21). With the development of 32-channel coil arrays, the potential for 
acceleration in MR imaging is profound. GRAPPA has been shown to be a powerful tool 
in accelerating both static and dynamic imaging experiments and will play an integral 
role in the proposed work.   
 [𝑤𝑡𝑠] = [𝑠𝑟𝑐]−1 × [𝑡𝑎𝑟𝑔]. 2.29 
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3 DISTRIBUTED SPIRALS 
Collecting three-dimensional (3D) MRI data is desirable for certain applications. The 
corresponding k-space trajectory has a profound impact on image quality. A number of 
non-Cartesian 3D trajectories have been designed, many of which are analyzed in Ref. 
(22). Other examples of trajectories which acquire 3D spherical volumes in k-space 
include VIPR (23), stack of cones (24), twisted projection (25), and FLORET (26).  
The spherical stack of spirals (SOS) trajectory analyzed in Ref. (22) requires the 
calculation of a new spiral waveform for each plane acquired in k-space making 
implementation more complicated. The VIPR trajectory is inefficient at fully sampling k-
space but even with substantial undersampling can produce images of excellent quality. 
VIPR is well suited for short sampling times, but has reduced signal-to-noise ratio (SNR) 
as a result. FLORET has reduced sampling efficiency and increased minimum scan time 
due to the orthogonal oversampling inherent in the trajectory design but the orthogonal 
oversampling has potential benefits, such as providing a measure of rigid body motion. 
The stack of cones trajectory requires the calculation of multiple spiral waveforms, 
matching sampling density on a single cone with the sampling density across cones, and 
has reduced SNR efficiency compared to conventional SOS. As center-out trajectories, 
VIPR, FLORET, Twisted Projection and stack of cones all have reduced minimum echo 
time requirements than conventional SOS or the proposed trajectory although they all 
exhibit 3D blurring in the presence of B0 inhomogeneities.  
Several groups have previously used the golden angle, here defined as  
 𝜃𝐺 = 180 ∙ (3 − √5) ≈ 137.508
0 
 
3.1 
to rotate spiral or radial arms about a given axis for its uniform temporal (27,28) and 
spatial (26,29) sampling distribution which results in incoherent temporal and spatial 
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artifacts. This work presents a new method for collecting data from a sphere, cylinder or 
intermediate volumes in k-space which uses golden angle rotation of a single spiral 
waveform about a common axis. The distributed spirals (DS) trajectory design constrains 
off-resonance blurring to only two dimensions and is shown to be nearly as fast and SNR 
efficient as conventional SOS. 
 Design 
This section describes the implementation for sampling a cylindrical, spherical or 
intermediate volumes in k-space, assuming isotropic FOV and resolution, though the 
extension to anisotropic field of views and resolutions is straightforward. For the 
purposes of this manuscript, x and y are assumed to be the in-plane dimensions for the 
spiral waveform and z is the through-plane dimension, without loss of generality.  
The Distributed Spirals (DS) trajectory (30) is created by modifying the standard 
SOS trajectory.  SOS calculates a 2D base spiral waveform which is rotated and 
manipulated with z-gradients to fill in the desired volume. The variable density spiral is 
calculated by:  
  𝑘𝑟 = 𝑐𝜃 3.2 
where kr and θ are the 2D trajectory radius and angle in polar coordinates respectively, 
and c determines radial undersampling. For variable-density spirals, c can be any 
radially varying function. 
In conventional SOS, multiple spiral interleaves are collected on a single plane which 
are then stacked to fill in a cylinder in k-space. In the proposed trajectory, spiral 
interleaves are equally distributed throughout the volume, so that no two spiral arms 
begin at the same kz location, i.e.:  
  
𝑘𝑧,𝑛 =
𝑛
𝑁 − 0.5
𝑟𝑒𝑠
, 1 ≤ 𝑛 ≤ 𝑁 
3.3 
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d     e     f 
 
a         b        c 
 
Figure 3.1. The cylindrical trajectory (a-c) is created by distributing the 
base spiral waveform (a) along the k
z
 axis and rotating each interleaf by 
the golden angle (b). For the spherical trajectory (d-f), the spiral arm (d) 
is radially undersampled and its k
z
 position is manipulated using a single 
z-gradient waveform which is scaled with each TR. In (b) and (e), the first 
interleaf is shown in cyan. The sampling pattern is seen in a cross-section 
of the k
x
-k
z
 plane (c,f). Designs used the parameters described in the text, 
except resolution = 5 mm (for visualization). 
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where N is the total number of spiral interleaves collected and res is the prescribed 
resolution. To satisfy the Nyquist criteria, N is required to be greater than or equal to the 
matrix size, i.e. FOV/res. The k-space trajectory is shown in Figure 3.1. Another 
departure from conventional SOS is that no two spiral arms are rotated by the same 
angle about the kz axis. As with the method described by Winkelmann et al. in ref (31), 
successive spiral arms are rotated in-plane by the golden angle; the nth interleaf is 
rotated by  
  𝜃𝑛 = 𝑛𝜃𝐺 3.4 
The cylindrical DS trajectory is shown in Figure 3.1 (a-c). 
To create a sphere in k-space, for a given spiral arm, the initial kz location changes 
with 
 
𝑘𝑧(𝑘𝑟) = 𝑘𝑧(0)√1 − 4𝑟𝑒𝑠2𝑘𝑟
2, 0 ≤ 𝑘𝑟 <
0.5
𝑟𝑒𝑠
 
 
3.5 
 
where 𝑘𝑧(0) is given by Equation 3.3, as shown in Figure 3.1. To maintain uniform 
sampling, radial undersampling of the spiral arm changes with the inverse of the changes 
in the kz direction:  
  
𝑐 =
𝑑𝑘𝑟
𝑘𝜃
=
1
√(1 − 4𝑟𝑒𝑠2𝑘𝑟
2
 ∙
𝑀𝑒𝑓𝑓
2𝜋𝐹𝑂𝑉
 
 
3.6 
 
as shown in Figure 3.1 d, where c is the radial undersampling as shown in Equation 1 and 
Meff is the total number of interleaves (N in Eq. 3.3 divided by the matrix size i.e. 
FOV/res). The product of Equations 3.5 and 3.6 is independent of 𝑘𝑟, ensuring a uniform 
sampling distribution on average. Rotation of the interleaves by the golden angle ensures 
a uniform distribution of this sampling, as seen in Figure 3.1f. 
The base 2D spiral trajectory was calculated using a numerical algorithm found in 
reference (32) which analytically determines the shortest possible spiral gradient 
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waveform using specified imaging and gradient constraints. The algorithm used is a 
slightly modified version of the code found in spiralgen_jgp_12oct.zip on the MRI 
Unbound website (http://www.ismrm.org/mri_unbound/sequence.htm).  After the (x-y) 
spiral waveform was created, the z-gradient waveform was calculated numerically to 
solve Eq. 3.6, ensuring the maximum slew does not exceed the prescribed value. Section 
3.2 Analysis discusses this further.  
A spoiled gradient echo scan using the DS trajectory was implemented on a GE 3T 
Signa scanner using a spectral-spatial RF pulse to limit off-resonant blurring due to the 
fat signal. Scan parameters were as follows: FOV/resolution = 240/1mm (isotropic), 
pulse TR/TE = 22.7/6.2 ms, flip angle = 23°, maximum slew = 130 mT/m/ms, maximum 
gradient strength = 40 mT/m, ADC time = 6.2 ms. 
Images were reconstructed using the sampling-density correction method in (33) 
followed by standard gridding. Briefly, the sample-density correction uses an iterative 
method to determine a weighting function (W) which is the solution to SCWS  )( , 
where S is the sampling coordinates and C is a convolution function. The convolution 
function is described in detail in (34) and is designed to minimize error in the 
reconstructed image. The iterative method for conditioning W is  
  
𝑊𝑖+1 =
𝑊𝑖
𝑊𝑖 ⊗ 𝐶
. 
 
3.7 
 
Gradient delays were estimated independently for each gradient channel by playing out a 
spiral waveform on a single gradient channel, reversing the gradient amplitude and 
replaying the spiral waveform (35). Delays are measured at the intersection of the 
trajectories, as delays will shift the trajectories in opposite directions.  
Coil images were combined using a standard sum-of-squares approach and images 
were deblurred (36) using a previously acquired B0 map to reduce the effects of off  
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a                                                                     b 
Figure 3.2. Axial, Sagittal and Coronal views from example data sets 
collected using the (a) spherical and (b) cylindrical DS trajectories with 
parameters given in the text. Signal loss seen in the coronal images, in the 
medial inferior frontal lobe, is due to the spectral spatial RF pulse. (a) 
Cylindrically sampled volumes were acquired in 1 minute 45 seconds and 
spherically sampled volumes (b) took 1 minute 53 seconds. 
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resonance. Deblurring was accomplished by using a separable deblurring kernel, in 
which x and y were deblurred separately; resulting images can be found in Figure 3.2.  
For the images in Figure 3.3, k-space data were gridded to an overly dense (2x) grid 
before the reconstruction steps described above, to show the aliasing pattern outside the 
prescribed field of view. 
 Analysis 
A “standard parameter set” was used to analyze the trajectory unless otherwise noted, 
which is a maximum gradient amplitude of 40 mT/m, maximum slew rate of 130 
mT/m/ms, isotropic field of view and resolution of 240 mm and 1 mm respectively, and 
a data acquisition time of 14.3 ms per TR.  To achieve similar resolutions, the volume of 
each trajectory analyzed was fixed to that of a 2403 Cartesian matrix, which results in a 
272 diameter (kx,ky) × 240 (kz) cylinder for  conventional SOS and a 298 diameter sphere 
for DS.  
Figure 3.3. By gridding data to an overly dense (2x) grid, it is possible to 
see the aliasing pattern outside the prescribed field of view for spherical 
(a) and cylindrical (b) DS trajectories, before deblurring. While the two 
trajectories have the similar aliasing patterns, the spherical trajectory 
produces less coherent aliased artifacts. 
a.                                                                              b. 
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 Flexible ADC Duration 
The total number of interleaves collected (N) in conventional SOS is required to be a 
multiple of the kz matrix size. For the parameter set described above, the minimum 
number of spiral arms which can be collected without aliasing in kz is 240 (i.e. 1 interleaf 
per 240 planes). Single-shot spirals may require a readout time which is prohibitively 
high for a desired application.  Unfortunately the next fewest interleaves which can be 
collected is 480 (2 interleaves per 240 planes), which roughly halves the readout time. 
Intermediate readout times are impossible using the conventional SOS trajectory. In the 
proposed trajectory, as the collected interleaves are equally distributed throughout the 
sampled k-space volume, any number of spiral arms may be collected. This allows for 
finer control of readout times by enabling the collection of (e.g.) 360 spiral arms, 
collecting 1.5 effective arms per “plane”. 
 Speed and SNR Efficiency 
An important consideration for non-Cartesian trajectories is the relative SNR loss 
from non-uniform data-weighting of all M data points. This can be calculated as  
   3.8 
 
Table 3.1. The number of interleaves required to fully sample k-space and 
relative SNR from data weighting for three different trajectories, holding all 
parameters constant where possible. 
 
SOS CDS SDS 
Spherical 
SOS 
No. of 
 interleaves  
2880 2880 2994 3074 
𝑆𝑁𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑖𝑛𝑔 
 
0.966 0.964 0.957 0.944 
 
Information on other trajectories including VIPR and SOC is available in ref 
(22). The SOS and CDS trajectories sampled a 274 diameter (x,y) x 240 (z) 
matrix cylinder in k-space while the SDS and spherical SOS trajectories sampled 
a 298 diameter sphere (all trajectories sampled an equal volume).  
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and is maximized by uniform 𝑤𝑚.  Figure 3.4 shows a summary of the relative SNR due 
to data weighting and the number of interleaves required to fully sample k-space 
conventional SOS, spherical SOS, and spherical and cylindrical DS trajectories for the 
parameter set described above. The cylindrical DS trajectory has slightly reduced SNR 
weighting than conventional SOS because of slightly different weighting at the top and 
bottom of k-space. For the trajectory analyzed the difference was approximately 0.2%. At 
the upper and lower limits of k-space, the data are weighted differently because there are 
fewer neighboring points. In conventional SOS, the first and last planes as a whole are 
weighted differently than the rest of the volume because there are fewer neighboring 
points. All interleaves within the first and last planes are weighted equally because they 
are equidistant from their neighboring in-plane interleaves.  In cylindrical DS, spacing  
SOS, DS Cylinder 
DS Sphere 
a        b 
SOS 
DS Cylinder 
DS Sphere 
Figure 3.4. The relative SNR (a) of the spherical DS trajectory is slightly 
less than that of the conventional SOS trajectory and follows the same 
overall trend as the SNR weighting of conventional SOS for various 
readout times. For longer readout times, the number of interleaves 
required to fully sample k-space (b) is nearly identical for spherical DS 
and conventional SOS.  
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a      b 
 
a      b 
c            d 
e            f        kz              kr  
 
g                    h 
Figure 3.5. An illustration of (a) the acquisition time for data at different 
k-space locations across the spiral encoded direction for stack of spirals 
and spherical DS. Off resonance phase accrues in the same pattern; for a 
14 ms acquisition, the point spread functions (b) are shown for 0 Hz off 
resonance (solid line) and 50 Hz off resonance (dashed line). The PSF of 
spherical DS (any direction) has reduced ringing and side lobe energy 
than the PSF of SOS in either the in-plane (red line) or through-plane 
(green line) directions. The 3D PSF for spherical DS (c,d) and SOS (e,f) 
show that blurring due to off resonance (d,f) occurs only in the kr 
direction. At 100 Hz off-resonance, the PSF of spherical SOS (g) exhibits 
blurring across k
z
, while blurring in the spherical DS trajectory (h) is 
constrained to the k
r
 direction.  
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between interleaves at the extent of k-space is not as uniform leading to a weighting 
function that is slightly more varying than SOS. As SNR weighting is maximized by a 
constant weighting function, this leads to a slight reduction in overall SNR 
efficiency.  The relative SNR for cylindrical and spherical DS trajectories, as well as 
conventional SOS is shown in Figure 3.4(a) as a function of readout time. Shown in 
Figure 3.4 (b) is a plot of the number of interleaves required to fully sample k-space for 
different readout times.   
 PSF and Off-Resonance Blurring 
As the cylindrical DS trajectory samples the same shape as conventional SOS, its PSF 
shows no improvement over conventional SOS in either the in-plane or through-plane 
directions.  Due to the nature of sampling a sphere in k-space, the PSF of the spherical 
DS trajectory shows less ringing and lower side-lobe energy than cylindrical DS and 
conventional SOS trajectories, as shown in Figure 3.5.  The difference in PSF between 
cylindrical and spherical k-space sampling is evident when examining aliasing artifacts 
outside the fully-sampled field of view. Spherical k-space sampling reduces Gibbs 
ringing, and causes aliased artifacts to be less coherent as demonstrated in Figure 3.6. In 
a series of 15 volunteer examinations, there was approximately 9 ± 0.3% less energy 
outside the prescribed field of view in images acquired with spherical k-space trajectories 
compared to cylindrical sampling. Energy was calculated by gridding k-space data onto a 
1.5x oversampled grid as suggested by Jackson et al in (37).  Images acquired with 
spherical and cylindrical trajectories were normalized by the energy inside the field of 
view.  Slight differences in sample density compensation routines can add a scaling 
factor which must be removed. Finally, the field of view was removed from the image 
volume using a spherical mask, leaving only aliased artifacts. Energy was calculated 
using 
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               a                                     b 
Figure 3.6. The effect of the PSF is evident outside the prescribed field of 
view. The reduced side lobe energy of the spherical sampling trajectory is 
expressed as reduced aliasing energy. When the energy inside the field of 
view is normalized between cylindrical (column a) and spherical (column 
b) acquisitions (energy inside the blue circle), the energy outside the field 
of view is reduced by approximately 9% in spherical acquisitions.  
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a        b 
 kz 
 
         kr 
c        d 
Figure 3.7. The “time of acquisition” maps for various 3D trajectories, 
with black indicating the start of the sampling period and white indicating 
the end. Cyan lines indicate regions of isointensity, and illustrate how the 
phase due to off-resonance accrues throughout the acquisition. The phase 
due to off-resonance in the spherical DS trajectory (a) depends only on kr, 
and is constant for all kz similar to the SOS trajectory and cylindrical DS 
trajectory (b). Also shown are the time of acquisition maps for 3-hub 
FLORET (c) and spherical SOS. 
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2
𝑛
𝑖=1
 
 
3.9 
 
where 𝑛 is every voxel in the image volume outside the prescribed field of view.  
When comparing the PSF of the spherical DS trajectory to the spherical SOS 
trajectory described in (22), as shown in Figure 3.5 (g-h), the blurring due to off 
resonance is similar in the in-plane (spiral) dimensions, but blurring in kz has been 
eliminated due to the temporal nature of k-space sampling.  Figure 3.5 (g-h) shows the 
PSF of spherical SOS and spherical DS at 100 Hz off-resonance to better illustrate the 
differences between the two methods.  The effect of off-resonance on the PSF is slightly 
reduced for the spherical DS trajectory when compared to the conventional SOS 
trajectory; there are fewer side-lobes with less energy than the PSF of conventional SOS 
in both the in-plane and through-plane dimensions. A key difference between the 
proposed trajectory and previous methods to collect data resonance. As seen in Figure 
3.7, the time of acquisition varies only with kr and is constant for kz. 
Constraining blurring due to off-resonance is important in the computation time 
required to deblur images acquired using spiral trajectories. The computation time 
required by deconvolution deblurring methods scales with the number of pixels affected 
by blurring due to off-resonance; reducing the blurred area from a sphere to  a circle 
substantially reduces the calculations required to produce a final image. When 
deblurring using matrix inversion techniques, a 2D deblurring process requires the 
inversion of a 
22 LL  matrix, where L is the image matrix size. 3D matrix inversion 
deblurring requires inversion of a 
33 LL  matrix, making a difficult problem even more 
challenging.  
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 Results & Discussion 
In some ways, the DS trajectory is simply a new form of the SOS trajectory. When 
sampling a cylinder the DS trajectory equally distributes along kz the same 2D base spiral 
waveform that would be calculated for conventional SOS and uses the golden angle to 
rotate the spiral interleaves. As no additional gradient waveforms are required the 
trajectory is easy to implement. It is as fast and has nearly the same SNR efficiency as 
SOS while reducing Cartesian aliasing in all three spatial dimensions.  By radially 
undersampling and manipulating the starting kz location with a single z-gradient 
Figure 3.8. The spiral generation routine takes into account the total slew 
required across all three gradient channels. For CDS trajectories (left), the 
z-gradient channel remains inactive after phase encoding; all gradient 
activity during the readout is in the x-y channels. For spherical 
acquisitions (right), gradient activity in the z-direction is highest over the 
last few points in the readout. Gradients are reduced to account for the 
high slew required to sample a spherical trajectory (red). 
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waveform, it is possible to sample a sphere in k-space which does not exhibit 3D blurring 
and exhibits less Gibbs ringing than conventional SOS. This is evident when analyzing 
the aliased artifacts outside the field of view, as shown in Figure 3.3.   
As the general effect of off-resonance is very similar to conventional SOS, the 
deblurring methods developed for conventional SOS can translate directly to this 
method.  A downside to the proposed method for sampling a sphere in k-space is the 
high slew rate required over the last few points of the acquisition for the first and last 
interleaves of the acquisition. The spiral waveform generation algorithm takes into 
account the total slew required for all three gradient channels, which necessarily reduces 
the total gradient strength over the last few points of the spiral readout, as shown in 
Figure 3.8.  
 Conclusion 
The distributed spirals (DS) trajectory is a novel method for collecting data from a 
sphere, cylinder, or an intermediate volume in k-space, which is easy to design and 
implement. It is shown to be nearly as fast in terms of scan time as SOS when sampling 
from the same volume in k-space and the acquisition does not exhibit three dimensional 
blurring due to off-resonance. Because data can be sampled from a sphere, there is less 
ringing and lower side-lobe energy in the PSF for both on-resonance and off resonance 
when compared to conventional stack of spirals, which translates into reduced aliasing 
energy for both cylindrical and spherical DS acquisitions.  
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4 ACCELERATING DISTRIBUTED SPIRALS WITH NON-CARTESIAN GRAPPA 
The following chapter presents and analyzes a new method for accelerating the 
Distributed Spirals trajectory with non-Cartesian GRAPPA parallel imaging.  GRAPPA is 
a powerful tool used to accelerate both static anatomical imaging and dynamic processes 
such as cardiac motion and health, and respiration (38,39,40).  
GRAPPA is often compared to sensitivity encoded parallel imaging methods (SENSE) 
(21). Because it operates in image space, SENSE is often described as a more intuitive 
approach to parallel imaging as it “unfolds” aliased images (21). However, the 
dependence of SENSE reconstructions on highly accurate coil sensitivity maps is a 
significant disadvantage compared to GRAPPA, which often collects all its calibration 
and examination data in a single scan. Furthermore, GRAPPA integrates the training 
data into the reconstruction to further improve accuracy.  
The following chapter presents a method for applying GRAPPA to the 3D spiral-
based Distributed Spirals trajectory in order to accelerate data collection. Section 4.1 
introduces the theory behind Cartesian and non-Cartesian GRAPPA reconstruction and 
how it is adapted to accelerate the proposed Distributed Spirals trajectory. In section 4.2, 
the novel GRAPPA reconstruction is analyzed and optimized for its ability to accelerate 
both static and dynamic image acquisitions by examining the effect GRAPPA 
reconstruction parameters have on quantitative measures of image quality. Section 4.3 
presents results and conclusions from the experiments performed, and section 4.4 
presents summary conclusions. 
 Theory 
The proposed method employs GRAPPA parallel imaging to accelerate data  
acquisition. In a typical examination using GRAPPA reconstruction, data from a fully 
sampled region of k-space are used to train GRAPPA weights, which are a measure of the  
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Figure 4.1. A schematic of the through-time radial GRAPPA method. 
Top: Several fully sampled radial datasets are acquired sequentially; 
here, single patterns which occur only once in k-space appear several 
times throughout the multiple repetitions. These repetitions (specific 
pattern of source and target points shown above) are used to calibrate 
the specific GRAPPA weight set for that pattern. Bottom: Once the 
weights for the specific pattern have been calculated, they can be 
applied in the appropriate k-space location in undersampled data. The 
same process is repeated for each missing point in the undersampled 
radial trajectory. Originally published in (41). Reprinted with 
permission. 
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correlation imposed on k-space data by local coil sensitivities. Multiple repetitions of the 
GRAPPA kernel in k-space are used to condition the matrix inversion used to determine 
the linear weight set. More kernel repetitions reduces noise and improves accuracy of the 
weights.  
Dr. Nicole Seiberlich et al developed a GRAPPA training algorithm which uses 
multiple repetitions of the GRAPPA kernel through time, rather than k-space. Named 
“through-time GRAPPA,” the method was developed to non-invasively measure real-
time cardiac function with radial k-space trajectories (41). In essence, training data to 
determine GRAPPA weights come from multiple fully-sampled volumes acquired in 
sequence, instead of a fully-sampled region of k-space. These training volumes can be 
acquired in a separate scan or interleaved throughout the examination to acquire 
training and experiment data in a single scan. Figure 4.1 shows a schematic of the 
through-time GRAPPA reconstruction.  
In the method presented by Seiberlich et al, a kernel is identified which does not 
necessarily have spatial geometric repetitions, but repeats through the multiple training 
volumes. GRAPPA weights are trained with repetitions through the dynamic training 
data, and applied to each undersampled dynamic time point for the unique k-space 
locations for which the kernel is valid. Segmentation, in which the same GRAPPA weight 
set is applied to multiple spatial points in the trajectory, is performed only for short 
sections of the readout. Multiple GRAPPA weights are calculated for each radial spoke in 
the trajectory, increasing the computational complexity of the reconstruction.  Due to the 
fact that the entire fully-sampled k-space volume must be acquired repeatedly in order to 
calculate GRAPPA coefficients, or weights, using an inversion of an overdetermined set 
of linear equations, the through-time GRAPPA method is best suited for imaging 
dynamic processes by accelerating the temporal resolution of a time-series examination, 
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rather increasing the field of view in a spatial dimension, as is a common use-case for 
GRAPPA parallel imaging. 
An additional consideration when using GRAPPA in non-Cartesian trajectories is the 
need to calculate multiple weight sets. As discussed in chapter 2 section 2.4.1, GRAPPA 
parallel imaging is possible because individual coils in multiple receiver coil arrays 
impose a mask on the reconstructed image equivalent to their local coil sensitivities. This 
is the mathematical equivalent of convolving frequency data with the Fourier transform 
of the measured coil sensitivity and a GRAPPA weight set is a measure of the correlation 
of frequency data imposed by this convolution. 
In Cartesian GRAPPA, the readout proceeds linearly across k-space in the same 
direction for all of k-space and points in the trajectory have a consistent spatial 
relationship across all of k-space.  Multiple repetitions of a GRAPPA kernel are used to 
condition a matrix inversion, which is made possible by the consistency in the spatial 
relationship between points in the GRAPPA kernel across k-space.  Data from multiple 
GRAPPA kernels are used to condition the matrix inversion, but this is only possible if 
the spatial relationship between points does not change.  
Due to the highly regular sampling in Cartesian k-space trajectories, a single 
GRAPPA weight set is sufficient to accurately interpolate undersampled data for all 
points in k-space.  In spiral-based k-space trajectories, the direction of the readout is 
constantly changing, thus the spatial relationship between points will change as a 
function of readout in spiral-based sequences.  Because of this geometric complexity, a 
single weight set is insufficient to accurately determine the true correlation across all of 
k-space for data acquired with non-Cartesian trajectories. 
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The Distributed Spirals trajectory, introduced and analyzed in chapter 3, is a highly 
efficient 3D spiral-based k-space trajectory. The golden angle, which is used to rotate 
successive spiral interleaves, creates a highly uniform sampling pattern in any radial 
plane which may contain hundreds or thousands of repetitions of a GRAPPA kernel with 
a consistent spatial relationship between kernel points. Figure 4.2 shows the cylindrical 
DS trajectory and the radially uniform sampling pattern.  Additional dynamic data sets 
further increases the number of kernels available to condition the matrix inversion used 
to determine GRAPPA weights. 
For short sections of the spiral readout an assumption of consistency can be made 
which will reduce the number of planes on which GRAPPA weights must be calculated. If 
the spatial relationship between points in the readout is consistent, as in Cartesian 
GRAPPA, a single weight set is sufficient to accurately recreate missing data due to 
undersampling across the entire readout. Assuming consistency in spiral-based k-space 
trajectories implies that for short sections of the readout, the direction of the spiral is not 
changing rapidly enough to negatively affect the reconstruction.  Accordingly, when 
Figure 4.2. The 3D Distributed Spirals trajectory (a) exploits the highly 
uniform sampling pattern in radial planes to enable GRAPPA parallel 
imaging. Any given radial plane may contain hundreds of repetitions of a 
kernel (b, cyan inset) with a consistent spatial relationship between 
kernels throughout the radial plane. Applying GRAPPA weights recovers 
unacquired data due to undersampling (red inset). 
a
a 
b 
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applying GRAPPA weights in the DS trajectory, weights are applied to an arc centered 
about the plane for which the weights were calculated; if the arc is short enough the 
assumption of consistency is valid and the reconstruction can be accelerated by 
calculating fewer GRAPPA weight sets.  
In theory, the most accurate GRAPPA reconstruction in the DS trajectory will 
calculate GRAPPA weights on 𝑀𝑥𝑦 ∙ 2𝜋 planes, where 𝑀𝑥𝑦 is the image matrix in the in-
plane (x-y) direction (i.e. 𝐹𝑂𝑉/ 𝑟𝑒𝑠), as the maximum circumferential distance over 
which GRAPPA weights will be applied is 1/𝐹𝑂𝑉𝑥𝑦. Similar to the through-time GRAPPA 
method presented by Seiberlich et al, the proposed GRAPPA reconstruction method is 
best suited at accelerating a dynamic acquisition. At least one fully-sampled training 
volume is required to accurately determine GRAPPA weights.  
 Methods 
The following sections describes the manner in which the DS trajectory is segmented to 
enable uniform spatial undersampling of dynamic data, as well as the methods in which 
data are acquired and reconstructed. Section 4.2.1 discusses the view sharing or sliding 
window reconstruction. Section 4.2.2 describes the spiral waveform design. Section 4.2.3 
describes the manner in which the Distributed Spirals trajectory is accelerated with 
through-time GRAPPA and section 4.2.4 describes how the GRAPPA reconstruction is 
optimized to produce the best possible reconstructed images. 
 Sliding Window Reconstruction and k-Space Segmentation  
Despite the high efficiency with which spiral k-space trajectories sample frequency data, 
the DS trajectory is unable to acquire data quickly enough to suit the needs of whole-
brain DSC-MRI acquisitions. Additional modifications to the trajectory are required to 
enable temporal resolution scanning. 
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Perhaps the simplest method to increase the frame-rate of dynamic scans is the use 
of sliding window or view-sharing methods (42).  Sliding window reconstructions can 
increase the reconstructed frame rate of a dynamic process but do not truly increase the 
temporal resolution of dynamically acquired data. The sliding window reconstruction 
uses data from multiple time points that individually may be undersampled but together 
create a fully sampled image. While images reconstructed using view-sharing methods 
may be free of aliasing artifacts, combining multiple time points into a single frame 
causes a blurring of dynamic processes. Temporal blurring induced by the view sharing 
approach can dampen very fast dynamic processes as shown in Figure 4.3.  Rapid 
physiological processes commonly studied in MR include motions of cardiac muscle, 
Figure 4.3. When reconstructing dynamic data with view-sharing, 
reconstructed images use data from multiple time-points (a). For slowly 
varying dynamic processes (b), the reconstructed time course is a 
reasonable approximation of truth. For fast dynamic processes (c), 
temporal blurring from view sharing broadens and reduces the 
magnitude of the true signal, leading to substantial error in the 
reconstructed time-course. 
*       *       *       *       *       *       *       *       *       *       *       *       * 
Dynamically Acquired data 
b 
c
Reconstructed time points 
a 
Time  
Time  
a. 
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speech, or passage of contrast agent.  
 The DS k-space trajectory is segmented into four equal parts, labeled bins A,B,C and 
D, each spanning the entire extent of k-space, with each bin supporting one fourth the 
fully-sampled field of view in the kz-direction for a total undersampling factor R = 4. This 
is shown visually in Figure 4.4. To create a DS trajectory which fully supports the 
prescribed field of view in the kz direction, the first bin is created by designing a 3D 
trajectory which supports one quarter of the field of view in the z-direction as described 
above.  This bin (e.g. bin A) is replicated and shifted in the kz direction and rotated in the 
kr direction to fill in the gaps created by undersampling. To resample R = 4 
undersampled data, a resampling kernel is identified with 4 spatially neighboring points, 
Figure 4.4. The DS trajectory is segmented by first designing a single bin 
that supports one quarter of the desired fully sampled field of view in the 
kz direction (a). The sampling pattern in any radial plane is 4x uniformally 
undersampled (b) A 4-element kernel in a radial plane is identified (c) 
which will be used to calculate the rotation and shifts needed to create the 
fully sampled volume (d).  To determine the shift and angle of rotation for 
(e.g.) bin B, the second bin is shifted by half the vertical distance between 
𝑎0 and 𝑎1, and rotated by half the angle between 𝑎0 and 𝑎1. 
𝑎0 
  b 
c 
d 
𝑎1 
  
𝑎2 
  𝑎3 
  
b                               c                                   d 
a 
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𝑎0, 𝑎1, 𝑎2, and 𝑎3. The relationship between successive interleaves and angle is 
determined by the golden angle as shown in equation 3.1, so the only parameters 
necessary for resampling is to know how many interleaves away from 𝑎0 the other points 
in the resampling kernel are.  To create the second bin, if, for example, 𝑎0 lies on the 
100th interleaf and 𝑎1 lies on the 101st, bin A is shifted by half the vertical distance 
between interleaves, and rotated by half the golden angle (i.e. ~ 68.750), putting every 
point in bin B exactly halfway between the two interleaves in bin A. The same procedure 
is carried out to determine the shifts and angles of rotation for the remaining bins.  
The above procedure has the same effect as shifting bins by half the absolute distance 
between kernel points but requires far less precision. Three easily determined integers 
provide the exact solution to the shifts and angles required to resample the trajectory.  
Interesting, the vertical shifts required to resample the DS trajectory follow the Fibonacci 
series as shown in Table 4.1.  The interleaves can be determined by a sort and search 
algorithm, or can be determined by the ratio of the spacing between interleafs to the 
radial distance between turns of a single spiral interleaf. The 𝑘𝑧 spacing between 
Table 4.1. The vertical shifts and rotation angles required to resample 
the R = 4 segmented spiral trajectory are dependent on the vertical 
interleaf spacing to the in-plane distance between zero-crossings.  
Ratio (𝑘𝑧 / 𝑘𝑟) 𝑎0 𝑎1 𝑎2 𝑎3 
 
Vertical shift 
 rotation angle 
≥ 1, < 10 0 
1 
68.7540 
2 
-42.490 
3 
26.260 
> 10, < 35 0 
2 
-42.490 
3 
26.260 
5 
-16.23 
> 35, < 100 0 
3 
26.260 
5 
-16.23 
8 
10.0320 
> 100, < 245 0 
5 
-16.23 
8 
10.0320 
13 
-6.1980 
> 245 0 
8 
10.0320 
13 
-6.1980 
21 
3.8340 
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interleaves is given in equation 3.3. The radial distance between turns in a given interleaf 
is given by  
 
 
  
Δ𝑘𝑟 =
𝑁 ∙ 𝑟𝑒𝑠𝑧
𝐹𝑂𝑉𝑥𝑦 ∙ 𝐹𝑂𝑉𝑧
 
 
4.1 
 
where 𝑁 is the total number of spiral arms.  
 Spiral Waveform Design 
One limitation of the proposed reconstruction method occurs where the spiral waveform 
begins at the center of k-space.  The first approximately 2% of k-space is heavily 
oversampled due to the low initial gradient strength and high slew required to make the 
initial turns at the start of the spiral readout. The overly dense sampling pattern is not as 
uniform at the beginning of the readout and the GRAPPA kernels will be different than 
kernels identified elsewhere in the volume.  This will lead to errors when determining 
GRAPPA weights with points near the center of k-space. 
To reduce potential error in the GRAPPA reconstruction, a variable-density spiral 
waveform was designed which critically samples the central 10% of k-space before 
transitioning to a uniform R = 4 undersampling scheme. The spiral waveform was 
calculated with the algorithm described in ref (32) which numerically determines the 
shortest possible gradient given imaging constraints of maximum gradient strength and 
maximum slew.  With unlimited slew, the gradients can make the rapid transition 
between sampling schemes without being derated. In practice however, even with 
modern hardware the spiral gradients must be reduced nearly to zero in order to produce 
the sharp shift between the different sampling regimes as shown in Figure 4.5.  
Derating the gradients in this manner is less efficient both in terms of SNR weighting 
as described in equation 3.8 and in terms of overall speed.  To allow the physical 
gradient to operate at maximum voltage, a short transition region is added to the spiral  
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   c       d 
0                   3                     6                    
9 
0                   3                     6                  
9 
a b 
Figure 4.5. Top: the spiral waveform was designed with two distinct 
sampling regimes: the center of k-space up to 10% of the maximum radius 
is critically sampled (cyan), and the periphery is uniformally 
undersampled by R = 4 (white). If there is no transition between regimes, 
gradients must be drastically reduced to create the instantaneous change 
between sampling schemes (c). By linearly increasing undersampling 
between 10-12% (b, red points), no gradient reduction is required, and the 
spiral generation routine can maximize gradient strength and speed (d).  
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waveform design which joins the two sampling schemes by linearly increasing the  
undersampling factor from R = 1 to R = 4 between 10 to 12% of the maximum radius. 
This broadens the turn between sampling schemes without substantially affecting the 
uniform radial sampling pattern and eliminates the need to reduce gradient strength in 
order to maximize speed. 
The principal benefit to critically sampling the center of k-space in this manner is 
evident in the reconstruction. Problems with training and applying GRAPPA kernels in 
the central portions of k-space are eliminated because the center of k-space is fully 
sampled relative to the k-space periphery. Additionally, slowly varying spatial 
frequencies with the highest magnitude are acquired rather than interpolated with 
GRAPPA, reducing reconstruction errors with minimal increases in scan time.  Several 
groups have employed a linearly increasing undersampling pattern, in which the radial 
distance between turns of the spiral gradually increase throughout the readout 
(43,44,45). Implementing radial undersampling in this manner reduces aliasing artifacts 
by sampling higher-magnitude, low spatial frequencies more densely. This 
undersampling scheme was not employed with the proposed reconstruction because the 
GRAPPA reconstruction is dependent on a constant radial sampling pattern.  
 Accelerating Distributed Spirals with GRAPPA 
GRAPPA parallel imaging requires multiple repetitions of kernel with a spatial 
relationship between points that does not change across repetitions. These repetitions 
can take place through k-space, as in the original GRAPPA formulation, or through time, 
as in the method presented by Seiberlich et al. The proposed method combines the two 
methods to maximize the number of kernel repetitions found in dynamically acquired 
data.   
The 3D k-space trajectory was created as outlined in the previous section. To train 
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GRAPPA weights, kernels were identified in radial planes. In the 3D volume, spiral 
interleaves are rotated by an irrational number which prevents points across interleaves 
from aligning on any arbitrary plane. Additionally, as the spiral radius increases, the 
distance between points increases as the spiral becomes gradient-limited instead of slew 
limited. The practical result of this is that without correction, identified planes become 
wedge-shaped as shown in Figure 4.6. To reduce variability in the GRAPPA training 
kernels, points which lie directly on the desired plane are synthesized by linearly 
interpolating between points which lie on either side of the plane. Furthermore, when 
a                   b 
𝑘𝑦 
𝑘𝑥 
c 
Figure 4.6. GRAPPA operations require a consistent sampling pattern. 
When attempting to identify points on a radial plane (a,b), the irrational 
angle by which interleaves are rotated prevent points from perfectly 
aligning. Variability in the angle of readout points is a source of potential 
error. In order to improve the accuracy of the GRAPPA reconstruction, 
points are synthesized which lie directly on the desired plane (c, red 
points) by linearly interpolating points which straddle the desired plane 
(green points). 
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collecting data it is possible to artificially increase the bandwidth at which the analog to 
digital converter (ADC) samples the MR signal. This does not affect the MR signal but 
from a trajectory standpoint but causes the readout points to be closer together.  This 
reduces the distance over which points must be interpolated. 
 Parameterizing GRAPPA Reconstruction 
The proposed GRAPPA reconstruction can be fully parameterized with only three 
independent elements: the number of independent planes on which to train and apply 
GRAPPA weights, the number of points in the GRAPPA kernel, and number of training 
data sets used to condition the matrix inversion. The optimal combination of the three 
parameters is determined by reconstructing a series of image volumes in which the three 
parameters are varied independently. The structural similarity index (SSIM) was 
calculated for each volume and the parameter combination which yielded the highest 
average structural similarity was chosen as optimal. Image quality is measured through 
the use of the Structural Similarity Index (SSIM), which is a single metric that combines 
measures of luminance, contrast and structural differences between two images (46). 
The SSIM of two images 𝑥 and 𝑦 is calculated by 
  
𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜇𝑥𝜇𝑦 + 𝐶1)(2𝜇𝑥𝑦 + 𝐶2)
(𝜇𝑥
2 + 𝜇𝑦
2 + 𝐶1)(𝜎𝑥
2 + 𝜎𝑦
2 + 𝐶2)
 4.2 
where  
 
 
 
 
  
𝐶1 = (𝐾1𝐿)
2 
𝐶2 = (𝐾2𝐿)
2 
𝐾1 ≪ 1 
𝐾2 ≪ 1, 
 
 
𝐿 is the dynamic range of the image, 𝜇 is the image mean and σ is the square root of 
image variance. The constants 𝐾1 and 𝐾2 take the values described in ref (46), i.e. 𝐾1 =
0.01 and 𝐾2 = 0.03. The constants 𝐶1 and 𝐶2 are included to avoid instability when 
(𝜇𝑥
2 + 𝜇𝑦
2) and (𝜎𝑥
2 + 𝜎𝑦
2)  are close to zero, respectively. SSIM is bounded between 0 and 
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1, where a SSIM of 1 indicates identical images, and progressively decreases as images 
diverge. 
The spiral trajectory is produced as described in Section 3.1. In brief, the base spiral 
waveform described in the preceding section is evenly distributed along the kz-axis. 
Successive interleaves are rotated by the golden angle relative to their neighbors to 
sample a cylinder in k-space. Data were simulated by gridding dynamically acquired 3D 
Cartesian k-space data onto the CDS trajectory, matching field of view and resolution 
parameters of the acquired Cartesian data to the spiral trajectory.  
Both phantom and static in vivo volunteer images were simulated in this manner.  
GRAPPA kernels are identified using a sort and search algorithm to identify repeating 
patterns throughout a given plane. For training purposes, incomplete kernels near the 
edges of k-space are excluded from the matrix used to calculate weights. As GRAPPA 
weights are calculated independently for each radial plane, parallel computing was 
implemented to accelerate the reconstruction. Identifying GRAPPA kernels and 
calculating weights must only be performed once per acquisition, while applying 
GRAPPA weights must be performed for each undersampled time point. Representative 
Table 4.2. The GRAPPA reconstruction is highly parallelizable, as GRAPPA weights 
are calculated independetly for each radial plane. Reconstruction was performed on 
a 32-core 3.10 GHz Intel Xeon linux workstation. 
  Computation Time 
Experiment 𝑀𝑇𝑋𝑥𝑦 / 𝑀𝑇𝑋𝑧 
Identify kernels, 
calculate weights 
(perform once) 
Apply weights 
(every time point) 
Simulated Phantom 220 / 120 2.65 min 6.3 sec 
Simulated in vivo 240 / 200 3.1 min 7.0 sec 
Sponge Phantom 100 / 56 1.5 min 1.2 sec 
in vivo breathhold 
 
140 / 68 
 
2.9 min 
 
4.5 sec 
 
Sponge phantom experiments are discussed in section 5.2. In vivo breathhold 
experiments are discussed in section 5.3.3.  
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computation times are given in Table 4.2. 
Dynamic in vivo volunteer data were acquired by interleaving bins to acquire 
training and examination data in a single acquisition. Acquiring data in this manner 
allows the same dynamic data to be reconstructed using several different methods. In 
order to parameterize the GRAPPA reconstruction, data were reconstructed with three 
methods, view sharing, GRAPPA and zero filling.  
The sliding window or view sharing method, as described in Section 4.2.1, uses data 
from 4 time points to produce images which have low temporal resolution but are fully 
sampled spatially. This reduces aliasing artifacts at the expense of fast dynamic 
a.        b. 
 
 
 
 
 
 
 
 
 
 
c.         d.  
e.        f. 
 
 
 
 
 
 
 
 
 
 
g.         h.  
 SSIM = 1.0 SSIM = 0.305   SSIM = 1.0 SSIM = 0.256 
 SSIM = 0.611 SSIM = 0.841   SSIM = 0.671 SSIM = 0.883 
Figure 4.7. Dynamic data are reconstructed with view-sharing (a,e), zero 
filling (b,f) and GRAPPA (c-d, g-h) to demonstrate the proposed method 
in vivo (a-d) and in the perfusion phantom (e-h). Images reconstructed 
with view sharing were considered fully sampled for the purpose of 
parameterizing the GRAPPA reconstruction by maximizing structural 
similarity between GRAPPA and view-sharing reconstructions.  
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processes, which will be blurred by averaging data over multiple time points to create a 
single image. For static imaging and simulations, view sharing will be considered “fully 
sampled,” as the increased temporal resolution is irrelevant in static imaging.  Zero 
filling creates image from individual bins without any attempt to replace undersampled 
data, as each bin under samples the field of view in the z-direction. Zero-filling dynamic 
data produces images with high temporal resolution but also with pronounced aliasing 
artifacts due to undersampling. Images reconstructed with zero filling will be used as a 
baseline to assess the performance of GRAPPA in reducing aliasing artifacts.  The 
Figure 4.8. The GRAPPA reconstruction can be fully parameterized with 
only three independent variables. Kernel size (top) is varied from 4 to 12, 
showing the spatial relationship between source (white) points and target 
(cyan) points. Increasing the number of planes (bottom, top down view) 
from 4 to 256 reduces the arc length over which GRAPPA weights are 
applied (blue wedge), improving accuracy of the reconstruction. 
 
𝑘𝑧 
𝑘𝑟 
𝑘𝑦 
𝑘𝑥 
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proposed GRAPPA reconstruction produces images from a single bin with high temporal 
resolution, similar to zero filling, but suppresses aliasing artifacts by interpolating 
missing data.  
Simulation and in vivo images were reconstructed by independently varying the 
three GRAPPA parameters: kernel size, number of radial planes, and training sets. 
GRAPPA kernel size ranged from 4 to 12 in steps of 2, number of planes ranged from 1 to 
256 in steps of 2𝑛 and the number of training sets ranged from 4 to 24 in steps of 4.  
GRAPPA kernels and radial planes are shown graphically in Figure 4.8. GRAPPA  
kernels have extent only in the through-plane (𝑘𝑟 − 𝑘𝑧) direction, and do not include 
points in the readout direction.   
The structural similarity was computed for each reconstructed image, comparing the 
GRAPPA reconstruction to fully-sampled reconstructed data. For simulated and 
acquired data, only the first time point was reconstructed, the remaining data was used 
solely to train GRAPPA weights. For each reconstructed 3D volume given the kernel size, 
number of planes and training sets, the highest average SSIM was used to select the 
optimum GRAPPA parameters, given the image field of view and resolution.  
 Results and Discussion 
The following sections present results from experiments described in the Methods 
sections. Section 4.3.1 details the combination of parameters which optimizes GRAPPA 
to produce the highest quality images as compared to an a priori known truth.  An 
analysis of noise enhancement due to the parallel imaging reconstruction is presented in 
section 4.3.2. Finally, section 4.3.3 demonstrates improvements in temporal resolution 
by reconstructing a dynamic data set with GRAPPA parallel imaging.  
 Parameterizing GRAPPA reconstruction with Distributed Spirals  
Results from the GRAPPA parameterization experiments are shown in Figure 4.7. Some 
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differences in optimal parameters, especially number of planes is expected due to the 
different resolutions of the simulations. At higher resolutions, the extent of k-space is 
increased and more planes must be added to maintain the same distance between radial 
planes, and thus the arc length over which GRAPPA weights are applied. With an 
insufficient number of planes, the arc length can become so long that the assumption of 
linearity is violated, introducing errors into the reconstruction.  
The effect of kernel size and number of GRAPPA planes on the proposed DS-
GRAPPA reconstruction for in vivo and the perfusion phantom is shown in Figure 4.9. 
Figure 4.9was created by using all available training data (200 sets) and varying kernel 
size and GRAPPA planes. For both data sets, the number of points in the GRAPPA kernel 
did not have a substantial impact on the accuracy of the reconstruction. The peak and 
average structural similarity for an image volume reconstructed with a GRAPPA kernel 
size of 4 is within 2% of the peak and average structural similarity for an image volume 
reconstructed with a kernel size of 12. Reducing kernel size has a profound impact on the 
S
S
IM
 (
a
.u
.)
 
Number of planes 
a. Perfusion Phantom          In Vivo b. 
Figure 4.9. The effect of two GRAPPA reconstruction parameters on 
structural similarity for the perfusion phantom (a) and in vivo data (b).  
For the above figures, all available training data was used to calculate 
GRAPPA weights while varying kernel size and number of planes on 
which to calculate and apply weights. Kernel size is plotted as colored 
lines.  
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reconstruction time, as the reconstruction currently is unable to parallelize in that 
dimension. GRAPPA weights are calculated independently for radial planes, and each 
matrix inversion can be calculated in separate threads. The search and sort algorithm 
can be executed independently for each spiral interleaf in the volume, but each 
additional point in the kernel increases the number of operations by 𝑝 ∙ 𝑁 ∙ 𝑅 where 𝑝 is 
the number of points in the readout, 𝑁 is the total number of spiral interleaves, and 𝑅 is 
the acceleration factor. Even for low-resolution trajectories, additional kernel points can 
add an additional 108 operations to the search and sort algorithm alone.  Additionally, it 
is reasonable to assume that the optimal kernel only contains signals nearest the missing 
datum (47). Selecting additional kernel points distant to the datum to be reconstructed 
does little to improve the accuracy of the reconstruction.   
Calculating GRAPPA weights for a single plane, in which the entire spiral readout is 
reconstructed with a single weight set offers significant improvements in the calculated 
SSIM of the reconstructed volume when compared to the zero filling reconstruction. For 
in vivo data, the SSIM between view sharing and zero filling was 0.305. The lowest 
calculated SSIM between the GRAPPA and view-sharing reconstructions was 0.611, for a 
kernel size of 4, a single plane and a single training data set. The highest SSIM was 
0.841, for a kernel size of 8, 512 planes, and 100 training data sets.  For perfusion 
phantom data, the SSIM between view sharing and zero filling reconstructions was 
0.256. The lowest SSIM between GRAPPA and view sharing reconstructions was 0.671 
for a kernel size of 4, a single plane and a single training data set. The highest SSIM was 
0.883 for a kernel size of 8, 512 planes, and 100 training data sets.  For the three 
parameterization experiments, the average SSIM of the zero-filling reconstruction was 
0.33 ± 0.07, while the average GRAPPA reconstruction with a single weight set was 0.67 
± 0.1. As expected, the reconstructed image quality improves with additional weight sets, 
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increasing from 0.67 average SSIM for a single weight set to a maximum average SSIM 
of 0.87 ± 0.11 for 512 weight sets. However, the number of planes required to accurately 
reconstruct undersampled DS data rapidly approached a regime of diminishing returns. 
Using GRAPPA to reconstruct undersampled DS data with 64 planes was within 2% of 
the average and peak SSIM calculated by reconstructing the same data with 512 planes. 
Imperceptible improvements in image quality can be sacrificed for a 4x decrease in 
reconstruction time.  
 g-Factor Analysis 
One of the most important considerations in parallel imaging reconstruction is noise 
enhancement in the reconstructed image. The signal to noise ratio (SNR) is calculated as  
  
𝑆𝑁𝑅 =
𝑆̅ 
𝜎
 
4.3 
 
 
where 𝑆̅ is the average signal in a given voxel and 𝜎 is the standard deviation of noise.  
SNR is proportional to the square root of total scan time, which causes accelerated 
images to have reduced SNR due to shortened scan times. Additionally, the parallel-
imaging reconstruction method can cause further noise enhancement which may be 
region-specific or across the entire image. To analyze noise induced by the proposed 
reconstruction method, g-factor maps were produced following the method presented by 
Robson et al in (48). Briefly, correlated noise was added to k-space data before 
performing both accelerated and fully-sampled image reconstructions. This process was 
repeated to produce 100 reconstructed volumes. SNR maps were generated by taking the 
mean value in each voxel divided by the standard deviation of noise, and g-factor maps 
were determined by taking the ratio of the SNR for the optimal unaccelerated image and 
the SNR of the accelerated image, compensated by the acceleration factor R,  
  
𝑔 = 
𝑆𝑁𝑅𝑜𝑝𝑡𝑖𝑚𝑎𝑙,𝑢𝑛𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑒𝑑
𝑆𝑁𝑅𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑒𝑑 √𝑅
. 
4.4 
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a. b. 
c. 
0 600 
0 2 
SNR (a.u.) 
g-factor (a.u.) 
Figure 4.10. SNR maps for the fully sampled reconstruction (a) and the 
proposed R=4 GRAPPA-accelerated reconstruction (b) show the general 
reduction in SNR due to the shortened scan time. g-Factor maps showing 
multiple slices across the reconstructed volume (c) show areas of local 
noise enhancement.  
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Results from the g-factor analysis are shown in Figure 4.10.  As expected, the 
GRAPPA reconstructed images had on average a factor 2 lower SNR than the fully-
sampled images due to averaging fewer acquired signals.  g-Factor maps shown in Figure 
4.10c highlight areas of local noise enhancement. While g-factor maps showed noise 
enhancement around some internal structures, the average g-factor value across the 
phantom was 0.955, indicating low net noise enhancement due to the proposed GRAPPA 
reconstruction method.  
 Improved Temporal Resolution in Dynamic Imaging: Experimental Methods 
and Results 
To demonstrate improvements in temporal resolution, an experiment was conducted in 
which a volunteer performed random movements with their hand inside a 32-channel 
head coil. The small bones in the hand combined with rapid movement are susceptible to 
blurring with the insufficient temporal resolution of the view sharing reconstruction and 
may be obscured by prominent aliasing artifacts in images produced by the zero-filling 
reconstruction. Images were acquired using the cylindrical DS trajectory with a spoiled 
gradient echo scan on a Philips 3T Ingenia scanner. Scan parameters were as follows: 
images were acquired with an isotropic  
2.2 mm resolution. Field of view in the spiral (xy) direction was 15 cm; field of view in 
the z direction was 13 cm. TR/TE = 9.3 / 1.0 ms. Flip angle = 180, maximum slew = 120 
mT/m/ms, maximum gradient = 20 mT/m. Readout length = 5.6 ms. Partial Fourier 
(half scan) factor = 0.6, temporal resolution (single bin) = 900 ms. Total scan time = 3.4 
minutes.  Number of GRAPPA weight sets = 120, kernel size = 4, number of training sets 
= 48.  
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 Zero-Filling View-Sharing DS-GRAPPA 
Figure 4.11. Selected frames from reconstructed dynamic data from a 
moving hand are shown above. Volunteer is pronating wrist in row 1, 
extending fingers in row 2, flexing fingers in row 3, and extending thumb 
in row 4. Zero-filling missing data (column a) produces images with 
substantial aliasing artifacts which obscures the underlying anatomy. 
View sharing (column b) produces noticeable temporal blurring artifacts 
when substantial motion is present (arrows). GRAPPA reconstructed 
images (column c) have reduced aliasing artifacts and no temporal 
blurring across time points.  
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Results of the dynamic hand experiment are shown in Figure 4.11.  Calculating the 
structural similarity between “fully sampled” view sharing reconstruction and GRAPPA  
is not appropriate because of the dynamic nature of the acquisition; there is no a priori 
truth to compare to the GRAPPA reconstruction. Visually, it is possible to see failure in 
the reconstructions especially when there is a high degree of motion between 
reconstructed frames. When the volunteer extends their fingers as shown in Figure 4.11 
row 3, the time-averaging effect in the view sharing reconstruction causes the 
reconstructed time point to show the temporal summation of the motion of the hand, 
producing an image which contains both extended fingers and a closed fist.  
The time-averaging effect can be quantified by calculating the correlation of the 
image series as a function of time. View sharing uses the same data to reconstruct 
multiple time points, causing an artificially increased correlation in the time series. The 
correlation between subsequent images is a measure of how much of the image changes 
from one time-point to the next. The Pearson correlation coefficient is calculated with 
  
𝑟𝑥𝑦 =
∑𝑥𝑖𝑦𝑖 − 𝑛?̅??̅?
√∑𝑥𝑖
2 − 𝑛?̅?2 √∑𝑦𝑖
2 − 𝑛?̅?2
 
 
4.5 
 
where 𝑛 is the total number of elements to be compared (voxels in this case), ?̅? and ?̅? are 
mean values of the images, and 𝑥𝑖 and 𝑦𝑖 are elements in the respective data sets.  
An alternative interpretation of the Pearson coefficient is the dot product in linear 
algebra. The dot product is a measure of the projection of one vector onto another, 
normalized by their magnitudes. Mathematically this is written as  
  
𝑨 ∙ 𝑩 = ∑𝐴𝑖𝐵𝑖 =
𝑛
𝑖=1
‖𝑨‖ ‖𝑩‖ cos(𝛼) 
 
4.6 
 
where 𝑨 and 𝑩 are vectors and 𝛼 is the angle between vectors. If 𝛼 = π, two vectors are 
orthogonal, indicating no correlation between 𝑨 and 𝑩. If 𝛼 = 0, the two vectors lie in the 
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same direction, and are identical apart from a potential scaling factor. Thus the 
projection of one vector onto another, or correlation, can be calculated as  
 
  
𝑟𝑥𝑦 =
1
𝜋
cos−1 (
∑ 𝐴𝑖𝐵𝑖
𝑛
𝑖=1
‖𝐴‖‖𝐵‖
). 
 
4.7 
 
Figure 4.12 shows the correlation between subsequent images as a function of time for 
the three reconstruction methods. A high correlation between subsequent images 
indicates that the majority of the image does not change from one image to the next. As 
expected, the average correlation for all three reconstruction methods is near unity as the 
majority of the signal lies in the critically sampled center of k-space which does not 
change between the three reconstruction methods.  
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Figure 4.12. Correlating subsequent images of a dynamically acquired 
data set shows a measure of the time-averaging effect of the view-sharing 
reconstruction. Temporal blurring causes an artificial correlation between 
images. Time points reconstructed with the zero filling method have 
catastrophic aliasing due to undersampling. Time points reconstructed 
with the GRAPPA method have reduced aliasing without an artificially 
increased temporal resolution.  
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The average correlation scores for the three reconstruction methods are shown in 
Figure 4.12. The zero filling reconstruction has the lowest average correlation because of 
the high temporal resolution combined with a high degree of aliasing present in the 
reconstructed time points. Images reconstructed with view sharing have the highest 
correlation between images due to temporal blurring introduced by the sliding window 
reconstruction. The GRAPPA reconstruction shows a lower correlation than the sliding 
window reconstruction due to the higher temporal resolution but a higher correlation 
than images reconstructed with zero filling due to the suppressed aliasing artifacts. 
 Conclusions 
The proposed GRAPPA parallel imaging reconstruction is a novel approach to 
parallel imaging to accelerate the temporal resolution of dynamically acquired 3D 
Distributed Spirals acquisitions. The combination of spatial and temporal repetitions of 
GRAPPA kernels improves reconstruction accuracy while minimizing reconstruction 
time. View sharing reconstructions induce an artificial temporal blurring into 
reconstructed images which manifests as an increased correlation between subsequent 
images in the reconstructed time course.  GRAPPA reconstructed images have improved 
temporal resolution compared to view sharing reconstructions and exhibit fewer aliasing 
artifacts which can obscure the region of interest which are present in images 
reconstructed by zero-filling unacquired data.  
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5 DYNAMIC SUSCEPTIBILITY CONTRAST PERFUSION MRI WITH DYNAMIC 
DISTRIBUTED SPIRALS 
Dynamic Susceptibility Contrast (DSC) MRI is a quantitative imaging method which 
provides measures of flow, volume and transit time.  DSC is primarily used in the brain 
to study cancerous lesions and ischemic stroke. With recent improvements to acquisition 
methods, DSC has been used to study small focal lesions such as multiple sclerosis 
(49,50,51) and pathologies which affect the whole brain such as moyamoya disease (52) 
and normal-pressure hydrocephalus (53).  
DSC-MRI data are typically acquired using T2- or T2*-weighted sequences and are 
almost exclusively used in the brain where the blood-brain barrier prevents contrast 
agent from perfusing into the tissues. Because DSC perfusion methods measure the 
passage of a concentrated, narrow contrast agent bolus, temporal resolution becomes the 
limiting factor in the spatial resolution of perfusion parameter maps. Perfusion 
parameters rely upon accurate measurement of the arterial input function which is a 
measure of the delivery of contrast agent to the tissue and must be measured at least 
every 1.5 – 2 seconds to ensure high measurement accuracy.  Insufficient temporal 
resolution will bias perfusion parameters and may underestimate critical parameters, 
leading to missed diagnoses or inappropriate patient care. However, with insufficient 
spatial resolution or coverage, diseases with small focal lesions such as multiple sclerosis 
may pass undetected on DSC-MRI studies. High spatial resolution is critically important 
in evaluating brain metastases, which vary in size from causing gross displacement of 
brain tissue to barely detectable. Acquiring high-resolution DSC perfusion maps has 
been the subject of considerable research effort. 
The proposed method combines the k-space trajectory described in chapter 3 with 
GRAPPA parallel imaging described in chapter 4 in order to accelerate data acquisition 
 69 
 
 
 
 
to improve the spatial coverage of DSC-MRI acquisitions without compromising 
temporal resolution. The following chapter analyzes applications of the spiral k-space 
trajectory combined with the novel parallel imaging reconstruction method presented in 
the previous chapter, specifically as it relates to DSC perfusion MRI.  
Theoretical work related to the proposed DSC perfusion sequence is discussed in 
section 5.1. A perfusion phantom was designed and built to provide a stable, repeatable 
platform for image acquisition during administration of contrast agent. The phantom 
was analyzed for its repeatability, reproducibility and accuracy as discussed in section 
5.2. Acquisition and reconstruction methods are described in section 5.3. The perfusion 
phantom provides a stable environment for development of DSC-perfusion methods 
which will ultimately be used in vivo. As a validation experiment, the proposed method 
was demonstrated in vivo by detecting transient changes in T2* relaxivity induced by 
breath holding, which is much more difficult to detect than changes induced by 
gadolinium chelate contrast agents as the relative signal change due to breath holding is 
much smaller than the change induced by gadolinium contrast agent. Experiments 
related to detecting in vivo R2* changes are presented in section 5.4.  Results of the 
described experiments are presented and discussed in section 5.5. Finally, summary 
conclusions are presented in section 5.6. 
 Theory 
The proposed method combines the 3D spiral based Distributed Spirals k-space 
trajectory with GRAPPA parallel imaging to accelerate DSC perfusion studies. The goal 
of this work is to achieve whole-brain coverage with 3 mm isotropic resolution and 1 
second temporal resolution. As discussed in the previous chapter, GRAPPA parallel 
imaging is used to accelerate the temporal resolution of the dynamic data acquisition to 
achieve the desired spatial coverage and temporal resolution.  
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DSC perfusion methods acquire data during the passage of a bolus of contrast agent 
under the assumption that contrast agent does not extravasate from the vasculature into 
surrounding tissue.  This assumption is generally true in the presence of an intact blood-
brain barrier.  In certain lesions, particularly malignant tumors, the blood-brain barrier 
is disrupted, allowing contrast-agent to leave the vasculature and enter the extravascular 
extracellular space (EES). When contrast agent accumulates in tissue, the contrast agent 
concentration gradient responsible for creating the susceptibility effect is reduced and 
local T1-shortening creates T1-related signal enhancement. The combination of reduced 
susceptibility and signal enhancement can severely impact the quantitative perfusion 
parameters in the most critical areas e.g. cancerous lesions. Measures of tumor perfusion 
and flow are correlated with tumor staging and can have a substantial impact on 
selecting the best treatment option (54,55,56,57,58).  
Collecting two echoes during contrast agent administration has been shown to be an 
effective technique for mitigating these leakage effects (59). The signal time course can 
be corrected for T1-related signal-enhancing effects by taking the ratio of the second 
echo to the first echo for each time point as given in equation 2.22, reprinted below for 
reference: 
  
ΔR2∗ =
1
𝑇𝐸2 − 𝑇𝐸1
ln (
𝑆𝑇𝐸1(𝑡)
𝑆𝑇𝐸2(𝑡)
∙
𝑆𝑇𝐸2
̅̅ ̅̅ ̅̅
𝑆𝑇𝐸1
̅̅ ̅̅ ̅̅ ) 
 
2.22 
 
Schmainda et al published a dual-echo spiral-based DSC perfusion method which is 
capable of obtaining accurate, quantitative measures of flow and volume (60,61). The 
Schmainda method used 2D single-shot spirals to acquire 12, 5 mm thick slices over a 24 
cm FOV with 1 second temporal resolution. The in-plane resolution was 2.7 mm; data 
were acquired with a temporal resolution of 1000 ms. The proposed method extends the 
Schmainda method from a 2D-multislice scan to a true 3D acquisition and increases 
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spatial coverage in the slice direction by employing the proposed GRAPPA parallel 
imaging reconstruction presented in chapter 4. Acquiring MR data in three dimensions 
has a number of advantages over 2D scans; the most often cited advantage is improved 
SNR. Studies have predicted and experimentally shown up to a 4-fold increase in SNR 
over 2D multi-slice acquisitions (62,63). The increase in SNR obtained by switching to a 
3D acquisition will offset decreases in SNR due to undersampling.  Regardless of the 
method of undersampling, sampling less data impacts SNR by 
  𝑆𝑁𝑅 ∝ √𝑡. 5.1 
 
where 𝑡 is the total scan time (64). Even for a perfect, fully sampled reconstruction, 
reducing scan time by a factor of 4 doubles the amount of noise in the image, though the 
relationship between SNR and scan time is typically presented in the reverse: increasing 
scan time by a factor of 4 improves image SNR by a factor of 2. Improvements in 
temporal resolution will provide additional benefit by improving accuracy in the 
measured perfusion parameters despite the increase in background noise.  
 Perfusion Phantom  
Optimization and validation of new DSC sequences requires image acquisition during 
contrast agent administration. Due to the non-zero risk associated with injecting 
exogenous contrast agent, especially gadolinium chelates, this is rarely tested in human 
volunteers. A perfusion phantom was designed and built to provide a stable platform for 
continued sequence development.  
The basic phantom design is shown in Figure 5.1. The phantom was made from a 
consumer-grade food storage container with a commercially available hollow-fiber filter 
cartridge (FiberCell Systems, Fredrick, MD, USA) which acts as the tissue model for 
perfusion experiments (65). The filter cartridge contains semi-permeable fibers through 
which media can either pass through the cartridge or selectively diffuse through pores in 
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the thin fiber wall and enter the “extravascular space,” similar to a capillary bed. The 
pore size is determined by the manufacturer, and filter cartridges are available with 
different permeabilities, ranging from a 50% molecular weight cut-off (MWCO) of 5kD to 
100kD.   
The contrast agent used in this work was gadobentate diglutamine (Multihance, 
Bracco Diagnostics) which has a molecular weight of 1.06 kD, as shown in Table 2.1. 
Most clinically approved gadolinium-based contrast agents have molecular sizes similar 
to or smaller than Multihance, which is substantially smaller than the smallest available 
molecular weight cutoff for the filter cartridge. All FDA approved gadolinium-based 
Inlet 
port 
Port for contrast 
agent injection  Outlet ports 
Hollow-fiber 
filter cartridge  
Dimensions: 
7.6 cm tall 
19 cm wide 
28cm long 
 
Filter cartridge: 
3.8 cm diameter 
12.5 cm long 
 
Submerged inlet tubing to 
measure AIF 
Figure 5.1. The perfusion phantom used to develop the proposed DSC 
perfusion method. The phantom uses a hollow-fiber filter cartridge to 
mimic both DSC and DCE perfusion conditions. A variable-flow rate 
pump drives water and contrast agent through the phantom. Inlet tubing 
has IV tubing ports to connect to a power injector for controlled delivery 
of contrast agent.  
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contrast agents can therefore perfuse into the filter’s extravascular space, limiting the 
susceptibility gradient which is fundamental to DSC perfusion experiments.  While these 
conditions are suitable for DCE perfusion experiments, they are not ideal for DSC 
perfusion studies as the central assumption in DSC perfusion studies is that the contrast 
agent stays entirely in the vascular system. However, initial testing showed that a large 
bolus of contrast agent combined with the slightly reduced permeability of the contrast 
agent through the filter fibers created a sufficiently strong susceptibility gradient to 
create conditions in which DSC parameters can be calculated. This will be discussed in 
greater detail in section 5.5. 
Water and contrast agent are pushed through the phantom with a variable-flow rate, 
non-pulsatile pump to approximate various physiologically relevant flow rates. The inlet 
to the phantom includes ports for both manual and power-injector contrast agent 
Figure 5.2. Three orthogonal MR views of the perfusion phantom. 
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administration. Three orthogonal MR views of the perfusion phantom are shown in 
Figure 5.2.  Images in Figure 5.2 were obtained using a T1-weighted Cartesian 
acquisition with 1 mm isotropic resolution. 
On average, the human cerebrum is roughly 17 x 14 x 9 cm (length x width x height) 
(66); the perfusion phantom approximates these dimensions at 28 x 19 x 8 cm. As the 
goal of this work is to achieve whole-brain coverage with isotropic resolution and high 
temporal resolution, it is possible to optimize sequence parameters which will can be 
used on human volunteers without substantial modification by matching volumetric 
dimensions of scans performed on the perfusion phantom to those that would be 
performed on the human brain.  
In addition to volume, the perfusion phantom was also designed to mimic certain 
human physiological parameters of flow, as DSC perfusion studies provide a measure of 
flow as well as volume. A variable flow-rate pump drives water and contrast agent 
through the phantom to mimic perfusion in the brain.  Controlling flow rate was 
accomplished with a 30 watt potentiometer, whose measured internal resistance varies 
from 1.5 Ω to 30 Ω. Flow is reduced to zero at 21 Ω.   
The pump is not MR compatible and must be kept outside the scan room. Flow is 
measured at the outlet of the phantom rather than the outlet to the pump, as water must 
travel through approximately 40 linear feet of tubing before being reaching the phantom 
inside the MR scanner.  The maximum flow rate through the phantom was measured at 
300 mL/min. The tubing delivering water and contrast agent to the phantom has an 
inner diameter of 0.125 inches; at 300 mL/min the maximum flow velocity is 
approximately 60 cm/second which matches the resting state flow velocity in the middle 
cerebral artery (MCA) (67). DSC acquisition methods require accurate measurement of 
an arterial input function which is commonly measured in the MCA as it is a prominent, 
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fast-flowing artery centrally located in the cerebrum (68,69).   
 Methods 
The following sections describe how dynamic DSC-perfusion data are acquired and 
reconstructed. Section 5.3.1 presents data acquisition methods used for all DSC-
perfusion experiments using the proposed method. Section 5.3.2 describes how dynamic 
data are reconstructed and section 5.3.3 provide a brief summary of how DSC perfusion 
parameters are calculated. For a more in depth explanation of how DSC parameters are 
calculated, see section 2.3.2. 
 Acquisition Methods 
The Distributed Spirals trajectory was created as described in chapter 3. Zeroth and first 
moment compensation is performed by the algorithm used to calculate the base spiral 
waveform. The spiral trajectory is designed to critically sample the central 10% of k-
space and uniformly subsample the k-space periphery with an undersampling factor R = 
4 as described in section 4.2.3.  Fully sampled images can be created from four 
sequentially acquired undersampled bins. 
A spoiled gradient recalled echo pulse was used in combination with spectral spatial 
lipid suppression for all data acquisition experiments. Section 5.3.1.1 describes trajectory 
considerations related to the dual echo spiral acquisition method, and section 5.3.1.2 
describes acquisition methods related to the perfusion phantom. 
5.3.1.1 Dual echo spiral 
The proposed DSC-perfusion method uses a dual-echo spiral readout to acquire dynamic 
data. Several groups have implemented dual-echo spiral sequences by designing a spiral-
in readout followed by a spiral out (70). The proposed method acquires data by playing 
out a spiral-out interleaf, rewinding back to the center of k-space then traversing the 
same path through k-space with the second echo.  Dual-echo gradient echo methods 
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compensate for T1-extravasation effects by using the ratio of two echoes to extrapolate 
the MR signal back to TE = 0 (71).  The two echoes in the spiral in/spiral out trajectory 
have essentially the same echo time, making the extrapolation back to TE = 0 extremely 
sensitive to noise, as illustrated in Figure 5.3. The spiral out/spiral out trajectory was 
chosen to provide a greater distinction between echo times and to maintain consistency 
in time differences between respective points in the two echoes. 
 One disadvantage of the spiral out/spiral out trajectory lies in the rewinder gradient. 
The rewinder is responsible for returning the k-space trajectory back to the center of k-
space before the second echo begins. In spiral in-spiral out imaging, both echoes traverse 
exactly the same path through k-space; any trajectory errors will be common to both 
echoes. In spiral out-spiral out dual echo sequences, if the rewinder does not correctly 
return to the center of k-space, trajectory errors can substantially affect image quality. 
Deviations from desired and measured k-space trajectories arise from gradient delays 
and imperfections, eddy currents, concomitant fields and field inhomogeneities. 
Trajectory errors in spiral imaging often manifest as edge effects or additional blurring 
Figure 5.3. Acquiring dynamic DSC data with two echoes enables data to 
be extrapolated back to TE = 0 to correct for T1-enhancing effects which 
corrupt the measured ΔR2*. Spiral in/spiral out acquisition strategies (a) 
are sensitive to noise due to the small differences between TE for the two 
echoes. The proposed method acquires a spiral two spiral out readouts 
separated by a rewinding gradient (b) which provides better distinction 
between echo times. 
𝑇𝐸1 𝑇𝐸2 𝑇𝐸1 𝑇𝐸2 
a.             b. 
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(72).   
The algorithm which numerically calculates the base spiral waveform also calculates 
the rewinder gradients. The full gradient waveform is passed through the scanner’s pre-
emphasis filter which uses a predetermined gradient response function to reshape the 
waveform to minimize k-space trajectory errors when the waveforms are played out on 
gradient hardware. To assess the performance of the rewinder, an experiment was 
performed in which two image volumes were acquired using the cylindrical DS 
trajectory. The first image volume was acquired using a dual echo, spiral out/spiral out 
acquisition as described previously. The second image volume was acquired using a 
single echo trajectory in which the TE was matched to the echo time of the second echo, 
holding all other imaging parameters constant. When scanning a phantom, if the 
rewinder gradient is calculated accurately differences between the two image volumes 
will be entirely noise. More substantial differences are expected when imaging 
volunteers due to physiological motion even in the most compliant volunteers. 
Imaging parameters were as follows: imaging sequence = lipid suppressed spoiled 
gradient echo cylindrical Distributed Spirals trajectory. Pulse repetition, echo times = 
29.5 / 1.15, 10 ms. Flip angle = 170. ADC time = 4.8 ms. FOV (xy/z) = 24 cm / 16 cm. 
Resolution (isotropic) = 2 mm. Maximum gradient strength = 24 mT/m. Maximum slew 
= 110 mT/m/ms.  
A short ADC time was chosen for this experiment for several reasons. Short spiral 
readouts minimize blurring due to off resonance effects; it will be more difficult to detect 
small changes in high spatial frequencies if they are obscured due to blurring. 
Additionally, trajectory errors are compounded the longer the readout progresses; as the 
experiment is only interested in investigating trajectory errors induced by the rewinder, 
the ADC time is kept short to minimize errors that accrue throughout the readout (i.e. 
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concomitant fields, off-resonance effects, etc) and focus on trajectory errors induced by 
the rewinder. Results are presented and discussed in section 5.5.1. 
5.3.1.2 Perfusion phantom 
As the perfusion phantom approximates the human cerebrum in terms of size and 
volume, imaging protocols developed on the phantom should translate to clinical use 
without substantial modification. As such, care was taken to ensure gradient and slew 
limits were reasonable for human use (i.e. the imaging parameters of maximum gradient 
and maximum slew rate do not induce peripheral nerve stimulation and RF power 
deposition does not violate SAR limitations). To reduce time the subject spends in 
scanner, GRAPPA training data and examination data were acquired concurrently by 
interleaving bins as described in section 4.2.3. 
Imaging parameters for the proposed method were as follows: pulse repetition/echo 
times (dual echo) = 83.6 / 1.07, 50 ms. FOV (xy/z) = 22 / 10 cm. Resolution (isotropic) 3 
mm. Maximum gradient strength = 30 mT/m. Maximum slew rate = 110 mT/m/ms. 
ADC time = 25 ms. Temporal resolution (single bin) = 995 ms.  Number of dynamic time 
points = 152. Total scan time = 2.8 minutes. A single-echo single-shot EPI sequence was 
acquired in the same session to facilitate image registration between the two scans. EPI 
scan parameters were as follows: pulse repetition/echo times = 1000 / 50 ms. FOV 
(xy/z) = 22 / 4 cm. Partial Fourier factor = 0.6. EPI images were reconstructed using 
vendor software on the host computer. The proposed method was able to acquire 34 
slices with isotropic 3 mm resolution, while the single shot EPI acquisition was only able 
to acquire 11 slices with the same spatial and temporal resolution. A power injector 
(Medrad Spectris Solaris EP) was used to deliver a 8 mL bolus of gadobenate 
dimegulmine (Multihance, Bracco Diagnostics) at a rate of 8 mL/s. Signal baseline was 
established by acquiring data for 20 seconds before injecting contrast agent.  
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In essence, experiments with the perfusion phantom were performed by varying the 
flow rate of water through the phantom. Data were collected at the following flow rates: 
80, 100, 140, 190, and 230 ml/min. To measure the reliability of the proposed method in 
calculating perfusion parameters, above protocol was performed twice at the maximum 
flow rate in the same session. The statistical significance of any variation in perfusion 
parameters CBV, CBF and MTT was examined by calculating the correlation between 
perfusion parameters obtained for each scan on a per-voxel basis. A high correlation 
score will indicate low sensitivity to noise and high precision in calculating perfusion 
parameters. Two ROIs were selected, one near the inlet where the bolus was very narrow 
and temporal dynamics were highest and one centered about the filter cartridge which 
acts as the model for brain tissue.  
 Reconstruction Methods 
Because bins are interleaved to acquire GRAPPA training data and examination data in 
the same scan, the same dynamic DSC-perfusion data can be reconstructed with three 
methods as described in section 4.2.1. Images created with view sharing reconstructions 
have reduced temporal resolution due to temporal averaging but do not have aliasing 
artifacts from subsampling the field of view. Images created with zero-filling 
reconstructions do not attempt to recover undersampled data and creates images from 
each undersampled bin. Zero-filling images have high temporal resolution but are 
subject to a high degree of aliasing.  The proposed GRAPPA parallel imaging method 
creates images from a single undersampled bin and have high resolution similar to zero 
filling but reduced aliasing by interpolating missing data to support the fully sampled 
field of view.  
GRAPPA reconstruction parameters were determined in section 4.3.1. The 
reconstruction is fully parameterized with three independent parameters: kernel size, 
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independent planes on which to calculate GRAPPA weights, and number of data sets 
used to train weights.  To minimize reconstruction time without substantially impacting 
image quality, the number of points in the GRAPPA kernel was fixed at 4, and all 
available training data was used to train weights. The number of independent planes 
over which to train GRAPPA weights was fixed at 128 for perfusion phantom 
experiments and for measuring ΔR2* in vivo, discussed in sections 5.2 and 5.4 
respectively. 
Reconstructing dynamic data with the three previously described methods (view 
sharing, zero filling and GRAPPA-accelerated Distributed Spirals) takes approximately 9 
hours total on a 32 core 3.1 GHz Intel Xeon Linux workstation running GPI (Graphical 
Programming Interface, Barrow Neurological Institute, Phoenix, Arizona). The most 
substantial contributor to image reconstruction time has to do with the non-Cartesian 
spiral reconstruction rather than the proposed GRAPPA parallel imaging reconstruction. 
Regardless of the acquisition method, to reconstruct images collected with spiral or other 
non-Cartesian k-space trajectories, sample density compensation, gridding, Fourier 
transform, deapodization (rolloff) correction, deblurring and coil combination must all 
be calculated to turn spiral-based frequency data into images. The proposed GRAPPA 
reconstruction was broken down into three component algorithms: first, a search-and-
sort algorithm identifies spatial relationships to determine GRAPPA kernels. Second, 
GRAPPA weights are calculated independently for each radial plane. Finally, GRAPPA 
weights are applied to undersampled bins to support the fully-sampled field of view. 
Identifying GRAPPA kernels and calculating weights took approximately 2 minutes, 
applying weights to undersampled bins took 1.3 seconds for each time point. The full 
GRAPPA reconstruction required an average of 3 hours 8 minutes, an additional 10 
minutes over the view sharing or zero filling reconstructions, which represents a 5% 
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increase in reconstruction time.  
For the purposes of this work, all three reconstruction methods of the proposed 
spiral acquisition were performed for each acquisition in order to demonstrate 
improvements in temporal resolution and the stability and reliability of the proposed 
DSC-perfusion method. In practice however, only the proposed GRAPPA reconstruction 
will be performed, reducing reconstruction time to just over 3 hours on current 
hardware.  
 Calculating DSC perfusion parameters in the Perfusion Phantom 
Perfusion parameters derived from DSC perfusion methods deal with blood flow and 
volume as described in section 2.3.2. To calculate perfusion parameters from dynamic 
T2*-weighted data, the first element which must be measured is the arterial input 
function (AIF). The AIF is a measure of the contrast agent input into tissues, and is 
typically measured in a large artery as close to the region of interest as possible (14). The 
AIF is a primary source of major artifacts in perfusion parameter error, especially 
cerebral blood flow (CBF), as deconvolution operations can be sensitive to noise. As 
described in section 2.3.2, MTT is determined by calculating the first moment of the 
ΔR2* curves, then obtaining CBF by dividing CBV by MTT. Ideally, the AIF is a faithful 
representation of the contrast agent bolus as it is delivered to the tissue and is not 
degraded due to partial volume effects, bolus delay or dispersion, or peak truncation.   
The perfusion phantom was designed to simplify measurement of the AIF. A large-
bore tube which is connected to the input wraps around the interior of the phantom, 
allowing for nearly 50 cm of tubing in which to measure the AIF. Ideally the AIF is 
measured as close to the region of interest as possible. It is possible to measure 
dispersion effects by measuring the AIF at different locations along the inlet tubing and 
analyzing its effect on the resulting perfusion parameters. The scan voxel size is less than 
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half the diameter of the inner lumen of the tubing, ensuring that at least one voxel will be 
completely within the lumen, reducing partial volume effects which would arise when 
voxels contain signal from both inside and outside the tubing. 
 Perfusion parameters of cerebral blood volume (CBV), cerebral blood flow (CBF) 
and mean transit time (MTT) are calculated as described in section 2.3.2. Briefly, the 
measured signal time course is converted to change in T2* relaxivity (ΔR2*) according to 
equation 2.22. Aliasing due to undersampling the field of view in zero-filling and DS-
GRAPPA reconstructions introduces an artificial periodic noise function into the time 
course with a period of 4. The time course is filtered by removing spatial frequencies 
which correspond to the p=4 periodic noise. CBV is calculated by integrating the ΔR2* 
time course in each voxel and normalizing by the integral of the AIF as shown in 
equation 2.24. MTT is calculated by determining the first moment of the ΔR2* curves for 
each voxel, and CBF is calculated by dividing CBV by MTT. The above procedure is 
carried out for both the proposed method and EPI acquisitions.  
Quantitative perfusion parameters were calculated within the filter cartridge across a 
range of flow rates to analyze trends in perfusion parameters with flow. CBV should be 
independent of flow, as the same amount of gadolinium contrast agent is injected each 
time, the total area under the curve should be consistent for both the AIF and the voxels 
in the filter cartridge. Temporal averaging in the view sharing reconstruction may reduce 
the area under the curve under high flow conditions, leading to an overestimation of CBV 
at high flow rates. CBF should be linearly proportional to flow, and MTT, which is 
calculated from the ratio of CBV to CBF should be proportional to 1/flow. Results related 
to trends in perfusion parameters will be analyzed and discussed in section 5.5.2.3. 
 Measuring ΔR2* in vivo 
The proposed DSC method was verified in the perfusion phantom purpose-built for the 
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proposed work, but validation in vivo is an important step in demonstrating the 
effectiveness of the proposed method. As discussed previously, DSC-perfusion methods 
are rarely tested on healthy volunteers due to non-zero risks associated with gadolinium 
chelate contrast agents and the current research site does not have IRB approval to inject 
exogenous contrast agent into patients or volunteers for research purposes. As such, the 
current method is unable to be directly validated by measuring perfusion parameters in 
vivo. However, DSC perfusion methods in their most basic form detect changes in T2* as 
created by a transient susceptibility gradient between vasculature and surrounding tissue 
due to the transit of contrast agent. As gadolinium-chelate contrast agent is currently 
unavailable as a method for inducing T2* changes in vivo, alternate methods must be 
implemented to produce transient changes in susceptibility which attenuate T2*-
weighted MR signals.  
In the original publication describing blood-oxygenation level dependent MRI 
(BOLD), changes in susceptibility were induced by local changes in blood flow and 
oxygen consumption (73). Under normal physiological conditions, a given percent of 
oxygenated hemoglobin is converted to deoxyhemoglobin by neural activity.  Oxygen 
extraction fraction (OEF) is a measure of the oxygen consumption of tissues, defined as 
  
𝑂𝐸𝐹 =
𝑜𝑥𝑦𝑔𝑒𝑛 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛
𝑜𝑥𝑦𝑔𝑒𝑛 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦
=
𝐶𝑀𝑅𝑂2
𝐶𝑎 ∙ 𝐶𝐵𝐹
=
𝐶𝑀𝑅𝑂2
[𝐻𝑏𝑡𝑜𝑡] ∙ 𝑌𝑎 ∙ 𝐶𝐵𝐹
 
 
5.2 
 
where 𝐶𝑀𝑅𝑂2 is the cerebral metabolic rate of oxygen, 𝐶𝑎 is the blood oxygen 
concentration, 𝐻𝑏𝑡𝑜𝑡 is the hematocrit, 𝑌𝑎 is the arterial oxygen saturation fraction and 
CBF is the cerebral blood flow rate (74). In the resting state, OEF has been measured to 
be approximately 35 – 40% (75).  Deoxyhemoglobin in oxygen-depleted blood is 
paramagnetic due to the high spin state of the heme iron while oxyhemoglobin and 
plasma in the surrounding tissue is diamagnetic (76). The difference in local magnetic 
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environments between deoxyhemoglobin and tissue plasma creates a susceptibility 
gradient which decreases T2* and signal magnitude in T2*-weighted sequences. 
Increased neural activity increases oxygen demand and local carbon dioxide 
concentration. Carbon dioxide is a potent vasodilator which increases blood flow (CBF) 
and oxygen delivery to metabolically active tissue which reduces OEF, despite the 
increase in oxygen consumption which results from increased metabolic activity. The 
decreased OEF creates a small but measurable reduction in susceptibility which 
increases signal magnitude in T2*-weighted sequences. The induced T2* relaxivity 
changes due to the passage of contrast agent in DSC perfusion methods is several orders 
of magnitude greater than the expected relaxivity change due to in vivo breath-holding 
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Figure 5.4. A sinusoidal pattern viewed via fMRI goggles during data 
acquisition instructs volunteers to inhale during peaks and exhale during 
valleys (a). Breath holding occurs during a 25 second break between 
periods of regular breathing. Volunteer breathing is monitored using 
respiratory bellows (b) to measure volunteer compliance with the 
breathing guide. 
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(77). If the proposed method is capable of reliably detecting the changes in T2* relaxivity 
related to breath holding, which is on the order of a few percent difference, it is 
reasonable to assume the proposed method will be capable of accurately measuring 
changes in T2* relaxivity due to contrast agent passage in DSC-perfusion studies. 
In order to verify the proposed method in vivo, six healthy volunteers were scanned 
with a breath-holding protocol to stimulate changes in T2* related to changing levels of 
blood carbon dioxide levels. Multiple studies have shown a statistically significant 
correlation between breath hold length and changes in T2* (78,79). The proposed 
method was also validated against single-shot EPI, the current clinical standard in DSC 
perfusion studies.  
Volunteer breathing was prompted with a sinusoidal waveform which volunteers 
viewed via fMRI goggles as shown in Figure 5.4. Breathing was monitored with the use of 
respiratory bellows placed just below the diaphragm. The breath holding scheme 
required volunteers to hold their breath for 20 seconds followed by 40 seconds of regular 
breathing at 10 breaths per minute. Detectability of ΔR2*, also referred to as the BOLD 
response, during moderate breath holding was assessed in six healthy adult volunteers 
by examining percent change in R2* and activation fraction volume. “Activation” is a 
term used in fMRI studies to denote statistically significant change in signal magnitude 
induced by the fMRI task. Activation due to hypercapnia was determined by calculating 
the averaging signal during breath hold and normal breathing across volunteers and 
performing a t-test to determine the statistical significance of signal variation. A p-value 
of less than 0.05 was chosen to indicate statistical significance. 
Volunteer data were acquired using a 3T Philips Ingenia scanner. Volunteers were 
scanned with the proposed dual-echo 3D spiral trajectory, followed by a SENSE-
accelerated single-shot EPI in the same session. fMRI goggles displayed a sinusoidal 
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waveform which instructed volunteers to breathe at 10 breaths per minute for 40 
seconds, followed by 20 seconds of breath hold for 4 cycles, with a 30 second baseline 
period before the breath holding cycles began. Spiral imaging parameters were as 
follows: FOV (xy/z) = 22 / 10 cm, resolution (xy/z) = 3 / 3 mm. Image matrix (xy/z) = 73 
/ 34. Maximum gradient = 35 mT/m, maximum slew = 110 mT/m/ms. Pulse repetition, 
echo times = 14.8 / 0.95, 6.9 ms (dual echo). ADC time = 4.5 ms, temporal resolution 
(single bin) = 900 ms. Total scan time = 4.8 minutes. For the EPI acquisition, pulse 
repetition, echo time = 900 / 35 ms. All imaging parameters were kept constant between 
the two acquisitions.  
For each subject, the signal time course was analyzed across four breath holding 
periods for two regions of interest (ROIs) which covered white matter and deep gray 
matter.  The white matter ROI was chosen 2 cm superior and lateral to the corpus 
callosum and the gray matter ROI was chosen to lie completely within the lentiform 
nucleus to avoid partial volume effects with white matter.  White matter tracts are 
metabolically less active than gray matter, and significant changes in signal related to 
metabolic activity were expected in gray matter and not in white matter.  
Dynamic data were analyzed for three components: percent signal change, full-width 
half max of the signal time course, and percent “activation.”  The signal in each ROI was 
averaged across volunteers and breath hold periods.  The average signal was then 
calculated for each ROI relative to the baseline signal before breath holding  
sequences began.  Percent activation was determined the calculating for each voxel in the 
image volume the statistical significance of change in signal during breath  
holding periods relative to the baseline.  The number of voxels with statistically 
significant change were divided by the total number of voxels in the image volume to 
determine percent activation, and was compared to values from literature.  
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a.              b.  
c.            d.       e. 
f.          g.           h. 
Figure 5.5. The proposed method employs a dual-echo spiral readout to 
acquire dynamic perfusion data. The dual echo spiral-out trajectory (a,c,f) 
is rewound to the center of k-space; the second echo traverses the same 
path through k-space as the first. Images were acquired by matching the 
echo time of a single-echo acquisition (b,d,g) to the second echo time of a 
dual-echo readout.   
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 Results and Discussion 
The following sections present results from previously described experiments. Section 
5.5.1 describes results from experiments to detect trajectory errors induced  
by the rewinder gradient between echoes of a multi-echo spiral acquisition. Results from 
 experiments performed with the perfusion phantom are presented in section 5.5.2 and 
section 5.5.3 presents results related to detecting ΔR2* in vivo.  
 Dual Echo Rewinder trajectory errors 
There was very little difference in reconstructed images when comparing the second echo 
of a dual-echo scan to a single echo acquisition given the same imaging parameters, 
indicating highly accurate calculation of the rewinder gradient. In phantom and in vivo 
volunteer images, the majority of the difference manifests as increased signal magnitude 
outside the field of view as shown in Figure 5.5. Importantly, differences within the field 
of view were slight.  Summary statistics are presented in Table 5.1. For phantom data, 
the maximum difference in signal magnitude was less than 1% (0.78%) and the 
calculated SSIM for the image volume was 0.964, where unity indicates identical images. 
Additionally, the total root mean square error (RMSE) was 0.635%, indicating very little 
difference between the single long echo time and the second echo of the dual-echo 
acquisition.  
For in vivo images, more differences between the two acquisitions were expected due 
to physiological motion. However, similar to the phantom experiment, the principal  
Table 5.1. Summary statistics for the dual-echo rewinder experiments.  
Imaging 
Subject 
RMSE (%) Maximum Difference (%) SSIM 
Phantom 0.635 0.78 0.964 
in vivo 1.04 0.88 0.959 
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DS-GRAPPA 
View Sharing 
Zero Filling 
EPI 
a. 
 
 
 
 
 
 
 
 
 
b. 
 
 
 
 
 
 
 
 
 
 
c. 
 
 
 
 
 
 
 
 
 
 
 
d. 
First Acq 
Second 
Acq 
Figure 5.6. Gadolinium contrast agent is injected into the perfusion phantom, resulting 
in signal attenuation in T2*-weighted sequences. Three reconstruction methods are 
shown for the same dynamicly acquired spiral data: zero filling (row a), view sharing 
(row b) and the proposed DS-GRAPPA (row c). An additional EPI scan (row d) is 
acquired immediately after spiral data acquisition. The view sharing reconstruction 
reduces aliasing present in the zero filling reconstruction but temporal blurring reduces 
and broadens peaks in calculated ΔR2* in very fast dynamic processes such as the inlet 
tubing where the arterial input function is measured (blue curves). 
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differences between acquisitions resided outside the prescribed field of view. Differences 
between the two echoes within the field of view were almost entirely constrained to the 
signal in and around the scalp where susceptibility is high due to the air-tissue interface 
and patient motion will be the most conspicuous.  The maximum difference between 
reconstructed image volumes was 0.88%, RMSE was 1.04% and SSIM was 0.959. The 
slight differences between the two acquisition strategies indicate that the dual-echo 
rewinder gradients are being calculated and applied correctly, and any trajectory errors 
associated with eddy currents or concomitant fields induced by the first echo do not 
substantially effect image quality in subsequent echoes.  
 Perfusion Phantom 
Figure 5.6 shows selected frames from multiple reconstructions of dynamic time-series 
data collected with the proposed dual-echo DS trajectory and a single-echo EPI 
acquisition during injection of contrast agent through the perfusion phantom. Only the 
first echo of the dual echo spiral acquisition is shown. Also shown are plots of the 
calculated ΔR2* in various regions of interest, which illustrate certain features of the 
various reconstruction methods for the proposed spiral k-space sampling method. In the 
zero-filling reconstruction, periodic noise related to aliasing obscures the passage of 
contrast agent. The view sharing reconstruction eliminates noise due to aliasing as each 
time point is fully sampled, but temporal blurring distorts and attenuates very fast 
dynamic processes, e.g. in the inlet tubing where the AIF is measured. The improved 
temporal resolution of the proposed DS-GRAPPA reconstruction method is evident in 
the AIF, where the contrast agent bolus was most compact and moving quickly through 
the inlet tubing. Temporal blurring reduced the peak of measured ΔR2* by more than 
20% (14.138 s-1 vs 11.640 s-1 for DS-GRAPPA and view sharing reconstructions 
respectively), and increased the full-width half-max (FWHM) of the AIF by 1 second. A 
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more comprehensive analysis of the proposed method will be presented in section 
5.5.2.1. The view sharing reconstruction of the spiral acquisition method introduced in 
Chapter 4 produced perfusion parameter maps with a factor three increase in spatial 
coverage compared to standard clinical EPI acquisitions. The proposed DS-GRAPPA 
reconstruction method was able to achieve increased coverage without decreasing 
temporal resolution. 
Results related to experiments conducted with the perfusion phantom are presented 
in ensuing subsections. An examination of repeatability and errors related to the spiral 
reconstruction methods is presented in section 5.5.2.1. Section 5.5.2.2 presents results 
related to measuring the AIF and the effect of the different reconstruction methods on 
AIF measurements, and results related to the effects of varying flow rates through the 
phantom are presented in section 5.5.2.3.  
5.5.2.1 Repeatability of Measured ΔR2* 
The primary purpose for designing and building the perfusion phantom was to provide a 
stable, repeatable environment on which to develop DSC-perfusion methods. To test the 
repeatability of experiments on the perfusion phantom, multiple dynamic data sets were 
collected at a moderate flow rate of 100 ml/min to examine stability in calculated T2* 
relaxivity. The repeatability of ΔR2* measurements were analyzed both on a macroscopic 
scale by measuring the root mean square (RMS) error of the entire acquired volume, as 
well as a finer scale, by analyzing the ΔR2* curves used for the AIF. 
RMS error is calculated by 
 
 
  
𝑅𝑀𝑆𝑒𝑟𝑟𝑜𝑟 = √
∑ (𝑥𝑖 − ?̅?)2
𝑛
𝑖=0
𝑛
 
 
5.3 
 
where 𝑥𝑖 is a given voxel, ?̅? is the average value in that voxel across repeated  
acquisitions, and 𝑛 is the number of voxels in the imaged volume. For the purposes of  
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View Sharing 
Zero-filling 
EPI 
DS-GRAPPA 
a. 
 
 
 
 
 
 
 
b. 
 
 
 
 
 
 
 
c. 
 
 
 
 
 
 
 
 
d. 
 1.            2.                3.  
Time (s) 
Time (s) 
Time (s) 
Time (s) 
Figure 5.7. Two acquisitions of the proposed method (rows a-c) and single 
shot EPI (row d) were made in succession to measure the repeatability of 
perfusion measurements. Reconstructed images are shown in column 1. A 
representative ΔR2* time course is shown for each acquisition in the inlet 
tubing in which the AIF was measured (column 2). Column 3 shows the 
correlation between the two AIF curves for each reconstruction or 
acquisition method.  
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    Table 5.2. Summary statistics for the repeatability experiments. 
 Zero Filling View Sharing DS-GRAPPA EPI 
RMSE 
Volume 
AIF 
 
6.393 
0.381 
 
3.213 
0.0536 
 
3.502 
0.0661 
 
4.462 
0.0483 
 
AIF 
First 
Acq 
Second 
Acq 
First 
Acq 
Second 
Acq 
First 
Acq 
Second 
Acq 
First 
Acq 
Second 
Acq 
FWHM 4.25 5.0 5.0 5.0 4.0 4.0 4.0 4.0 
AUC 33.86 45.8 84.8 91.73 88.71 96.22 89.91 85.11 
*Corr  0.1369 0.9645 0.9431 0.9628 
 
    *Corr – Correlation score 
DS-GRAPPA 
View Sharing 
EPI 
Figure 5.8. The arterial input functions from various reconstruction and 
acquisition methods used to calculate summary statistics found inTable 
5.2. The AIF from zero filling reconstruction is not shown because the high 
degree of noise obscures the other time-series data. The EPI and DS-
GRAPPA derived AIF curves have the same temporal resolution, and have 
very similar shapes, including peak height, width, and area under the 
curve. Temporal blurring attenuates the peak in the view sharing 
reconstruction, and broadens the AIF shape as reflected in the FWHM 
shown in Table 5.2. 
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this experiment, RMS error is an indicator of variance, and minimizing RMS error  
increases measurement precision. An analysis of RMS error was conducted across the 
entire reconstructed volume for the various spiral reconstruction methods as well as the 
EPI acquisition as well as the ΔR2* curves used to determine the AIF. The AIF serves as 
an important component of each of the quantitative perfusion parameters, and any 
errors in the AIF can corrupt all three parameters.    
Figure 5.7 shows select frames from repeated EPI and spiral acquisitions and the AIF 
ΔR2* curves. Spiral reconstruction methods for the same dynamically acquired data are 
shown in rows 1-3 and the EPI acquisition is shown in row 4. Column A shows a 
representative reconstructed time point with a region of interest from which the AIF 
curves are calculated, which are shown in column 2. Column 3 shows the AIF time 
courses plotted against each other, and the correlation between repeated acquisitions.  
Table 5.2 presents summary statistics from repeatability experiments. EPI, the 
current gold standard for clinical perfusion measurement, had a total RMS error of 4.462 
over the entire reconstructed volume. This RMS error was higher than any spiral 
reconstruction method apart from the zero-filling reconstruction. The lowest total RMS 
error was 3.213 and was found in the view sharing reconstruction, which has minimal 
aliasing and higher SNR due to the increased temporal footprint of each reconstructed 
time point. The zero-filling reconstruction method had nearly twice the RMS error as the 
view-sharing reconstruction over the same volume due to the high degree of aliasing 
present in the time-series data. The proposed DS-GRAPPA method had 8.25% higher 
RMS error than view sharing reconstructed data, and 21.5% lower RMS error than EPI 
acquisitions.  
One potential source for the increased RMS error in the EPI acquisitions is gradient 
heating. Gradient heating distorts the active fields produced by the gradients, and 
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interferes with the passive shim responsible for maintaining field homogeneity. Spiral 
and EPI acquisitions express these effects differently; trajectory errors due to incorrect 
mapping of frequency data often exhibits as additional blurring, while errors in phase 
encoding in EPI can cause geometric distortions or bulk shifts. Figure 5.9 shows the bulk 
shift in the phase encoding direction by concatenating the first and last time points along 
a vertical midpoint. Images late in the acquisition are shifted by more than two pixels 
relative to the first images in the time series due to frequency drift in the main magnetic 
field. Passive shims are installed during initial scanner setup and are calibrated to ensure 
a homogenous main field. Eddy currents cause gradual heating and distorts the passive 
shim, disturbing the main field over the course of a several minute acquisition. Repeated 
acquisitions without sufficient time for gradients to cool will affect image registration 
between the two scans, increasing RMS error and reducing precision in repeated scans.  
Precision in the AIF was analyzed by examining the RMS error and correlation 
between the AIF curves in successive acquisitions. For the spiral reconstruction 
Figure 5.9. Images from the first and last time points (left and right, 
respectively) from the EPI acquisition are concatenated along a vertical 
midline (blue line) to show the 2 voxel shift in the phase-encode direction 
(top-bottom). Arrows highlight regions where the shift is conspicuous. 
The above image has been zero-padded by a factor of 3.  
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methods, trends in the RMS error in the AIF mirror those in the volume at large: zero 
filling had the largest RMS error at 0.381, followed by the proposed DS-GRAPPA method 
at 0.064, and view sharing reconstructions had the lowest RMS error at 0.0573.  In the 
AIF, the EPI acquisition had a lower RMS error than any spiral reconstruction method, 
at 0.0438. The AIF derived from the EPI showed a substantial baseline drift, likely due 
to gradient heating and the gradual accrual of phase as shown in Figure 5.9. Although 
the baseline drift represents a substantial error, the error is consistent between repeated 
acquisitions.  
Another indicator of precision in measured ΔR2* is coefficient of correlation. The 
correlation coefficient is an indicator of the dependence of two variables. Correlation 
varies from positive to negative unity, where 1 indicates perfect correlation, where any 
change in one parameter elicits a perfectly predictable positive change in the dependent 
variable. If the correlation is zero, the two variables are perfectly independent. The 
correlation coefficient 𝑅 is calculated according to equation 4.7, reprinted below for 
reference: 
  𝑟𝑥𝑦 =
1
𝜋
cos−1 (
∑ 𝐴𝑖𝐵𝑖
𝑛
𝑖=1
‖𝐴‖‖𝐵‖
). 
 
4.7 
 
For a perfectly correlated pair of variables, changes in one variable are perfectly 
predictive of changes in the second variable. Figure 5.7 column 3 shows correlation data 
from repeatability experiments, with ΔR2* values from the first acquisition plotted on 
the horizontal axis and ΔR2* values from the second acquisition plotted  
on the vertical axis. The AIF calculated from the view sharing reconstruction of spiral 
data had the highest calculated correlation at 0.9645. The correlation for the AIF 
calculated from the EPI acquisition was within a fraction of a percent, at 0.9628. The AIF 
calculated from the proposed reconstruction was slightly lower, at 0.9431. Residual 
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aliasing and decreased SNR from the parallel imaging reconstruction contribute to the 
slightly reduced correlation between successive scans. The lowest correlation was found 
in the zero filling reconstruction, at 0.1369. Aliasing present in the AIF obtained from 
the zero-filling reconstructed data greatly reduced the correlation between acquisitions, 
despite maintaining all imaging and experimental parameters.   
Based on the results of the RMS error and correlation analyses, the proposed 
acquisition and reconstruction method is capable of producing consistent ΔR2* 
measurements across repeated acquisitions. EPI is used as the clinical standard due to 
its consistency and relative insensitivity to noise and off resonance effects. The proposed 
method had a lower RMS error than EPI over the entire imaged volume, and had similar 
correlation in the AIF curves between repeated acquisitions.  
5.5.2.2 Measuring Arterial Input Function across Varying Flow Rates 
As discussed previously, accurate measurement of the AIF is crucial to calculate  
accurate quantitative perfusion parameters.  Quantitative CBV is calculated by 
normalizing the area under the concentration time curve by the area under the AIF, CBF 
is calculated by deconvolving the concentration time curve with the AIF, and MTT is 
calculated by taking the ratio of CBV to CBF, as shown in equations 2.24 - 2.26.   In the 
perfusion phantom, the AIF is measured in the inlet tubing where temporal dynamics of 
the contrast agent passage are at their maximum. The contrast agent bolus is the most 
compact, as dispersion effects are minimized close to the injection site and flow velocity 
is at its peak. The power injector was set to deliver a bolus with approximately the same 
temporal width as a single undersampled bin. 
Figure 5.10 shows AIF curves for data collected with the proposed spiral trajectory 
and single-shot EPI at various flow rates as described in section 5.3.3. Subfigures d-h 
show the AIFs for each reconstruction or acquisition method centered about the time the  
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a. 
b. 
c. 
d. e. 
f. g. 
h. 
Figure 5.10. The arterial input functions at different flow rates derived 
from DS-GRAPPA (a) and view sharing (b) reconstruction of spiral k-
space data and the EPI acquisition (c). The legends in subfigures a-c show 
the reconstruction method and the flow rate in ml/min for the first 
minute of a 2.5 minute acquisition.  Subfigures d-h show the AIF from the 
three acquisition methods at a given flow rate.  
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power injector delivers contrast agent. Contrast agent increases ΔR2* proportional to the 
contrast agent concentration and relaxivity as shown in equation 2.23. As expected, 
temporal averaging in the view sharing reconstruction broadened the concentration-time 
curve and attenuated the peak in the AIF where temporal dynamics were highest.  The 
average peak ΔR2* in the view sharing reconstruction was significantly lower the peak 
ΔR2* derived from the proposed DS-GRAPPA or EPI acquisitions (p = 0.04), while there 
was no significant difference between peak values in DS-GRAPPA or EPI AIF curves (p = 
0.49).  
For the purposes of this work, “truth” was derived from single-shot EPI acquisitions, 
which have had a long history of clinical use and has been used as a standard in the 
development of many preclinical DSC perfusion studies (80). In the imaging protocol, 
the proposed method was acquired first, followed by the EPI acquisition. Ten minutes 
before the spiral acquisition began, a preloading bolus of gadolinium was injected into 
the phantom and ten minutes were allowed to lapse between spiral and EPI acquisitions 
to ensure as much as possible the same initial conditions at the beginning of the 
acquisitions.  
Table 5.3 shows the signal to noise ratio (SNR), full width half-max (FWHM), area 
under the curve (AUC) of the measured AIFs for single-shot EPI and two reconstruction 
methods for the proposed spiral k-space trajectory across a range of flow rates through 
the phantom. SNR was calculated by dividing the maximum ΔR2* by the standard 
deviation of the ΔR2* signal in the last 60 time points of the time course. Of the 
reconstruction methods for dynamic DS data, the proposed GRAPPA reconstruction 
more closely matched EPI signal dynamics in terms of FWHM, AUC and SNR. Temporal 
averaging significantly increased the FWHM, though did not significantly affect the AUC. 
For the five flow rates investigated in this work, the proposed method and EPI had a 
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significantly lower FWHM than the view sharing reconstruction (p < 0.05).  
The deconvolution operation used to determine CBF is extremely sensitive to noise. 
Based on the results from the repeatability experiments in the previous section, the zero 
filling reconstruction was not performed because the aliasing was so severe it obscured 
so much of the contrast agent dynamics it was not worth the  
computation time required to reconstruct images acquired at different flow rates.  When 
examining noise in the signal time course, there was no significant difference in the 
average SNR between view sharing and the proposed reconstruction method  
across the flow rates investigated (p > 0.4). The periodic noise due to aliasing is at a 
consistent frequency across the time course, and simple FFT filtering is capable of 
substantially reducing any residual aliasing in the proposed parallel imaging 
reconstruction. The EPI acquisition had a significantly higher average SNR, nearly 
double the average SNR of the spiral reconstruction methods, due to the low amplitude 
noise in the baseline signal.  
DS-GRAPPA 
View Sharing 
EPI 
Figure 5.11. The full ΔR2* time course from the 80 ml/min experiment is 
shown to illustrate the noise present in the reconstructed T2*-relaxivity 
curves. The DS-GRAPPA and EPI acquisitions (blue, gray respectively) 
have low amplitude, high frequency noise, while the View Sharing 
reconstruction (orange line) has primarily low frequency noise, due to 
temporal averaging of high-frequency noise. The noise standard deviation 
over the last 60 seconds was 0.735 (DS-GRAPPA), 0.516 (View Sharing), 
and 0.467 (EPI). Dividing the peak ΔR2* value by the given standard 
devation for each curve gives the signal to noise ratio in Table 5.3. 
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5.5.2.3 Quantitative Perfusion Parameters 
Perfusion parameters were calculated according to the methods presented in section 
5.3.1.2 for each of the five flow rates investigated in the previous section. The full  
parameter maps  for each flow rate are shown in Appendix A.  Figure 5.12 shows the 
cerebral blood volume maps calculated across a selected slice in the middle of the  
filter cartridge from the three reconstruction/acquisition methods across a range of flow 
rates. Figure 5.13 shows cerebral blood flow (CBF) and Figure 5.14 shows mean transit 
time (MTT) for the same slice and flow rates. Although the filter cartridge represents a 
relatively small portion of the imaged volume, if it were an in vivo lesion, it would 
a. 
 
 
 
 
 
 
 
b. 
 
 
 
 
 
 
 
c. 
       80          100  140    190        230  ml/s 
      0.26         0.33  0.46    0.62        0.76 cm/s 
Flow Rate 
0.0 
1.0 
Cerebral Blood Volume (ml/100 ml) 
Figure 5.12. A representative slice from the spiral view sharing reconstruction 
(row a), the proposed DS-GRAPPA reconstruction (row b) and EPI (row c) 
shows the measured CBV across flow rates.  
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represent a severe but not unprecedented pathology. The ischemic penumbra can 
encompass nearly an entire hemisphere in the brain (81), and several studies have 
published investigations of large cancerous masses, up to 6x7x8 cm (l x  
w x h) (82). Figures 5.12 – 5.14 show a qualitative overview of how flow rates affect 
perfusion parameters.  To examine quantitative trends in perfusion parameters with flow 
through the filter cartridge, Figure 5.15 shows a 6x2x2 cm (l x w x h) region of interest 
centered over the filter cartridge, showing quantitative trends in CBV, CBF and MTT 
across a range of flow rates. In the case of CBV and CBF, trends in the three perfusion 
a. 
 
 
 
 
 
 
 
b. 
 
 
 
 
 
 
 
c. 0.0 
4.0 
Cerebral Blood Flow (ml/100 g • min) 
       80          100  140    190        230  ml/s 
      0.26         0.33  0.46    0.62        0.76 cm/s 
Flow rate 
Figure 5.13. A representative slice from the spiral view sharing 
reconstruction (row a), the proposed DS-GRAPPA reconstruction (row b) 
and EPI (row c) shows the measured CBF across flow rates.  
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parameters methods are approximated with linear models. MTT is proportional to 1/flow 
and is modeled accordingly. Plots of MTT vs flow rate and MTT vs 1/Flow Rate are 
shown in Figure 5.15 (f) and (g), respectively.   
Statistically significant differences across the three reconstruction/acquisition 
methods are assessed with the method presented in (83).  Given two sets of samples 𝑥(𝑡) 
and 𝑦(𝑡) which are estimated by a least squares linear regression 𝑥(𝑡) = 𝑎𝑥 + 𝑏𝑥𝑡 and  
?̂?(𝑡) = 𝑎𝑦 + 𝑏𝑦𝑡 respectively, whether the trends are statistically equivalent are 
determined by Welch’s t-test for populations of unequal variances (84), i.e.: 
Figure 5.14. A representative slice from the spiral view sharing reconstruction 
(row a), the proposed DS-GRAPPA reconstruction (row b) and EPI (row c) 
shows the measured MTT across flow rates. The reported flow rates in cm/s 
represents the flow velocity through the filter cartridge.  
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Figure 5.15. A region of interest is shown from the three reconstruction/ 
acquisition methods: the proposed DS-GRAPPA (a), view sharing (b) and 
EPI (c). Plots e-g show quantitative values in the respective ROIs for the 
three principal perfusion parameters, CBV (e), CBF (f), and MTT (f-g).  
The flow rate in cm/s is the flow velocity through the filter cartridge. 
a.     b.    c. 
d.            e. 
f.            g. 
y = 0.8633 + 0.4188 
R2 = 0.8636 
y = 0.8032x + 0.4202 
R2 = 0.7852 
y = 0.8666x + 0.3678 
R2 = 0.7893 
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𝑡𝑠𝑐𝑜𝑟𝑒 = 
𝑋1 − 𝑋2
𝑠Δ̅
 
 
5.4 
 
where 𝑋𝑖 are elements under analysis and 𝑠Δ̅ is given by   
 
 
  
𝑠Δ̅ = √
𝑠1
2
𝑛1
+
𝑠2
2
𝑛2
. 
 
5.5 
 
For ease of notation, perfusion parameters will be denoted by their 
reconstruction/acquisition method in addition to the quantitative parameter, e.g. the 
cerebral blood volume derived from the proposed DS-GRAPPA reconstruction method 
will be denoted grCBV, cerebral blood flow derived from the view sharing reconstruction 
of spiral data will be denoted vsCBF and mean transit time derived from the EPI 
acquisition will be denoted epiMTT, etc.  
The calculated CBV should show no significant dependence on flow, due to the 
consistent contrast agent dose injected through the phantom in each trial. The least 
squares linear regression slope and Pearson correlation coefficient for DS-GRAPPA, view 
sharing and EPI are -0.67 (𝑅2 = 0.82), 1.31 (𝑅2 = 0.79) and -1.25 (𝑅2 = 0.84) 
respectively. Statistical analysis showed that flow did not have a significant impact on 
measured CBV for any of the analyzed methods, and the view sharing reconstruction 
consistently underestimated CBV.  A Welch’s test on the average CBV derived from each 
method showed a significant difference between vsCBV and both grCBV and epiCBV (p = 
0.020 and p = 0.015 respectively), while the difference between grCBV and epiCBV was 
not statistically significant (p = 0.267). A statistical analysis on the slope of the least 
squares linear regression showed that none of the slopes were significantly different 
from zero, despite the relatively high correlation scores in each of the three linear models 
for CBV (p > 0.14).  
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The reduced CBV derived from the view sharing reconstruction relative to the 
proposed DS-GRAPPA method and EPI was likely due to temporal averaging, which 
increased the area under the curve in the AIF as shown in Table 5.2. Since temporal 
averaging effects are more prominent in fast dynamic processes, the area under the curve 
in the AIF time course is overestimated because the AIF peak is artificially widened by 
averaging signal across neighboring time points, leading to underestimated CBV. The 
proposed DS-GRAPPA reconstruction method and EPI had equivalent temporal 
resolutions, and showed no statistically significant differences between measured CBV.  
The next perfusion parameter which was measured was MTT, which was determined 
by calculating the first moment of the ΔR2* curves in each voxel. Figure 5.15 (f) shows 
measured MTT as a function of flow rate through the filter phantom in cm/s. As 
expected, MTT was approximately proportional to 1/flow, due to the inverse relationship 
between velocity and arrival time. When analyzing the linear least squares regression 
trends between MTT and 1/Flow, there was no significant difference between neither the 
slope (p > 0.15) nor intercept (p > 0.19) in the linear regression models for the three 
methods. In slowly varying processes, temporal averaging is not as substantial, and since 
the AIF did not play a role in calculating the first moment of voxels in the filter cartridge, 
the MTT calculated by the different methods was not significantly affected by differences 
in temporal resolution. Additionally, temporal blurring does not impact the first moment 
of a signal; a peak averaged across neighboring time points will be blurred equally 
around the center of mass. Even if the peak is attenuated by temporal averaging, the 
center of mass will remain unchanged, and there exists good agreement in calculated 
MTT between the three reconstruction/acquisition methods. 
The MTT reported in this work was substantially affected by the permeability of the 
filter fibers. In a conventional DSC experiment, contrast agent would stay in the 
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intravascular space and will transit a voxel relatively quickly in relation to the flow 
velocity in cm/s. Due to the permeability of the fibers, contrast agent extravasated into 
the extravascular space and took a much longer time to transit the filter cartridge than 
would be expected for a truly intravascular contrast agent. This increase in MTT will be 
reflected in the estimates of CBF, causing substantial underestimation of the actual flow 
rate.  
Once CBV and MTT were determined, calculating CBF was straightforward. A 
linearly proportional relationship should exist between measured CBF and flow through 
the filter cartridge, although as discussed, measured CBF will be substantially 
underestimated relative to the actual flow velocity due to contrast agent permeability in 
the filter phantom. Figure 5.15(e) shows the measured CBF as a function of flow in 
ml/ml/min through the filter phantom. This applied flow was determined by 
normalizing the flow volume in ml/min by the volume of the filter cartridge. All three 
methods showed a positive linear relationship between measured CBF and actual flow 
velocity through the filter cartridge, but errors in CBV and MTT measurement are 
compounded when determining CBF. There were no significant differences between CBF 
for any of the reconstruction methods investigated in this work (p > 0.21).    
Ideally, there should exist a direct relation between applied flow and measured CBF. 
However, the result of variable-flow experiments showed a proportionality constant that 
was approximately one fifth the expected value, as reported in the linear model which 
approximates trends in CBF in Figure 5.15. One potential explanation for this deviation 
from expected results has to do with the permeability of the filter fibers. The flow rate 
outside the fiber lumen is substantially slower than the flow within; contrast agent that 
extravasates into the extralumenal space is retarded relative to the average flow through 
the phantom and became the dominant source of signal once the contrast agent inside 
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the lumen transited the filter cartridge. Additionally, since CBF in this study was 
calculated as the ratio of CBV to MTT, errors in measuring CBV and MTT are 
compounded in the CBF measurement, reducing accuracy of the derived perfusion 
parameter.  
In summary, the proposed method was capable of producing quantitative perfusion 
parameters which were statistically indistinguishable from those derived from the 
current clinical gold standard. Additionally, the proposed method was able to acquire 
three times more slices than EPI without affecting temporal resolution, covering a 
volume equivalent to the entire cerebrum with isotropic 3 mm resolution.  
 Measuring ΔR2* in vivo 
Volunteer breath-holding was strongly correlated with a statistically significant increase 
in T2* relaxivity in both spiral and EPI acquisitions. A representative time course from 
ROIs in gray matter in the lentiform nucleus and white matter near the corpus callosum 
is shown in Figure 5.16, showing the T2* relaxivity as well as volunteer breathing 
patterns for both spiral and EPI acquisitions.  The visual prompt to guide breathing 
reduced variability in volunteer breathing patterns between the two scans, which could 
have been a substantial source of error as spiral and EPI data were unable to be acquired 
concurrently.  
Figure 5.17 shows the correlation between breathing patterns for a single volunteer 
for spiral and EPI acquisitions. The respiratory bellow that recorded volunteer breathing 
used a pneumatic sensor to record rate and depth of volunteer breathing as voltage. 
When comparing the recorded voltages, there was a relatively low correlation between 
breathing patterns during EPI and spiral acquisitions (𝑅2 = 0.636, p = 0.364).  However, 
the variability between breathing patterns was more related to the depth of breathing 
rather than when volunteers are inhaling or breath-holding. When examining peaks in 
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Figure 5.16. Time courses, averaged across five subjects, from the in vivo 
breath hold experiment are shown. Respiratory bellows (top) monitored 
subject breathing during the 6 minute breath holding protocol. Light blue 
bars indicate periods of end-exhalation breath holding. In an ROI 
covering metabolically active gray matter, both the proposed method and 
EPI (blue, red lines respectively) showed a statistically significant 
increase in ΔR2*, while ΔR2* in a ROI covering white matter did not 
change significantly for either the proposed method or single shot EPI 
(black, gray lines respectively).  
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 the respiratory waveforms, which indicate when volunteers were at peak inhalation, 
there was a nearly perfect correlation between instances of inhalation and periods of 
breath-holding for the two scans (𝑅2 =0.974, p < 0.01). There was a similar correlation 
between periods of breath holding. Across all volunteers and all breath holds for both 
EPI and spiral acquisitions, the minimum and maximum breath holding duration was 
19.1 and 20.2 seconds respectively, and the average duration was 19.81 ± 0.2 seconds. 
Data from one subject was excluded because they were unable to consistently hold their 
a. 
Bellows (EPI) 
Bellows (Spiral) 
Breath-hold 
 
0 1 2 3 4 5 6 
Time (min) 
b. 
In
h
. 
E
x
h
. 
Figure 5.17. Respiratory bellows were used to monitor volunteer breathing 
which recorded depth of breathing as voltage for spiral and EPI 
acquisitions (b). There was a low correlation between recorded values 
between the two scans, mostly related to the depth of breathing. When 
examining peaks in the respiratory waveform (i.e. when volunteer began 
to exhale, b), the correlation between breathing patterns was nearly 
perfect (𝑅2 =0.974). The arrow indicates the one instance where 
inhalation peaks differed between the two six-minute acquisitions.  
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breath for the required duration and would inhale before the end of the required end-
exhalation breath hold period.  
The change in T2* relaxivity (ΔR2*) was calculated for each volunteer acquisition as 
described in section 5.4 and the ΔR2* in the two ROIs was averaged across volunteers 
and breath hold cycles. In the gray matter ROI for both the proposed method and EPI 
acquisitions the maximum difference in signal magnitude between periods of breath 
holding and normal breathing was approximately 3%, which matched expected values 
from literature for a breathhold of 20 seconds (78). The white matter ROI did not show 
statistically significant changes induced by breath holding (p = 0.319). White matter 
tracts are not as metabolically active as gray matter and are not as sensitive to very small 
changes in T2* induced by hypercapnia (85). The difference in average full-width half 
a. b. c. 
Figure 5.18. For a breath hold duration of 20 seconds, the voxels with 
statistically significant changes (p < 0.05) in T2* are shown in a single 
slice for single-shot EPI (a) and the proposed dual-echo DSC-perfusion 
method (b). Only the first echo is visualized. The total fractional activation 
volume for the two acquisition methods is shown in (c). Data in (c) are 
shown as mean ± std dev.  
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max in the ΔR2* time curves between spiral and EPI acquisitions was not statistically 
significant (p = 0.427) as spiral and EPI acquisitions had the same temporal resolution.  
Figure 5.18 demonstrates voxels in a slice from one of the volunteers with statistically 
significant signal changes as a result of breath holding, as well as the averaged fractional 
activation volume for EPI and the proposed method. As expected, the activation of pixels 
was concentrated in regions dominated by gray matter. For EPI acquisitions, the total 
fractional activation was 0.302 ± 0.012, and was 0.324 ± 0.0296 for the proposed 
method. Differences between the two acquisitions were not statistically significant at p = 
0.21. The increased fractional activation volume in the spiral acquisition may be due to 
residual blurring due to off resonance, in which signal from metabolically active gray 
matter is spread into neighboring voxels. The proposed method demonstrated the 
capacity to detect very small changes in T2* in vivo induced by moderate breath holding 
and is an important validation step in the development of new DSC perfusion methods.  
 Conclusions 
The proposed method is a promising new approach for measuring dynamic 
susceptibility-contrast perfusion with MRI both in a purpose-built phantom and in vivo.  
In a DSC-perfusion phantom, GRAPPA parallel imaging combined with a highly efficient 
three-dimensional spiral k-space trajectory is capable of producing high quality 
perfusion parameters maps which can cover the entire cerebrum in a single acquisition 
without sacrificing temporal resolution. The proposed method was capable of producing 
perfusion parameter maps with three times the spatial coverage as single-shot EPI while 
maintaining the same temporal and spatial resolution. The quantitative perfusion 
parameter maps derived from the proposed reconstruction method were statistically 
equivalent to EPI, which is the current clinical standard of care.  
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When measuring ΔR2* in vivo, the proposed method was able to detected small 
changes induced by hypercapnia with the same level of accuracy as EPI acquisitions 
which have a long-established record of use in the clinical setting. Detectability of 
changes in ΔR2* were established both in a region of metabolically active gray matter 
and in the entire imaged volume. The gray matter ROI was analyzed for percent signal 
change across breath-holding sessions, and the proposed method showed the same 
relative change in signal seen in EPI acquisitions. The same fractional activation of the 
imaged volume was demonstrated in both the proposed method and EPI, demonstrating 
the ability of the proposed method to detect small yet significant changes in ΔR2* across 
the entire cerebrum.   
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6 DISCUSSION AND SUMMARY CONCLUSIONS 
The purpose of this work was to develop a highly efficient DSC-perfusion method to 
increase the spatial coverage of DSC-perfusion parameters maps without negatively 
affecting temporal resolution. This was accomplished by first, designing a highly efficient 
spiral-based 3D k-space trajectory which allowed for rapid, high SNR data acquisition 
and second, implementing a novel, non-Cartesian parallel imaging reconstruction to 
accelerate data acquisition.  
The first step in developing the DSC-perfusion method was to examine the imaging 
aspects, specifically k-space sampling methods.  Chapter 3 presents and analyzes the 
Distributed Spirals trajectory, a novel acquisition which combines the increased SNR of 
three-dimensional k-space measurement with reduced aliasing energy due to the nature 
of sampling a sphere in k-space. The DS trajectory allows for greater control of the length 
of the data acquisition period and was shown to be just as fast and SNR efficient on the 
stack of spirals trajectory on which it was based.  
Efficient spiral-based k-space sampling alone is unable to acquire data with sufficient 
speed to accomplish the goals of this work. A novel, non-Cartesian parallel imaging 
reconstruction method was developed loosely based on the Through-Time GRAPPA 
method presented by Dr. Seiberlich et al. The method, presented in Chapter 4, 
accelerates data sampling by R = 4 by taking advantage of repeating patterns in the 
trajectory and interpolating missing data with GRAPPA kernels. When compared to fully 
sampled images, the proposed method achieves up to 90% of the measured structural 
similarity index (SSIM), and substantially reduces aliasing due to data undersampling. 
Through-Time GRAPPA methods are optimized for use in accelerating time-series 
data, which make them ideal for applications like perfusion imaging. A perfusion 
phantom was built to provide a stable platform on which to facilitate development of 
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DSC perfusion imaging methods. Across a range of flow rates, the proposed DSC-
perfusion method produced perfusion parameter maps with three times the spatial 
coverage as EPI, the current clinical standard. Additionally, within a region of interest, 
the proposed method produced quantitative perfusion parameters which were 
statistically indistinguishable from those derived from the EPI acquisition.  
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7 FUTURE WORK 
The ultimate goal of this work was to develop a novel DSC-perfusion method which 
improves the spatial coverage available through EPI acquisition methods to improve 
patient care and diagnostic utility. In order to implement the proposed DS-GRAPPA 
method in the clinic, a number of challenges must be overcome.  
For the proposed DSC-perfusion method presented in this work, the biggest 
challenge to clinical implementation remains the reconstruction time required to convert 
time-series data into perfusion parameters. Using GPI and the hardware described in 
section 5.3.2, it took approximately 3 hours to fully reconstruct spiral k-space data which 
represents a substantial barrier to clinical implementation. Computation time can be 
improved by implementing a GPU-based reconstruction, which should substantially 
reduce the time required to produce the desired perfusion parameter maps.  
An additional consideration is that undersampling in the proposed method is 
constrained by the segmentation scheme, which was implemented to allow for 
comparison of the proposed DSC-perfusion method to a fully-sampled yet lower-
temporal resolution reconstruction method. The undersampling scheme is currently able 
to accelerate data acquisition by powers of 2𝑛, intermediate undersampling factors are 
impossible under the current implementation.  Minor design modifications can allow for 
a more flexible selection of undersampling factor to suit the needs of the clinician and 
radiologist.  
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APPENDIX A 
QUANTITATIVE PERFUSION PARAMETER MAPS 
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Figure A.1. Cerebral blood volume maps calculated using the proposed 
DS-GRAPPA reconstruction method at a flow rate of 80 ml/min. 
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Figure A.2. Cerebral blood volume maps calculated using the proposed 
DS-GRAPPA reconstruction method at a flow rate of 100 ml/min. 
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Figure A.3. Cerebral blood volume maps calculated using the proposed 
DS-GRAPPA reconstruction method at a flow rate of 140 ml/min. 
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Figure A.4. Cerebral blood volume maps calculated using the proposed 
DS-GRAPPA reconstruction method at a flow rate of 190 ml/min. 
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Figure A.5. Cerebral blood volume maps calculated using the proposed 
DS-GRAPPA reconstruction method at a flow rate of 230 ml/min. 
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Figure A.6. Cerebral blood flow maps calculated using the proposed DS-
GRAPPA reconstruction method at a flow rate of 80 ml/min. 
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Figure A.7. Cerebral blood flow maps calculated using the proposed DS-
GRAPPA reconstruction method at a flow rate of 140 ml/min. 
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Figure A.8. Cerebral blood flow maps calculated using the proposed DS-
GRAPPA reconstruction method at a flow rate of 140 ml/min. 
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Figure A.9. Cerebral blood flow maps calculated using the proposed DS-
GRAPPA reconstruction method at a flow rate of 190 ml/min. 
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Figure A.10. Cerebral blood flow maps calculated using the proposed DS-
GRAPPA reconstruction method at a flow rate of 230 ml/min. 
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