Abstract. Explicit Semantic Analysis (ESA) has been recently proposed as an approach to computing semantic relatedness between words (and indirectly also between texts) and has thus a natural application in information retrieval, showing the potential to alleviate the vocabulary mismatch problem inherent in standard Bag-of-Word models. The ESA model has been also recently extended to cross-lingual retrieval settings, which can be considered as an extreme case of the vocabulary mismatch problem. The ESA approach actually represents a class of approaches and allows for various instantiations. As our first contribution, we generalize ESA in order to clearly show the degrees of freedom it provides. Second, we propose some variants of ESA along different dimensions, testing their impact on performance on a cross-lingual mate retrieval task on two datasets (JRC-ACQUIS and Multext). Our results are interesting as a systematic investigation has been missing so far and the variations between different basic design choices are significant. We also show that the settings adopted in the original ESA implementation are reasonably good, which to our knowledge has not been demonstrated so far, but can still be significantly improved by tuning the right parameters (yielding a relative improvement on a cross-lingual mate retrieval task of between 62% (Multext) and 237% (JRC-ACQUIS) with respect to the original ESA model).
Introduction
The quest for a more "semantic" retrieval of information items (documents, videos, music etc.) still represents one of the more challenging research directions in information retrieval today. There have been many approaches so far aiming at incorporating "semantics" into the retrieval process. Prominent examples are those that use thesauri for query expansion. These thesauri can be either manually created as in the case of WordNet [1] or derived from the local document collection (see e.g. [2] ). Other approaches integrate semantic relatedness or semantic similarity between words into the retrieval process [3] . Finally, other approaches aim at a concept-based retrieval, where such concepts can be either computed implicitly from the document collection, as in Latent Semantic Indexing [4] or given explicitly by external resources such as WordNet [5] .
One very successful approach in the latter direction which has attracted a lot of attention in recent years is the Explicit Semantic Analysis (ESA) model by Gabrilovich and Markovitch [6] . In essence, ESA indexes documents with respect to the Wikipedia article space (as "conceptual" space), indicating how strongly a given word in the document (and by aggregation also the whole document) is associated to a specific Wikipedia article. Gabrilovich and Markovitch instantiate a geometric framework in which each word is represented as a vector of Wikipedia articles and similarity is calculated using the cosine measure, where the tf.idf value of a word in a given Wikipedia article is used as weight of the corresponding dimension in the vector. As a word can be associated to many articles (with different weights), ESA alleviates the vocabulary mismatch problem [7] inherent in the BOW model, where every word corresponds exactly to one dimension, the dimensions being orthogonal. In the ESA model, two words or texts can be semantically related in spite of not having any word in common (but associated to similar Wikipedia articles).
In this paper, we put the ESA model under scrutiny and empirically analyze variants of the original ESA model, both looking at alternatives for calculating the association between Wikipedia articles and words as well as examining alternative retrieval models, in particular based on language modeling approaches as well as probabilistic models. We investigate these variants in the context of a cross-language retrieval task following a cross-lingual extension of ESA (CL-ESA) (see [8] and [9] ). We evaluate the ESA variants with respect to the well-known mate retrieval task, i.e. given a parallel corpus, retrieving for each document its parallel document in another language as in [10] . We report experiments on two parallel datasets, the Multext dataset as well as the JRC-ACQUIS corpus on three languages: English, French and German.
Our results show on the one hand that the choice of some parameters (in particular the association strength but also the retrieval model) can have a significant impact and, on the other hand, that, while the settings adopted in the original ESA model are reasonable, its performance can be significantly increased by changing some of the parameters. To our knowledge, there has been no empirical analysis and comparison between different implementation choices before.
The paper is structured as follows: in the following Section 2 we present the ESA model in the standard (monolingual) version (as described in [6] ) as well as the crosslingual formulation along the lines of [8] , both for the sake of completeness and to facilitate the understanding of this paper. In Section 3 we then first introduce a generalization of the ESA model which makes explicit the choices that it leaves open and discuss various alternatives for these choices. In Section 4 we then experimentally analyze and present the results of the different variants on a cross-lingual mate retrieval task.
Explicit Semantic Analysis (ESA)

Classical (Monolingual) ESA
Explicit Semantic Analysis (ESA) [6] attempts to index or classify a given document d with respect to a set of explicitly given external categories. It is in this sense that ESA is explicit compared to approaches which aim at representing texts with respect to latent topics or concepts, as done in Latent Semantic Analysis (LSA) (see [4, 11] ). Gabrilovich and Markovitch have outlined the general theory behind ESA and in
