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Abstract: The differential equation of Abrams and Strogatz for the
competition between two languages is compared with agent-based Monte
Carlo simulations for fully connected networks as well as for lattices in one,
two and three dimensions, with up to 109 agents. In the case of socially
equivalent languages, agent-based models and a mean field approximation
give grossly different results.
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1.INTRODUCTION
Language competition and extinction is being considered from the point
of view of complex systems. Language competition studies the dynamics
of language use due to social interactions. It is known that most of the
6000 languages spoken today are in danger, with around 50% of them facing
extinction in the current century. Perhaps more important is the distribution
of speakers, with 4% of languages accounting for 96% of people and 25%
having fewer than 1000 speakers.[1]
Many computer simulations of the competition between different lan-
guages have appeared, mostly in physics journals, since the publication in
2003 of a model by Abrams-Strogatz [2] for the competition between two
languages. Some of them use a mean field approximation [3, 4, 5, 6], while
others implement more realistic agent-based-models for many [7, 8, 9, 10] or
few languages [11, 12]. A more complete review is given in [13], and a shorter
one in [14]. Other studies address learning processes of a language [15, 16],
a question that we do not take into account here.
Our main goal in this work is to check to what extent the results of the
mean field approximation of the Abrams-Strogatz model are confirmed by
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agent-based simulations with many individuals. For the social interaction,
we will consider a completely connected network as well as a regular lattice
with nearest neighbour interaction in 1, 2, and 3 dimensions.
2.THE ABRAMS-STROGATZ MODEL
The model of Abrams-Strogatz studies the competition between two lan-
guages, X and Y, in a given society. An individual changes her/his language
from Y to X, taking into account: 1) the total number of people speaking this
language; 2) its perceived status, a parameter that reflects the attractiveness
of a language: access to culture, personal and professional development,...
The dynamics is as follows:
dx/dt = (1− x)pY X − xpXY (1)
where the probability pY X to switch from language Y to language X, and the
probability pXY for the inverse switch, are given by,
pY X = sx
a, pXY = (1− s)(1− x)
a (2)
Here x is the proportion of people speaking language X, and s its perceived
status; 1−x is the proportion of people speaking Y and 1−s its corresponding
status. From now on, we will use the word prestige for Abrams-Strogatz
status, following common linguistics terminology.
The resulting Abrams-Strogatz differential equation for the competition
of a language X with prestige s against another language Y with prestige
1− s is
dx/dt = (1− x)x
(
xa−1s− (1− x)a−1(1− s)
)
(3)
Prestige is a parameter in the range 0 < s ≤ 1. The case s < 1/2, models
the situation of a language with lower prestige X, competing against a more
prestigious language Y. Fitting data for several endangered languages, a '
1.3 was obtained in [2].
This equation has three fixed points for a 6= 1: For a > 1: x=0 and x=1
are stable, and a third one 0 < x∗ < 1 is unstable. For a < 1, stable fixed
points become unstable, and vice versa.
We have considered a situation where both languages have initially the
same number of speakers, x(t = 0) = 1/2. Fig. 1 shows exponential decay
for a = 1.31 as well as for the simpler linear case a = 1. From now on we
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use a = 1. This choice simplifies (3) into equation (4), similar to the logistic
equation which was applied to languages before, as reviewed by [17].
dx/dt = (2s− 1)(1− x)x (4)
We have now two fixed points For long times and s < 1/2, the fraction
of speakers x has an exponential decay e(2s−1)t. For s = 1/2 any value of x
is a marginally stable stationary solution.
3.AGENT BASED MODELS
Differential equation (4) is a mean-field approximation, ignoring the fate
of individuals and the resulting fluctuations. To take into account a discrete
society, we build an agent-based model with N individuals which in a com-
pletely connected network feel the influence of all individuals, while on the
d-dimensional lattice they feel only the influence of their 2d nearest neigh-
bors. For lattices therefore, in the probabilities pY X to switch from language
Y to language X, and pXY for the inverse switch, x is no longer the global
fraction of speakers of language X, but a local density: fraction of X speakers
within the 2d nearest neighbours. Initially each person speaks one of the two
languages with equal probability: x(t = 0) = 0.5.
We have considered two different asynchronous updatings: 1) regular up-
dating: the state of every node is updated going through them in an indexed
order. 2) random updating: at each iteration, we choose one agent i at
random, and change its language according to the probabilities mentioned
above. This is more realistic, but takes more time. In both cases, a time
step is defined as N iterations, with every node updated once on average.
We find that our results agree qualitatively for both updatings.
Our results in the case of non equivalent languages s < 1/2 are shown
in Fig.2 for the fully connected case and in Fig.3 for the square lattice.
Results are qualitatively similar for the completely connected network and
the square lattice, as well as for the original differential equation, giving a fast
exponential decay of the less prestigious language, until it faces extinction.
4.SOCIALLY EQUIVALENT LANGUAGES
We consider now the symmetric case s = 1/2 of competition between two
socially equivalent languages. The mean field approximation fails grossly in
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this case: the differential equation has x staying at 1/2 for all times, while
random fluctuation for finite population systems destabilize this situation
and let one of the two languages win over the other, with x going to zero or
unity with equal probability. In this symmetric situation, our lattice model
becomes similar to the voter model [18].
The symmetric case in a regular lattice can be described in a unified way
by looking at the number of lattice neighbours speaking a language different
from the centre site. It corresponds to an energy, , in the Ising magnet and
measures microscopic interfaces. Initially this number equals d on average.
This magnitude is related to the averaged interface density < ρ >, used
previously in [18] to analyze the voter model:
<  >= 2d < ρ > (5)
We present here the results for d-dimensional lattices, with d = 1, 2, 3.
Fig.4 shows the results for a square lattice. The energy defined above decays
to zero, first possibly as a power law of exponent 0.1 (compatible with the
decaying obtained for the voter model, 1/ ln t), and then exponentially after
a time which increases with increasing lattice size. The first decay describes a
coarsening phenomenon, while the exponential decay is triggered by finite size
fluctuations. One- and three-dimensional lattices have also been considered,
for a more complete analysis. In Fig.5 we can observe how in one dimension
the initial decay follows a power law, t−1/2, while in three dimensions an
initial plateau is reached, and thus no coarsening process occurs. This is
followed after a time increasing with size by an exponential decay in d = 1, 3
as in two dimensions. Results for both updatings are not quantitatively
identical, but give the same qualitative behaviour, including the exponents
for the power laws.
Fig.6 shows that the average of |x(t) − 1/2| increases in two dimensions
roughly as the square-root of time until it saturates at 1/2, indicating random
walk behavior. (Note that first averaging over x and then taking the absolute
value | < x > −1/2| would not give appropriate results since < x > would
always be 1/2 apart from fluctuations.)
Fig.7. shows the dependence on system size of the relaxation time for
the extinction of a language associated to the exponential decay mentioned
above. Regular updating is shown in Fig.7a and random updating in Fig.7b.
Both figures are quite similar, with scaling laws for the characteristic time
which are compatible with the ones obtained for a voter model [18]: τ ' N 2
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in d = 1, τ ' N ln N in d = 2, and τ ' N in d = 3, where N = Ld.
Comparisons not shown here between this model for s = 1/2 and voter
model, show how prestige, being a factor reducing the maximum probability
to switch to 1/2, introduces a time delay to the whole dynamics compared
to the voter model, but keeps all its qualitative behaviour.
CONCLUSIONS
We conclude that agent-based simulations agree qualitatively for non
equivalent languages in the topologies studied. However, the results differ
appreciably from the results of the mean-field approach for the symmetric
case s = 1/2 of two socially equivalent languages: while Eqs.(1,2) predict x
to stay at x = 1/2, our simulations in Fig.4 and later show that after a decay
time everybody speaks the same language, bringing the other language to
extinction. In a fully connected network and in d = 3 the decay is triggered
by a finite size fluctuation, while in d = 1, 2 the intrinsic dynamics of the
system causes an initial ordering phenomena in which spatial domains of
speakers of the same language grow in size.
Other aspects that can be introduced in agent-based models of language
competition are the presence of bilingual individuals as well as a complex
social structure [5, 19, 20].
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Differential equation: a = 1.31 (+, left line) and 1 (x, right line) for s = 0.1 (+,x) and 0.4 (two lines) 
Figure 1: Fraction of X speakers from Abrams-Strogatz differential equation
with a = 1.31 and a = 1, at status s = 0.1 (heavy symbols at left) and
s = 0.4 (two lines at right). For a = 1.31 the decay is faster than for a = 1.
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Fully connected, a = 1, N = 1000(+), 1000,000(x), 1000,000,000(*); differential equation (line)
Figure 2: Fully connected model with 103, 106, 109 agents at s = 0.4 com-
pared with differential equation (rightmost line) at s = 0.4. The three left
lines correspond to s = 0.1, 0.2, 0.3 from left to right for N = 109. The thick
horizontal line corresponds to s = 0.5 and N = 106 and changes away from
1/2 only for much longer times. Figs. 2 and 3 use one sample only and thus
indicate self-averaging: The fluctuations decrease for increasing population.
In this figure, as well as in Fig.3, results are obtained with regular updating.
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Square lattice, L = 101 (+), 301 (x), 1001(*), 3001 ( open sq.), 10001 (full sq.); s=.4 (lines: .3, .2, .1)
Figure 3: L× L square lattice with L = 101 to 10,001 at s = 0.4. The three
left lines correspond to s = 0.1, 0.2, 0.3 from left to right for L = 10, 001.
The thick horizontal line corresponds to s = 0.5, L = 10, 001 and might
deviate only for t > 107.
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2-d lattice. Random updating for L = 20, 30, 50, 70, 100 (sq). Regular updating for L = 30, 100 (*)
Figure 4: Decay of unstable symmetric solution x = 1/2 for s = 1/2 for
square lattices of various sizes, with system size increasing from left to right.
A semilogarithmic plot, not shown, indicates a simple exponential decay.
Simulations shown are done with random updating (straight lines). Some
system sizes are also represented for regular updating for comparison (dashed
lines). Average over 100 samples.
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1-d lattice. Random updating for L = 100, 200, 400, 1000, 5000 (sq). Regular updating for L = 200, 1000 (*)
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3-d lattice. Random upating for L = 10, 12, 15, 22, 26 (sq).  Regular updating for L = 15, 22 (*) 
Figure 5: Same as Fig.4 but in one (top) and three (bottom) dimensions. For
one-dimensional lattice, due to larger times for the separation from the power
law decay, and self-averaging for large systems, L = 100, 200 are averaged
over 1000 samples; L = 400, 1000 over 200 samples; and L = 5000 over 50
(random updating). For regular update we average over 100 samples. For
three-dimensional lattice we average over 100 samples.
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Figure 6: Absolute difference between x(t) and x(t = 0) = 1/2 for d = 2
(part a) and 1 (part b, averages for t > 1000). Average over 100 samples.
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Figure 7: Time for the energy  (number of lattice neighbours speaking
different language) to reach some constant fraction of its initial value, versus
population N = Ld, in one (+), two (x) and three (*) dimensions. Averaged
over 100 samples. Part a uses regular updating: we checked when the fraction
x, initially 1/2 leaves the interval [0.4, 0.6] on its way to zero or one. The
straight lines have slope 1 for d = 2, 3, and 2 for d = 1. Part b uses random
updating: we checked when the energy reaches a small fraction of its initial
value, taken as 2/L, 0.04, 0.6 for d = 1, 2, 3. The exponents for the fitted
power laws are 1.99 (d = 1, straight line), 1.08 (d = 2 dotted line) and 0.97
(d = 3 dashed line).
12
