Within the context of the Brownian ratchet model, a molecular rotary system was studied that can perform unidirectional rotations induced by linearly polarized ac fields, and produce positive work under loads. The model is based on the Langevin equation for a particle in a two-dimensional (2D) three-tooth ratchet potential of threefold symmetry.
Introduction
Standard internal combustion engines generate torque by burning fuel in the combustion chambers of cylinders. The kinetic energy of the expanding gases is applied to move a piston, which in turn is connected to a crankshaft to produce rotation and do work. The performance of an engine is specified by the maximum output power and torque and its energy (fuel) efficiency under certain conditions. Such characterizations can also be applied to biological molecular motors, a subject that has been of growing interest in recent biophysical research.
V-and F-type ATPases are examples of rotary molecular motors, which perform proton pumping or ATP synthesis to maintain cell activity (for a recent review, see Ref. 1) . Surprisingly, they are similar in appearance to a Wankel engine, which mainly consists of a cylinder, a rotor, and an eccentric shaft and has three moving chambers for each stroke of a combustion cycle (intake, compression, ignition, and exhaust).
2) In the F 1 domain of ATPase, the so-called γ-shaft rotates inside a cylinder consisting of three symmetrically arranged, paired α-and β-subunits. ATP is hydrolyzed to ADP and phosphate, with the released chemical bonding energy being spent to perform the rotation. [3] [4] [5] The conversion is known to be highly energy efficient.
6, 7)
Apart from their energy sources, a basic difference between biological and manmade engines may lie in the stiffness of their architectural components. For molecular motors, recent single-molecule analyses have begun to discover mechanisms involving local deformations in the cylinder unit caused by ATP hydrolysis that generate torque, which rotates the γ-shaft. 8) In contrast to such deformable components, the piston and cylinder in man-made engines are made of harder materials. For the latter, it is also known that efficient operation requires completely sealed combustion chambers, as well as bearings and lubricant to maintain smooth mechanical movement. However, in biological engines the relevance of such deformations among components to the efficiency of force conversion remains mysterious.
Our motivation is to understand the properties of the force-to-torque conversion in (artificial) molecular motors with deformable components when certain stimuli are applied, i.e., properties independent of energy sources, and our approach is based on mathematical modeling. In addition to biological molecular motors, artificial molecular motors (AMMs) [9] [10] [11] [12] represent good objects of study in this context. AMMs (or synthetic molecular motors) are small devices consisting of a rotor and stator consisting of (supra-) molecules, the rotor being capable of rotation relative to the stator under certain stimuli.
Such rotation is largely due to noncovalent interactions between the rotor and stator. In particular, the recently described rotational, propeller-shaped supramolecules confined in nanopores 13) can be considered to be an example of an AMM made of deformable units. One significant advantage of studying AMMs is their well-characterized symmetry and responses to external stimuli. For more detailed information on AMMs, see the can freely rotate around the z-axis. During rotation, its tilt with respect to the z-axis is maintained by contacts on the cylinder. The cylinder has three attachment points for the rod and works as a three-tooth ratchet. The cylinder is embedded in the membrane of a vesicle. When the rod rotates in a certain direction, the system can pump certain ions up and across the membrane. The z-axis of the Cartesian coordinate system is fixed to the axis of the cylinder. The arrows at right denote a linearly polarized ac field.
reviews in Refs. 9-12.
Ratchet models 14) provide a basis for the theoretical study of molecular motors. 11, [15] [16] [17] [18] [19] In particular, a variety of one-dimensional (1D) piecewise linear ratchet models plays an important role in determining energy efficiency. [20] [21] [22] [23] [24] [25] [26] In the context of molecular rotary motors, these models treat the rotation of the rotor as the 1D motion of a particle in a sawtooth-type potential, and they demonstrate that a particle can move unidirectionally as a result of certain stimuli or modulations of the potential.
Thus, ratchet models partly account for deformation of the cylinder subunit through modulation of the potential. However, realistic deformations are more complex than potential modulations in 1D space and involve richer dynamics. It therefore seems natural for our purpose to investigate the effects of two-dimensional potential modulations on efficiency with 2D ratchet models, as a minimal system of deformable units. Figure 1 shows a schematic of the three-tooth rotary ratchet system that we consider as an AMM, which is composed of a rod (rotor) and cylinder (stator) and is anchored in and crosses a membrane. The system is perturbed by a heat bath and exposed to electromagnetic fields. The rod can respond to such fields and be driven by a linearly polarized ac field, which temporally modulates an effective potential for the rod-cylinder interaction. Here we assume that the polarization axis lies in the xy-plane (see Fig. 1 for the coordinate system).
Under certain conditions, the driving field can induce unidirectional rotation of the rotor in the stator. This can be used to generate work when a load is applied. As an example, we suppose that the system functions as a pump of ions across the membrane, against the concentration gradient. We focus on two main questions: How great a load can the driving field bear in performing productive work? How can the efficiency of the conversion of power from the ac field's input to the output work be estimated?
Such systems have been studied in Refs. 27 and 28, where the rotor-stator interaction was described with 2D ratchet potentials having either twofold or threefold symmetry (two-or three-tooth rotary ratchet models) and the dynamics were analyzed using the Langevin equation for a particle in such potentials. The main interest was the robustness of the unidirectional rotation induced by a linearly polarized ac field. One result was that, unlike the two-tooth structure, the three-tooth ratchet allows robust unidirectional rotation for any polarization. However, loads and energy efficiency were not considered in those studies.
Here, to target these two questions, we develop a coarse-grained kinetic description that incorporates the deformational properties of 2D ratchet systems, through an analysis of the efficiency of force conversion from the ac driving field to the torque under load in the three-tooth rotary ratchet model. As a part of this framework, we propose a master equation, which is extended by taking into account the motion of boundaries between coarse-grained states. This enables us to estimate expectation values for the time derivatives of physical variables and to extract characteristic quantities related to the force conversion. The analytic expressions obtained for mean angular momentum, power, and efficiency agree qualitatively with numerical simulation data using a few adjustable parameters.
We describe our model in Sect. 2 and present its characteristic dynamics in Sect. 3.
We propose the coarse-grained dynamical description in Sect. 4 and show the results for the energetics in Sect. 5. In Sect. 6, we discuss the relationship between mean angular momentum and output power and propose a characteristic feature of 2D ratchet systems. 
Model
The rotational motion of the rotor tip in the stator (Fig. 1 ) is described as motion of a particle in a 2D ratchet potential. Consider the projection of the rotor tip onto the xy-plane. Let us describe its position at time t as X(t) ≡ [X(t), Y (t)] ⊤ , the movement of X(t) (≡X) is described by the Langevin equation,
where ∂ x V ≡ (∂V /∂x, ∂V /∂y) ⊤ , γ is the viscous damping coefficient, which is set to unity, and R ≡ [R x (t), R y (t)] ⊤ is the white Gaussian noise characterized by the ensemble averages R j (t) = 0 and
D the strength of the noise. We regard R as thermal noise, and impose D = γk B T , where k B and T are the Boltzmann constant and the temperature.
] is the potential function. V 0 (x) represents a three-tooth ratchet potential [Figs. 2(a) and 2(b)]: in the 2D polar representation x ⊤ = (r cos θ, r sin θ),
where The ac field can induce a torque to rotate the particle either clockwise or anticlockwise depending on the ratchet direction. As mentioned in Sect. 1, we suppose that this torque can be applied to drive the pumping function. Here, such a function is brought with load force given by the gradient of V I (x) as
This is a field that circularly rotates about the origin.
To limit our scope, we impose the following conditions on the driving field: I. Letting ∆V be the potential difference between the minimum and the saddle of V 0 (x), both the typical magnitudes of V h (x, t) and V I ( phenomenon, 30, 31) and may be reasonable assumptions for the (artificial) molecular motor system.
We denote by p(x, t)dx a probability for an event X(t) ∈ [x, x + dx) × [y, y + dy).
From Eq. (1), the time evolution of the probability density function (PDF) p(x, t) obeys the Fokker-Planck equation:
where ∂ t ≡ ∂/∂t, ∂ x ·J denotes the divergence of a vector field J , and J (x, t) represents the probability current density. In the absence of the fields (h = 0 and I = 0), the PDF approaches the canonical distribution function, which satisfies J (x, t) = 0 with the
As shown in Ref. 28 , for h = 0 and I = 0, the unidirectional rotation of the particle can be induced by an ac driving field. In addition, when the load is applied (I > 0), there being a competitive bias circulation in J (x, t) from Eq. (3), it is expected that the induced rotational motion can persist if the load is sufficiently weak.
Mean Angular Momentum
First, we give an overview of the dynamics of Eq. (1). The numerical simulation for the model was performed using the second-order stochastic Runge-Kutta method.
32, 33)
To quantify the circulation of trajectory, we define the mean angular momentum (MAM):
where A(t) ≡ addition to the long time average of T tot = 10 8 . The ratchet potential used here is that shown in Fig. 2(a) , the direction of which is classified as anticlockwise (positive). from f I (X), and these are in competition. This also implies that, for the noise intensity beyond the SR peak, the rotation forced by f I (X) is more persistent for noise than that induced by the ac driving field. Figure 4 shows a typical time series of the angular displacement defined by
for several noise intensities, D ∈ {0.01, 0.03, 0.04, 0.05, 0.08}, which is taken from the points on the curve for (Ω, I) = (0.005, 0.002) in Fig. 3 , where the SR peaks at D ≈ 0.04.
We see the mean angular velocity,θ = θ(T tot )/T tot , increases and decreases with D below and beyond the peak point of SR. There is also a turning point at which the rotational direction switches from anticlockwise to clockwise (see the curve for D = 0.07). 
Theory
We now develop a coarse-grained description of the dynamics. After introducing notation in Sect. 4.1, we obtain a master equation for coarse-grained states in Sect. µ , here we develop another approach based on moving ridge curves of V (x, t). Then, to the notation mentioned above, we also add another notation based on V (x, t);x σ , x µ (σ, µ = 0, 1, 2), andÕ denote the minimal, saddle, and maximal points of V (x, t),
Definitions
which runs fromÕ toward infinity through the minimal pointx σ (the saddle pointx µ ); D µ σ denotes a domain surrounded by the curvesB σ andB µ . As shown in Fig. 6 , the boundariesB σ andB µ vary with H(t).
Furthermore, we define τ 
where
x=x * is the 2 × 2 Hessian matrix at x * . We define a local coordinate system as x = x * + ξτ µ σ (x * ) + ηn µ σ (x * ) with coordinates (ξ, η). From the nature of ridge curves and valley, the basis vectors τ µ σ (x * ) and n
where Λ τ (x * ) and Λ n (x * ) are the eigenvalues corresponding to τ µ σ (x * ) and n µ σ (x * ), respectively. Λ τ (x * ) and Λ n (x * ) are also the curvatures along a ridge curve and the valley. We have Λ τ (x σ ) > 0 and Λ n (x σ ) > 0 at the minimal points, and Λ τ (x µ ) > 0 and Λ n (x µ ) < 0 at the saddle points. In the local coordinate system, the third term in
Master equation
We denote by P (σ, µ, t) (σ, µ ∈ {0, 1, 2}) the probability of finding the trajectory
where δ
j,k denotes the Kronecker delta, which is 1 if j = k and 0 otherwise for integers j and k, and with periodic boundary conditions δ . P (σ, µ, t) is thus nonzero only for allowed pairs of σ and µ.
Likewise, we denote by P (σ, t) the probability of finding the trajectory
e., the attractive region for x σ , and by Q(µ, t) the probability of finding
e., the united domain on both sides of B µ . Specifically,
Using P (σ, µ, t), P (σ, t), and Q(µ, t), we define the conditional probabilities P (σ | µ, t) and Q(µ | σ, t) as
Now let us consider a master equation for P (σ, µ, t). From Eqs. (4) and (11), we have
Dividing the domain of integration intoD 
σ }, which we refer to as "positive" and "negative" domains, respectively. For the latter, we invert the sign of integration.
To employ Eq. (16), we assume that the noise intensity D is much smaller than the potential difference ∆V (∆V /D ≫ 1) and that h, Ω, and I are very small. These assumptions are often used in studies of SR. 30, 31) In this situation, the probability density of X(t) is localized at the minima of V (x, t) and can be regarded as near thermal equilibrium around them. We thus assume that thermal equilibrium for the PDF, J (x, t) = 0, approximately holds along the curveB σ . Applying this to the first term in Eq. (16), we have
where J µ (t) is the probability current, i.e., the transition rate, fromD reflects the degree of deviation from thermal equilibrium and to assume that |J (x, t)| is locally maximal (minimal) atx µ (x σ ), and that |J (x, t)| increases as x nears the boundaryB µ along the valley. Thus,B µ can be taken as a natural boundary between states. Indeed, the current density may have an O(I) bias due to the load force such that J(x, t) ∼ O(I) everywhere, although it is assumed to vanish alongB σ . We expect that this bias would smoothly vanish as I → 0 and only contribute a meaningful effect to states near thermal equilibrium. This bias is integrated into J µ (t) at the boundarỹ
Because h is small and ∆V 
Using the notation
dx {·}, from Eqs. (16)- (18) we express Eq. (15) as
Under the assumptions O(h) ≪ ∆V and ΩT r ≪ 1, the displacement and velocity of the movement of the boundaries,B σ andB µ , can be regarded as sufficiently small and sufficiently slow, respectively, in the following arguments. In this case, we consider the roles of the current J µ (t) and the two following terms in Eq. (19) individually, by applying virtual variations of the boundaries under certain conditions. For J µ (t), when there is no boundary variation, i.e.,B σ = B σ andB µ = B µ , we can ignore the last two terms in Eq. (19) and thus have
is connected to the time evolution of P (σ, t).
For ∂ t P (σ, µ, t) Q and ∂ t P (σ, µ, t) P , we consider variation ofB µ (orB σ ) under the conditions that the other boundaries are fixed to their reference states B σ ′ and B
. Under these conditions, the influence from the other boundaries being ignored, we can identify an effect only of the specified variation of boundary, and clarify the respective roles of ∂ t P (µ, µ, t) Q and ∂ t P (µ, µ, t) P as follows. For simplicity, considering only the case of σ = µ in ∂ t P (σ, µ, t) Q and ∂ t P (σ, µ, t) P we have
wherex =x(x) is a mapping from x on B µ to its nearest point,x, onB µ and the approximation n are assumed to be sufficiently close). We can regard ∂ t P (µ, µ, t) Q [∂ t P (µ, µ, t) P ] as a relative current to J µ (t) because each RHS of Eqs. (20) and (21) Eq. (20) . Then, using the conditional probability in Eq. (14), we have
and ∂ t P (µ, µ, t) Q = Q(µ, t)∂ t P (µ | µ, t). Similarly, by applying such a virtual variation toB µ in Eq. (21), and ignoring the current into the domain D µ , we regard P (µ, t) as a constant and have ∂ t P (µ, µ, t) P = P (µ, t)∂ t Q(µ | µ, t).
As a result of the above approximation and simplification, Eq. (19) reads
Because, as mentioned above, we are treating the currents in Eq. (19) separately, the total current in Eq. (23) can be read as a superposition of currents that cause independent actions; the current J µ (t) is relevant only to the evolution of P (σ, t) without affecting Q(µ | σ, t), whereas the two (relative) currents in J µ σ (t) are related to the change in the ratios of P (σ, µ, t) to P (σ, t) and to Q(µ, t). In Sect. 4.4, we shall see
is indispensable in explaining the circulation induced by the ac driving field.
To complete the master equation, we have to express J µ (t) with known quantities.
With this, we can approximately solve Eqs. (23) and (24) 
within a linear response treatment in Sect. 4.3, in which P (σ, t) and J µ (t) are related to the driving field.
Linear response treatment
By applying reaction rate theory 34) or Langer's method 35) for J µ (t) in Eq. (17), we obtain
where W (µ + 1, µ, t) [W (µ, µ, t)] is the transition rate from the state X(t) ∈ D µ+1
to the state
]. 36) H τ and H n (G n and G τ ) are the eigenvalues of the Hessian matrix, as defined in Eqs. (9) and (10), at the potential minimum (saddle), for which we have
] from the threefold symmetry. Also, we obtain the relationship between P (σ, µ, t) and Q(µ | σ, t) in Eq. (14) as
where f σ ≡ f I (x σ ) + H(t)N . This derivation is based on the condition of local thermal equilibrium around the potential minima.
36)
To obtain the relationships of P (σ, t), Q(µ, t), and J µ (t) to the driving fields in O(h)
and O(I), we expand P (σ, t) and W (σ, µ, t) in Eqs. (26) and (27) as
where the first and the second [and the third in Eq. (31)] terms are of zeroth-and first-order in h and I, respectively, we assume σ P 0 (σ) = 1 and σ P 1 (σ, t) = 0 for the normalization, and the transition rate
results from the thermal activation without load and ac driving fields. Here we neglect the I-and h-dependence in H τ , H n , G τ , and G n for simplification, i.e., in which we replaceĜ(x * ) in Eqs. (9) and (10) with ∂ x ∂ ⊤ x V 0 (x) x=x * . Note that we have used the threefold symmetry in V 0 (x), e.g., V 0 (x σ ) = V 0 (x σ+1 ), for W 0 .
Substituting Eqs. (30) and (31) into Eq. (26), the zeroth-order equality of J µ (t) = 0 reads P 0 (σ) = 1/3, and, up to O(h) and O(I), J µ (t) reads
Applying this to ∂ t P (σ, t) ≈ J σ−1 (t) − J σ (t) from Eq. (25), we find P 1 (σ, t) ≈ (hN · x σ /3) Re χ(Ω)e iΩt withχ(Ω) = 3W 0 /{D(iΩ + 3W 0 )}. 28) Note that we have x σ+1 + x σ−1 = −x σ and V I (x µ+1 ) − V I (x µ ) = I/3 from the threefold symmetry.
Thus, up to O(h), we obtain P (σ, t) as
Also, substituting Eqs. (29) and (34) into Q(µ, t) = σ∈{µ,µ+1} Q(µ | σ, t)P (σ, t), we get
µ+1 , and we have used
µ+1 from the threefold symmetry. From Eqs. (34) and (33), we find
where the first and second terms are the respective currents driven by H(t) and the load.
Coarse-grained kinetics
We next develop a method to estimate kinetic quantities in terms of a coarse-grained description. For a comparable argument in the case of 1D ratchet models, see Ref. 37 .
The expectation value for the time derivative of a quantity A{X(t)} ≡ A reads
with the two types of current as in Eqs. (23) and (24) . Assuming that J lies along the potential valley (see Sect. 4.2), for example, the integral over ∆D µ * µ [see Eqs. (18)- (21)] in the second term in the second line can be approximated as
where C denotes the curve along the valley in the related domain and (∂ x A) C the tangential derivative along the curve. In other words, each double integral over the 2D domain is converted into repeated integrals over C and its orthogonal curves nearly parallel to B µ (or B σ for ∆D µ σ * ) and then decoupled into independent integrals as in Eq. (38) . A similar procedure is applied to the other integrals in Eq. (37 
Q(µ, t)∂ t P (µ + 1 | µ, t), and −P (µ + 1, t)∂ t Q(µ | µ + 1, t) (anticlockwise), which increase and decrease A on the downstream and upstream sides, respectively, on the specified boundary. For each of these currents, there is a possible coupling with one of the char- For instance, by applying Eq. (37) to the velocity we obtain
In the first term, x µ+1 − x µ gives the representative difference in the position vector between D µ µ+1 and D µ µ . In the second term, with σ set to equal µ in the summation, (x µ − x µ )P (µ, t)∂ t Q(µ | µ, t) and (x µ − x µ )Q(µ, t)∂ t P (µ | µ, t) give the components of the velocity caused by variations inB µ andB µ , respectively. We use the adjustable parameters g V and g ′ V to absorb errors arising from the approximation in Eq. (37) and determine these by fits to the data. Such adjustable parameters, introduced here and below, are dimensionless, and we regard them as O(1).
For the expectation value for the MAM in Eq. (6), assuming L ≈ L for sufficiently
where L (I) and L (h) come from the two types of current. Each summand in Eq. (40) represents the z-component of the angular momentum at x µ , i.e., the vector product between x µ and (x µ+1 − x µ )J µ (t)/2, where the latter is the mean of (
and (
Applying Eqs. (34)- (36) to Eqs. (40)- (41), we obtain
and L (h) as in Eq. (A·8) in Appendix A. Note that because of the threefold symmetry,
For the mirror image of the potential, the sign of {(x 0 − x 1 ) × x 0 } z is inverted, but factor on I 0 (D) in Sect. 6.2.
Energetics
We consider the energetics and the efficiency [37] [38] [39] [40] in the force conversion from the linearly polarized ac field to the torque for the load. For the energetics on the rotational mode, the force F = −∂ X V (X, t) is also decomposed as
where γ Ẋ = F is the mean frictional force, andF involves the force relevant to the rotational mode. This corresponds to the decompositionẊ ≡ Ẋ +X. With the componentX, which is unbiased from the translational mode and leaves the rotational mode, we define relative angular momentum and angular velocity as
Now, let us consider the energy (power) balance equation (EBE). The derivation of EBE involves calculating the long time average of the inner product of Eq. (1) and F , i.e., γẊ · F = |F | 2 + F · R; details are given in Appendix B, which contains the decomposition of |F | 2 to terms relevant to the two modes and the estimation of F · R.
We thus find the EBE aṡ
, and
The left-hand side (LHS) in Eq. (48) represents the input power of the driving field f h into the rotary system, and is denoted by P h ≡Ẋ · N H(t). The first term on the RHS represents an output power of the system for the load:
The second term on the RHS,
rate of the two modes (Supposing the rotor drags and rotates the surrounding molecules, this power is spent to retain such a movement). However, we replace it with Here, we consider two types of output/input power ratio, ρ and η:
where ρ denotes the ratio of the total output power of the slowly varying component to the input power, and characterizes the preservation of the powers of motion in the time scale ∼Ω −1 , and η denotes the power conversion efficiency of the ac driving field to the rotational motion subject to a load. In the latter, P d is replaced with P gives nonvanishing values even in the absence of loads. Below, we show both numerical simulation and approximation results for the above-mentioned powers, ρ and η.
First, let us consider the expectation value for P I in Eq. (50). Hereafter, we assume that P I = P I with the ergodic hypothesis and that the other powers obey this. In a similar way to L in Sect. 4.4, partitioning P I into P 
related to the currents J µ (t) and J µ σ (t), we obtain the following estimates: 
where I 0 (D) is given in Eq. (44), and g 
Next, we estimate the expectation value for P h . From Eqs. (36) and (39) terms up to O(h 2 ), we obtain
where, between the second and third lines, we have used Eq. (A·6) in Appendix A and
(A·11) and (A·12)]. Setting g V = 0.75, Fig. 8 shows graphs of P h with respect to D. The peak for P h is due to SR. P h has no strong dependence on I and φ.
ForṼ h , using the first term in Eq. (39) for the O(h) approximation, we havẽ
Substituting this and Eq. (56) into Eq. (51), we obtain
where, in the calculation of |Ṽ h | 2 , we have used From Eqs. (57) and (59), we obtain ρ and η as
where η is determined from Eqs. (56), (57), and (60). Figure 10 shows graphs of ρ and η with respect to D. The behavior around D = 0 in Fig. 10(a) , in which ρ quickly drops from ρ = 1, is due to a minor oscillation caused by the ac field around a potential minimum that is irrelevant to the unidirectional rotation and must be excluded from consideration. P d is dominated by the energy dissipation of the translational mode, and P d adds a much larger contribution to the numerator in ρ than P I . In contrast to ρ, η in Fig. 10(b) involves the characteristic points of SR and I = I 0 (D). Although η is very small, we believe it will become larger if we improve the potential shape. 
Discussion

Relationship between P I and L
In the strongly dissipative system, in which inertia is neglected as Eq. (1), the MAM is proportional to the (mean) viscous torque, i.e., γL (γ = 1), cf. terminal velocity in viscous media. From Eq. (43), for I 0 (D) > I, the viscous torque is an excessive product of the applied ac field. Both L and P I depend on the angular velocity, and the two quantities are expected to be connected in a simple relation. Here, in terms of these quantities, let us discuss another characteristic of the motor other than the efficiencies. Figure 12 shows the relationship between P I and L through parameter D. We see that L is a single-valued function of P I . Furthermore, although L is a nonlinear function of P I on the whole, we can approximate them as being proportional within the first quadrant. Indeed, the hypothetical expressions for L in Eqs. (40) and (41) and those for P I in Eqs. (54) and (55) are arranged so as to be proportional. Consequently, from
Eqs. (43) and (56), we have
From P I = I/(2π)θ(t), we can regard {(x 0 − x 1 ) × x 0 } z as a moment of inertia. and C ω D −α , α ∈ {1, 1.5, 2}), for which the values of C L and C ω were determined by eye, it can be seen that the D −3/2 curve is the closest to a tangent to the envelopes of the peaks. This result is consistent with the above argument. Deviations here between the curve and envelope may be caused by the dependence of C L or C ω on the details of the shape of the potential. Also note that this scaling does not hold when ∆V is so small that SR is replaced by another behavior.
Summary
An artificial molecular rotary system driven by linearly polarized ac fields, which can generate a unidirectional rotation under a load, was studied using the three-tooth Brownian rotary ratchet model. The dynamics are described by the Langevin equation for a particle in the 2D three-tooth ratchet potential with threefold symmetry. To consider how much load for which the ac induced torque can bear a positive work (coercive load torque), and how to estimate efficiency in the power conversion from the ac-field input to the output under the load, we have developed an approach treating them with coarse-grained variables.
As a part of our coarse-grained kinetic description, we have proposed a master equation which is extended by incorporating the dynamical effects from oscillating boundaries between states. Here, the oscillation is assumed to be sufficiently small and slow. In addition to the normal current over the potential barrier under thermal activation, the master equation involves a current induced by moving boundaries (the ridge curves), which is applied to explain the circulation induced by the driving force. This also enables us to estimate expectation values for the time derivative of physical quantities. Using Eqs. (14) and (25) , the second line of Eq. (41) or (55) is found to be P (σ, t)∂ t Q(µ | σ, t) − Q(µ, t)∂ t P (σ | µ, t)
σ,µ+1 − δ
σ,µ ln P (σ, t) Q(µ, t) J µ (t).
Substituting this into L (h) and P (h) I in Eqs. (41) and (55), we find
(x µ+1 × x µ ) z ln P (µ + 1, t) Q(µ, t) J µ (t) − (x µ × x µ ) z ln P (µ, t) Q(µ, t) J µ (t) ,
{V I (x µ ) − V I (x µ+1 )} ln P (µ + 1, t) Q(µ, t) + ln P (µ, t) Q(µ, t) J µ (t) .
Let us estimate L (h) and P (h) I
within O(h 2 ) and O(Ih 2 ), respectively. First, using
Eqs. (34) and (35), we expand ln{P (σ, t)/Q(µ, t)} in h as
Using this multiplied by J µ (t), we have ln
From Eq. (36), we estimate H(t)J µ (t) ≡ K 1 and Re [3W 0 e iΩt /(iΩ + 3W 0 )] J µ (t) ≡ K 2 as
Applying Eqs. (A·5)-(A·7) to Eqs. (A·2) and (A·3), we get
Here, in addition to the symmetric property, we have used 
with the constants α and β independent of µ, we have
and N · (n µ+1 µ+1 − n µ µ ) as that of Eq. (A·12) with the replacements α → β and |x 0 | → 1. Using these, we get Eq. (A·10).
Appendix B: Energy Balance Equation
Let us consider the energy balance in the system of the form γẊ = F x (X, Y, t) + R x (t), (B·1) γẎ = F y (X, Y, t) + R y (t),
where R x and R y denote white Gaussian noise satisfying R a (t)R b (t ′ ) = 2γk B T δ a,b δ(t− t ′ ). The longtime average of the quantity γẊ · F which is made by Eqs. (B·1) and (B·2) reads γẊ · F = F 2 x + F 2 y + F x R x + F y R y .
For instance, the term F x R x on the RHS is converted into
where, with a small interval ǫ > 0 and X(t) = X(t − ǫ) + 
the correlation between X(t) and R x (t) is estimated in the Stratonovich sense. Under the Stratonovich calculus, the ordinary rule of calculus is retained, and the energy balance equation can be formulated in a natural way. 38, 40) Similarly, we get F y R y = k B T ∂ y F y .
Substituting these into Eq. (B·3), we obtain γẊ · F = |F | 2 + k B T (∂ x F x + ∂ y F y ).
Using the decomposition F = γ Ẋ +F at Eq. (45), which corresponds to the decompositionẊ ≡ Ẋ +X, we rewrite |F | 2 in the RHS of Eq. (B·6) as
Here, as well asX,F involves a component relevant to the rotational motion. To extract the relevant term from |F | 2 , let us consider L ′ (t) and ω ′ (t) in Eqs. (46) and (47) . Their long time averages read
where ∂ Y X−∂ X Y = 0 and (∂ Y X − ∂ X Y ) (X 2 +Y 2 ) −1 = 0 are used at the first equalities.
As in these two expressions on the right, L ′ and ω ′ can be approximated by L andθ within O(h 2 ). These are because, from Eq. (34), we have
and find (X × Ẋ ) z = ( X × Ẋ ) z = 0, also the denominator in Eq. (B·8) can be approximately replaced with |x 0 | 2 . Additionally, we find that both X and Ẋ lie collinear with N , because the exterior product σ x σ (N · x σ ) × N vanishes. 
Substituting Eq. (B·10) into Eq. (B·6), we obtain
where Q T is defined in Eq. (49). Thus, we find Eq. (48).
