Introduction.
Let Ω be a bounded and smooth domain of Euclidean space R N , N ≥ 2, and let It is well-known that the immersion W 
Since R q is homogeneous of degree zero the extremal function w q for the Rayleigh quotient can be chosen such that w= 1.
It is straightforward to verify that such a normalized extremal w q is a weak solution of the Dirichlet problem
for the p-Laplacian operator ∆ p u := div(|∇u| p−2 ∇u). Hence, classical results imply that w q can still be chosen to be positive in Ω and that w q ∈ C 1,α (Ω) for some 0 < α < 1.
In the case q = p, the constant λ p is the well-known first eigenvalue of the Dirichlet p-Laplacian and w p is the correspondent eigenfunction L p -normalized.
If q = 1 the pair (λ 1 , w 1 ) is obtained from the Torsional Creep Problem:
In fact, if φ p is the torsion function of Ω, that is, the solution of (4), then it easy to check that the only positive weak solution of (3) with q = 1 is λ
1 φ p and since w 1 1 = 1 one has
and
In the particular case where Ω = B R (x 0 ), the ball of radius R > 0 centered at x 0 ∈ R N , the torsion function is explicitly given by
Hence, for Ω = B R (x 0 ) one obtains
where ω N is the N dimensional Lebesgue volume of the unit ball B 1 (0). (More properties of the torsion function and some of its applications are given in [4, 7] .)
In the critical case q = p ⋆ extremals for the Rayleigh quotient exist if the domain is the whole Euclidean space R N . In fact, in R N one has the Sobolev Inequality
where (see [2, 9] ):
and Γ(t) = ∞ 0 s t−1 e −s ds is the Gamma Function. The Sobolev constant S p,N is optimal and achieved, necessarily, by radially symmetric functions of the form (see [9] ):
for any a = 0, b > 0 and x 0 ∈ R N . A remarkable fact is that for any domain Ω (open, but non-necessarily bounded) the Sobolev constant S p,N is still sharp with respect to the inequality (7) , that is:
This property of the critical case q = p ⋆ may be easily verified by using a simple scaling argument. As a consequence, in this critical case, the only domain Ω whose the Rayleigh quotient has an extremal is R N . Indeed, if w ∈ W 1,p 0 (Ω)/{0} is an extremal for the Rayleigh quotient in Ω, then (by extending w to zero out of Ω) w is also an extremal for the Rayleigh quotient in R N . This implies that w must have an expression as in (9) and hence its support must be the whole space R N , forcing thus the equality Ω = R N .
In this paper we are concerned with the behavior of λ q with respect to q ∈ [1, p ⋆ ]. Thus, we investigate the function q → λ q defined by (1) . We prove that this function is of bounded variation in [1, Besides the theoretical aspects, our results are also important for the computational approach of the Sobolev constants λ q , since these constants or the correspondent extremals are not explicitly known in general, even for simple bounded domains. For recent numerical approaches related to Sobolev type constants we refer to [1, 5] . This paper is organized as follows. In Section 2 we derive a formula that describes the dependence of R q with respect to q and obtain, in consequence, the bounded variation of the function q → λ q in the closed interval [1, p ⋆ ] and also the left-continuity of this function at q = p ⋆ . Still in Section 2 we obtain a upper bound for S p,N (see (17)) and we also show that for 1 ≤ q < p ⋆ the Sobolev constant λ q of bounded domains Ω tends to zero when these domains tend to R N .
By applying set level techniques, we deduce in Section 3 some estimates for w q and in Section 4 we combine these estimates with the formula derived in Section 2 to prove the Lipschitz continuity of the function q → λ q in each closed interval of the form [1, 
Bounded variation and left-continuity
We first describe the dependence of the Rayleigh quotient R q (u) with respect to the parameter q.
where 
However, we were not able to determine the finiteness of the integral Ω |u|
will be sufficient to our purposes in this paper. Proof of Lemma 1. We firstly note that in Ω.
The combining of (13) with (14) produces
Since the only constant function in W 
Thus, we have concluded that |Ω|
The following corollary is immediate after writing λ q as a product of two monotonic functions:
Another consequence of Proposition 2 is that for each 1 ≤ q < p * the Sobolev constant λ q of a bounded domain Ω tends to zero as Ω ր R N . In fact, this asymptotic behavior follows from the following corollary.
Corollary 4 Let B R (x 0 ) ⊂ R N denote the ball centered at x 0 and with radius R and let
Proof. It follows from Proposition 2 that
where, as before, ω N = |B 1 (0)| . Now, replacing λ 1 (R) by its expression (6) we obtain (16) we obtain the following upper bound for S N,p with is quite comparable with the expression (8) :
We now prove the left-continuity of the function q → λ q in the interval (1, p ⋆ ]. Hence, as a particular case we obtain
Proof. Let us fix s < q and u ∈ C ∞ c (Ω) \ {0}. If follows from Lemma 1 and Proposition 2 that 
and (19) yields
By making s → q − we conclude that
from what follows that lim
Bounds for w q
In this section we deduce some bounds for the extremal w q defined by (2). Our results are based on level set techniques and inspired by [3] and [8] .
where
Proof. Since w q is a positive weak solution of (3) we have that 
In the sequel we use twice the following Fubini's theorem: if u ≥ 0 is measurable, σ ≥ 1, and
Let us define g(t) := A t w q − t dx. It follows from (25) that 
where C q is given by (21). 
On the other hand, since Lipschtiz continuity implies absolute continuity it follows from Theorem 9 that λ q is absolutely continuous in each interval of the form [1, p ⋆ − ǫ]. Therefore,
Hence, the left-continuity (18) combined with (32) imply that (33) is also valid for q = p ⋆ . We have concluded that λ q is the indefinite integral of a Lebesgue integrable (its derivative) function what guarantees that λ q is absolutely continuous. ✷
