Abstract lntricatc and striking patterns are often created in dense algal blooms by the interaction of sinking, floating, or swllmming algae and local physical dynamics. The structure of these patterns can reveal a great deal about the processes underlying the pattern formation. Here I explore three common patterns in dense algal blooms: chaotic mixing, internal wave banding, and sharp fronts. For each of these patterns, I develop a simple model to simulate the qualitative aspects of the patterns. The models are then analyzed to better understand the time and spacedependent processes involved in pattern formation and to suggest ways in which we might better sample such patterns to more accurately quantify the dynamics. One significant result of this analysis is that complicated patterns of ILagrangian tracers need not be driven by similarly complicated patterns of the flow.
Among the most striking manifestations of biological oceanographic dynamics are exceptionally dense algal blooms. Such blooms can color the water bright, opaque hues, often forming fantastic patterns with unexpectedly sharp boundaries. These patterns typically arise through the interaction of the organism's behavior (sinking, floating, or swimming) and the ambient physical flows. Neutrally buoyant particles will not accumulate through physical-biological dynamics (as discussed by Franks 1992a) but may form patches driven by differential growth or grazing. Populations with any ability to move themselves independent of the water, to any degree, have the potential of forming dense accumulations in certain flow regimes.
A great deal can be learned about the local physical dynamics and the behavioral and physiological responses of the organisms by examining the structure of dense algal blooms. Certain accumulation patterns are characteristic of particular flows; observation of only the surface expression of such patches may reveal much about the underlying dynamics.
Here I present three examples of recurrent patterns in dense algal blooms: chaotic mixing patterns, internal wave banding, and dense stripes forced by ageostrophic fronts (Fig  3 ) . For each case, I develop a simple, illustrative model to elucidate the main features of the flow and behavior. While the models reproduce the qualitative aspects of the patterns (i.e. they look similgr), I cannot claim that they have accurately captured the underlying dynamics. In general, insufficient sampling was performed at the time the photographs were taken to definitively identify the dominant physical and biological dynamics. The models are useful vehicles, however, to identity the range of potential patterns and the types Acknowledgments 1 thank Kimball Millikan for help on short notice, and Ashley Mullen for lendmg his airplane and piloting expertise during the red tides. Two anonymous reviewers helped improve the manuscript.
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of samples which should be taken to isolate and identify the hypothesized dynamics.
Chaotic mixing
Most oceanographers are familiar with mixing caused by turbulence: small-scale random motions that are described probabilistically. Tracers within a turbulent flow tend to become homogenized, as concentration gradients are reduced. But efficient mixing can also be achieved with very simple, deterministic flows. Indeed, in two-dimensional, nonturbulent flows, chaotic mixing of Lagrangian tracers can occur with only the constraint that the flow be time-dependent (Aref 1984). In three-dimensional flows, even this constraint can be relaxed: simple, deterministic, steady, sheared flows can generate chaotic patterns in three dimensions (e.g. Henon 1966; Dombre et al. 1986 ). In such flows the distance between tracer particles tends to increase exponentially with time (although this is not a precise definition of chaotic motion, e.g. Ottino et al. 1988) . The interesting point is that beautiful and complex patterns can arise from very simple, nonturbulent flows acting on Lagrangian tracers.
Consider a simple, nonturbulent, two-dimensional flow. It is easy to prescribe a simple time-dependent flow that is fully deterministic in an Eulerian frame (i.e. the water velocities are completely known at every point for all time). Yet, if such a flow is time-dependent, the Lagrangian advection characteristics of a passive tracer are essentially stochastic, or chaotic. The patterns of tracer distribution depend on the flow characteristics and the initial distribution of the tracer. Within chaotic patterns, however, there usually exist regions of efficient mixing, regions of no mixing, and regions of shear and strain. Within mixing regions, tracer particles become homogenized. In regions with no mixing ("islands"), tracers remain at their initial concentration. In regions of shear and strain (intermediate between the mixing and nonmixing regions), tracers are swept into whorls and tendrils, often forming beautiful patterns (Berry et al. 1979) .
One such simple flow that leads to chaotic behavior of Lagrangian tracers is known as the "blinking vortex" (Aref 1984) , although winking vortex might be more appropriate. In this flow, two stationary vortices are alternately turned on and off for a prescribed period. Depending on the periodicity and the speed of the rotation, the patterns may be chaotic: for a given strength of rotation, a longer period gives more chaotic patterns. The more chaotic the pattern, the more complete the mixing. An example of the evolution of an initial tracer array in such a flow is shown in Fig. 2 . As the flow develops, tracers are drawn out into long filaments and eventually mixed with the surrounding fluid. It is important to note that this mixing occurs with no turbulence.
The Anabaena flos-aquae bloom of Fig. la has many features qualitatively similar to those seen in chaotic mixing: patches of unmixed cells and clear water, and long tendrils of cells drawn from the patches into the surrounding waters. Not knowing the: water flows, we cannot determine whether this is, in fact, a chaotic system. However, observations of chaotic flows may give some insights into these patterns and the implications of these patterns for organism growth or reproduction.
Two-dimensional, incompressible flows are area-preserving (i.e. the area of the surface covered by tracer remains the same, regardless of the flow). The bounding perimeter of the tracer, however, tends to increase with time in a chaotic flow. As the tracer is drawn out into tendrils, the surface area of the tracer is constant, while its boundary length increases dramatically. This increase in boundary length gives a much increased' surface for exchanges between surrounding waters and the patch. In an active biological system, such mixing could allow enhanced nutrient transports into the bloom patches and dispersion of patches.
Some measure of the extent of patch deformation by the flow is given by the intensity of segregation, I, defined as 1299 C is the local concentration, and (s) indicates a volume average (Danckwerts 1952) . This number essentially compares the variance of the concentration to the mean; it is similar to the more familiar index of dispersion (variance/mean) used in analyzing distributions of properties. Z decreases with time in chaotic flows as local concentration gradients are mixed away. Z can also be thought of as a measure of the thickness of the tendrils formed by the Lagrangian deformation of the patch. The tendrils thin until local diffusive processes create a homogeneous mixture. Similar shearing dynamics have been invoked to explain the formation of thin layers of phytoplankton often observed in vertical profiles of fluorescence (Franks 1995) . Although Franks (1995) used only one near-inertial wave in his analysis (thus precluding chaotic patterns), use of a more realistic wave spectrum would likely result in chaotic motions of particles due to the time dependence of the resulting flow.
The main conclusion to be drawn from this analysis of chaotic mixing is that simple, deterministic, time-dependent flows can generate chaotic patterns of Lagrangian tracers. Chaotic motion of the water itself is not required to achieve fantastic patterns of tendrils and whorls of an advected patch. In three dimensions, flows need not even be time-dependent to generate chaotic mixing (Aref 1984) . Particle separations can increase exponentially with time, even for very simple three-dimensional steady flows. Chaotic flows could arise through time-dependent surface and internal waves, vorticity created by flow past topography (capes, islands, etc.), winddriven motions, and interactions of such flows.
Internal waves
Many researchers have observed stripes of organisms organized into swaths parallel to the shore or parallel to fronts (e.g. Jillett and Zeldis 1985; Peres et al. 1986; Shanks 1983 Shanks , 1988 . Fig. 1 b shows an example of bands of Lingulodinium polyedrum (Gonyaulax polyedra) off La Jolla, California. These stripes tend to be -100 m in wavelength (interstripe distance), often showing a sharp inshore edge trailing off to a more diffuse offshore boundary. The sharp inshore edge often has a line of floating foam and debris associated with it. It is likely that in most cases such a pattern is formed by the interaction of floating or upward-swimming organisms with high-frequency internal waves. Here I will explore the patterns generated by the interaction of high-frequency internal waves and floating (or vertically swimming) phytoplankton.
Internal waves create much of the motion in oceanic waters between the buoyancy (ZV) and Coriolis (f) frequencies. Higher frequency motions are turbulent, while lower frequency motions are quasi-geostrophic. If there is a strong pycnocline, the ocean can be viewed as two independent Jayers; internal interfacial waves can propagate horizontally along the pycnocline (e.g. Gill 1982) . The motion of the interface of mean depth -z, can be described by a simple sine wave, propagating with frequency o, and horizontal wavenumber k, in the x direction: z,,. = -z,, -a sin(b -fat).
( 2) a is the amplitude of the motion, and t is time. The horizontal and vertical velocities (u, w) of the upper layer are 
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These are the same equations used by Kamykowski (1974) in his study of the interaction between phytoplankton and semidiurnal internal tides. Here I apply them to much higher frequency waves of much shorter wavelength: I use a water column of 20 m total depth, with an upper layer 7 m deep, a lower layer density of 1,025 kg m-j, and a density difference of 1 kg m-" between the upper and lower layers. The period of the wave was set at 15 min, giving a horizontal wavelength of 190 m and a phase speed of 0.2 m s--l.
The amplitude of the internal wave, a, was ramped up from zero to its full value over two wave periods. This was necessary to avoid biasing the solution by the initial distribution of cells relative to the thermocline. Ten thousand individual cells were evenly distributed in the upper layer and tracked in the internal wave flow for eight wave periods (Fig.  3) . The cells had a vertical (upward) velocity given by ws = w, tanh (z/z,,>.
The maximal swimming speed, w,, was set at 0.5 mm s-l, and Zn,, the depth at which they slowed down, set to 1 m. This swimming velocity was added to the ambient physically forced vertical velocity to give the net vertical speed of the organisms. No horizontal swimming was specified.
The formation of bands of high phytoplankton concentration is quite evident in Fig. 3 as the-waves propagate onshore (to the right). As predicted by others (e.g. La Fond 1962; Gill 1982) , the bands propagate with the same speed and direction as the underlying wave. The bands form at the trough of the wave, just behind the zone of maximal convergence (La Fond 1962) . The waves do not carry individual cells along with them-the patches are formed and reformed constantly, as new cells are drawn into and out of patches. There is no net advection of cells in any direction. The bands of high cell concentration are transient compression zones (Franks 1992a) , in which the cells are squeezed together by moving independent of the vertical flow. As the wave passes, the cells enter a divergence zone, and the concentration is decreased by the opposite mechanism (see also Kamykowski 1974 ; his figure 7). In the model, the concentrations of cells in the dense bands quickly reached three times the concentration of cells between the bands. The relative concentrations of cells depends on their swimming speed and the characteristics of the wave.
The bands formed by the model are symmetric across the wave; they do not show the asymmetric distribution of Fig.  lb with a sharp leading edge and diffuse trailing edge. Such patterns are likely the result of asymmetries in the underlying waves, perhaps indicating wave breaking as they propagate into shallow waters (e.g. Helfrich and Melville 1986; Helfrich 1992) .
For this simple, symmetric, linear wave, it is not possible for organisms to be transported more than a fraction of a wavelength in any given wave period. For an organism to track the wave crest or trough (the wave's phase), it would have to have a horizontal velocity equal to the phase velocity of the wave, c. However, the maximum horizontal velocity in the direction of the wave is u,,, = calz,,, achieved when kx -it = (4n + 1)~/2 (n = 1,2,3. . ,). (Note that this maximal horizontal velocity is not at the convergence zone, but in front of the divergence zone.) Because a/z, < 1 (i.e. the amplitude of the wave is always less than the thickness of the upper layer) u,,, < c. Thus the maximal particle velocity is always less than the phase speed of the wave. Even if a particle were somehow trapped in this region of high horizontal velocity, it would not travel as fast as the wave. Thus this simple wave cannot transport organisms long distances-contrary to intuition. Because of this, the wave continually moves beneath the particles, and the particles describe elliptical oscillations about their mean positions.
Ageostrophic fronts
Fronts have frequently been discussed as potential concentrating mechanisms for swimming or floating plankton (e.g. Olson and Backus 1985; Le Fevre 1986; Epifanio 1987; Clancy and Epifanio 1989; Franks 1992a,b) . Franks (1992a) , in particular, examined the patterns of swimming, sinking, and floating organisms in convergent and divergent fronts. Several flows and behaviors generated patches of plankton at fronts; however, the fronts were steady features, presumably in geostrophic balance.
There was a striking bloom of Noctiluca scintillans off La Jolla in April 1995 (Fig. lc) . For several calm days, this organism formed a sharp, dense band, stretching at least 20 km parallel to the coast. The bands formed anew each afternoon -3 km from the coast and slowly propagated toward the coast (see also Peres et al. 1986 ). The cell concentrations were very high along a sharp line, presumably delineating a front, and trailing off behind the front. The front was a very narrow feature: the small boat in Fig. lc Although the dynamics behind the front formation are untial scale and onshore propagation of the front suggests that known, they are likely related to tide propagation onto the the flow was not in a geostrophic balance-there was no shelf and the presence of a strongly stratified water column visual evidence for a cross-front shear in the along-front ve-(e.g. Winant and Olson 1976; Winant 1980 ). The small spalocities or any along-front jet, It is more likely that this front Franks was ageostrophic, propagating under the cross-front pressure gradient, with little effect of Coriolis rotation. The surface expression of A? scintillans is an indication that they were starving (Omori and Hammer 1982; Uhlig and Sahling 1990) , because starvation leads to floating. The strong accumulation patterns at the front suggest some sort of convergence. However, the sharp boundary delineating the inshore and offshore sides of the front is not consistent with the Franks (1992a) model, which gives accumulation on both sides of the front. What processes might be responsible for this sharp line in the sea?
To explore this problem, I develop here a simplified model of a propagating ageostrophic front, interacting with floating organisms. The front can be thought of as a Rossby adjustment problem (e.g. Gill 1982) in which an initial sharp pressure (and density) gradient is allowed to relax and propagate. In a rotating reference frame (i.e. with Coriolis), this initial condition ultimately leads to a front in geostrophic balance. Over time scales less than a few inertial periods, however? the initial disturbance propagates away from its origin, with a cross-frontal velocity determined by the initial density gradient. The flow is similar to a gravity current, in which dense fluid intrudes into a stationary, lighter fluid. In a two-dimensional, cross-frontal plane, this can be thought of as a layer of water moving bodily through a region of stationary water, somewhat like an infinitely wide boat moving through water. As the front propagates, the fluid through which it moves is displaced downward and subducted below the front. It is these dynamics I include in the simple kinematic model.
To model the propagation of a strong density front, I made an analogy to a solid body moving through a stationary fluid. In this case the body was shaped like a semi-infinite slab with a rounded nose. The coordinate system was defined to travel with the front, thus stationary water appears as a constant flow, moving at the frontal propagation speed u,, in the opposite direction of the front. The velocities are calculated from a stream function, $, for two-dimensional flow around such a body (Batchelor 1983; his equation 6.8.38 modified for two-dimensional planar flow):
The propagation velocity, u,, was set at 5 cm s-l. The parameter a determines the depth of the front and the vertical velocities at the front. The maximal downwelling velocity is at the surface at the front and is given by a/2n; a was set to 0.5 m2 s-l to give a downwelling velocity of 8 mm s-l. The only swimming behavior investigated was upward swimming, using Eq. 7 with w,, = 1 mm s-l; the organism's vertical velocity was given by the sum of their swimming speed and the vertical water speed: w + w,.
This flow is very similar to the gravity flows described by Benjamin (1968) , in which a low-density layer propagates into a stationary layer of denser fluid. His theoretical argu- (9) z, is the thickness of the upper layer, h the water column depth, and g' defined as in Eq. 5. Using Ap = 0.1 kg m 3 (Franks unpubl. data), z, = 5 m and h = 100 m, we obtain % = 10 cm s I. A layer only 1 m thick would propagate at -5 cm s-l. These results are within the uncertainty of our estimates of other model parameters and, in any case, do not change the qualitative aspects of the solution.
A cross-section through the front shows that some of the organism streamlines converge at the front (shaded area of Fig. 4) . Because the floating cells follow these streamlines, the cells, too, converge just behind the front. Any cells in the shaded region of Fig. 4 will end up in a dense patch just behind the front. The cell densities in this band can quickly reach 10X the surface concentration away from the front as cells are focused into this accumulation zone.
The distance of the accumulation zone from the front de-pends on the swimming speed w,, the frontal propagation speed u,, and the downwelling velocity scaled by a. An approximate distrance of the accumulation zone from the front, x,, in meters, is given by x,, = 0.001~.
If the organisms swim faster, the accumulation zone moves toward the front. If the front propagates faster, the accumulation zone lags behind the front. Stronger downwelling or a deeper front also displace the accumulation zone behind the front, Stronger swimming also allows accumulation from a larger volume of water in the path of the front. As cells rise faster, they reach the front along streamlines originating closer to the front (i.e. the thin lines in Fig. 4 slope upward at a sleeper angle). Thus stronger swimming gives more efficient and thorough scavenging of organisms from the waters swept by the front. The main source of cells in the accumulation zone is the near-surface water in the path of the front. As cells in this layer are subducted, a region of low cell concentration is created between the front and the accumulation zone, and behind the accumulation zone. The cells that were originally just beneath those advected into the accumulation zone gradually rise behind the accumulation zone, to reach the surface some distance behind the band of dense cells. Thus the densest band of cells is bracketed by two regions of low cell concentration and then regions of normal cell concentration. This pattern would appear as one extremely dense band and two less-dense bands preceding and following the front. Surprisingly, this pattern was actually observed during the N. scintiZ2ans bloorn of Fig. lc (although it would take more thorough sampling to support this hypothesis). The band preceding the densest band was about 50 m in front of it, and the following band was about 100 m behind it. With more detailed samples and better knowledge of the swimming speeds of N. scintillans, it might be possible to infer frontal velocities from measurements of the banding patterns.
This banding process is distinct from the internal-wave banding, as cells are carried with the front as it propagates. This front is a very efficient mechanism of cell transport, acting as a "vacuum cleaner," sucking cells into the frontal region. As the front propagates, it can accumulate cells from a large area, creating extremely dense bands of organisms. It is important to note, however, that the degree of accumulation depends on the swimming, sinking, or floating abilities of the organisms. Neutrally buoyant cells will not accumulate (as discussed by Franks 1992a).
Discussion
I have presentled three commonly observed patterns in Although there have been many observations of accudense algal blooms, and discussed simple physical-biological mulation and transport of organisms by internal waves, there models that may account for the pattern formation. First, the has been surprisingly little measurement of the underlying patterns of tendrils and whorls seen in many dense blooms wave structure. Shanks (1983) noted that floating Styrofoam are qualitatively similar to patterns generated in chaotic mixcups sometimes advected with internal waves and sometimes ing. Here simple, deterministic, nonturbulent flows generate did not. He could offer no explanation for the inconsistency. chaotic patterns in Lagrangian tracers, similar to the patterns The model presented above gives some areas for speculation. observed in an A. Jlos-aquae bloom. Second, bands of high
One of the features of the model is that it is a single, linear cell concentrations parallel to shore are often presumed to be caused by the interaction of vertical swimming with the flows associated with internal waves. The simple model presented above supported this presumption and showed that the bands are constantly being formed and dissipated as the wave propagates. Third, the long single stripes of cells often observed parallel to shore may be caused by accumulation of cells in a propagating frontal zone. Using a simple kinematic model, I showed that the propagating front is an efficient transporter and accumulator of cells and that there should be additional bands of lower cell density preceding and following the main front. The issue of chaotic mixing in the ocean is difficult to address. The tacit assumption of most oceanographers seems to be that the ocean is constantly turbulent and that the flow itself is chaotic, Recent research, however, tends to contradict this view. Pinkel et al. (1991) found that the internal wave strain sufficient to reduce the local Richardson number from 1 to 0.25 (a necessary condition for turbulence) occurred only 0.1% of the time. Most of the fine structure they observed was reversible (i.e. no mixing occurred). This was consistent with observations of Kunze et al. (1990a, b) who concluded that the fine structure they measured was due to internal waves, not stratified turbulence. In general, we would expect turbulent events in the ocean's interior to be driven by shear instabilities caused by internal waves (e.g. Gregg et al. 1986 Gregg et al. , 1993 , and that these are relatively rare events. The analysis of Lazier and Mann (1989) clarified the characteristics of turbulent motions at small scales. They pointed out that even in full turbulence, most small organisms experience a time-dependent shear, largely driven by eddies -40 times the Komolgorov length scale (typically 5-25 cm). Thus simple shearing motions may dominate under many oceanic conditions. Such motions will tend to increase the gradient of tracers perpendicular to the shear, as the tracer is drawn into tendrils and whorls. The smallest scales of the tracer are determined by the smallest scale diffusive processes. An important point to be made, however, is that complicated patterns in tracers need not be driven by similarly complicated patterns in the flow.
The banding patterns predicted by the simple internal wave model agreed with field observations to the extent that bands formed and advected with the phase speed of the wave. It must be made clear, however, that there is no net transport of organisms in these bands; the accumulation patterns propagate as new organisms are drawn in at the leading edge and lost from the trailing edge of the band. There is no mechanism in such a simple model to transport organisms continuously with the wave-even those confined to the surface. The formation of the bands is contingent on the swimming ability of the organisms: neutrally buoyant particles will not form such bands.
wave, perfectly symmetric, with no nonlinear interactions with other waves, in a region with a flat bottom. Relaxation of any of these assumptions can lead to changes in the wave and patch patterns. Asymmetric waves, for example those formed in regions of sloping topography or those interacting with other waves, can form patches with more distinct edges, and net advection of organisms with the waves (an internal wave Stokes drift). In regions where the wave amplitude changes with space, the patterns of stripes would change also: a wave which steepens inshore would form sharp bands inshore, but only diffuse stripes offshore. Wave-wave interactions would change both the local amplitude of oscillation and the character of the patches. It is possible that the waves responsible for onshore transport of floating organisms and debris are those that are asymmetric: the wave's amplitude may be skewed around the crests or troughs. A sawtoothshaped wave-steep face preceding the crest and a gentle slope following the crest-may be more efficient at transporting material and forming bands than a symmetric wave.
A common misconception concerning the role of internalwave-induced convergence zones is that floating material caught in the convergence zone will be transported with the convergence zone. For a simple, linear wave, however, this cannot be true, since the horizontal velocities at the convergence zone are zero: there is no water motion to advect the particles. The convergence zone itself propagates at the speed of the wave. Material in the convergence zone, however, is left behind. Although floating material may be concentrated at the convergence zone, individuals are not carried along in the convergence zone. Thus, as shown in the model above, samples taken at the convergence zone may have higher concentrations of material, but this material is not traveling with the wave. The highest concentrations, however, are found behind the convergence zone.
The accumulation of swimming organisms at the type of ageostrophic front described here is an even more efficient mechanism to transport organisms to the shore. As the front propagates, it effectively "vacuums" the waters beneath it of cells, focusing the cells to a narrow zone following the front. There are numerous mechanisms that could form such a front, including release of a tidally generated density jump, relaxation of wind-driven upwelling, or spreading of a buoyant plume. Tanaka et al. (1992) found that Benjamin's (1968) model of a gravity current adequately described the propagation of a thin front observed after relaxation of wind-driven upwelling in Uragami Bay (Japan).
Such a front is a very unstable system given the unbalanced nature of the forces acting on the front. This is apparent in the waves and instabilities seen along the front in Fig. lc . Had the organisms been more patchy along the coast, the cells would not have appeared as a dense line, but rather as isolated patches with sharp fronts and diffuse trailing edges. As with the case of chaotic mixing, the accumulation patterns of the organisms depend not only on the flows but also on the initial distribution of the organisms. Thus strong patchiness may develop through relatively homogeneous flows interacting with inhomogeneous cell distributions.
The simple models presented here capture the basic patterns of the algal blooms, but there are important details which cannot be reproduced. These include the three-dimensional structure of cells in the A. jZos-aquae bloom, the asymmetric distribution of cells in the internal wave bands, and the multiplicity of scales in the patterns seen in the ageostrophic fronts. Identification of the physical and biological dynamics leading to these discrepancies will be an important step in improving our understanding of the processes controlling patchiness in the ocean.
