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Abstract. We define and investigate spectral invariants for Floer homology
HF (H,U : M) of an open subset U ⊂ M in T ∗M , defined by Kasturirangan
and Oh as a direct limit of Floer homologies of approximations. We define a
module structure product on HF (H,U : M) and prove the triangle inequality
for invariants with respect to this product. We also prove the continuity of
these invariants and compare them with spectral invariants for periodic orbits
case in T ∗M .
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1. Introduction
1.1. Spectral invariants in cotangent bundles. Spectral invariants in Sym-
plectic Topology in terms of generating functions for Lagrangian submanifolds of
cotangent bundles were introduced by Viterbo in [37]. If E →M is a smooth vector
bundle over a compact smooth manifold M , S : E → R a generic smooth function
and
ΣS := {e ∈ E | dvertS(e) = 0}
(here dvertS denotes the derivative along the fibre), then
iS : ΣS → T ∗M, iS(e) := dS(e)
is a smooth Lagrangian immersion. It is known that all Hamiltonian deformations
of zero section can be generated by some function S in this way [19, 6, 7]. Viterbo
defined spectral invariants as a certain minimax values of S. He used them to prove
several important results about Hamiltonian diffeomorphisms.
In [27, 28] Oh defined spectral invariants for the case of cotangent bundle using
the “homologically visible” critical values of the action functional
aH(x) :=
∫
x
θ −
∫ 1
0
H(x(t), t)dt,
where θ is the Liouville 1−form on T ∗M . More precisely, let OM be a zero section of
T ∗M and L = φ1H(OM ), where φ
1
H is a time–one–map generated by a Hamiltonian
H. Let HFλ∗ (OM , φ
1
H(OM )) denotes the filtrated homology defined via filtrated
Floer complex:
CFλ∗ (OM , φ
1
H(OM )) := Z2〈{x ∈ Crit(aH) | aH(x) < λ}〉.
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2These homology groups are well defined since the boundary map preserves the
filtration:
∂ : CFλ∗ (OM , φ
1
H(OM ))→ CFλ∗ (OM , φ1H(OM )),
due to well defined action functional that decreases along its “negative gradient
flows”. For a singular homology class α ∈ H∗(M,Z2) define
σ(α,H) := inf{λ ∈ R | FH(α) ∈ Im(ıλ∗)}
where
ıλ∗ : HF
λ
∗ (OM , φ
1
H(OM ))→ HF∗(OM , φ1H(OM ))
is the homomorphism induced by inclusion and
FH : H∗(M)→ HF∗(OM , φ1H(OM ))
is an isomorphism between singular and Floer homology groups. The construction
for spectral invariants in case of conormal bundle boundary condition is done in [27],
and in [28] for cohomology classes. It turned out that Oh’s invariants and the
Viterbo’s ones, are in fact the same, see [21, 22].
Oh proved in [27] that these invariants are independent both on the choice of
almost complex structure J (which is used in the definition of Floer homology) and,
after a certain normalization, on the choice of H as far as φ1H(OM ) = L. Using
these invariants σ(α,L) := σ(α,H), Oh derived the non–degeneracy of Hofer’s
metric for Lagrangian submanifolds, the result earlier proved by Chekanov [8] using
different methods. Another application to Hofer geometry is given in [23, 24] in the
characterization of geodesics in Hofer’s metric for Lagrangian submanifolds of the
cotangent bundle via quasi–autonomous Hamiltonians.
Spectral invariants in cotangent bundles were also studied by Monzner, Vichery
and Zapolsky in [26].
1.2. Beyond cotangent bundles. Spectral invariants in general symplectic man-
ifolds have been studied by several authors, and are still the subject of active re-
search. Without attempting to give a complete references, we mention just a few.
The construction of spectral invariants for contractible periodic orbits when (P, ω) is
a symplectic manifold with ω|pi2(P ) = 0 and c1|pi2(P ) = 0 was carried out by Schwarz
(see [36]). In [20], Leclercq constructed spectral invariants for Lagrangian Floer
theory in case when L is a closed submanifold of a compact (or convex in infinity)
symplectic manifold P and ω|pi2(P,L) = 0, µ|pi2(P,L) = 0, where µ is Maslov index.
Symplectic invariants were further investigated by Eliashberg and Polterovich [11],
Polterovich and Rosen [32], Oh [30], Humilie`re, Leclercq and Seyfaddini [13], by
Monzner, Vichery and Zapolsky [26], Lanzat [18] and also in [9], [21, 22, 23, 24].
1.3. Overview of the paper. The above mentioned (and other) previous results
concerning spectral invariants dealt either with Hamiltonian H on symplectic man-
ifold or with Lagrangian submanifold, thus they have a global character. Our result
generalizes earlier constructions to the case of arbitrary open subsets of a base of
cotangent bundle. We define spectral invariants in this case, and study how they
intertwine with certain direct limits used in a construction.
Lagrangian Floer homology for open subsets in cotangent bundles was introduced
by Kasturirangan and Oh in [15] as a part of a project of “quantization of Eilenberg–
Steenrod axioms” (see [14]). The construction goes as follows. Let U ⊂ M be an
3Υε
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Figure 1. Singular Lagrangian ν∗−U and approximation Υε
open subset of a compact smooth manifold M , with a smooth compact boundary
∂U . The conormal bundle, ν∗(∂U), defined as
ν∗(∂U) = {(q, p) ∈ T ∗M | q ∈ ∂U, p|Tq∂U = 0},
is a Lagrangian submanifold of the cotangent bundle T ∗M . Define
ν∗−(∂U) := {α ∈ ν∗(∂U) | α(n) ≤ 0, for n outward normal to ∂U}
and
ν∗−U := OU ∪ ν∗−(∂U).
The set ν∗−U , called the (negative) conormal to U , is a singular Lagrangian subman-
ifold, but it allows a smooth approximation by exact Lagrangian submanifolds. Let
us outline a construction of these approximations, denoted by Υε, following [15].
For U = (−1, 1), M = R, ν∗−U and Υε are sketched in Figure 1.
In general case, denote by Tb(∂U) a tubular neighbourhood of ∂U . Since it
holds:
Tb(∂U) ∼= ∂U × (−1, 1),
we have:
T ∗M |Tb(∂U) ∼= T ∗(∂U)× ((−1, 1)× R).
Now if C is a singular curve in (−1, 1)× R:
C = {(q, 0) | −1 ≤ q ≤ 0} ∪ {(0, p) | p ≤ 0},
then
ν∗−U ∩ pi−1(Tb(∂U)) = T ∗(∂U)× C.
As in [15], denote by Cε a smooth approximation of C as shown in Figure 2 and
define:
Υε := ν
∗
−U \ pi−1(Tb(∂U)) ∪ (T ∗(∂U × Cε).
To show that Υε is exact, define a function hΥε : Υε → R as follows:
4C
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Figure 2. Function hΥε is the shaded area
• on ν∗−U \ pi−1(Tb(∂U)) = OM |U\Tb(∂U): hΥε is equal to zero;
• on the intermediate region of ν∗−U ∩pi−1(Tb(∂U)): hΥε(q0, p0) is the area of
the shaded region in Figure 2 (bounded by Cε, q-axis and the line q = q0);
• on ν∗−(∂U)∩Υε: hΥε equals to the area bounded by the q-axix, p-axes and
the curve Cε.
It is easy to check that θ|TΥε = dhΥε , where θ is a canonical Liouville form on
T ∗M and that Υε → ν∗−U as ε → 0 in Lipschitz topology (see also [15] for more
details).
Floer homology for the open set U is defined to be a direct limit of Floer ho-
mologies of approximations. In order to have the latter well defined, one needs to
choose a compactly supported Hamiltonian H : T ∗M × [0, 1]→ R such that
φ1H(OM ) t OM
and
(1) φ1H(OM ) ∩OM |∂U = ∅, φ1H(OM ) t ν∗−U.
Both of the above conditions can be obtained by generic choice of H. Floer homol-
ogy for the pair (OM ,Υε) is now defined in a standard way, the set of the generators
CF (OM ,Υε : H) consists of the Hamiltonian paths
(2) x˙ = XH(x), x(0) ∈ OM , x(1) ∈ Υε,
which are critical points of the effective action functional:
(3) AΥεH (γ) :=
∫
γ∗θ −
∫ 1
0
H(γ(t), t)dt− hΥε(γ(1)).
5The boundary map ∂J,H is defined by a number of perturbed holomorphic discs
with boundary on OM and Υε:
(4)

u : R× [0, 1]→ T ∗M
∂u
∂s + Jε
(
∂u
∂t −XH(u)
)
= 0
u(s, 0) ∈ OM , u(s, 1) ∈ Υε.
Here Jε is an almost complex structure compatible to the standard symplectic
form ω = −dθ, which coincides with the canonical almost complex structure J0 on
T ∗M at infinity. By the canonical almost complex structure J0 we assume the one
induced by the Levi-Civita connection for a fixed metric g0.
Denote by HF∗(OM ,Υε : H,Jε) the corresponding Floer homology (grading is
given by Maslov index, see Subsection 2.1).
Floer homology of the open subset U is defined as a direct limit of above Floer
homologies for the approximations Υε:
(5) HF−∗ (H,U : M) := lim−→HF∗(OM ,Υε : H,Jε),
after defining an appropriate partial ordering to the set of pairs (Υε, Jε) (see Sec-
tion 2 below or [15] for more details). The symbol − in HF−∗ indicates that we are
dealing with the negative conormal. Defined in this way, Floer homology is isomor-
phic to singular homology HF∗(U). More precisely, for a special choice of Morse
function f , such that ∇f points outward ∂U , Floer homology HF−∗ (H,U : M) is
isomorphic to Morse homology HM(f, U), which, in turn, is isomorphic to H∗(U).
Unlike in the paper [15], we have also to deal with the positive conormal to U ,
defined as:
ν∗+U := OU ∪ ν∗+(∂U),
where
ν∗+(∂U) := {α ∈ ν∗(∂U) | α(n) ≥ 0, for n outward normal to ∂U}.
We define Floer homology HF+∗ (H,U : M) in this case in the same way, as a
direct limit of Floer homologies for approximations, but now, this limit will be
isomorphic to the relative homology H∗(U, ∂U). Again, this isomorphism is realized
via Morse homology HM∗(f, U), with the different choice of f (with the gradient
field now pointing inward at ∂U). The two Floer homologies HF−∗ (H,U : M) and
HF+∗ (H,U : M) are related via Poincare´ duality:
HF−∗ (H,U : M) ∼= HF+n−∗(H,U : M)
(see Subsection 2.1 for the details).
The main aim of the paper is the construction of PSS isomorphism and the
investigation of spectral invariants for the Floer homology of the open subset.
The first step in this direction is the construction of Piunikhin-Salamon-Schwarz
isomorphism between HF−∗ (H,U : M) (respectively HF
+
∗ (H,U : M)) and singular
homology of U (respectively relative homology HF∗(U, ∂U)) modelled by Morse
homology. We will first construct PSS homomorphism for approximations. Morse
homology for open subset is well defined for a fixed Morse function f and a generic
choice of Riemannian metric g, without any direct limit construction. However, in
order to obtain all transversality conditions for moduli spaces of mixed type that
figure in PSS homomorphisms for approximations, we have to choose (a priori)
6different Riemmanian metric for different Υ. Therefore we will also consider Morse
homology as a direct limit:
HM∗(f, U) := lim−→HM∗(f, U ; gs)
(see Section 2.)
More precisely, in Section 2 we prove the following theorem.
Theorem 1. Let f±∈F±(M) be two Morse functions from a special class of Morse
functions (see Definition 4 in Section 2). There exist PSS-type isomorphisms
Φ : HM∗(f−, U)→ HF−∗ (H,U : M), Ψ : HF+∗ (H,U : M)→ HM∗(f+, U)
which are natural with respect to canonical isomorphisms in Morse and Floer theory.
More precisely, if
Sαβ : HF
−
∗ (Hα, U : M)→ HF−∗ (Hβ , U : M), Tαβ : HM∗(f−α , U)→ HM∗(f−β , U)
denote the canonical isomorphisms in Floer and Morse theory respectively, and Φα
and Φβ the corresponding PSS homomorphisms, then the diagram
HF−∗ (Hα, U : M)
Sαβ−→ HF−∗ (Hβ , U : M)
Φα ↑ ↑ Φβ
HM∗(f−α , U)
Tαβ−→ HM∗(f−β , U)
commutes, and the same holds for the isomorphism Ψ.
We construct PSS homomorphisms and prove Theorem 1 in Section 2. First
we construct the corresponding homomorphisms for approximations HF∗(OM ,Υε :
H,Jε) and prove that they commute with the homomorphisms that define the direct
limit (5).
Next, we construct three pair-of-pants type products in Morse and Floer theory
for open sets. Products in Morse and Floer theory were studied by various authors:
Abbondandolo and Schwarz [2], Auroux [5], Oh [28] and also in [17].
Here we establish the following products for open subset.
Theorem 2. There exist a pair-of-pants type products:
◦ : HF∗(H1, U : M)⊗HF∗(H2, U : M)→ HF∗(H3, U : M)
· : HM∗(f1, U)⊗HM∗(f2, U)→ HM∗(f3, U)
? : HM∗(f, U)⊗HF∗(H,U : M)→ HF∗(H,U : M)
that turns Floer homology for an open set HF∗(H,U : M) into a HM∗(f, U)−module.
The above products satisfy:
Φ(α · β) = Φ(α) ◦ Φ(β),
where Φ is a PSS isomorphism from Theorem 1.
Theorem 2 is proven in Section 3. Since Floer homology for the open set is
defined as a direct limit, the key step is to prove that the products defined on
homology for approximation commute with the homomorpshisms that define the
direct limit.
Finally, using the above PSS isomorphism, we construct the spectral invariants
for Lagrangian Floer homology of the open subset HF (H,U : M).
We prove the following properties of these spectral invariants: their continu-
ity with respects to H and their subadditivity with respect to the products from
7Theorem 2. We also compare the above spectral invariants with the invariants for
periodic orbits case, using the homomorphisms defined via “chimneys” introduced
by Abbondadolo and Schwarz [1], and Albers [3]. Further, we prove the inequality
of spectral invariants between two open sets U
ı
↪→ V and a specific singular homol-
ogy class (see Subsection 4.1). This slightly generalizes a result by Oh [29] for a
spectral invariant
c+(H,U) := inf{λ ∈ R | ıλ∗ : HFλ∗ (H,U : M)→ HF∗(H,U : M) is surjective}.
More precisely, in Section 4 we prove the following theorem.
Theorem 3. For given singular or Morse homology class α ∈ HM∗(f, U) \ {0},
the spectral invariant cU (α,H) defined via PSS isomorphism from Theorem 1 has
the following properties:
(A) triangle inequality. For α · β 6= 0 it holds:
cU (α · β,H1]H2) ≤ cU (α,H1) + cU (β,H2)
(B) continuity. relative spectral invariant CU (α,H) := cU (α,H) − cU (1, H)
is continuous with respect to the Hofer norm of H
(C) comparison with periodic orbit invariants. Let ρ(·, H) stands for a
spectral invariants for periodic orbit case in T ∗M , ı∗ is a homomorphism
in homology induced by the inclusion map, and ı! is the map obtained by
inclusion map and Poincare´ duality map:
ı! := PD
−1 ◦ ı∗ ◦ PD .
Suppose that the Hamiltonian H satisfies the conditions from Frauenfelder-
Schlenk’s paper [12] (see also Subsection 4.4 on page 32). Then it holds:
ρ(α,H) ≥ cU (ı!(α), H), cU (α,H) ≥ ρ(ı∗(α), H)
(D) invariants for subsets. Let U
ı
↪→ V be two open subset of M and let
∗UV : HM∗(f, U)→ HM∗(f, V )
(the homomorphism induced by inclusion  : U ↪→ V ) be surjective. For
α ∈ HM∗(f, U) \ {0} it holds:
cV (∗UV (α), H) ≤ cU (α,H).
(E) If H and K are two compactly supported Hamiltonians generating the same
time-one-map, i.e. φ1H = φ
1
K , then the corresponding invariants are the
same:
cU (α,H) = cU (α,K),
so we can define cU (α, φ) for a Hamiltonian diffeomorphism φ.
2. PSS isomorphism
PSS type isomorphism was originally constructed by Piunikhin, Salamon and
Schwarz [31] for periodic orbit case, and later adapted in [16, 3] for Lagrangian
case.
8One of the nice consequences of the existence of PSS isomorphism is, for example.
the commutativity of the diagram:
HM(fα)
PSS

// HM(fβ)
PSS

HF (Hα) // HF (Hβ)
.
In order to establish the similar naturality for several homomorphisms and operators
in our case, we have to carefully investigate the subtleties related to the passing to
direct limit. We start with the approximations and then pass to the limit.
2.1. Isomorphism for approximations. We first establish the PSS homomor-
phism for approximations for negative conormal case. It follows from (1) that all so-
lutions of Hamiltonian equation x˙ = XH(x) with x(0) ∈ OM satisfy x(1) /∈ OM |∂U ,
so by choosing Υ to coincide with ν∗−U outside the small neighbourhood of OM |∂U ,
we may assume that all solutions of (2) satisfy
(6) x(0), x(1) ∈ OM or x(0) ∈ OM , x(1) ∈ ν∗−U.
The grading for x ∈ CF (OM ,Υ : H) is defined to be
µ(x) := µM (x) +
1
2
dimM, for x(1) ∈ OU
µ(x) := µ∂U (x) +
1
2
dim(∂U), for x(1) ∈ ν∗(∂U),
where µS is a canonically assigned Maslov index, defined for any smooth closed
submanifold S ⊂ M (see Definition 5.9 in [27]). The dimension of the space
M(x, y,OM ,Υ : H,J) of perturbed holomorphic discs that satisfy (4) and the
infinity boundary conditions:
u(−∞, t) = x(t), u(+∞, t) = y(t)
is
dimM(x, y,OM ,Υ : H,J) = µ(y)− µ(x)
for all x, y ∈ CF (OM ,Υ : H) (see [15]).
We will consider a special class of Morse functions, as in [4] or [18].
Definition 4. For a given Riemannian metric g on M , let F−(g) ⊂ C∞(M) be
the set of all Morse functions f on M such that
• Crit(f) ∩ V = ∅, where V is some neighbourhood of ∂U ;
• the gradient vector field ∇gf of f is everywhere transversal to ∂U and points
outward U along ∂U .
Define also
F+(g) := {f ∈ C∞(M) | −f ∈ F−(g)}.
9Figure 3. Mixed object M(p, x) that defines PSS homomorphism
Now let f ∈ F−(g), p ∈ Crit(f) ∩ U and x ∈ CF (OM ,Υ : H). Define the space
of mixed objects (see Figure 3):
M(p, x) :=M(p, x,OM ,Υ : f,H, J, g) :=
(γ, u)
∣∣∣∣∣∣∣∣∣∣∣∣
γ : (−∞, 0]→ U, u : [0,+∞)× [0, 1]→ T ∗M
γ˙(s) = −∇gf(γ(s))
∂u
∂s + J(
∂u
∂t −XρRH(u)) = 0
u(s, 0), u(0, t) ∈ OM , u(s, 1) ∈ Υ
γ(−∞) = p, u(+∞, t) = x(t)
u(0, 1) = γ(0)

where ρR : [0,+∞)→ R is a smooth function such that
(7) ρR(s) =
{
1, s ≥ R
0, s ≤ R− 1.
Let mf (p) denotes the Morse index of a critical point p.
Proposition 5. For generic choices the set M(p, x) is a smooth manifold of di-
mension mf (p)− µ(x).
Proof: Let x ∈ CF (OM ,Υ : H) and D be a half-strip [0, 1] × [0,+∞). Denote by
W 1,ru (D) be a completion of a tangent space TuC
∞(D) of:
(8)
C∞(D) := {u ∈ C∞(D,T ∗M) | u(s, 0), u(0, t) ∈ OM , u(s, 1) ∈ Υ, u(+∞, t) = x(t)}
which is
(9) TuC
∞(D) =
η ∈ C
∞(D,TT ∗M)
∣∣∣∣∣∣∣∣∣∣
η(s, t) ∈ Tu(s,t)T ∗M
η([0,∞)× {0}) ⊂ TOM
η({0} × [0, 1]) ⊂ TOM
η([0,∞)× {1}) ∈ TΥ
η(t,+∞) = 0

in Sobolev norm:
‖η‖W 1,r =
∫∫
D
(|η|r + |∇sη|r + |∇tη|r) dsdt
 1r .
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By C∞(D,T ∗M) in (8) and (9) we mean smooth on interior of D and continuous
on D. Banach space W 1,ru (D) gives rise to Banach manifolds of mappings P1,r(D)
by
TuP1,r(D) = W 1,ru (D).
We choose a metric g as in [15] in such a way that it becomes a product metric
on a tubular neighbourhood of ∂U :
Tb(∂U) ∼= ∂U × (−1, 1).
Since TT ∗M symplectically splits into
TT ∗M |Tb(∂U) = T (T ∗(∂U))⊕ T (T ∗(−1, 1)),
the choice of g gives rise to the splitting of vertical and horizontal spaces:
V (TT ∗M) = V ((T ∗(∂U))⊕V (T ∗(−1, 1)), H(TT ∗M) = H((T ∗(∂U))⊕H(T ∗(−1, 1)).
Now let x ∈ CF (OM ,Υ : H) and u : D → T ∗M the solution of
(10)
{
∂u
∂s + J(
∂u
∂t −XρRH(u)) = 0
u(s, 0), u(0, t) ∈ OM , u(s, 1) ∈ Υ.
Let n = dimM . We fix a trivialization
Φ+ : x
∗(TT ∗M)→ [0, 1]× Cn,
and extend it to a trivialization
Φ : u∗(TT ∗M)→ D × Cn,
that preserves the splitting
Φ(H) = Rn, Φ(V ) = iRn.
The choice of g provides the splitting
Φ(V (T ∗(∂U)) = iRn−1 × {0}, Φ(V (T ∗(−1, 1)) = {0} × iR,
Φ(H(T ∗(∂U)) = Rn−1 × {0}, Φ(H(T ∗(−1, 1)) = {0} × R.
The operator ∂J,ρH defined as
∂J,ρHu =
∂u
∂s
+ J
(
∂u
∂t
−XρRH(u)
)
is a section of a suitable vector bundle over P1,r(D). Denote its covariant linea-
rization at u by Lu. The operator (Φu)
∗Lu is a Cauchy-Riemann type operator
∂
∂s + J
∂
∂t + T acting on
W 1,rΦ := {η ∈W 1,r(D,Cn) | η(s, 0), η(0, t) ∈ Rn, η(s, 1) ∈ ΛΦ(s)},
where
ΛΦ(s) := Φ(Tu(s,1)Υ).
Now we proceed as in Appendix in [28] to conclude that, for generic choice of J ,
the set W s(x,H) of u satisfying (10) is a smooth manifold of dimension −µ(x) +n.
Denote by Wu(p, f) the unstable manifold of p. For a generic choice of parame-
ters the evaluation map
ev : Wu(p, f)×W s(x,H)→ U × U, (γ, u) 7→ (γ(0), u(0, 1))
is transversal to the diagonal, so
M(p, x) = ev−1(∆)
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is a smooth manifold of codimension n inWu(p, f)×W s(x,H). Since dimWu(p, f) =
mf (p) (see [25]) and dimW
s(x,H) = −µ(x) + n, the dimension of M(p, x) is
dimM(p, x) = mf (p)− µ(x) + n− n = mf (p)− µ(x).

Define M̂(p, q) to be the set of all solutions of the differential equation γ : R→ Uγ˙(s) = −∇gf(γ(s))
γ(−∞) = p, γ(+∞) = q
modulo R action and, similarly, denote by
(11) M̂(x, y) :=M(x, y,OM ,Υ : H,J)/R.
Proposition 6. For generic choices of parameters the following is true.
(1) If mf (p) = µ(x), then the zero-dimensional manifold M(p, x) is compact,
and hence, finite sets.
(2) For mf (p) = µ(x) + 1, the topological boundary of the one-dimensional
manifold M(p, x) is
∂M(p, x) =
⋃
q
M̂(p, q)×M(q, x) ∪
⋃
y
M(p, y)× M̂(y, x)
where the first union is taken over all q ∈ Crit(f), with mf (q) = mf (p)−1,
and the second over all y ∈ CF (OM ,Υ : H), such that µ(y) = µ(x) + 1.
Proof. The proof follows from standard arguments, using the Arzela-Ascoli and
Gromov compactness theorems. Bubbling cannot occur due to exactness of ω and
exact Lagrangian boundary conditions. Our choice of a Morse function f ∈ F−(g)
guarantees that there are no additional boundary components coming from the
sequences γn(0) = un(0, 1), since it is isolated from the boundary ∂U . 
The part (1) in the previous proposition enables us to define the homomorphism
between Morse and Floer homology. Denote by
CMk(f, U) := Z2 〈 p ∈ Crit(f) ∩ U | mf (p) = k〉
CFk(OM ,Υ : H) := Z2 〈x ∈ CF (OM ,Υ : H) | µ(x) = k〉
(i.e. Z2−vector spaces over the sets of generators of corresponding indices). Let
HMk(f, U : g) and HFk(OM ,Υ : H,J) denote the corresponding Morse and Floer
homology groups.
Denote:
n(p, x) := ]M(p, x) (mod 2)
and define
φΥ : CMk(f, U)→ CFk(OM ,Υ : H), φΥ : p 7→
∑
x∈CFk(OM ,Υ:H)
n(p, x)x.
Before we define the homomorphisms ψΥ : CFk(OM ,Υ : H) → CMk(f, U), we
need to describe Floer homology construction in positive conormal case.
As in [14], we consider the anti-symplectic involution
(12) ζ : x = (q, p) 7→ x := (q,−p).
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Note that ζ maps the negative conormal ν∗−U to the positive conormal ν
∗
+U . If Υ is
an exact Lagrangian approximation of ν∗−U , then Υ := ζ(Υ) is an exact Lagrangian
approximation of ν∗+U . Next, if we define
H(x, t) := −H(ζ(x), t), J := ζ∗J,
we have
CFk(OM ,Υ : H) ∼= CFn−k(OM ,Υ : H).
We also have an identification of the space of perturbed holomorphic discs defining
the boundary operation:
ζ :M(x, y,OM ,Υ : H,J)
∼=−→M(x, y,OM ,Υ : H, J),
so ζ induces a Poincare´ dual isomorphism:
PDF = ζ∗ : HFk(OM ,Υ : H,J)
∼=−→ HFn−k(OM ,Υ : H, J).
Remark 7. Anti-symplectic involution ζ also induces the Poincare´ dual in Morse
case, since
ζ∗f = −f.
Now choose a Morse function f ∈ F+(g) (see Definition 4). For x ∈ CFk(OM ,Υ :
H), define
(13)
M(x, p) :=M(x, p,OM ,Υ : f,H, J, g) :=
(u, γ)
∣∣∣∣∣∣∣∣∣∣∣∣
u : (−∞, 0]× [0, 1]→ T ∗M, γ : [0,+∞)→ U
∂u
∂s + J(
∂u
∂t −Xρ˜RH(u)) = 0
γ˙(s) = −∇gf(γ(s))
u(s, 0), u(0, t) ∈ OM , u(s, 1) ∈ Υ
u(−∞, t) = x(t), γ(+∞) = p
γ(0) = u(0, 1),

where ρ˜R(s) := ρR(−s).
As in Proposition 5 we conclude that the set M(x, p) is a smooth manifold
of dimension µ(x) − mf (p), compact in the dimension zero and with the similar
description of a boundary in the dimension one:
∂M(x, p) =
⋃
y
M̂(x, y)×M(y, p) ∪
⋃
q
M(x, q)× M̂(q, p).
For µ(x) = mf (p), denote by n(x, p) := ]M(x, p) (mod 2) and define:
ψΥ : CFk(OM ,Υ : H)→ CMk(f, U), ψΥ : x 7→
∑
p∈CMk(f,U)
n(x, p)p.
The proof of the following theorem follows from the standard cobordism argu-
ments, the part (2) of the Proposition 6 and the description of ∂M(x, p) from
above.
Proposition 8. The homomorphism φΥ and ψΥ induce homomorphisms
(14) ΦΥ : HMk(f
−, U : g)→ HFk(OM ,Υ : H,J)
and
(15) ΨΥ : HFk(OM ,Υ : H, J)→ HMk(f+, U : g)
on the homology level, for f± ∈ F±(g).
13
If f ∈ F−(g), then −f ∈ F+(g), so for such f we have well defined both
ΦΥ : HMk(f, U : g)→ HFk(OM ,Υ : H,J) and
ΨΥ : HFk(OM ,Υ : H, J)→ HMk(−f, U : g).
By Poincare´ duality in Morse homology we mean the isomorphism:
(16) PDM : HMk(f, U : g)
∼=−→ HMn−k(−f, U : g), p 7→ p.
Theorem 9. The diagram
HMk(f, U : g)
PDM ∼=

ΦΥ // HFk(OM ,Υ : H,J)
PDF ∼=

HMn−k(−f, U) HFn−k(OM ,Υ : H, J)Ψ
Υ
oo
commutes and therefore, the homomorphisms ΦΥ and ΨΥ are isomorphisms.
Proof: We need to prove
ΨΥ ◦ PDF ◦ΦΥ = PDM .
For p ∈ Critk(f) it holds:
ΨΥ ◦ PDF ◦ΦΥ(p) =
∑
m−f (q)=n−k
 ∑
µH(x)=k
n(p, x)n(x, q)
 q.
Obviously n(x, q) = n(x, q), where
n(x, q) := ]M(x, p,OM ,Υ : f,H, J, g) (mod 2).
The number
∑
µH(x)=k
n(p, x)n(x, q) is a cardinality of zero-dimensional manifold:
(17)
⋃
x
M(p, x,OM ,Υ : f,H, J, g)×M(x, q,OM ,Υ : −f,H, J, g).
The rest of the proof relies on standard cobordism arguments. The manifold (17)
is one component of the boundary of an auxiliary one-dimensional manifold:
M(p, q,OM ,Υ; f,H, J) :=

(γ−, γ+, u,R)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
R ∈ [R0,+∞)
γ− : (−∞, 0]→ U
γ+ : [0,+∞)→ U
u : R× [0, 1]→ T ∗M
dγ±
dt = −∇f(γ±)
∂u
∂s + J(
∂u
∂t −XρRH(u)) = 0
γ−(−∞) = p, γ+(+∞) = q
u(s, 0) ∈ OM , u(s, 1) ∈ Υ
u(±∞, t) = γ±(0)

,
where ρR : R→ [0, 1] is a symmetric cut-off function:
ρR(t) =
{
1, |t| ≤ R− 1
0, |t| ≥ R.
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The second boundary component is
MR0(p, q,OM ,Υ; f,H, J) :=

(γ−, γ+, u)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
γ− : (−∞, 0]→ U
γ+ : [0,+∞)→ U
u : R× [0, 1]→ T ∗M
dγ±
dt = −∇f(γ±)
∂u
∂s + J(
∂u
∂t −XρR0H(u)) = 0
γ−(−∞) = p, γ+(+∞) = q
u(s, 0) ∈ OM , u(s, 1) ∈ Υ
u(±∞, t) = γ±(0)

,
and the remaining components are such that induce zero mappings in homology
level. This means that the mapping ΨΥ ◦ PDF ◦ΦΥ is equal to
p 7→
∑
q
nR0(p, q)q,
where nR0(p, q) is a cardinality of MR0(p, q,OM ,Υ; f,H, J). Now, by standard
cobordism arguments one shows that the latter mapping does not depend on R0 on
the homology level. Therefore we can choose R0 = 0 and obtain holomorphic map
u with the boundary on OM∪Υ, so it must be constant due to the exactness of both
Lagrangian submanifolds and the fact that hΥ|OU = 0. Hence ΨΥ ◦ PDF ◦ΦΥ is
chain homotopic to the map obtained by counting the pairs (γ1, γ2) with properties:
γ1 : (−∞, 0]→ U, γ2 : [0,+∞)→ U
γ˙j = −∇f(γj)
γ1(−∞)− p, γ2(+∞) = q
γ1(0) = γ2(0).
The trajectory γ1]γ2 is a negative gradient trajectory of f connecting two critical
points of the same Morse index. Number of such pairs is equal 1 in case p = q and
0 otherwise. Therefore, ΨΥ ◦ PDF ◦ΦΥ is chain homotopic to the homomorphism
PDM . 
For two Morse functions fα, fβ ∈ F±, Morse homologies HM(fα, U : g) and
HM(fβ , U : g) are canonically isomorphic (see [35]). Similarly, for two Hamil-
tonians Hα and Hβ , the corresponding Floer homologies HF (OM ,Υ : Hα, J) and
HF (OM ,Υ : Hβ , J) are isomorphic (see [15]). Denote these canonical isomorphisms
by
Tαβ : HM(fα, U : g)
∼=−→ HM(fβ , U : g)
SΥαβ : HF (OM ,Υ : Hα, J)
∼=−→ HF (OM ,Υ : Hβ , J).
Note that we use the same notation, Sαβ and Tαβ , for canonical isomorphisms for
two Morse homologies (relative and absolute one, i.e. for Morse functions from
both F+(g) and F−(g)) and two Floer homologies (negative and positive conormal
case).
Denote by
ΦΥα : HMk(fα, U : g)→ HFk(OM ,Υ : Hα, J)
ΨΥα : HFk(OM ,Υ : Hα, J)→ HMk(fα, U : g)
the homomorphisms defined in (14) and (15).
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Theorem 10. The diagrams
(18)
HFk(OM ,Υ : Hα, J)
SΥαβ−→ HFk(OM ,Υ : Hβ , J)
ΨΥα ↓ ↓ ΨΥβ
HMk(fα, U : g)
Tαβ−→ HMk(fβ , U : g)
and
HFk(OM ,Υ : Hα, J)
SΥαβ−→ HFk(OM ,Υ : Hβ , J)
ΦΥα ↑ ↑ ΦΥβ
HMk(fα, U : g)
Tαβ−→ HMk(fβ , U : g)
commute.
Proof: The homomorphism Tαβ◦ΨΥα is the same as the map K defined on generators
as
K(xα) :=
∑
pβ
n˜(xα, pβ),
where n˜(xα, pβ) is the cardinal number (modulo 2) of zero-dimensional component
of the smooth manifold
M˜T (xα, pβ , OM ,Υ : Hα, fαβ,T , J) :=

(γ, u)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u : (−∞, 0]× [0, 1]→ T ∗M
γ : [0,+∞)→ U
∂u
∂s + J(
∂u
∂t −XρRHα(u)) = 0
u(−∞, t) = xα(t)
u(s, 0), u(0, t) ∈ OM , u(s, 1) ∈ Υ
γ˙(s) = −∇fαβ,T (γ)
γ(+∞) = pβ
γ(0) = u(0, 1).

Here fαβ,T (s) ∈ F+(g) satisfies
fαβ,T (s) =
{
fα, s ≤ T
fβ , s ≥ 2T.
for fixed T > 0, and ρR(s) = ρR(−s), for ρR defined in (7).
Indeed, to see this, consider the boundary of one-dimensional auxiliary manifold
M˜(xα, pβ , OM ,Υ : Hα, fαβ,T , J) :=

(γ, u, T )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u : (−∞, 0]× [0, 1]→ T ∗M
γ : [0,+∞)→ U
∂u
∂s + J(
∂u
∂t −XρRHα(u)) = 0
u(−∞, t) = xα(t)
u(s, 0), u(0, t) ∈ OM , u(s, 1) ∈ Υ
γ˙(s) = −∇fαβ,T (γ)
γ(+∞) = pβ
γ(0) = u(0, 1).

Similarly, ΨΥβ ◦ SΥαβ is the same as the map
L(xα) :=
∑
pβ
nˇ(xα, pβ),
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where nˇ(xα, pβ) is the number of zero-dimensional component of the smooth man-
ifold
MˇT (xα, pβ , OM ,Υ : Hαβ,T , fα, J) :=

(γ, u)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u : (−∞, 0]× [0, 1]→ T ∗M
γ : [0,+∞)→ U
∂u
∂s + J(
∂u
∂t −XρRHαβ,T (u)) = 0
u(−∞, t) = xα(t)
u(s, 0), u(0, t) ∈ OM , u(s, 1) ∈ Υ
γ˙(s) = −∇fα(γ)
γ(+∞) = pβ
γ(0) = u(0, 1).

where Hαβ,T (s) is Hamiltonian function satisfying
Hαβ,T (s) =
{
Hα, s ≤ −2T
Hβ , s ≤ −T.
.
So we need to proof that the maps K and L are the same in homology level.
Fix T > 0. Let (fλαβ , H
λ
αβ)0≤λ≤1 be a homotopy connecting (f
λ
αβ , H
λ
αβ)|λ=0 =
(fα, H
s
αβ,T ) and (f
λ
αβ , H
λ
αβ)|λ=1 = (fsαβ,T , Hβ)
Let pβ ∈ U be a critical point of fβ and xα ∈ CF (OM ,Υ : Hα). Define the
auxiliary (mfβ (pβ)− µHα(xα) + 1)−dimensional manifold:
M̂(xα, pβ , OM ,Υ : Hλαβ , fλαβ , J) :=

(γ, u, λ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u : (−∞, 0]× [0, 1]→ T ∗M
γ : [0,+∞)→ U
∂u
∂s + J(
∂u
∂t −XρRHλαβ (u)) = 0
u(−∞, t) = xα(t)
u(s, 0), u(0, t) ∈ OM , u(s, 1) ∈ Υ
γ˙(s) = −∇fλαβ(γ)
γ(+∞) = pβ
γ(0) = u(0, 1).

Formfβ (pβ) = µHα(xα) the boundary of one dimensional manifold M̂(xα, pβ , OM ,Υ :
Hλαβ , f
λ
αβ , J) is⋃
yα
M̂(xα, yα)× M̂(yα, pβ , OM ,Υ : Hλαβ , fλαβ , J) ∪⋃
qβ
M̂(xα, qβ , OM ,Υ : Hλαβ , fλαβ , J)× M̂(qβ , pβ) ∪
M(xα, pβ , OM ,Υ : fαβ,T , Hα, J, g) ∪ M(xα, pβ , OM ,Υ : fβ , Hαβ,T , J, g).
The rest of the proof relies on standard arguments, see e.g. [31, 16]. 
2.2. Isomorphism for Floer homology of open set. In order to define Floer
homology for the open set as a direct limit of Floer homologies for the approxima-
tions, Kasturirangan and Oh defined a partial ordering on the set of approximations
as:
Υa ≤ Υb ⇐⇒ ϕa ≤ ϕb on U.
The function ϕa is defined by ha = ϕa ◦ pi on U , where ha : Υa → R is a smooth
function such that θ|TΥa = dha (recall that Υa is exact) and pi : T ∗M → M
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is a canonical projection. Since H is fixed, one has to vary the almost complex
structure J to obtain a generic condition for Fredholm theory. Denote by Ja an
almost complex structure corresponding to Υa and denote by
Fab : HFk(OM ,Υa : H,Ja)→ HFk(OM ,Υb : H,Jb)
a canonical homomorphism that satisfies:
Fac = Fbc ◦ Fab
for given triple Υa ≤ Υb ≤ Υc sufficiently close to ν∗U (see [15]). As we have
mentioned in Introduction, Floer homology for an open subset U , modelled by
negative conormal, is defined as
HF−k (H,U : M) := lim−→HFk(OM ,Υs : H,Js).
Since we want to establish an isomorphism between Floer homology and Morse
homology for a fixed Morse function, we will vary Riemannian metric, so the term
“generic choices” in the Proposition 1 refers to an almost complex structure J and
Riemannian metric g.
Fix a Hamiltonian function H and a Morse function f . For a Lagrangian ap-
proximation Υa, choose an almost complex structure Ja and a Riemannian metric
ga such that all the transversality conditions are fulfilled, i.e. the sets M̂(p, q),
M̂(x, y), M(p, x) and M(x, p) are manifolds for all p, q ∈ Crit(f) and all Hamil-
tonian paths x, y with boundaries on OM and Υa. For two Riemannian metric ga
and gb there is a canonical isomorphism
Gab : HMk(f, U : ga)→ HMk(f, U : gb)
satisfying
Gac = Gbc ◦Gab, Gaa = Id .
This functoriality allows to consider the set {HM∗(f, U : ga)} as a directed system
and to define Morse homology HMk(f, U) as a direct limit:
HMk(f, U) := lim−→HMk(f, U : ga) :=
⊔
s
HMk(f, U : gs)/ ∼
where
pa ∼ pb ⇔ Fac(pa) = Fbc(pb)
for some c. The set HMk(f, U) obviously has a vector space structure and is
isomorphic to all HMk(f, U : g).
Consider a diagram:
(19)
· · · −→ HMk(ga) Gab−→ HMk(gb) Gbc−→ HMk(gc) −→ · · ·
↓ Φa ↓ Φb ↓ Φc
· · · −→ HFk(Υa) Fab−→ HFk(Υb) Fbc−→ HFk(Υc) −→ · · ·
where we use the abbreviations
HMk(ga) := HMk(f, U : ga)
Φa := ΦΥa
HFk(Υa) := HFk(OM ,Υa : H,Ja),
and so on.
Proposition 11. The diagram (19) commutes.
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Proof: The homomorphism Gab at the chain level (we denoted by Gab the induced
homomorphism in homology) is defined via the cardinal number of the set
(20) M(p, q : g˜s) :=
γ
∣∣∣∣∣∣
γ : R→ U
dγ
ds = −∇g˜sf(γ)
γ(−∞) = p, γ(+∞) = q,

and the homomorphism Fab via the number of elements in
(21) M(x, y : Υ˜s) :=
u
∣∣∣∣∣∣∣∣
u : R× [0, 1]→ T ∗M
∂u
∂s + J˜s(
∂u
∂t −XH(u)) = 0
u(s, 0) ∈ OM , u(s, 1) ∈ Υ˜s
u(−∞, t) = x(t), u(+∞, t) = y(t).

Here:
• Υ˜s is a monotone homotopy for s ∈ R such that
(22) Υ˜s =
{
Υa, s ≤ −R
Υb, s ≥ R;
(by monotone homotopy we mean s1 ≤ s2 ⇒ Υs1 ≤ Υs2)
• J˜s is a corresponding family of generic almost complex structures;
• g˜s is a homotopy of Riemannian metrics such that
g˜s =
{
ga, s ≤ −T
gb, s ≥ T.
The rest proof of Proposition 11 relies on cobordism arguments, similarly to the
proof of Theorem 10, so we omit the details. 
We have the similar partial ordering for the set of approximations of positive
conormal. Actually, we define such a partial ordering via anti-symplectic involution:
Υ
a ≤ Υb ⇔ ζ(Υa) ≤ ζ(Υb),
where ζ is defined in (12). We define Floer homology for an open subset U , modelled
by positive conormal, as
HF+k (H,U : M) := lim−→HFk(OM ,Υs : H, Js).
Let F+ab denote the canonical isomorphism for the positive conormal:
F+ab : HFk(OM ,Υa : H, Ja)→ HFk(OM ,Υb : H, Jb)
defined in the same way as Fab, by the number of solutions of (21) (see also [15]).
Theorem 12. There exist direct limit homomorphisms
(23) Φ : HMk(f
−, U)→ HF−k (H,U : M).
and
Ψ : HF+k (H,U : M)→ HMk(f+, U).

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Proof. The diagram
(24)
· · · −→ HFk(Υa)
F+ab−→ HFk(Υb)
F+bc−→ HFk(Υc) −→ · · ·
↓ Ψa ↓ Ψb ↓ Ψc
· · · −→ HMk(ga) Gab−→ HMk(gb) Gbc−→ HMk(gc) −→ · · ·
commutes. This can be proved in the same way as Proposition 11. Now the proof
follows directly from Proposition 11 and the commutative diagram (24). 
The Poincare´ duality isomorphism PDM defined in (16) obviously commutes
with the maps Gab, being defined as p 7→ p. Hence it induces an isomorphism on a
direct limit Morse homology HM(f, U). Denote it again by
PDM : HMk(f, U)
∼=−→ HMn−k(−f, U).
In order to emphasize the particular Riemannian metric we will use the notation:
PDaM : HMk(f, U : ga)
∼=−→ HMn−k(−f, U : ga).
Regarding the Floer case, it is easy to see that
F+ab = PDF ◦Fab ◦ PD−1F ,
so PDF defines the map
PDF : HF
−
k (H,U : M)
∼=−→ HF+n−k(H,U : M).
Again, denote:
PDaF : HF
−
k (OM ,Υ
a : H,Ja)
∼=−→ HF+n−k(OM ,Υ
a
: H, Ja).
Theorem 13. The diagram
HMk(f, U)
PDM ∼=

Φ // HF−k (H,U : M)
PDF ∼=

HMn−k(−f, U) HF+n−k(H,U : M)Ψoo
commutes and therefore, the induced maps Φ and Ψ are isomorphisms.
Proof: From Theorem 9 we have
Ψa ◦ PDaF ◦Φa = PDaM .
Let pa ∈ HMk(f, U : ga) be the representative of the class [pa] ∈ HMk(f, U). We
have
Ψ ◦ PDF ◦Φ([pa]) = Ψ ◦ PDF ([Φa(pa)]) = Ψ([PDa ◦Φa(pa))] =
[Ψa ◦ PDaF ◦Φa(pa)] = [PDaM (pa)] = PDM ([pa]).

From the canonical isomorphisms
Saαβ := S
Υa
αβ : HF (OM ,Υa : Hα, Ja)
∼=−→ HF (OM ,Υa : Hβ , Ja)
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and the commutativity of the diagrams
· · · −→ HFk(Υa : Hα) F
α
ab−→ HFk(Υb : Hα) F
α
bc−→ HFk(Υc : Hα) −→ · · ·
↓ Saαβ ↓ Sbαβ ↓ Scαβ
· · · −→ HFk(Υa : Hβ)
Fβab−→ HFk(Υb : Hβ)
Fβbc−→ HFk(Υc : Hβ) −→ · · ·
(and similarly for the positive conormal) we obtain isomorphisms:
S−αβ : HF
−
k (Hα, U : M)
∼=−→ HF−k (Hβ , U : M)
S+αβ : HF
+
k (Hα, U : M)
∼=−→ HF+k (Hβ , U : M).
Similarly, we have
Tαβ : HMk(fα, U)
∼=−→ HMk(fβ , U).
Theorem 14. The diagram
HF+k (Hα, U : M)
S+αβ−→ HF+k (Hβ , U : M)
Ψα ↓ ↓ Ψβ
HMk(fα, U)
Tαβ−→ HMk(fβ , U)
commutes and the same holds for the other PSS isomorphisms, Φα and Φβ.
Proof: Recall that the diagram (18) commutes for all approximations close enough
to ν∗+U and for generic choices. So we have
Tαβ ◦Ψα([xa]) = Tαβ ([Ψaα(xa)]) =
[
T aαβ (Ψ
a
α(xa))
]
=
[Ψaβ
(
Saαβ(xa)
)
] = Ψβ
(
[Saαβ(xa)]
)
= Ψβ ◦ Sαβ([xa]),
for every [xa] ∈ HF+k (Hα, U : M). 
This proves Theorem 1.
3. Product on homology and module structure
In this section we construct a product ◦ on Floer homology for an open subset,
a product · on Morse homology, and a product ? which turns Floer homology to
a module over a Morse homology ring. We also prove the compatibility of PSS
isomorphisms with the above product and thus we prove Theorem 2.
3.1. Product on homology. First we construct a product on Floer homology for
an open subset
◦ : HF∗(H1, U : M)⊗HF∗(H2, U : M) −→ HF∗(H3, U : M).
In order to do that, we need to define a product ◦ on homology for approximation
(25) ◦ : HF∗(OM ,Υ : H1, JΥ)⊗HF∗(OM ,Υ : H2, JΥ) −→ HF∗(OM ,Υ : H3, JΥ),
and to check its compatibility with direct limit homomorphisms. A product (25) is
defined by a number of pair–of–pants objects. More precisely, let Σ be a Riemannian
surface (with a boundary)
R× [−1, 0] unionsq R× [0, 1]
with the identification (s, 0−) ∼ (s, 0+) for s ≥ 0 (see Figure 4).
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Figure 4. Moduli space M(x, y; z) that defines a product ◦
Denote by Σ1, Σ2, Σ3 the three ends
Σj ≈ [0, 1]× (−∞, 0]
and by uj := u|Σj , j = 1, 2, 3. Let ρ : R→ [0, 1] denote the smooth cut–off function
such that
ρ(s) =
{
1, s ≤ −2
0, s ≥ −1.
For x ∈ CF∗(OM ,Υ : H1), y ∈ CF∗(OM ,Υ : H2) and z ∈ CF∗(OM ,Υ : H3) we
define a moduli space
M(x, y; z) =

u : Σ→ T ∗M
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂suj + JΥ(∂tuj −XρjHj ◦ uj) = 0, j = 1, 2, 3
∂su+ JΥ∂tu = 0, on Σ0 := Σ \ (Σ1 ∪ Σ2 ∪ Σ3)
u(s,−1) ∈ OM , u(s, 1) ∈ Υ, s ∈ R
u(s, 0−) ∈ Υ, u(s, 0+) ∈ OM , s ≤ 0
u1(−∞, t) = x(t)
u2(−∞, t) = y(t)
u3(−∞, t) = z(t)

(see Figure 4).
For generic choices,M(x, y; z) is a smooth (µ(x)+µ(y)+µ(z)−2n)–dimensional
manifold. For two generators x and y of Floer homology, a map ◦ is defined as
x ◦ y :=
∑
z
]2M(x, y; z)z,
where, ]2M(x, y; z) denotes the (modulo 2) number of elements of a zero-
dimensional component of M(x, y; z). We extend the product ◦ to
◦ : CF∗(OM ,Υ : H1)⊗ CF∗(OM ,Υ : H2)→ CF∗(OM ,Υ : H3)
by bilinearity. By standard cobordism arguments, one can show that ◦ commutes
with boundary maps and induces a product in homology (25).
The following lemma provides the compatibility of the product ◦ with the direct
limit homomorphisms. Recall that we denote by Fab the homomorphism
Fab : HF∗(OM ,Υa : H,Ja)→ HF∗(OM ,Υb : H,Jb)
defined by (21). Here Ja = JΥa , etc. To emphasize the Hamiltonian, we will write
FHab.
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Figure 5. Manifold M(xa, ya, za : Υ˜s)
Lemma 15. For xa ∈ HF∗(OM ,Υa : H1, Ja), ya ∈ HF∗(OM ,Υa : H2, Ja) it holds
(26) FH3ab (xa ◦ ya) = FH1ab (xa) ◦ FH2ab (ya).
Proof. The homomorphism Fab is an isomorphism for a, b large enough. The inverse
homomorphism is actually Fba (defined as in (21), despite the reversed order of a
and b). This can be proved using exactly the same cobordism arguments similar
to ones in the proof of the independence of Floer homology with respect to the
parameters (Hamiltonian, almost complex structure). Therefore, (26) is equivalent
to
(27) xa ◦ ya =
(
FH3ab
)−1 (
FH1ab (xa) ◦ FH2ab (ya)
)
= FH3ba
(
FH1ab (xa) ◦ FH2ab (ya)
)
.
In order to prove (27), consider the following auxiliary one-dimensional manifold.
Let Υ˜s be as in (22) and xa, ya, za be the solutions of
x˙a(t) = XH1(xa(t)), xa(0) ∈ OM , xa(1) ∈ Υa
y˙a(t) = XH2(ya(t)), ya(0) ∈ OM , ya(1) ∈ Υa
z˙a(t) = XH3(za(t)), za(0) ∈ OM , za(1) ∈ Υa.
For R > 0, define MR(xa, ya, za : Υ˜s) to be the set of all solutions u : Σ → T ∗M
of the equation
∂¯J˜,H˜u = 0
where H˜ is depicted in the Figure 5, as well as corresponding boundary conditions.
The almost complex structure J˜ is chosen to satisfy all the regularity conditions.
Define M(xa, ya, za : Υ˜s) to be the set of all pairs (R, u), where R ∈ [R0,+∞)
and u ∈MR(xa, ya, za : Υ˜s).
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Now the boundary of one dimensional component of M(xa, ya, za : Υ˜s) is
the union of the following five strata (recall M̂(x, y) denotes the space of un-
parametrized trajectories defining the boundary operator ∂ in Floer homology,
see (11) and M(x, y; Υ˜s) is defined in (21)):
B1 =
⋃
x˜a
M̂(xa, x˜a)×M(x˜a, ya, za : Υ˜s)
B2 =
⋃
y˜a
M̂(y˜a, ya)×M(xa, y˜a, za : Υ˜s)
B3 =
⋃
z˜a
M(xa, ya, z˜a : Υ˜s)× M̂(z˜a, za)
B4 =MR0(xa, ya, za : Υ˜s)
B5 =
⋃
xb,yb,zb
M(xa, xb; Υ˜s)×M(ya, yb; Υ˜s)×MR1(xa, ya, zb : Υ˜s)×M(zb, za; Υ˜s)
The operations induced by the number of elements of boundary strata B1, B2 and
B3 are zero in the homology, and the operations defined by the cardinality of B4 and
of B5 are equal to xa ◦ya and FH3ba
(
FH1ab (xa) ◦ FH2ab (ya)
)
on the homology level. 
Now we are able to define the product ◦ on the direct limit homology group.
Proposition 16. The product ◦ defines a product on Floer homology for open
subset:
◦ : HF∗(H1, U : M)⊗HF∗(H2, U : M) −→ HF∗(H3, U : M).
Proof. Let [x] ∈ HF∗(H1, U : M) and [y] ∈ HF∗(H2, U : M) be the classes of
elements x ∈ HF∗(OM ,Υa : H1, Ja) and y ∈ HF∗(OM ,Υa′ : H2, Ja′) in a direct
limit. In general, a and a′ are not the same, but, since x and Faa˜(x) represent the
same element in HF∗(H1, U : M) we can take Famax{a,a′}(x) and Fa′max{a,a′}(y)
as representatives of [x] and [y] respectively. Therefore we can assume that x and
y belong to some HF∗(OM ,Υ : H1, J) and HF∗(OM ,Υ : H2, J), for the same Υ.
We now define a product ◦ in homology as
[x] ◦ [y] := [x ◦ y].
We need to check that a product does not depend on representatives of a class. Let
xa and xb represent the same element in HF∗(H1, U : M) and similarly ya and yb
in HF∗(H2, U : M). This means that there exist homomorphisms
Fac : (OM ,Υa : H1, Ja)→ (OM ,Υc : H1, Jc)
Fbc : (OM ,Υb : H1, Ja)→ (OM ,Υc : H1, Jc)
Fad : (OM ,Υa : H2, Ja)→ (OM ,Υd : H2, Jd)
Fbd : (OM ,Υb : H2, Ja)→ (OM ,Υd : H2, Jd)
such that
Fac(xa) = Fbc(xb), Fad(ya) = Fbd(yb).
Let e = max{c, d}. We have
Fae(xa ◦ ya) (26)= Fae(xa) ◦ Fae(ya) = Fce (Fac(xa)) ◦ Fde (Fad(ya)) =
Fce (Fbc(xb)) ◦ Fde (Fbd(yb)) = Fbe(xb) ◦ Fbe(yb) (26)= Fbe(xb ◦ yb)
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Figure 6. The set of trees M(p, q; r)
which means that xa ◦ ya and xb ◦ yb represent the same element in HF∗(H3, U :
M). 
3.2. Morse homology ring. Let us recall the construction of the homology prod-
uct on HM∗(f, U : gΥ). Let f1, f2, f3 ∈ F−(g) be three Morse functions such that
Wuf1(p1) tW
u
f2
(p2) tWuf3(p3) for every critical point pk of fk. For pi ∈ CM∗(fi, U),
i = 1, 2, 3, we define the moduli space M(p1, p2; p3) to be the set of all trees
γ := (γ1, γ2, γ3) such that
γj : (−∞, 0]→ U, j = 1, 2, 3
γ˙j = −∇fj(γj), j = 1, 2, 3
γi(−∞) = pi, i = 1, 2, 3
γ1(0) = γ2(0) = γ3(0).
For generic choice of g these spaces are manifolds of dimension
mf1(p1) +mf2(p2) +mf3(p3)− 2n.
If n(p1, p2; p3) denotes the mod 2 number of a zero–dimensional component, then
the product · is defined at the chain level:
· : CM∗(f1, U)⊗ CM∗(f2, U) −→ CM∗(f3, U),
as:
p1 · p2 :=
∑
p3
n(p1, p2; p3)p3
on generators. The choice of Morse functions (see the Definition 4 of F−(g)) pro-
vides that the loss of compactness of M(p1, p2; p3) is possible only as the breaking
of trajectories inside U . Therefore · commutes with the Morse boundary operator
and it is well defined at the homology level:
· : HM∗(f1, U : g)⊗HM∗(f2, U : g) −→ HM∗(f3, U : g),
It is also well defined as a product on a direct limit homologies:
· : HM∗(f1, U)⊗HM∗(f2, U) −→ HM∗(f3, U),
since it holds:
(28) Gf3ab(pa · qa) = Gf1ab(pa) ·Gf2ab(qa).
The latter equality can be proved in the similar way as Lemma 15.
The following proposition establishes the ring structure PSS isomorphism.
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Figure 7. Auxiliary one-dimensional manifold from the proof of Proposition 17
Proposition 17. Let f1, f2, f3 ∈ F−(g). For [α] ∈ HMk(f1, U), [β] ∈ HMk(f2, U)
it holds
Φ3([α · β]) = Φ1([α]) ◦ Φ2([β]),
where Φj is the PSS isomorphism (23) obtained by Morse function fj.
Proof: It follows from the definition of Φ and Proposition 16 that it is enough to
show that
(29) ΦΥ3 (α · β) = ΦΥ1 (α) ◦ ΦΥ2 (β)
for a fixed approximation Υ and fixed Riemannian metric defining the product ·.
The equality (29) is equivalent to
(ΦΥ3 )
−1 (ΦΥ1 (α) ◦ ΦΥ2 (β)) = α · β
and, by Theorem 9 the latter equality is equivalent to
(30) PD−1M ◦ΨΥ3 ◦ PDF
(
ΦΥ1 (α) ◦ ΦΥ2 (β)
)
= α · β
The equality (30) follows from cobordism arguments similar to ones used in the
proof of Theorem 9, Proposition 11 and Lemma 15. The auxiliary one-dimensional
manifold we use here is explained by Figure 7.

3.3. Module structure. Let f ∈ F−(g). For every approximation Υ, we can
define an external product
? : CM∗(f, U : g)⊗ CF∗(OM ,Υ : H,JΥ) −→ CF∗(OM ,Υ : H,JΥ)
by a number of a suitable mixed-type objects. More precisely, let Hs denotes a
smooth family of Hamiltonians such that
Hs(·, t) =

H(·, 1− t), s ≤ −2
0, −1 ≤ s ≤ 1
H(·, t), s ≥ 2.
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For p ∈ CM∗(f, U), x, y ∈ CF∗(OM ,Υ : H,JΥ) letM(p, x; y) be a moduli space of
pairs (γ, u) such that
γ : (−∞, 0]→ U, u : R× [0, 1]→ T ∗M
γ˙ = −∇f(γ(t))
∂su+ JΥ(∂tu−XHs(u)) = 0
u(s, 0) ∈ Υ, u(s, 1) ∈ OM , s ≤ 0
u(s, 0) ∈ OM , u(s, 1) ∈ Υ, s ≥ 0
γ(−∞) = p
u(−∞, t) = x(t), u(+∞, t) = y(t)
γ(0) = u(0, 0).
The dimension of M(p, x; y) equals to
µ(x)− µ(y) +mf (p)− n,
and the zero–dimensional component is compact. Now define a product ? on the
set of the generators of chain complexes as:
p ? x =
∑
y
]2M(p, x; y)y,
where ]2M(p, x; y) denotes the mod 2 cardinality of the zero–dimensional compo-
nent of M(p, x; y). Using standard cobordism arguments, as above, one can show
that ? induces a product in homology. Similarly to [20] one shows that
(31) (p · q) ? x = p ? (q ? x),
for all p, q ∈ HM∗(f, U : g) and x ∈ HF∗(OM ,Υ : H,JΥ).
In order to have the products · and ? well defined on a direct limit of Morse and
Floer homology groups, we need to check their compatibilities with homomorphisms
G and F.
Lemma 18. Let Fab and Gab be the homomorphisms that define the direct limit
Morse and Floer homology groups, obtained by the number of (21) and (20) respec-
tively. Then it holds
(32)
Gab(pa · qa) = Gab(pa) ·Gab(qa)
Fab(pa ? xa) = Gab(pa) ? Fab(xa)
for all pa, qa ∈ HM∗(f, U : gΥa) and xa ∈ HF∗(OM ,Υa : H,JΥa).
The proof is similar to the proof of Lemma 15.
It follows from (31) and (32) that · and ? are well defined operations on
HM∗(f, U) and HF−∗ (H,U ;M) and that HF
−
∗ (H,U ;M) is a HM∗(f, U)–module.
This proves Theorem 2.
4. Spectral invariants
In this section we define spectral invariants for open subset and prove their
properties listed in Theorem 3. We define spectral invariants via PSS isomorphism
constructed in Section 2, but they can be defined alternatively, as a limit of spectral
invariants for the approximations (see Proposition 20 below). This alternative
definition of spectral invariants will be the key ingredient in the proof of some
properties from Theorem 3.
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4.1. Invariants for the open subset. In the rest of the paper we will only con-
sider Floer homology for approximations and open set in the negative conormal
case, as well as the corresponding PSS isomorphisms
ΦΥ : HMk(f, U : gΥ)
∼=−→ HFk(OM ,Υ : H,JΥ)
Φ : HMk(f, U)
∼=−→ HF−k (H,U : M),
for f ∈ F−(g). Therefore, we will omit the sign − in HF−k (H,U : M), in order to
simplify notations.
If we consider AΥH restricted to
Ω(OM ,Υ) := {γ ∈ C∞([0, 1], T ∗M) | γ(0) ∈ OM , γ(1) ∈ Υ},
we have
dAΥH(γ)(ξ) =
∫ 1
0
(ω(γ˙, ξ)− dH(γ)(ξ)) dt.
Recall that the filtered Floer homology groups for approximations are defined as
homology groups of the filtered chain complex
CFλk (OM ,Υ : H) := {x ∈ CFk(OM ,Υ : H) | AΥH(x) < λ}.
Since the action functional decreases along the strips that define the boundary
operator
∂J,H : CFk(OM ,Υ : H)→ CFk−1(OM ,Υ : H),
the boundary operator descends to CFλk (OM ,Υ : H) and defines
∂λJ,H : CF
λ
k (OM ,Υ : H)→ CFλk−1(OM ,Υ : H).
Denote the corresponding homology groups by HFλk (OM ,Υ : H,JΥ).
Now denote by
ıλΥ∗ : HF
λ
k (OM ,Υ : H,JΥ)→ HFk(OM ,Υ : H,JΥ)
the homomorphism induced by the inclusion map ıλΥ and, for α ∈ HMk(f, U :
gΥ) \ {0} define
cΥ(α,H) := inf{λ | ΦΥ(α) ∈ Im(ıλΥ∗)}.
We need to defined the filtered Floer homology for an open set. Recall that
the direct limit homomorphisms Fab are defined via the monotone family Υ˜s that
connects Υa and Υb (see (22)). Proposition 3.4 from [15] states that the corre-
sponding action functional AΥ˜sH decreases along perturbed holomorphic strips that
define Fab, in particular, that
AΥbH (u(y)) ≤ AΥaH (u(x))
whenever there exists an u ∈ M(x, y : Υ˜s). Therefore the homomorphisms Fab
descend to the filtered chain complex. By standard arguments one shows that they
are also well defined on filtered homology groups:
Fλab : HF
λ
k (OM ,Υa : H,Ja)→ HFλk (OM ,Υb : H,Jb).
Now we define the filtered Floer homology for an open set as a direct limit:
HFλk (H,U : M) := lim−→HF
λ
k (OM ,Υs : H,Js).
One easily verifies that
Fλab ◦ ıλΥa∗ = ıλΥb∗ ◦ Fλab,
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where
ıλΥa∗ : HF
λ
k (OM ,Υa : H,Ja)→ HFk(OM ,Υa : H,Ja)
denotes the inclusion-induced map for the approximations. Hence the induced
inclusion maps
ıλ∗ : HF
λ
k (H,U : M)→ HFk(H,U : M)
are also well defined.
Definition 19. Let α ∈ HMk(f, U) \ {0}. A spectral invariant for an open set is
defined as
(33) cU (α,H) := inf{λ | Φ(α) ∈ Im(ıλ∗)}.
The natural question that occurs is the question of the relation of the spectral
invariants for an open subset with the spectral invariants for the approximations,
i.e. weather cΥ(·, H) converges to cU (·, H) as Υ → ν∗U . Actually, a stronger
property holds.
Proposition 20. Let α ∈ HM∗(f, U : gΥ) \ {0}. Then there exists an approxima-
tion Υ˜ such that
cU ([α], H) = cΥ(GΥΥ(α), H)
for all Υ ≤ Υ˜.
Proof: We have the following commutative diagram
(34)
· · · → HMk(f, U : gΥa) Gab→ HMk(f, U : gΥb) Gbc→ HMk(f, U : gΥc) → · · ·
↓ ΦΥa ↓ ΦΥb ↓ ΦΥc
· · · → HFk(Υa : H,Ja) Fab→ HFk(Υb : H,Jb) Fbc→ HFk(Υc : H,Jc) → · · ·
↑ ıλΥa∗ ↑ ıλΥb∗ ↑ ıλΥc∗
· · · → HFλk (Υa : H,Ja)
Fλab→ HFλk (Υb : H,Jb)
Fλbc→ HFλk (Υc : H,Jc) → · · ·
Take [α] ∈ HMk(f, U) \ {0} and λ ∈ R such that Φ([α]) ∈ Im(ıλ∗); there exists
[x] ∈ HFλk (H,U : M) such that
Φ([α]) = ıλ∗([x]).
From the definition of a direct limit we conclude that
α ∈ HMk(f, U : gΥ), x ∈ HFλk (Υ′ : H,JΥ′)
for some Υ and Υ′. Since
Φ([α]) = [ΦΥ(α)] = [ıλΥ′∗(x)] = ı
λ
∗ [x],
we find that
FΥΥ(Φ
Υ(α)) = FΥ′Υ(ı
λ
Υ′∗(x))
for some Υ which is closer to ν∗U than Υ and Υ′, Υ ≤ Υ and Υ ≤ Υ′. Using the
commutativity (34) we get
ΦΥ(GΥΥ(α)) = FΥΥ(Φ
Υ(α)) = FΥ′Υ(ı
λ
Υ′∗(x)) = ı
λ
Υ∗(F
λ
Υ′Υ(x)).
Therefore
ΦΥ(GΥΥ(α)) ∈ Im(ıλΥ∗).
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We conclude
(35) cΥ(GΥΥ(α), H) ≤ cU ([α], H).
If we take α ∈ HMk(f, U : gΥ) \ {0} and λ ∈ R such that
ΦΥ(α) ∈ Im(ıλΥ∗),
then ΦΥ(α) = ıλΥ∗(x) for some x ∈ HFλk (Υ : H,JΥ). Therefore, we have
Φ([α]) = [ΦΥ(α)] = [ıλΥ∗(x)] = ı
λ
∗ [x],
so we obtain the inequality
(36) cU ([α], H) ≤ cΥ(α,H).
The elements α and GΥΥ(α) represent the same element in the quotient space
HMk(f, U). From (35) and (36) we have
(37) cΥ(GΥΥ(α), H) ≤ cU ([α], H) = cU ([GΥΥ(α)], H) ≤ cΥ(GΥΥ(α), H),
so all inequalities become equalities.
Note that spectral invariants decrease as Υ→ ν∗U , i.e.
(38) cΥ˜(GΥΥ˜(α), H) ≤ cΥ(α,H),
for every Υ˜ ≤ Υ. Indeed, if ΦΥ(α) ∈ Im(ıλΥ∗), for α 6= 0 ∈ HM∗(f, U ; gΥ), we have
(39) ΦΥ(α) = ıλΥ∗(x)⇒ FΥΥ˜(ΦΥ(α)) = FΥΥ˜(ıλΥ∗(x)),
so, from the commutativity of the diagram (34) we have
ıλ
Υ˜∗(FΥΥ˜(x)) = FΥΥ˜(ı
λ
Υ∗(x))
(39)
= FΥΥ˜(Φ
Υ(α)) = ΦΥ˜(GΥΥ˜(α)).
This means that
ΦΥ˜(GΥΥ˜(α)) ∈ Im(ıλΥ˜∗),
so (38) holds.
From (37) and (38) we conclude that all cΥ(α,H) become equal to cU ([α], H),
starting from some Υ˜. 
Proof of the part (E) in Theorem 3. In the same way as in the proof of Lemma
2.6 in [26] one can prove that the invariants for approximations are the same for
two compactly supported Hamiltonians generating the same time-one-map, i.e:
φ1H = φ
1
K =⇒ cΥ(α,H) = cΥ(α,K).
The proof now follows directly from Proposition 20. 
4.2. Continuity of spectral invariants. The following theorem is the part (B)
of Theorem 3.
Theorem 21. Let ‖ · ‖ denotes the Hofer’s norm:
‖H‖ :=
∫ 1
0
[max
x
H(x, t)−min
x
H(x, t)]dt.
Relative spectral invariants for an open set U
CU (α,H) := cU (α,H)− cU (1, H)
are continuous with respect to ‖ · ‖ :
|CU (α,H)− CU (α,H ′)| ≤ ‖H −H ′‖.
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(Here 1 denotes the generator of zero homology group HM0(f, U : gΥ).)
Proof: First, we prove that
CΥ(α,H) := cΥ(α,H)− cΥ(1, H)
is continuous with respect to Hamiltonian H. Let us fix a good approximation Υ
and let H and H ′ be two Hamiltonians satisfying (1). Consider the linear homotopy
Hs = (1− s)H + sH ′ = H + σ(s)(H ′ −H),
(we can approximate this linear homotopy with a regular one). The isomor-
phism SΥH,H′ is defined by a number of the holomorphic strips that connect
x ∈ CF∗(OM ,Υ : H,JΥ) and y ∈ CF∗(OM ,Υ : H ′, JΥ):
M(x, y,OM ,Υ : H,H ′, JΥ) :=u : R× [0, 1]→ T ∗M
∣∣∣∣∣∣
∂u
∂s + JΥ(
∂u
∂t −XHs(u)) = 0
u(s, 0) ∈ OM , u(s, 1) ∈ Υ,
u(−∞, t) = x(t), u(+∞, t) = y(t)
 .
If there exists u ∈ M(x, y,OM ,Υ : H,H ′, JΥ), for a linear homotopy Hs, then by
direct computation we see that it holds
(40)
AΥH′(y)−AΥH(x) =
∫ +∞
−∞
d
ds
AΥHs(u(s, ·)) ≤ E+(H −H ′) :=
∫ 1
0
max
x
(H −H ′) dt.
Since linear homotopy may not be regular, we can approximate it by a C1-close
regular homotopy Hs, and obtain:
AΥH′(y)−AΥH(x) ≤ E+(H −H ′) + ε
for any ε > 0. Letting ε→ 0, we get the estimate (40) for a regular homotopy Hs.
It follows
(41) AΥH′(SΥH,H′(x)) ≤ AΥH(x) + E+(H −H ′).
For x ∈ HF∗(OM ,Υ : H,JΥ) we can define
c˜Υ(x,H) := inf{λ ∈ R |x ∈ Im(ıλΥ,H∗)}.
Obviously, it holds:
cΥ(α,H) = c˜Υ(Φ
Υ
H(α), H).
It follows from (41):
c˜Υ(S
Υ
H,H′(x), H
′) ≤ c˜Υ(x,H) + E+(H −H ′).
Since SΥH,H′ ◦ ΦΥH = ΦΥH′ we get the inequality
cΥ(α,H
′) = c˜Υ(ΦΥH′(α), H
′) = c˜Υ(SΥH,H′ ◦ ΦΥH(α), H ′)
≤ c˜Υ(ΦΥH(α), H) + E+(H −H ′)
= cΥ(α,H) + E+(H −H ′),
that holds for all α ∈ HM∗(f, U : gΥ). If we write the same inequality for the
generator of zero homology group, we derive the continuity of relative spectral
invariants for approximations:
|CΥ(α,H ′)− CΥ(α,H)| ≤ ‖H −H ′‖.
Now the proof follows from the above inequality and Proposition 20. 
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4.3. Triangle inequality. Now we prove the part (A) in Theorem 3.
For two function H1, H2 : T
∗M × [0, 1]→ R with H1(x, 1) = H2(x, 0), we define
their concatenation as:
H1]H2 :=
{
H1(x, t), t ≤ 1
H2(x, t− 1), t ≥ 1.
Proposition 22. Let fj ∈ F−(g), for j = 1, 2, 3 (see Definition 4) and α ∈
HM∗(f1, U : g), β ∈ HM∗(f2, U : g). If 0 6= α · β ∈ HM∗(f3, U : g) then
c3Υ(α · β,H1]H2) ≤ c1Υ(α,H1) + c2Υ(β,H2)
where cjΥ denotes the invariant defined via PSS isomorphism that involves Morse
function fj.
Proof: Choose a HamiltonianH3 that is regular, smooth and close enough toH1]H2:
‖H3 −H1]H2‖C0 < ε.
We prove that a product ◦ descends to a product on filtered homologies
◦ : HFλ∗ (Υ : H1)⊗HF σ∗ (Υ : H2) −→ HFλ+σ+4ε∗ (Υ : H3).
Let Σ denotes the Riemannian surface defined in Subsection 3.1. Take a smooth
family of Hamiltonians K : Σ× T ∗M → R such that
K(s, t, ·) =

H1(t+ 1, ·), s ≤ −1,−1 ≤ t ≤ 0
H2(t, ·), s ≤ −1, 0 ≤ t ≤ 1
1
2H3(
t+1
2 , ·), s ≥ 1.
We can choose K such that ∥∥∥∥∂K∂s
∥∥∥∥ ≤ ε, s ∈ [−1, 1],
and
∂K
∂s
= 0,
elsewhere. Assume that for x ∈ CFλ∗ (Υ : H1) and y ∈ CFσ∗ (Υ : H2) there exists
u ∈ M(x, y; z) for some z ∈ CF∗(Υ : H3). Here, u are pseudo–holomorphic pants
for a Hamiltonian K
∂¯K,JΥ(u) = 0.
Using the relations∫
Σ
∥∥∥∥∂u∂s
∥∥∥∥2 ds dt ≥ 0∫
Σ
u∗ω = −
∫
x∗θ + hΥ(x(1))−
∫
y∗θ + hΥ(y(1)) +
∫
z∗θ − hΥ(z(1)),
Stoke’s formula and properties of a Hamiltonian K it follows
AΥH3(z) ≤ AΥH1(x) +AΥH2(y) + 4ε.
Now, from Proposition 17 we obtain the inequality
c3Υ(α · β,H3) ≤ c1Υ(α,H1) + c2Υ(β,H2) + 4ε.
Since spectral invariants are continuous with respect to the Hamiltonian the proof
follows. 
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Theorem 23. For [α], [β] ∈ HM∗(f, U) such that [α · β] 6= 0 it holds
c3U ([α · β], H1]H2) ≤ c1U ([α], H1) + c2U ([β], H2),
where j in cjU emphasizes the corresponding Morse function fj.
Proof. From Proposition 20 we have
c1U ([α], H) = c
1
Υ
(GΥΥ(α), H)
c2U ([β], H) = c
2
Υ
(GΥΥ(β), H)
c3U ([α · β], H) = c3Υ(GΥΥ(α · β), H)
for all Υ ≤ Υ˜. For such an Υ, it follows from Proposition 22:
c3
Υ
(Gf1
ΥΥ
(α) ·Gf2
ΥΥ
(β), H3) ≤ c1Υ(G
f1
ΥΥ
(α), H1) + c
2
Υ
(Gf2
ΥΥ
(β), H2).
Now, from (28) we have
Gf3
ΥΥ
(α · β) = Gf1
ΥΥ
(α) ·Gf2
ΥΥ
(β)
and, therefore
c3U ([α · β], H3) = c3Υ(G
f3
ΥΥ
(α · β), H3) ≤ c1Υ(G
f1
ΥΥ
(α), H1) + c
2
Υ
(Gf2
ΥΥ
(β), H2)
= c1U ([α], H1) + c
2
U ([α], H2).

4.4. Invariants for periodic orbits. Recall the definition of spectral invariants
for periodic orbit Floer homology. Since Floer homology for periodic orbits is
not well defined for compactly supported Hamiltonians in T ∗M , we will consider
Hamiltonians with a support in some fixed cotangent ball bundle as in [12] and
also used in [26]. More precisely, fix R > 0, ε > 0 and a smooth function h :
(−ε,+∞)→ R with the following properties:
• h(t) = 0 for t ≥ 0;
• h′(t) ≥ 0 for t ≤ 0;
• h′ is small enough so that the flow of h(‖p‖−R) does not have non constant
periodic orbit of period less or equal to 1 for ‖p‖ ∈ (0, ε).
We choose Ht(q, p) to be equal to h(‖p‖ −R) for ‖p‖ ≥ R− ε.
Denote by HFk(T
∗M : H,J) and HMk(f, T ∗M) Floer homology for periodic
orbits in T ∗M and Morse homology for the Morse function f : T ∗M → R respec-
tively. Denote by HFλk (T
∗M : H,J) the corresponding filtered group (with respect
to the standard action functional) and, again, by λ∗ the map induced by the in-
clusion map. Let PSS stands for PSS isomorphism for periodic orbits, defined in a
way analogous to [31]
PSS : HMk(f, T
∗M : g)
∼=−→ HFk(T ∗M : H,J)
and let α ∈ HMk(f, T ∗M : g).
The filtration in Floer homology for periodic orbits is given by the standard
action functional
aH(γ) :=
∫
γ∗θ −
∫ 1
0
Hdt
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which is well defined in the cotangent bundle setting. Filtered Floer homology
groups are homology groups of a chain complex generated by
CFλk (T
∗M : H) := {a ∈ CFk(T ∗M : H) | aH(a) < λ},
where CFk(T
∗M : H) denotes the Z2−vector space over the set of periodic Hamil-
tonian H−orbits in T ∗M of Conley–Zehnder index k.
Definition 24. Let α ∈ HM∗(f, T ∗M : g) \ {0}. Define
ρ(α,H) := inf{λ | PSS(α) ∈ Im(λ∗)}.
4.5. Chimneys and relation between the two invariants. This subsection is
dedicated to a comparison of spectral invariants in periodic orbits and Lagrangian
case and the proof of the part (C) of Theorem 3.
The homomorphisms defined using ”chimneys” are constructed by Abbondan-
dolo and Schwarz in [2] (in the context of Floer homology of cotangent bundles
and the ring-isomorphism with the homology of the loop space) and Albers in [3]
(in the construction of the comparison homomorphisms between Lagrangian and
Hamiltonian Floer homology). The construction of a chimney is different in our
situation, due to the boundary conditions.
Let
Π := R× [0, 1]/ ∼, where (s, 0) ∼ (s, 1) for s ≥ 0.
For x ∈ CF∗(OM ,Υ : H) and a ∈ CF∗(T ∗M : H) define the manifold of
chimneys as:
M(x, a,OM ,Υ : H,J) :=
u : Π→ T ∗M
∣∣∣∣∣∣
∂su+ J(∂tu−XH ◦ u) = 0
u(s, 0) ∈ OM , u(s, 1) ∈ Υ for s ≤ 0
u(−∞, t) = x(t), u(+∞, t) = a(t)

(see Figure 8). For generic choices, M(x, a) is a smooth manifold of dimension
µCZ(a)− µ(x)− n2 , where µCZ(a) denotes the Conley-Zehnder index of a loop a.
Define
(42)
χ : CFk(OM ,Υ : H)→ CFk(T ∗M : H)
χ(x) :=
∑
]2M(x, a,OM ,Υ : H,J) a.
It holds χ ◦ ∂ = ∂ ◦ χ, hence χ is well defined on the homology level:
χ : HFk(OM ,Υ : H,J)→ HFk(T ∗M : H,J).
Let a be a periodic orbit. If there exists u ∈ M(x, a,OM ,Υ : H,J), let y be a
periodic orbit defined as
y(t) := u(0, t).
Since y(0) = y(1) ∈ OM , we have hΥ(y(1)) = 0. Therefore, we have
AΥH(y) = aH(y),
so
aH(a)−AΥH(x) = aH(a)− aH(y) +AΥH(y)−AΥH(x) =∫ 0
−∞
d
ds
aH(u(s, t))ds+
∫ +∞
0
d
ds
AΥH(u(s, t))ds =
−
∫ ∞
−∞
∫ 1
0
ω (∂su, ∂tu−XH ◦ u) dtds = −
∫ ∞
−∞
∫ 1
0
∥∥∥∥∂u∂s
∥∥∥∥2 dtds ≤ 0.
34
Figure 8. Chimney
It follows that χ defines the mapping
χλ := χ|CFλk (OM ,Υ:H) : CF
λ
k (OM ,Υ : H)→ CFλk (T ∗M : H)
which also descends to the homology level:
χλ : HFλk (OM ,Υ : H,JΥ)→ HFλk (T ∗M : H,JΥ)
(see also [10]). The diagram
(43) HFλk (OM ,Υ : H,JΥ)
ıλ∗

χλ // HFλk (T
∗M : H,JΥ)
λ∗

HFk(OM ,Υ : H,JΥ)
χ // HFk(T ∗M : H,JΥ)
commutes.
Similarly, set
∆ = R× [0, 1]/ ∼, where (s, 0) ∼ (s, 1) for s ≤ 0,
and define
M(a, x,OM ,Υ : H,J) :=
u : ∆→ T ∗M
∣∣∣∣∣∣
∂su+ J(∂tu−XH ◦ u) = 0
u(s, 0) ∈ OM , u(s, 1) ∈ Υ for s ≥ 0
u(−∞, t) = a(t), u(+∞, t) = x(t).

For generic choices,M(a, x) is a smooth manifold of dimension µ(x)−n2−µCZ(a).
Define
τ : CFk(T
∗M : H)→ CFk−n(OM ,Υ : H)
τ(a) :=
∑
]2M(a, x,OM ,Υ : H,J)x.
This homomorphism also descends to the homology level
τ : HFk(T
∗M : H,J)→ HFk−n(OM ,Υ : H,J)
since it commutes with the boundary operators. As above, one can show that it also
induces a homomorphism on the filtered homology level, and that the corresponding
diagram (analogous to (43)) commutes.
Let f ∈ F−(g) (see Definition 4 on page 8). We extend f to F : T ∗M → R in
the following way. Consider a tubular neighbourhood W ⊆ T ∗M of M . First, we
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extend f to the vector bundle W over M , and obtain the Morse function fW such
that
fW |M = f and Crit(fW ) = Crit(f).
Then we extend the Morse function fW defined on the open subset W to the Morse
function F on T ∗M such that there are no trajectories for the negative gradient
flow of F leaving W (see [35] for details). Now the Morse complex CM∗(f) is a
subset of the Morse complex CM∗(F ) and the inclusion map of these complexes
becomes the homomorphism ı∗ on the homology level.
Proposition 25. Let f , F and ı∗ be as above. Let H : T ∗M → R be a Hamiltonian.
Suppose all the choices are generic. The diagram
(44) HFλk (OM ,Υ : H,JΥ)
ıλ∗

χλ // HFλk (T
∗M : H,JΥ)
λ∗

HFk(OM ,Υ : H,JΥ)
χ // HFk(T ∗M : H,JΥ)
PSS−1

HMk(f, U : gΥ)
ΦΥ
OO
ı∗ // HMk(F, T ∗M : gΥ)
commutes.
Proof: The upper diagram is (43). The lower diagram is
(45) HFk(OM ,Υ : H,JΥ)
χ // HFk(T ∗M : H,JΥ)
PSS−1

HMk(f, U : gΥ)
ΦΥ
OO
ı∗ // HMk(F, T ∗M : gΥ)
and its commutativity means that is holds
PSS−1 ◦χ ◦ ΦΥ = ı∗.
In order to do that using the usual cobordism arguments, we consider the following
two auxiliary manifolds.
For R > 1 let ρR be a smooth cut-off function with the properties:
ρR(t) =
{
0, t ∈ (−∞,−2R− 1] ∪ [−R+ 1, R− 1] ∪ [2R+ 1,+∞)
1, t ∈ [−2R,−R] ∪ [R, 2R].
Let p be the critical point of a Morse function f and Q the critical point of a Morse
function F . Fix R > 1 and define
M˜R(p,Q) := M˜R(p,Q,OM ,Υ : H,JΥ) :=
(γ1, u, γ2)
∣∣∣∣∣∣∣∣∣∣∣∣
γ1 : (−∞, 0]→ U, γ˙1 = −∇f(γ1)
γ2 : [0,+∞)→ T ∗M, γ˙2 = −∇F (γ2)
u : Π→ T ∗M, ∂su+ J(∂tu−XρR(s)H ◦ u) = 0
u(s, 0) ∈ OM , u(s, 1) ∈ Υ for s ≤ 0
γ1(−∞) = p, γ1(0) = u(−∞, t)
u(+∞, t) = γ2(0), γ2(+∞) = Q

(see Figure 9).
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Figure 9. Moduli space M˜R(p,Q)
Define also
M˜(p,Q) :=
{
(γ1, u, γ2, R) | R ∈ [R0,∞), (γ1, u, γ2) ∈ M˜R(p,Q)
}
.
For mf (p) = mF (Q) and generic choices, M˜(p,Q) is a smooth one-dimensional
manifold with topological boundary that can be identified with
∂
(
M˜(p,Q)
)
= B1 ∪ B2 ∪ B3 ∪ B4
where
B1 = M˜R0(p,Q);
B2 =
⋃
s∈Crit(f)
M̂(p, s)× M˜R(s,Q);
B3 =
⋃
S∈Crit(F )
M˜R(p, S)× M̂(S,Q);
B4 =
⋃
x ∈ CFk(OM ,Υ : H)
a ∈ CFk(T∗M : H)
M(p, x)×M(x, a)×M(a,Q).
Here
M(a,Q) :=
(u, γ)
∣∣∣∣∣∣∣∣∣∣
u : (−∞, 0]× [0, 1]→ T ∗M
∂su+ J(∂tu−Xρ˜H ◦ u) = 0
u(s, 0) = u(s, 1)
γ : [0 +∞)→ T ∗M, γ˙ = −∇F (γ)
u(0, t) = γ(0), u(−∞, t) = a(t), γ(+∞) = Q
 ,
i.e. it is the space of combined object defining a PSS isomorphism for periodic
orbits and ρ˜(s) =
{
1, s ≤ −2R− 1
0, s ≥ −2R .
The boundary components B2 and B3 correspond to the boundary of M˜R(p,Q)
(since M˜(p,Q) ⊂ M˜R(p,Q) × [R0,+∞)). The boundary parts B1 and B4 come
from the R coordinate, and B1 corresponds to the case R → R0. As regards the
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component B4, it arises when R→ +∞. More precisely, for
(γ1, u1) ∈M(p, x), v ∈M(x, a), (u2, γ2) ∈M(a,Q)
we define (for R ≥ 2):
(46)
u1 ]R v ]R u2 :=

u1(s+ 3R, t), s ≤ −2R− 1
expx(t)(β(−s− 2R)ξ1(s+ 3R, t)), −2R− 1 ≤ s ≤ −2R
x(t), −2R ≤ s ≤ −R
expx(t)(β(s+R)η1(s−R, t)), −R ≤ s ≤ −R/2
u(s, t), −R/2 ≤ s ≤ R/2
expa(t)(β(−s+R)η2(s+R)), R/2 ≤ s ≤ R
a(t), R ≤ s ≤ 2R
expa(t) β(s− 2R)ξ2(s− 3R, t)), 2R ≤ s ≤ 2R+ 1
u2(s− 3R, t), s ≥ 2R+ 1
and the approximative solution from Floer’s gluing construction to be:
(γ1, u1) ]R v ]R (u2, γ2) := (γ1, u1 ]R v ]R u2, γ2).
In the equation (46) β : R→ [0, 1] is a smooth cut-off function equal to 1 for s ≥ 1
and to 0 for s ≤ 0. Vector fields ξ1(s, t), η1(s, t) ∈ Tx(t)T ∗M are chosen such that
u1(s, t) = expx(t), t ∈ [0, 1], s ≥ s0
v(s, t) = expx(t), t ∈ [0, 1], s ≤ −s0
and ξ2(s, t), η2(s, t) ∈ Ta(t)T ∗M are chosen similarly. The rest of the proof of Floer
gluing theorem is standard.
Denote by Fj the homomorphism obtained by counting the elements of the zero
dimensional manifold Bj . Since the number of the boundary of the one-dimensional
manifold M˜(p,Q) is even, i.e. zero in Z2, and the maps F2 and F3 are of the form
F2 = ∂ ◦K, F3 = K ◦ ∂,
the homomorphisms F1 and F4 are equal in the homology. By standard cobordism
argument one can show that the mapping F1 does not depend on R0. Now as in
the proof of Theorem 9, we conclude that F1 is chain homotopic to the map defined
by the number of pairs (γ1, γ2) with properties: γ1 : (−∞, 0]→ U, γ˙1 = −∇f(γ1), γ1(−∞) = pγ2 : [0,+∞)→ T ∗M, γ˙2 = −∇F (γ2), γ2(+∞) = Q
γ1(0) = γ2(0).
Since F |U = f , γ1]γ2 is a negative gradient trajectory of F connecting two critical
points of the same Morse index. Thus, F1 is chain homotopic to the homomorphism
ı0. On the other hand, the mapping F4 is exactly the homomorphism PSS
−1 ◦χ◦ΦΥ,
so the claim follows.

We intend to compare spectral invariants for two Floer homologies. Since in
Lagrangian case we are dealing with the direct limit construction, i.e. we have
the whole family of Floer homology groups (for the approximations) to start with,
we need to have the corresponding family in periodic orbits case, to maintain the
transversality conditions. In periodic orbit case, the canonical isomorphisms for
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Figure 10. Chimney from auxiliary manifold from Proposition 26
two different almost complex structures will be the homomorphisms that define a
direct limit Floer homology group.
For two generic almost complex structures Ja and Jb, denote by Dab a canonical
isomorphism of Floer homologies for periodic orbits:
Dab : HFk(T
∗M : H,Ja)→ HFk(T ∗M : H,Jb)
that satisfies
Dbc ◦Dab = Dac.
As before, define Floer homology for periodic orbits as a direct limit
HFk(T
∗M : H) := lim−→HFk(T
∗M : H,Js).
The filtered Floer homology is defined as:
HFλk (T
∗M : H) := lim−→HF
λ
k (T
∗M : H,Js).
Proposition 26. Let χa stands for a homomorphism (42) for the almost complex
structure Ja. We use the abbreviations
HFλk (Υa) := HF
λ
k (OM ,Υa : H,Ja), HF
λ
k (Ja) := HF
λ
k (T
∗M : H,Ja).
The diagram:
(47)
· · · −→ HFλk (Υa) Fab−→ HFλk (Υb) Fbc−→ HFλk (Υc) −→ · · ·
↓ χa ↓ χb ↓ χc
· · · −→ HFλk (Ja) Dab−→ HFλk (Jb) Dbc−→ HFλk (Jc) −→ · · ·
commutes.
Proof. The commutativity of (47) is equivalent to:
χa = D−1ab ◦ χb ◦ Fab = Dba ◦ χb ◦ Fab.
The proof of the above equality is similar to the proofs of the Proposition 11 and
Lemma 15. The auxiliary one-dimensional manifold will be the set of the pairs
(R, u), where R ∈ [R0,+∞), and u is a chimney with the properties depicted in
Figure 10. 
Corollary 27. The homomorphism (42) induces the homomorphism
χλ : HFλk (H,U : M)→ HFλk (T ∗M : H),
and the homomorphism
χ : HFk(H,U : M)→ HFk(T ∗M : H).
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
The following corollary follows from the commutativity of (44) for all the ap-
proximations.
Corollary 28. The diagram
(48) HFλk (H,U : M)
ıλ∗

χλ // HFλk (T
∗M : H)
λ∗

HFk(H,U : M)
χ // HFk(T ∗M : H)
PSS−1

HMk(f, U)
Φ
OO
ı∗ // HMk(F, T ∗M)
commutes. 
Theorem 29. Let α ∈ HMk(f, U) \ {0}. Then
cU (α,H) ≥ ρ(ı∗(α), H).
Proof: From the commutativity of (48) ones easily gets{
λ | Φ(α) ∈ Im(ıλ∗)
} ⊆ {λ | PSS(ı∗(α)) ∈ Im(λ∗)} ,
so the claim follows. 
One can obtain the inequality of similar type by using the homomorphism τ .
The corresponding commutative diagram is
HFλk (T
∗M : H)
λ∗

τλ // HFλk−n(H,U : M)
ıλ∗

HFk(T
∗M : H)
PSS−1

τ // HFk−n(H,U : M)
HMk(F, T
∗M)
ı! // HMk−n(f, U)
Φ
OO
,
where ı! is the map obtained by inclusion map and Poincare´ duality map:
ı! := PD
−1 ◦ ı∗ ◦ PD .
From this commutativity, we have the following
Theorem 30. Let α ∈ HMk(F, T ∗M) \ {0}, then
ρ(α,H) ≥ cU (ı!(α), H).
Proof is analogous to this of Theorem 29. 
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4.6. A remark on invariants for subsets. In [29] Oh considered a spectral
invariant
c+(H,U) := inf{λ ∈ R | ıλ∗ : HFλk (H,U : M)→ HFk(H,U : M) is surjective}
(the notions are the same as in the Subsection 4.1). If U
ı
↪→ V are two open subset
of M and
ı∗UV : H
sing
k (U,Z)→ Hsingk (V,Z)
is surjective, Oh proved that
c+(H,V ) ≤ c+(H,U).
We can prove slightly more precise statement, the inequality for any homology class
(with Z2 coefficients), using the PPS isomorphism for an open subset in the proof.
Theorem 31. Let U
ı
↪→ V be two open subset of M and let
∗UV : HMk(f, U)→ HMk(f, V )
(the homomorphism induced by inclusion  : U ↪→ V ) be surjective. Let cU (α,H)
be as in (33). For α ∈ HMk(f, U) \ {0} it holds:
cV (∗UV (α), H) ≤ cU (α,H).
Proof: Let
ı∗UV : HFk(H,U : M)→ HFk(H,V : M)
ıλ∗UV : HF
λ
k (H,U : M)→ HFλk (H,V : M)
ıλ∗U : HF
λ
k (H,U : M)→ HFk(H,U : M)
ıλ∗V : HF
λ
k (H,V : M)→ HFk(H,V : M)
denote the inclusion homomorphisms defined by Oh in [29]. The following diagram
is commutative:
(49) HFλk (H,U : M)
ıλ∗U

ıλ∗UV // HFλk (H,V : M)
ıλ∗V

HFk(H,U : M)
ΨU

ı∗UV // HFk(H,V : M)
ΨV

HMk(f, U)
∗UV // HMk(f, V ).
The commutativity of the upper diagram is proven in [29]. To prove the commu-
tativity of the lower one, it is enough to prove the commutativity of
HFk(OM ,Υ
U : H,J)
ΨΥU

ı
(H,J)
∗UV // HFk(OM ,ΥV : H,J)
ΨΥV

HMk(f, U : g)
∗UV // HMk(f, V : g),
for all ΥU close enough to ν∗U and ΥV close enough to ν∗V . Here ı(H,J)∗UV is the
inclusion map also defined in [29]. Take [x] in HFk(OM ,Υ
U : H,J). It holds
(50) ΨΥV (ı
(H,J)
∗UV ([x])) =
∑
p∈CMk(V )
n(x, p)[p].
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On the other hand, we have
∗UV (ΨΥU ([x])) =
∑
p∈CMk(U)
n(x, p)∗UV ([p]),
which is the same as (50) if ∗UV is surjective.
Let
AUα := {λ ∈ R | ΦU (α) ∈ Im(ıλ∗U )}.
If λ ∈ AUα , then ΦU (α) = ıλ∗U (β), for β ∈ HFλk (H,U : M), so, from the commuta-
tivity of (49) we have
ıλ∗V (ı
λ
∗UV (β)) = ı∗UV (ı
λ
∗U (β)) = ı∗UV (ΦU (α)) = ΦV (∗UV (α)).
We conclude that λ ∈ AV∗UV (α), therefore
AUα ⊂ AV∗UV (α),
so by taking an infimum over λ, we obtain
cV (∗UV (α), H) ≤ cU (α,H).

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