Abstract. We present two new sharp regularity results (regularizing effect and propagation of regularity) for viscosity solutions of uniformly convex space homogeneous Hamilton-Jacobi equations. In turn, these estimates yield new intermittent stochastic regularization results for pathwise (stochastic) viscosity solutions of Hamilton-Jacobi equations with uniformly convex Hamiltonians and rough multiplicative time dependence. Finally, we use the intermittent estimates to study the long time behavior of the pathwise (stochastic) viscosity solutions of convex Hamilton-Jacobi equations.
Introduction
The general setting and results. We present two new sharp regularity results (regularizing effect and propagation of regularity) for viscosity solutions of (1) u t = ±H(Du) in R d × (0, ∞),
It follows from (2) that is, there exist Θ, θ > 0 such that, for all p ∈ R d and in the sense of symmetric matrices,
where I is the identity matrix in R d . The upper upper in (3) can be relaxed when dealing with Lipshitz continuous solutions of (1).
The new estimates are then used to obtain two new stochastic regularization-type results (Lipshitz continuity and C 1,1 -regularity, the latter only when d = 1) for pathwise (stochastic) viscosity solutions with uniformly convex Hamiltonians and rough multiplicative time dependence, that is,
with ζ ∈ C 0 ([0, ∞); R), the set of continuous functions ζ : [0, ∞) → R such that ζ(0) = 0. Finally we use the new estimates to investigate the long time behavior of periodic pathwise solutions of (4), when (5) H ∈ C(R d ) is convex and H(p) > H(0) = 0 for all p ∈ R d \ {0}.
When ζ is in C 1 0 ([0, ∞); R) or BV 0 ([0, ∞); R), in (1) "·" stands for multiplication and the problem falls within the scope of the classical Crandall-Lions theory of viscosity solutions. When ζ / ∈ BV([0, ∞); R), (4) is studied using the notion of pathwise (stochastic) viscosity solutions, which was introduced and 1 is been developed by the authors in [7, 8, 9, 11] . In this setting "·" only signifies the way the path, which can be nowhere differentiable, acts on H. When ζ is a Brownian motion, then "·" is the usual "•" in the Stratonovich calculus. Note that the solutions do not have sufficient regularity to actually interpret the equation in this sense. Pathwise solutions of (4) are well posed in BUC(R d × [0, ∞)), the set of bounded uniformly continuous functions on R d × [0, ∞). The two "deterministic" regularity results are stated in terms of the symmetric matrix
The first claim is about the regularizing effect of (1) . We remark that all the inequalities and solutions below should be understood in the viscosity sense. Theorem 1.1. Assume (2) . If u ∈ BUC(R d × [0, ∞)) is a solution of u t = H(Du) (resp. u t = −H(Du)) in R d × (0, ∞) and, for some C ∈ (0, ∞],
(resp.
then, for all t > 0,
Estimates (8) and (9) are sharper versions of the classical regularizing effect-type estimates for viscosity solutions (see Lions [6] , Lasry and Lions [5] ), which say that, if u t = H(Du) (resp.
Note that, when C = ∞, that is, no assumption is made on u(·, 0), then (6) and (7) reduce to
which are sharper versions of (10) and (11) , in the sense that they do not depend on θ, of the classical estimates
We continue with the propagation of regularity result by first recalling what was known. Indeed, it was shown in [5] that, if u solves u t = H(Du) (resp. u t = −H(Du)) with H satisfying (3), then,
The new propagation of regularity result depends on the dimension. In what follows, we say that H : R d → R is quadratic, if there exists a symmetric matrix A which satisfies (3) such that
The result for d ≥ 2 and general H is more restrictive. Theorem 1.3. Let d > 1 and assume that H is not quadratic and satisfies (2) .
If, for some C > 0,
It turns out that the assumption that u(·, 0) ∈ C 1,1 (R d ) if d > 1 and H is not quadratic is necessary to have estimates like (21) and (22). This is the claim of the next theorem.
must be concave (resp. convex). In particular, both estimates hold without any restrictions on the data if and only if H is quadratic.
The motivation behind Theorem 1.1 and Theorem 1.2 and Theorem 1.3 is twofold. Firstly, we wish to obtain as sharp as possible regularity results for solutions of (1). Secondly, we want to see if it is possible to obtain intermittent regularity results for (4), like the ones obtained in [3] in the specific case that H(p) = 1 2 |p| 2 , where, of course, θ = Θ = 1, F (Du)D 2 uF (Du) = D 2 u and the "new" estimates are the same as the old ones, that is, (13) and (14), which hold without any regularity conditions.
The regularity results of [3] follow from an iteration of (10), (11), (13) and (14). As we describe next, the iteration scheme cannot, however, work when H is not quadratic unless d = 1. To explain problem, we consider the first two steps of the possible iteration consider u ∈ BUC(R d × (0, ∞)) which solves
If the only estimates available were (10), (11), (13) and (14), we find, after a simple algebra, that
It is immediate that the above estimates cannot be iterated unless there is a special relationship between the time intervals and the convexity constants which will, something which not be possible for arbitrary continuous paths ζ.
We discuss next what would happen, if it were possible to use the estimates of Theorem 1.3 without any regularity restrictions, as it is the case when d = 1. To simplify the notation, we introduce the matrix
and observe that, using Theorem 1.1, Theorem 1.2 and Theorem 1.3, we would have
which can be further iterated, since the estimates are expressed only in terms of increments ζ.
Before we move to the intermittent regularity results, it is necessary to make some additional remarks. For the shake of definiteness, we continue the discussion in the context of the example above. Although u(·, a) may not be in C 1,1 , it follows from (13) and (20) that, for some h ∈ (0, b] and t ∈ (a, a + h), u(·, t) ∈ C 1,1 . There is no way, however, to guarantee that h = b. Moreover, as we show in section 2, in general, it is possible to have u and h > 0 such that
The implication is that when d > 1 and H is not a quadratic, there is no hope to obtain after iteration smooth solutions.
We continue with the discussion of the intermittent regularity. To state the results, we introduce the running maximum and minimum functions M : [0, ∞) → R and m : [0, ∞) → R of a path ζ ∈ C 0 ([0, ∞); R) defined respectively by 
be a solution of (4). Then, for all t > 0,
.
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Note that when (25) holds, then, at times t such that m(t) < ζ(t) < M (t), u(·, t) ∈ C 1,1 (R d ) with bounds independent of the Hamiltonian, since (25) implies that, for all t > 0,
When, however, (25) is not available, the best regularity estimate available, which is also new, is a decay on the Lipshitz constant Du of; in what follows · stands for the usual L ∞ -norm.
It follows from (27) that, for any t > 0 such that m(t) < M (t), any solution of (4) is actually Lipshitz continuous. An immediate consequence of the estimates in Theorem 1.6 and Theorem 1.5, which is based on well known properties of the Brownian motion (see, for, example, Peres [10] ) is the following observation.
Theorem 1.7. Assume that ζ is a Brownian motion and H satisfies (2). There exists an uncountable subset of (0, ∞) with no isolated points and of Hausdorff measure 1/2, which depends on ζ, off of which, any stochastic viscosity solution of (4) is in satisfies C 0,1 (R d ) with a bound satisfying (27). If d = 1 or H is quadratic, for the same set of times, the solution is in C 1,1 (R d ) and satisfies (25).
The long time behavior of the solutions of (4) is an immediate consequence of Theorem 1.6.
, and let u ∈ BUC(R d × [0, ∞) be a space periodic solution of (4). If there exists t n → ∞ such that M (t n ) − m(t n ) → ∞, then there exists u ∞ ∈ R such that, as t → ∞ and uniformly in space, u(·, t) → u ∞ .
(resp. (22) ) holds. It turns out that the assumption on the path in the previous theorem is again a well known property of the Brownian paths; again see [10] . Therefore we have the following result.
Moreover, the random variable is, in general, not constant.
Organization of the paper. The paper is organized as follows. In the next section we prove Theorem 1.1, Theorem 1.3 and Theorem 1.4. In section 2 we review several facts from the theory of pathwise viscosity solutions. We prove the intermittent regularity results in section 3 and we discuss the long time behavior in section 4.
The regularity results for (1)
The aim here is to prove Theorem 1.1, Theorem 1.2, Theorem 1.3 and Theorem 1.4. Since the proofs are similar, we only present them for
The convexity of H allows for the use of the classical Lax-Oleinik formula which yields (see [6] ) that, for any t > 0 and L the convex conjugate of H,
It is immediate that (29) can be rewritten as
Since u 0 is bounded and H is uniformly convex, it follows that, for each (x, t) ∈ R d × (0, ∞), the maximum in (30) is achieved at pairs (ȳ,z) = (ȳ(x, t),z(x, t)), that is, there existȳ,z ∈ R d such that
For future use, we remark that, given χ ∈ R d and λ ∈ [0, 1], it follows from (30) and (31) that
As mentioned in the introduction, the Lax-Oleinik formula has a regularizing effect and propagates regularity. The former property is that, for any u(·, 0) ∈ BUC(R d ) and t > 0, u(·, t) becomes semiconvex with an estimate that depends on θ in (3) . The latter property has two parts. The first is that the semiconvexity u(·, 0) is propagated. The second is more delicate. It says that, if u(·, 0) is semiconcave, then so does the solution up to a time that depends on the bound at t = 0 and Θ in (3) . Recall that u is semiconvex (resp. semiconcave) with constant
We summarize these facts in the next lemma. For a proof we refer to [5] .
(ii) If u(·, 0) is semiconcave with constant C, then
As discussed earlier the goal is to improve the bounds above in the sense that they become independent of the convexity constants of H. This requires to identify to study the propagation of the matrix W, which was defined in (23).
The reason is that, as it follows easily from the elementary calculations below, if the solution of (28) is smooth, then W satisfies the matrix equation
Indeed, when u is smooth, it is easy to check that, since we are dealing with symmetric matrices, F (Du) and D 2 H satisfy the matrix equations
It follows that
and, since, in view of the symmetry,
It is then immediate, at least formally, that W(t) := max x W(x, t) and W(t) := min x W(x, t) satisfy respectively the differential inequalities
which easily yield, when everything is smooth, (8) and (21).
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The proof of Theorem 1.1. We only show (8) . Although the conclusion follows when u is smooth by the argument above, the claim does not rely on any regularity. Hence, it is necessary to come up with a different argument, which is based on the Lax-Oleinik formula.
To simplify the notation, we write v and v 0 for u(·, t) and u(·, 0) respectively, in which case we have
The claim is that, for any smooth function φ, any maximum x 0 of v − φ and all ξ ∈ R d ,
It follows from Lemma 2.1, the assumption on u(·, 0) and (2) that both v and v 0 are semiconvex. Then a standard argument in the theory of viscosity solutions yields that without loss of generality we may assume that, up to a small linear perturbation, v and v 0 are respectively differentiable at x 0 and y 0 and Dv(x 0 ) = Dv 0 (y 0 ) = DL( z 0 t ) = Dφ(x 0 ), the latter coming from the Lax-Oleinik formula.
and recall (32).
It follows that, for all h > 0,
The choice of χ and the fact that
Optimizing over λ yields the claim.
The proof of Theorem 1.3. We first assume that u(·, 0) ∈ C 2 (R d ) in which case the solution of (28) can be constructed by the methods of characteristics up to some time T ⋆ , which depends only on bounds on D 2 u(·, 0) and D 2 H. The conclusion follows from the equation satisfied by W. Alternatively, we may use the characteristics to find that
and
A simple computation now leads to (21) as long as the characteristics are invertible. It follows from the convexity of the Hamiltonian and the estimates (8) and (21) that the characteristics do not intersect up to T ⋆ = 1/C. To prove the general result we approximate u(·, 0) ∈ C 1,1 (R d ) using a standard mollifier ρ ǫ , that is, we take u ǫ 0 = u(·, 0) ⋆ ρ ǫ , and consider the initial value problem u
It is clear that, as ǫ → 0, u ǫ → u uniformly on R d × [0, T ] for every T > 0. The claim follows in the limit ǫ → 0 by the stability property of the viscosity inequality, if we show a suitable upper bound for ǫ > 0.
Notice that u ǫ satisfies (21) with a constant C ǫ → C as ǫ → 0. Moreover, the convolution operation preserves the C 1,1 -bounds of u 0 . Hence the interval of invertibility of the characteristics remains the same.
We continue with the proof of the propagation of regularity result when d = 1.
The proof of Theorem 1.2. Let G(p) := (H ′′ (p)) −1 and observe that the claim we are interested in proving can be written as
In view of the stability of the viscosity solutions, we assume that H is smooth, and to circumvent the issues of regularity at t = 0, we use the viscosity approximation
For the rest of the proof we omit the dependence of u ǫ and, for h : [0, ∞) → R to be chosen, we consider the auxiliary function w(·, t) :
A straightforward computation yields
xx . The choice of G simplifies the equation above to read
Select m to be the solution of the ode h ′ = h 2 with m(0) = C, that is h(t) = C (1 − Ct) + .
Then evaluating (38) the first positive time that w achieves a maximum yields w t ≤ 0. It follows that w achieves its maximum at t = 0, which, in view of the choice m leads to w(·, t) ≤ 0, and, hence, the result.
When d ≥ 2, the above proof amounts to considering, for some appropriately chosen uniformly elliptic symmetric matrix A = A(p), the viscous approximation
Unfortunately the usual maximum principle-type arguments requires to assume signs for expressions involving D 4 H and D 4 L, and, hence, do not provide any useful information. The difficulty described above is, however, to expected in view of the Theorem 1.4 whose proof we present next.
The proof of Theorem 1.4. To avoid unnecessary complications we take d = 2 and consider a Hamiltonian H : R 2 → R which satisfies (2) . Without loss of generality we may assume that u 0 is not C 1 at the origin, and, after further reductions, we take
and consider the initial value problem
After translating and rotating, we may reduce to that case that, for some c 0 > 0, To further simplify the presentation, we assume that H is even, that is,
and, in addition, that
The general case, which will leave it up to the reader, is to assume that u 0 is C 1 in the direction of ξ ∈ R 2 and not C 1 in the direction ξ ⊥ and to consider more general Hamiltonians. Next we observe that, due to the finite speed of propagation of the Hamilton-Jacobi equations, it is enough to work in a neighborhood of the origin and show that it is not possible to have in this case a propagation of regularity property like (22). In view of (41), (42), and the choice of u 0 , in a small neighborhood of the origin and in the viscosity sense, we have
Assume next that it is possible to have the lower bound claimed in (22). Then, in a neighborhood of the origin, in the viscosity sense and for t > 0, we must have
The regularizing effect of (40), it follows that, for t ∈ (0, 1 − ǫ), u(·, t) ∈ C 1,1 (R 2 ). Moreover, since u 0 is even, we conclude that Du(0, 0, t) = 0 in (0, 1). Finally, the C 1,1 regularity of u in space, the last observation and the facts that H(0, 0) = 0 and u 0 (0, 0) = 0 imply that u(0, 0, t) = 0 in (0, 1). Next we perform a second-order blow up of u at 0, that is, we consider
In view of the properties of H at p = 0, it follows that
and, hence, as ǫ → 0 and locally uniformly in q,
Set 1 {0} := 0 if x = 0 and ∞ otherwise,. Then, as ǫ → 0 and locally uniformly in R \ {0} × R,
Since the scaling preserves the second-derivative bound, u(0, 0, t) = 0 and Du(0, 0, t) = 0, for t ∈ (0, 1), the u ǫ 's are uniformly bounded in a neighborhood of (0, 0). Finally, as ǫ → 0, and, hence, have second derivatives which are bounded uniformly in ǫ.
It follows that, in a neighborhood of the origin, the u ǫ 's converge to v which solves v t + 1 2 c 0 |Dv| 2 = 0 in R 2 × (0, 1). Using the Lax-Oleinik formula for u and, hence,u ǫ , we find that
which is, in view of the results of Crandall, Lions and Souganidis [1] , the unique solution of
Next we remark that the desired estimate is stable under limits. Hence, if, at (x,y)=(0,0), we had
I as assumed, then, in the blow up limit ǫ → 0, we must have
which requires that c 0 ≤ 1. Note that c 0 ≤ 1 also implies that
which yields the convexity assumption asserted in the claim for p = 0 and ξ = (1, 0). Finally, for the propagation of regularity result to be true for both signs in (1) for any u(·, 0), it is necessary to have that map t → (D 2 H(p + tξ)ξ ⊥ ξ ⊥ ) is at most linear for all p, ξ. Since, however, it is assumed that D 2 H is bounded, it must be the case that D 2 H is constant, which, in turn, implies that H is a homogeneous quadratic.
We conclude with an observation that adds to the statement of the lack of propagation of regularity without additional assumptions on u. The example in the proof above yields an initial datum for which there cannot be propagation of regularity. It may, however, be argued that such a u cannot arise in the the process of the iteration. We show next that this is not the case. Indeed consider the solution u of (40) with u 0 given by (39).
As it was agued above,
Pathwise viscosity solutions
We provide a brief overview of the theory of pathwise viscosity solutions. Instead of stating the intrinsic definition of the solution, here we work with the fact, which was proven in the references mentioned earlier, that the solution operator is obtained as the unique extension of the one defined for smooth paths using the classical Crandall-Lions theory of viscosity solutions. For details, we refer the readers to [7, 8, 9, 11] . We recall that the "classical" theory viscosity solution theory applies to initial value problems
When necessary to emphasize the dependence on the path, we write u ζ for the solution of (47). The basic result of the "deterministic" theory is stated next.
are respectively sub-and super-solutions of (47), then, for all t ∈ [0, T ],
The main result about the pathwise solutions of (1) is stated next; for the proof we refer to [7, 8, 9, 11] .
Theorem 3.2. For any ζ ∈ C 0 ([0, ∞); R) and u 0 ∈ BUC(R d ), the initial value problem (1) has a unique pathwise (stochastic) solution if and only if H is the difference of two convex functions. In addition, the contraction and Lipschitz continuity properties in Theorem 3.1 are also true.
We continue with a summary of the key properties of the pathwise solutions that we will be using in the paper; for proofs we refer again to [11] . 
be the viscosity solutions of (47) with paths ζ ǫ , and ζ ǫ ′ and initial datum u 0,ǫ , and u 0,ǫ ′ respectively. Then, as ǫ, ǫ ′ → 0 and uniformly in BUC(R d × [0, ∞)), for all T > 0, u ǫ − u ǫ ′ → 0. Moreover, if, as ǫ, ǫ ′ → 0, ζ ǫ , ζ ǫ ′ → ζ and u ǫ , u ǫ ′ → u, then u is the pathwise solution of (1) with path ζ and initial datum u(·, 0).
The next two facts are a consequence of the contraction property. Proposition 3.4. Assume that H is the difference of two convex functions, H(0) = 0, and let u ∈ BUC(R d × [0, ∞)) be a pathwise solution of (4). (i) The maps t → sup R d u(·, t) and t → inf R d u(·, t) are respectively nonincreasing and nondecreasing.
(ii) If u(·, 0) ∈ C 0,1 (R d ), then, for all t ∈ (0, ∞)), u(·, t) ∈ C 0,1 (R d ) and the map t → Du(·, t) is nonincreasing.
The last item discussed here is the recent of work of Gassiat, Gess and the authors [4] , who used the so-called skeleton function of a path, to obtain finite speed of propagation and domain of dependencetype results for the pathwise solutions of (47), The representation of the solutions that comes from the skeleton plays an important role in the proof of the intermittent regularity. Given ζ ∈ C 0 ([0, T ]), the sequence (τ i ) i∈Z of successive extrema of ξ is defined by The usefulness of the skeleton is seen in the next result, which was shown in [4] . In what follows, we write u ζ to denote the solutions of (28).
Next we fix T = 2 and use (59) to compare the solutions of (57) with ζ 1 ≡ B and ζ 2 (t) = t and ζ 1 ≡ B and ζ 2 (t) = −t. When ζ 2 = t (resp. ζ = −t) the solution u 2 of (57) is given by u(x, t) = max |y|≤t u 0 (x + y) (resp. u(x, t) = min |y|≤t u 0 (x + y)).
It is then simple to check that, if ζ 2 (t) = t, then u 2 (·, 2) ≡ 1, while, when ζ 2 (t) = −t, u 2 (x, 2) = 0. Fix ǫ = 1/4L and consider the events |B(t) + t| < ǫ}.
Of course, It follows that the random variable c cannot be constant since in A + it must be bigger than 3/4 and in A − smaller than 1/4. In an upcoming publication (Gassiat, Lions and Souganidis [2] ) we are visiting this problem and obtain in a special case more information about u ∞ .
