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Abstract
In this paper we provide new asymptotic estimates of the Floquet expo-
nents of Schro¨dinger operators on the circle. By the same techniques,
known asymptotic estimates of various others spectral quantities are im-
proved.
1 Introduction
In this paper we prove asymptotics of various spectral quantities of Schro¨dinger
operatorsL(q) := −d2x+q in one space dimension with a potential q in L20(T,R) =
{q ∈ L2(T,R); ∫ 1
0
q(x)dx = 0} where T denotes the one dimensional torus
T = R/Z. The periodic/antiperiodic spectrum of L(q) is real and discrete.
When listed in increasing order and with their multiplicities the eigenvalues
satisfy
λ0 < λ1 ≤ λ2 < λ3 ≤ λ4 < . . . .
Similarly, the Dirichlet and Neumann spectra of L(q), considered on [0, 1], are
both real and consist of simple eigenvalues. We also list them in increasing order
µ0 < µ1 < µ2 < µ3 < . . . and η0 < η1 < η2 < η3 < . . . . Furthermore denote by
M(x, λ) the fundamental solution of L(q), i.e., the 2× 2 matrix valued function
satisfying L(q)M = λM and M(0, λ) = Id2×2,
M(x, λ) :=
(
y1(x, λ) y2(x, λ)
y′1(x, λ) y
′
2(x, λ)
)
.
When evaluated at λ = µn, the Floquet matrix M(1, λ) is lower triangular,
hence its eigenvalues are given by y1(1, µn) and y
′
2(1, µn). By the Wronskian
identity, they satisfy y1(1, µn)y
′
2(1, µn) = 1. By deforming q to the zero potential
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along the straight line tq, 0 ≤ t ≤ 1, one sees that (−1)ny1(1, µn) > 0. Hence
the (normalized) Floquet exponents are given by ±κn where
κn := log ((−1)ny′2(1, µn)) = − log ((−1)ny1(1, µn)) (1)
and log denotes the principal branch of the logarithm. The κn’s actually play
an important role in the spectral theory of Schro¨dinger operators and have
applications for the study of KdV as an integrable PDE – see e.g. [1], [6].
It turns out that when complemented with the µn’s they form a system of
canonical coordinates for L20. For this reason the κn’s are also referred to as
quasi-momenta. The first main result concerns the asymptotics of the κn’s as
n→∞. To state it introduce the Sobolev spaces HN0 , N ∈ Z≥0
HN0 :=

p(x) =
∑
n6=0
pˆne
2πinx | ‖p‖N <∞; pˆ−n = pˆn ∀n ∈ Z


with
‖p‖N :=
(∑
n6=0
|n|2N |pˆn|2
) 1
2
.
Note that H00 = L
2
0. Furthermore, denote by H
N
0,C = H
N
0 ⊗ C the complexifi-
cation of HN0 . For q ∈ HN0,C, L(q) is no longer symmetric with respect to the
standard inner product in L2
C
≡ L2(T,C),
〈f, g〉 =
∫ 1
0
f(x)g(x)dx.
The periodic/antiperiodic spectrum as well as the Dirichlet and Neumann spec-
tra are still discrete, the eigenvalues (λn)n≥0, (µn)n≥1 and (ηn)n≥0 however
might be complex valued. We list them with their algebraic multiplicities and
in lexicographic ordering, defined for complex numbers a, b by
a  b iff [Re a < Re b] or [Re a = Re b and Im a ≤ Im b].
It turns out that there exists a complex neighbourhood W of L20 = H
0
0 in H
0
0,C
so that on W the Dirichlet eigenvalues µ1, µ2, . . . are simple and real analytic
and
− log ((−1)ny1(1, µn)) , n = 1, 2, . . . ,
define real analytic functions, denoted again by κn. In the sequel, it is convenient
to write ℓ2n for the n’th component of a sequence in ℓ
2
C
= ℓ2(N,C).
Theorem 1.1. Let N ≥ 0. Then for any q in W ∩HN0,C,
κn =
1
2πn
(
〈q, sin 2πnx〉+ 1
nN+1
ℓ2n
)
uniformly on bounded subsets of W ∩HN0,C.
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Remark 1.1. For N = 0, the asymptotics of Theorem 1.1 can be found in [6]
p 60.
For q ∈ HN0 , one could expect that the κn’s have an expansion of the form
κn =
K∑
k=0
ck
nk
+
1
nK+1
ℓ2n.
Surprisingly, Theorem 1.1 says that the ck vanish for any 0 ≤ k ≤ K where
K = N .
To prove Theorem 1.1 we need to define and study special solutions of L(q)y =
ν2y for ν ∈ C with |ν| sufficiently large, obtained by a WKB ansatz, chosen
in such a way that various error terms can be easily estimated – see Section
2 for details. It turns out that by the same approach one can improve on the
asymptotics of periodic/antiperiodic eigenvalues of L(q) known in the literature.
Theorem 1.2. Let q be in HN0,C with N ∈ Z≥0. Then
{λ2n, λ2n−1} = {mn ±
√
〈q, e2πinx〉〈q, e−2πinx〉+ 1
n2N+1
ℓ2n +
1
nN+1
ℓ2n} (2)
uniformly on bounded subsets of potentials in HN0,C. The quantity mn is of the
form
mn = n
2π2 +
∑
2≤2j≤N+1
c2j
1
n2j
(3)
with coefficients c2j which are independent of n and N and given by integrals of
polynomials in q and its derivatives up to order 2j − 2.
Remark 1.2. The asymptotic estimate (2), but not of the uniform boundedness
of the error terms stated above, are due to Marchenko [5].
Unfortunately, the asymptotics of Theorem 1.2 do not lead to satisfactory
asymptotic estimates of the sequence (τn)n≥1 where τn = (λ2n + λ2n−1)/2.
In Theorem 8.1 of Appendix B, the asymptotic estimates of Theorem 1.2 are
improved on HN0 and lead to the desired estimates for τn. However in the com-
plex case, different arguments have to be used to obtain stronger asymptotics
of τn.
Theorem 1.3. (i) For any q ∈ HN0 , N ∈ Z≥0,
τn(q) = mn +
1
nN+1
ℓ2n (4)
where mn is given by (3) and the error term is uniformly bounded on bounded
sets of potentials in HN0 .
(ii) For any N ∈ Z≥0, there exists an open neighbourhood WN ⊆ HN0,C of
HN0 so that (4) holds on WN with a locally uniformly bounded error term.
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Remark 1.3. We expect that the asymptotics (4) hold on all of HN0,C, and that
the error term in (4) is bounded on bounded sets of HN0,C. However, for the
applications in [4], the result as stated suffices.
By the same approach we also obtain a short and self-contained proof of the
following asymptotics of the Neumann and of the Dirichlet eigenvalues.
Theorem 1.4. Let q be in HN0,C with N ∈ Z≥0. Then
ηn = mn + 〈q, cos 2πnx〉+ 1
nN+1
ℓ2n (5)
µn = mn − 〈q, cos 2πnx〉+ 1
nN+1
ℓ2n (6)
uniformly on bounded subsets of potentials in HN0,C. Here, mn is the expression
defined in (3).
Remark 1.4. The asymptotics (6) of the Dirichlet eigenvalues are due to
Marchenko [5]. The uniform boundedness of the error in (6) is shown in [7].
The above theorems are important ingredients in subsequent work [4] on quali-
tative properties of periodic solutions of KdV and on the asymptotics of canon-
ically defined normal coordinates, also referred to as Birkhoff coordinates.
The paper is organized as follows. In Section 2, we discuss special solutions
of L(q)f = ν2f which admit an asymptotic expansion as |ν| → ∞. Theorem
1.1 is proved in Section 3, Theorem 1.4 in Section 4, Theorem 1.2 in Section
5 and Theorem 1.3 is Section 6. In Appendix A we prove results on infinite
products needed throughout the paper and in Appendix B we prove improved
asymptotics for the periodic/antiperiodic eigenvalues of L(q) for q real valued
needed for the proof of Theorem 1.3.
2 Special solutions
In this section we prove estimates of special solutions of −y′′ + qy = λy as
|λ| → ∞ for potentials q in HN0,C with N ≥ 0 which are needed to derive the
claimed asymptotics of various spectral quantities. These solutions are obtained
with a WKB ansatz and are a version, suited for our purposes, of solutions
introduced and studied by Marchenko [5], p 50 ff.
As L(q) = −∂2x + q is a differential operator of second order it is convenient
to introduce ν as a new spectral parameter with ν2 playing the role of λ. The
special solutions considered are denoted by zN (x, ν) and defined for ν 6= 0 by
zN (x, ν) = y1(x, ν
2) + αN (0, ν)y2(x, ν
2) (7)
where y1(x, λ), y2(x, λ) denote the standard fundamental solutions of−y′′+qy =
λy and q is assumed to be in HN0,C ≡ HN0 (T,C). The function αN (x, ν) is given
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by
αN (x, ν) = iν +
N∑
k=1
sk(x)
(2iν)k
(8)
where
s1(x) = q(x), s2(x) = −∂xq(x) (9)
and, for 2 ≤ k ≤ N , sk+1 is determined by the recursion relation
sk+1(x) = −∂xsk(x)−
k−1∑
j=1
sk−j(x)sj(x). (10)
(Note that (10) remains true for N = 1: In this case, the sum in (10) is not
present.) By an induction argument one sees that for any q ∈ HN0,C, and any
0 ≤ k ≤ N , sk+1 is a universal isobaric polynomial homogeneous of degree 1+ k2 .
Here the adjective ’isobaric’ signifies that q is considered to be of degree 1 and
differentiation ∂x of degree 1/2. Furthermore, for any 1 ≤ k ≤ N ,
sk+1(x) = (−1)k∂kxq(x) + Sk−2(x) (11)
where Sk−2(x) is a polynomial in q(x), ∂xq(x), . . . , ∂k−2x q(x) with constant coef-
ficients and where S−1 ≡ 0. As a consequence, αN (·, ν) ∈ H1C and by the Sobolev
embedding theorem, αN (x, ν) is continuous in x and hence (7) well-defined.
Moreover, as sj ∈ HN+1−jC for any 1 ≤ j ≤ N + 1,
∑N
j=1 sN+1−j(x)sj(x) is in
H1
C
and one may define sN+2 by formula (10) as an element in H
−1
C
sN+2(x) = −∂xsN+1 −
N∑
j=1
sN+1−jsj = (−1)N+1∂N+1x q(x) +H1C. (12)
Clearly, for any ν ∈ C\{0}, zN(x, ν) and zN (x,−ν) are solutions of −y′′+ qy =
λy with λ = ν2 which both are 1 at x = 0 and are linearly dependent solutions
iff
αN (0, ν)− αN (0,−ν) = 0,
i.e. ν is a zero of the following polynomial of degree N + 1
pN (ν) = (2iν)
N (αN (0, ν)− αN (0,−ν))
= (2iν)N+1 +
N∑
k=1
sk(0)
(
1− (−1)k) (2iν)N−k.
It then follows that there exists ν0 > 0 so that
|pN (ν)| ≥ 1 ∀ |ν| ≥ ν0.
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By the Sobolev embedding theorem, the number ν0 can be chosen uniformly on
bounded sets of potentials in HN0,C. In particular, for |ν| ≥ ν0 one has
y1(x, ν
2) =
1
αN (0, ν)− αN (0,−ν)
(
αN (0, ν)zN (x,−ν)− αN (0,−ν)zN(x, ν)
)
and
y2(x, ν
2) =
1
αN (0, ν)− αN (0,−ν) (zN (x, ν) − zN(x,−ν)) .
Furthermore note that for any x ∈ R, zN(x, ν) is analytic on C∗ × HN0,C. As
mentioned above, the solutions zN (x, ν) are determined by a WKB ansatz,
zN(x, ν) = wN (x, ν) +
rN (x, ν)
(2iν)N+1
with
wN (x, ν) = exp
(∫ x
0
αN (t, ν)dt
)
. (13)
By the considerations above it follows that wN (·, ν) is in H2C[0, 1]. As y1(·, ν2)
and y2(·, ν2), and hence zN(·, ν), are in HN+2C [0, 1] one then concludes that
rN (·, ν) is in H2C[0, 1] as well. To study the asymptotics of rN (x, ν) as |ν| → ∞,
first note that
w′N = αNwN and w
′′
N = (α
′
N + α
2
N )wN .
When substituting the latter expression into −y′′ + qy = λy one obtains(−α′N − α2N + q − ν2)wN + 1(2iν)N+1 (−r′′N + qrN − ν2rN ) = 0. (14)
Expanding α2N in powers of ν
−1 leads to
α2N = −ν2 +
N−1∑
k=0
sk+1
(2iν)k
+
2N∑
k=2
1
(2iν)k
∑
1≤l≤k−1, 1≤k−l, l≤N
sk−lsl.
Taking into account the identity s1 = q and the relations (10) one then gets
−α′N − α2N + q − ν2 =−
s′1 + s2
2iν
−
N−1∑
k=2

s′k + sk+1 + ∑
1≤l≤k−1
sk−lsl

 1
(2iν)k
−

s′N + ∑
1≤l≤N−1
sN−lsl

 1
(2iν)N
−
N∑
k=1

 ∑
k≤l≤N
sN+k−lsl

 1
(2iν)N+k
=
sN+1
(2iν)N
−
N∑
k=1

 ∑
k≤l≤N
sN+k−lsl

 1
(2iν)N+k
.
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Substituting this expression into (14) yields
−r′′N + qrN − ν2rN = −2iνfN(x, ν) (15)
where
fN(x, ν) := sN+1wN −
N∑
k=1

 ∑
k≤l≤N
sN+k−lsl

 wN
(2iν)k
. (16)
Recall that
sN+1(x)− (−1)N∂Nx q(x) ∈ H2C, (17)
sN+k−lsl ∈ H1C for any k ≤ l ≤ N and wN (·, ν) ∈ H2C[0, 1]. Hence fN (·, ν) ∈
L2
C
[0, 1]. More precisely,
fN(·, ν) = (−1)N∂Nx q · wN (·, ν) +H1C[0, 1]
uniformly on bounded subsets of HN0,C and uniformly for ν ∈ C with |ν| ≥ 1 and
| Im ν| ≤ C. Further note that
rN (0, ν) = (2iν)
N+1
(
zN (0, ν)− wN (0, ν)
)
= 0 (18)
and
r′N (0, ν) = (2iν)
N+1
(
z′N (0, ν)− α(0, ν)wN (0, ν)
)
= 0. (19)
The estimates for rN are obtained by using that it satisfies the inhomoge-
neous Schro¨dinger equation (15). Given q ∈ L20,C and ν ∈ C denote by r(x, ν)
the unique solution of the initial value problem
−r′′ + qr − ν2r = −2iνf(x, ν) (20)
r(0, ν) = 0 and r′(0, ν) = 0 (21)
where the inhomogeneous term on the right hand side of (20) is assumed to be
in L2
C
([0, 1]) for any value of ν. Note that by assumption
Q(1) = 0 where Q(x) =
∫ x
0
q(t)dt (0 ≤ x ≤ 1). (22)
The solution r(x, ν) of (20)-(21) satisfies the following standard estimates.
Lemma 2.1. Let q ∈ L20,C and f(x, ν) = h(x)eixν with h ∈ L2C[0, 1]. Then for
any ν ∈ C \ {0} and 0 ≤ x ≤ 1, the solution r(x, ν) of (20)-(21) satisfies the
estimates
|r(x, ν)| ≤
(
R2
|ν| +
4R3
|ν|2
(
1 +
1
|ν|
))
‖h‖
|r′(x, ν)| ≤
(
R2 +
2 (1 + ‖q‖)R3
|ν|
(
1 +
1
|ν|
))
‖h‖
where
R ≡ R(ν, q) := exp (| Im ν|+ ‖q‖) .
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Proof. By the method of the variation of constants, the solution r(x, ν) has the
following integral representation – see e.g. [6], Theorem 2, p 12
r(x, ν) =
∫ x
0
(
y1(t, ν
2)y2(x, ν
2)− y1(x, ν2)y2(t, ν2)
)
f(t, ν)dt (23)
where yi = yi(x, ν
2, q), i = 1, 2, denote the fundamental solutions of −y′′+qy =
ν2y. They satisfy the following estimates on [0, 1] × C × L20,C – see e.g. [6],
Theorem 3, p 13
∣∣y1(x, ν2, q)− cos νx∣∣ ≤ R|ν| ;
∣∣∣∣y2(x, ν2, q)− sin νxν
∣∣∣∣ ≤ R|ν|2∣∣y′1(x, ν2, q) + ν sin νx∣∣ ≤‖q‖R; ∣∣y′2(x, ν2, q)− cos νx∣∣ ≤‖q‖R|ν| .
Formula (23) then leads to the following estimates for 0 ≤ x ≤ 1, ν ∈ C \ {0},
q ∈ L20,C∣∣∣∣r(x, ν) −
∫ x
0
sin ν(x − t)
ν
f(t, ν)dt
∣∣∣∣ ≤ 4R3|ν|2
(
1 +
1
|ν|
)
‖h‖∣∣∣∣r′(x, ν)−
∫ x
0
cos ν(x − t)f(t, ν)dt
∣∣∣∣ ≤ 2 (1 + ‖q‖)R3|ν|
(
1 +
1
|ν|
)
‖h‖.
As ∣∣∣∣
∫ x
0
sin ν(x − t)
ν
f(t, ν)dt
∣∣∣∣ ≤ 1|ν|
∫ 1
0
e2| Im ν||h(t)|dt ≤ 1|ν|R
2‖h‖
and ∣∣∣∣
∫ x
0
cos ν(x − t)f(t, ν)dt
∣∣∣∣ ≤
∫ 1
0
e2| Im ν||h(t)|dt ≤ R2‖h‖
it then follows that
|r(x, ν)| ≤
(
R2
|ν| +
4R3
|ν|2
(
1 +
1
|ν|
))
‖h‖
|r′(x, ν)| ≤
(
R2 +
2 (1 + ‖q‖)R3
|ν|
(
1 +
1
|ν|
))
‖h‖.
To obtain the claimed asymptotics of the periodic and Dirichlet eigenvalues,
the estimates of Lemma 2.1 have to be refined.
Lemma 2.2. Assume that q ∈ L20,C. Then for any sequence νn = nπ+ 1nℓ2n, n ≥
1, the solution r(x, ν) of (20)-(21) satisfies the following estimates:
(i) If f(x, ν) = h(x)eixν with h ∈ L2
C
[0, 1],
r(1,±νn) = (−1)n
∫ 1
0
h(x)dx + (−1)n+1
∫ 1
0
h(x)e±2inπxdx
± (−1)
n+1
2inπ
∫ 1
0
Q(x)h(x)dx +
1
n
ℓ2n
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and
r′(1,±νn) = ± inπ(−1)n
∫ 1
0
h(x)dx ± inπ(−1)n
∫ 1
0
h(x)e±2inπxdx
+
(−1)n+1
2
∫ 1
0
Q(x)h(x)dx + ℓ2n.
(ii) If f(x, ν) = h(x,ν)ν2 e
iνx and the family h(·, ν) is bounded in L2
C
[0, 1], then
r(1,±νn) = O( 1
n2
) and r′(1,±νn) = O
(
1
n
)
.
The estimates in (i) and (ii) are uniform on bounded sets of q′s, h′s and ℓ2
C
-
sequences
(
νn−nπ
n
)
n≥1.
Proof. As in the proof of Lemma 2.1, the solution r of (20)-(21) is written in
the following integral form
r(x, ν) = 2iν
∫ x
0
G(x, t; ν)f(t, ν)dt (24)
where, with λ = ν2,
G(x, t; ν) = y1(t, λ)y2(x, λ) − y1(x, λ)y2(t, λ).
As a consequence
r′(x, ν) = 2iν
∫ x
0
∂xG(x, t; ν)f(t, ν)dt.
According to [6] p 14, the solutions yi(x, λ), i = 1, 2, and their derivatives
y′i(x, λ) admit the following expansion
y1(x, λ) = cos νx+
1
ν
∫ x
0
sin ν(x− t) · cos νt · q(t)dt+O(ν−2)
y2(x, λ) =
sin νx
ν
+
1
ν2
∫ x
0
sin ν(x− t) · sin νt · q(t)dt+O(ν−3)
and
y′1(x, λ) = − ν sin νx+
∫ x
0
cos ν(x − t) · cos νt · q(t)dt+O(ν−1)
y′2(x, λ) = cos νx+
1
ν
∫ x
0
cos ν(x− t) · sin νt · q(t)dt +O(ν−2).
These estimates are uniform on the strip | Im ν| ≤ C, with C > 0 arbitrary.
Hence
G(x, t; ν) =
sin ν(x− t)
ν
+
1
ν2
∫ x
0
sin ν(x− s) · sin ν(s− t) · q(s)ds
− 1
ν2
∫ t
0
sin ν(s− t) · sin ν(x − s) · q(s)ds+O(ν−3)
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and
∂xG(x, t; ν) = cos ν(x − t) + 1
ν
∫ x
0
cos ν(x − s) · sin ν(s− t) · q(s)ds
− 1
ν
∫ t
0
sin ν(s− t) · cos ν(x− s) · q(s)ds +O(ν−2).
When substituted into (24) one gets, up to an error term which is uniform
on bounded sets of q′s and f ′s,
r(x, ν) = I + II + III +O(ν−2)
where
I ≡ I(x, ν) = 2i
∫ x
0
sin ν(x − t) · f(t, ν)dt
II ≡ II(x, ν) = 2i
ν
∫ x
0
dtf(t, ν) ·
∫ x
0
ds sin ν(x − s) · sin ν(s− t) · q(s)
III ≡ III(x, ν) = −2i
ν
∫ x
0
dtf(t, ν) ·
∫ t
0
ds sin ν(x − s) · sin ν(s− t) · q(s)
After regrouping the terms ∂xII and ∂xIII, the derivative r
′(x, ν) can be written
in the form
r′(x, ν) = I1 + II1 + III1 +O(ν−1)
where
I1 ≡ I1(x, ν) = ∂xI(x, ν) = 2iν
∫ x
0
cos ν(x− t) · f(t, ν)dt
II1 ≡ II1(x, ν) = 2i
∫ x
0
dtf(t, ν) ·
∫ x
0
ds cos ν(x − s) · sin ν(s− t) · q(s)
III1 ≡ III1(x, ν) = −2i
∫ x
0
dtf(t, ν) ·
∫ t
0
ds cos ν(x − s) · sin ν(s− t) · q(s).
To prove item (i), each of the three terms are treated seperately. Recall that in
(i), f(x, ν) is of the form f(t, ν) = h(t)eiνt. Using that
2i sinν(x − t) = eiνxe−iνt − e−iνxeiνt
term I can be computed to be
I = eiνx
∫ x
0
h(t)dt− e−iνx
∫ x
0
h(t)e2iνtdt.
As by assumption, νn = nπ +
1
nℓ
2
n, one has
e±iνnt = e±inπt
(
1 +
1
n
ℓ2n
)
.
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Thus
I(1,±νn) = (−1)n
∫ 1
0
h(t)dt− (−1)n
∫ 1
0
h(t)e±2inπtdt+
1
n
ℓ2n.
Similarly one shows that
I1(x, ν) = iνe
iνx
∫ x
0
h(t)dt+ iνe−iνx
∫ x
0
h(t)e2iνtdt
and therefore
I1(1,±νn) = ±inπ(−1)n
∫ 1
0
h(t)dt± inπ(−1)n
∫ 1
0
h(t)e±2inπtdt+ ℓ2n.
To treat the term II, write
2i sinν(x − s) · 2i sin ν(s− t) =eiνxe−iνt + e−iνxeiνt
− e−iνxe−iνte2iνs − eiνxeiνte−2iνs
to get, with the notation of (22),
II(x, ν) =
eiνx
2iν
∫ x
0
h(t)dt ·Q(x) + e
−iνx
2iν
∫ x
0
h(t)e2iνtdt ·Q(x)
− e
−iνx
2iν
∫ x
0
h(t)dt
∫ x
0
q(s)e2iνsds
− e
iνx
2iν
∫ x
0
h(t)e2iνtdt
∫ x
0
q(s)e−2iνsds.
As by assumption (22), Q(1) = 0 one gets, arguing as above
II(1,±νn) = 1
n
ℓ2n.
Similarly,
II1(x, ν) =
eiνx
2
∫ x
0
h(t)dt ·Q(x)− e
−iνx
2
∫ x
0
h(t)e2iνtdt ·Q(x)
+
e−iνx
2
∫ x
0
h(t)dt
∫ x
0
q(s)e2iνsds
− e
iνx
2
∫ x
0
h(t)e2iνtdt
∫ x
0
q(s)e−2iνsds
leading to
II1(1,±νn) =(−1)
n
2
∫ 1
0
h(t)dt ·
∫ 1
0
q(s)e±2inπsds
+
(−1)n+1
2
∫ 1
0
h(t)e2inπtdt ·
∫ 1
0
q(s)e∓2inπsds+
1
n
ℓ2n.
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The term III is treated similarly, to get
III(1, ν) =− e
iν
2iν
∫ 1
0
Q(t)h(t)dt− e
−iν
2iν
∫ 1
0
Q(t)h(t)e2iνtdt
+
eiν
2iν
∫ 1
0
∫ 1
0
1[0,t](s)q(s)h(t)e
2i(νt−νs)dtds
+
e−iν
2iν
∫ 1
0
q(s)
(∫ 1
s
h(t)dt
)
e2iνsds.
As Q(t)h(t) and q(s) ·∫ 1
s
h(t)dt are in L2
C
[0, 1] and 1[0,t](s)q(s)h(t) is in L
2
C
[0, 1]2
it then follows that
III(1,±νn) = ± (−1)
n+1
2inπ
∫ 1
0
Q(t)h(t)dt+
1
n
ℓ2n.
Finally, in the same way, one obtains
III1(1,±νn) =(−1)
n+1
2
∫ 1
0
h(t)Q(t)dt+
(−1)n+1
2
∫ 1
0
h(t)
(∫ t
0
q(s)e±2iπnsds
)
dt
+
(−1)n
2
∫ 1
0
h(t)e±2inπt
(∫ t
0
q(s)e∓2inπsds
)
dt
+
(−1)n
2
∫ 1
0
h(t)e±2inπtQ(t)dt+
1
n
ℓ2n.
Towards item (ii) recall that in this case f(x, ν) = h(x,ν)ν2 e
iνx and in a straight-
forward way each of the terms I,II, and III can be bounded pointwise by O(ν−2)
whereas each of the terms I1, II1, III1 can be bounded pointwise by O(ν
−1),
leading to the claimed estimates. Going through the various steps of the proof
one verifies in a straightforward way that the claimed uniformity of the estimates
(i) and (ii) hold.
Lemma 2.2 will now be applied to get the desired estimates for rN (1,±√µn)
as n→∞. Here rN (1,±√µn) is given by (15)-(19). Actually we formulate our
results in a slightly more general form. For q in HN0,C and 1 ≤ k ≤ N + 2, let
us introduce ak =
∫ 1
0 sk(x)dx. Recall that sN+2 = (−1)N+1∂N+1x q+L2C. Hence
sN+2 is in H
−1
C
and the integral
∫ 1
0
sN+2(x)dx is well-defined. By (12)
aN+2 = −
N∑
j=1
∫ 1
0
sN+1−j(x)sj(x)dx. (25)
Proposition 2.1. Let q be in HN0,C with N ≥ 0. Then for any sequence νn =
12
nπ + 1nℓ
2
n one has
(i) rN (1,±νn) =(−1)naN+1 + (−1)n+1(±2inπ)N
∫ 1
0
q(x)e±2inπxdx
± (−1)
n
2inπ
aN+2 +
1
n
ℓ2n
(ii) r′N (1,±νn) =± inπ(−1)naN+1 ± inπ(−1)n(±2inπ)N
∫ 1
0
q(x)e±2inπxdx
+
(−1)n
2
aN+2 + ℓ
2
n,
uniformly for q’s in bounded subsets of HN0,C and (νn)n≥1 in sets of sequences
such that (n(νn − nπ))n≥1 is uniformly bounded in ℓ2C.
Proof. (i) Let us first treat the case N = 0. Then the right hand side of (15) is
given by f0(t, νn) = q(x)e
iνnx. Hence one has by Lemma 2.2 (i) with h = q,
r0(1,±νn) = (−1)n+1
∫ 1
0
q(x)e±2inπxdx+
1
n
ℓ2n
where we used that, by assumption, Q(1) = 0 and that
∫ 1
0
Q(x)q(x)dx =
∫ 1
0
1
2
∂xQ(x)
2dx = 0.
To apply Lemma 2.2 for N ≥ 1 we write fN on the right hand side of (15) in
the form
fN (x, ν) = h1(x)e
iνx +
h2(x)
2iν
eiνx +
h3(x, ν)
ν2
eiνx.
To determine h1, h2, and h3 we need to analyse the expression (16) defining
fN(x, ν) in more detail. Recall that by (13), wN (x, ν) = exp
(∫ x
0 αN (t, ν)dt
)
and
αN (t, ν) = iν +
q(t)
2iν
+O(ν−2).
Hence, with Q(x) =
∫ x
0
q(t)dt,
wN (x, ν) = e
iνx
(
1 +
Q(x)
2iν
+O(ν−2)
)
and
fN (x, ν) =sN+1(x)e
iνx +
(
Q(x)sN+1(x) −
N∑
l=1
sN+1−l(x)sl(x)
)
eiνx
2iν
+
h3(x, ν)
ν2
eiνx (26)
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where h3(x, ν) can be explicitly computed from (16) and h3(·, νn) is bounded in
L2
C
[0, 1] uniformly. Thus by Lemma 2.2 one gets
rN (1,±νn) =(−1)n
∫ 1
0
sN+1dx+ (−1)n+1
∫ 1
0
sN+1e
±2inπxdx
± (−1)
n+1
2inπ
·
∫ 1
0
Q · sN+1dx+ 1
n
ℓ2n
± (−1)
n
2inπ
(∫ 1
0
Q · sN+1dx−
∫ 1
0
N∑
l=1
sN+1−l · sldx
)
± (−1)
n+1
2inπ
∫ 1
0
Q · sN+1e±2inπxdx
± (−1)
n
2inπ
∫ 1
0
(
N∑
l=1
sN+1−l · sl
)
e±2inπxdx+
1
n
ℓ2n.
To continue, note that by (11)
sN+1(x) = (−1)N∂Nx q(x) +H2C.
As q is periodic, integrating by parts yields∫ 1
0
sN+1(x)e
±2inπxdx =(−1)N
∫ 1
0
∂Nx q(x)e
±2inπxdx+O(
1
n2
)
=(±2inπ)N
∫ 1
0
q(x)e±2inπxdx+O(
1
n2
).
Moreover, as Q(x)sN+1(x) and
∑N
l=1 sN+1−l(x)sl(x) are in L
2
C
, their sequences
of Fourier coefficients are in ℓ2
C
. Taking into account identity (25) and that the
terms containing
∫ 1
0
Q(x)sN+1(x)dx cancel each other we then get
rN (1,±νn) =(−1)n
∫ 1
0
sN+1dx+ (−1)n+1(±2inπ)N
∫ 1
0
q(x)e±2inπxdx
± (−1)
n
2inπ
aN+2 +
1
n
ℓ2n.
(ii) Again we treat the case N = 0 first. Then f0(t, νn) = q(x)e
iνnx and hence
by Lemma 2.2 (i),
r′0(1,±νn) = ±inπ(−1)n
∫ 1
0
q(x)e±2inπxdx+ ℓ2n
where we again used that
∫ 1
0
Q(x)q(x)dx = 0. As a1 = 0 and a2 = 0, the
obtained asymptotics coincide with the claimed ones. If N ≥ 1, then we again
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use the representation (26) of fN(x, ν) to conclude from Lemma 2.2 that
r′(1,±νn) =± inπ(−1)naN+1 ± inπ(−1)n
∫ 1
0
(−1)N∂Nx q(x)e±2inπxdx
+
(−1)n
2
aN+2 + ℓ
2
n
which leads to the claimed asymptotic estimate. Going through the various steps
of the proof one verifies in a straightforward way that the claimed uniformity
holds.
At various occasions we will need the following property of the coefficients
sk for k even.
Lemma 2.3. For q in HN0,C with N ≥ 0, and 1 ≤ k ≤ N + 2, ak =
∫ 1
0
sk(x)dx
is equal to an integral of a polynomial of q and its derivatives up to order k− 3.
Moreover
a2k =
∫ 1
0
s2k(x)dx = 0 ∀ 2 ≤ 2k ≤ N + 2. (27)
Proof. The first statement follows from the definition (9)-(10) of sk. Indeed by
(11), for 2 ≤ k ≤ N + 1, ak =
∫ 1
0 sk−2(x)dx. For the case k = N + 2 see (25).
The identities (27) hold in the case N = 0 or N = 1 as a2 =
∫ 1
0
−∂xqdx = 0 by
the definition (10) of s2. It therefore suffices to consider the case where N ≥ 2.
By approximating q ∈ HN0,C with a sequence in H4N0,C , it suffices to proof (27) for
q in H4N0,C . For ν 6= 0, denote by Y4N (x, ν) the solution matrix
Y4N (x, ν) =
(
z4N(x,−ν) z4N (x, ν)
z′4N(x,−ν) z′4N (x, ν)
)
.
As z4N (0, ν) = 1 and z
′
4N(0, ν) = α4N (0, ν) one has
detY4N (0, ν) = α4N (0, ν)− α4N (0,−ν) = 2iν +
∑
1≤2l+1≤4N
2s2l+1(0)
(2iν)2l+1
.
Therefore, detY4N (0, ν) 6= 0 for |ν| sufficiently large. Furthermore, by the
Wronskian identity, detY4N (1, ν) = detY4N (0, ν) and hence, for |ν| sufficiently
large,
z4N(1,−ν)z′4N (1, ν)− z4N (1, ν)z′4N (1,−ν)
α4N (0, ν)− α4N (0,−ν) = 1 (28)
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Write z4N(1,±ν) as a product with an error term as follows. Introduce
A := exp

iν + ∑
1≤2l+1≤4N
a2l+1
(2iν)2l+1


B := exp

 ∑
2≤2l≤4N
a2l
(2iν)2l


R± :=
r4N (1,±ν)
(±2iν)4N+1 and R
′
± :=
r′4N (1,±ν)
(±2iν)4N+1
As α4N (x, ν) is periodic in x, α4N (1, ν) = α4N (0, ν), one concludes
z4N (1, ν) =A ·B +R+, z4N (1,−ν) =A−1B +R−
z′4N (1, ν) =α4N (0, ν)A · B +R′+, z′4N (1,−ν) =α4N (0,−ν)A−1B +R′−.
Substituting these expressions into (28) yields
B2 = 1− R
α4N (0, ν)− α4N (0,−ν) (29)
where
R = α4N (0, ν)R−AB +R′+A
−1B +R−R′+
− α4N (0,−ν)R+A−1B −R′−AB −R+R′−.
By Lemma 2.1, applied to f(x, ν) = −2iνf4N(x, ν) with f4N (x, ν) defined as in
(16), one concludes that for ν real,
R± = O
(
1
ν4N
)
and R′± = O
(
1
ν4N−1
)
.
Furthermore, α4N (0, ν) − α4N (0,−ν) = 2iν + O
(
1
ν
)
. Taking the logarithm of
both sides of (29) then yields, for ν −→∞,
2
∑
2≤2l≤4N
a2l
(2iν)2l
= log
(
1− R
α2N (0, ν)− α2N (0,−ν)
)
=O
(
1
ν4N
)
which implies that
a2l = 0 ∀2 ≤ 2l ≤ 4N − 2.
As N + 2 ≤ 4N − 2 for N ≥ 2, the claimed result follows.
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3 Asymptotics of the κn
In this section we prove Theorem 1.1.
Proof of Theorem 1.1. In section 2, for q ∈ HN0,C, we consider solutions of −y′′+
qy = ν2y of the form
zN(x,±ν) = y1(x, ν2) + αN (0,±ν)y2(x, ν2)
where
αN (x,±ν) = ±iν +
N∑
k=1
sk(x)
(±2iν)k .
(Note that for N = 0, the latter sum is zero.) Hence for νn = +
√
µn one gets
zN(1, νn) = y1(1, µn) = zN(1,−νn).
In view of (??) it then follows that
κn(q) = −1
2
log (zN (1, νn)zN (1,−νn)) . (30)
In section 2 we show that
zN(x,±ν) = wN (x,±ν) + rN (x,±ν)
(±2iν)N+1
where
wN (x,±ν) = exp
(∫ x
0
αN (t,±ν)dt
)
.
Hence zN (1, νn)zN (1,−νn) = I + II + III where
I =exp
(
N∑
k=1
(1 + (−1)k)
∫ 1
0
sk(x)dx · (2iνn)−k
)
II =wN (1,−νn) rN (1, νn)
(2iνn)N+1
+ wN (1, νn)
rN (1,−νn)
(−2iνn)N+1
III = rN (1, νn)rN (1,−νn)(−1)N+1(2iνn)−2N−2.
The three terms are analyzed separately. Let us begin with I. By Lemma 2.3
(1 + (−1)k)
∫ 1
0
sk(x)dx = 0 ∀1 ≤ k ≤ N + 2. (31)
(These are the cancelations alluded to above.) Therefore
I = 1. (32)
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Towards II, note that in view of the assumption
∫ 1
0 q(x)dx = 0 one has µn =
n2π2 + ℓ2n and thus
νn = nπ +
1
n
ℓ2n = nπ
(
1 +
1
n2
ℓ2n
)
.
It implies that
(2iνn)
−N−1 = (2inπ)−N−1 + n−N−3ℓ2n
and
wN (1,±νn) = (−1)n
(
1 +
1
n
ℓ2n
)
.
Furthermore, by Proposition 2.1, rN (1,±νn) is given by
(−1)n
(
aN+1 − (±2inπ)N
∫ 1
0
q(x)e±2inπxdx± 1
2inπ
aN+2 +
1
n
ℓ2n
)
.
Hence
II =(−1)n(2inπ)−N−1 (rN (1, νn) + (−1)N+1rN (1,−νn))+ 1
nN+2
ℓ2n
=(2inπ)−N−1
(
(1 + (−1)N+1)aN+1 − 2i〈q, sin 2πnx〉
+
1 + (−1)N+2
2inπ
aN+2
)
+
1
nN+2
ℓ2n.
Hence again by (31) (Lemma 2.3)
(1 + (−1)N+2)aN+2 = 0 and (1 + (−1)N+1)aN+1 = 0.
Therefore
II = − 1
nπ
〈q, sin 2πnx〉+ 1
nN+2
ℓ2n. (33)
Finally,
III =
1
nN+2
ℓ2n. (34)
(IfN ≥ 1 one has the stronger estimate III = O(n−N−3).) Combining (32)-(34)
then yields
zN(1, νn)zN (1,−νn) = 1− 1
nπ
〈q, sin 2πnx〉+ 1
nN+2
ℓ2n
which, in view of (30), leads to
κn =− 1
2
log (zN (1, νn)zN(1,−νn))
=
1
2nπ
〈q, sin 2πnx〉+ 1
nN+2
ℓ2n.
Going through the various steps of the proof one verifies in a straightforward
way that the claimed uniformity holds.
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4 Asymptotics of µn and ηn
In this section we prove the asymptotic estimates for the Dirichlet and Neumann
eigenvalues as stated in Theorem 1.4 in the introduction.
Proof of Theorem 1.4. Let us first prove the asymptotics of the Dirichlet eigen-
values. The main ingredient of the proof are the special solutions zN(x,±ν) of
−y′′ + qy = ν2y for q in HN0,C, constructed in section 2,
zN (x, ν) = exp
(∫ x
0
αN (t, ν)dt
)
+
rN (x, ν)
(2iν)N+1
(35)
where αN (t, ν) = iν +
∑N
k=1
sk(t)
(2iν)k and the functions sk(t) are given by (9)-
(10). Note that zN (0,±ν) = 1 and recall that for |ν| sufficiently large, zN (x, ν)
and zN(x,−ν) are linearly independent. Hence zN (x, ν)− zN (x,−ν) is a scalar
multiple of y2(x, ν
2). The n’th Dirichlet eigenvalue µn therefore satisfies
zN (1, νn)− zN (1,−νn) = 0 (36)
where νn = +
√
µn. To analyse (36) note that by Lemma 2.3, exp
(∫ 1
0 αN (t, ν)dt
)
equals
A = exp

iνn + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1


= (−1)n exp

i(νn − nπ) + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1


where ak =
∫ 1
0
sk(t)dt. Combining (35) and (36) we therefore get the equation
A−A−1 = R where R = rN (1,−νn)
(−2iνn)N+1 −
rN (1, νn)
(2iνn)N+1
i.e., A satisfies the quadratic equation
A2 −RA− 1 = 0. (37)
As µn = n
2π2 + ℓ2n one has νn = nπ +
1
nℓ
2
n and hence A is the solution of (37)
given by
(−1)nA = (−1)nR/2 +
√
1 +R2/4 = 1 +R2/8 +O(R4) + (−1)nR/2. (38)
According to Proposition 2.1 and in view of the asymptotics νn = nπ+
1
nℓ
2
n one
has
−(2iνn)N+1R = rN (1, νn) + (−1)NrN (1,−νn)
= (−1)n(1 + (−1)N)aN+1 + 2(−1)n+1(2inπ)N〈q, cos 2nπx〉
+
(−1)n
2inπ
(1 + (−1)N+1)aN+2 + 1
n
ℓ2n.
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As by Lemma 2.3, (1 + (−1)N )aN+1 = 2aN+1 as well as (1 + (−1)N+1)aN+2 =
2aN+2, and
(2iνn)
−(N+1) = (2inπ)−(N+1)(1 +
1
n2
ℓ2n) (39)
one gets
(−1)n
2
R =− 1
(2inπ)N+1
(
aN+1 − (2inπ)N 〈q, cos 2nπx〉+ 1
2inπ
aN+2 +
1
n
ℓ2n
)
.
As a1 =
∫ 1
0 q(x)dx = 0 we then conclude that in the case N = 0,
(−1)nR = 1
inπ
(
〈q, cos 2nπx〉+ 1
n
ℓ2n
)
and R2 = 1n2 ℓ
2
n whereas for N ≥ 1, using that (2inπ)N 〈q, cos 2nπx〉 = ℓ2n
R2 =
1
(2inπ)N+1
O
(
1
n2
)
.
Substituting these estimates into (38) therefore yields in both cases, N = 0 and
N ≥ 1,
exp

i(νn − nπ) + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1

 = 1 + (−1)n
2
R+O(R2)
= 1− 1
(2inπ)N+1
(
aN+1 − (2inπ)N 〈q, cos 2nπx〉+ 1
2inπ
aN+2 +
1
n
ℓ2n
)
.
Taking the principal branch of the logarithm of both sides of the latter identity
and multiplying by −i we thus obtain in view of (39), that ρn := νn−nπ equals
ρn =
∑
1≤2l+1≤N+2
(−1)l a2l+1
(2νn)2l+1
− 1
2nπ
〈q, cos 2nπx〉+ 1
nN+2
ℓ2n. (40)
Unfortunately, νn appears also on the right hand side of (40). To address this
issue, we follow an approach found by Marchenko [5]. Let
F (z) =
∑
1≤2l+1≤N+2
(−1)l
22l+1
a2l+1z
2l+1 (41)
and write
1
νn
=
1
nπ + ρn
=
1/n
π + ρn/n
.
We approximate F ( 1νn ) by approximating ρn by ρ(1/n) in the above expression
where ρ is an analytic function so that near z = 0,
ρ(z)− F
(
z
π + zρ(z)
)
= 0.
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To find ρ introduce
G(z, w) := w − F
(
z
π + zw
)
.
Note that G(0, 0) = 0 and ∂wG(0, 0) = 1. Hence by the implicit function
theorem there exists near z = 0 a unique analytic function ρ = ρ(z) so that
ρ(0) = 0 and G(z, ρ(z)) = 0 for z near 0. Note that F is an odd function; hence
G(−z,−w) = −w + F
(
z
π + zw
)
= −G(z, w)
and as a consequence, G(−z,−ρ(z)) = 0 near z = 0. On the other hand,
G(−z, ρ(−z)) = 0 and therefore, by the uniqueness of ρ(z), one has ρ(−z) =
−ρ(z). It follows that ρ has an expansion of the form
ρ(z) =
∞∑
k=0
b2k+1z
2k+1. (42)
The coefficients b2k+1 can be computed recursively from the identity
ρ(z) = F
(
z
π + zρ(z)
)
.
In this way one sees that for any k ≥ 0, b2k+1 is a polynomial in the coefficients
a2l+1 of F with 0 ≤ l ≤ k. The Taylor expansion of F (z) at zn = 1nπ+ρ( 1n ) with
Lagrange’s remainder term reads
F
(
1
νn
)
= ρ
(
1
n
)
+ Fn ·
(
ρ
(
1
n
)
− ρn
)
(43)
where
Fn =
∫ 1
0
F ′
(
zn + t
(
1
νn
− zn
))
dt · 1
νn · (nπ + ρ(1/n)) = O(
1
n2
) (44)
as ρ(0) = 0 and ρn =
1
nℓ
2
n → 0 as n→∞. Substracting ρ(1/n) on both sides of
the identity (40) then yields
(1 + Fn) · (ρn − ρ(1/n)) = − 1
2nπ
〈q, cos 2nπx〉+ 1
nN+2
ℓ2n
or
ρn − ρ(1/n) = − 1
2nπ
〈q, cos 2nπx〉+ 1
nN+2
ℓ2n.
Thus we have shown that
νn = nπ +
∑
1≤2k+1≤N+2
b2k+1
1
n2k+1
− 1
2nπ
〈q, cos 2nπx〉+ 1
nN+2
ℓ2n.
By taking squares on both sides of the latter identity we obtain the asymptotics
(6) with the claimed properties of the expression mn of (3). Going through the
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arguments of the proof one verifies the stated uniformity property of the error
term in (6).
The asymptotic estimates for the Neumann eigenvalues (ηn)n≥0 are derived in
a similar way as the ones for the Dirichlet eigenvalues. Note that the special
solutions zN (x,±ν) satisfy zN(0,±ν) = 1 and z′N (0,±ν) = αN (0,±ν). Hence
y(x, ν) := αN (0,−ν)zN (x, ν) − αN (0, ν)zN (x,−ν) satisfies y′(0, ν) = 0. As
αN (0,±ν) = ±iν +
∑
1≤k≤N
sk(0)
(±2iν)k , for |ν| sufficiently large,
y(0, ν) = αN (0,−ν)− αN (0, ν) = −2iν +O
(
1
ν
)
6= 0.
Therefore y(x, ν) is parallel to y1(x, ν
2). Again it is convenient to introduce
νn =
√
ηn = nπ +
1
nℓ
2
n. The n’th Neumann eigenvalue ηn is then characterized
by
αN (0,−νn)z′N (1, νn)− αN (0, νn)z′N (1,−νn) = 0. (45)
To analyze (45) note that
z′N(1,±νn) = αN (1,±νn)A±1 +
r′N (1, νn)
(±2iνn)N+1 ,
whereA±1 = exp
(
±iνn +
∑
1≤2l+1≤N
a2l+1
(±2iνn)2l+1
)
. As αN (x,±νn) is 1-periodic
in x, (45) reads
αN (0,−νn)αN (0, νn)A− αN (0,−νn)αN (0, νn)A−1
=αN (0, νn)
r′N (1,−νn)
(−2iνn)N+1 − αN (0,−νn)
r′N (1, νn)
(2iνn)N+1
.
Thus A satisfies the quadratic equation
A2 − 2RA− 1 = 0
where
R =
1
2αN(0,−νn)
r′N (1,−νn)
(−2iνn)N+1 −
1
2αN(0, νn)
r′N (1, νn)
(2iνn)N+1
.
As νn = nπ +
1
nℓ
2
n, we write
(−1)nA = exp

i(νn − nπ) + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1


leading to
(−1)nA = (−1)nR+ +
√
1 +R2 = 1 + (−1)nR+O(R2). (46)
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By Proposition 2.1, (−1)nr′N (1,±νn) equals
±inπaN+1 ± inπ(±2inπ)N
∫ 1
0
q(x)e±2πinxdx+
aN+2
2
+ ℓ2n.
Further
αN (0,±νn) = ±iνn +
∑
1≤k≤N
sk(0)
(±2iνn)k = ±inπ
(
1 +O
(
1
n2
))
,
and thus
(−1)nr′N (1,±νn)
αN (0,±νn) =aN+1 + (±2inπ)
N
∫ 1
0
q(x)e±2πinxdx+
aN+2
±2inπ +
1
n
ℓ2n
yielding the asymptotic estimate
(−1)nR = 1
2
(−1)N+1
(2inπ)N+1
aN+1 − 1
2
1
2inπ
∫ 1
0
q(x)e−2πinxdx +
aN+2
2
(−1)N+2
(2inπ)N+2
−1
2
1
(2inπ)N+1
aN+1 − 1
2
1
2inπ
∫ 1
0
q(x)e2πinxdx− aN+2
2
1
(2inπ)N+2
+
1
nN+2
ℓ2n.
Using that by Lemma 2.3,
aN+1(1 + (−1)N ) = 2aN+1 and aN+2(1 + (−1)N+1) = 2aN+2,
one then gets
(−1)nR = −aN+1 1
(2inπ)N+1
− 1
2inπ
〈q, cos 2πnx〉−aN+2 1
(2inπ)N+2
+
1
nN+2
ℓ2n.
In view of a1 = a2 = 0 one then gets for any N ≥ 0
R2 =
1
nN+2
ℓ2n.
Substituting the latter two estimates into (46) one concludes
exp

i(νn − nπ) + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1


=1− aN+1 1
(2inπ)N+1
− 1
2inπ
〈q, cos 2πnx〉 − aN+2 1
(2inπ)N+2
+
1
nN+2
ℓ2n
and taking the principal branch of the logarithm on both sides one gets after
multiplying by −i for any N ≥ 0,
ρn := νn − nπ =
∑
1≤2l+1≤N+2
(−1)la2l+1
(2νn)2l+1
+
1
2nπ
〈q, cos 2πnx〉+ 1
nN+2
ℓ2n.
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Arguing as in the case of the Dirichlet eigenvalues one then concludes that
νn =nπ +
∑
1≤2l+1≤N+2
b2l+1
n2l+1
+
1
2nπ
〈q, cos 2πnx〉+ 1
nN+2
ℓ2n.
Squaring both sides of the latter identity yields the claimed asymptotics for the
Neumann eigenvalues. Going through the arguments of the proof one verifies
the stated uniformity property of the error term.
5 Asymptotics of λn
The main purpose of this section is to prove Theorem 1.2.
Proof of Theorem 1.2. As for the proof of Theorem 1.4, the main ingredient are
the special solutions zN (x,±νn) of −y′′ + qy = ν2y for potentials q ∈ HN0,C,
constructed in section 2,
zN (x, ν) = exp
(∫ x
0
αN (t, ν)dt
)
+
rN (x, ν)
(2iν)N+1
where αN (t, ν) = iν +
∑
1≤k≤N
sk(t)
(2iν)k . (Without further reference, we use the
notation introduced in section 2.) Recall from section 2 that for |ν| sufficiently
large, zN(x, ν) and zN (x,−ν) are linearly independent. Denote by YN (x, ν) the
solution matrix
YN (x, ν) =
(
zN(x,−ν) zN (x, ν)
z′N(x,−ν) z′N (x, ν)
)
and recall that rN (0, ν) = 0 and r
′
N (0, ν) = 0 so that
YN (0, ν) =
(
1 1
αN (0,−ν) αN (0, ν).
)
The large periodic eigenvalues of −d2x+ q on the interval [0, 1] are thus given by
the zeros of the characteristic function
χp(ν) := det (YN (1, ν)− YN (0, ν))
whereas the large antiperiodic eigenvalues of −d2x + q on the interval [0, 1] are
given by the zeroes of
χap(ν) := det (YN (1, ν) + YN (0, ν)) .
The two cases are treated in a similar fashion and hence we concentrate on the
periodic case only. Recall that for q = 0, they are given by λ0 = 0, λ4n =
λ4n−1 = (2nπ)2. For arbitrary q one then knows that the large periodic eigen-
values are λ2n, λ2n−1 with n large and even. It is convenient to introduce the
notation
ν+n =
+
√
λ2n, ν
−
n =
+
√
λ2n−1
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and to write νn if we do not need to specify our choice among ν
+
n and ν
−
n . Let
us now compute the asymptotics of χp(ν). First note that αN (1, ν) = αN (0, ν)
as q is 1-periodic, leading to the formula
z′N (1, ν) = αN (0, ν) exp
(∫ 1
0
αN (t, ν)dt
)
+
r′N (1, ν)
(2iν)N+1
.
Then we have
zN(1,±νn) = A±1 +R±
and
z′N (1,±νn) = α±A±1 + R′±
where
A±1 := exp
(
±
∫ 1
0
αN (t, νn)dt
)
= exp
(∫ 1
0
αN (t,±νn)dt
)
(the latter identity follows from Lemma 2.3)
R± :=
rN (1,±νn)
(±2iνn)N+1 R
′
± :=
r′N (1,±νn)
(±2iνn)N+1
and
α± := αN (0,±νn) = ±iνn +
N∑
k=1
sk(0)
(±2iνn)k .
Hence χp(νn) equals(
A−1 +R− − 1
) (
α+A+R′+ − α+
)− (α−A−1 +R′− − α−) (A+R+ − 1)
or
χp(νn) = ξA+ ζ + ηA
−1
where
ξ =α+R− −R′− − α+ + α−
ζ =2α+ − 2α− +R′− − α+R− −R′+ + α−R+ +R−R′+ −R′−R+
η =− α−R+ +R′+ − α+ + α−.
Note that
ζ = −(ξ + η) +R with R = R−R′+ −R′−R+.
As χp(νn) = 0, one has ξA+ ζ + ηA
−1 = 0 or
A =
ξ + η −R+ ǫ
√
(ξ + η −R)2 − 4ξη
2ξ
(47)
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with an appropriate choice of the sign ǫ = ǫ±n ∈ {±1}. We want to estimate the
terms on the right hand side of (47). By Proposition 2.1 and the assumption
that n is even, (−1)n = 1 and hence
rN (1,±νn) = aN+1 − e±n ±
1
2inπ
aN+2 +
1
n
ℓ2n
where
e±n = (±2inπ)N
∫ 1
0
q(x)e±2inπxdx.
Similarly, the asymptotics of r′N (1,±νn) are given by
r′N (1,±νn) = ±inπaN+1 ± inπe±n +
1
2
aN+2 + ℓ
2
n.
Furthermore, as a1 =
∫ 1
0
qdx = 0 by assumption, and νn = nπ +
1
nℓ
2
n
α± = ±inπ + 1
n
ℓ2n.
These asymptotics yield the following estimates
ξ =α− − α+ + −aN+1 + aN+2/(2inπ) + ℓ
2
n/n
(−2inπ)N (48)
η =α− − α+ + aN+1 + aN+2/(2inπ) + ℓ
2
n/n
(2inπ)N
. (49)
Furthermore, R = R−R′+ −R′−R+ has an expansion of the form
R =
i
(2nπ)2N+1
(
a2N+1 − e+n e−n +
1
n
ℓ2n
)
. (50)
Now we are ready to estimate the terms on the right hand side of (47). By
Lemma 2.3, aN+1 = 0 [aN+2 = 0] for N odd [even]. Hence for any N , (1 +
(−1)N+1)aN+1 = 0 and (1 + (−1)N )aN+2 = 0. As a consequence, (48)-(49)
yield
ξ + η = 2(α− − α+) + 1
nN+1
ℓ2n
and
η − ξ = 1 + (−1)
N
(2inπ)N
aN+1 +
1 + (−1)N+1
(2inπ)N+1
aN+2 +
1
nN+1
ℓ2n.
Furthermore, if N = 0, then use a1 =
∫ 1
0
q(x)dx = 0 to conclude that by
(48), R = 1nℓ
2
n, whereas for N = 1, the fact that a2 = 0 leads to the estimate
R = 1n2 ℓ
2
n. For N ≥ 2, one gets from (48) that R = 1nN+1 ℓ2n. Altogether we have
established that for any N ≥ 0
R =
1
nN+1
ℓ2n
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and thus
ξ + η −R = 2(α− − α+) + 1
nN+1
ℓ2n.
To estimate the square root in (47), the term R will play a role. First note that
(ξ + η −R)2 − 4ξη = (η − ξ)2 − 2(ξ + η)R+R2.
As aN+1 · aN+2 = 0 for any N ≥ 0 by Lemma 2.3, we get
(η − ξ)2 =(1 + (−1)
N)2
(2inπ)2N
a2N+1 +
1
n2N+1
ℓ2n
−2(ξ + η)R =
(
4(α+ − α−) + 1
nN+1
ℓ2n
)
(−1)N+1
(2inπ)2N+1
(
a2N+1 − e+n e−n +
1
n
ℓ2n
)
=
(−1)N+14
(2inπ)2N
(
a2N+1 − e+n e−n
)
+
1
n2N+1
ℓ2n.
Clearly R2 = 1n2N+1 ℓ
2
n and thus
(ξ + η −R)2 − 4ξη =(1 + (−1)
N)2 − (−1)N4
(2inπ)2N
a2N+1 +
(−1)N4
(2inπ)2N
e+n e
−
n
+
1
n2N+1
ℓ2n.
Using once more that aN+1 = 0 for N odd it follows that for any N ≥ 0,(
(1 + (−1)N )2 − (−1)N4) a2N+1 = 0
leading to √
(ξ + η −R)2 − 4ξη = 2
(2nπ)N
√
e+n e
−
n +
1
n
ℓ2n.
Finally we need to estimate 1/2ξ. As (α− − α+) = −2inπ + O( 1n ) it follows
from (48) that
2ξ = 2(α− − α+)
(
1 +
(−1)NaN+1
(2inπ)N+1
− (−1)
NaN+2
(2inπ)N+2
+
1
nN+2
ℓ2n
)
.
As aN+1 = 0 for N = 0, we get from the Taylor expansion (1 + x)
−1 = 1− x+
O(x2), for any N ≥ 0,
1
2ξ
=
1
2(α− − α+)
(
1 +
(−1)N+1aN+1
(2inπ)N+1
+
(−1)NaN+2
(2inπ)N+2
+
1
nN+2
ℓ2n
)
.
Combining the estimates obtained so far and substituting them into the identity
(47) we get for any N ≥ 0, after dividing nominator and denominator of the
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right hand side by 2(α− − α+),
A =
(
1± iǫn
(2nπ)N+1
√
e+n e
−
n +
1
n
ℓ2n +
1
nN+2
ℓ2n
)
·
(
1− (−1)
NaN+1
(2inπ)N+1
+
(−1)NaN+2
(2inπ)N+2
+
1
nN+2
ℓ2n
)
=1 +
(−1)N+1aN+1
(2inπ)N+1
+
(−1)N+2aN+2
(2inπ)N+2
± iǫn
(2nπ)N+1
√
e+n e
−
n +
1
n
ℓ2n +
1
nN+2
ℓ2n.
Here we used that
(√
e+n e
−
n +
1
nℓ
2
n
)
n≥1
is in ℓ2. Taking the principal branch of
the logarithm of both sides and taking into account that log(1+x) = x+O(x2)
as well as νn − nπ = 1nℓ2n and einπ = 1 as n is even one gets
i(νn − nπ) +
∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1
=
(−1)N+1aN+1
(2inπ)N+1
+
(−1)N+2aN+2
(2inπ)N+2
± iǫn
(2nπ)N+1
√
e+n e
−
n +
1
n
ℓ2n +
1
nN+2
ℓ2n.
Using once more that by Lemma 2.3, ak = 0 for k even we get, after multiplying
both sides by −i, the following estimate for ρn := νn − nπ
ρn =
∑
1≤2l+1≤N+2
(−1)l a2l+1
(2νn)2l+1
+
ǫn
(2nπ)N+1
√
e+n e
−
n +
1
n
ℓ2n +
1
nN+2
ℓ2n.
Arguing as in the proof of Theorem 1.4 (section 4), one has by (41)-(44)
∑
1≤2l+1≤N+2
(−1)l a2l+1
(2νn)2l+1
= ρ
(
1
n
)
+ Fn ·
(
ρ
(
1
n
)
− ρn
)
with ρ(z) given by (42) and Fn by (44). Therefore
(1 + Fn) ·
(
ρn − ρ
(
1
n
))
=
ǫn
(2nπ)N+1
√
e+n e
−
n +
1
n
ℓ2n +
1
nN+2
ℓ2n.
By (44), Fn = O(1/n
2) and thus
νn = nπ +
∑
1≤2l+1≤N+2
b2l+1
1
n2l+1
+
ǫn
(2nπ)N+1
√
e+n e
−
n +
1
n
ℓ2n +
1
nN+2
ℓ2n.
Squaring the latter expression yields
ν2n = mn +
ǫn
(2nπ)N
√
e+n e
−
n +
1
n
ℓ2n +
1
nN+1
ℓ2n
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with mn given by (3). Going through the arguments of the proof one verifies
that the error terms are uniformly bounded on bounded subsets of potentials in
HN0,C.
We have also the following result on the coefficients c2j in (3).
Corollary 5.1. Let N ∈ Z≥0. Then for any 2 ≤ 2j ≤ N , c2j is a spectral
invariant on HN0,C, i.e., for any two potentials p, q in H
N
0,C so that −d2x + p
and −d2x + q have the same periodic spectrum, one has c2j(p) = c2j(q). In
addition, if N + 1 is even (otherwise cN+1 vanishes on H
N
0,C) there exists an
open neighbourhood W˜N ⊆ HN0,C of HN0 so that on W˜N , cN+1 is a spectral
invariant as well.
Proof of Corollary 5.1. Let p, q in HN0,C be isospectral, i.e., −d2x+p and −d2x+ q
have the same periodic spectrum. By the asymptotic estimates (2) of Theorem
1.2 we have c2j(p) = c2j(q) for any 2 ≤ 2j ≤ N . The case of the coefficient
cN+1, N + 1 even, is more subtle as the factor in the asymptotic estimate (2)
containing Fourier coefficients of q, is of comparable size.
By [3], Theorem 11.10 and Theorem 11.11, there exists an open neighbour-
hood W˜N ⊆ HN0,C of HN0 so that any two isospectral potentials p, q in in W˜N
can be approximated by isospectral finite gap potentials. In particular it follows
that there exist sequences (pl)l≥1, (ql)l≥1 in W˜N with the following properties
(i) (pl)l≥1, (ql)l≥1 ⊂ Hk0,C for any k ∈ Z≥0;
(ii) liml→∞ pl = p, liml→∞ ql = q in HN0,C;
(iii) the periodic spectra of −d2x + pl and −d2x + ql coincide for any l in Z≥1.
By (i) and the first part of this proof it then follows that
cN+1(pl) = cN+1(ql) ∀l ≥ 1.
As cN+1 is the integral of a polynomial in q and its derivatives up to orderN−1,
it follows that, cN+1(p) = liml→∞ cN+1(pl) and cN+1(q) = liml→∞ cN+1(ql).
Hence cN+1(p) = cN+1(q) as claimed.
Remark 5.1. Denote by ∆(λ) ≡ ∆(λ, q) the discriminant of −d2x + q, i.e.,
∆(λ) = y1(1, λ) + y
′
2(1, λ). Using Corollary 5.1 one can prove that the Poisson
bracket {cN+1,∆(λ)} =
∫ 1
0 ∂qcN+1∂x∂q∆(λ) vanishes on H
N
0 for any λ ∈ C. As
cN+1 and ∆(λ) are defined on all of H
N
0,C and are analytic there {cN+1,∆(λ)} =
0 on HN0,C for any λ ∈ C.
6 Proof of Theorem 1.3
The main purpose of this section is to prove the asymptotics of the τn’s stated
in Theorem 1.3.
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Proof of Theorem 1.3 (i). Theorem 1.3 (i) is a direct consequence of the asymp-
totics of the periodic eigenvalues stated in Section 8, Theorem 8.1.
In the case of complex valued potentials the arguments are more involved.
The strategy to prove Theorem 1.3 (ii) is to try to find for any given element q
in HN0,C an isospectral potential p with the property that the periodic spectrum
consists of the disjoint union of the Dirichlet and Neumann spectrum. Such
a p is found with the help of the so called Birkhoff map (cf [3] for a detailed
construction) for any q in HN0,C sufficiently close to the real subspace H
N
0 . The
asymptotics of τn are then obtained by applying Theorem 1.4 and Corollary
5.1. First we need to establish some auxiliary results. Introduce the following
subset of L20,C
E := {q ∈ L20,C| specD(−d2x + q) ⊆ specp(−d2x + q)}.
We begin by examining some properties of E ∩L20. It turns out that for q in
E ∩ L20, each Neumann eigenvalue is a periodic one as well. To prove this fact
we first need to establish the following result for even potentials. We say that
q ∈ L20,C is even if q(x) = q(1− x) for a.e. 0 < x < 1.
Lemma 6.1. Assume that q ∈ L20,C is even. Then each Dirichlet and each
Neumann eigenvalue of −d2x + q is also a periodic eigenvalue.
Proof. Consider first the Dirichlet eigenvalues (µn)n≥1. For any n ≥ 1, the
function g(x) := y2(1− x, µn) satisfies the equation (0 < x < 1)
−g′′(x) + q(x)g(x) =− y′′2 (1− x, µn) + q(1− x)y2(1− x, µn)
=µny2(1− x, µn)
where we used that by assumption q(x) = q(1 − x) for a.e. 0 < x < 1. As
g(0) = y2(1, µn) it then follows that g(x) = g
′(0)y2(x, µn) for any 0 ≤ x ≤ 1.
But g′(0) = −y′2(1, µn) and therefore
−1 = g′(1) = g′(0)y′2(x, µn)|x=1 = −y′2(1, µn)2.
As a consequence y′2(1, µn) = ±1, implying that µn is a periodic eigenvalue of
−d2x + q (when considered of [0,2]). For the Neumann eigenvalues ηn, n ≥ 0,
one argues similarly. Recall that y′1(1, ηn) = 0. Consider h(x) := y1(1 − x, ηn).
Then h′(0) = 0 and a.e. 0 < x < 1,
−h′′(x) + q(x)h(x) = ηnh(x).
Hence h(x) = h(0)y1(x, ηn), or, when evaluated at x = 1, 1 = y1(1, ηn)
2, again
implying that ηn is a periodic eigenvalue.
Lemma 6.1 allows us to prove the following result for elements in E ∩ L20,
mentioned above.
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Lemma 6.2. For any q ∈ E ∩ L20, the Neumann spectrum (ηn)n≥0 of −d2x + q
is contained in the periodic spectrum as well and one has
η0 = λ0, {ηn, µn} = {λ2n−1, λ2n} ∀n ≥ 1.
Proof. As µn(q) is assumed to be a periodic eigenvalue, one has y
′
2(1, µn) =
(−1)n and hence κn = log(−1)ny′2(1, µn) = 0 for any n ≥ 1. By [6], Lemma 3.4,
it then follows that q is even and thus by Lemma 6.1 the Neumann eigenvalues
(ηn)n≥0 are also periodic ones. Furthermore, as q is assumed to be real, one
has η0 ≤ λ0 and, for any n ≥ 1, λ2n−1 ≤ µn, ηn ≤ λ2n. Hence η0 = λ0 and
{ηn, µn} = {λ2n−1, λ2n} for any n ≥ 1 as claimed.
The Birkhoff map is defined on an open neighbourhood W of L20 and takes
values in h
1/2
C
, where for α ∈ R≥0, hαC = ℓ2,αC × ℓ2,αC and
ℓ2,α
C
=

u = (uk)k≥1 ⊆ C| ‖u‖ℓ2,α =
( ∞∑
k=1
k2α|uk|2
)1/2
<∞

 .
Similarly we let hα := ℓ2,α × ℓ2,α denote the corresponding spaces of real se-
quences. Denote by (xn(q), yn(q))n≥1 the image Φ(q). First we characterize the
image of E∩W by Φ. For this purpose introduce the closed subspace Z of h1/2
C
,
Z := {(xk, yk)k≥1 ∈ h1/2C | yk = 0 ∀k ≥ 1}.
Lemma 6.3. Elements of E ∩W are mapped by Φ to Z ∩ Φ(W ) and
Φ|E∩L2
0
: E ∩ L20 → Z ∩ h1/2
is bijective.
Proof. By a straightforward computation it follows from the definition of the
Birkhoff map, analyzed in [3], that Φ(E ∩ L20) ⊂ Z ∩ h1/2. Moreover, as Φ|L20 :
L20 → h1/2 is a diffeomorphism the restriction of Φ to L20 ∩E is 1− 1. To show
that Φ(L20 ∩ E) = h1/2 ∩ Z, let (xk, 0)k≥1 be an arbitrary element in h1/2 ∩ Z,
and define p = Φ−1((xk, 0)k≥1). Denote by q the potential in L20 ∩ E with the
same periodic spectrum as p and determined uniquely by the conditions
µk(q) =
{
λ2k if xk ≤ 0
λ2k−1 if xk > 0.
By a straightforward calculation one then concludes that Φ(q) = Φ(p) and hence
p = q.
According to [3], for any N ∈ Z≥0, there exists an open neighbourhood
W˜N of H
N
0 in W ∩ HN0,C such that Φ|W˜N : W˜N → Φ(W˜N ) ⊆ h
N+1/2
C
is a
diffeomorphism. We denote Φ(W˜N ) by V˜N .
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Proposition 6.1. For any N ∈ Z≥0 and any q ∈ Φ−1(V˜N ∩ Z).
η0(q) = λ0(q) {µn(q), ηn(q)} = {λ2n(q), λ2n−1(q)} ∀n ≥ 1.
Proof. As Φ|W˜N is a real analytic diffeomorphism onto its image V˜N and Z∩ V˜N
is a real analytic submanifold of V˜N it follows that Φ
−1(V˜N∩Z) is a real analytic
submanifold of W˜N . Both, Dirichlet and Neumann eigenvalues are all simple for
q ∈ W . It follows that they are real analytic functions on W and so are their
restrictions to W˜N . Using that the discriminant ∆(λ, q), given by ∆(λ, q) =
y1(1, λ) + y
′
2(1, λ), is analytic on C×L20,C it then follows that the compositions
Fn : W˜N → C, q 7→ ∆(µn(q), q)2 − 4 (n ≥ 1)
and
Gn : W˜N → C, q 7→ ∆(ηn(q), q)2 − 4 (n ≥ 0)
are analytic. One verifies easily that they are real on W˜N∩HN0 . By the definition
of E, Fn (n ≥ 1) vanishes on E ∩HN0 , and by Lemma 6.2, so does Gn (n ≥ 0).
Furthermore, by Lemma 6.3, one concludes that E ∩HN0 = Φ−1(Z ∩ hN+1/2).
Hence, being analytic, the functions Fn (n ≥ 1) and Gn (n ≥ 0) vanish on
Φ−1(V˜N ∩ Z). By the choice of W (see end of introduction), for any q ∈ W
and n ≥ 1, the eigenvalues µn(q), ηn(q), λ2n−1(q), λ2n(q) are contained in an
isolating neighbourhood Un. The Un’s are pairwise disjoint and none of them
contains λ0 or η0. This implies the claimed statement.
Using Proposition 6.1 we want to find a neighbourhood WN ⊆ W˜N of HN0
so that for any q ∈WN there exists an isospectral potential p ∈ WN ∩E. First
we establish the following elementary result. For β ∈ R≥0 define
ℓ1,β
C
=
{
v = (vk)k≥1 ⊆ C| ‖v‖ℓ1,β =
∞∑
k=1
kβ |vk| <∞
}
.
Introduce the map
Q : ℓ2,α
C
→ ℓ1,2α
C
, (uk)k≥1 7→ Q((uk)k≥1) = (u2k)k≥1.
Obviously one has ‖Q(u)‖ℓ1,2α = ‖u‖2ℓ2,α . Denote by Bℓ1,β (v; ǫ) [Bℓ2,α(u; ǫ)] the
open ball of radius ǫ in ℓ1,β
C
[ℓ2,α
C
], centered at v ∈ ℓ1,β
C
[u ∈ ℓ2,α
C
].
Lemma 6.4. For any α ≥ 0, ǫ > 0, and u ∈ ℓ2α,C
Q(Bℓ2,α(u;
√
ǫ)) ⊇ Bℓ1,2α(Q(u); ǫ).
Proof. Let u ∈ ℓ2,α
C
be arbitrary and consider v = (vk)k≥1 ∈ Bℓ1,2α(Q(u); ǫ). We
would like to find (hk)k≥1 ∈ ℓ2,αC so that for any k ≥ 1,
(uk + hk)
2 = vk implying that ‖(uk + hk)2 − u2k‖ℓ1,2α < ǫ.
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For any k ≥ 1 we obtain the following quadratic equation for hk
h2k + 2ukhk − bk where bk = vk − u2k.
Choose the sign σk ∈ {±1} of the root in hk = −uk + σk
√
v2k + bk in such a
way that
|hk| = min± | − uk ±
√
u2k + bk|.
Then
h2k ≤ |(−uk + σk
√
u2k + bk)(−uk − σk
√
u2k + bk)| = |bk|
and therefore
‖(hk)k≥1‖ℓ2,α ≤ ‖v −Q(u)‖ℓ1,2α < ǫ.
The following lemma will allow us to deal with complex potentials.
Lemma 6.5. For any z0 ∈ hN+1/2 there exists a neighbourhood V (z0) of z0 in
V˜N so that for any z = (xk, yk)k≥1 ∈ V (z0) there exists an element (uk, 0)k≥1
in V˜N with u
2
k = x
2
k + y
2
k for any k ≥ 1.
Proof. Let z0 = (x0k, y
0
k)k≥1 be an arbitrary real sequence in h
N+1/2. Define
u0 = (u0k)k≥1 in ℓ
2,N+1/2 by setting u0k =
+
√
v0k for any k ≥ 1 where v0k =
(x0k)
2+(y0k)
2. As (u0k, 0)k≥1 ∈ hN+1/2 and V˜N (= Φ(W˜N )) is open in hN+1/2C , we
can choose ǫ > 0 so that
{(uk, 0)k≥1| (uk)k≥1 ∈ Bℓ2,N+1/2(u0;
√
ǫ)} ⊆ V˜N .
Now consider the map
P : V˜N → ℓ1,2N+1C , (xk, yk)k≥1 7→ (x2k + y2k)k≥1.
Clearly, P is continuous and therefore there exists a neighbourhood V (z0) of z0
in V˜N so that
P (V (z0)) ⊆ Bℓ1,2N+1(v0; ǫ).
By Lemma 6.4, Bℓ1,2α(Q(v
0); ǫ) ⊆ Q(Bℓ2,α(v0;
√
ǫ)) and hence the neighbour-
hood V (z0) has the claimed property.
Having made these preparations we are ready to prove Theorem 1.3.
Proof of Theorem 1.3 (ii). Let WN ⊆ W˜N be the open neighbourhood of HN0
in W ∩HN0,C given by
WN =
⋃
q∈HN
0
Φ−1(V (Φ(q)))
where V (Φ(q)) ⊆ V˜N is the neighbourhood of Lemma 6.5. Then for any q ∈ WN
there exists an element p ∈ W˜N so that Φ(p) = (uk, 0)k≥1 ∈ V˜N satisfies u2k =
x2k + y
2
k where Φ(q)) = (xk, yk)k≥1. Hence p and q are isospectral. In particular
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τn(q) = τn(p) for any n ≥ 1. By Proposition 6.1 {µn(p), ηn(p)} = {µn(q), ηn(q)}
for any n ≥ 1 and hence by Theorem 1.4
τn(p) = mn(p) +
1
nN+1
ℓ2n.
As by Corollary 5.1, mn(p) = mn(q), one then gets
τn(q) = mn(q) +
1
nN+1
ℓ2n. (51)
Going through the arguments of the proof one verifies the error term in (51) is
locally uniformly bounded.
Combining Theorem 1.4 and Theorem 1.3 one obtains
Corollary 6.1. (i) For any q ∈ HN0 , N ∈ Z≥0,
τn − µn = 〈q, cos 2πnx〉+ 1
nN+1
ℓ2n (52)
where the error term is uniformly bounded on bounded sets of potentials in HN0 .
(ii) For any N ∈ Z≥0, there exists an open neighbourhood WN ⊆ HN0,C of
HN0 so that (52) holds on WN with a locally uniformly bounded error term.
7 Appendix A: Infinite products
In this Appendix we provide asymptotic estimates for infinite products of com-
plex numbers needed to prove the claimed asymptotic estimates of spectral
quantities. For a given sequence (am)m≥1 in C, the infinite product
∏
m≥1(1 +
am) is said to converge if the sequence
(∏
1≤m≤M (1 + am)
)
M≥1
is convergent.
In such a case we set∏
m≥1
(1 + am) = lim
M→∞
∏
1≤m≤M
(1 + am).
It is said to be absolutely convergent if
∏
m≥1(1 + |am|) < ∞. Note that an
absolutely convergent infinite product is convergent. A sufficent condition for∏
m≥1(1 + am) being absolutely convergent is that ‖a‖ℓ1 :=
∑
m≥1 |am| < ∞.
Indeed, as 0 ≤ log(1 + x) ≤ x for any x ≥ 0 one has
∏
m≥1
(1 + |am|) = exp

∑
m≥1
log(1 + |am|)

 ≤ exp

∑
m≥1
|am|

 . (53)
We will improve on the estimates of infinite products of Appendix L in [3] by
using (a version of) the discrete Hilbert transform, defined for an arbitrary
sequence α = (αm)m≥1 ∈ ℓ2C by
Hα :=

∑
m 6=n
αm
(
1
n−m +
1
n+m
)
n≥1
.
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The following result is due to Hilbert – see e.g. [2], p 213 for a proof.
Lemma 7.1. H defines a bounded linear operator on ℓ2
C
, with ‖H‖ ≤ 2π.
Later we will need the following auxilary result.
Lemma 7.2. For any ℓ1-sequence (am)m≥1 ⊆ C with |am| ≤ 12 for any m ≥ 1,
one has ∣∣∣∣∣∣
∏
m≥1
(1 + am)− 1
∣∣∣∣∣∣ ≤ |A|eS + |B|eS+S
2
where A =
∑
m≥1 am, B =
∑
m≥1 |am|2, and S =
∑
m≥1 |am|.
Proof. As |am| ≤ 12 , the logarithm log(1 + am) is well defined and one has
∏
m≥1
(1 + am) = exp

∑
m≥1
log (1 + am)


= eA exp

∑
m≥1
log (1 + am)− am

 .
The estimate |log(1 + z)− z| ≤ |z|2, z ∈ C with |z| ≤ 12 , then leads to the
following bound for R :=
∑
m≥1(log(1 + am)− am),
|R| ≤
∑
m≥1
|am|2 = B ≤ S2.
With |A| ≤ S it then follows that∣∣∣∣∣∣
∏
m≥1
(1 + am)− 1
∣∣∣∣∣∣ =
∣∣(eA − 1) + eA(eR − 1)∣∣ ≤ ∣∣(eA − 1)∣∣+ eS ∣∣(eR − 1)∣∣ .
As |ez − 1| ≤ |z|e|z|, z ∈ C, this leads to the claimed statement,∣∣∣∣∣∣
∏
m≥1
(1 + am)− 1
∣∣∣∣∣∣ ≤ |A|eS + |B|eS+S
2
.
To state the results on infinite products coming up in our study we need to
introduce some more notation. First let us introduce the notion of isolating
neighbourhoods. We say that the discs Un ⊆ C, n ≥ 1, are a family of isolating
neighbourhoods with parameters n0 ≥ 1, r > 0, ρ > 0 if the Un’s are mutually
disjoint open discs with centers zn ∈ R satisfying z1 < z2 < ... , so that
Un ⊆ Dnr := {λ ∈ C| |λ− n2π2| < rπ2} ∀n ≥ 1 (54)
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and
Un = D
n
r ∀n ≥ n0 + 1
so that for any n,m ≥ 1
|λ− µ| ≥ 1
ρ
|n2 −m2| ∀λ ∈ Un, ∀µ ∈ Um. (55)
We remark that the results stated below continue to hold for a weaker no-
tion of isolating neighbourhoods, but they suffice for our purposes. Let a0 :=
(n2π2)n≥1.
Proposition 7.1. Assume that (Un)n≥1 is a sequence of isolating neighbour-
hoods with parameters n0, r, ρ. Then for arbitrary sequences (am)m≥1, (bm)m≥1 ⊆
C with α := a−a0, β := b−a0 in ℓ2
C
, bm ∈ Um for any m ≥ 1, and any sequence
of complex numbers Λ := (λn)n≥1 with λn ∈ Un for any n ≥ 1
fn(λn) =
∏
m 6=n
am − λn
bm − λn = 1 +
1
n
ℓ2n
uniformly on bounded subsets of α, β ∈ ℓ2
C
with bm ∈ Um for any m ≥ 1 and
uniformly in Λ with λn ∈ Un for any n ≥ 1. More precisely,∑
n≥1
n2|fn(λn)− 1|2 ≤ K2α,β,Λ
with a constant Kα,β,Λ > 0 which can be chosen uniformly for bounded subsets
of α, β ∈ ℓ2
C
with bm ∈ Um for any m ≥ 1 and uniformly for Λ = (λn)n≥1 with
λn ∈ Un for any n ≥ 1.
Proof. For any n,m ≥ 1 with n 6= m,
am − λn
bm − λn = 1 + anm and anm =
am − bm
bm − λn .
As by assumption
|bm − λn| ≥ 1
ρ
|m2 − n2| ∀m 6= n
and |m2 − n2| ≥ n|m− n|, one has by the Cauchy-Schwarz inequality
∑
m 6=n
|anm| ≤ ρ
∑
m 6=n
|am − bm|
|m2 − n2| ≤
πρ
n
‖a− b‖ (56)
where we used that
∑
m 6=n
1
|m− n|2 ≤ 2
∑
k≥1
1
k2
=
π2
3
.
36
By (53) this leads to the following estimate∣∣∣∣∣∣
∏
m 6=n
am − λn
bm − λn
∣∣∣∣∣∣ ≤
∏
m 6=n
(1 + |anm|) ≤ exp(πρ
n
‖a− b‖).
Now let us consider the asymptotics of
∏
m 6=n
am−λn
bm−λn as n→∞. Note that for
any m 6= n, ∣∣∣∣am − bmbm − λn
∣∣∣∣ ≤ ρ ‖a− b‖|m2 − n2| ≤ ρn‖a− b‖.
Choose n1 ≥ n0 so that ρn1 ‖a − b‖ ≤ 12 . Hence for n ≥ n1, Lemma 7.2 can
be applied to (anm)m 6=n. To obtain the claimed estimates we need to show
that An :=
∑
m 6=n anm =
1
nℓ
2
n and Bn :=
∑
m 6=n |anm|2 = 1nℓ2n. We begin by
estimating An. Note that for n ≥ 1 and m 6= n,
anm =
bm − am
n2π2 −m2π2 +
bm − am
n2π2 −m2π2
(
n2π2 −m2π2
λn − bm − 1
)
. (57)
The two terms on the right hand side of the latter identity are treated separately.
Use that (n2 −m2)−1 = 12n
(
1
n−m +
1
n+m
)
to conclude from Lemma 7.1 that

∑
n≥1
n2
∣∣∣∣∣∣
∑
m 6=n
bm − am
n2π2 −m2π2
∣∣∣∣∣∣
2


1
2
≤ ‖b− a‖. (58)
To estimate the second term on the right hand side of (57), use that bm, λm ∈ Um
so that in view of (54)∣∣∣∣n2π2 −m2π2λn − bm − 1
∣∣∣∣ ≤ |bm −m2π2|+ |λn − n2π2||λn − bm|
≤ ρ 2rπ
2
|n2 −m2| ,
to obtain the following estimate for the weighted ℓ1-norm – and hence the
weighted ℓ2-norm –
∑
n≥1
n
∑
m 6=n
∣∣∣∣ bm − amn2π2 −m2π2
∣∣∣∣
∣∣∣∣n2π2 −m2π2λn − bm − 1
∣∣∣∣
≤2rρ
∑
n≥1
∑
m 6=n
n
n2
|bm − am|
(n−m)2
≤2rρ

∑
n≥1
∑
m 6=n
1
n2
1
|n−m|2


1
2

∑
n≥1
∑
m 6=n
|bm − am|2
|n−m|2


1
2
≤4πrρ‖b− a‖. (59)
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The estimates for the Bn’s are simpler as we do not need to split anm. Indeed,
as
Bn ≤
∑
m 6=n
ρ2
|am − bm|2
|n2 −m2|2
we get the following estimate for its weighted ℓ1-norm – and hence for its
weighted ℓ2-norm –
∑
n≥1
n2Bn ≤ ρ2
∑
n≥1
n2
n2
∑
m 6=n
|am − bm|2
(n−m)2
≤ ρ2‖b− a‖22
∑
k≥1
1
k2
≤ 4ρ2‖b− a‖2. (60)
The claimed estimates then follow from Lemma 7.2, (56), and the statement on
the uniformity of the estimates follow from the explicit bounds (58)–(60).
Corollary 7.1. Assume that (Un)n≥1 is a sequence of isolating neighbourhoods
with parameters n0, r, ρ. Then for any sequence a = (am)m≥1 with a− a0 ∈ ℓ2C
and any sequence Λ = (λn)n≥1 with λn ∈ Un for any n ≥ 1, the infinite product∏
m 6=n
am−λn
m2π2 is absolutely convergent for any n ≥ 1 and∏
m 6=n
am − λn
m2π2
=
(−1)n+1
2
+
1
n
ℓ2n
uniformly on bounded subsets of a − a0 ∈ ℓ2
C
and uniformly with respect to Λ
with λn ∈ Un for any n ≥ 1.
Proof. For any m ≥ 1, n ≥ 1 write
am − λn
m2π2
= 1 +
am −m2π2 − λn
m2π2
and ∑
m≥1
∣∣∣∣am −m2π2 − λnm2π2
∣∣∣∣ ≤ ‖α‖+ |λn|π2
∑
m≥1
1
m2
=
‖α‖+ |λn|
6
,
where α := a− a0. Hence according to (53), ∏m 6=n am−λnm2π2 is absolutely conver-
gent and bounded in terms of ‖α‖ and |λn|. It remains to estimate the product
for n ≥ n0 + 1. Recall that sin
√
λ√
λ
has the product expansion,
sin
√
λ√
λ
=
∏
m≥1
m2π2 − λ
m2π2
.
Hence for any λn ∈ Un with n ≥ n0 + 1 one has∏
m 6=n
am − λn
m2π2
=
sin
√
λn
n2π2 − λn
n2π2√
λn
∏
m 6=n
am − λn
m2π2 − λn . (61)
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In order to apply Proposition 7.1 to the product
∏
m 6=n
am−λn
m2π2−λn we replace for
1 ≤ m ≤ n0 the disc Um by the disc with center m2π2 and radius 1. Then the
parameters n0 and r can be left as is whereas ρ is replaced by ρ1 ≥ ρ so that
|m2π2 − λn| ≥ 1
ρ1
|m2 − n2| ∀λn ∈ Un, ∀m 6= n, ∀n ≥ n0 + 1.
By Proposition 7.1
∏
m 6=n
am − λn
m2π2 − λn = 1 +
1
n
ℓ2n (62)
where the asmptotics are uniform in the sense stated there. Now let us estimate
the remaining terms of the right hand side of (61). For this purpose write
sin
√
λn
n2π2 − λn = (−1)
n+1 sin(
√
λn − nπ)√
λn − nπ
1√
λn + nπ
.
Note that
√
λn = nπ +O(
1
n ) and hence by Taylor expansion,
sin(
√
λn − nπ) = (
√
λn − nπ)
(
1 +O
(
1
n2
))
1√
λn + nπ
=
1
2nπ
(
1 +O
(
1
n2
))
1√
λn
=
1
nπ
(
1 +O
(
1
n2
))
.
Altogether one obtains in this way
sin
√
λn
n2π2 − λn
n2π2√
λn
=
(−1)n+1
2
+O
(
1
n2
)
. (63)
One easily sees that the error term O( 1n2 ) in (63) can be bounded by C
1
n2 where
C > 0 is a constant, only depending on r and n0. Combining estimates (62)
and (63) then leads to the claimed statement.
8 Appendix B: Asymptotics of λn for real po-
tentials
The aim of this Appendix is to prove the following asymptotics of the periodic
eigenvalues of −d2x + q for q real valued.
Theorem 8.1. For any N ∈ Z≥0 and q ∈ HN0 ,
λ2n = mn + |〈q, e2πinx〉|+ 1
nN+1
ℓ2n (64)
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and
λ2n−1 = mn − |〈q, e2πinx〉|+ 1
nN+1
ℓ2n (65)
uniformly on bounded subsets of HN0 . Here mn is the expression given by (3).
Remark 8.1. For N ≥ 1, the asymptotics (64)-(65) are due to Marchenko [5],
whereas for the uniformity statement we could not find any reference.
Proof. We again use the special solutions zN (x, ν) introduced in Section 2. Fol-
lowing Marchenko we represent these special solutions for |ν| sufficiently large
by an exponential function , zN (x, ν) = exp
(
iνx+
∫ x
0
σ(t, ν)dt
)
, where
σ(t, ν) =
N∑
1
sk(t)
(2iν)k
+
σN (t, ν)
(2iν)N
(66)
and sk(t) are given as in Section 2. Recall that
zN(x, ν) = exp
(
iνx+
N∑
k=1
∫ x
0
sk(t)
(2iν)k
dt
)
+
rN (x, ν)
(2πiν)N+1
.
Hence for |ν| large,
∫ x
0
σN (t, ν)
(2iν)N
dt = log
(
1 + exp
(
−iνx−
N∑
k=1
∫ x
0
sk(t)
(2iν)k
dt
)
· rN (x, ν)
(2πiν)N+1
)
.
Furthermore, as rN (0, ν) = 0 and r
′(0, ν) = 0 it follows that
σN (0, ν) = 0.
As z′N (x, ν) = zN (x, ν)(iν + σ(x, ν)), the determinant of the solution matrix
YN (x, ν), given by
YN (x, ν) =
(
zN(x,−ν) zN (x, ν)
z′N(x,−ν) z′N (x, ν)
)
can be computed to be
detYN (x, ν) = zN (x,−ν)zN (x, ν) · w(x, ν)
where
w(x, ν) = 2iν + σ(x, ν) − σ(x,−ν). (67)
Note that detYN (0, ν) = w(0, ν). As the Wronskian is x- independent we get
zN (1,−ν)zN(1, ν) · w(1, ν) = w(0, ν)
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or
zN (1,−ν)zN(1, ν) = w(0, ν)
w(1, ν)
. (68)
This identity allows to express zN (1,−ν) in terms of zN (1, ν),
zN (1,−ν) = w(0, ν)
w(1, ν)
1
zN (1, ν)
. (69)
Further note that the fundamental matrix is given by YN (x, ν)YN (0, ν)
−1. The
condition that ν2 be a periodic eigenvalue can be expressed by
χp(ν) = det
(
YN (1, ν)YN (0, ν)
−1 − Id2×2
)
= 0
whereas anti-periodic eigenvalues are characterized by
χap(ν) = det
(
YN (1, ν)YN (0, ν)
−1 + Id2×2
)
= 0.
The two cases are treated similary and so we concentrate on the first one.
Clearly, det
(
YN (1, ν)YN (0, ν)
−1 − Id2×2
)
= det(YN (1,0)−YN (0,ν))det(YN (0,ν)) and
det(YN (1, 0)− YN (0, ν))
=det
(
zN (1,−ν)− 1 zN (1, ν)− 1
z′N (1,−ν)− z′N (0,−ν) z′N(1, ν)− z′N (0, ν)
)
=
(
zN(1,−ν)− 1
)(
zN (1, ν)
(
iν + σ(1, ν)
)
− (iν + σ(0, ν))
)
−
(
zN (1, ν)− 1
)(
zN (1,−ν)(−iν + σ(1,−ν))− (−iν + σ(0,−ν))
)
=−
(
2iν + σ(1, ν)− σ(0,−ν)
)
zN (1, ν) +
(
− 2iν + σ(1,−ν)− σ(0, ν)
)
zN(1,−ν)
+ zN(1,−ν)zN (1, ν)
(
2iν + σ(1, ν)− σ(1,−ν)
)
+ 2iν + σ(0, ν)− σ(0,−ν).
Introduce G(ν) := 2iν + σ(1, ν) − σ(0,−ν). With zN(1,−ν)zN (1, ν) = w(0,ν)w(1,ν)
one then gets
det(YN (1, 0)− YN (0, ν)) =−G(ν)zN (1, ν) +G(−ν)zN (1,−ν)
+
w(0, ν)
w(1, ν)
· w(1, ν) + w(0, ν).
The equation χp(ν) = 0 is thus equivalent to
G(ν)zN (1, ν)− 2w(0, ν)−G(−ν)zN (1,−ν) = 0.
Dividing this equation by w(1, ν)zN (1,−ν) = w(0,ν)zN (1,ν) leads to the following
quadratic equation
G(ν)
w(0, ν)
zN (1, ν)
2 − 2zN(1, ν)− G(−ν)
w(1, ν)
= 0
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or
zN (1, ν) =
w(0, ν)
G(ν)
± w(0, ν)
G(ν)
√
1 +
G(ν)G(−ν)
w(0, ν)w(1, ν)
. (70)
We now bring the right hand side of this identity in a more convenient form.
For this purpose introduce
D(ν) =
σ(1, ν)− σ(0, ν)
w(0, ν)
. (71)
Using that w(0, ν) = 2iν + σ(0, ν)− σ(0,−ν) we get
G(ν) = 2iν + σ(1, ν)− σ(0,−ν) = w(0, ν) + σ(1, ν)− σ(0, ν)
or
G(ν) = w(0, ν)(1 +D(ν)). (72)
As w(0,−ν) = −w(0, ν) by the definition of w(0, ν) one gets
G(ν)G(−ν)
w(0, ν)w(1, ν)
=
w(0, ν)(1 +D(ν))w(0,−ν)(1 +D(−ν))
w(0, ν)w(1, ν)
=− 1 +D(ν) +D(−ν) +D(ν)D(−ν)
1 + w(1,ν)−w(0,ν)w(0,ν)
.
As
w(1, ν) − w(0, ν) =2iν + σ(1, ν)− σ(1,−ν)− 2iν + σ(0, ν) + σ(0,−ν)
=w(0, ν)(D(ν) +D(−ν))
we then get
G(ν)G(−ν)
w(0, ν)w(1, ν)
=− 1 +D(ν) +D(−ν) +D(ν)D(−ν)
1 +D(ν) +D(−ν)
=− 1− D(ν)D(−ν)
1 +D(ν) +D(−ν)
Substituting this identity as well as (72) into (70) yields
zN(1, ν) =
1
1 +D(ν)
(
1± i
√
D(ν)D(−ν)
1 +D(ν) +D(−ν)
)
. (73)
We have to take a closer look at D(ν). Recall that D(ν) = σ(1,ν)−σ(0,ν)w(0,ν) where
σ(x, ν) = iν +
N∑
1
sk(x)
(2iν)k
+
σN (x, ν)
(2iν)N
.
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As the sk’s are 1-periodic and σN (0, ν) = 0 it follows that
σ(1, ν)− σ(0, ν) = σN (1, ν)
(2iν)N
.
Writing
w(0, ν) = 2iν + σ(0, ν)− σ(0,−ν) = 2iν
(
1 +
σ(0, ν)− σ(0,−ν)
2iν
)
then leads to
D(ν) =
σN (1, ν)
(2iν)N+1
(
1 +
σ(0, ν)− σ(0,−ν)
2iν
)−1
=
σN (1, ν)
(2iν)N+1
(
1 +O
(
σ(0, ν)− σ(0,−ν)
2iν
))
.
As σ(0, ν) =
∑N
1
sk(0)
(2iν)k
one has
σ(0,−ν)− σ(0, ν) =
N∑
k=1
sk(0)
(2iν)k
((−1)k − 1) = O
(
1
ν
)
and hence
D(ν) =
σN (1, ν)
(2iν)N+1
(
1 + O
(
1
ν2
))
. (74)
In view of this estimate for D(ν) we can take the logarithm of (73) for ν = νn
where νn =
+
√
λ2n or νn = +
√
λ2n−1 with n even. (Recall that the periodic
eigenvalues of −d2x + q when considered on [0, 1] are given by λ0 < λ3 ≤ λ4 <
λ7 ≤ λ8 < . . . .) Due to the asymptotics λ2n, λ2n−1 = n2π2 + ℓ2n it follows that
νn = nπ +
1
nℓ
2
n. Taking the logarithm of
zN(1, νn) = exp
(
i(νn − nπ) +
N∑
1
∫ 1
0
sk(t)
(2iνn)k
dt+
∫ 1
0
σN (t, νn)
(2iνn)N
dt
)
.
As n is even, the identity (73) together with Lemma 2.3 leads to
i(νn − nπ)− i
∑
1≤2l+1≤N
(−1)la2l+1
(2νn)2l+1
+
∫ 1
0
σN (t, νn)
(2iνn)N
dt
=− log (1 +D(νn)) + log
(
1± i
√
D(νn)D(−νn)√
1 +D(νn) +D(−νn)
)
=− σN (1, νn)
(2iνn)N+1
+
1
2
σ(1, νn)
2
(2iνn)2N+2
+O
((
1
nN+3
))
± i
√
D(νn)D(−νn)√
1 +D(νn) +D(−νn)
+
1
2
D(νn)D(−νn)
1 +D(νn) +D(−νn) +O
((
D(νn)D(−νn)
1 +D(νn) +D(−νn)
)3/2)
.
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By the estimate (74) and the expansion (1 + x)−1/2 = 1− x/2+ 3x2/8+O(x3)
one gets
(1 +D(νn) +D(−νn))−1/2 =1− 1
2
1
(2iνn)N+1
(
σN (1, νn)
+ (−1)N+1σN (1,−νn)
)
+O
(
1
n2N+2
)
As
√
D(νn)D(−νn) = O
(
1
nN+1
)
it then follows that√
D(νn)D(−νn)√
1 +D(νn) +D(−νn)
=
√
D(νn)D(−νn)− 1
2
√
D(νn)D(−νn)
(2iνn)N+1
·
(
σN (1, νn) + (−1)N+1σN (1,−νn)
)
+O
(
1
nN+3
)
.
Combining the estimates above leads to
νn − nπ −
∑
1≤2l+1≤N
(−1)la2l+1
(2νn)2l+1
− i
∫ 1
0
σN (t, νn)
(2iνn)N
dt
= i
σN (1, νn)
(2iνn)N+1
− i
2
σN (1, νn)
2
(2iνn)2N+2
±
(√
D(νn)D(−νn)
− 1
2
√
D(νn)D(−νn)
(2iνn)N+1
(
σN (1, νn) + (−1)N+1σN (1,−νn)
) )
− i
2
D(νn)D(−νn) +O
(
1
nN+3
)
. (75)
We need now to consider σN (1, νn) and
∫ 1
0
σN (t, νn)dt. For this purpose intro-
duce the following notation
A := exp

iν − i ∑
1≤2l+1≤N
(−1)la2l+1
(2ν)2l+1


B := exp
(∫ 1
0
σN (t, ν)
(2iν)N
dt
)
.
By the definition of zN and σN ,
zN(1, ν) = A ·B = A+ rN (1, ν)
(2iν)N+1
.
Hence
B = 1 +A−1
rN (1, ν)
(2iν)N+1
and, by taking logarithm,∫ 1
0
σN (t, ν)
(2iν)N
dt = A−1
rN (1, ν)
(2iν)N+1
− 1
2
A−2
rN (1, ν)
2
(2iν)2N+2
+O
(
1
ν3N+3
)
. (76)
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Furthermore, with zN (1, ν) = A ·B,
z′N (1, ν) =zN(1, ν)
(
iν +
N∑
1
sk(0)
(2iν)k
+
σN (1, ν)
(2iν)N
)
=A
(
iν +
N∑
1
sk(0)
(2iν)k
)
+
r′N (1, ν)
(2iν)N+1
or, as zN (1, ν)−A = rN (1, ν)/(2iν)N+1,
zN (1, ν)
σN (1, ν)
(2iν)N
= − rN (1, ν)
(2iν)N+1
(
iν +
N∑
1
sk(0)
(2iν)k
)
+
r′N (1, ν)
(2iν)N+1
.
It leads to the formula
zN (1, ν)σN (1, ν) = −rN (1, ν)
2
− rN (1, ν)
2iν
N∑
1
sk(0)
(2iν)k
+
r′N (1, ν)
2iν
. (77)
Recall that by Proposition 2.1 (keep in mind that n is even)
rN (1,±νn) = aN+1 − (±2inπ)N 〈q, e∓2inπx〉 ± 1
2inπ
aN+2 +
1
n
ℓ2n
and
r′N (1,±νn) = ±inπaN+1 ± inπ(±2inπ)N〈q, e∓2inπx〉+
aN+2
2
+
1
n
ℓ2n.
Using that a1 = 0 and νn − nπ = 1nℓ2n it follows that
zN (1, νn) = exp

i(νn − nπ) + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1

 = 1 + 1
n
ℓ2n.
Hence
zN (1,±νn)σN (1,±νn) =− aN+1
2
+
(±2inπ)N
2
〈q, e∓2inπx〉 ∓ 1
2inπ
aN+2
2
+
1
n
ℓ2n
+
aN+1
2
+
(±2inπ)N
2
〈q, e∓2inπx〉 ± 1
2inπ
aN+2
2
+
1
n
ℓ2n
and thus
zN (1,±νn)σN (1,±νn) = (±2inπ)N〈q, e∓2inπx〉+ 1
n
ℓ2n. (78)
As zN (1,±νn) = 1 +O
(
1
n
)
σN (1,±νn)
(±2iνn)N+1 =
1
±2inπ 〈q, e
∓2πinx〉+ 1
nN+2
ℓ2n. (79)
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Hence also
σN (1,±νn)2
(±2iνn)2N+2 =
1
n2N+2
ℓ2n
and √
D(νn)D(−νn)
(2iνn)N+1
(
σN (1, νn) + (−1)N+1σN (1,−νn)
)
=
1
n2N+2
ℓ2n
as well as
D(νn)D(−νn) = σN (1, νn)σN (1,−νn)
(2νn)2N+2
(
1 + O
(
1
n2
))
=
1
n2N+2
ℓ2n.
In view of all this and (76), (75) reads
νn =nπ +
∑
1≤2l+1≤N
(−1)la2l+1
(2νn)2l+1
+ iA−1
rN (1, νn)
(2iνn)N+1
− i
2
A−2
rN (1, νn)
2
(2iνn)2N+2
+
1
2nπ
∫ 1
0
q(x)e2πinxdx
+
√
D(νn)D(−νn)) + 1
nN+2
ℓ2n.
But
A−1 = 1 +O
(
1
n2
)
hence
iA−1
rN (1, νn)
(2iνn)N+1
= i
aN+1
(2iνn)N+1
−
∫ 1
0
q(x)e2πinx
2nπ
dx+ i
aN+2
(2iνn)N+2
and using that aN+1 = 0 in the case N = 0 we get for any N ≥ 0 that
A−2
rN (1, νn)
(2iνn)2N+2
= O
(
1
nN+3
)
.
We then get in view of Lemma 2.3
νn =nπ +
∑
1≤2l+1≤N+2
(−1)la2l+1
(2νn)2l+1
±
√
D(νn)D(−νn)) + 1
nN+2
ℓ2n.
Note that the periodic spectrum of −d2x+q is real and hence +
√
λ2n, +
√
λ2n−1
are real for n sufficiently large. It then follows from Lemma 8.1 below that
+
√
D(νn)D(−νn) = |D(νn)|
But by (74), D(νn) =
σN (1,νn)
(2inπ)N+1
+O
(
1
nN+3
)
and by (79)
σN (1, νn)
(2inπ)N+1
=
1
2inπ
∫ 1
0
q(x)e2inπxdx+
1
nN+2
ℓ2n.
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Hence, for q real we have by Cauchy’s inequality∣∣∣∣| σN (1, νn)(2inπ)N+1 | − 12nπ |
∫ 1
0
q(x)e2πinxdx|
∣∣∣∣
≤
∣∣∣∣ σN (1, νn)(2inπ)N+1 − 12inπ
∫ 1
0
q(x)e2πinxdx
∣∣∣∣ = 1nN+2 ℓ2n.
We therefore have established that
νn =nπ +
∑
1≤2l+1≤N+2
(−1)la2l+1
(2νn)2l+1
±
∣∣∣∣ 12nπ
∫ 1
0
q(x)e2πinxdx
∣∣∣∣ + 1nN+2 ℓ2n.
Arguing as for the asymptotics of the Dirichlet eigenvalues one gets
νn =nπ +
∑
1≤2l+1≤N+2
(−1)lb2l+1
(2nπ)2l+1
±
∣∣∣∣ 12nπ
∫ 1
0
q(x)e2πinxdx
∣∣∣∣+ 1nN+2 ℓ2n.
Then for q ∈ HN0
ν2n = mn ±
∣∣∣∣
∫ 1
0
q(x)e2πinxdx
∣∣∣∣+ 1nN+1 ℓ2n
where mn is given by (3). Going through the arguments of the proof one con-
cludes that the error term has the claimed uniformity property. Finally we need
to determine the signs ± in the asymptotics of λ2n and λ2n−1. It is convenient
to introduce λ+n = λ2n, λ
−
n = λ2n−1. Choose ǫ
±
n ∈ {−1, 1} so that
λ±n = mn + ǫ
±
n
∣∣∣∣
∫ 1
0
q(x)e2πinxdx
∣∣∣∣+ 1nN+1 ℓ2n.
We note that ǫ±n are not uniquely determined and that as λ
−
n ≤ λ+n , we may
choose ǫ±n so that ǫ
−
n ≤ ǫ+n . We claim that ǫ±n can be chosen in such a way that
ǫ+n = 1 and ǫ
−
n = −1 for any n ≥ 1. Indeed, let J = {n ≥ 1| ǫ+n = ǫ−n }. If J is
finite we can change ǫ+n , ǫ
−
n as claimed without changing the asymptotics. If J is
infinite, then the n’s in J form a subsequence (nk)k≥1 in N such that ǫ+nk = ǫ
−
nk
for any k ≥ 1. As
τnk =
λ+nk + λ
−
nk
2
= mnk + ǫ
+
nk
∣∣∣∣
∫ 1
0
q(x)e2πinkxdx
∣∣∣∣+ 1nN+1k ℓ
2
k
it then follows from the asymptotics of the τn’s that∣∣∣∣
∫ 1
0
q(x)e2πinkxdx
∣∣∣∣
k≥1
=
1
nN+1k
ℓ2k
and hence we can again change the ǫ±nk so that now ǫ
±
nk
= ±1. This proves the
claimed asymptotics.
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Lemma 8.1. For any ν ∈ R and any q ∈ L20 (in particular q real valued)
(i) zN (x,−ν) = zN (x, ν) ∀x ∈ R.
(ii) σ(x,−ν) = σ(x, ν) ∀x ∈ R
(iii) D(−ν) = D(ν).
Proof. (i) It is easy to check that z(x,−ν) and z(x, ν) both satisfy the equation
−y′′ + qy = ν2y. (80)
Further recall that
z(0,−ν) = 1 = z(0, ν)
and
z′(0,−ν) = −iν +
N∑
1
sk(0)
(−2iν)k = iν +
N∑
1
sk(0)
(2iν)k
= z′(0, ν)
By the uniqueness of solutions of (80) with given initial values it then follows
that
z(x,−ν) = z(x, ν) ∀x ∈ R, ∀ν ∈ R.
(ii) By (9)-(11) one sees that sk(x) is real for any x ∈ R and any 1 ≤ k ≤ N.
Hence by (i) and the definition (66) of σ(t, ν) it follows that
σ(t,−ν) = σ(t, ν).
(iii) In view of the definition of D(ν) ((71), (67)), the claimed identity follows
from (ii).
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