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Abstract
The Grothendieck groups of equivariant modules supported in conjugacy classes of nilpotent
matrices are investigated. The generators given by twisted modules corresponding to dominant
weights in the case of the set of nilpotent matrices are given.
Finally the formulas relating the characters of twisted modules for dierent conjugacy classes
are given by means of degeneration sequences. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let  = (2; : : : ; s) be a partition of n. Throughout the paper we denote by X ()
the closure of the set O() of nilpotent complex n  n matrices with Jordan blocks
of sizes 01; 
0
2; : : : ; 
0
t , where 
0 = (01; : : : ; 
0
t) denotes the conjugate partition of . We
denote by A() the coordinate ring of X ().
The group GL(n;C) acts on nn matrices by conjugation. The set X () is stabilized
by this action.
In this paper we investigate the natural modules supported in X (), i.e. the graded
A()-modules with the rational GL(n;C)-action compatible with the module structure.
Let K 00(A()) be the Grothendieck group of the category of such modules. Our goal is
to describe the groups K 00(A()).
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The variety X () has a nice family of desingularizations Z(n) corresponding to the
compositions n that are the permutations of the parts of . Each Z(n) is a vector
bundle over a homogeneous space GL(E)=P(n) with bre F(n). For each n the group
K 00(A()) contains a natural family of elements (M()), the Euler characteristics of
the push downs M(n; ) of vector bundles on Z(n) corresponding to the weight .
When the weight  is dominant the elements M(n; ) are especially interesting. We
conjecture (Conjecture 2) that in this case the higher cohomology groups vanish, so
that the push downs M(n; ) are modules supported in X ().
The characters of the modules M(n; ) give rise to very interesting combinatorial
invariants, the so-called generalized exponents, which have been extensively studied.
Yet the algebraic properties of these modules have been not properly investigated so
far.
Our main result (Theorem 1) states that for each  the elements (M(n; ))( arbi-
trary) generate the group K 00(A()).
We conjecture (Conjecture 1) that K 00(A()) is generated by the elements M(n; )
for dominant .
The analogues of both conjectures hold for determinantal varieties [8] and for orbit
closures in multiplicity-free actions [4].
In the special case  = (1n) when X () is the set of all nilpotent matrices, the
vanishing results of Broer allow us to prove both conjectures, thus allowing the explicit
calculation of the group K 00(A((1
n))).
The paper is organized as follows. In Section 1 we introduce the basic notation and
state the main results of the paper. In Section 2 we prove Theorem 1 in the case when
the partition  has two parts. In Section 3 we complete the proof of Theorem 1. In
Section 4 we prove Conjectures 1 and 2 in the case  = (1n).
In Sections 5{7 we study the minimal degenerations of nilpotent orbits. A minimal
degeneration is a pair (; ) such that X is an irreducible component of X () nO().
The goal is to investigate the expression for the coordinate ring A() of the orbit closure
X () contained in X (), in terms of the Euler characteristics (M(n; )). We prove that
there exists a desingularization Z(n) for which the class of the coordinate ring A()
in K 00(A()) has a particularly nice expression in terms of the Euler characteristics
(M(n; )).
We investigate the intersection of the bre F(n) with the preimage q(n)−1(X). We
prove that the dening ideal of this intersection in F(n) is given by the maximal
minors of a certain matrix. We also prove that the coordinate ring of the intersection
F(n) \ q(n)−1(X ()) has an Eagon{Northcott type resolution over the coordinate ring
of F(n). Pushing down this Eagon{Northcott complex allows us to give an explicit
expression of the class of A() by the classes (M(n; )).
2. The modules M (n; )
Let E be a vector space of dimension n over the eld C of complex numbers. Let X
be the ane space X =Hom(E; E) of n n matrices over C. We identify the space X
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with E⊗E. The general linear group GL(E) acts on X by conjugation; the element
g 2 GL(E) sends the matrix T 2 Hom(E; E) to g−1g. The coordinate ring of A of X
is a polynomial ring generated by the matrix entry functions ti; j : X ! C and can be
identied with the symmetric algebra Sym(E ⊗ E).
Recall that for a partition  of n; X () denotes the closure of the set O() of
nilpotent complex n  n matrices with Jordan blocks of sizes 01; 02; : : : ; 0t , where
0 = (01; : : : ; 
0
t) denotes the conjugate partition of .
The variety X () has a family of explicit desingularizations that can be dened in
terms of linear algebra.
Let us recall that a composition n of n is a sequence n = (n1; : : : ; ns) of positive
integers such that such that n=n1+  +ns. We call a composition n a -composition if
 is the partition of n obtained by permuting n1; : : : ; ns to get a nonincreasing sequence.
Let  be a partition and n a -composition. Consider the partial ag variety GL(E)=P(n)
of partial ags of dimensions n1; : : : ; n1 +    + ns−1 in E. We denote a typical ag
in GL(E)=P(n) by R = (R1; : : : ; Rs−1) where dim Ri = n1 +    + ni. We also use the
convention R0 = 0; Rs = E. Then we dene the incidence variety
Z(n) = f(T; R) 2 X  GL(E)=P(n) jT (Ri+1)Ri for i = 0; : : : ; s− 1g: (1)
We also denote by q(n) : Z(n) ! X the rst projection, and by p(n) : z(n) !
GL(E)=P(n) the second projection.
It is proven in [3] that the image q(Z(n) is equal to X () and that X (n) is a
desingularization of X ().
We denote by Ri the tautological subbundle of dimension n1+  +ni on GL(E)=P(n).
We denote by Qi the corresponding factorbundle of dimension n − n1 −    − ni. We
recall that every line bundle on GL(E)=P(n) can be written L(d1; : : : ; ds) =L
d1
1 ⊗
: : :⊗Ldss where Ls+1−i =
Vni Ker(Qi−1 ! Qi). Notice that L1 ⊗    ⊗Ls =Vn E, so
Pic(GL(E)=P(n)) = Zs−1.
Let us x ; n and the corresponding desingularization Z(n). Let =(1; : : : ; n) 2 Zn
be a weight of GL(n); (1) the GL(n1)-weight given by the rst n1 parts of ; (2) the
GL(n2)-weight given by the rst n2 parts of , and so on. It is assumed that the
weight  is such that each of the (i) are dominant weights. We dene the vector
bundle V (n; ) on GL(E)=P(n) by
V (n; ) =
sO
i=1
S(i)(Ri=Ri−1); (2)
where S(i) stands for the irreducible representation of GL(ni) (Schur functor) corre-
sponding to the dominant weight (i).
We dene
M(n; ) = pV (n; )⊗ OZ(n): (3)
For a locally free OZ(n)-module M, dene the Euler characteristic (M) by
(M) =
X
i0
(−1)i[Hi(Zn;M)];
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which may be viewed as the element K 00(A()) given byX
i0
(−1)i[Riq(M)];
where q= q(n) and Riq is the higher direct image.
We also recall that the direct image p(n)OZ(n) on GL(E)=P(n) can be identied
with Sym((n)) where (n) is the vector bundle on GL(E)=P(n) dual to the one that
is the total space of Z(n).
The main result of this paper is
Theorem 1. Let us x the desingularization Z(n) of X (). Then the Grothendieck
group K 00(A()) is generated by the Euler characteristics (M(n; )).
We also state two conjectures.
Conjecture 1. Let us x the desingularization Z(n) of X (). Then the Grothendieck
group K 00(A()) is generated by the Euler characteristics (M(n; )) corresponding
to the dominant weights .
Conjecture 2. If the sequence  is domiant then
Hi(X  GL(E)=P(n);M(n; )) = 0 (4)
for i> 0; so the Euler characteristic (M(n; )) is the class of the module
M (n; ) = H 0(X  GL(E)=P(n); pV (n; )⊗ OZ(n)): (5)
For a graded GL(E)-equivariant module M=
L
j Mj over Sym(E⊗E) we introduce
its graded character
char(M; q) =
X
j
char(Mj)qj: (6)
Now, for each n;  we introduce the graded character
(n; )(q) =
X
i0
(−1)i char(Hi(GL(E)=P(n);M(n; )); q): (7)
3. The proof of Theorem 1 for the case of two blocks
In this section we consider the case when  = (1; 2) = (k; l) has two blocks
(k + l= n; k  l). In this section we establish Theorem 1 and Conjectures 1, 2.
The desingularization Z((k; l)) is a vector bundle over the Grassmannian Grass (l; E)
with the tautological sequence
0! R! E ! Q! 0 (dim R= l; dim Q= k): (8)
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The weight  = (1; : : : ; n) will be written  = (0; 00) where 0 = (1; : : : ; k) and
00 = (k+1; : : : ; n). The sheaf M((k; l); ) can be identied with its image under p(n)
and therefore with
M(0; 00) = S0Q⊗ S00R⊗ Sym(Q⊗R): (9)
Similarly, the other desingularization Z(l; k) is a vector bundle over the grassmannian
Grass(k; E). Therefore we can use the above notation for k < l, which will take care
of both desingularizations of X (k; l).
We state a more precise version of Theorem 1 in the case of two blocks.
Theorem 2. Let k; l be two numbers with k + l = n and R(GL(E)) the rational rep-
resentation ring of GL(E).
(a) The Grothendieck group K 00(A(k; l)) is generated by the shifted Euler character-
istics (M(0; 00))(−i); for  dominant.
(b) The group K 00(A(k; l)) is isomorphic to the additive subgroup of R(GL(E))((q))
generated by (M(0; 00))qi for dominant (0; 00).
(c) The group K 00(A(k; l)) is isomorphic to the additive group of R(GL(E))[q; q
−1].
Proof. Of course it is enough to prove the statement (a). The basic idea of the proof
is the induction on support, i.e. on min(k; l).
We will be working with several families of classes in K 00(A(k; l)).
For 0; 00 dominant we have the modules
M(0; 00) = S0Q⊗ S00R⊗ Sym(Q⊗R): (10)
Each sheaf M(0; 00) has a factor
E(0; 00) =S0+Q⊗ S00+nR;
where the sum runs over all  = (1; : : : ; k) with i = 0 for i>min(k; l) and n =
(−k ; : : : ;−1). This factor sheaf comes from taking in each tensor product
S0Q⊗ SQ⊗ S00R⊗ SR
the representation
S0+Q⊗ S00+nR
(occurring there with multiplicity one). We can therefore talk about the classes
(M(0; 00)) and (E(0; 00)) in K 00(A(k; l)).
We will prove the following statements.
Proposition 3. (a) The subgroups of K 00(A(k; l)) generated by (E(
0; 00)) and by
(M(0; 00)) ( for 0; 00 dominant) are the same.
(b) Assuming the theorem is true for X (k + 1; l − 1); the class of any module
supported in X (k + 1; l− 1) can be expressed in terms of the classes of (E(0; 00))
(for  dominant).
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(c) If 0 and 00 are dominant; then modulo classes of modules supported in
X (k + 1; l − 1); the class of (E(0; 00)) is equal to the class of (E(0; 00)) with 
dominant.
(d) If 0 and 00 are dominant; then the class of (E(0; 00)) is a combination of
classes (M(0; 00)) with 0 and 00 dominant. Moreover; if  is dominant then the
class of (E(0; 00)) is a combination of classes (M(0; 00)) with  dominant.
Proposition 3 implies the theorem. Indeed, proceeding by induction on min(k; l) (the
case min(k; l) = 0 being obvious as X (k; l) is a point), we can assume by induction
and by (b) and (c) that the class of every module supported in X (k + 1; l − 1) is in
the desired subgroup. It remains to show that the subgroup generated by (M(0; 00))
(for 0; 00 dominant) is all of K 00(A(k; l)) and then use (c) again. To prove the last
statement, we notice that if M is any A(k; l) graded module with a compatible rational
GL(E)-action, then the natural morphism
M ! (qk;l)  qk; l(M)
has a kernel and cokernel supported in X (k +1; l− 1). Therefore it is enough to show
that the Euler characteristic of the sheaf qk; l(M) is expressible through the modules
(M(0; 00)) (for 0; 00 dominant).
We notice that qk; lM is a sheaf of graded Sym(Q⊗R)-modules. We take its nite
free GL(Q)GL(R)-equivariant resolution. Its terms are up to ltration the direct sums
of modules of type M(0; 00) (or, if char K 6= 0, they are equivalent to a combination
of such terms in the Grothendieck group). Pushing this resolution down we see that
(qk; lM) is an alternating sum of Euler characteristics (M(
0; 00)) as desired.
To prove Theorem 2 it is enough to prove Proposition 3.
Proof of Proposition 3. We start with (c). Assume that k  l; the other case being
symmetric. Let us assume that 0 and 00 are dominant. Recall that
E(0; 00) =
M

S0+Q⊗ S00+nR;
where the sum extends over all partitions =(1; : : : ; l). Assume that  is not dominant
and let s= 001 − 0k . By assumption s> 0. Consider the subsheaf of E(0; 00) given by
E^=
M
;ls
S0+Q⊗ S00+nR
which is obviously a Sym(Q⊗R)-submodule. It is clear that the factor E(0; 00)=E^ is
supported in the preimage of X (k + 1; l − 1) because a power of the sheafVl
Q ⊗ VlR annihilates it by denition. Therefore all its cohomology groups are
supported in X (k + 1; l − 1). On the other hand, the subsheaf E^ can be identied
with
E((0; 00) + (sl; 0n−2l; (−s)l))
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so it is the sheaf of type E corresponding to the dominant weight (0; 00) + (sl; 0n−2s;
(−s)l). This proves part (c).
Next we prove part (a). The sheaf E(0; 00) is a sheaf of Sym(Q ⊗ R)-modules.
Taking its GL(Q)GL(R)-equivariant nite free resolution, and taking its Euler char-
acteristic, the class of (E(0; 00)) is expressed in terms of the classes of (M(0; 00)).
To prove the other inclusion, we proceed by induction on j0j + j00j. If the repre-
sentations S0Q and S00R are one dimensional, then E(0; 00)=M(0; 00) and there is
nothing to prove. Therefore it is enough to show
Claim. For any 0; 00; s; t the classes of the Euler characteristics of modules
E(0; 00)⊗
s^
Q
and
E(0; 00)⊗
t^
R
are in the subgroup generated by the classes of the Euler characteristics of E(0; 00):
Indeed, if the claim is true then for any partitions ;  the class of the module
E(0; 00)⊗ SQ⊗ SR
is in that subgroup. Taking 0 = 00 = 0 we get the class of M(; ).
To prove the claim we observe that using the statement (c) it is enough to show
this in the case when  is dominant.
Let us deal with the Euler characteristic of
E(0; 00)⊗
s^
Q
the proof of the other one being symmetric.
First, it is clear that the higher cohomology groups of this sheaf vanish. Let us
denote by u the weight (0; 0; : : : ; 0; 1; 0; : : : ; 0) with 1 in the uth position. Second, we
can write
H 0
 
E(0; 00)⊗
s^
Q
!
=
M
1i1<isk
H 0(E(0 + i1 +   + ik ; 00)): (11)
This follows from the fact that (by Pieri’s formula) for every partition  the sheaves
SQ⊗
s^
Q
and M
1i1<<isk
S+i1++isQ
dier only by sheaves whose all cohomology groups vanish. The induced isomorphism
on the sections obviously preserves the Sym(Q⊗R)-structure. This proves part (a).
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Next we prove part (b). Let us assume that k  l. The argument in the other cases
is symmetric. Let E^() be the module of type E for X (k + 1; l − 1), for a dominant
weight . We can assume that  is dominant, because at that point in the induction we
know that the sections of such sheaves generate K 00(A(k + 1; l− 1). Then the module
H 0(E^()) is a factor of H 0(E()). Looking at the representations occurring in the
kernel of the canonical epimorphism we realize that this kernel is equal to
H 0(E(+ 1 +   + l − n−l+1 −    − n)):
It remains to prove part (d). For a given E(0; 00) with 0 and 00 dominant, we
consider its resolution as a Sym(Q⊗R)-module. Its terms are of the type M(0; 00).
Step by step in the resolution we can see (using Littlewood{Richardson rule) that the
weights (0; 00) are more and more dominant as we add boxes to 0 and subtract boxes
from 00.
This proves Proposition 3, and concludes the proof of Theorem 2.
We nish with a simple observation. For  = (k; l) there are two desingularizations
of X (), namely Z(k; l) and Z(l; k). The generators given by the Euler characteristics
of modules of type E do not depend on the choice of one of these desingularizations.
More precisely
Proposition 4. Let E() be the class of modules of type E for Z(k; l) and let E^()
be the class of modules of type E for Z(l; k) (for  dominant). Assume that k > l.
Then (E() = (E^().
Proof. This is obvious by the formula dening the sheaves E(0; 00).
4. The proof of Theorem 1
Let us x the partition ; the corresponding orbit O() consists of all nilpotent ma-
trices with Jordan blocks of sizes 01; : : : ; 
0
t . We also x a composition n=(n1; : : : ; ns)=
((1); : : : ; (s)). We will prove the following results.
Proposition 5. The subgroup of K 00(A()) generated by (M(n; )) ( arbitrary) does
not depend on the choice of n.
Proposition 6. For every minimal degeneration X ()X () there a composition n
such that the composition n^= (n1; : : : ; ni +1; ni+1− 1; : : : ; ns) gives a desingularization
of X (). Moreover; for every  the class of (M(n^; )) in K 00(A()) is a linear
combination of (M(n; )).
Proposition 7. For every sheaf F on Z(n) its Euler characteristic classP
i0 (−1)i[Hi(Z(n);F)] is a linear combination of (M(n; )).
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First we show that Propositions 5{7 imply Theorem 1. We argue by induction on
the support. For  = (n) the variety X () is a point and the elements (M(n; )) are
zero or, up to sign, nite length modules with one nonzero cohomology module (which
is irreducible), so they generate K 00(A((n))), which consists of the modules annihilated
by Sym+(E
⊗E), that is, those of nite length.
Therefore, for a given  we can assume that the theorem is established for partitions
 such that X ()X () n O().
Take an arbitrary graded A()-module N with a rational GL(E)-action. Consider
an arbitrary -composition n and the corresponding desingularization q:=q(n) :Z(n)!
X (). We have a natural homomorphism of A()-modules u :N ! q(qN ). This leads
to the exact sequence
0! Ker (u)! N ! q(qN )! Coker(u)! 0: (12)
The homomorphism u is an isomorphism over the open orbit in X (). Therefore
the modules Ker (u) and Coker (u) have support contained in a union of smaller
orbits. Their classes are therefore linear combinations of classes of modules sup-
ported in orbit closures X () for various minimal degenerations (; ). By Proposi-
tions 5 and 6 each such element is a linear combination of (M(n; )). The class of
q(qN ) is also the linear combination of (M(n; )). Indeed, by Proposition 7 the
class
P
i0 [H
i(Z(n); qN )] is such a linear combination. But the higher cohomology
groups Hi(Z(n); qN ) (i> 0) are supported in X () n O() so by the above argu-
ment for Ker(u); Coker(u) each of them is expressed as a combination of (M(n; )).
Therefore in the exact sequence (12) the classes of all modules except N are linear
combinations of (M(n; )). This proves that the class of N also is expressed through
(M(n; )). This establishes Theorem 1.
It remains to prove all the propositions.
Proof of Proposition 5. It is enough to show that for two compositions n=(n1; : : : ; ns)
and n^ = (n1; : : : ; ni+1; ni; : : : ; ns) the subgroups generated in K 00(A()) by the classes
(M(n; )) and by the classes (M(n^; )) are the same.
Consider the partial ag variety GL(E)=P of partial ags of dimensions n1; : : : ; n1 +
   + ni−1; n1 +    + ni+1; n1 +    + ni+2; : : : ; n1 +    + ns−1. We denote a typical
ag in GL(E)=P by R = (R1; : : : ; Ri−1; Ri+1; : : : ; Rs−1) where dimRj = n1 +    + nj.
We also use the convention R0 = 0; Rs = E. By denition we have the natural projec-
tions u1 :GL(E)=P(n)! GL(E)=P; u2 :GL(E)=P(n^)! GL(E)=P. We also consider the
incidence variety
Z = f(T; R) 2 X  GL(E)=P jT (Rj+1)Rj for j = 0; : : : ; i − 2; i + 1; : : : ; s− 1g:
(13)
We have two natural morphisms i1 :Z(n)! Z; i2 :Z(n^)! Z . The linear map T over
Z induces the linear endomorphism ~T : Ri+1=Ri−1 ! Ri+1=Ri−1. In fact, we can write,
W :=i1(Z(n)) = i2(Z(n^)) = f(T; R) 2 Z j ~T 2 X ((ni; ni+1))g: (14)
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This means that i1 and i2 are the relative versions of desingularizations Z((ni; ni+1))
and Z((ni+1; ni)) and their projections into the corresponding space of (ni + ni+1) 
(ni + ni+1) matrices, whose image is the orbit closure X ((ni; ni+1)).
For each  we can consider two families of classes of OW -modules
R  i1(n; ):=
X
j0
(−1) jR j(i1)(M(n; ))
and
R  i2(n^; ):=
X
j0
(−1) jR j(i2)(M(n^; )):
We can apply the arguments of Section 2 in a relative setting. The result is that
the two families generate the same subgroup in the appropriate Grothendieck group of
graded OW -modules with rational GL(E)-action compatible with GL(E)-action on W .
Taking Euler characteristics of the classes R  i1(n; ) and Ri2(n^; ), we conclude
that the subgroups in K 00(A()) generated by the classes (M(n; )) and by the classes
(M(n^; )) are the same.
Proof of Proposition 6. We start with recalling basic notions involving minimal de-
generations.
Let  denote the partial order on the set P(n) of partitions of n dened by   
if and only if X ()X (). We call the pair (; ) a minimal pair if    and there
are no partitions  such that <<. Geometrically this means that X () is an
irreducible component of X () n O().
The following basic facts are established in [5].
Proposition 8. Let ;  2 P(n).
(a)    if and only if for each t; 1 +   + t  1 +   + t;
(b)    if and only if 0  0;
(c) The pair (; ) is minimal if and only if (00) is minimal.
The pair (; ) is a minimal pair of the rst kind if =(1; : : : ; i+1; i+1; : : : ; j−1;
: : : ; s) for some 1<i<j  s with i−1=i+1=  =j−1>j. Such pairs correspond
to the case when dimX ()− dimX () = 2.
Let = (1; : : : ; s) and = (1; : : : ; i − 1; i+1 + 1; : : : ; s) for some i; i 2 [1; s− 1]
such that i − 1  i+1 + 1, i.e. the partition  is obtained from  by moving an
extremal box from the ith row to the (i + 1)th row. Then the pair (; ) is a minimal
pair. We call such pairs minimal pairs of the second kind. The pair (; ) is a minimal
pair of the second kind if and only if (0; 0) is a minimal pair of the rst kind. In
this case dimX ()− dimX () = 2(i − i+1 + 1).
Proposition 9. All minimal pairs are of the rst or second kind.
Proof. This is proven in [5].
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Let us x a minimal degeneration (; ). We choose the -composition n giving
a desingularization Z(n) of X () as follows. The partitions  and  dier only in
two parts, say i and j, with i< j (for a degeneration of the second kind we have
j = i + 1). We take
n= (1; : : : ; i; j; i+1; : : : ; ^j ; : : : ; t) = (n1; : : : ; ns): (15)
For the degenerations of the second kind we may take n= .
We see that the composition
n^:=(n1; : : : ; ni + 1; ni+1 − 1; : : : ; ns)
is a -composition, so it gives the desingularization Z(n^) of X (). Again we intro-
duce the relative ag variety GL(E)=P of partial ags of dimensions n1; : : : ; n1 +   +
ni−1; n1 +    + ni+1; : : : ; n1 +    + ns−1. We denote a typical ag in GL(E)=P by
R= (R1; : : : ; Ri−1; Ri+1; : : : Rs−1) where dimRj = n1 +   + nj. We also use the conven-
tion R0 = 0; Rs = E. By denition we have the natural projections 1 :GL(E)=P(n) !
GL(E)=P; u2 :GL(E)=P(n^)! GL(E)=P. We also consider the incidence variety
Z = f(T; R) 2 X  GL(E)=P jT (Rj+1)Rj for j = 0; : : : ; i − 2; i + 1; : : : ; s− 1g:
(16)
We have two natural morphisms i1 :Z(n) ! Z; i2 :Z(n^) ! Z . The linear map T
induces the linear endomorphism ~T :Ri+1=Ri−1 ! Ri+1=Ri−1 over Z . In fact, we can
write
W :=i1(Z(n)) = f(T; R) 2 X j ~T 2 X ((ni; ni+1))g; (17)
W^ :=i2(Z(n^)) = f(T; R) 2 Z j ~T 2 X ((ni + 1; ni+1 − 1))g: (18)
This means that i1 and i2 are the relative versions of desingularizations Z((ni; ni+1))
and Z((ni + 1; ni+1 − 1)) and their projections into the corresponding space of (ni +
ni+1)  (ni + ni+1) matrices, whose images are the orbit closures X ((ni; ni+1)) and
X ((ni + 1; ni+1 − 1)) respectively.
For each  we can consider two families of classes of OW -modules
R  i1(n; ):=
X
j0
(−1) jR j(i1)(M(n; ))
and
R  i2(n; ):=
X
j0
(−1) jR j(i2)(M(n; )):
Again we may apply the arguments of Section 2 in a relative setting. The result is
that each element in the second class are expressed as a combination of elements in
the rst class.
Taking Euler characteristics of the classes R  i1(n; ) and R  i2(n; ), we conclude
that in K 00(A()) each class (M(n^; )) can be expressed as a linear combination of
classes (M(n; )). This concludes the proof of Proposition 6.
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Proof of Proposition 7. For the sheaf F of OZ(n)-modules, its direct image p(n)F
can be identied with the module over the symmetric algebra Sym((n)) (where  is
the dual of the vector bundle whose total space is Z(n)) wit the rational P(n)-action
compatible with the module structure. Therefore such a sheaf has a nite free resolution
over Sym((n)) whose terms are up to ltration the direct sums of sheaves M(n; ).
The result follows by taking Euler characteristics. Equivalently, we can just quote the
result of Thomason [6].
Remark. We expect Theorem 1 and Conjectures 1, 2 to be true for any nilpotent orbit
closure in a semisimple Lie algebra g.
5. The case of the nullcone
In this section we work with the special case  = (1n). The orbit closure X () in
this case is just the set of all nilpotent matrices. There is only one desingularization
Z(n) corresponding to n = (1n). The parabolic subgroup P(1n) is the Borel subgroup
B. The vector bundles V() are just the line bundles L().
In this case we establish Conjectures 1 and 2. They follow easily by applying the
results of Broer [2].
First of all we remark Conjecture 2 is true in the case of the nullcone.
Proposition 10. LetL() be a line bundle on GL(E)=B corresponding to the dominant
weight  and letM((1n); ) be the corresponding sheaf on Z(n). Then all cohomology
groups Hi(Z(1n);M((1n); )) vanish for i> 0.
Proof. This is Theorem 2:2 in [2].
Theorem 3. (a) The group K 00(A(1
n)) is generated by the modules M ((1n); ))(−i);
(b) The group K 00(A(1
n)) is isomorphic to the additive subgroup of R(GL(E))[[q]]
[q−1] generated by the shifted characters char M ((1n); ))qi for dominant ().
(c) The group K 00(A(1
n)) is isomorphic to the additive group of R(GL(E))[q; q−1].
Proof. It is enough to show that for arbitrary  the Euler characteristic (M((1n); ))
can be expressed as a linear combination of the characters of modules M ((1n); )) for
dominant weights . This is proven in [2, Section 3] (cf. Remark 3:16 there). The rest
of the theorem follows by the same arguments as in the proof of Theorem 2.
Moreover, the modules M ((1n); ) :=H 0(Z(1n);M()) for dominant weights  have
a nice description when  is contained in the root lattice. In that case the modules
M () are the ideals in the coordinate ring A(1n) of the nullcone generated by the
representation SE occurring in A(1n) in the highest possible degree ht() [2,1].
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Remark. Broer establishes some vanishing criteria for the cohomology groups of
sheaves M((1n); )) for arbitrary . Obtaining of a good upper bound for the de-
gree of the maximal nonvanishing cohomology group of the sheaves M(n; ) seems
to be very important, as will be demonstrated in the next section.
6. Degeneration sequences { the general setup
Theorem 1 states that the class in K 00(A()) of an arbitrary graded A()-module
with rational GL(E)-action can be expressed as a linear combination of the Euler
characteristics (M(n; )). In particular the coordinate ring of the smaller orbit closure
X () has this property. It is therefore natural to ask for an explicit expression for the
class of A() in terms of the Euler characteristics (M(n; )).
Since A() is a factor of A() the natural way to give such formula is to construct
a nite resolution of A() by A()-modules, with each term, up to ltration, being the
direct sum of modules M (n; ). One might also hope that all weights  that occur, are
dominant. A natural technique to obtain such resolutions is the following.
Fix the -composition n and the corresponding desingularization Z(n) of X (). Con-
sider the bre F(n) of the map Z(n)! GL(E)=P(n). Then take the intersection of F(n)
with q(n)−1(X ()), construct a nite free resolution of the dening ideal of this in-
tersection, and push it down by q(n). The drawback of this construction is that the
dening ideal of the intersection F(n) \ q(n)−1(X ()) can be very complicated.
In this section we show that if X () is a minimal degeneration of X () then, for an
appropriate choice of the desingularization Z(n) the resolution is given by a hypersur-
face for the degenerations of the rst kind, and by an Eagon{Northcott complex for
the degenerations of the second kind.
Let us x a minimal degenerations (; ). We choose the -composition n and the
corresponding desingularization Z(n) of X (n) as follows. The partitions  and  dier
only in two parts, say i and j, with i< j (for the degenerations of the second kind
we have j = i + 1). We take
n= (i; 1; : : : ; ^i ; : : : ; ^j ; : : : ; t ; j): (19)
Consider the subvariety
Y (; n) = q−1(X ()) (20)
of Z(n).
The main results of the following sections are that the structure sheaf OY (;n) has,
for the degenerations of the rst type, a hypersurface type resolution, and for the
degenerations of the second kind, an Eagon{Northcott type resolution as an OZ(n)-
module.
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7. Degenerations of the rst kind
Let (; ) be a minimal degeneration of the rst kind. Let us choose the -composition
n dened in (19). Then we have i = i+1   = j. Let us call the common value of
these parts k. Consider a xed ag R = (R1; : : : ; Rt−1) from GL(E)=P(n), where dim
Ri = n1 +   + ni.
The ber p−1(R) is the ane space F(n) of endomorphisms  2 EndC(E; E) such
that (Ri)Ri−1 for all i=1; : : : ; t. We will refer to it as the ane space of (n)-upper
triangular matrices. We consider the algebraic subset
S(; n) = F(n) \ X (): (21)
Proposition 11. Let (; ) be a minimal degeneration of the rst kind. Then S(; n)
is a hypersurface in F(n) dened by the vanishing of the element u() dened below.
Pushing down its resolution leads to a short exact sequence
0! M (n; (1k ; 0n−2k ; (−1)k))(−d)! M (n; (0n)) (22)
and M (n; (1k ; 0n−2k ; (−1)k))(−d) can be identied with the ideal dening X () inside
of X ().
Proof. Any element of F(n) considered as an n  n matrix automatically belongs to
X (). Let us look at the generators of the dening ideal I of X () which are not in
the dening ideal I of X (). By the main result of [7] the extra generators consist of
one copy of the representation S(1k ;0 n−2k ; (−1)k ) E occuring in the degree
d :=01 +   + 0k − k = 01 +   + 0k − k + 1:
Modulo the elements from I, the extra generators can be expressed (according to
[7]) as the linear combinations of dd minors involving k xed indices on both sides
and d− k traces, i.e. they are the span of the following combinations of d d minors
of : X
1i1 ;:::; id−kn
(a1; : : : ; ak ; i1; : : : ; id−k j i1; : : : ; id−k ; x1; : : : ; xk) (23)
for all choices of a1; : : : ; ak ; x1; : : : ; xk .
Claim. Suppose the matrix  is in the upper-triangular n-format, for n given by (19).
Then the only generator of the form (23) which is identically nonzero, is the element
u() corresponding to the choice aj = j; xj = n+ 1− j for j = 1; : : : ; k.
The claim means that the extra generators of I give, after restricting to F(n), just
one extra equation, i.e. that the intersection F(n) \ q(n)−1(X ()) is a hypersurface in
F(n). Consider the short acyclic complex given by this equation. It is
0!M(n; (1k ; 0n−2k ; (−1)k))(−d)!M(n; (0n)) (24)
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and denote its cokernel by B. Let us push down this complex by q(n). We know by
Theorem 2:2 from [2] that higher cohomology of both terms vanishes. We therefore
get a short exact complex of A()-modules
0! M (n; (1k ; 0n−2k ; (−1)k))(−d)! M (n(0n)) (25)
with M (n; (0n))=A(). Moreover, by denition of our map, the generator in degree d
of M (n; (1k ; 0n−2k ; (−1)k))(−d) goes to the extra representation from I dened above.
The cokernel of (24) is therefore q(n)B. We claim that q(n)B= A(). Indeed, it is
a factor of A(). If the module would have some other generators other than the ones
in degree d, then the module q(n)B would have to be supported in a proper subset
of X () which is clearly not the case. This means the sequence (24) leads to an exact
sequence (22).
Remark. This proof of Proposition 11 is not satisfactory because we would like to
prove sequences of type (22) without reference to the equations. One would in fact
like to deduce the generators of dening ideals of closures X () from sequences of
type (22). The reason for that is that for groups of type other than An the equations of
the dening ideals are not known, and degeneration sequences would be a good tool
to describe them.
There is another way of proving that Y (; n) is a hypersurface in Z(n). To do that
it is enough to show that the dim q(n)−1(x) = 1 for x 2 O(). More precisely:
Proposition 12. Let    be a minimal degeneration of the rst kind; and let n be
a -composition given by (19). Then; for any x 2 O() the bre q(n)−1(x) is a union
of r copies of P1 where r = j − i + 1 in the notation of (19).
Proof. We will rst analyze the case of 0 having only two parts. Assume that 0=(u; t)
with u − 1  t + 1 and take 0 = (u − 1; t + 1). This means that n = (1; 2t ; 1u−t−1).
The ags we consider are fR1   Rs−1Eg with dim R1 = 1, dim Ri = 2i− 1 for
2  i  t + 1, dim Ri = t + i for t + 1  i  s. Notice that in this case u= s.
Consider the endomorphism x 2 O(). We choose a basis fe1; : : : ; eu−1; f1; : : : ; ft+1g
of E such that x(ei)= ei−1 for all i=1; : : : ; u− 1 and x(fi)=fj−1 for all j=1; : : : ; t+
1, with the convention that e0 = f0 = 0. The bre q(n)−1(x) consists of all ags
fR1   Rs−1Eg such that x(Ri)Ri−1 for all i (with the convention that R0=0).
Now easy linear algebra shows that
q(n)−1(x) =
u−t−1[
j=1
P1(j);
where P1(1) consists if the ags
Rj+1 = (e1; : : : ; ej;f1; : : : ; fj; aej+1 + bfj+1) for j = 0; : : : ; t;
Rt+j = (e1; : : : ; et+j−1;f1; : : : ; ft+1) for j = 2; : : : ; u− t
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with (a : b) 2 P1 and, for i  2; P1(i) for 2  i  u− t − 1 consists of ags
Rj+1 = (e1; : : : ; ej; ej+1; f1; : : : ; fj) for j = 0; : : : ; t;
Rt+j = (e1; : : : ; et+j−1; f1; : : : ; ft) for j = 2; : : : ; i − 1;
Rt+i = (e1; : : : ; et+i−1; f1; : : : ; ft ; aet+i + bft+1);
Rt+j = (e1; : : : ; et+j−1; f1; : : : ; ft ; ft+1) for j = i + 1; : : : ; u− t
again with (a : b) 2 P1. This proves the proposition in the case of 0 having two parts.
The general case is not much more dicult. Consider the minimal degeneration (; )
of the rst kind. Denote the two critical parts of 0 that change by 0i = u; 
0
i+1 = t,
with u − 1  t + 1. We choose the basis in E in which the point x 2 O() has
a Jordan canonical form. We denote the basis elements corresponding to rst i − 1
blocks by g(m)j (m  i− 1; j=1; : : : ; 0m), the elements of the ith block by e1; : : : ; eu−1,
the elements of the (i + 1)th block by f1; : : : ; ft+1, and the elements of the remaining
blocks by h(m)j (m  i + 2; j = 1; : : : ; 0m).
We have
x(g(m)j ) = g
(m)
j−1 for m  i − 1; j = 1; : : : ; 0m;
x(ej) = ej−1 for j = 1; : : : ; 0i ;
x(fj) = fj−1 for j = 1; : : : ; 0i+1;
x(h(m)j ) = h
(m)
j−1 for m  i + 2; j = 1; : : : ; 0m;
with the conventions that g(m)0 = e0 = f0 = h
(m)
0 = 0.
Now simple linear algebra shows that, for a ag R1   Rs−1E from q(n)−1(x),
for 1  v  t − 1 the space Rv has the form
Rv = (fg(m)j gjv; fh(m)j gj<v) + R^v
and for v  t
Rv = (fg(m)j gjv; fh(m)j gjv) + R^v
where fR^1    R^s−1g is a ag in the span of vectors ej; fj, from the ber q(n^)−1(x^)
where ^  ^ is the minimal degeneration we get when we restrict to the subspace
spanned by the vectors ej; fj. Therefore the bres q(n)−1(x) and q(n^)−1(x^) are iso-
morphic and the proposition is proved.
This means that Y (; n) is of codimension 1 in Z(n) and then one can see directly
that the equation described in the proof of Proposition 11 is the reduced equation of
S(; n) in F(n).
8. Degenerations of the second kind
Let us start with the degeneration    of the second kind. More precisely, we take
= (1; : : : ; s); = (1; : : : ; i−1; i + 1; i+1 − 1; : : : ; s) where we choose i such that
i−1>i; i+1>i+2 (letting 0 =1 by convention). We denote r = i − i+1 + 1.
The geometric signicance of r is that 2r = dimX ()− dimX ().
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We dene the sequences
rst = i;
large = (1; : : : ; i−1);
small = (i+2; : : : ; s);
last = i+1;
n= ( rst; large; small; last):
Notice that r = rst − last + 1. For a sequence w = (w1; : : : ; ws) we denote jwj =
w1 +   + ws.
Consider the set F(n) of strictly upper block triangular matrices with diagonal block
sizes given by the composition n. Consider the subscheme S(; n)=F(n)\q(n)−1(X ()).
Our goal is to give a set of generators for the dening ideal of S(; n).
Let I(; )A() be the ideal dening the subvariety X () in X (). According to
[7], Theorem (4:6) the generators of I(; ) can be described as follows.
Let m be an index such that last  m  rst; p = 01 +    + 0m − m; R = f1 
r1<   <rm  ng and C = f1  c1<   <cm  ng. Then I(; ) is generated as an
ideal by the following sums of minors of the generic n n matrix
R;C =
X
V
(VRjVC); (26)
where the sum runs over the subsets V of [n] = f1; 2; : : : ; ng of cardinality p − m.
These are of course the combinations of p  p minors involving m xed indices on
both sides and p− m traces, as in (23).
Let J (; n) be the dening ideal of S(; n) in F(n).
We dene the intervals of integers: I0 = [ rst]; I1 = rst + [large1]; I2 = rst +
large1 + [large2]; : : : ; Ii−1 = rst + large1 +   + largei−2 + [largei−1], and J = [n+
1− last − jsmallj; n].
Proposition 13. The ideal J (; n) is generated by elements R;C of form (26) where
last  m  min(last + jsmallj; rst) and
(a) R I0;
(b) C  [n+ 1− last; n];
(c) C  J .
Proof. Let J 0(; n) be the ideal generated by the elements R;C , such that (a){(c)
hold, but the above restriction on m is relaxed to the inequality last  m  rst.
We prove by induction that R;C 2 J 0(; n) for every pair of subsets R; C of [n] of
cardinality m, where last  m  rst. This suces, for it will also be shown that (c)
implies that either R;C = 0 or last  m  rst.
Consider a typical summand (VRjCV ) of R;C . Suppose that the minor (VRjCV )
does not vanish. Under this assumption, it will be shown that the strict upper block
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triangularity of the matrices in F(n) forces certain subsets of V; R; C to lie in certain
intervals.
Observe that rst<v for every v 2 V , for otherwise (vjy) = 0 for any y 2 R [ V
and the minor (VRjCV ) vanishes. The strict upper block triangularity of the matrices
from F(n) implies the following inequalities:
m card(R \ [1; rst])
 card((V [ C) \ [1; rst + large1])
 card(V \ [1; rst + large1]): (27)
Adding m, we have
2mm+ card(V \ [1; rst + large1])
 card((R [ V ) \ [1; rst + large1]
 card(V [ C) \ [1; rst + large1 + large2])
 card(V \ [1; rst + large1 + large2]): (28)
Continuing this process, one arrives at the inequalities
(i − 1)mm+ card(V \ [1; rst + large1 +   + largei−2])
 card((R [ V ) \ [1; rst + large1 +   + largei−2]
 card(V [ C) \ [1; rst + large1 +   + largei−1]): (29)
By subtracting both sides from p= card(V [ C) = card(V [ R), one obtains
p− (i − 1)m  card(V [ C) \ J  n− rst − jlargej= last + jsmallj: (30)
By looking at the Ferrers diagram of  it is clear that
p− (i − 1)m= 01 +   + 0m − m− (i − 1)m
= (01 − i) +   + (0m − i) = last + jsmallj: (31)
Thus all of the above inequalities are, in fact, equalities. Let us summarize this
information for later use.
Let V1 be the smallest m elements of V; V2 the next m smallest elements, etc., up
to Vi−2. Let W be the remaining p − (i − 1)m elements of V . Make the convention
that V0 = R. Then the above inequalities imply that
Vj  Ij for all 0  j  i − 2;
J W [ C  Ii−1 [ J: (32)
All these containments are proven under the assumption that the minor (VRjCV )
does not vanish. Therefore
R;C =
X
V1 I1
X
V2 I2
: : :
X
Vi−2 Ii−2
X
W
(V0jV1)(V1jV2) : : : (Vi−3jVi−2)(Vi−2W jWC)
(33)
since the other summands in R;C vanish. We may assume that (a) holds, for otherwise
by (32) with j = 0, every summand of R;C vanishes, so that R;C = 0 2 J 0(; n). If
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(b) does not hold, then [n+ 1− last; n] J W [ C implies that some element of W
lies in the interval [n + 1 − last; n]. But by a previous observation, this implies that
(Vi−2W jWC) = 0 for every W . Thus R;C = 0 2 J 0(; n) again. So assume that (b)
holds.
The base case of the induction is m= last. Since cardC=m= last, (b) implies that
C = [n+ 1− last; n]. But then (c) also holds, so that R;C 2 J 0(; n) by denition.
So assume that m>last. If i=1 then jlargej=0 so that (c) holds. So let us assume
i  2. We need only consider the case where c1  n− last−jsmallj, for otherwise (c)
holds and R;C 2 J 0(; n).
Consider the Laplace expansion of the minor (Vi−2W jWC) along the column c1:X
W
(Vi−2W jWC) =
X
W
(−1)jW j
X
x2Vi−2
sign(x)(xjc1)((Vi−2 − fxg)W jWC^)
=
X
x2Vi−2
sign(x)(xjc1)
X
W
((Vi−2 − fxg)W jWC^); (34)
where sign(x) is plus or minus according as the rank of x in the set Vi−2 is odd or
even, and C^ = C − fc1g. The sum need not extend over x 2 V2 [W , since (xjc1) = 0
if x 2 W by the strict upper block triangularity in F(n).
Suppose rst that i=2. We have R=V0 =Vi−2. Consider the inner sum in (34). The
subsets C^ and Vi−2 − fxg have cardinality m − 1. The minors ((Vi−2 − fxg)W jWC^)
have degree p−1=p−01+   +0m−1− (m−1) by (31). Thus the inner sum is equal
to R−fxg; C^ . By induction on m, these elements are in J
0(; n) and so R;C 2 J 0(; n).
Otherwise, let i> 2. We haveX
Vi−2 Ii−2
X
W
(Vi−3jVi−2)(Vi−2W jWC)
=
X
W
X
Vi−2 Ii−2
X
x2Vi−2
sign(x)(xjc1)(Vi−3jVi−2)((Vi−2 − fxg)W jWC^)
=
X
W
X
V^i−2 Ii−2
X
ji−22Ii−2
(ji−2jc1)(Vi−3jji−2V^i−2)(V^i−2W jWC^)
=
X
W
X
V^i−2 Ii−2
X
ji−22Ii−2
X
y2Vi−3
(ji−2jc1) sign(y)(yjji−2)
(Vi−3 − fygjV^i−2)(V^i−2W jWC^);
where V^i−2 has cardinality m− 1. Continuing this process we eventually arrive at the
expression
R;C =
X
W
X
j12I1
X
j22I2
  
X
ji−22Ii−2
X
V^ 1 I1
X
V^ 2 I2
  
X
V^i−2 Ii−2

X
z2V0
sign(z)(ji−2jc1)(ji−3jji−2) : : : (j1jj2)(zjj1)
(V0 − fzgjV^ 1)(V^ 1jV^ 2) : : : (V^i−3jV^i−2)(V^i−2W jWC^)
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=
X
z2V0
sign(z)
X
j12I1
X
j22I2
  
X
ji−22Ii−2
(ji−2jc1)(ji−3jji−2) : : : (j1jj2)(zjj1)

X
V^ 1 I1
X
V^ 2 I2
  
X
V^i−2 Ii−2
X
W
(V0 − fzgjV^ 1)(V^ 1jV^ 2) : : : (V^i−3jV^i−2)(V^i−2W jWC^)
=
X
z2V0
sign(z)
X
j12I1
X
j22I2
  
X
ji−22Ii−2
(ji−2jc1)(ji−3jji−2) : : : (j1jj2)(zjj1)R−fzg; C^ :
Again by induction on m;R−fzg; C^ 2 J 0(; n) so that R;C 2 J 0(; n).
To complete the proof, suppose that m>last + jsmallj. But card C = m>last +
jsmallj= card J and W [C  J . Therefore some element of C is not in J . It follows
that (c) cannot hold. The proposition follows.
Let us derive another formula for the generator R;C of J (; n). Consider a nonvan-
ishing summand in (33) corresponding to the subsets Vj for 1  j  i− 2 and W . We
know that J W [C and that C  J . Dene Vi−1 =W − (J −C). Note that Vi−1 is a
subset of Ii−1 of cardinality m. We have
(Vi−2W jWC) = (Vi−2Vi−1(J − C)jVi−1J ) = (Vi−2jVi−1)(Vi−1(J − C)jJ ): (35)
Therefore
R;C =
X
V1 I1
X
V2 I2
: : :
X
Vi−1 Ii−1
(V0jV1)(V1jV2) : : : (Vi−3jVi−2)(Vi−2jVi−1)
(Vi−1(J − C)jJ ): (36)
Let A be a generic matrix in F(n). Let AI;J denote the matrix obtained by selecting
the rows I and columns J from the matrix A. Denote by B the (rst + jsmallj) 
(last + jsmallj) matrix obtained by the juxtaposition of the matrices Ai[ rst]; J and
A[n+1−last−jsmallj; n{last]; J . We refer to B as the hybrid matrix.
The main result of this section is
Theorem 4. The maximal minors of the hybrid matrix B generate J (; n). The codi-
mension of the set S(; n) in F(n) is r=i−i+1+1=rst− last+1 and therefore the
ideal J (; n) has an Eagon{Northcott type resolution as a module over the coordinate
ring of F(n).
Proof. It will be shown that the maximal minors of B are exactly the generators of
J (; n) given in Proposition 13. Let R be a subset of m rows of Ai[ rst]; J and S a subset
of last+ jsmallj −m rows of A[n+1−last−jsmallj; n−last]; J . The typical minor of B is given
by the determinant MR;S of the matrix obtained by juxtaposition of matrices AiR;J and
AS;J . By the Laplace expansion along the rst m rows and the last last + jsmallj −m
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rows, we have
MR;S =
X
K  J
card K=m
sign(K)(det AiR;K)(SjJ − K); (37)
where sign(K) = (−1)inv(K;J−K), with inv(K; J − K) being the minimum number of
adjacent transpositions needed to sort the word w(K)w(J − K) and w(K) denoting
word obtained from listing the elements of K in an increasing order.
The functoriality of the ith exterior power functor implies that
det AiR;K =
X
V1
X
V2
  
X
Vi−1
(Vi−1jK)(Vi−2jVi−1) : : : (V1jV2)(RjV1); (38)
where Vj is a subset of [n] of cardinality m. We have
MR;S =
X
K  J
card K=m
sign(K)
X
V1
X
V2
  
X
Vi−1
(SjJ − K)(Vi−1jK)(Vi−2jVi−1) : : : (V1jV2)(RjV1)
=
X
V1
X
V2
  
X
Vi−1
(Vi−1SjJ )(Vi−2jVi−1) : : : (V1jV2)(RjV1):
Note that S is a subset of J of cardinality card J −m. Let C = J − S. Since every
element in S is smaller than n − last, it follows that C contains [n + 1 − last; n]. It
follows that MR;S = R;C by (36), the equalities (32) and the strict block triangularity
of the generic matrix in F(n). This proves the rst part of Theorem 4.
To prove the second part we notice that by the generic acyclicity of the Eagon{
Northcott complex it is enough to show that the codimension of S(; n) in F(n) equals
to r. This follows from the description of the ber of q(n) over a point from O().
Proposition 14. Let    be a minimal degeneration of the second kind; and let n
be described by (19). Then; for any x 2 O() the ber q(n)−1(x) is a projective space
Pr where r = i − i+1 + 1.
Proof. The proof of the proposition is similar to the proof of Proposition 12. Suppose
we have a minimal degeneration    of the second kind. First we treat the special
case when, for 0=(01; : : : ; 
0
t) we have 
0=01−1; : : : ; 0t+1). This means actually that
 is a rectangular partition, say, 0 = (ut) and 0 = (u+ 1; ut−2; u− 1) with t  2. The
composition n equals (t−1; tu−1; 1); so we are dealing with the ags R1   RuE
with dimRi = it − 1. Let us pick an element x 2 O() in a canonical Jordan form in
certain basis e(m)j (1  j  u; 1  m  t), i.e. x(e(m)j ) = e(m)j−1 with the convention that
e(m)0 = 0 for each m= 1; : : : ; t.
Let R1   Ru be a ag in q(n)−1(x). Then the simple linear algebra shows that,
this ag is determined by R1, which is the arbitrary subspace of codimension 1 in the
span of fe(1)1 ; : : : ; e(t)1 g. This proves that q(n)−1(x) = Pt−1 as desired.
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Now, the general case diers from the one treated above by the fact that x 2 O()
can have some additional Jordan blocks, some of them of length >u and some of
them of length <u. Let us denote the corresponding basis elements by g(m)j , with
1  m  i; 1  j  0m; h(m)j with m>i + t; 1  j  0m, with the blocks 0i+1 =   =
0i+t=u, and the vectors corresponding to these blocks still denoted e
(m)
j . Of course we
assume
x(g(m)j ) = g
(m)
j−1; x(e
(m)
j ) = e
(m)
j−1; x(h
(m)
j ) = h
(m)
j−1
with the convention that g(m)0 = e
(m)
0 = h
(m)
0 = 0 for all m.
Then again by simple linear algebra we see that, for a ag R1   Rs−1E in
the ber q(n)−1(x), the spaces Rv have the following form:
Rv = (fg(m)j gjv; fh(m)j gj<v) + R^v
where fR^1    R^s−1g is a ag in the span of vectors e(m)j , from the ber q(n^)−1(x^)
where ^  ^ is the minimal degeneration we get when we restrict to the subspace
spanned by the vectors e(m)j . Therefore the bers q(n)
−1(x) and q(n^)−1(x^) are isomor-
phic and the proposition is proved.
Let us consider the polynomial ring T :=K[F(n)]. Theorem 4 implies that the T -module
T=J (; n) has an Eagon{Northcott-type resolution
0! Gr ! Gr−1 !    ! G1 ! G0; (39)
where G0=T and Gj=Dj−1U⊗^last+jsmalljU⊗^last+jsmallj+j−1 V ⊗T with the hybrid
matrix B viewed as a map of free T -modules
B :U ⊗T ! V ⊗T;
and dimU = last + jsmallj; dimV = rst + jsmallj.
The resolution G is a map of graded T -modules with rational P(n) action. The
P(n)-action on the terms Gj is induced by the action of P on U; V . Let us treat
GL(E)=P(n) as a partial ag variety of ags fR1   Rs−1Eg with dimRj = n1 +
   + nj. Then U is the representation of P(n) on E=Ri and V is the direct sum of
representations of P(n) on R1  Rs−1=Ri.
We can sheafy the complex (39) to get the resolution
0! Gr ! Gr−1 !    ! G1 ! G0 (40)
of locally free OZ(n)-modules with G0 = OZ(n) and
Gj = Dj−1U⊗
last+jsmallj^
U⊗
last+jsmallj+j−1^
V ⊗ OZ(n)
with U = E=Ri ; V = R1  Rs−1=Ri. Here Ri denotes the tautological bundle on
GL(E)=P(n), pulled back to Z(n).
It follows that, up to ltration, each term Gj is a direct sum of modules M().
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Example. Take =(4; 3; 2; 1); =(4; 4; 1; 1). We have n=(3; 4; 1; 2), rst=3; large=
(4), last = 2, small = (1). We have i = 2 and r = 2. The hybrid matrix B is a 4  3
matrix with three quadratic rows and one linear row. The resolution (40) is of length 2.
The terms are, up to ltration,
G0 =M(010);
G1 =M(13; 04; (−1)3)M(12; 06; (−1)2);
G2 =M(2; 1; 05; (−1)3)M(13; 04; (−1)3);
where we abbreviate M(n; ) by M(). This means that after taking sections we get
the following sequence:
0
#
M (2; 1; 05; (−1)3)(−7)M (13; 04; (−1)3)(−7)
#
M (13; 04; (−1)3)(−6)M (12; 06; (−1)2)(−5)
#
M (010)
Notice that the representations in the rst position correspond, by Theorem (4:6) of [7]
to the generators of the ideal I() that are not in I(). This means that the cokernel
of the last map equals to A(). Coupled with Conjecture 2 on vanishing (which is
possible to prove in this case) this means that we have an acyclic complex of twists
M (n; ) with the cokernel A(). This sequence explains how the equations of X () are
related to the equations of X ().
We hope that similar information can be extracted from the sequence (40) in general.
In fact we expect the following.
Conjecture 3. (a) For every minimal degeneration   ; the corresponding n given
by (19) and the resulting complex (40) we have
Hi(Z(n);Gj) = 0 for i> 0;
and therefore the sequence one gets from (40) by taking sections is acyclic.
(b) The homology of the sections of the complex (40) is equal to A().
We conclude with exhibiting the graded character that expresses the Euler charac-
teristic of the complex (40).
Consider the partition of the interval [n] into successive subintervals A; B; C, and D
of sizes rst; jlargej; jsmallj, and last. We write for short f=rst; s=jsmallj; l=last.
We identify the element u of [n] with the weight having 1 in the place u and 0 in
all other places. Also, by u we denote the weight −u. Similarly, for the set of m
weights A, the expression
Vk(A) denotes the sum of (mk ) weights gotten by summing
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k distinct members of A. Also Dk(A) = Sk(A) is the sum of (
m+k−1
k ) weights obtained
by summing k members of A.
Let i be such that i = rst and 1  j  rst − last + 1. The jth term Gj in the
Eagon{Northcott resolution (40) of the hybrid matrix has character
s+l+j−1^
(A+ C)⊗
s+l^
(C + D)⊗ Dj−1(C + D)
=
sX
k=0
s+l+j−1−k^
(A)⊗
k^
(C)⊗
s^
(C)⊗
l^
(D)⊗
j−1X
t=0
Dt(C)⊗ Dj−1−t(D)
=
sX
k=0
j−1X
t=0
l+j+k−1^
(A)⊗
s−k^
(C)⊗
s^
(C)⊗ Dt(C)⊗
l^
(D)⊗ Dj−1−t(D)
=
sX
k=0
j−1X
t=0
l+j+k−1^
(A)⊗
k^
(C)⊗ Dt(C)⊗ S( j−t;1l−1)(D):
The degree of the summand is
(l+ j + k − 1)i + s− k:
Since we allow the twists that are not dominant in the blocks of n, we are actually
making the calculations on GL(E)=B, i.e. a given twist gives an Euler characteristic of
the pullback of M(n; ) to GL(E)=B, which is a sheaf L()⊗Sym((n)) on GL(E)=B.
We can conclude
Proposition 15. For 1  j  r; the graded Euler characteristic character of the term
Gj in the Eagon{Northcott complex (40) of the hybrid matrix is
qs+(l+j−1)i
sX
k=0
q(i−1)k
j−1X
t=0
l+j+k−1^
(A)⊗
k^
(C)⊗ Dt(C)⊗ S( j−t;1l−1)(D); (41)
where again each weight  means the graded character
P
t0 q
t(L()⊗Symt((n));
with (n) being the vector bundle on GL(E)=P(n) dual to Z(n); as in Section 1.
Conjecture 3 requires more vanishing than Conjecture 2. To show this, let us consider
the following example.
Example. Consider the partition =(6; 2; 1; 1; 1; 1) with i=1. Then n=(6; 1; 1; 1; 1; 2);
rst=6; small=(1; 1; 1; 1), and last=2. Consider the j=4 term. In this situation all
terms are zero except when k = 0. One obtains the following terms, all in degree 10:
(16; 0; 0; 0; 0;−1;−5); (16; 0; 0; 0;−1;−1;−4); (16; 0; 0; 0;−2;−1;−3);
(16; 0; 0; 0;−3;−1;−2); (16; 0; 0; 0;−4;−1;−1):
The twists for the last two weights do not have vanishing higher cohomology: Taking
the Poincare polynomials at the dominant weight (16; 0; 0; 0;−2;−2;−2), one obtains
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zero except for the last two terms, where one obtains q − 1 and 1 − q, respectively.
But these contributions cancel!
It seems very likely that in general, for xed j and xed k and varying t, the higher
cohomology cancels.
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