Let A, X 1 and X 2 be topological spaces and let i 1 : A → X 1
and the q-dimensional cellular chain-group C q (X) is a free finitely generated right Zπ 1 (X)-module; on the other hand if X is disconnected then Zπ 1 (X; x) depends on the choice of the base-point x and for all x ∈ X the chain-group C q (X) is not a free Zπ 1 (X; x)-module. Moreover we want to have a trace of the homomorphism C q (f ) wheref :X →X and so a generalized Lefschetz number counting algebraically the number of fixed points of f . Hence we define the ring Λ(X) which contains Zπ 1 (X; x 0 ) for every x ∈ X and we prove that C q (X) is a finitely generated projective Λ(X)-module. It is a free Λ(X)-module if and only if X is connected. In any case, it is possible to define traces following [8, 4] and the generalized Lefschetz numbers for non-connected spaces.
We first have to extend the notion of Reidemeister classes to the case of a ring which could not be a group-ring. This is done in section 2.1; in the same section we prove other propositions which will be used later. In the following sections we simply prove standard properties of traces and Lefschetz numbers in this algebraic setting. In section 3.1 we define the generalized Lefschetz number of a map defined on a finite CW -complex even when X is not connected and give the relation between this case and the connected one.
In section 3.2 we give standard definitions and examples of pushout construction and some preliminary facts. Finally in section 4 we give the statement and proof of the pushout formula.
I wish to express my sincere thanks to the Organizing Committee and in particular to Prof. Brown and Prof. Kucharski. I wish to thank Prof. Piccinini for his help and helpfulness.
Algebraic preliminaries 2.1 The Reidemeister group of a ring homomorphism
In this section we will introduce a generalization of the classical Reidemeister set defined for group homomorphisms and will show some simple facts that will be needed later.
Let Λ be a ring (with unity element) and f : Λ → Λ be an endomorphism of Λ. Let (Λ) f denote the subgroup of Λ generated by all the elements λ 1 λ 2 − λ 2 f (λ 1 ) with λ 1 , λ 2 ∈ Λ. We define the Reidemeister group of f as the additive group of Λ modulo (Λ) f and we will denote it with R(f ). We will denote with [λ] the obvious projection of λ in R(f ).
Example 1: If f = 1 Λ then R(f ) is the group defined on [8] , page 130.
Example 2: If Λ = ZG is the group ring of a group G over the ring of integers Z and f = Zϕ is the linear extension of a group endomorphism ϕ : G → G then R(f ) is the free abelian group generated by the set R(ϕ) of the orbits in G of the action of G over G defined by g·x := gxϕ(g −1 ) (∀g, x ∈ G). In other words it is the classical Reidemeister set of a group homomorphism (see e.g. [1, 2, 4, 5] ).
Proof -Let R(ϕ) denote the orbit set and [g] denote the orbit of g ∈ G. The context will make clear whether [g] is seen as an element of R(f ) or of R(ϕ). We want to prove that R(f ) ≡ ZR(ϕ). Let p 0 : G → ZR(ϕ) be defined by p 0 (g) = [g] for each g ∈ G and let p be the linear extension of p 0 to ZG. Because p is onto, it sufficies to prove that Ker(p) = (Λ) f . But g 1 g 2 = g 1 g 2 f (g 1 )f (g −1 1 ) and hence p(g 1 g 2 − g 2 f (g 1 )) = 0 (∀g 1 g 2 ∈ G) therefore Ker(p) ⊇ (Λ) f . Now let λ ∈ Ker(p); this means that λ = n 1 g 1 + n 2 g 2 + . . . + n k g k with n i ∈ Z and g i ∈ G for all i = 1, . . . , k and that i=k j +1 n k j +i g k j +i and k 0 = 0, k l+1 = k. As ZR(ϕ) is free, p(λ) = 0 implies p(µ j ) = 0 for all j. Therefore it is enough to prove that λ ∈ (Λ) f in the simple case
In this case there exist elements ξ 2 , . . .
which is an element of (Λ) f . 2
Consider the rings Λ 1 , Λ 2 and the following commutative diagram of ring homomorphisms:
. . , p we will say that Λ 1 is well-decomposed. This implies
Proof -Let us prove that θ * is well defined. We must show that θ * ([η]) = 0 for all η ∈ (Λ 1 ) f 1 . Because for i = 1, . . . , p we have by hypothesis that
Therefore for all λ, µ ∈ Λ i 1 the following equations hold true
and hence θ * is well-defined on R(f 1 ). By trivial arguments it can be shown that θ * is a group homomorphism. 2 We note that if ϕ 1 = ϕ 2 we can always define ϕ * := θ * by setting θ = 1 on the whole Λ 1 . In this case ϕ * ([
Here we prove some elementary properties of Reidemeister groups. Commutativity: If g : Λ 1 → Λ 2 and f : Λ 2 → Λ 1 are ring homomorphisms, then g * : R(f g) → R(gf ) is an isomorphism. In fact f * :
Conjugacy: If θ is a unit element in the ring Λ and f : Λ → Λ is a ring endomorphism we can define θ −1 f θ as the endomorphism defined by θ −1 f θ(λ) := θ −1 f (λ)θ for all λ ∈ Λ. Moreover if we define ϕ 1 (λ) := λ and ϕ 2 (λ) := θ −1 λθ we get that ϕ 2 f = θ −1 f θϕ 1 and θϕ 2 (λ) = f f 1 (λ)θ ∀λ ∈ Λ. Therefore ϕ * = θ * is a well-defined isomorphism ϕ * = θ * : R(f ) → R(θ −1 f θ).
The trace
In this section we introduce some basic facts about the trace of f -homomorphisms defined on projective modules, following the lines of [1, 4, 8] .
Let Λ be a ring and M 1 , M 2 be finitely generated right projective Λ-modules. An additive function F :
We want to define a trace function on the (additive) group of all such f -endomorphisms.
Let M p,q (Λ) denote the group of all the p × q matrices with entries in Λ. For any matrix F let F f denote the matrix obtained by applying f to each of the entries of F . Proposition 2.2 For every integer p there exists a unique group homomor-
. Let I p be the p × p square matrix with the diagonal entries equal to 1 ∈ Λ and with the non-diagonal equal to 0. Let 0 be any matrix of zeros.
If
It is clear that this function satisfies the hypoteses of the proposition. 2
Now let us suppose that M is a free finitely generated Λ-module and F : M → M is an f -endomorphism. For any choice of a free Λ-basis of M there is a p × p matrixF with entries in Λ representing F . Let us define T r f (F ) : 
for the defining property of trace in proposition 2.2.
Let Λ be a ring and let M be a finitely generated projective right Λ-module. Let F : M → M be an f -endomorphism. Then there exists a Λ-module Q such that M ⊕ Q is a free finitely generated Λ-module and an f -endomorphism F + 0 : M ⊕ Q → M ⊕ Q defined by (F + 0)(x + y) = F (x) for all x ∈ M and y ∈ Q. It is an f -endomorphism of free finitely generated modules, hence there is a well-defined trace, and we define T r f (F ) := T r f (F + 0).
It does not depend on the choice of Q: if M ⊕ Q ′ is also free finitely generated, let us consider the free finitely generated Λ-module
for all x, z ∈ M , y ∈ Q and w ∈ Q ′ . Using the same argument of the proof of proposition 2.2 it is easy to see that T r f (F +0 Q ) = T r f (F +0 Q +0 M +0 Q ′ ) = T r f (F + 0 Q ′ ) thus it is well defined even in the case M is a finitely generated projective right Λ-module. Proposition 2.3 (Commutativity) Let Λ be a ring and M 1 , M 2 be two finitely generated projective right Λ-modules. Let F : M 1 → M 2 and G : M 2 → M 1 be respectively a f -endomorphism and a g-endomorphism, with f and g endomorphisms of Λ. Then
where f * : R(gf ) → R(f g) is the homomorphism defined in section 2.1.
Proof -Let Q 1 and Q 2 be Λ-modules such that M 1 ⊕ Q 1 and M 2 ⊕ Q 2 are free finitely generated. With the same notation as above, it is easily seen that
hence substituting M 1 with M 1 ⊕ Q 1 and M 2 with M 2 ⊕ Q 2 we can suppose M 1 and M 2 to be free. Let e 1 , . . . , e p be a free basis of M 1 and e ′ 1 , . . . , e ′ q be a free basis of
and similarly
hence the thesis. 2
The Lefschetz number of a f -endomorphism of a Λ-complex
Let Λ be a ring and let C = {C n → . . . → C 0 } be a finite projective Λ-complex, i.e. a finite-dimensional chain complex of finitely generated projective right Λ-modules. Let f : Λ → Λ be a given ring endomorphism; an fendomorphism F : C → C of the Λ-complex C is any set of f -endomorphisms
. . , n which commute with the boundary homomorphisms. The traces T r f (F i ) are well-defined. The Lefschetz number of F is defined to be
and it is an element of R(f ).
. . , n be the chain homotopy between F and G and the boundary homomorphisms; let us recall that d i simply is a Λ-homomorphism of Λ-modules. By additivity
Proposition 2.5 (Commutativity) Let Λ be a ring and C, C ′ be two chain complexes of finitely generated projective right Λ-modules. Let F : C → C ′ and G : C ′ → C be respectively a f -endomorphism and a gendomorphism, with f and g endomorphisms of Λ. Then
Proof -It is a trivial corollary of 2.3. 2 3 Topological preliminaries
The generalized Lefschetz number of a continous selfmap on a finite CW -complex
Let X be a finite CW -complex. We are not asking it to be connected. Let X 1 , X 2 , . . . , X p be its connected components and let x i ∈ X i be a base point of X i for each i = 1, . . . , p. Let Λ(X) denote the free abelian group generated by the elements of the fundamental groups of these components, i.e. Λ(X) :
and let the product in Λ(X) be defined by the linear extension of
If X is connected Λ(X) = Zπ 1 (X) is simply the group ring of the fundamental group of X.
Let f : X → X be a self-map. Let J := Z p × I be the cartesian product of the set of the first p integers Z p = {1, 2, . . . , p} with discrete topology and the unit interval I = [0, 1]. A continous map w : J → X is called a base-multipath if for all j = 1, . . . , p there exist j ′ such that
Let us note that j ′ is uniquely determined once we ask for the second identity to be true; it is because X j ′ is connected. We say that the self-map f is multipath-based if a base-multipath w has been chosen and we denote it with (f, w). Up to rearranging indices it is always possible to assume that
For any multipath based self-map (f, w) : X → X there is an induced endomorphism f Λ : Λ(X) → Λ(X) defined as the linear extension of
LetX be the universal covering space of X. It is the disjoint union of the universal covering spaces of X 1 , . . . , X p . If the set of paths P X := {λ : (I, {0}) → (X, {x 1 , . . . , x p })} is endowed with the compact-open topology, thenX is the quotient space of P X under the relation of homotopy equivalence relative to endpoints. Therefore we can view a point inX as a homotopy class of paths [λ] . For any g ∈ π 1 (X i , x i ) let
g is the cellular homeomorphism of X induced by g. For every integer q ≥ 0 let C q (X) denote the q-th cellular chain group
Let Λ(X) act on C q (X) on the right by extending linearly the function defined for each x ∈ C q (X i ) and
is a right Λ-module. If X is connected, it is free and finitely generated. In our general setting a weaker proposition holds.
Proposition 3.1
The q-th cellular chain group C q (X) is a finitely generated projective right Λ(X)-module.
Proof -We have to prove that each C q (X i ) is a finitely generated projective Λ(X)-module. We already know that for each i = 1, . . . , p, C q (X i ) is a free finitely generated Λ(X i )-module. Let {e 1 , . . . , e k } be a free basis. Just by taking the projection pr i :
Let Q i be the direct sum of k copies of Λ i . Let Λ(X) act on Q i by the usual ring product in Λ(X) and distributive law. Therefore
and hence it is a free finitely generated right Λ(X)-module. 2 If (f, w) is a multipath-based cellular self-map of X then there is a canonical cellular lifting of (f, w), namelyf :
It will be called the projection homomorphism for C q (X).
It is easy to see that the composition C q (f )P is a f Λ -endomorphism, where f Λ : Λ(X) → Λ(X) is defined as above. Therefore we can define the generalized Lefschetz number of the multipath-based cellular self-map (f, w) as the Lefschetz number of
which is an element of R(f Λ )(see [4, 2] ). Let us note that when p = 1 this is the generalized Lefschetz number as defined in [4] . It is expected that L(f, w) is independent of the base multipath w and to depend only on the homotopy class of f . This is truly the case: for i = 1, . . . , p, let x ′i ∈ X i be another base point and w ′ : J → X another corresponding base-multipath. The paths w(i, −) and w ′ (i, −) will be denoted simply with w i and w ′ i . LetX ′ denote the universal covering space pointed at x ′1 , . . . , x p andf ′ :X ′ →X ′ the canonical lifting of f atX ′ . The rings
are given. For each i = 1, . . . , p, let γ i : (I, 0, 1) → (X i , x i , x ′i ) be a continous path from x i to x ′i . Let ϕ 1 , ϕ 2 : Λ(X) → Λ ′ (X) be defined by extending linearily ϕ 1 (g) := γ
Let us note that Λ(X) and Λ ′ (X) are well-decomposed (see section 2.2) into
We can see that at the cellular complex level
where P : C q (X) → C q (X) and P ′ : C q (X ′ ) → C q (X ′ ) are defined as above. Moreover C q (Φ 1 ) and C q (Φ 2 ) are a ϕ 1 and ϕ 2 -homomorphism respectively which satisfy the identity
It is true that
and hence by commutativity
where θ * is the isomorphism defined in section 2.1.
for suitable base multipaths w and w ′ . H * can be defined by considering the chain homotopy at the chain complexes level, in the same way as in [4] . We prefer to give a slightly different proof which follows the lines of [3] .
LetH : X × I → X × I be a cellular approximation of the fat homotopy (cfr. [5, 1] ) such thatH(−, 0) = f andH(−, 1) = f ′ . Let w, w ′ be base multipaths for f and f ′ respectively with the same base-points x 1 , . . . , x p . It is easy to see that, if i 0 , i 1 : X → X × I are defined by i 0 (x) := (x, 0) and 0) , (x i , 1) be the vertical path from (x i , 0) to (x i , 1). Then for the previous arguments there exists an isomorphism θ * such that θ * (L(H, i 0 (w))) = L(H, i 1 (w ′ )). We can therefore define
which coincides with the one defined in [3] if X is connected.
Let us remark that such an isomorphism exists even if f is not cellular; in this case L(f, w) is not yet defined, but at the R(f Λ )-level everything works. So if (f, w) is not cellular we can define L(f, w) := H * L(f ′ , w ′ ) where f ′ : X → X is any cellular approximation of f and H is the homotopy between f and f ′ and w ′ is a base multipath for f ′ ; it turns out that L(f, w) does not depend on the choice of f ′ . Proposition 3.2 Let X 1 , . . . , X p be the connected components of X, with base points x i ∈ X i . Let us suppose that f (x i ) ∈ X i for i = 1, . . . , p 0 and f (x i ) ∈ X j with j = i for i = p 0 , . . . , p. Let w : J → X be a base multipath for f , and w i := w(i, −). Let f i : X i → X i be the restriction of f to X i for i = 1, . . . , p 0 . Then
where L(f i , w i ) is the generalized Lefschetz number of f i :
Proof -It is trivial to check that Λ(X) is well-decomposed into Λ(X 1 ), . . . , Λ(X p ). Therefore
) and for i = p 0 , . . . , p, R(f | Λ(X i ) ) = 0. Hence the first identity.
Now let e 1 , . . . , e k be a free Λ(X 1 )-basis for C q (X 1 ) which is a finitely generated free right Λ(X 1 )-module, because X 1 is connected; let us remark that Λ(
hj for suitable F 1
hj ∈ Λ(X 1 ). Now we can take a Λ(X)-module Q 1 such that C q (X 1 ) ⊕ Q 1 is a free Λ(X)-module with e 1 , . . . , e k as a free Λ(X)-basis, as done in proposition 3.1. This argument can be applied to each j = 1, . . . , p 0 . Therefore, if i j : R(f j Λ(X j ) ) → R(f Λ(X) ) is the obvious inclusion, we have that
and taking alternating sums,
and so the thesis. for all y ∈ Fix(f i ) with a path λ : (I, 0, 1) → (X i , x i , y) (see e.g. [1, 5] ). The main theorem of [4] 
where Ind(f i , x) is the index of the fixed point x, and Fix(f i ) := {y ∈ X i | f i (y) = y} is the fixed point set for f i . We can always assume Fix(f ) to be a finite subset of X. The same formula holds for f : X → X; if cd : Fix(f ) → R(f ) is defined by cd(y) := cd i (y) for every y ∈ X i ∩ Fix(f ) then the identity
holds true.
Let us recall that the number of nontrivial distinct free generators of R(f i , w i ) which have to be used in writing L(f i , w i ) is the Nielsen number N (f i ) of the map f i as defined in [1, 5] . The same is true for f : X → X in the sense that we can define the Nielsen number of f , N (f ), to be the number of nontrivial distinct free generators of R(f ) wich have to be used in writing L(f, w). It is the sum N (f ) = p 0 i=1 N (f i ) of the Nielsen numbers of the restrictions f i : X i → X i . In the same way the inequality N (f ) ≤ #Fix(f ) holds true. The Nielsen number naturally continues to be a lower bound of the number of fixed points of the self-map f .
Pushout maps
Let A, X 1 and X 2 be finite, not necessarily connected CW -complexes. Let i 1 : A → X 1 and i 2 : A → X 2 be cellular continous maps. Then the pushout space X := X 1 ⊔ A X 2 of X 1 and X 2 via i 1 and i 2 , or the pushout space of i 1 and i 2 in short, is the set of all equivalence classes of the topological sum X 1 ⊔ X 2 under the equivalence relation generated by x 1 ∼ x 2 ⇐⇒ (∃a ∈ A)|x 1 = i 1 (a), x 2 = i 2 (a). It can be shown that X is a finite CW -complex. Let q : X 1 ⊔ X 2 → X 1 ⊔ A X 2 be the identification function and define j 1 : X 1 → X and j 2 : X 2 → X as the compositions of q with the inclusions of X 1 and X 2 in X 1 ⊔ X 2 . For more details see [7] . The main property of a pushout space is the universal property: given two maps with the same codomain h 1 :
Here is a list of very common pushout-type constructions. Example 3: Union spaces. If X = X 1 ∪ X 2 is the union of two subcomplexes X 1 and X 2 , then X = X 1 ⊔ A X 2 where A = X 1 ∩ X 2 and i 1 : A → X 1 , i 2 : A → X 2 are the inclusions. For every cellular self-maps f 1 and f 2 of X 1 and X 2 that coincide on the common intersection A, there exists the extended map f : X → X which is the pushout map of f 1 and f 2 via f A .
Example 4: Quotient spaces. Let (X, A) be a pair of finite CWcomplexes. Then the quotient space X/A is the pushout space of i 1 : A → X and i 2 : A → { * } where i 1 is the inclusion and i 2 the constant map.
Example 5: One-point unions. The one-point union of two spaces X 1 and X 2 is simply the pushout space of i 1 : { * } → X 1 and i 2 : { * } → X 2 .
Example 6: Connected sums. Let M 1 and M 2 be two compact triangulated n-manifolds. Let ) for all y ∈ Y , then the pushout space is the mapping torus T f of f , as defined in [6] . Now let us consider cellular self-maps f A : A → A, f 1 : X 1 → X 1 and f 2 : X 2 → X 2 such that i 1 f A = f 1 i 1 and i 2 f A = f 2 i 2 . There exists a unique cellular self-map f : X → X defined on the pushout space X such that the following diagram
is commutative. The map f is called the pushout map of f 1 and f 2 via f A and can be denoted by f 1 ⊔ f A f 2 in analogy with topological spaces. Let w A , w 1 , w 2 and w be base-multipaths for f A , f 1 , f 2 and f . We wish to show that there exist well-defined homomorphisms i * 1 : R(f A , w A ) → R(f 1 , w 1 ), i 2 * : R(f A , w A ) → R(f 2 , w 2 ), j 1 * : R(f 1 , w 1 ) → R(f, w) and j 2 * : R(f 2 , w 2 ) → R(f, w) such that j 2 * i 2 * = j 1 * i 1 * . Let us consider one of the squares of the previous diagram, e.g.
where A 1 , . . . , A p are the connected components of A and
1 be the base-points.
For each i = 1, . . . , p, let us choose a path γ i : (I, 0, 1)
commutes, if ϕ 1 and ϕ 2 are defined by extending linearily
for each i such that f A (a i ) ∈ A i and otherwise
holds true for each λ i ∈ Λ(A i ), according to proposition 2.1, there exists a well-defined group homomorphism θ * : R(f A , w A ) → R(f 1 , w 1 ). We will denote it by i 1 * . It turns out that
It is easy to see that it does not depend on the choice of the paths γ i in the sense that if other paths δ i had been chosen then the corresponding induced homomorphism is the same.
We could do the same thing for i 2 , j 1 and j 2 , and it can be easily shown that j 2 * i 2 * = j 1 * i 1 * . In other words the following diagram
is commutative.
The pushout formula
We are now in position to state the main theorem of this paper. If all the spaces involved are connected then the statement is the same as that of [3] .
A → A, f 1 : X 1 → X 1 and f 2 : X 2 → X 2 be cellular maps such that
Proof -Let M (i 2 ) be the mapping cylinder of i 2 as defined in example 3.2. Let ii 2 : A → M (i 2 ) be defined by ii 2 (a) :=ī 2 (a, 1) whereī 2 : A × I → M (i 2 ) is the map of the pushout construction, and let p : M (i 2 ) → X 2 be defined by pī 2 (a, t) = i 2 (a) for every (a, t) ∈ A × I and pī 0 = 1 X 2 . Wellknown facts are that ii 2 is a cellular inclusion (hence a cofibration) and that p is an homotopy equivalence whose inverse isī 0 . For more details see e.g. [7] .
Let f A×I :
It is a cellular self-map of M (i 2 ) and the identity f ′ 2 ii 2 = ii 2 f A holds true. Therefore the pushout map f 1 ⊔ f A f ′ 2 can be defined on the pushout space
As we did in the previous section, induced homomorphisms are defined such that the following diagram
commutes. Let us note that base multipaths are omitted for the sake of simplicity.
Lemma 4.2 The identities
Proof -If all the spaces involved are connected this is exactly the statement of lemma 4.2 and lemma 4.3 of [3] . Otherwise X 2 or X may be disconnected. But in this case, as p andp are homotopy equivalences (see e.g. [7] ), they induce bijections at the 0-homotopy set level π 0 (M (i 2 )) = π 0 (X 2 ) and π 0 (X 1 ⊔ A M (i 2 )) = π 0 (X). Moreover, according to proposition 3.2,
and
where X 1 2 , . . . , X p 0 2 are the connected components of X 2 such that f 2 (X i 2 ) ⊂ X i 2 and the same holds for M (i 2 ). It can be seen that p 0 = p ′ 0 and that, as proved in [3] ,
2 and f i ′ 2 are self-maps of connected spaces. Therefore, because of the additivity of
and hence the first part of the lemma. The second one can be proved in the same way. 2 Because the identitiesp * ī i 2 * = j 1 * , p * ii 2 * = i 2 * are true, then
and hence the pushout formula holds if and only if
is true. Let us remark the fact that both i 1 and ii 2 are supposed to be inclusions. This means that it sufficies to prove the theorem in case both i 1 and i 2 are cellular inclusions.
Hence let us suppose that A is a subcomplex of X 1 and X 2 and that
A → X 2 , j 1 : X 1 → X and j 2 : X 2 → X are all defined to be the inclusions. The maps f A , f 1 and f 2 are simply the restrictions of f to the subcomplexes A, X 1 and X 2 . Let and X 1 , X 2 , . . . , X p those of X with base-points x 1 , x 2 , . . . , x p . LetÃ,X 1 , X 2 andX be the universal covering spaces of A, X 1 , X 2 and X, and C q (Ã), C q (X 1 ), C q (X 2 ) and C q (X) their q-dimensional cellular chain groups. Fix an integer q ≥ 0. Let
and P : C q (X) → C q (X) be the projection homomorphisms as defined in section 3.1. Now let us consider the canonical liftings of (f A , w A ), (f 1 , w 1 ), (f 2 , w 2 ) and (f, w) and the corresponding chain homomorphisms
at the q dimensional chain group level. Then the theorem follows easily from the following lemma.
Lemma 4.3 For any q ≥ 0 the identity
Proof -Let us start by considering the square diagram
where C q (f A ), C q (f 1 ) and P A are defined as above, andĩ 1 andĩ ′ 1 are defined as follows: for each j = 1, . . . , p A let γ j be a continous path γ j :
where a j is the base point of A j and x j ′ 1 is the base point of the component X j ′ 1 of X 1 which contains A j ; let us remark that points ofÃ are homotopy classes rel. endpoints of paths λ : (I, 0) → (A, {a 1 , a 2 , . . . , a p A }) and points ofX 1 are homotopy classes of paths λ :
for each λ : (I, 0) → (A j , a j ) and
It is not difficult to see that the diagram is commutative. Moreover, if we recall the definition of i 1 * of section 3.2 by taking ϕ 1 , ϕ ′ 1 : Λ(A) → Λ(X 1 ) as the unique ring homomorphisms such that
we get the commutative diagram
of ring homomorphisms. The main point is that C q (ĩ 1 )P A is a ϕ 1 -homomorphism and
we can suppose that a free basis of C q (Ã)⊕Q A can be given by taking liftings of the q-dimensional cells of A {e 1 , e 2 , . . . , e k } toÃ (and hence they can be thought out as elements of C q (Ã)). If we consider the f AΛ -endomorphism C q (f A )P + 0 Q A of C q (Ã) ⊕ Q A we get exactly the f AΛ -endomorphism whose trace is the trace of C q (f A )P A . The same argument applies to X 1 , X 2 and X, and therefore we have the f 1Λ -endomorphism C q (f 1 )P 1 + 0 Q 1 of the free finitely generated Λ(X 1 )-module C q (X 1 ) ⊕ Q 1 , the f 2Λ -endomorphism C q (f 2 )P 2 + 0 Q 2 of the free finitely generated Λ(X 2 )-module C q (X 2 ) ⊕ Q 2 and the f Λ -endomorphism C q (f )P + 0 Q of the free finitely generated Λ(X)-module C q (X) ⊕ Q. Their traces are by definition exactly the traces of the corresponding endomorphisms at the chain groups level. Let us call them F A , F 1 , F 2 and F . At last we define the homomorphisms corresponding to i 1 , i 2 , j 1 and j 2 . As an example, let
be defined in the obvious way. The others are defined in the same way. We arrange them as in the following diagram.
Let us note that the identity
is true. Similarily (∀j = 1, . . . , p A ) there exist element η j ∈ Λ(X 2 ) such that
. . , p 1 and i = 1, . . . , p 2 . Moreover as before i 1 * = θ * , i 2 * = η * , j 1 * = ǫ * and j 2 * = ζ * . Let us recall that these homomorphisms do not depend on the choice of the paths that occur in defining θ j , η j , ζ j and ǫ j .
As shown in [4, 3] we can take a free Λ(X 1 )-basis b 1 , b 2 , . . . , b k+s of C q (X 1 ) ⊕ Q 1 such that b j = Φ 1 (e j ) for each j = 1, . . . , k such that e j and f A (e j ) belong to the same connected component of A. In the same way let c 1 , c 2 , . . . , c k+s be a free Λ(X 2 )-basis of C q (X 2 ) ⊕ Q 2 such that c j = Φ 2 (e j ) for each j = 1, . . . , k such that e j and f A (e j ) belong to the same connected component of A. Therefore we can take a free Λ(X)-basis d 1 , d 2 , . . . , d k+s+t of C q (X) ⊕ Q such that d j = Ψ 1 (b j ) for all j = 1, . . . , k + s such that f 1 (b j ) and b j are in the same connected component of X 1 , and d j = Ψ 2 (c j−s ) for all j = k + s + 1, . . . , k + s + t such that f 2 (c j ) and c j are in the same connected component of X 2 .
Let E vu , B vu , C vu and D vu be the entries of the matrices representing F A , F 1 , F 2 and F respectively. In other words {E vu } ∈ M k,k (Λ(A)) and and that similar formulae hold for C q (f A )P A , C q (f 1 )P 1 and C q (f 2 )P 2 . But for u = 1, . . . , k + s and hence
= T r f Λ C q (f )P + j 1 * i 1 * T r f AΛ C q (f A )P A concluding the proof. 2 With this lemma the proof of the theorem is complete. Let us note that the hypothesis that at least i 1 is an inclusion cannot be omitted. Let A = S 1 be a circle and let X 1 = X 2 = { * } be a single point. Then i 1 : A → X 1 and i 2 : A → X 2 are constant maps, and the pushout space X = X 1 ⊔ A X 2 is a single point { * } too. Therefore if 
