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This paper is concerned with the total-and strict total-positivity of the integral 
kernels which relate the solutions of parabolic initial boundary value problems to 
the initial and boundary data. Maximum principle arguments. in conjunction with 
a charazterisation of total positivity in terms of variation diminishing properties, 
are used to prove total positivity of both the initial value and boundary value ker- 
nels under mild assumptions; similar methods yield strict total positivity when the 
coefftcienrs appearing in the equation are analytic in either the time or the space 
variable. ln this way we extend results of Karlin and McGregor on the total 
positivity of the kernel associated with the initial data; their proofs used the deter- 
minantal definition of total positivity and exploited the work of Gohberg and Krein 
on the Green’s functions of Sturn-Liouville operators. ,% 1986 .Academic Press, Inc. 
This paper is concerned with properties of solutions to second-order 
parabolic initial boundary value problems (in one-space dimension), and of 
the integral kernels associated with these solutions. 
The equations we consider are of the form 
su 1 a au 
-=5df4=-- K- +ou, 
ar p ax ( ! ax 
for .rE(a.b),tEI,, 
with boundary conditions 
BJ4(a, t) =yU(t) u(u, t)+P(t) u,(a, t)=f(t) for tE I,, 
B&b, t) = p(t) u(b, t) + P(t) u,(b, t) = g(t) 
(2) 
for teIS, 
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and initial condition 
u(x, s) = u”(x). (3) 
Here p, u, and cr are functions of (x, t) defined on (a, b j x I (where I is a 
subinterval of the real line 2); IJ~, yb, 6”, and 6’ are functions of t defined 
on I; 1, = {t E I: t > s} with s E 1; u’(x), f(t), and g(t) are given initial and 
boundary data; U, denotes the partial derivative of u with respect to x. We 
remark that operators of the form Au,, + Bu, + Cu can be rewritten in the 
form &‘u by setting 
o=C, p=exp K=ilp. 
The familiar assumptions on the various coefficients which make the 
problem parabolic and which also guarantee that maximum principle 
arguments can be applied to classical solutions 21(x, t) will be formulated 
later in Assumption 2.1. 
One expects the solution U(X, t) of (1) (2 j, and (3) to have the represen- 
tation 
+ j’p’(x, t; r)g(r) dr, 
5 (4) 
where p, pa, and pb are suitable integral kernels. 
The properties of solutions with which we are concerned relate to the 
number of zeros (or sign changes) of u(x, t) as a function of x with t fixed; 
loosely speaking, one expects this to be no greater than the number of 
zeros (or sign changes) in the data f, g, and u’. Classical papers on this 
subject include Sturm [24] and Polya [22]. More recent and comprehen- 
sive results (which do not depend on linearity) can be found in Nickel 
[21], where beautiful use is made of maximum principle arguments. Our 
purpose is to relate these results to the (strict) total positivity of the ker- 
nels, p(x, t; 17, s) (in x and ~7 for t and s fixed j, pa(x, t; t - r), and pb(x, t; r) 
(in x and I for t fixed). 
In various papers (e.g., [13, 141, where probabilistic methods are used, 
and [15], which is more purely analytical), Karlin and McGregor have 
proved that when the coefficients of (1) and (2) are independent of time, 
p(x, t; ~1, s) is totally positive in x and y for s and t fixed. These methods do 
not appear to yield strict total positivity; moreover, the kernels pa and pb 
do not seem to have been discussed. In this paper a new approach is taken 
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to these questions which does not depend on the intricate matrix 
theoretical results of Gantmacher and Krein [6], but rather on maximum 
principle arguments and on unique continuation theorems. This approach 
is possible because of a non-matricial characterisation of total, and strict 
total, positivity which is to be found in Karlin’s book [12] and which has 
been very nicely formulated in an expository article by Brown, Johnstone. 
and MacGibbon [3]. We are able to prove that under very general con- 
ditions the kernels p, pa, and p” (in the variables specified previously) are 
always totally positive; that when the coefficients do not depend on time 
these kernels are indeed strictly totally positive; that, more generally, when 
the coefficients depend on t, or alternatively on x, in an analytic way, the 
kernels are again strictly totally positive. In writing up this paper we were 
frustrated by the absence of explicit results on the boundary kernels o” and 
p”; these were eventually derived within the framework of Arima [2]. 
Our interest in this subject was aroused initially by a paper of Karaflat 
[ll], who uses arguments similar to those of Nickel to obtain a -‘finite 
bang-bang principle” in a boundary control problem for the heat equation. 
Subsequently Glashoff noted in [7] that in control problems of a certain 
kind the strong sign regularity of the kernels involved played an important 
role; however, he did not establish the total positivity results for the kernels 
p” and p6 needed for the parabolic control problem. In a Ph.D thesis [lo]. 
Kahlbrandt developed the ideas of Glashoff in a direction divergent from 
the one we have taken. 
It should also be mentioned that variation reducing properties have ren- 
cently been playing an important role in the qualitative study of the 
asymptotic behaviour of one-dimensional non-linear parabolic equations 
(see, e.g., Hale and do Nascimento [S] and Matano [I 18 ] ). Some of 
the techniques used there are similar to those of this paper and to those 
occurring in the previously cited papers of Nickel and Karaliat. 
I would like to acknowledge emphatically the contribution of Ekkehard 
Sachs to this paper; he was an important source of information 
stimulation, and ideas. We hope to apply some of the results of this paper 
to control theory in a future joint publication. 
1. (STRICT) TOTAL POSITIVITV 
Let K(x, 11) be a real valued function of x E I and J’ E J, where I and J are 
given intervals. K(x, 4’) is defined to be totally positiue if and only if for 
each integer n 3 0 
det[K(x,, ?;)I 3 0, 
for finite subsets {x~};= I of I and {,i)-;= 1 of J with -yI <x2 < . . . < .Y,, and 
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y,<1’2< ... <y,. The kernel K(x, y) is said to be strictly totally positive if 
all inequalities are strict. Karlin’s book [12] explores these and related 
concepts in great detail and in many contexts; in particular the “variation 
diminishing” properties of the transformation defined by 
xv(x) = u(x) = j, K(x, y) v(y) dy 
are studied there. 
Equivalent characterisations of total, and strict total, positivity which 
clarify the relation to variation diminishing properties are nicely presented 
in [3]. To formulate these we recall some definitions 
Let (uj};= i be a set of real numbers ordered by the index j. Then 
S- {a,)?= i is defined to be the number of sign changes when zero terms are 
ignored, while SC (ai};= , is the maximal number of sign changes which can 
occur if zero terms uj are replaced by positive or negative numbers. 
Moreover, one defines the initial signs 
zs--(u,}l’=l=o if uj=O for allj, 
= sgn aJo if a,=0 for j<j,, uj,#O; 
and 
IS’ (a,);= 1 =o if ui=O for all j, 
=(-l)“+‘sgnu,, if a,=0 forj<j,,fliO#O. 
Then, if v(y) is defined on J, one can deline 
and 
S-o = sup(S(~(~~)};=, : JJ, < .r2 < ... < J’~, y1 arbitrary}, 
S+v=sup{S+{v(~~~)J~=,: ~‘r<y~< ... <y,,, narbitrary}. 
If S-v is finite one can define ZS - o to be IS ~ ( o( yi) )(‘= 1, where {J>};=, is 
chosen so that So = s-{u(~~)}J=, . Similarly, ZS’~r can be defined if S+v 
is finite. The same notions can be defined for functions u(x) defined on Z. 
The following theorem is proved in [3]. Note that the statements con- 
cerning strict total positivity involve the bracketed changes to the 
preceding expression. 
1.1. THEOREM. The following statements me equivalent: 
(a) K(x, y) is total@ positive (strictiv totally positive). 
(b) For any measurable function v on J, and-for any measure v on J, 
with sJ [u(y)/ dv > 0 and u(x) = sJ K(x, ~1) 11(y) d v well dejined and finite one 
has 
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(i) S-uGS-L (...S+U<S-L~...); and 
(ii) ifs-u=Sv<cc ( -..S+u=S-v<m... j, henalso IS-u= 
IS--v (... Iscll=Is-v~~~ ). 
CC) For my U(X) =CJ’= 1 ajK(x, J;.), where ,J>~ <y2 < ... < yn (n 
arbitrary) and, where each aj is a non-zero real number, one has 
(ii S-u<S-(a,i)j”=, (...Sfz(dS~(a.ij;~!.‘.); and 
(ii) if S-u=SP{aj};=, (...Si~~=S~~(aj~,:l:=,.~.,, then &o 
ISmu=ISP(aj~;=, (...IS+~=rS~(aj)~=l...j. 
It is remarkable that the symmetry in x and J’ of the classical definitions 
is not evident in characterisations (b) and (c). This symmetry combined 
with (b) is the key to the applicability of these notions in certain control 
problems, For the purposes of this paper (c) is the useful characterisation. 
2. SOME CONSEQLJENCE~ OF THE MAXIMUM PRINCIPLE 
In this section we prove two theorems concerning Su(x, t) and 
S+u(x, t) (with t fixed), where u(x, t) is a solution of the initial boundary 
value problem. These theorems are refinements and adaptations of similar 
results to be found in Karaliat [ 111 and Nickel [Zl 1. 
Minimal assumptions on the coefficients which enable one to apply 
maximum principle arguments to classical solutions (without guaranteeing 
the existence of such solutions) are given in 
2.1. ASSUMPTION. 
(a) p and o are in C([a, b] x1), K in C’([a, b] x1); 
(b ) p and K are strictly positive; 
(Cl f’, yb, 6”, and 6’ belong to C(I); 
Cd) I$ + lb”1 > 0, Iy51 + lb51 > o, fao, y5>o, 6”<0, db>o. 
2.2. DEFINITION. We say that u(x, t) is a classical solution of ( 1) and (2) 
if u is twice continuously differentiable in x and once continuously differen- 
tiable in t in [a, b] x 1, and satisfies ( 1) and (2); it is a classical solution of 
( l)> (2), and (3) if it is also continuous on [a, b] x I, and (3) is satisfied 
(where Is= (tEI: sdt)). 
To formulate the next theorem it is helpful, though initially confusing, to 
think of the dataf, g, and uO taken together, as a function of a real variable 
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r which parametrises the “parabolic boundary” of [a, 61 x [s, t), with t E 1, 
fixed, namely 
in a counter-clockwise way. For t E I, we define 
d’(z)=f(-z+a+s) if t~(a-t+s, a], 
= 22(7) if r E (a, b j, (5) 
=g(s-bbs) if TE[b,b+t-3). 
Note that, for a particular value of t, d’(7) combines the data needed to 
determine 14(.x, t). 
The following theorem provides the main step towards proving the total 
positivity of our various kernels. 
2.3. THEOREM. Let u(s, t) be a classical solution of (l), (2), and (3 j. 
Then, for fixed t E Z,, considering u(x, t) as a function of x in [a, b], one has 
(i) S-u(., t) 6 S-d’; and 
(ii) if S-u(., t) = S-d’ < “cj, then also IS-m(., t) = IS-d’. 
ProoJ: Suppose .Su(., t) > 0 (otherwise the theorem is trivial). In order 
to prove (i) it is enough to show that for any {s,);=~ such that a<x, < 
x2< ... <x,,db, u(x,, t)#O and sgnz4(,xif1, t)= -sgnu(xj, t), one has 
S-(24(x;, t)‘” , I=, < S-d’. To prove this we use the key idea in Nickel’s 
paper [21]. We let 
0= ((x, r)E [a, b] x [s, t]: u(x, r)#O}. 
This set is open in the relative topology of [a, b] x [s, t]. We let Oi denote 
the connected component of 0 which contains (A-~, t). We show 
I. for each i there exists (yir ri) E Oi n 8; corresponding to parameter 
value zi such that d’(ti) # 0 and sgn d2(Ti) = sgn z4(xi, t); 
II. for i< j, 7i<7j. 
From this it follows at once that Sp(d’(7,)};,, = S-(u(x,, t))y= ,, and 
thus S- (z~(.x~. t))r= 1 < S-d’, as was to be proved. 
Note first that once I has been established II is satisfied as consequence 
of the fact that x1<x2< ... <x,, the disjointness of the sets Oi, the 
arcwise connectedness of these sets and properties of the plane; a picture is 
convincing, a formal argument quite tricky! 
To prove I is quite delicate and depends heavily on various consequences 
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of the maximum principle. Suppose 14(x,, 4) > 0. We then replace z4 by o = 
eK4z4, where K is chosen to ensure that 6 + KG 0; u has the same sign 
properties as u. Let a0, denote the boundary of Oi with respect to the 
relative topologJ7 on [a, 61 x [s, t]. Then the closure bi of Oi (which is iden- 
tical in the plane and relative topologies) is the disjoint union of Oj and 80,. 
Since u(x, r) = 0 on 430, it is clear that the (strictly positive) supremum hli 
of u(x, r) on Uj must in fact be achieved on 0;. Hence also, defining 
ri = inf{ r E (Is, t]: there exists (x, 1.) E Oi with 14(x, Y) = ML), there exists 
yi E [a, b] such that (y,, ri) E Oi and 14(yi, ri) = M;. We need to distinguish 
three cases. If ri = s we set ri = s; then if yi is neither a nor b we set yi = yi 
while if yi = a or b we pick yr E (a, 6) close enough to yi to ensure that 
(r;, yi) E Oi. Then (vi, vi) E Oi n 8; and, if zi is the corresponding parameter 
value, #(ri) 20 and sgn d’(ri) = sgn U(Xi, t). If instead s< ri< t we set 
( yi, Ti) = (y,, r;). A classical consequence of the maximum principle (Prot- 
ter and Weinberger [23, p. 169, Theorem 21 ensures that u(x, T;) < Mi for 
(x, yi) ~0~ and XE (a, b), for otherwise one would have zr(s,, ri- E) = Mj 
and (x, ri - E) E Oj for E > 0 sufficiently small, contradicting the definition of 
ri. So in this case J’~= a or 6, and (J!~, ri) again belongs to a;,, with 
corresponding parameter value zi. Suppose lli= LI, the case J;= b being 
similar. Then for 6 > 0 sufficiently small [a, a + 61 x [r, - 6, ri + 61 c 0; and 
U(X, T;) < Mj in the interior of that rectangle (since otherwise the definition 
of I’~ would again be contradicted). A second version of the maximum prin- 
ciple ( [23, p. 170, Theorem 31 tells one that u,(a, Y.~) < 0, in which case 
because of Assumption 2.1 (d), 
d’(Tjj =f(rj, = y%(u, ri) + Pz4Ja, Yi) > 0, 
and again sgn d’(ri) = sgn u(si,‘t) as required. Finally, suppose that ri= t. 
As before one must have yi = CI or b. If yi = a, one has for 6 > 0 sufficiently 
small that [a> a + S] x [t - 6, r] c 04 with u(x, Y) < M; on the interior, and 
u(a, t) = ML. One can again conclude that u,(a, t) < 0. This depends on a 
variant of [23, p. 170, Theorem 31; in the notation of that reference the 
proof is modified by considering the region D bounded by C’, C” and the 
horizontal segment corresponding to the time value t, and by noting that w! 
cannot achieve its maximum on the horizontal segment but does so at P. If 
now we set ri = ri - E and jzi = a, with E > 0 sufficiently small, one has by 
continuity u,( jr;. r;) < 0 and u(J!~, rij > 0, from which it again follows, 
letting si correspond to (J,~, r,), that dr(zjj > 0 and sgn &(si) = sgn u(x,, r). 
The case u(x;, t) < 0 is treated similarly with K chosen so that b + K> 0. 
This completes the proof of (i). 
To prove (ii) one chooses (xi}:= I as before with S- <z4(xi, 1’)};= 1 = S-d’. 
That IS- { u(?ci, t j };=, = IS-8 follows easily from I and II, and from the 
definitions. 1 
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In the formulation and proof of the next theorem a subtlety arises which 
later limits the generality of our proof of strict total postivity. We shall, for 
the moment, “identify” zeros which lie in an interval. For u(x) delined on 
(a, b) and (c, d) c (a, 6) let u,,~ denote the restriction of u to (c, d). Now we 
define s+u to be the supremum of the values of S’ {u(,Y~));= i, where 
a<x,<x,< ... <x,<b and u,,,,, u,~,~, u,~,,,+, (l<i<n-1) do not 
vanish identically. If u(xi) vanishes identically on no subinterval of (a, b) 
then, of course, ,!?‘u = S’u. It is evident how to define Is+u. 
2.4. THEOREM. Let u be a classical solution of (I), (2 j, and (3). Then, for 
fixed t E I,, considering u(x, t) as a function of .x in (a, b), one has 
(i) J+u(., t) < S-d’; and 
(ii) if s+u(., t) = S-d’< 00, then Zs+u(., t) = IS-d’. 
Note that it is essential to consider u(x, t) as a function of x in the open 
interval (a, h). To see this consider the heat equation u, = u,, with 0 
Dirichlet data at a and b and with u’(s) >O on (a, b). One then has 
~(a, t) = u(b, t) = 0 and u(x, t) > 0 for x E (a, b). In this case S-d’= 0, but if 
ZI(X, t) were to be considered on [a, b] one would have s+u(., t) = 2. 
We precede the proof of the last theorem by a lemma. 
2.5. LEMMA. Let u be a classical solution of (l), (2), and (3). Let 
(yi}f:‘i (~21) be such that a<y,<y,< ... <Jlp+,<b, u(y,,, t)#O, 
4Yp+ 1, t) # 0, u(yi, t) = 0 for 1 6 id p, and u -“,, 4.,+,(., t) f 0 for 0 < id p. 
Then, for positive E sufficiently small, S+ {u( yi, t));:t d S~Z~~,~..~~+, (., t-8). 
Proc?f: This uses an induction argument and a form of the maximum 
principle. When p = 1 we choose positive E so small that ZL(J’~, r) and 
u(yZ, r) are never zero for r E [t - E, t], and hence do not change sign. We 
consider U(X, r) on the region [yO, y2] x [t-E, t]. If sgn u(y,, t) = 
sgn zl(y2, tj then u(x, t - E) must have the opposite sign somewhere on 
(yi, y2), since otherwise by the maximum principle [23, p. 169, 
Theorem 21, u(y,, t) = 0 would imply u(y, t) = 0 for y E (y,,, y2), con- 
tradicting the hypothesis. In this case, therefore, 
s+ (U(?‘i, t,}:zo = 2 d s-zr,,o,y2(., t-E), 
as was to be proved. If, on the other hand, sgn u( y,,, t) = -sgn U( yz, t) 
then also sgn u(J’~, t-c)= -sgn zi(y2, t--E) and thus 
S+{U(yiy t)}f==,= 1 GSUJ~~,Jiz(‘) t--E). 
Suppose next that the result has been proved for up to p intervening 
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zeros and consider points { ?:i)f20’ satisfying the hypotheses. Since u?.~~~+, 
(., tj f 0, there exists y in (y,, .I.‘~+ r) with u(4;, I) # 0. Set 
Then (Fi);201 and (zi)fZO satisfy the hypotheses of the lemma. Hence, 
using the induction hypothesis in the second step, 
This completes the proof of the lemma. m 
Proof of Theorem 2.4. We shall prove that for any {x~>:= , satisfying 
a -C x1 < x2 < ‘. . < X, < b with u(x, tj not vanishing identically between 
adjacent points, there exists a small positive E such that S+ (u(x!, t));= i < 
S-u(x, t-&j. Then, since S-d’-” < S-d’ (d’+’ being a restriction of dr to a 
smaller interval) it follows from Theorem 2.3 that St (zi(xi, t)};= I < Yd’, 
from which (i) follows in view of the definition of S+u(., t). 
Because u,,,J., t) f 0, z1x,,.b (., t) f 0 and u(., t) is continuous one can 
refine and then relabel (x~};= , without decreasing the value of 
S + {ti(.x;, t)>. in such a way that 
(a) z~(sr, I) #O and z~(x,,. t) #O; and 
(b) if, for 1 <j< 12, z4(xj, t) #O, then at least one of U(X~ r, t) or 
4-u,+ 1, t) is not zero and has the same sign as L~(,Y~, t). 
Once {x~>;= I has been chosen in this way, it can be broken into disjoint 
consecutive segments of the form (u(x,, t),..., u(x,+,+, , t):. such that either 
all terms are non-zero or only the end terms are nonzero, and such that the 
last term of one segment and the first term of the next segment always have 
the same sign. Because of this last property St (z4( xi, t j} :I= 1 is the sum of 
the values of S+ (u(x~+~, t)Ip=‘,‘. For the latter we have by the lemma, if 
the intervening terms are zero, 
for E sufficiently small. Using continuity it is easily seen that this estimate 
also holds for segments which contain only nonzero terms. Adding all the 
contributions one finally obtains 
s+ (u(x,, t)}:= 1 <s-z1 .Y,,,,j~, t-‘&j G s-4-, t--E), 
thus completing the proof of (i). 
In order to prove (ii) suppose that s+u(., tj = Fd’< ,XI, and choose 
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{xl};=, as above with S+ (u(x~, t)}l=i = S”+u(., t). Then, for E sufficiently 
small, one obtains from the inequalities between successive terms and the 
equality of the first and last terms 
S+u(-, t) = s+ {U(Xi, t));= 1 = s-UX,,&(., t-E) 
Es-u(., t-&)=S-d’-E=s-d’, 
as well as sgn u(x,, t) = sgn u(.‘c,, t-s) and ZS-dfP”= IS-d’. Now it 
follows that Z.!?+u(., t) = sgn z/(x1, t), for if u(x, t j were to have oppositie 
sign somewhere on (a, xi j then S+ (u(x~, t)};=, < $‘u(., t); a similar 
argument yields IS-u(., I - E) = sgn u(xI, t - E) = sgn u(x,, t) = ZS+u(., tj. 
Noting that IS-d’-“= IS-d’, it then follows from Theorem 2.3 that 
Ig+u(., t) = IS-d’. 1 
3. THE (STRICT) TOTAL POSITIVITY OF THE KERNELS 
In this section we shall prove the total-and strict total-positivity of the 
kernels p(x, t; y, s) (in x and y for s and t fixed), pO(x, t; t - 1.) and 
p*(x, t; yj (in x and r for I fixed) under rather general and plausible 
assumptions on these kernels. 
The assumptions we shall need for the proof of total positivity are: 
3.1. ASSUMPTION. There exists p(x, t; y, s) defined for x and y in (a, b), 
s and t in I with t > s, such that 
(a) p(x, t; ~1, s) is continuous in y and s for x and tfixed; and 
(b) if us E CF(a, b) (the space qf iqfiniteIy differentiable functions with 
compact support in (a, b)), then 
U(X, tj=S*p( x, t; y, s) u”(y) dJ 
CI 
is well defined for (x, t) E (a, b) x I, and extends by continuity to [a, b] x 1s 
to yield a classical solution of (1 ), (2), and (3) with f E 0 = g. 
3.2. ASSUMPTION. There exists pn(x, t; r) ( . . .pb(x, t; r) . . . j defined-for x 
in (a, b), r and t in I with t > r, such that 
and (a) pII(x, t; r) ( . ..pb(x. t; r) ... ) . IS contiruozrs in r for x and t fixed; 
(b) $cp E C$(Z,), then 
u(x, t)=jrpa(x, t;r)q(r)dr t;r)q$r)dr... 
5 
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is well defined for (x, t) E (a, b) x I, and extends by copztinuitJ- to [a, b] x r, 
to yield a classical solution of (1 j, (2), and (3) with f = cp, g = 0, II, = 0 
(".gEcp,fEO, U"EO...). 
For the proof of strict total positivity we shall also need the following 
three assumptions: 
3.3. ASSUMPTION. Ler p(x, t; y, s) be as in Assumption 3.1. Moreover, 
(a) for each (y, s) E (a, b) x I, p(x, t; y, s) is in,fact defined for (x, t j E 
[a, b] x I, and is a classical solution of (1) and (2) with f = 0 and g z 0; 
(b) for s E I and t E I, fixed there is no finite linear dependence relation 
functions p(., t; y, s) with y E (a, b); 
(c) forsandyin(a,b),s,r,andtinIwiths<r<t 
P(X, t; J, S) = ibp(X, t; Z, r) pin, r; y, .j.) dz. 
‘L1 
3.4. ASSUMPTION. Let pa(x, t; r) ( ‘.. p’(x, t; r) ‘. ) be as in Assumption 
3.2. Moreover, 
(.a) for x E (a, b), s, r, and t in I with s < r < t 
P”(.X, t; s) = 1” P( x, t; Z, r) pU(z, r; s j dz 
a . 
( . ..pb(x. t; s) = j’p(x, t; 2, r)pb(z, r; s) dz... ); 
a 
(b) for s E I and t E I, fixed there is no finite linear dependence relation 
between functions pa(x, t: r), p(-, t; y, s), and pb(., t; r) with r E [s, t) and 
I’E (a, b). 
And last, but certainly not least, 
3.5. ASSUMPTION. Let u be a classical solution of (1) and (2) in 
[a, b] x I, with f r0 and g=O. rffor some fked t in I,, u(x, t) = 0 for all x 
in a subinterval of [a, b] then u - 0 on [a, b] x I,. 
In Section 4, conditions on the coeffkients wili be given which ensure 
that the assumptions are indeed satisfied. It turns out that Assumptions 3.1, 
3.2, 3.3(a), 3.3(c), and 3.4(a) are quite innocuous, but that Assumptions 
3.3(b), 3.4(b), and 3.5 depend on delicate results on unique continuation (a 
subject which does not yet seem to have reached its final form for parabolic 
equations j. 
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Combining the data as in (5), (4) becomes 
u(x, t) = j++‘- P’(x, T) d’(t) dq 
a-*+.7 
where 
P’(x, z)=p”(x, t; --z+a +s) if rE(n--++,a], 
= P(X, t; T, s) if SE [a, b], (6) 
=pyx, t;z-b+s) if ~E[b,b+t-s). 
The following theorem asserts somewhat more than the total positivity of 
the individual kernels p, pa, and pb. 
3.6. THEOREM. Suppose Assumptions 2.1, 3.1, and 3.2 hold. Then, for 
jiked s in I and t in I,, P’(x, z) is totall~~ positive for x in (a, 6) and t in 
(a-t++, b+t-s). 
We precede the proof by statements of two corollaries which will follow 
from that proof. 
3.7. COROLLARY. Suppose Assumptions 2.1 and 3.1 hold. Then, for filced 
s in I and t in I,, p(x, t; y, s) is totally positive for x and y in (a, h). 
3.8. COROLLARY. Suppose Assumptions 2.1 arzd 3.2 hold. Then, for fixed 
s in I and t in Z,, pa(x, t; t-r) ( .pb(x, t; r). . . ) is totally positive for x in 
(a, b) and r in (0, t-s] ( . . . [s, t) . . . ). 
Proof of Theorem 3.6. By theorem 1.1(c) it is enough to show that, for 
u(x, t)= i a,PZ(x, Si) 
i= 1 
with a,#0 and a-t+s<z,<z,< .‘. <T,<b+t-s, one has 
(i) S-U(., t)<S-(a,};=,; and 
(ii) if S-u(., t)=S-{ai)l,I, then IS-u(., t)=IS-(a,):‘=,. 
Thinking of t as fixed we define 
u(x, r)= c aiPr(x, ti) where IV,= (i: rie(a-r++, b+r-s)}; (7) 
iE N I 
U(X, r) can be thought of as a “solution” of (1), (2), and (3) corresponding 
to point mass data ai at zi. Essentially (i) and (ii) follow from Theorem 2.3, 
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but not directly since U(X, t’) does not satisfy a classical initial boundary 
value problem. 
To prove (i j it is enough to show that for any (.xi)lM_ 1 with n < xi < x2 < 
. . < x,, < b, zd(xjj, t) #O, and sgn u(xjtI, t) = -sgn u(x,, t) one has 
s- (Z”(Xj, T))/m_, d s- {ui);:I,. We shall modify 24 to obtain a classical 
solution ti corresponding to boundary data and initial data combined in 
a’(~), such that 
6(x,, t) # 0, sgn ii(xj, t) = sgn u(x,, tj and S-2 = S- (ui);=, . 
Then the proof of (i) is completed using Theorem 2.3 as follows: 
S+4(Xj, t,)~:“l=s-{ii(xj, t))yl=,<s-zk t)<s-at=s-{ai]:‘,,. 
To construct ii(x, Yj note first that, given points {x,j~~, with the 
previous properties, one can by the continuity assumptions 3.1(a) and 
3.2(a) suppose that no ri equals a or b (since otherwise one could change 
slightly, and then relabel, the offending points without changing the sign 
properties of {zl(xi, t)}$ ,). Now, again by continuity, one can pick 6 > 0 
so that 
6<min 5+;-?, 
i 
b+t-s-z,,T,-a+t-s, IT;-4, IT,-bl q 
and so that for /r) < 6 
22(x, t) = i: a,P’(x, t; + 2) 
i= 1 
has the properties ur(xj, t) # 0, sgn zlr(.xi, t) = sgn u(xj. t). Next we choose 
$ E Cc( -6.6) non-trivial and nonnegative and define 
Z&Y, t j = 1” uT(x, f) l+b(?) df. 
6 
Then ii(xj, t) # 0 and sgn 17(x,, t) = sgn u(xI, t). Moreover, shifting variables 
in each term of the sum, one obtains 
qx, t) = Jb+- I’[(-Y, Z) ar(zj dr with Z(T)= f aill/(~-ri). 
a-tt~s i=l 
By the way in which 6 was chosen it is clear that L? E CF(a- t + sI 
b + t-s). Since moreover a and b lie outside the support of 2 it follows 
easily from Assumptions 3.1(b) and 3.2(b) that 
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where a(z j is the restriction of z(r) to (a - r + s, b + r -s), is a classical 
solution of an initial boundary value problem on [a, b] x 1,. This com- 
pletes the proof of (i) since S-2 = S- {ui}:= i follows from the fact that the 
nonnegative functions $(r - ri) have disjoint supports centered about T;. 
To prove (ii) one chooses {x,};! I as above with S- (u(x,, t))y= I = 
S-24(., t) = S-(a,}~~,, constructs ii and applies Theorem 2.3(iij. 1 
Concerning strict total positivity we have 
3.9. THEOREM. Suppose Assumptions 2.1, 3.1, 3.2, 3.3, 3.4, and 3.5 hold. 
Then, for fixed s in I and t E I,, P’(x, T) is strictly totally positive for x in 
(a,b) andt in (a-t++, b+t-s). 
3.10. COROLLARY. Suppose .4ssurnptions 2.1, 3.1, 3.3, and 3.5 hold. Then, 
for fixed s in I and t E I,, p(x, t; y, s j is strictly tota&. positive for x and 4’ in 
(0, b). 
3.11. COROLLARY. Suppose Assumptions 2.1, 3.1, 3.2, 3.3, 3.4, and 3.5 
hold. Then for fixed s in I and t E I,, pa(x, t; t - r) ( . . . pb(x, t; r) . . ) is 
strictly totally positive for x in (a, b) and r irz (0, t-s] ( ... [s, t) ... ). 
Proof of Theorem 3.9. We prove first the strict total positivity of 
p(x, t; JJ, s) for s and t fixed (i.e., Corollary 3.10). To do this we must show 
that for 
u(x, r) = i a,p(x, r; yi, s) 
i= I 
with rEI,, a,#O, and a<y, <yz< ... <y,<b, one has 
(i) S+U(., tj d S-{a;};= I and 
(ii) if S+u(., t) = S-{a,l;_, then ~S+U(., t) = IS-(a,);=,. 
Note that by Assumption 3.3(a), U(X, r) is a classical solution of (1) and (2) 
with f = 0 and g = 0 for (x, r) E [a, b] x 1,. It then follows that U(X, t) does 
not vanish on any subinterval of [a. b], for if it did one would have, as a 
consequence of Assumption 3.5, that u(k, r) = 0, which is impossible in 
view of Assumption 3.3(b). Hence, by Theorem 2.4 and Corollary 3.7, for 
O<&<t-s 
S+U(., t) = S+U(., t) < Seu(x, t-E) <S- {aj>~=, 
SO that (ij is satisfied; that (ii) also holds follows from the same theorems. 
To prove that P’(x; a) is strictly totally positive one has again to 
establish (i) and (ii) for U(X, r) defined by (7 j. Now for positive a so small 
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that fI and t,, belong to (a - t f s + E, b + t-s-~) it follows easily from 
Assumptions 3.3(c) and 3.4(a) together with the definition (6) of P’(s, T) 
that 
Zl(X, t) = jb p(x, t; 2, t - E) u(z, t - E ) dz. 
LI 
Now, since by Assumption 3.4(b), z4(., t) f 0, one has as a consequence of 
the strict total positivity of p(s, t; z, t -E) in .Y and z, and by Theorem 3.6 
S+Ll(., r) < F(., t-F) 6 s- +zi)y=, 
proving (i); again (ii) is immediate. 1 
4. CONDITIONS ON THE COEFFICIENTS 
In this section we write down conditions on the coefficients of the 
problem (l), (2), and (3) which guarantee that the various assumptions 
ensuring (strict) total positivity are satisfied. 
4.1. THEOREM. Suppose that 
(i) K is continuously dffrrentiable with respect to ,Y in [a., b] x I, p is 
continuously differentiable with respect to t and p, pr, x, K,, and CJ are all 
uniformly continuous in x and t; 
(ii) p and IC are strictly% positive; and 
(iii) Bau=t4 andBbu=u; or 
(iii’) BOu=yau- M, atid c!Z&U= yb14+ u,, where y” and yb are non- 
negatizle and Hiilder continuous in t qf order greater than +. 
Then Assumptions 2.1, 3.1, 3.2, 3.3(a), 3.3(c), and 3.4(a) are all sati$ed. 
This immediarely yields. 
4.2. COROLLARY. If the conditions of Theorem 4.1 are sati$ed p. pU, p”, 
and the composite kernel p’ are all total& positice. 
Proqf of Theorem 4.1. We prove this within the framework of Arima 
[2]. Equation (1) can be rewritten as 
au 
Yu=~-(-4u..+Bu,+cL4)==0, 
where A = p-‘K, B= p-‘K,, and C= G are all Hiilder continuous on 
[a, b] x I. Arima’s results guarantee the existence of a function p(x, f; p, s) 
defined for .X E [a, b], JOE (a, b), s E I, t E Z, with the following properties: 
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(a) for y and s fixed, p(x, t; y, S) is a classical solution in [n, b] x 1, 
of 
YPl.9 .,y, sj = 0, Bop = 0, Bbp = 0. 
(b) given P E &(a, b), U(X, tj = 1: p(x, t; ~1, s) q,(y) ~$9 is a classical 
solution of 
Yu=O, B&=0, BLJ4=0, 24(x, s) = q(x). 
(c) there exist positive constants c and C such that 
jp(x, t; y, s)] < C(t--s)-“‘exp 
( 
Ix - ],I2 
--cp 
1 t-s ’ 
and 
IpJx, t; y, s)l < C(t -3)-l exp ( -ce). 
These are restatements and simple consequences of the results in [2, 
pp. 2462411. In particular one needs to note that if U(X) is continuously 
differentiable with uniformly Holder continuous derivative on (a, b) then it 
has an extension to [a, b] with the same regularity. 
In order to introduce the boundary kernels we need to consider the 
adjoint operator, and here we diverge from Arima to exploit the divergence 
structure thereby requiring weaker hypotheses (compare [2, pp. 242-2431 
with the argument which follows). 
For suitably regular functions 24(z, r) and u(z, r) integration by parts 
easily yields 
r 'b H [924(z, r) u(z, r) - u(z, r) ~p"c(z, r)] dzdr 5 a 
=- + fj u(z, t) dz + j" u(z, s) zT(z, sj dz 
a 
where 
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.Replacing s by --s one can apply Arima’s results and then again reverse s 
to obtain a kernel pT(x, t; y, s) associated with 9:. Setting p*(~, t; .v, s) = 
p - ‘(x, t) p:fs, t; J’, s) p( y, s) one obtains a kernel defined for x E (a- h), J’ E 
[a, b], t E Z, and s E I’ = (s E I: s < t ‘, satisfying: 
of (a*) f 
or .Y and t fixed p*(x, t; .t’, s) is a cIassica1 solution in [a, b] x I’ 
(b*) Given P(X)E Cda, bj, ub, s) =Jtp*(x, t; J: s) cp(.r) do, is a 
classical solution of 
(c*) there exist positive constants c and C such that 
Ip*(x, t; y, s)] < C(t-s)-“‘* exp ( -cg), 
and 
$P*(x. 2; y, 3) 
I 
I 
BC(t-s)-‘exp 
L 
--c l-r- .v/* 
1 r-5 ; 
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Using (8) and the properties of p and p* one can show, as in [2, p. 2421, 
that p(x, t; ~7, S) = p*(x, t; JJ, s). Moreover applying a standard argument, 
used also by Arima, we can finally obtain the representation 
~(4 t) = fbP(x, t; JJ, S) u,(J7j dy + j’f(.r, t; rjf(r) dr 
n 5 
+ jrp”(.r, t; r) g(r) dr 
3 
where u is a classical solution of (1 ), (2), and (3) and where, when $I” ~4 = 14 
and Bbu=u, 
pY(*t;r)=Kja,r)~[P(~;:;~~r)]l_O1 
pb(x, t;r)= -K(b,r)~~(~;~~,~;‘)].,,=) 
while, if gau = y”u - u, and Bbu = ybt4 + u,, 
44 rj 
pa(x, t; r) = T 
da3 r) 
P(X, t; a, r), 
pb(x, t; r) = 
rc(b, r) 
-p(x, t; b, r). 
db. r) 
We remark that this representation is not contained in Arima’s paper, 
and is a consequence of the way in which the boundary terms have been 
expressed. 
The estimates (c*) tell us that 
Ipa(x, t; s)l < C(t-s)“exp c-c%), 
with a = - 1 or - 1, and the analogous estimate holds for pb. 
We now check the conclusions of the theorem. Assumption 2.1 is sub- 
sumed into the new conditions. Assumptions 3.1 and 3.3(a) are also 
immediately satisfied (the continuity of p(x, t; y, s) in JJ and s follows from 
p(x, t; y, S) = p*(~, t; y, S) and the regularity of the latter). Assumption 3.2 
follows from what we have shown and from [2, Theorem 1, p. 2391. To 
prove Assumption 3.3(c), note that for J'E (a, 6) and SE I fixed and 
s < r -C I, p(x, t; y, s j is a classical solution in x and t of 
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so that Assumption 3.3(c) follows from the representation of classical 
solutions. 
The composition formula of Assumption 3.4(a), namely 
pqx, t; s) = bp(x, t; z, s r) p”(z, r; s) dz, ( IO) a 
is not quite so easy to verify, since it is not immediately evident that 
p”(~, t; S) is a classical solution of Pp”(., .; r) = 0. Fix first t E I and I’ E I’; 
then fix s,, E I’ and note that for $ E Cc (so. r), 
u(x, t) = j’ p”(x, t; s) I)(S) ds 
SO 
satisfies 
211= 0, Ball=II/, Bgt=O. 
For t > I’, we then have 
js;~‘%% f:s) $(s)ds=u(x, t)=?^‘p(x, t; z, r) u(z, r) dz 
n 
= 
i 
bp(x, t; z, 1.) j-py(s_ r; s) t&s) ds dz. 
n 30 
Applying Fubini’s theorem, noting that $ E C$(s,, r), one obtains 
p(s, t; 2, I’) p”(z, r; s) dz I/J(S) ds. 
1 
Since $ is arbitrary, and since both sides of (IO) are continuous in s (a con- 
sequence of our estimates) it follows that (10) holds for s in (so, r) and 
hence for all s E I’. This completes the proof of Theorem 4.1. 
4.3. LEMMA. Suppose that the conditions of Theorem 4.1 hold and tht 
Assumption 3.5 is satisfied. Then Ammptions 3.3(b) and 3.4(c) are ralid. 
Pro@ Suppose u(x, t) =x;= 1 a,p(x, t; J’~, s) vanishes identically for I 
fixed where a<p,<y,< ‘.. < yn <b. Then for r E (s, t) and SE [a, b], 
u(x, r) s 0 by Assumption 3.5. Choosing rpi(,u) E CF(a, b) such that 
cpi(y,) = 6, one has 
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and in the limit as r 1 s it follows by a property in [2, p. 2411, that uj = 
I;= 1 a,pj(yi) = 0, so that 3.3(b) indeed holds. 
Again the assumption involving the boundary kernels is subtler. We shall 
use the following identities which in a “weak” sense characterise the 
singularities of our kernels. Consider test functions cp(x, r) which need to be 
such that p-‘~ is twice continuously differentiable in -‘I, cp is continuously 
differentiable in Y while S?JOq = Bbq = 0. One can then prove that for t E I,, 
J J pa(x, I-; s) S!*(p(x, r) d-x dr s a 
= 
s 
bpu(x, t; s) cp(x, t) dx - a!” ; (s), (11) 
a 
from which it follows at once that if s < t, < t,, 
.t? b J s pn(x, r; s) Y*cp(x, r) dx dr I, fl 
= s ‘f’(x, t2: s) q(x, t,, s) d,x a 
- t,; s) cp(x, t2; s) dr. 
The same identities hold with pa replaced by pb. Also 
I b 
Is 5 a p(x, r; y, s) Y*p(x, r) dx dr 
= 
J 
*bp(x, t; y, s) cp(x, t) dx - cp(y, s) 
Ll 
(12) 
(13) 
and, consequently, for s < t, < t,, 
” ss bp(x, r; y, sj Y*cp(x, rj d-x dr Cl a 
= jbp(x. 12; I’, s) dx, tJ d-x-jbp(x. t,; y, sj cp(.v, tJ dx. (14) 
a a 
The convergence of the various integrals follows from the estimate (9). To 
prove (11) let 
u(x, r) = &[I p”(x, r; s) G(s) ds 
m 
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where I,/I is an arbitrary function in C~(sO, t), in which case 
Yu=O, slau=*, @l=o, u(x,s~)==o. 
Then one applies (8) to U(X, 1.) and cp(~, u) to get 
= 1” U(.Y, t) cp(x, t) dx - J-’ l)(s) P $ (s) ds. 
*a xl 
Now one inserts the explicit definition of U(S, rj and (relying again on 
estimates (9)) uses Fubini’s theorem to get 
From the continuity of the various functions involved-again a con- 
sequence of (9)-the identity (11) follows for all S. The identity (13) is 
proved similarly. 
Now suppose Assumption 3.4(b) does not hold. Then for some s E I and 
t E I, there exist finite subsets Fu and Fb of [s, t) and F, of (a, bj (not al1 
empty) such that u(x, t) = 0 for all x in [a, b], where for Y E I,, 
u(x, 1.) = c -ff,,pU(x, r,; r’j + 1 b,p(x, r; i’. sj 
).’ E F. .l’E F, 
+ c c,..pb(x, r; r”), 
7” E F* 
(with the convention that pa(-y, t; s), p(.v, t; .v, s), and pb(x, t; s) are iden- 
tically zero if t < s), and, where a,., b,,, and c,.,, are all not zero. Since we are 
assuming the conditions of Theorem 4.1 as well as the validity of 
Assumption 3.5, and since 3.3(b) holds P is strictiy totally positive by 
Corollary 3.10. Hence F, and Fb cannot both be empty. Let r= 
max F, u F,. Then for P E (Y, t), it follows from Assumptions 3.3(c) and 
3.4(b) that 
u(x, tj=ibp(x, t; y, r)u(y, r)d~‘; 
a 
from the strict total positivity of p and the total positivity of pr it follows 
that U(X, r) E 0 for I’ E (F, t) (since otherwise if for some r ZI(X, r) f- 0, then 
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on the one hand S-u(., v)< co and on the other hand jo = S+(., t) < 
S-u(., r)!). Now one has to distinguish various cases, each of which needs a 
slightly different treatment. Suppose, for example, that i: > s, FE F,, f# Fb. 
Then the identities (11) to (14) readily yield 
It is not difficult to construct admissible test functions cp corresponding to 
arbitrary E > 0, with 
gp; (jq = 1 and u(x, F) cp(x, r) dx < E; 
indeed one can choose functions of the form 
with qJx)=l for a<x<a+1/2n, O<q,(x)< 1 for a+1/2n<x<n+ l/t2 
and ~,Jx) = 0 for a + l/n 6 x d b, and with IZ sufficiently large. Using this 
test function one obtains la,1 < E, hence in fact a?= 0, a contradiction. If 
r>s and FE F,n Fb then one has 
0 = 1” u(x, f) cp(x, f) d,u - a,gb $ (F) 
a 
and choosing cp as before, so that @(q/p)(r) =O, one again reaches the 
contradiction ar=O! If ?=s and PE F,, f$ Fh, the identities (11) to (14) 
yield 
0= 1 b,rp(y,s)+a,~n~(.s) 
J’ E fs 
and choosing rp, with a + l/n < min F,, one obtains a, = 0. The case r= s E 
F, n Fb is treated likewise. This completes the proof of Lemma 4.3! 1 
Finally we write down conditions which imply the validity of 
Assumption 3.5. 
4.4. THEOREM. Suppose that the conditions of Theorem 4.1 are satisfied. 
Then Assumption 3.5 holds, and thus p, pa, and pb are strictllv totally positice 
in each of the following situations: 
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(a) either all the coefficients p, K, and o (and yc13 yh if they occur), do 
not depend on t; or 
(b) gOu=u, &?hu=u, and p,rc, and a are analytic in t. More 
spectfically, for any t, in I one can find a cotwplex neighbourhood A qf 
[to - 6, to + 61 n I (with 6 > 0) such that 
(i) p, K, and a are all defined and continuous for (x, t) in 
[a, b] x A, with K and p both twice continuously dtfferentiable with respect 
to x; 
(ii) there e.l-ist K> 0 and a > 0 such that for each natural number 
k13”p/Stkl, Idkq’dtkl, and 18ka/Stkl are each dominated bj, K&k! on 
[a, b] x A; or 
(c) The coefficients p and K are continuously dtfferentiable with 
respect to both x and t while ya and yh, tf they occur, are Lipschitz continuous 
in t. Moreover p, K, and a are analytic in .u; more specif-icall):, *for an>:, 
(s,,t0)in(a,b)xIonecanfind6>Osuch that 
(i) P, k and a are all defined and continuous on {X6%? 
jx - s& < b > x [(t,, - 6, t, + 6) n Z] (where 59 denotes the cornp1e.x plane); 
(ii) p, K, and a are analytic in x on the above spectfied region f$or 
each fi.xed t). 
Proof That (a) is sufficient for the validity of Assumption 3.5 is exactly 
the content of Ito and Yamabe [9, Theorem 21. (See also Komatsu [ 161 
and Landis and Oleinik [ 171.) 
That (b) is sufficient follows from Theorem 3 and its corollary of 
Komatsu [16], along with a simple covering argument. 
Alternatively, if (c) holds one can conclude (see Eidelman [4, 
Theorem 6.2, p. 2211) that any solution u(s, t) of (1) is analytic in x for 
each fixed r. Hence, if for some fixed U(X, t) = 0 for s in a subinterval of 
[a, b] then U(X, t) = 0 on [a, b]. If now u(x, t) also satisfies homogeneous 
boundary conditions one can conclude using theorems on backward uni- 
que continuation that u z 0 as required by Assumption 3.5. In the case of 
Dirichlet boundary conditions one can use a theorem proved by Agmon 
and Nirenberg [I, p. 136, etc.] proved also in the surve,y article by Miller 
[19]. For non-Dirichlet conditions one can use Friedman [S, Chap. 6, 
Theorem 71; the proof of that theorem can be modified for coefficients 7” 
and llh which are Lipschitz continuous rather than continuously differen- 
tiable. 
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