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In this paper a technique is developed for the study of the existence and 
uniqueness of solutions to nth order ordinary differential equations satisfying 
n-point boundary conditions. Liapunov-like functions are employed to deter- 
mine the existence and uniqueness of solutions to linear equations satisfying 
the boundary conditions, and these solutions are in turn used to determine 
existence for the general nonlinear case. A by-product of this technique is a 
matching technique for linear equations by which solutions of certain K-point 
boundary value problems (k < n) can be matched to extend the interval of 
existence for solutions to the n-point problem. 
1. INTRODUCTION 
In this paper we shall develop a technique for the study of the existence 
and uniqueness of solutions to n-point boundary value problems associated 
with the nth order ordinary differential equation 
y(n) = f(t, y )...) y’“-1’). U-1) 
This technique arises out of a combination of certain ideas of George and 
Sutton [2] developed for second order equations and a criterion of Lasota and 
Opial [5] for the existence of solutions to (1.1) satisfying n-point boundary 
conditions. A by-product of this technique is a technique for linear equations 
by which solutions to certain k-point boundary value problems can be 
matched to extend the interval of existence for solutions to the n-point 
problem. This technique arises naturally by combining the above ideas 
to a matching technique developed by Barr and Sherman [l] for third 
order equations. 
In the first section we develope and employ the idea of a family of control 
functions to determine the existence and uniqueness of n-point and mixed 
boundary value problems associated with linear equations. In the second 
section this technique is used to study the general Eq. (1.1). The third 
section developes the matching technique for linear equations. The results of 
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this section are used in the last section in a consideration of the special case 
of a third order linear differential equation. 
2. PRELIMINARIES 
Unless otherwise specified, we shall consider in this section the nth order 
linear differential equation 
y(n) = P,,&)y’n-l’ -k ... + Po(t)y (2.1) 
defined on an interval a < t < b, and P%(t) E C[a, bj. 
The boundary value problem associated with this equation with which 
we are primarily concerned is that of finding a solution which also satisfies 
the n-point condition 
y(q) 1 at i = i,..., 72 (2.2) 
for points a < x1 < x2 < **. < .w, < b and arbitrary real constants ai. 
We shall also have occasion to make some remarks concerning various mixed 
boundary value problems, by which we shall mean: the problem of providing 
a solution to (2. I) satisfying 
y”‘(q) = Qij (2.3) 
for points a < x1 < ... < ?L’~ < B and arbitrary real numbers aJ where 
i = I,..., K, j = 0 ,..., A, - 1, and A, ,..., A, is any set of positive integers 
satisfying A, + ... + A, = R, 
As we shall be concerned with linear equations the term uniqueness mill 
be used to imply existence and uniqueness. 
DEFINITION. A family of control functions V-.JS, y0 ,..., y,-& 
0 < nr < co, 
is a family of continuous, real valued functions, locally Lipschitzian with 
respect to ( y0 ,..., ~~-r), defined on (a’, b’) x D where (a’, b’) C [a, b] and 
D C IF, which satisfies for each A 
(i) FX(t, ~1~ ,... , ynml) = 0 if I y’nm.2 / = M 
(ii) VAr(t, y0 ,..., yn-l) > 0 if i yne2 ( > 31 
Corresponding to the function l;bl(t, y0 ,..., ynPI) and Eq. (I.f), we define 
v&&y, ,... ,yn-l) = IiEjpf (iih)(VG(t + k,y, t ?yl ,.~.,y,-.l 
-t Y(f, yo ,.--, YR--1)) - r:,:(4 3’0 I..., SLl)> 
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For y(t) a solution to (l.l), define 
v),fyt, y(t) ,..., y’“-l’(t)) = liminf (@){I;,@ + 12, y(t + h) ,..., y(+-lJ(t + h)) 
- V&t, y(t) )...) y’“-“(t))>. 
LEMMA 2.1. 1f VM(t, y. ,..., y+J is a control function atid y(t) is a solution 
of (1. I) then VJ(t, y(t) ,..., y(““)(t)) = Vnf’(t, y(t) ,..., y(“-l)(t)), and 
V&? y(t),..., y’““‘(t)) 
is nondecreasing (nonincreasing) if and on@ if 
l/M’@, y(t),..., y’“-“‘(t)) 3 0 (V&J’@, y(t) )...) y’“-‘)(t)) d 0). 
Proof. The proof for the case n = 1 is given in Yoshizawa [6, pg. 41. The 
extension to the general case is trivial. 
We shall usually omit reference to D and speak of the family 
F&, yo ,a.-, y+J as being defined on (a’, 6’). 
Let 
n-1 
qt,yfJ t-.-3 Yn-I) = 1 PiWYi * 
i=O 
The importance of a family of control functions for solutions of (2.1) satisfying 
(2.2) is illustrated by the following: 
THEOREM 2.1. Suppose that a family of control functions Q(t, y0 ,. . ., y,+J 
ex%-ts on (a’, 6’) for which lT,,lp(t, y. ,..., y,+J > 0, for all M. Then all n-poi?it 
boundary value problems (2.2)for equation (2.1) have unique solutions on (a’, b’). 
Proof. It is sufficient to show that Y(X) = 0 is the unique solution to 
(2.1) satisfying 
Yk> = 0 (2.4) 
for any points xi , a’ < x1 < ... < X% < b’. Consequently let us suppose 
that y(~) is some nonzero solution to (2.1) satisfying (2.4). By successive 
application of the mean value theorem we obtain points 
such that y(n-x)(ti) = y(+l)(tJ = y(‘+2)(f3) = 0. The function y(“-2~(x) 
consequently has a local maximum or local minimum at x = tz . Assuming 
a local maximum, let tl’, t3’ be such that 
t, < t1’ < t, : t3’ < ts 
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The function VA,(t, y,..., y(+l)) therefore satisfies 
v&&;, y,..., J-1) ) = v&;,y,...,y(y = 0 
I;$f(& ) y )..., y-q > 0. 
But as V,/‘(t, y,..., y(+r)) >, 0 for x1 < t < x, , this is impossible. A similar 
argument shows that y (+e)(~) does not have a local minimum. Consequently 
the function must be identically zero in t, < x < t, and this implies y(x) = 0 
in a’ < x < b’. 
COROLLARY 2.1. Suppose that a family of control functions 
I;‘&, Yo >.*., Ym-1) 
exists on (a’, b’) for which V&t, y. ,..., y+J > 0. Then all .miked boundary 
value problems (2.3) have unique solutions on (a’, b’). 
Proof. The result can be obtained in a manner similar to the proof of 
Theorem 2.1 or obtained simply as a corollary by using a result of Hartman 
[3: Theorem I]. 
3 
The results of the previous section can easily be applied to the general 
case of (1. I) together with the boundary conditions 
y(q) L- ai , i = l,..., 12 
if we refer to the following theorem of Lasota and Opial [S]. 
(3.1) 
THEOREM 3.1. Assume that t?ze function f (t, y. ,..‘, ynmlj satisfies irz 
[a, b] x D the inequality 
n-1 
lf(hYo ,..a, Yn-A1 G K + c PiW IYi I 
LO 
(3.2) 
where K is a nonnegatiwe constant, and p,(t),...,p,-,(t) are continuous nonne- 
gative fknctions clejned on [a, b]. If there exists a positive E such. that for each 
equation (2.1) with continuous coe@&nts sattifyiq the inequalities IPi(t)! < 
pi(t) + E, a < t < b, i = 0 ,..., n. - 1, the boundary value problem (2.l), 
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y(xJ = 0, i = i,..., n - 1, has or+ the trivial solutiofr, then the boundary 
valueproblem (l.l), (3.1) h as at least orae solution de$ned on [a, b]. 
The extension to the nonlinear case we envisage is the following. 
Let the functions p,(t), i = 0, l,..., IZ - 1 be given by equation (3.2). 
For E > 0, define the number 
n-1 
Lc(t,yo ,...) Yn-1) = 1 pi(t) t c I J’i I* (3.3) 
r’=(l 
Then the following theorem holds. 
THEOREM 3.2. Assume that the function f (t, y. ,..., y,J satisjies in 
[a, b] x D the irzequalit-v (3.2). If there exists a family of control filnctions 
~M(4Yo ,.‘., y+.J on (a, 6) and a positive E such that 
then the bozmdary vahe problem (1. l), (3.1) has at least one soIutio~z. 
Proof. The fact that (3.4) holds implies that all boundary value problems 
(2.1), (2.2) are unique where the functions Pi(t), i = O,..., n - 1 satisfy the 
inequalities j Pi(t)/ < p,(t) + E. Th e conclusion then follows by Theorem 3.1. 
It is not known whether the conditions of Theorem 3.1 are sufficient to 
guarantee the uniqueness of the solution to (2.1), (2.2). However, Lasota and 
Opial [5] have shown that if the inequality (3.1) is replaced in Theorem 3.1 
by the stronger Lipschitz condition 
n-1 
1 f(t, yc?,..., YL) -f(t, y&., YL)l < 1 P,(f) I y’ - yiz I (3.5) 
i=O 
uniqueness indeed results. It is easy to see how Theorem 3.2 can be extended 
in a like manner to insure uniqueness. 
The problem, however, can be approached along the lines of finding an 
appropriate control function. Suppose u(t) and v(t) are solutions to @.I), 
(3.1). Then z(t) = u(t) - v(t) is a solution to 
&2)(t) =f(t, u )...) d-l)) -f (t, zc - z ,..., d--l) - ,+-1)) 
= F(t, ix,..., d”-1)) 
and the uniqueness of the solution to (1. I), (3.1) . IS easily seen to be equivaIent 
to the uniqueness of the solution to 
z(“)(t) = F(t, z,..., x(+-l)) (3.6) 
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satisfying 
z(q) = 0, i = I,..., n. (3.7) 
Let the function V&t, y,, ,..., ynJ be defined as a control function with 
M = 0 and r-,,F(~(t, iv, ,..., ~c-r) be defined accordingly. We have the following 
theorem: 
THEOREM 3.3. If there exists a control function lb(t, y,, ,..., y,& dejined 
on (a, b) suclz that 
p-oF(t, 3’0 ,...,y+1) B 0 (3-V 
in D, therz the solution z(t) = 0 is ulzipue. 
Proof. Assume x(t) + 0. By successive apphcation of the mean value 
theorem there exists an interval (t, , tr) such that z(~-~)(,) # 0 for t E (to, t,f 
and @-e) to) ( z ,@-“‘(t,) = 0. Thus 
Vo(to ) z,..., ze-ll) = VO(b(tl ) z,..., d--1!) = 0 
and Y,,(t, z,..., zcn-l)) > 0 fort E (to , tr). But (3.8) implies VO(t, z,..., z(“-r)) is 
nondecreasing in (t, , 1 t ) and consequently vve must have 
Thus a contradiction. 
Vo(q ) z,..-, d”-1)) > 0. 
Remark 3. I. It is evident that the control function Fo(t, y,, ,..., yn-i) need 
only satisfy the differential inequality along solution curves to (1.1). With this 
in mind and assuring that y(t) = 0 is a solution of equation (1,I) we can 
generalize a condition given by Hartmann [4, p. 4271 for the uniqueness of 
solutions to two point boundary value problems for second order equations. 
If w-e take 
then the solution y(t) = 0 to (1.1) satisfying _v(xJ = 0 is unique if for 
y(t) f 0: a solution to (l.l), 
whenever 
3 d-2) . f(t, y,.,., y’“-1’) + (y-‘(f))2 > 0 
p-B)(t) y(“-l)(t) = 0, 
since the condition merely insures that V,, is nondecreasing. 
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4 
In this section we return to the linear equation (2.1) to employ the idea of a 
family of control functions to determine a criterion whereby we may match 
solutions to certain mixed boundary value problems to obtain a solution to 
the n-point boundary value problem (2.2). The results of this section can thus 
be regarded as extending the interval on which certain types of linear equa- 
tions may possess solutions to n-point boundary value problems. 
For the remainder of the paper, the phrase “a family of control functions 
l;‘n&, YrJ ,-.*, y,z-l) exists for (2.1) on a < t < b” will mean a family of control 
functions exists on a < t < b such that 
where 
P = c P,(t)yi. 
i=O 
Before stating the main result, three preliminary lemmas are needed. 
LEMMA 4.1. If a famiZy of control functions VM(t,y,...,y(n-l)) exists for 
(2.1) on a < t < b then the boundary value problem consisting of (2.1) together 
with the boundary conditions 
y(Xi) = ai (1 < i < R - I), y(‘)(xnel) = ai-, (4.1,) 
has a unique solution for all points xi , a < x1 < x, < ... < x.~-~ < b and 
constants ai , ut-, , and j a fixed integer 1 < j < n - 2. 
Proof. Assuming ai = a.+, = 0, successive application of the mean 
value theorem guarantees the existence of t 1 ) t.2 , t3 , “1 < t1 < 4 < ts < 
%-1 such that y’+2)(tI) = v(“-l)(tJ = y(+2)(t3) = 0. This follows as 
j < n - 2. The function 3 ,(L2yx) consequently has a local maximum or 
minimum at x = t2 . The remainder of the proof follows as in Theorem 2.1. 
LEMMA 4.2. FOY constants a, ,..., a,-, , assume that for each m E Ryl(x, m) 
is a solution of (2.1) satisfying the boundary condition 
y(xJ = ai (1 < i < n - l), JJ(~+~)(~~-~) = liz (4.2) 
for points x1 < x2 < .*. < x,-I . If a family of control functions 
T/‘&,y,...,y~~-*)) 
exists for x1 < t < x,-, , then yp-j) (xneI , m) is a strictly monotone increasing 
function of mfor allj = 2,..., n - 1. 
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Proof0 Let wzl < rnnp and consider W(X) =,Y~(x~, m,) - ,v~(x~, ml>. We shall 
prove that if for anyj,j = 2,..., ~z - 1, w(+~)(x,,+~) .< 0, then ZL’(+~)(X) has a 
negative local minimum in (x1 , X,-,). 
Consider first, j = 2. By successive application of the mean value theorem 
there exists a point t, , x1 < t, < x,-~ such that ~(*-~)(t~) = 0. As 
W(~-yL~,~l) < 0 
by assumption, and w(“--~)(x,-~) > 0, there exists t, E [t,, , x,-~) such that 
~&-~)(t~) = 0 and I < 0 for t, < t < .r,-, . For the same reasons 
there exists t, E (tI , x,-~) such that .zdn-l)(t2) = 0 and zdn-l)(t) > 0 for 
t, < t d X,-l . Further, there exists a t, E [tI , t2) such that w(*z-1)(t3) < 0 
and .zdtz--l)(t) < 0 for t, < t < t, . Consequently ZL’(~-~)(X) has a negative 
local minimum at t = t2 . 
Nom suppose j, is the least value of j for which &-j’(~n-I) < 0; that is, 
z@+~)(x,-~) > 0 for j = 2,..., j,, - 1, and z(;(~-~o)(x,& < 0. Let 
be points in (X 1 , x,-~) such that di)(ti) = 0. From the first part of the proof 
we may conclude that z@-~~) has a negative IocaI minimum in the interval 
(&, t x,-~) and consequently m(l~-jo~~lJ(x) must be negative in the interva1 
h4,+I,X,-l ). But as w(n-~~+r)(t,~jo+l) = 0 and ZU(~-~O+~)(X,-~) > 0, there 
must exist a negative local minimum of zJ”--~O+~)(X) in (tnei +l , x,-J. Pro- 
ceeding in this manner it is easy to see that there must exist “, negative local 
minimum of ZU(“-~)(X) in the interval (tripe , x,&. 
Suppose this negative local minimum occurs at the point s, . Let s, , se 
be such that sg < s1 < s2 and 0 > w(sO) = w(s,) = -M > W(Q). Then as 
V,&, , w, . . . ) zu(“-1’) = T,‘,,(s, ) w, w’,..., ztP-l’) = 0, 
VJ(t, w,..., zu(“-1’) > 0 
for t E (so , sz), we have a contradiction. 
LElwdA 4.3. Assunze that a fumily of control functions F,(C, y,..., y(“-I)) 
exists for (2.1) c0z x1 < t < x,-~ and assume that yl(.v, nl) is a solution to (2.1 j 
satisf~mkg (4.2). If a second family of controlfwzctions T/V,,(t, y,..., y(n--l)) exists 
for (2.1) on x,-~ < t < s, andJQx, nz) is a solution to (2.1) satisf?&~ 
yp(“n-l ) nz) = y’j’( * _ 1 21, 1 > ?fZ), j = 0, I,..., n - 3 
y$+1)(x,-, , m) = 712 (4.3) 
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for all m E R, and arbitrary a, , then y(n-2)(.lc,, , 777) is a strictly 77707iotone 
decreasing function of m. 
Proof. Let m1 < m2 and consider W(X) = ys(~, 774 - X(X, nb). If we 
suppose that w(‘+~)(x,-~) > 0, the n i t can be shown in much the same manner 
as in the proof of Lemma 4.2 that W(X) has a positive local maximum in the 
interval (xnel ,a$. As in Lemma 4.2 the existence of the family 
prevents this. 
J,J;\&, y,..., y(n-I’) 
With these preliminaries completed we are finally able to state the main 
result of this section. 
THEOREM 4.1. Forpointsxl ,..., 4, a < x, < x, < *.* < x, < 6, assu7ne 
that solutions to (2.1) satisfying (4.2) exist for all nt E R. Assume fusther that 
y(x) = 0 is the unique solution to (2.1) satisfying 
y”‘(xn-1) = 0 j = 1, 2,..., n-3,n--1 
y(x,) =-- 0 
(4.4) 
If two families of control junctions V&t, y ,..., y(“-l)) and W&t, y ,..., y(+l)) 
exist joy (2.1) on xl < t < X+~ and x,-~ < t < x, respectizjely. Then the 
n-point problem 
y(q) = ai i = l,..., n (4.5) 
has a solution for all real constants ai . 
PYOOJ The existence of V&t, y,.. ., ~(“-1)) on the interval x1 < t < ~,,+r 
guarantees the existence of solutions to (2.1) satisfying (4.1,) for arbitrary 
j, 1 < i < n - 2 by Lemma 4.1. Consequently by Lemma 4.2 if yr(x, m) is 
a solution to (4.2) thenyT-j(x+r , m) for allj, 2 <<j < n - 1 are continuous 
strictly monotone increasing functions of m whose ranges are the set of real 
numbers since existence of the former solutions insures that the latter are 
strictly increasing functions which have no jump discontinuities. Similarly 
the existence of JVM(t, y,..., y(“-l)) on x,-r < t < x, guarantees the existence 
of solutions to 
y(‘)(x,J = ai-, j = I,..., 71 - 2 
(4.6) 
for all constants a,-, , a,, , aiLM1 . Further if y2(x, m) is the solution to the 
boundary value problem (4.3)3~~-‘)(x+r , m IS a strictly monotone decreasing ) . 
function of m by Lemma 4.3. The point of the uniqueness condition (4.4) 
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is to insure the continuity of y(n-2)(~~,-1 , -) nl as a function of nz. Thus there 
exists a unique ~za such that 
The function ~~(x, m,) = ye(x, nz,,) is the desired solution to the B-point 
boundary value problem, 
Remark 4.1. As in Remark 3.1 the two families of control functions need 
only satisfy the differential inequality (iii) along those solutions to (2.1) which 
satisfy y(x,) = 0 for i L= I,..., ~2 - 1; i = fl - 1, 72 respectively. In terms of 
the family of control functions 
this implies that a solution to the n-point boundary value problem (4.5) exists 
if (1) solutions to (4.2) exist for all m, (2) the zero solutions is the unique 
solution to (4.4), and (3) all solutions yl(x) satisfying 
y&q) =z 0 i = l,..., ft - I (4.7) 
and all solutions y&s) satisfying 
y&J = 0 d--12-- 1,n 
satisfy the inequality 
(y+-lyx))e + (y(-(x)) . qt, J’,..., y-1)) > 0 
whenever 
on the respective subintervals x1 < t < x,-i , s,+~ < t < x, . 
We shall provide an example below to show that if all solutions satisfying 
(4.7) or (4.8) satisfy (4.9) on the respective subintervals, solutions to (4.5) 
need not be unique. 
5. THIRD ORDER EQUATIONS 
We may make more precise the main results of the previous sections if we 
restrict our attention to the third order linear differential equation 
3’“’ = P2(t) J’” + P&j y’ + P,(t)!, (5.1) 
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defined on the interval [a, c]. The advantage to be gained is that we have 
available certain length of interval estimates which establish conditions 
under which solutions to the various mixed boundary value problems have 
unique solutions. The first result is a corollary to Theorem 4.1 for this third 
order case. 
COROLLARY 5.1. LetLjl == max,,[,,,l 1 Pj(t)],Li2 = rna+,t~,,l j Pj(t)i,forj = 
0, 1, 2 and b E (a, c) is arbitrary. Let h, = b - a, h, -= c - b and suppose 
that the following inequalities are satisjed 
L,ihi + (Llihi”/3) + (Loih;331j2/27) < I i= 1,2 (5.2i) 
If there exist two families of control functions for (5.1), Vnr(t, y, y’, y”) a?ld 
W’,(t, y, y’, y”) on the intervals a < t < b, b < t < c respectively, then there 
exists a solution to (5. I) satisfying 
r(b) = a, , y(b) = a, , Ah> = a3 (5.3) 
for any f, , t, such that a < t, < b < t, < c and all real a, . 
Proof. The proof follows by application of Theorem 3.4 in Barr and 
Sherman [I] to Theorem 4.1 above. The inequalities (5.2,) and (5.2,) respec- 
tively guarantee the uniqueness of solutions to (5.1) satisfying boundary 
conditions of the form (4.4) and (4.6). 
Remark 5.1. Solutions y(x) to any third order linear differential equation 
of the form 
y “’ = P2(t>yN + P#)y’ (5.4) 
for which PI(t) > 0 for t E (a, c) will satisfy the inequality 
( y”)” + P1(t)( y’)” > 0 (5.5) 
whenever y’?/” = 0. Consequently by Remark 4.1 all three point boundary 
value problems on [a, c] mill have unique solutions. If P,(b) = 0 for some 
b E (a, c), the inequality will fail along solutions to (5.4) which satisfy 
y”(b) = 0. Thus although we may not have unique solutions to the three 
point problems, if all mixed problems of type (4.4) exist and those of type 
(4.6) are unique, all three point problems (5.3) will have solutions. The 
existence and uniqueness of solutions to (4.4) and (4.6) may be obtained 
by choosing the points a and c such that h1 and h, are sufficiently small 
in order to satisfy the inequalities (5.2,) i = 1,2. 
Remark 5.2. As remarked earlier, an inequality such as (5.5) need only 
be satisfied along solutions Y(X) which satisfy y(tl) = y(b) = 0 or y(b) = 
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y(ta) = 0. In such circumstances however the existence of two families of 
control functions is not sufficient to guarantee uniqueness of three point 
problems. For example, all solutions to the equation 
f’ = 15br3y” _ fjOx’2y’ 
which satisfy ~(-1) = y(0) = 0 or y(O) = y(l) = 0 are constant multiples 
of y(x) == x5 - X. The inequality (5.5) is satisfied by these solutions in the 
intervals (-1, 0) and (0, l), but fails at x = 0. The solution to the equation 
satisfying y( - 1) = y(0) = y( 1) is not unique. 
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