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Introduction
NGC 3576 -also known as Gum38a-comprises the western part of the RCW 57 complex (Rodgers, Campbell, & Whiteoak 1960 ) and corresponds to a bright knot embedded in a large system of diffuse emission gas filaments (Girardi et al. 1997 ). This knot is one of the most luminous Galactic H II regions in the infrared (Figuêredo et al. 2002) . It was thought that most of the ionization of NGC 3576 is due to two O stars (HD 97319 and HD 97484) and two B stars • 2641) which are the main visual components of the OB association (Humphreys 1978) ; but recent infrared observations suggest that the main ionizing sources of this H II region are behind heavily obscuring clouds (Boreiko & Betz 1997; Figuêredo et al. 2002) . It is located in Carina at a distance of 2.7 kpc (Russeil 2003) and at a Galactocentric distance of 7.4 kpc (assuming a Galactocentric solar distance of 8.0 kpc).
Previous abundance determinations for NGC 3576 are those by Girardi et al. (1997) , based on the analysis of collisionally excited lines (hereafter CELs); Tsamis et al. (2003) based on CELs and some recombination lines (hereafter RLs) of C ++ and O ++ ; and Simpson et al. (1995) based on far-infrared data and photoionization models.
The temperature fluctuations problem (Peimbert 1967 ) is, nowadays, a much-discussed topic in astrophysics of gaseous nebulae (Liu 2002 (Liu , 2003 Esteban 2002; Torres-Peimbert & Peimbert 2003) . Traditionally, the abundance studies for H II regions have been based on determinations from CELs, which are strongly dependent on the temperature variations over the observed volume of the nebula. Alternatively, RLs are almost independent of such variations and are, in principle, more precise indicators of the true chemical abundances of the nebula. Several authors have obtained O ++ /H + from O II recombination line intensities for the brightest H II regions of the Galaxy (Peimbert, Storey & Torres-Peimbert 1993; Esteban et al. 1998, hereafter EPTE; Esteban et al. 1999a, hereafter EPTGR; Esteban et al. 1999b; Tsamis et al. 2003) , for extragalactic H II regions Peimbert 2003; Tsamis et al. 2003) and for planetary nebulae (Liu et al. 2000 (Liu et al. , 2001 Ruiz et al. 2003; Peimbert et al. 2004) , and all of them have found that the abundance determinations from RLs are systematically larger than those obtained using CELs. The CEL abundances depend strongly on the adopted temperature while the RL abundances are almost independent of it. In the presence of temperature inhomogeneities the temperature derived from the [O III] diagnostic lines, T e (O III), is considerably higher than the average one and than those temperatures derived from the Balmer and Pashen continua. For H II regions the differences in both the abundances derived from CELs and RLs and the temperatures derived from CELs and recombination processes, can be consistently accounted for by assuming a t 2 (mean square temperature variation over the observed volume) in the range 0.020-0.044. O'Dell et al. (2003 , see also Rubin et al. 2003 have used a different method to show that there are temperature inhomogeneities in H II regions: these authors have determined the columnar temperature along 1.5 × 10 6 lines of sight in the Orion nebula, the distribution of temperatures of their sample supports the t 2 values derived from other methods. The origin of temperature fluctuations is still controversial and a serious challenge to our knowledge of the physics and structure of ionized nebulae.
We have taken long-exposure high-spectral-resolution spectra with the VLT UVES echelle spectrograph to obtain accurate measurements of very faint permitted lines of heavy element ions in NGC 3576. We have determined the physical conditions and the chemical abundances of NGC 3576 with high accuracy, including important improvements over previous determinations. We have considered C ++ and O ++ abundances obtained from several permitted lines of C II and O II, avoiding the problems of line blending, including several 3d-4f transitions which are very useful for abundance determinations because they are free of optical depth effects (Liu et al. 1995 and references therein) . We have also derived O + and Ne ++ abundances from RLs for the first time in this nebula. We have computed t 2 values from the determination of the Balmer and Paschen temperatures, which coincide with the t 2 that produces the agreement between the ionic abundances obtained from CELs and RLs. Finally, we have determined helium abundances taking into account a large number of singlet lines of He I.
In § § 2 and 3 we describe the observations and the data reduction procedure. In § 4 we obtain temperatures and densities using several diagnostic ratios; also, in this section, we determine t 2 from different line intensity ratios and temperature determinations.
In § 5 we briefly analyze the recombination spectra of He I and derive the He + /H + ratio. In § 6 ionic abundances are determined based on RLs, as well as on CELs. In § 7 the total abundances are determined. In § § 8 and 9 we present the discussion and the conclusions, respectively.
Observations and Data Reduction
The observations were made on 2002 March 11 with the Ultraviolet Visual Echelle Spectrograph, UVES (D'Odorico et al. 2000) , at the VLT Kueyen Telescope in Cerro Paranal Observatory (Chile). We used the standard settings in both the red and blue arms of the spectrograph, covering the region from 3100 to 10400Å . The log of the observations is presented in Table 1 .
The wavelength regions 5783-5830Å and 8540-8650Å were not observed due to a gap between the two CCDs used in the red arm. There are also five small gaps that were not observed, 9608-9612Å, 9761-9767Å, 9918-9927Å, 10080-10093Å and 10249-10264Å, because the five redmost orders did not fit completely within the CCD. We took long and short exposure spectra to check for possible saturation effects.
The slit was oriented east-west and the atmospheric dispersion corrector (ADC) was used to keep the same observed region within the slit regardless of the air mass value. The slit width was set to 3.0 ′′ and the slit length was set to 10 ′′ in the blue arm and to 12 ′′ in the red arm; the slit width was chosen to maximize the S/N ratio of the emission lines and to maintain the required resolution to separate most of the weak lines needed for this project. The effective resolution for the NGC 3576 lines at a given wavelength is approximately ∆λ ∼ λ/8800. The center of the slit was placed 65 ′′ west and 24 ′′ north of HD 97499, covering the brightest region of NGC 3576. The reductions were made for an area of 3 ′′ ×8.25 ′′ in the blue arm (B1 and B2), 3 ′′ ×10.1 ′′ in the red arm (R1) and 3 ′′ ×9.5 ′′ in the R2 configuration of the red arm. These areas were chosen in order to maximize the S/N ratio of the emission lines. A test was made to confirm that line fluxes were not significantly affected by the different areas chosen in each spectral range.
The spectra were reduced using the IRAF 2 echelle reduction package, following the standard procedure of bias subtraction, aperture extraction, flatfielding, wavelength calibration and flux calibration. The standard star EG 247 was observed for flux calibration.
Line Intensities and Reddening Correction
Line intensities were measured integrating all the flux in the line between two given limits and over a local continuum estimated by eye. In the cases of line blending, a multiple Voigt profile fit procedure was applied to obtain the line flux of each individual line. Most of these measurements were made with the SPLOT routine of the IRAF package. In some cases of very tight blends or blends with very bright telluric lines the analysis was performed via Gaussian fitting making use of the Starlink DIPSO software (Howard & Murray 1990) . Table 2 presents the emission line intensities of NGC 3576. The first and fourth columns include the adopted laboratory wavelength, λ 0 , and the observed wavelength in the heliocentric framework, λ. The second and third columns include the ion and the multiplet number, or series for each line. The fifth and sixth columns include the observed flux relative to Hβ, F (λ), and the flux corrected for reddening relative to Hβ, I(λ). The seventh column includes the fractional error (1σ) in the line intensities (see § 3.1).
A total of 458 emission lines were measured; of them 344 are permitted, 108 are forbidden and 2 are semiforbidden (see Table 2 ). Some [N I] and [O I] lines were detected, but they are blended with telluric lines, making impossible their measurement. Several other lines were strongly affected by atmospheric features in absorption or by internal reflections by charge transfer in the CCD, rendering their intensities unreliable. Also, 29 lines are dubious identifications and 4 emission lines could not be identified in any of the available references. Those lines are indicated in Table 2 .
The identification and adopted laboratory wavelengths of the lines were obtained following previous identifications in the Orion Nebula by EPTE, Baldwin et al. (2000) and Osterbrock, Tran, & Veilleux (1992) ; we also used the compilations of atomic data by Moore (1945 Moore ( , 1993 , Wiese, Smith, & Glennon (1966) , the line catalogue for gaseous nebulae of Feklistova et al. (1994) , the catalogue of Péquignot & Baluteau (1988) for He I lines and the papers of EPTGR on M8, Esteban et al. (1999b ) on M17 and Liu et al. (2000 on spectrophotometry of the planetary nebulae NGC 6153, M 1-42 and M 2-36. Also, we have used an interactive source of nebular data: The Atomic Line List v2.04 3 , directly or through the EMILI 4 code (Sharpee et al. 2003) Following Girardi et al. (1997) we have assumed the extinction law of Savage & Mathis (1979) with R v =3.1. A reddening coefficient of C(Hβ)=1.40±0.07 dex was determined by fitting the observed I(H Balmer lines)/I(Hβ) ratios (from H16 to Hβ) and I(H Paschen lines)/I(Hβ) (from P22 to P7), to the theoretical ones computed by Storey & Hummer (1995) for T e = 9000 K and N e = 1000 cm −3 (see below). H I lines affected by blends or atmospheric absorption were not considered.
Errors
The observational errors associated with the line intensities have been determined taking into account two sources of uncertainty: statistical errors in the line flux measurements and C(Hβ) uncertainty. It has not been possible to determine the systematic error of the flux calibration because we used a single standard star (EG 274). However, the comparison between observed and theorical Balmer and Paschen line ratios of the brightest -and no skyaffected-lines show that the average differences are below 3%. Moreover, in a future paper (Esteban et al., in preparation) , we compare the echelle observations of EPTE with new VLT data for the same zone of the Orion nebula. These VLT data have been flux calibrated in identical form than our observations of NGC 3576 and do not show any systematical differences in the emission line ratios in common with EPTE, which differ typically not more than 3%. Therefore, we can conclude that the flux calibration of the data presented in the present paper is confident, and it is not a source of significant systematical uncertainties.
The method developed to determine the line uncertainties consist of the following steps: firstly, the spectral ranges with the same exposure time (B1 and R1; B2 and R2) are grouped, then in each of these ranges several lines covering all the intensity ranges are chosen and the statistical errors are computed using the IRAF SPLOT task. Error propagation theory and a logarithmic interpolation of F (λ)/F (Hβ) vs. σ(F (λ)/F (Hβ)) are used to determine σ(F (λ)/F (Hβ)) for each line. Taking into account the uncertainties in the determination of C(Hβ) and error propagation, the final percentile errors (1σ) of the I(λ)/I(Hβ) ratios are computed and presented in column 7 of Table 2 . Colons indicate errors higher than 40 %.
Physical Conditions

Temperatures and Densities
The large number of emission lines identified and measured in the spectra allows us the derivation of physical conditions using different line ratios. The temperatures and densities are presented in Table 3 . Most of the determinations were carried out with the IRAF task TEMDEN of the package NEBULAR, based in the FIVEL program developed by De Robertis, Dufour, & Hunt (1987) and improved by Shaw & Dufour (1995) .
A representative initial T e of 10000 K was assumed in order to derive N e (O II), N e (S II), N e (Cl III) and N e (Ar IV). On the other hand, we have derived the [Fe III] density from the intensity of 14 lines, that seem not to be affected by line blending, together with the computations of Rodríguez (2002) We have derived N e (O II) using the classical ratio λ3726/λ3729. In spite of the low critical density of the highest level of the λ3729 transition, this ratio does not saturate in NGC 3576, but with this density we obtained a value of T e (O II)=10800 K which is too high if compared with T e (S II) and T e (N II). Due to the extreme sensitivity of T e (O II) with the adopted density, we have decided to use the λλ3726+3729/λλ7320+7330 ratio to derive a new N e (O II), because the abundances obtained with the different individual lines of [O II] assuming this density and T e (N II) are more consistent than those obtained with the density derived from the usual ratio. It is not the aim of this work to solve this problem but it could be due to several reasons including errors in the O II atomic data and the uncertainty in the contribution of recombination to the excitation of the auroral lines. To obtain N e (O II) it is necessary to subtract the contribution to λλ7320+7330 due to recombinations; Liu et al. (2000) find that the contribution to the intensities of the [O II] λλ 7319, 7320, 7331, and 7332 lines due to recombination can be fitted in the range 0.5≤T/10 4 ≤1.0 by:
where T 4 =T /10 4 . With this equation we estimate a contribution of approximately 6% to the observed line intensities.
A weighted average of N e (O II), N e (Fe III), N e (Cl III) and N e (Ar IV) was then used to derive T e (N II), T e (O III), T e (Ar III) and T e (S III), and iterated until convergence. So, for all the species except for S + the adopted value for the density is: N e =2800±400 cm −3 .
For S + we have adopted N e (S II)=1300 +500 −300 cm −3 , because this ion has the lowest ionization potential of all the species studied. The T e (S II) derived making use of this density is much more consistent with temperatures derived using other diagnostic ratios than that derived with N e =2800 cm −3 , which gives a temperature 2000 K lower. Liu et al. (2000) determined that the contribution to the intensity of the λ 5755 [N II] line due to recombination can be estimated from:
in the range 0.5≤ T /10 4 ≤2.0. We have obtained a contribution of recombination of about 7.5%, that represents a decrease of more than 200 K in the temperature determination.
Finally, considering the similarity of the temperature determinations based on CELs, an average of [O III] and [N II] temperatures was adopted for NGC 3576, assuming a 1-zone ionization scheme. This is because these diagnostic temperatures are the usually adopted ones to characterize high and low ionization zones respectively, and because in our case they are coincident. We obtain a representative value of T e =8500±150 K. T e (S II) and T e (Ar III) temperatures are absolutely consistent with the adopted temperature and do not affect to the average. We have not included T e (S III) because this is the most discrepant value.
The Balmer continuum temperature was determined following the equation by Liu et al. (2001) :
where y + and y ++ are the He + /H + and He ++ /H + ratios respectively, and Bac is the value of the discontinuity of the balmer jump in erg cm −2 s −1Å−1 . A power-law fit to the relation between I c (Bac)/I(Hn) and T e for 3 ≤ n ≤ 20 gives the same result as the method mentioned above, but higher uncertainties due to the statistical dispersion. The Paschen continuum temperature was derived fitting the relation between I c (P ac)/I(Pn) and T e for 7 ≤ n ≤ 25. The emissivities as a function of the electron temperature for the nebular continuum and the H I Balmer and Paschen lines were taken from Brown & Mathews (1970) and Storey & Hummer (1995) respectively. The finally adopted value of T (P ac) was the average of those obtained using the different H I lines, neglecting those which are affected by atmospheric features. Figure 1 shows the spectral regions near the Balmer and the Paschen limits. The discontinuities can be easily appreciated.
Temperature variations
Under the assumption of a constant electron temperature, RLs of heavy elements yield higher abundance values relative to hydrogen than CELs. This is a well known result that different authors have corroborated for H II regions and planetary nebulae (e.g. EPTE; Esteban et al. 2002; Liu et al. 2002 , and references therein). Peimbert (1967) proposed the presence of spatial temperature fluctuations (parameterized by t 2 ) as the cause of this discrepancy, because CELs and RLs intensities have different dependences on the electron temperature. In addition, and for the same reason, the comparison between T (Bac) or T (P ac) and electron temperatures obtained from forbidden line analysis can give an indication of such fluctuations.
A complete formulation of temperature fluctuations has been developed by Peimbert (1967) , Peimbert & Costero (1969) and Peimbert (1971) . To derive the value of t 2 we have followed Peimbert, Peimbert, & Ruiz (2000) and Peimbert, Peimbert, & Luridiana (2002) . We have assumed a 1-zone ionization scheme, and have combined the temperature derived from the ratio of the [O III] λλ4363, 5007 lines with the temperature derived from the ratio of the Paschen continuum to I(Hβ), T (P ac), which are given by:
and
we have labeled the resulting value as F L − P ac in Table 4 . Similarly we have combined T e (O III) with the temperature derived from the ratio of the Balmer continuum to I(Hβ), T (Bac), which is given by:
we have labeled the resulting value as F L − Bac in Table 4 .
On the other hand, we have derived the t 2 value that produces the agreement between the ionic abundances obtained from both recombination and forbidden lines for the O ++ ion. In particular, we have found that the RL/CEL ratio for O ++ in this case is 1.9, which is in excellent agreement with the value found by Tsamis et al. (2003) that amounts to 1.8 (see § 6.2 for discussion about RLs abundances). Also, we have derived the t 2 value from the RL/CEL ratio of the Ne ++ abundance, which is completely consistent with the t 2 derived from the RL/CEL ratio of O ++ abundances. We have not considered the t 2 derived from the RL/CEL ratio of O + due to the high uncertainty of the abundance derived from the only suitable RL in our spectra (see § 6.2)
The values of t 2 obtained are shown in Table 4 . We have adopted a final value of t 2 =0.038±0.009, that is, the average of O ++ (R/C), Ne ++ (R/C), T e (F L−P ac), and T e (F L− Bac) t 2 's weighted by their uncertainties. This value is consistent with the correlation showed by Liu et al. (2000) -their Figure 8 -between the ratio of CELs and RLs abundances with T e (F L − Bac). This correlation supports the idea that the disparities between electron temperatures and abundances, are closely related and probably have the same origin.
He
+ abundance
There are 91 He I emission lines identified in our spectra. These lines arise mainly from pure recombination, although they may have contributions from collisional excitation and self-absorption effects. On the other hand, singlets are, in general, more suitable for deriving an accurate the He + /H + ratio, because they are not affected by self-absorption effects. Due to the large number of singlet lines detected, and to their good signal-to-noise ratio, we have decided to derive the He + /H + ratio making use of these lines.
To obtain He
+ /H + values we need a set of effective recombination coefficients for the He and H lines, and to estimate the contribution due to collisional excitation to the helium line intensities (which is in fact rather small for singlet lines). The recombination coefficients used were those by Storey & Hummer (1995) for H I, and those by Smits (1996) and Benjamin, Skillman, & Smits (1999) for He I. The collisional contributions were estimated from the computations by Benjamin, Skillman, & Smits (1999) .
In the low-density and low optical depth limit the emissivities of the helium and hydrogen lines are proportional to powers of the temperature and T e (He II) is given by (Peimbert 1967) :
where α is the average value of the power of the temperature for the helium lines that we have used to derive the He + /H + ratio; α it was derived from Benjamin, Skillman, & Smits (1999) and β is the power of temperature for Hβ, derived from Storey & Hummer (1995) . With this relation we have derived a value of T (He II)=6800±400 K. have been determined from CELs, using the IRAF package NEBULAR (except for Cl + , see below). Additionally, we have determined the ionic abundances of Fe ++ and Fe 3+ following the methods and data discussed below. As we have shown in § 4.1, we have adopted an N e (low)=1300 cm −3 for the ion with the lowest ionization potential: S + , and the same temperature for all the ions. Ionic abundances are listed in Table 6 and correspond to the mean value of the abundances derived from all the individual lines of each ion observed (weighted by their relative strengths). The values obtained are very consistent with those derived by Tsamis et al. (2003) for the ions in common (differences not larger than 0.15 dex).
The Cl
+ /H + ratio cannot be derived from the NEBULAR routines, instead we have used an old version of the five-level atom program of Shaw & Dufour (1995) that is described by De Robertis, Dufour, & Hunt (1987) . This version uses the atomic data for Cl + compiled by Mendoza (1983) . In any case, the atomic data for this ion and therefore the Cl + /H + ratio derived are rather uncertain (Shaw 2003, personal communication) .
To derive the abundances for t 2 = 0.038 we used the abundances for t 2 =0.00 and the formulation of by Peimbert (1967) and Peimbert & Costero (1969) (Rodríguez 1996; EPTE; EPTGR) . Most of these lines are severely affected by fluorescence effects (Rodríguez 1999; Verner et al. 2000) . Unfortunately, we can not measure the [Fe II] λ 8617Å line, which is almost insensitive to the effects of UV pumping. This line is precisely in one of the observational gaps of our spectroscopic configuration (see § 2). However, we do measure [Fe II] λ7155, a line which is not much affected by fluorescence effects (Verner et al. 2000) . We have derived an estimation of the Fe + abundance from this line assuming that I(λ7155)/I(λ8616) ∼ 1 (Rodríguez 1996) and using the calculations of Bautista & Pradhan (1996) . We find Fe + /H + ∼3.5×10 −8 , a value much lower than the values obtained for the Fe ++ and Fe 3+ abundances (see below). Therefore, the Fe + abundance will be considered negligible in what follows.
The calculations for Fe
++ have been done with a 34 level model-atom that uses the collision strengths of Zhang (1996) and the transition probabilities of Quinet (1996) Garstang (1958) for the transitions not considered by Froese Fischer & Rubin (1998) As we noted in § 1, those permitted lines produced by recombination can give accurate determinations of ionic abundances because their relative intensities depend weakly on electron temperature and density.
Let I(λ) be the intensity of a recombination line of an element X, i times ionized at wavelength λ; then the abundance of the ionization state i + 1 of element X is given by:
where α ef f (λ) and α ef f (Hβ), are the effective recombination coefficients for the line and Hβ, respectively. The α ef f (λ)/α ef f (Hβ) ratio is almost independent of the adopted temperatures and densities, and varies by less than a few percent within the temperature and density ranges presented in Table 3 .
Following EPTE we have taken into account the abundances obtained from the intensity of each individual line and the abundances from the estimated total intensity of each multiplet, which is obtained by multiplying the sum of the intensities of the observed lines by the multiplet correction factor,
where the upper sum runs over all the lines of the multiplet, and the lower sum runs over the observed lines of the multiplet. The theoretical line strengths, s ij , are constructed assuming that they are proportional to the population of their parent levels assuming LTE computation predictions. The abundances derived by this manner are labeled as "Sum" in Tables 7, 8 , 9, 10 and 11. This quantity corresponds to the expected abundance given by the whole multiplet. Abundances that we have taken into account are marked as boldface in Tables 7  to 11 .
Ten permitted lines of C II have been measured in NGC 3576. Some of these lines (those of multiplets 6, 16.04, 17.02, 17.04 and 17.06) are 3d − 4f transitions and are, in principle, excited by pure recombination (see Grandi 1976) . Also, the abundances obtained from them are case-independent, so we adopted the mean of the values obtained for these transitions as our final adopted C ++ /H + ratio. In any case, the result for the case sensitive multiplet 3 gives a C ++ abundance for case B consistent with that adopted. On the other hand, C II λ6578.05 is also case sensitive and considerably affected by a telluric line. In Table 7 we summarize the abundances obtained from the different lines detected as well as the adopted average value. We used the effective recombination coefficients computed by Davey, Storey, & Kisielius (2000) . The dispersion of the abundances obtained by the different lines is very small and the final result is in very good agreement with the value obtained by Tsamis et al. (2003) from the C II λ4267 line alone. Figure 2 shows the high signal-to-noise ratio of the four brighest C II lines detected in our spectrum.
We have detected 13 lines of N I of multiplets 1, 2 and 3. It is a well known result that starlight excitation is the main responsible of the observed strength of these lines (Grandi 1975a,b) . The abundances obtained from N I lines in NGC 3576 are between 150 to 400 times higher than the abundances obtained with CELs (see Table 8 ), a clear indication that these lines are mainly produced by starlight excitation and not by recombination.
Abundances obtained for N ++ are shown in Table 8 . Grandi (1976) has shown that resonance fluorescence by the recombination line He I λ508.64 is the dominant mechanism to excite the 4s 3 P 0 term of N II in the Orion Nebula, and hence it should be responsible for the strength of multiplets 3 and 5. The term 4f 3 F cannot be reached by permitted resonance transitions and, therefore, it is excited mainly by recombination, so the abundance obtained from the λ4239.4 line of multiplet 48 has been considered. Also, Grandi (1976) suggests that multiplets 28 and 20 could be excited by a combination of starlight and recombination. The recombination coefficients used are from Kisielius & Storey (2002) for all multiplets except multiplet 48 for which we have adopted the recombination coefficients of Escalante & Victor (1990) . Multiplets 5, 20 and 28 are strongly case-sensitive, therefore we have adopted the value given by the average of multiplets 3 and 48 in case B as a representative value of
The O + abundance was derived only from the O I λ7771.94 line, because the other lines of multiplet 1 were strongly affected by telluric lines, as well as the only line of multiplet 4 detected, O I λ 8446.48. Multiplet 1 is case-independent and is produced by recombination because it corresponds to a quintuplet transition (the ground level is a triplet). The effective recombination coefficients were obtained from two sources : Péquignot, Petitjean, & Boisson (1991) and Escalante & Victor (1992) . Though the results are very similar, we adopted the mean of the abundances obtained with the two different coefficients. The O + abundance obtained from the λ7771.94 line is quite uncertain because it is partially blended with a sky emission line.
More than 40 lines of O II have been detected in our data. This is, along with that reported by Esteban et al. (2004) for Orion, one of the best O II recombination-line spectrum that have been observed for a Galactic H II region. O ++ /H + ionic abundance ratios are presented in Table 10 . Figure 3 shows the high quality of the spectrum in the zone of multiplet 1 of O II. This figure can be compared with All these figures show the same spectral zone and a direct comparison of the quality of the spectra can be made. Effective recombination coefficients are from Storey (1994) for 3s-3p and 3p-3d transitions -LS-coupling-and from Liu et al. (1995) for 3p-3d and 3d-4f transitions -intermediate coupling-, assuming case A for doublets and case B for quartets (for definitions of cases A, B and C, see EPTE). For multiplet 15 we use the dielectronic recombination rate of Nussbaumer & Storey (1984) . The intensity of the 3d-4f transitions is insensitive to optical depth effects because there are no significant radiative decays from the 4f level to the ground term (Liu et al. 1995) ; therefore these transitions are independent of the case assumed. In our calculations we have not considered the following lines: lines with errors higher than 40%; lines affected by blends, and the O II λ 4156.54 line of multiplet 19 because it is presumably blended with an unknown line (Liu et al. 2000) . In addition to the 3d-4f transitions, the abundances determined from multiplets 1, 4, 10 and 20 are almost case independent. In contrast, multiplets 5, 19 and 25 show strong case sensitivity. This is the reason why we have adopted as representative of the O ++ /H + ratio the average of values given by multiplets 1, 4, 10, 20 and 3d-4f transitions.
We have detected two 3d-4f transitions belonging to multiplet 55e of Ne II. For these transitions we have used effective recombination coefficients from recent calculations of Kissielius & Storey (unpublished) , assuming LS-coupling. We have adopted the "sum" value derived from this multiplet: 12+log(Ne ++ /H + )=7.88 Table 11 . Table 12 shows the total gaseous abundances of NGC 3576 for t 2 =0.00 and the finally adopted ones for t 2 =0.038. To derive the total gaseous abundances, we have to assume a set of ionization correction factors, ICF 's, to correct for the unseen ionization stages.
Total Abundances
The absence of He II lines in our spectra indicates that He ++ /H + is negligible. However, the total helium abundance has to be corrected for the presence of neutral helium. Peimbert, Torres-Peimbert, & Ruiz (1992) 
For C we only have direct determinations of C ++ . Therefore, the C abundance is given by:
Taking into account the similarity between the ionization potentials of C To derive the total nitrogen abundance, the usual ICF, based on the similarity between the ionization potential of N + and O + (Peimbert & Costero 1969) is not a good approximation for ionized nebulae with high degree of ionization. Instead, following Peimbert, Torres-Peimbert, & Ruiz (1992) , we have used the set of ICF s obtained by Mathis & Rosa (1991) . We have adopted the average of the cool and hot atmosphere results of these authors, which is 0.13 (for t 2 =0.00) and 0.15 (for t 2 >0.00) dex higher than the ICF determined using the standard relation, obtaining a value of 12+log (N/H ) .14, which is slightly higher, but consistent within the errors, than the adopted N abundance using an ICF.
The absence of He II emission lines in our spectra and the similarity between the ionization potentials of He + and O ++ implies the absence of O 3+ . We have therefore assumed that:
The only measurable CELs of Ne in the optical region are those of Ne ++ . The ionization potential of this ion is very high (63.4 eV) and we do not expect a significant fraction of Ne 3+ . However, Ne + should be important. Usually, the ICF (Ne ++ ) for nebulae with high ionization degree (Peimbert & Costero 1969 ) is given by: We have measured CELs of two ionization stages of S, giving S + /S ++ =0.04. An ionization correction factor, ICF (S), to take into account the presence of S 3+ , has to be considered. We have adopted the following relation from Stasińska (1978) :
which is based in photoionization models of H II regions; using this relation we derived a value of ICF (S)=1. Table 12 , two values are given for the Fe abundance. The first one has been derived from [Fe III] and the ICF of Rodríguez & Rubin (2004) to take into account the fractions of Fe + and, mainly, Fe 3+ in the nebula:
The second value for the Fe abundance is just the sum of the derived ionic abundances, taking into account only Fe ++ and Fe 3+ -the contribution of Fe + should be very small (see § 6.1). For the handful of objects where [Fe IV] emission has been previously measured (see Rodríguez 2003 , and references therein) the Fe abundances based on the sum of the ionic abundances are systematically lower, by factors 2-4, than the the total abundances implied by Fe ++ and the above ICF. In our case, there are no differences in the abundances derived from both methods for t 2 =0.00, and for t 2 >0.00 the sum of the ionic abundances is only a factor of 1.3 lower than the Fe ++ +ICF abundance. This fact could be due either to the lower degree of ionization shown by NGC 3576 respect to the other objects (see Rodríguez 2003; Rodríguez & Rubin 2004) or to our possible overestimation of the intensity of the extremely weak [Fe IV] λ6739.8 line.
Discussion
In Table 13 we compare the gaseous abundances of NGC 3576 with those derived by Simpson et al. (1995) (FIR) , Girardi et al. (1997) (optical CELs) and Tsamis et al. (2003) (optical RLs and CELs). It can be seen that our values are in very good agreement with those in common with Tsamis et al. (2003) and rather similar to the values found by Simpson et al. (1995) . In contrast, the abundances differ to the values obtained by Girardi et al. (1997) , probably because their slit positions are quite far from ours. The main differences between our results and those of Tsamis et al. (2003) are in the total abundances. The different set of ICF scheme used, could explain those differences.
To compare the NGC 3576 abundances with those of the Sun, it is necessary to estimate the fraction of heavy elements embedded in dust grains. We have assumed that the fraction of heavy elements trapped in dust is the same for NGC 3576 and Orion; therefore, following EPTE we have added 0.10 dex, 0.08 dex, and 1.37 dex to the gaseous C, O and Fe abundances, respectively. For N, S, and Cl, no dust correction was applied since they are not significantly depleted in the neutral ISM (Savage & Sembach 1996) . For He, Ne, and Ar, no correction was applied since they are noble gases.
For the Sun: He comes from Christensen-Dalsgaard (1998), C and N from Asplund (2003) , O, Ne, and Ar from Asplund et al. (2004) , and S, Cl, and Fe from Grevesse & Sauval (1998) .
In Table 14 we compare NGC 3576 gas+dust abundances with the solar values. We expect a higher O/H value of about 0.15 dex in NGC 3576 than in the Sun in excellent agreement with the observed value. Our estimate is based on the following considerations: i) from the chemical evolution models for the Galaxy (Carigi 2003; Akerman et al. 2004) it is found that the O/H ratio in the interstellar medium at the solar galactocentric distance has increased by 0.12 dex since the Sun was formed, ii) there is a galactocentric difference of 0.6 kpc in the distance between the Sun and NGC 3576, and iii) the O/H gradient amounts to -0.061 dex kpc −1 (see below). Based on the same considerations a very good agreement is also found for the excesses obtained for Ne and S, the relatively large difference in the Ar/H value is probably due in part to the uncertain ICF we have used.
The results of this work, along with those of EPTE, EPTGR and Esteban et al. (1999b) for Orion, M8 and M17 make possible to present an approach to gas phase abundance gradients in our Galaxy based exclusively on recombination lines. Figure 4 shows the C/H and O/H abundances derived for these objects. The galactocentric distances have been obtained from the complete survey of Russeil (2003) of star-forming complexes in our galaxy, using stellar distances to derive their galactocentric radius, and adopting a solar galactocentric radius of 8.0 kpc. We found a gradient of -0.061 dex kpc −1 for O/H, which is somewhat higher than the values obtained by Esteban et al. (1999b) and Deharveng et al. (2000) , which are -0.049 and -0.040 dex kpc −1 respectively, and also somewhat higher than the value found for M101 from O RLs by Esteban et al. (2002) , which is -0.038 dex kpc −1 . On the other hand, the gradient we derive for C/H is -0.090 dex kpc −1 , which is very similar to the Galactic one derived by Esteban et al. (1999b) and revised by Esteban et al. (2002) of -0.086 dex kpc −1 . Our value of the C gradient is consistent with that obtained by Rolleston et al. (2000) for B stars: -0.07±0.02, assuming LTE model atmospheres and LTE line formation. However, the absolute C abundances obtained for nearby B stars are systematically much lower than the values obtained for the Sun and G-F stars and H II regions of the solar neighborhood. This could be due to NLTE effects or problems with the C atomic model used (Herrero 2003) . Figure 4 we show the solar O/H and C/H values and the values expected for the interstellar medium at the solar galactocentric distance taking into account the chemical evolution of the Galaxy. From the models by Carigi (Carigi 2003; Akerman et al. 2004) it is found that the increase in O/H and C/H of the interstellar medium since the Sun was formed amounts to 0.12 dex and 0.24 dex respectively.
Also in
The C/O gradient is an important constraint for chemical evolution models and the star formation history across the Galactic disk. The bulk of these two elements are, in principle, produced by stellar progenitors of different initial mass ranges. We derive a C/O gradient of -0.029 dex kpc −1 , which is similar to that given previously by Esteban et al. (2002) : -0.037 dex kpc −1 ; and not too different to that obtained by Smartt et al. (2001) for B stars: -0.05 dex kpc −1 . Garnett et al. (1999) have obtained similar C/O gradients in two external spiral galaxies from C abundances derived from UV semi-forbidden lines.
SUMMARY
We present echelle spectroscopy in the 3100-10400Å range for the H II region NGC 3576 (Gum38a). We have measured the intensities of 461 emission lines; 170 of them are permitted lines of heavy elements. This is the most complete list of emission lines obtained for this object and one of the largest collections ever taken for a Galactic H II region.
We have derived physical conditions of the nebula making use of many different line intensities and continuum ratios. The chemical abundances have been derived for a large number of ions and different elements. We find excellent agreement between the C ++ /H + ratio obtained from the brightest C II RL, λ4267Å and others corresponding to 3d-4f transitions of this ion. All these transitions are -in principle-excited by pure recombination and give a precise determination of the C ++ abundance. We find also a good agreement between the O ++ /H + ratios derived from RLs of multiplets 1, 4, 10, 20 and 3d-4f, which are case-independent transitions and produced largely by recombination. Alternatively, abundances derived for N ++ for different multiplets show differences as high as a factor of 3. These differences probably are due to fluorescence effects. Finally, we have also determined abundances of O + and Ne ++ from RLs for the first time in this object.
We have obtained an average t 2 =0.038±0.009 both by comparing the O ++ and Ne ++ ionic abundances derived from CELs to those derived from RLs, and by comparing the electron temperatures determined from ratios of CELs to those obtained from the Balmer and Paschen continua. It is remarkable that the four individual values obtained are almost coincident. The adopted average value of t 2 has been used to correct the ionic abundances determined from CELs.
We have estimated the C/H, O/H, and C/O Galactic radial abundance gradients making only use of determinations based on RLs of H II regions, obtaining values of -0.090, -0.061, and -0.029, respectively. These estimation is based in four objects covering a rather narrow interval of galactocentric distances (from 6 to 9 kpc).
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a Recombination contribution to the intensity of the auroral lines subtracted (see text). Girardi et al. (1997) ; (4) Simpson et al. (1995) .
b Abundances from RLs.
c Abundances from permitted lines probably affected by fluorescence.
d ICF assumed.
e Only from CELs.
f Atomic data not reliable (see text). -Galactic O and C radial abundance gradients from H II region abundances determined from recombination lines. Filled squares are dust+gas abundances, derived applying the corrections proposed by EPTE. Open squares are the gas-phase abundances. Both sets of data have similar error bars, which are only indicated for the filled squares. Abundance data for the Orion nebula, M8 and M17 have been taken from EPTE, EPTGR and Esteban et al. (1999b) , respectively. Galactocentric distances have been taken from Russeil (2003) . Open circles are the Solar abundances given by Asplund (2003) ; Asplund et al. (2004) . Filled circles are the values expected for the interstellar medium at the solar Galactocentric distance, based on the solar values and models for Galactic chemical evolution, GCE (Carigi 2003; Akerman et al. 2004 ). The broken lines represent the correlation found for the H II regions dust+gas abundances.
