We study the nature of the two-dimensional quantum critical point separating two phases with and without long-range spin-density-wave order, which has been recently observed in cuprate superconductors. We consider the LandauGinzburg-Wilson Hamiltonian associated with the spin-density critical modes, perform a mean-field analysis of the phase diagram, and study the corresponding renormalization-group flow in two different perturbative schemes at five and six loops, respectively. The analysis supports the existence of a stable fixed point in the full theory whose basin of attraction includes systems with collinear spin-density-wave order, as observed in experiments. The stable fixed point is characterized by an enlarged O(4) ⊗ O(3) symmetry. The continuous transition observed in experiments is expected to belong to this universality class. The corresponding critical exponents are ν = 0.9(2) and η = 0.15(10).
I. INTRODUCTION
In the last few decades several aspects of cuprate superconductors (SCs) have been studied and many efforts have been spent to understand the unique and complex phase diagram exhibited by this class of materials; see, e.g., Ref. 1 . Superconductivity in cuprates appears to be due to a mechanism analogous to the BCS one in ordinary superconductors. However, superconductivity is only one of the characteristic features of these materials. There are many other new properties that require more complex mechanisms and can be understood only if the interplay between BCS and additional order parameters is considered. For instance, at T ≈ 0, La 2−δ Sr δ CuO 4 at very low doping δ is an insulator with long-range magnetic order. Increasing δ, at δ ≈ 0.055 an insulator-superconductor first-order transition takes place, giving rise to a superconducting state in which spins are still magnetically ordered 2 . At δ ≈ 0.14 another phase transition occurs, and, for δ 0.14, the material shows no magnetic order-it is paramagnetic-but is still superconducting. Neutron-scattering experiments 3 suggested that this transition is continuous. Moreover, in the ordered phase δ 0.14, they revealed the presence of collinearly polarized spin-density waves (SDWs) with wavevectors
where θ is a function of the doping concentration and a is the lattice spacing. The wave vectors K i are two-dimensional since cuprates are supposed to be made of weakly interacting planes and thus behave approximately as two-dimensional systems. Following Ref. 4 , we assume that superconductivity is not relevant at the transition which is instead driven by the interaction among the SDW degrees of freedom. Since T ≈ 0 one should take into account the quantum nature of the system. Quantum phase transitions can be studied by introducing a supplementary dimension parametrized by an imaginary time variable τ . The relevant order parameter is the spin field which is parametrized as S i (r, τ ) = Re[e iK 1 ·r Φ 1i (r, τ ) + e iK 2 ·r Φ 2i (r, τ )], (1.2) where Φ ai are complex amplitudes. There are two interesting limiting cases. The first one is when the order parameter can be written as Φ a (r, τ ) = e iαa n a , which corresponds to collinearly polarized SDWs. The second one is when Φ a (r, τ ) = n a,1 + i n a,2 , with n a,1 · n a,2 = 0 and |n a,1 | = |n a,2 |, which corresponds to circularly polarized SDWs. In cuprates experiments indicate that the ground state shows a collinear behavior.
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The standard strategy for writing down an effective Hamiltonian for a given physical system consists in considering all polynomials of the order parameter of order less than or equal to four that are compatible with the expected symmetries. In the SDW-SC-to-SC phase transition the order parameter is the complex field Φ ai (r, τ ), with a = 1, 2 and i = 1, 2, 3. The corresponding symmetries are the following: (i) SO (3) A. In particular, there is the possibility that both fields correspond to collinearly polarized SDWs as observed in experiments: Φ 1 = e iα 1 n 1 and Φ 2 = e iα 2 n 2 , where the vectors n 1 and n 2 satisfy either n 1 = n 2 or n 1 · n 2 = 0.
In this paper we investigate the nature of the fixed points (FPs) of the renormalizationgroup (RG) flow of the effective Hamiltonian (1.3). If a stable FP exists and its attraction domain includes systems with collinearly polarized SDWs, then the SDW-SC-to-SC transition may be continuous. Otherwise, it must be of first order. In our study, we consider only the case v 1 = v 2 that simplifies the analysis and allows us to perform a high-order perturbative analysis. Therefore, we consider the theory 4) where the field Φ ai is a complex 2×N matrix, a = 1, 2, i = 1, . . . , N. The physically relevant case is N = 3. We first perform a standard analysis close to four dimensions, 6 computing the RG functions in powers of ǫ ≡ 4 − d. A one-loop analysis indicates that a stable FP exists only for N 42.8. Apparently, this result casts doubts on the existence of a stable FP in three dimensions. However, in three dimensions there may exist FPs that are absent for ǫ ≪ 1. This is indeed what happens in the Ginzburg-Landau model of superconductors, in which a complex scalar field couples to a gauge field 7 and in O(2)⊗O(n) symmetric models.
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Thus, a more careful investigation of the RG flow in three dimensions calls for strictly threedimensional perturbative schemes. For this purpose we consider two field-theoretical perturbative approaches: the minimal-subtraction scheme without ǫ expansion 10 (in the following we will indicate it as 3d-MS scheme) and the massive zero-momentum (MZM) renormalization scheme. 11 The use of two different schemes is crucial, since the comparison of the corresponding results provides a nontrivial check on the reliability of our conclusions. In the 3d-MS scheme one considers the massless (critical) theory in dimensional regularization, 12 determines the RG functions from the divergences appearing in the perturbative expansion of the correlation functions, and finally sets ǫ ≡ 4 − d = 1 without expanding in powers of ǫ (this scheme therefore differs from the standard ǫ expansion 6 ). In the MZM scheme one considers instead the three-dimensional massive theory in the disordered (high-temperature) phase. We compute the β functions to five loops in the 3d-MS scheme and to six loops in the MZM scheme. We use a symbolic manipulation program that generates the diagrams (approximately one thousand at six loops) and computes their symmetry and group factors, and the compilation of Feynman integrals of Refs. 13, 14. The series are available on request. The perturbative expansions are then resummed using the known large-order behavior. The perturbative analysis of the RG flow in the full theory is not sufficiently stable to provide reliable results. Therefore, we have focused on the stability of the FPs that occur in specific submodels of Hamiltonian (1.4). The analysis of the perturbative series indicates the stability of the O(4) ⊗ O(3) collinear FP that occurs in the model with w 1,0 = u 1,0 − u 2,0 and w 2,0 = w 3,0 = u 2,0 < 0. Moreover, its basin of attraction includes systems with collinear SDWs. Therefore, we expect the continuous transition observed experimentally in cuprates to belong to this universality class. This implies an effective enlargement of the symmetry at the transition point. The corresponding critical exponents would be ν = 0.9(2), η = 0.15 (10) .
The paper is organized as follows. In Sec. II we discuss the possible ordered phases that occur in model (1.3) in the mean-field approximation. Details are given in App. A. In Sec. III we discuss the FP structure close to four dimensions in the standard ǫ expansion. Sec. IV contains the main results of this work. We consider three different submodels (Sec. IV A) and then investigate the stability properties of the FPs occuring in each of them (Sections IV B, IV C, and IV D). Conclusions are presented in Sec. V. In App. B and C we give some technical details.
II. MEAN-FIELD ANALYSIS
The phase diagram of Hamiltonian (1.3) can be studied in the mean-field approximation. Due to the large number of couplings the analysis is quite complex. We have limited our considerations to the case N ≤ 3. We summarize here the results that are derived in App. A. For r > 0 the system is disordered and Φ 1 = Φ 2 = 0. For r = 0 a continuous phase transition occurs followed by a magnetized phase with r < 0. The nature of the ordered phase depends on the values of the quartic parameters. The analysis reported in App. A shows that there are seven possibilities:
(1) Φ 1 is a collinear SDW (Φ 1 = e iα 1 n, n real) while Φ 2 = 0.
(2) Φ 1 is a circularly polarized SDW (Φ 1 = e iα 1 (n 1 + in 2 ), n 1 and n 2 real, |n 1 | = |n 2 |, n 1 · n 2 = 0) while Φ 2 = 0.
(3) Φ 1 and Φ 2 correspond to collinear SDWs with the same axis and amplitude: Φ 1 = e iα 1 n, Φ 2 = e iα 2 n, n real.
(4) Φ 1 and Φ 2 correspond to collinear SDWs with orthogonal axes and same amplitude:
(5) Φ 1 and Φ 2 are circularly polarized SDWs with the same rotation plane and amplitude:
(6) Φ 1 is a collinear SDW and Φ 2 is a circularly polarized SDW. The rotation plane of Φ 2 is orthogonal to the axis of Φ 1 . Explicitly:
(7) Φ 1 and Φ 2 are elliptically polarized SDWs with different rotation planes but with the same amplitude,
For cuprates the relevant solutions are (3) and (4) . Necessary conditions to obtain (3) are w 2,0 + w 3,0 < 0 and
while (4) requires w 2,0 + w 3,0 > 0 and
These conditions are not sufficient, since for some values of the parameters satisfying Eqs. (2.1) or (2.2) the ordered phase is given by solutions (6) or (7) . Note that the sign of u 2,0 is not the relevant parameter that selects the collinear SDWs among all possible solutions. It is interesting to note that the mean-field solution predicts either Φ 1 Φ 2 or Φ 1 ⊥Φ 2 in the case of collinear SDWs. This result is easy to understand. If both fields correspond to collinear SDWs, then one can take Φ 1 and Φ 2 real. In this case the only term of the Hamiltonian that contains a scalar product of the two fields is (w 2,0 + w 3,0 )(
2 that forces the two fields to be either parallel or orthogonal, depending on the sign of w 2,0 + w 3,0 . Note that this also holds if we add additional higher-order terms to the Hamiltonian, as long as the transition is continuous. Indeed, for a continuous transition Φ a → 0 at the transition (Φ a = 0 in the disordered phase) and thus higher-order terms do not play any role. On the other hand, this relation may not be valid if the transition is of first order. Also the coupling to the charge-density waves (CDWs) that are present in cuprates 15, 4 does not change this conclusion, since they couple to the scalars Φ 2 a , |Φ a | 2 . Solutions (3) and (4) also satisfy |Φ 1 | = |Φ 2 |. This property does not necessarily hold if we take into account the CDWs (see Refs. 15, 4 for an extensive discussion). Indeed, let φ 1 and φ 2 be the complex amplitudes of the CDWs coupled respectively to Φ 
III. RG FLOW CLOSE TO FOUR DIMENSIONS
The RG flow close to four dimensions can be investigated perturbatively in ǫ ≡ 4 − d. In the minimal-subtraction (MS) the one-loop β functions are:
where u i , w i are the renormalized quartic couplings corresponding to the quartic Hamiltonian parameters u i,0 , w i,0 . They are normalized so that, at tree level, g = g 0 µ −ǫ /A d , where g and g 0 label the renormalized and Hamiltonian parameters respectively and 
IV. SUBMODELS AND THEIR STABILITY
The three-dimensional properties of the RG flow are determined by its FPs. Some of them can be identified by considering particular cases in which some of the quartic parameters vanish. The corresponding FPs are also FPs of the general theory. In this section, we identify some of them, and then determine their stability with respect to the complete theory.
A. Some particular cases
For particular values of the couplings Hamiltonian (1.4) reduces to that of simpler models. Three cases have already been extensively studied in the literature: 
where φ ai is a real n × m matrix field (a = 1, . . . , n and i = 1, . . . , m). Hamiltonian 
where φ ei is a 4 × N matrix, and
We have already discussed the FPs of the O(4) ⊗ O(2) theory. The O(4) ⊗ O(3) theory does not present stable FPs for g 2 > 0. 24 Analyses of the available six-loop series in the MZM scheme and five-loop series in the 3-d MS scheme indicate the presence of a stable collinear FP for g 2 < 0.
25 This FP does not exist close to four dimensions.
(3) For u 2,0 = w 2,0 = w 3,0 = 0 we obtain the mn model with n = 2 and m = 2N. The so-called mn model is defined by the Hamiltonian density
where φ ai is a real n×m matrix, i.e., a = 1, . . . , n and i = 1, . . . , m. The correspondence is obtained by setting 27 indicates the presence of a second stable FP with g 2 < 0 for n = 2 and m = 2, 3, and 4.
Beside these three models, there are two other submodels for which no results are available:
(a) For w 2,0 = w 3,0 = 0 we obtain two chiral models coupled by an energy-energy term.
Note that in this model the RG flow does not cross the planes u 2 = 0 and w 1 = 0.
(b) For w 2,0 = w 3,0 = w 0 we obtain a model with an additional U(1) symmetry:
In this model the RG flow does not cross the plane w = 0.
Finally, note an additional symmetry of Hamiltonian (1.4). It is invariant under Φ 1 → Φ * 1 , Φ 2 → Φ 2 , w 2,0 → w 3,0 and w 3,0 → w 2,0 , while the other couplings are unchanged. This implies that the RG flow in the space of renormalized couplings does not cross the plane w 2 = w 3 and that, for any FP with w 2 > w 3 there is an equivalent one with w 2 < w 3 . In particular, we can limit our considerations to w 2 ≥ w 3 .
In order to study the RG flow of the theory one can start by discussing the stability in the full theory of the FPs of the models (1), (2), and (3) discussed above.
For N = 2 and N = 3, the only cases we consider, model (1) has two FPs:
(1a) the chiral FP, in which g 1 = g * 1,ch and g 2 = g * 2,ch ; correspondingly u *
(1b) the collinear FP, in which g 1 = g * 1,cl and g 2 = g * 2,cl ; correspondingly u * In the following we study the stability of these FPs in the complete theory (1.4). For this purpose, using the β functions of the general theory we have computed the stability matrices of the FPs at six and five loops respectively in the MZM and 3d-MS schemes. The perturbative series have been resummed by using the conformal-mapping method described, e.g., in Ref. 28 . For a FP belonging to a submodel, the large-order behavior needed for the conformal-mapping summation is the same as that characterizing all series of that submodel. For all submodels we consider, the large-order behavior is already known. We want to establish the stability properties of the decoupled O(2) ⊗ O(N) FPs (1a) and (1b) in the complete theory (1.4). For this purpose we need the RG dimensions of the operators present in Hamiltonian (1.4) that break the symmetry of model (1), i.e., of the operators associated with the quartic couplings w i . It is useful to rewrite them as
where
00 , 9) and, using the correspondence (4.2),
The quadratic operator O (11) for N = 2.
These results show that the decoupled O(2)⊗O(N) FPs are unstable in the complete theory (1.4) for both N = 3, 2.
It is also interesting to discuss submodels (a) and (b) mentioned in Sec. IV A. In model (a) one should only consider P 00 . The numerical results apparently indicate that the FPs are always unstable (but, with the present errors, we cannot really exclude the opposite possibility), except in one case. For N = 2, the collinear FP is stable. In model (b) one should consider P 00 and P 02 . For N = 2, 3, all FPs are unstable. 
C. Stability of the O(4) ⊗ O(N ) FPs
Here we investigate the stability of FPs (2a) (it does not exist for N = 3) and (2b). For this purpose we must compute the RG dimensions of the perturbations of the O(4) ⊗ O(N) model appearing in the complete theory. This is done in App. B. There are two relevant operators with RG dimensions Y 1 and Y 2 . The corresponding perturbative series are reported in App. B. They are analyzed using the conformal mapping method.
28, 31 The errors we will report takes into account the variation of the estimates when changing the resummation parameters b, α defined in Ref. 31 -we use b = 3, . . . , 18 and α = 0, . . . , 4-and the uncertainty of the FP coordinates.
The analysis of the six-loop series in the MZM scheme and of the five-loop 3d-MS series gives the following results at the collinear FP (2b):
Y 2 = −0.95 (7) for N = 2 (MZM), The chiral FP is clearly unstable. Finally, note that the same discussion also applies to submodel (b), since the stability of the FP depends on the same operators with RG dimensions Y 1 and Y 2 . For submodel (a) one should only consider Y 1 . In this case also the chiral FP (2b) might be stable.
D. Stability of the mn FP for N = 2
Here we investigate the stability of FP (3b) for N = 2 (it does not exist for N = 3). For this purpose we must compute the RG dimensions of the perturbations of the mn FP appearing in the complete theory. This is done in App. C. There are two relevant operators with RG dimensions Y 1 and Y 2 . The analysis of the perturbative series in the MZM scheme gives
The results in the 3d-MS scheme are very imprecise, although negative values for Y 1 and Y 2 seem to be favored. There results indicate, although with limited confidence, that the mn FP present for N = 2 may be stable in the complete theory.
V. CONCLUSIONS
In this paper we have studied the quantum phase transition that occurs in twodimensional systems that exhibit an ordered phase with SDW order. The effective Hamiltonian of the relevant critical modes Φ ai is given in Eq. (1.3) . A detailed mean-field analysis shows that in some parameter region Hamiltonian (1.3) has a continuous transition separating a spin disordered phase from an ordered phase characterized by two collinearly polarized SDWs. There are two different possibilities for the the axes of these SDWs: either Φ 1 Φ 2 or Φ 1 ⊥Φ 2 . We have then investigated the role of fluctuations in a simplified model in which the two SDWs have the same velocity. For this purpose we have generated six-loop perturbative series in the MZM scheme and five-loop series in dimensional regularization with minimal subtraction. Close to four dimensions, an analytic ǫ-expansion calculation shows no presence of stable FPs. However, past experience indicates that a FP may exist in three dimensions and be absent for ǫ ≪ 1. Therefore, we have considered two strictly three-dimensional schemes. We have analyzed the stability of some FPs that belong to known submodels. The analysis of the perturbative series supports the stability of the O(4)⊗O (3) It should be remarked that our RG analysis is only valid for v 1 = v 2 . In order to extend the results to the generic case v 1 = v 2 one should also consider the operator Experiments indicate that the SDW-SC-to-SC transition is continuous and is associated with collinear SDWs. It is thus natural to conjecture that its critical behavior is controlled by the O(4) ⊗ O(3) collinear FP, since this FP is stable in model (1.4) and its basin of attraction includes systems with collinear SDWs. The corresponding critical exponents are then predicted to be ν = 0.9(2), η = 0.15 (10) .
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APPENDIX A: GROUND-STATE CONFIGURATIONS
In this Appendix we compute the possible ground-state configurations of Hamiltonian (1.4) , that allow us to identify the possible symmetry-breaking patterns. We consider translation-invariant configurations and the space-independent Hamiltonian density
where H 4 is the part of the Hamiltonian that is quartic in the fields. Since H 4 ≥ 0 for stability, for r > 0 the ground state always corresponds to Φ 1 = Φ 2 = 0. For r < 0, Φ 1 = Φ 2 = 0 is a local maximum of H and thus the ground state is nontrivial. The value r = 0 corresponds to a second-order transition point in the mean-field approximation. In order to determine the ground states for r < 0, we will first determine all stationary points of H; the ground state is the one with the lowest energy. Note that, if Φ 1 , Φ 2 is a stationary point, then
This relation is quite general. Indeed, assume H to be of the form
On a stationary solution, the derivative vanishes, proving Eq. (A2). The calculation of the ground states also allows us to determine the stability domain of the Hamiltonian. Indeed, a point in the coupling space does not belong to the stability domain if there is a field such that H 4 < 0. Being H 4 homogeneous, it is not restrictive to consider only fields such that |Φ 1 | 2 + |Φ 2 | 2 = 1. Thus, the determination of the minima of H 4 is equivalent to the determination of the minima of (H − r) where r is now interpreted as a Lagrange multiplier. Eq. (A2) shows that H 4 can be negative only for r > 0. Thus, the stability domain of H 4 is obtained by determining the stationary points of H for r positive.
In order to determine the minima, we can use the symmetry of the Hamiltonian. Using the O(N) symmetry we can always write
Then, by using the U(1) symmetry we can also fix b = 0. Indeed, we first perform an O(2) rotation on the first two components:
where ψ is either Re Φ 1 or Im Φ 1 . Then, we apply a U(1) rotation, Φ
the transformed field has the form (A5) with b = 0. Once Φ 1 has been fixed we can use O(N − 2) and U(1) rotations to write
If N ≤ 3, one can use U(1) rotations to set l = 0. The analysis of the minima is nontrivial due to the complexity of the stationarity equations. We have only consider the case N ≤ 3 that is relevant experimentally. Other ground states are present for N ≥ 4. We found seven relevant minima (only five of them occur for N = 2):
, with ∆ 7 = (u 12 + w 1 )w 2 w 3 + w + u 2 (u 1 + w 1 ). Alternatively, if we define the four vectors t 1 = Re Φ 1 , t 2 = Im Φ 1 , t 3 = Re Φ 2 , t 4 = Im Φ 2 , and t ij = t i · t j , the solution can be characterized more geometrically as follows: t 11 = t 22 = t 33 = t 44 = H/(2r), t 12 = t 34 , t 13 = t 24 , and t 14 = t 23 , with 
Whenever a component is not explicitly written, it vanishes. Moreover, we defined u 12 ≡ u 1 + u 2 , w + ≡ w 2 + w 3 , w − ≡ w 2 − w 3 and we simplified the notation writing u 1 instead of u 1,0 , etc. Beside the seven solutions reported above, for w − = 0 we also found stationary points with e = g = h = 0 and
A numerical analysis indicates that they are never absolute minima of the Hamiltonian and thus they are never relevant for the ground-state calculation. For this reason, these solutions have not been included above. The computation of all stationary points is quite straightforward, except for solution 7. We shall now briefly sketch how it is derived. Assume that e = g = 0 and a, c, d, f, h = 0 and define E a = (1/a)∂H/∂a, etc. Then, , we obtain a system of equations that allows us to determine all components.
Given the list of solutions, we can determine the stability domain of the Hamiltonian. Using solutions 1-5, we obtain the necessary conditions
These conditions are sufficient for N = 2. For N ≥ 3 we must also consider solutions 6 and 7. Solution 6 gives the necessary condition
Numerically, we find that solution 7 is also relevant for stability, although we have not been able to write down an easy condition. For cuprates the relevant solutions are 3 and 4. In view of the possibility that the O(4) ⊗ O(3) FP is stable it is important to understand to which ground state of the O(4) ⊗ O(3) Hamiltonian (4.1) they correspond. For generic n and m, m ≥ n, model (4.1) is stable for g 1,0 > 0 and ng 1,0 − (n − 1)g 2,0 > 0 and has two ground states depending on the sign of g 2,0 : for g 2,0 > 0 the ground state is chiral, while for g 2,0 < 0 the ground state is collinear.
17 The corresponding energies are:
Using u 12 = g 1,0 /3, u 2 = g 2,0 /6, w 1 = (g 1,0 − g 2,0 )/3, w + = g 2,0 /3, w − = 0, we immediately see that for m = 4 and n = 2 and n = 3 solutions 1 and 3 correspond to the collinear case. For n = 3 solutions 6 and 7 correspond to the chiral case, while solutions 2, 4, and 5 correspond to a stationary state that is never a ground state in the chiral theory. For n = 2 instead, solutions 2, 4, and 5 are those corresponding to the chiral case. This result is relevant to identify the attraction domain of the O(4) ⊗ O(3) collinear FP in the full theory. Indeed, it shows that the attraction domain of this FP includes systems whose ground state is given by solutions 1 and 3 (and therefore two collinearly polarized SDWs). Nothing can be said on the other solutions: in this case an analysis of the RG flow of the full theory is needed.
APPENDIX B: RENORMALIZATION-GROUP DIMENSIONS OF THE PERTURBATIONS AT THE O(4)⊗O(N ) FIXED POINTS
We need to classify the operators that break
This is essentially discussed in Ref. 23 . There are, however, two differences: first, we have only SO (2) (2) invariance. Moreover, P 2 and P 3 correspond to different components of the same operator, so that they have the same RG dimension.
Hamiltonian (1.4) can then be written as 
In the 3d-MS we find for N = 2: 
where φ 2 a ≡ i φ 2 ai . Then, the relevant operators are:
a,i+αN,i+βN,j+αN,j+βN ,
1,i+αN,j+αN V
2,i+βN,j+βN , (C4)
1,i+αN,j+βN V
2,i+γN,j+δN ,
where ǫ 01 = −ǫ 10 = 1 and ǫ 00 = ǫ 11 = 0. These operators give rise to different breakings of O(2N):
O(2N)
In terms of P 1 , P 2 , and P 3 Hamiltonian (1.4) can then be written as 
, t 2 = w 1 + 1 N (w 2 + w 3 ), t 3 = u 2 , t 4 = w 2 + w 3 , t 5 = w 3 − w 2 . 
Note that two eigenvalues are degenerate, since P 2 and P 3 are different components of the same irreducible operator V
1,i,j V
2,k,l . The corresponding RG dimensions are
