ABSTRACT
Introduction
The participation of several service devices (servers) when processing customers is a typical feature of real-world processes which occur in computer networks, databases and other systems. Situations including the parallel operation of servers are described by multichannel queueing systems, and they have been investigated in detail. Successive service corresponds to multiphase queues; their extensions are subject to queueing networks. In some systems that have been studied to a far lesser extent, it is impossible to represent the processing of customers as a sequence of complete operations in terms of known physical or logical devices. We shall describe one such system below.
The service of customers is performed by one active server and W identical passive servers. An active server processes customers itself and, moreover, it supervises and schedules a necessary number of passive servers. Each passive server is assigned to a customer by the active server. So, it is possible to have a waiting line of customers with a few idle passive servers. This explains the term "passive server".
Examples of such situations are as follows. Let us consider the transmission of data packets at the transport level of a LAN (Local Area Network) using the window protocol. This process is supervised by the processor of a transport station. The processor is an active server. The window protocol (methods of slipping windows or credits) permits the transmission of at most W packets without receiving a confirmation (receipt) of a successful transmission (see e.g., [22] ). Practically, the control is performed as follows. There are W teller-timers (passive servers). After transmitting the packet at a channel level of the LAN, the group of timers must be turned on. The group size corresponds to the number of station-receivers of this package. If there is a lack of turned-off timers, the active server pauses or breaks off the transmission of the packets (depending on a realization of the transport protocol). Every timer turns off after either the confirmation is received or the time-out of the confirmation is finished. The service of a packet by the processor is performed in two stages. The first stage consists of reading the packet and searching turned-off timers. The second stage consists of the generation of package transmission at a channel level.
It will be seen that the mathematical model presented in Section 2 corresponds to the above
process. An applied research project of a LAN transport station performance motivated our investigation of queueing systems with passive servers.
Another example is as follows. Consider the processing SQL-operators, which require the establishing of exclusive locks imposed on pages of a relational database table. An active server is the database manager system (see e.g., [3] Consequently, queueing systems with passive servers are adequate mathematical models for important real-world systems. However, they are neither described nor studied in the scientific literature. That is why the present investigation of such systems is both novel and of interest. This paper is devoted to the evaluation of customer response time in such systems. Section 2 contains a formal description of the customer service process. It turns out that in spite of a close similarity with queueing systems, this model cannot be described in terms of any classical queueing system. However, it may be successfully described as a queueing system in a Synchronous Random Environment (SRE). The corresponding model is formulated in Section 3. The rest of the paper is concerned with calculation of response time. [5, 11, 18, 29, 30 ].
In the following section, we shall describe the basic system in terms of a queueing system in SRE.
3. The Queueing Systems in SRE We establish the following correspondence between the terms of the above basic system and the queueing system in SRE.
Basic System
Queueing System in SItE an active server a server the number of busy passive servers at a given moment the state of the synchronous random environment at a given moment Taking in account these analogs, we will interpret the basic system in terms of a queueing system in SRE as follows.
Customers arrive singly according to a Poisson process with rate , and line up. There is unlimited waiting space. The queue discipline is first-come-first-served. The service time of each customer consists of two phases. The durations of the rth phase are independent, identically dis-tributed variables with common distribution function Br(x), r 1,2. There is a random environment process t the number of busy passive servers in the basic system at the moment t with state space {0,1,..., W}. The queueing system and the random environment interact in the following way. The random variable is activated upon completion of the first phase of service. is associated with the number of passive servers needed to process a given customer, and it has distribution qm P{ m}, m 0, W. A realization of is added to the current value of t" If the sum exceeds W, the customer either leaves the system without the second phase of service (variant #1) or waits until the value of + t drops to W and then it immediately begins the second phase of service (variant 2). Otherwise (if the sum does not exceed the value W) the second phase starts immediately. The state of the random environment increases by the value of either upon completion (variant a) or at the moment of starting (variant b) the second phase of service.
Between two consecutive moments of jumps of t, the process rlt behaves as a pure death process with state space {0, 1,..., W} and death rate 7.
It is easily seen that this queueing system in SRE describes adequately the queueing process in the basic system. It is also easy to see that the total sojourn time of a customer in the basic system equals the sojourn time in the queueing system in SRE and the time between the completion of service by an active server and the moment of freeing all passive channels servicing the given customer. Consequently, the expected sojourn time (response time) of a customer in the basic system is the sum of the expected sojourn time (response time) of a customer in the queueing system in SRE and the expected value of the time till the passive servers are released.
Let us begin the calculation of customer's response time in the queueing system in SRE.
We will use the following notation: E is (W + 1)x (W + 1)identity matrix.
Stationary Distribution of Markov Chain
Let us solve the problem of finding the stationary distribution r(i, v), >_ 0, v 0, W.
First of all, we shall specify conditions for the existence of this distribution.
Theorem 1" A sufficient condition of existence of limits (1) is the validity of the inequality
A proof is given in Appendix A.
Now we establish the main result that allows us to find the distribution rr(i,v), >_ O, 
Expression (4) 
Equation (7)implies (4)in an obvious way. [:] lmark: For the case of our system, we have established the matrix Pollaczek-Khinchin formula for the generating function II(z). In fact, it can be shown that the same result is valid for any two-dimensional Markov chain when one component of the chain is denumerable, the other one is finite and transition probabilities depend only on the difference between the values of denumerable components. A proof of this more general result is going to be published separately.
To apply formula (4) we need expressions for the elements Rv, r(Z) of matrix R(z). To obtain these expressions, we analyze the behavior of the queue and the environment during the interval of time between successive departures. Using the formula for composite probability, we obtain the explicit form of the transition probabilities P{(i,v)-.(1, r)}. Multiplying these probabilities by z and summing them up, we prove the following result. 
where 1 (1,..., 1)T.
For the classical M/G/1 system (the system without auxiliary passive servers), the scalar analog of formula (4) and the normalization condition (12) define completely the value of the generating function of the queue length distribution. Unfortunately, our case is more complicated. Expression (4) gives the value of the generating function l(z) for all z _< 1, except for z 0. But this value is unknown. Essentially, equation (4) We can apply the same idea to solve the linear matrix functional equation (7). That is why we will not discuss the solution in detail. We shall note only some key points.
In spite of the fact that problems of solving (7) and (13) are similar, the problem of solving (7) is more complicated. An additional difficulty is connected with the lack of any additional information (except the normalization condition) concerning the value of the vector Ii(z) at any fixed point, in particular at the point z 1. Therefore we have to make additional efforts to find components of the vector I(0) in comparison with the above plan. We will outline the additional plan briefly.
Form the homogeneous system of linear alg@raic equations for components of vector If(0) as it was done above for the components of vector (I)(ec). In this connection we will make use of the validity of the following assertion.
Theorem 4: The determinant D(z)-det(RT(z) zE) has exactly W roots in the region (I zl < 1} and one simple root a z--1.
The proof of this theorem is given in Appendix B.
We will perform the following preliminary elementary operations to form an inhomogeneous equation for the components of vector II(0).
Sum up the equations of system (6) to obtain the following relation:
Expanding both sides of (16) in Taylor series at z-1 and equating corresponding coefficients, we obtain the following system of relations:
IIere IIv')(1 )'--is the value of the /th derivative of function IIv(z at z-1. sion for coefficients (v l) (I) > 0 is given in Appendix C -V An explicit expresConsider system (7) at z-1. As it follows from Theorem 4, the matrix RT(1)-E is singular. Replace one equation of system (7) by equation (17) A more detailed version of the above algorithm is not included in the text of this paper and will be published separately.
The Calculation of Customer's Response Time
As mentioned above, the response time of a customer in the basic system equals the total length of two time periods. The first one, V A, is the time from customer's arrival till his departure from an active server (that is, a response time in the above described queueing system in SRE). The second one, V p, is the time from the departure of a customer from an active server until the moment when all passive servers involved in service of the given customer are released. To ensure the irreducibility and aperiodicity of the chain, it is sufficient to write down expres- It is easy to see that system (A.7) considered as the system of linear algebraic equations for riO' ill"'" flW-1' W has an infinite set of solutions. Each of them satisfies (A.8) and is the solution of the basic system (A.5). Find the condition under which an arbitrary solution of (A.5) will satisfy inequality (A.6).
Expanding determinants dr, v-0, W-1, in the entries of the vth column and substituting the obtained expression for/3v, v 0, W-1, into (A.6), we get the following inequality
Here Ak, v is the cofactor of the entry located in the intersection of the kth row and the vth column of determinant d.. The sign of the determinant d is the same as the sign of (-1)w. 
where the matrix R(n)(z) is derived from the matrix R(z) by deleting last W-n rows and columns; E (n) is the identity (n + 1) x (n + 1) matrix.
The correspondence between notations is as follows: Using (7)- (10) 
(B.8)
Proof: For n-0, the validity of Lemma B.3 follows, from inequality (B.4). Let now, n > 0. Prove the correctness of (B.8) for some z 0 E 7 (1)" Consider the following system of linear algebraic equations: s (R(n)(zo) zoE(n))x (Io, n + l(zo),Rl,n + l(Z0), .,Rn, n + l(Z0)) T" (B.9) In view of (B.4), the entries of matrix R(n)(Zo) satisfy Hadamard's conditions [10] . Because of our assumption --6 < 1, -! 6 < 1, we obtain from (B.11) Therefore, all zeros of this function in the region Se, 0, are concentrated in the region zl < 1 and there are W + 1 such zeros.
[:]
Proof of Theorem 4: The point z 1 is a root of the function D(W)(z) because the determinant D(W)(1) can be reduced to a determinant that has the zero column. Hence, the assertion of Theorem 4 is equivalent to the assertion that the function D(W)(z) has exactly W + 1 zeros in the region Se, -0 (see the reasoning about the structure of this region in the proof of the Corollary B.2). Let us prove this modified assertion.
Since the functions D(W)(z), (Rw, The inequality (B.14) is equivalent to the inequalities n(W)(z) (Rw, w(z) (Rw, w(Z)-z)D(W-1)(z) (Rw, w(1) 
