Frolov, M.V.; Flegel, A.V.; Manakov, N. L.; and Starace, Anthony F., "Description of harmonic generation in terms of the complex quasienergy. II. Application to time-dependent effective range theory" (2007 A formulation for the high-order harmonic generation ͑HHG͒ amplitude ͓M. V. Frolov et al., Phys. Rev. A 75, 063407 ͑2007͒, preceding paper͔ is employed to provide analytical results for HHG rates within our recently developed time-dependent effective range ͑TDER͒ theory ͑for time-dependent problems involving weakly bound electron systems͒. Exact and approximate ͑including quasiclassical͒ TDER HHG rates are employed to analyze the accuracy of common approximate methods for HHG calculations. For various specific negative ions with s and p outer electrons, numerical results for HHG spectra are presented over a wide interval of laser frequencies ͑extending from the tunneling to the multiphoton regimes͒. The role of initial bound state symmetry effects on the HHG spectra is also analyzed. Finally, Coulomb corrections to TDER results for HHG rates are introduced and discussed.
I. INTRODUCTION
The ab initio formulation of high-order harmonic generation ͑HHG͒ rates in our preceding paper ͓1͔ ͑hereafter referred to as paper I͒ in terms of the complex quasienergy is a very general one that is applicable to any atomic system. In practice, this formulation requires a manageable expression for the complex quasienergy of a system regarded as a function of two fields: a strong fundamental field of frequency and a weak probe field having harmonic frequency N. As we show in the present paper, this formulation allows one to obtain essentially analytical results for HHG rates within the time-dependent effective range ͑TDER͒ theory of strong laser processes ͓2,3͔, which is appropriate for the description of an electron bound in a short-range potential.
Direct numerical solutions of the time-dependent Schrödinger equation are time consuming and do not allow one to trace in detail the features of strong laser-atom phenomena over a wide range of laser parameters. On the other hand, classical and semiclassical theories as well as exactly solvable quantum models have proved to be effective for analyzing qualitative features of laser-atom interactions in the strong-field regime ͑see, e.g., the review ͓4͔͒. The simplest exactly solvable quantum model is the zero-range potential ͑ZRP͒ model, in which it is possible to obtain the exact quasistationary, quasienergy state ͑QQES͒ or Floquet wave function of a weakly bound electron in a strong laser field ͓5͔. ͑For some applications of the ZRP model to strong field processes, see the reviews ͓6,7͔.͒ As discussed in Ref.
͓4͔, the use of ZRP or finite-range potential wave functions gives unexpectedly good qualitative agreement with experimental results for strong field plateau features ͑with quantitative differences corresponding mainly to the height of such plateaus, which may be attributed to Coulomb effects͒. HHG calculations employing the ZRP QQES wave function were presented in Refs. ͓8-15͔. TDER theory represents the nextlevel analytical model in intense laser-atom physics. It contains the ZRP model as a special limiting case and generalizes the ZRP model to the case of an electron with nonzero angular momentum that is bound in a short-range potential. Exactly solvable quantum models allow one to clarify some key aspects of the theory of strong field processes ͓such as the quantum origin of high-energy ͑rescattering͒ plateaus in terms of the exact wave function of an initially bound electron subjected to a strong laser field ͓15͔͔ and also allow one to justify the use of the length gauge for the laser-atom interaction in approximate ͑gauge-dependent͒ analyses ͓2,15,16͔ ͑see also Refs. ͓17,18͔͒. In addition, TDER theory provides quantitatively accurate predictions for strong-field effects involving negative ions having s and p state outer ͑weakly bound͒ electrons ͑see, e.g., a recent finite-range potential Floquet-Sturmian treatment of above-threshold detachment for H − and F − ions in Ref. ͓19͔ , the results of which agree with ZRP and TDER theory results͒. This paper is organized as follows. In Sec. II we apply the formulation of the HHG amplitude in terms of a system's complex quasienergy to TDER theory ͓2,3͔ in order to extend the latter theory to the description of HHG. In Sec. III we examine various approximations to the exact TDER HHG amplitudes. In Sec. IV we present numerical results of TDER theory for HHG by various negative ions, examining the role of initial state symmetry on HHG spectra. We also compare our exact TDER theory results with those of more approximate approaches. In Sec. V we consider the scaling of our results for negative ions to the case of neutral atom targets. In Sec. VI we summarize the key results of this paper and present some conclusions. Some complicated analytical formulas and their mathematical derivations are presented in two Appendixes. matic laser pulse with a bound electron, whose complex quasienergy, ⑀, and QQES wave function, ⌽ ⑀ ͑r , t͒, satisfy the following eigenvalue equation ͓cf. Eq. ͑7͒ in paper I͔, Ĥ ͑r,t͒⌽ ⑀ ͑r,t͒ = ⑀⌽ ⑀ ͑r,t͒, Ĥ ͑r,t͒ ϵ − ប 2 2m ٌ 2 + U͑r͒ + V͑r,t͒ − iប ‫ץ‬ ‫ץ‬t . ͑1͒
Here U͑r͒ is a short-range potential confined to the sphere, r Ͻ r c . It supports a shallow bound state, 0 ͑r͒ = lm ͑r͒Y lm ͑r͒, having energy E 0 =−͑ប͒ 2 / ͑2m͒ ͑r c Ӷ 1͒ and angular momentum l. For this case, the complex quasienergy, ⑀, corresponding to the unperturbed energy, E 0 , as well as the analytical solution of Eq. ͑1͒ for ⌽ ⑀ ͑r , t͒ for r Ͼ r c can be obtained within the framework of TDER theory ͓2͔. In brief, the effective range theory represents a generalization of the ZRP model ͓20͔ in two main ways. First, in addition to the binding energy ͉E 0 ͉, which is the only parameter within the ZRP model, it introduces a second parameter, the coefficient C l of the known asymptotic form of lm ͑r͒ for a finite-range potential U͑r͒,
thus providing a more precise, two-parameter description of atomic systems having a valence electron in a bound s state. Second, the effective range theory allows one to extend a ZRP-like analysis to weakly bound valence electron states having nonzero angular momentum, l. Note that the parameters ͉E 0 ͉ and C l are simply related to the usual parameters of effective range theory for low-energy collisions, the scattering length, a l , and the effective range, r l . The correspondence between the two pairs of parameters, ͕a l , r l ͖ and ͕ , C l ͖, is given by the following relations ͓21,22͔:
Our extension of effective range theory to time-dependent, QQES problems is based on known applications of this theory to time-independent problems involving the analysis of quasistationary ͑or resonance͒ states of a weakly bound particle having nonzero l ͓22,23͔. For distances r Ͼ r c ͑i.e., outside the atomic core potential͒, the QQES wave function, ⌽ ⑀ ͑r , t͒, in TDER theory is expressed in terms of the Volkov Green function G ͑V͒ ͓for which we use the known Feynman form in terms of the classical action; see, e.g., Eqs. ͑A3͒-͑A5͒ in paper I͔ ͓15͔: ͓which is thus independent of the shape of U͑r͔͒,
where the coefficient B l ͑⑀ +2kប͒ is related to the effective range parameters by ͓24͔
Although the TDER approach was formulated originally in Ref. ͓2͔ for a monochromatic field, F͑t͒ = F Re͓e exp͑−it͔͒ ͑e · e * =1͒, the basic equations of TDER theory, ͑4͒ and ͑5͒, are valid also for the more general case of a multifrequency field with commensurable frequencies ͑ ,2 , ...͒ provided that G ͑V͒ ͑r , t ; rЈ , tЈ͒ in Eq. ͑4͒ is the Green function for a free electron in the multicolor field. We consider below the case of a two-color, linearly polarized field,
which is appropriate for the analysis of both the HHG amplitude ͑A N ͉͑m͉͒ ͒ and the HHG rate ͑R N ͒ ͑for details, see Sec.
III in paper I͒. A key advantage of the TDER approach is that it reduces the four-dimensional eigenvalue equation ͑1͒ to a onedimensional, integro-differential equation for f ⑀ ͑t͒ and ⑀. The explicit form of this equation depends on the spatial symmetry of the initial state 0 ͑r͒. For an s state 0 ͑r͒, it has the following form ͓cf. Ref. ͓15͔ for the case F ͑t͒ = F͑t͔͒:
where S͑t , t − ͒ϵS͑r =0,t ; rЈ =0,t − ͒ is the classical action for an electron in the field F ͑t͒. ͓The tilde symbol over a quantity a, i.e., ã, marks quantities corresponding to the two-color field F ͑t͒.͔ For a p-state 0 ͑r͒, the equation for f ⑀ ͑m͒ ͑t͒ is more complicated, both because of the differentiations in Eq. ͑4͒ and also because of its dependence on the magnetic quantum number, m = 0 , ± 1, of the QQES ⌽ ⑀ ͉m͉ ,m ͑r , t͒ being considered,
where the integral terms L͓f ⑀ ͑m͒ ͑t͔͒ and L͓f ⑀ ͑m͒ ͑t͔͒ are
͑11͒
For practical calculations of the complex quasienergy ⑀ ͉m͉ , it is convenient to rewrite the eigenvalue integro-differential equations ͑8͒ and ͑9͒ in an alternative form: as an infinite system of linear homogeneous equations for the Fourier coefficients, f k , of f ⑀ ͑t͒. ͓For the case of a p state 0 ͑r͒ and a monochromatic field F͑t͒ = e z F cos t, these matrix equations can be found in Ref. ͓2͔; see also Eq. ͑20͒ below.͔ The system of matrix equations for f k and ⑀ ͉m͉ for both s and p states may be written in the following form:
͑14͒
and where the subscript l in R l is equal to 0 ͑1͒ for an s ͑p͒ state 0 ͑r͒. The matrix elements M k,k Ј ͑m͒ ͑⑀ ͉m͉ ͒ may be expressed explicitly in terms of one-dimensional integrals involving Bessel functions. Note that while we do not present these general expressions for the bichromatic field case here, we do present in Appendix A results for the case
, which turn out to be the ones required in our HHG calculations. In Eqs. ͑12͒-͑14͒ as well as in the rest of this paper we use the following scaled units ͑unless otherwise indicated͒: The field amplitudes are measured in units of F 0 = ͱ 2m͉E 0 ͉ 3 / ͑eប͒; energies and ប in units of ͉E 0 ͉, and lengths in units of −1 , where = ͱ 2m͉E 0 ͉ / ប.
B. TDER theory formulation for the HHG amplitude
The TDER theory Eqs. ͑8͒-͑14͒ are quite general and allow for a nonperturbative treatment of both the laser and harmonic fields. For calculations of both the HHG amplitude, A N ͉͑m͉͒ , and the HHG rate, R N ͑in scaled units͒, we use the following basic equations in terms of the complex quasienergy ͑cf. Secs. III and V in paper I͒:
where ␣ = 1 / 137, ⌬⑀ ͉m͉ is the linear in F h correction to the complex quasienergy ⑀ ͉m͉ in a strong linearly polarized laser field F͑t͒, d N ͉͑m͉͒ is the Fourier component of the dual dipole moment d ͑t͒ for the harmonic frequency ⍀ = N, and N ͉͑m͉͒ ͑ , F͒ is the generalized nonlinear susceptibility.
To obtain an explicit expression for ⌬⑀ ͉m͉ , we expand the matrix elements M k,k Ј ͑m͒ ͑⑀ ͉m͉ ͒ in Eq. ͑12͒ in a series in F h ͑up to terms linear in F h ͒ and in the small parameter ⌬⑀ ͉m͉ ϳ F h : ⌬⑀ ͉m͉ = ⑀ ͉m͉ − ⑀ ͉m͉ , where ⑀ ͉m͉ is the complex quasienergy at F h = 0, i.e., in the laser field F͑t͒. The system of matrix equations ͑12͒ may then be written as follows:
where
Explicit forms for the matrix elements M k,k Ј ͑m͒ ͑⑀͒ and
͑⑀ ͉m͉ ͒ in terms of one-dimensional integrals involving Bessel functions are given in Appendix A.
In order to obtain ⌬⑀ ͉m͉ to lowest nonvanishing order in F h , we first multiply Eq. ͑18͒ by f k ͑m͒ and sum over k. ͑The coefficients f k ͑m͒ are assumed to be normalized by the condi-
where ⌬f k ͑m͒ ϳ F h , and make use of Eq. ͑18͒ for F h =0 ͓cf. Eq. ͑12͔͒,
In this way, one thus obtains 
where N ͉m͉ is a dimensionless "normalization factor,"
͑23͒
Then A N ͉m͉ and R N may be calculated using Eqs. ͑16͒ and ͑17͒, respectively. Note that for zero laser field, we have f k
͑m͒ ͑⑀͒ → −R l ͑⑀͒, and ⑀ ͉m͉ = E 0 = −1, so that the field-free value of the normalization factor equals ͓N͑F
According to Eq. ͑3͒, N͑F =0͒ is simply related to the asymptotic coefficient in Eq. ͑2͒:
As shown in Table I and ͑22͒ we have not used the concept of dual QQES wave functions ⌽ ⑀ ͑r , t͒ ͓cf. Eqs. ͑13͒ and ͑14͒ in paper I͔ at all, but instead have employed only the exact equations ͑8͒ and ͑9͒ for the complex quasienergy within TDER theory. As discussed above, our motivation was to derive HHG rates without the necessity of knowing the system's wave function over all space. However, for s states, the QQES wave function ͑4͒ is indeed valid over the whole space, 0 Ͻ r Ͻϱ, and, at zero effective range, r 0 = 0, coincides with that for the ZRP model ͓2͔ upon substituting C l = ͱ 2 ͑C l = ͱ 2 in absolute units͒. This wave function may thus be normalized by the procedure described in detail in paper I ͓cf. Eqs. ͑13͒ and ͑14͒ in paper I͔ ͑for a similar treatment for the ZRP model, see Refs. ͓6,7͔͒. Consequently, it may be used for direct calculations of the dual dipole moment, d ͑t͒ = ͗⌽ ⑀ ͑t͉͒d͉⌽ ⑀ ͑t͒͘, and its Fourier components d N ͓cf. Eqs. ͑15͒ and ͑16͒ in paper I͔ in terms of ⌽ ⑀ ͑r , t͒ and ⌽ ⑀ ͑r , t͒. We do not present these alternative derivations here, but emphasize that the result coincides exactly with that in Eq. ͑22͒ for an s state 0 ͑r͒ and also, for r 0 = 0, with the result for a ZRP model, presented in the Appendix of paper I, which is obtained by direct calculation of the matrix element ͗⌽ ⑀ ͑t͉͒d͉⌽ ⑀ ͑t͒͘. This self-consistency provides strong justification for using the dual dipole moment to correctly define the HHG amplitude for a nonstable atomic system.
III. APPROXIMATE VERSIONS OF THE TDER THEORY HHG AMPLITUDE
We analyze here how some common approximate treatments for the HHG amplitude may be obtained as approxi- 
A. Keldysh approximation for HHG in TDER theory
In order to obtain both an approximate TDER result for the HHG amplitude and also an interpretation of the exact expression ͑22͒, we note that, as shown in Eq. ͑5͒, the coefficients f k determine the "population" of Floquet ͑or QES͒ harmonics, ⌽ s ͑r͒, of the QQES wave function,
near the origin, where only even ͑s =2k͒ QES harmonics are nonzero ͓15͔. Moreover, in terms of these coefficients, the exact wave function ⌽ ⑀ ͑r , t͒ in Eq. ͑4͒ at r Ͼ r c may be represented ͓in a form alternative to ͑24͔͒ as a sum of quasienergy "KA harmonics," ⌽ ⑀+2k
͑Note the 2 spacing of the KA harmonics.͒ The definition of ⌽ ⑀+2k KH follows straightforwardly from Eq. ͑4͒ ͓and the definition of f ⑀ ͑t͒ just below Eq. ͑4͔͒:
The coefficients f k ͑or f k ͑m͒ , for p states͒ are key objects of the TDER theory since they contain complete information on high-order binding potential effects ͑which, as is commonly accepted, are responsible for rescattering effects͒ during the interaction of an initially bound electron with a laser field ͓2͔. In contrast, the KA harmonics describe the free evolution ͑of the electron in the laser field͒ as monochromatic QES harmonics of frequency 2k created near the origin as a result of the binding potential-mediated exchange of an even number of photons between the electron and the laser field.
As may be seen in Eq. ͑26͒, the KA harmonics have a remarkably similar form for different k, differing only in the value of the "energy parameter," ⑀ +2k. Thus the terms
potential-induced contributions to the HHG amplitude A N ͉͑m͉͒ that originate from electron transitions between the kth and the kЈth KA harmonics. However, both our numerical and analytical investigations in Ref. ͓15͔ show that in the lowfrequency ͑tunneling͒ regime the coherent sum of these contributions in Eq. ͑22͒ has only a small effect on the HHG amplitude A N ͉͑m͉͒ , which is dominated by the k = kЈ = 0 term.
Approximating ⑀ ͉m͉ by E 0 = −1 and N ͉m͉ by N͑F =0͒ = ͑−1͒ l C l 2 , the term with k = kЈ = 0 in Eq. ͑22͒ determines the HHG amplitude in the KA,
The KA HHG amplitude ͑27͒ represents a drastic simplification of the exact TDER result ͓given by Eqs. ͑16͒ and ͑22͔͒ that avoids the most laborious problem in exact TDER calculations: numerical solution of the matrix equation ͑20͒ for ⑀ ͉m͉ and the Fourier coefficients f k ͑m͒ .
Although the KA is usually understood as an approximation for the ionization amplitude ͓27,28͔, we use this terminology also in this HHG study because the KA harmonic in Eq. ͑25͒ with k = 0 and ⑀ = E 0 corresponds to the QQES TDER wave function ⌽ ⑀ ͑r , t͒ in the KA ͓15͔:
͑28͒
The subscript KA is, in turn, used for this wave function since its asymptotic form at large distances yields the "exact" KA result for the ionization amplitude ͑in terms of generalized Bessel functions; see Refs. ͓2,15͔͒, which in the quasiclassical limit ͑ Ӷ 1͒ reduces to known results for tunneling ionization ͓29-31͔. In addition, for F → 0, the large r ͑asymptotic͒ form of ⌽ KA ͑r , t͒ reduces to the asymptotic form of 0 ͑r͒ = lm ͑r͒Y lm ͑r͒ in Eq. ͑2͒. Thus the KA wave function ͑28͒ accounts for binding potential effects on the same level of accuracy as in the KA for the ionization amplitude ͓27,28͔, i.e., only on the level of the initial state wave function 0 ͑r͒ ͑cf. Ref. ͓15͔ for further discussion͒. Note finally, that the KA HHG amplitude ͑27͒ for the case of an s state 0 ͑r͒ coincides with both the S-matrix result in Ref.
͓32͔ and the "Keldysh-type approximation" of Ref.
͓33͔ provided that both these results include terms corresponding to the so-called "continuum-continuum transitions" ͓34͔.
B. Quasiclassical results for the KA HHG amplitude
The KA HHG amplitude A N KA in Eq. ͑27͒ is determined by the matrix element d N;0,0 ͑m͒ ͑E 0 ͒, whose analytical expression ͓for either an s or a p initial state 0 ͑r͔͒ contains only onedimensional integrals involving Bessel functions J p ͑z͒ with integer indices p ͓cf. Eqs. ͑A2͒ and ͑A9͔͒. However, these Bessel functions have a complicated argument, z = z͑͒ ͓cf. Eq. ͑A3͔͒, so that analytical evaluations of the integrals are difficult. On the other hand, neglect of high-order KA harmonics with ͉k ͉ Ͼ 0 in Eq. ͑25͒ is equivalent to the approximation f ⑀ ͑t͒Ϸconstant, which is generally valid for low frequencies ͓5͔, and thus permits the use of quasiclassical methods to evaluate d N;0,0 ͑m͒ ͑E 0 ͒. The quasiclassical approximation is appropriate ͑and very common͒ for analyses of laser-atom processes in not too strong, low-frequency fields. It usually utilizes the stationary phase method to evaluate some temporal integrals ͑see, e.g., Ref. ͓4͔͒. For both s and p-states of the bound electron, the most profound quasiclassical analysis of the HHG process was performed in Refs. ͓33,35-38͔. For comparison with previous quasiclassical studies and to check the accuracy of the quasiclassical approximation to our "exact" KA result ͑27͒ for the HHG amplitude, we present here an alternative derivation of A N KA , employing different mathematical techniques from those used in Sec. II B. Instead of the Feynman representation, our derivation employs the "quasienergy form" for the time-dependent Green function G ͑V͒ in Eq. ͑4͒ ͑cf. Appendix B͒. This form allows one to perform some temporal integrations by means of the stationary phase method.
We follow the procedure used for the derivation of ⌬⑀ ͉m͉ in Eq. ͑21͒. First, we construct the KA-like wave function, 
Those for an initial p state 0 ͑r͒ are
In Eqs. ͑29͒-͑31͒ the sum ͚ s is over all open s-photon ATI channels ͓i.e., those with s Ͼ ͑u p +1͒ / ͔; k s = ͱ s −1−u p is the photoelectron momentum in the sth channel,
t 0 Ј is the ͑complex͒ stationary point of the function S s ͑tЈ͒ having Im t 0 ЈϾ 0 and the smallest real part ͑see Appendix B͒;
and the "normalization parameter" Z l,s is
Since ͑k t − K s ͒ = e z ͓͑F / ͒sin t ± k s ͔, the HHG amplitudes ͑29͒-͑31͒ may also be written similarly to Eq. ͑16͒, with obvious definitions for the quasiclassical susceptibilities
Postponing quantitative comparisons to Sec. IV, we conclude this section with some qualitative remarks concerning comparisons of HHG rates obtained using our quasiclassical results ͑29͒-͑31͒ with those using their more exact KA counterpart ͑27͒ as well as with those in the quasiclassical threestep HHG model ͓33,37,38͔.
͑i͒ Our quasiclassical HHG rates for both s and p states are in good quantitative agreement with the KA results obtained from Eq. ͑27͒ except in two cases: ͑a͒ for low harmonics, ប⍀ Ͻ ͉E 0 ͉, before the plateau onset, and ͑b͒ for high frequencies, ប Ͻ ͉E 0 ͉, in which case the use of stationary phase methods is unjustified.
͑ii͒ For s states, our HHG amplitude ͑29͒ coincides exactly with that of Ref. ͓33͔. ͑iii͒ For p states, our results using Eqs. ͑30͒ and ͑31͒ differ from those in Ref. ͓33͔ . This discrepancy stems from the use in Ref. ͓33͔ of the asymptotic form ͑2͒ to approximate 0 ͑r͒ over the whole space when calculating its Fourier transform, 0 ͑q͒ ͑q = k t − K s ͒. In contrast, our formulation in Sec. II B is independent of the small-r behavior of 0 ͑r͒ and ⌽ ⑀ ͑r , t͒ beyond the boundary condition ͑4͒, which is independent of the shape of U͑r͒. Agreement of the results for s states is not surprising since for this case the asymptotic form ͑2͒ determines the whole-space wave function of the bound state of the ZRP model ͓20͔, so that 0 ͑q͒ is valid for any ͉q͉. However, differences between the results in Ref.
͓37͔ and those using Eqs. ͑30͒ and ͑31͒ are to be expected for p-states since the form ͑2͒ is incorrect for small r, where lm ͑r͒ϳr l . Indeed, this is the case: for ͉m ͉ = 1, the result in Ref. ͓33͔ is generally divergent ͓37͔, whereas, for m = 0, the result differs significantly from that using Eq. ͑31͒, as shown in Sec. IV. In fact, the HHG spectra in Ref. ͑v͒ The factor 2 / F in Eq. ͑30͒ explicitly exhibits the suppression of HHG rates from states with nonzero angular momentum projection m for the case of a strong, lowfrequency field, in agreement with the intuitive physical arguments in Ref. ͓37͔.
IV. NUMERICAL RESULTS AND DISCUSSION

A. Comparison of different approximations for the HHG amplitude
Our three different results for the HHG amplitude ͓i.e., the exact TDER theory result in Eqs. ͑16͒ and ͑22͒; the KA result ͑27͒; and the quasiclassical KA results in Eqs. ͑29͒-͑31͔͒, enable us to evaluate the accuracy of both the KA and its quasiclassical approximation for HHG calculations. While the KA ͓i.e., neglect of high-order KA harmonics in Eq. ͑25͔͒ may be considered as the result to lowest nonvanishing order in the binding potential, the conditions for applicability of the quasiclassical approximation for the HHG amplitude A N ͓33͔, i.e., Ӷ 1 and F / 2 ӷ 1 ͑which are used to evaluate particular integrals͒, appear to be more restrictive. Since these inequalities are not very specific, it is unclear a priori over which range of the parameters , F, and N is the accuracy of quasiclassical ͑or, in fact, stationary phase͒ methods reasonable. Our comparisons are for the H − ͉͑E 0 ͉ = 0.755 eV, C 0 = 2.304 ͓25͔͒ and F − ͉͑E 0 ͉ = 3.4 eV, C 1 = 1.188 ͓26͔͒ ions, for which there have been experiments ͓39,40͔.
For negative ions with ground S states ͑such as H − and F − ͒, we use the following expression for the HHG rate in the single active electron approximation,
where l is the angular momentum of the outer ͑weakly bound͒ electron. The result ͑32͒ requires some discussion. Both H − and halogen negative ions have spherically symmetric ground states ͑owing to their filled s 2 and p 6 valence shells͒, so that in an exact multielectron formulation the following definition ͑in absolute units͒ for the HHG rate in terms of the Fourier component, D N , of a multielectron dual dipole moment D ͑t͒ should be used,
However, for halogen ions in the single active electron approximation the definition ͑32͒ for R N is used, which is similar to that in Eq. ͑17͒. Note that the transitions m → mЈ = m ± 1 in Eq. ͑32͒ are restricted not by the "coherence" condition ͓as for atoms or ions with nonzero total angular momentum in Eq. ͑17͒; cf. Sec. V in paper I͔, but by the Pauli exclusion principle, as is shown in Ref. ͓37͔ . Figures 1͑a͒-1͑d͒ show, respectively, comparisons for the "low-frequency" ͑ = 0.098, F = 0.1͒ and "high-frequency" ͑ = 0.343, F = 0.418͒ HHG spectra for H − and F − . ͑Note that for frequency, strong-field regime originates from the fact that the HHG amplitude in this regime is described only by odd QES harmonics, ⌽ N=2k+1 ͑r͒, of ⌽ ⑀ ͑r , t͒, which agree well with the KA QES harmonics ⌽ N=2k+1 KA ͑r͒ over all space, 0 Ͻ r Ͻϱ, as shown in Ref. ͓15͔.͔ The quasiclassical results using Eqs. ͑29͒-͑31͒ agree well with the exact ones only around and beyond the classical cutoff. Along the plateau, the latter exhibit deviations from the exact results, especially for p-state ͑F − ͒ ions. Moreover, the quasiclassical results fail to describe the low-energy part of the HHG spectra, in which the exact HHG rates exhibit perturbativelike ͑decreasing͒ behavior with increasing N. The results in Figs. 1͑a͒ and 1͑b͒ ͑as well as our results for other ions͒ show that for small the minimum value of N at which the quasiclassical results are reasonable corresponds to the onset of the HHG plateau, i.e., N Ͼ ͑1/͒ ͑or N ജ n 0 , where n 0 is the minimum number of photons needed for ionization͒. In the high frequency domain ͓cf. Figs. 1͑c͒ and 1͑d͔͒ , the results are quite different. The KA HHG rates overestimate the exact ones along the plateau ͑except for p states with ͉m͉ =1͒, but agree with the latter at and beyond the plateau cutoff. The quasiclassical results overestimate the exact ones by an order of magnitude along the plateau and by much more beyond the classical cutoff. Also, the quasiclassical results for m = 0 and ͉m͉ =1 ͓cf. Fig. 1͑d͔͒ merge with increasing N, in sharp contrast with the KA and exact results.
Figure 2 compares our exact TDER results with results of the three-step HHG model ͓33͔, which was used recently to treat negative halogen ions in Refs. ͓37,38͔. As discussed above, use of the asymptotic form ͑2͒ for the p-state wave function over the whole space leads to incorrect results for A N ͑p,m=0͒ that differ from those for an s-state by only a scaling factor ͓37͔. The use of realistic wave functions ͓38,41͔ significantly improves the results in both low ͓Fig. 2͑a͔͒ and high-frequency ͓Fig. 2͑b͔͒ domains, except for the lowest N in the former and high N ͑beyond the cutoff͒ in the latter. Use of realistic initial state wave functions 0 ͑r͒ ͓38,41͔ in the quasiclassical three-step-model calculations of Refs. ͓37,38͔ results in much better agreement with our own quasiclassical results ͑31͒; however, differences from exact TDER results remain ͑especially for the low-frequency case͒. Differences between our exact and quasiclassical results have already been discussed for Fig. 1 . In summary, we conclude that regardless of the quality of initial state wave functions, quasiclassical results are generally inaccurate for the low-energy part ͓N ഛ ͑1/͔͒ of the HHG spectrum and overestimate HHG rates beyond the cutoff in the high-frequency case.
Finally, we discuss two related questions. ͑1͒ How does the perturbation of the bound state energy E 0 by a laser field ͑i.e., the Stark shift, Re ⑀ − E 0 , and the depletion due to photodetachment, described by the level width, ប⌫ =−2 Im ⑀͒ influence the HHG rates?
͑2͒ How do high-order binding potential effects, which are described by the Fourier coefficients f k 0 ͑m͒ , influence the HHG rates in the approximation that ⑀ = E 0 ? According to our discussion of Figs. 1͑a͒ and 1͑b͒, these effects are negligibly small in the strong-field, low-frequency ͑tunneling͒ regime since the exact TDER results are well approximated by the KA ones ͑in which case f k ͑m͒ = ␦ k,0 and the complex quasienergy ⑀ is approximated by E 0 , in particular, because the level width is exponentially small in this regime͒. To illustrate the situation for a higher frequency regime, in Fig. 3 we compare exact TDER results ͓obtained using Eqs. ͑16͒ and ͑22͔͒, KA results ͓given by Eq. ͑27͔͒, and approximate TDER results corresponding to the case in which both the matrix elements d N;k,k Ј ͑m͒ ͑⑀ ͉m͉ ͒ and the Fourier coefficients f k ͑m͒ in Eq. ͑22͒ are calculated for ⑀ = E 0 . ͓The coefficients f k ͑m͒ ͑⑀ ͉m͉ = E 0 ͒ are obtained as an approximate solution of the matrix equation ͑20͒, i.e., substituting there ⑀ ͉m͉ = E 0 in the matrix elements M k,k Ј ͑m͒ ͑⑀ ͉m͉ ͒.͔ We consider the F − ion, Nd:YAG laser radiation ͑ = 0.343͒, and both "intermediate" ͓ = u p / ͑ប͒ = 2.26; cf. Fig. 3͑a͔͒ and strong-field ͓ = 4.52; cf. Fig. 3͑b͔͒ intensity regimes. Comparison of the red ͑circles͒ and blue ͑triangles͒ curves in Fig. 3 shows that in this high frequency regime ͑ប տ 0.3͉E 0 ͉͒ the influence of the Stark shift and width of the bound state becomes significant for moderate intensities over the entire plateau region, while in the strong field ͑ ӷ 1͒ regime the differences are more irregular, but may be considerable in the middle part of the plateau. More important, however, is the second kind of beyond-the-KA correction to the HHG rates obtained by including the coefficients f k ͑m͒ ͑⑀ ͉m͉ = E 0 ͒ that are omitted in the KA. Their effect may be seen in Fig. 3 by comparing the triangles ͑blue͒ and squares ͑green͒ curves, whose differences are relevant to the rescattering interpretation of plateau N (harmonic number) harmonic rate (s features in HHG processes. Indeed, the remarkable rescattering scenario explanation of plateau features in strong field phenomena ͑as resulting from repeated interactions of the active electron with the atomic core͒ was suggested for the first time based on a ͑quasi͒classical description of the HHG process. However, a rigorous quantum analysis in terms of the properties of exact QQES wave functions shows that HHG plateaus in the tunneling regime are well described just by the KA wave function ͓cf. ͑28͒ for the case of TDER theory͔, which corresponds to a lowest nonvanishing order account of binding potential effects ͑i.e., on the initial state only͒, similar to that in the Keldysh theory of tunneling ionization ͑see Ref. ͓15͔ for more details͒. In contrast, this same analysis shows that only "true rescattering" ͑i.e., involving higher than lowest order binding potential effects͒ causes the well-known plateau features in above-threshold ionization/ detachment. As mentioned in Sec. III A, high-order binding potential effects in the TDER theory are completely described by the coefficients f k ͑m͒ . Therefore, for HHG, such "true rescattering" effects become important only for high ͑nontunneling͒ frequencies, and their quantitative measure in the TDER theory is given by the difference between the blue ͑triangles͒ and green ͑squares͒ curves in Fig. 3 , both of which correspond to the same ͑unperturbed͒ quasienergy, ⑀ = E 0 . We observe in Fig. 3 that both approximate results generally overestimate the exact ones, as is typical ͑usually͒ of most approximate theories.
B. Initial state symmetry effects
To the best of our knowledge, HHG rates for negative ions with valence p electrons are known for only two ions, F − and I − , for one wavelength, = 800 nm, i.e., = 0.456 for F − and = 0.505 for I − ͓37,38͔. We present below a comparative study of HHG rates ͓obtained using the exact TDER formulas ͑17͒ and ͑22͔͒ for ions with s and p outer electrons for a number of frequencies, from Ϸ 0.1 ͑which is typical for investigations of HHG in rare gas atoms͒ up to Ϸ 0.5. Since ions with s and p outer electrons have rather different binding energies, we present their HHG spectra for the same scaled intensity and photon energy. Moreover, the asymptotic coefficients C l are also different for s and p states, while the normalization factors N ͉m͉ in Eqs. ͑22͒ and ͑23͒ are not too sensitive to F and ͑cf. Table I͒ and remain close to their field-free value, C l 2 . Therefore, we introduce the reduced HHG rates,
where R N is the HHG rate in scaled units given by Eq. ͑32͒. It is to be expected that differences between reduced rates r N for s-state and p-state ions for the same scaled F and originate entirely from the dependence of harmonic photon emission by these ions on the spatial ͑s or p͒ symmetry of the initial state, 0 ͑r͒, i.e., on the "inner" dynamics. HHG rates in absolute units may be obtained by multiplying r N by the factor C = ͉͑E 0 ͉ / E a ͒ 2 C l 4 a , where E a = 27.21 eV and a = E a / ប = 4.13ϫ 10 16 s −1 . In Table II we present the numerical value of this factor for several ions, although the numerical results for r n are applicable also for other targets for which the parameters ͉E 0 ͉ and C l are known. ͓For the data in Table  II , the parameters ͉E 0 ͉ and C l were taken from Refs. ͓25͔ ͑for H − ͒ and ͓26͔.͔ In Fig. 4 we present reduced HHG rates, r N ͓cf. Eq. ͑34͔͒, for ions with s and p outer electrons for four sets of frequency and intensity. For p states, both the total rates and the separate contributions to r N of the different magnetic sublevels are given. In all cases shown, rates for sublevels with ͉m͉ = 1 are orders of magnitude smaller than for m =0, in qualitative agreement with quasiclassical results ͑30͒ as well as with physical arguments in Refs. ͓37,38͔ based on the three-step HHG mechanism ͓33͔. Nevertheless, the suppression shown in Fig. 4 is much stronger than indicated by the parameter 2 / F in Eq. ͑30͒; this suppression is similar to that for plateau features in above-threshold detachment ͑ATD͒ from p states with ͉m͉ =1 ͑see Ref. rates is qualitatively similar to that for s states ͓as might be expected owing to the similar structures of the amplitudes ͑29͒ and ͑30͔͒. Figure 4 shows that, on average, the reduced HHG rates r N are approximately the same for s and p states; however, with increasing , the magnitude of r N for p states becomes somewhat larger for harmonics beyond the plateau cutoff. Thus, owing to the much greater C factors for p states ͑cf. Table II͒ , the absolute harmonic yields for p-state ions are much higher for the same scaled F and values. Figure 4 shows also that the oscillation pattern in the HHG rates over the region from the onset up to about the middle of the high-energy plateau are more pronounced for low frequencies and are out of phase for s and p states. These features appear to be general since they occur also in our results for other sets of laser parameters F and ͑not shown here͒. The low-energy part of the HHG plateau is generally highly irregular and specific to the atomic system and the laser parameters. Indeed, it is not possible to describe this lowenergy portion of the HHG plateau in terms of a few classical trajectories or quantum orbits ͓36,42͔. To attain reasonable accuracy using standard stationary phase methods, it is necessary to take into account hundreds of quantum orbits. Note also that it is in this region that the threshold-related ͑channel closing͒ enhancements of HHG rates are most pronounced, for both s ͓13͔ and p states ͓43͔. In contrast, HHG spectra for s and p states are very similar near and beyond the plateau cutoff. Concerning the variation of the rates with variation of the laser parameters, Fig. 4 allows us to formulate some general conclusions, valid for both s and p states.
͑i͒ Plateau features in the HHG spectrum ͑as well as in the ATD spectrum͒ begin to develop for ϵ u p / Ͼ 1 ͓i.e., when PT in V͑r , t͒ breaks down ͓16,44͔͔ and become well developed at Ϸ 5. ͓Note that we have chosen the laser parameters in Fig. 4 such that = 5.31; 5.36; 5.38; and 1.90 for panels ͑a͒-͑d͒, respectively.͔ ͑ii͒ The plateau cutoff position in HHG spectra is insensitive to the initial state symmetry ͑as is that for ATD ͓2͔͒.
This fact is consistent with the classical origin of the cutoff for all photon energies, including those comparable with the binding energy ͉E 0 ͉, and is in agreement with our previous analysis for p states ͓16͔.
͑iii͒ For fixed ͓as, approximately, in panels ͑a͒-͑c͔͒, the rates r N decrease rapidly with decreasing ͑by a factor Ϸ10 −5 as decreases from 0.20 to 0.10͒.
C. Symmetry effects in HHG spectra for fixed absolute laser parameters
As shown in the preceding section, for two ions ͑A and B͒ having a bound state of the same symmetry and for the same scaled F and , the ratio of HHG rates may be approximated with high accuracy as
where the coefficients C ͑cf. Table II͒ are defined below Eq. ͑34͒. On the other hand, since the relation ͑35͒ involves different absolute values of laser frequency and intensity for each ion, it cannot be used to compare HHG rates for these ions for the same absolute laser parameters. In other words, although the curves in Fig. 4 describe the HHG rates for any ion with known E 0 and C l for the same scaled laser parameters, upon conversion to absolute units, the curves correspond to a different set of absolute laser parameters for each different ion. In order to compare the absolute HHG rates for different ions for the same set of absolute laser parameters, in Fig. 5 we present HHG spectra for eight negative ions for the low-͓Figs. 5͑a͒ and 5͑b͔͒ and high-frequency regimes ͓Figs. 5͑c͒ and 5͑d͔͒. Because of the significant difference in binding energies for ions with s and p outer electrons, the "low-frequency" results in Figs these low-frequency results are for approximately the same parameter = u p / ͑ប͒ in Figs. 5͑a͒ ͑ = 4.47͒ and 5͑b͒ ͑ = 4.37͒. To illustrate the dispersion of the scaled parameters for different ions at fixed absolute values of F and , we present these parameters in Table III for the data in Fig. 5 .
For low frequencies ͓Figs. 5͑a͒ and 5͑b͔͒, the rates for p electrons are ͑on average͒ much larger than those for s electrons, in agreement with the correspondingly large difference in the coefficients C in Table II for s and p states. In both cases one observes that the rates tend to increase as the atomic number of the ion increases, with the spread in the rates for p states being much greater than that for s states. This clear difference may stem from the greater dependence of HHG amplitudes on the initial state wave function ͑i.e., on the "inner dynamics"͒ for p-state ions, as discussed above.
The existence of plateau structures in different laser-atom processes even for high frequencies has been shown recently in Ref. ͓16͔ . Figures 5͑c͒ and 5͑d͒ show such plateau structures in the HHG rates for both s-and p-state ions. As for the low-frequency case, the rates for s-state ions are much less than those for p-state ions; also, the spread in the rates for different ions is much greater for p-state ions. In contrast to the low-frequency case, however, the behavior of the rates R N with increasing N is far smoother and less oscillatory. Such behavior is appropriate to the "multiphoton" regime ͑in contrast to the "tunneling" regime͒ of harmonic generation at high frequencies ͑ប Ͻ ͉E 0 ͉͒ ͓16͔. Finally, we note that the plateau structures in the high-frequency HHG rates are "under-developed" ͓cf. Figs. 1͑c͒, 1͑d͒, 2͑b͒, 4͑d͒, 5͑c͒ , and 5͑d͔͒. This stems, in part, from the small value of the parameter for this regime ͑ Ͻ 2͒. This parameter cannot be increased, however, for the frequencies considered, since with further increases in intensity, depletion of target ions over a laser cycle becomes significant ͓i.e., ⌫ exceeds T −1 = / ͑2͒; this occurs already for Rb − and I − for the parameters used in Figs. 5͑c͒ and 5͑d͔͒ , and thus the concept of HHG rates loses its applicability.
V. SCALING OF HHG RATES FOR NEGATIVE IONS TO ATOMS
Although the results in Sec. III of paper I for the HHG amplitude in terms of complex quasienergy are valid for both N (harmonic number) harmonic rate (s atoms and ions, their application to atoms is a formidable task owing to the absence of analytical approximations for the complex quasienergy that account for the long-range Coulomb potential. Nevertheless, qualitative estimates of the role of Coulomb effects on the HHG process may be obtained similarly to those for tunneling ionization in Keldysh theory ͑cf. Refs. ͓45,46͔͒. For strong field HHG, a Coulomb scaling factor was introduced in Ref.
͓37͔, but was not used to scale negative ion HHG rates to atoms. In this section we describe a scaling procedure that enables one to estimate HHG rates for an atomic electron having an energy E a =−ប 2 a 2 / ͑2m͒ based on HHG rates for the outer electron of a negative ion with binding energy E 0 =−ប 2 2 / ͑2m͒ and the same initial bound state symmetry as that for the active atomic electron. Existing results for Coulomb corrections to tunneling ionization rates are for the case of low frequencies ͑the quasistatic approximation͒, which we assume also. Moreover, it may be expected that atomic potential effects are most important for the low-energy part of the HHG spectrum, and that the HHG rates should be less sensitive to the atomic potential for harmonics near and beyond the classical cutoff.
As discussed in Sec. III ͑see also Ref. ͓15͔͒, for the case of an intense low-frequency field, the HHG spectrum is well described by the KA, in which the dual dipole moment may be approximated by ͓cf. Eqs. ͑30͒ and ͑31͒ in paper I͔
where the KA wave function ⌽ KA ͑r , t͒ contains the entire dependence of the dual dipole moment on the laser intensity.
As noted long ago ͓45,46͔ ͑see also Chap. V, Sec. IV in Ref.
͓21͔͒, for the quasistatic ͑low-frequency͒ case, the modification of the wave function of a weakly bound electron in a laser field by long-range Coulomb forces reduces to only an intensity-dependent factor T 0 ,
where = Z ͱ E H / ͉E a ͉, E H = 13.606 eV, Z is the charge of the remaining atomic core ͑i.e., Z = 0 for negative ions and Z = 1 for neutral atoms͒, and F 0 = ͱ 2m͉E a ͉ 3 / ͉͑e͉ប͒. Because the squares of the Fourier components of d KA ͑t͒ in Eq. ͑36͒ enter the HHG rate, the square of T 0 enters the scaling factor T for scaling HHG rates for negative ions to atoms. ͑The Coulomb factor T 0 2 was introduced also in Ref. ͓37͔ using arguments based on the three-step model for HHG.͒ In order to obtain the factor T, differences in the asymptotic coefficients in the wave functions for negative ions and for atoms at r → ϱ must be taken into account. They enter the HHG rate with the power four ͓37͔ ͓see also Eqs. ͑29͒-͑31͔͒. For negative ions, the definition of C l is given by Eq. ͑2͒; for an atom, the asymptotic coefficient C a l is defined by a lm ͑r ӷ a −1 ͒ Ϸ C a l r −1 e − a r . Thus the dimensionless coefficient T for atoms, which is used to scale the HHG rates ͑in s −1 ͒ calculated for a negative ion at the same scaled frequency and laser field amplitude as for an atom, is given by
where the dimensionless asymptotic coefficients are C a l = C a l / a +1/2 and C l = C l / ͱ . Table IV gives the parameters necessary to calculate the parameter T that is needed to scale our exact TDER results for the F − ion ͉͑E 0 ͉ = 3.4 eV, C l = 1.188͒ to the Ne ͉͑E a ͉ = 21.56 eV͒ and Xe ͉͑E a ͉ = 12.13 eV͒ atoms for the case of a laser field of intensity 2 ϫ 10 14 W/cm 2 and = 800 nm ͓u p / ͑ប͒Ϸ7.7͔. Our analysis of the scaling factor must be modified for the case of a not too strong laser field ͑u p Ϸ ប͒, which corresponds to the onset of plateau structures in HHG spectra ͓15͔ ͑and for which the plateau region involves relatively few harmonics͒. For this case, the influence of the Coulomb field on the HHG rates should be much stronger than for the case of u p ӷប. Moreover, the approximation ͑36͒ for the dual moment is not appropriate for this regime and a more accurate approximation,
becomes necessary. ͓In fact, the approximation ͑39͒ takes into account the continuum-continuum transitions omitted in Eq. ͑36͒.͔ Thus an appropriate Coulomb scaling factor should be T 0 2 times larger than T, 
Figure 6͑b͒ compares our scaled HHG rates for H − ͉͑E 0 ͉ = 0.755 eV, C l = 2.3͒ with accurate numerical results of Ref.
͓47͔ for the H atom ͉͑E a ͉ = 13.606 eV, C a l =2͒ for a linearly polarized field of intensity I = 1.4ϫ 10 13 W/cm 2 and = 1064 nm ͓u p / ͑ប͒ = 1.2͔. In order to get better cutoff matching, we also present scaled results for a lower intensity, I = 1.1ϫ 10 13 W/cm 2 . Our scaled parameters are thus F / F 0 = 0.040, ប / ͉E 0 ͉ = 0.086, and T 1 = 1.9ϫ 10 8 for I = 1.4 ϫ 10 13 W/cm 2 , while F / F 0 = 0.035 and T 1 = 1.2ϫ 10 8 for I = 1.1ϫ 10 13 W/cm 2 . ͓Owing to a difference of 16 / 3 between the definitions of HHG rates in Ref. ͓47͔ and in Eq. ͑17͒, our scaled results for the HHG rates in Fig. 6͑b͒ were additionally multiplied by 16 /3.͔ As expected for the weakfield regime, scaled rates for the low-order harmonics do not agree with those of Ref. ͓47͔, while plateau structures are sensitive to small variations of the intensity. However, for the plateau part of the HHG spectrum, scaled rates reproduce qualitatively the exact results in Ref.
͓47͔.
Our scaled numerical results show that, for the lowfrequency regime ͑ ഛ 0.1͒, simple Coulomb factors ͑38͒ and ͑40͒ remove most of the differences between HHG rates for finite-range and Coulomb potentials. These differences range over several orders of magnitude, from about 10 4 for u p ӷប up to ϳ10 8 for u p Ϸ ប. By means of these factors, HHG rates for atoms may thus be roughly estimated from accurate calculations for negative ions.
VI. SUMMARY AND CONCLUSIONS
The main results of this paper are ͑i͒ formal application of a wave-function-independent theoretical formulation of the HHG amplitude ͓1͔ to treat harmonic generation by a weakly bound electron in s and p states with exact account of strong field effects within the framework of TDER theory ͑cf. Sec. II͒; ͑ii͒ analysis and numerical use of the new TDER theory of HHG to make connections to commonly used approximate theories for HHG, to elucidate the dependence of HHG rates on initial state symmetry, and to compare and contrast HHG rates for a number of negative ions ͑cf. Secs. III and IV͒; and ͑iii͒ development of procedures to scale negative ion HHG rates to atoms ͑cf. Sec. V͒. In what follows we make some concluding remarks on this work.
In spite of the fact that the QQES wave function ⌽ ⑀ ͑r , t͒ in TDER theory ͓2͔ is known only outside a short-range atomic core and thus cannot be used to calculate the dual dipole moment ͓which is defined by d ͑t͒ = ͗⌽ ⑀ ͑t͉͒d ͉⌽ ⑀ ͑t͔͒͘, the complex quasienergy may nevertheless be obtained as the eigenvalue of a one-dimensional integro-differential equation ͓cf. Eqs. ͑8͒ and ͑9͔͒ for a periodic function f ⑀ ͑t͒ ͓which depends only on the boundary conditions satisfied by ⌽ ⑀ ͑r , t͔͒. As a result, we obtain an analytical expression ͑22͒ for the nonlinear susceptibility N ͑m͒ ͑ , F͒, which is the basic ingredient for our essentially analytical, self-consistent theory of HHG for a negative ion having an outer ͑weakly bound͒ electron of s or p symmetry. Only two parameters specify the concrete ion: the electron affinity, E 0 , and the asymptotic coefficient C l . For s-state ions it reduces to the ZRP model upon neglecting the effective range r 0 . Although the exact HHG amplitude ͑22͒ is quite manageable for numerical computations, we have shown that its simplified version, the KA result ͑27͒, has high accuracy for the case of an intense low-frequency field and is thus convenient for largescale calculations. This approximation neglects high-order binding potential effects and corresponds to the KA for QQES wave functions ͓15͔. HHG rates for negative ions with s and p outer electrons show that the position of the plateau cutoff is insensitive to the initial state symmetry ͑even for high frequencies͒ and is given by the classical law, ⍀ max Ϸ͉E 0 ͉ + 3.17u p . However, the shape of the plateau strongly depends on this symmetry ͑e.g., oscillations of HHG rates along the plateau have opposite phases for p and s states͒. In fact, we find that the HHG rates are much more sensitive to the initial state symmetry than to the particular atomic species. ͑Note that for a given initial state symmetry, HHG rates are also much less sensitive to the atomic species than are rates for the competing abovethreshold ionization process ͓15͔.͒ For the same scaled laser N (harmonic number) harmonic rate (s Finally, we have described a simple scaling procedure that allows one to estimate atomic HHG rates by introducing Coulomb corrections to the results for negative ions. This scaling procedure is most appropriate for high-order harmonics produced by an intense low-frequency field. Also we have found that different scaling factors should be used for two different regimes of laser-atom interaction, u p Ϸ ប and u p ӷប.
Matrix elements d n;k,k Ј ͑m͒ have a general structure similar to that in Eq. ͑A6͒,
and where J ± Ј͑͒ is the derivative of J ± ͑͒ over the argument z͑͒, Besides the general quasiclassical condition, Ӷ 1, the quasiclassical analysis of HHG requires also the condition ͓33͔, F / 2 ӷ 1 ͓or, in absolute units, ␣ 0 ӷ −1 , where ␣ 0 = ͑eF͒ / ͑m 2 ͒ is the amplitude of free electron oscillations in a laser field͔. Therefore, the factor ͓R͑t͒ − R͑t Ј͔͒ must be treated as a large ͑complex͒ parameter in our further considerations. For small r, r Ϸ r c Ӷ 1, we expand the integral terms on the right-hand sides of Eqs. ͑B10͒ and ͑B11͒ in the small parameter r͉R͑t͒ − R͑t Ј͉͒ −1 up to terms of order r l ͓cf. Eq. ͑5͔͒, project the results on the spherical harmonic Y lm ͑r͒, and average the resulting expressions for functions ͑B10͒ and ͑B11͒ over time t over the period T. Then, performing the integration over tЈ using the stationary phase method and matching the results with the boundary condition ͑5͒ at f n = ␦ n,0 , we obtain the following results for ⌬⑀ = ⑀ − E 0 : For the s state 0 ͑r͒, 
͑B17͒
where F͑t͒ + F h ͑t͒ = − R ͑t͒, g 0 ͓Ṙ ͑t͔͒ = g 0 ͑k t ͒ = 1, g 1 ͓Ṙ ͑t͔͒ = Ṙ ͑t͒ ± k s , g 1 ͑k t ͒ = k t ± k s , k t = Ḟ ͑t͒/ 2 = − e z F/ sin t.
Since the right-hand side of Eq. ͑B17͒ explicitly involves F h ͑t͒ in the numerator, the substitution R͑t͒ → F͑t͒ / 2 had been made in all other places on the right-hand side of Eq. ͑B17͒, including S s ͑t͒ → S s ͑t͒, where ͓cf. Eq. ͑B13͔͒
Correspondingly, S s ͑t Ј͒ in Eqs. ͑B15͒ and ͑B16͒ should also be replaced by S s ͑t Ј͒. Thus instead of ͑B14͒, the stationary phase points t Ј in Eqs. ͑B15͒ and ͑B16͒ should be determined from the equation S s Ј͑t Ј͒ = 0, which involves only the laser field F͑t͒.
Extracting the linear in F h terms in ⌬⑀ in Eqs. ͑B15͒ and ͑B16͒ using Eq. ͑B17͒, the HHG amplitude is obtained from relations similar to Eqs. ͑15͒ and ͑16͒. After some algebra, we obtain the following results: For an s state 0 ͑r͒, 
