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Abstract
For a probability measure P on Rd and n∈N consider en = inf
∫
min
a∈α V (‖x−a‖)dP (x) where
the inﬁmum is taken over all subsets α of Rd with card(α) ≤ n and V is a nondecreasing function.
Under certain conditions on V , we derive the precise n-asymptotics of en for nonsingular and
for (singular) self-similar distributions P and we ﬁnd the asymptotic performance of optimal
quantizers using weighted empirical measures.
Key words: High-rate vector quantization, norm-diﬀerence distortion, empirical measure, weak
convergence, local distortion, point density measure.
2001 AMS classiﬁcation: 60E99, 94A29, 28A80.
1 Introduction
Consider a random variable X : (Ω,A,P) → Rd with distribution PX = P and let V : R+ → R+
be a nondecreasing function. For n ∈ N and any norm ‖ · ‖ on Rd, the n-optimal V -quantization
is the global minimization of
E min
a∈α V (‖X − a‖)
over all subsets α ⊂ Rd with card(α) ≤ n. Such a set α is called n-codebook or n-quantizer. So the
resulting error by using a ∈ α instead of X is measured by the norm-diﬀerence distortion based on
the loss function V . The minimal nth V -quantization error is then deﬁned by
en,V (X) = en,V (P ) := inf{Emin
a∈α V (‖X − a‖) : α ⊂ R
d, 1 ≤ card(α) ≤ n}. (1.1)
This quantity is ﬁnite provided
EV (‖X‖) < ∞. (1.2)
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For a given n-codebook α one deﬁnes an associated closest neighbour projection
πα :=
∑
a∈α
a1Ca(α)
and the induced α-quantized version (or α-quantization) of X by
X̂α := πα(X), (1.3)
where {Ca(α) : a ∈ α} is a Voronoi partition of Rd w.r.t. α, that is
Ca(α) ⊂ {x ∈ Rd : ‖x− a‖ = min
b∈α
‖x− b‖}
for every a ∈ α. Then one easily checks that for any random variable Y : Ω → α ⊂ Rd,
EV (‖X − Y ‖) ≥ EV (‖X − X̂α‖) = Emin
a∈α V (‖X − a‖)
so that
en,V (X) = inf{EV (‖X − X̂‖) : X̂ = f(X), f : Rd → Rd measurable, cardf(Rd) ≤ n} (1.4)
= inf{EV (‖X − Y ‖) : Y : Ω → Rd measurable, card(Y (Ω)) ≤ n}.
In electrical engineering this problem arises in the context of coding signals eﬀectively. For
these applications in information theory we refer to Gersho and Gray [10]. In statistics quantizers
may be used as models for the grouping of data. More recently, quantization appears as promising
tool for multidimensional nonlinear problems in numerical probability (see e.g. Page`s et al. [25]).
Much of the previous work is for r-quantization where V (t) = tr for some r ∈ (0,∞). For the
mathematical aspects of r-quantization one may consult Graf and Luschgy [12]. The need of more
general loss functions for applications in speech and image compression has been emphasized e.g.
by Gardner and Rao [9] and Li et al. [20]. See also the investigation of Linder et al. [21]. In fact, the
emphasis in these papers is on input weighted error measures of the type E(X−X̂)T M(X)(X−X̂)
for some continuous matrix-valued function M . By localization, our results are related to the special
case of real input weights in that we provide an asymptotic evaluation of Eg(X)V (‖X − X̂‖) for
V -optimal quantizers X̂ where g is real-valued (see Theorem 5).
Section 2 of this paper presents the basic features of the V -quantization problem including exis-
tence and uniqueness of optimal quantizers, necessary conditions for optimality and an application
to numerical integration. Moreover, a portmanteaux-proposition about the diﬀerent types of conver-
gence of αn-quantizations is established. Section 3 contains the n-asymptotics of the quantization
error en,V (P ) for nonsingular probability distributions P and loss functions which are regularly
varying at zero “without slowly varying part” that is, V (t) behaves locally at zero as tr for some
r ∈ (0,∞). The result applies, for instance, to exponential quantization with V (t) = exp(tr)−1, log-
quantization with V (t) = (log(1+ t))r and exponentially weighted r-quantization with V (t) = tret.
Related results for absolutely continuous distributions with compact support are contained in Gru-
ber ([16],[17]). See also the references in these papers.
In Section 4 again for nonsingular distributions we establish the weak convergence of empirical
and other measures induced by (asymptotically) V -optimal n-quantizers. In particular, the asymp-
totics of localized V -quantization errors and the point density measure are derived. In Section 5
we investigate the n-asymptotics of en,V (P ) and the asymptotic behaviour of V -optimal quantizers
for self-similar probabilities P which provide an interesting class of singular distributions. In the
nonarithmetic case and under distribution dependent rates one can achieve similar results as for
nonsingular distributions.
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We emphasize that some of the results are new even in the r-quantization framework (Theo-
rems 6, 8 and 9) while others still provide improvements of known results for V (t) = tr (Theorems 4
and 5).
Notations: an ∼ bn means an = bn + o(bn), an ≈ bn for positive real numbers means
lim inf an/bn > 0 and lim sup an/bn < ∞, an ³ bn means an = O(bn) and bn = O(an), λd de-
notes the d-dimensional Lebesgue measure on Rd, ⇒ denotes weak convergence of ﬁnite measures
on Rd and d(x, A) := infy∈A ‖x− y‖ for A ⊂ Rd.
2 Basic facts
2.1 r-Quantization
For the r-quantization problem where V (t) = tr for some r ∈ (0,∞) set
en,r(P ) := inf{Emin
a∈α ‖X − a‖
r : α ⊂ Rd, 1 ≤ card(α) ≤ n}. (2.1)
(Notice that we do not take the rth root). Let P = P a + P s be the Lebesgue decomposition of P
with respect to λd, where P a denotes the absolutely continuous part and P s the singular part of
P . Furthermore, let
‖h‖s := (
∫
| h |s dλd)1/s
for every Borel measurable function h : Rd → R and s ∈ (0,∞).
The rate of convergence of en,r to zero is ruled by the following theorem.
Theorem 1 (Zador [27],[28]), Bucklew and Wise [3], Graf and Luschgy [12]) Assume that∫
‖x‖r+δdP (x) < ∞ for some δ > 0. Then
lim
n→∞n
r/den,r(P ) = Jr,d‖h‖d/(d+r) < ∞,
where
Jr,d := inf
n≥1
nr/den,r(U([0, 1]d)) > 0
with U([0, 1]d) denoting the uniform distribution on [0, 1]d and h the λd-density of P a.
Notice that Jr,d depends on the underlying norm on Rd. With a few exceptions the constant
Jr,d is unknown.
In case P a 6= 0, set
Qr(P ) := Jr,d‖h‖d/(d+r) ∈ (0,∞) (2.2)
The (r, s)-problem concerns the performance of quantizers under increasing powers r < s. For
this, the following information about α-quantizations is useful.
Proposition 1 Let (αn)n be a sequence of ﬁnite codebooks. The following statements are equiva-
lent.
(i) X̂αn ⇒ X.
(ii) X̂αn −→ X a.e.
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(iii) 1K(X)‖X − X̂αn‖ L
∞(P)−→ 0 for every compact set K ⊂ Rd.
(iv) lim
n→∞ d(x, αn) = 0 for every x ∈ supp(P )
(v) lim
n→∞maxx∈K
d(x, αn) = 0 for every compact subset K of supp(P ).
If ‖X‖ ∈ Lr(P) for some r ∈ (0,∞], then (i) is also equivalent to
(vi) ‖X − X̂αn‖ L
r(P)−→ 0.
Proof. (i) ⇒ (iv). Let x ∈ supp(P ). For ε > 0, we obtain
lim inf
n→∞P(‖X̂
αn − x‖ ≤ ε) ≥ P(‖X − x‖ < ε) > 0.
Consequently, B(x, ε) ∩ αn 6= ∅ and thus d(x, αn) ≤ ε for all large enough n ∈ N, where B(x, ε) is
the closed ball centered at x with radius ε.
(iv) ⇒ (v). Let ε > 0. Choose a ﬁnite set β ⊂ K such that max{d(x, β) : x ∈ K} ≤ ε/2 and
then choose n0 ∈ N with max{d(y, αn) : y ∈ β} ≤ ε/2 for every n ≥ n0. Consequently, for x ∈ K
there exists y ∈ β such that ‖x− y‖ = d(x, β) ≤ ε/2 so that for n ≥ n0,
d(x, αn) ≤ ‖x− y‖+ d(y, αn) ≤ ε.
(v) ⇔ (iii) follows from
ess supp1K(X)‖X − X̂αn‖ = max{d(x, αn) : x ∈ K ∩ supp(P )}.
and (iii) ⇒ (ii) ⇒ (i) is clear.
Now assume ‖X‖ ∈ Lr(P) with r ∈ (0,∞). The implication (vi) ⇒ (i) is clear.
(ii) ⇒ (vi). Fix y ∈ supp(P ). Using (iv) one obtains for all large enough n (such that d(y, αn) ≤ 1),
‖X − X̂αn‖ = d(X, αn) ≤ ‖X − y‖+ d(y, αn)
≤ ‖X − y‖+ 1 ≤ ‖X‖+ ‖y‖+ 1.
Consequently, one may apply the Lebesgue dominated convergence theorem and E‖X−X̂αn‖r → 0.
If ‖X‖ ∈ L∞(P), then supp(P ) is compact and hence (iii) and (vi) are equivalent. 2
A weak solution of the (r, s)-problem is as follows.
Corollary 1 Let s, r ∈ (0,∞] with s > r and let (αn)n be a sequence of n-quantizers.
(a) Assume ‖X‖ ∈ Ls(P). If
‖X − X̂αn‖ L
r(P)−→ 0
then
‖X − X̂αn‖ L
s(P)−→ 0.
(b) Assume ‖X‖ ∈ Lp(P) for every p ∈ (0,∞) and s < ∞. If
E‖X − X̂αn‖r = O(n−γ)
for some γ > 0 then
E‖X − X̂αn‖s = O(n−γρ) for every ρ ∈ (0, 1). (2.3)
If ‖X‖ ∈ L∞(P), one may take ρ = 1.
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Proof. (a) is an immediate consequence of Proposition 1.
(b) Using Ho¨lder’s inequality, one obtains
E‖X − X̂αn‖s = E‖X − X̂αn‖rρ+(s−rρ)
≤ (E‖X − X̂αn‖r)ρ(E‖X − X̂αn‖ s−rρ1−ρ )1−ρ
≤ C(ρ)(E‖X − X̂αn‖r)ρ
where C(ρ) = supn(E‖X−X̂αn‖
s−rρ
1−ρ )1−ρ < +∞ due to the equivalence (i) ⇔ (vi) in Proposition 1.
2
In situation (b), for instance, asymptotic r-optimality of (αn)n which means in case Pa 6= 0
lim
n→∞n
r
d E‖X − X̂αn‖r = Qr(P )
implies for every s > r that
lim sup
n→∞
(n
s
d )ρ
r
s E‖X − X̂αn‖s < ∞ (2.4)
for every ρ ∈ (0, 1). However,
lim sup
n→∞
n
s
d E‖X − X̂αn‖s = ∞
may happen as is illustrated by the following example.
Example 1 Let PX = P = U([0, 1]) and for n ≥ 2 and ϑ ∈ (0,∞) set
αn = αn(ϑ) :=
{
1
2nϑ
}
∪
{
1
nϑ
+ (1− 1
nϑ
)
2(k − 1)− 1
2(n− 1) : k = 2, . . . , n
}
.
Let r ∈ (0,∞) and assume ϑ > r/(1 + r). Using a non-Voronoi partition gives the upper estimate
E |X − X̂αn |r ≤
∫
1[0,n−ϑ](x)|x−
1
2nϑ
|rdx
+
n∑
k=2
∫
1[ 1
nϑ
+(1− 1
nϑ
) k−2
n−1 ,
1
nϑ
+(1− 1
nϑ
) k−1
n−1 ]
(x)
∣∣∣∣x−
(
1
nϑ
+ (1− 1
nϑ
)
2(k − 1)− 1
2(n− 1)
)∣∣∣∣
r
dx
=
2
r + 1
(
1
2nϑ
)r+1
+
(
1− 1
nϑ
)r+1 1
(r + 1)2r(n− 1)r .
Hence
lim sup
n→∞
nrE |X − X̂αn |r ≤ lim sup
n→∞
(
1
2r(r + 1)
1
n(r+1)ϑ−r
+
1
(r + 1)2r
)
=
1
2r(r + 1)
= Jr,1 = Qr(P )
so that in fact
lim
n→∞n
r
E
∣∣∣X − X̂αn
∣∣∣r = Qr(P )
(see Theorem 1). It follows that the sequence (αn(ϑ))n is an asymptotically r-optimal n-quantizer
for every ϑ ∈ (r/(r + 1),∞). Now, let s > r and ϑ ∈ (r/(r + 1), s/(s + 1)). Then
E |X − X̂αn |s ≥
∫ 1/2nϑ
0
|x− 1
2nϑ
|sdx = 1
2s+1(s + 1)
n−ϑ(s+1)
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so that
ns E |X − X̂αn |s ≥ 1
2s+1(s + 1)
ns−ϑ(s+1).
Consequently,
lim
n→∞n
s
E |X − X̂αn |s = ∞.
Moreover, one shows that for η > 0, η < sr − 1+s1+r and ϑ = ϑ(η) such that
r
r + 1
< ϑ(η) < r
(
1
1 + r
+
η
1 + s
)
,
lim
n→∞(n
s)ρ˜r/sE |X − X̂αn(ϑ)|s = ∞
with ρ˜ = (1 + s)/(1 + r) + η and ρ˜r/s < 1. It remains a gap between this limiting relation and
(2.3).
Example 2 Let PX = P = Cpe−x
p
1{x≥0} for some p∈ (0, 1) and let γ∈ (0, r). For n ≥ 2 set
αn = αn(γ) :=
{
k
un
n
: k = 1, . . . , n
}
where (un) is deﬁned by the implicit equation e−u
p
nu(1−p)(1+r)n = n
−γ . Then un → +∞ and
(unn )
r = o(n−γ). Then, one derives after some standard computations that, for every s > r,
nγ E |X − X̂αn |s ³ u(1−p)(s−r)n −→ +∞ as n → +∞.
On the other hand
E |X − X̂αn |r = E(|X − X̂αn |1{X≤un})r + Cp
∫ +∞
un
(x− un)re−xpdx.
One checks as above that E(|X − X̂αn |1X≤un)r ³ (unn )r and then using elementary changes of
variable that
eu
p
nu(p−1)(1+r)n
∫ +∞
un
(x− un)re−xpdx −→ p−(1+r)
∫ +∞
0
e−ξdξ = p−(1+r) as n → +∞.
Consequently, using the implicit equation satisﬁed by un implies E |X−X̂αn |r ³ max
(
(
un
n
)r, n−γ
)
³
n−γ . This example shows that the rate in (2.3) of Corollary 1(b) may be optimal. Note however
that this occurs with a sequence of quantizers (αn) which is not rate optimal since γ < r.
2.2 V-quantization
Now let V : R+ → R+ be a nondecreasing function with V (0) = 0 and assume (1.2). (If V (0) > 0
one may turn to V − V (0).)
A set α ⊂ Rd with 1 ≤ card(α) ≤ n is called V -optimal n-quantizer for P if
Emin
a∈α V (‖X − a‖) = en,V (P ).
Let Cn,V (P ) denote the set of all these optimal quantizers. We provide two properties of V -
optimal quantizers. The ﬁrst proposition shows that V -stationarity is a necessary condition for
V -optimality. Its proof is a straightforward adaptation of Proposition 2.2 a) in [13]. For any Borel
subset A of Rd with P (A) > 0 let P (· | A) := P (· ∩A)/P (A).
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Proposition 2 Assume that V|[0,t0] is (strictly) increasing for some t0 > 0 and card (supp(P )) ≥ n.
Let α ∈ Cn,V (P ) and let {Ca : a ∈ α} be a Voronoi partition of Rd w.r.t. α. Then
card(α) = n, P (Ca) > 0,
{a} ∈ C1,V (P (· | Ca)) for every a ∈ α.
It is clear that the above condition on V cannot be dropped. Consider, for instance,
V (t) =


0, t ≤ t0
, t0 > 0
1, t > t0
and a probability P with supp(P ) = [−t0, t0]. Then en,V (P ) = 0 and {0} ∈ Cn,V (P ) for every
n ≥ 1.
The existence of V -optimal n-quantizers for lower semi-continuous loss functions is well known
(cf. [1]). The proof is based on the observation that by the Fatou lemma, the distortion function
Dn : (Rd)n → R+, Dn(a) := E min
1≤i≤n
V (‖X − ai‖) (2.5)
is lower semi-continuous for every n. It is to be noticed that lower semi-continuity of the nondecreas-
ing function V simply means continuity on the left. On the other hand, since V has only countably
many discontinuities one obtains the same property for the distortion function if P vanishes on
spheres.
Proposition 3 Assume that V is continuous on the left or that P vanishes on spheres. Then for
every n ∈ N,
Cn,V (P ) 6= ∅.
Proof. If P vanishes on spheres, set V−(t) := V (t−) for t > 0 and V−(0) := 0. Then V− is
nondecreasing, and continuous on the left and V (‖X − a‖) = V−(‖X − a‖) a.e. for every a ∈ Rd.
In particular, we have
Cn;V (P ) = Cn,V−(P ) for every n ∈ N.
Therefore, we may assume without loss of generality that V is continuous on the left.
Let ak → a in (Rd)n. Then
min
1≤i≤n
‖x− aki ‖ → min
1≤i≤n
‖x− ai‖
and hence
lim inf
k→∞
V ( min
1≤i≤n
‖x− aki ‖) ≥ V ( min
1≤i≤n
‖x− ai‖) for every x ∈ Rd.
It follows from the Fatou lemma that
lim inf
k→∞
Dn(ak) ≥ Dn(a)
so that Dn is lower semi-continuous for every n.
Next consider a ﬁxed n ≥ 1 satisfying en < en−1, where en := en,V (P ) and e0 := supV . Choose
a constant c such that en < c < en−1. Choose s and S with 0 < s < S such that
V (S − s)P (B(0, s)) > c.
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This is possible since c < sup V . Then the level set {Dn ≤ c} is bounded. Assume the contrary.
Then there exists a sequence (bk)k in {Dn ≤ c} such that
max
1≤i≤n
‖bki ‖ → ∞ as k →∞.
Assume without loss of generality ‖bk1‖ ≤ . . . ≤ ‖bkn‖ for every k. Then
‖bk1‖ ≤ S for every k
since otherwise
c ≥
∫
B(0,s)
V ( min
1≤i≤n
‖x− bki ‖)dP (x) ≥ V (S − s)P (B(0, s)),
a contradiction. Therefore, n ≥ 2 and taking a subsequence (also indexed by k) we may assume
that there exists m ∈ {1, . . . , n− 1} and b ∈ (Rd)m such that
bki → bi , i ∈ {1, . . . , m}
‖bki ‖ → ∞ , i ∈ {m + 1, . . . , n}.
Consequently,
min
1≤i≤n
‖x− bki ‖ → min
1≤i≤m
‖x− bi‖
so that
lim inf
k→∞
V ( min
1≤i≤n
‖x− bki ‖) ≥ V ( min
1≤i≤m
‖x− bi‖)
for every x ∈ Rd. Fatou’s lemma implies that
c ≥ lim inf
k→∞
Dn(bk) ≥ Dm(b) ≥ en−1,
hence a contradiction. Thus the level set {Dn ≤ c} is compact. Since a lower semi-continuous
function on a compact set takes a minimum value on this set, Cn,V (P ) 6= ∅.
Now proceed inductively. For n = 1, if e1 = e0, then every a ∈ Rd is a V -optimal 1-quantizer.
If e1 < e0, then by the above reasoning C1,V (P ) 6= ∅. Assume Cn−1,V (P ) 6= ∅ for some n ≥ 2. If
en = en−1, then ∅ 6= Cn−1,V (P ) ⊂ Cn,V (P ) and if en < en−1, then again it follows from the above
reasoning that Cn,V (P ) 6= ∅. 2
Abaya and Wise [2] observed that without any condition imposed on V or P , Cn,V (P ) may be
empty.
Finally, for the nonincreasing sequence of quantization errors we have:
Proposition 4 (a) Assume V (0+) = 0. Then
lim
n→∞ en,V (P ) = 0.
(b) Assume that V | [0, t0] is (strictly) increasing for some t0 > 0 and that supp(P ) is not ﬁnite.
If Cn,V (P ) 6= ∅ for every n, then the sequence (en,V (P ))n is (strictly) decreasing.
Proof. (a) Let {a1, a2, . . .} be a countable dense subset of Rd with a1 = 0. Then
en,V (P ) ≤ EV ( min
1≤i≤n
‖X − ai‖) for every n
and
min
1≤i≤n
‖X − ai‖ → 0
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so that
V ( min
1≤i≤n
‖X − ai‖) → 0 everywhere.
Since V (min1≤i≤n ‖X−ai‖) ≤ V (‖X‖) ∈ L1(P) it follows from the Lebesgue dominated convergence
theorem that
EV ( min
1≤i≤n
‖X − ai‖) → 0.
(b) follows immediately from Proposition 2. 2
2.3 Application to numerical integration
Emphasizing the aspect of numerical integration, the case V (t) = tr has been investigated by Page`s
in [23] and [24]. For general loss functions V , consider the Ho¨lder class HV of measurable functions
f : Rd → R such that | f(x)− f(y) |≤ V (‖x− y‖) for every x, y ∈ Rd. By (1.2), HV ⊂ L1(P ). For
every f ∈ HV and every ﬁnite set α ⊂ Rd one obtains
∣∣∣∣∣
∫
fdP −
∑
a∈α
P (Ca)f(a)
∣∣∣∣∣ = | Ef(X)− Ef(X̂α) |
≤ E | f(X)− f(X̂α) |
≤ EV (‖X − X̂α‖) = Emin
a∈α V (‖X − a‖) (2.6)
so that
inf
{
sup
f∈HV
∣∣∣∣∣
∫
fdP −
∑
a∈α
P (Ca(α))f(a)
∣∣∣∣∣ : α ⊂ Rd, card (α) ≤ n
}
≤ en,V (P ). (2.7)
Thus en,V (P ) rules the rate of convergence of the error when approximating
∫
fdP by
∑
α P (Ca)f(a)
uniformly over f ∈ HV . If V satisﬁes V (s + t) ≤ V (s) + V (t) for every s, t ∈ R+, then
V (d(·, α)) ∈ HV and thus we have equality in (2.6). For such loss functions V and probabilities
P with compact Jordan-measurable support the n-asymptotics of en,V (P ) has been investigated in
Chornaya [5] (cf. also [16], [17]).
2.4 Uniqueness of the V -optimal quantizer in one dimension
The uniqueness problem consists in ﬁnding conditions on V and P which ensure that Cn,V (P ) is
reduced to a single quantizer for every n ∈ N. In higher dimension, this essentially never occurs
so we will assume throughout this paragraph that d = 1. The earliest result in that direction is
due to Fleischer [8] in 1964 for that standard loss function V (t) = t2 and absolutely continuous
distributions with strictly log-concave density function. This was successively extended by Kieﬀer
and Trushkin (see [18], [26]) to convex loss functions V , still under some log-concavity assump-
tion for the density function. More recently, Lamberton and Page`s proposed for quadratic loss
functions a more geometric approach to uniqueness based on the so-called Mountain Pass Lemma
(see [19]). This approach was then developed by Cohort in [6] in a more general setting by the use
of Lagrangian techniques. This leads to the following result.
Assume that V : R+ → R+ satisﬁes
V (t) =
∫ x
0
v(s)ds ∀t ∈ R+, where v : R+ → R is continuous on the right
with left-hand limits and v(t) > 0 for every t > 0. (2.8)
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Then, V (0) = 0, V is continuous, increasing on R+, right and left diﬀerentiable. Assume that
P = h.λ, where the density function h satisﬁes
supp h = [m, M ] in R and h is log-concave on (m, M). (2.9)
In particular, h has a right derivative denoted by h′. Furthermore one needs some joint assumption
on P and V , namely
∀ a∈ R,
∫
R
V (|x− a|)h(x)dx < +∞, (2.10)
∀ a, b∈ R, a ≤ b,
∫
sup
a≤u≤b
v(|x− u|)(h(x) + |h′(x)|)dx < +∞. (2.11)
Then the following uniqueness result holds.
Theorem 2 (Cohort [6]) Assume that V and the distribution P satisfy (2.8)-(2.11). Then, for
every n ∈ N, card Cn,V (P ) = 1.
In fact, one proves a bit more than that: if the above assumptions hold, the distortion function
Dn is diﬀerentiable and admits a unique critical point (zero of its gradient) in the set {(a1, . . . , an)∈
Rn : m < a1 < · · · < an < M}. This in turns implies that the V -quantization error function has
no other local minima or local maxima.
One derives that uniqueness holds true if the loss function V is convex and if P satisﬁes the
log-concavity assumption (2.8), provided that the integrability assumption (2.9) holds. But it also
holds for any non-convex loss function V like piecewise aﬃne increasing functions or antiderivative
of positive functions like V (t) =
∫ t
0
exp(−1/s)ds (which is bounded).
3 Asymptotics of the quantization errors
In this section let V : R+ → R+ be a nondecreasing function satisfying V (0) = 0. Assume (1.2)
where ‖ · ‖ denotes any norm on Rd. We show that if V (t) behaves locally at zero as tr for some
r ∈ (0,∞) then under additional moment conditions the V -quantization errors en,V exhibit the
same asymptotic behaviour as the r-quantization errors en,r (see Theorem 1). More precisely, the
condition is as follows . Let r ∈ (0,∞).
(Ar) V (t) ∼ tr as t → 0+ and there exists a nondecreasing function W : R+ → R+ such that
V (t) ≤ trW (t) for every t ∈ R+
and ∫
‖x‖pr+δdP (x) < ∞,
∫
W (‖x‖)p/(p−1)dP (x) < ∞ (3.1)
for some p > 1 and δ > 0.
Notice that condition (Ar) implies V (0+) = V (0) = 0, V (t) > 0 for every t > 0 and the function
W must satisfy W (0) ≥ 1.
Theorem 3 Assume (Ar). Then
lim
n→∞n
r/den,V (P ) = Jr,d‖h‖d/(d+r), (3.2)
where h = dP a/dλd.
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The preceding theorem contains Theorem 1 as a special case.
Example 3 Typical examples are exponential quantization with V (t) = exp(tr)− 1, where W (t) =
exp(tr) and V (t) = (log(1 + t))r, where W (t) = 1. More generally, for r = 1, if f : R+ → R+
is nondecreasing, continuously diﬀerentiable and f(0) = 0, f
′
(0) > 0, then f(t) ∼ f ′(0)t and the
choice V = f/f
′
(0) and W (t) = sup0≤s≤t f
′
(s)/f
′
(0) is possible. Of course, loss functions of the
type V (t) = trW˜ (t) with W˜ : R+ → R+ nondecreasing and W˜ (t) → 1 as t → 0+ are included. An
example is exponentially weighted r-quantization with V (t) = tret. Notice that the use of the loss
function V (t) = log(t) (instead of log(1 + t)) leads by a suitable transformation to the quantization
problem
inf{exp(E log(min
a∈α ‖X − a‖)) : α ⊂ R
d, 1 ≤ card(α) ≤ n}
which occurs as the limiting case of r-quantization as r → 0. This log(t)-problem is essentially
diﬀerent from the log(1 + t)-case and outside of the present setting (cf. Graf and Luschgy [14]).
We will use the following lemma for the proof of Theorem 3.
Lemma 1 Assume that supp(P ) is compact and V (t) ∼ tr as t → 0+. Let (sn)n be a sequence in
(0,∞) such that lim
n→∞ sn/sn+k = 1 for every k ∈ N. Then
lim sup
n→∞
snen,V (P ) ≤ lim sup
n→∞
snen,r(P )
and
lim inf
n→∞ snen,V (P ) ≥ lim infn→∞ snen,r(P ).
Proof. Set K := supp(P ). Let c ∈ (0, 1). Choose t0 ∈ (0,∞) such that V (t) ≥ ctr for every
t ∈ [0, t0] and then choose a ﬁnite set β ⊂ Rd with max{d(x, β) : x ∈ K} ≤ t0. Let m := card(β).
For α ⊂ Rd with card(α) ≤ n one obtains
∫
V (d(x, α))dP (x) ≥
∫
K
V (d(x, α ∪ β))dP (x)
≥ c
∫
K
d(x, α ∪ β)rdP (x)
≥ cen+m,r(P )
and hence
en,V (P ) ≥ cen+m,r(P ).
Consequently,
lim inf
n→∞ snen,V (P ) ≥ c lim infn→∞
sn
sn+m
sn+men+m,r(P )
≥ c lim inf
n→∞ snen,r(P ).
Letting c → 1 yields the lower estimate. As for the upper estimate, let c > 1 and choose t0 ∈ (0,∞)
such that V (t) ≤ ctr for every t ∈ [0, t0]. Choose β as above. One obtains for α ⊂ Rd with
card(α) ≤ n−m, n > m,
en,V (P ) ≤
∫
K
V (d(x, α ∪ β))dP (x)
≤ c
∫
K
d(x, α ∪ β)rdP (x)
≤ c
∫
d(x, α)rdP (x)
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and hence
en,V (P ) ≤ cen−m,r(P ).
Consequently,
lim sup
n→∞
snen,V (P ) ≤ lim sup
n→∞
sn
sn−m
sn−men−m,r(P )
≤ c lim sup
n→∞
snen,r(P )
and letting c → 1 gives the upper estimate. 2
In particular, if lim
n→∞ snen,r(P ) exists (in [0,∞]), then limn→∞ snen,V (P ) exists and
lim
n→∞ snen,V (P ) = limn→∞ snen,r(P ).
Proof of Theorem 3. The proof is given in three steps.
Step 1. Assume that P has compact support. Then the limiting assertion (3.2) follows immediately
from Theorem 1 and Lemma 1.
Step 2. Let P be arbitrary. For a compact set K ⊂ Rd with P (K) > 0, the λd-density of the
absolutely continuous part of P (· | K) is given by 1Kh/P (K). Since for every n ≥ 1,
en,V (P ) ≥ P (K)en,V (P (· | K))
it follows from Step 1 that
lim inf
n→∞ n
r/den,V (P ) ≥ P (K)Jr,d‖1Kh/P (K)‖d/(d+r)
= Jr,d‖1Kh‖d/(d+r).
Letting K ↑ Rd(K = [−k, k]d and k →∞, say) yields
lim inf
n→∞ n
r/den,V (P ) ≥ Jr,d‖h‖d/(d+r) (3.3)
Step 3. Now assume (Ar) and that supp(P ) is not compact. Let K ⊂ Rd be a compact set
with 0 < P (K) < 1 and consider the decomposition P =
2∑
i=1
P (Ki)P (· | Ki), where K1 = K and
K2 = Kc. First observe that for n1, n2 ∈ N,
en1+n2,V (P ) ≤
2∑
i=1
P (Ki)eni,V (P (· | Ki)). (3.4)
In fact, let ε > 0 and choose αi ⊂ Rd with card(αi) = ni such that
∫
V (d(x, αi))dP (· | Ki)(x) ≤ eni,V (P (· | Ki)) + ε.
Setting α := α1 ∪ α2 yields
en1+n2,V (P ) ≤
∫
V (d(x, α))dP (x) ≤
2∑
i=1
P (Ki)
∫
V (d(x, αi))dP (· | Ki)(x)
≤
2∑
i=1
P (Ki)eni,V (P (· | Ki)) + ε
12
and hence (3.4).
Now for ε ∈ (0, 1) and n ≥ max{1ε , 11−ε}, let n1 := [(1− ε)n] and n2 := [εn], where [y] denotes
the integer part of y ∈ R. Then by (3.4),
nr/den,V (P ) ≤
2∑
i=1
P (Ki)(
n
ni
)r/dnr/di eni,V (P (· | Ki)).
Consequently, using Step 1,
lim sup
n→∞
nr/den,V (P ) ≤ (1−ε)−r/dJr,d‖1Kh‖d/(d+r) +ε−r/dP (Kc) lim sup
n→∞
nr/den,V (P (· | Kc)). (3.5)
If α denotes an (n−1)-optimal pr-quantizer for P with p from (Ar) (that is, α is (n−1)-optimal for
P with respect to the loss function V (t) = tpr) and β := α ∪ {0}, then using the Ho¨lder inequality
P (Kc)en,V (P (· | Kc)) ≤
∫
Kc
V (d(x, β))dP (x)
≤
∫
Kc
d(x, β)rW (d(x, β))dP (x)
≤
(∫
d(x, α)prdP (x)
)1/p (∫
Kc
W (‖x‖
)q
dP (x))1/q
= en−1,pr(P )1/p
(∫
Kc
W (‖x‖)
)q
dP (x))1/q
for every n ≥ 2, where q = p/(p− 1). Consequently, by (3.1) and Theorem 1
P (Kc) lim sup
n→∞
nr/den,V (P (· | Kc)) ≤ J1/ppr,d‖h‖1/pd/(d+pr)
(∫
Kc
W (‖x‖)qdP (x)
)1/q
< ∞.
The moment condition (3.1) implies
∫
Kc
W (‖x‖)qdP (x) → 0 as K ↑ Rd.
Therefore, letting K ↑ Rd and then letting ε tend to zero yields.
lim sup
n→∞
nr/den,V (P ) ≤ Jr,d‖h‖d/(d+r). (3.6)
In view of (3.3) the proof is complete. 2
4 Asymptotic behaviour of optimal quantizers
In this section V : R+ → R+ denotes a nondecreasing function with V (0) = 0 satisfying V (t) > 0
for every t > 0. This is to exclude degenerate cases and holds under condition (Ar). As for P ,
assume (1.2) and supp(P ) is not ﬁnite. Then en,V (P ) > 0 for every n ∈ N.
A sequence (αn)n∈N of quantizers is called asymptotically V -optimal n-quantizer for P if 1 ≤
card(αn) ≤ n and Emina∈αn V (‖X − a‖) < ∞ for every n and
E min
a∈αn
V (‖X − a‖) ∼ en,V (P ) as n →∞. (4.1)
Under condition (Ar) and P a 6= 0 this reads using Theorem 3
lim
n→∞n
r/d
E min
a∈αn
V (‖X − a‖) = Qr(P ). (4.2)
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In particular, the size card(αn) necessarily satisﬁes card(αn)/n → 1 (see Theorem 4).
Mainly for such sequences of quantizers we investigate the weak convergence and the weak limits
of the standard empirical measures
1
n
∑
a∈αn
δa,
the weighted empirical measures ∑
a∈αn
P (Ca(αn))δa,
nr/d
∑
a∈αn
∫
Ca(αn)
V (‖x− a‖)dP (x)δa
and the ﬁnite measures
nr/d
∫
(·)
min
a∈αn
V (‖x− a‖)dP (x),
where {Ca(αn) : a ∈ αn} is a Voronoi partition of Rd w.r.t. αn.
The following simple observation turns out to be useful in order to deal with nonsingular but
not absolutely continuous distributions.
Lemma 2 Assume (Ar) and P a 6= 0. If (αn)n is an asymptotically V -optimal n-quantizer for P
then also for the probability distribution P a/P a(Rd).
Proof. Let P˜ a := P a/P a(Rd). It follows from Theorem 3 applied to P˜ a that
lim
n→∞n
r/den,V (P˜ a) = Qr(P˜ a) = Qr(P )/P a(Rd).
Thus one obtains
Qr(P ) = lim
n→∞n
r/dP a(Rd)en,V (P˜ a)
≤ lim inf
n→∞ n
r/dP a(Rd)
∫
min
a∈αn
V (‖x− a‖)dP˜ a(x)
≤ lim sup
n→∞
nr/dP a(Rd)
∫
min
a∈αn
V (‖x− a‖)dP˜ a(x)
≤ lim
n→∞n
r/d
∫
min
a∈αn
V (‖x− a‖)dP (x)
= Qr(P ).
Consequently,
lim
n→∞n
r/d
∫
min
a∈αn
V (‖x− a‖)dP˜ a = Qr(P˜ a).
2
For P with P a = hλd 6= 0 and ‖h‖d/(d+r) < ∞ (or what is the same, Qr(P ) < ∞) deﬁne the
point density probability measure of P with respect to r ∈ (0,∞) by
Pr := hrλd, hr :=
hd/(d+r)∫
hd/(d+r)dλd
. (4.3)
For instance, if P = N(0, 1) then Pr = N(0, 1 + r). Recall that ‖h‖d/(d+r) < ∞ is satisﬁed if∫
‖x‖r+δdP (x) < ∞ for some δ > 0 (cf. Theorem 1).
The empirical measure problem concerns the weak convergence of
∑
a∈αn δa/n for asymptoti-
cally optimal quantizers (αn)n and has been solved for r-quantization and absolutely continuous
distributions P by McClure [22] (for 1-dimensional distributions with compact support) and Buck-
lew [4]. See Graf and Luschgy [12] for a rigorous formulation and proof.
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Theorem 4 Assume (Ar) and P a 6= 0. Let (αn)n be an asymptotically V -optimal n-quantizer for
P . Then
1
n
∑
a∈αn
δa ⇒ Pr as n →∞.
This simply means that card(αn ∩A)/n → Pr(A) for every Borel set A ⊂ Rd with Pr(∂A) = 0
where ∂A denotes the boundary of A and explains the notion ”point density measure” for Pr. On
the other hand, the standard empirical measure is not the right object to reconstruct P as soon as
P 6= Pr.
As for the proof we will rely on the following lemma and a simple observation concerning weak
convergence.
Lemma 3 (The “ﬁrewall” construction). Let A ⊂ Rd be a bounded set and ε > 0. Let
Aε := {x ∈ Rd : d(x, Ac) > ε and Aε := {x ∈ Rd : d(x, A) ≤ ε}.
Then there exists a ﬁnite set β ⊂ Rd such that
d(·, β) < d(·, Ac) on Aε and d(·, β) < d(·, A) on (Aε)c.
In particular, for every ﬁnite codebook α ⊂ Rd,
d(·, α ∪ β) = d(·, (α ∪ β) ∩A) on Aε and d(·, α ∪ β) = d(·, (α ∪ β) ∩Ac) on (Aε)c.
Proof. Since Aε has compact closure and {d(·, A) = ε} is compact, there are ﬁnite sets β1 ⊂ Aε
and β2 ⊂ {d(·, A) = ε} such that d(x, β1) ≤ ε/2 for every x ∈ Aε and d(x, β2) ≤ ε/2 for every
x ∈ {d(·, A) = ε}. Set β := β1 ∪ β2. Clearly, for every x ∈ Aε,
d(x, β) ≤ ε/2 < ε < d(x, Ac).
Now let x ∈ (Aε)c = {d(·, A) > ε}. There exists y ∈ cl(A) (closure of A) such that
d(x, A) = ‖x− y‖ > ε.
Consider the line segment {zs : s ∈ [0, 1]} joining x and y, where zs := sx + (1 − s)y. Since
s 7→ d(zs, A) is continuous, d(z0, A) = 0 and d(z1, A) > ε, the intermediate value theorem yields
the existence of an t ∈ (0, 1) such that d(zt, A) = ε. We have
‖x− y‖ = ‖x− zt‖+ ‖zt − y‖,
‖zt − y‖ ≥ d(zt, A) = ε
and
d(zt, β) ≤ ε/2.
Consequently,
d(x, β) ≤ ‖x− zt‖+ d(zt, β) ≤ ‖x− zt‖+ ε/2
≤ ‖x− zt‖+ ε ≤ ‖x− zt‖+ ‖zt − y‖
= ‖x− y‖ = d(x, A).
2
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Lemma 4 Let νn, n ∈ N and ν be ﬁnite Borel measures on Rd. Then
νn ⇒ ν
if (and only if)
lim sup
n→∞
νn(Rd) ≤ ν(Rd)
and
lim inf
n→∞ νn(O) ≥ ν(O)
for every bounded open subset O ⊂ Rd with ν(∂O) = 0.
Proof. Let O ⊂ Rd be a bounded open set. The boundaries of the bounded open subsets
Oε = {d(·, Oc) > ε} of O are disjoint for diﬀerent values of ε > 0, so that at most countably many
of them can have nonzero ν-measure. Choose a sequence εk ↓ 0 with ν(∂Oεk) = 0 for every k.
Consequently, by assumption for every k,
lim inf
n→∞ νn(O) ≥ lim infn→∞ νn(Oεk) ≥ ν(Oεk).
Since Oεk ↑ {d(·, Oc) > 0} = O and hence ν(Oεk) → ν(O) as k →∞, this yields
lim inf
n→∞ νn(O) ≥ ν(O).
Clearly, this relation then holds for every (not necessarily bounded) open set O and in particular
lim inf
n→∞ νn(R
d) ≥ ν(Rd).
One obtains
lim
n→∞ νn(R
d) = ν(Rd)
and thus νn ⇒ ν. 2
Proof of Theorem 4. Using Lemma 2 and since (P a/P a(Rd))r = Pr, we may assume without
loss of generality that P = P a. Then P and Pr are mutually absolutely continuous. Set
µn :=
1
n
∑
a∈αn
δa.
Clearly, we have
lim sup
n→∞
µn(Rd) = lim sup
n→∞
card(αn)
n
≤ 1. (4.4)
Let O ⊂ Rd be an arbitrary bounded open set with Pr(∂O) = 0. By Lemma 4, it is enough to
show that
M(O) := lim inf
n→∞ µn(O) ≥ Pr(O). (4.5)
First assume 0 < P (O) < 1. For ε > 0 such that P (Oε) > 0 and P (Oε) < 1 choose a ﬁnite
codebook β = β(ε, O) ⊂ Rd according to Lemma 3 so that for every n,
d(·, αn ∪ β) = d(·, (αn ∪ β) ∩O) on Oε
and
d(·, αn ∪ β) = d(·, (αn ∪ β) ∩Oc) on (Oε)c.
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Set m := card(β), γn := (αn ∪ β) ∩O and δn := (αn ∪ β) ∩Oc. One obtains for every n
∫
min
a∈αn
V (‖x− a‖)dP (x)
≥
∫
Oε
V (d(x, αn ∪ β))dP (x) +
∫
(Oε)c
V (d(x, αn ∪ β))dP (x)
=
∫
Oε
V (d(x, γn))dP (x) +
∫
(Oε)c
V (d(x, δn))dP (x)
≥ P (Oε)enµn(O)+m,V (P (· | Oε) + P ((Oε)c)enµn(Oc)+m,V (P (· | (Oε)c)).
Choose a subsequence (also indexed by n) such that
lim
n→∞µn(O) = M(O)
and that
M(Oc) := lim
n→∞µn(O
c)
exists. Consequently, using Theorem 3 twice,
Qr(P ) = lim
n→∞n
r/d
∫
min
a∈αn
V (‖x− a‖)dP (x)
≥ P (Oε)M(O)−r/dQr(P (· | Oε)) + P ((Oε)c)M(Oc)−r/dQr(P (· | (Oε)c)).
Letting ε ↓ 0 yields Oε ↑ O and Oε ↓ cl(O). Since P (O) = P (cl(O)), this implies
P (Oε)Qr(P (· | Oε)) → P (O)Qr(P (· | O))
and
P ((Oε)c)Qr(P (· | (Oε)c)) → P (Oc)Qr(P (· | Oc)).
One obtains
Qr(P ) ≥ P (O)(P (· | O))M(O)−r/d + P (Oc)Qr(P · | Oc))M(Oc)−r/d. (4.6)
In particular, min{M(O), M(Oc)} > 0 and moreover, by (4.4) we have M(O)+M(Oc) ≤ 1. Now it
follows from Ho¨lder’s inequality (for exponents less than 1) and the equality case of this inequality
that M(O) = Pr(O), that is, (4.5) (see [12], p. 98).
If P (O) = 0, then Pr(O) = 0 and (4.5) is obvious. If P (O) = 1, then omit the second summands.
One gets
Qr(P ) ≥ Qr(P )M(O)−r/d
and hence M(O) ≥ 1 = Pr(O). 2
If, for a codebook α, one weights the Dirac mass δa for a ∈ α with the P -measure of its Voronoi
regions then one arrives at the probability measure
∑
a∈α
P (Ca(α))δa.
Under suitable conditions this weighted empirical measure provides a reconstruction of P .
Proposition 5 Let (αn)n be a sequence of quantizers satisfying lim sup card(αn)/n ≤ 1.
(a) If lim
n→∞E mina∈αn
V (‖X − a‖) = 0, then
X̂αn ⇒ X, where PX̂αn =
∑
a∈αn
P (Ca(αn))δa
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and hence
X̂αn → X a.e.
(b) Assume (Ar). If (αn)n is rate-optimal i.e. Emina∈αnV (‖X − a‖) = O(en,V (P )), then the
sequence (n1/d(X − X̂αn))n is uniformly tight. Moreover, if r>d
nϑ‖X − X̂αn‖ → 0 a.e. as n →∞
for every ϑ ∈ (0, 1d − 1r ) and .
Proof. (a) For every ε > 0,
P(‖X̂αn −X‖ ≥ ε) ≤ 1
V (ε)
EV (‖X̂αn −X‖) = 1
V (ε)
E min
a∈αn
V (‖X − a‖) → 0.
The a.e. assertion follows from Proposition 1.
(b) Using Theorem 3, we have for ε > 0 and some constant c ∈ (0,∞),
∞∑
n=1
P(nϑ‖X̂αn −X‖ ≥ ε) ≤
∞∑
n=1
1
V (ε/nϑ)
E min
a∈αn
V (‖X − a‖) ≤ cε−r
∞∑
n=1
nrϑn−r/d < ∞.
Uniform tightness of (n1/d(X − X̂αn))n follows from similar estimates. 2
Next we investigate the local quantization errors
∫
A
min
a∈αn
V (‖x− a‖)dP (x), A ⊂ Rd
for asymptotically V -optimal quantizers. For r-quantization and absolutely continuous measures
a (probably not quite correct version of the) statement of the following local error asymptotics is
contained in Bucklew [4].
Theorem 5 Assume (Ar) and P a 6= 0. Let (αn)n be an asymptotically V -optimal n-quantizer for
P . For n ∈ N, deﬁne a ﬁnite measure on Rd by
dνn
dP
(x) := nr/d min
a∈αn
V (‖x− a‖), x ∈ Rd.
Then
νn =⇒ Qr(P )Pr as n →∞.
Thus we see that the limiting measure is the Qr(P )-weighted point density measure.
In terms of the αn-quantization of X the preceding theorem reads
lim
n→∞n
r/d
Eg(X)V (‖X − X̂αn‖) = Qr(P )
∫
g dPr
for every bounded λd-a.e. continuous function g : Rd → R.
Proof. By asymptotic optimality of (αn)n,
lim
n→∞ νn(R
d) = Qr(P ).
According to Lemma 4 it remains to show that for every bounded open set O ⊂ Rd with Pr(∂O) = 0,
lim inf
n→∞ νn(O) ≥ Qr(P )Pr(O). (4.7)
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Let O be such a set. Notice that P a and Pr are mutually absolutely continuous. So if P a(O) = 0,
then Pr(O) = 0 and (4.7) is clearly true. Now assume P a(O) > 0. For ε > 0 such that P a(Oε) > 0
choose a ﬁnite codebook β = β(ε, O) according to Lemma 3 so that for every n,
d(·, αn ∪ β) = d(·, (αn ∪ β) ∩O) on Oε.
Set m := card(β) and γn := (αn ∪ β) ∩O. One obtains for every n,
νn(O) = nr/d
∫
O
min
a∈αn
V (‖x− a‖)dP (x)
≥ nr/d
∫
Oε
V (d(x, αn ∪ β))dP (x)
= nr/d
∫
Oε
V (d(x, γn))dP (x)
≥ nr/dP (Oε)enµn(O)+m,V (P (· | Oε)),
where µn :=
∑
a∈αn
δa/n denotes the standard empirical measure. It follows from Theorem 4 that
lim
n→∞µn(O) = Pr(O) > 0.
Consequently, by Theorem 3,
lim inf
n→∞ νn(O) ≥ P (Oε)Pr(O)
−r/dQr(P (· | Oε)).
Letting ε ↓ 0 yields Oε ↑ O and hence
lim inf
n→∞ νn(O) ≥ P (O)Pr(O)
−r/dQr(P (· | O)) = Qr(P )Pr(O).
This is (4.7). 2
The same limiting measure occurs when considering n-dependend localization of the quantiza-
tion errors at Voronoi regions. This is made precise in the following theorem which is seemingly a
new result even in the r-quantization framework.
Theorem 6 Assume (Ar) and P a 6= 0. Let (αn)n be an asymptotically V -optimal n-quantizer for
P . For n ∈ N, let {Ca(αn) : a ∈ αn} be a Voronoi partition of Rdw.r.t. αn. Then
nr/d
∑
a∈αn
∫
Ca(αn)
V (‖x− a‖)dP (x)δa ⇒ Qr(P )Pr as n →∞.
In terms of the αn-quantization of X this reads
lim
n→∞n
r/d
Eg(X̂αn)V (‖X − X̂αn‖) = Qr(P )
∫
gdPr
for every bounded λd-a.e. continuous function g : Rd → R.
Combining the preceding theorem and Theorem 4 provides an indication for the uniformity
feature of local distortion
∫
Can (αn)
V (‖x− an‖)dP (x) ∼ en,V (P )
n
.
However, rigorous proofs are available only in dimension 1 for the r-quantization problem (see
Delattre et al. [7]).
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If αn is (exactly) n-optimal for P for every n and V|[0,t0] is (strictly) increasing for some t0 > 0
then the above result reads
nr/d
∑
a∈αn
e1,V (P (· | Ca(αn))P (Ca(αn))δa ⇒ Qr(P )Pr
(see Proposition 2).
The next natural question in view of Theorems 5 and 6 is to elucidate the weak asymptotics
of the uniformly tight sequence (n1/d(X − X̂αn))n as n →∞ (see Proposition 5). For instance, in
case PX = U([0, 1]) we have (at least for certain (αn)n like the sequence of optimal n-codebooks
αn = {(2i− 1)/(2n), i = 1, . . . , n})
n(X − X̂αn) ⇒ U([−1/2, 1/2]).
However, one must be aware that a simple result is hopeless in higher dimension due to the usual
“geometric” non-uniqueness of the optimal quantizers (which occurs e.g. for the uniform distribution
on the unit square [−1, 1]2 since one easily checks that an optimal quantizer cannot be invariant
by a rotation R(0;π/2) of angle π/2).
Theorem 6 can be deduced from Theorem 5 and the following lemma which provides an im-
provement of one part of Lemma 3 under a mild assumption on the quantizers αn in that no extra
codebook is needed.
Lemma 5 Let A ⊂ Rd be a bounded set and ε > 0. Let (αn)n be a sequence of ﬁnite codebooks
such that
X̂αn ⇒ X.
Then for all large enough n,
d(·, αn) = d(·, αn ∩A) on Aε ∩ supp(P )
where Aε = {d(·, Ac) > ε} or what is the same,
Aε ∩ supp (P ) ⊂
⋃
a∈αn∩A
Ca(αn).
Proof. Since A∩supp(P ) has a compact closure contained in supp(P ), it follows from Proposition 1
that
sup{d(x, αn) : x ∈ A ∩ supp(P )} ≤ ε
for all large enough n, n ≥ n0 say. For x ∈ Aε ∩ supp(P ) and n ≥ n0, choose an ∈ αn such that
‖x− an‖ = d(x, αn) ≤ ε.
Then an ∈ A. Consequently,
d(x, αn) = d(x, αn ∩A).
2
Proof of Theorem 6. Let µn denote the ﬁnite discrete measure of the left hand side of the
limiting assertion. Then
lim
n→∞µn(R
d) = lim
n→∞n
r/d
∫
min
a∈αn
V (‖x− a‖)dP (x) = Qr(P ).
20
Let O ⊂ Rd be a bounded open set, C(αn, O) := ∪{Ca(αn) : a ∈ αn ∩O} and ε > 0. By Lemma 5
and Proposition 5, for all large enough n,
µn(O) = nr/d
∑
a∈αn∩O
∫
Ca(αn)
V (d(x, αn))dP (x)
= nr/d
∫
C(αn,O)
V (d(x, αn))dP (x)
≥ nr/d
∫
Oε
V (d(x, αn))dP (x)
= νn(Oε)
with the ﬁnite measure νn from Theorem 4. Since Oε is open, it follows from Theorem 5 that
lim inf
n→∞ µn(O) ≥ lim infn→∞ νn(Oε) ≥ Qr(P )Pr(Oε).
Letting ε ↓ 0 yields
lim inf
n→∞ µn(O) ≥ Qr(P )Pr(O)
and the assertion follows from Lemma 4. 2
Finally, we comment on probabilities P with compact support. In this case, all results of this
section hold with (Ar) replaced by the condition V (t) ∼ tr as t → 0+. Moreover, Theorem 4 then
follows immediately from the corresponding result for r-quantization. This is a consequence of the
following proposition.
Proposition 6 Assume that supp(P ) is compact and V (t) ∼ tr as t → 0+. Assume that lim
n→∞ en,r(P )/
en+k,r(P ) = 1 for every k. Let (αn) be an asymptotically V -optimal n-quantizer for P . Then (αn)
is asymptotically r-optimal n-quantizer for P .
Proof. An application of Lemma 1 with sn = 1/en,r(P ) yields
en,V (P ) ∼ en,r(P ) as n →∞.
Let K := supp(P ). Since lim en,V (P ) = 0, one obtains lim
∫
V (d(x, αn))dP (x) = 0. Therefore, by
Proposition 1,
lim max
x∈K
d(x, αn) = 0.
Let c ∈ (0, 1) and choose t0 ∈ (0,∞) with V (t) ≥ ctr for every t ∈ [0, t0]. Then for all large enough
n (such that maxx∈K d(x, αn) ≤ t0),
en,r(P ) ≤
∫
d(x, αn)rdP (x) ≤ 1
c
∫
V (d(x, αn))dP (x).
Letting c → 1 yields
en,r(P ) ∼
∫
d(x, αn)rdP (x).
2
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5 Asymptotic quantization for self-similar probability measures
For singular probability measures P the main result of Section 3 only yields
en,V (P ) = o(n−r/d) as n →∞ (5.1)
and consequently, Theorems 5 and 6 read
nr/d
∫
(·)
min
a∈αn
V (‖x− a‖)dP (x) ⇒ 0
and
nr/d
∑
a∈αn
∫
Ca(αn)
V (‖x− a‖dP (x)δa ⇒ 0
while Theorem 4 does not apply.
In this section we investigate the precise asymptotics of the V -quantization errors and the
point density measure for self-similar probabilities on Rd which provide an interesting class of
(continuous) probability measures with compact support. Most of these probability measures are
singular.
Let V : R+ → R+ be nondecreasing with V (0) = 0 and let ‖ · ‖ denote any norm on Rd. The
condition (Ar) is replaced by
(Br) V (t) ∼ tr as t → 0 + .
Notice that (Br) implies V (t) > 0 for every t > 0.
In what follows N is a natural number with N ≥ 2 and S1, . . . , SN : Rd → Rd are contractive
similitudes. Let si be the contraction number of Si, i.e. si ∈ (0, 1) and ‖Si(x)−Si(y)‖ = si‖x− y‖
for all x, y ∈ Rd. Sometimes the N -tuple (S1, . . . , SN ) is called an iterated function system. Its
attractor A is the unique nonempty compact subset A of Rd with
A =
N⋃
i=1
Si(A). (5.2)
For every probability vector (p1, . . . , pN ) there exists a unique Borel probability P on Rd which
satisﬁes
P =
N∑
i=1
piP
Si , (5.3)
where PSi denotes the image measure of P under Si. P is called the self-similar probability measure
corresponding to (S1, . . . , SN ; p1, . . . , pN ).
We will always assume that pi > 0 for every i so that A equals the support supp(P ) of P .
(S1, . . . , SN ) is said to satisfy the open-set-condition (OSC) if there exists a nonempty open set
U ⊂ Rd with Si(U) ⊂ U and Si(U)∩Sj(U) = ∅ for all i, j with i 6= j. From now on let (S1, . . . , SN )
satisfy the OSC. For r ∈ (0,∞) there is a unique number Dr = Dr(P ) ∈ (0,∞) satisfying
N∑
i=1
(pisri )
Dr/(Dr+r) = 1 (5.4)
(cf. [12], Lemma 14.4.). We will see (Theorem 7 below) that under condition (Br) the number Dr
equals the V -quantization dimension of P deﬁned by
lim
n→∞
log n
−1r log en,V (P )
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which in view of (5.1) is bounded above by the space dimension d. In the nonsingular setting, under
condition (Ar), the V -quantization dimension is simply the space dimension itself (see Theorem 3).
In the sequel let P be the self-similar probability corresponding to (S1, . . . , SN ; p1, . . . , pN ).
Let {1, . . . , N}∗ denote the set of all ﬁnite words (sequences) on the alphabet 1, . . . , N including
the empty word ∅. For σ ∈ {1, . . . , N}∗ set
Sσ :=
{
idRd , σ = ∅
Sσ1o . . . oSσn , σ = σ1 . . . σn
and
sσ :=


1 , σ = ∅
n∏
i=1
sσi , σ = σ1 . . . σn.
pσ is deﬁned analogously.
Observe ﬁrst that the existence of V -optimal n-quantizers for P is ensured if V is continuous
on the left (see Proposition 3) and without any condition on V if the underlying norm on Rd is the
l2-norm. This follows again from Proposition 3 and the fact that P vanishes on l2-spheres (see [9]).
The precise asymptotic behaviour of the quantization errors en,V and the point density measure
of P w.r.t. V -quantization can be deduced from recent results on the r-quantization problem.
Deﬁne Pr as the self-similar probability corresponding to (S1, . . . , SN , q1, . . . , qN ) where
qi = (pisri )
Dr/(Dr+r). (5.5)
A vector (a1, . . . , aN ) ∈ (R \ {0})N is called arithmetic if (a1, . . . , aN ) ∈ aZN for some a ∈ R. We
need the following condition:
(Cr) (log(p1sr1), . . . , log(pNs
r
N )) is not arithmetic.
Theorem 7 Assume (Br).
(a) en,V (P ) ≈ n−r/Dr as n →∞.
(b) Assume (Cr). Then
Qr(P ) := lim
n→∞n
r/Dren,V (P )
exists in (0,∞).
(c) Assume (Cr). Let (αn)n be an asymptotically V -optimal n-quantizer for P . Then
1
n
∑
a∈αn
δa ⇒ Pr as n →∞.
Proof. It is known that
en,r(P ) ≈ n−r/Dr
and under (Cr),
lim
n→∞n
r/Dren,r(P ) exists in (0,∞)
and
1
n
∑
b∈βn
δb ⇒ Pr
for any asymptotically r-optimal n-quantizer (βn)n (cf. Graf and Luschgy [15]). Therefore, the
assertions (a) and (b) follow from Lemma 1 and (c) follows from Proposition 6. 2
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It is known that without the condition (Cr) parts (b) and (c) of the preceding theorem are not
true. An example is the classical Cantor distribution (see [15]).
Notice that by Lemma 1, Qr(P ) in fact depends on r and not on the exact form of V .
Next we will investigate the local quantization errors of asymptotically V -optimal n-quantizers
(αn)n for the self-similar distribution P (in the sense of (4.1)).
Theorem 8 Assume (Br) and (Cr). For n ∈ N, deﬁne a ﬁnite measure on Rd by
dνn
dP
(x) := nr/Dr min
a∈αn
V (‖x− a‖), x ∈ Rd.
Then
νn ⇒ Qr(P )Pr as n →∞
with Qr(P ) from Theorem 7(b).
Proof. Let O ⊂ Rd be an arbitrary open set. By Lemma 5.4 in [15] there exists a ﬁnite or inﬁnite
(possibly empty) sequence (σ(k))k in {1, . . . , N}∗ such that (Sσ(k)(A)) is a sequence of pairwise
disjoint subsets of O with Pr(O) =
∑
k
Pr(Sσ(k)(A)). For σ ∈ {1, . . . , N}∗ set αn(σ) := {a ∈
αn : Wa(αn) ∩ Sσ(A) 6= ∅} and n(σ) := card(αn(σ)) where Wa(αn) is the closed Voronoi region
Wa(αn) = {x ∈ Rd : ‖x− a‖ = d(x, αn)}. It follows that
νn(O) = nr/Dr
∫
O
V (d(x, αn))dP (x)
≥ nr/Dr
∑
k
∫
S
σ(k)
(A)
V (d(x, αn(σ(k)))dP (x).
By the self-similarity of P we obtain
∫
S
σ(k)
(A)
V (d(x, αn(σ(k)))dP (x) = pσ(k)
∫
V (d(Sσ(k)(x), αn(σ
(k)))dP (x)
= pσ(k)
∫
V (sσ(k)d(x, S
−1
σ(k)
αn(σ(k))))dP (x).
For s > 0 let Vs : R+ → R+ be deﬁned by
Vs(t) := s−rV (st).
Then Vs is nondecreasing and we deduce
∫
S
σ(k)
(A)
V (d(x, αn(σ(k)))dP (x) ≥ pσ(k)srσ(k)en(σk)),Vs
σ(k)
(P ).
Since Vs satisﬁes (Br) and since
lim
n→∞
n(σ)
n
= qσ = (pσsrσ)
Dr/(r+Dr)
for every σ ∈ {1, . . . , N}∗ by (24) in [15] we obtain from Theorem 7(b) that
lim
n→∞n(σ
(k))r/Dren(σ(k)),Vs
σ(k)
(P ) = Qr(P ),
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hence
lim inf
n→∞ n
r/Dr
∫
S
σ(k)
(A)
V (d(x, αn(σ(k)))dP (x)
≥ lim inf
n→∞ pσ(k)s
r
σ(k)
(
n
n(σ(k))
)r/Drn(σ(k)
)r/Dr
en(σ(k)),Vs
σ(k)
(P )
= pσ(k)s
r
σ(k)
((pσ(k)s
r
σ(k)
))−Dr/(r+Dr)r/DrQr(P )
= Qr(P )(pσ(k)s
r
σ(k)
)Dr/(r+Dr).
We conclude that
lim inf
n→∞ νn(O) ≥ Qr(P )
∑
k
(pσ(k)s
r
σ(k))
Dr/(r+Dr).
Since Pr(Sσ(k)(A)) = (pσ(k)s
r
σ(k)
)Dr/(r+Dr) this implies
lim inf
n→∞ νn(O) ≥ Qr(P )Pr(O).
Since νn(Rd) = nr/Dr
∫
V (d(x, αn))dP (x) and since (αn) is asymptotically V -optimal we have
lim
n→∞ νn(R
d) = Qr(P ). Hence Lemma 4 yields the conclusion of the theorem. 2
Now the asymptotics for error localization at Voronoi regions can be deduced from Theorem 8
and Lemma 5 just as Theorem 6 follows from Theorem 5 and Lemma 5.
Theorem 9 Assume (Br) and (Cr). For n ∈ N, let {Ca(αn) : a ∈ αn} be a Voronoi partition of
Rd w.r.t. αn. Then
nr/Dr
∑
a∈αn
∫
Ca(αn)
V (‖x− a‖)dP (x)δa ⇒ Qr(P )Pr as n →∞.
Combining the preceding theorem and Theorem 7 (c) provides an indication that the uniformity
feature ∫
Can (αn)
V (‖x− an‖)dP (x) ∼ en,V (P )
n
holds for self-similar probabilities P satisfying (Cr). However, as yet no rigorous proof is available.
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