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We present a detailed analysis of a recently-developed empirical potential to describe silicon under
conditions of strong electronic excitation. The parameters of the potential are given as smooth functions
of the electronic temperature Te, with the dependence determined by fitting to finite-temperature
density-functional theory calculations. We analyze the thermodynamics of this potential as a function
of the electronic temperature Te and lattice temperature Tion. The potential predicts phonon spectra in
good agreement with finite-temperature density-functional theory, including the previously predicted
lattice instability. We predict that the melting temperature Tm decreases strongly as a function of Te.
Electronic excitation has a strong effect on the rate of crystallization from the melt. In particular, high
Te results in very slow kinetics for growing crystal from the melt, due mainly to the fact that diamond
becomes much less stable as Te increases. Finally, we explore annealing amorphous Si (a-Si) below Tm,
and find that we cannot observe annealing of a-Si directly at high Te. We hypothesize that this is also
due to the decreased stability of the diamond structure at high Te. VC 2011 American Institute of
Physics. [doi:10.1063/1.3554410]
I. INTRODUCTION
The ability to generate short, intense laser pulses has
opened many possible avenues for materials processing. One
particular advantage is the ability to process or even ablate a
surface, while maintaining an overall low lattice tempera-
ture. This is a definite advantage, for example, when process-
ing a silicon wafer that includes integrated materials with a
melting temperature below that of silicon. This is possible
because, for ultra-short (100 fs or less) laser pulses, the
bonds can be destabilized, leading to a direct athermal transi-
tion to a liquid state in very short time (less than 100 fs).
This occurs because high densities of electron-hole pairs are
generated which destabilizes the lattice. For example, during
a 100 fs laser pulse of wavelength k ¼ 625 nm, it has been
predicted that the temperature of the electron-hole plasma
can attain extremely high temperatures, with kBTe at least
1 eV when the fluence is at least 100 mJ/cm2.1 The electron-
hole density can reach 1022 cm3 under these conditions.
The production of liquid by an athermal transition has been
verified by several groups. For example, time-resolved
reflectivity measurements have been used to track melting in
optically-excited silicon.2 More recently, in situ x-ray dif-
fraction has provided direct visualization of the atomic
motion in indium antimonide.3
There is a definite lack of theoretical tools available to
understand materials processing under these conditions of
extreme electronic excitation. At the most fundamental level,
several insightful studies have been performed using either fi-
nite-temperature density-functional theory (DFT)4–6 or tight-
binding.7 However, to access the long length and time scales
needed to elucidate questions related to materials processing,
molecular-dynamics (MD) simulation with empirical poten-
tials is the standard approach.8 While there are many useful
MD studies of laser processing, it is important to note that pre-
vious MD simulations have ignored the physics of lattice
instabilities caused by electronic excitation.
Only recently has there been any effort to develop empiri-
cal potentials that can treat materials in a highly-excited elec-
tronic state. Recently an empirical potential for tungsten has
been developed and parameterized using finite-temperature
DFT calculations.9 In a recent article, we have presented a
parameterization for an empirical potential that describes silicon
under conditions of strong electronic excitation.10 The potential
was parameterized by fitting directly to finite-temperature DFT
calculations. We have reported the parameterization for only
four excitation conditions. The empirical potential was used to
simulate athermal melting, and reasonable agreement with fi-
nite-temperature DFT studies was demonstrated.10 In particular,
we found that strong excitation leads to fast (100 fs), athermal
melting of the lattice with a strong increase in ion temperature.
Interestingly, we also demonstrated that somewhat below the
conditions needed for destabilization of the diamond lattice,
cooling occurs at least for very short times. This effect was due
to the fact that electronic excitation initially weakens the bonds
between the atoms and decreases the restoring forces. We were
also able to show that when the electronic system is strongly
excited, an ordinary first-order melting transition might still
occur, but at greatly reduced melting temperatures.
In this article, we extend the previous study.10 We pres-
ent a parameterization of the potential that can be applied
across a range of excitations from kBTe ¼ 0 to kBTe ¼ 2.50
eV. To achieve this, we find sixth-order polynomials that
describe the dependence of the parameters on kBTe. We
apply the method to elucidate ordinary thermal melting that
occurs under conditions of strong electronic excitation. Ina)Electronic mail: pschell@mail.ucf.edu.
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contrast to athermal melting, we predict that thermal melting
will occur over longer timescales but should be apparent at
dramatically reduced melting temperature Tm. We also char-
acterize the kinetics of the liquid-solid transition, transport
properties of the liquid, and annealing of amorphous silicon.
II. APPROACH
As described in Ref. 10, the database used to develop
the empirical potentials was obtained from finite-temperature
DFT calculations using the ABINIT code.11 The conditions
for our calculations were quite close to that given in Ref. 6
and are presented in Ref. 10. Overall, as kBTe increases, fi-
nite-temperature DFT predicts that the stability of the dia-
mond phase decreases with respect to the other phases. In
addition, we find that the equilibrium lattice parameter for
diamond tends to increase with kBTe. These observations are
consistent with the notion that a strong laser pulse will tend
to destabilize the diamond phase and may induce a transition
to a phase with higher atomic coordination, including the
possibility of an athermal transition to the liquid state.
The empirical potential is based on a recently-published
modified Tersoff formalism (called the MOD potential in
Ref. 12), which has been shown to provide an excellent
description of the phase behavior and kinetics.12,13 The total
energy U is determined from the terms,
U ¼ 1
2
X
i 6¼j
/ijðrijÞ; (1)
/ijðrijÞ ¼ fcðrijÞ A expðk1rijÞ  bijB expðk2rijÞ
 
; (2)
bij ¼ 1þ ngij
 d
; (3)
nij ¼
X
k 6¼i; j
fcðrijÞgðhijkÞ exp aðrij  rikÞb
h i
; (4)
where rij is the interatomic separation and hijk is the bond angle
between ij and ik. The function g(h) has been modified from
the Tersoff model, and is given for the MOD potential by
gðhÞ ¼ c1 þ goðhÞgaðhÞ; (5)
goðhÞ ¼ c2ðh cos hÞ
2
c3 þ ðh cos hÞ2
; (6)
gaðhÞ ¼ 1þ c4 exp c5ðh cos hÞ2
h i
: (7)
The cutoff function fc(r) has been modified from the original
Tersoff potential. For r  R1, fcðrÞ ¼ 1, and for r  R2 ¼ 0,
fcðrÞ ¼ 0. In the region R1 < r < R2, the cutoff function is
fcðrÞ ¼ 1
2
þ 9
16
cos p
r  R1
R2  R1
 
 1
16
cos 3p
r  R1
R2  R1
 
:
(8)
For kBTe ¼ 0, we use the original formulation except with
larger cutoffs (R1 ¼ 3:1 A˚ and R2 ¼ 3:4 A˚) and a ¼ 1:90
chosen to give a melting temperature Tm ¼ 1688K close to
experiment. For finite kBTe, the parameters were fit to repro-
duce the DFT cohesive energies for the fcc, bcc, simple
cubic, and diamond structures at seven different volumes.
Some parameters were found to not be critical, and hence
were held fixed. Because the potential for kBTe ¼ 0 was not
fit to the DFT, we fit instead to changes in the free energy
curves as a function of kBTe. Also, the DFT energies were
shifted to give the experimental value Ecoh ¼ 4:63 eV in the
equilibrium structure.
Because the potential was fit in intervals of 0:05 eV, it
was possible to obtain a smooth dependency on kBTe. After
fitting the parameters for each kBTe, we then fit the kBTe de-
pendence to a polynomial of order 6. For example, the pa-
rameter AðTeÞ, which is the strength of the repulsive
interaction (in eV), depends on Te in the form
AðTeÞ ¼
X6
n¼0
an kBTeð Þn: (9)
In Table I, we show the coefficients of the parameterization.
For the parameters a0 in each case, we use the parameters
from the original modified Tersoff potential.12 The only
exception is the parameter a which, as noted already, we
take to be a ¼ 1.90 at kBTe ¼ 0. We include in Table I a con-
stant F0 that is added to the empirical potential to take into
account the fact that the free energy of an isolated silicon
atom will also depend on kBTe.
In the previous paper reporting the potential, the de-
pendence of the lattice parameter and bulk modulus on kBTe
was shown to be in good agreement with finite-temperature
TABLE I. Expansion coefficients for the power-series representation of the dependence of the potential parameters on kBTe. The notation follows Ref. 12. The
physical dimensions of the expansion coefficients are not given. However, the dimensions of the potential parameters are given in the left column, and the
dimensions of the expansion coefficients can be inferred.
n a0 a1 a2 a3 a4 a5 a6
AðeVÞ 3281.5905 6.709 2228.600 2188.300 1079.800 297.010 35.320
BðeVÞ 121.00047 15.679 171.110 237.280 145.080 42.934 4.972
k2(A˚
1
) 1.3457970 0.0444 0.7608 0.4223 0.1344 0.0363 0.0055
g d 0.53298909 0.0462 0.6076 0.4737 0.1070 0.0128 0.0055
a 1.9000 0.3901 0.1281 0.0291 0.0735 0.4140 0.0066
c1 0.20173476 0.2709 0.8593 0.8428 0.7992 0.3732 0.0600
c2 730418.72 100721.0 808138.0 503890.0 16238.0 40502.0 5940.3
c4 1.0 0.0180 0.0 0.0 0.0 0.0 0.0
F0ðeVÞ 0 0.0290 0.2325 0.6229 0.6668 0.2421 0.0299
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DFT results.10 Here, in Fig. 1 we present the cohesive energy
per atom DFcoh of the various phases relative to the diamond
phase as a function of kBTe at the atomic volume
Xat ¼ 20:0 A˚3. It is evident that, for kBTe ¼ 0, the diamond
phase has a much larger cohesive energy (DFcoh < 0 for
each phase) than the other phases as expected. The empirical
potential at kBTe ¼ 0, which is nearly identical to the MOD
potential, overestimates the difference between diamond and
the other phases. Because we fit the changes with respect to
kBTe, rather than to absolute values of DFcoh, the general de-
pendence on kBTe is well reproduced. In particular, as kBTe
increases, the cohesive free energy of the fcc, bcc, and sim-
ple cubic phases each approach that of the diamond phase.
For the empirical potential, the simple-cubic phase becomes
energetically favorable for Xat ¼ 20:0 A˚3 (DFcoh > 0) at
about kBTe ¼ 1.75 eV. By contrast, the finite-temperature
DFT calculations predict that the simple-cubic phase
becomes favorable at about kBTe ¼ 1.25 eV. This difference
is due to the initial disagreement in the MOD potential at
kBTe ¼ 0 for the relative energies of the phases. Finally, as
kBTe¼2.5 eV is approached, differences between the differ-
ent crystal structures becomes fairly small, consistent with
predictions of finite-temperature DFT. From the DFcoh
curves alone, it is possible to understand aspects of the
response of silicon to laser excitation. In particular, as the
excitation increases, the diamond phase is destabilized with
respect to the other crystalline phases. The tendency is for
the open diamond structure, which requires strong direc-
tional bonding, to become less favorable with respect to
higher-coordinated phases. This trend includes the liquid
phase which is characterized by coordination numbers larger
than 4. For the liquid phase, we have previously found coor-
dination numbers in excess of those in ordinary liquid
silicon.10
The differences between the DFcoh predicted by the em-
pirical potential and finite-temperature DFT have some im-
portant consequences for the response to a laser pulse.
Because the system can experience a rapid increase in kBTe,
the diamond phase is made unstable before the atoms have
been able to experience significant displacements. When the
system becomes unstable, the ionic temperature Tion
increases dramatically, as shown in Ref. 10 and finite-tem-
perature DFT simulations. However, because the empirical
potential predicts a smaller DFcoh (when DFcoh > 0) than fi-
nite-temperature DFT, the increase in Tion predicted by the
empirical potential is somewhat smaller than what is seen in
the finite-temperature DFT results.10
Insight into the destabilization of the diamond phase can
be obtained by computing the dependence of the phonon fre-
quencies on kBTe. As first pointed out in Ref. 6, the instability
of the diamond lattice produced by laser excitation can be
closely identified with softening of the transverse acoustic
(TA) phonon branch. For strong enough excitation, the TA
branch becomes unstable, and the restoring forces stabilizing
the diamond structure vanish, at which point the crystal will
transform into another phase. In Fig. 2 we show the computed
phonon frequencies as a function of kBTe for the diamond lat-
tice at the atomic volume Xat ¼ 20:0 A˚3. It is clear from Fig.
2 that the overall agreement with finite-temperature DFT cal-
culations is reasonably good. In fact, the agreement for high
kBTe is substantially better than for kBTe ¼ 0 where the MOD
potential is used. For each mode shown in Fig. 2, it is clear
that the electronic excitation weakens the interatomic bonds,
which is also reflected in the bulk modulus.10 Perhaps most
importantly, the TA zone-edge mode becomes unstable at
about kBTe ¼ 1.45 eV. While the empirical potential yields a
TA instability at a somewhat lower temperature than for the
finite-temperature DFT case, it demonstrates the right trends
and qualitative behavior.
FIG. 1. (Color online) Cohesive free energy DFcoh computed with respect to
the diamond phase as a function of kBTe for the simple-cubic (solid line),
bcc (dashed line), and fcc (dotted line) phases. Each curve is determined at
an atomic volume Xat ¼ 20:0 A˚3. For comparison, the same quantities from
DFT calculations are shown at a few values of kBTe for simple-cubic
(circles), bcc (squares), and fcc (diamonds) phases. For low kBTe, each phase
has a negative value for DFcoh, indicating the diamond phase is stable. For
very large values of kBTe, the values of DFcoh become positive, indicating
that diamond is no longer the stable phase.
FIG. 2. (Color online) Phonon frequencies computed by the empirical
potential for the C-point LO/TO (solid line), and X-point LA/LO (dotted
line), TO (dot-dashed line), and TA (dashed line) branches in the diamond
lattice with Xat ¼ 20:0 A˚3 as a function of the electronic temperature kBTe.
The finite-temperature DFT results are also shown for the C-point LO/TO
(circles), and X-point LA/LO (diamonds), TO (triangles), and TA (squares).
Negative frequencies in the TA branch correspond to instabilities.
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In summary, we have presented a parameterization of
the empirical potential for silicon, and determined several
properties as a function of kBTe at zero lattice temperature
Tion ¼ 0. The bond-weakening that results in destabilization
of the diamond lattice is fairly well described by the empiri-
cal potential. For example, the instability of the TA phonon
branch and the decrease in the bulk modulus seen for higher
values of kBTe is in good agreement with finite-temperature
DFT results that were used in the fitting. In the next section,
we explore the thermodynamics of the empirical potential
for finite values of Tion.
III. THERMODYNAMICS AND KINETICS FOR FINITE
Tion
When kBTe becomes high, the interatomic bonds are
greatly altered due to electron-hole excitations. As a result,
the thermodynamic properties will depend on Tion in a man-
ner that depends quite strongly on kBTe. In this section, we
address various aspects of the equilibrium thermodynamics
and kinetics of the empirical potential. It is conceptually im-
portant to recognize that strictly speaking equilibrium ther-
modynamics is not realized unless Tion ¼ Te. However,
within the simulations reported here, it is always possible to
fix Tion and Te independently, since Te only determines the
nature of the interatomic potential. Hence, the simulations
here represent the real thermodynamic and kinetic properties
of the potential. However, it may be very difficult to verify
the results experimentally. Nevertheless, it has previously
been shown that equilibrium thermodynamic properties can
often be relevant to developing an understanding of strong
nonequilibrium physics, including in studies of laser ablation
of silicon.8 We highlight some of the relevant properties of
the empirical potential in the subsections below.
A. Lattice thermal expansion
Constant-pressure calculations of diamond using the
Parrinello-Rahman algorithm14 were used to determine the
zero-pressure lattice parameters as a function of the lattice
temperature Tion and electronic energy kBTe. The results are
shown in Fig. 3. As previously demonstrated,10 increasing
kBTe results in weakened interatomic interactions and a sub-
stantial increase in the lattice parameter a. The dependence
of a on Tion shows interesting behavior as kBTe increases. In
particular, for kBTe below 1.0 eV, the thermal expansion
coefficient aL, computed at Tion ¼ 150 K, depends only
weakly on kBTe, as shown in Fig. 4. However, above kBTe ¼
1.0 eV, aL decreases dramatically and eventually becomes
strongly negative, especially at kBTe ¼ 1.50 eV. Further
increasing kBTe above 1.50 eV results in aL values closer to
zero. This shows that, after the initial fast expansion that
occurs upon laser excitation, the thermal expansion of the
crystal follows rather complex behavior.
B. Melting transition
The melting temperature Tm was determined from simu-
lations of coexistence at zero pressure.13,15,16 We simulate a
system that begins with a 6  6  40 diamond lattice with
11 520 atoms. First, the system is equilibrated at constant
temperature at an estimated melting temperature for 5.52 ps.
After this preliminary step, half of the atoms are fixed in
place, while the rest are heated to 3000K for 10.52 ps to ini-
tiate melting at constant volume. Next, the system is cooled
to the estimated melting temperature and equilibrated for
11.05 ps. In the last step, the fixed atoms are released and the
entire system is allowed to evolve in a constant energy simu-
lation. For this last step, the simulation cell length perpendic-
ular to the liquid-solid interface is allowed to vary to
establish zero stress. In the plane of the interface, the dimen-
sions are fixed at the predicted zero-stress lattice parameters
of the crystal. In a constant energy simulation, due to the
latent heat of melting, the system will always evolve toward
the coexistence point. To get an accurate calculation of Tm,
we simulate for at least 1ns to average the system tempera-
ture once equilibrium is achieved. However, since the esti-
mated Tm might be different from what is finally obtained,
and the value of Tm depends on maintaining the crystal at the
FIG. 3. (Color online) Lattice parameter a of diamond plotted as a function
of the lattice temperature Tion plotted for several values of the electronic
temperature kBTe. The curves terminate near the point where the crystal
transforms into a liquid.
FIG. 4. Thermal expansion coefficient a as a function of kBTe determined at
Tion ¼ 150K.
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correct zero-stress condition, the calculation of Tm often
requires 2–3 iterations using the results to improve the esti-
mate of Tm.
The results for Tm are shown in Fig. 5. As previously
reported,10 Tm decreases sharply as kBTe increases.
10 For val-
ues of kBTe above about 1.5 eV, we were unable to stabilize
the diamond phase, which might indicate the presence of
some other crystalline phase. Quite significantly, we find that
Tm  300K for kBTe  1:5 eV, which indicates clearly that
a liquid phase can in principle be realized with only very
small increases in the lattice temperature.
C. Melting kinetics
We explored the kinetics of the melting transition using
constant temperature simulations near the coexistence point.
In these calculations, the system was prepared in the same
way as the coexistence calculations, but in the final step the
system is maintained at constant temperature, resulting in ei-
ther melting or solidification. In Fig. 6, we see that the rate
of melting is quite similar independent of Te. By contrast,
while the rate crystallization is quite similar for kBTe ¼ 0 and
kBTe ¼ 0.5 eV, for the higher temperature case kBTe ¼ 1.25
eV crystallization occurs very slowly. The dependence of the
kinetics on kBTe arises from two sources. First, the driving
force for crystallization is lower for high kBTe due to the fact
that the diamond lattice is rendered increasingly unstable.
Another factor is the dependence on kBTe of diffusion in the
liquid. The kinetics of melting for the MOD potential was
previously reported by Schelling.13 The present results for
the interface velocity with kBTe ¼ 0 appear to be closer to
experimental results than in Ref. 13 for the MOD potential.
We include in Fig. 6 the experimental values taken from
Refs. 16 and 17. However, in course of analyzing the results
reported here, we discovered that the results in Ref. 13 for
the MOD potential were unfortunately in error, overestimat-
ing the interface velocity by exactly a factor of 2. However,
the details of the potential here for kBTe ¼ 0 are not exactly
equivalent to the MOD potential, in particular having larger
cutoffs and a different value for the a parameter, so the
kinetics of the present model at kBTe ¼ 0 are in fact some-
what different from the MOD potential. We conclude that
the kinetics predicted by the present potential for kBTe ¼ 0
and the MOD potential are somewhat different, but that both
in fairly good agreement with experimental measurements of
the interface velocity.
D. Liquid self diffusion
In the previous article,10 we demonstrated that the struc-
ture of the liquid was significantly different for high values
of kBTe when compared to Te ¼ 0, in good agreement with fi-
nite-temperature DFT results.10 Here, we report values of the
self-diffusion constant D obtained at the zero-pressure coex-
istence point for three different values of kBTe. We begin
with 4096 silicon atoms that are simulated at 3000K for
10.5 ps. The system is then cooled to the coexistence point,
and statistics for the mean-squared displacement r2av as a
function of time is computed. We show in Fig. 7 r2av as a
function of simulation time for kBTe ¼ 0, 0.5 eV, and 1.25
eV. We use the Einstein relation r2av ¼ 6Dt to determine the
diffusion coefficient D. In Table II, we show the computed
diffusion constants D. For kBTe ¼ 0, we can compare to the
experimental value 104cm2=s.19,20 From Table II, we see
that the MOD potential predicts a value close to experiment
and somewhat larger than the Stillinger-Weber potential,21
which gives D ¼ 6:94 105cm2=s.19,20 As kBTe increases,
D actually decreases. This seems counterintuitive at first,
since the interatomic interactions are weakened for high
kBTe. However, since the melting temperature is strongly de-
pendent on kBTe, the values of D are obtained at much lower
Tion for high kBTe. In short, while we have not yet done an
extensive study to obtain the activation energies for diffu-
sion, we do not believe that Fig. 7 is inconsistent with the ex-
pectation that the activation energy for self-diffusion in the
liquid is less for high kBTe.
FIG. 5. The melting temperature Tm computed using the empirical potential
as a function of kBTe. Each point was determined at zero pressure from a
simulation of the coexistence.
FIG. 6. (Color online) Interface velocity of a liquid-crystal system as a func-
tion of T  Tm. For T  Tm, crystal growth occurs, and the velocity is posi-
tive. Above the melting point, the interface velocity is negative,
corresponding to melting. Results for kBTe ¼ 0 (circles), kBTe ¼ 0:5 eV
(squares), and kBTe ¼ 1:25 eV are given. We include experimental results
for solidification take from Ref 17, 18 (triangles) which can be compared to
the kBTe ¼ 0 results.
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E. Annealing amorphous Si
We explored the potential for annealing at an interface
of amorphous silicon (a-Si) and crystalline silicon by gener-
ating strong electronic excitation. This technique is of inter-
est in producing high-quality polycrystalline films from a-Si,
primarily by melting the a-Si followed by crystal growth.22
However, we explored the potential for direct annealing of a-
Si without creation of a liquid. The possibility of forming
crystalline silicon directly from a-Si without first melting has
been studied experimentally.23
To generate the a-Si interface with crystalline silicon
(c-Si), we first equilibrated a 6  6  40 diamond lattice
with 11 520 atoms for 11.04 ps at Tion ¼ 1700K. Next, we
create a liquid as before by heating half of the system at con-
stant volume to Tion ¼ 3000K while keeping the other
atoms fixed in place. Finally, the system is slowly annealed
from Tion ¼ 1700K to Tion ¼ 0 at a rate of 3K=ps. During
the annealing, the system dimensions in the plane of the
interface are fixed, while the long dimension of the cell per-
pendicular to the interface is allowed to change and maintain
a zero stress condition. At the end of the annealing, we
obtain an a-Si region that is about 0.43 nm in thickness, and
contains approximately 2300 atoms. We find most of the
atoms in the a-Si to be four-fold coordinated (88%), and
the rest (12%) are five-fold coordinated. The quality of the
a-Si region is therefore comparable to the previous study
using the same potential.13
We next annealed the a-Si/c-Si system using the empiri-
cal potential at three values of kBTe. The annealing was stud-
ied at constant temperature for a total simulation time of
1.66 ns. At kBTe ¼ 0, we find no growth of the crystal region
for Tion ¼ 300K and Tion ¼ 600K. However, for
Tion ¼ 900K, we observe complete annealing of the a-Si
region into crystalline silicon after 0.83 ns, for a growth ve-
locity of 2:62m=s. This is somewhat surprising because ex-
perimental studies exhibit much slower annealing. For
kBTe ¼ 0:5 eV, we observe no growth of crystalline silicon
up to Tion ¼ 700K. However, it is possible that crystalline
silicon will form closer to the melting point corresponding to
kBTe ¼ 0:5 eV, which is Tm ¼ 1292K. For kBTe ¼ 1:25 eV,
we find no evidence of crystallization, and in fact observe an
increase of about 0.5 nm in the a-Si region at Tion ¼ 400K.
Thus, it seems likely that for very high values of kBTe, crys-
talline silicon will not grow unless a liquid state is first
reached.
IV. CONCLUSIONS
In summary, we have developed an empirical potential
for silicon that depends on kBTe. The parameters of the inter-
action potential are smooth functions of the electronic energy
kBTe. The phonon spectra of the empirical potential follows
that of the finite-temperature DFT calculations quite closely,
indicating that the potential correctly captures the lattice
instability that occurs under strong excitation. The depend-
ence of the melting temperature Tm has been determined,
demonstrating that thermal melting might occur at a temper-
ature far lower than what is expected in ordinary equilibrium
melting. The kinetics of crystal growth for high kBTe are
much slower than under ordinary conditions. The self-
diffusion coefficient in the liquid state was also calculated,
and found to be slower than for high kBTe albeit only for
much lower values of Tion.
We did not succeed in directly annealing a-Si to form
crystalline silicon without first forming a liquid state. How-
ever, it is possible that crystalline silicon can be formed at
low values of kBTe close to the melting temperature Tm,
which itself depends strongly on kBTe. Another possibility is
that liquid silicon does form in laser-annealing experiments,
but at a temperature far below the ordinary melting tempera-
ture Tm ¼ 1683K. However, very large values of kBTe seem
to make production of crystalline silicon more difficult, prob-
ably because crystalline silicon is much less stable under
those conditions. More work, including realistic cooling of
the system and exchange of energy between the electronic
and ionic systems, is required to further elucidate annealing.
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