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a b s t r a c t
In this study an explicit central difference approximation of the generalized leap-frog
type is applied to the one- and two-dimensional advection equations. The stability of the
considered numerical schemes is investigated and the scheme with the largest stable time
step is found. For the linear and nonlinear advection equations numerical experimentswith
different schemes from the considered class are performed in order to evaluate the practical
stability of the designed schemes.
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1. Introduction
The linear and nonlinear advection is an important and interesting phenomenon on its own, but it is evenmore important
due to its presence in different complex processes in physics, chemistry and biology. The majority of the problems related
to these processes can be solved only numerically, and there is a great variety of advection approximations depending on
the requirements of specific problems. In this study we will consider only the finite difference approximation. Moreover,
we will restrict ourselves to a specific type of the second order accuracy approximation based on the generalized leap-frog
scheme. The reasons for such a restriction are discussed in this section.
Considering the advection equation separately, we can assume that the rough measure of the scheme efficiency is the
ratio between themaximumallowable time step and the number of evaluations of the advective terms. In this case, the leap-
frog scheme is one of themost efficient explicit approximations of the second order of accuracy in time and space. Setting the
efficiency of the leap-frog scheme to be 1, the leap-frog-trapezoidal method of Kurihara, the third order Adams–Bashforth
scheme and the fourth order classical Runge–Kutta method have efficiencies of about 0.70, and efficiency of many other
explicit approximations is still more inferior [1–3]. The central difference approximation in [4] has an efficiency about 0.9
for one-dimensional advection, but it is less efficient in the two-dimensional case. On the other hand, for the Runge–Kutta
methods there is a barrier of efficiency in the form (s−1)/s, where s is the stage number [5,3,6]. So, as is noted in [5], themost
stable Runge–Kutta methods for hyperbolic problems ‘‘are hardly more effective than conventional Runge–Kutta methods
with nonempty imaginary stability interval’’ (such as the fourth order classical Runge–Kuttamethod). Besides, a construction
of such methods is a difficult problem. As far as we know, it is solved completely only for schemes of the first order of
accuracy [2,5,3]. Thus, the leap-frog scheme is one of themost efficient general-purpose schemes for the advection equation.
In this study we will mainly concern ourselves with the advection as a part of geophysical fluid dynamics models, such
as atmospheric models. Therefore, it is appropriate to give a brief (and partial) outline of the numerical methods applied in
atmospheric modeling and used approximations of the advective terms.
The dynamic kernel of the most complete atmospheric models is based on the Euler equations, which allow solutions
with very different space and time scales. The low frequency inertial solutions (advection and Rossby waves) contain the
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main part of the atmospheric energy, while the fast gravity and especially acoustic waves can be largely disregarded. This
stiffness of the primitive equations and their nonlinearity imply strong restrictions on the choice of the numerical schemes in
atmosphericmodeling. On the onehand, the fully explicit schemes are characterized by a simple design and fast computation
at each time step, but they require too small a time step due to the stability criterion with respect to acoustic (or gravity)
waves (called the CFL condition). This step is some orders smaller than that required by accuracy considerations. On the
other hand, many implicit schemes have no stability restriction on the time step, but they require solution of nonlinear
equations at each time step, which is a very problematic and expensive problem.
The solution of this dilemma can be found in some intermediate type of scheme. Due to this, the semi-implicit schemes
were proposed in the early 1970s in atmosphericmodeling [1,7]. They treat the linear terms responsible for the fastestwaves
in an implicit manner and other terms are approximated explicitly. Then, they need to solve (only) the linear system at each
time step and the time step value increases by about one order compared to the explicit schemes. This time step restriction
is mainly related to the explicitly approximated nonlinear advective processes. An implicit approximation of these terms
will result in a complex nonlinear system at each time step that one usually tries to avoid. Since the maximummagnitudes
of the advection speed can be rather high (especially in the upper troposphere), the required time step is still too small.
An alternative approach to the advection approximation based onusing the semi-Lagrangian techniquewas introduced in
atmosphericmodeling byRobert in the early 1980s [1,8]. Schemes joining the semi-implicit and semi-Lagrangian approaches
allow the CFL restrictions to be overcomewith respect to both fast waves and advection, which hasmade them very popular
in atmospheric modeling in recent years. However, there is a price to pay for these benefits: in addition to the solution of
linear 3D systems, at each time step the trajectory equations should be solved using an iterativemethod and an interpolation
from a regular grid to the trajectory points should be made [9,1,10]. These are computationally expensive tasks, not needed
in the semi-implicit Eulerian schemes.
The above description shows that approximation of the advective part of the governing equations of the atmosphere is an
important component of the entire scheme. It also leads to some restrictions in the analysis of difference schemes, natural
in the context of atmospheric models, which are described below.
In this study we focus on the explicit Eulerian approximation of the advection with enhanced stability. We restrict
ourselves to schemes of (at least) the second order of accuracy in time and space, because the experience of atmospheric
modeling shows that such schemes can be sufficiently simple and accurate [1,7]. Besides, we consider only central difference
schemes, because although non-symmetric differences (of the upstream type) can be efficient in problems with a dominant
direction of the advection, they are not very suitable for the problems where the advection is itself an unknown function
and its direction varies from one point to another without any dominant direction. Also we are mainly concerned here with
increasing the allowable time step, keeping in mind that some deterioration in the accuracy of the solution due to increased
time steps is admissible, because the time steps of the explicit advection in atmosphericmodels are still too small comparing
to the time step allowable by the accuracy conditions. (However we try to keep the level of the space approximation, which
is usually chosen based on the accuracy requirements.) Furthermore, it is natural to accept some reasonable growth in the
computational cost, if it is required for more stable calculation of the advection. In fact, if some scheme admits doubled time
steps and, at the same time, doubles the computational cost as compared to a simple scheme, say the leap-frog scheme, then
both schemes require approximately the same amount of computations to advance in time with corresponding maximum
time steps. However, in the context of the complex atmospheric models, the computation of the advection represents just
a fraction of all the computations. Therefore, if increasing the advection time step means increasing the time step for all
components of the scheme, it results in an essential advantage for the entire scheme.
Since the leap-frog scheme has a high measure of efficiency, it seems to be reasonable to focus investigation on different
modifications of the leap-frog scheme. In Section 2 we consider approximations of the one-dimensional advection based on
the leap-frog scheme with extended space stencil. In Section 3 we generalize the obtained results to the two-dimensional
case and also outline the situation for three-dimensional advection. Numerical experiments with linear one-dimensional
and two-dimensional advection and with the inviscid Burgers’ equation are presented in Section 4 followed by concluding
remarks in Section 5.
2. One-dimensional advection
Let us consider the linear one-dimensional advection equation
ut = aux, (1)
where a is a positive constant, and the subscripts t and x stand for the respective partial derivatives. The leap-frog
approximation to this equation has the form
un+1j − un−1j
2τ
= au
n
j+1 − unj−1
2h
, (2)
where unj = u(nτ , jh), n is the time level, j is the number of the space point, and τ and h are the steps of uniform time and
space grids, respectively. The local truncation error of (2) is
e = τ
2
6
u(3)t − ah
2
6
u(3)x + O(τ 4)+ O(h4) (3)
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Fig. 1. Standard leap-frog stencil (a) and extended stencil (b).
and the stability condition of this scheme is
c ≤ 1, (4)
where c = aτ/h > 0 is the Courant numberwith respect to the advection velocity a. Note that this is the explicit, simple, and
flexible second order approximation of (1) using the five point stencil (see Fig. 1(a)) centered at the point (nτ , jh) (flexible
means the second order approximation independently for time and space derivatives).
The question to be answered in this section is: keeping a flexible approximation of (at least) the same level as (2) what
is the largest stable time step achievable with the use of the extended space stencil including two additional points? (See
Fig. 1(b).)
Of course, the simplest attempt is just to double the space mesh size in the leap-frog scheme:
un+1j − un−1j
2τ
= au
n
j+2 − unj−2
4h
. (5)
In this case the time step (4) is also doubled:
c ≤ 2, (6)
but the price for this is the greater truncation error:
e = τ
2
6
u(3)t − a4h
2
6
u(3)x + O(τ 4)+ O(h4).
Since the choice of the space mesh size is usually based on accuracy considerations, the doubling of the mesh size is not a
good option.
With the extended space stencil it is possible to construct the central difference approximation of the fourth order of
accuracy in space:
un+1j − un−1j
2τ
= a
6
8(unj+1 − unj−1)− (unj+2 − unj−2)
2h
.
The truncation error in this case is
e = τ
2
6
u(3)t + a h
4
30
u(5)x + O(τ 4)+ O(h6),
but the stability condition is more rigid than (4):
c ≤ 0.73.
If the accuracy level in the space variable guaranteed by the leap-frog scheme is sufficient, then it is not reasonable to
complicate the scheme and reduce the allowable time step.
A natural generalization of the above schemes is a linear combination of (2) and (5):
un+1j − un−1j
2τ
= α au
n
j+1 − unj−1
2h
+ β au
n
j+2 − unj−2
4h
. (7)
The consistency requires β = 1− α, so actually we have a one-parameter family.
In order to find the optimal value of the real parameter α, which ensures the maximum stability, we apply the von
Neumann analysis of stability. Solution to (7) can be found in the form of the discrete Fourier series:
unj =
K
k=−K
Ukλnke
ikjh, (8)
where i = √−1, the number of waves K is defined by the number of space grid points, eikjh is the discrete (complex) k-wave
(with the wave number k), Uk is its initial amplitude, and the amplification factor λk describes the time behavior of the
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k-wave. Substitution of (8) in (7) yields the characteristic equation for the amplification factor of each separate wave (from
now on the subscript k is omitted for simplicity of notation):
λ2 − 2if λ− 1 = 0, f = α c sin θ + β c 1
2
sin 2θ, (9)
where θ = kh ∈ [−π, π]. The von Neumann stability condition has the form
|λ| ≤ 1 (10)
simultaneously for all θ . Evidently, the last condition holds if, and only if,
|f | ≤ 1. (11)
Solving the last inequality for c , we obtain
c ≤ 1|g| , g = α sin θ +
1− α
2
sin 2θ. (12)
Therefore, to find the optimal stable value of α we should determine for which α the maximum values of |g(α, θ)| with
respect to θ attain the minimum, that is, to find minα maxθ |g(α, θ)|.
It can be shown that for each fixed α
g1(α) = max
θ
|g(α, θ)| = 2−5/2

α2 + 8(1− α)2 + α
−1/2 
α2 + 8(1− α)2 + 3α
3/2
, α ≥ 0
and
g2(α) = max
θ
|g(α, θ)| = 2−5/2

α2 + 8(1− α)2 − α
−1/2 
α2 + 8(1− α)2 − 3α
3/2
, α ≤ 0.
Further, the function g1(α) is strictly increasing, and, consequently, minα≥0 g1(α) = g1(0). The function g2(α) is strictly
decreasing and minα≤0 g2(α) = g2(0). Thus,
min
α
max
θ
|g(α, θ)| = g1(0) = g2(0) = 12 . (13)
This solution corresponds to scheme (5) which allows double time steps (6), but this scheme has reduced space accuracy
and for this reason is not suitable for our goals.
Still another option for modification of (2) on the extended stencil was proposed in [4] aiming to improve the time
approximation:
un+1j − un−1j
2τ
= au
n
j+1 − unj−1
2h
+ a
3
6
τ 2
h2
unj+2 − unj−2 − 2(unj+1 − unj−1)
2h
. (14)
The truncation error of this approximation is
e = τ
4
120
u(5)t − ah
2
6
u(3)x + O(τ 6)+ O(h4)+ O(τ 2h2), (15)
and as a byproduct of this modification it was found in [4] that the stability also increases up to about
c ≤ 1.77. (16)
The properties of (14) prompt us to search for the most stable approximation within the following one-parameter (α)
family of schemes:
un+1j − un−1j
2τ
= au
n
j+1 − unj−1
2h
+ α a3 τ
2
h2
unj+2 − unj−2 − 2(unj+1 − unj−1)
2h
. (17)
As above, the optimal value of the real parameter α can be found by applying the von Neumann analysis of stability.
Substitution of solution (8) in (17) yields the characteristic equation for the amplification factor:
λ2 − 2if λ− 1 = 0, f = c sin θ − αc3 sin θ · 4 sin2 θ
2
, (18)
where θ = kh ∈ [−π, π]. Again the von Neumann stability condition (10) is equivalent to (11). Therefore, the problem of
finding the most stable scheme of (17) is reduced to the minimization of the function |f | with respect to the parameter α
for all the admissible values of θ . Introducing the new parameter
η = 1− 2αc2,
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the function f can be rewritten in the form
f = cη sin θ + c 1− η
2
sin 2θ,
and, respectively, the minimization problem can be reformulated as follows:
min
α
max
θ
|f (α, θ)| = min
η
max
θ
|f (η, θ)| = c ·min
η
max
θ
|g(η, θ)| (19)
with the function g defined in (12). Using solution (13) of theminimization problem for g , we can conclude that the solution
to (19) is
min
η
max
θ
|f (η, θ)| = c
2
, (20)
and it is achieved for η = 1− 2αc2 = 0, that is,
α = 1
2c2
. (21)
Applying the stability condition (11) to (20), we have
c ≤ 2, (22)
and the maximum stable value c = 2 corresponds to α = 1/8 according to (21).
Thus, we obtain the following most stable scheme in family (17):
un+1j − un−1j
2τ
= au
n
j+1 − unj−1
2h
+ a
3
8
τ 2
h2
unj+2 − unj−2 − 2(unj+1 − unj−1)
2h
, (23)
which allows time steps
τ ≤ 2h
a
(24)
twice as large as those of the leap-frog scheme (2).
The truncation error of the general scheme (17) can be expressed in the form
e(α) =

1
6
− α

τ 2u(3)t − ah
2
6
u(3)x + O(τ 4)+ O(h4)+ α · O(τ 2h2).
In particular, forα = 0we obtain the leap-frog truncation error (3), forα = 1/6 the accuracy order of the Babarsky–Sharpley
scheme (14), and for α = 1/8 the truncation error of (23):
e = τ
2
24
u(3)t − ah
2
6
u(3)x + O(τ 4)+ O(h4)+ O(τ 2h2). (25)
The last error is theoretically smaller than that of the leap-frog scheme. However, in practice the value of the truncation
error depends on the relation between the chosen space and time steps. For example, in the initial-value problem for the
simple equation (1), the relation τ = h/a used in the leap-frog scheme ensures finding the exact solution to (1) in the exact
arithmetic if the exact first and second numerical initial conditions are applied. The same is true for themaximum time step
τ = 2h/a used in (23). Nevertheless, in variable coefficient and nonlinear problems, and also in the problems where the
advection just makes a part of the complete equations, the choice of the ‘‘exact’’ or ‘‘near-exact’’ time step is impossible, and
we just can state that the truncation errors (3) and (25) are very close and the accuracy of the numerical solutions according
to schemes (2) and (23) is quite compatible.
3. Two-dimensional advection
In this section we extend the results of Section 2 to the two-dimensional case. For the two-dimensional advection
equation
ut = aux + buy (26)
with constant positive advection velocities a and b, the leap-frog scheme on a uniform space grid with the mesh size h has
the form
un+1jm − un−1jm
2τ
= au
n
j+1,m − unj−1,m
2h
+ bu
n
j,m+1 − unj,m−1
2h
, (27)
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where unjm = u(nτ , jh,mh). The local truncation error of (27) is
e = τ
2
6
u(3)t − h
2
6
(au(3)x + bu(3)y )+ O(τ 4)+ O(h4), (28)
and the stability condition of this scheme is
c + d ≤ 1, (29)
where c = aτ/h and d = bτ/h are the Courant numbers with respect to the advection in x and y directions, respectively. In
many physical problems, the upper bound V of the magnitude of the two-dimensional wind speed (rather than its separate
components) is given. In such a case (29) is reduced to
cV ≤ 1√
2
, cV = Vτh . (30)
Let us consider the following two-dimensional generalization of scheme (17), including two real parameters α and β:
un+1jm − un−1jm
2τ
= au
n
j+1,m − unj−1,m
2h
+ αa3 τ
2
h2
unj+2,m − unj−2,m − 2(unj+1,m − unj−1,m)
2h
+ bu
n
j,m+1 − unj,m−1
2h
+ βb3 τ
2
h2
unj,m+2 − unj,m−2 − 2(unj,m+1 − unj,m−1)
2h
. (31)
The optimal values of these parameters are found by applying the von Neumann analysis of stability. Solution to (31) is
represented in the discrete Fourier series:
unjm =
L
l=−L
K
k=−K
Uklλnkle
i(kj+lm)h. (32)
Analogously to (8), ei(kj+lm)h is the discrete wave (with the wave vector (k, l)), Ukl and λkl are its initial amplitude and
amplification factor, respectively. Substitution of (32) in (31) results in the following characteristic equation for the
amplification factor (from now on the subscripts k, l are omitted for simplicity of notation):
λ2 − 2if λ− 1 = 0, f = f1 + f2, f1 = c sin θ − αc3 sin θ · 4 sin2 θ2 , f2 = d sinϕ − βd
3 sinϕ · 4 sin2 ϕ
2
, (33)
where θ = kh ∈ [−π, π], ϕ = lh ∈ [−π, π]. Again the stability condition has the form (10), which is equivalent to (11).
Since f1 does not depend on d, ϕ, the problem of minimization of the maximum values of f1 is solved in the same way
as in the one-dimensional case: minα maxθ |f1(α, θ)| = c/2, and this value is achieved at α = 1/2c2. The minimization
problem for f2 is solved analogously: minβ maxϕ |f2(β, ϕ)| = d/2, and this value is achieved at β = 1/2d2. Therefore,
min
α,β
max
θ,ϕ
|f (α, θ, β, ϕ)| = min
α
max
θ
|f1(α, θ)| +min
β
max
ϕ
|f2(β, ϕ)| = c2 +
d
2
.
In this case, the stability condition (11) transforms to the form
c + d ≤ 2, (34)
which is twice as large as (29), and the maximum time steps are achieved for the optimal parameters
α = 1
2c2
, β = 1
2d2
. (35)
There are different options to satisfy inequality (34). For the problems with equivalent values of the wind components,
the most natural choice seems to be α = β = 1/2. Similarly to condition (29), if the upper bound V of the modulus of the
two-dimensional wind speed is given, then (34) assumes the form
cV ≤
√
2. (36)
In this case, we obtain the following scheme:
un+1jm − un−1jm
2τ
= au
n
j+1,m − unj−1,m
2h
+ a
3
2
τ 2
h2
unj+2,m − unj−2,m − 2(unj+1,m − unj−1,m)
2h
+ bu
n
j,m+1 − unj,m−1
2h
+ b
3
2
τ 2
h2
unj,m+2 − unj,m−2 − 2(unj,m+1 − unj,m−1)
2h
(37)
with the stability condition (34) or (36).
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For problems with a dominant magnitude of one of the advection components, the choice of α and β can be different,
reflecting disproportion between the components. For example, for the a = 2b (that is, c = 2d) condition (34) transforms
to 3c ≤ 4 and 3d ≤ 2 and, assuming the maximum values for both parameters, 3c = 4 and 3d = 2, we obtain α = 9/32
and β = 9/8. Similarly, if a = 10b, then we find α = 121/800 and β = 121/8.
The truncation error for the general scheme (31) can be expressed in the form
e(α, β) = τ 2

1
6
u(3)t − αa3u(3)x − βb3u(3)y

− h
2
6
(au(3)x + bu(3)y )+ O(τ 4)+ O(h4)+ αa3 · O(τ 2h2)+ βb3 · O(τ 2h2).
For α = β = 0 the last expression transforms to (28), and for scheme (37) with α = β = 1/2 the truncation error is
e = τ 2

1
6
u(3)t − a
3
2
u(3)x −
b3
2
u(3)y

− h
2
6
(au(3)x + bu(3)y )+ O(τ 4)+ O(h4)+ O(τ 2h2),
which is close to (28) in practical problems.
In the case of quasi unidirectional advection, for example a = 1 and 0 < b ≪ 1, the optimal coefficients (35) can be very
disproportionate. In fact, since c + d = 2 for the maximum allowable time steps, the following relations are valid:
c = 2a
a+ b ≈ 2, d =
2b
a+ b ≈ 0
and consequently
α = 1
2c2
= (a+ b)
2
8a2
≈ 1
8
, β = 1
2d2
= (a+ b)
2
8b2
≫ 1.
However, this does not affect the accuracy of scheme (31), because the coefficient β appears together with the factor b3 in
the scheme formula (and consequently in the truncation error expression), and the term βb3 = (a+b)2b/8 is well bounded
for small values of b. Therefore, large values of β do not cause instability in the computations, because the roundoff and
truncation errors remain well bounded (for a smooth function u).
Comparing the accuracy of schemes (27) and (31) for the maximum time steps (c+ d = 1 for (27) and c+ d = 2 for (31)
with the optimal parameters (35)), we first can note that these time steps will not provide exact solution (differently from
the one-dimensional case). In this case, scheme (31) reduces to the following form:
un+1jm − un−1jm
2τ
= au
n
j+2,m − unj−2,m
4h
+ bu
n
j,m+2 − unj,m−2
4h
,
which is the leap-frog scheme with the double space mesh size. It means that if the maximum time steps are used for each
scheme, then the errors of the most stable scheme can be approximately four times larger than the errors of the leap-frog
scheme. From this point of view, in the complex models including advection, an appropriate option would be to use the
standard leap-frog scheme whenever it is stable and change to the most stable scheme when larger time steps are required
in the treatment of the advection part.
Considering the three-dimensional advection
ut = aux + buy + quz (38)
a similar analysis can be made for the leap-frog based scheme on the 13-point space stencil:
un+1jmp − un−1jmp
2τ
= au
n
j+1,mp − unj−1,mp
2h
+ α a3 τ
2
h2
unj+2,mp − unj−2,mp − 2(unj+1,mp − unj−1,mp)
2h
+ bu
n
j,m+1,p − unj,m−1,p
2h
+ β b3 τ
2
h2
unj,m+2,p − unj,m−2,p − 2(unj,m+1,p − unj,m−1,p)
2h
+ qu
n
jm,p+1 − unjm,p−1
2h
+ γ q3 τ
2
h2
unjm,p+2 − unjm,p−2 − 2(unjm,p+1 − unjm,p−1)
2h
, (39)
where unjmp = u(nτ , jh,mh, ph). Such a scheme involves three parameters α, β, γ and its stability condition for the optimal
parameters
α = 1
2c2
, β = 1
2d2
, γ = 1
2e2
has the form
c + d+ e ≤ 2, (40)
where c, d, e are the Courant numbers for the three components of the advection velocity. In particular, for large-scale
atmospheric motions, the magnitude of the vertical component is about two orders smaller than that of the horizontal
components. In this case, the last condition is practically equivalent to (34), leading to the following choice for the three
scheme parameters: α = β = 1/2− δ, γ = δ, where δ is of order 10−2.
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The truncation error for (39) has the form
e(α, β, γ ) = τ 2

1
6
u(3)t − αa3u(3)x − βb3u(3)y − γ q3u(3)z

− h
2
6
(au(3)x + bu(3)y + qu(3)z )+ O(τ 4)+ O(h4)+ O(τ 2h2).
4. Numerical experiments
In this section we describe the numerical experiments performed for the evaluation of the accuracy and stability of
the presented schemes. The schemes are applied to the initial boundary value problems for three model equations: one-
dimensional advection with constant velocity, two-dimensional advection with constant velocity and one-dimensional
nonlinear advection. In order to eliminate any problem related to the treatment of the boundary conditions, all the test
problems considered include periodic boundary conditions. In all the tests below, the accuracy measures of the numerical
integration are the maximum and root-mean-square errors of the numerical solutions as compared to the exact solution of
the differential problem at the final time T .
4.1. One-dimensional linear advection
The differential problem to be solved has the form
ut = aux, t ∈ [0, T ], x ∈ [0, X] (41)
u(0, x) = f (x), x ∈ [0, X] (42)
u(t, x+ X) = u(t, x), t ∈ [0, T ]. (43)
Its exact solution is
u(x, t) = f (x+ at).
In all the tests it is chosen that a = 1 and X = 1. Some numerical experiments are performed with T = 1 (for the
evaluation of the stability and accuracy) and others with T = 10 (primarily for the evaluation of the stability). Two forms of
the initial perturbation are used: the long wave f1(x) = sin 2πx and the medium wave f2(x) = sin 8πx.
The discretization is uniform with respect to each variable. For the space grid the basic mesh size is h0 = 0.625 · 10−2,
which corresponds to 161 grid points, and in some experiments the mesh size h0/4 is also used. The time step assumes
different values within the stability interval and slightly beyond. For the sake of convenience, in all the experiments, the
maximum theoretical time step τ0 = h for the leap-frog scheme is considered as the reference one and all other time steps
are expressed in the form τ = rτ0 with the proportionality coefficient r .
The following three-time-level schemes are applied to solution of (41)–(43) (the abbreviations used in this section are
indicated):
(1) the leap-frog scheme (2)—LF2;
(2) the leap-frog scheme with the double space mesh size (5)—LF4;
(3) the time accurate leap-frog based scheme (14)—LFT;
(4) the most stable leap-frog based scheme (23)—LFS.
The accuracy and stability results of the numerical schemes starting from the initial condition f1(x) = sin 2πx are shown
in Table 1 for T = 1 and in Table 2 for T = 10. In all the experiments the basic mesh size h0 = 0.625 · 10−2 is used and
the corresponding reference time step is τ0 = h0. The results presented are for the second initial numerical condition (at
the time t = τ ) calculated by applying the forward Euler scheme with the second order central difference approximation
in space. The use of the exact differential solution at the time t = τ for the second initial condition yields very close results.
For the coefficient r = 0.2 the time step is sufficiently small to reveal the accuracy of the space discretization. It is seen
that the schemes with the ordinary mesh size h0 have practically the same level of accuracy, while the LF4 scheme is about
four times less accurate, as it is expected according to the truncation error. For greater time steps the truncation error and
solution error depend strongly on the relation between the chosen space and time steps. When the used time step is equal
or nearly equal to the maximum available one, then the schemes LF2, LF4 and LFS provide almost exact solutions. However,
this peculiarity cannot be employed in real application problems involving linear equations with variable coefficients and
nonlinear equations. So we note this behavior just as a curiosity, which corresponds to the theoretical analysis.
The results shown in Tables 1 and 2 confirm all the presented evaluations of the stability, in particular, the extended
stability of the LFS scheme. For T = 1 it can be noted that the LF4 and LFT schemes seem to be stable for time steps larger
than the maximum ones. However, this happens only within a relatively short integration time because the most unstable
waves correspond to large wave numbers, which are not presented in the initial condition. Of course, such short waves are
immediately generated due to the second initial numerical condition (assumed in a form slightly different from the exact
physical mode of the numerical solution) and due to the inaccuracy of machine arithmetic. But the amplitudes of these
generated short waves are apparently so small in the LF4 and LFT schemes that they are prevented from showing instability
within one period of the computation. If a small short wave perturbation of order 10−5 is introduced in the initial condition,
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Table 1
Statistics of leap-frog based schemes for problem (41)–(43) with a = 1, X = 1, T = 1 and
f (x) = sin 2πx. τmax is the maximum admissible theoretical time step, r is the coefficient to the
reference time step, N is the number of time steps, εmax and εrms are the maximum and root-mean-
square errors at the final time T .
Scheme r N εmax εrms
LF2 0.2 801 0.0015 0.0011
(τmax) 1 161 1.99e−5 1.41e−5
1.1 Unstable
LF4 0.2 801 0.0064 0.0045
1 161 0.0048 0.0034
(τmax) 2 81 6.33e−15 3.32e−15
2.1 77 7.04e−4 4.97e−4
2.2 Unstable
LFT 0.2 801 0.0016 0.0011
1 161 0.0016 0.0011
(τmax) 1.77 91 0.0016 0.0011
1.8 90 0.0100 0.0046
1.9 Unstable
LFS 0.2 806 0.0016 0.0011
1.0 162 0.0012 8.58e−4
(τmax) 2.0 81 6.33e−15 3.22e−15
2.1 Unstable
Table 2
Statistics of leap-frog based schemes for problem (41)–(43) with a = 1, X = 1,
T = 10 and f (x) = sin 2πx. All the notations are the same as in Table 1.
Scheme r N εmax εrms
LF2 0.2 8001 0.0155 0.0110
(τmax) 1 1601 2.02e−5 1.43e−5
1.1 Unstable
LF4 0.2 8001 0.0639 0.0453
1 1601 0.0484 0.0344
(τmax) 2 801 6.40e−14 3.42e−14
2.1 Unstable
LFT 0.2 8001 0.0161 0.0115
1 1601 0.0161 0.0115
(τmax) 1.77 905 0.0162 0.0115
1.8 Unstable
LFS 0.2 8001 0.0160 0.0113
1.0 1601 0.0121 0.0086
(τmax) 2.0 801 6.40e−14 3.29e−14
2.1 Unstable
then the ‘‘stable’’ computations with r = 2.1 for the LF4 and r = 1.8 for the LFT become unstable. Another way to confirm
this explanation of the ‘‘excessively stable’’ computations is to run the integration for a longer time. For example, when
the integration time is increased up to ten periods (T = 10), the instability appears in all the schemes for the time steps
exceeding the maximum theoretical value, as is reported in Table 2.
The computational cost of one time step of the LFS scheme is about twice as much as that of the LF2 scheme. In this way,
both schemes require approximately the same amount of computations to advance in time with the respective maximum
time steps. However, in the context of more complex models such as atmospheric or oceanic models, the computation
of the advective part of the equations represents just a fraction of all the computations at each time step. In the case of
semi-implicit schemes with implicit approximation of gravity waves and explicit approximation of advection, the time step
of the entire model is primarily determined by the CFL condition with respect to the advection. Therefore, the increase
of the advection time step means the increase of the time step for all components of the scheme, which is an essential
advantage in the caseswhen the time accuracy allows larger time steps. This is usually the case for semi-implicit atmospheric
models.
Fig. 2 shows the exact solution along with the LF2 and LFS numerical solutions for T = 1 (corresponding to those shown
in Table 1 with the maximum stable time steps). At the scale of Fig. 2, all the solutions are visually indistinguishable.
Table 3 shows that similar results are valid for the medium wave solution, albeit the accuracy of all solutions is visibly
worse due to the less accurate space approximation. Let us note that for the number of spatial points equal to 161 ∗ 4 the
results of simulation of the medium wave k = 4 are very close to those presented in Table 1 for k = 1.
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Fig. 2. Exact and numerical solutions of problem (41)–(43) at T = 3/4 with initial condition f1(x) = sin 2πx.
Table 3
Statistics of leap-frog based schemes for problem (41)–(43) with a = 1, X = 1,
T = 1 and f (x) = sin 8πx. All the notations are the same as in Table 1.
Scheme r N εmax εrms
LF2 0.2 801 0.0989 0.0702
(τmax) 1 161 0.0013 9.11e−4
1.1 Unstable
LF4 0.2 801 0.4038 0.2866
1 161 0.3101 0.2199
(τmax) 2 81 4.54e−14 2.34e−14
2.2 Unstable
LFT 0.2 801 0.1029 0.0731
1 161 0.1032 0.0733
(τmax) 1.77 91 0.1064 0.0755
1.9 Unstable
LFS 0.2 801 0.1019 0.0724
1.0 161 0.0777 0.0552
(τmax) 2.0 81 4.54e−14 2.34e−14
2.1 Unstable
4.2. Two-dimensional linear advection
The model problem is
ut = aux + buy, t ∈ [0, T ], x ∈ [0, X], y ∈ [0, Y ] (44)
u(0, x, y) = f (x, y), x ∈ [0, X], y ∈ [0, Y ] (45)
u(t, x+ X, y) = u(t, x, y), u(t, x, y+ Y ) = u(t, x, y), t ∈ [0, T ] (46)
with the exact solution
u(t, x, y) = f (x+ at, y+ bt).
In all the tests the advection components are positive, the space domain is [0, 1] × [0, 1], the final time is T = 1 and
the initial perturbation is f (x, y) = sin 2πx + sin 2πy. The discretization is uniform separately in space and time with the
basic mesh size h0 = 0.0125, which corresponds to 81 grid points. The time steps are expressed through the proportionality
coefficient r to the reference time step τ0 = h0/(a+ b) of the leap-frog scheme (27).
Two schemes are compared:
(1) the leap-frog scheme (27)—LF2;
(2) the most stable leap-frog based scheme (31) with the optimal coefficients (35)—LFS.
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Table 4
Statistics of leap-frog based schemes for problem (44)–(46) with a = b = 1, X = Y = 1, T = 1 and
f (x, y) = sin 2πx + sin 2πy. τmax is the maximum admissible theoretical time step; α, β are coefficients in
scheme (31); r is the coefficient to the reference time step, N is the number of time steps; εmax and εrms are the
maximum and root-mean-square errors at the final time T .
Scheme α, β r N εmax εrms
LF2 0, 0 0.2 801 0.0128 0.0064
(τmax) 1.0 161 0.0097 0.0049
1.1 Unstable
LFS 1/2, 1/2 0.2 801 0.0132 0.0066
1.0 161 0.0192 0.0096
(τmax) 2.0 81 0.0388 0.0195
2.1 Unstable
Table 5
Statistics of leap-frog based schemes for problem (44)–(46) with a = 2, b = 1, X = Y = 1, T = 1
and f (x, y) = sin 2πx+ sin 2πy. All the notations are the same as in Table 4.
Scheme α, β r N εmax εrms
LF2 0, 0 0.2 1201 0.0191 0.0101
(τmax) 1 241 0.0129 0.0065
1.1 Unstable
LFS 1/2, 1/2 0.2 1201 0.0199 0.0106
1 241 0.0321 0.0181
(τmax) 1.5 161 0.0485 0.0285
1.6 Unstable
LFS 9/32, 9/8 0.2 1201 0.0197 0.0104
1 241 0.0273 0.0141
(τmax) 2 121 0.0518 0.0262
2.1 Unstable
Table 6
Statistics of leap-frog based schemes for problem (44)–(46) with a = 2, b = 0.2, X = Y = 1, T = 1 and
f (x, y) = sin 2πx+ sin 2πy. All the notations are the same as in Table 4.
Scheme α, β r N εmax εrms
LF2 0, 0 0.2 881 0.0139 0.0089
(τmax) 1 177 0.0036 0.0019
1.1 Unstable
LFS 1/2, 1/2 0.2 881 0.0150 0.0098
1 177 0.0352 0.0241
(τmax) 1.2 147 0.0446 0.0308
1.3 Unstable
LFS 121/800, 121/8 0.2 881 0.0142 0.0092
1 177 0.0141 0.0086
(τmax) 2 89 0.0141 0.0074
2.1 Unstable
(Notations for the schemes are used separately in each section, so they do not lead to any ambiguity.)
The results presented in Tables 4–6 correspond to the second initial numerical condition calculated by the forward Euler
scheme with the second order central difference approximation in space. The use of the exact differential solution at the
time t = τ gives very close results.
Table 4 shows the results for equal values of the advection components (a = b = 1). In this case the natural choice of
the optimal stability parameters is α = β = 1/2. In agreement with the analytical results, the maximum stable step for the
LF2 scheme should satisfy condition (29), and the LFS scheme allows us to double the time step according to inequality (34).
In Tables 5 and 6 the components of the advection velocity have different values, a = 2, b = 1 in Table 5 and
a = 2, b = 0.2 in Table 6, chosen with the relations 2:1 and 10:1, respectively. Accordingly, the optimal values of the
stability parameters satisfy the relations 1:4 and 1:100. It is seen that α = β = 1/2 does not ensure anymore themaximum
stability. When the time steps slightly exceed the maximum theoretical time steps, it leads to instability in all experiments.
Therefore, the results shown in Tables 4–6 confirm all the presented evaluations of the stability, in particular, the extended
stability of the LFS scheme.
In these tests the LFS scheme consistently provides less accurate results as compared to the LF2 scheme. However, the
experiments with r = 0.2 show that this behavior can be related to cancellation of the space and time discretization errors
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Fig. 3. Exact and numerical solutions of problem (44)–(46) at T = 1 with initial condition f (x, y) = sin 2πx+ sin 2πy.
in the LF2 scheme that apparently does not occur in the LFS scheme. This is similar to the behavior of the numerical solutions
in the one-dimensional tests. Additionally, for themaximum time step, the accuracy of the LFS scheme decreases to the level
of the leap-frog scheme with the double space mesh size, according to the discussion in Section 3.
Fig. 3 illustrates the exact and numerical solutions of problem (44)–(46) for the case a = b = 1. All the solutions visually
coincide at the chosen scale.
4.3. Nonlinear advection
The considered problem involving the self-induced advection is
ut + uux = 0, t ∈ [0, T ], x ∈ [0, X] (47)
u(0, x) = f (x), x ∈ [0, X] (48)
u(t, x+ X) = u(t, x), t ∈ [0, T ]. (49)
The exact solution has the following implicit form:
u(x, t) = f (x− ut).
In all the experiments it is chosen that X = 2π , T = 3/4, and the initial condition f (x) = sin x corresponds to the
problem of the formation of a breaking wave (T = 1 is the bifurcation time).
As before, the space and time grids are uniform separately. For the space grid the basic mesh size is h0 = 2π/621, where
621 is the number of grid points, and in some experiments the mesh size h0/2 is also used.
Two versions (advective and flux form) of the regular (LF2) and enhanced stability (LFS) leap-frog schemes are considered.
The nonlinear versions of the leap-frog scheme (2) in the advective and flux forms are
un+1j − un−1j
2τ
+ unj
unj+1 − unj−1
2h
= 0 (50)
and
un+1j − un−1j
2τ
+ 1
2
(unj+1)2 − (unj−1)2
2h
= 0. (51)
The nonlinear version of the most stable leap-frog based scheme (23) can be expressed in the form
un+1j − un−1j
2τ
+ unj
unj+1 − unj−1
2h
+ (u
n
j )
3
8
τ 2
h2
unj+2 − unj−2 − 2(unj+1 − unj−1)
2h
= 0 (52)
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Table 7
Statistics of leap-frog based schemes for problem (47)–(49) with X = 2π , T = 3/4 and
f (x) = sin x using advective versions of the schemes. τmax is the maximum admissible
theoretical time step; r is the coefficient to the reference time step, N is the number of time
steps; εmax and εrms are the maximum and root-mean-square errors at the final time T .
Scheme r N εmax εrms
LF2 0.2 376 8.20e−5 1.87e−5
(τmax) 1.0 76 2.85e−4 6.01e−5
1.1 69 3.31e−4 7.24e−5
1.2 Unstable
LFS 0.2 376 8.21e−5 1.89e−5
1.0 76 2.88e−4 6.51e−5
(τmax) 2.0 38 9.54e−4 2.20e−4
2.2 35 0.0011 2.88e−4
2.3 Unstable
Table 8
Statistics of leap-frog based schemes for problem (47)–(49) with X = 2π , T = 3/4 and
f (x) = sin x using conservative versions of the schemes. All the notations are the same as
in Table 7.
Scheme r N εmax εrms
LF2 0.2 376 3.71e−4 7.39e−5
(τmax) 1.0 76 5.69e−4 1.04e−4
1.1 69 6.13e−4 1.13e−4
1.2 Unstable
LFS 0.2 376 3.72e−4 7.43e−5
1.0 76 5.86e−4 1.11e−4
(τmax) 2.0 38 0.0013 2.50e−4
2.2 35 0.0015 3.17e−4
2.3 Unstable
Table 9
Statistics of leap-frog based schemes for problem (47)–(49) with X = 2π , T = 3/4 and
f (x) = sin x using advective versions of the schemes with halved mesh size. All the notations
are the same as in Table 7.
Scheme r N εmax εrms
LF2 0.2 751 3.01e−5 4.93e−6
(τmax) 1.0 151 8.36e−5 1.64e−5
1.1 Unstable
LFS 0.2 751 3.02e−5 4.99e−6
1.0 151 8.45e−5 1.78e−5
(τmax) 2.0 76 2.55e−4 5.63e−5
2.1 Unstable
or in more conservative (flux) form
un+1j − un−1j
2τ
+ 1
2
(unj+1)2 − (unj−1)2
2h
+ (u
n
j )
2
8
τ 2
h2
1
2
(unj+2)2 − (unj−2)2 − 2((unj+1)2 − (unj−1)2)
2h
= 0. (53)
The latter is based on the flux form of (47) and does not posses conservative properties in the strict sense of the conservation
of some discrete norm, but practical experience suggests that the flux form approximations are less subject to nonlinear
instability [1]. The second numerical initial condition for all schemes is obtained by applying the forward Euler scheme
with the second order central difference approximation in space. The exact differential solution at the time t = τ provides
practically the same results.
For each scheme the maximum theoretical time step τmax is evaluated using the value a = umax in the stability criteria,
where the maximum propagation speed umax = 1. The maximum time step τ0 = h for the leap-frog scheme is considered
as the reference one and all other time steps are expressed in the form τ = rτ0.
Tables 7 and 8 show the results for the advective and flux versions of the LF2 and LFS schemes on a space grid with the
basic mesh size h0. It is seen that the advective version is more accurate for the chosen problem. To reveal more precise
stability boundaries, the integrations are also runwith themesh size h0/2 and the respective results can be found in Table 9.
From the performed experiments it is clear that the theoretical time steps τmaxLF2 = h/umax and τmaxLFS = 2h/umax are quite
precise evaluations of the maximum admissible time steps in the practical integrations.
Fig. 4 gives an illustration of the exact and numerical solutions for problem (47)–(49), which correspond to the
experiments in Table 7 with the maximum time steps. All the solutions practically coincide at the scale used.
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Fig. 4. Exact and numerical solutions of problem (47)–(49) at T = 3/4 with initial profile u(0, x) = sin x.
5. Conclusions
A family of the central difference schemes for the approximation of the advection equation has been analyzed. For one-
dimensional andmulti-dimensional advection, themost stable schemes of the considered familywere found. These schemes
allow the use of time steps twice as large as in the leap-frog scheme at the expense of increased computational cost. Their
measure of the efficiency, defined as the ratio between the maximum allowable time step and the number of evaluations
of the advective terms, is equivalent to the efficiency of the leap-frog scheme. In the context of atmospheric and oceanic
models approximated by semi-implicit schemes, this allows doubling of the time step of the entire scheme, while using
more expensive approximation only for the advective terms. The numerical experiments performed showed the validity of
the obtained theoretical results in both the linear and nonlinear cases.
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