We propose a novel IDDQ outlier screening flow through a two-phase approach: a clustering-based filtering and an estimation-based current-threshold determination. In the proposed flow, a clustering technique first filters out chips that have high IDDQ current. Then, in the current-threshold determination phase, device-parameters of the unfiltered chips are estimated based on measured IDDQ currents through Bayesian inference. The estimated device-parameters will further be used to determine a statistical leakage current distribution for each test pattern and to calculate a and suitable current-threshold. Numerical experiments using a virtual wafer show that our proposed technique is 14 times more accurate than the neighbor nearest residual (NNR) method and can achieve 80 % of the test escape in the case of small leakage faults whose ratios of leakage fault sizes to the nominal IDDQ current are above 40 %.
Introduction
The advancement in process technology is a major driving force behind realizing high-performance, high-density LSIs. The advancement, on the other hand, has made adverse impacts on LSI design, such as crosstalk noise, power supply noise, and timing variability. In particular, an increase of leakage current is one of the most important issues. Under the exponential dependence of leakage current on the threshold voltage, supply voltage must be optimized in order to satisfy the power consumption budget while maintaining switching speed.
In [1] , a serious issue of managing leakage current is described, i.e., leakage current variation is much larger than delay variation because of the exponential dependence on threshold voltages, and hence, there are many fabricated chips that meet timing constraints but do not meet the leakage power constraint. Clearly, those chips that exceed the power consumption budget cannot be shipped out. Even worse, in such a situation physical faults that increase leakage current are difficult to detect. It is a tough problem to separate the current due to physical faults and that due to the process variability. Testing that measures quiescent current (IDDQ testing) has been helpful in identifying faulty chips at a low test-cost. However, due to the continuous in- crease in leakage current and its variation, IDDQ testing is becoming difficult to apply. In particular, it is difficult to set a solid threshold to judge whether or not a device under test (DUT) contains faults.
To detect leakage faults under large leakage current variability, various test methods have been studied [2] - [12] . As an effective current-based testing, a frequency spectrum analysis of dynamic current is proposed in [2] . However, the technique needs an expensive test equipment. Other than that, a pass/fail threshold is determined through the statistical post processing of measured IDDQ currents in these methods. For example, in [3] - [5] , delta-IDDQ, which compares differences between IDDQ currents in an IDDQ signature, and its extensions have been introduced. In [6] , current ratio, which uses a ratio of maximum and minimum IDDQ currents for the pass/fail threshold is presented. In [7] , [8] , a statistical processing that utilizes the similarities of IDDQ currents among the DUTs in neighbor locations is proposed. In [9] , [10] , applications of a clustering technique, such as k-means algorithm [13] , for IDDQ testing, are proposed. DUTs are classified into some groups that have a similar IDDQ value. After the clustering, the groups are labeled as faulty or fault-free. In [11] , [12] , multi-dimensional outlier identification techniques are proposed. The multiparameter test strategies are helpful in understanding exact defect mechanisms. These statistical techniques assume that process variability that determines IDDQ current is a spatially smooth function. However, this assumption is not satisfied in advanced process technologies, which causes the accuracy to decrease and the yield loss and/or test escape to increase. In addition, many chips must be measured to determine a good threshold that separates pass and failure.
In order to improve the accuracy of IDDQ testing, it is important to distinguish current due to fault from that due to process variability. In this paper, we propose a twophase approach that consists of the clustering-based filtering and the estimation-based current-threshold determination. The second phase solves the difficulty of the separation of faulty current and process variability and accurately calculates the most suitable current threshold for each DUT based on a Bayesian estimation of device-parameters [14] , such as threshold voltage and channel length, using a measured IDDQ signature. However, the computational cost of this phase is very high. So, the clustering-based filtering is applied in advance to the device parameter estimation in or-der to detect whether DUTs have gross IDDQ value or not, in order to reduce the number of DUTs applied to the second phase.
The contributions of this work are summarized as follows.
1. For determining the current-threshold, the most probable leakage current distribution and fault-sensitization vector for each DUT are estimated through a Bayesian device-parameter estimation using a measured IDDQ signature based on the method proposed in [14] . 2. A method is presented to filter out DUTs with gross IDDQ through the clustering-based filtering automatically prior to the current-threshold determination.
The remainder of this paper is organized as follows. Section 2 describes the proposed two-step approach, which consists of the clustering-based filtering and the estimationbased current-threshold determination. In Sect. 3, results of numerical experiences on a circuit of ISCAS'89 benchmark are presented. Finally, we conclude this paper in Sect. 4.
Two-Phase Approach for IDDQ Outlier Screening

Basic Concept
In this paper, we propose a novel IDDQ outlier screening technique through a two-phase approach. Figure 1 shows the concept of the two-phase approach. In the first phase, the DUTs that have high IDDQ current are filtered out by clustering-based IDDQ testing. Next, in the second phase, the current-threshold determination is applied to the DUTs that are not classified as failed by the clustering-based filtering.
The current-threshold determination faces a problem regarding being put into practice. The DUTs may or may not include a fault in real testing environment. When the fault exists, IDDQ signature will be modulated by the additional current due to the fault. Here, the modulation is test pattern dependent -current increase happens when the fault is sensitized, which cannot be known in reality. With the influence of additional leakage current due to faults, the accuracy of the device-parameter estimation becomes severely degraded. In order to robustly determine per-DUT Fig. 1 The overview of the two-phase IDDQ outlier screening.
and per-pattern current threshold, a method is newly developed that can simultaneously estimate device-parameters of a DUT and fault-sensitizations given a set of test patterns. We solve the problem using the simulated annealing (SA) method [15] .
However, the SA solver of the fault-sensitizations is a very time-consuming process. Hence, it is important to reduce the number of DUTs applied to the solver for the test application time. To solve this problem, gross IDDQ faults are filtered out by the clustering-based filtering before the current-threshold determination.
In the rest of this paper, we assume that a faulty DUT has a single stuck-at fault that causes leakage.
Clustering-Based Filtering
First, a clustering technique is applied to detect a large leakage fault. In [6] , it is reported that the IDDQ values of a measured IDDQ signature will be modulated by the additional current due to the fault when the fault exists. This suggests that a clustering algorithm separates IDDQ values of the measured IDDQ signature into two clusters: a cluster of lower IDDQ values, C L , and a cluster of higher IDDQ values, C H . If a DUT has a fault, then C H should include IDDQ values when the fault is sensitized and C L should include IDDQ values when the fault is not sensitized. Figure 2 represents the concept of the clustering-based filtering. There are two distributions that correspond to the two clusters stated above. If the DUT has a fault with a large leakage size, IDDQ values will form two distinct distributions as shown in Fig. 2 (a) . On the other hand, if the DUT contains no, or a small, leakage fault, then the two distributions overlap as shown in Fig. 2 (b) . In the former case, we can easily notice that the DUT is faulty since there is a gap between the distributions. However, in the case of Fig. 2 (b) , it is difficult to judge as to whether or not the DUT contains a fault or not because the spread of the distributions may be caused by the process-parameter variation. More detailed judgment considering the process-parameter variation has to be conducted.
In order to partition IDDQ values into two clusters, a kmeans clustering algorithm is exploited in our proposed approach. In the k-means algorithm, a measured IDDQ signature is given as an input. Here, I i is an IDDQ value obtained Fig. 2 The concept of the clustering-based IDDQ testing. (a) If the DUT has a large leakage fault, there is a large gap between two groups. (b) Otherwise, when the fault size is small, the groups are overlapping. In the case of (a), the DUT can be classified as faulty.
by the i-th test vector within the set of test vectors generated by an automatic test pattern generator (ATPG) and an element of the measured IDDQ signature. Euclidean distance is used as the distance in the k-means algorithm.
Here, we have two clusters of IDDQ values, namely, that obtained using fault-sensitized and that using non-faultsensitized test patterns. In the first phase, we implement the k-means filtering as follows.
1. Assign elements I i into one of two clusters, C L and C H , randomly. 2. Calculate centroids of both clusters. 3. Assign elements I i to the cluster with the closest centroid. 4. Repeat steps 2 and 3 until elements of each cluster become stable.
After the clustering, we need to automatically know whether the distance between the two clusters is large enough or not. For this purpose, we introduce silhouette value [16] , which is a useful parameter to assess the quality of clusters obtained from any given clustering algorithm. Silhouette plots make it easier to visualize this quality. The silhouette value for each element is a measure of how similar that element is to the other elements in its own cluster compared to those in other clusters. It is defined as
where a(i) is the average distance from the i-th element to all of the other elements in its cluster, and b(i) is the average distance from the i-th element to all of the elements in the nearest neighbor cluster. Clearly, the value of s(i) ranges from 1 to −1. The larger s(i) in each cluster means the better the quality of the cluster, as a higher value of s(i) reflects that the elements within that cluster are closer to each other than to the elements in the nearest neighbor cluster. This indicates that there is a large gap between histograms if the average of s(i) is sufficiently large. Note that the threshold of the silhouette value must be sufficiently high because faultfree DUTs may be classified as failed if the threshold is low, which increases the chance of yield loss. Doubtful DUTs should be tested in detail within the next phase.
Estimation-Based Current-Threshold Determination
In this phase, the pass/fail IDDQ current threshold is determined based on the device-parameter estimation technique proposed in [14] . Here, the device-parameter refers to the global component of the process-parameter variation, such as threshold voltage, which is common to all transistors in a single chip but is different chip-to-chip. Once we know the device-parameters of a DUT through using Bayesian inference, we can calculate the IDDQ current distributions for a test pattern set, and then the probability of observing a particular IDDQ current for each test pattern can be evaluated. In a real testing environment, a measured IDDQ signature of a DUT may or may not include leakage fault. When the fault exists, the estimation accuracy of the deviceparameters will be severely degraded. For the sake of accurate estimation, we need a fault-free IDDQ signature. This is a chicken-and-egg problem -we need to know whether the DUT contains a fault or not in advance, prior to screening whether the DUT is faulty or not.
The overall flow of the estimation-based currentthreshold determination, including the clustering-based filtering, is summarized in Fig. 3 . In this flow, information for the estimation-based testing is all obtained from within a regular IDDQ testing flow. Hence, neither additional circuit nor modification of the testing flow is required. An ATPG generates an IDDQ test pattern set for a target circuit and corresponding internal states of the circuit. Then, IDDQ signatures of DUTs are measured. The estimationbased current-threshold determination consists of the following five steps:
1. gate-level leakage library preparation, 2. chip-level leakage library calculation, 3. fault-free IDDQ signature calculation through SA, 4. device-parameter estimation, and 5. current-threshold determination.
Gate-Level Leakage Library Preparation
A gate-level statistical leakage library (SLL) that contains leakage distributions of standard logic cells is generated in this step. We assume a device-parameter space that represents chip-to-chip variation, which is common to all tran-sistors on a DUT. The variation space is first divided into segments, each of which represents a particular rectangular region. For each rectangular region, a leakage current distribution of each logic cell is calculated using Monte Carlo circuit simulations by considering per-transistor local (random) variation.
The gate-level SLL records the leakage distributions of all of logic cells for their all input-state combinations. The distributions can be compactly stored by approximating them as log-normal distributions. Generation of the gatelevel SLL is a time-consuming process, but it is required only once for a logic cell library.
Chip-Level Leakage Library Calculation
The total leakage current distributions of the target circuit are then computed as a chip-level SLL. The chip-level SLL will be generated for all test patterns in all rectangular regions.
Because the leakage current depends on the internal states of the circuit, each IDDQ test pattern yields different current distributions. For the consideration of the internal states for different test patterns, input-pin states obtained by an ATPG tool will be used. Current distribution of a DUT in a rectangular region applying an IDDQ test pattern can be quickly computed as the sum of log-normal distributions [17] , [18] by looking up the previously generated gate-level SLL. The distributions are approximated again as a log-normal distribution. We define the approximate probability density functions (PDFs) for a total leakage current at all test patterns.
Fault-Free IDDQ Signature Estimation
For an accurate device-parameter estimation, we need a fault-free IDDQ signature. On the other hand, to obtain the fault-free signature, we need to know whether a fault exists or not, and in which test patterns the fault is sensitized. In order to solve this interdependency issue, we formulate an optimization problem to find the fault-sensitization vector that maximizes the accountability of the estimated probabilities calculated by the Bayesian device-parameter estimation.
First, consider a cost function of this optimization problem. If we obtain a true fault-free IDDQ signature with a correct fault-sensitization vector, the IDDQ values of the signature should fit very well to the statistical distributions of a rectangular region for all test patterns. At the same time, IDDQ values would not fit to the distributions of other regions at all. Figure 4 illustrates the above description. In this figure, an estimated fault-free IDDQ signature, which has seven IDDQ values, is expressed by a dashed line and statistical leakage distributions of two rectangular regions m and n obtained from the chip-level SLL are shown. In this example, the estimated fault-free IDDQ signature fits better to the distributions of the rectangular region m.
We define the optimization function in the optimization problem, OPT , as follows: 
where I i is an estimated IDDQ value of I i in an estimated IDDQ signature. L i (x|I i ) is the likelihood of I i evaluated by the rectangular region x and the chip-level SLL and expresses how likely it is for current I i to come from a parameter region. The likelihood L i (x|I i ) is given as follows:
where μ (x,i) and σ (x,i) are the average and standard deviation of the logarithms of total leakage current distributions at the region x when test pattern ID is i. μ (x,i) and σ (x,i) are obtained from the chip-level SLL. In order to acquire the situation of m in Fig. 4 , likelihoods for all i at a specific region needs to be high. In Eq. (2), first, the minimum of likelihoods for i is calculated. Then, the highest minimum is calculated in all regions and treated as OPT . It is based on the idea that goodness of fitting for the estimated leakage currents for all i at the specific is high at a specific region if the minimum of the likelihood is high. The SA algorithm is implemented as OPT is maximized. Figure 5 shows a series of a procedure to calculate the optimization function, OPT . The inputs of this procedure are a measured IDDQ signature and a sensitization vector v whose length is the same as the number of the test patterns, which indicates whether the i-th test pattern has sensitized the fault or not. The element v i of sensitization vector is assigned as 1 or −1 according to whether the fault is sensitized or not. They are generated randomly in the SA algorithm. With the above inputs, the size of the leakage fault is first estimated. If the i-th IDDQ current sensitizes the fault, i.e., v i = −1, the estimated current I i becomes I i − δ, where δ is the leakage fault size. The fault size δ is approximated as the difference between the averages of IDDQ currents that sensitize the fault and that do not. In contrast, when v i = 1, the estimated IDDQ current I i equals I i . Thus, v i determines I i , then I i is utilized in Eq. (2) to calculate OPT .
Here, optimization algorithms, such as the SA method, give approximate solutions. Hence, even if there is a sensitization vector whose value is −1, the DUT is not necessarily faulty.
Device-Parameter Estimation through Bayes' Theorem
In this step, device-parameters of a DUT are estimated as probability using the estimated fault-free IDDQ signature. Let P(x) be the probability of a DUT belonging to a rectangular region x of the device-parameter space. Through Bayes' theorem, after getting I i through fault-free IDDQ signature calculation, posterior probability P(x|I i ) which gives the latest device-parameter estimation is expressed as
where C is a normalization constant defined as satisfying x P(x|I i ) = 1, and P(x|I i−1 ) is the prior probability. When i = 1, an initial prior probability is assumed as P(x). By using all estimated fault-free IDDQ values, the deviceparameter estimation is updated. The posterior probability becomes increasingly accurate through additional information obtained by the IDDQ test patterns.
Current-Threshold Determination
In the current-threshold determination step, a statistical leakage current distribution is calculated based on the estimated device-parameters. To compute the statistical leakage distribution, we need to account for two variation sources: device-parameters and random variations. Assume that, from the procedure explained in the previous section, probabilities of a DUT belonging to a rectangular region x are estimated for all x. The statistical leakage current distribution of the DUT can be estimated by a weighted sum of the leakage current distributions formed as follows.
1. To obtain a weighted distribution of each rectangular region, a distribution in each rectangular region, which is as the chip-level SLL, is weighted by an estimated probability of the rectangular region. 2. A statistical leakage current distribution considering all rectangular regions is calculated by approximating all of the weighted distributions as a normal distribution using the central limit theorem.
A one-dimensional example is illustrated in Fig. 6 (a) . We know statistical leakage current distributions in each rectangular region as the chip-level SLL as shown in Fig. 6 (b) . The estimation of statistical leakage current distribution of the DUT can be calculated as shown in Fig. 6 (c) . Then, a current-threshold for each test pattern is determined as a constant multiple of the distribution variance. For example, the 3 σ point of the obtained statistical leakage can be used as the current-threshold. Here, σ means a standard deviation of the distribution. If the IDDQ current value of the measured IDDQ signature exceeds the currentthreshold, the DUT is classified as faulty. Since the estimated probabilities at the last value of i are the most accurate, the last probability should be used. This suggests a tighter IDDQ current bound for the larger number of test pattern i.
Numerical Experiments
Overview of Experiments
We conduct numerical experiments on an ISCAS'89 benchmark circuit. Results of a circuit s38584 will be presented in this section. Throughout the experiments, a commercial standard cell library and transistor models of a 65-nm CMOS process technology are used. In order to show the effectiveness of our approach, we will show the results of two experiments as follows.
Experiment 1: evaluates test accuracy and compares it
with the NNR method proposed in [7] , [8] on a virtual wafer evaluation. Experiment 2: shows the detective capability of our method for various leakage fault sizes
The proposed method has been implemented in programing languages C and Python. Experiments were carried out using a computer with an Intel(R) Xeon(R) Processor X5570 (CPU: 2.93 GHz, 8 MB Cache) all in a single thread.
In the gate-level SLL generation, leakage currents are computed by Monte Carlo simulations using a SPICE simulator [19] . We assume two device-parameter variables, i.e., we consider a two-dimensional parameter space, the threshold voltages of nMOS and pMOS transistors. Standard deviation of the random components of the threshold voltage variations is determined inversely proportional to the channel-area of transistors [20] . Hereafter, the deviceparameter components of the nMOS and pMOS transistors threshold voltages in the parameter space are denoted as ΔV thn and ΔV thp , respectively. The ranges of the global variations are both from −80 mV to +80 mV. The segmentation interval is 10 mV. Thus the total number of device-parameter regions is 289.
Test patterns are generated by a commercial ATPG tool [21] . Pseudo stuck-at fault model is the target fault model for the test pattern generation. The total number of the test patterns is 49, with which test coverage is 100 %.
The initial prior probability P(x), where x is a vector of ΔV thn and ΔV thp , is assumed to be a two-dimensional uniform distribution. IDDQ currents of fictitious DUTs having the above two device-parameters are calculated by circuit simulations for each test pattern. This simulation mimics IDDQ testing. During the simulations, the random components of threshold voltages are considered by adding them to the global ones.
In [16] , it is reported that clusters are separated clearly when the average of s(i) is 0.74. However, some silhouette values s(i) corresponding to the elements that are very close to another cluster may be missed due to the average. The purpose of the clustering-based filtering is to screen a DUT with gross IDDQ. In this experiment, we assume the pass/fail threshold of the filtering is the minimum of s(i) which equals 0.74, pessimistically. Doubtful DUTs will be tested in detail within the next phase.
For the rest of this section, we denote a region of the two-dimensional parameter space by the parentheses (ΔV thn , ΔV thp ). For example, a rectangular region using (40 mV, −40 mV) means ΔV thn = 40 mV and ΔV thp = −40 mV.
In order to evaluate test accuracy, we define the following two terms in our experiments:
Yield loss: a ratio of the number of no-failure (good) chips that are classified as "fail" to the number of all chips Test escape: a ratio of the number of failure-containing (bad) chips that are classified as "pass" to the number of all chips
Experiment 1
In this experiment, we assume that the benchmark circuit s38584 is designed on a virtual wafer having 17 × 17 = 289 DUTs. The assumed distributions of ΔV thn and ΔV thp are shown in Fig. 7 . Light and dark colors represent higher and lower threshold voltages, respectively. Distributions of ΔV thn and ΔV thp are both concentric. ΔV thn varies from 0 mV to approximately 40 mV and ΔV thp distributes from 0 mV to approximately 80 mV. Assuming an 80 % yield on this wafer, the numbers of fault-free and faulty DUTs are 231 and 58, respectively. Faulty DUTs have a single stuck-at fault at a random net, which the net is bridged to either VDD or GND. We define the leakage fault size δ (µA) of the stuck-
ΔV thp .
Fig. 7
Assumed chip-to-chip device-parameter distribution on the fictitious wafer. at fault, which is also randomly chosen under an exponential distribution P(δ, λ) = λ exp (−λδ), where λ = 0.45. Leakage current distributions on the fictitious wafer at test patterns k = 1 and k = 20 are shown in Fig. 8 . For the two test patterns, distributions of IDDQ currents have similar trend because of the background global variations assumed in Fig. 7 , but some DUTs are recognized to have high IDDQ value due to the leakage fault. The two DUTs marked with a circle contain a leakage fault. This means that the sensitized leakage fault is different according to the test patterns. Also, note that there are DUTs that contain faults but are difficult to recognize in the figure either because the fault size is too small, or the fault is not sensitized in both patterns. In the NNR method, a residual between an observation and an estimated IDDQ current is utilized as a parameter for IDDQ testing. The observation is calculated using a template such as that shown in Fig. 9 (a) . We define the number of DUTs in the template as eight and the number of neighbors as four. Figure 9 (b) is obtained from the procedure of the NNR method. Figure 9 (b) shows distributions of average IDDQ currents and residuals, i.e., distributions before and after the NNR processing is performed. Standard deviations of the averages and residuals are 3.87 µA and 1.43 µA, respectively. We can see that the variance of residuals is reduced by the NNR processing as described in [7] , [8] .
We show the result of the clustering-based filtering in Table 1 . It can be seen that the filtering works successfully. Faulty DUTs are filtered out and all fault-free DUTs remain. If the clustering-based filtering is not applied, all 289 DUTs are applied to the current-threshold determination. However, the number of DUTs applied to the current-threshold determination is reduced to 261. The current-threshold determination per one DUT takes 306 minutes. Therefore, the application time of 7,650 minutes is saved. Figure 10 shows histograms of leakage values of a DUT. Device-parameter of the DUT is (7 mV, 14 mV). The leakage current of the DUT has a leakage fault size of 1.90 µA. Two histograms, C L and C H , are separated by the k-means clustering as shown in Fig. 2 (a) . This example is classified as failed by the clustering-based filtering successfully. Figure 11 shows the silhouette plot of the clustering result. In this figure, silhouette values obtained from Eq. (1) for all elements of C L and C H are shown. From the result, all silhouette values exceed 0.74 of the pass/fail threshold of the clustering-based filtering. In this way, DUTs with gross IDDQ fault are screened by the clustering-based filtering. Table 2 shows the summary of the test accuracy for our proposed technique and the NNR method. The result includes the clustering-based filtering and the estimationbased current-threshold determination. In this table, the case of the threshold for pass/fail classification is altered from 1 σ to 9 σ as shown. In Table 2 , the yield loss and the test escape for our proposed technique are 79.93 % and 0.35 %, Fig. 11 Example of silhouette plots of the clustering result shown in Fig. 10 . Fig. 12 Example of fault size and fault-sensitization vector determination to obtain a fault-free IDDQ signature. A fault size is 0.87 µA and the device-parameter of (3 mV, 6 mV) has been correctly estimated.
at a 1 σ threshold, respectively. The criterion of currentthreshold is so strict that many good DUTs are considered to be faulty. As we relax the current-threshold, the yield loss reduces rapidly and the test escape gradually increases. In the third row, the sum of the yield loss and the test escape is presented and it becomes the smallest at a 5 σ threshold. We see that the 5 σ threshold can achieve 0.00 % in the yield loss while maintaining 1.38 % in the test escape, and this is the best performance in our method. In contrast, the NNR method achieves the smallest sum of the test escape and yield loss at a 4 σ threshold, whereas our proposed method is approximately 14 times as accurate as the NNR method. The main reasons are as follows:
• The leakage fault size is close to the difference of IDDQ values between adjacent DUTs due to chip-tochip variations.
• The average of IDDQ values is small because the number of sensitized test patterns to the fault is small.
We are considering these facts to be critical within very deep-submicron CMOS technology and very large-scale LSIs. Figure 12 shows an example of a fault-free IDDQ signature estimation of a DUT. The DUT cannot be filtered out by the clustering-based filtering. In the figure, the leakage current of a DUT having a leakage fault size of 0.87 µA is presented as a function of test pattern ID, i. A solid line with circle, a broken line with triangle, and a broken line with square express an estimated fault-free IDDQ signature, a measured IDDQ signature and a fault-free IDDQ signature, respectively. It can be seen in cases where the fault size is large that the estimated IDDQ signature is completely coincident with the fault-free IDDQ signature. In such a case, our proposed technique can determine the most accurate current-threshold for the DUT. Figure 13 shows examples of current-threshold changes of faulty and fault-free DUTs. Neither DUT can be filtered out by the clustering-based filtering. The top two lines and bottom two lines express cases of fault-free and faulty DUTs, respectively. Solid lines with triangle and broken lines with circle express the current-thresholds for each DUT at 5 σ and measured IDDQ signatures. In the case of the fault-free DUT, we notice that IDDQ values of the measured IDDQ signature are always lower than the current-threshold. This means that the DUT passes the IDDQ testing. On the other hand, the case of the faulty DUT shows an example of detecting an IDDQ fault. At points marked with circles in Fig. 13 , IDDQ values of the measured IDDQ signature exceed the current-threshold. In this example, the DUT contains a leakage fault whose size is 0.36 µA. Compared with the nominal IDDQ currents, this is a very small fault of approximately 5 %. Defect size and the device-parameters of the DUT, (11 mV, 22 mV) have been correctly estimated. From Fig. 13 , we can see that the current-thresholds are different corresponding to the DUT. In addition, we note that the current-threshold of the faultfree DUT is always higher than that of the faulty DUT. This means that our proposed technique can distinguish between leakage currents due to fault and process variabilities. 
Experiment 2
To demonstrate the IDDQ outlier screening capability of the proposed method, we show the test escapes for 100 faulty sample DUTs in Fig. 14. A single stuck-at fault with various fault sizes is randomly injected onto all samples. Deviceparameters of the all DUTs are (0 mV, 0 mV). Injected fault sizes are 0.5, 1.0, 2.0, · · · , 10.0 µA. In this experiment, averages of the fault-free IDDQ signature in (0 mV, 0 mV) and (−80 mV, 80 mV) are 6.02 µA and 46.52 µA, respectively. Thus, 10.0 µA of the leakage fault size is not larger than the leakage inflation due to process variation. In Fig. 14 , the horizontal axis is the fault current ratio that is defined as the leakage fault size divided by the nominal IDDQ current. Obviously, as the fault current ratio becomes smaller, its detection becomes more difficult. The solid line expresses the result of the clustering-based filtering and the dashed line expresses the result of the current-threshold determination at 5 σ that can achieve the best performance.
From Fig. 14 , it can be seen that more than 80 % of the faults whose fault current ratios are above 116 % are filtered out before the current-threshold determination. More than 80 % of the faults whose current ratios are above 40 % can be detected by the current-threshold determination. As the fault current ratio becomes smaller, its detection becomes more difficult because the ratio of the leakage fault to the measure IDDQ current is low. Small faults whose fault current ratios are less than 20 % are difficult to detect even using the proposed method. We would like to note that the escapes in Table 2 include such misclassifications that are not noticed as the misclassification. Note that there are faults whose fault current ratios are larger than 120 % cannot be detected. The number of sensitized test patterns is very few within these DUTs. Therefore, it is difficult to detect such faults through the use of our proposed technique.
Conclusion
In this paper, we proposed a novel IDDQ outlier screening flow through a two-phase approach, a clustering-based filtering and an estimation-based current-threshold determination. First, in the proposed flow, a clustering technique filters out DUTs that have gross IDDQ with low effort. Then, in the estimation-based current-threshold determination phase, device-parameters of the remaining DUTs are estimated based on measured IDDQ currents through Bayesian inference. Finally, using the estimated deviceparameters, a statistical distribution of the leakage current for each test pattern is calculated and a suitable currentthreshold is determined by the distribution. Numerical experiments using a virtual wafer demonstrate that our proposed technique can achieve 14 times the test accuracy as compared with the NNR method and a yield loss of 0 % while keeping the test escape less than 1.38 %. Also, experimental results show that our proposed technique can achieve 80 % of the test escape in the case where the faults have fault current ratios greater than 40 %.
In our technique, although the clustering-based testing contributes to reducing the entire processing time, the estimation-based testing still requires a large amount of CPU time. In future work, methods for CPU time reduction will be studied in order to apply the proposed flow in practice.
