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Zusammenfassung
Ein  bedeutender  Satz  von  L.  Bungart  und  H.  Grauert  besagt,  dass  für  eine  Gruppe  G  von 
invertierbaren Elementen einer Banachalgebra, je zwei G-wertige holomorphe Kozyklen über einer 
beliebigen Steinschen Mannigfaltigkeit holomorph äquivalent sind, wenn sie dort stetig äquivalent 
sind. Eine einfachere Form dieses Satzes wurde erstmals von K. Oka bewiesen. Aussagen dieser Art 
werden deshalb auch Okasche Prinzipe oder Oka-Grauert-Prinzipe genannt.
Der  Bungart-Grauert-Satz  ist  auch  in  dem  Fall  von  Bedeutung,  in  dem  die  Steinsche 
Mannigfaltigkeit ein Gebiet in der komplexen Ebene ist. Man kann deshalb in der Literatur auch 
direkte Beweise für den Spezialfall  finden, in dem ein G-wertiger,  holomorpher,  stetig trivialer 
Kozyklus betrachtet wird. Dieser ist nach dem oben erwähnten Satz, dann auch holomorph trivial.
Ziel diser Dissertation ist es, den Bungart-Grauert-Satz für Gebiete in der komplexen Ebene auch 
im allgemeinen Fall zu beweisen. Dieser direkte Beweis ist wesentlich einfacher als der bisherige 
und muss nicht, wie bei L. Bungart und H. Grauert, auf eine Theorie von mehren Veränderlichen 
zurückgreifen. Wie in den Arbeiten von L. Bungart und H. Grauert gezeigt, kann dies durch das 
sogenannte Verdrillen, eine Methode aus einer allgemeinen Theorie von holomorphen Kozyklen mit 
Werten in Bündeln von Gruppen, erzielt werden. Der größte Teil der Dissertation besteht deshalb 
darin, eine solche Theorie im Fall von Gebieten in der komplexen Ebene direkt aufzubauen.
Abstract
An important theorem of L. Bungert and H. Grauert says that for the group G of invertible elements 
of a Banachalgebra, two holomorphic, G-valued cocycles over a Stein manifold, which are 
continuously equivalent, are holomorphically equivalent there.  A simpler form of that theorem was 
first proven by K. Oka. That's why theorems like this are known as Oka-Grauert-priciples as well. 
The Bungart-Grauert theorem is also significant if the Stein manifold is a domain in the complex 
plane. That's why direct proofs of the special case, in which a continuously trivial, holomorphic 
cocycle is considered, can be found in literature. Following the Bungart-Grauert theorem mentioned 
above, such a cocycle is also holomorphically trivial.
The goal of this thesis is to prove the general case of the Bungart-Grauert theorem for a domain in 
the complex plane directly. That direct proof is much more simple han the old one. Furthermore this 
direct proof doesn't have to resort to a theory of multiple variables, unlike the proof from L. Bungart 
and H. Grauert does. As shown in the original works, such a proof can be archieved by using the so-
called twisting. Twisting is a method from a theory of holomorphic cocycles with values in bundles 
of groups. In the main part of this thesis such a theory is build directly for domains in the complex 
plane.
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1 Einleitung
Gegenstand der Untersuchungen dieser Arbeit ist das Verhalten von holomor-
phen Kozyklen mit Werten in nicht-abelschen Gruppen. Es sei dazu eine offene
Untergruppe G einer Banachalgebra mit Einselement, ein Gebiet X ⊆ C und ei-
ne diskrete, bezüglich X abgeschlossene Menge Z ⊂ X gegeben. Des Weiteren
sei jedem Punkt w ∈ Z eine natürliche Zahl nw ∈ N \ {0} zugeordnet. Dann
bezeichnen wir für jede offene Teilmenge U ⊆ X mit F (U) die Gruppe aller ho-
lomorphen Abbildungen f : U → G mit der Eigenschaft
∥ f (z) − 1∥ = O (|z− w|nw)
für jedes w ∈ Z und z → w. Ist nun {Ui}i∈I eine offene Überdeckung von X,
so heißt eine Familie {gij}i,j∈I von Abbildungen gij ∈ F
 
Ui ∩Uj
 F -Kozyklus,
wenn
gijgjk = gik
auf Ui ∩ Uj ∩ Uk, i, j, k ∈ I, gilt. Es sei an dieser Stelle angemerkt, dass daraus
sofort die Eigenschaften gii = 1 und gij = g−1ji folgen. Dabei interessieren uns
insbesondere die folgenden beiden Sätze, welche vergleichsweise einfache Spe-
zialfälle einer sehr viel tieferliegenden Theorie über holomorphe Kozyklen auf
Steinschen Mannigfaltigkeiten, die 1957 begründet wurde, sind. Vergleiche dazu
[Gr1], [Gr2] und [Gr3].
Satz 1.1. Sei G zusammenhängend. Dann gibt es für jeden F -Kozyklus {gij}i,j∈I eine
Familie {hi}i∈I von Abbildungen hi ∈ F (Ui) mit der Eigenschaft
gij = hih−1j .
Dabei kann auf die Voraussetzung an G, zusammenhängend zu sein, nicht ver-
zichtet werden. Im nicht-zusammenhängenden Fall hat man stattdessen folgen-
des Resultat:
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Satz 1.2. Seien { fij}i,j∈I und {gij}i,j∈I zwei F -Kozyklen und sei eine Familie {ci}i∈I
von stetigen Abbildungen gi : Ui → G gegeben, so dass die folgenden beiden Bedingun-
gen gelten:
1. fij = c−1i gijcj auf Ui ∩Uj, i, j ∈ I.
2. Für jeden Punkt w ∈ Z ∩Ui gehört ci(w) zur Zusammenhangskomponente des
Einselementes von G.
Dann gibt es eine Familie {hi}i∈I von Abbildungen hi ∈ F (Ui) mit der Eigenschaft
fij = h−1i gijhj
auf Ui ∩Uj, i, j ∈ I.
Im Fall skalarer Funktionen wurde dieser Satz erstmals von K. Oka in der Ar-
beit [O] bewiesen. Deshalb werden Aussagen dieser Art Okasche Prinzipe ge-
nannt. Für die zusammenhängende Gruppe G = GL(r, C) und dem Fall Z = ˘
ist Satz 1.1 in Satz 7 von [Gr3] und in Satz 3 von [Rö] enthalten. Zudem ist er
für G = GL(r, C), im allgemeinen Fall, eine Spezialisierung von Satz 1 aus [FR].
Darüber hinaus sind die Sätze 1.1 und 1.2 für allgemeine Gruppen G in [Bu], Be-
merkung 4.4, falls Z = ˘ , und in [L1], Theorem 2.2.3, und [L2], Theorem 3.8, für
beliebige Mengen Z zu finden.
Da die Sätze 1.1 und 1.2 jedoch auch in der oben angegebenen Form, also für eine
Veränderliche, von Bedeutung sind, wurde 2009 das Buch [GL] veröffentlicht. In
diesem befinden sich eine Reihe von Anwendungen der Sätze 1.1 und 1.2 sowie
ein direkter Beweis des Satzes 1.1. Dieser ist wesentlich einfacher als der Beweis
der allgemeinen Version. An dieser Stelle wollen wir auf einen Fehler in diesem
Buch hinweisen. Es wird behauptet, dass Satz 1.1 auch dann gilt, wenn G nicht
zusammenhängend ist aber X einfach zusammenhängt. Dies ist jedoch nicht der
Fall, wie in dem, zu diesem Zeitpunkt, unveröffentlichtem Erratum [L4] nach-
zulesen sein wird. Um den Umfang des Buches in Grenzen zu halten, haben die
Autoren J. Leiterer und I. Gohberg auf einen direkten Beweis von Satz 1.2 ver-
zichtet.
Ziel dieser Dissertation ist es die in [GL] beschriebene Theorie von Kozyklen mit
Werten in einer Gruppe zu einer Theorie von Kozyklen mit Werten in Bündeln
von Gruppen über X zu erweitern und somit eine andere Erweiterung, Satz 3.13,
von Satz 1.1 und Satz 1.2 zu erhalten. Dieser Satz, 3.13, ist das Hauptresultat die-
ser Arbeit. Aus dieser können wir dann Satz 1.2 ableiten, ohne auf die oben er-
wähnte Theorie mehrerer Veränderlicher zurückgreifen zu müssen. Wir werden
dabei wie folgt vorgehen.
In Abschnitt 2.1 führen wir den Begriff eines Banachraum-Bündels ein. Zudem
notieren wir einige wichtige Eigenschaften dieser Bündel sowie ihnen anver-
wandte Begriffe.
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Ziel des Abschnitts 2.2 ist dann zwei bestimmte Homomorphismen Φ und Ψ zu
definieren und deren für uns wichtigste Eigenschaft, den Satz 2.21, zu beweisen.
Mit diesem Satz werden wir im selben Abschnitt eine neue Variante des Approxi-
mationssatzes von Runge beweisen und später, in Abschnitt 2.3, kurze, exakte Se-
quenzen konstruieren, welche wir für den Beweis von Satz 2.31 benötigen. Dieser
Satz 2.31 ist das Kernstück von Abschnitt 2.3 und gibt an, unter welchen Umstän-
den additive Kozyklen mit Werten in Banachraum-Bündeln zerfallen. Wir stüt-
zen uns in diesen drei Abschnitten auf Ideen aus [L3]. Diese können wir jedoch
nicht einfach zitieren, da der für uns wichtige Fall von eventuell nicht-trivialen
Banachraum-Bündeln dort nicht umfasst wird.
In dem Kapitel 2 abschließenden Abschitt 2.4 beschäftigen wir uns mit holomor-
phen Operatorfunktionen mit rechtsinvertierbaren Werten. Insbesondere inter-
essieren uns dabei Fragen der Rechtsinvertierbarkeit und die Eigenschaften der
Kerne solcher Operatoren. Mit Hilfe dieser Operatorfunktionen werden wir dann
die Eigenschaften von holomorphen Homomorphismen zwischen Banachraum-
Bündeln untersuchen. Dabei stehen die Bündeleigenschaften des Kernes solcher
Homomorphismen, Satz 2.39 und Satz 2.40, sowie die Rechtsinvertierbarkeit, ins-
besondere Satz 2.43, im Vordergrund. Die dort erzielten Resultate, für deren Be-
weise unter anderem Ergebnisse aus Abschnitt 2.3 benötigt werden, sind von ent-
scheidender Wichtigkeit beim Beweis einer neuen Version des Cartanschen Lem-
mas, Satz 3.21, aus Abschnitt 3.3. Wir gehen zu gegebener Zeit näher darauf ein.
Die Resultate aus Abschnitt 2.4 können erstmals, im allgemeinen Fall von Stein-
schen Mannigfaltigkeiten, bei M. A. Shubin, siehe [S], gefunden werden. Es sei
an dieser Stelle auch auf die kürzlich erschienenen Arbeiten von J. Leiterer und
L. Rodman [LR] sowie W. Kaballo [K] hingewiesen, in denen ähnliche Resultate
behandelt werden.
In Kapitel 3 werden wir das oben erwähnte Hauptresultat, Satz 3.13, formulieren
und beweisen. Dazu führen wir in Abschitt 3.1 den Begriff eines inneren Bün-
dels ein und zeigen dort, dass auf diesem stets eine Norm gewählt werden kann.
Nach dem Wissensstand des Autors wird dieser Begriff erstmals in dieser Disser-
tation verwendet. Es handelt sich um eine unserer Situation angepasste Spezia-
lisierung des Bündelbegriffes, wie er in [Gr3] und in [Bu] verwendet wird. Mit
Hilfe dieser inneren Bündel können wir dann, in Abschnitt 3.2, den Begriff eines
holomorphen G-Bündels definieren und mit diesem das Hauptresultat, Satz 3.13,
formulieren. Zudem werden wir dort zeigen, dass man den Beweis von Satz 3.13
auf einen Spezialfall, den Fall F = OGm,1, reduzieren kann.
Um auch den Spezialfall von Satz 3.13 zeigen zu können benötigen wir unter an-
derem eine neue Version des Cartanschen Lemmas. Diese wird in Abschnitt 3.3,
und somit erstmals in dieser Dissertation, vorgestellt und bewiesen. Für die Be-
weise der dort erzielten Aussagen sind, wie oben bereits erwähnt, unter anderem
Resultate aus Kapitel 2, Abschnitt 2.4, von Nöten. Inspiration zu den Resultaten
und ihren Beweisen waren Ideen aus [L1], [L2] und [GL].
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In Abschnitt 3.4 werden wir den oben genannten Spezialfall von Teil 1 von Satz
3.13 zeigen. Dieser ist eine Verallgemeinerung von Satz 1.1. Wir werden dazu
Ketten von einfachen Erweiterungen benutzen. Diese Idee stammt von J. Leite-
rer, dem Betreuer des Autors. Sie wurde in einer unveröffentlichten Ausarbei-
tung niedergeschrieben, welche ursprünglich für das Buch [GL] vorgesehen war,
später aber nicht verwendet wurde. Der zweite Teil des Hauptresultates, oder
genauer dessen oben genannter Spezialfall, wird in Abschnitt 3.5, mit Hilfe der
dort eingeführten Garbe ρ bewiesen. Von besonderer Bedeutung ist dabei der
Satz 3.40, welcher eine Aussage über das Zerfallen von Kozyklen mit Werten in
ρ macht. Im Beweis dieses Satzes wird das Cartansche Lemma angewendet. Die
Einführung dieser Garbe ρ ist eine Grundidee von H. Grauert aus den Arbei-
ten [Gr1], [Gr2] und [Gr3]. Der hier geführte Beweis ist nach Kenntnis des Autors
erstmals in dieser Dissertation für nur eine Veränderliche niedergeschrieben wor-
den. Den Abschluss von Kapitel 3 bildet Abschnitt 3.6. In diesem wird der Spezi-
alfall von Teil 3 von Satz 3.13, eine Verallgemeinerung von Satz 1.2, gezeigt. Die
dazu verwendete Methode des Verdrillens geht der Kenntnis des Autors nach auf
H. Grauert zurück, vergleiche dazu [Gr1], [Gr2] und [Gr3], und wurde seitdem
von einer Vielzahl von Autoren verwendet.
Am Ende der Arbeit geben wir noch Definitionen und Resultate aus der Garben-
theorie an. Dazu dient Kapitel 4. Diese Resultate sind gut bekannt. Sie können
zum Beispiel in [H] nachgelesen werden. Ein Spezialfall von Satz 4.9 und von
Satz 4.12 ist auch in [GL] zu finden.
Der Autor möchte an dieser Stelle besonders Herrn Prof. J. Leiterer, dafür dass
er die Aufmerksamkeit des Autors auf dieses Thema gelenkt hat und während
der Ausarbeitungszeit regelmäßig mit Gesprächen zur Seite standt, danken. Zu-
dem sei den Professoren J. Brüning und M. Staudacher für die finanzielle Un-
terstützung und gute universitäre Zusammenarbeit gedankt. Der Autor möchte
abschließend seiner Lebenspartnerin Frau Diana Schmidt, für Ihre Geduld und
Hilfe bei der Überprüfung der Grammatik, sowie Herrn Dipl.-Math. Jan-Thierry
Wegener, für die Beantwortung diverser Fragen über den Umgang mit LaTex,
danken.
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2 Banachraum-Bündel
2.1 Grunddefinitionen
Wir werden in diesem Kapitel eine Reihe von Grunddefinitionen angeben, insbe-
sondere die des holomorphen Banachraum-Bündels. Zudem wird eine wichtige
Eigenschaft dieser Bündel, der Satz 2.18, vorgestellt.
Definition 2.1. Sei X ⊆ C offen. Unter einem (topologischen) Banachraum-Bündel
über X versteht man ein Paar (E , p ), wobei E ein Hausdorffraum und p : E → X eine
surjektive Abbildung ist, so dass es einen Banachraum E gibt, mit dem Folgendes gilt:
1. Für jedes a ∈ X ist auf der Faser Ea := p−1(a) die Struktur eines komplexen
Vektorraumes gegeben, welche Ea, zusammen mit der Topologie von E , zu einem
Banachraum macht.
2. Für jeden Punkt a ∈ X gibt es eine offene Menge U ⊆ X mit a ∈ U und eine
homöomorphe Abbildung Q : p−1(U) → U × E, so dass für alle b ∈ U
Q

 Eb : Eb → {b} × E
ein Banachraumisomorphismus ist.
Man nennt dann E die charakteristische Faser von E , p heißt Projektion und X
Basis von E . Wir definieren E  U := p−1(U) und nennen das Paar (U, Q) eine (topo-
logische) lokale Trivialisierung von E . Eine Familie von Paaren (Ui, Qi) i∈I , wobei
jedes Paar (Uj, Qj) eine lokale Trivialisierung von E ist, heißt (topologischer) Atlas
von E , wenn die Menge {Ui}i∈I eine Überdeckung von X ist.
Bemerkung 2.2. Wir werden in dieser Arbeit auch von einem Bündel E über einer
Menge X sprechen ohne die Projektion p explizit zu nennen.
Definition 2.3. Sei E ein Banachraum-Bündel mit der charakteristischen Faser E und
seien (U1, Q1) sowie (U2, Q2) zwei lokale Trivialisierungen von E mit U1 ∩U2 ̸= ˘ .
Dann nennen wir die eindeutig bestimmte stetige Funktion g12 : U1 ∩U2 → GL(E) mit
der Eigenschaft
Q1 ◦Q−12 (z, v) = (z, g12(z)( v)) ,
für jedes z ∈ U1∩U2 und v ∈ E, die Übergangsfunktion von (U2, Q2) nach (U1, Q1).
Offensichtlich ist dann g−112 die Übergangsfunktion von (U1, Q1) nach (U2, Q2).
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Bemerkung 2.4. Sei {(Ui,Θi)}i∈I ein Atlas von E , E die charakteristische Faser von E
und sei CGL(E) die Garbe der stetigen Funktionen mit Werten in GL(E). Dann bildet die
Familie {gij}i,j∈I der Übergangsfunktionen einen CGL(E)-Kozyklus. Wir nennen diesen
Kozyklus den zum Atlas {(Ui,Θi)}i∈I gehörenden Kozyklus.
Definition 2.5. Sei E ein Banachraum-Bündel, dann heißen die lokalen Trivialisierun-
gen (U1,Θ1) und (U2,Θ2) von E holomorph verträglich miteinander, falls entweder
U1 ∩U2 = ∅ ist oder U1 ∩U2 ̸= ∅ gilt und die Übergangsfunktion von (U1,Θ1) nach
(U2,Θ2) holomorph ist.
Ein topologischer Atlas von E heißt holomorph widerspruchsfrei, wenn seine lokalen
Trivialisierungen paarweise holomorph verträglich sind.
Definition 2.6. Ein topologisches Banachraum-Bündel E , auf dem ein holomorph wi-
derspruchsfreier Atlas ausgezeichnet ist, heißt holomorphes Banachraum-Bündel.
Eine lokale Trivialisierung eines holomorphen Banachraum-Bündels heißt holomorphe
Trivialisierung, wenn sie mit jeder lokalen Trivialisierung des ausgezeichneten Atlas
holomorph verträglich ist. Ein Atlas eines holomorphen Banachraum-Bündels heißt ho-
lomorpher Atlas, wenn jede seiner lokalen Trivialisierungen mit allen lokalen Triviali-
sierungen des ausgezeichneten Atlas holomorph verträglich sind. Ein OGL(E)-Kozyklus
f heißt assoziiert zu E , wenn es einen holomorphen Atlas gibt, zu dem f gehört.
Bemerkung 2.7. Ist E ein holomorphes Banachraum-Bündel, so ist E insbesondere eine
Banachraum-Mannigfaltigkeit im Sinne von [D].
Definition 2.8. Sei (E ,π) ein holomorphes Banachraum-Bündel über X ⊆ C offen und
sei V ⊆ X. Eine Abbildung f : V → E heißt Schnitt von E , wenn für jedes z ∈ V die
Gleichung
π ◦ f (z) = z
gilt. Ist V offen, so heißt ein Schnitt f holomorpher Schnitt, wenn für jede holomor-
phe Trivialisierung (U,Θ) von E , mit U ∩ V ̸= ∅, die auf U ∩ V definierte Funktion
Θ ◦ f holomorph ist. Die Garbe OE , welche jeder offenen Teilmenge U ⊆ X den Raum
OE (U) aller holomorphen Schnitte von U nach E zuordnet, nennen wir die Garbe der
holomorphen Schnitte über E .
Definition 2.9. Sei (E ,π) ein holomorphes Banachraum-Bündel über X ⊆ C offen mit
der charakteristischen Faser E. Sei F eine Teilmenge von E , dann heißt das Paar (F ,π)
holomorphes Unterbündel (direktes holomorphes Unterbündel) von E , wenn
ein abgeschlossener (stetig projizierter) Unterraum F von E existiert, so dass für jeden
Punkt z0 ∈ X eine offene Menge U ⊆ X, z0 ∈ U, und eine holomorphe Trivialisierung
Θ : E  U → U × E
existieren, so dass für jedes z ∈ U gilt:
Θ−1({z} × F) = F ∩ π−1(z). (2.1)
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Bemerkung 2.10. Ein holomorphes Unterbündel F eines holomorphen Banachraum-
Bündels E ist ein holomorphes Banachraum-Bündel.
Definition 2.11. Sei E ein holomorphes Banachraum-Bündel über X ⊆ C offen mit
der charakteristischen Faser E. Sei zudem {(Ui, Qi)}i∈I ein Atlas von E . Dann ist für
x ∈ E|Ui und (a, b) ∈ Ui × E, mit Qi(x) = ( a, b), durch
∥x∥i = ∥Qi(x)∥E = ∥(a, b)∥E := ∥b∥E (2.2)
eine Norm von x definiert. Sei nun {c i}i∈I eine lokal endliche Familie von C0-Funktionen
c i : X → R+ , mit den Eigenschaften supp c i b Ui und
0 <
å
i∈I
c i < ¥ .
Dann nennen wir die Abbildung ∥ · ∥E : E → R mit
∥x∥E :=
å
i∈I
c i(a)∥x∥i
für x ∈ Ea eine Norm des Banachraum-Bündels.
Bemerkung 2.12. Ein Beispiel für eine solche Familie {c i}i∈I ist eine Zerlegung der
Eins.
Definition 2.13. Sei X ⊆ C offen und seien E und F zwei holomorphe Banachraum-
Bündel über X. Seien Ea und Fa die Fasern von E bzw. F über a ∈ X. Dann definieren
wir die Menge
Hom(E ,F ) = 
a∈X
L (Ea,Fa) ,
wobei L (Ea,Fa) der Raum der beschränkten linearen Abbildungen von Ea nach Fa ist.
Wir setzen
Hom(E ,F )U = 
a∈U
L(Ea,Fa)
für U ⊆ X offen. Wir definieren eine Projektion p Hom : Hom(E ,F ) → X durch die
Gleichung
p Hom(l) = a
für l ∈ L(Ea,Fa) und a ∈ X.
7
SindΘE : E

U → U × E und ΘF : F

U → U × E˜ holomorphe Trivialisierungen vonE und F , so definieren wir eine faserweise lineare, bijektive Abbildung
ΘF ◦ · ◦Θ−1E

U : Hom(E ,F )

U → U × L(E, E˜)
durch die Gleichung
ΘF ◦ · ◦Θ−1E (h) = (z, f ),
wobei (z, f (b)) = ΘF ◦ h ◦ Θ−1E (z, b), für z ∈ U, b ∈ E und h ∈ L(Ea,Fa) gilt.
Das holomorphe Banachraum-Bündel, für das diese Abbildungen lokale holomorphe Tri-
vialisierungen sind, nennen wir Homomorphismenbündel von E und F . Es wird
ebenfalls mit Hom(E ,F ) bezeichnet.
Unter einem stetigen bzw. holomorphen Homomorphismus von E nach F verste-
hen wir eine Abbildung A : E → F , die durch einen globalen stetigen bzw. holomorphen
Schnitt A˜ : X → Hom(E ,F ), wie folgt definiert wird:
Ax = A˜(z)x
für jedes z ∈ X und x ∈ Ez. Da dieses A˜ eindeutig bestimmt ist, werden wir auch A(z)
anstelle von A˜(z) schreiben. Wir nennen A˜ den definierenden Schnitt von A.
Einen eineindeutigen Homomorphismus nennen wir einen Isomorphismus. Seien nun
auf E und F die Normen ∥ · ∥E und ∥ · ∥F ausgezeichnet, dann wird durch
∥A∥ := sup
x∈Ez,∥x∥E=1
∥A˜(z)x∥F (2.3)
faserweise eine Operatornorm definiert. Wir nennen diese Norm die (durch ∥ · ∥E und
∥ · ∥F induzierte) Homomorphismennorm.
Bemerkung 2.14. Offensichtlich ist die Homomorphismennorm eine Norm im Sinne
von Definition 2.11.
Definition 2.15. Sei K eine Teilmenge von X ⊆ C. Wir nennen K einfach zusam-
menhängend bezüglich X, wenn jede Zusammenhangskomponente von C \ K einen
Punkt x ∈ C \ X enthält.
Bemerkung 2.16. Anders als sonst üblich, müssen hier einfach zusammenhängende
Mengen nicht zusammenhängend sein.
Wir wollen an dieser Stelle einen wohlbekannten Satz zitieren, wie er beispiels-
weise bei [Bu] oder [GL], Theorem 5.6.3, nachgelesen werden kann.
Satz 2.17. Sei E ein Banachraum, sei GL(E) die Menge der invertierbaren linearen Ab-
bildungen von E nach E,sei X ⊆ C offen und G eine offene Untergruppe von GL(E), so
dass mindestens eine der folgenden Bedingungen erfüllt ist:
1. X ist einfach zusammenhängend.
2. G ist zusammenhängend.
Dann ist jeder OG-Kozyklus über X trivial.
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Satz 2.18.Sei E ein holomorphes Banachraumbündel über X ⊆ C offen mit der charakte-
ristischen Faser E. Sei g ein zu E assoziierter OGL(E)-Kozyklus, dann sind die folgenden
Aussagen äquivalent:
1. Der Kozyklus g ist trivial.
2. E ist holomorph isomorph zum Produktbündel X× E.
Beweis. Wir werden zuerst 2. aus 1. folgern. Sei also g = {gij}i,j∈I ein zu E asso-
ziierter OGL(E)-Kozyklus. Seien {(Qi, Ui)}i∈I die entsprechenden Karten von E ,
dann gilt
 
z, gij(h)

= Qi ◦Q−1j (z, h) (2.4)
für alle z ∈ Ui ∩Uj und h ∈ E. Nach Voraussetzung 1. ist g trivial. Folglich gibt
es holomorphe Abbildungen fi : Ui → GL(E), i ∈ I, mit der Eigenschaft
gij(z) = f−1i (z) ◦ f j(z), (2.5)
für alle z ∈ Ui ∩Uj.
Wir denieren nun holomorphe Isomorphismen Fi : Ui × E → Ui × E durch die
Gleichung
Fi(z, h) = (z, fi(z)( h))
für z ∈ Ui und h ∈ E. Dann gilt für jedes z ∈ Ui ∩Uj und h ∈ E die Gleichung

F−1i ◦ Fj

(z, h) = F−1i
 
z, f j(z)h

=

z, f−1i (z) f j(z)h

.
Zusammen mit den Gleichungen (2.4) und (2.5) folgt daraus

F−1i ◦ Fj

(z, h) = ( z, gij(z)h) =

Qi ◦Q−1j

(z, h)
für alle z ∈ Ui ∩Uj und h ∈ E. Also gilt
Qi ◦ fi = Qj ◦ f j
auf E  Ui∩Uj . Dann können wir einen holomorphen Isomorphismus G: E → X× E
durch die Gleichung
G= Qi ◦ fi
auf E  Ui denieren. Also gilt die Aussage 2.
Wir wollen nun Aussage 1 aus 2. folgern. Sei also G: E → X× E ein holomorpher
Isomorphismus. Sei (Qi, Ui) i∈I ein Atlas von E zu dem g gehört. Wir denieren
holomorphe Isomorphismen Fi : Ui × E → Ui × E durch die Gleichung
Fi := G◦Q−1i .
Folglich gilt auf E  Ui∩Uj die Gleichung
Qi ◦ Fi = Qj ◦ Fj.
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Daraus folgt 
F−1i ◦ Fj

(z, h) =

Θi ◦Θ−1j

(z, h) (2.6)
für alle z ∈ Ui ∩Uj und h ∈ E.
Wir definieren holomorphe Abbildungen fi : Ui → GL(E) durch die Gleichung
Fi(z, h) = (z, fi(z)(h))
für z ∈ Ui und h ∈ E. Dann gilt
F−1i ◦ Fj

(z, h) = F−1i

z, f j(z)h

=

z, f−1i (z) f j(z)h

(2.7)
für z ∈ Ui ∩Uj und h ∈ E. Da g der zu (Θi, Ui)i∈I gehörende Kozyklus ist, gilt
(z, gij(h)) = Θi ◦Θ−1j (z, h)
für z ∈ Ui ∩Uj und h ∈ E. Zusammen mit den Gleichungen (2.6) und (2.7) folgt
daraus Gleichung (2.5). Also gilt Aussage 1.
2.2 Hochheben von Schnitten
Ziel dieses Abschnitts ist es die Sätze 2.21 und 2.27 zu beweisen. Diese werden
später beim Beweis des Satzes 2.31, in Abschnitt 2.3, eine entscheidende Rolle
spielen. Wir folgen hier einer Beweisidee, wie sie z. B. in [L3] nachzulesen ist. Für
die Definitionen von KerΦ und ImΦ sei auf den Anhang, Definition 4.14, verwie-
sen.
Definition 2.19. Sei X ⊆ C offen, E ein holomorphes Banachraum-Bündel über X
und sei U ⊆ X offen und relativ kompakt in X. Mit M = MOE (U) bezeichnen wir
den Raum aller beschränkten holomorphen Schnitte von E auf U. Wir definieren einen
Homomorphismus Φ von U × M nach E für f ∈ M und z ∈ U durch die Formel
Φ(z)(z, f ) = f (z).
Des Weiteren definieren wir einen zweiten HomomorphismusΨ von U×M in sich selbst
indem wir
(Ψ(z)(z, f )) (v) := (z, (v− z) f (v))
für f ∈ M und v, z ∈ U setzen.
Definition 2.20. Seien U ⊆ X ⊆ C offen und sei E ein holomorphes Banachraum-
Bündel über X mit der Norm ∥ · ∥E . Sei f ∈ OE (U) ein holomorpher Schnitt von E über
U. Dann setzen wir
∥ f ∥U := sup
a∈U
∥ f (a)∥E .
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Satz 2.21. Sei X ⊆ C offen und sei E ein holomorphes Banachraum-Bündel über X, auf
dem eine Norm ∥ · ∥ ausgezeichnet ist. Sei zudem Y ⊆ X eine offene und relativ kompakte
Menge in X, M = M(Y) der in Definition 2.19 definierte Raum und sei ∥ f ∥ = ∥ f ∥Y
für f ∈ M. Seien zudem F : Y×M → E  Y und Y : Y×M → Y×M die in Definition
2.19 eingeführten Homomorphismen. Dann gilt für z ∈ Y:
1. inf f∈M,∥ f ∥= 1 ∥Y (z) f ∥ > 0.
2. ImY (z) = KerF (z).
3. Für jede offene Menge V ⊆ Y und jeden Schnitt f ∈ KerF (V) ist der Schnitt
f : V → V × M mit Y (·) f = ( ·, f (·)) auf V holomorph.
4. FO(V, M) = OE (V) für jede offene Menge V ⊆ Y.
Der Beweis von Satz 2.21 besteht aus drei Sätzen, welche wir jetzt einzeln ange-
hen werden. Bevor wir dies tun können müssen wir noch das folgende Lemma
beweisen.
Lemma 2.22. Sei X ⊆ C offen und seien E1,E2 holomorphe Banachraum-Bündel über
X, auf denen Normen ausgezeichnet sind. Angenommen, T : X → Hom(E1,E2) ist ein
holomorpher Schnitt, so dass
inf
x∈E1|z,∥x∥E1= 1
∥T(z)x∥ > 0 (2.8)
für jedes z ∈ X gilt.
Dann ist für jeden holomorphen Schnitt f2 : X → E2 mit f (z) ∈ ImT(z) für jedes
z ∈ X der eindeutige Schnitt f1 : X → E1 mit T f1 = f2 auf X holomorph.
Beweis. Da Holomorphie nur eine lokale Eigenschaft ist und jedes holomorphe
Banachraum-Bündel lokal trivial ist, genügt es den Fall, in dem E1 und E2 triviale
Bündel sind, d.h. E1 = X × B1 und E2 = X × B2, zu betrachten. Wir können
nun die Schnitte f1, f2 und T als Funktionen mit Werten in B1, B2 und L(B1, B2)
auffassen. Sei nun ein Punkt z ∈ X gegeben und sei
xh :=
f1(z + h) − f1(z)
h
für hinreichend kleine h ∈ C \ {0}. Wir müssen zeigen, dass der Grenzwert
lim
h→¥
xh
existiert. Aufgrund der Gleichung T f1 = f2 gilt
f2(z + h) − f2(z)
h
= T(z + h)xh + T(z + h) − T(z)h f1(z).
Da f2 und T als holomorph vorausgesetzt wurden, folgt daraus die Existenz des
Grenzwertes
lim
h→¥
T(z + h)xh. (2.9)
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Nach Voraussetzung (2.8) sowie der Stetigkeit von T folgt die Existenz einer Zahl
r > 0, so dass
c := inf
x∈B1,∥x∥B1=1,h∈C,0<|h|≤r
∥T(z + h)x∥ > 0 (2.10)
gilt. Daraus folgt, zusammen mit der Existenz des Grenzwertes (2.9), dass die
Familie {xh}0<|h|≤r, nach eventueller Verkleinerung von r, beschränkt ist. Aus
der Gleichung
T(z + h)xh = T(z)xh + (T(z + h)− T(z))xh
folgt wegen der Existenz von (2.9), der Beschränktheit von {xh}0<|h|≤r und der
Gleichung
lim
h→¥
(T(z + h)− T(z)) = 0,
dass auch der Grenzwert
y := lim
h→0
T(z)xh
existiert. Da nach Voraussetzung (2.8) das Bild von T(z) abgeschlossen ist, liegt y
im Bild von T(z). Folglich gibt es einen Punkt x ∈ X mit der Eigenschaft
y = T(z)x. Aus der Existenz von y und der Ungleichung (2.10) folgt nun
lim
h→¥
∥xh − x∥ ≤ lim
h→¥
1
c
∥T(z)xh − T(z)x∥ = lim
h→¥
1
c
∥T(z)xh − y∥ = 0.
Also gilt limh→0 xh = x.
Wir kommen nun zu den drei Sätzen, welche zusammen den Beweis von Satz
2.21 bilden.
Satz 2.23. Die Aussagen von Satz 2.21 gelten, wenn man zusätzlich annimmt, dass es
einen Banachraum B und einen holomorphen Homomorphismus T : Y× B → E  Y gibt,
so dass OE  Y = Im T gilt.
Beweis. Aus der Definition der Homomorphismen F und Y folgt sofort die In-
klusion ImY(z) ⊆ KerF (z). Sei nun (z, f ) ∈ KerF (z). Dann ist der Schnitt
g(ζ) = f (ζ)ζ−z , ζ ∈ Y holomorph und beschränkt und folglich gilt g ∈ M. Wegen
(Y(z)(z, g)) (ζ) = (z, (ζ − z)g(ζ)) = (z, f (ζ))
gilt (z, f ) = Y(z)(z, g) ∈ ImY(z). Also gilt Aussage 2.
Sei {(Ui, Qi)}i∈I der zu der Norm ∥ · ∥ gehörende Atlas von X und sei {χi}i∈I die
entsprechende C¥ -Zerlegung der Eins. Sei zudem z ∈ Y fixiert und j ∈ I, so dass
z ∈ Uj gilt.
Dann können wir ϵ > 0 so wählen, dass die Menge {ζ : |ζ − z| ≤ ϵ} eine Teil-
menge von Y ∩Uj ist. Sei nun f ∈ MOE (Y) mit ∥ f ∥Y = 1.
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Wegen Definition 2.20 gibt es einen Punkt ξ ∈ Y mit ξ ̸= z und der Eigenschaft
∥ f (ξ)∥E ≥ 12 .
Angenommen, es gilt ξ ∈ Y \ {ζ : |ζ − z| < ϵ}. Dann folgt
sup
ζ∈Y
∥(ζ − z) f (ζ)∥E ≥ ∥(ξ − z) f (ξ)∥E ≥ ϵ∥ f (ξ)∥E ≥ ϵ2. (2.11)
Nehmen wir nun an, dass ξ ∈ {ζ : |ζ − z| < ϵ} gilt. Da f ein Schnitt von E ist,
gilt f (ξ) ∈ Eξ . Daraus folgt nach Definition 2.11 die Gleichung
∥ f (ξ)∥E =∑
i∈I
χi(ξ)∥ f (ξ)∥i. (2.12)
Da die Menge {suppχi}i∈I lokal endlich ist, folgt daraus, dass nur endlich viele
Funktionen χi am Punkt ξ nicht verschwinden. Es gibt also eine Zahl N < ∞ und
Indizes i1, . . . , iN, so dass die Gleichung (2.12) die Form
∥ f (ξ)∥E =
N
∑
v=1
χiv(ξ)∥ f (ξ)∥iv (2.13)
annimmt. Sei k ∈ {1, . . . , N} die Zahl, für die χik(ξ)∥ f (ξ)∥ik ≥ χiv(ξ)∥ f (ξ)∥iv für
alle v ∈ {1, . . . , N} gilt. Dann gilt wegen (2.13) die Abschätzung
∥ f (ξ)∥E ≤ Nχik(ξ)∥ f (ξ)∥ik ≤ N∥ f (ξ)∥ik .
Zusammen mit der Ungleichung ∥ f (ξ)∥E ≥ 12 folgt daraus
∥ f (ξ)∥ik ≥
1
2N
. (2.14)
Wir wählen nun ein ϵ′ > 0 so, dass die Menge {ζ : |ζ − ξ| ≤ ϵ′} eine Teilmenge
von Uik ∩ {ζ : |ζ − z| < ϵ} ist und dass χik auf ganz {ζ : |ξ − ζ| ≤ ϵ′} ungleich
Null ist. Nach dem Maximumprinzip für holomorphe Funktionen existiert ein
Punkt ξ ′ : |ξ ′ − z| = ϵ′ mit der Eigenschaft
∥ f (ξ ′)∥ik = max
ζ ′∈{ζ :|ζ−z|≤ϵ′}
∥ f (ζ ′)∥ ≥ ∥ f (ξ)∥k ≥ 12N .
Sei nun ein solches ξ ′ fixiert. Dann gilt wegen (2.14) die Abschätzung
∥ f (ξ ′)∥E =∑
i∈I
χi(ξ
′)∥ f (ξ ′)∥i ≥ χik(ξ ′)∥ f (ξ ′)∥ik ≥
χk(ξ
′)
2N
=: C
und wegen der Wahl von ϵ′ ist C > 0. Daraus folgt
∥(ξ ′ − z) f (ξ ′)∥E = |ξ ′ − z|∥ f (ξ ′)∥E ≥ ϵ′C.
13
Wir setzen nun γ := min{ ϵ2 , ϵ′C} und erhalten nach Definition 2.20 die Unglei-
chung
∥Ψ(z) f ∥ = sup
ζ∈Y
∥(Ψ(z) f )(ζ)∥E = sup
ζ∈Y
∥(ζ − z) f (ζ)∥E ≥ γ.
Also gilt Aussage 1.
Die Aussage 3 folgt aus den Aussagen 1 und 2 zusammen mit dem Lemma 2.22.
Sei nun V ⊆ Y offen und f ∈ OE (V). Da wir OE Y = ImT vorausgesetzt haben,
gibt es für jeden Punkt z ∈ V einen holomorphen (Y × B)-wertigen Schnitt gz
auf einer Umgebung Vz ⊆ V von z, so dass f = Tgz in Vz gilt. Sei g˜z : Vz → B
die holomorphe Funktion, mit gz(ζ) = (ζ, g˜z(ζ)). Diese kann nun in eine Taylor-
Reihe
g˜z(ζ) =
∞
∑
n=0
(ζ − z)n g˜n, (2.15)
für g˜n ∈ B entwickelt werden. Nach eventuellem Verkleinern von Vz zu einer
Kreisscheibe Kz mit dem Radius r, können wir annehmen, dass g˜z in Kz absolut
konvergiert. Da Y relativ kompakt in X ist, gehören die Schnitte
v˜n(ζ) := T(ζ)(ζ, g˜n), (2.16)
für ζ ∈ Y zu M und es gilt wegen (2.3) die Abschätzung
∥v˜n∥M ≤ C∥g˜n∥B, (2.17)
wobei C := supζ∈Y ∥T(ζ)∥ < ∞ konstant ist. Da die Reihe (2.15) in Kz absolut
konvergiert und die Ungleichung (2.17) gilt, konvergiert auch die Potenzreihe
v˜z(ζ) :=
∞
∑
n=0
(ζ − z)nv˜n (2.18)
in Kz absolut. Nach eventuellem Verkleinern von Kz ist v˜z beschränkt und holo-
morph. Sei vz ∈ OX×M(Kz) der Schnitt mit vz(ζ) := (ζ, v˜z(ζ)). Nach der Defini-
tion von Φ gilt, für ζ ∈ Vz, die Gleochung
Φ(ζ)vz(ζ) = (v˜z(ζ))(ζ).
14
Wegen (2.15), (2.16) und (2.18) gilt für ζ ∈ Vz die Gleichung
Φ(ζ)vz(ζ) =
∞
∑
n=0
(ζ − z)nv˜n(ζ)
=
∞
∑
n=0
(ζ − z)nT(z)(ζ, g˜n)
= T(ζ)

∞
∑
n=0
(ζ − z)n(ζ, g˜n)

= T(ζ)

ζ,
∞
∑
n=0
(ζ − z)n g˜n

= T(ζ)(ζ, g˜z(ζ))
= T(ζ)gz(ζ)
= f (ζ).
Daraus folgt, dass
vz(ζ)− vy(ζ) ∈ kerΦ(ζ)
für jedes ζ ∈ Vz ∩Vy gilt. Nach Aussage 3 gibt es einen eindeutigen Schnitt
hzy ∈ OX×M

Vz ∩Vy

, für den
vz − vy = Ψhzy
auf Vz ∩Vy gilt. In Vz ∩Vy ∩Yx gilt folglich die Aussage
Ψhzy +Ψhyx = vz − vy + vy − vx = vz − vx = Ψhzx.
Zusammen mit der Injektivität von Ψ folgt daraus, dass dort auch hzy + hyx = hzx
gilt. Da additive, holomorphe Cousin-Probleme lösbar sind (siehe z. B. [GL] S.44),
können wir Schnitte hz ∈ OX×M (Vz) finden, für die
hzy = hz − hy
in Vz ∩Vy gilt. Daraus folgt, dass auf Vz ∩Vy die Gleichung
vz −Ψhz = vy −Ψhy
gilt. Dann können wir durch v := vz − Ψhz in Vz einen Schnitt v ∈ OM(V) defi-
nieren, für den f = Ψv gilt. Dies beweist Aussage 4.
Definition 2.24. Für jede Menge J bezeichnen wir mit l1(J ) den Banachraum aller
Funktionen α : J → C für die
∥α∥l1(J ) := ∑
i∈J
|α(i)| < ∞
gilt.
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Satz 2.25. Sei X ⊆ C offen, E ein holomorphes Banachraum-Bündel über X.
Angenommen, es gibt einen Banachraum B sowie einen holomorphen Schnitt
T : Y → Hom(Y × B,E ), so dass OE  Y = Im T gilt. Dann gibt es für jede offene, in X
relativ kompakte Menge Y, eine Menge J und einen holomorphen Schnitt
P : Y → Hom(Y× l1 (J ),E|Y), welcher die Gleichung
POY×l1(J ) (V) = OE (V)
für alle offenen Mengen V ⊆ Y erfüllt.
Beweis. Sei auf E die Norm ∥ · ∥ xiert. Sei der Raum M = M(Y) wie in der
Denition 2.19 gegeben und J die Menge aller Schnitte h ∈ M(Y) mit
∥h∥M(Y) = sup
z∈Y
∥h(z)∥ ≤ 1. (2.19)
Für jedes xierte z ∈ Y denieren wir für x ∈ l1(J ) durch
P (z, x) :=
å
f∈J
x( f ) f (z) (2.20)
einen stetigen, linearen Operator P (z, ·) von l1(J ) in Ez, für den wegen (2.19) die
Ungleichung ∥P (z)∥ ≤ 1 gilt.
Betrachten wir nun
å
f∈J
sup
z∈Y
∥x( f ) f (z)∥E ≤
å
f∈J
sup
z∈Y
|x( f )∥ f (z)∥E ≤
å
f∈J
|x( f )| = ∥x∥ < ¥ .
Daraus folgt, dass P (·, x) auf Y gleichmäßig konvergiert. Also ist P (·, x) für alle
x ∈ l1(J ) holomorph und nach [GL], Theorem 1.7.1, ist der so denierte Schnitt
P : Y → Hom(Y× M,E ) holomorph. Sei nun V ⊆ Y offen und f ∈ OE (V). Nach
Satz 2.23 gibt es holomorphe SchnitteF : Y → Hom(Y × M,E ), g : V → Y × M,
so dass f = F g gilt. Sei g die Funktion, mit der g(ζ) = ( ζ, g(ζ)) für ζ ∈ V gilt.
Diese kann nun dargestellt werden als
g =
¥
å
n= 1
ϕn gn, (2.21)
wobei ϕn ∈ O(V), gn ∈ M und
¥
å
n= 1
max
z∈K
|ϕn(z)|∥ gn∥M < ¥ (2.22)
für jede kompakte Menge K ⊆ V gilt, siehe dazu [B]. Wir können o.B.d.A. anneh-
men, dass∥ gn∥M = 1 gilt.
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Dann nimmt die Gleichung (2.22) die Form
∞
∑
n=1
max
z∈K
|ϕn(z)| < ∞ (2.23)
an. Sei nun gn der konstante Schnitt mit dem Wert g˜n. Dann gilt für ζ ∈ Y die
Gleichung
Φ(ζ)gn(ζ) = g˜n(ζ). (2.24)
Nun können wir Funktionen α˜n ∈ l1(J ) wie folgt definieren:
α˜n( f˜ ) :=

1, wenn f˜ = g˜n
.0 sonst.
(2.25)
Dann gilt
∥α˜n∥l1(J ) = 1. (2.26)
Zusammen mit (2.23) folgt daraus, dass für jede kompakte Menge K ⊆ V die
Ungleichung
∞
∑
n=1
max
z∈K
∥ϕn(z)α˜n∥ < ∞
gilt. Daraus folgt, dass die Summe
β˜(z) :=
∞
∑
n=1
ϕn(z)α˜n
für alle z ∈ V konvergiert. Betrachten wir nun die Partialsummen von β˜, so er-
halten wir für N > M wegen (2.26) die folgende Ungleichung
max
z∈K
 N∑n=1 ϕn(z)α˜n −
M
∑
m=1
ϕm(z)α˜m
 = maxz∈K
 N∑n=M+1 ϕn(z)α˜n

≤
N
∑
n=M+1
max
z∈K
|ϕn(z)|∥α˜n∥
≤
N
∑
n=M+1
max
z∈K
|ϕn(z)|.
Folglich konvergieren wegen (2.23) die Differenzen der Partialsummen von β˜ für
M → ∞ gegen Null. Also konvergiert β˜ bzgl. z gleichmäßig auf jeder kompakten
Menge K ⊆ V und ist folglich holomorph in V. Sei β der konstante Schnitt mit
dem Wert β˜.
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Dann folgt zusammen mit (2.20), (2.21), (2.24) und (2.25) sowie der Linearität von
Φ die Gleichung
Πβ = Π

∞
∑
n=1
ϕnα˜n

=
∞
∑
n=1
ϕnΠα˜n
=
∞
∑
n=1
ϕn ∑
f˜∈J
α˜n( f˜ ) f˜
=
∞
∑
n=1
ϕn g˜n
=
∞
∑
n=1
ϕnΦgn
= Φ

∞
∑
n=1
ϕngn

= Φg
= f .
Dies beendet den Beweis.
Satz 2.26. Seien X1 und X2 offene Mengen in C und E ein holomorphes Banachraum-
Bündel über X = X1 ∪ X2. Angenommen, es gibt zwei Banachräume B1 und B2 sowie
holomorphe Schnitte T1 : X1 → Hom(X1 × B1, E) und T2 : X2 → Hom(X2 × B2, E)
mit der Eigenschaft
Im Tj = OE

Xj
für j = 1, 2. Dann gibt es für jede in X relativ kompakte, offene Menge Y einen Banach-
raum B und einen holomorphen Schnitt T : Y → Hom(Y× B, E), mit der Eigenschaft
Im T = OE

Y.
Beweis. Sei Y eine relativ kompakte, offene Teilmenge von X. Seien Y′1 ⊆ X1 und
Y′2 ⊆ X2 zwei offene, in X1 bzw. X2 relativ kompakte Mengen, die so gewählt
sind, dass Yj := Y ∩ Xj für j ∈ {1, 2} relativ kompakt in Y′j ist, und sei zudem
Y′ = Y′1 ∪Y′2.
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Dann gibt es nach Anwenden von Satz 2.25 auf (X1, B1, T1) und (X2, B2, T2) zwei
Mengen J1 und J2 sowie zwei holomorphe Schnitte
Π1 : Y′1 → Hom(Y′1 × l1(J1), E) und Π2 : Y′2 → Hom(Y′2 × l1(J2), E), so dass für
j ∈ {1, 2} die Gleichung
ΠjOY
′
j×l1(Jj)(Y′′) = OE (Y′′) (2.27)
für jede offene Menge Y′′ ⊆ Y′j gilt. Für jedes i ∈ J1 bezeichnen wir mit ei die
Funktion aus l1(J1) mit ei(i) = 1 und ei(k) = 0 für i ̸= k.
Wegen (2.27) induziert der Schnitt Π2 einen Epimorphismus
Π2 : OE

Y′12
→ OE Y′12 ,
wobei Y′12 = Y
′
1 ∩ Y′2 gilt. Nach dem Satz von der offenen Abbildung für Fréchet-
Räume, siehe [Ru] Theorem 2.11, können wir eine kompakte Menge K ⊆ Y′12, eine
Konstante C < ∞ und Schnitte fi ∈ OY2×l1(J2) (Y′12) finden, so dass
Π2 fi = Π1(·, ei) (2.28)
auf Y′12 und die Ungleichung
sup
z∈Y12
∥ fi(z)∥ ≤ C max
z∈K
∥Π1(z)ei∥ ≤ C max
z∈K
∥Π1(z)∥ < ∞ (2.29)
gilt, wobei Y12 = Y1 ∩Y2 ist. Daraus folgt, dass wir für jedes z ∈ Y12 durch
V(z)α := ∑
i∈J1
α(i) fi(z), (2.30)
für α ∈ l1 (J1), einen linearen Operator von l1 (J1) nach l1 (J2) definieren kön-
nen, wobei
∥V(z)∥ ≤ C max
ζ∈K
∥Π1(ζ)∥ (2.31)
gilt. Weiter folgt aus (2.29), dass
∑
i∈J1
sup
z∈Y12
∥α(i) fi(z)∥ ≤ C max
z∈K
∥Π1(z)∥∥α∥li(J1) < ∞
für jedes α ∈ li (Ji) gilt. Folglich ist der für jedes α ∈ li (Ji) definierte Schnitt
Vα holomorph auf Y12. Nach [GL], Theorem 1.7.1, ist deswegen der auf diese
Weise definierte Schnitt V : Y12 → Hom (Y1 × l1 (J1) , Y2 × l1 (J2)) ebenfalls ho-
lomorph. Wegen (2.28) folgt daraus, dass
Π2V = Π1 (2.32)
in Y12 gilt.
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Auf dieselbe Art und Weise lässt sich ein Schnitt
W : Y12 → Hom (Y2 × l1 (J2) , Y1 × l1 (J1)) konstruieren, für den
Π2 = Π1W (2.33)
in Y12 gilt. Wir bezeichnen nun mit Ij, für j ∈ {1, 2}, den Einheitsoperator in
l1(Jj). Des Weiteren setzen wir B := l1(J1) ⊕ l1(J2). Seien V˜ und W˜ die zwei
durch V bzw. W induzierten Operatorfunktionen. Dann definieren wir durch die
folgende Blockmatrix
M =

I1 0
V˜ I2

I1 −W˜
0 I2

eine holomorphe Funktion M : Y12 → GL(B). Dann liegen die Werte von M in
der Zusammenhangskomponente von GL(B), in der auch der Einheitsoperator
liegt. Folglich können wir zwei holomorphe Funktionen Mj : Yj → GL(B) mit
j = 1, 2 finden, so dass
M =M2M−11
in Y12 gilt, siehe z.B. [GL], Theorem 0.0.1 oder [Bu]. Zusammen mit (2.32) und
(2.33) folgt daraus
(0⊕Π2)M2 = (Π1 ⊕ 0)M1
in Y12. Die beiden Seiten dieser Gleichung definieren nun zusammen einen ho-
lomorphen Schnitt T : Y → Hom(Y × B, E). Da die Werte von M1 und M2
invertierbar sind und ImΠj

Yj
= OE Yj gilt, folgt die Gleichung
ImT

Y = OE

Y
und der Satz ist bewiesen.
Beweis von Satz 2.21. Sei {(Ui,Θi)}i∈I ein Atlas von E . Da Y ⊆ X kompakt ist,
gibt es eine endliche Index-Menge J ⊆ I mit Y ⊆ j∈J Uj ⊆ X. Wir definieren
holomorphe Schnitte Tj : Uj → Hom

Uj × E(j), E

, j ∈ J, wobei E(j) der zu j
gehörende Banachraum ist, indem wir Tj(z) := Θ−1j für z ∈ Uj setzen, so dass
ImTj = OE

Uj
gilt. Sei W :=

j Uj. Dann erhalten wir durch wiederholtes Anwenden von Satz
2.26 ein triviales Banachraum-Bündel X× B und einen holomorphen Schnitt
T : W → Hom (Y× B, E), mit der Eigenschft
ImT

Y = OE

Y.
Nach Satz 2.23 ist damit der Satz 2.21 bewiesen.
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Mit Hilfe des soeben gezeigten Satzes 2.21 werden wir nun den folgenden Ap-
proximationssatz beweisen.
Satz 2.27. Sei X ⊆ C offen und E ein holomorphes Banachraum-Bündel über X. Zudem
sei K ⊆ X kompakt und einfach zusammenhängend bezüglich X und U ⊆ X eine offene
Umgebung von K. Dann gibt es für jeden Schnitt f ∈ OE (U) und jedes e > 0 einen
Schnitt f˜ ∈ OE (X), mit
max
z∈K

 f˜ (z) − f (z)  E < e.
Beweis. Wir wählen eine Folge von Kompakta K0 ⊆ K1 ⊆ ... ⊆ X, welche einfach
zusammenhängend bezüglich X sind, so dass jede kompakte Teilmenge von X
in einer der Mengen Kn enthalten ist. Sei K0 = U, f0 = f und sei U0 = U. Wir
können ohne Beschränkung der Allgemeinheit annehmen, dass U0 relativ kom-
pakt in X ist. Wir wählen eine in X relativ kompakte Umgebung U1 ⊆ X von K1,
mit U0 ⊆ U1. Nach Satz 2.21 gibt es den Banachraum M und einen holomorphen
Homomorphismus F : U1 × M → E


U1
, so dass FOM(V) = OE (V) für jede
offene Teilmenge V ⊆ U1 gilt. Insbesondere gibt es einen holomorphen Schnitt
g0 : U0 → U0 × M, so dass f0 = F g0 in U0 gilt. Nach dem Approximationssatz
von Runge für vektorwertige Funktionen können wir einen holomorphen Schnitt
g1 : X → X× M finden, so dass
max
z∈K0
∥g0(z) − g1(z)∥ < e2 maxz∈K0 ∥F (z)∥
gilt. Wir setzen nun f1 = F g1 in U1 und erhalten einen Schnitt f1 ∈ OE (U1) mit
max
z∈K0
∥ f0(z) − f1(z)∥ < e2−1.
Wiederholen wir nun diesen Prozess für die anderen Kn, erhalten wir eine Folge
von Schnitten fn ∈ OE (Un), wobei Un eine offene Umgebung von Kn ist, so dass
max
z∈Kn
∥ fn(z) − fn+ 1(z)∥ < e2−n−1
gilt. Demnach können wir f˜ := limn→¥ fn setzen und erhalten einen Schnitt
f˜ ∈ OE (X), welcher die geforderte Eigenschaft besitzt.
2.3 Holomorphe Kozyklen mit Werten in
Banachraum-Bündeln
Wir werden uns in diesem Abschnitt mit den Zerfallseigenschaften von Kozyklen
mit Werten in holomorphen Banachraum-Bündeln beschäftigen. Dazu werden
wir zuerst stetige Kozyklen betrachten und aus dem für diese erzielten Resultat,
dem Satz 2.28, das entsprechende Gegenstück, Satz 2.31, für holomorphe Kozy-
klen folgern.
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Satz 2.28. Sei X ⊆ C, E ein holomorphes Banachraum-Bündel über X und sei
U = {Ui}i∈I eine offene Überdeckung von X. Des Weiteren sei (C¥ )E die Garbe aller
C¥ -Schnitte von E . Dann gilt für r ≥ 1 die Gleichung Hr   U , (C¥ )E  = 0.
Für die Denition von Hr
  U , (C¥ )E  siehe Denition 4.19.
Beweis. Wir wählen eine C¥ -Zerlegung der Eins zur Überdeckung U . Das heißt,
wir wählen eine lokal endliche Familie von C¥ -Funktionen c j : X → [0, 1], j ∈ J
mit den Eigenschaften supp c j ⊆ Uj und å j∈J c j = 1.
Sei nun ein Kozyklus f ∈ Z r(U , (C¥ )E ) gegeben. Wir suchen eine Kokette
u ∈ Cr−1(U , (C¥ )E ) mit du = f .
Jeder der Schnittec j f ji0,··· ,ip−1 kann nach Fortsetzung durch die Null als Element
von (C¥ )E (Ui0 ∩ · · · ∩Uir−1) aufgefasst werden. Daraus folgt, dass man eine Ko-
kette u ∈ Cr−1(U , (C¥ )E ) durch die Gleichung
ui0,··· ,ir = å
j∈J
c j f ji0,··· ,ir−1
denieren kann. Seien nun l0, · · · , lr ∈ J beliebige Indizes. Dann gilt
(du) l0,··· ,lr =
p
å
k= 0
(−1)k+ 1ulo,··· k··· ,lr = å
j∈J
c j
r
å
k= 0
(−1)k+ 1 f jlo,··· k··· ,lr . (2.34)
Des Weiteren gilt wegen df = 0 für jedes j ∈ J die Gleichung
0 = ( df ) jlo,··· ,lr = flo,··· ,lr +
r
å
k= 0
(−1)k+ 2 f jlo,··· k··· ,lr .
Daraus folgt
r
å
k= 0
(−1)k+ 1 f jlo,··· k··· ,lr = fl0,··· ,lr .
Zusammen mit (2.34) folgt daraus wegen
å j∈J c j = 1 die Gleichung
(du) l0,··· ,lr = å
j∈J
c j fl0,··· ,lr = fl0,··· ,lr .
Also ist u eine gesuchte Kokette.
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Denition 2.29. Seien F1, · · · ,Fn endlich viele Garben von abelschen Gruppen über
einem topologischen Raum T und seien zudem Φ1, · · · ,Φn−1 mit Φj : Fj → Fj+1 für
j ∈ [1, · · · , n− 1] Garben-Homomorphismen. Dann nennen wir
F1 Φ1−→ F2 Φ2−→ · · · Φn−1−−−→ Fn
eine Sequenz von Garben. Wir nennen eine Sequenz von Garben exakt wenn
ImΦj = KerΦj+1
für jedes j ∈ {1, · · · , n− 2} gilt, das heißt, dass für jede offene Menge U ⊆ T und jeden
Schnitt f ∈ Fj+1(U) mit Φj+1 f = 0 gilt:
∀a ∈ U ∃Va ⊆ U offen∧ ∃g ∈ Fj(Va) : Φjg = f

Va
.
Wir nennen eine Sequenz von Garben kurz, wenn n = 5 und F1 = F5 = 0 gilt.
Für den Beweis des nächsten Satzes werden wir das folgende, wohlbekannte
Lemma benutzen, wie es z. B. bei [GL] Theorem 2.3.1 nachgelesen werden kann.
Lemma 2.30. Sei U ⊆ C offen, B ein Banachraum und f : U → B eine C∞-Funktion.
Sei zudem ¶ : (C∞)B(U)→ (C∞)B(U) der durch die Gleichung
¶u := ¶u¶z =
1
2
¶u
¶x − i
¶u
¶y

für z = x + iy definierte Operator. Dann gibt es eine C∞-Funktion g : U → B mit
¶g = f .
Satz 2.31. Sei X ⊆ C offen und sei U = {Ui}i∈I eine offene Überdeckung von X. Des
Weiteren sei E ein holomorphes Banachraum-Bündel über X. Dann gilt H1(U ,OE ) = 0.
Beweis. Sei f = { fij} ∈ Z1(U ,OE ) ein 1-Kozyklus. Sei Y ⊆ X offen und relativ
kompakt in X und sei V = {Vi}i∈I eine Verfeinerung von U ∩Y mit
Vi ∩Vj ∩Vk ∩Vl = ∅
für i, j, k, l ∈ I paarweise verschieden. Sei f˜ der durch f bzgl. V induzierte
1-Kozyklus.
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Nach Satz 2.21 gibt es zwei Banachräume B1, B2 und eine kurze, exakte Sequenz
0 → OB2Y Ψ−→ OB1Y Φ−→ OE Y → 0,
so dass für jede offene Menge W ⊆ Y die induzierte Sequenz
0 → OB2Y(W) Ψ−→ OB1Y(W) Φ−→ OE Y(W)→ 0 (2.35)
ebenfalls exakt ist, wobei die Operatoren Φ und Ψ durch holomorphe Bündel-
Isomorphismen definiert sind. Also gibt es eine 1-Kokette g = {gij} ∈ C1(V ,OB1)
mit Φg = f˜ . Wir setzen nun h := δg und erhalten so, wegen Lemma 4.18, einen
2-Kozyklus h = {hijk}i,j,k∈I ∈ Z2(V ,OB1). Wegen der Linearität von Φ, gilt
Φh = Φδg = δΦg = δ f˜ = 0.
Also gilt δg ∈ KerΦ und aufgrund der Exaktheit von (2.35) gibt es eine 2-Kokette
v = {vijk} ∈ C2(V ,OB2) mit
Ψv = δg. (2.36)
Da für i, j, k, l ∈ I paarweise verschieden die Gleichung Vi ∩Vj ∩Vk ∩Vl = ∅ gilt,
folgt v ∈ Z2(V ,OB2). Dann gibt es nach Satz 2.28 eine 1-Kokette
w = {wij} ∈ C1(V , (C∞)B2) mit
v = δw. (2.37)
Da v holomorph ist, folgt daraus
δ∂w = ∂δw = ∂v = 0.
Folglich gibt es, nach Satz 2.28, eine 0-Kokette s ∈ C0(V , (C∞)B2) mit
∂w = δs. (2.38)
Wegen Lemma 2.30 gibt es eine 0-Kokette r ∈ C0(V , (C∞)B2) mit
s = ∂r.
Wegen (2.38) folgt daraus
∂w = δs = δ∂r. (2.39)
Wir setzen nun w˜ := w− δr und erhalten eine 1-Kokette, die wegen Lemma 4.18
und (2.37) die Eigenschaft
δw˜ = δw− δ2r = δw = v (2.40)
besitzt. Zudem folgt aus (2.39) die Gleichung
∂w˜ = ∂w− ∂δr = ∂w− δ∂r = 0. (2.41)
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Also gilt w ∈ C1 V ,OB2. Wir setzen nun g˜ := g−Ψw˜ und erhalten wegen (2.36)
und (2.40) die Gleichung
δg˜ = δg− δΨw˜ = δg−Ψδw˜ = δg−Ψv = δg− δg = 0.
Also gilt g˜ ∈ Z1 V ,OB1. Dann gibt es z. B. nach Theorem 2.4.2 in [GL] eine
0-Kokette u˜ ∈ C0 V ,OB1 mit g˜ = δu˜. Zudem gilt wegen ΦΨ = 0 die Gleichung
Φg˜ = Φg−ΦΨw˜ = Φg = f˜ .
Wir setzen nun uˆ := Φu˜ und erhalten so eine 0-Kokette mit uˆ ∈ C0 V ,OE und
der Eigenschaft
δuˆ = δΦu˜ = Φδu˜ = Φg˜ = f˜ .
Dann gibt es nach Satz 4.9 eine 0-Kokette u ∈ C0 U ∩Y,OEmit der Eigenschaft
δu = f . (2.42)
Wir wählen nun eine ausschöpfende Folge {Kn}n∈N von in X einfach zusam-
menhängenden Kompakta K1 ⊆ K2 ⊆ · · · ⊆ X sowie offene Mengen {Yn}n∈N
mit Kn ⊆ Yn ⊆ Kn+1 für alle n ∈ N. Wiederholen wir nun die obige Argumenta-
tion für Yi anstelle von Y, können wir eine Folge

u(n)i

i∈I

n∈N
von 0-Koketten
u(n)i

∈ C0 U ∩Yn,OE finden, welche die Eigenschaft (2.42) erfüllen. Also gilt
fij = u
(n)
i − u(n)j
auf Ui ∩Uj ∩Yn für jedes n ∈ N. Wir wollen induktiv eine Folge

u˜(n)i

i∈I

n∈N
von 0-Koketten

u˜(n)i

∈ C0(U ∩Yn,OE ) konstruieren mit den Eigenschaften
1. δu˜(n) = f

Yn
.
2. Wenn n ≥ 2, so gilt
u˜(n)i − u˜(n−1)i  < 12n auf Kn ∩Ui.
Induktionsanfang:
Wir setzen u˜(1)i := u
(1)
i auf Y1 ∩Ui.
Induktionsvoraussetzung:
Seien für ein k ≥ 1 die 0-Koketten

u˜(1)i

i∈I
, · · · ,

u˜(k)i

i∈I
mit der Eigenschaft
u˜(l)i

∈ C0 U ∩Yl,OE für jedes l ∈ {1, · · · , k} und den Eigenschaften 1 und 2
für n ≤ k gegeben.
Induktionsschritt:
Da die Schnitte u˜(k)i die Eigenschaft 1 haben und zudem fij = u
(k+1)
i − u(k+1)j auf
Ui ∩Uj ∩Yk+1 gilt, folgt auf Ui ∩Uj ∩Yk die Gleichung
u(k+1)i − u˜(k)i = u(k+1)j − u˜(k)j .
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Also können wir durch h(k) := u(k+1)i − u˜(k)i einen holomorphen Schnitt
h(k) ∈ OE (Yk) definieren. Da das Kompaktum Kk einfach zusammenhängend
bezüglich X ist, folgt aus Satz 2.27 die Existenz eines holomorphen Schnittes
h˜(k) ∈ OE (X) mit der Eigenschafth(k) − h˜(k) < 1
2k+1
auf Kk. Wir setzen nun u˜
(k+1)
i := u
(k+1)
i − h˜(k) auf Ui ∩Yk+1. Dann gilt
u˜(k+1)i − u˜(k+1)j = u(k+1)i − u(k+1)j = fij
auf Ui ∩ Uj ∩ Yk+1. Wir müssen also noch zeigen, dass für 2 ≤ n ≤ k + 1 die
Gleichung u˜(n)i − u˜(n−1)i  ≤ 12n
auf Kn ∩Ui gilt. Für 2 ≤ n ≤ k gilt die Gleichung nach Induktionsvoraussetzung.
Sei nun also n = k + 1. Es giltu˜(k+1)i − u˜(k)i  = u(k+1)i − h˜(k) − u˜(k)i  = h(k) − h˜(k) < 12k+1 . (2.43)
Damit haben wir die Folge

u˜(n)i

i∈I

n∈N
konstruiert. Wegen der Gleichung
(2.43) konvergiert die Folge

u˜(n)i

i∈I

n∈N
für n → ¥ gleichmäßig auf den
kompakten Teilmengen von Ui. Also gibt es eine 0-Kokette {u˜} ∈ C0(X,OE ) mit
u˜(n)i → u˜i auf jeder kompakten Teilmenge von Ui, für i ∈ I und n hinreichend
groß. Wegen Eigenschaft 2 gilt
fij = u˜i − u˜j
auf Ui ∩Uj. Dies beendet den Beweis.
2.4 Rechtsinvertierbare Homomorphismen
In diesem Abschnitt werden wir zunächst holomorphe Operatorfunktionen mit
rechtsinvertierbaren Werten untersuchen. Wir zeigen dazu zuerst das Lemma
2.32, welches eine Aussage über die lokale, holomorphe Rechtsinvertierbarkeit
solcher Operatorfunktionen macht, und das Lemma 2.34. Mit Hilfe dieser beiden
Lemmata können wir dann zusammen mit dem Lemma 2.37, in dem es um eine
Eigenschaft der Kerne von holomorphen Operatorfunktionen geht, den Satz 2.39
beweisen.
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In diesem wird ausgesagt, dass der Kern eines Homomorphismus zwischen holo-
morphen Banachraum-Bündeln, den wir in diesem Abschnitt denieren werden,
selbst ein holomorphes Banachraum-Bündel ist. Danach werden wir zeigen, dass
holomorphe Kozyklen mit Werten in diesem Bündel zerfallen, siehe dazu Satz
2.40. Abschließend werden wir dann noch zwei Sätze über die globale, holomor-
phe Rechtsinvertierbarkeit, Satz 2.42 und Satz 2.43, sowie einen Approximations-
satz, Satz 2.46, beweisen.
Lemma 2.32. Seien E und F Banachräume und sei X ⊆ C offen. Sei A : X → L(E, F)
eine holomorphe Operatorfunktion mit rechtsinvertierbaren Werten. Dann gibt es für
jedes z ∈ X eine offene Menge U ⊆ X mit z ∈ U und eine holomorphe Operatorfunktion
B : U → L(F, E), so dass
A ◦ B = idF
gilt.
Beweis. Sei z0 ∈ X. Da A(z0) rechtsinvertierbar ist, gibt es eine holomorphe Opera-
torfunktion B0 ∈ L(E, F) mit der Eigenschaft
A(z0) ◦ B0 = idF. (2.44)
Wir definieren eine holomorphe Operatorfunktion M ∈ OL(E,F) (X) durch
M(z) := A(z) ◦ B0.
Dann gilt M(z0) = idF und folglich gibt es eine offene Umgebung U0 von z0, so
dass M(z) invertierbar für alle z ∈ U0 ist. Dann können wir eine Operatorfunkti-
on B ∈ OL(F,E) (U0) definieren indem wir B(z) := B0 ◦ M−1(z) für z ∈ U0 setzen.
Dann gilt wegen (2.44) die Gleichung
A(z) ◦ B(z) = A(z) ◦ B0 ◦ M−1(z) = idF.
Also ist B die gesuchte Operatorfunktion.
Folgerung 2.33. Seien E und F Banachräume und sei X ⊆ C offen. Sei
A : X → L(E, F) eine holomorphe Operatorfunktion mit rechtsinvertierbaren Werten.
Wir bezeichnen mit A˜ die durch A induzierte Abbildung von OE nach OF, dann gilt
Im A˜ = OF(X).
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Beweis.Sei x ∈ U ⊆ X, U offen und sei f : U → F eine holomorphe Vektor-
funktion. Nach Lemma 2.32 gibt es eine offene Menge V ⊆ U, x ∈ V und eine
holomorphe Operatorfunktion B : V → L(F, E) mit der Eigenschaft
A(z) ◦ B(z) = idF,
für z ∈ V. Wir definieren eine holomorphe Funktion u ∈ OE(V) durch
u(z) := B(z)[ f (z)]. Dann gilt
A(z)u(z) = A(z) ◦ B(z)[ f (z)] = f (z)
für z ∈ V. Also gilt f ∈ ImA(V). Somit gilt OF(X) ⊆ ImA. Nach Definition gilt
zudem die Inklusion ImA ⊆ OF(X). Dies beendet den Beweis.
Lemma 2.34. Sei X ⊆ C offen und sei E ein Banachraum. Sei zudem P : X → L(E)
eine holomorphe Operatorfunktion mit Werten in Projektoren. Dann gibt es zu jedem
z ∈ X eine offene Umgebung Uz ⊆ X, z ∈ Uz, und eine holomorphe Operatorfunktion
A : Uz → GL(E) mit der Eigenschaft
A(y)ImP(z) = ImP(y),
für jedes y ∈ Uz.
Beweis. Sei z ∈ X gegeben. Wir definieren eine holomorphe Operatorfunktion
A : X → L(E) durch A(y) := I − P(z) + P(y)P(z) für alle y ∈ X. Dann gilt
A(z) = I. Folglich können wir eine offene Umgebung Vz ⊆ X von z finden mit
A(y) ∈ GL(E) für alle y ∈ Vz. Sei nun x ∈ ImP(z), dann gilt
A(y)x = x− x + P(y)x = P(y)x ∈ ImP(y).
Also gilt A(y)ImP(z) ⊆ ImP(y).
Wir wählen nun eine Umgebung von Uz ⊆ Vz von z so klein , dass die Opera-
torfunktion A˜ : X → L(E) mit A˜(y) := I − P(y) + P(y)P(z)P(y) auf Uz inver-
tierbare Werte annimmt. Sei nun x ∈ ImP(y) gegeben. Wir müssen zeigen, dass
es einen Vektor w ∈ ImP(z) gibt, mit der Eigenschaft A(y)w = x. Da A˜ auf Uz
invertierbare Werte annimmt, gibt es einen Vektor v ∈ E, mit A˜(y)v = x. Das
heißt
x = (I − P(y))v + P(y)P(z)P(y)v.
Da P(y)P(z)P(y)v ∈ ImP(y) und x ∈ ImP(y) gelten, folgt, dass (I − P(y))v = 0
gilt. Daraus folgt
x = P(y)P(z)P(y)v.
Wir setzen nun w := P(z)P(y)v und erhalten einen Vektor w mit der Eigenschaft
A(y)w = (I − P(z))w + P(y)P(z)w = P(y)w = x.
Also ist w der gesuchte Vektor.
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Bemerkung 2.35. Insbesondere sind die Räume ImP(z), z ∈ X, paarweise isomorph,
wenn X zusammenhängend ist. Es gibt sogar für je zwei Punkte z, z′ ∈ X einen Isomor-
phismus B ∈ GL(E) mit der Eigenschaft BImP(z) = ImP(z′).
Folgerung 2.36. Sei X ⊆ C offen, zusammenhängend und E ein Banachraum. Sei zu-
dem P : X → L(E) eine holomorphe Operatorfunktion mit Werten in Projektoren und
für z∗ ∈ X fixiert sei F := ImP(z∗). Dann ist
F := [
z∈X
{z} × ImP(z)
zusammen mit der surjektiven Abbildung p : F → X, welche jedem Raum
{z} × ImP(z) den Punkt z zuordnet, ein direktes holomorphes Unterbündel von X × E
mit der charakteristischen Faser F. (Vergleiche hierzu Definition 2.9.)
Beweis. Sei zo ∈ X gegeben. Dann gibt es nach Lemma 2.34 eine offene Umge-
bung Uz0 von z0 und eine holomorphe Operatorfunktion A : Uz0 → GL(E) mit
der Eigenschaft
A(z)ImP(z) = ImP(z0), (2.45)
für jedes z ∈ Uz0 . Wegen Bemerkung 2.35 gibt es einen Isomorphismus
B ∈ GL(E) mit der Eigenschaft
BImP(z0) = F. (2.46)
Wir definieren nun eine Abbildung Q : Uz0 × E → Uz0 × E, für z ∈ Uz0 und v ∈ E,
durch die Gleichung
Q((z, v)) = (z, BA(z)v).
Offensichtlich ist (Uz0 , Q) eine lokale holomorphe Trivialisierung von X× E. We-
gen (2.45) und (2.46) gilt für alle z ∈ Uz0 die Gleichung
Q(F ∩ p−1(z)) = Q({z} × ImP(z))
= {z} × BA(z)ImP(z)
= {z} × BImP(z0)
= {z} × F.
Folglich ist die Bedingung (2.1) erfüllt. Dies beendet den Beweis.
Lemma 2.37. Seien E und F Banachräume und sei X ⊆ C offen. Seien A : X → L(E, F)
und B : X → L(F, E) Operatorfunktionen mit AB = idF. Dann hat die Operatorfunk-
tion BA Werte in Projektoren und es gilt für jedes z ∈ X die Gleichung
KerA(z) = Ker[B(z) ◦ A(z)].
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Beweis.Das die Werte von BA Projektoren sind, folgt aus der Gleichung
(B(z) ◦ A(z)) ◦ (B(z) ◦ A(z)) = B(z) ◦ (A(z) ◦ B(z)) ◦ A(z)
= B(z) ◦ IF ◦ A(z)
= B(z) ◦ A(z).
Offensichtlich gilt KerA(z) ⊆ Ker[B(z) ◦ A(z)]. Sei nun x ∈ Ker[B(z) ◦ A(z)],
dann gilt wegen der Voraussetzung A ◦ B = idF die Gleichung
A(z)x = [A(z) ◦ B(z)] ◦ A(z)x = A(z) ◦ [B(z) ◦ A(z)x] = A(z)0 = 0.
Also gilt x ∈ KerA(z). Dies beendet den Beweis.
Definition 2.38. Sei X ⊆ C offen und seien E und F holomorphe Banachraum-Bündel
über X, sei A : E → F ein Homomorphismus und sei A˜ : X → Hom(E ,F ) der definie-
rende Schnitt von A. Dann definieren wir den Kern KerA von A durch die Gleichung
[
z∈X
KerA˜(z) =: KerA. (2.47)
Satz 2.39. Sei X ⊆ C offen und seien E und F holomorphe Banachraum-Bündel über X
und sei A : E → F ein holomorpher Homomorphismus, der in jeder Faser rechtsinver-
tierbar ist. Dann ist KerA ein direktes holomorphes Unterbündel von E .
Beweis. Sei z∗ ∈ X gegeben und sei E der zu z∗ gehörende Banachraum bzgl. E .
Wir müssen zeigen, dass es eine lokale, holomorphe Trivialisierung (U, Q, E) von
E , mit z∗ ∈ U, sowie einen stetig projizierten Unterraum E˜ von E gibt, so dass
QKerA


U = U × E˜
gilt. Zunächst wählen wir beliebige lokale holomorphe Trivialisierungen
QE : E


V → V × E
und
QF : F


V → V × F,
mit z∗ ∈ V. Sei nun Aˆ : V → L(E, F) die Operatorfunktion mit der Eigenschaft
QF ◦ A ◦Q−1E (z, v) =
 
Aˆ(z)v

, (2.48)
für jedes z ∈ V und v ∈ E. Dann ist Aˆ holomorph mit rechtsinvertierbaren Wer-
ten. Dann gibt es nach eventueller Verkleinerung von V zu U ⊆ V wegen Lemma
2.32 eine holomorphe Operatorfunktion B : U → L(F, E) mit der Eigenschaft
AˆB = idF.
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Wegen Lemma 2.37 hat die Operatorfunktion BAˆ nur Werte in Projektoren und
es gilt
KerAˆ(z) = Ker[B(z) ◦ Aˆ(z)], (2.49)
für jedes z ∈ U. Da BAˆ nur Werte in Projektoren hat, hat die holomorphe Opera-
torfunktion P := I − BAˆ ebenfalls nur Werte in Projektoren. Es gilt
Ker[B(z) ◦ Aˆ(z)] = Im[I − B(z) ◦ Aˆ(z)] = ImP(z),
für jedes z ∈ U. Folglich ist wegen (2.49) der Kern von Aˆ(z) für jedes z ∈ U das
Bild eines Projektors P(z). Nach Folgerung 2.36 ist

z∈U{z} × KerAˆ(z) ein di-
rektes holomorphes Unterbündel von X × E. Dann gibt es nach eventueller Ver-
kleinerung von U eine lokale, holomorphe Trivialisierung (U, Θ˜, E˜) von X × E,
wobei E˜ ein stetig projizierter Unterraum von E ist, mit der Eigenschaft
Θ˜

z∈U
{z} × KerAˆ(z)

= U × E˜. (2.50)
Dann leistet der Isomorphismus Θ := Θ˜ ◦ΘE

U : E

U → U× E das Gewünschte,
denn nach (2.48) und (2.50) gilt für jedes z ∈ U die Gleichung
Θ

KerA

z

= Θ˜

ΘE (KerA

z)

= Θ˜
{z} × KerAˆ(z) = {z} × E˜.
Satz 2.40. Seien E und F holomorphe Banachraum-Bündel über X ⊆ C offen und sei
A : E → F ein Homomorphismus, der in jeder Faser rechtsinvertierbar ist. Sei zudem
U = {Ui}i∈I eine offene Überdeckung von X. Dann gilt
H1(U ,OKerA) = 0.
Beweis. Nach Satz 2.39 und Bemerkung 2.10 ist KerA ein holomorphes Banach-
raum-Bündel über X. Dann folgt der Beweis direkt aus Satz 2.31.
Satz 2.41. Seien E und F holomorphe Banachraum-Bündel über X ⊆ C offen, sei
A : E → F ein Homomorphismus, der in jeder Faser rechtsinvertierbar ist, und sei
A˜ : X → Hom(E ,F ) der definierende Schnitt von A. Dann gibt es für jeden Schnitt
f ∈ OF (X) einen Schnitt u ∈ OE (X) mit der Eigenschaft
A˜(z)u(z) = f (z),
für jedes z ∈ X.
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Beweis.Wir wählen eine offene Überdeckung U = {Ui}i∈I von X. Nach Folge-
rung 2.33 gibt es Schnitte gi ∈ OE (Ui) mit der Eigenschaft
A(z)gi(z) = f (z), (2.51)
für z ∈ Ui. Sei nun {gij}i,j∈I ∈ Z1
U ,OE ein holomorpher 1-Kozyklus mit der
Eigenschaft
gij = gi − gj, (2.52)
auf Ui ∩Uj. Zusammen mit der Eigenschaft (2.51) folgt daraus
A(gij) = A(gi)− A(gj) = f − f = 0,
auf Ui ∩Uj. Also gilt {gij}i,j∈I ∈ Z1
U ,OKerA. Nach Satz 2.40 gibt es eine
0-Kokette {vi}i∈I mit vi ∈ OKerA(Ui), so dass auf Ui ∩Uj die Gleichung
gij = vi − vj
gilt. Zusammen mit der Gleichung (2.52) folgt daraus auf Ui ∩Uj die Gleichung
vi − vj = gi − gj.
Also gilt auf Ui ∩Uj die Gleichung
gi − vi = gj − vj.
Wir setzen nun u := gi − vi auf Ui und erhalten einen Schnitt u ∈ OE (X) mit der
gewünschten Eigenschaft.
Satz 2.42. Seien E und F holomorphe Banachraum-Bündel über X ⊆ C offen und sei
A : E → F ein holomorpher Homomorphismus, der in jeder Faser rechtsinvertierbar ist.
Dann gibt es einen holomorphen Homomorphismus B : F → E mit der Eigenschaft
AB = id, (2.53)
auf X.
Beweis. Sei A˜ : X → Hom(E ,F ) der definierende Schnitt von A. Seien zudem
E˜ := Hom(F , E) und F˜ := Hom(F ,F ) (siehe Definition 2.13). Wir definieren
einen holomorphen Schnitt Aˆ : X → Hom(E˜ , F˜ ), für z ∈ X und
R ∈ E˜z = L(Fz, Ez), durch die Gleichung
Aˆ(z)

(R) = A˜(z)R.
Wir wollen zunächst zeigen, dass Aˆ faserweise rechtsinvertierbar ist. Sei also
z0 ∈ X gegeben. Nach Voraussetzung ist A˜(z0) ∈ L(Ez0 ,Fz0) rechtsinvertierbar.
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Das heißt, dass es einen Operator B ∈ L(Fz0 , Ez0) gibt, der die Eigenschaft A˜(z0)B =
idFz0 hat. Wir definieren einen Operator Bˆ ∈ L(F˜z0 , E˜z0) durch die Gleichung
Bˆ(S) = BS,
für S ∈ F˜z0 . Dann gilt
(AˆBˆ)(S) = Aˆ(Bˆ(S)) = A˜(BS) = A˜(z0)BS = idFz0 S = S,
für alle S ∈ F˜z0 . Also ist Bˆ in der Faser von z0 eine Rechtsinverse von Aˆ. Wir
betrachten nun den Schnitt f = id : X → F˜ , welcher jedem z ∈ X den identischen
Operator idz aus F˜z zuordnet. Da Aˆ faserweise rechtsinvertierbar ist und
f ∈ OF˜ (X) gilt, gibt es nach Satz 2.41 einen holomorphen Schnitt u : X → E˜ mit
der Eigenschaft
Aˆ(z)u(z) = idz,
für jedes z ∈ X. Dann erfüllt der durch u definierte holomorphe Homomorphis-
mus B : F → E die Gleichung (2.53). Dies beendet den Beweis.
Satz 2.43. Sei E ein holomorphes Banachraum-Bündel über X ⊆ C offen mit der cha-
rakteristischen Faser E. Dann gibt es für jede kompakte Menge K ⊆ X eine Umgebung
U ⊆ X von K und holomorphe Homomorphismen
A : U × (E⊕ E)→ E  U
und
B : E  U → U × (E⊕ E)
mit der Eigenschaft
AB = id,
auf U.
Für den Beweis benutzen wir die folgenden beiden Lemmata.
Lemma 2.44. Sei X ⊆ C offen und seien U1 und U2 zwei offene, einfach zusammen-
hängende Mengen mit X = U1 ∪U2. Sei zudem E ein holomorphes Banachraum-Bündel
über X mit der charakteristischen Faser E. Dann gibt es einen holomorphen Homomor-
phismus F : X× (E⊕ E)→ E , dessen Werte rechtsinvertierbar sind.
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Beweis.Nach Satz 2.18 gibt es zwei Isomorphismen Γ1 : E

U1
→ U1 × E und
Γ2 : E

U2
→ U2 × E. Sei nun (Γ−11 , 0) : U1 × E⊕ E → E

U1
die Abbildung mit der
Eigenschaft (Γ−11 , 0)(z1, v1, v2) = Γ
−1
1 (z1, v1) für z1 ∈ U1, z2 ∈ U2 sowie
v1, v2 ∈ E und entsprechend sei (Γ−12 , 0) : U1 × E ⊕ E → E

U2
die Abbildung
mit der Eigenschaft (Γ−12 , 0)(z2, v1, v2) = Γ
−1
2 (z2, v2). Dann gilt auf U1 ∩ U2 die
Gleichung
(Γ−11 , 0) = (0, Γ
−1
2 )

I 0
Γ2Γ−11 I

I −Γ1Γ−12
0 I

,
wobei I den Einheitsoperator in E bezeichnet. Da die Werte von
I 0
Γ2Γ−11 I

I −Γ1Γ−12
0 I

zur Zusammenhangskomponente der Eins in GL(E ⊕ E) gehören, gibt es nach
[GL], Theorem 0.0.1, holomorphe Operatorfunktionen Ni ∈ OGL(E⊕E)(Ui) für
i ∈ {1, 2} mit
N2N−11 =

I 0
Γ2Γ−11 I

I −Γ1Γ−12
0 I

,
wobei wir die rechte Seite als Operatorfunktion auffassen.
Wir setzen nun Φ := (Γ−11 , 0)N1 auf U1 und Φ := (0, Γ
−1
2 )N2 auf U2. Da die
Werte von Γ1 und Γ2 rechtsinvertierbar sind, ist Φ in jeder Faser von X× (E⊕ E)
rechtsinvertierbar.
Lemma 2.45. Sei X ⊆ C eine offene Menge, und sei K ⊆ X kompakt. Dann gibt es zwei
einfach zusammenhängende offene Teilmengen U1 und U2 von X mit K ⊆ U1 ∪U2.
Beweis. Für j, k ∈ Z und #> 0 sei
V#jk :=

z ∈ C j#− 3#
4
< Re z < j#+ 3#
4
und k#− 3#
4
< Imz < k#+ 3#
4

.
Zudem sei W#j die Vereinigung aller Vjk mit Vjk ⊆ X. Schließlich seien
U#1 :=

j∈Z, j gerade
W#j
und
U#2 :=

j∈Z, j ungerade
W#j .
Offenbar sind die Mengen U#1 und U
#
2 einfach zusammenhängende offene Teil-
mengen von X. Da K eine kompakte Teilmenge von X ist, gilt nun außerdem
K ⊆ U#1 ∪ U#2, sobald # hinreichend klein ist. Es genügt also ein # > 0 hinrei-
chend klein zu wählen. Dann leisten die Mengen U1 := U#1 und U2 := U
#
2 das
Gewünschte.
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Beweis von Satz 2.43. Aus Lemma 2.44 und Lemma 2.45 folgt, dass es eine of-
fene Menge U mit K ⊆ U ⊆ X gibt, so dass ein holomorpher Homomorphis-
mus A : U × (E ⊕ E) → E U existiert, der in jeder Faser rechtsinvertierbar ist.
Nach Satz 2.42 folgt dann die Existenz eines holomorphen Homomorphismus
B : E U → U × (E⊕ E) mit AB = id auf U.
Satz 2.46. Sei E ein holomorphes Banachraum-Bündel über X ⊆ C offen. Sei U eine
relativ kompakte, offene Teilmenge von X mit stückweisem C1-Rand, die einfach zusam-
menhängend bezüglich X ist. Dann gibt es für jeden stetigen Schnitt f : U → E , der in
U holomorph ist, und für jedes e > 0 einen holomorphen Schnitt f˜ : X → E mit der
Eigenschaft
max
z∈U
∥ f˜ (z)− f (z)∥ < e.
Beweis. Sei E die charakteristische Faser von E . Nach Satz 2.43 gibt es eine offene
Umgebung V ⊆ X von U und zwei holomorphe Homomorphismen
A : V × (E⊕ E)→ E V und B : E V → V × (E⊕ E) mit der Eigenschaft AB = id.
Nach dem Approximationssatz von Mergeljan (vgl. z. B. [GL] Theorem 2.2.1),
angewendet auf B f , gibt es einen holomorphen Schnitt g : X → X × (E⊕ E) mit
der Eigenschaft
max
z∈U
∥g(z)− B(z) f (z)∥ < e
maxz∈U ∥A(z)∥
.
Dann besitzt der holomorphe Schnitt f˜ := Bg die gewünschte Eigenschaft.
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3 Bündel von nicht-abelschen
Gruppen
3.1 Innere Bündel
In diesem Abschnitt führen wir den Begriff eines Banachalgebra-Bündels und ins-
besondere den eines inneren Banachalgebra-Bündels ein. Wir werden zudem zei-
gen, dass Banachalgebra-Bündel immer normierbar sind, siehe Lemma 3.6, und
dass innere Banachalgebra-Bündel, deren Basen einfach zusammenhängen, trivi-
al sind, siehe Satz 3.7.
Definition 3.1. Sei A eine Banachalgebra mit Einselement. Wir bezeichnen mit GA
die Gruppe aller invertierbaren Elemente aus A. Zudem bezeichnen wir mit G1A die
Zusammenhangskomponente von GA, die das Einselement enthält. Eine Abbildung
T : A → A heißt innerer Automorphismus von A, wenn es ein Element g ∈ GA
gibt, so dass für alle a ∈ A die Gleichung
Ta = g−1ag
gilt.
Definition 3.2. Ein holomorphes Banachraum-Bündel A über einer offenen Menge
X ⊆ C mit charakteristischer Faser, deren Repräsentanten A zusätzlich Banachalge-
bren mit Einselement sind, nennen wir ein holomorphes Banachalgebra-Bündel,
wenn für jedes x ∈ X eine lokale Trivialisierung (U, Q) von A existiert, so dass die
Banachraum-Isomorphismen Q(z) : A → {z} × A, z ∈ U, zusätzlich Banachalgebra-
Isomorphismen sind. Eine solche Trivialisierung von A heißt Banachalgebra-Triviali-
sierung. Unter einem Atlas eines holomorphen Banachalgebra-Bündels verstehen wir
einen Atlas, im Sinne von Definition 2.1, dessen Karten Banachalgebra-Isomorphismen
sind.
Definition 3.3. SeiA ein holomorphes Banachalgebra-Bündel mit der charakteristischen
Faser A über X ⊆ C offen und sei U = {Ui}i∈I eine Überdeckung von X. Wir nennen
einen Atlas {(Ui, Qi)}i∈I von A einen inneren Atlas, wenn die Werte der dazugehö-
renden Übergangsfunktionen innere Automorphismen von A sind.
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Das gilt, wenn es einen Kozyklus{gij(z)}i,j∈I ∈ Z1
U ,OGA gibt, so dass
Θi ◦Θ−1j (z, v) =

z, gji(z)vgij(z)

,
für alle i, j ∈ I, z ∈ Ui ∩Uj und v ∈ A, gilt. Ein holomorphes Banachalgebra-Bündel
auf dem ein innerer Atlas ausgezeichnet ist, nennen wir ein inneres Banachalgebra-
Bündel. Eine holomorphe Trivialisierung (U,Θ) von A heißt innere Trivialisierung,
wenn die Werte der Übergangsfunktion von U nach Ui für jedes i ∈ I innere Automor-
phismen sind.
Definition 3.4. Seien A1 und A2 zwei innere Banachalgebra-Bündel mit der gemeinsa-
men charakteristischen Faser A und seien {(Ui,Θ1,i)}i∈I sowie {(Ui,Θ2,i)}i∈I innere
Atlanten von A1 bzw. A2. Eine Abbildung Γ : A1 → A2 heißt innerer Isomorphis-
mus vonA1 nachA2, wenn es für jedes i ∈ I eine holomorphe Abbildung g : Ui → GA
gibt, so dass für x ∈ Ui und a ∈ A gilt:
Θ2,i ◦ Γ ◦Θ−11,i (x, a) =

x, g−1(x)ag(x)

.
Definition 3.5. Unter einer Banachalgebra-Norm auf einem Banachalgebra-Bündel
A verstehen wir eine positive, stetige Funktion ∥ · ∥A auf A, deren Einschränkung auf
jeder Faser Az eine Banachalgebra-Norm ist, welche die Topologie von Az erzeugt.
Lemma 3.6. Sei A ein Banachalgebra-Bündel über X ⊆ C offen. Dann gibt es eine
Banachalgebra-Norm auf A.
Beweis. Wir wählen einen Atlas {(Ui,Θi)}i∈I , eine Norm ∥ · ∥A von A und ei-
ne Zerlegung der Eins {c i}i∈I zu {Ui}i∈I . Wir können o.B.d.A. annehmen, dass
{Ui}i∈I lokal endlich ist. Dann ist nach Definition 2.11 für a ∈ A durch
∥a∥∗A :=∑
i∈I
c i(p (a))∥Θi(a)∥A
eine Banachraum-Norm von A gegeben, wobei p : A → X die Projektion von A
ist. Wir betrachten nun zwei Karten (Ui,Θi) und (Uj,Θj). Nach eventuellem Ver-
kleinern der Mengen Ui und Uj können wir annehmen, dass die Trivialisierung
Θi in einer Umgebung von Ui und Θj in einer Umgebung von Uj holomorph ist.
Offensichtlich gilt für a ∈ A und i, j ∈ I mit p (a) ∈ Ui ∩Uj die Gleichung
Θi(a) = Θi ◦Θ−1j ◦Θj(a).
Sei nun f j : A → A die Abbildung mit Θj(a) = (p (a), f j(a)), dann folgt die
Gleichung
∥Θi(a)∥A = ∥Θi ◦Θ−1j (p (a), f j(a))∥A. (3.1)
Sei nun gij : Ui ∩Uj → GL(A) die Funktion mit
(Θi ◦Θ−1j )(p (a), v) = (p (a), gij(p (a))v).
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Daraus folgt zusammen mit (2.2) für a ∈ A und v ∈ A
π(a) die Ungleichung
∥(Θi ◦Θ−1j )(π(a), v)∥A = ∥(π(a), gij(π(a)v)∥A
= ∥gij(π(a))v∥A
≤ ∥gij(π(a))∥L(A)∥v∥A
= ∥gij(π(a))∥L(A)∥(π(a), v)∥A.
(3.2)
Seien Cij die Konstanten mit der Eigenschaft Cij = maxz∈Ui∩Uj ∥gij(z)∥L(A). Dann
gilt wegen (2.2), (3.1) und (3.2) die Ungleichung
∥Θi(a)∥A = ∥Θi ◦Θ−1j (π(a), f j(a))∥A
≤ ∥gij(π(a))∥L(A)∥(π(a), f j(a))∥A
= ∥gij(π(a))∥L(A)∥Θj(a)∥A
≤ Cij∥Θj(a)∥A.
(3.3)
Wir wählen nun eine stetige Funktion C : X → R+ mit
C(z) > Cij, (3.4)
für alle i, j ∈ I und z ∈ Ui ∩U j. Da die Überdeckung {Ui}i∈I als lokal endlich
angenommen wurde, können wir für jedes z ∈ Ui einen Index k ∈ I finden, so
dass für alle Indizes j ∈ I mit z ∈ Uj und alle a ∈ Az die Ungleichung
∥Θk(a)∥A ≤ ∥Θj(a)∥A
gilt. Also existiert für z ∈ X und a ∈ Az das Minimum minj:z∈Uj ∥Θj(a)∥A. Auf-
grund der Ungleichungen (3.3) und (3.4) gilt für a ∈ A die Ungleichung
∥a∥∗A =∑
i∈I
χi(π(a))∥Θi(a)∥A ≤ C(π(a))∑
i∈I
χi(π(a)) min
j:π(a)∈Uj
∥Θj(a)∥A.
Daraus folgt durch einfaches Umformen für jedes a ∈ A die Abschätzung
∥a∥∗A ≤ C(π(a)) min
j:π(a)∈Uj
∥Θj(a)∥A
=
C(π(a))
∑i∈I χ2i (π(a))
∑
i∈I
χ2i (π(a)) min
j:π(a)∈Uj
∥Θj(a)∥A
≤ C(π(a))
∑i∈I χ2i (π(a))
∑
i∈I
χ2i (π(a))∥Θi(a)∥A.
(3.5)
Da die Trivialisierungen {Θi}i∈I Isomorphismen sind, folgt aus der Ungleichung
(3.5) für z ∈ X und a, b ∈ Az die Ungleichung
∥ab∥∗A ≤
C(z)
∑i∈I χ2i (z)
∑
i∈I
χ2i (z)∥Θi(ab)∥A
=
C(z)
∑i∈I χ2i (z)
∑
i∈I
χ2i (z)∥Θi(a)Θi(b)∥A.
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Da ∥ · ∥A eine Banachalgebra-Norm ist, folgt daraus
∥ab∥∗A ≤
C(z)
∑i∈I χ2i (z)
∑
i∈I
χ2i (z)∥Θi(a)∥A∥Θi(b)∥A
≤ C(z)
∑i∈I χ2i (z)
∑
i∈I
χi(z)∥Θi(a)∥A ∑
m∈I
χm(z)∥Θm(b)∥A
=
C(z)
∑i∈I χ2i (z)
∥a∥∗A∥b∥∗A.
Wir setzen nun C∗(z) := C(z)
∑i∈I χ2i (z)
und es folgt, dass für die durch
∥a∥A := C∗(z)∑
i∈I
χi(z)∥Θi(a)∥A
definierte Banachraum-Norm ∥ · ∥A von A gilt
∥ab∥A = C∗(z)∑
i∈I
χi(z)∥Θi(ab)∥A
≤ (C∗(z))2∑
i∈I
χi(z)∥Θi(a)∥A ∑
m∈I
χm(z)∥Θm(b)∥A = ∥a∥A∥b∥A.
Also ist ∥ · ∥A eine Banachalgebra-Norm auf A.
Satz 3.7. Sei A ein inneres Banachalgebra-Bündel über X ⊆ C mit der charakteris-
tischen Faser A und sei X offen und einfach zusammenhängend. Dann gibt es einen
inneren Isomorphismus Γ : A → X× A.
Beweis. Da A ein inneres Banachalgebra-Bündel ist, gibt es nach Definition 3.3
einen holomorphen Kozyklus {gij}i,j∈I ∈ Z1
  U ,OGA  , so dass
Θi ◦Θ−1j (z, h) =
 
z, gij(z)hgji(z)

gilt, wobei U = {Ui}i∈I eine Überdeckung von X ist, z ∈ Ui ∩ Uj, h ∈ A gilt
und {(Ui,Θi)}i∈I Trivialisierungen vonA sind. Da X einfach zusammenhängend
ist, gibt es nach Satz 2.17 eine Familie von holomorphen Funktionen { fi}i∈I mit
fi : Ui → GA, so dass
gij = fi f−1j (3.6)
auf Ui ∩Uj gilt. Sei nun Γi : Ui × A → Ui × A für jedes i ∈ I der innere Isomor-
phismus mit
Γi(z, h) =

z, fi(z)h f−1i (z)

für h ∈ A. Dann ist durch Γi ◦Θi ein innerer Isomorphismus von A


Ui
nach
Ui × A definiert.
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Des Weiteren gilt
Θi ◦Θ−1j (z, h) =

z, gij(z)hgji(z)

,
für z ∈ Ui ∩Uj und h ∈ A. Wegen Gleichung (3.6) können wir dies schreiben in
der Form
Θi ◦Θ−1j (z, h) = Γ−1i ◦ Γj(z, h).
Folglich gilt die Gleichung
Γi ◦Θi = Γj ◦Θj
auf AUi∩Uj . Dann können wir einen inneren Isomorphismus Γ : A → X × A
durch
Γ = Γi ◦Θi
auf Ui für jedes i ∈ I definieren.
3.2 Formulierung des Hauptresultates
Wir werden in diesem Abschnitt zunächst einige Begriffe, insbesondere den des
holomorphen G-Bündels, einführen, welche wir für die Formulierung von Satz
3.13 (siehe unten) benötigen. Dieser ist das Herzstück dieser Arbeit und wird
ebenfalls in diesem Abschnitt formuliert. Am Ende diesen Abschnitts werden
wir dann noch zeigen, dass es genügt Satz 3.13 für die Garbe OGm,1 zu beweisen
und werden einen Beweis für Teil 1 von Satz 3.13 führen. Den Beweis von Teil 2
von Satz 3.13 werden wir später in Abschnitt 3.5 und für Teil 3 von Satz 3.13 in
Abschnitt 3.6 angeben.
Definition 3.8. Sei X ⊆ C offen, A eine Banachalgebra mit Einselement und sei G eine
offene Untergruppe von GA. Eine Menge G heißt holomorphes G-Bündel über X,
wenn es ein inneres Banachalgebra-Bündel A mit der charakteristischen Faser A gibt, so
dass G eine Teilmenge von GA ist, mit der Eigenschaft:
Es gibt einen inneren Atlas
Θi : A

Ui
→ Ui × A,
für i ∈ I, von A, der die folgenden beiden Eigenschaften hat:
1. Ist Gz := G ∩Az, so gilt ΘiGz = {z} × G, für jedes i ∈ I und z ∈ Ui.
2. Es gibt einen Kozyklus g = {gij}i,j∈I ∈ Z1
{Ui}i∈I ,OG mit den Eigenschaften
Θi ◦Θ−1j (z, v) =

z, gij(z)vgji(z)

,
für jedes z ∈ Ui ∩Uj und v ∈ A.
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Unter einemSchnitt von G verstehen wir einen Schnitt von A, dessen Werte alle in G
liegen. Mit OG bezeichnen wir die Garbe aller holomorphen Schnitte von G. Mit CG be-
zeichnen wir die Garbe aller stetigen Schnitte von G. Wir nennen A ein Bündel, welches
G erzeugt.
Definition 3.9. Wir nennen eine Abbildung m : X → N Vielfachheiten-Funktion
für X, wenn {z ∈ X  m(z) ̸= 0} Häufungspunkte höchstens auf ¶X hat.
Definition 3.10. Sei E ein Banachraum-Bündel über X ⊆ C offen. Sei m eine Vielfachhei-
ten-Funktion von X und sei W die Menge ihrer Nicht-Nullstellen. Dann bezeichnen wir
mit OEm,0 die Garbe, die jeder offenen Menge U ⊆ X den Raum OEm,0(U) zuordnet, der
aus den holomorphen Schnitten f : U → E besteht, die die folgende Bedingung erfüllen:
f (z) = O

|z− w|m(w)

,
für w ∈ W und z → w. Wir nennen OEm,0 die Garbe mit vorgegebenen Nullen in
OE , welche von m erzeugt wird.
Definition 3.11. Sei A ein Banachalgebra-Bündel über X ⊆ C offen. Die offene Teil-
menge
GA := [
z∈X
GAz
von A heißt Bündel der invertierbaren Elemente von A. Für U ⊆ X, offen, sei
GOA(U) die Gruppe der holomorphen Schnitte f : U → GA.
Definition 3.12. Sei A ein Banachalgebra-Bündel über X ⊆ C offen mit der charak-
teristischen Faser A. Sei m eine Vielfachheiten-Funktion von X und sei W die Men-
ge ihrer Nicht-Nullstellen. Dann bezeichnen wir mit OGAm,1 die Garbe, die jeder offenen
Menge U ⊆ X die Gruppe OGAm,1 (U) zuordnet, welche aus den holomorphen Schnitten
f : U → GA besteht, die die folgende Bedingung erfüllen:
f − 1 ∈ OAm,0(U).
Wir nennenOGAm,1 die Garbe mit vorgegebenen Einsen inOGA, welche von m erzeugt
wird.
Sei nun G eine Untergruppe von GA und sei G ein holomorphes G-Bündel über X,
welches von A erzeugt wird. Dann bezeichnen wir mit OGm,1 die Untergarbe von OAm,1,
die jeder offenen Menge U ⊆ X die UntermengeOGm,1(U) vonOAm,1(U) zuordnet, deren
Elemente Bilder nur in G haben.
Mit CGm,1 bezeichnen wir die Garbe, die jeder offenen Menge U ⊆ X die Gruppe CGm,1(U)
aller stetigen Schnitte f : U → GA mit f (z) ∈ G1A, für alle z ∈ U mit der Eigenschaft
m(z) ̸= 0, zuordnet.
Ziel dieser Arbeit ist es den folgenden Satz zu beweisen. Für Bezeichnungen und
Terminologie sei auf den Anhang 4 verwiesen.
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Satz 3.13. Sei X ⊆ C offen und sei A eine Banachalgebra mit Einselement. Sei zudem
G eine offene Untergruppe von GA und G ein holomorphes G-Bündel über X. Sei m
eine Vielfachheitenfunktion von X und sei F eine Untergarbe von OG , so dass OGm,1 eine
Untergarbe von F ist. Dann gelten die folgenden drei Aussagen:
1. Angenommen, die Gruppe G ist zusammenhängend. Dann zerfällt jeder 1-Kozyklus
mit Werten in F .
2. Jeder 1-Kozyklus mit Werten inF , der als CGm,1-Kozyklus zerfällt, zerfällt auch alsF -Kozyklus.
3. Jedes Paar von Kozyklen mit Werten in F , die als CGm,1-Kozyklen äquivalent sind,
ist F -äquivalent.
Bemerkung 3.14. Offensichtlich folgt, im Fall G = X × G, der Satz 1.2 direkt aus Teil
3 von Satz 3.13.
Wir werden nun und im verbleibenden Teil der Arbeit einen Beweis von Satz
3.13 erbringen. Dabei wird uns in den Beweisen von Teil 2 und Teil 3 die folgende
Vereinfachung von großem Nutzen sein.
Lemma 3.15. Es genügt Satz 3.13 für den Fall zu beweisen, in dem F = OGm,1 gilt.
Beweis. Angenommen, wir hätten Satz 3.13 für die Garbe F = OGm,1 gezeigt. Sei
nun U eine offene Überdeckung von X und sei f ∈ Z1(U ,F ) gegeben. SeiZ die
Menge aller Nicht-Nullstellen von m. Da Z ∩ X diskret und abgeschlossen in X
ist, können wir für jeden Punkt z ∈ X eine offene Umgebung Vz ⊆ X, z ∈ Vz
nden, welche in mindestens einer der offenen Mengen von U enthalten ist, so
dass
Vz ∩ Z =
 {z} falls z ∈ Z,
˘ sonst.
Dann ist V := {Vz}z∈X eine offene Überdeckung von X und eine Verfeinerung
von U . Sind nun z, w zwei verschiedene Punkte aus X, so gilt Z ∩ Vz ∩ Vw = ˘ .
Daraus folgt die Gleichung OGm,1 (Vz ∩Vw) = OG (Vz ∩Vw). Da nach Vorausset-
zung
OGm,1 (Vz ∩Vw) ⊆ F (Vz ∩Vw) ⊆ OG (Vz ∩Vw)
gilt, folgt daraus des Weiteren
OGm,1 (Vz ∩Vw) = F (Vz ∩Vw) = OG (Vz ∩Vw) , (3.7)
für alle z, w ∈ X mit z ̸= w.
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Wir werden nun zeigen, dass Teil 1 von Satz 3.13 gilt, wenn er für die Garbe
F = OGm,1 gilt . Wir wählen einen Kozyklus f ∗ ∈ Z1 (V ,F ), der von f induziert
ist. Wegen (3.7) ist f ∗ ein Kozyklus aus Z1

V ,OGm,1

. Da wir nach Voraussetzung
schon gezeigt haben, dass Teil 1 von Satz 3.13 für die Garbe OGm,1 gilt, folgt dass
f ∗ ein OGm,1-trivialer Kozyklus ist. Nach Folgerung 4.10 ist dann f ebenfalls
OGm,1-trivial. Da aberOGm,1 eine Untergarbe vonF ist, folgt daraus dieF -Trivialität
von f .
Wir wollen nun Teil 3 von Satz 3.13 zeigen. Seien f , g ∈ Z1 (U ,F ) zwei
CGm,1-äquivalente Kozyklen. Wir wählen zwei Kozyklen f ∗, g∗ ∈ Z1 (V ,F ), die
von f bzw. g induziert sind. Wegen (3.7) gilt f ∗, g∗ ∈ Z1

V ,OGm,1

. Da f und g
CGm,1-äquivalent sind, folgt aus Satz 4.9, dass f ∗ und g∗ auch CGm,1-äquivalent sind.
Da wir nach Voraussetzung schon gezeigt haben, dass Teil 3 von Satz 3.13 für die
Garbe OGm,1 gilt, folgt, dass f ∗ und g∗ OGm,1-äquivalent sind. Nach Satz 4.9 sind
dann f und g ebenfallsOGm,1-äquivalent. DaOGm,1 eine Untergarbe von F ist, folgt
daraus die F -Äquivalenz von f und g. Da Teil 2 von Satz 3.13 direkt aus Teil 3
von Satz 3.13 folgt, ist der Beweis beendet.
Wir wollen nun Teil 1 von Satz 3.13 im allgemeinen Fall beweisen. Dazu benöti-
gen wir jedoch folgendes Lemma.
Lemma 3.16. Sei X ⊆ C offen und A eine Banachalgebra mit Einselement. Sei zudem G
eine offene, zusammenhängende Untergruppe von GA und G ein holomorphes G-Bündel
über X. Dann ist G holomorph isomorph zum Produktbündel X× G.
Beweis. Der Beweis ist analog zum Beweis von Satz 3.7, da ein Kozyklus
gij ∈ Z
U ,OG nach Satz 2.17 auch zerfällt, wenn G zusammenhängend ist.
Beweis von Teil 1 von Satz 3.13. Nach Lemma 3.16 ist G holomorph isomorph
zum Produktbündel X × G. Dann folgt die Behauptung direkt aus Teil ii) von
Theorem 9.2.1 in [GL].
Bemerkung 3.17. Offensichtlich folgt Teil 2 von Satz 3.13 aus Teil 3. Wir werden aber
zuerst Teil 2 beweisen und daraus Teil 3 folgern. Dazu benötigen wir zum Einen eine
neue Version des Cartanschen Lemmas, welche wir im folgenden Abschnitt angeben und
beweisen werden und zum Anderen den Begriff der einfachen Erweiterung, den wir in
Abschnitt 3.4 einführen.
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3.3 Das Cartansche Lemma
Wir werden in diesem Abschnitt eine neue Version des Cartanschen Lemmas,
Satz 3.21, formulieren und beweisen. Dazu werden wir den Begriff eines Cart-
anschen Paares einführen sowie eine Reihe von Hilfssätzen angeben und zeigen.
Wir gehen in diesem Kapitel davon aus, dass auf jedem Banachraum-Bündel eine
Norm und auf jedem Banachalgebra-Bündel eine Banachalgebra-Norm gewählt
wurde.
Definition 3.18. Sei X ⊆ C offen und sei E ein Banachraum-Bündel über X. Ist U eine
offene, relativ kompakte Teilmenge von X, so bezeichnen wir mit OE (U) den Banach-
raum, welcher aus allen Schnitten f : U → E besteht, die holomorph in U und stetig auf
U sind.
Ist m eine Vielfachheiten-Funktion von X und E ein Banachraum-Bündel über X, so
bezeichnen wir mit OEm,0(U) den Banachraum
n
f ∈ OE (U)  f (z) = O

|z− w|m(w)

für w ∈ X und z → w
o
.
Definition 3.19. Sei X ⊆ C offen, A ein Banachalgebra-Bündel über X und sei U ei-
ne offene und relativ kompakte Teilmenge von X. Dann bezeichnen wir mit CGA(U) die
Gruppe aller stetigen Schnitte f von GA über U und mit CGAm,1
 
U

bezeichnen wir die
Gruppe aller stetigen Schnitte f von GA über U, mit der Eigenschaft f (z) ∈ G1Az, für
m(z) ̸= 0, versehen mit der Topologie der gleichmäßigen Konvergenz auf U. Zudem be-
zeichnen wir mit OGA(U) die Gruppe aller stetigen Schnitte f : U → GA, die in U ho-
lomorph sind. Ist m eine Vielfachheiten-Funktion von X, so bezeichnen wir mitOGAm,1 (U)
die Untergruppe vonOA(U), welche aus den Schnitten f mit f − 1 ∈ OAm,o(U) besteht.
Wir werden nun im weiteren Verlauf des Kapitels Abbildungen der Form
f : [0, 1] → CGA   U 
betrachten. Wir fassen diese auch als Abbildungen auf [0, 1] × U auf. Entspre-
chend werden wir dann f (t, z) anstelle von ( f (t)) (z), für t ∈ [0, 1] und z ∈ U
schreiben. Zudem schreiben wir f (t) = 1, um auszudrücken, dass f (t, z) = 1 für
jedes z ∈ U gilt, wobei 1 das Einselement in GAz ist. Entsprechend verfahren wir
auch bei Abbildungen mit Werten in CGA(U).
Definition 3.20. Wir nennen ein Paar (D1, D2), von offenen, relativ kompakten Mengen
D1, D2 ⊆ C ein Cartansches Paar, wenn folgende Bedingungen erfüllt sind:
1. Die Mengen D1, D2, D1 ∩D2 und D1 ∪D2 sind nicht leer und haben einen stück-
weisen C1-Rand.
2. Die Menge D1 ∩ D2 ist einfach zusammenhängend.
3. Es gilt (D1 \ D2) ∩ (D2 \ D1) = ˘ .
Ziel dieses Kapitels ist es den folgenden Satz zu beweisen.
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Satz 3.21. Sei A ein inneres Banachalgebra-Bündel über X ⊆ C offen. Sei m eine
Vielfachheiten-Funktion von X und sei (D1, D2) ein Cartansches Paar mit
D1∪ D2 ⊆ X. Dann gilt:
1. Sei m(z) = 0 für z ∈ ¶D1∪ ¶D2, sei e > 0 und sei
f : [0, 1] → CGAm,1
 
D1∩ D2

stetig mit f (0) = 1 und f (1) ∈ OGAm,1
 
D1∩ D2

. Dann gibt es zwei stetige
Abbildungen
f j : [0, 1] → CGAm,1
 
Dj

,
für j ∈ {1, 2}, mit f j(0) = 1 und f j(1) ∈ OGAm,1
 
Dj

, so dass
a) f = f1 f2 auf [0, 1]×
 
D1∩ D2

.
b) ∥ f1(t, z) − 1∥ < e für alle (t, z) ∈ [0, 1]× D1.
2. Für jede Umgebung U1 ⊆ X von D1 gibt es eine Umgebung U ⊆ X von D1∪D2,
so dass Folgendes gilt: Für jede stetige Abbildung
f : [0, 1] → CGA (U1) ,
mit f (0) = 1 und f (1) ∈ OGAm,1 (U1), und jedes e > 0 gibt es eine stetige Abbil-
dung
f : [0, 1] → CGA(U)
mit f (0) = 1 und f (1) ∈ OGAm,1(U), so dass
∥ f (t, z) − f (t, z)∥A < e,
für alle (t, z) ∈ [0, 1]× D1, gilt.
Definition 3.22. Sei U ⊆ C beschränkt und sei A eine Banachalgebra mit Einselement.
Mit r
 
U

bezeichnen wir die Gruppe aller stetigen Abbildungen
f : [0, 1] → CGA   U 
mit den Eigenschaften f (0) = 1 und f (1) ∈ OGA   U  . Diese betrachten wir als topolo-
gische Gruppe versehen mit der Topologie der gleichmäßigen Konvergenz.
Lemma 3.23. Sei U ⊆ C beschränkt, einfach zusammenhängend und habe einen stück-
weisen C1-Rand. Dann ist r
 
U

zusammenhängend.
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Beweis.Wir können ohne Beschränkung der Allgemeinheit annehmen, dass U
zusammenhängend ist. Nach dem Riemannschen Abbildungssatz (mit Ränder-
zuordnung) genügt es den Fall
U = {z ∈ C  |z| < 1}
zu betrachten. Sei nun f ∈ r   U  gegeben. Wir definieren eine stetige Abbildung
g : [0, 1]→ r   U  durch die Gleichung
(g(s)) (t, z) = f (t, (1− s)z) , (3.8)
für s, t ∈ [0, 1] und z ∈ U. Dann gilt g(0) = f und (g(1)) (t, z) = f (t, 0), für
t ∈ [0, 1] und z ∈ U, d. h. g ist ein stetiger Weg in r   U  , welcher f mit der
Abbildung f1 ∈ r
 
U

verbindet, die durch die Gleichung
f1(t, z) = f (t, 0),
für t ∈ [0, 1] und z ∈ U definiert wird.
Wir definieren eine weitere stetige Abbildung l : [0, 1] → r   U  durch die Glei-
chung
l (s) = f ((1− s)t, 0) , (3.9)
für s, t ∈ [0, 1]. Dann gilt l (1) = f (0) = 1 und l (0) = f1, d. h. l ist ein stetiger
Weg in r
 
U

der f1 und 1 verbindet.
Lemma 3.24. Sei U ⊆ C beschränkt und sei A eine Banachalgebra mit Einselement,
so dass r
 
U

zusammenhängend ist. Dann gibt es für jedes e > 0 und jede stetige
Abbildung f ∈ r   U  ein k-Tupel ( f1, · · · , fk) aus stetigen Abbildungen f j ∈ r
 
U

,
für j ∈ {1, · · · , k}, mit den Eigenschaften
max
(t,z)∈[0,1]×U
∥ f j(t, z)∥A < e
und
f = (1+ f1) · · · (1+ fk). (3.10)
Beweis. Sei W⊆ r   U  die Menge aller Abbildungen f der Form (3.10), mit einem
gewissen von f abhängigen k. Wir müssen zeigen, dass W offen, abgeschlossen
und nicht leer in r
 
U

ist.
Da f = 1 in W liegt, ist W nicht leer. Sei nun f ∈ W gegeben und sei U f die
Umgebung von f , welche alle Abbildungen g ∈ r   U  enthält, für die
max
(t,z)∈[0,1]×U
∥ f−1g− 1∥A < e
gilt. Dann gilt für jedes dieser g die Gleichung
g = f f−1g = (1+ f1) · · · (1+ fk)

1+

f−1g− 1
 
.
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Also gilt g ∈ Ω und folglich ist Ω offen.
Sei nun {gj}j∈I eine Folge von Abbildungen gi ∈ Ω die gegen ein f ∈ ρ

U

konvergieren. Dann gibt es ein j0 ∈ N mit
max
(t,z)∈[0,1]×U
∥g−1j0 f − 1∥A < ϵ.
Da gj0 die Form (3.10) hat, mit ∥ fi∥ < ϵ, gilt die Gleichung
f = gj0 g
−1
j0
f = ( 1 + f1) · · · (1 + fk)

1 +

g−1j0 f − 1

.
Folglich gilt f ∈ Ω. Damit ist auch die Abgeschlossenheit von Ω gezeigt.
Lemma 3.25. SeiA ein inneres Banachalgebra-Bündel über X ⊆ C offen und sei U eine
relativ kompakte, offene Teilmenge von X, mit stückweisem C1-Rand. Zudem sei
f : [0, 1] → CGA U
stetig mit f (0) = 1 und f (1) ∈ OGA U. Dann gibt es ein k-Tupel ( f1, · · · , fk) von
stetigen Abbildungen
f j : [0, 1] → CGA

U

mit j ∈ {1, · · · , k}, f j(0) = 1 und f j(1) ∈ OGA

U

, so dass
1. ∥ f j(t, z) − 1∥A < 1, für jedes j ∈ {1, · · · , k}, und (t, z) ∈ [0, 1]×U.
2. f = f1 · · · fk auf [0, 1]×U.
Beweis. Wir wählen zunächst eine einfach zusammenhängende Umgebung
U ⊆ X von D1 ∩ D2. Dann gibt es nach Satz 3.7 einen inneren Isomorphismus
Γ : AU → U × A.
Sei nun f˜ : [0, 1] → CA U die stetige Abbildung mit der Eigenschaft
Γ( f (t, z)) = z, f˜ (t, z), für (t, z) ∈ [0, 1]× D1 ∩ D2. Da f (0) = 1 gilt, haben wir
f (t, z) ∈ G1Az. Daraus folgt f˜ (t, z) ∈ G1A für, (t, z) ∈ (0, 1) × D1 ∩ D2. Da die
Menge D1 ∩ D2 kompakt ist, gibt es eine Konstante C < ∞ mit der Eigenschaft
∥Γ−1(z, v)∥A < C∥v∥A, (3.11)
für jedes (z, v) ∈ D1 ∩ D2 × A.
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Zudem folgt aus Lemma 3.23, zusammen mit Lemma 3.24, die Existenz eines
k-Tupels ( f˜1, · · · , f˜k) von stetigen Abbildungen f˜i : [0, 1] → CGA

U

mit den
Eigenschaften f˜i(0) = 1, f˜i(1) ∈ OG1 A(D1 ∩ D2) und
∥1− f˜i(t, z)∥A < 1C ,
für alle i ∈ {1, · · · , k} und (t, z) ∈ [0, 1]× D1 ∩ D2, sowie
f˜ = f˜1 · · · f˜k.
Dann haben wegen (3.11) die stetigen Abbildungen fi : [0, 1] → CGA

U

, wel-
che durch fi(t, z) := Γ−1((z, f˜i(t, z))), für jedes i ∈ {1, · · · , k}, definiert sind, die
Eigenschaften fi(0) = 1, fi(1) ∈ OGA

D1 ∩ D2

und
∥1− fi(t, z)∥A = ∥Γ−1(z, 1− f˜i(t, z)∥A ≤ C∥1− f˜i(t, z)∥A < 1,
für jedes (t, z) ∈ [0, 1] × D1 ∩ D2. Also haben f1, · · · , fk die geforderten Eigen-
schaften.
Satz 3.26. Sei X ⊆ C offen und sei E ein Banachraum-Bündel über X sowie U ⊂ X eine
relativ kompakte Teilmenge von X, die bezüglich X einfach zusammenhängend ist. Sei m
eine Vielfachheitenfunktion von X, so dass m(z) = 0 für z ∈ ¶U gilt. Dann gibt es für
jede stetige Abbildung f : [0, 1] → CE (U), mit f (0) = 0 und f (1) ∈ OEm,0

U

, und
jedes e> 0 eine stetige Abbildung g : [0, 1]→ CE (X) mit den Eigenschaften g(0) = 0,
g(1) ∈ OEm,0(X) und
max
(t,z)∈[0,1]×U
∥g(t, z)− f (t, z)∥ < e.
Beweis. Nach dem Weierstraßschen Produktsatz gibt es auf X eine holomorphe
Funktion p mit der Eigenschaft
p(z) ̸= 0,
für alle z ∈ X mit m(z) = 0, welche an den Stellen z, an denen m(z) > 0 gilt,
Nullstellen der Ordnung m(z) hat. Sei nun für z ∈ U folgende Funktion definiert:
f ∗(z) := f (1, z)
p(z)
.
Dann gilt f ∗ ∈ OE (U). Folglich gibt es nach Satz 2.46 einen Schnitt f˜ ∗ ∈ OE (X)
mit der Eigenschaft
max
z∈U
∥ f ∗(z)− f˜ ∗(z)∥E < emaxz∈U |p(z)|
. (3.12)
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Wir definieren nun den Schnitt f˜ ∈ OEm,0(X) durch f˜ (z) := p(z) f˜ ∗(z), für z ∈ X.
Dann gilt wegen (3.12) die Ungleichung
max
z∈U
∥ f˜ (z)− f (1, z)∥E = max
z∈U
∥p(z) f˜ ∗(z)− p(z) f ∗(z)∥E
≤ max
z∈U
|p(z)|max
z∈U
∥ f˜ ∗(z)− f ∗(z)∥E
≤ max
z∈U
∥p(z)∥ ϵ
maxz∈U |p(z)|
= ϵ.
Sei nun δ > 0 so klein, dass
max
1−δ≤t≤1,z∈U
∥ f (t, z)− f˜ (z)∥ < ϵ
gilt. Wir wählen eine stetige Abbildung
c : [0, 1]× X → CE (X)
mit den Eigenschaften
c(t, z) = f (t, z),
für alle (t, z) ∈ [0, 1]×U, und
c(0, z) = 0,
für alle z ∈ X. Sei zudem Ξ : [0, 1] → [0, 1] mit Ξ(1) = 1 und Ξ(x) = 0, für alle
x ∈ [0, 1− δ]. Wir setzen nun
g(t, z) = Ξ(t) f˜ (z) + (1− Ξ(t)) c(t, z),
für alle (t, z) ∈ [0, 1]× X. Dann gilt
g(0, z) = Ξ(0) f˜ (z) + (1− Ξ(0)) c(0, z) = c(0, z) = 0
und
g(1, z) = Ξ(1) f˜ (z) + (1− Ξ(1)) c(1, z) = f˜ (z) ∈ OEm,0(X).
Zudem gilt für alle (t, z) ∈ [0, 1]×U die Gleichung
∥ f (t, z)− g(t, z)∥ =  f (t, z)− Ξ(t) f˜ (z)− (1− Ξ(t)) c(t, z)
=
 f (t, z)− Ξ(t) f˜ (z)− (1− Ξ(t)) f (t, z)
= ∥ − Ξ(t) f˜ (z) + Ξ(t) f (t, z)∥
= |Ξ(t)|∥ f (t, z)− f˜ (z)∥ < ϵ.
Also hat g die gewünschten Eigenschaften.
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Wir werden nun eine Variante des Approximationssatzes von Runge zeigen, wel-
che wir später benötigen werden.
Satz 3.27. Sei A ein inneres Banachalgebra-Bündel über X ⊆ C offen und sei (D1, D2)
ein Cartansches Paar mit D1 ∪ D2 ⊆ X sowie m eine Vielfachheitenfunktion von X mit
m(z) = 0 für z ∈ D1 ∩ D2. Dann gibt es für jede stetige Abbildung
f : [0, 1] → CGA(D1 ∩ D2),
mit f (0) = 1 und f (1) ∈ OGA   D1 ∩ D2

, und jedes e > 0 eine stetige Abbildung
f˜ : [0, 1] → CGA(X)
mit den Eigenschaften f˜ (0) = 1, f˜ (1) ∈ OGAm,1 (X) und
max
(t,z)∈[0,1]×(D1∩D2)
∥ f (t, z) − f˜ (t, z)∥A < e.
Beweis. Nach Lemma 3.25 gibt es stetige Abbildungen
f j : [0, 1] → CGA(D1 ∩ D2),
mit j ∈ {1, · · · , k}, mit den Eigenschaften f j(0) = 0, f j(1) ∈ OGA
 
D1 ∩ D2

und
f = f1 · · · fk (3.13)
und ∥1− f j(t, z)∥A < 1. Wir betrachten nun für x ∈ A die Potenzreihen
log(1 + x) :=
¥
å
n= 1
(−x)n
n
,
für x ∈ A, mit ∥x∥A < 1 und
ex :=
¥
å
n= 0
xn
n!
,
für x ∈ A beliebig. Für diese gilt elog(x) = x und es folgt wegen (3.13) die Glei-
chung
f = elog( f1) · · · elog( fk) .
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Wegen Satz 3.26 gibt es Folgen von stetigen Abbildungen
g(n)i : [0, 1]→ CA(X),
für i ∈ {1, · · · , k}, mit den Eigenschaften g(n)i (0) = 0, g(n)i (1) ∈ OAm,0(X) und
max
(t,z)∈[0,1]×(D1∩D2)
∥g(n)i (t, z)− log( fi(t, z))∥ → 0,
für n → ∞. Wir setzen nun
g(n) := eg
(n)
1 · · · eg(n)k
und erhalten so eine Folge von stetigen Abbildungen
g(n)(0, 1]→ CGA(X)
mit den Eigenschaften g(n)(0) = 0, g(n)(1) ∈ OGAm,1 (X) und
max
(t,z)∈[0,1]×(D1∩D2)
∥ f (t, z)− g(n)(t, z)∥A → 0,
für n → ∞. Dies beendet den Beweis.
Lemma 3.28. Sei E ein holomorphes Banachraum-Bündel über X ⊆ C offen mit der
charakteristischen Faser E, sei (D1, D2) ein Cartansches Paar mit D1 ∪D2 ⊆ X und sei
m eine Vielfachheiten-Funktion von X, so dass m(z) = 0 für alle z ∈ ¶(D1 ∩ D2) gilt.
Dann gibt es für jede stetige Abbildung
f : [0, 1]→ CE (D1 ∩ D2),
mit f (0) = 0 und f (1) ∈ OEm,0
 
D1 ∩ D2

, zwei stetige Abbildungen
f j : [0, 1]→ CE (Dj),
für j ∈ {1, 2}, mit den Eigenschaften f j(0) = 0, f j(1) ∈ OEm,0
 
Dj

und
f = f1 + f2
auf [0, 1]×   D1 ∩ D2

.
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Beweis. Wir werden zuerst zeigen, dass zwei holomorphe Schnitte hj ∈ OEm,0

Dj

,
mit j ∈ {1, 2}, existieren, so dass f (1) = h1 + h2 gilt. Wir betrachten zunächst den
Fall in dem m ≡ 0 auf D1 ∩ D2 gilt. Sei nun also ein beliebiger Schnitt
g := f (1) ∈ OE (D1 ∩ D2) gegeben. Nach Satz 2.43 gibt es eine offene Umgebung
U ⊆ X von D1 ∪ D2 sowie zwei holomorphe Homomorphismen
Φ : U × (E⊕ E)→ E und Φ−1 : E → U × (E⊕ E), mit der Eigenschaft
ΦΦ−1 = idE . (3.14)
Wir betrachten nun den Schnitt Φ−1g : D1 ∩ D2 → U × (E⊕ E). Dieser ist stetig
und holomorph im Inneren von D1 ∩ D2. Nach Theorem 5.3.3. in [GL] gibt es
zwei stetige Schnitte gˆ1 : D1 → U × E ⊕ E und gˆ2 : D2 → U × E ⊕ E, welche
holomorph im Inneren von D1 bzw. D2 sind, mit der Eigenschaft
Φ−1g = gˆ1 + gˆ2
auf D1 ∩ D2. Dann folgt zusammen mit (3.14) die Gleichung
g = ΦΦ−1(g) = Φ(gˆ1 + gˆ2) = Φ(gˆ1) +Φ(gˆ2).
Dann sind die Schnitte g1 := Φ(gˆ1) : D1 → E und g2 := Φ(gˆ2) : D2 → E stetig,
holomorph im Inneren von D1 bzw. D2 und haben die gewünschte Eigenschaft.
Wir kommen nun zu dem Fall, in dem m Nicht-Nullstellen hat. Sei also ein belie-
biger stetiger Schnitt g := f (1) ∈ OAm,0(D1 ∩ D2) gegeben. Da D1 ∪ D2 kompakt
ist, hat g nur endlich viele Nullstellen z1, · · · , zn.
Wir definieren nun h = (z− z1)m(z1) · · · (z− zn)m(zn). Dann ist der Schnitt g/h ein
Element vonOE (D1 ∩D2) und es gibt, wie wir oben gezeigt haben, zwei Schnitte
g˜1 ∈ OE (D1) und g˜2 ∈ OE (D2), mit der Eigenschaft
g/h = g˜1 + g˜2.
Dann haben die Schnitte g1 := hg˜1 ∈ OEm,0(D1) und g2 := hg˜2 ∈ OEm,0(D2) die
gewünschte Eigenschaft.
Wir wählen nun zwei stetige Abbildungen
h˜j : [0, 1]→ CE

Dj

,
für j ∈ {1, 2}, mit den Eigenschaften h˜j(1) = hj und h˜j(0) = 0. Wir setzen nun
c := f − h˜1 − h˜2
auf [0, 1]× D1 ∩ D2.
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Wir wählen eine stetige Abbildung Ξ : D1 ∪ D2 → [0, 1], mit Ξ = 0 auf D1 \ D2
und Ξ = 1 auf D2 \ D1, und setzten Ξ1 := Ξ und Ξ2 := 1− Ξ sowie
f j(t, z) = Ξj(z)c(t, z) + h˜j(t, z),
für (t, z) ∈ [0, 1]× Dj. Dann gilt
f j(0, z) = Ξj(z)

f (0, z)− h˜1(0)− h˜2(0)

+ h˜j(0, z) = 0
und
f j(1, z) = Ξj(z)

f (1, z)− h˜1(1, z)− h˜2(1, z)

+ h˜j(1, z)
= Ξj(z) ( f (1, z)− h1(z)− h2(z)) + hj(z)
= hj(z).
Also gilt f j(1) ∈ OEm,0

Dj

. Des Weiteren gilt
f1 + f2 = c + h˜1 + h˜2 = f
auf [0, 1]× D1 ∩ D2. Dies beendet den Beweis.
Lemma 3.29. Sei A ein inneres Banachalgebra-Bündel über einer offenen Menge
X ⊆ C, sei m eine Vielfachheiten-Funktion von X, und sei (D1, D2) ein Cartansches
Paar mit D1 ∪ D2 ⊆ X, so dass m(z) = 0 für z ∈ ¶ (D1 ∩ D2). Dann gibt es eine
Konstante 1 < C < ∞, so dass Folgendes gilt:
Für jede stetige Abbildung f : [0, 1]→ CGA D1 ∩ D2, mit den Eigenschaften
f (0) = 0, f (1) ∈ OGAm,1

D1 ∩ D2

und
max
(t,z)∈[0,1]×D1∩D2
∥ f (t, z)− 1∥A < 1C ,
gibt es stetige Abbildungen f j : [0, 1]→ CGA, mit den Eigenschaften
f j(0) = 0, f j(1) ∈ OGAm,1

Dj

und
f = f1 f2
auf [0, 1]× D1 ∩ D2, sowie
max
(t,z)∈[0,1]×Dj
∥ f j(t, z)− 1∥A ≤ C max
(t,z)∈[0,1]×D1∩D2
∥ f (t, z)− 1∥A
mit j ∈ {1, 2}.
Um dies zeigen zu können, benötigen wir den folgenden Hilfssatz. Ein Beweis
dieses Hilfssatzes kann zum Beispiel in [GL], Lemma 5.2.1, nachgelesen wer-
den.
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Satz 3.30. Sei A eine Banachalgebra mit Einselement 1, und sei ∥ · ∥A die Norm von A.
Weiter seien A1 und A2 zwei Unteralgebren von A, welche das Einselement enthalten
und mit ihren eigenen Normen ∥ · ∥A1 und ∥ · ∥A2 ebenfalls Banachalgebren bilden, so
dass die folgenden beiden Bedingungen erfüllt sind:
1. ∥x∥Aj ≥ ∥x∥A, für alle x ∈ Aj, mit j ∈ {1, 2}.
2. Jedes Element f ∈ A kann in der Form f = f1 + f2, mit f1 ∈ A1 und f2 ∈ A2,
geschrieben werden.
Dann gibt es eine Konstante 1 < C < ∞, so dass Folgendes gilt:
Für jedes Element f ∈ GA, mit
∥ f − 1∥A < 1C ,
gibt es Elemente f˜1 ∈ GA1 und f˜2 ∈ GA2, mit
f = f˜1 f˜2,
und
∥ f˜ j − 1∥Aj ≤ C∥ f − 1∥A,
für j ∈ {1, 2}.
Beweis von Lemma 3.29. Wir betrachten die Banachalgebra A aller stetigen Ab-
bildungen
f : [0, 1]→ CA D1 ∩ D2 ,
mit den Eigenschten f (0) = 0 und f (1) ∈ OAm,0

D1 ∩ D2

, zusammen mit der
Norm
∥ f ∥A := max
(t,z)∈[0,1]×(D1∩D2)
∥ f (t, z)∥A.
Seien zudem Aj, j ∈ {1, 2} die Banachalgebren aller stetigen Abbildungen
f : [0, 1]→ CA Dj
mit den Eigenschaften f (0) = 0 und f (1) ∈ OAm,0

Dj

und den Normen
∥ f ∥Aj := max
(t,z)∈[0,1]×Dj
∥(t, z)∥A.
Offenbar ist dann Bedingung 1 in Satz 3.30 erfüllt. Nach Lemma 3.28 ist aber auch
Bedingung 2 in diesem Satz erfüllt. Damit folgt die Behauptung aus Satz 3.30.
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Beweis von Satz 3.21. Wir werden zuerst die Aussage 1 zeigen. Wir wählen dazu
ein D′2, so dass (D1, D′2) ebenfalls ein Cartansches Paar ist, mit den Eigenschaften
D′2 ⊆ D2, D1 ∪ D′2 = D1 ∪ D2 und
m(z) = 0 (3.15)
auf D1 ∩ D′2. Sei C die Konstante aus Satz 3.30. Wegen (3.15) gibt es dann nach
Satz 3.27 eine stetige Abbildung
f˜ : [0, 1]→ CGA(X)
mit den Eigenschaften f (0) = 1 und f (1) ∈ OGAm,1(X), so dass für alle
(t, z) ∈ [0, 1]× (D1 ∩ D′2) Folgendes gilt:
∥ f (t, z)− f˜ (t, z)∥ < ϵ
2C max
(s,ζ)∈[0,1]×D1∩D′2 ∥ f
−1(s, ζ)∥ =: δ1 (3.16)
und  f−1(t, z)− f˜−1(t, z) < max
(s,ζ)∈[0,1]×D1∩D′2
 f−1(s, ζ) =: δ2. (3.17)
Aus (3.16) folgt f (t, z) f˜−1(t, z)− 1 = ( f (t, z)− f˜ (t, z) f˜−1(t, z)
< δ1
 f˜−1(t, z)
und aus (3.17) folgt f˜−1(t, z) ≤  f˜−1(t, z)− f−1(t, z)+  f−1(t, z) < 2δ2.
Zusammen ergibt das, für alle (t, z) ∈ [0, 1]×

D1 ∩ D′2

, die Ungleichung f (t, z) f˜−1(t, z)− 1 < 2δ1δ2 = ϵC .
Da C die Konstante aus Lemma 3.29 ist und wir ohne Beschränkung der Allge-
meinheit annehmen können, dass ϵ < 1 gilt, folgt aus Lemma 3.29 zusammen
mit der letzten Ungleichung die Existenz von zwei stetigen Abbildungen
f1 : [0, 1]→ CGA(D1)
und
g : [0, 1]→ CGA

D′2

mit den folgenden Eigenschaften:
56
• f1(0) = 1,
• f1(1) ∈ OGAm,1

D1

,
• g(0) = 1,
• g(1) ∈ OGAm,1(D′2),
so dass
f f˜−1 = f1g (3.18)
auf [0, 1]× (D1 ∩ D′2) und
max
(t,z)∈[0,1]×D1
∥ f1(t, z)− 1∥ ≤ C max
(t,z)∈[0,1]×(D1∩D′2)
∥ f (t, z) f˜−1(t, z)− 1∥ < ϵ (3.19)
gelten. Für dieses f1 gilt also die Abschätzung (1b).
Wir setzen nun f ′2 = g f˜ auf D′2. Dann gilt wegen (3.18) die Gleichung
f = f1 f ′2 (3.20)
auf [0, 1]×

D1 ∩ D′2

. Da f auf ganz [0, 1]× D1 ∩ D2 (und nicht nur auf
[0, 1]×

D1 ∩ D′2

) definiert ist, folgt aus (3.20), dass man durch
f2 = f ′2
auf [0, 1]× D′2, und
f2 = f−11 f (3.21)
auf [0, 1]× D1 ∩ D2, eine stetig Abbildung
f2 : [0, 1]→ CGA

D2

widerspruchsfrei definieren kann. Aus den entsprechenden Eigenschaften von
f ′2, f−1 und f folgt dann, dass f2(0) = 1 ist und f2(1) zuOGAm,1 (D2) gehört. Wegen
(3.21) gilt Gleichung (1a).
Wir werden nun die Aussage 2 zeigen. Wir wählen ein Cartansches Paar (D′1, D
′
2)
mit den Eigenschaften
D′1 ∪ D′2 ⊆ X,
D1 ⊆ D′1 und D′1 ⊆ U1,
D2 ⊆ D′2,
m = 0 auf ∂D′1 ∪ ∂D′2,
und setzen U = D′1 ∪ D′2.
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Dann gibt es nach Aussage 1 stetige Abbildungen
f j : [0, 1]→ CGA

D′j

,
für j ∈ {1, 2}, mit den Eigenschaften f j(0) = 1 und f j(1) ∈ OGAm,1

D′j

, so dass
f = f1 f2
auf [0, 1]×

D′1 ∩ D′2

und1− f−11 (t, z) < ϵ∥ f (t, z)∥ , (3.22)
für alle (t, z) ∈ [0, 1]× D1, gilt. Daraus folgt
f−11 f = f2 auf [0, 1]× (D
′
1 ∩ D′2).
Also können wir durch
f˜ := f−11 f
auf [0, 1]× D′1 und
f˜ := f2
auf [0, 1]× D′2 eine stetige Abbildung
f˜ : [0, 1]→ CGA(U)
mit den Eigenschaften f˜ (0) = 1 und f˜ (1) ∈ OGAm,1 (U) definieren. Aus (3.22) folgt
dann, für alle (t, z) ∈ [0, 1]× D1, die Abschätzung f (t, z)− f˜ (t, z) =  f (t, z)− f−11 (t, z) f (t, z) = 1− f−11 (t, z) ∥ f (t, z)∥ < ϵ.
Dies beendet den Beweis.
3.4 Einfache Erweiterungen
Wir führen in diesem Abschnitt den Begriff einer Kette von einfachen Erweite-
rungen ein. Zudem werden wir zeigen, dass jede nicht-leere, offene Teilmenge
von C von einer solchen Kette ausgeschöpft wird, siehe dazu Satz 3.32 unten.
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Denition 3.31. Seien A und B zwei beschränkte, offene Teilmengen von C mit stück-
weisem C1-Rand. Wir nennen B eine einfache Erweiterung von A, wenn A  B gilt
und entweder B n A = ˘ gilt oder ein Cartansches Paar (D1, D2) mit den folgenden
Eigenschaften existiert:
1. D2 ist ein Quadrat.
2. A = D1 und B = D1 [ D2.
Unter einer Kette von einfachen Erweiterungen verstehen wir eine Folge (Aj) j2N nf 0g
von beschränkten, offenen Teilmengen von C, so dass Folgendes gilt:
1. Für alle j 2 N n f 0g ist Aj+ 1 eine einfache Erweiterung von Aj.
2. A0 ist ein Quadrat.
Wir werden sagen, dass eine solche Kette eine offene Menge X  C ausschöpft, wenn
¥[
j= 1
Aj = X (3.23)
und
Aj  X (3.24)
für alle j 2 N n f 0g gilt.
Unser nächstes Ziel ist es, den folgenden Satz zu beweisen:
Satz 3.32. Für jede nicht-leere, offene Menge X  C gibt es eine Kette (Aj) j2N nf 0g von
einfachen Erweiterungen, welche X ausschöpft.
Dazu benötigen wir einige Vorbereitungen.
Definition 3.33. Eine Menge der Form

z 2 C



j
2m  Re(z) 
j + 1
2m und
k
2m  Im(z) 
k + 1
2m

, (3.25)
wobei m2 N n f 0g und j, k 2 Z gilt, nennen wir Standardquadrat. Ist Q ein Stan-
dardquadrat, so bezeichnen wir mit ¶Q den Rand von Q. Es sei zudem
o
Q := Q n ¶Q
und
Gj :=

z 2 C


  j  Re(z)  j und   j  Im(z)  j 	 ,
für j 2 N n f 0g. Für M  C bezeichnen wir mit [M]m die Vereinigung aller Standard-
quadrate der Seitenlänge 2  m, die in M enthalten sind.
Wir wollen an dieser Stelle einige einfache Relationen nennen, welche wir später
benötigen werden.
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Lemma 3.34. Sei M ⊆ C, dann gelten die folgenden Gleichungen für alle
j, m, n ∈ N \ {0}:
1. [Gj]m = Gj.
2.
h
Gj+ 1 \Gj
i m
= Gj+ 1 \Gj.
3.

M ∩Gj
 m∪
h
M ∩ (Gj+ 1 \Gj)
i m
=

M ∩Gj+ 1
 m.
4. [[M]m]n = [ M]m, wenn m≤ n gilt.
Lemma 3.35. Sei X ⊆ C offen mit X ∩G1 ̸= ˘ . Dann gibt es eine Folge von Standard-
quadraten (Qn)n∈N \{0}, so dass Folgendes gilt:
1. Für alle n, m ∈ N \ {0} mit n ̸= m gilt
o
Qn ∩
o
Qm = ˘ .
2. ¶Qn+ 1 ̸⊂ Q1∪ . . .∪Qn, für alle n ∈ N \ {0}.
3. Es gibt streng monoton wachsende Folgen (nj) j∈N und (mj) j∈N von Zahlen aus
N, so dass Q 1∪ . . .∪Qnj =

X ∩Gj
 mj , für alle j ∈ N \ {0}, gilt.
4.
S ¥
n= 1 Qn = X.
Beweis. Wir zeigen zuerst, dass 4. aus 3. folgt. Sei also 3. erfüllt. Die BeziehungS ¥
n= 1 Qn ⊆ X ist dann offensichtlich. Wir müssen also noch X ⊆
S ¥
n= 1 Qn zeigen.
Seiz ∈ X gegeben. DaX offen ist, müssen m∈ N \ {0} und ein Standardquadrat
Q der Seitenlänge mund den Eigenschaften z ∈ Q und Q ⊆ X existieren. Wir
wählen nun j ∈ N \ {0} so groß, dass Q ⊆ Gj und mj ≥ mgilt. Dann folgt
Q ⊆ X ∩Gj
und
[Q]mj = Q.
Zusammen mit 3. folgt daraus
z ∈ Q = [ Q]mj ⊆ [X ∩Gj]mj = Q1∪ . . .∪Qnj .
Also folgt 4. aus 3. Der Beweis des Lemmas folgt nun durch vollständige Induk-
tion über j ∈ N \ {0}.
Induktionsanfang: Es gibt Zahlen m1, n1 ∈ N \ {0} sowie Standardquadrate
Q1, . . . ,Qn1, so dass Folgendes gilt:
(i)1
o
Qn ∩
o
Qm = ˘ , für 1 ≤ n ≤ n1 und 1 ≤ m ≤ n1, mit n ̸= m, und die
Seitenlängen der Quadrate Q1, . . . ,Qn1 sind gleich 2−m1.(ii)1 ¶Qn+ 1 ̸⊂ Q1∪ . . .∪Qn für 1 ≤ n ≤ n1− 1.
(iii)1 Q1∪ . . .∪Qn1 = [X ∩G1]m1.
Induktionsschritt: Wir nehmen an, dass es für ein beliebiges j ∈ N \ {0} Zahlen
m1 < . . . < mj und n1 < . . . < nj in N \ {0} sowie Standardquadrate Q1, . . . ,Qnj
gibt, so dass Folgendes gilt:
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(i)j Für 1 ≤ n ≤ nj und 1 ≤ m ≤ nj, mit n ̸= m, gilt sowohl
o
Qn ∩
o
Qm = ∅ als
auch, dass die Seitenlängen der Quadrate Q1, . . . , Qn1 gleich 2
−µ1 sind, so-
wie, dass für alle 1 ≤ i ≤ j− 1 die Seitenlängen der Quadrate Qni+1, . . . , Qni+1
gleich 2−µi+1 sind.
(ii)j ∂Qn+1 ̸⊂ Q1 ∪ . . . ∪Qn für 1 ≤ n ≤ nj − 1.
(iii)j Q1 ∪ . . . ∪Qnj =

X ∩ Γj
µj .
Dann gibt es Zahlen µj+1 > µj und nj+1 > nj sowie paarweise verschiedene
Standartquadrate Rnj , . . . , Rnj+1 , so dass Folgendes gilt:
(i)j+1 Für nj + 1 ≤ n < m ≤ nj+1 gilt
o
Rn ∩
o
Rm = ∅ und die Seitenlängen der
Quadrate Rnj+1, . . . , Rnj+1 sind gleich 2
−µj+1 .
(ii)j+1 ∂Rn+1 ̸⊂ Q1 ∪ . . . ∪Qnj ∪ Rnj+1 ∪ . . . ∪ Rn für nj ≤ n ≤ nj+1 − 1.
(iii)j+1 Q1 ∪ . . . ∪Qnj ∪ Rnj+1 ∪ . . . ∪ Rnj+1 =

X ∩ Γj+1
µj+1 .
Wir wollen nun den Induktionsanfang zeigen. Da X offen ist und X∩ Γ1 ̸= ∅ gilt,
können wir ein µ1 ∈ N \ {0} wählen, so dass mindestens ein Standardquadrat
der Seitenlänge 2−µ1 in X ∩ Γ1 enthalten ist. Sei M die Menge aller Standardqua-
drate mit der Seitenlänge 2−µ1 , die im Quadrat Γ1 enthalten sind. Sei zudem N
die Teilmenge aller Quadrate von M, die in X enthalten sind. Also gilt
Q∈M
Q = Γ1 (3.26)
und 
Q∈N
Q = [X ∩ Γ1]µ1 . (3.27)
Offenbar kann man M so anordnen, dass jedes Quadrat aus M mindestens eine
Seite hat, die nicht in der Vereinigung der vorangehenden Quadrate aus M ent-
halten ist. Dann können wir in N eine entsprechende Ordnung induzieren. Wir
setzen n1 gleich der Anzahl von N und bezeichnen mit Q1, . . . , Qn1 die entspre-
chend durchnumerierten Quadrate aus N . Dann ist (ii)1 offenbar erfüllt. Auf-
grund der Beziehung (3.27) ist die Bedingung (iii)1 erfüllt und die Bedingung
(i)1 gilt nach der Wahl der Qn. Also gilt der Induktionsanfang.
Wir betrachten nun den Fall, in dem

X ∩ Γj
µj = X ∩ Γj gilt. Dann gilt
Γj ⊆ X. (3.28)
Da X offen und Γj abgeschlossen ist, folgt daraus die Beziehung
X ∩ (Γj+1 \ Γj) ̸= ∅.
Also können wir eine natürliche Zahl µj+1 > µj wählen, so dass X ∩ (Γj+1 \ Γj)
mindestens ein Standardquadrat der Seitenlänge 2−µj+1 enthält.
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SeiN die Menge aller Standardquadrate der Seitenlänge 2−µj+1 , die in X∩ (Γj+1 \ Γj)
enthalten sind. Also gilt 
R∈N
R =

X ∩ Γj+1 \ Γjµj+1 . (3.29)
Aus (iii)j folgt zusammen mit (3.28) und der Beziehung 1 aus Lemma 3.34 die
Gleichung
Q1 ∪ . . . ∪Qnj =

X ∩ Γj
µj = Γjµj = Γjµj+1 = X ∩ Γjµj+1 .
Zusammen mit (3.29) und der Beziehung 3 aus Lemma 3.34 folgt daraus die Glei-
chung
Q1 ∪ . . . ∪Qnj ∪

R∈N
R =

X ∩ Γj+1
µj+1 . (3.30)
Sei nun M die Menge aller Standardquadrate der Seitenlänge 2−µj+1 , welche in
(Γj+1 \ Γj) enthalten sind. Offenbar kann man M so anordnen, dass jedes Qua-
drat R aus M mindestens eine Seite hat, welche nicht in der Vereinigung von
Γj mit vorherigen Quadraten aus M enthalten ist. Dann können wir in N eine
entsprechende Ordnung induzieren. Sei κ die Anzahl von N , nj+1 = nj + κ, und
Rnj+1, . . . , Rnj+1 die entsprechend durchnumerierten Elemente aus N . Offenbar
gilt dann die Bedingung (ii)j+1. Zudem folgt die Bedingung (iii)j+1 aus (3.30)
und die Bedingung (i)j+1 gilt nach der Wahl der Rn.
Wir müssen nun noch den Fall betrachten, in dem

X ∩ Γj
µj ̸= X ∩ Γj gilt. Da
X offen ist, muss X ∩ Γj, für ein hinreichend großes µ ∈ N \ {0}, mindestens ein
Standardquadrat der Seitenlänge 2−µ enthalten, das nicht in

X ∩ Γj
µj enthalten
ist. Sei µj+1 als die kleinste Zahl in N \ {0} mit dieser Eigenschaft. Wir werden
zeigen, dass dann
µj+1 > µj (3.31)
gilt. Angenommen, es gilt µj+1 ≤ µj. Dann gibt es ein Standardquadrat P mit
einer Seitenlänge, die größer oder gleich 2−µj ist, welches in X ∩ Γj und nicht in
[X ∩ Γj]µj enthalten ist. Dann muss aber mindestens eines der Standardquadrate
der Seitenlänge 2−µj , aus denen P zusammengesetzt ist, in X ∩ Γj und nicht in
[X ∩ Γj]µj enthalten sein. Dies ist ein Widerspruch zur Definition von [X ∩ Γj]µj .
Sei K die Menge aller Standardquadrate der Seitenlänge 2−µj+1 die in X ∩ Γj und
nicht in [X ∩ Γj]µj enthalten sind. Dann gilt
R∈K
R =

X ∩ Γj
µj+1 \ X ∩ Γjµj .
Aus (3.31) und der Beziehung 4 aus Lemma 3.34 folgt dann
X ∩ Γj
µj ∪ 
R∈K
R =

X ∩ Γj
µjµj+1 ∪ 
R∈K
R =

X ∩ Γj
µj+1 . (3.32)
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Wir werden nun zeigen, dass für jedes Quadrat R ∈ K die Beziehung
∂R ̸⊂ X ∩ Γjµj ∪ 
P∈K\{R}
P (3.33)
gilt. Angenommen, es gibt ein R ∈ K, für dass (3.33) nicht gilt. Wir betrachten
die acht Standardquadrate P1, . . . , P8 der Seitenlänge 2−µj+1 , die an R angrenzen.
Dann gibt es für jedes j ∈ {1, · · · , 8} zwei Möglichkeiten: Entweder gilt Pj ∈ K
oder es gibt ein Standardquadrat S mit der Seitenlänge 2−µj und der Eigenschaft
Pj ⊆ S ⊆

X ∩ Γj
µj . In beiden Fällen gilt Pj ⊆ X ∩ Γj. Daraus folgt die Beziehung
R ∪ P1 ∪ . . . ∪ P8 ⊆ X ∩ Γj. (3.34)
Sei Z das eindeutig bestimmte Standardquadrat mit der Seitenlänge 2−µj+1+1 und
der Eigenschaft
Z ⊆ R ∪ P1 ∪ . . . ∪ P8.
Wegen (3.34) gilt dann Z ⊆ X ∩ Γj. Zudem gilt R ⊆ Z. Wegen R ̸⊂

X ∩ Γj
µj
folgt daraus die Beziehung Z ̸⊂ X ∩ Γjµj . Also ist Z ein Standardquadrat der
Seitenlänge 2−(µj+1−1), welches in X ∩ Γj und nicht in

X ∩ Γj
µj enthalten ist. Das
ist ein Widerspruch zur Wahl von µj+1 und somit ist (3.33) bewiesen.
Sei nun κ die Anzahl vonK und seien Rnj+1, . . . , Rnj+κ die Quadrate ausK. Dann
gelten die folgenden Aussagen:
(i)′j+1 Die Quadrate Rnj+1, . . . , Rnj+κ haben die Seitenlängen 2
−µj+1 .
(ii)′j+1 ∂Rn+1 ̸⊂ Q1∪ . . .∪Qnj ∪Rnj+1∪ . . .∪Rn, für jedes n ∈

nj, · · · , nj + κ − 1

.
(iii)′j+1 Q1 ∪ . . . ∪Qnj ∪ Rnj+1 ∪ . . . ∪ Rnj+κ =

X ∩ Γj
µj+1 .
Die Aussage (i)′j+1 gilt nach Definition vonK. Die Aussage (ii)′j+1 folgt aus (3.33)
und (iii)′j. Die Aussage (iii)
′
j+1 folgt aus (iii)j und (3.32). Angenommen, es gilt
die Gleichung

X ∩ Γj
µ′j+1 = X ∩ Γj+1µ′j+1 . Dann setzen wir nj+1 = n′j+1, wo-
durch die Aussagen (i)′j+1, (ii)
′
j+1 und (iii)
′
j+1 in die zu beweisenden Aussa-
gen (i)j+1, (ii)j+1 und (iii)j+1 übergehen. Angenommen, es gilt die Ungleichung
X ∩ Γj
µ′j+1 ̸= X ∩ Γj+1µ′j+1 . Sei M die Menge aller Standardquadrate mit der
Seitenlänge 2−µj+1 , die in (Γj+1 \ Γj) enthalten sind. Zudem sei M so angeord-
net, dass jedes Quadrat aus M mindestens eine Seite hat, welche nicht in der
Vereinigung von Γj mit den vorherigen Quadraten von M enthalten ist. Des
Weiteren sei N die Teilmenge von M, die aus den Quadraten besteht, die in
X ∩ (Γj+1 \ Γj) enthalten sind. Dann ist die Gleichung (3.29) erfüllt. Wir geben
N die von M induzierte Ordnung und setzen λ gleich der Anzahl von N . Wir
setzen nj+1 = nj + κ+ λ und bezeichnen mit Rnj+κ+1, . . . , Rnj+1 die entsprechend
durchnumerierten Quadrate aus N . Dann gilt (i)j+1 nach der Wahl der Rn. Die
Aussage (ii)j+1 folgt aus (iii)′j+1 und (ii)
′
j+1. Die Aussage (iii)j+1 folgt aus (iii)
′
j+1
und (3.29). Dies beendet den Beweis.
63
Beweis von Satz 3.32. Da X nicht leer ist, können wir nach eventueller Verschie-
bung voraussetzen, dass X ∩ Γ1 ̸= ∅ gilt. Sei (Qn)n∈N \{0} wie in Lemma 3.35,
und seien rn, sn ∈ Z und nn ∈ N \ {0} die Zahlen mit der Eigenschaft
Qn =

z ∈ C  rn
2nn
≤ Re(z) ≤ rn + 1
2nn
und
sn
2mn
≤ Im(z) ≤ sn + 1
2mn

.
Wir wählen nun Zahlen #n > 0, n ∈ N \ {0}, so, dass für die offenen Quadrate
Un :=

z ∈ C  rn
2mn
− #n < Re(z) < rn + 12mn + #n und
sn
2mn
− #n < Im(z) < sn + 12mn + #n

die Beziehung
Un ⊆ X, (3.35)
für n ∈ N \ {0}, gilt. Außerdem seien die #n so klein gewählt, dass
#n <
2−mn
8
,
für n ∈ N \ {0}, gilt. Wir setzen nun An = U1 ∪U2 ∪ · · · ∪Un für n ∈ N \ {0}.
Offenbar gilt dann für jedes n ∈ N \ {0}:
- Die Menge An ∩Un+1 ist entweder leer oder ihr Rand ist stückweise C1.
- Der Rand von An ∪Un+1 ist stückweise C1.
-
 
An \Un+1
 ∩   Un+1 \ An

= ∅.
Außerdem folgt dann aus 2 in Lemma 3.35, dass die Menge An ∩Un+1 stets ein-
fach zusammenhängend ist, d.h. (An, Un+1) ist ein Cartansches Paar, wenn die
Menge An ∩ Un+1 nicht leer ist. (An)n∈N \{0} ist also eine Kette von einfachen
Erweiterungen. Aus (3.35) und 4 in Lemma 3.35 folgt, dass X von dieser Kette
ausgeschöpft wird. Dies beendet den Beweis.
Satz 3.36. Sei Q ⊆ C ein beschränktes, abgeschlossenes Quadrat, sei X ⊆ C eine offene
Umgebung von Q, und sei U eine offene Überdeckung von X. Dann gibt es ein N-Tupel
von offenen Quadraten U1, . . . , UN, so dass mit An := U1 ∪ . . . ∪Un Folgendes gilt:
1. Für jedes n ∈ {1, · · · , N} existiert mindestens eine Menge aus U , die Un enthält.
2. Für jedes n ∈ {1, · · · , N − 1} ist An+1 eine einfache Erweiterung von An.
3. Q ⊆ U1 ∪ · · · ∪UN ⊆ X.
64
Beweis.Wir können o.B.d.A. annehmen, dass Q = Γ1 gilt. Da U eine offene Über-
deckung von Γ1 ist und da Γ1 kompakt ist, können wir ein µ ∈ N \ {0} finden,
dass jedes Standardquadrat mit der Seitenlänge 2−µ, welches in Γ1 enthalten ist,
mindestens in einer Menge aus U enthalten ist. Sei Q1, · · · , QN die geordnete
Menge aller Standardquadrate mit der Seitenlänge 2−µ, welche in Γ1 enthalten
sind. Dabei sei die Anordnung so gewählt, dass ∂Qn+1 ̸⊂ Q1 ∪ . . . ∪Qn für jedes
n ∈ {1, · · · , N− 1} gilt. Zudem seien rn, sn ∈ Z die Zahlen mit den Eigenschaften
Qn =

z ∈ C



rn
2µ
≤ Re(z) ≤ rn + 1
2µ
und
sn
2µ
≤ Im(z) ≤ sn + 1
2µ

.
Dann genügt es ein hinreichend kleines ε > 0 zu wählen und
Un :=

z ∈ C



rn
2µ
− ε < Re(z) < rn + 1
2µ
+ ε und
sn
2µ
− ε < Im(z) < sn + 1
2µ
+ ε

zu setzen. Dies beendet den Beweis.
3.5 Eine spezielle Garbe von Gruppen
Wir werden in diesem Kapitel zunächst die Garbe ρ einführen und zeigen, dass
jeder 1-Kozyklus mit Werten in ρ zerfällt. Danach werden wir Teil 2 von Satz 3.13
beweisen. Im Verlauf des gesamten Kapitels sei X ⊆ C offen,A ein holomorphes,
inneres Banachalgebra-Bündel über X mit der charakteristischen Faser A und m
eine Vielfachheitenfunktion für X. Zudem sei G eine offene Untergruppe von GA
und G ⊆ GA ein holomorphes G-Bündel über X.
Definition 3.37. Wir führen über X eine Garbe (von Gruppen) ρ ein, indem wir für jede
offene Menge U ⊆ X die Gruppe ρ(U) aller stetigen Abbildungen
f : [0, 1]→ CGm,1(U)
mit den Eigenschaften f (0) = 1 und f (1) ∈ OGm,1(U) definieren. Zudem sei ρ(V), für
jede offene und relativ kompakte Teilmenge V von X, die Gruppe aller stetigen Abbildun-
gen
f : [0, 1]→ CGm,1
 
V

mit den Eigenschaften f (0) = 1 und f (1) ∈ OGm,1
 
V

.
Wir beweisen nun zuerst zwei Lemmata für die Garbe ρ (vgl. Anhang für die
Bezeichnungen und die Terminologie):
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Lemma 3.38. Sei f = ( f ,U ) ein 1-Kozyklus mit Werten in der Garbe ρ, und sei
(Dn)n∈N eine Folge von offenen, relativ kompakten Teilmengen von X, so dass die fol-
genden Bedingungen erfüllt sind:
1. Dn ⊆ Dn+1.
2.
S ¥
n=0 Dn = X.
3. Für jedes n ∈ N kann jedes f ∈ ρ   Dn+1

gleichmäßig auf Dn durch Elemente
aus ρ(X) approximiert werden.
4. f


Dn
zerfällt für alle n ∈ N.
Dann zerfällt f .
Beweis. Für a ∈ G setzen wir
dist(a,A \ G) := inf
b∈Aa\Ga
∥a− b∥A.
Wegen Folgerung 4.10 können wir annehmen, dass jedes Ui aus der Überdeckung
U eine offene, in X relativ kompakte Kreisscheibe ist, dass f jk ∈ ρ
 
U j ∩Uk

für
alle j, k ∈ I gilt und es für jedes j ∈ I ein nj ∈ N mit der Eigenschaft
U j ⊆ Dn, (3.36)
für alle n ≥ nj, gibt. Zudem können wir annehmen, dass es für jede kompak-
te Menge K ⊆ X nur eine endliche Anzahl von Indizes j ∈ I gibt, mit der Ei-
genschaft Uj ∩ K ̸= ˘ . Zum Beweis des Lemmas genügt es eine Folge ( fn)n∈N
von Familien fn = { fn,j}j∈I aus Schnitten fn,j ∈ ρ
 
Dn+1 ∩U j

sowie eine Folge
(ϵn)n∈N von positiven Zahlen zu finden, so dass für alle n ∈ N Folgendes gilt:
f jk(t) = f−1n,j (t) fn,k(t) (3.37)
auf Dn+1 ∩U j ∩Uk, für j, k ∈ I und t ∈ [0, 1],
ϵn <
1
4
min
(t,z)∈[0,1]×Dn∩U j
dist
 
fn,j(t, z),A \ G

, (3.38)
für j ∈ I,
max
(t,z)∈[0,1]×Dn∩U j
∥ fn,j(t, z)− fn−1,j(t, z)∥A < ϵn−1, (3.39)
für n ≥ 1 und j ∈ I, sowie, für n ≥ 1, die Ungleichung
ϵn <
ϵn−1
2
. (3.40)
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Denn dann folgt aus (3.36),(3.39) und (3.40), für alle n, p ∈ N mit nj ≤ n < p, die
folgende Abschätzung:
max
(t,z)∈[0,1]×U j
∥ fp,j(t, z) − fn,j(t, z)∥A
= max
(t,z)∈[0,1]×U j
∥ fp,j(t, z) − fp−1,j(t, z) + fp−1,j(t, z) − · · · + fn+ 1,j(t, z) − fn,j(t, z)∥A
≤ max
(t,z)∈[0,1]×U j
∥ fp,j(t, z) − fp−1,j(t, z)∥A + · · · + max(t,z)∈[0,1]×U j
∥ fn+ 1,j(t, z) − fn,j(t, z)∥A
< ep−1 + · · · + en+ 1 + en
<
en
2p−1−n
+ · · · + en
2
+ en
< 2en.
Daraus folgt, wegen (3.40), dass für jedes j ∈ I die Folge   fn,j

n≥nj auf [0, 1]×U j
gleichmäßig gegen eine stetige Abbildung f j : [0, 1] → CA
 
U j

mit den Eigen-
schaften f j(0) = 1 und f j(1) − 1 ∈ OAm,0
 
U j

konvergiert, so dass
max
(t,z)∈[0,1]×U j
∥ f j(t, z) − fn,j(t, z)∥A ≤ 2en,
für n ≥ nj, gilt. Zusammen mit (3.38) folgt daraus
max
(t,z)∈[0,1]×U j
∥ f j(t, z) − fn,j(t, z)∥A < 12 min(t,z)∈[0,1]×U j
dist
 
fn,j(t, z),A \ G

,
für n ≥ nj. Folglich gilt f j(t, z) ∈ G für alle (t, z) ∈ [0, 1]×U j und j ∈ I. Also gilt
f j ∈ r
 
U j

für jedes j ∈ I. Wir können dann zum Grenzwert für n → ¥ in (3.37)
übergehen und erhalten f jk = f−1j fk auf U j ∩Uk, für alle j, k ∈ I. Folglich zerfällt
f .
Wir werden nun die Existenz einer solchen Folge beweisen. Zunächst gilt nach
Voraussetzung 4, dass für alle n ∈ N die Kozyklen f  Dn+ 2 zerfallen. Folglich
können wir eine Folge
 
f˜n

n∈N von Familien f˜n := { f˜n,j}j∈I von Abbildungen
f˜n,j ∈ r
 
Dn+ 2 ∩Uj

finden, so dass
f jk = f˜−1n,j f˜n,k (3.41)
auf [0, 1]× Dn+ 2 ∩Uj ∩Uk, für alle n ∈ N und j, k ∈ I, gilt. Wir zeigen nun, dass
sogar f˜n,j ∈ r
 
Dn+ 2 ∩U j

, für alle j ∈ I und n ∈ N, gilt. Dazu sei (zv)v∈N eine
Folge in Dn+ 2 ∩Uj, welche gegen einen Punkt z ∈ Dn+ 2 ∩Uj konvergiert. Da U
eine Überdeckung von X ist, gibt es ein k ∈ I mit z ∈ Uk. Da Uk offen ist, gilt
zv ∈ Dn+ 2 ∩U j ∩Uk für genügend große v. Wegen (3.41) haben wir, für t ∈ [0, 1],
die Gleichung
f˜n,j(t, zv) = f˜n,k(t, zv) f−1jk (t, zv).
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Da sowohl fn,k als auch f jk stetig auf Dn+2 ∩U j ∩Uk sind und z ∈ Dn+2 ∩U j ∩Uk
gilt, folgt daraus, für t ∈ [0, 1], die Gleichung
lim
v→∞ f˜n,j(t, zv) = f˜n,k(t, z) f
−1
jk (t, z).
Also gilt f˜n,j ∈ ρ

Dn+2 ∩U j

für alle j ∈ I und n ∈ N.
Wir werden die Existenz der Folge ( fn)n∈N mittels vollständiger Induktion über
n ∈ N beweisen.
Induktionsanfang:
Wir setzen f0,j := f˜0,j auf [0, 1] × Dn ∩ U j und erhalten, da f˜0,j ∈ ρ

D2 ∩U j

und nach Voraussetzung 1 die Beziehung D1 ⊆ D2 gilt, eine stetige Abbildung
f0,j : [0, 1] → ρ

D1 ∩U j

. Da jede kompakte Teilmenge von X nur endlich viele
Uj, j ∈ I, schneidet, ist j∈I f0,j [0, 1]× D0 ∩U j eine kompakte Teilmenge von
G. Dann können wir ein ϵ0 > 0 finden, so dass
ϵ0 <
1
4
min
(t,z)∈[0,1]×D0∩U j
dist

f0,j(t, z),A \ G

,
für alle j ∈ I, gilt. Mit dieser Wahl der Familie { f0,j}j∈I und der Zahl ϵ0 sind die
Bedingungen (3.37)-(3.40) für n = 0 erfüllt.
Induktionsvoraussetzung:
Wir nehmen an, dass wir für ein bestimmtes p ∈ N Familien
f0 = { f0,j}j∈I , · · · , fp = { fp,j}j∈I von Abbildungen fq,j ∈ ρ

Dq+1 ∩U j

, für
q ∈ {0, · · · , p}, sowie positive Zahlen ϵ0, · · · , ϵp gefunden haben, so dass die
Bedingungen (3.37)-(3.40) für n = 0, · · · , p erfüllt sind.
Induktionsschritt:
Da die kompakte Menge [0, 1]×Dp∩U j in [0, 1]×Dp+1∩U j enthalten ist und der
Schnitt fp,j stetig auf [0, 1]×Dp+1∩U j ist, ist fp,j auf [0, 1]×Dp+1∩U j beschränkt.
Da jede kompakte Teilmenge von X nur endlich viele Uj, j ∈ I, schneidet, folgt
daraus die Ungleichung
max
j∈I
max
(t,z)∈[0,1]×Dp∩U j
∥ fp,j(t, z)∥A < ∞. (3.42)
Des Weiteren gilt wegen (3.41) die Gleichung
f jk = f˜−1p,j f˜p,k
auf [0, 1] × Dp+2 ∩ Uj ∩ Uk. Zudem gilt nach der Induktionsvoraussetzung die
Gleichung
f jk = f−1p,j fp,k
auf [0, 1]× Dp+1 ∩Uj ∩Uk.
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Da nach Voraussetzung 1 die Beziehung Dp+1 ⊆ Dp+2 gilt, folgt aus diesen bei-
den Gleichungen, dass
f˜p,k f−1p,k = f˜p,j f
−1
p,j
auf [0, 1]×Dp+1∩Uj∩Uk gilt. Folglich gibt es eine stetige AbbildungΦ ∈ ρ

Dp+1

mit der Eigenschaft
Φ = f˜p,j f−1p,j (3.43)
auf [0, 1] × Dp+1 ∩ Uj, für alle j ∈ I. Da für t ∈ [0, 1] der Schnitt fp,j(t) stetig
auf Dp+1 ∩ U j und f˜p,j, wie oben gezeigt wurde, stetig auf Dp+2 ∩ U j ist, gilt
Gleichung (3.43) auch auf [0, 1]×Dp+1∩U j, für j ∈ I. Nach Voraussetzung 3 kann
Φ auf Dp gleichmäßig durch Elemente aus ρ(X) approximiert werden. Wegen
(3.42) bedeutet dies, dass wir eine stetige Abbildung Ψ ∈ ρ(X) finden können, so
dass
max
[0,1]×Dp
∥ΨΦ− 1∥A <
ϵp
max[0,1]×Dp∩U j
 fp,jA ,
für alle j ∈ I, gilt. Da (3.43) auf [0, 1]× Dp+1 ∩U j und Dp ∩U j ⊆ Dp+1 ∩U j gilt,
folgt daraus
max
[0,1]×Dp
Ψ f˜p,j f−1p,j − 1A < ϵpmax[0,1]×Dp∩U j  fp,jA , (3.44)
für alle j ∈ I. Wir setzen nun fp+1,j := Ψ f˜p,j auf [0, 1]×Dp+2 ∩U j und erhalten so
eine Familie fp+1 = { fp+1,j}j∈I von stetigen Abbildungen fp+1,j ∈ ρ

Dp+2 ∩U j

.
Da jede kompakte Teilmenge von X nur endlich viele Uj, j ∈ I, schneidet, ist für
jedes t ∈ [0, 1] die Menge j∈I fp+1,j(t) Dp+1 ∩U j eine kompakte Teilmenge
von G. Folglich können wir eine Konstante ϵp+1 > 0 finden, die so klein ist, dass
(3.38) für n = p + 1 gilt. Da ϵp > 0 gilt, können wir zudem annehmen, dass auch
(3.40) für n = p + 1 gilt. Wegen (3.41) haben wir
f−1p+1,j fp+1,k = f˜
−1
p,j Ψ
−1Ψ f˜p,k = f˜−1p,j f˜p,k = f jk
auf [0, 1]× Dp+2 ∩U j ∩Uk. Also gilt (3.37) für n = p + 1. Zudem folgt aus (3.44)
die Abschätzung
max
[0,1]×Dp∩U j
∥ fp+1,j − fp,j∥A = max
[0,1]×Dp∩U j
Ψ f˜p,j f−1p,j − 1 fp,jA < ϵp.
Folglich gilt (3.39) für n = p + 1. Dies beendet den Beweis.
Lemma 3.39. Sei Q ⊆ X ein abgeschlossenes Quadrat, und sei f ein 1-Kozyklus mit
Werten in der Garbe ρ. Dann gibt es eine offene Umgebung W ⊆ X von Q, so dass f
über W zerfällt.
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Beweis.Sei U eine offene Überdeckung von X, so dass f zu Z1(U , ρ) (vgl. An-
hang) gehört. Nach Satz 3.36 gibt es offene Quadrate Q1, · · · , QN mit den dort
formulierten Eigenschaften 1, 2 und 3. Wegen Eigenschaft 1 besitzt dann jedes Qn
eine Umgebung Un, die zu U gehört. Da f zu Z1(U , ρ) gehört, folgt daraus, dass
f über jedem Un zerfällt. Mit Satz 4.12 folgt daraus, dass f über U1 ∪U2 zu einem
1-Kozyklus aus
Z1 ({U1, U2}, ρ)
äquivalent ist. Da wegen Eigenschaft 2 das Paar (Q1, Q2) ein Cartansches Paar ist,
können wir durch Vergrößerung ein Cartansches Paar (Q′1, Q
′
2) finden, mit den
Eigenschaften Qj ⊆ Q′j und Q′ j ⊆ Uj. Zusammen mit Aussage 1 aus Satz 3.21
folgt daraus, dass f über Q′1 ∪Q′2 zerfällt. Wir wiederholen dieses Argument wei-
tere N− 1 mal und erreichen so, dass f über einer Umgebung von Q1 ∪ · · · ∪QN
zerfällt. Da dies, wegen Eigenschaft 3, eine Umgebung von Q ist, ist damit der
Beweis beendet.
Wir kommen nun zur Hauptaussage für die Garbe ρ.
Satz 3.40. Jeder 1-Kozyklus mit Werten in der Garbe ρ zerfällt.
Beweis. Nach Satz 3.32 können wir X mit einer Kette (Aj)j∈N ⊆{0} von einfachen
Erweiterungen ausschöpfen. Dann folgt aus (3.23) die Existenz einer Teilfolge
(Ajn)n∈N von (Aj)j∈N \{0}, so dass
Aj1 ∪ · · · ∪ Ajn ⊆ Aj1 ∪ · · · ∪ Ajn+1 ,
für jedes n ∈ N, gilt. Wir setzen
Dn = Aj1 ∪ · · · ∪ Ajn
für n ∈ N. Dann sind die Bedingungen 1 und 2 in Lemma 3.38 erfüllt.
Wir wollen nun zeigen, dass Bedingung 3 aus Lemma 3.38 gegeben ist. Seien
f ∈ ρ (Dn+1) und ϵ > 0 gegeben. Wir wenden nun Teil 2 von Satz 3.21 endlich oft
an und erhalten somit eine Abbildung f0 ∈ ρ(Dn+2) mit der Eigenschaft
max
(t,z)∈[0,1]×Dn
∥ f (t, z)− f0(t, z)∥A < ϵ2.
Auf die gleiche Weise können wir ein f1 ∈ ρ(Dn+3) mit der Eigenschaft
max
(t,z)∈[0,1]×Dn+1
∥ f0(t, z)− f1(t, z)∥A < ϵ4
finden.
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Wir wiederholen dieses Anwenden nun endlich oft und erhalten somit eine Folge
( fµ)µ∈N von Elementen fµ ∈ ρ
 
Dn+2+µ

mit der Eigenschaft
max
(t,z)∈[0,1]×Dn+µ+1
∥ fµ(t, z)− fµ+1(t, z)∥A < ϵ2µ+1 ,
für alle µ ∈ N. Aus diesen Abschätzungen folgt, dass auf jeder kompakten Teil-
menge von [0, 1]× X die Folge ( fµ)µ∈N von einer gewissen Stelle ab gleichmäßig
gegen eine Abbildung ef ∈ ρ(X) konvergiert, so dass
max
(t,z)∈[0,1]×Dn
∥ f (t, z)− ef (t, z)∥A <
¥
å
µ=0
ϵ
2µ+1
= ϵ
gilt. Also ist Bedingung 3 aus Lemma 3.38 erfüllt.
Wir müssen also noch zeigen, dass auch Bedingung 4 aus Lemma 3.38 gilt. Da-
zu genügt es zu zeigen, dass f über einer gewissen Umgebung eines jeden Aj
zerfällt. Letzteres zeigen wir durch vollständige Induktion. Das f über einer Um-
gebung von A1 zerfällt, folgt aus Lemma 3.39, da A1 ein abgeschlossenes Quadrat
in X ist. Damit ist der Induktionsanfang bewiesen.
Induktionsvoraussetzung:
Angenommen, wir haben für ein j ∈ N \ {0} bereits gezeigt, dass f über einer
Umgebung von Aj zerfällt.
Induktionsschritt:
Da Aj+1 eine einfache Erweiterung von Aj ist, gibt es ein Quadrat U, so dass
(Aj, U) ein Cartansches Paar mit der Eigenschaft Aj+1 = Aj ∪U ist. Nach Lem-
ma 3.39 zerfällt f über einer Umgebung eU von U, und nach Induktionsvorausset-
zung gilt das Gleiche über einer Umgebung eAj von Aj. Nach Satz 4.12 ist f


eAj∪ eU
äquivalent zu einem Kozyklus ef ∈ Z1

{ eAj, eU}, ρ

. Da (Aj, U) ein Cartansches
Paar ist, können wir, durch eventuelle Vergrößerung von Aj und U, ein Cartan-
sches Paar (A′j, U
′) finden, so dass Aj ⊆ A′j, A
′
j ⊆ eAj, U ⊆ U′ und U′ ⊆ eU gelten.
Aus Teil 1 von Satz 3.21 folgt dann, dass der Kozyklus ef über A′j ∪U′ und somit
über einer Umgebung von Aj+1, zerfällt. Da f˜ zu f


A˜j∪U˜ äquivalent ist, folgt dar-
aus, dass auch f über A˜j ∪ U˜ zerfällt. Dann folgt die zu zeigende Aussage aus
Lemma 3.38. Dies beendet den Beweis.
Mit Hilfe dieses Satzes können wir nun einen weiteren Teil unseres Hauptresul-
tates aus Kapitel 3.2 zeigen.
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Beweis von Teil 2 von Satz 3.13. Nach Lemma 3.15 genügt es den Beweis für die
Garbe OGm,1 zu führen. Sei also U eine offene Überdeckung von X und sei
f ∈ Z1

U ,OGm,1

ein Kozyklus, der als CGm,1-Kozyklus zerfällt.
Wir wählen eine Überdeckung V = {Vi}i∈I von X, so dass für jedes i ∈ I die
Menge Vi eine offene Kreisscheibe in X ist und Folgendes gilt:
• V ist eine Verfeinerung von U .
• Ist V eine Kreisscheibe aus V und ist p der Mittelpunkt von V, so gilt m = 0
auf V \ {p}.
• Für jede Kreisscheibe V aus V ist GV holomorph isomorph zum Produkt-
bündel V × G.
Zudem wählen wir einen Kozyklus v =

vij

i,j∈I ∈ Z1

V ,OGm,1

, der von f in-
duziert ist. Da f als CGm,1-Kozyklus zerfällt, zerfällt nach Folgerung 4.10 der Kozy-
klus v ebenfalls als CGm,1-Kozyklus. Es gibt also eine Familie {ci}i∈I von Schnitten
ci ∈ CGm,1(Vi) mit der Eigenschaft
vij = cic−1j (3.45)
auf Vi ∩Vj. Wir werden nun eine Familie {Ci}i∈I von stetigen Abbildungen
Cj : [0, 1]→ CGm,0(Vi)
konstruieren, für die
Ci(0) = ci (3.46)
und Ci(1) ∈ OGm,1 gilt. Sei also ein i ∈ I gegeben und sei p der Mittelpunkt von
Vi. Zudem sei
φ : GVi → Vi × G
ein holomorpher Isomorphismus und cφi : V → G sei die stetige Funktion mit
φ (ci(z)) =

z, cφi (z)

,
für z ∈ Vi. Da m = 0 auf Vi \ {0} gilt, erhalten wir durch
Ci(t, z) := φ−1

z, cφi (p + (t− 1)(p− z))

,
für 0 ≤ t ≤ 1, eine stetige Abbildung
Ci : [0, 1]→ CGm,0(Vi)
mit der Eigenschaft Ci(0) = ci, so dass für alle z ∈ Vi, gilt:
φ (Ci(1)) =

z, cφi (p)

.
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Insbesondere ist Ci(1) holomorph auf V. Falls zudem auch noch m(p) = 0 und
somit auch OGm,1(Vi) = OG(Vi) gilt, sind wir nach der Definition von OGm,1 fertig.
Falls m(p) > 0 gilt, liegt Ci(1) in G1Ap, d.h. cφi (1) ∈ G1A. Wir können folglich
eine stetige Funktion γ :

1
2 , 1

→ G finden, so dass
γ

1
2

= cφi (1) und γ(1) = 1 gelten. Dann liefert
C′(t, z) :=

C (2t) für 0 ≤ t ≤ 1/2
φ−1 ((z,γ(t)) für 1/2 ≤ t ≤ 1
eine stetige Abbildung C′ : [0, 1] → CGm,1 mit den gewünschten Eigenschaften.
Wir definieren nun durch
Fij(t, z) := C−1i (t, z)vij(z)Cj(t, z), (3.47)
für (t, z) ∈ [0, 1]×Vi ∩Vj, eine Familie F =

Fij

i,j∈I von stetigen Abbildungen
Fij : [0, 1]→ CGm,1(Vi ∩Vj).
Aus (3.45) und (3.46) folgt dann
Fij(0) = c−1i (z)vij(z)cj(z) = 1.
Da Ci(1) ∈ OGm,1 gilt, folgt daraus, wegen vij ∈ OGm,1(Vi ∩Vj), die Gleichung
Fij(1) = C−1i (1)vijCj(1) ∈ OGm,1(Vi ∩Vj).
Also ist F ein 1-Kozyklus mit Werten in der Garbe ρ. Nach Satz 3.40 zerfällt dieser
Kozyklus. Es gibt also stetige Abbildungen
Fi : [0, 1]→ CGm,1(Vi)
mit den Eigenschaften Fi(0) = 1 und
Fi(1) ∈ OGm,1(Vi),
so dass
Fij = FiF−1j
auf [0, 1] × (Vi ∩ Vj) gilt. Insbesondere gilt dann, nach Definition der Fij, siehe
Definition 3.47, die Gleichung
Fi(1)F−1j (1) = Fij(1) = Ci(1)vij(1)Cj(1).
Daraus folgt
vij = (Ci(1)Fi(1))

Cj(1)Fj(1)
−1
auf Vi ∩ Vj. Da sowohl die Schnitte Fi(1) als auch die Schnitte Ci(1) zu OGm,1(Vi)
gehören, folgt daraus, dass v als OGm,1-Kozyklus zerfällt. Nach Folgerung 4.10
folgt daraus, dass auch f alsOGm,1-Kozyklus zerfällt. Dies beendet den Beweis.
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3.6 Verdrillte Bündel
Wir werden in diesem Abschnitt die Methode des Verdrillens von Bündeln vor-
stellen und mit ihr Teil 3 von Satz 3.13 zeigen. Im Verlauf des gesammten Kapitels
sei X ⊆ C offen, A ein holomorphes, inneres Banachalgebra-Bündel über X mit
der charakteristischen Faser A und G eine offene Untergruppe von GA. Zudem
sei G ⊆ GA ein holomorphes G-Bündel über X. Wir folgen dabei einer Idee von
H. Grauert wie sie z. B. in [HL], Abschnitt 3.8. angewendet wird.
Denition 3.41. Sei {(Qi, Ui)}i∈I ein Atlas von A und sei U = {Ui}i∈I . Zudem sei
g =

gij
	
i,j∈I ein Kozyklus aus Z
  U ,OG  . Dann können wir über
S
i∈I A


Ui
× {i} die folgende Äquivalenzrelation einführen. Wir sagen, dass
(z, v, i) ∈ A  Ui × {i} und (z′, v′, j) ∈ A


Uj
× {j} äquivalent zueinander sind, wenn
z = z′ und v′ = gji(z) (v) gij(z) gilt.
Die dazu gehörende Menge von Äquivalenzklassen bezeichnen wir mit Ag. Seien nun,
für jedes i ∈ I, die Abbildungen
Ji : A


Ui
× {i} → Ag  Ui ,
die jedem Tripel (z, v, i) ∈ A  Ui ×{i} die Äquivalenzklasse von (z, v, i) inAg zuordnen,
gegeben. Wir versehen die Menge Ag mit der eindeutig bestimmten Struktur, welche aus
jedem Ji, i ∈ I, einen inneren Isomorphismus macht. Das so entstehende holomorphe,
innere Banachalgebra-Bündel bezeichnen wir ebenfalls mit Ag und nennen es das durch
g verdrillte Bündel von A. Wir nennen diese inneren Isomophismen {Ji}i∈I die ka-
nonischen Isomorphismen von Ag.
Des Weiteren bezeichnen wir mit Gg ⊆ GAg das holomorphe G-Bündel über X, mit der
Eigenschaft
Ji

G  Ui × {i}

= Gg  Ui ,
für alle i ∈ I. IstF eine Untergarbe von CG , dann bezeichnen wir die UntergarbeF g von
CGg , mit der Eigenschaft, dass für jedes i ∈ I und jede offene Menge U′ ⊆ Ui die Gruppe
F g (U′) genau die Schnitte f g : U′ → Gg enthält, für die es einen Schnitt f ∈ F (U′)
gibt, so dass f g = Ji( f ) gilt, als die durch g verdrillte Garbe von F .
Sei nun h ∈ C0 (U ,F ), dann nennen wir die 0-Kokette hg ∈ C0 (U ,F g) mit der Eigen-
schaft
hgi = Jl (glihigil) , (3.48)
für alle i, l ∈ I, die durch g verdrillte 0-Kokette von h. Ist f ∈ Z1 (U ,F ), dann
nennen wir den Kozyklus f g ∈ Z1 (U ,F g), mit der Eigenschaft
Jl
 
gli fijgjl

= f gij , (3.49)
für alle i, j, l ∈ I, den durch g verdrillten Kozyklus von f .
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Bemerkung 3.42. Es ist leicht zu sehen, dass folgende Gleichungen gelten:
1.

CGm,1
g
= CGgm,1.
2.

OGm,1
g
= OGgm,1.
Satz 3.43. Sei F eine Untergarbe von CG und seien f , g ∈ Z1 (U ,F ). Zudem sei F g
die durch g verdrillte Garbe von F . Dann sind f und g genau dann F -äquivalent zuein-
ander, wenn f g ∈ Z1 (U ,F g) F g-trivial ist.
Beweis. Zunächst folgt aus der Gleichung (3.49), zusammen mit der Kozyklusei-
genschaft von g, dass
1 = Jl(1) = Jl (gligil) = Jl

gligijgjl

= ggij (3.50)
über Ul ∩Ui ∩Uj, für alle i, j, l ∈ I, gilt. Zudem gilt für jede 0-Kokette
h ∈ C0 (U ,F ) die Gleichung
hi fijh−1j
g
ij
= (hi)
g
ij

fij
g
ij

h−1j
g
ij
(3.51)
über Ui ∩Uj, für alle i, j ∈ I. Denn wegen den Gleichungen (3.48), (3.49) und der
Kozykluseigenschaft von g haben wir
hi fijh−1j
g
ij
= Jl

glihi fijh−1j gjl

= Jl

glihigilgli fijgjlgl jh−1j gjl

= Jl (glihigil) Jl

gli fijgjl

Jl

gl jh−1j gjl

= (hi)
g
i

fij
g
ij

h−1j
g
j
,
über Ui ∩Uj ∩Ul, für alle i, j, l ∈ I.
Angenommen, f , g sind F -äquivalent zueinander, dann gibt es eine 0-Kokette
h ∈ C0 (U ,F ) mit der Eigenschaft
fij = higijh−1j
über Ui ∩Uj, für alle i, j ∈ I. Also gilt wegen den Gleichungen (3.50) und (3.51)
die Gleichung
fij
g
ij =

higijh−1j
g
ij
= (hi)
g
i

gij
g
ij

h−1j
g
j
= (hi)
g
i

h−1j
g
j
über Ui ∩Uj, für alle i, j ∈ I. Also ist f g F g-trivial.
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Nehmen wir nun an, dass f g F g-trivial ist. Dann gibt es eine 1-Kokette
hg ∈ C1 (U ,F g) mit der Eigenschaft
f gij = h
g
i

h−1j
g
j
(3.52)
über Ui ∩Uj, für alle i, j ∈ I. Also gilt aufgrund der Gleichungen (3.50), (3.51) und
der Kozykluseigenschaft von g die Gleichung
f gij = h
g
i g
g
ij

h−1j
g
j
=

higijh−1j
g
ij
über Ui ∩Uj, für alle i, j ∈ I. Also gilt
Jl

gli fijgjl

= Jl

glihigijh−1j gjl

über Ui ∩Uj ∩Ul, für alle i, j, l ∈ I. Da Jl ein Isomorphismus ist, folgt daraus die
Gleichung
fij = higijh−1j
über Ui ∩Uj ∩Ul, für alle i, j, l ∈ I. Diese gilt insbesondere auch für l = j. Also
sind f und g F -äquivalent. Dies beendet den Beweis.
Beweis von Teil 3 von Satz 3.13. Nach Lemma 3.15 genügt es den Fall F = OGm,1
zu betrachten. Sei U eine offene Überdeckung von X und seien f , g ∈ Z1

U ,OGm,1

zwei CGm,1-äquivalente Kozyklen. Dann ist der Kozyklus f g ∈ Z1

U ,OGgm,1

nach
Satz 3.43

CGm,1
g
-trivial und nach Bemerkung 3.42 auch CGgm,1-trivial. Dann ist
nach Teil 2 von Satz 3.13, den wir bereits in Kapitel 3.5 bewiesen haben, der Ko-
zyklus f g auch OGgm,1-trivial und folglich

OGm,1
g
-trivial. Also sind nach Satz 3.43
die Kozyklen f , g OGm,1-äquivalent. Dies beendet den Beweis.
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4 Anhang: Abstrakte Garben
Wir geben in diesem Anhang eine Reihe von Definitionen an, welche in der Haupt-
arbeit des Öfteren benutzt werden. Dabei sind die Begriffe Garbe und Kozyklus
besonders wichtig. Zudem werden zwei wichtige Eigenschaften von Kozyklen,
die Sätze 4.9 und 4.12, formuliert und bewiesen.
Definition 4.1. Sei T ein beliebiger topologischer Raum. Eine Garbe von Gruppen
über T ist eine Abbildung F , die jeder offenen Menge U ⊆ T eine Gruppe F (U) (even-
tuell nicht-abelsch) zuordnet sowie eine zweite Abbildung, die jedem Paar von offenen
Mengen U ⊆ V ⊆ T einen Gruppen-Homomorphismus F (U) → F (V), f → f V
zuordnet, so dass Folgendes gilt:
1. F (∅) ist die Gruppe, die nur das neutrale Element enthält.
2. Für jede offene Menge U ⊆ T und jedes f ∈ F (U) gilt f U = f .
3. Für je drei offene Mengen W ⊆ V ⊆ U und jedes f ∈ F (U) gilt
( f |V)

W = f

W .
4. Für jede Familie {Ui}i∈I von offenen Teilmengen von T und jede Familie von Ele-
menten fi ∈ F (Ui),i ∈ I, mit
fi

Ui∩Uk = fk

Ui∩Uk ,
für alle i, k ∈ I, gibt es ein Element f ∈ F (i∈I Ui) mit f Ui = fi.
5. Sei {Vi}i∈I eine Familie offener Mengen mit
i
Vi = U
und seien f , g ∈ F (U) mit f Vj = gVj , für j ∈ I. Dann gilt f = g.
Wir nennen die Elemente von F (U) die Schnitte von F und den Gruppen-Homomor-
phismus F (U) → F (V) den Einschränkungs-Homomorphismus von F (U) auf
F (V). Eine Garbe G über T heißt Untergarbe einer Garbe F über T, wenn G(U) für
jede offene Teilmenge von T eine Untergruppe von F (U) ist und die Einschränkungs-
Homomorphismen von G die Einschränkungen der entsprechenden Einschränkungs-Ho-
momorphismen von F sind.
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Beispiel 4.2. Sei E ein Banachraum und sei GL(E) die Gruppe aller stetigen, inver-
tierbaren und linearen Abbildungen von E nach E. Sei T ein topologischer Raum. Dann
ist die Abbildung CE, welche jeder offenen Untermenge U ⊆ T die Gruppe CE(U) aller
stetigen Abbildungen f : U → E zuordnet, eine Garbe von Gruppen über T. Zudem
ist die Abbildung CGL(E), welche jeder offenen Menge U ⊆ T die Gruppe CGL(E)(U)
aller stetigen Abbildungen g : U → GL(E) zuordnet, ebenfalls eine Garbe von Gruppen
über T. Des Weiteren ist die Abbildung OE, welche jeder offenen Teilmenge U ⊆ T die
Gruppe OE(U) aller holomorphen Abbildungen f : U → E zuordnet, eine Untergarbe
von CE über T. Entsprechend ist OGL(E) eine Untergarbe von CGL(E) über T.
Sei A eine Banachalgebra und GA die Gruppe ihrer invertierbaren Elemente, dann ist
die Abbildung OGA, welche jeder offenen Teilmenge U ⊆ T die Gruppe OGA(U) aller
holomorphen Abbildungen f : U → GA zuordnet, eine Garbe von Gruppen über T.
Definition 4.3. Sei F eine Garbe von Gruppen über einem topologischen Raum T und
sei U = {Ui}i∈I eine offene Überdeckung von T. Wir definieren die Mengen der Ko-
ketten durch
1. C0(U ,F ) := ˙i∈IF (Ui).
2. C1(U ,F ) := ˙i,j∈IF (Ui ∩Uj).
Die Elemente von Cp(U ,F ), p ∈ {1, 2}, heißen p-Koketten von F zur Überdeckung
U .
Definition 4.4. Sei F eine Garbe von Gruppen über einem topologischen Raum T und
sei U = {Ui}i∈I eine offene Überdeckung von T. Dann bezeichnen wir mit Z1 (U ,F )
die Menge aller Familien { fij}i,j∈I aus C1(U ,F ) mit der Eigenschaft
fij

Ui∩Uj∩Uk f jk

Ui∩Uj∩Uk = fik

Ui∩Uj∩Uk . (4.1)
Die Elemente von Z1 (U ,F ) nennen wir Kozyklen. Den Kozyklus { fij}mit der Eigen-
schaft fij = 1, für alle i, j ∈ I, nennen wir den 1-Kozyklus.
Bemerkung 4.5. Aus der Eigenschaft (4.1) folgt direkt, dass für alle i, j ∈ I die Glei-
chungen
fii = 1
und
fij = f−1ji
gelten. Gleichungen in der Form von (4.1) schreiben wir vereinfacht in der Form
fij f jk = fik.
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Definition 4.6. Sei T ein topologischer Raum und sei U = {Ui}i∈I eine offene Überde-
ckung von T. Sei zudem F eine Garbe von Gruppen über T. Seien zudem f = { fij}i,j∈I
und g = {gij}i,j∈I zwei Kozyklen aus Z1 (U ,F ). Wir nennen f und g äquivalent
(oder genauer F -äquivalent) zueinander, wenn es eine Familie {hi}i∈I von Schnitten
hj ∈ F

Uj

, für j ∈ I, gibt, mit der Eigenschaft
gjk = hj f jkh−1k
auf Uj ∩Uk, für alle j, k ∈ I. Wir nennen einen Kozyklus f = { fij}i,j∈I aus Z1 (U ,F ),
der äquivalent zum 1-Kozyklus ist, trivial (oder F -trivial).
Definition 4.7. Sei F eine Garbe von Gruppen über einem topologischen Raum T. Sei
U = {Ui}i∈I eine offene Überdeckung von T und sei Y eine offene Teilmenge von T. Mit
F Y bezeichnen wir die Garbe von Gruppen, die jeder offenen Teilmenge U von Y die
Gruppe F (U) zuordnet. Wir setzen zunächst
U ∩Y := {Ui ∩Y}i∈I .
Wir definieren:
1. Sei g ∈ Z1 (U ,F ) ein Kozyklus. Mit gY bezeichnen wir den Kozyklus aus
Z1 (U ∩Y,F ), welcher durch
g

Y

jk
=

gjk
 
Uj∩Uk∩Y,
für j, k ∈ I, gegeben ist.
Man nennt g

Y die Einschränkung von g auf Y. Wir sagen zudem, dass g trivial
über Y ist, wenn g

Y trivial ist. Wir sagen des Weiteren, dass der Kozyklus g über
Y zerfällt, wenn er trivial über Y ist.
2. Seien g1, g2 ∈ Z1 (U ,F ) zwei Kozyklen. Wir nennen g1 und g2 äquivalent über
Y, wenn (g1)

Y und (g2)

Y äquivalent sind.
Definition 4.8. Seien U = {Ui}i∈I und V = {Vj}j∈J offene Überdeckungen eines
topologischen Raumes T, so dass V eine Verfeinerung von U ist. Das heißt, dass es eine
Abbildung τ : J → I gibt, so dass Vj ⊆ Uτ(j) für jedes j ∈ J gilt. Sei zudem F eine
Garbe von Gruppen über T.
Wir definieren für jedes g ∈ Z1(U ,F ) einen Kozyklus τ∗g ∈ Z1(V ,F ), indem wir
(τ∗g)jk = gτ(j)τ(k)
auf Vj ∩Vk, für j, k ∈ J, setzen.
Wir nennen einen Kozyklus gˇ ∈ Z1(V ,F ) induziert von g ∈ Z1(U ,F ), wenn es eine
Abbildung τ : I → J gibt, so dass Vj ⊆ Uτ(j) und gˇ = τ∗g gilt.
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Satz 4.9. SeiF eine Garbe von Gruppen über einem topologischen Raum T. Seien zudem
U = {Ui}i∈I und V = {Vj}j∈J offene Überdeckungen von T, so dass V eine Verfeine-
rung von U ist. Sind f , g ∈ Z1(U ,F ) und f˜ , g˜ ∈ Z1(V ,F ), so dass f˜ von f und g˜ von
g induziert ist, so ist Folgendes äquivalent:
1. f und g sind äquivalent.
2. f˜ und g˜ sind äquivalent.
Beweis. Nach Voraussetzung gibt es Abbildungen τ, φ : J → I, so dass
f˜ = τ∗ f und g˜ = φ∗g gilt. Angenommen, f und g sind äquivalent, dann gibt es
Schnitte hi ∈ F (Ui), i ∈ I, so dass
h−1i fijhj = gij (4.2)
auf Ui ∩Uj, für alle i, j ∈ I, gilt. Nun definieren wir Schnitte h˜µ ∈ F (Vµ), µ ∈ J,
indem wir
h˜µ := hτ(µ)gτ(µ)φ(µ)
auf Vµ setzen. Dann gilt
h˜−1ν f˜νµh˜µ = g−1τ(ν)φ(ν)h
−1
τ(ν)
fτ(ν)τ(µ)hτ(µ)gτ(µ)φ(µ)
auf Vν ∩Vµ. Nach (4.2) folgt daraus
h˜−1ν f˜νµh˜µ = g−1τ(ν)φ(ν)gτ(ν)τ(µ)gτ(µ)φ(µ)
auf Vν ∩Vµ. Da g ein Kozyklus ist, folgt daraus weiter
h˜−1ν f˜νµh˜µ = gφ(ν)φ(µ) = g˜νµ
auf Vν ∩Vµ. Folglich sind f˜ und g˜ äquivalent.
Nehmen wir nun an, dass f˜ und g˜ äquivalent sind. Dann gibt es Schnitte
h˜µ ∈ F (Vµ), µ ∈ J, mit
h˜−1ν f˜νµh˜µ = g˜νµ
auf Vν ∩Vµ ̸= ∅. Da f˜ = τ∗ f und g˜ = φ∗g gilt, folgt daraus
h˜−1ν fτ(ν)τ(µ)h˜µ = gφ(ν)φ(µ)
auf Vν ∩Vµ. Da f und g Kozyklen sind, folgt daraus, dass
h˜−1ν fτ(ν)j f jτ(µ)h˜µ = gφ(ν)jgjφ(µ)
auf Vν ∩Vµ ∩Uj ̸= ∅, j ∈ I, gilt.
80
Des Weiteren gilt, da V eine Verfeinerung von U ist, die Gleichung
f j,τ(µ)h˜µgφ(µ)j = f jτ(ν)h˜νgφ(ν)j
auf Vν ∩ Vµ ∩Uj. Damit können wir nun Schnitte hj ∈ F (Uj), j ∈ I, definieren,
indem wir
hj := f jτ(µ)h˜µgφ(µ)j
auf Vµ ∩Uj ̸= ∅ setzen. Benutzt man erneut die Kozyklenbedingung von f und
g erhält man
h−1j f jkhk = gjφ(µ)h˜
−1
µ fτ(µ)j f jk fkτ(µ)h˜µgφ(µ)k.
Also gilt
h−1j f jkhk = gjφ(µ)h˜
−1
µ h˜µgφ(µ)k = gjk.
Dies beendet den Beweis.
Folgerung 4.10. Sei F eine Garbe von Gruppen über einem topologischen Raum T und
seien U = {Ui}i∈I und V = {Vj}j∈J offene Überdeckungen von T, so dass V eine
Verfeinerung von U ist. Ist f ∈ Z1(U ,F ) und f˜ ∈ Z1(V ,F ), so dass f˜ von f induziert
ist, so ist Folgendes äquivalent:
1. f ist trivial.
2. f˜ ist trivial.
Beweis. Sei g der 1-Kozyklus. Dann liefert Satz 4.9 das Gewünschte.
Aufgrund von Satz 4.9 ist folgende Definition sinnvoll.
Definition 4.11. Sei T ein topologischer Raum und sei F eine Garbe von Gruppen über
T. Unter einem Kozyklus mit Werten in F (oder F -Kozyklus) verstehen wir ein
Paar ( f ,U ), wobei U eine offene Überdeckung von T ist und f ∈ Z1(U ,F ) gilt.
Zwei F -Kozyklen ( f ,U ) und (g,V) heißen äquivalent (oder genauer F -äquivalent),
wenn es eine ÜberdeckungW gibt, die sowohl U als auch V verfeinert, so dass Folgendes
gilt:
Sind die Kozyklen f˜ ∈ Z1(W ,F ) und g˜ ∈ Z1(W ,F ) durch f bzw. g induziert, so
sind f˜ und g˜ äquivalent.
Satz 4.12. Sei F eine Garbe von Gruppen über einem topologischen Raum T.
Seien U = {Ui}i∈I und V = {Vi}i∈I zwei offene Überdeckungen von T und sei
g ∈ Z1 (V ,F ) ein Kozyklus, der trivial über jedem Ui ist.
Dann gibt es einen Kozyklus g˜ ∈ Z1 (U ,F ) der F -äquivalent zu g ist.
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Beweis.Wir wählen für jedes j ∈ I eine offene Überdeckung Wj = {Wjν}ν∈N von
Uj, die so fein ist, dass W := {Wjν}(j,ν)∈I×N eine Verfeinerung von V ist.
Sei nun g′ = {gjµ,kν}(j,ν),(k,µ)∈I×N ∈ Z1 (W ,F ) ein Kozyklus, der von g induziert
ist. Dann sind g und g′ nach Definition 4.11 F -äquivalent zueinander. Folglich
genügt es uns zu zeigen, dass g′ F -äquivalent zu einem Kozyklus aus Z1 (U ,F )
ist.
Nach Definition 4.11 ist, für jedes Uj, der Kozyklus g


Uj
F -äquivalent zu g′  Uj . Da
g


Uj
F -trivial ist, ist nach Folgerung 4.10 auch g′  Uj F -trivial. Folglich gibt es eine
Familie hjν ∈ F (Wjν), für j ∈ I, so dass
h−1jν g
′
jν,jµhjµ = 1 (4.3)
auf Wjν ∩Wjµ gilt. Wir setzen nun
g′′jν,kµ = h
−1
jν g
′
jν,kµhkµ
auf Wjν ∩Wkµ, mit (j, ν), (k, µ) ∈ I × N, und erhalten auf diese Weise einen Ko-
zyklus g′′ ∈ Z1 (W ,F ). Nach Definition 4.11 ist g′′ F -äquivalent zu g′ und somit
auch zu g. Mit der Kozyklus-Bedingung von g′ erhalten wir
g′′jν,kµ = h
−1
jν g
′
jν,jµ′g
′
jν′,kµ′g
′
kµ′,kµhkµ
= (h−1jν g
′
jν,jµ′hjµ′)h
−1
jµ′ g
′
jν′,kµ′kkµ′(h
−1
kµ′g
′
kµ′,kµhkµ)
auf Wjν ∩Wkµ ∩Wjν′ ∩Wkµ′ . Mit (4.3) folgt daraus
g′′jν,kµ = h
−1
jµ′ g
′
jµ,kµ′hkµ′ = g
′′
jν′,kµ′
auf Wjν ∩Wkµ ∩Wjν′ ∩Wkµ′ .
Dies gibt uns die Möglichkeit, eine Familie von Abbildungen g′′′jk ∈ F
 
Uj ∩Uk

,
mit j, k ∈ I, zu definieren, indem wir
g′′′jk = g
′′
jν,kµ
auf Wjν ∩Wkµ, mit j, k ∈ I und ν, µ ∈ N, setzen. Da g′′ ein Kozyklus ist, gilt
g′′′jk g
′′′
kl = g
′′
jν,kµg
′′
kµ,lλ = g
′′
jν,lλ = g
′′′
j,l
auf Wjν ∩Wkµ ∩Wlλ und somit auch auf Uj ∩Uk ∩Wl. Also ist g′′′ ∈ Z1 (U ,F ).
Sei nun τ : I ×N → I mit τ(j, µ) = j gegeben. Da die Inklusion
Wjν ⊆ Uj = Uτ(j,ν)
für jedes Paar (j, ν) ∈ I ×N gilt und da nach der Definition von g′′′ auch
g′′jν,kµ = g
′′′
jk


Wjν∩Wkµ = g
′′′
τ(j,ν)τ(k,µ)


Wjν∩Wkµ
gilt, ist g′′′ von g′′ induziert. Da aber g′′ F -äquivalent zu g ist, ist nach Folgerung
4.10 g′′′ F -äquivalent zu g. Dies beendet den Beweis.
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Wir wollen nun noch den Fall gesondert betrachten, in dem die Gruppen F (U)
stets kommutativ sind. Von nun an seiF also eine Garbe von Abelschen Gruppen
und die Gruppenoperation in der Gruppe F (U), für U ⊆ T offen, sei mit +
bezeichnet.
Definition 4.13. Seien F und G zwei Garben von Abelschen Gruppen über einem to-
pologischen Raum T. Ein Garben-Homomorphismus Φ : F → G ist eine Familie
{Φ(U)}, für U ⊆ T offen, von Gruppenhomomorphismen Φ(U) : F (U) → G(U),
welche mit den Einschränkungshomomorphismen von F kommutieren.
Definition 4.14. Seien F1 und F2 zwei Garben von Abelschen Gruppen über einem
topologischen Raum T. Sei Φ ein Garben-Homomorphismus von F1 nach F2 und sei
U ⊆ X offen. Wir bezeichnen mit KerΦ(U) die Gruppe aller Schnitte f ∈ F1(U), für
die Φ f = 0 gilt. Die so definierte Garbe KerΦ von F1-wertigen Schnitten auf X nennen
wir die Kerngarbe vonΦ bzw. die Kerngarbe des durchΦ definierten Homomorphismus
von F1 nach F2.
Des Weiteren bezeichnen wir mit ImΦ(U) die Gruppe aller Schnitte f ∈ F2(U), für die
Folgendes gilt: Für jeden Punkt z ∈ U gibt es eine Umgebung V ⊆ U von z und einen
Schnitt g ∈ F1(V) mit f

V = Φg.
Die so definierte Garbe ImΦ nennen wir die Bildgarbe von Φ.
Definition 4.15. Sei F eine Garbe von Abelschen Gruppen über einem topologischen
Raum T und sei U = {Ui}i∈I eine offene Überdeckung von T. Wir definieren die Grup-
pen der Koketten durch
1. C0(U ,F ) := ˙i∈IF (Ui).
2. C1(U ,F ) := ˙i,j∈IF (Ui ∩Uj).
3. Für p ≥ 1 sei Cp(U ,F ) := ˙i0,··· ,ip∈IF Ui0 ∩ · · · ∩Uip.
Die Elemente von Cp(U ,F ) heißen p-Koketten von F zur Überdeckung U .
Definition 4.16. Die Gruppen-Homomorphismen
δ : Cp(U ,F )→ Cp+1(U ,F ),
für p ∈ N, die durch
(δ f )i0,··· ,ip+1 =
p
∑
k=0
(−1)k+1 fi0,···kˆ··· ,ip+1

Ui0∩···∩Uip+1
definiert sind, nennt man Korandoperatoren. Die Kerne der Korandoperatoren bezeich-
net man mit
Z p(U ,F ) :=  f ∈ Cp(U ,F )δ f = 0 .
Die Elemente von Z p(U ,F ) heißen p-Kozyklen von F bezüglich U .
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Bemerkung 4.17. Für eine 0-Kokette gilt nach Definition
δ({ fi}i∈I) =

fi

Ui∩Uj − f j

Ui∩Uj

i,j∈I
.
Folglich gehört eine 0-Kokette genau dann zu Z0(U ,F ), wenn fi

Ui∩Uj = f j

Ui∩Uj gilt.
Also kann man, wegen Teil 5 von Definition 4.1, Z0(U ,F ) mit F (T) identifizieren,
Z0(U ,F ) = F (T).
Lemma 4.18. Sei F eine Garbe von Abelschen Gruppen über einem topologischen Raum
T und sei U = {Ui}i∈I eine offene Überdeckung von T. Dann gilt für die Korandopera-
toren die Gleichung δ2 = 0.
Beweis. Sei f ∈ Cp(U ,F ) eine p-Kokette. Dann gilt auf Ui0 ∩ · · · ∩Uip+2 die Glei-
chung
(δ(δ f ))i0,··· ,ip+2 =
p+2
∑
k=0
(−1)k(δ f )i0,···kˆ··· ,ip+2
=
p+2
∑
k=0
(−1)k

k−1
∑
l=0
(−1)l fi0,···lˆ···kˆ··· ,ip+2 +
p+2
∑
l=k+1
(−1)l−1 fi0,···lˆ···kˆ··· ,ip+2

= ∑
0≤l<k≤p+2
(−1)k+l fi0,···lˆ···kˆ··· ,ip+2 − ∑
0≤k<l≤p+2
(−1)k+l fi0,···lˆ···kˆ··· ,ip+2
= 0.
Das liefert den Beweis.
Definition 4.19. Wegen Lemma 4.18 sind die Faktorgruppen
Hp(U ,F ) := Z
p(U ,F )
δCp−1(U ,F ) ,
für p ≥ 1, wohldefiniert. Wir setzen zudem H0(U ,F ) = Z0(U ,F ) = F (T). Die
Gruppe Hp(U ,F ) heißt p-te (C˘ech-)Kohomologie-Gruppe der Garbe F bezüglich
der Überdeckung U .
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