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Abstract. Long-range interacting systems are omnipresent in nature. We investigate
here the collective dynamical behavior in a long-range interacting system consisting
of coupled Stuart-Landau limit cycle oscillators. In particular, we analyze the impact
of a repulsive coupling along with a symmetry breaking coupling. We report that
the addition of repulsive coupling of sufficient strength can induce a swing of the
synchronized state which will start disappearing with increasing disorder as a function
of the repulsive coupling. We also deduce analytical stability conditions for the
oscillatory states including synchronized state, solitary state, two-cluster state as well
as oscillation death state. Finally, we have also analyzed the effect of power-law
exponent on the observed dynamical states.
1. Introduction
Complex dynamical systems exhibit a variety of dynamical patterns through distinct
interesting transitions due to the nature of coupling architectures. Among the various
coupling geometries, investigations on coupled networks with global (all to all) coupling
have become an active area of research in recent times, because of their prevalence
in many natural systems [1, 2, 3, 4]. Moreover, such a type of network architecture
is often used to study the collective properties of chemical reactions [5, 6], physical
systems [7, 8, 9, 10], electronic devices [11] and biological systems [12, 13]. Globally
coupled dynamical systems exhibit diverse dynamical patterns such as synchronization,
clustering and many more states including one of the emergent hybrid dynamical
behavior called chimera state [14, 15, 16]. In addition, the network of coupled dynamical
systems exhibit different transitions with coexisting distinct dynamical states. But
still the underlying mechanism behind such transitions, and multistabilities among the
distinct dynamical behaviors, remain unclear. Further it is also known that globally
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(mean-field) coupled systems can act as long-range interacting systems under certain
limitations [17]. Studies on long-range interaction have also been an active area of
research over the last several decades [18, 19, 20, 21]. Generally, any complex interaction
decaying as a power law at large distances, without any specific length, can be considered
as long range interaction. One can find such systems in astrophysics, plasma physics,
atomic physics, nuclear physics and hydrodynamics [22, 23, 24, 25]. Due to the
widespread nature of long-range interacting systems, it is essential to understand the
dynamical behavior of an ensemble of oscillators with this kind of interactions. The
effect of such interactions can be well understood with mean-field (global) coupling
[26, 27].
On the other hand, studies on synchronization and its control have been receiving
much attention due to their potential applications in many physical, biological,
social and even in man-made systems [28]. Particularly, a large scale neuronal
synchronization causes several brain disorders such as Parkinson’s disease, tremor and
epilepsy [29, 30, 31, 32]. Though many investigations have been made to understand
their intricacies in different systems, still it demands a deep knowledge to control
the mechanism of synchronized states. Therefore a continuous effort is still on to
explore many aspects associated with the phenomenon of synchronization [33, 34].
Out of numerous investigations on synchronized states, Daido and Nakanishi had
found a novel interesting behavior called a “swing of the synchronized state” in a
large population of globally coupled Stuart-Landau oscillators where the inhomogeneity
among the synchronized regions emerges by introducing diffusion in a globally coupled
system in the presence of nonisochronicity parameter. The investigation by Daido
and Nakanishi revealed that the synchronized state is destabilized while increasing the
coupling strength which again gets stabilized upon increasing the coupling strength
further. The destabilization of stable synchronized state and again re-stabilization of
destabilized synchronized state is called the swing of the synchronized state [35, 36].
Later, such an interesting dynamical behavior was also found in a globally coupled
system of Stuart-Landau oscillators with symmetry breaking coupling in the presence of
nonisochronicity parameter by Premalatha et al [37]. These authors reported that the
symmetry breaking coupling facilitates the widening of the dynamical regime by twice as
compared with the symmetry preserving coupling, and an increase of disorderliness when
increasing the nonisochronicity parameter. Besides the above, recent investigations
revealed that the trade-off between repulsive and attractive couplings can exhibit
diverse collective dynamical states, including spontaneous symmetry breaking, along
with distinct multistablities in a single network [38, 39, 40]. In the present study,
we explore whether the addition of repulsive coupling along with symmetry breaking
coupling can induce the swing by mechanism and, if so, what is its influence on the
degree of disorder among the coupled systems. Indeed, we find the emergence of swing
of the synchronized state while increasing the strength of the repulsive coupling up to a
sufficient value beyond which it will disappear with increasing disorderliness at strong
repulsive coupling.
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In this report, we investigate the dynamical transitions in a network of long-range
coupled Stuart-Landau oscillators with the addition of repulsive link in the symmetry
breaking coupling. Initially, we show the emergence of a swing of synchronized state for
sufficient strength of the repulsive coupling in the absence of power-law exponents and
increasing disorder with the increase of the strength of the repulsive coupling. Further,
the swing of the synchronized state disappears at strong repulsive coupling strength
and the systems attain a completely disordered state. In the swing of the synchronized
state the dynamical transitions are observed through the synchronized state to solitary
state and cluster state and finally re-emergence of the synchronized state. We have
also deduced the analytical stability conditions for the oscillatory states of synchronized
states, solitary state and cluster states. Finally, we obtain the stability conditions for
oscillation death state. We also identify the dynamical transitions for different power-
law exponents and report that the system becomes completely desynchronized when
increasing the power-law exponent to appropriate higher values.
The rest of the paper is organized as follows. In Sec. 2, we introduce our model
of long-range coupled Stuart-Landau oscillators. The numerical results for swing by
mechanism and global behavior of the coupled system are discussed in the absence of
power-law exponents (i.e. the system is all-to-all coupled) in Sec. 3. The corresponding
analytical results are discussed in Sec. 4. We analyze the dynamical transitions by
varying the power-law exponents in Sec. 5. Finally, we summarize our findings in Sec. 6.
2. The Model
Stuart-Landau limit cycle oscillator is a general, paradigmatic model, which can be
used to model a variety of nonlinear dynamical systems near the Hopf bifurcation point
[41, 42, 43, 44]. We consider a one-dimensional ring network of coupled Stuart-Landau
oscillators and investigate its dynamical behavior by including a repulsive link along
with a symmetry breaking coupling. The proposed coupling is a symmetry breaking
coupling which breaks the rotational symmetry of the coupled system explicitly. The
governing equations of the network can be represented as
z˙j = f(zj) +
κ
η(α)
[∑
j 6=k
1
|j − k|α (Re(zk − zj)− i q Im(zk − zj))
]
, j, k = 1, 2, ..., N, (1)
where f(zj) = (λ + iω)zj − (1 − ic)|zj|2zj , the state variables being zj = xj + iyj ∈ C.
In the absence of coupling the considered system preserves symmetry (rotational
invariance), that is the system equation remains invariant under the transformation
zj → zjeiθ. In contrast, the rotational invariance is not preserved upon introducing
the couplings and hence these types of couplings are known as symmetry breaking
couplings [45, 46]. Here N is the total number of the oscillators in the network
and η(α) =
∑N
k 6=j |j − k|−α is the normalization constant. When the strength of the
interaction lies between 0 ≤ α ≤ 1, the interaction is said to be of long range. On the
otherhand α > 1 is considered as the short range. The edge of long-range interaction is
achieved through α = 0, when the system becomes mean-field (globally) coupled whereas
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α→∞ indicates that systems are coupled only to the nearest neighbors [47, 48, 49, 50].
Here, κ = ((N − 1)/N)ǫ, where ǫ is the coupling strength and q is the strength of the
repulsive coupling. λ and ω correspond to the bifurcation parameter and the natural
frequency of the system, respectively. c is the nonisochronicity parameter. Throughout
the manuscript, the parameter values are fixed as λ = 1.0, ω = 2.0, c = 2.5 and N = 100.
The initial state for the state variables xi and yi are chosen randomly between -1 to 1
and Runge-Kutta fourth order integration scheme is used for all our simulations with a
time step 0.01.
3. Dynamical transitions for power-law exponent α = 0
3.1. Swing of synchronized states
(a) (b) (c) (d)
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Figure 1. Spatio-temporal plots for q = 0.1 as a function of ǫ: (a) synchronized state
for ǫ = 1.05, (b) solitary state for ǫ = 1.35, (c) two cluster state for ǫ = 1.65 and (d)
synchronized state for ǫ = 2.05. The corresponding frequency plots are shown in the
lower panels (e)-(h). The insets in (e)-(h) denote the snapshots of the variables xi.
The emergence of swing by mechanism due to diffusive coupling has been revealed
both in the cases of symmetry preserving and symmetry breaking couplings, which
induce inhomogeneity among the synchronized regions resulting in the swing of
synchronized states [37]. In order to understand the impact of the additional repulsive
coupling on the emergence of the swing of the synchronized states in the ensemble of
Stuart-Landau oscillators with symmetry breaking coupling, at first, we have plotted the
space-time evolution as a function of the coupling strength ǫ for the repulsive coupling
q = 0.1 (see Figs. 1(a)-1(d)). Further to distinguish the distinct dynamical states, we
have estimated the frequencies of the oscillators corresponding to each of the observed
dynamical states, which are depicted in Figs. 1(e)-1(h), while the snapshots of the
dynamical states are shown in their respective insets. From Figs. 1(a) and 1(e), it
is clear that a completely synchronized state (SYN) emerges for the coupling strength
ǫ = 1.05. In this state, all the oscillators oscillate with the same frequency as is evident
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Figure 2. Phase-portrait trajectories of the representative oscillators for (a)
synchronized state, (b) solitary state and (c) two-cluster oscillatory state. Dashed
line denotes the phase-portrait trajectory of the synchronized group and solid line
in Fig. 2(b) represents the solitary oscillators, while the solid line in Fig. 2(c)
denotes second cluster. Filled circles denote the Poincare´ points corresponding to
the synchronized group whereas Poincare´ points for the quasiperiodic oscillations of
the solitary oscillators are denoted by filled diamonds. The parameter values are the
same as in Figs. 1(a)-(c).
from Fig. 1(e), while the inset in Fig. 1(e) clearly illustrates that each oscillator in the
network oscillates with the same amplitude. Increasing the coupling strength further to
ǫ = 1.35, the system exhibits a solitary state (SS) as shown in Figs. 1(b) and 1(f). A very
few of the oscillators makes an excursion away from the synchronized group and oscillate
with their own frequency and amplitude [51, 52], is evident from Fig. 1(f). In contrast
to [52], the solitary oscillators in Fig. 1(f) do not have identical mean frequencies. In
fact, their mean frequencies are distributed between four different levels. Emergence of
two-cluster (2C) state is observed on further increasing the coupling strength to ǫ = 1.65
(see Figs. 1(c) and 1(g)). It is to be noted that in the 2C state, the oscillators in the
network oscillate in two different groups with different amplitudes but with the same
frequency. By increasing the coupling strength further, again the system re-enters into
a completely synchronized state (see Figs. 1(d) and 1(h)), characterized by identical
amplitude and frequency. Thus, it becomes evident that the phenomenon of swing
of synchronized states, that is the re-emergence of the synchronized state after being
collapsed in a certain range of parameters, persists even with the addition of repulsive
coupling. For a clearer insight on the nature of the observed dynamical states, we
have depicted the phase-space dynamics of the representative oscillators for each of the
observed states along with their Poincare´ points in Fig. 2. The representative oscillator
from the synchronized group is denoted by a dashed line, which always exhibits periodic
oscillations. The filled circles correspond to the Poincare´ points of the synchronized
group of oscillators. The Poincare´ points of the solitary oscillators are represented by
filled diamonds. The representative oscillators from the synchronized state (x2, x15)
exhibiting periodic oscillations are evident from Fig. 2(a) for ǫ = 1.05. In the case
of the solitary state, the oscillator from the synchronized group (x2) exhibits periodic
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oscillations as in Fig. 2(a), while the solitary oscillator (x15) exhibits quasi-periodic
oscillations. The closed loop of the Poincare´ points confirms the quasi-periodic nature
of the solitary oscillator. The representative oscillators (x2, x18) from the two-cluster
state (see Fig. 2(c)) indicate that the oscillators from the distinct clusters follow different
trajectories with different amplitudes.
Further to quantify the dynamical transitions and to characterize the swing of
synchronized states, we have calculated the standard deviation as a function of ǫ for
three different values of the strength of the repulsive coupling. The standard deviation
is calculated using the relation,
σ = 〈(|xj − xj |2)1/2〉t, (2)
where the bar denotes the average over 1 ≤ j ≤ N and < · >t represents the time
average. Initially, the dynamical transitions will be analyzed for a smaller value of the
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Figure 3. Standard deviation as a function of ǫ (after leaving the transients time,
5× 104 units) for (a) q = 0.1 (b) q = 0.3 and (b) q = 0.7. SYN, SS and DS denote the
synchronized state, solitary and desynchronized states. 2C and 3C are the two and
three cluster oscillatory states. OD is the oscillation death state.
strength of the repulsive coupling. The standard deviation is shown in Fig. 3 as a
function of the coupling strength ǫ for three different values of the repulsive coupling.
Fig. 3(a) corresponds to the strength of the repulsive coupling q = 0.1. It is evident
from the null value of the standard deviation in the range of ǫ ∈ (0.08, 1.09) that all the
oscillators in the network evolve in synchrony with each other. Further, the finite value
of the standard deviation in a narrow range of ǫ ∈ (1.09, 1.78) indicates that all the
oscillators in the network evolve independently (asynchronously). The oscillators in this
range of ǫ actually exhibit either solitary state or two cluster state. The null value of the
standard deviation beyond ǫ = 1.78 elucidates that all the oscillators are in complete
synchrony. Thus the value of the standard deviation as a function of the coupling
strength ǫ corroborates the re-emergence of the synchronized state after a short range
of excursion away from the synchronized state, thereby illustrating the phenomenon of
the swing of the synchronized state.
Similarly, Figs. 3(b) and 3(c) are plotted for two distinct values of the strength of
the repulsive coupling (i.e. q = 0.3 and q = 0.7). It is clear that increasing q increases
the range of disorder among the coupled oscillators as a function of the coupling strength
ǫ (see Figs. 3(a)-3(c)). The synchronized state re-emerges for q = 0.3 as a function of
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the coupling strength ǫ as indicated by the value of the standard deviation in Fig. 3(b).
It is also to be noted that the synchronized state characterized by the null value of
the standard deviation does not re-emerge for a larger value of the repulsive coupling
strength (see Fig. 3(b) for q = 0.7) thereby elucidating the disappearance of the swing by
mechanism for larger ranges of the strength of the repulsive coupling. In Figs. 3(a)-3(c),
the shaded regions denote the desynchronized (DS) or three-cluster (3C) (disordered)
states, whose spread increases with the strength of the repulsive coupling. Also, we
observed the oscillation death state at strong coupling strengths (see Fig.3(c)) which
will be detailed in the following.
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Figure 4. Spatio-temporal evolutions for q = 0.7, as a function ǫ, (a) desynchronized
(DS) state for ǫ = 1.3 (b) three cluster (3C) state for ǫ = 2.8, (c) oscillation death
state for ǫ = 4.0. The corresponding snapshots of the variables xi are shown in the
lower panels (d)-(f).
To understand the dynamical transitions at even stronger repulsive coupling
strengths, we have plotted space-time plots and snapshots for q = 0.7 for three different
values of ǫ in Fig. 4. From the figure, it is evident that there is a transition from
desynchronized state to oscillation death state through the three-cluster state as a
function of the coupling strength ǫ for the chosen value of the strength of the repulsive
coupling. The coupled Stuart-Landau oscillators evolve independently as shown in
Figs. 4(a) and 4(d) for ε = 1.3. The asynchronous oscillators get segregated into three
clusters for further increase in the attractive coupling as depicted in Figs. 4(b) and 4(e)
for ǫ = 2.8. Finally, the oscillators randomly populate the upper and lower branches of
the inhomogeneous steady state as shown in Figs. 4(c) and 4(f) for ǫ = 4.0. The global
dynamical transitions will be delineated in the following.
3.2. Global dynamical behavior of coupled oscillators
To unravel the global dynamical behavior of the coupled Stuart-Landau oscillators, we
have depicted a two parameter phase diagram in the (q, ǫ) space in Fig. 5. The coupled
Stuart-Landau oscillators evolve in synchrony for lower values of attractive (ǫ) and
repulsive (q) couplings. For lower values of the strength of repulsive coupling (q < 0.5),
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Figure 5. Two parameter phase diagram for globally coupled Stuart-Landau
oscillators in (q, ǫ) space. SYN, SS and DS are the synchronized, solitary and
desynchronized states, respectively. 2C and 3C denote the two-cluster and three-cluster
oscillatory states. The oscillation death is denoted by OD. R1, R2, R3 and R4 are the
multistability regions between SYN-SS, SYN-2C, SYN-OD and DS-3C, respectively.
the dynamical system admits the re-emergence of synchronized state via the solitary
and two-cluster states as a function of the coupling strength, thereby corroborating the
existence of the phenomenon of the swing of the synchronization in a rather large range
of the parameters. Further, there is a coexistence of the synchronized state with the
solitary state and two-cluster state in the regimes R1 and R2, respectively. For a larger
value of ǫ (approximately around ǫ = 4.5), and q around 0.45, there is a coexistence
of the oscillation death state (indicated by the checked regimes) with the synchronized
state in the region R3. The complete synchronization region is obtained by choosing
nearly the same initial states for all the oscillators. For larger values of the repulsive
coupling strength, the coupled system exhibits transition from homogeneous oscillatory
state (synchronized state) to inhomogeneous steady state (oscillation death state) via
asynchronous and three-cluster states as a function of ǫ. In the oscillation death state the
oscillators populate both the upper and lower branches of the inhomogeneous steady
state randomly. In addition, there is a coexistence of desynchronized state with the
three-cluster state in the region denoted by R4. Thus it is evident that smaller values
of the repulsive coupling strength favors the onset of the phenomenon of the swing
of the synchronized state. On the other hand, stronger repulsive coupling favors the
independent evolution of the oscillators thereby preventing them from entrainment with
each other in a large range of the attractive coupling ǫ as is evident from Fig. 5. In
addition, the strong repulsive coupling favors the onset of the inhomogeneous death
state in a large range of ǫ.
The numerical boundaries of each regions were distinguished by using the notions of
D-factor [53] and the strength of incoherence (SI) [37, 54]. Initially, the oscillatory and
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oscillation death state are identified through the D-factor. Then the distinct oscillatory
dynamical behaviors are classified from the SI, which takes the values 0 and 1 for
synchronized and desynchronized states, respectively. For the two-cluster (2C), three
cluster (3C) and solitary state (SS), the values of SI lies between 0 < SI < 1. Further,
2C, 3C and SS states are distinguished by using the removal of discontinuities [54]. The
analytical stability conditions for the observed dynamical states are detailed in the next
section.
4. Analytical results
In the following, we will deduce the analytical stability conditions for the observed
dynamical states.
4.1. Stability conditions for distinct oscillatory states
To start with, we consider the solitary state which is characterized by a very few
oscillators making excursion away from the majority of the synchronized oscillators.
Hence, the equation corresponding to the coupled Stuart-Landau oscillators system (1),
can be decomposed as,
dzs
dt
= f(zs) + ǫ[pRe(Zs) + p¯Re(Zd)−Re(zs)]− iqǫ[pIm(Zs) + p¯Im(Zd)− Im(zs)], (3)
dzd
dt
= f(zd) + ǫ[pRe(Zs) + p¯Re(Zd)− Re(zd)]− iqǫ[pIm(Zs) + p¯Im(Zd)− Im(zd)], (4)
where zs represents the state of synchronized oscillators and zd represents the
desynchronized (solitary) oscillators. Further, we have f(zs) = (1+iω)zs−(1−ic)|zs|2zs
and f(zd) = (1+ iω)zd−(1−ic)|zd|2zd, p¯ = 1−p, s = 1, 2, ...l1, d = 1, 2, ...l2, l1+ l2 = N .
Here N is the total number of oscillators in the network, p = l1/N , p¯ = l2/N , p+ p¯ = 1.
Also Zs =
1
l1
∑l1
s=1 zs and Zd =
1
l2
∑l2
d=1 zd.
If we choose p ≈ 1, then p¯ ≈ 0 and hence the synchronized oscillators are decoupled
from the solitary oscillators (see Eq. (3) and Eq. (4)) [35, 36, 37, 55, 56]. As a
consequence, the solution of the synchronization state can be deduced as zs = e
i(ω+c)t.
Now, upon substituting zs, Eq. (4) can be rewritten as
dzd
dt
= f(zd) + ǫ[Re(e
i(ω+c)t)− Re(zd)]− iqǫ[Im(ei(ω+c)t)− Im(zd)]. (5)
The above equation corresponding to the solitary oscillator is also found to admit the
solution of the synchronized state zd = zs = e
i(ω+c)t, which may be stable or unstable
depending on the strength of the repulsive coupling. Thus it is evident that the above
synchronization manifold is one of the possible dynamical states of the coupled Stuart-
Landau oscillators.
In order to unravel the other possible collective dynamical behaviors, we apply the
ansatz zd(t) = Z(t)e
i(ω+c)t, where Z(t) is the amplitude of the desynchronized state.
Inserting this into Eq. (5), we obtain
dZ
dτ
= (1− ic)Z − (1− ic)|Z|2Z + 1
2
(1− Z)ǫq¯ + 1
2
(1− Z¯)ǫq¯e−2i(ω+c)t, (6)
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where q¯ = 1 − q. Assuming that ω + c >> 1, we can averge Eq. (6) over the fast
oscillation period [0, 2π/(ω + c)]. This yields
dZ
dτ
= (1− ic)Z − (1− ic)|Z|2Z + 1
2
(1− Z)ǫq¯. (7)
Now, Eq. (7) has the following three fixed points
Z1 = 1, (8)
|Z2,3|2 = (1 + c
2)− ǫq¯ ∓√(1− c2 − ǫq¯)2 − (1 + c2)ǫ2q¯2
2(1 + c2)
. (9)
The stability of the fixed point Z1 = 1 corroborates the stability of the complete
synchronization manifold and the other two fixed points determine the stability of
desynchronized (solitary) oscillator which exist when,
ǫ < ǫSN =
1− c2(q − 1)√(1 + c2)3(q − 1)2 + q
(1 + c2)(q − 1)2 . (10)
Carrying out the linear stability analysis of Eq. (7), we find that the determinant of the
Jacobian matrix for the fixed points Z2 and Z3 can be expressed as
det(JZ2,3) =
c6 − 1− d1c4 + d2c2 − 2ǫ(q − 1)∓
√
∆d3
2(c4 − 1) , (11)
where d1 = ǫ
2(q − 1)2 − 1 − 2ǫ(q − 1), d2 = ǫ2(q − 1)2 − 1, d3 = 1 + c2 − ǫ and
∆ = (c2 − 1)2(1 + c4 − c2(ǫ2(q − 1)2 − 2(1 + ǫ)(q − 1)) + 2ǫ(q − 1)). The value of the
determinant is negative for Z2, and positive for Z3, which imply that the fixed point Z2
turns out to be a saddle whereas the other fixed point Z3 is either an unstable node or
a focus for |c| ≤ 1. Further the unstable node or focus turns out to be a stable attractor
when |c| > 1 and ǫ > ǫHB, where ǫHB is given by
ǫHB =
2(2−
√
(5 + 2c2 − c4)(q − 1)2 − 2q)
(1 + c2)(q − 1)2 , (12)
which is obtained by equating the trace of the Jacobian matrix of Eq. (7) to zero
(tr(JZ3) = 0), so that
tr(JZ3) =
1
(c4 − 1)[2∆ + (c
2 − 1)2ǫ(q − 1)]. (13)
The Hopf bifurcation and saddle node curves are denoted by dotted and dashed
lines, respectively, in Fig. 6(a). The lower boundary, indicated by the solid (green) line,
separating the completely synchronized state and the multistability state R1 is obtained
by solving Eq. (7) numerically. In the regionR1, the system exhibits solitary state, where
a small number of individual oscillators excurs away from the synchronized group and
oscillates with quasi-periodic oscillations. The solitary state further gets destabilized
via ǫHB and gives birth to two-cluster (2C) oscillatory state, which is denoted by the
region R2. In the 2C state, the oscillators in the network split into two groups and
oscillate with different amplitudes. On the other hand the cluster state (see region R2)
is stabilized via ǫHB which is further destabilized via ǫSN (dashed line).
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Figure 6. (a) Analytical stability curves for distinct dynamical states in (q, ǫ) space.
Dashed and dotted curves represent the saddle node and Hopf bifurcation curves. The
solid curve is the numerically obtained boundary. The lines connected by filled triangles
and open circles denote the boundary for synchronized and oscillation death states,
respectively. R1, R2 and R3 are the multistability regions between SYN-SS, SYN-2C
and SYN-OD, respectively. (b) The largest Lyapunov exponent Λmax in the (q, ǫ)
space. The dotted line in Fig. (b) denotes the stable boundary of the synchronized
state.
In addition, from the linear stability criterion for the solution Z = 1 given in Eq. (8)
one can show that the synchronized state is stable in the entire region of (q, ǫ) space. But
it is known that the repulsive coupling can destabilize the synchronized region at strong
repulsive coupling strengths in the parametric space. In order to find the analytical
condition for the synchronized manifold and to find the limit of stable solitary and two-
cluster states as a function of the repulsive coupling strength, we use the master stability
approach [57]-[59]. In the synchronized manifold, xk = x, and yk = y, ∀ k = 1, 2..., N ,
where x(t) and y(t) are the solutions for the uncoupled system (1). For an infinitesimal
perturbation to the synchronized solution, Eq. (1) can be reduced as
η˙1 = (1− 3x2 − y2 − 2cxy)η1 − (ω + cx2 + 3cy2 + 2xy)η2 + ǫGη1,
η˙2 = (ω + 3cx
2 + cy2 − 2xy)η1 + (1− x2 − 3y2 + 2cxy)η2 − qǫGη2, (14)
k = 1, 2, ...N
Here η1 = (η
x
1 , η
x
2 , ..., η
x
N)
T and η2 = (η
y
1 , η
y
2 , ..., η
y
N)
T . We note that ηxj and η
y
j are the
deviations of xj and yj from the synchronized solution (x, y). G is the coupling matrix
which is defined as
G =
1
N


1−N 1 · · · 1
1 1−N · · · 1
...
...
. . .
...
1 1 · · · 1−N


Then the perturbation from the synchronized manifold is defined as βjk (j = 1, 2),
where βjk = η
T
j Vk. Vk is the eigenvector of the coupling matrix G. The diagonalized
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variational equation from Eq. (14) can be written as,
β˙1k = (1− 3x2 − y2 − 2cxy)β1k − (ω + cx2 + 3cy2 + 2xy)β2k + ǫλkβ1k,
β˙2k = (ω + 3cx
2 + cy2 − 2xy)β1k + (1− x2 − 3y2 + 2cxy)β2k − qǫλkβ2k, (15)
k = 1, 2, ...N
where λ′ks are the eigenvalues of the coupling matrix G. The stable region of
the synchronized state is obtained from the eigenvalues of the coupling matrix G,
which turn out to be λ0 = 0, λk = −1, k = 1, 2, ...N − 1. The eigenvalue λ0 = 0
corresponds to the perturbation parallel to the synchronization manifold, while the other
eigenvalues correspond to the perturbations transverse to the synchronization manifold.
The transverse eigenmodes should be damped out to have a stable synchronization
manifold. By substituting the eigenvalues in Eq. (15) and by finding the largest
Lyapunov exponents (Λmax), one can obtain the stable boundaries of the synchronized
region which separates the boundary between synchronized and desynchronized states.
Whenever the largest Lyapunov exponents acquires negative value the synchronized
manifold is stable. The line connecting the filled triangles in Fig. 6 (a) denote the
boundary between the synchronized and desynchronized states and the corresponding
largest Lyapunov exponents in (q, ǫ) space is shown in Fig. 6 (b). Finally, we will deduce
the analytical stability condition for oscillation death state in the following.
4.2. Stability condition for oscillation death state
The system of coupled Stuart-Landau oscillators also exhibits oscillation death state at
strong coupling strengths, where the system suppresses the oscillations and ultimately
attains stable inhomogeneous steady states. Here, we observed the total population of
the network splits into either upper or lower branches of inhomogeneous states. The
corresponding dynamical equations can be written as,
dzd1
dt
= f(zd1) + ǫ[pRe(zd1) + p¯Re(zd2)−Re(zd1)]
−iqǫ[pIm(zd1) + p¯Im(zd2)− Im(zd1)], (16)
dzd2
dt
= f(zd2) + ǫ[pRe(zd1) + p¯Re(zd2)−Re(zd2)]
−iqǫ[pIm(zd1) + p¯Im(zd2)− Im(zd1)], (17)
where f(zd1) = (1+ iω)zd1− (1− ic)|zd1|2zd1 and f(zd2) = (1+ iω)zd2− (1− ic)|zd2|2zd2.
The fixed point solutions for p = 0.5, of Eq. (16) and Eq. (17) can be expressed as
x∗1,2 = ∓
((1 + q)ǫ− f0)√
2c(ǫ− 1)− ω
√
1
(1 + c2)2(1 + q)ǫ
(f1ǫ2 + f2ǫ+ f3),
y∗1,2 =
c(ǫ− 1)− ω
((1 + q)ǫ− d) x
∗
1,2 , (18)
where f0 =
√
h1ǫ2 + h2(1− q)ǫ− 4h3, f1 = q(1 + q) + c2(3q − 1), f2 = (c2 + q)f0 +
1 + 5c2 + q(1− 3c2) + 2cω(1− c2)− 4cqω, f3 = h4f0 + 2c3ω − 4c2 − 6cω − 2ω2(1− c2),
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h1 = q
2 + 4c2q + 2q + 1, h2 = 4c(c + ω), h3 = c
2 + 2cω + ω2 and h4 = 1 − c2 − 2cω.
In the oscillation death state, each oscillator in the network settles down in one of the
inhomogeneous steady states. Further using the linear stability analysis, we can find
the stability conditions for oscillation death state. The inhomogeneous steady state
becomes stable at
ǫ =
1
4q
(q − 1) +
√
1 + q(2 + 4c2 + 16ω(c+ ω) + q). (19)
The stable boundary (line connected by unfilled circles) of OD region is shown in Fig. 6.
The stable boundary of OD state agrees well with the numerical boundary. In addition,
there is a coexistence of OD with SYN state in the region R3 (see Fig. 6). From
the stable boundaries of the SYN, SS and 2C states, the swing of synchronized state is
strongly evident. The obtained stable boundaries of the synchronized state, solitary and
cluster states in Fig. 6 are in good agreement with the numerical boundaries between
the dynamical states in Fig. 5.
5. Dynamical transitions for varying power-law exponent (α ≥ 0)
Previously, we have analysed the dynamical transitions for power-law exponent α = 0.
In this section, we study the dynamical behavior while varying the power-law exponent
(α) [60, 61], by considering the ring network of coupled Stuart-Landau oscillators (1)
for N = 101.
ǫ
σ
α = 2.0
α = 1.0
α = 0.5
α = 0.0
SYN
2C/SS
SYN
31.50
1
0.5
0
ǫ
σ
SYN
2C/SS
SYN
420
1
0.5
0
ǫ
σ
3C/DS
SYN
420
1
0.5
0
(a)   (b)   (c)
Figure 7. Standard deviation as a function of coupling strength ǫ (after leaving
the transients time, 5 × 104 units) for (a) q = 0.1 (b) q = 0.3 and (b) q = 0.7. The
open diamonds, circles, squars and triangular points connecting by lines denote the
power-law exponent α = 0.0, α = 0.5, α = 1.0 and α = 2.0, respectively.
Figs. 7(a)-7(c) are plotted for three different values of the repulsive coupling
strengths q = 0.1, q = 0.3 and q = 0.7, as a function of coupling strength ǫ. The
different lines connected by points, namely diamonds, circles, squares and triangles,
respectively represent the power-law exponents α = 0.0, α = 0.5, α = 1.0 and α = 2.0.
Fig. 7(a) clearly illustrates the emergence of the swing of synchronized state, for α = 0.
Increasing α to 0.5 and 1.0 give rise to a widening of the disorder region among the
synchronized region. Upon increasing α to still higher values (α = 2.0), the system
exhibits completely desynchronized (disordered) state for the entire range of coupling
strength ǫ. Similar dynamical transitions are observed for q = 0.3 and q = 0.7 in Figs.
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7(b) and 7(c). From Figs. 7, we have identified the fact that increasing the power-
law exponent can increase the disorderliness among the dynamical regions. In order to
α
σ
q = 0.7
q = 0.5
q = 0.3
q = 0.1
DSSYN
210
1
0.5
0
Figure 8. Standard deviation as a function α by fixing ǫ = 1.0 for different values
of q (after leaving the transients time, 5 × 104 units). The open diamonds, circles,
squares and triangular points connected by lines denote the power-law exponents for
q = 0.1, q = 0.3, q = 0.5 and q = 0.7, respectively.
show this clearly we have also plotted the dynamical transitions as a function of power-
law exponent by fixing the coupling strength at ǫ = 1.0 for four different strengths
of repulsive coupling q (see Fig. 8). The different lines connected by points such as
diamonds, circles, squares and triangles represent different values of the strength of
repulsive coupling, namely q = 0.1, q = 0.3, q = 0.5 and q = 0.7, respectively. For
all the values of q, the system is synchronized upto a critical value of α (i.e. α ≈ 1.2),
which disappears while increasing the power-law exponent α to further higher values
and the system becomes completely desynchronized (disordered).
6. Conclusion
Long-range interacting systems are very rich and intriguing due to their omnipresent
nature in real world applications. Recently, many investigations have been carried out
for an in-depth understanding of long-range interacting systems, including galaxies,
quantum spin models and cold atom models. In this article, we have investigated the
collective dynamical behavior in a long range interacting system of coupled Stuart-
Landau limit cycle oscillators with a combination of attractive and repulsive couplings
as a prototypical example. The dynamical behaviors were found as a function of
the strength of the repulsive coupling. Interestingly, we find the emergence of the
swing of the synchronized state, where the stable synchronized state is destabilized by
the emergence of solitary or cluster states which is again stabilized while increasing
the coupling strength. This re-emergence of synchronized state is called the swing
by mechanism. We have also found increasing disorder among the coupled Stuart-
Landau oscillators when increasing the strength of the repulsive coupling. Finally, we
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have deduced the analytical boundary condition for the synchronized state, solitary
and cluster states and also for oscillation death state. We have also found that the
analytically obtained boundaries match perfectly with the numerical boundaries. The
dynamical transition is also observed as a function of power-law exponent and we find
that the system exhibits completely desynchronized (disordered) state while increasing
the power-law exponent. The observed results may shed light for the control of complete
synchronization in long-range interacting systems.
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