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THE DUAL QUANTUM GROUP FOR THE QUANTUM GROUP
ANALOGUE OF THE NORMALIZER OF SU(1, 1) IN SL(2,C)
WOLTER GROENEVELT, ERIK KOELINK AND JOHAN KUSTERMANS
Abstract. The quantum group analogue of the normalizer of SU(1, 1) in SL(2,C) is an
important and non-trivial example of a non-compact quantum group. The general theory of
locally compact quantum groups in the operator algebra setting implies the existence of the
dual quantum group. The first main goal of the paper is to give an explicit description of the
dual quantum group for this example involving the quantized enveloping algebra Uq(su(1, 1)).
It turns out that Uq(su(1, 1)) does not suffice to generate the dual quantum group. The dual
quantum group is graded with respect to commutation and anticommutation with a suitable
analogue of the Casimir operator characterized by an affiliation relation to a von Neumann
algebra. This is used to obtain an explicit set of generators. Having the dual quantum
group the left regular corepresentation of the quantum group analogue of the normalizer
of SU(1, 1) in SL(2,C) is decomposed into irreducible corepresentations. Upon restricting
the irreducible corepresentations to Uq(su(1, 1))-representation one finds combinations of the
positive and negative discrete series representations with the strange series representations
as well as combinations of the principal unitary series representations. The detailed analysis
of this example involves analysis of special functions of basic hypergeometric type and, in
particular, some results on these special functions are obtained, which are stated separately.
The paper is split into two parts; the first part gives almost all of the statements and the
results, and the statements in the first part are independent of the second part. The second
part contains the proofs of all the statements.
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Preamble
The proofs of the statements in the paper are technical. To enhance the readability of the
paper, the paper is essentially split into two parts. The first part contains all the statements
and can be read independently from the second part containing the proofs. Moreover, Section
6 is independent of the remainder of the paper, and in Section 6 we state explicit results for
special functions of basic hypergeometric type. This section is meant for people interested in
special functions. For the convenience of the reader we have added an index, which includes
references to notations frequently used.
1. Introduction
On the one hand, the general theory of quantum groups has its roots in approaches in the
axiomatizations of generalizations of groups such that the Pontryagin-van Kampen duality
for locally compact abelian groups extends to this wider class. On the other hand, a large
class of explicit and interesting quantum groups arose from various cases, e.g. R-matrices
as solutions of the Yang-Baxter equation and the RTF-formalism. For the quantum groups
related to compact groups arising in this way the duality is formulated on the level of Hopf
algebra duality between the quantized function algebra and the quantized enveloping algebra.
For the historic development of the general theory for locally compact quantum groups we
refer to the papers –especially the introductions– [39], [40], [46], and books [15], [52]. For the
development of quantum groups involving the Yang-Baxter equation and the RTF-formalism
we refer to the books [9], [16], [25]. It has turned out that many of the examples arising
in this way fit into the general theory of quantum groups, especially for the quantum group
analogues of compact groups. These quantum groups can usually be analyzed in an algebraic
way. For quantum group analogues of non-compact groups the situation is not so clear.
As it turns out the Hopf algebra arising from the standard R-matrix for SL(2,C) has three
different ∗-structures [45], and we consider a ∗-structure making the Hopf algebra into a Hopf
∗-algebra as the choice of an appropriate real form. The compact case, corresponding to
the quantum group analogue of SU(2), has been studied extensively, see [9], [16], [25] and
references given there. This is also the basic example of a quantum group having an intimate
link with special functions of basic hypergeometric type [17], see [9], [16], [25], [49], as well as
[28]. Then there is the non-compact case associated to the non-compact group SU(1, 1) and
a non-compact case associated to the group SL(2,R). Although SU(1, 1) ∼= SL(2,R) as Lie
groups the corresponding Hopf ∗-algebras for the deformed case are different. The subject of
this paper is the Hopf ∗-algebra associated to the group SU(1, 1), in which the deformation
parameter q is real. For the case of the Hopf ∗-algebra associated to SL(2,R) the deformation
parameter is on the unit circle, and the situation changes dramatically, see [9] and for recent
progress on the level of associated special functions see van de Bult [7].
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In this paper we focus on the Hopf ∗-algebra associated to SU(1, 1), which is recalled in
Section 3. We also recall that Woronowicz [56] showed that there was no way to extend
the comultiplication of this Hopf ∗-algebra in analytic way, i.e. to the level of operators on
Hilbert spaces. Based on work of Korogodsky [37] and Woronowicz [57] it is possible to show
that there exists a quantum group analogue of the normalizer of SU(1, 1) in SL(2,C) in
the context of the definition of Kustermans and Vaes [40], [41] (see also [39] and [54] for an
introduction) on the level of a von Neumann algebraic quantum group. This has been shown
in [30], where special functions of basic hypergeometric type proved to be essential in the
construction. The purpose of this paper is to give an explicit description of the dual quantum
group and to decompose the left regular corepresentation into irreducible corepresentations
for this explicit quantum group. In the decomposition of the left regular corepresentation
we see the analogy with the group case, since in the left regular representation of the group
SU(1, 1) ∼= SL(2,R) only discrete series representations and principal unitary series occur.
However, in the quantum group case the discrete series are no longer split up into a positive
discrete series and a negative discrete series.
Some of these results have been announced in [31], and in this paper we give full proofs of
these statements. This paper can be read independently from [31]. After browsing the paper
it should be clear to the casual reader that making the general quantum group machinery
work for this specific case is a very technical business. However, we believe that this is
worthwhile since SU(1, 1) ∼= SL(2,R) is one of the most important non-compact Lie groups
[13], [21], [26], [34], [42], [50] and any reasonable quantum group theory has to have the
example of a quantum group analogue of SU(1, 1). Moreover, we hope that understanding
this example may also lead to other non-trivial examples of non-compact quantum groups
and related quantum homogeneous spaces, such as quantum group analogues of SU(n, 1),
and related homogeneous spaces SU(n, 1)/S(U(n)×U(1)). Moreover, in the operator algebra
context K-theory is available, and the first step in this direction is taken [12]. In particular,
one can ask for a K-theoretic approach to discrete series representations in this setting. We
expect that the link with special functions can lead to new and deep results in the theory of
special functions, and we have included some highly non-trivial examples in Section 6, but
we expect that the relation is deeper and not yet fully exploited. E.g. the link with twisted
primitive elements, suitable Cartan type decompositions and (associated) spherical functions
and corresponding transform as indicated in [33] can be studied from an operator algebraic
point of view, see also [11, Ch. 3] for a more general study of the Plancherel measure in
this context. Having the decomposition of the left regular representation available it is now
also natural to consider other questions, e.g. can we decompose tensor products, describe
the intertwiners in terms of special functions, etc? We are confident that the interpretation
of discrete series representations in this context gives a solution to indeterminacy problems
related to certain tensor product decompositions of infinite dimensional representations of
Uq(su(1, 1)), see cf. [19], [18] for cases where the indeterminacy is absent.
We now describe the contents of the paper. In Sections 2-3 we recall the necessary back-
ground on general locally compact quantum groups in the von Neumann algebraic setting and
the specific example that we study. In Section 2 we recall the Kustermans-Vaes approach to
locally compact quantum groups on the von Neumann algebraic level, which is the framework
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for this paper, and Section 2 is mainly based on [41]. Next in Section 3 we give a concise de-
scription of the Hopf ∗-algebra and the quantum group analogue of the normalizer of SU(1, 1)
in SL(2,C) in the context of Section 2. Section 3 is based on [30]. In Section 4 we give an
explicit description of the dual quantum group in the case of the quantum group analogue
of the normalizer of SU(1, 1) in SL(2,C). In particular we show that the generators of the
quantized universal enveloping algebra Uq(su(1, 1)) can be realized as unbounded operators af-
filiated to the von Neumann algebra of the dual quantum group. We discuss how the (suitable
extension of the) Casimir operator can be used to find sufficiently many generators. It turns
out that the self-adjoint extension of the algebraically defined symmetric, but not essentially
self-adjoint, operator is characterized by affiliation to the von Neumann algebra for the dual
quantum group. We also show that comultiplication defined on the von Neumann algebraic
group coincides with the comultiplication of the Hopf ∗-algebra Uq(su(1, 1)). In Section 5
the decomposition of the left regular corepresentation is presented, it involves analogues of
the principal unitary series representations and discrete series representations. In Section 6
we collect some interesting new (as far as we are aware) results for special functions of basic
hypergeometric type which are byproducts of the approach taken. In particular, the results
discussed in Section 6 can be read independently by someone only interested in special func-
tions, but the proofs are dependent on the rest of the paper. Sections 4–6 describe the results
of this paper in detail and form the core of the paper. All the main results and its background
can be obtained from Sections 2–6. The gist of the main results are obtained when reading
only this part of the paper, which can also be viewed as a very extended introduction. The
proofs of all statements in these sections are given in the remainder of the paper consisting
of Sections 7–11. In Appendix A we recall some notation and terminology of von Neumann
algebras, whereas we recall the necessary details of the special functions involved in Appendix
B. In Appendix C we discuss a specific example of a Jacobi operator, whereas Appendix D
contains nitty-gritty proofs of some intermediate lemmas.
2. Von Neumann algebraic quantum groups
In this section we recall the definition of the von Neumann algebraic quantum groups and
related results. So we work with a theory on the quantum group analogue of locally compact
groups in the realm of operator algebras. We summarize the main features, and we discuss
the group case for a unimodular Lie group G. The proofs of all statements can be found in the
papers [40], [41] by Kustermans and Vaes. Introductory texts on this subject are [39], [54], see
also [52]. In Section 3 we describe the example we study, namely the von Neumann algebraic
quantum group associated to the normalizer of SU(1, 1) in SL(2,C), which is essentially
recalling the results of [30].
Definition 2.1. Consider a von Neumann algebra M together with a unital normal ∗-ho-
momorphism ∆: M → M ⊗ M (the comultiplication) such that (∆ ⊗ Id)∆ = (Id ⊗ ∆)∆
(coassociativity). Moreover, if there exist two normal semi-finite faithful weights ϕ, ψ on M
such that
ϕ
(
(ω ⊗ Id)∆(x)) = ϕ(x)ω(1), ∀ ω ∈M+∗ , ∀ x ∈M+ϕ (left invariance),
ψ
(
(Id⊗ ω)∆(x)) = ψ(x)ω(1), ∀ ω ∈M+∗ , ∀ x ∈M+ψ (right invariance),
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then (M,∆) is a von Neumann algebraic quantum group.
Note that we suppress ϕ and ψ from the notation (M,∆) for a von Neumann algebraic
quantum group.
The notation in Definition 2.1 follows the standard notation for weights, tensor products
and preduals, see e.g. [22], [51], which are briefly recalled in Appendix A. We recall here
the basic constructions for weights, since the related modular objects play an important role,
see [51]. In particular, a weight is a map ϕ : M+ → [0,∞], M+ being the cone of positive
elements in M , such that ϕ(x + y) = ϕ(x) + ϕ(y) and ϕ(λx) = λϕ(x) for λ ≥ 0. Then
M+ = {x ∈M+ | ϕ(x) <∞}, N = {x ∈ M | ϕ(x∗x) <∞} is a left ideal andM is the linear
span ofM+ in M . Then M = N ∗N , and ϕ extends uniquely toM. The weight ϕ is faithful
if ϕ(x) 6= 0 for all non-zero x ∈ M+. The weight ϕ is semifinite if M is σ-strong-∗ dense
in M+ or (M)′′ = M . The weight ϕ is normal if ϕ(supλ xλ) = supλ ϕ(xλ) for any bounded
increasing net {xλ}λ∈Λ in M+, and this can be reformulated in various different ways. Normal
semifinite faithful weight is abbreviated to nsf weight.
A GNS-construction for a weight is similar to a GNS-construction for a state. A GNS-
construction for a weight ϕ is a triple (H, π,Λ) consisting of a Hilbert space H, a ∗-homomor-
phism π : M → B(H) and a linear map Λ: N → H such that
(1) Λ(N ) is dense in H;
(2) 〈Λ(a),Λ(b)〉 = ϕ(b∗a) for all a, b ∈ N ;
(3) π(x) Λ(a) = Λ(xa) for all x ∈M , a ∈ N .
In case ϕ is a nsf weight, the representation π is injective, normal and nondegenerate, and Λ
is closed for the σ-strong-∗ topology on M and the norm topology of H. In case we want to
stress the dependence on the weight ϕ we use the notation M+ϕ , Mϕ, Nϕ, Hϕ, πϕ, Λϕ as in
Definition 2.1.
The weight ϕ, respectively ψ, in Definition 2.1 is the left, respectively right, Haar weight
for the von Neumann algebraic quantum group (M,∆). It can be shown that the left and
right Haar weights are unique up to a constant.
In this paper, we mainly deal with the von Neumann algebra M and the corresponding
von Neumann algebra Mˆ for the dual von Neumann algebraic quantum group, see Theorem
2.3, and the weights do not play a big role, but the associated modular operator, modular
conjugation and modular automorphism group plays an important role. In order to obtain the
properties of these operators, consider the GNS-representation for ϕ and the antilinear map
from Λ(N ∩N ∗) ⊂ H to itself defined by Λ(x) 7→ Λ(x∗). This map has polar decomposition
J∇1/2, where J : H → H is an antilinear isometry and J2 = Id. J is the modular conjugation
and the (generally unbounded) self-adjoint operator ∇ is the modular operator associated
with the weight ϕ. Then
Jπ(M)J = π(M)′, ∇itπ(M)∇−it = π(M), t ∈ R. (2.1)
Here π(M)′ = {x ∈ B(H) | xy = yx ∀ y ∈ π(M)} is the commutant of π(M). For a nsf
weight π is faithful, and then we identify π(M) with M , so that (2.1) gives J M J = M ′,
∇itM∇−it = M , t ∈ R. Then σt(x) = ∇itx∇−it, x ∈ M , defines a strongly continuous
one-parameter group σ of ∗-automorphisms on M for the nsf weight ϕ. It is the modular
automorphism group σ = σϕ for the nsf weight ϕ.
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Having the GNS-construction for the left invariant nsf weight ϕ we define
W ∗
(
Λ(a)⊗ Λ(b)) = (Λ⊗ Λ)(∆(b)(a⊗ 1)),
then W is a unitary operator on H⊗H, which is known as the multiplicative unitary and is
instrumental in the development of locally compact quantum groups, as pointed out initially
in [5]. Identifying M with π(M), we obtain ∆(x) = W ∗(1 ⊗ x)W for all x ∈ M , so that the
multiplicative unitary implements the comultiplication.
Remark 2.2. To see how groups are included in this definition take a group G, which for
convenience we assume to be a unimodular Lie group. Then the von Neumann algebra M ∼=
L∞(G) is acting by multiplication operators on the Hilbert space L2(G), defined with respect
to the left Haar measure dlg. So we consider M as a subalgebra of B(L
2(G)). Then ϕ(f) =∫
G
f(g) dlg for f ∈ L∞(G) ∩ L2(G) = M, and the corresponding GNS-construction of ϕ is
(L2(G), Id,Λ) where Λ: Nϕ = L2(G) ∩ L∞(G) → L2(G), x 7→ x. In this case the predual is
M∗ = L1(G) ⊂M∗ by considering L1 ∋ f 7→ (L∞(G) ∋ x 7→
∫
G
f(g)x(g) dlg) and M ∼= (M∗)∗
and the σ-weak topology is the σ(M,M∗)-topology. For f, h ∈ L2(G) a normal functional
ωf,h is defined as the matrix element ωf,h(x) = 〈xf, h〉 =
∫
G
x(g)f(g)h(g)dlg. In this case the
multiplicative unitary W is
W : L2(G)⊗ L2(G) ∼= L2(G×G)→ L2(G)⊗ L2(G) ∼= L2(G×G)(
W ∗f
)
(g, h) = f(g, gh),
(
Wf
)
(g, h) = f(g, g−1h).
Particular to the unimodular Lie group case is that the antipode S : M → M , (Sx)(g) =
x(g−1) is bounded, but in the general case it is not. To indicate how the antipode can be
obtained from the invariant weight in the general case note that∫
G
x(h−1g) y(g) dlg =
∫
G
x(g) y(hg) dlg
so that
S : (Id⊗ ϕ)(∆(x)(1⊗ y)) 7→ (Id⊗ ϕ)((1⊗ x)∆(y)).
This in particular gives the key to defining the antipode S on a von Neumann algebraic
quantum group as an unbounded operator. A basic result is a polar decomposition of the
antipode. To be precise, there exists a unique ∗-anti-automorphism R : M →M and a unique
strongly continuous one-parameter group of ∗-automorphisms τ : R→ Aut(M) satisfying
S = Rτ−i/2, R
2 = Id, τtR = Rτt ∀t ∈ R. (2.2)
R is known as the unitary antipode, and τ the scaling group. One can show that ϕR is a right
invariant nsf weight, and one can make the choice ψ = ϕR for the right Haar weight, which
we assume from now on.
An interesting result in the theory of locally compact quantum group is duality, see Theo-
rems 2.3 and 2.4. For the dual locally compact quantum group we have
Mˆ = {(ω ⊗ Id)(W ) | ω ∈ B(H)∗} ⊂ B(H), (2.3)
where the closure is with respect to the σ-strong-∗ topology and H is the GNS-space for the
left invariant weight ϕ.
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Theorem 2.3 ([41]). Mˆ is a von Neumann algebra acting on H, and there exists a unique
normal injective ∗-homomorphism ∆ˆ : Mˆ → Mˆ ⊗ Mˆ , ∆ˆ(x) = ΣW (x ⊗ 1)W ∗Σ for x ∈ Mˆ .
Moreover, (Mˆ, ∆ˆ) is a locally compact quantum group; the Pontryagin dual of (M,∆) or the
dual locally compact quantum group.
Here Σ: H⊗H → H⊗H denotes the flip operator Σ: a⊗ b 7→ b⊗ a.
In particular, the dual locally compact quantum group comes with two nsf weights ϕˆ and
ψˆ. Let Jˆ and ∇ˆ be the modular conjugation and modular group for the left invariant dual
weight ϕˆ. Then, in the realization of Mˆ on the GNS-space H we have for the unitary antipode
as in (2.2) the relations
R(x) = Jˆ x∗ Jˆ , ∀ x ∈M, Rˆ(x) = J x∗ J, ∀ x ∈ Mˆ. (2.4)
It follows from Theorem 2.3 that the multiplicative unitary for the dual von Neumann
algebraic quantum group is Wˆ = ΣW ∗Σ. The multiplicative unitary W ∈M ⊗ Mˆ , where we
consider M acting on the GNS-space H for the left invariant weight ϕ. Moreover,(
Jˆ ⊗ J)W (Jˆ ⊗ J) = W ∗. (2.5)
A unitary corepresentation U of a von Neumann algebraic quantum group on a Hilbert space
H is a unitary element U ∈M⊗B(H) such that (∆⊗Id)(U) = U13U23 ∈M⊗M⊗B(H), where
the standard leg-numbering is used in the right hand side. In particular, it follows from the
pentagonal identity W12W13W23 = W23W12 and ∆(x) = W
∗(1⊗ x)W that the multiplicative
unitaryW defines a unitary corepresentation ofM on the GNS-space. This corepresentation is
the analogue of the left regular representation of a Lie group G on the Hilbert space L2(G). A
closed subspace L ⊆ H for the unitary corepresentation is an invariant subspace if (ω⊗ Id)(U)
preserves L for all ω ∈ M∗. In particular, it follows from Definition 2.3 that an invariant
subspace is precisely the closed subspace invariant for the action of the dual von Neumann
algebra Mˆ , since it is generated by (ω⊗ Id)(W ), ω ∈M∗. A unitary corepresentation U in the
Hilbert space H is irreducible if there are only trivial (i.e. equal to {0} or the whole Hilbert
space H) invariant subspaces. In particular, {(ω⊗ Id)(U) | ω ∈M∗}′′ = B(H) implies that U
is an irreducible unitary corepresentation.
The nice feature of the von Neumann algebraic quantum groups is the following theorem,
due to Kustermans and Vaes [40], [41], which is a far-reaching generalization of the Pontryagin-
van Kampen duality.
Theorem 2.4. (
ˆˆ
M,
ˆˆ
∆) = (M,∆).
Remark 2.5. We finish by discussing some of the above in the case of a unimodular Lie group
G continuing Remark 2.2. Identify ω ∈ M∗ with a function k ∈ L1(G), then (ω ⊗ Id)(W ) ∈
B(L2(G)) is the convolution operator f 7→ k ∗ f , (k ∗ f)(g) = ∫
G
k(s)f(s−1g) dls. Then the
product in Mˆ corresponds to the convolution product, and the dual left invariant weight on
such a convolution operator is evaluation of the kernel at the identity of the group G. To
see that the corepresentation associated to the multiplicative unitary corresponds to the left
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regular representation, say λ, we check((
(ωf1,f2 ⊗ Id)(W )
)
f3
)
(h) = 〈W (f1 ⊗ f3), f2〉1 (h) =
∫
G
(
W (f1 ⊗ f3)
)
(g, h)f¯2(g) dlg
=
∫
G
f1(g) f¯2(g) f3(g
−1h) dlg =
(
λ(f1f¯2) f3
)
(h).
Since the normal functional ωf1,f2 corresponds to f1f¯2 ∈ L1(G), the required result follows.
3. The quantum group analogue of the normalizer of SU(1, 1) in SL(2,C)
In this section we recall the von Neumann algebraic quantum group for which we calculate
the dual von Neumann algebraic quantum group, and for which we decompose the left regular
corepresentation. Except for the last paragraph, all the results described are taken from [30].
The Lie group SU(1, 1) ∼= SL(2,R) is one of the most important non-compact Lie groups.
On the level of Hopf algebras, a classification of real forms of the quantized universal enveloping
algebra Uq(sl(2,C)) results in three different real forms, i.e. Hopf ∗-algebras; the compact case
Uq(su(2)) for 0 < q < 1, which is extensively studied [9], [16], [25], [43]; the non-compact case
Uq(sl(2,R)) with q on the unit circle, see e.g. the previously mentioned books and [7]; and
the non-compact case Uq(su(1, 1)) for 0 < q < 1. In these cases there is a related dual Hopf
∗-algebra which is a deformation of the algebra of polynomials on the related group. We
refer to the books [9], [16], [25], [43], as well as to [8], [45], [33] for more information and
references. However, as Woronowicz [56] proved, there is no C∗-algebra interpretation for the
related Hopf ∗-algebra with a well-defined comultiplication. Later, Korogodsky [37] indicates
how the ill-defined comultiplication could be avoided. With the introduction of the theory of
von Neumann algebraic quantum [40], [41] it is natural to ask whether or not this important
example can be incorporated in the theory of von Neumann algebraic quantum groups. As it
turns out the answer is yes, and the key to the solution is using special functions.
All statements of this section are proved in [30], except (3.6) for which a direct proof is
given.
Throughout the paper, we fix a number 0 < q < 1. Define Aq to be the unital ∗-algebra
generated by elements α, γ and e and relations
α†α− γ†γ = e αα† − q2 γ†γ = e γ†γ = γ γ†
αγ = q γ α αγ† = q γ†α
e† = e e2 = 1 αe = eα γ e = eγ
(3.1)
where † denotes the ∗-operation on Aq (in order to distinguish this kind of adjoint with
the adjoints of possibly unbounded operators in Hilbert spaces). In case we take e = 1 in
(3.1) we obtain the ∗-algebra which is usually associated with the algebra of polynomials on
the quantum analogue of SU(1, 1), see [45], [38], [33]. The additional generator e has been
introduced by Korogodsky [37].
For completeness we give the Hopf ∗-algebra structure on Aq. By Aq ⊙ Aq we denote the
algebraic tensor product. There exists a unique unital ∗-homomorphism ∆ : Aq → Aq ⊙ Aq
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such that
∆(α) = α⊗α+ q (eγ†)⊗ γ ∆(γ) = γ ⊗α+ (eα†)⊗ γ ∆(e) = e⊗ e (3.2)
The counit ε : Aq → Aq and antipode S : Aq → Aq are given by
S(α) = eα† S(α†) = eα S(γ) = −q γ S(γ†) = −1
q
γ† S(e) = e
ε(α) = 1 ε(γ) = 0 ε(e) = 1
(3.3)
This makes Aq into a Hopf ∗-algebra.
To see that for q = 1 we obtain the Hopf ∗-algebra of polynomials on the group SU(1, 1)
(when restricting to the sub-Hopf ∗-algebra A1q given by e = 1) and on the normalizer
NSL(2,C)(SU(1, 1)) of SU(1, 1) in SL(2,C) we recall
SU(1, 1) =
{
g ∈ SL(2,C) | g∗Jg = J =
(
1 0
0 −1
)}
=
{(
a c
c¯ a¯
)
| a, c ∈ C, |a|2 − |c|2 = 1
}
and we let α(g) = a, γ(g) = c. Similarly,
NSL(2,C)(SU(1, 1)) = {g ∈ SL(2,C) | g∗Jg = ±J}
=
{(
a c
εc¯ εa¯
)
| a, c ∈ C, ε ∈ {±1}, |a|2 − |c|2 = ε
}
= SU(1, 1) ∪ SU(1, 1)
(
0 −1
1 0
)
and we put α(g) = a, γ(g) = c, e(g) = ε.
The following result by Woronowicz [56] states that one cannot expect a suitable quantum
group on an operator algebra level arising from Hopf ∗-algebra A1q (i.e. with e = 1 in (3.1)). In
Theorem 3.1 a representation of A1q consists of two closed operators α and γ acting in a Hilbert
space H such that the domains of α, γ, α∗, γ∗ are equal, say D, and such that the relations in
(3.1) are represented in a weak sense, e.g. αγ = q γ α is translated by 〈γv, α∗w〉 = q〈αv, γ∗w〉
for all v, w ∈ D, etc.
Theorem 3.1 (Woronowicz [56]). For (α1, γ1), resp. (α2, γ2), closed operators on an infinite
dimensional Hilbert space H1, resp. H2, representing the relations, there exist no closed
operators α, γ acting on H1⊗H2 representing the relations and extending α1⊗α2+q (γ1)∗⊗γ2,
γ1⊗α2+(α1)∗⊗γ2, such that α∗, γ∗ extend (α1)∗⊗(α2)∗+q γ1⊗(γ2)∗, (γ1)∗⊗(α2)∗+α1⊗(γ2)∗.
Theorem 3.1 is a negative result, but Korogodsky [37] pointed out how to proceed by adding
the additional generator e.
It is not hard to represent the commutation relations (3.1) by unbounded operators acting
on the Hilbert space H = L2(T) ⊕ L2(Iq), where Iq = −qN ∪ qZ and equipped with the
counting measure. Here T = {z ∈ C | |z| = 1} denotes the unit circle, N = {1, 2, · · · } and
N0 = {0, 1, 2, · · · }. If p ∈ Iq, we define δp(x) = δx,p for all x ∈ Iq, so the family {δp | p ∈ Iq}
is the natural orthonormal basis of L2(Iq). For L
2(T) we have the natural orthonormal basis
{ζm | m ∈ Z}, with ζ the identity function on T. Then {ζm ⊗ δp | m ∈ Z, p ∈ Iq} is an
orthonormal basis for H . Define linear operators α0, γ0, e0 on the space E of finite linear
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combinations of ζm ⊗ δp by
α0(ζ
m ⊗ δp) =
√
sgn(p) + p−2 ζm ⊗ δqp,
γ0(ζ
m ⊗ δp) = p−1 ζm+1 ⊗ δp, e0(ζm ⊗ δp) = sgn(p) ζm ⊗ δp.
(3.4)
for all p ∈ Iq, m ∈ Z. The actions of α†0 and γ†0 on E can be given in a similar fashion by
taking formal adjoints, and these satisfy the relations (3.1), and give a faithful representation
of the algebra Aq. Then [30, §2] the operators α0, γ0 are closable with densely defined closed
unbounded operators α, γ as their closure. Moreover, the adjoints α∗ and γ∗ are the closures
of α†0, γ
†
0. Let e be the closure of e0, then e is a bounded linear self-adjoint operator on H .
As discussed by Woronowicz [57] and in [30], it is not sufficient to consider the von Neumann
algebra generated by α, γ and e in order to obtain a well-defined comultiplication. Consider
the linear map T : ζm ⊗ δp 7→ ζm ⊗ δ−p, T ∈ B(H), where we take δp = 0 in case p /∈ Iq, and
let u be its partial isometry.
Definition 3.2. M is the von Neumann algebra in B(H) generated by α, γ, e and u.
By definition, see Appendix A.4, α and γ are affiliated to M .
It can be shown [30, Lemma 2.4 (3)] thatM = L∞(T)⊗B(L2(Iq)). We define the operators
Φ(m, p, t) : ζr ⊗ δx 7→ δxt ζm+r ⊗ δp, m, r ∈ Z, p, t, x ∈ Iq.
A straightforward calculation gives
Φ(m1, p1, t1) Φ(m2, p2, t2) = δp2,t1 Φ(m1 +m2, p1, t2), Φ(m, p, t)
∗ = Φ(−m, p, t)
In particular the finite linear span of the operators Φ(m, p, t) form a σ-weakly dense ∗-
subalgebra in M .
In order to show that M is the von Neumann algebra of a von Neumann algebraic quan-
tum group we need to define the comultiplication ∆ and the left and right invariant nsf
weights ϕ and ψ such that the requirements of Definition 2.1 are met. We start with the
construction of the left invariant nsf weight by writing down its GNS-construction. Define
Tr = TrL∞(T) ⊗ TrB(L2(Iq)) on M , where TrL∞(T) and TrB(L2(Iq)) are the canonical traces on
L∞(T), i.e. TrL∞(T)(f) =
∫
T
f(ζ) dζ with normalization TrL∞(T)(1) = 1, and on B(L
2(Iq)),
normalized by TrB(L2(Iq))(P ) = 1 for any rank one orthogonal projection. Note that Tr is a
tracial weight on M so in particular its modular group is trivial. For Tr we have the following
GNS-construction:
• a Hilbert space K = H⊗L2(Iq) = L2(T)⊗L2(Iq)⊗L2(Iq) equipped with the orthonor-
mal basis {fmpt | m ∈ Z, p, t ∈ Iq};
• a unital ∗-homomorphism π : M → B(K), π(a) = a⊗ IdL2(Iq) for a ∈M ;
• ΛTr : NTr → K, a 7→
∑
p∈Iq(a⊗ IdL2(Iq)))f0,p,p.
We define the left invariant nsf weight ϕ formally as ϕ(x) = Tr(|γ| x |γ|) with the operator |γ|
affiliated to M . We proceed by defining the set D as the set of elements of x ∈ M such that
x|γ| extends to a bounded operator on H , denoted by x|γ|, and such that x|γ| ∈ NTr, and for
x ∈ D we put Λ(x) = ΛTr(x|γ|). The set D is then a core for the operator Λ which is closable
for the σ-strong-∗–norm topology.
Definition 3.3. The nsf weight ϕ on M is defined by its GNS-construction (K, π,Λ).
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Remark 3.4. From the general theory of nsf weights as recalled in Section 2 we know that ϕ
comes with a modular automorphism group σ, a modular conjugation J and modular operator
∇. In particular, as established in [30, §4], we have:
• σt(x) = |γ|2itx|γ|−2it for all x ∈M , t ∈ R;
• Φ(m, p, t) ∈ Nϕ and Λ(Φ(m, p, t)) = |t|−1fmpt;
• Φ(m, p, t) ∈ Mϕ and ϕ(Φ(m, p, t)) = |t|−2δm,0δp,t;
• Φ(m, p, t) is analytic for σ and σz(Φ(m, p, t)) = |p−1t|2izΦ(m, p, t) for all z ∈ C;
• J fmpt = f−m,t,p;
• fmpt in the domain of ∇ and ∇fmpt = |p−1t|2 fmpt.
Remark 3.5. Note that in particular we can use π to identify M ⊂ B(H) with its image
π(M) ⊂ B(K). From now on we use this identification, and we work with M realized as von
Neumann algebra in B(K).
In [30, §4] it is observed that the right invariant weight ψ = ϕ, so it remains to construct
the comultiplication which we give using the multiplicative unitary W ∈ B(K ⊗K). We give
an explicit expression for W ∗ ∈ B(K⊗K) in terms of basic hypergeometric series ap in (7.10).
The functions ap(·, ·) are recalled in Definition 6.2, and the unitarity of the multiplicative
unitary W is closely related to orthogonality properties of these functions ap. Then the
comultiplication is given by, recall Remark 3.5 that we view M ⊂ B(K),
∆(x) = W ∗(1⊗ x)W, x ∈M. (3.5)
In fact, this formula has led to the definition of the multiplicative unitary in (7.10), since the
functions ap are interpreted as Clebsch-Gordan coefficients for the tensor product decompo-
sition of the representations considered in (3.4). We refer to [30, §3] for a more elaborate
discussion of this motivation.
Theorem 3.6. The pair (M,∆) is a von Neumann algebraic quantum group.
Theorem 3.6 is [30, Thm. 4.9], and the really hard part is to prove the coassociativity
Id⊗∆◦∆ = ∆⊗ Id◦∆. For this part the choice of sign s(·, ·) in Definition 6.2 of the function
ap is essential. It should be noted that the results are obtained in different order in [30] than
presented here.
All of the above is included in [30], but we additionally need the action of the dual modular
conjugation Jˆ in the GNS-space K. Explicitly, we have
Jˆ fm,p,t = sgn(p)
χ(p) sgn(t)χ(t) (−1)m f−m,p,t, p, t ∈ Iq, m ∈ Z. (3.6)
This can be proved from the results in [30] as follows. Since the right invariant weight equals
the left invariant weight, we have JˆΛ(x) = Λ(R(x)∗) for x ∈ N , see [41, Prop. 2.11]. Using
[30, Prop. 4.14] for the explicit expression of the unitary antipode R we see that applying this
expression with x = Φ(m, p, t) gives (3.6).
4. The von Neumann algebra for the dual quantum group
The general theory as described in Section 2 shows that there is a dual von Neumann
algebraic quantum group associated to the von Neumann algebraic quantum group (M,∆)
associated to the normalizer of SU(1, 1) in SL(2,C), see Theorem 2.3. Since we have the
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von Neumann algebra M explicitly given by Definition 3.2 and Theorem 3.6 it is natural to
ask for an explicit description in terms of generators for the von Neumann algebra Mˆ of the
dual von Neumann algebraic quantum group. On the level of Hopf algebras, there is a duality
between A1q and the quantized universal enveloping algebra Uq(su(1, 1)), see [45] and [9]. So
it is natural to expect that the quantized enveloping algebra Uq(su(1, 1)) plays a role in an
explicit description of Mˆ , but also that Uq(su(1, 1)) will not suffice to describe Mˆ . This is
made explicit in Theorem 4.13.
Let us first recall the quantized universal enveloping algebra Uq(su(1, 1)) in order to fix
the notation. The study of Uq(su(1, 1)) goes back to Vaksman and Korogodski˘ı [53], and
Masuda et al. [45], see also Burban and Klimyk [8]. Its representation theory is also needed
in this paper, and we recall the irreducible admissible representations in Section 8, where we
decompose the GNS-space with respect to the Uq(su(1, 1))-action. For general information on
quantized universal enveloping algebras one can consult e.g. [9], [16], [25], [43], [49].
Recall that Uq(su(1, 1)) is the complex unital ∗-algebra generated by K, K−1, E and F
subject to
KK−1 = 1 = K−1K, KE = qEK, KF = q−1FK, FE− EF = K
2 −K−2
q − q−1 (4.1)
and where the ∗-structure is defined by K∗ = K, E∗ = F. Since we assume 0 < q < 1, the
∗-structure is easily seen to be compatible with (4.1). (We identify (A,B,C,D) of [33] by
(K,E,−F,K−1) and compared to the notation of [45] we have e = E, f = −F and k = K.)
The algebra Uq(su(1, 1)) has more structure, since it can be made into a Hopf ∗-algebra.
For completeness we recall the action of the antipode S and the comultiplication ∆ on the
generators;
S(K) = K−1, S(E) = −q−1E, S(F) = −qF, S(K−1) = K. (4.2)
and
∆(K) = K⊗K, ∆(E) = K⊗E+ E⊗K−1
∆(F) = K⊗ F+ F⊗K−1, ∆(K−1) = K−1 ⊗K−1. (4.3)
The Casimir element
Ω =
1
2
(
(q−1 − q)2FE− qK2 − q−1K−2
)
=
1
2
(
(q−1 − q)2EF− qK−2 − q−1K2
)
(4.4)
is a central self-adjoint element in Uq(su(1, 1)). In fact, we use a slightly renormalized version
of the operator used in [45]. If C denotes the element introduced in [45, Part II, (1.9)], one
has Ω = −1
2
(q − q−1)2C− 1. The Casimir element Ω generates the center of Uq(su(1, 1)).
In order to represent the algebra Uq(su(1, 1)) on the Hilbert space K of the GNS-represen-
tation some care has to be taken, since the operators are in general unbounded. We define the
dense subspace K0 of K as the linear subspace consisting of finite linear combinations of the
orthonormal basis elements fmpt, see the definition in Section 3. Equivalently K0 can also be
viewed as the linear span of elements of the form ζm ⊗ f with m ∈ Z, f ∈ K(Iq × Iq), where
K(Iq × Iq) is the space of compactly supported function on Iq × Iq. Note that K0 is dense
in K and that K0 inherits the inner product of K, so we can look at the space of adjointable
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operators L+(K0) for K0, see [48, Prop. 2.1.8]. Recall that
L+(K0) = {T : K0 → K0 linear | ∃S : K0 → K0 linear so that 〈Tx, y〉 = 〈x, Sy〉 ∀ x, y ∈ K0}
The ∗-operation in L+(K0) will be denoted by †.
Definition 4.1. We define operators E0, K0 in L+(K0) by
(q − q−1)E0 fmpt = sgn(t) q−m−12 |p/t| 12
√
1 + κ(q−1t) fm−1,p,q−1t
− sgn(p) qm−12 |t/p| 12
√
1 + κ(p) fm−1,qp,t
(4.5)
and K0 fmpt = q
−m
2 |p/t| 12 fmpt for all m ∈ Z, p, t ∈ Iq.
Here sgn denotes the sign, and κ(x) = sgn(x)x2, see Definition 6.1.
Definition 4.1 is motivated by formal calculations based on [45, Part II (1.11), (1.12)].
One easily checks that K†0 = K0 and that K0 is invertible in L+(K0). Also E0 ∈ L+(K0)
and
(q − q−1)E†0 fmpt = sgn(t) q−
m+1
2 |p/t| 12
√
1 + κ(t) fm+1,p,qt
− sgn(p) qm+12 |t/p| 12
√
1 + κ(q−1p) fm+1,q−1p,t
(4.6)
for all m ∈ Z, p, t ∈ Iq.
At this point we observe that modular conjugation J preserves K0, since J fmpt = f−m,t,p
see Remark 3.4, and it follows straightforwardly
J E†0 J = −E0 and J K0 J = K−10 in L+(K0). (4.7)
Using (2.4) we see that (4.7) is in correspondence with (4.2).
The next proposition shows that E0 and K0 do satisfy the defining relations (4.1) for the
∗-algebra Uq(su(1, 1)).
Proposition 4.2. We have
K0E0 = q E0K0 and E
†
0 E0 − E0E†0 =
K20 −K−20
q − q−1 .
and the elements from {Km0 Ek0 (E†0)l | m ∈ Z, k, l ∈ N0 } are linearly independent.
Proposition 4.2 implies that there exists a unique unital ∗-representation ρ : Uq(su(1, 1))→
L+(K0) so that E 7→ E0 and K 7→ K0, hence K0 is turned into a Uq(su(1, 1))-module. Define
U to be the unital ∗-subalgebra of L+(K0) generated by K0, K−10 and E0. This is a ∗-
representation of Uq(su(1, 1)) by unbounded operators in the sense of [48, Ch. 8], so that
in particular each element of U is closable. The Poincare´-Birkhoff-Witt theorem, see e.g.
[9], implies that the ∗-representation Uq(su(1, 1)) → L+(K0) is faithful and U is a concrete
realization of Uq(su(1, 1)).
An essential role in the representation theory of Uq(su(1, 1)) is played by the Casimir
operator (4.4). An elaborate discussion about its role in decomposing K0 into irreducible
Uq(su(1, 1))-modules is given in Section 8. We define the Casimir element Ω0 ∈ U ⊂ L+(K0)
as Ω0 = ρ(Ω), i.e.
Ω0 =
1
2
(
(q − q−1)2E†0 E0 − q K20 − q−1K−20
)
=
1
2
(
(q − q−1)2E0E†0 − q−1K20 − q K−20
)
.
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By Definition 4.1 and (4.6) we have the explicit expression
2Ω0 fmpt = −sgn(pt)
√
(1 + κ(p))(1 + κ(t)) fm,qp,qt
+ (qm−1p|t|+ q−m−1t|p|) fmpt − sgn(pt)
√
(1 + κ(q−1p))(1 + κ(q−1t)) fm,q−1p,q−1t
(4.8)
for all m ∈ Z and p, t ∈ Iq.
Recall that we are using a renormalized version (and terminology) of the operator used in
[45]. The renormalization is chosen in such a way that the continuous spectrum of the relevant
self-adjoint extension of Ω0 is given by [−1, 1] and the point spectrum of this extension has a
maximal degree of symmetry with respect to the origin.
Not K0, E0 and Ω0 are the operators relevant to the dual locally compact quantum group
(Mˆ, ∆ˆ) introduced in Section 2, but rather the right closed extensions of these operators. Now
K0 is essentially self-adjoint, so it is clear what extension of K0 to use. At this moment, it is
not clear what kind of extension of E0 we need, but Proposition 4.4 shows that the closure of
E0 is the natural extension in this setting. Next the Casimir operator is discussed.
Definition 4.3. We define the densely defined, closed, linear operators E and K in K as the
closures of E0 and K0 respectively.
One expects at least that K and E are affiliated to the dual von Neumann algebra Mˆ . This
is indeed the case.
Proposition 4.4. K is an injective positive self-adjoint operator in K. The operators K and
E are affiliated to the von Neumann algebra Mˆ .
Note that the spectrum σ(K) consists of q
1
2
Z ∪ {0}. Moreover, E∗ is the closure of E†0, and
there exists a characterization of E given in Proposition 8.4.
Next we want to define the Casimir operator on K as the right extension of Ω0. Since
Ω†0 = Ω0, it is natural to look for a self-adjoint extension of Ω0 to be this right extension. But
Ω0 is not essentially self-adjoint, which is discussed in Section 8, thus, unlike the cases E and
K, we can not merely use the closure of Ω0.
Definition 4.5. We define the Casimir operator Ω as the closure of the operator
1
2
(
(q − q−1)2E∗E − q K2 − q−1K−2 ) .
At this point it is not clear that Definition 4.5 makes sense.
Theorem 4.6. The Casimir operator Ω is a well-defined self-adjoint operator. The Casimir
operator commutes strongly with the unbounded operators E and K. Moreover, the Casimir
operator Ω is the unique self-adjoint extension of Ω0 that is affiliated to the von Neumann
algebra Mˆ .
The proofs of these statements are given Section 8. At the same time it will emerge that Ω
is not the closure of Ω0.
The Casimir element Ω0 belongs to the center of U , and hence commutes with E0 and K0 in
L+(K0). On the Hilbert space level, this result has an analogue to the extent that the Casimir
operator Ω strongly commutes with E and K, see Theorem 4.6. However, since (M,∆) is
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a quantization of the normalizer of SU(1, 1) in SL(2,C), and not of SU(1, 1), it is to be
expected that the Casimir operator does not commute with all elements of Mˆ . Indeed, the
Casimir operator satisfies a graded commutation relation with the elements of Mˆ , i.e. there
exists a decomposition Mˆ = Mˆ+ ⊕ Mˆ− such that the Casimir operator commutes with the
elements of Mˆ+ and anti-commutes with elements of Mˆ−, see Proposition 4.8.
In order to formulate the graded commutation relation involving the Casimir operator we
provide K and Mˆ with a natural Z2-grading.
Definition 4.7. We define the closed subspaces K+,K− ⊆ K as
K± = Span{ fm,p,t | m ∈ Z, p, t ∈ Iq so that sgn(pt) = ±},
So K = K+ ⊕K−. We define the σ-weakly closed subspaces Mˆ+, Mˆ− ⊆ Mˆ as
Mˆ+ = { x ∈ Mˆ | xK± ⊆ K± } and Mˆ− = { x ∈ Mˆ | xK± ⊆ K∓ } .
Then Mˆ+ is a von Neumann algebra, and Mˆ− is a self-adjoint subspace so that Mˆ± Mˆ∓ ⊆ Mˆ−
and Mˆ− Mˆ− ⊆ Mˆ+. In order to get a real Z2-grading on Mˆ , we need the following result.
Proposition 4.8. Mˆ = Mˆ+⊕Mˆ−. Let x ∈ Mˆ+ and y ∈ Mˆ−, then xΩ ⊆ Ωx and yΩ ⊆ −Ω y.
Proposition 4.8 implies that E and K do not suffice to generate Mˆ because of Theorem
4.6. In order to determine Mˆ , Proposition 4.8 also provides the key ingredient once we have
determined the spectral decomposition of Ω explicitly. Indeed, Proposition 4.8 implies that
elements of Mˆ can be described by mapping (generalized) eigenvectors for the eigenvalue λ
of the Casimir operator to (generalized) eigenvectors for the eigenvalue ±λ of the Casimir
operator. For this we have to study the Casimir operator restricted to suitable invariant
subspaces on which the spectrum of Ω has simple spectrum, which is done in Section 8.
We define bounded operators on the Hilbert space K of the GNS-representation using the
multiplicative unitary W ∈ B(K⊗K). Using the normal functionals ωf,g ∈ B(K)∗ defined by
ωf,g(x) = 〈x f, g〉, f, g ∈ K, we define
Q(p1, p2, n) = (ωf,g ⊗ Id)(W ∗) : K → K, f = f0,p1,1, g = fn,p2,1. (4.9)
Proposition 4.9. The operators Q(p1, p2, n) ∈ B(K), p1, p2 ∈ Iq, n ∈ Z, are in Mˆ and the
linear span is strong-∗ dense in Mˆ . Moreover, Q(p1, p2, n) ∈ Mˆsgn(p1p2).
Proposition 4.9 is the key to the proof of Proposition 4.8, and describes sufficiently many
elements of Mˆ .
Since the operators Q(p1, p2, n) span Mˆ linearly, we calculate the structure constants.
Proposition 4.10. For p1, p2, r1, r2 ∈ Iq, n,m ∈ Z, we have Q(p1, p2, n)Q(r1, r2, m) = 0 in
case |p2
p1
| 6= qm or | r1
r2
| 6= qn. In case |p2
p1
| = qm and | r1
r2
| = qn we have
Q(p1, p2, n)Q(r1, r2, m) =
∑
x1,x2∈Iq
ax1(r1, p1) ax2(r2, p2)Q(x1, x2, n+m)
where the coefficients axi(ri, pi), i = 1, 2, are defined in Definition 6.2.
Since Mˆ ′ = JˆMˆ Jˆ , see (2.1) for the dual von Neumann algebra, Proposition 4.9 leads to the
following.
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Corollary 4.11. The operators JˆQ(p1, p2, n)Jˆ ∈ B(K), p1, p2 ∈ Iq, n ∈ Z, are in Mˆ ′ and the
linear span is strong-∗ dense in Mˆ ′.
The main problem in proving Proposition 4.9 is that the operators Q(p1, p2, n) do not
preserve the dense subspace K0. We have the following polar-type decomposition of these
operators.
Lemma 4.12. For fixed p1, p2 ∈ Iq, n ∈ Z, there exists an orthogonal projection P =
P (p1, p2, n) ∈ B(K), a continuous function H(·) = H(·; p1, p2, n) and a partial isometry
U = U
sgn(p1),sgn(p2)
n so that
Q(p1, p2, n) = U H(Ω)P.
Since the elementsH(Ω) and P , as element of the spectral decomposition ofK, are in the von
Neumann algebra generated by E and K, we only need to incorporate the partial isometries.
Now we can state the main theorem of this section, which gives an explicit description of the
von Neumann algebra for the dual locally compact quantum group.
Theorem 4.13. The von Neumann algebra Mˆ is generated by K, E, U+−0 , U
−+
0 .
It is interesting to connect the comultiplication of the dual quantum group as in Theorem
2.3 with the comultiplication (4.3) of the quantized universal enveloping algebra.
Proposition 4.14. We have ∆ˆ(K) = K ⊗K, and
K0 ⊙E0 + E0 ⊙K−10 ⊂ ∆ˆ(E) and K0 ⊙E†0 + E†0 ⊙ K−10 ⊂ ∆ˆ(E∗).
In Proposition 4.14 the left hand side denotes the algebraic tensor product of the unbounded
operators which are defined on the domain K0 ⊙ K0 ⊂ K ⊗ K. So we see that the comul-
tiplication of the dual quantum group corresponds to the comultiplication of the quantized
universal enveloping algebra, see (3.2). Note that for an element x affiliated to Mˆ we can
calculate ∆ˆ(x) as an affiliated element of Mˆ ⊗ Mˆ .
We can also calculate the comultiplication on the elements Q(p1, p2, n) spanning Mˆ , see
Proposition 4.9, using the pentagonal equation.
Proposition 4.15. For p1, p2 ∈ Iq, n ∈ Z, we have
∆ˆ
(
Q(p1, p2, n)
)
=
∑
m∈Z, p∈Iq
Q(p, p2, n−m)⊗Q(p1, p,m),
where the sum converges in the σ-weak-topology of Mˆ ⊗ Mˆ .
The action of the unitary antipode Rˆ and of the ∗-operator on the generators Q(p1, p2, n)
of Mˆ is given in Corollary 7.4.
5. The decomposition of the left regular corepresentation
As remarked in Section 2 the multiplicative unitary acting in the GNS-representation of
the left invariant weight is the analogue of the left regular representation. For the Lie group
SU(1, 1) ∼= SL(2,R), the decomposition into irreducible representations involves the principal
unitary series and the discrete series, see e.g. [13], [21], [34], [42], [50]. The decomposition is
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obtained by considering the action of the Casimir operator, since its eigenspaces give invari-
ant subspaces as the Casimir operator is a central element. Our next goal is to decompose
the left regular corepresentation given by the multiplicative unitary W acting in the GNS-
representation K into irreducible corepresentations. We want to proceed in a similar fashion,
but as follows from Proposition 4.8 we need to combine two eigenspaces of the Casimir oper-
ator. We first consider the discrete part, and next the continuous part.
In Section 8 we decompose the GNS-space K into irreducible representations for Uq(su(1, 1))
by decomposing the action of the Casimir operator, and since its generators are related to
affiliated operators to Mˆ we expect that this is a building block in the decomposition. In
this section we describe the decomposition explicitly, and for each corepresentation in the de-
composition of the left regular corepresentation we indicate its decomposition as Uq(su(1, 1))-
representation using its representations as described in Section 8.4.
In order to find the decomposition of the left regular corepresentation we have to look for
invariant subspaces of (ω ⊗ Id)(W ), ω ∈ M∗, which are the generators of Mˆ . By Proposition
4.8 we can restrict to eigenspaces for the Casimir operator for the eigenvalues λ and −λ. By
considering combinations of such eigenspaces in suitable invariant subspaces for the Casimir
operator we can determine invariant subspaces, hence irreducible corepresentations occurring
in the decomposition of the left regular corepresentation. In this approach we have to dis-
tinguish between eigenvalues λ of the Casimir operator Ω satisfying |λ| > 1, leading to the
analogue of discrete series representations of SU(1, 1), and those satisfying |λ| ≤ 1, leading to
the analogue of principal unitary series representations of SU(1, 1). The case λ = 0 has to be
considered separately.
In Section 5.1 we discuss the analogue of the discrete series representations, and in Section
5.2 we discuss the analogue of the principal unitary series representations. For the precise
description of the results we need to use some notation that is used in the proofs.
5.1. Unitary corepresentations: discrete series. In order to be able to describe the
results we need to consider the discrete spectrum of the Casimir operator. The complete
spectrum of the Casimir operator Ω is described in Section 8, where for suitable Ω-invariant
subspaces K(p,m, ε, η) ⊂ K the spectral decomposition of Ω|K(p,m,ε,η) is discussed in detail.
The spectrum is simple and consists of a continuous part [−1, 1] and a discrete part depending
on K(p,m, ε, η) for p ∈ qZ, m ∈ Z, ε, η ∈ {±1}. We refer to (7.1) for the definition of these
subspaces. Throughout this subsection we fix p ∈ qZ, λ ∈ −q−N ∪ q−N and set x = µ(λ) =
1
2
(λ+λ−1). Thus, x is an isolated point of the spectrum of the Casimir operator Ω if x ∈ σd(Ω),
see Section 8.3. We denote eε,ηm (p, x) ∈ D(Ω)∩K(p,m, ε, η) to be the eigenvector of the Casimir
operator Ω for the eigenvalue εη x in the subspace K(p,m, ε, η) of the GNS-space. We note
that eε,ηm (p, x) 6= 0 if and only if Ω has an eigenvector with eigenvalue εη x inside K(p,m, ε, η).
By the results proved in Section 8.3 the eigenspace of Ω restricted to K(p,m, ε, η) is at most
one-dimensional, so that eε,ηm (p, x) is defined up to phase-factor after putting ‖eε,ηm (p, x)‖ = 1.
The precise choice is given in Section 10.1.
Recall we have to find closed invariant subspaces for the action of Mˆ , and we can define
closed invariant subspaces in terms of the eigenvectors of the Casimir operator Ω. This is
straightforward once we have described the actions of the generators of Mˆ on the eigenvectors
of Ω in Lemma 10.1.
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Lemma 5.1. We define the closed subspace Lp,x of K as
Lp,x = Span{ eε,ηm (p, x) | m ∈ Z, ε, η ∈ {−,+} }.
The space Lp,x is an invariant subspace of the corepresentation W of (M,∆). If Lp,x 6= {0}
we say that that (p, x) determines a discrete series corepresentation of (M,∆). The element
Wp,x =W
∣∣
K⊗Lp,x is a unitary corepresentation of (M,∆) on Lp,x.
Using the explicit actions of the generators of Mˆ as described in Theorem 4.13 on the
eigenvectors of the Casimir operator we can classify the values of (p, x) such that Lp,x is a
discrete series corepresentation of (M,∆). The result is the following.
Proposition 5.2. Consider p ∈ qZ and x = µ(λ) where λ ∈ −q2Z+1p ∪ q2Z+1p and |λ| > 1.
Let j, l ∈ Z be such that |λ| = q1−2jp−1 = q1+2lp, so l < j. Then (p, x) determines a discrete
series corepresentation of (M,∆) in the following 3 cases, and these are the only cases:
(i) If x > 0, in which case
{ e++m (p, x) | m ∈ Z } ∪ { e−+m (p, x) | m ∈ Z, m ≤ l } ∪ { e+−m (p, x) | m ∈ Z, m ≥ j }
is an orthonormal basis for Lp,x.
(ii) If x < 0, l ≥ 0 and j > 0, in which case
{ e−+m (p, x) | m ∈ Z } ∪ { e++m (p, x) | m ∈ Z, m ≤ l } ∪ { e−−m (p, x) | m ∈ Z, m ≥ j }
is an orthonormal basis for Lp,x.
(iii) If x < 0, l < 0 and j ≤ 0, in which case
{ e+−m (p, x) | m ∈ Z } ∪ { e−−m (p, x) | m ∈ Z, m ≤ l } ∪ { e++m (p, x) | m ∈ Z, m ≥ j }
is an orthonormal basis for Lp,x.
Proposition 5.2 gives a complete list of discrete corepresentations occurring in the left
regular corepresentation. In each of the cases listed in Proposition 5.2 we can consider the
representation of Mˆ as a representation of Uq(su(1, 1)) (by unbounded operators in the sense
of [48]), and then, by comparing the action of E and K as given in Lemma 10.1, with the
listing in Section 8.4, we see that Lp,x in case (i), (ii) and (iii) of Proposition 5.2 corresponds
to
πS1
2
(χ(p)−1)+j,ǫ(p) ⊕D−− 1
2
χ(p)−l ⊕D+1
2
χ(p)+j
(5.1)
as Uq(su(1, 1))-module, where the decomposition corresponds to the order of the orthonormal
basis. The notation for the Uq(su(1, 1))-modules is as in Section 8.4. Here χ(p) ∈ Z is defined
in Definition 6.1 and ǫ(p) = 1
2
χ(p) mod 1, so ǫ(p) = 0 for p ∈ q2Z and ǫ(p) = 1
2
for p ∈ q2Z+1,
see (8.25). So we see that a discrete series corepresentation in the left regular corepresentation
decomposes in the same way as sum of three Uq(su(1, 1))-representations involving a strange
series representation in combination with a positive and negative discrete series representation.
Proposition 5.3. Assume that (p, x) determines a discrete series corepresentation of (M,∆).
Then Wp,x is an irreducible corepresentation of (M,∆).
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5.2. Unitary corepresentations: principal series. Next we discuss the irreducible corep-
resentations of (M,∆) in the left regular corepresentation W corresponding to the continuous
spectrum of the Casimir operator Ω. We cannot obtain these representations by restriction
to closed subspaces, so we have to use another approach.
Motivated by Lemma 10.1 and the admissible irreducible representations of Uq(su(1, 1)) as
discussed in Section 7.1 we define for x = cos θ ∈ [−1, 1] and p ∈ qZ a Hilbert space Lp,x by
Lp,x =
⊕
ε,η∈{−,+}
ℓ2ε,η(p, x),
where each space ℓ2ε,η(p, x) denotes a copy of ℓ
2(Z) with standard orthonormal basis {eε,ηm (p, x) |
m ∈ Z}. We define operators K,E, U+−0 , U−+0 on Lp,x by
K eε,ηm (p, x) = p
1
2 qm eε,ηm (p, x),
(q−1 − q)E eε,ηm (p, x) = q−m−
1
2p−
1
2 |1 + εηpq2m+1eiθ| eε,ηm+1(p, x),
U+−0 e
ε,η
m (p, x) = η (−1)υ(p) eε,−ηm (p, x),
U−+0 e
ε,η
m (p, x) = εη
χ(p)(−1)m e−ε,ηm (p, x).
(5.2)
Here χ(p) = logq(p) is defined in Definition 6.1 and υ(p) is defined in (10.1). Explicitly, for
p = q2k or p = q2k−1 with k ∈ Z we have υ(p) = k. The operators E and K are unbounded
closable operators with dense core the finite linear combinations of the orthonormal basis
vectors eε,ηm (p, x), m ∈ Z, ε, η ∈ {−,+}. The operators U+−0 and U−+0 are bounded; they are
isometries.
Proposition 5.4. The operators E,K, U+−0 , U
−+
0 defined by (5.2) generate a von Neumann
algebra Mˆp,x that is isomorphic to Mˆ . Consequently, (5.2) determines a unitary corepresen-
tation Wp,x of (M,∆). The corepresentation Wp,x is reducible, and its decomposition into
irreducible corepresentations is given by
Wp,x = W
1
p,x ⊕ W 2p,x, in case x 6= 0, or p ∈ q2Z+1,
Wp,0 = W
1,1
p,0 ⊕ W 1,2p,0 ⊕ W 2,1p,0 ⊕ W 2,2p,0 , in case p ∈ q2Z.
Remark 5.5. Denoting the corresponding invariant subspaces by Ljp,x and Lj,kp,0 of Propo-
sition 5.4, which are described explicitly in Section 10.2, we can consider these irreducible
constituents of Proposition 5.4 as representations of Uq(su(1, 1)). If we consider the irre-
ducible representations W jp,x, j = 1, 2, of Mˆ as representations of Uq(su(1, 1)), they decom-
pose into irreducible principal series Uq(su(1, 1))-representations as πb(−x),ǫ(p)⊕πb(x),ǫ(p), where
b(x) is determined by µ(q2ib(x)) = x and ǫ(p) = 1
2
χ(p) mod 1, as in the decomposition of
the discrete series subcorepresentation of W into Uq(su(1, 1))-modules in Section 5.1 and the
representations of Uq(su(1, 1)) are described in Section 8.4. Similarly, it follows that for x = 0
and ǫ(p) = 0, the irreducible representations W j,kp,0 , j, k = 1, 2, of Mˆ can be considered as
irreducible principal series representations πb(0),0 of Uq(su(1, 1)), where b(0) = − π4 ln q . This
follows directly from the explicit description of the spaces Ljp,x and Lj,kp,0 in Section 10.2 and
(5.2) compared to the listing of irreducible representations of Uq(su(1, 1)) in Section 8.4.
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In Section 8 we discuss for suitable Ω-invariant subspaces K(p,m, ε, η) ⊂ K the spectral
decomposition of Ω|K(p,m,ε,η), and we denote by Kc(p,m, ε, η) ⊂ K(p,m, ε, η) ⊂ K the subspace
corresponding to the continuous spectrum [−1, 1] of Ω|K(p,m,ε,η).
Proposition 5.6. For p ∈ qZ let Kc(p) ⊂ K be the subspace defined by
Kc(p) =
⊕
ε,η∈{−,+}
m∈Z
Kc(p,m, ε, η),
then
W
∣∣
K⊗Kc(p)
∼=
∫ 1
−1
Wp,x dx.
For direct integrals of (co)representations we refer to [48, Ch.8].
5.3. Decomposition of the left regular corepresentation. Since K = Kc ⊕Kd with Kd,
respectively Kc, the subspace corresponding to the discrete, respectively continuous, spec-
trum of the Casimir operator, we find by combining Propositions 5.3 and 5.6 the following
decomposition of the left regular corepresentation W of (M,∆).
Theorem 5.7.
W ∼=
⊕
p∈qZ
(∫ 1
−1
Wp,xdx⊕
⊕
x∈σd(Ωp)
Wp,x
)
,
where Ωp =
⊕
ε,η∈{−,+}
m∈Z
Ω|K(p,m,ε,η) and σd denotes the discrete spectrum.
It is well-known that in the decomposition of the left regular representation of SU(1, 1) ∼=
SL(2,R) the discrete series representation and the principal unitary series occur, and in
this sense Theorem 5.7 is the appropriate analogue of this result. In case of the group
SU(1, 1) ∼= SL(2,R) we also have complementary series representations, which do not oc-
cur in the decomposition of the left regular representation, but which can be obtained by
continuation from the principal unitary series representation. For the quantum group ana-
logue of the normalizer of SU(1, 1) in SL(2,C) we have a similar result. So we can obtain
unitary complementary series corepresentations of (M,∆), and the approach is sketched in
Section 10.3.
6. Results for special functions of basic hypergeometric type
This section is separately readable from the remainder of the paper. This section is meant
to give a couple of examples of rather complicated identities for special functions of basic
hypergeometric type 1ϕ1 and type 2ϕ1, see [17]. We assume that the reader of this section is
familiar with the notation for basic hypergeometric series [17], but the definition is recalled
in Appendix B. In the first subsection we introduce the notation for special functions, and
we recall some elementary properties. The first subsection introduces notation and special
functions that are used throughout the paper, whereas the following subsections give explicit
highly non-trivial results for these special functions. These identities follow from the quantum
group theoretic interpretation.
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6.1. Definition of some special functions. The set of natural numbers (without 0) will
be denoted by N and N0 = N ∪ {0}. We write, as in Section 3, Iq = −qN ∪ qZ. We use the
following functions frequently.
Definition 6.1. (i) χ : − qZ ∪ qZ → Z such that χ(x) = logq(|x|) for all x ∈ −qZ ∪ qZ;
(ii) κ : R→ R such that κ(x) = sgn(x) x2 for all x ∈ R;
(iii) ν : − qZ ∪ qZ → R+ such that ν(t) = q 12 (χ(t)−1)(χ(t)−2) for all t ∈ −qZ ∪ qZ;
(iv) s : R0 × R0 → {−1, 1} is defined such that
s(x, y) =
{
−1 if x > 0 and y < 0
1 if x < 0 or y > 0
for all x, y ∈ R0 = R\{0}.
(v) µ : C \ {0} → C \ {0} such that µ(y) = 1
2
(y + y−1) for all y ∈ C \ {0}.
For a, b, z ∈ C, we define
Ψ
(a
b
; q, z
)
=
∞∑
n=0
(a; q)n (b q
n; q)∞
(q ; q)n
(−1)n q 12n(n−1) zn = (b; q)∞ 1ϕ1
(a
b
; q, z
)
. (6.1)
This is an entire function in a, b and z. Here we have used the standard notation for basic
hypergeometric series [17], or see Appendix B.1.
We use the normalization constant cq = (
√
2 q (q2,−q2; q2)∞)−1. Then the following defini-
tion is [30, Def. 3.1], and the notations as in Definition 6.1 are used.
Definition 6.2. If p ∈ Iq, we define the function ap : Iq × Iq → R such that ap is supported
on the set { (x, y) ∈ Iq × Iq | sgn(xy) = sgn(p) } and is given by
ap(x, y) = cq s(x, y) (−1)χ(p) (−sgn(y))χ(x) |y| ν(py/x)
√
(−κ(p),−κ(y); q2)∞
(−κ(x); q2)∞
×Ψ
(−q2/κ(y)
q2κ(x/y)
; q2, q2κ(x/p)
)
for all (x, y) ∈ Iq × Iq satisfying sgn(xy) = sgn(p).
The functions ap(x, y) for p, x, y ∈ Iq have been introduced in [30, §3], motivated by their
occurrence as Clebsch-Gordan coefficients. Depending on the choices of the sign, these func-
tions can be identified with well-known special functions of basic-hypergeometric type. In
particular, for sgn(x) = sgn(y) the functions ap(x, y) can be identified with the q-Laguerre
polynomials in case sgn(x) = sgn(y) = − and with the associated big q-Bessel functions in
case sgn(x) = sgn(y) = +, see [10]. The q-Laguerre polynomials correspond to an indetermi-
nate moment problem, and the big q-Bessel functions form a complementary orthogonal basis
to the orthogonal polynomials for an explicit solution to the moment problem corresponding
to Ramanujan’s 1ψ1-summation formula, see [10] for details. For sgn(x) = −sgn(y), the func-
tions ap(x, y) can be matched with Al-Salam–Carlitz polynomials and q-Charlier polynomials,
see [27] for their definition.
For completeness we recall the orthogonality properties of these functions, see [30, Prop.
3.2, 3.3]. For θ ∈ −qZ ∪ qZ we define ℓθ = { (x, y) ∈ Iq × Iq | y = θx }.
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Proposition 6.3. Consider θ ∈ −qZ∪ qZ. Then the family { ap|ℓθ | p ∈ Iq such that sgn(p) =
sgn(θ) } is an orthonormal basis for l2(ℓθ). In particular,∑
x∈Iq so that θx∈Iq
ap(x, θx) ar(x, θx) = δp,r, p, r ∈ Iq.
Proposition 6.4. Consider θ ∈ −qZ∪qZ and define J = qZ ⊂ Iq if θ > 0 and J = −qN ⊂ Iq if
θ < 0. For every (x, y) ∈ ℓθ we define the function e(x,y) : J → R such that e(x,y)(p) = ap(x, y)
for all p ∈ J . Then the family { e(x,y) | (x, y) ∈ ℓθ } forms an orthonormal basis for l2(J). In
particular, ∑
p∈J
ap(x, θx) ap(y, θy) = δx,y, x, y ∈ Iq.
For convenience we state the following symmetry relations for the functions ap(x, y), see
[30, Prop. 3.5]:
ap(x, y) = (−1)χ(yp)sgn(x)χ(x)
∣∣∣∣yp
∣∣∣∣ ay(x, p);
ap(x, y) = sgn(p)
χ(p)sgn(x)χ(x)sgn(y)χ(y)ap(y, x);
ap(x, y) = (−1)χ(xp)sgn(y)χ(y)
∣∣∣∣xp
∣∣∣∣ ax(p, y).
(6.2)
6.2. Summation and transformation formulas for ap(x, y). The functions ap(x, y), which
as noted above are closely related to some well-known orthogonal polynomials of basic hy-
pergeometric type, are used in the definition of the so-called multiplicative unitary W , see
(7.10). In the general theory of locally compact groups, the multiplicative unitary W plays an
important role. In particular, it satisfies the pentagonal equation, a relation that is essential in
proving Propositions 4.10 and 4.15. The result in these propositions lead to operator identities
in suitable Hilbert spaces, and taking matrix coefficients then essentially lead to Theorems
6.5 and 6.8 in this section. The details of the proofs are given in Section 11.1.
6.2.1. Representing the structure of Mˆ . By taking the non-trivial structure constants of Propo-
sition 4.10 and considering matrix coefficients at both sides we obtain the following theorem.
Theorem 6.5. For p1, p2, r1, r2 ∈ Iq, l, n,m ∈ Z, ε, η ∈ {±} and with z ∈ Iq so that sgn(z) = ε
and εηpqlz ∈ Iq and with w ∈ Iq so that sgn(w) = εsgn(r1p1) and εηsgn(r1p1r2p2)pql+m+nw ∈
Iq we have∑
x∈Iq so that sgn(x)=sgn(r1p1)
and |x|sgn(r2p2)pq2l+m+n∈Iq
az(x, w) ax(r1, p1) a|x|sgn(r2p2)pq2l+m+n(r2, p2)
× aεηpqlz(|x|sgn(r2p2)pq2l+m+n, sgn(r1p1r2p2)εηpql+m+nw) = δ| r1
r2
|p,q−2l−m δ| p1
p2
|p,q−2l−2m−n
×
∑
u∈Iq so that sgn(u)=sgn(r1)ε
and εηsgn(r1r2)pql+mu∈Iq
az(r1, u) au(p1, w) aεηpqlz(r2, εηsgn(r1r2)pq
l+mu)
× aεηsgn(r1r2)pql+mu(p2, sgn(r1p1r2p2)εηpql+m+nw),
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where the series on both sides converge absolutely.
Remark 6.6. (i) The formula of Theorem 6.5 contains many special cases involving q-Laguerre
polynomials, big q-Bessel functions, Al-Salam–Carlitz polynomials and q-Charlier polynomials
as special cases by suitable specializing the signs in the formula. Note moreover that in all
cases the sums are essentially sums over qZ or qN. For each particular choice of the signs the
square roots occurring in Definition 6.2 in Theorem 6.5 will cancel or can be taken together.
It would be of interest to find a direct analytic proof.
(ii) As stated before, the functions ap(x, y) can be interpreted as Clebsch-Gordan coefficients
related to representations of the quantized function algebra, which has no classical counterpart.
For the case of the quantum SU(2) group the corresponding Clebsch-Gordan coefficients
are Wall polynomials, which are special cases of little q-Jacobi polynomials and also can be
interpreted as q-analogues of Laguerre polynomials, see [35]. The classical Clebsch-Gordan
coefficients also satisfy summation formulas involving the product of four Clebsch-Gordan
coefficients, see e.g. [55, Ch. 8.7], but the structure of the summations is quite different.
Relations as in Theorems 6.5 and 6.8, if proved directly, might give a hint of proving directly
that the corresponding q-analogues of the Racah coefficients are zero at the appropriate places,
leading to a direct proof of the coassociativity for M , see the discussion [30, p. 289].
Theorem 6.5 can be used to obtain positivity results for sums where the summands have
four of the functions ap(x, y). The result is contained in Corollary 6.7. We give the case
corresponding to the q-Laguerre polynomials explicitly, and we refer to Askey [2, Lecture
5] for more information on the related positivity results for the Laguerre polynomials. The
q-Laguerre polynomials are defined by,
L(α)n (x; q) =
(qα+1; q)n
(q; q)n
1ϕ1
(
q−n
qα+1
; q,−q1+αx
)
, (6.3)
in this application we only consider the case α = 0.
Corollary 6.7. For r1, r2 ∈ Iq, l, m ∈ Z and with z ∈ Iq so that sgn(z) = ε and εη| r2r1 |q−m−lz ∈
Iq and we have
(−η)l+m(ηsgn(r1))χ(r1) (ηsgn(r2))χ(r2) (εη)χ(z)∑
x∈qZ
x2 ax(r1, r1) ax(z, z) axq−m| r2
r1
|(r2, r2) axq−m| r2
r1
|(εη|
r2
r1
|q−m−lz, εη|r2
r1
|q−m−lz) > 0
and for a ∈ Z and n1, n2, n3, n4 ∈ N0 we have∑
k∈Z
qk
(−qk,−qk+a; q)∞L
(0)
n1 (q
k; q)L(0)n2 (q
k; q)L(0)n3 (q
k+a; q)L(0)n4 (q
k+a; q) > 0.
Note that the sum is closely related to one of the orthogonality measures for the q-Laguerre
polynomials, which correspond to an indeterminate moment problem. A similar positivity
result can be obtained for the q-Bessel functions involved.
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6.2.2. Representing the comultiplication in Mˆ . The explicit expression for ∆ˆ in the dual quan-
tum group Mˆ as given in Proposition 4.15, or better the expression (7.23) in the proof of
Proposition 4.15, leads to a formula for its matrix elements. The result is the following theo-
rem.
Theorem 6.8. For fixed r ∈ qZ, m1, m2,M, n ∈ Z, p1, p2 ∈ Iq, ε1, ε2, η1, η2, σ ∈ {±} and for
z1, z2, w1, w2 ∈ Iq satisfying
sgn(zi) = εi, (i = 1, 2), ε1η1q
m1rz1 ∈ Iq, ε2η2q−2m1−m2−n z2|p2|
r|p| ∈ Iq,
sgn(w1) = sgn(p1)ε1, sgn(w2) = σε2, σsgn(p1)ε1η1q
m1+Mr1w1 ∈ Iq,
σsgn(p2)ε2η2q
−2m1−m2−M w2|p2|
r|p| ∈ Iq
and such that az1(p1, w1) 6= 0 we have
1
w22
aep1η1qm1rz1(σ|p1|rq2m1+M , ε1η1σsgn(p1)w1rqm1+M) az2(σ|p1|rq2m1+M , w2)
× a
ε2η2| p2p1 |
z2
r
q−2m1−m2−n
(p2, ε2η2σ
p2w2
|p1|r q
−2m1−m2−M) =∑
y,x∈Iq so that sgn(y)=ε2η1 and
sgn(p1p2)qnxw1/z1∈Iq, ε1ε2η1η2q−m1−m2yx/rz1∈Iq
1
y2
az2(ε1η1q
m1rz1, y) aw2(sgn(p1)σε1η1q
m1+Mrw1, y)
× a
ε2η2
z2|p2|
r|p1|
q−2m1−m2−n
(x, ε1ε2η1η2q
−m1−m2 yx
rz1
) ax(p2, sgn(p1p2)q
nxw
z1
)
× a
σsgn(p2)ε2η2
w2|p2|
r|p1|
q−2m1−m2−M
(sgn(p1p2)q
nxw1
z1
, ε1ε2η1η2q
−m1−m2 yx
rz1
)
where the left-hand-side is considered to be zero in case σ|p1|rq2m1+M /∈ Iq. The series con-
verges absolutely.
Remark 6.9. (i) First note that the largest part of Remark 6.6(i) is also applicable to Theorem
6.8, except for the fact that the summation is more involved. Viewing the summation as a
sum over an area in Iq× Iq ⊂ R2 (with x on the horizontal axis and y on the vertical axis), we
see that the summation area is a subset of Iq× Iq bounded by a vertical line and a hyperbola.
Depending on the sign choices there are eight possibilities for the location of the vertical line
and the hyperbola.
(ii) Theorem 6.8 follows from the operator identity in Proposition 4.15, but the single term
in the left hand side of Theorem 6.8 corresponds to summation on the left hand side of
Proposition 4.15, whereas the double sum on the right hand side of Theorem 6.8 corresponds
to the single term on the right hand side of Proposition 4.15.
(iii) Since the results in Theorems 6.5 and 6.8 both reflect the pentagonal equation for the
multiplicative unitary, one might expect the resulting identities to be equivalent by using the
orthogonality relations of Propositions 6.3 and 6.4. However, this is not the case as follows
by considering the dependence of both results on the free parameters.
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6.3. Formulas involving 2ϕ1-series. In Section 9 we show that with respect to the spectral
decomposition of the Casimir operator Ω the operators Q(p1, p2, n) generating Mˆ , see Propo-
sition 4.9, act by multiplication by a 2ϕ1-series up to a sign-change in the argument. Since
we also have another explicit expression for the action of Q(p1, p2, n) by Lemma 7.1, we have
two different explicit expressions for the action of Q(p1, p2, n). This leads to the following
theorem, where the functions Ψ are essentially 1ϕ1-functions as defined in (6.1). Actually, we
have written out two of several options depending on several sign choices.
Theorem 6.10. Let m,n ∈ Z, p1, p2 ∈ qZ and λ ∈ T.
(i) For k ∈ Z,
∞∑
l=−∞
(−1)l+k+n
(
p22q
2n−2k−3
)l
ql
2
(−q2l−2mp22/p21; q2)∞
× (q2−2m−2n; q2)∞ 2ϕ1
(
q1−np1λ/p2, q1−np1/p2λ
q2−2m−2n
; q2,−q2−2l
)
×Ψ
( −q2−2l
q2+2k−2l
; q2, q2+2k/p21
)
Ψ
(−q2−2l+2mp21/p22
q2+2k−2n−2l
; q2, q2+2k−2m−2n/p21
)
= p2k2 q
2n−3kq−k
2
(q2,−q2/p22; q2)∞
(p1q
1−nλ/p2, p1q1−nλ/p2; q2)n
(p2q1−nλ/p1, p2q1−nλ/p1; q2)n
× (q2−2n; q2)∞ 2ϕ1
(
p2q
1−nλ/p1, p2q1−n/p1λ
q2−2n
; q2,−q2/p22
)
× (q2−2m; q2)∞ 2ϕ1
(
p1q
1+nλ/p2, p1q
1+n/p2λ
q2−2m
; q2,−q2−2k
)
where the sum converges absolutely.
(ii) Assume q−mp2/p1 ≤ 1 and q−m−np2/p1 ≤ 1, then for k ∈ N0,
∞∑
l=0
p2l2 q
2(k−l)q(l−k)(l−k−1)
(q2; q2)l
3ϕ2
(
q−2l, q1+np2λ/p1, q1+np2/p1λ
q2−2mp22/p
2
1, 0
; q2, q2
)
×Ψ
(
q−2l
q2+2k−2l
; q2,−q4+2k/p21
)
Ψ
(
q2m−2lp21/p
2
2
q2+2k−2n−2l
; q2,−q4+2k−2m−2n/p21
)
= q2n(k−m+1)q−n(n−1)p2k−2n1 (q
2mp21/p
2
2; q
2)n(q
2+2k,−q2/p22; q2)∞
× (q2+2n; q2)∞ 2ϕ1
(
q1−np2λ/p1, q1−np2/p1λ
q2+2n
; q2,−q2/p22
)
× 3ϕ2
(
q−2k, q1−np2λ/p1, q1−np2/p1λ
q2−2m−2np22/p
2
1, 0
; q2, q2
)
where the sum converges absolutely.
Remark 6.11. (i) The 2ϕ1-function inside the sum in Theorem 6.10(i) is essentially the
little q-Jacobi function fl(µ(λ); q
2−2m−2n, q1−np1/p2;−q2|q2), see (B.28), and the summations
formula remains valid if µ(λ) is a discrete mass point of the corresponding orthogonality
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measure ν, see Appendix B.5. In Theorem 6.10(ii) the 3ϕ2-series is essentially an Al-Salam–
Chihara polynomial, and the same remark applies using the orthogonality measure described
in Appendix B.4. Note that the 3ϕ2-series can be transformed to a 2ϕ1-series by (B.6).
(ii) If we multiply the formula (i) by fl′(µ(λ); q
2−2m−2n, q1−np1/p2;−q2|q2) and we use the
orthogonality relations, see Appendix B.5, it follows that the above identity is equivalent to
an integral identity of the form
∫
2ϕ1 2ϕ1 2ϕ1 dν = ΨΨ. The integral can be written as an
integral over [−1, 1] plus an infinite sum. The same remark applies for (ii) but this time using
the orthogonality relations, see Appendix B.4, for the Al-Salam–Chihara polynomials.
(iii) Note that we can view the Ψ-functions as q-analogues of the Bessel function, cf. the
discussion in Section 6.1, and since we can do the same for the 2ϕ1-series involved in (i) we
may also consider Theorem 6.10(i) as an identity for q-Bessel functions.
The following result follows from the structure constants formula of Proposition 4.10. Note
that Theorem 6.5 also follows from Proposition 4.10, but now we use again the fact that we
can realize Q(p1, p2, n) as multiplication operators by a 2ϕ1-series up to a sign-change in the
argument.
Theorem 6.12. Let λ ∈ T, p1, p2, r1, r2 ∈ Iq, n,m ∈ Z, and assume that |p2p1 | = qm and
| r1
r2
| = qn. Then
sgn(r1)
1
2
(1−sgn(p1))sgn(r2)
1
2
(1−sgn(p2))+nrm2 p
n
2 |r1r2|ν(r1)ν(r2)ν(p1)ν(p2)
×(q2,−sgn(r1)r21,−sgn(r2)r22,−sgn(r2)q2/r22,−sgn(p2)q2/p22; q2)∞
× (−sgn(r1p1)q
−m−n−1/λ,−sgn(r1p1)q3+m+nλ,−sgn(r1r2)λq3−n/p1p2; q2)∞
(−sgn(r1r2p1p2)qm+n−1/λ,−sgn(r1r2p1p2)q1−m−nλ,−sgn(r1r2)p1|p2|q−n−1/λ, ; q2)∞
× (−sgn(r1r2)p1p2q
n−1/λ,−λq3−m/r1r2,−r1r2qm−1/λ; q2)∞
(−sgn(r1r2)λq3+n/p1|p2|,−r1|r2|q−m−1/λ,−λqm+3/r1|r2|; q2)∞
×(sgn(p1p2)q2+2n; q2)∞ 2ϕ1
(
sgn(r1r2)p2q
1+n/p1λ, sgn(r1r2)p2q
1+nλ/p1
sgn(p1p2)q2+2n
; q2,−sgn(p2)q
2
p22
)
×(sgn(r1r2)q2+2m; q2)∞ 2ϕ1
(
r2q
1+m/r1λ, r2q
1+mλ/r1
sgn(r1r2)q2+2m
; q2,−sgn(r2)q
2
r22
)
=
∑
(x1,x2)∈A
xm+n2 |x1|2ν(x1)2ν(x1p1/r1)ν(x2p2/r2)(sgn(r2p2)q−2m−2n)χ(x1)
×(−sgn(r1p1)x21,−sgn(r2p2)x21,−sgn(r2p2)q2/x21, sgn(r1r2p1p2)q2+2m+2n; q2)∞
× 2ϕ1
(
sgn(r1r2p1p2)q
1+m+n/λ, sgn(r1r2p1p2)q
1+m+nλ
sgn(r1r2p1p2)q2+2m+2n
; q2,−sgn(r2p2) q
2
x21
)
×Ψ
( −sgn(p1)q2/p21
sgn(r1p1)q2r21/p
2
1
; q2, sgn(p1)
q2r21
x21
)
Ψ
( −sgn(p2)q2/p22
sgn(r2p2)q2r22/p
2
2
; q2, sgn(p2)
q2r22
x21
)
where the sum converges absolutely. Here A ⊂ Iq × Iq is given by
A =
{
(x1, x2) ∈ Iq × Iq | sgn(x1) = sgn(p1r1), sgn(x2) = sgn(p2r2), |x1| = |x2|
}
.
From Theorem 6.12 we obtain another positivity result.
DUAL QUANTUM GROUP 27
Corollary 6.13. Let p1, p2 ∈ Iq and λ ∈ T, then
0 <
∑
x∈qZ
ν(x)2(−x2; q2)∞ 2ϕ1
(
q/λ, qλ
q2
; q2,− q
2
x2
)
×Ψ
(−sgn(p1)q2/p21
q2
; q2, sgn(p1)
q2p21
x2
)
Ψ
(−sgn(p2)q2/p22
q2
; q2, sgn(p2)
q2p22
x2
)
.
6.4. Biorthogonality relations for 2ϕ1-functions. We have explicit expressions for the
matrix elements of the principal series corepresentations Wp,x, p ∈ qZ, x = µ(λ) ∈ [−1, 1],
in terms of 2ϕ1-functions. Unitarity of Wp,x leads to orthogonality relations for the matrix
elements. By analytic continuation these orthogonality relations remain valid for other values
of λ.
Let m ∈ Z and λ ∈ C \ {0}, and define s( · , · ;λ,m) : Iq × Iq → C by
s(p1, p2;λ,m) = c
2
q|p1p2|pχ(p1p2)+m2 ν(p1p2qm+1)ν(p1)ν(p2)
√
(−κ(p2),−κ(p2); q2)∞
× (q
2,−q2/κ(p2),−λq3−m/p21κ(p2),−p21κ(p2)qm−1/λ, q1−m/κ(p2)λ; q2)∞
(κ(p1)q1+m/λ,−q−m−1/λ,−q3+mλ; q2)∞
× (κ(p1p2)q2+2m; q2)∞ 2ϕ1
(
κ(p2)q
1+mλ, κ(p2)q
1+m/λ
κ(p1p2)q2+2m
; q2,− q
2
κ(p2)
)
,
for p1, p2 ∈ Iq. From this expression it is not clear that the function is defined for all values
of p2 ∈ Iq, but an application of Jackson’s transformation formula [17, (III.4)] shows how to
extend to all values of p2 ∈ Iq.
Theorem 6.14. The following biorthogonality relations hold:∑
p1∈Iq
s(p1, p2;λ,m)s(p1, p
′
2;λ
−1, m) = δp2,p′2,∑
p2∈Iq
s(p1, p2;λ,m)s(p
′
1, p2;λ
−1, m) = δp1,p′1.
Remark 6.15. The two biorthogonality relations Theorem 6.14 are actually equivalent. Also,
for λ ∈ T the biorthogonality relations are orthogonality relations.
Proofs
7. Extensions of the generators of Uq(su(1, 1))
7.1. Decomposition of the GNS-space. The operators K0 and E0, and therefore also Ω0,
are defined on the dense subspace K0 of the Hilbert space K of the GNS-construction for the
left-invariant weight ϕ. In order to obtain the right closures of the operators K0, E0, Ω0 we
first give a convenient decomposition of K0.
Let p ∈ qZ, m ∈ Z and ε, η ∈ {−,+}, and define
J(p,m, ε, η) = { z ∈ Iq | εη qmpz ∈ Iq and sgn(z) = ε},
K0(p,m, ε, η) = span{ f−m,εη qmpz,z | z ∈ J(p,m, ε, η) }. (7.1)
28 WOLTER GROENEVELT, ERIK KOELINK AND JOHAN KUSTERMANS
We denote by K(p,m, ε, η) the closure of K0(p,m, ε, η) inside K. Then K(p,m, ε, η) ∼=
ℓ2(J(p,m, ε, η)), and we consider v ∈ K(p,m, ε, η) as a function v : J(p,m, ε, η) → C by
setting
v(z) = 〈v, f−m,εη qmpz,z〉, z ∈ J(p,m, ε, η). (7.2)
By convention, for z ∈ ±qZ \ J(p,m, ε, η) we set v(z) = 0. Note that J(p,m, ε, η) = I+q = qZ
if ε = η = +. If ε = − or η = −, then J(p,m, ε, η) is a bounded q-halfline with 0 as only
accumulation point. In this case J(p,m, ε, η) is of the form εC(p,m)qN for some constant
C(p,m) ∈ qN depending on p and m. Explicitly,
C(p,m) =
{
1, if (ε = −, η = +) or (ε = −, η = − and qmp ≤ 1),
q−mp−1 if (ε = +, η = −) or (ε = −, η = − and qmp ≥ 1).
In particular, the sign of the bounded q-halfline is determined by ε. Note that for the modular
conjugation J we have
J : K(p,m, ε, η)→ K(1
p
,−m, η, ε), J f−m,εηqmpz,z = fm,ηεq−mp−1(εηqmpz),εηqmpz. (7.3)
We have an algebraic direct sum decomposition
K0 =
⊕
ε,η∈{−,+}
p∈qZ,m∈Z
K0(p,m, ε, η).
By Definition 4.1 and (4.6) the actions of K0, E0 and E
†
0 on the basis elements of K0(p,m, ε, η)
are given explicitly by
K0f−m,ε,ηqmpz,z =qm
√
pf−m,ε,ηqmpz,z,
(q − q−1)E0f−m,ε,ηqmpz,z = εqm(pq) 12
√
1 + εz2q−2 f−m−1,εηqm+1p(z/q),z/q (7.4)
− ηq−m(pq)− 12
√
1 + ηq2mp2z2 f−m−1,εηqm+1pz,z,
(q − q−1)E†0f−m,ε,ηqmpz,z = εqm(p/q)
1
2
√
1 + εz2 f−m+1,εηqm−1p(zq),zq (7.5)
− ηq−m(p/q)− 12
√
1 + ηq2m−2p2z2 f−m+1,εηqm−1pz,z,
so that
K0 = q
m√p Id : K0(p,m, ε, η)→ K0(p,m, ε, η),
E0 : K0(p,m, ε, η)→ K0(p,m+1, ε, η),
E†0 : K0(p,m, ε, η)→ K0(p,m−1, ε, η),
Ω0 : K0(p,m, ε, η)→ K0(p,m, ε, η).
(7.6)
For the action of Ω0 on the basis elements, see (4.8).
Proof of Proposition 4.2. We need to show that the relations
K0E0 = qE0K0, E
†
0E0 − E0E†0 =
K20 −K−20
q − q−1
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are valid when acting on the basis elements fmpt of K0. The first relation follows immediately
from (7.6). Using (4.5) and (4.6), we obtain
(q − q−1)2 (E†0E0 − E†0E0 ) fmpt
=
[
qm | t
p
| (q−1(1 + κ(p))− q(1 + κ(q−1p)))
+ q−m |p
t
|( q(1 + κ(q−1t))− q−1(1 + κ(t)) )]fmpt
= (q − q−1)
[
q−m |p
t
| − qm | t
p
|
]
fmpt,
and then Definition 4.1 proves the second relation.
In order to prove the linear independence of the operators Kn0E
k
0 (E
†
0)
l, n ∈ Z, k, l ∈ N0, we
assume that the sum ∑
n∈Z
k,l∈N0
cnklK
n
0E
k
0 (E
†
0)
l
with only finitely many non-zero coefficients cnkl, equals zero as operator on K0. By (7.6) we
have
Kn0E
k
0 (E
†
0)
l =
(
qm−l+kp
1
2
)n
Ek0 (E
†
0)
l : K0(p,m, ε, η)→ K0(p,m− l + k, ε, η).
So for fixed r ∈ Z, the sum ∑k−l=r cn,k,l(qm+rp 12)nEk0 (E†0)l : K0(p,m, ε, η)→ K0(p,m+ r, ε, η)
equals zero. We fix such an r and we take ε = + = η. From (7.4) and (7.5) we see that
Ek0 (E
†
0)
k−rf−m,qmpz,z =
∑k−r
s=−k a
mpz
s f−m−r,qm+rpzqs,zqs for certain coefficients a
mpz
s . Let k0 be
the maximum of the k’s such that cn,k,k−r 6= 0, then it follows that
0 =
〈 ∑
n∈Z
k,l∈N0,k−l=r
cn,k,l
(
qm+rp
1
2
)n
Ek0 (E
†
0)
l f−m,qmpz,z , f−m−r,qm+rpzq−k0 ,zq−k0
〉
=
∑
n∈Z
cn,k0,k0−r
(
qm+rp
1
2
)n〈
Ek00 (E
†
0)
k0−r f−m,qmpz,z, f−m−r,qm+rpzq−k0 ,zq−k0
〉
The coefficient ampz−k0 = 〈Ek00 (E†0)k0−rf−m,qmpz,z, f−m−r,qm+rpzq−k0 ,zq−k0〉 can be explicitly calcu-
lated from (7.4) and (7.5) as the product of 〈(E†0)k0−rf−m,qmpz,z, f−m+k0−r,qm−k0+rpzq,z〉 and
〈Ek00 f−m+k0−r,qm−k0+rpzq,z, f−m−r,qm+rpzq−k0 ,zq−k0〉. These matrix coefficients are non-zero for all
p, m, z and can be calculated explicitly in terms of q-shifted factorials. This leaves us with
the identity
∑
n∈Z cn,k0,k0−r
(
qm+rp
1
2
)n
= 0 for all m and p, from which we conclude that the
coefficients cn,k0,k0−r are zero. 
After these considerations we can start considering the closures of E0 and K0. From
the results in Appendix A.2 it follows that the closure of K0 is given by the direct sum
of qm
√
p Id
∣∣
K0(p,m,ε,η), see also (7.19).
Let us now consider the closure of E0. Since
〈E0 v, w〉 = 〈v, E†0 w〉, ∀ v, w ∈ K0, (7.7)
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we see that K0 ∈ D(E∗0), so that E∗0 is densely defined. This means that E0 is closable, and
its closure is E = (E∗0)
∗, and similarly for E†0. From (7.7) one obtains
E0 ⊂ (E†0)∗ =⇒ E ⊂ (E†0)∗, and E†0 ⊂ E∗0 . (7.8)
Moreover, putting Eε,ηp,m = E
∣∣
K(p,m,ε,η) we see from the explicit action (7.4) of E0 on the basis
elements of K0 that the closure of E0|K0(p,m,ε,η) gives Eε,ηp,m : K(p,m, ε, η) → K(p,m + 1, ε, η).
It follows that
E =
⊕
ε,η∈{−,+}
p∈qZ, m∈Z
Eε,ηp,m, (7.9)
and so v ∈ D(E) if and only if P ε,ηp,mv ∈ D(Eε,ηp,m) for all ε, η ∈ {±}, p ∈ qZ, m ∈ Z, where
P ε,ηp,m ∈ B(K) is the orthogonal projection onto K(p,m, ε, η), see Appendix A.2. The operator
E∗, and the closures of E†0 and (E
†
0)
∗ have similar decompositions.
Examining coefficients in (7.4), we see that E0
∣∣
K0(p,m,ε,η) extends to a bounded operator
Eε,ηp,m : K(p,m, ε, η) → K(p,m + 1, ε, η) unless ε = + = η. Similarly, from (7.5) it follows
that E†0
∣∣
K0(m,p,ε,η) extends to a bounded operator K(p,m, ε, η) → K(p,m − 1, ε, η) unless
ε = + = η, and this bounded operator is indeed equal to the adjoint (Eε,ηp,m−1)
∗ : K(p,m, ε, η)→
K(p,m − 1, ε, η). The case ε = + = η is more delicate, and we study this case later on in
Section 7.4.
7.2. The multiplicative unitary and related operators. Next we study the operators
Q(p1, p2, n) ∈ B(K), defined by (4.9), restricted to the subspaces K(p,m, ε, η). The definition
of the operators Q(p1, p2, n) involves the multiplicative unitary W ∈ B(K ⊗ K). A for our
purposes useful description ofW in terms of the functions ap(·, ·) can be found in [30, Prop. 4.5,
4.10];
W ∗(fm1,p1,t1 ⊗ fm2,p2,t2) =
∑
y,z∈Iq
sgn(p2t2)yzqm2/p1∈Iq
∣∣∣∣t2y
∣∣∣∣ at2(p1, y)ap2(z, sgn(p2t2)yzqm2/p1)
× fm1+m2−χ(p1p2/t2z),z,t1 ⊗ fχ(p1p2/t2z),sgn(p2t2)yzqm2/p1,y.
(7.10)
The functions ap(·, ·) are defined in Definition 6.2. For convenience we state the corresponding
result for W as well, which follows directly from (7.10):
W (fm1,p1,t1 ⊗ fm2,p2,t2) =
∑
r,s∈Iq
sgn(rp2t2)sp1qm2∈Iq
∣∣∣∣ st2
∣∣∣∣ as(sgn(rp2t2)sp1qm2 , t2) ar(p1, p2)
× fm1−χ(sp2/t2),sgn(rp2t2)sp1qm2 ,t1 ⊗ fm2+χ(sp2/t2),r,s.
(7.11)
Lemma 7.1. Let p ∈ qZ, p1, p2 ∈ Iq, n,m ∈ Z, and ε, η ∈ {−,+}. If q2mp 6= q−n|p2/p1|, then
Q(p1, p2, n)
(K(p,m, ε, η)) = {0}.
If q2mp = q−n|p2/p1|, then
Q(p1, p2, n) : K(p,m, ε, η)→ K(p,m+ n, sgn(p1)ε, sgn(p2)η),
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and Q(p1, p2, n) is given explicitly by
Q(p1, p2, n)f = (−1)m′(η′)χ(p1p2)+m |p1p2|
qmp
×
∑
w∈J(p,m′,ε′,η′)
((ε′η′)χ(w)
|w|
∑
z∈J(p,m,ε,η)
f(z)
|z| ap1(z, w) ap2(ε η q
mp z, ε′η′qm
′
pw)
)
f−m′,ε′η′qm′pw,w,
where f ∈ K(p,m, ε, η), ε′ = sgn(p1)ε, η′ = sgn(p2)η, m′ = m+ n.
Recall here that f(z) = 〈f, f−m,εηqmpz,z〉 for f ∈ K(p,m, ε, η) using the convention (7.2).
We prove Lemma 7.1 at the end of this subsection. First we look at a few consequences.
By the definition of K±, see Definition 4.7, we have K± =
⊕
p∈qZ,m∈Z,εη=±K(p,m, ε, η), and
then Lemma 7.1 implies that
Q(p1, p2, n) : Kε → Ksgn(p1p2)ε, ε ∈ {−,+}.
This proves the last statement of Proposition 4.9 assuming we know that Q(p1, p2, n) ∈ Mˆ .
Recall the action (3.6) of the dual modular conjugation Jˆ , so that
Jˆ f−m,εηqmpz,z = ηm+χ(pz)εχ(z)(−1)m f−(−m),εηq−mpq2mz,z (7.12)
and thus Jˆ : K(p,m, ε, η)→ K(q2mp,−m, ε, η). Now Lemma 7.1 implies the following.
Corollary 7.2. Let p ∈ qZ, p1, p2 ∈ Iq, m,n ∈ Z and ε, η ∈ {−,+}. If p 6= q−n|p2/p1|, then
JˆQ(p1, p2, n)Jˆ
(K(p,m, ε, η)) = {0}.
If p = q−n|p2/p1|, then
JˆQ(p1, p2, n)Jˆ : K(p,m, ε, η)→ K(q2np,m− n, sgn(p1)ε, sgn(p2)η)
and
Jˆ Q(p1, p2, n) Jˆf = (−1)mηm+χ(p) |p1p2|
qmp
∑
w∈J(q2np,m−n,ε′,η′)
1
|w|
×
( ∑
z∈J(p,m,ε,η)
f(z)
|z| (εη)
χ(z)ap1(z, w)ap2(εηq
mpz, ε′η′qm+npw)
)
fn−m,ε′η′qm+npw,w,
where f ∈ K(p,m, ε, η), ε′ = sgn(p1)ε and η′ = sgn(p2)η.
Again we postpone the proof until the end of this subsection.
Let us state the matrix elements of Q(p1, p2, n) and Jˆ Q(p1, p2, n) Jˆ explicitly;
〈Q(p1, p2, n) fuvw, flrs〉 = δu−l,nδl,χ(p1v/p2w)δr,sgn(vw)sp2qu/p1
∣∣∣w
s
∣∣∣ aw(p1, s) av(p2, r),
〈JˆQ(p1, p2, n)Jˆ fuvw, flrs〉 = δl−u,nδl,χ(p2w/p1v)δr,sgn(vw)sp2q−u/p1sgn(r)χ(r)sgn(s)χ(s)
× sgn(v)χ(v) sgn(w)χ(w)(−1)l+u
∣∣∣w
s
∣∣∣ aw(p1, s) av(p2, r),
(7.13)
to which one may apply the symmetry relations (6.2).
The remainder of this subsection is devoted to the proofs of Lemma 7.1 and Corollary 7.2.
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Proof of Lemma 7.1. We start by considering matrix elements of the more generally defined
operator
(ωfm1,p1,t1 ,fm2,p2,t2 ⊗ Id)(W ∗) ∈ B(K),
with m1, m2 ∈ Z and p1, p2, t1, t2 ∈ Iq. For n1, n2 ∈ Z and r1, r2, s1, s2 ∈ Iq we have〈
(ωfm1,p1,t1 ,fm2,p2,t2 ⊗ Id)(W ∗) fn1,r1,s1, fn2,r2,s2
〉
=
〈
W ∗fm1,p1,t1 ⊗ fn1,r1,s1, fm2,p2,t2 ⊗ fn2,r2,s2
〉
= δt1,t2δn1−n2,m2−m1δn2,χ(p1r1/s1p2)δr2,sgn(r1s1)s2p2qn1/p1
×
∣∣∣∣s1s2
∣∣∣∣ as1(p1, s2) ar1(p2, sgn(r1s1)s2p2qn1/p1),
where we used expression (7.10) for W ∗. The dependence on t1, t2 ∈ Iq and m1, m2 ∈ Z of the
right hand side occurs only in the first two Kronecker deltas, so by (4.9) we have
(ωfm1,p1,t1 ,fm2,p2,t2 ⊗ Id)(W ∗) = δt1,t2Q(p1, p2, m2 −m1). (7.14)
We see that it suffices to restrict to the case t1 = t2 = 1, m1 = 0, m2 = n, and we switch to the
basis elements of K(p,m, ε, η), see Section 7.1, i.e., we replace (n1, r1, s1) by (−m, εηqmpz, z)
and (n2, r2, s2) by (−m′, ε′η′qm′p′z′, z′), where p, p′ ∈ qZ and ε, η, ε′, η ∈ {+,−}. Then we find〈
Q(p1, p2, n)f−m,εηqmpz,z, f−m′,ε′η′qm′p′z′,z′
〉
=
δn,m′−mδ−m′,m+χ(p1p/p2)δε′η′qm′p′,εηp2q−m/p1
∣∣∣ z
z′
∣∣∣ az(p1, z′) aεηqmpz(p2, εηz′p2q−m/p1).
The first two Kronecker deltas always give zero unless m′ = n + m = −m − χ(p1p/p2), or
equivalently q2mp = q−n|p2/p1|, which is the first statement of Lemma 7.1. Assuming that this
condition is valid we see the third Kronecker delta becomes δε′η′p′,εη sgn(p1p2)p. Since p, p
′ ∈ qZ,
we find that we need p = p′ and ε′η′ = sgn(p1p2)εη. Assuming these conditions and using the
last symmetry of (6.2) we find that
〈Q(p1, p2, n)f−m,εηqmpz,z, f−m′,ε′η′qm′p′z′,z′〉 =
(−1)m+n(ε′η′)χ(z′)(η′)χ(p)+m+n p1p2
qmp|zz′|ap1(z, z
′) ap2(εηq
mpz, ε′η′qm
′
p′z′).
Now the product of the functions ap is zero unless ε
′ = sgn(p1)ε and η′ = sgn(p2)η, see
Definition 6.2. So in case q2mp = q−n|p2/p1| we find Q(p1, p2, n) : K(p,m, ε, η) → K(p,m +
n, εsgn(p1), ηsgn(p2)) and with m
′ = m+ n, ε′ = εsgn(p1), η′ = ηsgn(p2) we find
Q(p1, p2, n) f−m,εη qmp z,z = (−1)m′ (η′)χ(p)+m′ |p1p2|
qmp
1
|z|
×
∑
z′∈J(p,m′,ε′,η′)
(ε′η′)χ(z
′)
|z′| ap1(z, z
′) ap2(εη q
mp z, ε′η′ qm
′
p z′) f−m′,ε′η′ qm′p z′,z′.
(7.15)
This gives the required expression leading to the last statement of Lemma 7.1 after taking
into account q2mp = q−n|p2/p1|. 
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Proof of Corollary 7.2. The first statements are immediate from Lemma 7.1 and (7.12), and
assuming the condition p = q−n|p2/p1| we get, with ε′ = sgn(p1)ε and η′ = sgn(p2)η,
JˆQ(p1, p2, n)Jˆ f−m,εη qmp z,z = (εη)χ(z) ηm+χ(p)(−1)m |p1p2|
qmp
1
|z|
×
∑
z′∈J(q2np,m−n,ε′,η′)
1
|z′| ap1(z, z
′) ap2(εη q
mp z, ε′η′ qm+np z′) f−(m−n),ε′η′ qm+np z′,z′
using (7.12), (7.15) and J(q2mp, n − m, ε′, η′) = J(q2np,m − n, ε′, η′). This implies the last
statement of Corollary 7.2. 
7.3. A basis for the dual von Neumann algebra. In this subsection we give a proof of
Proposition 4.9 and Corollary 4.11. For this we use the description of Mˆ as in (2.3).
Lemma 7.3. The operators Q(p1, p2, n), p1, p2 ∈ Iq, n ∈ Z, are in Mˆ , and the linear span of
the operators Q(p1, p2, n), p1, p2 ∈ Iq, n ∈ Z, is strong-∗ dense in Mˆ . Moreover, for x ∈ Mˆ
there exists a net {xi}i∈I in this linear span such that xi → x in the strong ∗-topology with
‖xi‖ ≤ ‖x‖.
Lemma 7.3 proves Proposition 4.9 except for the last statement, which was proved in Section
7.2 after Lemma 7.1. By the general Tomita-Takesaki theory, see [51, Vol. II], cf. (2.1), we
have that the commutant satisfies Mˆ ′ = Jˆ Mˆ Jˆ , and so Corollary 4.11 follows.
Proof. By (2.3) and Theorem 2.3 we have to consider
(ωfm1,p1,t1 ,fm2,p2,t2 ⊗ Id)(W ) = (ωfm1,p1,t1 ,fm2,p2,t2 ⊗ Id)
((
Jˆ ⊗ J)W ∗ (Jˆ ⊗ J))
= J (ωJˆ fm1,p1,t1 ,Jˆ fm2,p2,t2
⊗ Id)(W ∗) J
=sgn(p1)
χ(p1)sgn(p2)
χ(p2)sgn(t1)
χ(t1)sgn(t2)
χ(t2)(−1)m1+m2J (ωf−m1,p1,t1 ,f−m2,p2,t2 ⊗ Id)
(
W ∗
)
J
using (2.5), Jˆ2 = Id, 〈Jˆf, Jˆg〉 = 〈g, f〉, J being antilinear, and (3.6). It follows from the proof
of Lemma 7.1, in particular from (7.14), that we can restrict to the case t1 = t2 = 1, m1 = 0,
m2 = −n. By (2.3) and J2 = Id we see that, up to a sign, Q(p1, p2, n) equals J (ω⊗ Id)(W ) J
for ω ∈ B(K)∗. Recall from (2.4) that the unitary antipode Rˆ for the dual quantum group
is given by Rˆ(x) = Jx∗J , so that for x ∈ Mˆ we have J x J = Rˆ(x∗) ∈ Mˆ . Now we see that
Q(p1, p2, n) ∈ Mˆ .
In order to prove the density statement, we recall that there exists a dense ∗-subalgebra M ♯∗
of the predual M∗ such such that {(ω ⊗ Id)(W ) | ω ∈ M ♯∗} is σ-strong-∗ dense ∗-subalgebra
of Mˆ , see [41, p. 79]. The subspace M ♯∗ consists of those normal functionals ω such that ω¯ ◦S
is again a normal functional, where ω¯(x) = ω(x∗), and the ∗-operator for ω ∈ M ♯∗ defined as
ω∗ = ω¯ ◦ S. Now we apply the Kaplansky density theorem, see e.g. [51, Vol I, Ch. II, Thm.
4.8], to obtain a net {ωi}i∈I in M ♯∗ with the properties ‖(ωi ⊗ Id)(W )‖ < ‖x∗‖ = ‖x‖ for all
i ∈ I and such that (ωi⊗Id)(W )→ x∗ in the strong-∗ topology, so that also (ω¯i⊗Id)(W ∗)→ x
in the strong-∗ topology.
Let L be the linear span of the normal functionals ωfm1,p1,t1 ,fm1,p1,t1 for p1, p2, t1, t2 ∈ Iq and
m1, m2 ∈ Z, then L is norm dense in M∗ and ωf,g = ωg,f so L is closed under ω 7→ ω¯. Now
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define the index set I0 = I × N, and make this a directed (or upward filtering) set by the
product order, i.e. (i1, k1) ≤ (i2, k2) whenever i1 ≤ i2 in I and k1 ≤ k2. For j = (i, k) ∈ I0 we
can pick ηj ∈ L such that ‖(ηj⊗ Id)(W ∗)− (ω¯i⊗ Id)(W ∗)‖ ≤ 1/k and ‖(ηj⊗ Id)(W ∗)‖ < ‖x‖.
For such j ∈ I0 set xj = (ηj ⊗ Id)(W ∗) in the linear span of the operators Q(p1, p2, n),
p1, p2 ∈ Iq, n ∈ Z, and the net {xj}j∈I0 satisfies all required properties. 
Corollary 7.4. With Rˆ the unitary antipode for the dual locally compact quantum group we
have
Rˆ
(
Q(p1, p2, n)
)
= (−1)n sgn(p1)χ(p1)sgn(p2)χ(p2)Q(p2, p1, n),
Q(p1, p2, n)
∗ = (−1)n sgn(p1)χ(p1)sgn(p2)χ(p2) J Q(p2, p1, n) J.
Proof. Note that the statements are equivalent because Q(p1, p2, n) ∈ Mˆ by Lemma 7.3 and
Rˆx = Jx∗J for x ∈ Mˆ , see (2.4).
For f, g ∈ K we set T = (ωf,g⊗Id)(W ∗). Then T ∗ = (ωg,f⊗Id)(W ), so that (Jˆ⊗J)(W ∗)(Jˆ⊗
J) =W gives
T ∗ = J (ωJˆg,Jˆf ⊗ Id)(W ∗) J
as in the first part of the proof of Lemma 7.3. Specializing f = f0,p1,1, g = fn,p2,1 gives
T = Q(p1, p2, n), and using the action (3.6) of Jˆ on fmpt we obtain
Q(p1, p2, n)
∗ = (−1)n sgn(p1)χ(p1) sgn(p2)χ(p2)J (ωf−n,p2,1,f0,p1,1 ⊗ Id)(W ∗) J
= (−1)n sgn(p1)χ(p1) sgn(p2)χ(p2)J Q(p2, p1, n) J,
where the last equality follows from (7.14). 
We finish the subsection by establishing the structure constants for the operatorsQ(p1, p2, n)
as a linear basis for Mˆ . First observe that as elements of B(K)(
(ωf,g ⊗ Id)(W ∗)
) (
(ωξ,η ⊗ Id)(W ∗)
)
=
(
ωξ,η ⊗ ωf,g ⊗ Id
)
(W ∗23W
∗
13)
for arbitrary vectors f, g, ξ, η ∈ K. Using the pentagonal equation W12W13W23 =W23W12 this
can be rewritten in the compact form(
(ωf,g ⊗ Id)(W ∗)
) (
(ωξ,η ⊗ Id)(W ∗)
)
=
(
ωW (ξ⊗f),W (η⊗g) ⊗ Id
)
(Id⊗W ∗). (7.16)
Proof of Proposition 4.10. We start with the choice f = f0,p1,1, g = fn,p2,1, ξ = f0,r1,1, η =
fm,r2,1, so that the left hand side of (7.16) equals Q(p1, p2, n)Q(r1, r2, m). In order to evaluate
the right hand side of (7.16) we use (7.11), which leads to∑
x1,y1∈Iq
so that sgn(x1p1)y1r1∈Iq
∑
x2,y2∈Iq
so that sgn(x2p2)y2r2∈Iq
|y1y2| ax1(r1, p1) ax2(r2, p2)
× ay1(sgn(x1p1)y1r1, 1) ay2(sgn(x2p2)y2r2qn, 1)
× 〈f−χ(y1p1),sgn(x1p1)y1r1,1, fm−χ(y2p2),sgn(x2p2)y2r2qn,1〉
× (ωfχ(y1p1),x1,y1 ,fn+χ(y2p2),x2,y2 ⊗ Id)(W ∗).
(7.17)
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The inner product in the summand of (7.17) leads to δ−χ(y1p1),m−χ(y2p2)δsgn(x1p1)y1r1,sgn(x2p2)y2r2qn ,
whereas, by (7.14), the last term in the summand is δy1,y2 Q(x1, x2, n+ χ(p2)− χ(p1)). Com-
bining this we see that the last two terms in the summand of (7.17) equal
δχ(p2),m+χ(p1) δsgn(x1p1)r1,sgn(x2p2)r2qn δy1,y2 Q(x1, x2, n+m),
which is zero in case |p2
p1
| 6= qm independent of x1, y1, x2, y2.
Assuming |p2
p1
| = qm and inserting this into (7.17) leads to∑
x1,x2∈Iq
ax1(r1, p1) ax2(r2, p2)Q(x1, x2, n+m)
×
( ∑
y1∈Iq so that
sgn(x1p1)y1r1=sgn(x2p2)y1r2qn∈Iq
y21 ay1(sgn(x1p1)y1r1, 1) ay1(sgn(x2p2)y2r2q
n, 1)
)
,
(7.18)
where empty sums are zero. For the expression in (7.18) to be non-zero result we re-
quire sgn(x1) = sgn(r1p1) and sgn(x2) = sgn(r2p2), see Definition 6.2. Then we see that
sgn(x1p1)y1r1 = y1|r1| and sgn(x2p2)y1r2qn = y1|r2|qn, and so the inner sum is zero unless
| r1
r2
| = qn. In this case the inner sum equals∑
y1∈Iq so that
y1|r1|∈Iq
y21
(
ay1(y1|r1|, 1)
)2
=
∑
y1∈Iq so that
y1|r1|∈Iq
(
a1(y1, y1|r1|)
)2
= 1,
where the first equality follows from the symmetry relations (6.2), and the second equality is
a special case of Proposition 6.3 (with p = 1 and θ = |r1|).
Collecting the results finishes the proof of Proposition 4.10. 
7.4. Affiliation of K and E to Mˆ . The purpose of this subsection is to prove Proposition
4.4. First we focus on the operator K.
By Definition 4.3 K is the closure of (K0,K0), with K0 given by Definition 4.1. Since K0
acts diagonally on basis elements fmpt, m ∈ Z, p, t ∈ Iq, we find from Definition 4.1
D(K) =
{ ∑
m∈Z,p,t∈Iq
cmpt fmpt |
∑
m∈Z,p,t∈Iq
|cmpt|2q−m
∣∣∣p
t
∣∣∣ <∞},
K
( ∑
m∈Z,p,t∈Iq
cmpt fmpt
)
=
∑
m∈Z,p,t∈Iq
q−
1
2
m
∣∣∣p
t
∣∣∣ 12 cmpt fmpt. (7.19)
It is now straightforward from (7.19) to check that K is an injective positive self-adjoint oper-
ator, establishing the first statement of Proposition 4.4. We now prove the second statement
for the operator K.
Proposition 7.5. K is affiliated to Mˆ .
Proof. Note that K restricted to K0(p,m, ε, η) acts as qm√p Id by Definition 4.1 and (7.1). It
follows that K(p,m, ε, η) ⊂ D(K). So Jˆ Q(p1, p2, n)Jˆ fmpt ∈ D(K) by Corollary 7.2 and
K
(
Jˆ Q(p1, p2, n)Jˆ fmpt
)
= Jˆ Q(p1, p2, n)Jˆ K fmpt
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since the action of K on K(p,m, ε, η) is the same as on K(q2np,m− n, sgn(p1)ε, sgn(p2)η) in
case p = q−n|p2/p1|. In case this is not true, both sides equal zero.
Since K0 is a core for K, we can take for f ∈ D(K) a sequence K0 ∋ fi → f and Kfi →
g = Kf . Then Jˆ Q(p1, p2, n)Jˆ fi → Jˆ Q(p1, p2, n)Jˆ f by continuity, and KJˆ Q(p1, p2, n)Jˆ fi =
Jˆ Q(p1, p2, n)Jˆ Kfi → Jˆ Q(p1, p2, n)Jˆ g. Since K is closed, we conclude Jˆ Q(p1, p2, n)Jˆ f ∈
D(K) and K Jˆ Q(p1, p2, n)Jˆ f = Jˆ Q(p1, p2, n)Jˆ Kf . This means
Jˆ Q(p1, p2, n)Jˆ K ⊂ K Jˆ Q(p1, p2, n) Jˆ ,
so K commutes with the generators of Mˆ ′, see Appendix A.3.
To see that K commutes with an arbitrary element T ∈ Mˆ ′, pick Ti from the linear span
of Jˆ Q(p1, p2, n) Jˆ such that Ti → T strongly, see Corollary 4.11. Take any f ∈ D(K), so
that Tif → Tf and since Tif ∈ D(K) (by TiK ⊂ KTi) we have KTif = TiKf → TKf
by the strong convergence. Again by the closedness of K we conclude that Tf ∈ D(K) and
KTf = TKf , or TK ⊂ KT . Since T ∈ Mˆ ′ is arbitrary, K is affiliated to Mˆ , see Appendix
A.4. 
In order to show that E is affiliated to Mˆ we need to work more carefully. We start with a
useful property of the operator E0.
Lemma 7.6. Let p1, p2 ∈ Iq and n ∈ Z. Then
〈 Jˆ Q(p1, p2, n)Jˆv, E†0 w〉 = 〈 Jˆ Q(p1, p2, n)JˆE0 v, w〉, ∀ v, w ∈ K0.
We relegate the proof of Lemma 7.6 to Appendix D.1, since it is a tedious check.
By Lemma 7.6 we have for the closure E of E0 the equality
〈 Jˆ Q(p1, p2, n)Jˆv, E†0 w〉 = 〈 Jˆ Q(p1, p2, n)JˆE v, w〉
for v, w ∈ K0. Now fix v = f−m,εηqmpz,z ∈ K0(p,m, ε, η) and put u = Jˆ Q(p1, p2, n)Jˆv. It
follows that u ∈ D((E†0)∗) and
(E†0)
∗u = Jˆ Q(p1, p2, n)JˆE f−m,εηqmpz,z. (7.20)
This equality can be extended in the following way.
Lemma 7.7. Let u = Jˆ Q(p1, p2, n)Jˆ f−m,εηqmpz,z, then 〈(E†0)∗u, w〉 = 〈u,E∗w〉 for all w ∈
D(E∗).
Before proving Lemma 7.7 we show how it implies that E is affiliated to Mˆ , which finishes
the proof of Proposition 4.4.
Proposition 7.8. E is affiliated to Mˆ .
Proof. Since E is the closure of E0, it follows from Lemma 7.7 that u ∈ D(E∗∗) = D(E), and
E Jˆ Q(p1, p2, n)Jˆ f−m,εηqmpz,z = E u = (E
†
0)
∗u = Jˆ Q(p1, p2, n)JˆE f−m,εηqmpz,z
by (7.20). This shows that EJˆ Q(p1, p2, n)Jˆ = Jˆ Q(p1, p2, n)JˆE on K0. Now the proof is
finished as in the last stage of Proposition 7.5 using the closedness of E, K0 being a core for
E, and the strong-∗ denseness of the operators Jˆ Q(p1, p2, n)Jˆ in Mˆ ′ by Corollary 4.11. 
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Before we turn to the proof of Lemma 7.7, recall the decomposition (7.9) of E into operators
Eε,ηp,m : K(p,m, ε, η) → K(p,m + 1, ε, η). The operators Eε,ηp,m are bounded, unless ε = + = η.
We study the case ε = + = η by considering truncated inner products. Define for x ∈ qZ a
truncated inner product by
〈v, w〉x =
∑
z∈J(p,m,+,+)
z≤x
v(z)w(z), v, w ∈ K(p,m,+,+). (7.21)
For x → ∞ this gives back the inner product on K(p, n,+,+). Let us remark that all
coefficients in (7.4) and (7.5) remain bounded for z → 0, z ∈ qZ, so we do not need to consider
a truncated inner product of the form (7.21) with the terms z ≤ y cut off, for some y ∈ qZ,
y < x.
Lemma 7.9. Let w ∈ D(E∗) ∩ K(p,m,+,+), u ∈ D((E†0)∗) ∩ K(p,m − 1,+,+), then, with
x ∈ qZ,
〈(E†0)∗u, w〉x − 〈u,E∗w〉x =
qm−1(pq)
1
2
√
1 + x−2q2
q − q−1
x
q
u(x/q)w(x)
using the convention (7.2).
Proof. By (7.4) and (7.5) for the case ε = + = η, using the boundedness of the coefficients as
z → 0, z ∈ qZ, we obtain
(q − q−1)
(
〈(E†0)∗u, w〉x − 〈u,E∗w〉x
)
=
∑
z∈qZ,z≤x
(
qm−1(pq)
1
2
√
1 + z2q−2 u(
z
q
)w(z)− q1−m(pq)− 12
√
1 + q2m−2p2z2 u(z)w(z)
)
−
∑
z∈qZ,z≤x
(
qm(p/q)
1
2
√
1 + z2 u(z)w(qz)− q−m(p/q)− 12
√
1 + q2m−2p2z2 u(z)w(z)
)
= qm−1(pq)
1
2
√
1 + x2q−2 u(
x
q
)w(x)
giving the required expression. 
The following result will be useful when we want to take the limit x → ∞, x ∈ qZ, in the
previous lemma. Recall the convention (7.2).
Lemma 7.10. (i) Let v = Q(p1, p2, n)f−m,εηpqmz,z and assume q2mp = q−n|p2/p1|, so that
v ∈ K(p,m + n, εsgn(p1), ηsgn(p2)) is non-zero. If sgn(p1)ε = + = sgn(p2)η, then there
exists a continuous function h : R≥0 → R such that x v(x) = h(x−2) for x ∈ I+q . In case
m+ n = 0, h : R≥0 → R is differentiable, in particular at 0.
(ii) Let u = Jˆ Q(p1, p2, n) Jˆ f−m,εηpqmz,z and assume p = q−n|p2/p1|, so that u ∈ K(q2np,m−
n, ε, sgn(p1), ηsgn(p2)) is non-zero. If sgn(p1)ε = + = sgn(p2)η, then there exists a
continuous function h : R≥0 → R such that xu(x) = h(x−2) for x ∈ I+q . In case m−n =
0, h : R≥0 → R is differentiable, in particular at 0.
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Proof. We prove the second statement; the first statement is proved in the same way. It
follows from Corollary 7.2 or (7.13) that u ∈ K(q2np,m− n, ε,+,+) and for x ∈ I+q
xu(x) = (−1)mηm+χ(p)(εη)χ(z) |p1p2|
qmp|z| ap1(z, x) ap2(θz, θ
′x)
where θ = εηqmp, θ′ = qm+np. Lemma B.1 gives ap(z, x) = xχ(p/z)f1(x−2) as well as ap(z, x) =
xχ(z/p)f2(x
−2) for certain differentiable functions f1, f2 : R≥0 → R using the last equation of
the symmetry relations (6.2) and then Lemma B.1. Now we find, with C a generic non-zero
constant not depending on x,
xu(x) = C xχ(z/p1)f1(x
−2) (θ′x)χ(p2/θz)f2((θ′)−2x−2) = C xχ(p2/p1θ)f1(x−2) f2((θ′)−2x−2)
= C xn−mf1(x−2) f2((θ′)−2x−2)
using |p2/θp1| = qn−m as follows from the assumption qnp = |p2/p1|. This proves the statement
in case m − n ≥ 0, since we can take h(t) = C t 12 (m−n)f1(t) f2((θ′)−2t). In case n = m the
statement on the differentiability of h follows immediately.
Similarly, we find, for other functions f1, f2,
xu(x) = C wχ(p1/z)f1(x
−2) (θ′x)χ(θz/p2)f2((θ′)−2x−2) = C xχ(p1θ/p2)f1(x−2) f2((θ′)−2x−2)
= C xm−nf1(x−2) f2((θ′)−2x−2)
using |p2/θp1| = qn−m again. This proves the statement in case m− n ≤ 0, since we can take
h(t) = C t
1
2
(n−m)f1(t) f2((θ′)−2t). 
We are now ready to prove Lemma 7.7.
Proof of Lemma 7.7. We set p′ = q2np, m′ = m − n, ε′ = sgn(p1)ε, η′ = sgn(p2)η, then
u = Jˆ Q(p1, p2, n)Jˆ f−m,εηqmpz,z ∈ K(p′, m′, ε′, η′) by Lemma 7.2. Using the decomposition of
(E†0)
∗, cf. (7.9),
(E†0)
∗ =
⊕
α,β∈{−,+}
r∈qZ, l∈Z
(
E†0
∣∣
K0(r,l,α,β)
)∗
,
we find u ∈ D((E†0∣∣K0(p′,m′+1,ε′,η′))∗). Using the similar decomposition for E∗ we find that w′ =
P ε
′,η′
p′,m′+1w ∈ D
(
(Eε
′,η′
p′,m′)
∗), where P ε,ηp,m ∈ B(K) is the orthogonal projection onto K(p,m, ε, η)
as in Section 7.1. This gives〈
(E†0)
∗u, w
〉− 〈u,E∗w〉 = 〈(E†0∣∣K0(p′,m′+1,ε′,η′))∗u, w′〉− 〈u, (Eε′,η′p′,m′)∗w′〉.
In case ε′ = − or η′ = −, Eε′,η′p′,m′ is bounded. Therefore
(
Eε
′,η′
p′,m′
)∗
is the unique continuous
extension of E†0
∣∣
K0(p′,m′+1,ε′,η′), so (E
†
0
∣∣
K0(p′,m′+1,ε′,η′))
∗ = Eε
′,η′
p′,m′ and hence the right hand side
is zero, as required.
It remains to consider the case ε′ = + = η′. In this case we consider the truncated inner
product. Using Lemma 7.9 we find for x ∈ qZ = I+q ,
〈(E†0
∣∣
K0(p′,m′+1,+,+))
∗u, w′〉x − 〈u, (E+,+p′,m′)∗w′〉x =
qm
′−1(p′q)
1
2
√
1 + x−2q2
q − q−1
x
q
u(x/q)w′(x),
DUAL QUANTUM GROUP 39
and we need to show that the right hand side tends to zero as x → ∞ through I+q . Since
w′ ∈ K(p′, m′ + 1,+,+) ∼= ℓ2(I+q ) it follows that w′(x) → 0 as x→ ∞, so the required result
follows from Lemma 7.10 which implies x
q
u(x/q) is bounded as x→∞ in I+q . 
7.5. The comultiplication on Mˆ . In order to calculate the action of the comultiplication of
the dual quantum group on the elements Q(p1, p2, n), we note that this can be done in greater
generality. First observe
W
(
(ωf,g ⊗ Id)(W ∗)⊗ Id
)
W ∗ = (ωf,g ⊗ Id⊗ Id)(W23W ∗12W ∗23)
= (ωf,g ⊗ Id⊗ Id)(W ∗13W ∗12).
(7.22)
The first equality is straightforward, and the second follows from the pentagonal equation for
the multiplicative unitary, see Section 2. Using an orthonormal basis {ek} for the Hilbert
space K, so that we have 〈x, y〉 =∑k〈x, ek〉〈ek, y〉 we get
Σ ∆ˆ
(
(ωf,g ⊗ Id)(W ∗)
)
Σ = (ωf,g ⊗ Id⊗ Id)(W ∗13W ∗12)
=
∑
k
(ωf,ek ⊗ Id)(W ∗) ⊗ (ωek,g ⊗ Id)(W ∗). (7.23)
using the definition of ∆ˆ and notation as in Theorem 2.3.
Proof of Proposition 4.15. We use the general formula (7.23) with f = f0,p1,1, g = fn,p2,1, the
orthonormal basis fm,p,t (m,∈ Z, p, t ∈ Iq) and next (7.14) to rewrite the right hand side in
terms of the operators Q(p1, p2, n). The series converges in the von Neumann algebra Mˆ ⊗Mˆ ,
so that we find convergence in the σ-weak topology. 
Next we prove the link between the comultiplication ∆ˆ of the dual quantum group Mˆ and
the comultiplication (3.2) ∆ of the Hopf ∗-algebra Uq(su(1, 1)) as given in Proposition 4.14.
Proof of Proposition 4.14. The comultiplication for the dual locally compact quantum group
is given by ∆ˆ(x) = ΣW (x⊗1)W ∗Σ, x ∈ Mˆ , see Theorem 2.3. We use the same formula for the
elements K and E affiliated to Mˆ , see Proposition 4.4. In order to prove that ∆ˆ(K) = K⊗K
we need to show ΣW (K ⊗ 1)W ∗Σ = K ⊗K, or W (K ⊗ 1)W ∗ = ΣK ⊗K Σ = K ⊗K. So
it suffices to check that (K ⊗ 1)W ∗ = W ∗(K ⊗K).
Now by (7.10) and (7.19) we check this formula first by evaluating it on the orthonormal
basis of K ⊗K. So for arbitrary m1, m′1, m2, m′2 ∈ Z, p1, p′1, p2, p′2 ∈ Iq, m1, m′1, m2, m′2 ∈ Iq
〈W ∗(fm1,p1,t1 ⊗ fm′1,p′1,t′1), (K ⊗ 1)(fm2,p2,t2 ⊗ fm′2,p′2,t′2)〉 =
√
|p2
t2
| q− 12m2
× δt1,t2 δ|p1p′1/p2t′1|,qm′2 δm1+m′1,m2+m′2 δsgn(p′1t′1)qm′1p2/p1,p′2/t′2 |
t′1
t′2
| at′1(p1, t′2) ap′1(p2, p′2)
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and similarly
〈W ∗(K ⊗K)(fm1,p1,t1 ⊗ fm′1,p′1,t′1), fm2,p2,t2 ⊗ fm′2,p′2,t′2〉 =
√
|p1p
′
1
t1t
′
1
| q− 12 (m1+m′1)
× δt1,t2 δ|p1p′1/p2t′1|,qm′2 δm1+m′1,m2+m′2 δsgn(p′1t′1)qm′1p2/p1,p′2/t′2 |
t′1
t′2
| at′1(p1, t′2) ap′1(p2, p′2).
These expressions are equal by inspection using the Kronecker deltas. The linear span of
elements fm,p,t forms a core for the operator K. So it follows that
〈W ∗(fm1,p1,t1 ⊗ fm′1,p′1,t′1), (K ⊗ 1)w〉 = 〈W ∗(K ⊗K)(fm1,p1,t1 ⊗ fm′1,p′1,t′1), w〉
for all w ∈ D(K⊗1). Hence, W ∗(K0⊙K0) ⊂ (K⊗1)W ∗, thus K⊗K ⊂ W (K⊗1)W ∗ using
that K is self-adjoint and that the closure of K0 ⊙K0 equals K ⊗K. Since both operators
are self-adjoint, this inclusion is an equality. This proves the statement for ∆ˆ(K).
Let us now prove the more complicated second statement. Choose p1, p
′
1, t1, t
′
1 ∈ Iq and
m1, m
′
1 ∈ Z. Take also p2, p′2, t2, t′2 ∈ Iq and m2, m′2 ∈ Z. Since E0 ⊆ E and E†0 ⊆ E∗, (4.6)
and (7.10) imply that
(q − q1) 〈W ∗(E0 ⊙K0 +K−10 ⊙ E0)(fm1,p1,t1 ⊗ fm′1,p′1,t′1), fm2,p2,t2 ⊗ fm′2,p′2,t′2〉
= δt1,qt2 δ|p1p′1/p2t′1|,qm
′
2
δm1+m′1−1,m2+m′2 δsgn(p′1t′1)qm
′
1p2/p1,p′2/t
′
2
× sgn(t1) q− 12 (m1+m′1−1)
√
|p1p
′
1
t1t′1
|
√
1 + κ(q−1t1) |t
′
1
t′2
| at′1(p1, t′2) ap′1(p2, p′2)
− δt1,t2 δ|p1p′1/p2t′1|,qm′2−1 δm1+m′1−1,m2+m′2 δsgn(p′1t′1)qm′1−1p2/p1,p′2/t′2
× sgn(p1) q 12 (m1−m′1−1)
√
|t1p
′
1
p1t
′
1
|
√
1 + κ(p1) |t
′
1
t′2
| at′1(qp1, t′2) ap′1(p2, p′2)
+ δt1,t2 δ|p1p′1/p2t′1|,qm
′
2
−1 δm1+m′1−1,m2+m′2 δsgn(p′1t′1)qm
′
1
−1p2/p1,p′2/t
′
2
× sgn(t′1) q
1
2
(m1−m′1−1)
√
|t1p
′
1
p1t
′
1
|
√
1 + κ(q−1t′1) |
t′1
t′2
| aq−1t′1(p1, t′2) ap′1(p2, p′2)
− δt1,t2 δ|p1p′1/p2t′1|,qm′2−1 δm1+m′1−1,m2+m′2 δsgn(p′1t′1)qm′1−1p2/p1,p′2/t′2
× sgn(p′1) q
1
2
(m1+m′1−1)
√
| t1t
′
1
p1p′1
|
√
1 + κ(p′1) |
t′1
t′2
| at′1(p1, t′2) aqp′1(p2, p′2)
(7.24)
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and
(q − q−1) 〈W ∗(fm1,p1,t1 ⊗ fm′1,p′1,t′1), (E∗ ⊗ 1)(fm2,p2,t2 ⊗ fm′2,p′2,t′2)〉
= δt1,qt2 δ|p1p′1/p2t′1|,qm
′
2
δm1+m′1−1,m2+m′2 δsgn(p′1t′1)qm
′
1p2/p1,p′2/t
′
2
× sgn(t1) q− 12 (m2+1)
√
|p2
t2
|
√
1 + κ(t2) |t
′
1
t′2
| at′1(p1, t′2) ap′1(p2, p′2)
− δt1,t2 δ|p1p′1/p2t′1|,qm′2−1 δm1+m′1−1,m2+m′2 δsgn(p′1t′1)qm′1−1p2/p1,p′2/t′2
× sgn(p2) q 12 (m2+1)
√
| t2
p2
|
√
1 + κ(q−1p2) |t
′
1
t′2
| at′1(p1, t′2) ap′1(q−1p2, p′2) .
(7.25)
One sees immediately that the right hand side of (7.25) and agrees with the first two terms on
the right hand side of (7.24) agree. Thus in order to prove that the left hand sides of (7.25)
and (7.24) agree it suffices to show that, under the conditions t1 = t2, m1+m
′
1 = m2+m
′
2+1,
|p1p′1/p2t′1| = qm′2−1 and sgn(p′1t′1) qm′1−1 p2/p1 = p′2/t′2,
0 = sgn(p2) q
m2+1
2 |t2/p2| 12
√
1 + κ(q−1p2) at′1(p1, t
′
2) ap′1(q
−1p2, p′2)
− sgn(p1) q
m1−m
′
1−1
2 |t1p′1/p1t′1|
1
2
√
1 + κ(p1) at′1(qp1, t
′
2) ap′1(p2, p
′
2)
+ sgn(t′1) q
m1−m
′
1−1
2 |t1p′1/p1t′1|
1
2
√
1 + κ(q−1t′1) aq−1t′1(p1, t
′
2) ap′1(p2, p
′
2)
− sgn(p′1) q
m1+m
′
1−1
2 |t1t′1/p1p′1|
1
2
√
1 + κ(p′1) at′1(p1, t
′
2) aqp′1(p2, p
′
2)
(7.26)
For this purpose we can use the q-contiguous relations
sgn(p)
√
1 + κ(p) aqp(x, y) = sgn(x)
√
1 + κ(q−1x) ap(q−1x, y)− xp
qy
ap(x, y)
and
sgn(p)
√
1 + κ(q−1p) aq−1p(x, y) = sgn(x)
√
1 + κ(x) ap(qx, y)− xp
y
ap(x, y)
for all x, y, p ∈ Iq which follow from Lemma B.2 and the symmetry relations (6.2). If one uses
the first equality to replace aqp′1(p2, p
′
2) and the second one to replace aq−1t′1(p1, t
′
2) one checks
that the above equality holds. Thus, we see that (7.26) holds.
The linear span of elements fm,p,t forms a core for E
∗. So it follows that
〈W ∗(fm1,p1,t1 ⊗ fm′1,p′1,t′1), (E∗ ⊗ 1)v〉 = 〈W ∗(E0 ⊙K0 +K−10 ⊙ E0)(fm1,p1,t1 ⊗ fm′1,p′1,t′1), v〉
for all v ∈ D(E∗ ⊗ 1). Hence, W ∗(E0 ⊙K0 +K−10 ⊙E0) ⊂ (E ⊗ 1)W ∗, or
E0⊙K0+K−10 ⊙E0 ⊂W (E⊗1)W ∗ =⇒ K0⊙E0+E0⊙K−10 ⊂ ΣW (E⊗1)W ∗Σ = ∆ˆ(E).
The last statement of Proposition 4.14 is proved in the same way. 
8. The Casimir operator
8.1. Definition of the Casimir operator. In this section we prove Theorem 4.6. In order
to show that the Casimir operator Ω as defined in Definition 4.5 is well-defined, we need to
study the commutation relation between K and E.
Lemma 8.1. If s ∈ R, then KisE = qisEKis. Consequently, K and E∗E strongly commute.
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Proof. By Definitions 4.1, 4.3 and Proposition 4.4, we find Kis fmpt = q
− 1
2
ism|p/t| 12 is fmpt
for m ∈ Z and p, t ∈ Iq. So the vector Kisfmpt ∈ D(E) and KisE fmpt = qisEKis fmpt
by Definition 4.1. Since E is the closure of E0, with domain D(E0) the finite linear span
of the fmpt, and K
is is bounded, this implies KisE ⊆ qisEKis. Using Proposition 4.4 we
multiply this result with the bounded operator K−is from the left and from the right to find
EK−is ⊆ qisK−isE, and since s ∈ R is arbitrary we have KisE = qisEKis.
Taking adjoints we get KisE∗ = q−isE∗Kis, and consequently KisE∗E = E∗EKis, so Kis
commutes with all spectral projections of the self-adjoint operator E∗E. In particular, K and
E∗E are resolvent commuting, hence they strongly commute, see Appendix A.3. 
Lemma 8.1 leads to a proof of a part of Theorem 4.6.
Proposition 8.2. The Casimir operator Ω as defined in Definition 4.5 is a well-defined self-
adjoint operator. Moreover, Ω is affiliated to Mˆ and commutes strongly with K and E∗E.
Proof. Since K and E∗E are strongly commuting self-adjoint operators, see Appendix A.3,
we see that the closure Ω of
1
2
(
(q − q−1)2E∗E − q K2 − q−1K−2 ) .
is a well-defined self-adjoint operator. Moreover, by Appendix A.4 and Proposition 4.4, the
operators K2, K−2 and E∗E are affiliated to Mˆ . It follows that Ω is affiliated to Mˆ and that
Ω commutes strongly with K and E∗E. 
In order to show that Ω also strongly commutes with E we first need some preliminary
results. Along the way we also prove the last statement of Theorem 4.6.
Recall the decomposition of the Hilbert space K into components K(p,m, ε, η) with p ∈ qZ,
m ∈ Z and ε, η ∈ {−,+}, and the corresponding decomposition (7.9) of the operator E into
operators Eε,ηp,m.
Lemma 8.3. Let p ∈ qZ, m ∈ Z and ε, η ∈ {−,+}. Then
(Eε,ηp,m)
∗Eε,ηp,m = E
ε,η
p,m−1 (E
ε,η
p,m−1)
∗ +
q2m p− q−2mp−1
q − q−1 Id.
Proof. Proposition 4.2 implies that
E†0|K0(p,m+1,ε,η)E0|K0(p,m,ε,η) = E0|K0(p,m−1,ε,η)E†0|K0(p,m,ε,η) +
q2m p− q−2m p−1
q − q−1 Id. (8.1)
If ε = − or η = −, the lemma follows from this equality by the continuity of the operators
involved.
It remains to deal with the case ε = η = +. From (8.1) we see that the operators
S1 = (E
++
p,m)
∗E++p,m and S2 = E
++
p,m−1 (E
++
p,m−1)
∗ +
q2m p− q−2mp−1
q − q−1 Id
are both self-adjoint extensions of S := E†0|K0(p,m+1,+,+)E0|K0(p,m,+,+). We will prove that they
are the same by linking S to a Jacobi operator, which is studied in Appendix C.
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Set θ = qmp. By (4.5) and (4.6), we get for v ∈ K0(p,m,+,+) and x ∈ I+q ,
(q − q−1)2 (Sv)(x) = [ qm+1 θ (1 + q−2x2) + q−(m+1) θ−1 (1 + θ2x2) ] v(x)
−
√
(1 + q−2x2) (1 + θ2q−2x2) v(q−1x) −
√
(1 + x2) (1 + θ2x2) v(qx)
Let {ek}k∈Z be the standard orthonormal basis of ℓ2(Z), and let K(Z) be the dense subspace
consisting of finite linear combinations of the ek’s. For k ∈ Z we denote fk = 〈f, ek〉ℓ2(Z)
for any f ∈ ℓ2(Z). We define the unitary transformation U : ℓ2(Z) → K(p,m,+,+) so that
(Uf)(qk) = fk for all f ∈ K(Z) and k ∈ Z. So U∗SU ∈ End(K(Z)) is given by
(q − q−1)2 (U∗SUf)k = [ qm+1 θ (1 + q2(k−1)) + q−(m+1) θ−1 (1 + θ2q2k) ] fk
−
√
(1 + q2(k−1)) (1 + θ2q2(k−1)) fk−1 −
√
(1 + q2k) (1 + θ2q2k) fk+1
for all f ∈ K(Z), k ∈ Z. After a close inspection, one sees that
U∗SU = (q − q−1)−2 ( (qm+1θ + q−m−1θ−1) Id − 2L )
where L = L(q2+2|m|, θ−1,−q2 | q2) is the Jacobi operator of Appendix B.5, see (B.35).
If m 6= 0, then c = q2+2|m| ≤ q4 which by Theorem B.15 implies that L and thus S is
essentially self-adjoint. Therefore S1 = S2 in this case.
Now assume that m = 0, so c = q2. In this case L is not essentially self-adjoint, but we can
use Theorem C.1 to prove that S1 and S2 are equal. From Proposition 7.8 or Proposition 4.4
we know that E is affiliated to Mˆ , implying that E∗E and EE∗ are also affiliated to Mˆ . This
guarantees that
Jˆ Q(1, p, 0)Jˆ X ⊆ X Jˆ Q(1, p, 0)Jˆ
for X = E∗E and X = EE∗, see Appendix A.4. Since f0,p,1 belongs to D(E∗E) and D(EE∗),
it follows that the vector w := Jˆ Q(1, p, 0)Jˆf0,p,1 belongs to D(E
∗E) and D(EE∗). As a
consequence, w belongs to D((E++p,0 )
∗E++p,0 ) = D(S1) and to D(E
++
p,−1 (E
++
p,−1)
∗) = D(S2).
As in the proof of Lemma 7.10(ii) we see that Corollary 7.2 implies
w = Jˆ Q(p1, p2, n) Jˆ =
∑
x∈J(p,0,+,+)
1
x
a1(1, x) ap(p, x) f0,px,x
so that xw(x) = a1(1, x) ap(p, x) = h(x
−2). By Lemma B.1 the function h : R≥0 → R is
differentiable and h(0) 6= 0.
So U∗w belongs to D(U∗S1U) and D(U∗S2U) and (U∗w)−k = (q2)
k
2 h(q2k) for all k ∈ Z.
Since U∗S1U and U∗S2U are both self-adjoint extensions of the operator
(q − q−1)−2 ( (qm+1θ + q−m−1θ−1) Id − 2L ) .
Theorem C.1 now guarantees that U∗S1U = U∗S2U and we are done. 
Using Lemma 8.3 we can describe the relation between E∗ and E†0, and we can give a
characterization of the operator E.
Proposition 8.4. (i) E∗ is the closure of E†0.
(ii) E is the unique closed, linear operator in K so that E0 ⊆ E and E†0 ⊆ E∗.
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Proof. To prove the first statement, choose p ∈ qZ, m ∈ Z and ε, η ∈ {−,+}. By Lemma 8.3
there exists a constant c ∈ R such that
(Eε,ηp,m)
∗Eε,ηp,m = E
ε,η
p,m−1 (E
ε,η
p,m−1)
∗ + c Id. (8.2)
Thus, D( (Eε,ηp,m)
∗Eε,ηp,m) = D(E
ε,η
p,m−1 (E
ε,η
p,m−1)
∗) and since these sets form a core for Eε,ηp,m
and (Eε,ηp,m−1)
∗ respectively, (8.2) implies that D(Eε,ηp,m) = D((E
ε,η
p,m−1)
∗) and ‖Eε,ηp,m v‖2 =
‖(Eε,ηp,m−1)∗ v‖2 + c ‖v‖2 for all v ∈ D(Eε,ηp,m). Because K0(p,m, ε, η) is a core for Eε,ηp,m, this
in turn guarantees that K0(p,m, ε, η) is a core for (Eε,ηp,m−1)∗. In other words, (Eε,ηp,m−1)∗ is the
closure of E†0|K0(p,m,ε,η). Thus,
E∗ =
⊕
p∈qZ,m∈Z
ε,η∈{−,+}
(Eε,ηp,m−1)
∗ =
⊕
p∈qZ,m∈Z
ε,η∈{−,+}
E†0|K0(p,m,ε,η)
=
( ∑
p∈qZ,m∈Z
ε,η∈{−,+}
E†0|K0(p,m,ε,η)
)
= E†0 .
For the second statement, we take a closed linear operator F in K such that E0 ⊆ F and
E†0 ⊆ F ∗. Since, by definition, E is the closure of E0 and F is a closed extension of E0, we
must have that E ⊆ F . By part (i) we know that E∗ is the closure of E†0. Since F ∗ is a closed
extension of E†0, this implies that E
∗ ⊆ F ∗ and by taking the adjoint of this inclusion, we see
that F ⊆ E. Thus, F = E. 
We define, for p ∈ qZ, m ∈ Z, ε, η ∈ {−,+}, self-adjoint operators in K(p,m, ε, η) by
Ωε,ηp,m =
1
2
(
(q − q−1)2(Eε,ηp,m)∗Eε,ηp,m − (q2m+1p+ q−2m−1p−1)Id
)
. (8.3)
Now we have the following decomposition of the Casimir operator;
Ω =
⊕
ε,η∈{−,+}
p∈qZ,m∈Z
Ωε,ηp,m, (8.4)
see Appendix A.2.
Lemma 8.5. Let p ∈ qZ, m ∈ Z, ε, η ∈ {−,+}.
(i) If (ε = − or η = −) or (ε = η = + and m 6= 0), then Ωε,ηp,m is the closure of the essentially
self-adjoint operator Ω0|K0(p,m,ε,η).
(ii) Ω+,+p,0 is a self-adjoint extension of Ω0|K0(p,0,+,+).
Let us remark that Ω+,+p,0 is not the closure of Ω0|K0(p,0,+,+).
Proof. Take p ∈ qZ, m ∈ Z and ε, η ∈ {−,+}. If ε = − or η = −, then (4.8) and (7.1) imply
that Ω0|K0(p,m,ε,η) is bounded, hence essentially self-adjoint, and Ωε,ηp,m must be the closure of
Ω0|K0(p,m,ε,η).
Now assume that ε = η = + and set θ = qmp. As in the second half of the proof of Lemma
8.3, one sees that Ω0|K0(p,m,ε,η) is unitarily equivalent to −L, where L = L(c, d, z | q) is the
Jacobi operator of Appendix C in base q2 and with parameters c = q2+2|m|, d = θ−1 q|m|+1 and
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r = −q2. If m 6= 0, this implies, see [29, Prop. 4.5.3] and Appendix C, that Ω0|K0(p,m,ε,η) is
essentially self-adjoint and Ωε,ηp,m must be the closure of Ω0|K0(p,m,ε,η).
If m = 0 the reasoning of the last part of the proof of Proposition 8.3 shows, since Ω is
affiliated to Mˆ , that Ω++p,0 must be unitarily equivalent to the self-adjoint extension of −Lq
described in Theorem C.1. 
The proof of Lemma 8.5 and the last statement of Theorem C.1 lead to the following result,
which will be useful later on and for this reason it is stated separately. Again we use the
convention (7.2).
Lemma 8.6. Consider p ∈ qZ, m ∈ Z, ε, η ∈ {−,+} and v ∈ D(Ω∗0) ∩ K(p,m, ε, η). Assume
moreover that if m = 0 and ε = η = +, there exists a function h : R≥0 → R that is
differentiable at 0 and satisfies v(x) = x−1 h(x−2) for all x ∈ I+q . Then v belongs to D(Ω) and
Ω v = Ω∗0 v.
We are now ready to prove the last statement of Theorem 4.6.
Proposition 8.7. The Casimir operator Ω is the unique self-adjoint extension of Ω0 that is
affiliated to Mˆ .
Proof. Choose a self-adjoint operator C in K so that C is affiliated to Mˆ and Ω0 ⊆ C. We
have to show that C = Ω.
We divide Ω0 into two parts, For this purpose define
L =
{
(p,m, ε, η) | p ∈ qZ, m ∈ Z, ε, η ∈ {−,+}
s.t. (ε = − or η = −) or (ε = η = + and m 6= 0)
}
.
Now set
Ω
(1)
0 =
∑
(p,m,ε,η)∈L
Ω0|K0(p,m,ε,η) and Ω(2)0 =
∑
p∈qZ
Ω0|K0(p,0,+,+)
and define respective self-adjoint extensions
Ω(1) =
⊕
(p,m,ε,η)∈L
Ωε,ηp,m and Ω
(2) =
⊕
p∈qZ
Ω++p,0 .
By Lemma 8.5 we know that Ω
(1)
0 is essentially self-adjoint with closure Ω
(1). Since
Ker(Ω∗0 ± i Id) = Ker((Ω(1) ⊕ (Ω(2)0 )∗)± i Id)
= Ker
(
(Ω(1) ± i Id)⊕ ((Ω(2)0 )∗ ± i Id)
)
= {0} ⊕Ker((Ω(2)0 )∗ ± i Id) ,
the theory of self-adjoint extensions via the deficiency spaces, see [14, §XII.4], implies the
existence of a self-adjoint extension D of Ω
(2)
0 so that C = Ω
(1) ⊕D.
We have seen in Proposition 7.5 that K is affiliated to Mˆ implying that JˆKJˆ is affil-
iated to Mˆ ′. By Definitions 4.1, 4.3 and (3.6), we know that K0 is a core for JˆKJˆ and
JˆKJˆf−m,εη qmpt,t =
√
p f−m,εη qmpt,t for all p ∈ qZ, m ∈ Z and ε, η ∈ {−,+}. Thus, for each
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p ∈ qZ, the orthogonal projection Pp of K onto
⊕
m∈Z,ε,η∈{−,+} K(p,m, ε, η) belongs to Mˆ ′,
since it is the spectral projection of JˆKJˆ with respect to the eigenvalue
√
p. Because C is
affiliated to Mˆ , the operator C commutes with each projection Pp. As a consequence, there
exists for every p ∈ qZ a self-adjoint extension Dp of Ω0|K0(p,0,+,+) so that D =
⊕
p∈qZ Dp. As
in the proof of Lemma 8.5, the fact that C is affiliated to Mˆ implies for every p ∈ qZ that
Dp is unitarily equivalent to the self-adjoint extension described in Theorem C.1 and hence,
Dp = Ω
++
p,0 . Thus, we conclude that Ω = C. 
To finish the proof of Theorem 4.6 we need to prove the following result.
Proposition 8.8. The operators E and Ω strongly commute.
Before embarking on the proof of Proposition 8.8, we first collect all the elements for the
proof of Theorem 4.6.
Proof of Theorem 4.6. By Proposition 8.2 the Casimir operator is a well-defined self-adjoint
operator affiliated to Mˆ , and by Proposition 8.7 the Casimir operator is the unique self-adjoint
extension of Ω0 affiliated to Mˆ . By Proposition 8.2 the Casimir operator commutes strongly
with K, and by Proposition 8.8 it also commutes strongly with E. 
Proof of Proposition 8.8. By Proposition 8.2 the Casimir operator Ω is self-adjoint, and we
have to prove that
EΩ(B)E ⊂ E EΩ(B)
for all Borel sets B ⊂ R, where EΩ is the spectral decomposition of Ω, see Appendix A.3.
Using the decompositions (7.9), (8.3), (8.4) and Lemma 8.5 it suffices to show
EΩε,ηp,m+1(B)E
ε,η
p,m ⊂ Eε,ηp,mEΩε,ηp,m(B).
for p ∈ qZ, m ∈ Z, ε, η ∈ {−,+}. Then, by (8.3) and Lemma 8.3, we get —being careful
regarding the domains involved—
2Ωε,ηp,m+1E
ε,η
p,m =
[
(q − q−1)2 (Eε,ηp,m+1)∗Eε,ηp,m+1 − (q2m+3p+ q−2m−3p−1) Id
]
Eε,ηp,m
=
[
(q − q−1)2Eε,ηp,m (Eε,ηp,m)∗ + (q − q−1) (q2m+2p− q−2m−2p−1) Id
− (q2m+3p+ q−2m−3p−1) Id ]Eε,ηp,m
=
[
(q − q−1)2Eε,ηp,m (Eε,ηp,m)∗ − (q2m+1p + q−2m−1p−1) Id
]
Eε,ηp,m
=Eε,ηp,m
[
(q − q−1)2 (Eε,ηp,m)∗Eε,ηp,m − (q2m+1p+ q−2m−1p−1) Id
]
=2Eε,ηp,mΩ
ε,η
p,m.
(8.5)
Take the polar decomposition Eε,ηp,m = U˜
ε,η
p,m |Eε,ηp,m|. Since
|Eε,ηp,m| =
(
(Eε,ηp,m)
∗Eε,ηp,m
) 1
2 : K(p,m, ε, η)→ K(p,m, ε, η),
U˜ε,ηp,m : K(p,m, ε, η)→ K(p,m+ 1, ε, η),
(8.3) implies that |Eε,ηp,m| and Ωε,ηp,m strongly commute. Choose v ∈ D(|Eε,ηp,m|3 ). So v ∈
D(Ωε,ηp,m |Eε,ηp,m|) ∩ D(|Eε,ηp,m|Ωε,ηp,m) by (8.3), implying that Ωε,ηp,m(|Eε,ηp,m| v) = |Eε,ηp,m|(Ωε,ηp,m v). Since
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v ∈ D(Eε,ηp,mΩε,ηp,m), (8.5) implies that U˜ε,ηp,m(|Eε,ηp,m| v) ∈ D(Ωε,ηp,m+1) and
Ωε,ηp,m+1 U˜
ε,η
p,m(|Eε,ηp,m| v) = U˜ε,ηp,m |Eε,ηp,m|Ωε,ηp,m v = U˜ε,ηp,mΩε,ηp,m (|Eε,ηp,m| v) .
If w ∈ Ker|Eε,ηp,m|, then by (8.3) Ωε,ηp,mw = −(q2m+1p + q−2m−1p−1)w, thus U˜ε,ηp,mΩε,ηp,mw = 0 =
Ωε,ηp,m+1 U˜
ε,η
p,mw.
Now Ker|Eε,ηp,m|+ [ Im|Eε,ηp,m| ∩ D
(
(Eε,ηp,m)
∗Eε,ηp,m
)
] is a core for (Eε,ηp,m)
∗Eε,ηp,m and thus for Ω
ε,η
p,m,
as follows by using the spectral decomposition of |Eε,ηp,m|. Consequently the above results
and the closedness of Ωε,ηp,m+1 imply that U˜
ε,η
p,mΩ
ε,η
p,m ⊆ Ωε,ηp,m+1 U˜ε,ηp,m. Now |E| =
⊕ |Eε,ηp,m|,
and U˜ =
⊕
U˜ε,ηp,m give the polar decomposition E = U˜ |E|, see Appendix A.2, and we get
U˜ Ω ⊂ Ω U˜ , hence U˜ EΩ(B) = EΩ(B) U˜ for any Borel set B ⊂ R by the spectral theorem.
It follows that E and Ω strongly commute. 
8.2. Graded commutation relations for the Casimir operator. This subsection is de-
voted to the proof of Proposition 4.8. The first statement of this proposition is an immediate
consequence of Proposition 4.9, which we already proved in Section 7.3. Recall the subspaces
Mˆ+, Mˆ− ⊂ Mˆ defined in Definition 4.7. Note that Proposition 4.9 implies that Mˆ± is the
strong-∗ closure of
Span{Q(p1, p2, n) | p1, p2 ∈ Iq, n ∈ Z so that sgn(p1p2) = ±} (8.6)
Next we investigate the graded commutation relations of the Casimir operator Ω with the
elements Q(p1, p2, n) generating the von Neumann algebra Mˆ , see Lemma 7.3, as stated in
Proposition 4.8. The hard computations are contained in the following lemma, whose proof
is postponed to Appendix D.2.
Lemma 8.9. For u, v ∈ K0, p1, p2 ∈ Iq and n ∈ Z, we have
〈Q(p1, p2, n) u,Ω0 v〉 = sgn(p1p2) 〈Q(p1, p2, n) Ω0 u, v〉.
Lemma 8.10. Let x ∈ Mˆ+ and y ∈ Mˆ−, then xΩ0 ⊂ Ωx and yΩ0 ⊂ −Ω y.
Proof. Consider p1, p2, p, t ∈ Iq, n,m ∈ Z. From Lemma 8.9 it follows that the vector v =
Q(p1, p2, n) fm,p,t belongs to D(Ω
∗
0) and
Ω∗0 v = sgn(p1p2)Q(p1, p2, n) Ω0 fm,p,t.
By Lemma 7.1 the vector v ∈ K(p,m+n, εsgn(p1), ηsgn(p2)), and if m+n = 0, εsgn(p1) = +,
ηsgn(p2) = +, there exists by Lemma 7.10 a function h : R≥0 → C that is differentiable in
0 and satisfies v(x) = x−1 h(x−2) for all x ∈ I+q . From Lemma 8.6 we now conclude that
v ∈ D(Ω) and that Ω v = Ω∗0 v, hence
sgn(p1p2)Q(p1, p2, n) Ω0 ⊂ ΩQ(p1, p2, n).
Now for x ∈ Mˆ+ and y ∈ Mˆ− the lemma follows from the closedness of Ω and (8.6) 
We need to improve the commutation relations from Lemma 8.10 to come to the second
statement of Proposition 4.8. To do this we need the following lemma.
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Lemma 8.11. Consider a Hilbert space H, a self-adjoint operator A in H and a partial
isometry U on H for which the final projection UU∗ commutes with A. Then U∗AU is self-
adjoint.
Proof. First we show that U∗AU is densely defined. Set P = U∗U and Q = UU∗. Since
QA ⊂ AQ, we have that U(U∗D(A)) = QD(A) ⊂ D(A) implying that U∗D(A) ⊂ D(U∗AU).
Clearly, (1 − P )H ⊂ D(U∗AU) thus U∗D(A) + (1− P )H ⊂ D(U∗AU) from which it follows
that U∗AU is densely defined.
Next we need to verify the self-adjointness. Let v, w ∈ D(U∗AU), then, since A is self-
adjoint,
〈U∗AUv, w〉 = 〈AUv, Uw〉 = 〈Uv,AUw〉 = 〈v, U∗AUw〉 .
Thus, U∗AU is symmetric. To prove that U∗AU is self-adjoint, choose v ∈ D((U∗AU)∗). If
w ∈ D(A), then Qw ∈ D(A) and A(Qw) = Q(Aw). Thus,
〈Uv,Aw〉 = 〈v, U∗Aw〉 = 〈v, U∗QAw〉 = 〈v, U∗AQw〉
=〈v, (U∗AU)U∗w〉 = 〈(U∗AU)∗v, U∗w〉 = 〈U (U∗AU)∗v, w〉 .
This implies Uv ∈ D(A∗) = D(A), so that v ∈ D(U∗AU). From this we conclude that
(U∗AU)∗ = U∗AU . 
We are now in a position to prove the graded commutation relations of the Casimir.
Proposition 8.12. Let x ∈ Mˆ+ and y ∈ Mˆ−, then xΩ ⊂ Ωx and yΩ ⊂ −Ω y.
We have now collected all the necessary ingredients for the proof of Proposition 4.8.
Proof of Proposition 4.8. By Proposition 4.9, already established in Section 7.3, we obtain
the decomposition Mˆ = Mˆ+ ⊕ Mˆ−. The final statement of Proposition 4.8 is Proposition
8.12. 
Proof of Proposition 8.12. First we deal with Mˆ+. Choose a unitary u ∈ Mˆ+. From Lemma
8.10 we know that uΩ0 ⊆ Ωu, thus Ω0 ⊆ u∗Ωu. Since u∗Ωu is a self-adjoint extension of
Ω0 that is affiliated with Mˆ , Proposition 8.7 guarantees that Ω = u
∗Ωu, or in other words,
uΩ = Ωu. Since each element in Mˆ+ is a linear combination of such unitary elements, we
get that xΩ ⊆ Ωx for all x ∈ Mˆ+, proving the first statement.
Next choose y ∈ Mˆ− and consider the polar decomposition y = v |y| of y. We are going
to show that v ∈ Mˆ−. Since y∗ ∈ Mˆ−, the operator y∗y is in the von Neumann algebra Mˆ+,
hence |y| = (y∗y) 12 ∈ Mˆ+. Take e ∈ K+. Since |y|K+ ⊆ K+, there exists e1 ∈ |y|K+ and
e2 ∈ K+ with e2 ⊥ |y|K+ so that e = e1 + e2. Since also |y|K− ⊆ K−, we see that e2 ⊥ |y|K,
implying that ve = ve1 + ve2 = ve1, since v acts as zero on (Im|y|)⊥. Because y = v |y| and
yK+ ⊆ K−, it follows that ve ∈ K−. Similarly, vK− ⊆ K+. Hence, v ∈ Mˆ−.
It follows that the initial projection p = v∗v and final projection q = vv∗ belong to Mˆ+.
This implies that pΩ ⊆ Ω p and qΩ ⊆ Ω q by the first part of this proposition.
Because v ∈ Mˆ−, we have that vΩ0 ⊆ −Ω v by Lemma 8.10, implying that pΩ0 ⊆ −v∗Ω v.
We also have that (1− p) Ω0 ⊆ Ω (1− p). Thus, Ω0 ⊆ −v∗Ωv + Ω(1− p).
Since the final projection of v commutes with the self-adjoint operator Ω, the operator
v∗Ω v is also self-adjoint by Lemma 8.11. Because of the same reason, Ω(1−p) is self-adjoint.
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Therefore, as the orthogonal sum of self-adjoint operators, the operator −v∗Ω v+Ω(1− p) is
a self-adjoint extension of Ω0.
Since Ω is affiliated to Mˆ and v, p ∈ Mˆ , one sees that −v∗Ω v+Ω(1− p) is affiliated to Mˆ .
Hence, Ω = −v∗ Ω v + Ω(1 − p) by Proposition 8.7. If e ∈ D(Ω), this equality implies that
ve ∈ D(Ω), (1− p)e ∈ D(Ω) and Ω e = −v∗ Ω v e+Ω(1− p) e. Thus, using v p = v, q v = v,
vΩ e = −qΩ v e+ v pΩ (1− p) e = −Ω q v e+ vΩ p (1− p) e = −Ω q v e = −Ω v e.
Thus, we have proved that vΩ ⊆ −Ω v. Since y = v|y| we conclude that yΩ ⊆ −Ω y. 
8.3. Spectral decomposition of the Casimir operator. From (the proof of) Lemma 8.10
it follows that Q(p1, p2, n) maps eigenvectors for eigenvalue x of Ω in K(p,m, ε, η) to multiples
of eigenvectors of Ω in K(p,m+n, sgn(p1)ε, sgn(p2)η) for the eigenvalue sgn(p1p2)x or to zero.
So, it will be convenient to have an alternative description of the GNS-space K corresponding
to the spectral decomposition of Ω. This alternative description has the advantage that the
action of the operators E and, of course, Ω, is far more transparent. Moreover, it leads to the
direct integral decomposition of the left regular corepresentation of (M,∆) into irreducible
unitary representations, see Section 5.
The description of the spectral decomposition of Ω relies on certain special functions which
can be written in terms of basic hypergeometric series: the Al-Salam–Chihara polynomials
and the little q-Jacobi functions. The main properties of these special functions needed in this
subsection are given in Appendices B.4 and B.5. The spectral decomposition of the Casimir
immediately leads to the decomposition of the GNS-space K as a Uq(su(1, 1))-module. This
is done in Section 8.4.
The Casimir operator Ω is a self-adjoint extension of Ω0 ∈ L+(K0). Let p ∈ qZ, m ∈ Z,
ε, η ∈ {−,+}. It follows from (4.8) that Ω0|K0(p,m,ε,η) is basically a Jacobi operator, i.e., a
tridiagonal operator on ℓ2(N0) or ℓ
2(Z). The spectral decomposition of these specific Jacobi
operators can be described in terms of Al-Salam–Chihara polynomials in case of ℓ2(N0), and
in terms of little q-Jacobi functions in case of ℓ2(Z). Whether K0(p,m, ε, η) can be identified
with ℓ2(N0) or ℓ
2(Z) depends on the sign of the parameters ε and η, see the beginning of
Section 7.1. We need to distinguish between four different cases.
Let us recall from (4.7) that the modular conjugation J : K → K, defined by J : fm,p,t 7→
f−m,t,p, satisfies that E
†
0J = −E0J and JK0 = K−10 J , and consequently JΩ0 = Ω0J . Note
that J : K(p,m, ε, η)→ K(p−1,−m, η, ε), since Jf−m,εηqmpz,z = fm,ηεq−mp−1y,y with y = εηqmpz
and sgn(y) = η. We will use this to reduce the number of cases that we need to consider.
8.3.1. The case ε = + and η = −. Recall that K(p,m, ε, η) ∼= ℓ2(J(p,m, ε, η)). In the case
under consideration,
J(p,m,+,−) = {z ∈ Iq | −qmpz ∈ Iq, sgn(z) = +}
can be labeled by N0 using n = m + χ(p) + χ(z) − 1. Now put en = f−m,εηqmpz,z using this
identification, then (4.8) leads to
2Ω0 en =
√
(1− q2n+2)(1 + p−2q2n+2−2m) en+1
+ p−1q2n+1−2m
(
q2m − 1) en +√(1− q2n)(1 + p−2q2n−2m) en−1. (8.7)
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Comparing this with the Jacobi operator J(a, b | q) for the Al-Salam–Chihara polynomials,
(B.15), see also (B.11), we see that 2Ω0 = J(q/p,−q1−2m/p | q2). By Theorem B.13 and
(B.13) 2Ω0 extends uniquely to a bounded self-adjoint operator on K(p,m,+,−), and it has
continuous spectrum [−1, 1] and discrete spectrum σd(p,m,+,−) = µ(D(p,m,+,−)) where
D(p,m,+,−) = D(q/p,−q1−2m/p|q2), using the notation of (B.17). The multiplicity of the
(generalized) eigenspaces is one.
Let I(p,m,+,−) = I(q/p,−q1−2m/p|q2), see (B.17). We define the operator
Υ+,−p,m : K(p,m,+,−)→ L2(I(p,m,+,−)),
f−m,−qmpz,z 7→gz( · ; p,m,+,−) = (−1)m hm+χ(p)+χ(z)−1( · ; q
p
,−q
1−2m
p
| q2) (8.8)
in terms of Al-Salam–Chihara polynomials using the notation as in (B.18). Then Υ+,−p,m gives
the spectral decomposition of the action of the Casimir operator on K(p,m,+,−), so Υ+,−p,m
is a unitary intertwiner of the Casimir operator with the multiplication operator M(x) on
L2(I(p,m,+,−)). Here, and elsewhere, M(g) denotes the operator of multiplication by the
function g. The factor (−1)m in (8.8) is not of importance for the spectral decomposition of
the Casimir operator, but is inserted in order to avoid signs later on when we decompose K
as a Uq(su(1, 1))-module.
8.3.2. The case ε = − and η = +. Using the modular conjugation J , the case ε = − and
η = + can be reduced to the case ε = + and η = −. Define I(p,m,−,+) = I(p−1,−m,+,−) =
I(pq,−pq1+2m|q2) using the notation (B.17), then
Υ−,+p,m = (−1)mΥ+,−p−1,−m ◦ J : K(p,m,−,+)→ L2(I(p,m,−,+)),
f−m,−pqmz,z 7→ gz( · ; p,m,−,+) = hχ(z)−1( · ; pq,−pq1+2m|q2)
(8.9)
gives the intertwiner of the action of the Casimir operator Ω0 : K(p,m,−,+)→ K(p,m,−,+)
with M(x). As before Ω0 has a unique extension to a bounded self-adjoint operator with
multiplicity one for the (generalized) eigenspaces.
Combining Sections 8.3.1 and 8.3.2 we see that for ε, η ∈ {−,+}, ε 6= η, we have the
following description of the discrete spectrum µ(D(p,m, ε, η)):
D(p,m, ε, η) ={ q1+2rp−ε | r ∈ N0, q1+2rp−ε > 1 }
∪ {−q1+2rp−ε | r ∈ Z, r ≥ −εm, q1+2rp−ε > 1 }. (8.10)
8.3.3. The case ε = − and η = −. In this case the q-interval J(p,m,−,−) = {z ∈ Iq |
qmpz ∈ Iq, sgn(z) = −} can be labeled by N0. If we put z = −qn+1, n ∈ N0, then we need
m+χ(p)+n ∈ N0 in order to have qmpz ∈ Iq. So we have to consider two cases; m+χ(p) ≥ 0
and m + χ(p) ≤ 0. Since the modular conjugation J changes the sign of m + χ(p) we can
restrict to m+ χ(p) ≥ 0, and obtain the other case using J .
We assume m + χ(p) ≥ 0 and put z = −qn+1, n ∈ N0, so that n labels J(p,m,−,−). Put
en = f−m,−pqn+m+1,−qn+1, then the expression (4.8) for Ω0fmpt gives
2(−Ω0) en =
√
(1− q2n+2)(1− p2q2m+2n+2) en+1 + pq2n+1(1 + q2m) en
+
√
(1− q2n)(1− p2q2m+2n) en−1,
(8.11)
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which we recognize using (B.15) and (B.11) as the Jacobi operator J(pq, pq1+2m | q2) for the
Al-Salam–Chihara polynomials. So Ω0 uniquely extends to a bounded self-adjoint operator.
Put I(p,m,−,−) = −I(pq, pq1+2m|q2), see (B.17), then
Υ−,−p,m : K(p,m,−,−)→ L2(I(p,m,−,−)),
f−m,qmpz,z 7→gz( · ; p,m,−,−) = (−1)m hχ(z)−1(− · ; pq, pq1+2m|q2)
(8.12)
intertwines the action of the Casimir operator with the multiplication operator M(x) on
L2(I(p,m,−,−)) for m + χ(p) ≥ 0. Note that we take the normalized Al-Salam–Chihara
polynomials with a minus sign in front of the argument because of the minus sign in front of
Ω0 in (8.11).
In case m+ χ(p) ≤ 0 we define I(p,m,−,−) = I(p−1,−m,−,−) and
Υ−,−p,m = (−1)m+χ(p)Υ−,−p−1,−m ◦ J : K(p,m,−,−)→ L2(I(p,m,−,−)),
f−m,pqmz,z 7→ gz( · ; p,m,−,−) = (−1)χ(p)hm+χ(p)+χ(z)−1(− · ; q/p, q1−2m/p | q2).
(8.13)
This gives two definitions in case m+ χ(p) = 0 or qmp = 1, and it is straightforward to check
that they coincide. Now we have the intertwiner for the action of the Casimir operator with
the multiplication operator M(x) on L2(I(p,m,−,−)) for all m ∈ Z and p ∈ qZ. Let us
remark that the discrete spectrum µ(D(p,m,−,−)) is given explicitly by
D(p,m,−−) =

{−q1+2rp | r ∈ N0, q1+2rp > 1 }
∪ {−q1+2(r+m)p | r ∈ N0, q1+2(r+m)p > 1 }, pqm ≤ 1,
{−q1+2rp−1 | r ∈ N0, q1+2rp−1 > 1 }
∪ {−q1+2(r−m)p−1 | r ∈ N0, q1+2(r−m)p−1 > 1 }, pqm ≥ 1.
(8.14)
In both cases at most one of the two sets is non-empty.
8.3.4. The case ε = + and η = +. In this case J(p,m,+,+) can be labeled by Z. We put
z = qn, n ∈ Z, and en = f−m,pqn+m,qn , then (4.8) gives
2(−Ω0) en =
√
(1 + q2n)(1 + p2q2m+2n) en+1 − pq2n−1(1 + q2m) en
+
√
(1 + q2n−2)(1− p2q2m+2n−2) en−1.
(8.15)
Comparing this with (B.35) we recognize −2Ω0 as the (doubly infinity) Jacobi operator
L(q2−2m, q1−2m/p,−q2 | q2) for the little q-Jacobi functions. Let us remark that there are other
choices for the parameters which, of course, all lead to the same result; we can identify −2Ω0
also with L(q2m+2, q/p,−q2 | q2), L(q2m+2, pq2m+1,−q2−2m/p2 | q2) or L(q2−2m, pq,−q2−2m/p2 |
q2). Because of these symmetries we can obtain the spectral decomposition of a self-adjoint
extension of Ω0 in the case m > 0 from the case m < 0.
Let us first assume that m ≤ 0. By Theorem B.15 the unbounded operator Ω0 is essentially
self-adjoint form < 0, so in this case Ω0 has a unique self-adjoint extension C. The spectral de-
composition of C is described in Theorem B.15. Form = 0 we choose the self-adjoint extension
C of Ω0|K(p,0,+,+) with spectral decomposition as described in Theorem C.1. The multiplicity
of the (generalized) eigenspaces is one. Put I(p,m,+,+) = −I(q2−2m, p−1q1−2m;−q2|q2) using
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the notation as in (B.36), then for m ≤ 0
Υ+,+p,m : K(p,m,+,+)→ L2(I(p,m,+,+)),
f−m,qmpz,z 7→gz( · ; p,m,+,+) = (−1)m jχ(z)(− · ; q2−2m, p−1q1−2m;−q2 | q2)
(8.16)
intertwines the action of the Casimir operator with the multiplication operator M(x) on
L2(I(p,m,+,+)), using the notation (B.37). To this end we need to argue that C agrees with
Ω+,+p,m , which is clear in the case m 6= 0. For m = 0 we recall from the proof of Lemma 8.5 that
Ω+,+p,0 is the self-adjoint extension of Ω0|K(p,0,+,+) described in Theorem C.1, as is C.
Note that we take in (8.16) the normalized little q-Jacobi functions with a minus sign in
front of the argument because of the minus sign in front of Ω0 in (8.15).
For m ≥ 0 define I(p,m,+,+) = I(p−1,−m,+,+) and
Υ+,+p,m = (−1)mΥ+,+p−1,−m ◦ U : K(p,m,+,+)→ L2(I(p,m,+,+)),
fm,pqmz,z 7→ gz( · ; p,m,+,+) = jm+χ(p)+χ(z)(− · ; q2+2m, pq1+2m;−q2|q2).
(8.17)
Note that this corresponds to the symmetry of the corresponding Jacobi operator,
L(q2−2m, q1−2m/p,−q2 | q2) = L(q2+2m, pq1+2m,−q2 | q2),
as we observed earlier. As before, for m ≥ 0 the operators Υ+,+p,m intertwine the action of the
Casimir operator with the multiplication operator M(x) on L2(I(p,m,+,+)).
It may seem that we now have two definitions for Υ+,+p,0 , but it follows from (B.48) that they
coincide.
Finally, let us give an explicit description of the discrete spectrum µ(D(p,m,+,+)):
D(p,m,+,+) = { q1+2kp | k ∈ Z, q1+2kp > 1 }
∪ {−q1+2rp | r ∈ Z, r ≥ max{0, m}, q1+2rp > 1 }
∪ {−q1+2rp−1 | r ∈ Z, r ≥ max{0,−m}, q1+2rp−1 > 1 }.
(8.18)
The last two sets are finite and at most one of them is non-empty, while the first set is infinite.
8.3.5. The spectral decomposition of Ω. Gathering the results from the four different cases
ε = ± and η = ±, we obtain the spectral decomposition of the Casimir operator Ω.
Theorem 8.13. There exists a unique unitary operator
Υ : K →
⊕
p∈qZ,m∈Z
ε,η∈{−,+}
L2
(
I(p,m, ε, η)
)
,
Υ
(
f−m,ε η qm p z,z
)
= gz( · ; p,m, ε, η), ∀ z ∈ J(p,m, ε, η),
(8.19)
so that for p ∈ qZ, m ∈ Z and ε, η ∈ {−,+}, we have Υ(K(p,m, ε, η)) = L2(I(p,m, ε, η)).
Let Υε,ηp,m : K(p,m, ε, η) → L2(I(p,m, ε, η)) be the restriction of Υ to K(p,m, ε, η). Then, for
p ∈ qZ, m ∈ Z and ε, η ∈ {−,+},
Υε,ηp,m Ω
ε,η
p,m
(
Υε,ηp,m
)∗
= M(x) on L2(I(p,m, ε, η)) .
Here I(p,m, ε, η) = [−1, 1] ∪ σd(p,m, ε, η) with σd(p,m, ε, η) = µ
(
D(p,m, ε, η)
)
and with
D(p,m, ε, η) given in Section 8.3 for the various choices of p, m, ε and η.
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8.4. The decomposition of the GNS-space K as a Uq(su(1, 1))-module. The (general-
ized) eigenspaces of the Casimir operator correspond to invariant subspaces under the action
of Uq(su(1, 1)). In this way, the spectral decomposition of Ω from Section 8.3 leads to the
decomposition of the GNS-space K into irreducible ∗-representations of Uq(su(1, 1)). Let us
first recall these representations of Uq(su(1, 1)).
The ∗-representations of Uq(su(1, 1)) require unbounded operators, and for this we use the
theory as developed in [48, Ch. 8]. In particular this means that for such a representation
π in a Hilbert space V there exists a common dense domain D ⊂ V , which is invariant for
π(X) for all X ∈ Uq(su(1, 1)), such that the relations of (4.1) remain valid when acting on
v ∈ D. Moreover, we require 〈π(X)v, w〉V = 〈v, π(X∗)w〉V for all v, w ∈ D. It follows that
each π(X), X ∈ Uq(su(1, 1)), is closable.
Admissible representations of Uq(su(1, 1)) are ∗-representations in a Hilbert space V acting
by unbounded operators, such that V decomposes into finite-dimensional eigenspaces for the
action ofK, and such that the eigenvalues ofK are of the form qk, k ∈ 1
2
Z. Then the following
irreducible admissible representations exhaust the list, see e.g. [8], [45], [53]. In each of these
cases the common invariant dense domain is the subspace of finite linear combinations of the
basis vectors en.
Note that each of these admissible irreducible representations is completely determined by
the eigenvalue of the Casimir operator Ω on V and the spectrum of K.
Positive discrete series. The representation space is ℓ2(N0) with orthonormal basis
{en}n∈N0. Let k ∈ 12N, define the action of the generators by
K · en = qk+n en, K−1 · en = q−k−n en,
(q−1 − q) E · en = q− 12−k−n
√
(1− q2n+2)(1− q4k+2n) en+1,
(q−1 − q) F · en = q 12−k−n
√
(1− q2n)(1− q4k+2n−2) en−1,
(8.20)
with the convention e−1 = 0. This representation is denoted by D+k and D
+
k (Ω) = −µ(q1−2k).
Negative discrete series. The representation space is ℓ2(N0) with orthonormal basis
{en}n∈N0. Let k ∈ 12N, and define the action of the generators by
K · en = q−k−nen, K−1 · en = qk+n en,
(q−1 − q) E · en = q 12−k−n
√
(1− q2n)(1− q4k+2n−2) en−1,
(q−1 − q) F · en = q− 12−k−n
√
(1− q2n+2)(1− q4k+2n) en+1,
(8.21)
with the convention e−1 = 0. This representation is denoted by D
−
k and D
−
k (Ω) = −µ(q1−2k).
Principal series. The representation space is ℓ2(Z) with orthonormal basis {en}n∈Z. Let
0 ≤ b ≤ − π
2 ln q
and ε ∈ {0, 1
2
} and assume (b, ε) 6= (0, 1
2
). The action of the generators is
defined by
K · en = qn+ε en, K−1 · en = q−n−ε en,
(q−1 − q) E · en = q− 12−n−ε
√
(1− q2n+1+2ε+2ib)(1− q2n+1+2ε−2ib) en+1,
(q−1 − q) F · en = q 12−n−ε
√
(1− q2n−1+2ε+2ib)(1− q2n−1+2ε−2ib) en−1.
(8.22)
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We denote the representation by πb,ε. In case (b, ε) = (0,
1
2
) this still defines an admissible
unitary representation. It splits as the direct sum π− pi
2 ln q
, 1
2
∼= D+1
2
⊕ D−1
2
of a positive and
negative discrete series representation by restricting to the invariant subspaces span{en | n ≥
0} and to span{en | n < 0}. We keep this convention for π− pi
2 ln q
, 1
2
. Note that πb,ε(Ω) =
µ(q2ib) = cos(−2b ln q).
Strange series. The representation space is ℓ2(Z) with orthonormal basis {en}n∈Z. Let
ε ∈ {0, 1
2
}, and a > 0. The action of the generators is defined by
K · en = qn+ε en, K−1 · en = q−n−ε en,
(q−1 − q) E · en = q−n−ε− 12
√
(1 + q2n+2ε+1+2a)(1 + q2n+2ε−2a+1) en+1,
(q−1 − q) F · en = q−n−ε+ 12
√
(1 + q2n+2ε−1+2a)(1 + q2n+2ε−2a−1) en−1.
(8.23)
We denote this representation by πSa,ε. Note that π
S
a,ε(Ω) = µ(q
2a).
Complementary series. This series of representations acts in ℓ2(Z). The actions of the
generators follow from the action (8.22) by putting ε = 0 and formally replacing −1
2
+ ib by
λ and taking −1
2
< λ < 0. This series of representations does not play a role in this paper.
We define τ(K) = K−1, τ(K−1) = K, τ(E) = −F, τ(F) = −E. From (4.1) we check
that τ extends to an involutive algebra homomorphism τ : Uq(su(1, 1))→ Uq(su(1, 1)). From
(4.4) it is clear that τ(Ω) = Ω. Composing an irreducible admissible representation with the
involutive algebra automorphism τ : Uq(su(1, 1))→ Uq(su(1, 1)) gives an admissible irreducible
representation of Uq(su(1, 1)). This easily gives
D+k ◦ τ ∼= D−k , πb,ε ◦ τ ∼= πb,ε, πSa,ε ◦ τ ∼= πSa,ε. (8.24)
Denoting the orthonormal bases in the representations on the left hand side of (8.24) by
{eτn} we can describe the unitary intertwiners as eτn 7→ (−1)nen in the first case and as
eτn 7→ (−1)ne−n−2ε for the last two cases.
Recall that the modular conjugation J : K → K satisfies that E†0J = −E0J and JK0 =
K−10 J , and consequently JΩ0 = Ω0J . This implies that J implements the involutive algebra
automorphism τ : Uq(su(1, 1))→ Uq(su(1, 1)).
The spectral decomposition of the Casimir operator Ω from Section 8.3 gives a decompo-
sition of K into invariant subspaces for the action of Ω. Let p ∈ qZ and ε, η ∈ {−,+}. It
follows from (7.6) that the space K0(p, ε, η) =
⊕
m∈ZK0(p,m, ε, η) is invariant for the action
of Uq(su(1, 1)). We denote by πK(p, ε, η) the representation of Uq(su(1, 1)) on K(p, ε, η). In
the following we decompose πK(p, ε, η) in terms of irreducible admissible ∗-representations of
Uq(su(1, 1)) using the spectral decomposition of Ω: K(p,m, ε, η)→ K(p,m, ε, η) from Section
8.3. As before, we have to distinguish four cases depending on the signs of ε and η. It turns out
that the representation label ε for the principal and strange series representations occurring
in the decomposition of πK(p, ε, η), depends on the parameter p. For this reason we define
ǫ : qZ → {0, 1
2
} by
ǫ(p) =
1
2
χ(p) mod 1. (8.25)
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8.4.1. The case ε = + and η = −. In this case the spectral decomposition of the Casimir
operator acting on K(p,m,+,−) is determined by (8.8). From the explicit action of E†0 (4.6),
(8.8) and Lemma B.14 we obtain
(q−1 − q) Υ+,−p,m−1 (E+−p,m−1)∗ (Υ+,−p,m )∗ = q
1
2
−mp−
1
2M
(√
1 + 2xq2m−1p+ q4m−2p2
)
: L2(I(p,m,+,−))→ L2(I(p,m− 1,+,−)).
(8.26)
Note that L2(I(p,m,+,−)) = L2(I(p,m−1,+,−)), unless q1−2m/p > 1. In this case I(p,m−
1,+,−) = I(p,m,+,−)\{µ(−q1−2m/p)}, and the multiplication operator is zero for the point
µ(−q1−2m/p). So the multiplication operator in (8.26) is well-defined.
From (7.6) we have Υ+,−p,m K (Υ
+,−
p,m )
∗ = qmp
1
2 Id, so (8.26) and (4.4) give
(q−1 − q) Υ+,−p,m+1E+−p,m (Υ+,−p,m )∗ = q−
1
2
−mp−
1
2M
(√
1 + 2xq2m+1p+ q4m+2p2
)
: L2(I(p,m,+,−))→ L2(I(p,m+ 1,+,−)).
(8.27)
This can also be derived directly from a similar identity for the Al-Salam–Chihara polynomials.
K(p,+,−) is not an admissible representation of Uq(su(1, 1)), since the K-eigenspaces are
not finite dimensional. However, since the actions of E and E∗ in (8.26), (8.27) match the
actions given in the list of irreducible ∗-representations for Uq(su(1, 1)), we can still determine
the decomposition explicitly. The possible eigenvalues of the Casimir and the eigenvalues of
K then determine the decomposition. In Theorem 8.14 we deal with the positive discrete
series representations, since I(p,m − 1,+,−) ⊂ I(p,m,+,−) for m large enough implying
that E acts as the creation operator. The direct integral and direct sums of representations
of Uq(su(1, 1)) by unbounded operators in Theorem 8.14 uses the construction of [48, Ch. 8].
Theorem 8.14. The decomposition of πK(p,+,−) into irreducible admissible ∗-representa-
tions is given by
πK(p,+,−) ∼=
∫ −π/2 ln q
0
πb,ǫ(p) db⊕
⊕
l∈Z
2l+χ(p)>1
D+
l+ 1
2
χ(p)
⊕
⊕
l∈N0
2l−χ(p)<−1
πSq1+2l/p,ǫ(p).
8.4.2. The case ε = − and η = +. In Section 8.3.2 we obtained the spectral decomposition
of Ω in this case from the case ε = + and η = − using the modular conjugation J . For the
actions of E and E∗ we can do the same. Using JE0 = −E†0J we obtain from (8.26) and
(8.27)
(q−1 − q) Υ−,+p,m+1E−+p,m (Υ−,+p,m )∗ = q−
1
2
−mp−
1
2M(
√
1 + 2xq2m+1p+ q4m+2p2)
: L2(I(p,m,−,+))→ L2(I(p,m+ 1,−,+)),
(q−1 − q) Υ−,+p,m−1 (E−+p,m−1)∗ (Υ−,+p,m )∗ = q
1
2
−mp−
1
2M(
√
1 + 2xq2m−1p+ q4m−2p2)
: L2(I(p,m,−,+))→ L2(I(p,m− 1,−,+)).
(8.28)
This can also be proved in the same way as (8.26) and (8.27).
From ǫ(p−1) = ǫ(p) and (8.24) we obtain from Theorem 8.14 the following decomposition
of K(p,−,+) as Uq(su(1, 1))-module.
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Theorem 8.15. Let ǫ(p) = 1
2
χ(p) mod 1. The decomposition of πK(p,−,+) into irreducible
admissible ∗-representations is given by
πK(p,−,+) ∼=
∫ −π/2 ln q
0
πb,ǫ(p) db⊕
⊕
l∈Z
2l>1+χ(p)
D−
l− 1
2
χ(p)
⊕
⊕
l∈N0
2l+χ(p)<−1
πSpq1+2l,ǫ(p).
8.4.3. The case ε = − and η = −. Similar as in the case ε = + and η = − we find
(q−1 − q) Υ−,−p,m+1E−−p,m (Υ−,−p,m )∗ = q−
1
2
−mp−
1
2M(
√
1 + 2xq2m+1p+ q4m+2p2)
: L2(I(p,m,−,−))→ L2(I(p,m+ 1,−,−)),
(q−1 − q) Υ−,−p,m−1 (E−−p,m−1)∗ (Υ−,−p,m )∗ = q
1
2
−mp−
1
2M(
√
1 + 2xq2m−1p+ q4m−2p2)
: L2(I(p,m,−,−))→ L2(I(p,m− 1,−,−)).
(8.29)
In the first equation we assume m+ χ(p) ≥ 0, and in the second we require m+ χ(p) > 0.
It is now a matter of bookkeeping to keep track of the discrete spectrum of Ω in K(p,−,−) in
order to find the discrete summands in the decomposition ofK(p,−,−) as Uq(su(1, 1))-module.
Note that for pq > 1 there is always discrete spectrum form large, so thatE acts as the creation
operator and hence we have positive discrete series representations in the decomposition.
Similarly, q > p leads to the occurrence of negative discrete series representations in the
decomposition.
Theorem 8.16. The decomposition of πK(p,−,−) into irreducible admissible representations
is given by
πK(p,−,−) ∼=
∫ −π/2 ln q
0
πb,ǫ(p) db⊕
⊕
l∈N0
2l+χ(p)<−1
D+− 1
2
χ(p)−l ⊕
⊕
l∈N0
2l−χ(p)<−1
D−1
2
χ(p)−l.
Note that at least one of the direct sums in the decomposition is empty.
8.4.4. The case ε = + and η = +. In this case the spectral decomposition of the Casimir
operator restricted to K(p,m,+,+) is described in Section 8.3.4. From Lemma B.16 we
obtain
(q−1 − q) Υ+,+p,m+1E++p,m (Υ+,+p,m )∗ = q−
1
2
−mp−
1
2M(
√
1 + 2xq2m+1p+ q4m+2p2)
: L2(I(p,m,+,+))→ L2(I(p,m+ 1,+,+)),
(q−1 − q) Υ+,+p,m−1 (E++p,m−1)∗ (Υ+,+p,m )∗ = q
1
2
−mp−
1
2M(
√
1 + 2xq2m−1p+ q4m−2p2)
: L2(I(p,m,+,+))→ L2(I(p,m− 1,+,+)).
(8.30)
We have to be a careful in establishing the equality in (8.30) because of the unboundedness
of the operators involved. From the way we defined Υ+,+p,m in Section 8.3.4 we conclude that
the operators on the left hand side of (8.30) are restrictions of the ones on the right hand
side. Let us denote the operator on the left hand side of the first equality in (8.30) by S and
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the operator on the right hand side of this equality by T . So S ⊆ T . Then, by (8.3) and the
result from Section 8.3.4,
S∗S = 2Υ+,+p,m Ω
++
p,m (Υ
+,+
p,m )
∗ + (q2m+1p+ q−2m−1p−1)Id
= 2M(x) + (q2m+1p+ q−2m−1p−1)Id = T ∗T ,
implying that |S| = |T |, and as a consequence, D(S) = D(T ).
It is now a matter of bookkeeping to keep track of the discrete spectrum of Ω in K(p,+,+)
in order to find the discrete summands in the decomposition of K(p,+,+) as Uq(su(1, 1))-
module. Note that for pq > 1 there is always a discrete spectrum for m large, so that
E0 acts as the creation operator and hence we have positive discrete series representations
in the decomposition. Similarly, q > p leads to the occurrence of negative discrete series
representations in the decomposition. These two cases correspond to the (possibly empty)
finite sequence of discrete mass points in the spectral measure of the Casimir operator (8.16),
(8.17). The infinite sequence of discrete mass points that is always present in the spectral
decomposition of the Casimir operator on K(p,m,+,+) for all m ∈ Z corresponds to strange
series representations.
Theorem 8.17. The decomposition of πK(p,+,+) into irreducible admissible representations
is given by
πK(p,+,+) ∼=
∫ −π/2 ln q
0
πb,ǫ(p) db ⊕
⊕
l∈Z
2l+χ(p)<−1
πSpq1+2l,ǫ(p)
⊕
⊕
l∈N0
2l+χ(p)<−1
D−− 1
2
χ(p)−l ⊕
⊕
l∈N0
2l−χ(p)<−1
D+1
2
χ(p)−l.
Note that at least one of the finite direct sums in the decomposition is empty.
9. Generators of the dual von Neumann algebra Mˆ
By Theorem 4.6, E and K strongly commute with the Casimir Ω. Since there are elements
in Mˆ that anti-commute with Ω, see Proposition 4.8, Mˆ cannot be generated by E and K
alone. So we need to find extra operators that, together with E and K, generate the dual von
Neumann algebra Mˆ . It is the purpose of this section to describe a generating set for Mˆ , i.e.,
to prove Theorem 4.13. We do so by establishing a generator Q(p1, p2, n) of Mˆ , see (4.9) and
Proposition 4.9, as the composition of a partial isometry and an operator expressed in terms
of the Casimir operator. The partial isometries occurring in this way give us the required
additional generators for the dual von Neumann algebra Mˆ .
Throughout this section we fix p1, p2 ∈ Iq, p ∈ qZ, m,n ∈ Z, ε, η ∈ {−,+}. Furthermore, we
set m′ = m + n, ε′ = ε sgn(p1) and η′ = η sgn(p2), and assume q2mp = q−n|p2/p1|, unless ex-
plicitly stated otherwise. In this case the operator Q(p1, p2, n) : K(p,m, ε, η)→ K(p,m′, ε′, η′)
is non-zero by Lemma 7.1.
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9.1. A polar-type decomposition for Q(p1, p2, n). In this subsection we establish a polar-
type decomposition for the element Q(p1, p2, n). Since operators of this form span Mˆ by Propo-
sition 4.9, we can obtain the generators of Mˆ . By Proposition 4.8 the operatorQ(p1, p2, n) ∈ Mˆ
commutes or anti-commutes with the Casimir operator Ω, hence Q(p1, p2, n) sends a (gener-
alized) eigenvectors of Ω to another (generalized) eigenvector. In order to avoid working with
generalized eigenvectors, we consider an operator T , acting on L2-functions on the spectrum
of Ω, that is unitarily equivalent to Q(p1, p2, n). We determine the explicit action of T by
investigating how T affects the asymptotic behaviour of certain functions. Having explic-
itly the action of T , we can compute explicitly how T ∗T acts, and this leads to the polar
decomposition of T . This in turn leads to a polar-type decomposition for Q(p1, p2, n).
In order the find explicitly the action of the operator T as described above (and defined
later on by (9.1)), we need a result on the asymptotic behaviour of certain functions. In order
to formulate the result we define the following function:
S(t; p1, p2, n) =(
sgn(p2)
)n |p1p2| c2q qn√(−κ(p1),−κ(p2); q2)∞
×
∑
z∈sgn(p1)qZ
(
sgn(p1p2)t
)χ(z) 1
|z| ν(
p1
z
) ν(
p2q
n
z
) 1ϕ1
(−q2/κ(p1)
0
; q2, q2κ(z)
)
× 1ϕ1
(−q2/κ(p2)
0
; q2, q2κ
(
sgn(p1p2)q
−nz
))
,
where the sum is absolutely convergent. Clearly, S( · ; p1, p2, n) is analytic on C \ {0}. This
function is studied in Appendix B.3 in some more detail. Two properties of S that we need
here are given in the following lemma.
Lemma 9.1. The analytic function S( · ; p1, p2, n) : C \ {0} → C satisfies the following prop-
erties:
(i) S(t; p1, p2, n) = (−q)n sgn(p1)χ(p1) sgn(p2)χ(p2)+n sgn(p1p2)S(sgn(p1p2)t−1; p1, p2,−n)
(ii) S(t; p1, p2, n) is a multiple of a 2ϕ1-function:
S(t; p1, p2, n) = p
n
2q
1
2
n(n−1)|p1p2| ν(p1)ν(p2)c2q
√
(−κ(p1),−κ(p2); q2)∞
× (q
2,−q2/κ(p2),−tq3−n/p1p2,−p1p2qn−1/t, p1q1−n/p2t; q2)∞
(−p1|p2|q−n−1/t,−tqn+3/p1|p2|, |p1|q1+n/|p2|t; q2)∞
× (sgn(p1p2)q2+2n; q2)∞ 2ϕ1
(
p2q
1+n/p1t, p2tq
1+n/p1
sgn(p1p2)q2+2n
; q2,−q2/κ(p2)
)
.
See Appendix B.3, and in particular Proposition B.10 and Lemma B.11, for a proof of
Lemma 9.1.
It turns out to be useful to split the function S in a part that is symmetric in t and t−1,
and a part that is not.
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Lemma 9.2. For x = µ(t), define
B(t; p1, p2, n) =

tn
(−|p1|q1−n/|p2|t; q2)∞
(−p1q1+n/p2t; q2)∞ , χ(p1p2) + n even,
tn
(−|p1|q1−n/|p2|t; q2)∞
(−p1q1+n/p2t; q2)∞
1− sgn(p2)t−1
1− t−1 , χ(p1p2) + n odd,
h(x) =

sgn(p2)
1
2
(χ(p1p2)−n+2) (qt, q/t; q
2)∞
(sgn(p2)qt, sgn(p2)q/t; q2)∞
, χ(p1p2) + n even,
sgn(p2)
1
2
(χ(p1p2)−n+3) (t, t
−1; q2)∞
(sgn(p2)t, sgn(p2)/t; q2)∞
, χ(p1p2) + n odd,
and
N(x; p1, p2, n) =h(x) q
2npn2q
1
2
n(n−1)|p1p2|1−n ν(p1)ν(p2)c2q
× (q2,−q2/κ(p2), sgn(p1p2)q2+2n; q2)∞
√
(−κ(p1),−κ(p2); q2)∞
× 2ϕ1
(−|p2|q1+n/|p1|t,−|p2|tq1+n/|p1|
sgn(p1p2)q2+2n
; q2,−q2/κ(p2)
)
,
then S(−sgn(p1p2)t; p1, p2, n) = B(t; p1, p2, n)N(x; p1, p2, n).
Proof. According to χ(p1p2) + n being even or odd, we set
χ(p1p2) + n =
{
2− 2k,
3− 2l
for k, l ∈ Z. Using the θ-product identity (B.1) we find
(tq3−n/|p1p2|, |p1p2|qn−1/t; q2)∞
(tq3+n/|p1|p2, |p1|p2q−n−1/t; q2)∞ =

sgn(p2)
k+ntnqn(n−1)q2nk
(qt, q/t; q2)∞
(sgn(p2)qt, sgn(p2)q/t; q2)∞
,
sgn(p2)
l+ntnqn(n−1)q2nl
(t, q2/t; q2)∞
(sgn(p2)t, sgn(p2)q2/t; q2)∞
,
then the result follows from Lemma 9.1(ii). The expression for N is manifestly symmetric in
t and t−1, so N is indeed a function of x = µ(t). 
In the following lemmas, and in the rest of this section, we use the notation f(z) ∼ g(z) as
z → 0, for limz→0
(
f(z)−g(z)) = 0. We are now ready to formulate the asymptotic behaviour
we need later on.
Lemma 9.3. Let f : J(p,m, ε, η)→ C be bounded, and consider the function
g(w) =(−1)m′(η′)χ(p1p2)+m qm′p21
(ε′η′)χ(w)
|w|
×
∑
z∈J(p,m,ε,η)
f(z)
|z| ap1(z, w) ap2(ε η q
mp z, ε′η′qm
′
pw),
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for w ∈ J(p,m′, ε′, η′).
(1) If f(z) ∼ A t−χ(z) as z → 0 for some A ∈ C and t ∈ C, |t| > 1, then
g(w) ∼ A t−χ(w) ηn s(ε, ε′) s(η, η′) S(εη/t; p1, p2, n), as w → 0.
(2) If f(z) ∼ ℜ(Ae−iψχ(z)) as z → 0 for some A ∈ C and |ψ| ∈ (0, π), then
g(w) ∼ ηn s(ε, ε′) s(η, η′) ℜ(Ae−iψχ(w)S(εηe−iψ; p1, p2, n)), as w → 0.
The proof of Lemma 9.3 is given in Appendix D.3.
Using the unitary operators Υε,ηp,m : K(p,m, ε, η) → L2(I(p,m, ε, η)) from Section 8.3 we
define an action of the generators Q(p1, p2, n) of Mˆ on the space L
2(I(p,m, ε, η)) by
T (p1, p2, n) = Υ
ε′,η′
p,m′ Q(p1, p2, n)(Υ
ε,η
p,m)
∗ : L2(I(p,m, ε, η))→ L2(I(p,m′, ε′, η′)), (9.1)
where m′ = m+n, ε′ = sgn(p1)ε and η′ = sgn(p2)η. Recall that we assume q2mp = q−n|p2/p1|.
If this condition is not satisfied, we see from Lemma 7.1 that the operator T (p1, p2, n) is
trivially zero. Since Q(p1, p2, n) Ω ⊆ sgn(p1p2) ΩQ(p1, p2, n), we have
T (p1, p2, n)M(x) ⊆ sgn(p1p2)M(x) T (p1, p2, n)
for any x in the spectrum of Ω. For g ∈ L2(I(p,m, ε, η)) this implies(
T (p1, p2, n)g
)
(x) = C(x) g
(
sgn(p1p2)x
)
,
for a certain bounded measurable function C : I(p,m′, ε′, η′) → C. It follows immediately
that C(x) = 0 if sgn(p1p2)x 6∈ I(p,m, ε, η), which can only happen in case x ∈ σd(p,m′, ε′, η′).
The set
{gz(·; p,m, ε, η) | z ∈ J(p,m, ε, η)}
is an orthonormal basis for L2(I(p,m, ε, η)). Recall that the functions gz(x; p,m, ε, η) are
defined in terms of Al-Salam–Chihara polynomials or little q-Jacobi functions, see Section
8.3. From the asymptotic behaviour of these special functions, see (B.22), (B.23), (B.40) and
(B.41), it follows that the functions gz(x; p,m, ε, η) satisfy
gz(µ(λ); p,m, ε, η) ∼
{
A(λ)(−εηλ)−χ(z), λ ∈ D(p,m, ε, η),
ℜ(A(λ)(−εηλ)−χ(z)), λ ∈ T, (9.2)
as z → 0, for a certain A(λ) = A(λ; p,m, ε, η) ∈ C. In general the functions A are only defined
on T0 = T \ {−1, 1}. The function A(λ) has an explicit expression in terms of the c-functions
for the corresponding special functions, for instance
A(eiψ; p,m,+,−) = (−1)me−iψ(m+χ(p)−1)
√
2
π| sinψ|
c(e−iψ; q/p,−q1−2m/p | q2)
|c(e−iψ; q/p,−q1−2m/p | q2)| ,
for 0 < |ψ| < π, which follows from (8.8) and (B.22), and we have similar expressions in the
other cases. For convenience we have written down the explicit formulas for A in Appendix
B.6. With the help of the explicit action of Q(p1, p2, n) on the basis elements of K(p,m, ε, η)
given in Lemma 7.1, and with Lemma 9.3, we can now compute explicitly the function C.
The following notation will be useful: for n,m ∈ Z, p ∈ qZ, ε, η, σ, τ ∈ {−,+}, we set
Xσ,τn (p,m, ε, η) = T ∪
(
D(p,m+ n, σε, τη) ∩ στD(p,m, ε, η)
)
. (9.3)
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Lemma 9.4. Let g ∈ L2(I(p,m, ε, η)), X = Xsgn(p1),sgn(p2)n (p,m, ε, η), then for almost all
x = µ(λ) ∈ I(p,m′, ε′, η′) (
T (p1, p2, n)g
)
(x) = C(x)g
(
sgn(p1p2)x
)
, (9.4)
where C = C( · ;m, ε, η; p1, p2, n) is given by
C(µ(λ)) =

ε
1
2
(1−sgn(p1))η
1
2
(1−sgn(p2))+n S(−sgn(p1p2)λ; p1, p2, n)
× A(λ; p,m
′, ε′, η′)
A(sgn(p1p2)λ; p,m, ε, η)
λ ∈ X,
0, otherwise.
Note that the expression on the right hand side is not obviously symmetric with respect to
interchanging λ and λ−1, but it is since the function C only depends on x = µ(λ).
Proof. We assume λ ∈ X . We know that (9.4) is valid for some function C and for all
g ∈ L2(I(p,m, ε, η)). We choose g = gz = gz(·; p,m, ε, η). Since the function C is independent
of z, we can determine the function C by letting z → 0.
Using Υε,ηp,mf−m,εηqmpz,z = gz(·; p,m, ε, η), it follows immediately from Lemma 7.1 and (9.1)
that
C(·)gz(sgn(p1p2) · ) = T (p1, p2, n)gz
(
sgn(p1p2) · ; p,m, ε, η
)
=(−1)m′(η′)χ(p1p2)+mqn+mp21/|z|
×
∑
w∈J(p,m′,ε′,η′)
(ε′η′)χ(w)
|w| ap1(z, w)ap2(εηq
mpz, ε′η′qm
′
pw)gw(·; p,m′, ε′, η′),
as an identity in L2(I(p,m′, ε′, η′)). Since gz is a real-valued function, we see that the function
C is real-valued almost everywhere. From (9.2) it follows that w 7→ gw(x; p,m′, ε′, η′) is
bounded for all x ∈ I(p,m′, ε′, η′) \ {±1}. This implies that the sum∑
w∈J(p,m′,ε′,η′)
(ε′η′)χ(w)
|w| ap1(z, w)ap2(εηq
mpz, ε′η′qm
′
pw)gw(x; p,m
′, ε′, η′)
converges for all x ∈ I(p,m′, ε′, η′) \ {±1}. Using symmetry relations (6.2) for the functions
ap, we have
C(x)gz
(
sgn(p1p2)x
)
= (−1)m′sgn(p1)χ(p1)sgn(p2)χ(p2)ηm′+χ(p1p2)(εη)χ(z)qm′p21/|z|
×
∑
w∈J(p,m′,ε′,η′)
1
|w|ap1(w, z)ap2(ε
′η′qm
′
pw, εηqmpz)gw(x; p,m
′, ε′, η′).
Let z → 0 in this expression using Lemma 9.3 and the asymptotic behaviour (9.2) of gz, then
for λ ∈ T0,
C(µ(λ))ℜ
(
A
(
sgn(p1p2)λ
) (− sgn(p1p2)εηλ)−χ(z)) ∼
(−1)nqn(η′)nsgn(p1)χ(p1)sgn(p2)χ(p2)s(ε, ε′)s(η, η′)
× ℜ
(
(A′(λ)(−ε′η′λ)−χ(z)S(−λ−1; p1, p2,−n)
)
,
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and for λ ∈ Xd(p,m′, ε′, η′;n),
C(µ(λ))A
(
sgn(p1p2)λ
) (− sgn(p1p2)εηλ)−χ(z) ∼
(−1)nqn(η′)nsgn(p1)χ(p1)sgn(p2)χ(p2)s(ε, ε′)s(η, η′)
× A′(λ)(−ε′η′λ)−χ(z)S(−λ−1; p1, p2,−n),
where we use the shorthand notation A′(λ) = A(λ; p,m′, ε′, η′). Applying the first symmetry
for the function S(·; p1, p2, n) from Lemma 9.1, using s(ε, ε′) = ε 12 (1−sgn(p1)) and similarly for
s(η, η′), and using the fact that C is real-valued, the result follows. 
Remark 9.5. Lemma 9.4 immediately gives nontrivial summation formulas for special func-
tions. We work this out in Section 11.1.
Next we consider the polar decomposition for Q(p1, p2, n). We need the following lemma.
Lemma 9.6. For p1, p2 ∈ Iq, n ∈ Z, we have
Q(p1, p2, n)
∗ = (−q)n sgn(p1)χ(p1) sgn(p2)χ(p2)Q(p1, p2,−n).
Proof. Using the matrix elements (7.13) and their symmetries following from (6.2), it is
straightforward to check that the matrix elements
〈fmpt, Q(p1, p2, n)flrs〉 and 〈Q(p1, p2,−n) fmpt, flrs〉
agree up to the factor (−q)nsgn(p1)χ(p1) sgn(p2)χ(p2) for all m, p, t, l, r, s. 
Alternatively, one can also use Corollary 7.4 and J fmpt = f−m,t,p, see Section 3, to prove
Lemma 9.6 using (2.4).
From Lemma 9.6 it follows that
T (p1, p2, n)
∗ = (−q)nsgn(p1)χ(p1)sgn(p2)χ(p2)T (p1, p2,−n). (9.5)
Combining this with Lemma 9.4 we find for g ∈ L2(I(p,m, ε, η)),(
T (p1,p2, n)
∗T (p1, p2, n)g
)
(µ(λ))
= (−q)nsgn(p1)χ(p1)+1sgn(p2)χ(p2)+n+1S(−λ; p1, p2, n)S(−sgn(p1p2)λ; p1, p2,−n) g(µ(λ)),
=S(−λ; p1, p2, n)S(−λ−1; p1, p2, n) g
(
µ(λ)
)
,
where λ ∈ X = Xsgn(p1),sgn(p2)n (p,m, ε, η). The last equality follows from a symmetry relation
from Lemma 9.1. Note that this implies S(−λ; p1, p2, n)S(−λ−1; p1, p2, n) ≥ 0. Furthermore,
for λ 6∈ X we have (
T (p1, p2, n)
∗T (p1, p2, n)g
)
(µ(λ)) = 0.
Now we define for x = µ(λ) ∈ I(p,m, ε, η),
L
(
x; p1, p2, n
)
=
{√
S(−λ; p1, p2, n)S(−λ−1; p1, p2, n), λ ∈ X,
0, otherwise,
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and we define a partial isometry V (p1, p2, n) : L
2(I(p,m, ε, η))→ L2(I(p,m′, ε′, η′)) by
(
V (p1, p2, n) g
)
(x) =

C(x)g
(
sgn(p1p2)x
)
L(sgn(p1p2)x)
, x ∈ µ(X),
0, otherwise,
where C is given in Lemma 9.4. We remark that for λ ∈ X it follows from Lemma 9.1 that L
is a multiple of the absolute value of a 2ϕ1-function. Now from Lemma 9.4 we find the polar
decomposition of T (p1, p2, n) : L
2(I(p,m, ε, η))→ L2(I(p,m′, ε′, η′)):
T (p1, p2, n) = V (p1, p2, n)|T (p1, p2, n)|,
where (|T (p1, p2, n)| g)(x) =
{
L(x)g(x), x ∈ µ(X),
0, otherwise,
for g ∈ L2(I(p,m, ε, η)), x ∈ I(p,m, ε, η) and the set X is given by (9.3). Note that
|T (p1, p2, n)| = 0 on L2(I(p,m, ε, η)) if p 6= q−n−2m|p2/p1|. We can now describe explicitly the
polar decomposition for Q(p1, p2, n).
Proposition 9.7. The operators U(p1, p2, n) and |Q(p1, p2, n)| in the polar decomposition
Q(p1, p2, n) = U(p1, p2, n)|Q(p1, p2, n)| are given by
|Q(p1, p2, n)| = L(Ω), and U(p1, p2, n) = Υ∗V (p1, p2, n)Υ.
We are going to define a partial isometry closely related to V (p1, p2, n) which is more
convenient for us. Let us first have a closer look at the function C(x)
L(sgn(p1p2)x)
appearing in
the definition of V (p1, p2, n). Using Lemma 9.2 we find (omitting dependence on certain
parameters in the notation)
L(x) =
√
B(στλ)B(στλ−1)|N(στx)|, x = µ(λ),
where σ = sgn(p1) and τ = sgn(p2). Here we use that N(x) is symmetric in λ and λ
−1, hence
real-valued, and consequently B(λ)B(λ−1) is positive. This shows that C(x)
L(sgn(p1p2)x)
can be
written as
ε
1
2
(1−σ)η
1
2
(1−τ)+n A
′(λ)
A(στλ)
B(λ)√
B(λ)B(λ−1)
sgn
(
N(x)
)
.
This expression, in particular the factor sgn
(
N(x)
)
, is not very convenient for us, therefore
we are going to consider the partial isometry sgn
(
N( · ))V (p1, p2, n). Let us introduce the
following functions:
E(λ; p,m) =
(−q1−2m/pλ; q2)∞√
(−q1−2m/pλ,−q1−2mλ/p; q2)∞
,
G(λ; p,m, ε, η) = A(λ; p,m, ε, η)E(λ; p,m),
ντn(λ; p) =
(τλ)ǫ(p)
λǫ(p)−n
,
(9.6)
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where ǫ(p) is defined by (8.25). In particular, for ǫ(p) = 1
2
we have ν−0 (λ; p) = ∓i for
λ ∈ T±. With these functions, we define for n ∈ Z, σ, τ ∈ {−,+}, a partial isometry
V σ,τn : L
2(I(p,m, ε, η))→ L2(I(p,m+ n, ση, τη)) closely related to V (p1, p2, n) by
(
V σ,τn g
)
(x) =
ε
1
2
(1−σ)η
1
2
(1−τ)+nντn(λ; p)
G(λ; p,m+ n, σε, τη)
G(στλ; p,m, ε, η)
g(στx), λ ∈ X,
0, otherwise.
(9.7)
where g ∈ L2(I(p,m, ε, η)), and X = Xσ,τn (p,m, ε, η). Let us remark that
νsgn(p2)n (λ; p)
E(λ; p,m+ n)
E(sgn(p1p2)λ; p,m)
=
B(λ; p1, p2, n)√
B(λ; p1, p2, n)B(λ−1; p1, p2, n)
,
for p = q−n−2m|p2/p1|, so that V sgn(p1),sgn(p2)n = sgn
(
N( · ; p1, p2, n)
)
V (p1, p2, n). We also denote
V sgn(p1),sgn(p2)n :
⊕
ε,η∈{±}
p∈qZ,m∈Z
L2(I(p,m, ε, η))→
⊕
ε,η∈{±}
p∈qZ,m∈Z
L2(I(p,m, ε, η))
by summing V σ,τn : L
2(I(p,m, ε, η))→ L2(I(p,m+ n, ση, τη)).
We now arrive at the following polar-type decomposition for the operators Q(p1, p2, n).
Proposition 9.8. Let m,n ∈ Z, p1, p2 ∈ Iq, ε, η ∈ {−,+}, and assume p = q−n−2m|p2/p1|.
For σ, τ ∈ {−,+} we define a partial isometry Uσ,τn = Υ∗V σ,τn Υ, so that
Uσ,τn |K(p,m,ε,η) = (Υσε,τηp,m+n)∗V σ,τn (Υε,ηp,m) : K(p,m, ε, η)→ K(p,m+ n, σε, τη) (9.8)
Furthermore, we define a continuous function H = H( · ; p1, p2, n) by
H(x; p1, p2, n) =
1
ν
sgn(p2)
n (sgn(p1p2)λ; p)
E(λ; p,m)
E(sgn(p1p2)λ; p,m+ n)
S(−λ; p1, p2, n), x = µ(λ),
and we denote by P = P (p1, p2, n) ∈ B(K) the spectral projection of K corresponding to the
eigenvalue
√
q−n |p2/p1|. Then
Q(p1, p2, n) = U
sgn(p1),sgn(p2)
n H(Ω)P.
Again the right hand side defining H is not obviously symmetric with respect to interchang-
ing λ and λ−1, but it is as can be observed either from the proof of Proposition 9.8 or by
observing that the λ-dependent part in (9.9) is indeed symmetric with respect to λ ↔ λ−1.
Observe that E(λ; p,m) = E(λ; pq2m, 0) and pq2m = q−n|p2
p1
|. Also, νsgn(p2)n (sgn(p1p2)λ; p) does
not depend on p and m since ǫ(p) = ǫ(q−n−2m|p2
p1
|) = ǫ(q−n|p2
p1
|) by (8.25), so H , as a function
of x, only depends on the parameters p1, p2 and n.
Note that Proposition 9.8 proves Lemma 4.12.
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Proof. From (9.6), Lemma 9.4 and Theorem 8.13 we find(
Υε
′,η′
p,m′ Q(p1, p2, n) (Υ
ε,η
p,m)
∗g
)
(x)
= ε
1
2
(1−σ)η
1
2
(1−τ)+nντn(λ; p)
G(λ; p,m′, ε′, η′)
G(στλ; p,m, ε, η)
H(στx) g(στx)
=
(
(Υε
′,η′
p,m′)
∗ Uσ,τn H(Ω)Υ
ε,η
p,m g
)
(x),
hence Q(p1, p2, n) = U
σ,τ
n H(Ω) on K(p,m, ε, η). Now observe that P is the orthogonal pro-
jection onto ⊕
m∈Z
ε,η∈{−,+}
K(p,m, ε, η), p = q−2mq−n |p2/p1|,
then the result follows. 
From this proposition it follows that the function C(x) from Lemma 9.4 can be written as
C(x) = ε
1
2
(1−σ)η
1
2
(1−τ)+nντn(λ; p)
G(λ; p,m′, ε′, η′)
G(στλ; p,m, ε, η)
H(στx; p1, p2, n), (9.9)
for σ = sgn(p1) and τ = sgn(p2). Let us give two identities for the function C that will be
useful later on. The first identity follows from the structure formula in Proposition 4.10 for the
linear basis {Q(p1, p2, n) | p1, p2 ∈ Iq, n ∈ Z} for the von Neumann algebra Mˆ . This formula
implies a product formula for the function C that is useful later on. The second identity is a
consequence of Lemma 9.6.
Lemma 9.9. Let p1, p2, r1, r2 ∈ Iq, k,m, n ∈ Z, ε, η ∈ {−,+} and y ∈ [−1, 1].
(i) Assume |p2
p1
| = qm and | r1
r2
| = qn, then the following product formula holds:
C(y; k +m, sgn(r1)ε, sgn(r2)η; p1, p2, n)C(sgn(p1p2)y; k, ε, η; r1, r2, m) =∑
x1,x2∈Iq
sgn(x1)=sgn(p1r1)
sgn(x2)=sgn(p2r2)
|x1|=|x2|
ax1(r1, p1)ax2(r2, p2)C(y; k, ε, η; x1, x2, m+ n).
(ii) The following symmetry relation holds:
C(y;m, ε, η; p1, p2, n) =
(−q)n sgn(p1)χ(p1) sgn(p2)χ(p2) C(sgn(p1p2)y;m+ n, sgn(p1)ε, sgn(p2)η; p1, p2,−n).
Proof. (i) From (9.1) it follows that the operators T (p1, p2, n) satisfy the same structure
formula as the operators Q(p1, p2, n), see Proposition 4.10. Let p = q
−2k−m−n, then p =
q−2(k+m)−n|p2
p1
| = q−2k−m| r2
r1
|. Applying the structure formula to a function g ∈ L2(I(p, k, ε, η))
and using the action of T (p1, p2, n) as multiplication by the function C from Lemma 9.4, we
obtain
C(y;k +m, sgn(r1)ε, sgn(r2)η; p1, p2, n)C(sgn(p1p2)y; k, ε, η; r1, r2, m)g
(
sgn(p1p2r1r2)y
)
=
∑
x1,x2∈Iq
ax1(r1, p1)ax2(r2, p2)C(y; k, ε, η; x1, x2, m+ n)g
(
sgn(x1x2)y
)
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Observe that T (x1, x2, n +m) = 0 on L
2(I(p, k, ε, η)) unless p = q−2k−n−m|x1
x2
|, which implies
that the sum is only over x1, x2 ∈ Iq satisfying |x1| = |x2|. Furthermore, by Definition 6.2 we
have ax(p, r) = 0 if sgn(x) 6= sgn(pr), so we may write sgn(x1x2) = sgn(p1p2r1r2) in the above
sum, since the terms where this is not true do no contribute to the sum. Finally, since g was
chosen arbitrarily, the result follows.
(ii) Write out 〈T (p1, p2, n)f, g〉 = 〈f, T (p1, p2, n)∗g〉 for suitable functions f and g, using
Lemma 9.4 and (9.5). Using the fact that f and g are chosen arbitrarily and continuity in y of
the function C(y), the identity follows. Alternatively, the second identity can also be derived
from Lemma 9.1(i). 
9.2. Generators of Mˆ . The main step towards finding a generating set for Mˆ is the polar-
type decomposition for Q(p1, p2, n) from Proposition 9.8. The partial isometries U
σ,τ
n , σ, τ ∈
{−,+}, n ∈ Z, from Proposition 9.8 give us the required extra generators for the dual von
Neumann algebra Mˆ . First we show that the operators Uσ,τn belong to the von Neumann
algebra Mˆ .
Proposition 9.10. For l ∈ Z and σ, τ ∈ {−,+}, the operator Uσ,τl belongs to Mˆ .
Proof. Since Q(p1, p2, n) ∈ Mˆ by Proposition 4.9, the polar decomposition Q(p1, p2, n) =
U(p1, p2, n) |Q(p1, p2, n)| of Proposition 9.7 gives that U(p1, p2, n) ∈ Mˆ , |Q(p1, p2, n)| ∈ Mˆ .
Recall that U(p1, p2, n) = Υ
∗ V (p1, p2, n) Υ, and that
V sgn(p1),sgn(p2)n = sgn
(
N(·; p1, p2, n)
)
V (p1, p2, n).
Define the Borel sets A = {x ∈ R | N(x; p1, p2, n) > 0}, B = {x ∈ R | N(x; p1, p2, n) < 0}, so
that
V sgn(p1),sgn(p2)n = M(χA(·)) V (p1, p2, n) − M(χB(·)) V (p1, p2, n)
and
U sgn(p1),sgn(p2)n = Υ
∗ V sgn(p1),sgn(p2)n Υ
= Υ∗M(χA) ΥΥ∗ V (p1, p2, n)Υ − Υ∗M(χB) ΥΥ∗ V (p1, p2, n) Υ
= EΩ(A)U(p1, p2, n) − EΩ(B)U(p1, p2, n)
where χA is the indicator function of the set A and EΩ is the spectral decomposition of the
Casimir operator using Theorem 8.13. Since the Casimir operator Ω is affiliated to Mˆ by
Theorem 4.6, it follows that the spectral projections EΩ(A), EΩ(B) ∈ Mˆ . Since we already
noted that U(p1, p2, n) ∈ Mˆ , we see that U sgn(p1),sgn(p2)n ∈ Mˆ . 
We can now show that the partial isometries Uσ,τn provide the extra generators for Mˆ that
we need. The following properties are useful.
Lemma 9.11. Let m,n, n′ ∈ Z, p ∈ qZ and ε, η, σ, τ ∈ {−,+}, then the partial isometries
Uσ,τn : K(p,m, ε, η)→ K(p,m+ n, σε, τη) satisfy the following properties:
(i) U++n+n′ = U
++
n U
++
n′ ,
(ii) U−−n = U
+−
n U
−+
0 ,
(iii) U+−n = U
+−
0 U
++
n ,
(iv) U−+n = U
++
n U
−+
0 ,
DUAL QUANTUM GROUP 67
(v) (Uσ,τn )
∗ = σn+1τ ǫ(p)(1−σ)+1Uσ,τ−n .
Proof. This follows directly from the definition of Uσ,τn , see (9.7) and (9.8). For the computa-
tion of (Uσ,τn )
∗ it is useful to observe that ντ−n(λ; p)ν
τ
n(στλ; p) is equal to −1 for σ = τ = −
and ǫ(p) = 1
2
, and it is equal to 1 in all other cases. 
Now we can finally show that the von Neumann algebra Mˆ is generated by K, E, U+−0 and
U−+0 .
Proof of Theorem 4.13. From Propositions 9.8, 9.10 and Lemma 9.11 it follows that Mˆ is
generated by K, Ω, U++1 , U
+−
0 and U
−+
0 . Using (9.6) and writing A(λ) explicitly, using the
appropriate c-functions, we find for x = µ(λ) ∈ I(p,m, ε, η) ∩ I(p,m+ 1, ε, η)
G(λ; p,m+ 1, ε, η) = ηG(λ; p,m, ε, η),
hence (V ++1 g)(x) = g(x), so we see from (8.27), (8.28), (8.29) and (8.30) that U
++
1 = Υ
∗V ++1 Υ
is the partial isometry in the polar decomposition of E. Then, using Definition 4.5 for Ω, it
follows that Mˆ is generated by K, E, U+−0 and U
−+
0 . 
10. Unitary corepresentations
In this section we need the function υ : qZ → Z defined by
υ(t) =
1
2
χ(t) + ǫ(t), t ∈ qZ. (10.1)
So if t = q2k or t = q2k−1 for some k ∈ Z, then υ(t) = k.
Recall from Section 5 that we assume p ∈ qZ, m ∈ Z and ε, η ∈ {−,+}. Let Kd(p,m, ε, η)
denote the closed subspaces ofK(p,m, ε, η) spanned by all the eigenvectors of Ω inK(p,m, ε, η),
and denote its orthogonal complement by Kc(p,m, ε, η), so that we have a decomposition
K = Kc ⊕ Kd corresponding to the continuous and discrete spectrum of Ω. The unitary
operator Υε,ηp,m restricted to Kd(p,m, ε, η) or Kc(p,m, ε, η) is again a unitary operator mapping
into ℓ2(σd(p,m, ε, η)), respectively L
2([−1, 1]).
10.1. Discrete series. In this subsection we assume that x ∈ σd(p,m, ε, η). For ε, η ∈
{−,+}, p ∈ qZ and m ∈ Z, we define an element eε,ηm (p, x) ∈ Kd(p,m, ε, η) by
eε,ηm (p, x) = (Υ
ε,η
p,m)
∗δεηx =
∑
z∈J(p,m,ε,η)
gz(εηx; p,m, ε, η)f−m,εηpqmz,z .
Since {δx | x ∈ σd(p,m, ε, η)} is an orthonormal basis for ℓ2(σd(p,m, ε, η)), it follows from
unitarity of Υε,ηp,m that the set {eε,ηm (p, x) | εηx ∈ σd(p,m, ε, η)} is an orthonormal basis for
Kd(p,m, ε, η). This can also be seen directly from (B.19) and (B.38). Moreover, from Theorem
8.13 we see that eε,ηm (p, x) is an eigenvector of Ω for eigenvalue εηx.
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Lemma 10.1. The actions of the generators of Mˆ on eε,ηm (p, x) are given by
K eε,ηm (p, x) = p
1
2 qm eε,ηm (p, x),
(q−1 − q)E eε,ηm (p, x) = q−m−
1
2p−
1
2
√
1 + 2εηxq2m+1p+ q4m+2p2 eε,ηm+1(p, x),
U+−0 e
ε,η
m (p, x) = η (−1)υ(p) eε,−ηm (p, x),
U−+0 e
ε,η
m (p, x) = εη
χ(p)(−1)m e−ε,ηm (p, x).
Proof. The action of K follows from (7.19); the action of E follows from (8.27), (8.28), (8.29)
and (8.30). To determine the action of U+−0 we observe that
V +−0 δεηx(µ(γ)) = η ν
−
0 (γ; p)
G(γ; p,m, ε,−η)
G(−γ; p,m, ε, η) δεηx(−µ(γ))
= η (−1)υ(p) δ−εηx(µ(γ)),
by Lemma 10.2, see below. Applying Υ∗ gives us
U+−0 e
ε,η
m (p, x) = η (−1)υ(p) eε,−ηm (p, x).
The action of U−+0 is calculated in the same way. 
Lemma 10.2. We have
ν−0 (λ; p)
G(λ; p,m, ε,−η)
G(−λ; p,m, ε, η) = (−1)
υ(p), ν+0 (λ; p)
G(λ; p,m,−ε, η)
G(−λ; p,m, ε, η) = (−1)
m ηχ(p).
Proof. We treat here the formula for λ ∈ T, ε = η = +, and m ≤ 0 in detail. The formulas
corresponding to the other cases are obtained from similar computations. Note that, by
construction, all formulas are equal to ±1
Assume λ ∈ T, ε = η = +, and m ≤ 0. From writing A(λ; p,m,+,±) and E(λ; p,m) in
terms of q-shifted factorials and canceling common factors, we obtain (see (9.6))
G(λ; p,m,+,−)
G(−λ; p,m,+,+) =
λ1−m−χ(p)(qλ/p; q2)∞
(pqλ,−q3−2m/pλ,−q2m−1pλ; q2)∞
√
(qpλ±1,−q3−2mλ±1/p,−q2m−1pλ±1; q2)∞
(qλ±1/p; q2)∞
.
Recall here that (aλ±1; q)∞ = (aλ, a/λ; q)∞, which is strictly positive for 0 6= a ∈ R and
λ ∈ T. Now assume ǫ(p) = 1
2
. Using the θ-product identity (B.1) we may write
(qλ/p; q2)∞ = (−1)υ(p)λυ(p)q−υ(p)(υ(p)−1) (1/λ, q
2λ; q2)∞
(pq/λ; q2)∞
,
(−q3−2m/pλ,−q2m−1pλ; q2)∞ = λ1−m−υ(p)q−(m+υ(p)−1)(m+υ(p)−2)(−λ,−q2/λ; q2)∞,
from which it follows that
G(λ; p,m,+,−)
G(−λ; p,m,+,+) = (−1)
υ(p) λ (1/λ, q
2λ; q2)∞
(−λ,−q2/λ; q2)∞
√
(−λ±1,−q2λ±1; q2)∞
(λ±1, q2λ±1; q2)∞
.
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Using the identity (aq; q)∞ = (a; q)∞/(1 − a), and using (a±1; q) > 0 for a ∈ T, the above
expression reduces to
(−1)υ(p) 1 + λ
1− λ
√
(1− λ)(1− λ−1)
(1 + λ)(1 + λ−1)
.
From this expression we finally obtain
G(λ; p,m,+,−)
G(−λ; p,m,+,+) =
{
i (−1)υ(p) λ ∈ T+,
i (−1)υ(p)+1 λ ∈ T−.
Using ν−0 (λ; p) = ∓i for λ ∈ T±, the result follows for the case ǫ(p) = 12 .
Next we assume ǫ(p) = 0. The θ-product identity (B.1) gives in this case
(qλ/p; q2)∞ = (−1)υ(p)(λ/q)υ(p)q−υ(p)(υ(p)−1) (qλ
±1; q2)∞
(pq/λ; q2)∞
,
(−q3−2m/pλ,−q2m−1pλ; q2)∞ = (qλ)1−m−υ(p)q−(m+υ(p)−1)(m+υ(p)−2)(−qλ±1; q2)∞.
Now all q-shifted factorials become symmetric in λ and λ−1, hence positive, and this leads to
G(λ; p,m,+,−)
G(−λ; p,m,+,+) = (−1)
υ(p) (qλ
±1; q2)∞
(pqλ±1,−qλ±1; q2)∞
√
(pqλ±1,−qλ±1; q2)2∞
(qλ±1; q2)2∞
= (−1)υ(p).
This proves the result in case ǫ(p) = 0. 
Notice that the invariance of Lp,x as defined in Lemma 5.1 follows from the fact that for
p1, p2 ∈ Iq and n ∈ Z, the operator
Q(p1, p2, n) : K(p,m, ε, η)→ K(p,m+ n, sgn(p1) ε, sgn(p2) η)
and sgn(p1p2) Q(p1, p2, n) Ω ⊆ ΩQ(p1, p2, n) for all p1, p2 ∈ Iq and n ∈ Z, see Lemma 7.1 and
Proposition 4.9. This proves that Lp,x is an invariant subspace for Mˆ , hence it gives rise to a
corepresentation of (M,∆). Since W is the multiplicative unitary, its restriction Wp,x is also
unitary. This proves Lemma 5.1.
In order to prove Proposition 5.2 we have to do some bookkeeping, based on the discrete
spectrum of the Casimir operator Ω acting on K(p,m, ε, η) given as σd(p,m, ε, η) = {µ(λ) |
λ ∈ D(p,m, ε, η)}, where the set D(p,m, ε, η) is given explicitly in (8.10), (8.14), (8.18). So
we have to keep track which of the eigenvectors eε,ηm (p, x) in Lp,x correspond to eigenvalues in
the spectrum of Ω in K(p,m, ε, η).
Proof of Proposition 5.2. Note that p = q−l−j and |λ| = q1+l−j. Since |λ| > 1, it follows that
l < j. In order to see that |λ| ∈ q2Z+1p, consider x = µ(λ) where λ ∈ −q−N ∪ q−N. It
follows from (8.10), (8.14) and (8.18) that if there exist m ∈ Z and ε, η ∈ {−,+} such that
K(p,m, ε, η) ∋ eε,ηm (p, x) 6= 0, then |λ| ∈ q2Z+1p.
Assume first that x > 0. It follows from (8.18) that an eigenvector e++m (p, x) ∈ K(p,m,+,+)
is non-zero if and only if x = µ(q1+2kp) such that q1+2kp > 1. So such an eigenvector exists
for all m ∈ Z. It follows from (8.14) that such an eigenvector e−−m (p, x) ∈ K(p,m,−,−) does
not exist, since the discrete spectrum of Ω on K(p,m,−,−) is always negative. A check shows
that eigenvectors e+−m (p, x) ∈ K(p,m,+,−) satisfying Ω e+−m (p, x) = −µ(q1+2kp) e+−m (p, x) ex-
ist precisely when k ≥ −m. Similarly, eigenvectors e−+m (p, x) ∈ K(p,m,−,+) satisfying
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Ω e−+m (p, x) = −µ(q1−2jp−1) e−+m (p, x) exist precisely when j ≤ m. This covers the case (i) of
Proposition 5.2.
For the remainder of the proof we assume x < 0. Since l < j, it cannot happen that j ≤ 0
and l ≥ 0. We start by looking at eigenvectors for positive eigenvalues of Ω in K(p,m, ε, η) for
ε 6= η. From (8.10) it follows that such eigenvectors occur for the eigenvalue −x = µ(q1+2lp) in
K(p,m,−,+) precisely when l ≥ 0 and that such eigenvectors occur for the eigenvalue −x =
µ(q1−2jp−1) in K(p,m,+,−) precisely when j ≤ 0. So these cases cannot occur simultaneously,
and we consider them separately.
From (8.18) we find eigenvectors e++m (p, x) in case l ≥ max(0, m) or j ≤ 0. Using (8.14)
we see that e−−m (p, x) is an eigenvector for the eigenvalue x precisely when l ≥ 0 or l ≥ m for
the case pqm ≤ 1, i.e. l + j ≤ m. In case pqm ≥ 1, or l + j ≥ m, we see that e−−m (p, x) is an
eigenvector for the eigenvalue x precisely when j ≤ 0 or j ≤ m.
Assume l ≥ 0, and hence j > 0. Then we find no eigenvectors of type e+−m (p, x) and
e−+m (p, x) for all m ∈ Z by (8.10). We find e++m (p, x) for all m ∈ Z with m ≤ l by considering
the case m ≤ 0 and m ≥ 0 separately in (8.18). Consider now (8.14). In case m ≤ l + j (or
qmp ≥ 1) we find eigenvectors e−−m (p, x) for j ≤ 0, which is excluded in this case, or j ≤ m.
So in total we get e−−m (p, x) for j ≤ m ≤ l + j. In case m ≥ l + j (or qmp ≤ 1) we find
eigenvectors e−−m (p, x) for l ≥ m, which is excluded since it implies j ≤ 0, and for l ≥ 0. So
we find e−−m (p, x) for m ≥ l + j. Combining we find e−−m (p, x) for all m ∈ Z with m ≥ j. This
gives case (ii) of Proposition 5.2. Case (iii) is obtained similarly by analyzing j ≤ 0 and hence
l < 0. 
Next we show that the corresponding unitary corepresentations of (M,∆) are irreducible.
Proof of Proposition 5.3. We have already observed that Lp,x is invariant. Consider Lp,x with
the convention p = q−l−j with l < j as in Proposition 5.2, and assume for the moment that
l + 1 6= j, or l + 1 < j. We claim that is possible to choose ε, η ∈ {±}, m ∈ Z so that
(1) 0 6= eε,ηm (p, x) ∈ Lp,x
(2) esε,tηm (p, x) /∈ Lp,x for (s, t) = (−,+), (+,−), (−,−).
Take m ∈ Z such that l < m < j, which is possible by the assumption l + 1 < j. By
Proposition 5.2 we find by inspection that e++m (p, x) in case (i), e
−+
m (p, x) in case (ii) and
e+−m (p, x) in case (iii) gives the required choice.
Recall that K is affiliated to Mˆ , see Proposition 4.4. Thus, if P denotes the spectral
projection of K with respect to the eigenvalue p
1
2 qm, we find P ∈ Mˆ . So P |Lp,x is the
orthogonal projection onto the closed subspace spanned by {es,tm (p, x) | s, t ∈ {−,+} }. But
by our choice of m,ε and η, this implies that P |Lp,x is the orthogonal projection onto eε,ηm (p, x).
So we can look at the invariant subspace of Lp,x generated by the vector eε,ηm (p, x).
Consider the closure L of {T |Lp,x eε,ηm (p, x) | T ∈ Mˆ}, so that L is an invariant subspace of
Lp,x and L 6= {0}. Using Lemma 10.1 the partial isometry V in the polar decomposition of
E maps eε,ηm (p, x) to e
ε,η
m+1(p, x) if this corresponds to an eigenvector of Ω in K(p,m + 1, ε, η)
and to zero if this is not the case. Using Lemma 10.1 and the fact that the partial isometry
V ∈ Mˆ by Proposition 7.8, we see that all other vectors in the three lists for Lp,x in Proposition
5.2 can be reached by repeated application of V , V ∗, U+−0 and U
−+
0 . Hence L = Lp,x, and
irreducibility follows.
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In case l + 1 = j we cannot establish that P |Lp,x is the orthogonal projection on a single
vector in the lists as in Proposition 5.2, but we can view it, by taking m = l, as an orthog-
onal projection on the subspace C e++l (p, x) ⊕ Ce−+l (p, x) in case (i) of Proposition 5.2, on
C e−+l (p, x) ⊕ Ce++l (p, x) in case (ii) and on C e+−l (p, x) ⊕ Ce−−l (p, x) in case (iii). Now use
the fact that the partial isometry V ∈ Mˆ of E kills the second vector in each of these spaces
to see that the range of the composition V |Lp,xP |Lp,x has dimension 1 spanned by e++l+1(p, x) in
case (i), by e−+l+1(p, x) in case (ii) and by e
+−
l+1(p, x) in case (iii). Now we can argue as in the
case l + 1 > j above to find that Lp,x is irreducible. 
10.2. Principal series. We start by recalling the definition of Section 5. Let x = cos θ ∈
[−1, 1] and p ∈ qZ. We define a Hilbert space Lp,x by
Lp,x =
⊕
ε,η∈{−,+}
ℓ2ε,η(p, x),
where each space ℓ2ε,η(p, x) denotes a copy of ℓ
2(Z) with standard orthonormal basis {eε,ηm (p, x) |
m ∈ Z}. For convenience we recall the definition of the operators K,E, U+−0 , U−+0 on Lp,x as
given in (5.2);
K eε,ηm (p, x) = p
1
2 qm eε,ηm (p, x),
(q−1 − q)E eε,ηm (p, x) = q−m−
1
2p−
1
2 |1 + εηpq2m+1eiθ| eε,ηm+1(p, x),
U+−0 e
ε,η
m (p, x) = η (−1)υ(p) eε,−ηm (p, x),
U−+0 e
ε,η
m (p, x) = εη
χ(p)(−1)m e−ε,ηm (p, x).
(10.2)
The operators E and K are unbounded closable operators with dense domain the finite linear
combinations of the orthonormal basis vectors eε,ηm (p, x), m ∈ Z, ε, η ∈ {−,+}. The operators
U+−0 and U
−+
0 are bounded; they are isometries.
Remark 10.3. It is useful to observe that each subspace ℓ2ε,η(p, x) of Lp,x is a principal series
Uq(su(1, 1))-module as defined by (8.22). The above defined actions of K and E on e
ε,η
m (p, x)
coincide with the actions of K and E in the principal series representation πb,ǫ(p) on the
standard basis vector em+k, where µ(q
2ib) = −εηx and p = q2k+2ǫ(p). Using Ω = 1
2
(
(q−1 −
q)2E∗E− qK2− q−1K−2) it can be verified that Ω eε,ηm (p, x) = εηx eε,ηm (p, x). Furthermore, the
discrete series corepresentations from Lemma 10.1 can (formally) be obtained from (10.2) by
taking εηx in the discrete spectrum of Ω.
The operators (10.2) generate a von Neumann algebra Mˆp,x. We can construct the elements
Qp,x(p1, p2, n), p1, p2 ∈ Iq, n ∈ Z} for Mˆp,x, basically by reversing the arguments that led to
the proof of Theorem 4.13. Let us first define operators Uσ,τn : Lp,x → Lp,x for n ∈ Z and
σ, τ ∈ {−,+} as follows. We set U++0 = Id, and we define U++1 as the partial isometry in
the polar decomposition of E, i.e., U++1 e
ε,η
m (p, x) = e
ε,η
m+1(p, x). Now we define U
σ,τ
n , n ∈ Z,
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σ, τ ∈ {−,+}, recursively by
U++n = U
++
n−1U
++
1 , n ∈ N,
U+−n = U
+−
0 U
++
n , n ∈ N,
U−+n = U
++
n U
−+
0 , n ∈ N,
U−−n = U
+−
n U
−+
0 , n ∈ N0,
Uστ−n = σ
n+1τ ǫ(p)(1−σ)+1(Uστn )
∗, n ∈ N.
From (10.2), Lemma 10.2 and the identity G(λ; p,m+1, ε, η) = ηG(λ; p,m, ε, η), see the proof
of Theorem 4.13 at the end of Section 9.2, we find
Uστn e
εη
m (p, x) = ε
1
2
(1−σ)η
1
2
(1−τ)+nντn(λ; p)
G(λ; p,m+ n, σε, τη)
G(στλ; p,m, ε, η)
eσε,τηm+n (p, x), (10.3)
where µ(λ) = x. Now for p1, p2 ∈ Iq we set σ = sgn(p1), τ = sgn(p2), and we define
Qp,x(p1, p2, n) = U
σ,τ
n H(Ω; p1, p2, n)P (p1, p2, n),
where P (p1, p2, n) is the spectral projection of K defined in (10.2) corresponding to the eigen-
value
√
q−n|p2/p1|, and H is the function defined in Proposition 9.8.
Lemma 10.4. The operators Qp,x(p1, p2, n) have the following properties:
(i) Qp,x(p1, p2, n) acts on the standard basisvectors of Lp,x by
Qp,x(p1, p2, n)e
ε,η
m (p, x) =
{
0, q2m 6= q−n∣∣ p2
p1p
∣∣,
C(στεη x;m, ε, η; p1, p2, n) e
σε,τη
m+n (p, x), q
2m = q−n
∣∣ p2
p1p
∣∣,
where C is the function given by (9.9).
(ii) In Mˆp,x we have
Qp,x(p1, p2, n)Qp,x(r1, r2, m) = 0,
if |p2
p1
| 6= qm or | r1
r2
| 6= qn, and
Qp,x(p1, p2, n)Qp,x(r1, r2, m) =
∑
x1,x2∈Iq
sgn(x1)=sgn(p1r1)
sgn(x2)=sgn(p2r2)
ax1(r1, p1)ax2(r2, p2)Qp,x(x1, x2, n+m).
if |p2
p1
| = qm and | r1
r2
| = qn.
(iii) The adjoint of Qp,x(p1, p2, n) in Mˆp,x is given by
Qp,x(p1, p2, n)
∗ = (−q)n sgn(p1)χ(p1) sgn(p2)χ(p2)Qp,x(p1, p2,−n).
Proof. (i) First note that P (p1, p2, n) is the orthogonal projection onto
Span
{
eε,ηm (p, x) | q2m = q−n
∣∣ p2
p1p
∣∣, ε, η ∈ {−,+}}.
The explicit action of Qp,x(p1, p2, n) on an orthonormal basisvector e
ε,η
m (p, x) now follows from
(10.3) and (9.9).
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(ii) By (i) the product of two Qp,x operators is given by
Qp,x(p1, p2, n)Qp,x(r1, r2, m)e
ε,η
k (p, x) =
C(y; k +m, sgn(r1)ε, sgn(r2)η; p1, p2, n)C(sgn(p1p2) y; k, ε, η; r1, r2, m) e
ε′,η′
k+m+n(p, x)
if q2k = q−m| r2
r1p
| and q2k+2m = q−n| p1
p2p
|, and it is zero otherwise. Here y = sgn(p1p2r1r2) εηx,
ε′ = sgn(r1p1)ε and η′ = sgn(r2p2)η. Now we use the product formula for the function C from
Lemma 9.9, then it follows that
Qp,x(p1, p2, n)Qp,x(r1, r2, m)e
ε,η
k (p, x) =∑
x1,x2∈Iq
sgn(x1)=sgn(p1r1)
sgn(x2)=sgn(p2r2)
|x1|=|x2|
ax1(r1, p1)ax2(r2, p2)C(y; k, ε, η; x1, x2, m+ n)e
ε,η
k (p, x).
if |p2
p1
| = qm and | r1
r2
| = qn, and the product is zero otherwise. Observe that inside the sum on
the right hand side the condition q2k = q−n−m| x1
x2p
| is satisfied because |x1| = |x2|, and since
Qp,x(x1, x2, n+m) = 0 otherwise, the product formula for two Qp,x operator follows.
(iii) The adjoint of Qp,x(p1, p2, n) follows from (i) and the symmetry property for C from
Lemma 9.9. 
Proposition 10.5. Let p1, p2 ∈ Iq, n ∈ Z, and let ωf,g ∈ B(K)∗ be the normal functional
given by ωf,g(y) = 〈yf, g〉 for y ∈ B(K), where f = f0,p1,1 and g = fn,p2,1. Then there exists a
unique unitary corepresentation Wp,x ∈M ⊗B(Lp,x) such that
(ωf,g ⊗ Id)(W ∗p,x) = Qp,x(p1, p2, n).
The proof of this proposition follows from Lemmas 10.6 - 10.9.
Lemma 10.6. Assume p1, t1 ∈ Iq, m1, m ∈ Z and ε, η ∈ {−,+}. There exists a unique
co-isometry Wp,x ∈M ⊗ B(Lp,x) such that
W ∗p,x
(
fm1p1t1 ⊗ eε,ηm (p, x)
)
=∑
p2∈Iq
C(sgn(p1p2)εηx;m, ε, η; p1, p2, χ(p2/p1p)− 2m)
× fχ(p2/p1p)+m1−2m,p2,t1 ⊗ esgn(p1)ε,sgn(p2)ηχ(p2/p1p)−m (p, x).
(10.4)
Proof. We set WΥ = (Id ⊗ Υ)W (Id ⊗ Υ∗). For i = 1, 2, assume mi, ni ∈ Z, pi, ti ∈ Iq,
εi, ηi,∈ {−,+}, p ∈ qZ, gi ∈ L2(I(p,mi, εi, ηi)). Recall from (7.14) that
(
ωfn1p1t1 ,fn2p2t2 ⊗
Id
)
(W ∗) = δt1t2Q(p1, p2, n2 − n1), then by Lemma 9.4 and (9.1) we have〈
W ∗Υ(fn1p1t1 ⊗ g1), fn2p2t2 ⊗ g2
〉
=
〈(
ωfn1p1t1 ,fn2p2t2 ⊗ Id
)
(W ∗Υ)g1, g2
〉
= δt1t2δsgn(p1)ε1,ε2δsgn(p2)η1,η2δm1+n2−n1,m2
〈
C( · ;m1, ε1, η1; p1, p2, n2 − n1)g1
(
sgn(p1p2 ·
)
, g2
〉
,
if p = qn1−n2−2m1 |p2
p1
|, and the expression is equal to zero otherwise. Now it follows that
W ∗Υ(fn1p1t1 ⊗ g1) =
∑
p2∈Iq
fk1,p2,t1 ⊗ C( · ;m1, ε1, η1; p1, p2, k1 − n1)g1(sgn(p1p2) · ),
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where ki = ki(p2) ∈ Z, i = 1, 2, is determined by p = qni−ki−2mi |p2p1 |.
Let (δn)n∈N be a sequence of nonnegative real-valued continuous functions on [−1, 1] that
approximate the Dirac δ-distribution δ(·−x). In particular, the functions δn have the following
property:
lim
n→∞
∫ 1
−1
δn(u)f(u)du = f(x),
for a continuous function f on [−1, 1]. We write δn( · ; p,mi, εi, ηi) for the function δn(εiηi · )
considered as a function in L1(I(p,mi, εi, ηi)). In particular, δn(x; p,mi, εi, ηi) = 0 for x 6∈
[−1, 1]. We set gi =
√
δ( · ; p,mi, εi, ηi), then by unitarity of WΥ,
δn1n2δp1p2δt1t2δm1m2δε1ε2δη1η2 =
〈
W ∗Υ(fn1p1t1 ⊗ g1),W ∗Υ(fn2p2t2 ⊗ g2)
〉
= δt1t2δn1−2m1−χ(p1),n2−2m2−χ(p2)δm1−n1,m2−n2δsgn(p1)ε1,sgn(p2)ε2δη1η2
×
∑
p3∈Iq
∫ 1
−1
g1(sgn(p1p3)x)g2(sgn(p2p3)x)
× C(x;m1, ε1, η1; p1, p3, k1 − n1)C(x;m2, ε2, η2; p2, p3, k2 − n2)dx
= δt1t2δn1−2m1−χ(p1),n2−2m2−χ(p2)δm1−n1,m2−n2δsgn(p1)ε1,sgn(p2)ε2δη1η2
×
∑
p3∈Iq
∫ 1
−1
δn(sgn(p1p3)ε1η1x)C(x;m1, ε1, η1; p1, p3, k1 − n1)C(x;m2, ε1, η1; p1, p3, k2 − n2)dx.
Here ki = ki(p3). Note that C is real-valued on [−1, 1]. Since the function C is continuous on
[−1, 1], we find from letting n→∞,
δp1p2 =
∑
p3∈Iq
C(sgn(p3)y;m1, ε1, η1; p1, p3, χ(p3/pp1)− 2m1)
×C(sgn(p3)y;m1 + χ(p1/p2), sgn(p1p2)ε1, η1; p2, p3, χ(p3/pp1)− 2m1 + χ(p2/p1)),
where y = sgn(p1)ε1η1x. Absolute convergence of this sum is obtained from Lemma B.12, see
also the proof of Lemma 11.2. Now it follows that W ∗p,x defined by (10.4) is an isometry.
Furthermore, from the explicitly formula forW ∗p,x we see that W
∗
p,x commutes with M(ζ
n)⊗
IdL2(Iq) ⊗ y ⊗ IdLp,x for all n ∈ Z and y ∈ B(L2(Iq)). Therefore
W ∗p,x ∈
(
L∞(T)⊗C IdL2(Iq)⊗B(L2(Iq))⊗C IdLp,x
)′
= L∞(T)⊗B(L2(Iq))⊗C IdL2(Iq)⊗B(Lp,x),
so we have indeed Wp,x ∈ M ⊗ B(Lp,x), by Remark 3.5 and the observation recalled after
Definition 3.2. 
Lemma 10.7. Let m1, m2 ∈ Z, p1, p2, t1, t2 ∈ Iq, then
(ωfm1p1t1 ,fm2p2t2 ⊗ Id)(W ∗p,x) = δt1t2Qp,x(p1, p2, m2 −m1).
Proof. Let m ∈ Z and ε, η ∈ {−,+}. From Lemma 10.6 we find
(ωfm1p1t1 ,fm2p2t2 ⊗ Id)(W ∗p,x)eε,ηm (p, x) =
δt1t2δχ(p2/p1p)+m1−2m,m2C(sgn(p1p2)εηx;m, ε, η; p1, p2, m2 −m1) esgn(p1)ε,sgn(p2)ηm+m2−m1 (p, x).
Compare this with Lemma 10.4(i), then the result follows. 
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Lemma 10.8. Wp,x is a corepresentation of (M,∆), i.e.,
(∆⊗ Id)(Wp,x) = (Wp,x)13(Wp,x)23.
Proof. We use the structure formula for the Qp,x operators from Lemma 10.4. For i = 1, 2 let
mi, ni ∈ Z and pi, ri, si, ti ∈ Iq. Define for i = 1, 2 the elements fi, gi ∈ K by fi = fni,pi,ti and
gi = fmi,ri,si. By Lemmas 10.4 and 10.7 we have(
(ωf1,f2 ⊗ Id)(W ∗p,x)
)(
(ωg1,g2 ⊗ Id)(W ∗p,x)
)
= δt1t2δs1s2Qp,x(p1, p2, n)Qp,x(r1, r2, m)
= δt1t2δs1s2δχ(p2/p1),mδχ(r1/r2),n
∑
x1,x2∈Iq
sgn(x1)=sgn(p1r1)
sgn(x2)=sgn(p2r2)
ax1(r1, p1)ax2(r2, p2)Qp,x(x1, x2, n+m),
where n = n2 − n1 and m = m2 −m1. Similar as in the proof of Proposition 4.10, see §7.3, it
now follows that(
(ωf1,f2 ⊗ Id)(W ∗p,x)
)(
(ωg1,g2 ⊗ Id)(W ∗p,x)
)
=
(
ωW (g1⊗f1),W (g2⊗f2) ⊗ Id
)
(1⊗W ∗p,x),
where W ∈ B(K ⊗K) denotes the multiplicative unitary. We rewrite the right hand side as
(ωg1,g2 ⊗ ωf1,f2 ⊗ Id)
(
(W ∗ ⊗ 1)(1⊗W ∗p,x)(W ⊗ 1)
)
,
then we conclude that W ∗12(W
∗
p,x)23W12 = (W
∗
p,x)23(W
∗
p,x)13. Using ∆(y) = W
∗(1 ⊗ y)W for
y ∈M , it follows that (∆⊗ Id)(Wp,x) = (Wp,x)13(Wp,x)23. 
Lemma 10.9. Wp,x is unitary.
Proof. For i = 1, 2 let mi, ni ∈ Z, pi, ti ∈ Iq, εi, ηi ∈ {−,+}. Using Lemma 10.6 we find
Wp,x(fm2,p2,t2 ⊗ eε2,η2n2 (p, x)) =∑
p1∈Iq
C(εηx;χ(p2/p1p)− n2, sgn(p1)ε2, sgn(p2)η2; p1, p2, 2n2 − χ(p2/p1p))
× fχ(p2/p1p)+m2−2n2,p1,t2 ⊗ esgn(p1)ε2,sgn(p2)η2χ(p2/p1p)−n2 (p, x).
Let WΥ be defined as in the proof of Lemma 10.6, and for i = 1, 2 let gi ∈ L2(I(p, ni, εi, ηi)).
Using (9.5) it follows that〈
fm1p1t1 ⊗ g1,WΥ(fm2p2t2 ⊗ g2)
〉
=
(−q)m2−m1sgn(p1)χ(p1)sgn(p2)χ(p2)
〈
f−m2,p2,t2 ⊗ g1,W ∗Υ(f−m1,p1,t1 ⊗ g2)
〉
.
In the same way we find from Lemmas 10.7 and 10.4(iii)〈
fm1,p1,t1 ⊗ eε1,η1n1 (p, x),Wp,x
(
fm2,p2,t2 ⊗ eε2,η2n2 (p, x)
)〉
=
(−q)m2−m1sgn(p1)χ(p1)sgn(p2)χ(p2)
〈
f−m2,p2,t2 ⊗ eε1,η1n1 (p, x),W ∗p,x
(
f−m1,p1,t1 ⊗ eε2,η2n2 (p, x)
)〉
.
It is now straightforward to check that Wp,x is obtained from WΥ in the same as W
∗
p,x from
W ∗Υ in the proof of Lemma 10.6. Then it follows that Wp,x is an isometry, as is W
∗
p,x, hence
Wp,x is unitary. 
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It is a direct consequence of the proof of Lemma 10.6 that the corepresentations Wp,x occur
as principal series in the left regular corepresentation W of (M,∆) as in Proposition 5.6. Let
us give the intertwiner explicitly.
First observe that we have
Kc(p) =
⊕
ε,η∈{−,+}
K(p, ε, η) ∩ Kc,
where
K(p, ε, η) =
⊕
m∈Z
K(p,m, ε, η).
We define
Iε,ηp : Kc(p, ε, η)→
∫ 1
−1
ℓ2ε,η(p, x) dx
fm 7→
∫ 1
−1
(
Υε,ηp,mfm
)
(εηx) eε,ηm (p, x) dx,
where fm = fm(p, ε, η) ∈ Kc(p,m, ε, η). The intertwiner Ip : K(p) →
∫ 1
−1 Lp,x dx which
implements the equivalence in Proposition 5.6 is given by
Ip =
⊕
ε,η∈{−,+}
Iε,ηp .
Remark 10.10. In Section 8.4 the Uq(su(1, 1))-representations πK(p, ε, η) on K(p, ε, η) are de-
composed into irreducible ∗-representations. Let πKc(p, ε, η) be the Uq(su(1, 1))-representation
πK(p, ε, η) restricted to Kc(p, ε, η). Using the decompositions from Section 8.4, see Theorems
8.14, 8.15, 8.16 and 8.17, we see that
πKc(p, ε, η) ∼=
∫ 1
−1
πb(−εηx),ǫ(p) dx,
where b(y), y ∈ [−1, 1], is the unique number in [0,− π
2 ln q
] determined by µ(q2ib(y)) = y. Here
we regard ℓ2ε,η(p, x) as a Uq(su(1, 1))-module as explained in Remark 10.3. The operators
Iε,ηp are the precisely the intertwiners for the above equivalence. Here we regard ℓ
2
ε,η(p, x) as
Uq(su(1, 1))-modules corresponding to the principal series πb(−εηx),ǫ(p) as explained in Remark
10.3.
Next we decompose the principal series corepresentations into irreducible corepresentations.
We need the following closed subspaces of Lp,x:
L1p,x = Span
{
e++m (p, x) + i
χ(p)e−−m (p, x), e
+−
m (p, x)− iχ(p)e−+m (p, x) | m ∈ Z
}
,
L2p,x = Span
{
e++m (p, x)− iχ(p)e−−m (p, x), e+−m (p, x) + iχ(p)e−+m (p, x) | m ∈ Z
}
.
(10.5)
Lemma 10.11. The spaces Ljp,x, j = 1, 2, are orthogonal Wp,x-invariant subspaces of Lp,x.
Proof. The orthogonality of L1p,x and L2p,x is immediate from their definitions. Using the actions
(10.2) of the generators of Mˆ it is a straightforward exercise to check that Ljp,x, j = 1, 2, are
Wp,x-invariant. 
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For j = 1, 2, we denote by W jp,x the restriction of Wp,x to the subspace Ljp,x.
Proposition 10.12. For x 6= 0 the corepresentations W jp,x, j = 1, 2, are irreducible.
Proof. We prove the irreducibility of W 1p,x in case x 6= 0, for W 2p,x the proof is similar. Let
L be a nonzero closed W 1p,x-invariant subspace of L1p,x. We choose a nonzero vector v ∈ L.
For k ∈ Z, let Pk denote spectral projection of K onto the eigenspace corresponding to the
eigenvalue qkp
1
2 , i.e., Pk is the orthogonal projection onto Span{eε,ηk (p, x) | ε, η ∈ {−,+} }, see
(10.2). We have v =
∑
k∈Z Pkv, and since v 6= 0, there exists an m ∈ Z such that Pmv 6= 0.
Since K is affiliated to Mˆ , the projection Pm belongs to Mˆ , implying Pmv ∈ L. Now let C±x
denote the spectral projections of the Casimir Ω onto the eigenspaces corresponding to the
eigenvalues ±x, then Pmv = CxPmv +C−xPmv, so one of the vectors C±xPmv is nonzero. Let
us assume CxPmv is nonzero, then it is a nonzero multiple of e
++
m (x, p) + i
χ(p)e−−m (x, p), and
it belongs to L since Cx ∈ Mˆp,x. Applying U+−0 shows that e+−m (x, p) − iχ(p)e−+m (x, p) ∈ L.
Finally, applying the isometries in the polar decompositions of E and E∗ repeatedly, we find
that the vectors e++k (x, p) + i
χ(p)e−−k (x, p) and e
+−
k (x, p) − iχ(p)e−+k (x, p) belong to L for any
k ∈ Z, hence L = L1p,x. If CxPmv = 0, then C−xPmv 6= 0, and similar arguments show again
that L = L1p,x. 
In the proof of Proposition 10.12 we used the Casimir operator Ω to distinguish between
the spaces Span{e++m (p, x), e−−m (p, x) | m ∈ Z} and Span{e+−m (p, x), e−+m (p, x) | m ∈ Z}. For
x = 0 we can no longer do this, because now the restriction of Ω is the zero operator, so it
is possible that there are nontrivial irreducible subspaces inside L1p,0 and L2p,0. We define the
following closed subspaces of Lp,0:
L1,1p,0 = Span
{
e++m (p, 0) + i
χ(p)e−−m (p, 0) + i
χ(p)+1e+−m (p, 0) + i(−1)χ(p)+1e−+m (p, 0) | m ∈ Z
}
,
L1,2p,0 = Span
{
e++m (p, 0) + i
χ(p)e−−m (p, 0)− iχ(p)+1e+−m (p, 0) + i(−1)χ(p)e−+m (p, 0) | m ∈ Z
}
,
L2,1p,0 = Span
{
e++m (p, 0)− iχ(p)e−−m (p, 0) + iχ(p)+1e+−m (p, 0) + i(−1)χ(p)e−+m (p, 0) | m ∈ Z
}
,
L2,2p,0 = Span
{
e++m (p, 0)− iχ(p)e−−m (p, 0)− iχ(p)+1e+−m (p, 0) + i(−1)χ(p)+1e−+m (p, 0) | m ∈ Z
}
.
Observe that Ljp,0 = Lj,1p,0 ⊕Lj,2p,0, for j = 1, 2.
Proposition 10.13. Assume x = 0.
(i) For χ(p) odd, i.e., ǫ(p) = 1
2
, the corepresentations W jp,0, with j = 1, 2, are irreducible.
(ii) For χ(p) even, i.e., ǫ(p) = 0, the corepresentations W j,kp,0 = Wp,0|Lj,kp,0, with j, k ∈ {1, 2},
are irreducible.
Before proving Proposition 10.13, we note that Propositions 10.5, 10.12, 10.13 prove Propo-
sition 5.4.
Proof. We prove the proposition for j = 1. The case j = 2 is proved in the same way.
Let L be a nonzero closed W 1p,0-invariant subspace of L1p,0. In the same way as in the proof
of Proposition 10.12 it follows that the vectors
fm(cm) = e
++
m + i
χ(p)e−−m + cme
+−
m − cmiχ(p)e−+m , m ∈ Z,
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are in L for some (yet to be determined) constant cm, and every vector in L can be expanded in
terms of the vectors fm(cm). Here we use the shorthand notation e
εη
m = e
εη
m (p, 0), ε, η ∈ {−,+}.
Applying U−+0 we find
U−+0 fm(cm) = cmi
χ(p)(−1)m
[
e++m + i
χ(p)e−−m + (−1)χ(p)+1c−1m e+−m + (−i)χ(p)c−1m e−+m
]
.
Since U−+0 fm(cm) must be in L, we see that cm satisfies cm = (−1)χ(p)+1c−1m , so that
cm = ±iχ(p)+1.
Let us write f 1m = fm(i
χ(p)+1) and f 2m = fm(−iχ(p)+1), then L1,jp,0 = Span{f jm | m ∈ Z} for
j = 1, 2. Observe that Ef jm = dmf
j
m+1 for some constant dm. Let us assume that f
1
m ∈ L.
Applying U+−0 to f
1
m gives us
U+−0 f
1
m = (−1)υ(p)
[
e+−m − iχ(p)e−+m − iχ(p)+1e++m + (−1)χ(p)+1ie−−m
]
=
{
(−1)υ(p)+1iχ(p)+1f 1m, χ(p) even,
(−1)υ(p)+1iχ(p)+1f 2m, χ(p) odd,
so for χ(p) even we have L = L1,1p,0, and for χ(p) odd we have L = L1,1p,0 ⊕ L1,2p,0 = L1p,0. If we
assume f 2m ∈ L, we find in the same way that L = L1,2p,0 for χ(p) even. 
10.3. Complementary series. Let p ∈ q2Z, i.e., ǫ(p) = 0, and let x = ±µ(λ) with λ ∈ (q, 1).
Note that x is not in the spectrum of the Casimir operator in the left regular corepresentation,
which is described in Section 8.1. Let Lp,x =
⊕
ε,η∈{−,+} ℓ
2
ε,η(p, x) with orthonormal basis
{eε,ηn (p, x) | n ∈ Z, ε, η ∈ {−,+}}, similar as for the principal series corepresentations. We
define a unitary corepresentation Wp,x ∈ M ⊗ B(Lp,x) by
Wp,x(fm2,p2,t2 ⊗ eε2,η2n2 (p, x)) =∑
p1∈Iq
C(εηx;χ(p2/p1p)− n2, sgn(p1)ε2, sgn(p2)η2; p1, p2, 2n2 − χ(p2/p1p))
× fχ(p2/p1p)+m2−2n2,p1,t2 ⊗ esgn(p1)ε2,sgn(p2)η2χ(p2/p1p)−n2 (p, x).
with the function C from Proposition 9.4. Initially, the function C, as a function of x, is
only defined on the spectrum of Ω, but using the explicit expressions for A and S (see the
definition of C in Proposition 9.4), we can also define C for x = ±µ(λ) with λ ∈ (q, 1).
Observe that the denominator of A(λ; p,m, ε, η), contains factors with the square root of
(−q1−2nλ/p,−q1−2n/pλ; q2)∞ for a certain n ∈ Z. Assume −λ ∈ (q, 1), then this infinite
product is positive for p ∈ q2Z , but for p ∈ q2Z+1 it is not. For this reason we require
that p ∈ q2Z or ǫ(p) = 0, see (8.25). This corresponds nicely with the situation for the
principal unitary and complementary series representations of SU(1, 1) and Uq(su(1, 1)), see
Section 8.4. Formally the above defined corepresentation corresponds to the definition of the
principal series corepresentation Wp,x from Lemma 10.6. In particular, the actions of the
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generators of Mˆ on the basisvectors eε,ηm (p, x) are given by
K eε,ηm (p, x) = p
1
2 qm eε,ηm (p, x),
(q−1 − q)E eε,ηm (p, x) = q−m−
1
2p−
1
2
√
1 + 2εηxpq2m+1 + q4m+2p2 eε,ηm+1(p, x),
U+−0 e
ε,η
m (p, x) = η (−1)υ(p) eε,−ηm (p, x),
U−+0 e
ε,η
m (p, x) = εη
χ(p)(−1)m e−ε,ηm (p, x).
We call Wp,x the complementary series corepresentation of (M,∆). In order to show that
this is indeed a unitary operator, we need to find orthogonality relations and dual orthogonality
relations for the functions C in case x = ±µ(λ) with λ ∈ (q, 1). These relations are obtained
in Corollary 11.4 from the orthogonality relations for the function C by analytic continuation.
The fact that Wp,x is indeed a corepresentation is proved along the same lines as for the
principal series corepresentations. Here we need to show that the product identity from
Lemma 9.9 remains valid for x = ±µ(λ) with λ ∈ (q, 1). This is done in Lemma 11.1.
Finally, in the same way as Proposition 10.12 it can be proved that the subcorepresentations
W jp,x =Wp,x|Ljp,x , with the subspaces Ljp,x, j = 1, 2, defined as in (10.5), are irreducible.
11. Identities for special functions
11.1. Summation formulas from the action of Q(p1, p2, n). We start by proving the
summation formulas in Section 6.3, which essentially follow by the action of Q(p1, p2, n) with
respect to the spectral decomposition of the Casimir operator.
Proof of Theorem 6.10. In Lemma 9.4 we computed how the operator T (p1, p2, n) defined by
(9.1) acts on functions in L2(I(p,m, ε, η)). In this computation we actually proved a summa-
tion formula involving the functions ap(z, w) and the orthonormal functions gz(x; p,m, ε, η),
which are essentially Al-Salam–Chihara polynomials and little q2-Jacobi functions. Here we
write out explicitly, i.e., in terms of basic hypergeometric functions, the summation formula
corresponding to the case ε = η = +; in this case both gz-functions appearing in the formula
are little q-Jacobi functions, i.e., non-terminating 2ϕ1-functions. This is a rather tedious, but
straightforward computation. The second case follows similarly using ε = η = −. 
The product formula from Lemma 9.9 leads to the summation formula in Theorem 6.12
with the same structure as the formula from Theorem 6.10.
Proof of Theorem 6.12. We first write the formula from Lemma 9.9 in terms of the S-functions:
sgn(r1)
1
2
(1−sgn(p1))sgn(r2)
1
2
(1−sgn(p2))+nS(sgn(r1r2)λ; p1, p2, n)S(λ; r1, r2, m) =∑
(x1,x2)∈A
ax1(r1, p1)ax2(r2, p2)S(λ; x1, x2, m+ n),
(11.1)
where we denoted y = −sgn(p1p2r1r2)µ(λ) and canceled common factors. Now the result
follows from expressing the S-functions as 2ϕ1-functions and the ax-functions as Ψ-functions,
see Proposition B.10 and Definition 6.2. 
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Observe that the sum in Theorem 6.12 is actually a single sum. If we denote x1 =
sgn(p1r1)q
k, then x2 = sgn(p2r2)q
k, and we can write the above sum as a sum over k where
k ∈ N if sgn(p1r1) = − or sgn(p2r2) = −, and k ∈ Z if sgn(p1r1) = sgn(p2r2) = +. Fur-
thermore, if we set r1 = p1, r2 = p2 (this implies m = −n), and we use the second sym-
metry relation from Lemma B.11 for the function S, the left hand side in (11.1) contains
the product S(λ−1; p1, p2, n)S(λ; p1, p2, n), which is positive (this corresponds to the operator
Q(p1, p2, n)
∗Q(p1, p2, n)). So we find
(−1)χ(p2/p1)sgn(p1)χ(p1)sgn(p2)χ(p2)
∑
(x1,x2)∈A
ax1(p1, p1)ax2(p2, p2)S(λ; x1, x2, 0) > 0.
This leads to Corollary 6.13.
For the definition of the complementary series corepresentations of (M,∆) in Section 10.3,
the following lemma is crucial for showing that it is indeed a corepresentation.
Lemma 11.1. The identity from Theorem 6.12 is also valid for λ ∈ (q, 1). Consequently, if
n+m ∈ 2Z, the product formula for the function C in Lemma 9.9(i) also holds for y = µ(λ)
with λ ∈ (q, 1),
Proof. First we prove that the identity from Theorem 6.12, or equivalently (11.1), is also valid
for λ ∈ (q, 1). Actually, we prove a stronger result: the identity (11.1) holds for all λ ∈ C\{0}.
Recall that, for p1, p2 ∈ Iq and n ∈ Z, the function S(·; p1, p2, n) is analytic on C \ {0}. So
clearly the left hand side of (11.1) is analytic in λ on C\{0}. We show that the right hand side
of (11.1) also defines an analytic function, then the result follows from analytic continuation.
Let r1, r2, p1, p2 ∈ Iq and n,m ∈ Z. Assume λ ∈ K ⊂ C \ {0} where K is a compact set,
then there exists a constant B > 0 such that |λ| < B and |λ−1| < B. We define g : qZ → R by
g(x) =
{
q3χ(x)Bχ(x), x ≤ q,
q−(n+m)χ(x), x ≥ 1.
By Lemma B.12 there exists a constant C > 0 such that
|S(λ; x1, x2, n+m)| < Cg(|x1|),
for (x1, x2) ∈ A. Furthermore, by Lemma B.4 there exists a constant D′ > 0 such that
|ax(r, p)| ≤ D′qχ(x)[χ(r/p)− 32 ]q 12χ(x)2 , x, r, p ∈ Iq,
so that
|ax1(r1, p1)asgn(r2p2)|x1|(r2, p2)| ≤ Dqχ(x1)[χ(r1r2/p1p2)−3]qχ(x1)
2
,
for some constant D > 0. Because of the factor qχ(x)
2
the sum∑
x
qχ(x)[χ(r1r2/p1p2)−3]qχ(x)
2
g(x)
converges absolutely. Here the sum is over x ∈ qN in case sgn(r1p1) = − or sgn(r2p2) = −,
and over x ∈ qZ in case sgn(r1p1) = sgn(r2p2) = +. It follows that the right hand side of
(11.1) converges uniformly on K, hence it is analytic on K.
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Finally, let ±λ ∈ (q, 1). We multiply (11.1) by
ε
1
2
(1−sgn(p1r1))η
1
2
(1−sgn(p2r2))A(−sgn(p1r1p2r2)λ; p, k +m+ n, sgn(p1r1)ε, sgn(p2r2)η)
A(−λ; p, k, ε, η)
then we obtain the desired product formula for the function C as in Lemma 9.9(i), with
y = −sgn(p1r1p2r2)µ(λ). 
Let us remark that with the same arguments as in the proof of Lemma 11.1 it follows that
the product formula for the function C holds for all λ ∈ (0, 1) \ qN0 if n + m ∈ 2Z. Note
that the points λ ∈ qN0 correspond to discrete series corepresentations, and at these points
the product formula is of course also valid. In this case the functions A are essentially square
roots of residues of c-functions.
11.2. Biorthogonality relations. In the proof of Lemma 10.6 we obtained orthogonality
relations for the function C for the case x = µ(λ) with λ ∈ T. These relations lead to
biorthogonality relations for the S functions, which by analytic continuation hold for all
λ ∈ C \ {0}. We need these biorthogonality relations for ±λ ∈ (q, 1) in order to show
that the complementary series corepresentations are unitary.
Lemma 11.2. Let λ ∈ C \ {0} and m ∈ Z. The set
{p2 7→ S(sgn(p1)λ; p1, p2, χ(p1p2) +m) | p1 ∈ Iq}
is basis for ℓ2(Iq) with dual basis
{p2 7→ S(sgn(p1)λ−1; p1, p2, χ(p1p2) +m) | p1 ∈ Iq}.
Similarly, the set
{p1 7→ S(sgn(p1)λ; p1, p2, χ(p1p2) +m) | p2 ∈ Iq}
is a basis for ℓ2(Iq) with dual basis
{p1 7→ S(sgn(p1)λ−1; p1, p2, χ(p1p2) +m) | p2 ∈ Iq}.
Proof. First assume x = µ(λ) with λ ∈ T0. From unitarity ofWp,x and the explicit expressions
forW ∗p,x andWp,x, we obtain orthogonality and dual orthogonality relations for the matrix ele-
ments C. Indeed, from writing outWp,xW
∗
p,x[fn1p1t1⊗esgn(p1)ε,ηm−χ(p1) (p, x)] = fn1p1t1⊗e
sgn(p1)ε,η
m−χ(p1) (p, x)
we find, for p′1 ∈ Iq and y = εη x,
δp1p′1 =
∑
p2∈Iq
C(sgn(p2)y;m− χ(p1), sgn(p1)ε, η; p1, p2, χ(p2p1/p)− 2m)
× C(sgn(p2)y;m− χ(p′1), sgn(p′1)ε, η; p′1, p2, χ(p2p′1/p)− 2m),
and from writing out W ∗p,xWp,x[fm2p2t2 ⊗ eε,sgn(p2)ηχ(p2/p)−m(p, x)] = fm2p2t2 ⊗ e
ε,sgn(p2)η
χ(p2/p)−m(p, x) we find,
for p′2 ∈ Iq and y = εηx,
δp2p′2 =
∑
p1∈Iq
C(sgn(p2)y;m− χ(p1), sgn(p1)ε, η; p1, p2, χ(p1p2/p)− 2m)
× C(sgn(p′2)y;m− χ(p1), sgn(p1)ε, η; p1, p′2, χ(p1p′2/p)− 2m).
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Expressing the functions C in terms of the functions S, see Lemma 9.4, the first orthogonality
relation gives, for λ ∈ T,
δp1p′1 =
∑
p2∈Iq
A(sgn(p2)λ; p, χ(p2/p)−m, ε, sgn(p2)η)A(sgn(p2)λ−1; p, χ(p2/p)−m, ε, sgn(p2)η)
A(sgn(p1)λ; p,m− χ(p1), sgn(p1)ε, η)A(sgn(p′1)λ−1; p,m− χ(p′1), sgn(p′1)ε, η)
× S(−sgn(p1)λ; p1, p2, χ(p1p2/p)− 2m)S(−sgn(p′1)λ−1; p′1, p2, χ(p1p2/p)− 2m).
We use A(λ)A(λ−1) = |A(λ)|2 = 1, then we obtain
δp1p′1 =
∑
p2∈Iq
S(−sgn(p1)λ; p1, p2, χ(p1p2/p)− 2m)S(−sgn(p′1)λ−1; p′1, p2, χ(p′1p2/p)− 2m).
From Lemma B.12(iii) and (iv) it follows this sum converges uniformly in λ on any compact
set of C \ {0}. Since the function S is analytic for λ ∈ C \ {0}, by analytic continuation the
orthogonality relations are valid for all λ ∈ C \ {0}. In the same way we find from the second
orthogonality relations for the functions C, for λ ∈ C \ {0},
δp2p′2 =
∑
p1∈Iq
S(−sgn(p1)λ; p1, p2, χ(p1p2/p)− 2m)S(−sgn(p1)λ−1; p1, p′2, χ(p1p′2/p)− 2m)
In order to show uniform convergence here, we also need the third symmetry relation for S
from Lemma B.11. Now replace −λ by λ, and −χ(p)−2m by m, then we have biorthogonality
relations in ℓ2(Iq) for the functions S(sgn(p1)λ; p1, p2, χ(p1p2) +m) with respect to p1 and p2,
which implies that they form a basis for ℓ2(Iq). 
The biorthogonality relations in Theorem 6.14 follow from Lemma 11.2 using
s(p1, p2;λ,m) = S(sgn(p1)λ; p1, p2, χ(p1p2) +m).
Remark 11.3. By the third symmetry relation for S from Lemma B.11 the two biorthogo-
nality relations for S from Lemma 11.2 are actually equivalent. It is also useful to observe
that for λ ∈ T the biorthogonality relations are orthogonality relations.
To prove unitarity for the complementary series corepresentations we need to write the
biorthogonality relations from Lemma 11.2 in case ±λ ∈ (q, 1), as orthogonality relations for
the functions C.
Corollary 11.4. For m ∈ Z, p ∈ q2Z, ε, η ∈ {−,+}, and y = ±µ(λ) with λ ∈ (q, 1), the
following orthogonality relations hold:
δp1p′1 =
∑
p2∈Iq
C(sgn(p2)y;m− χ(p1), sgn(p1)ε, η; p1, p2, χ(p2p1/p)− 2m)
× C(sgn(p2)y;m− χ(p′1), sgn(p′1)ε, η; p′1, p2, χ(p2p′1/p)− 2m),
δp2p′2 =
∑
p1∈Iq
C(sgn(p2)y;m− χ(p1), sgn(p1)ε, η; p1, p2, χ(p1p2/p)− 2m)
× C(sgn(p′2)y;m− χ(p1), sgn(p1)ε, η; p1, p′2, χ(p1p′2/p)− 2m).
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Proof. This follows from Lemma 11.2 and the observations that
C(sgn(p2)y;m− χ(p1), sgn(p1)ε, η; p1, p2, χ(p2p1/p)− 2m) = g(λ)S(−λ; p1, p2, χ(p1p2) +m),
where g(λ) is given by
g(λ) = sgn(p1)ε
1
2
(1−sgn(p1)η
1
2
(1−sgn(p2)+χ(p2p1)A(sgn(p2)λ; p, χ(p2/p)−m, ε, sgn(p2)η)
A(sgn(p1)λ; p,m− χ(p1), sgn(p1)ε, η)
and from A(λ)A(λ−1) = 1, which follows from the definitions of A, see §B.6. 
11.3. Proof of the summation and transformation theorems. In this subsection we
prove Theorems 6.5 and 6.8. The theorems are reflections of the structure constants for the
product in Mˆ , see Proposition 4.10, and of the coproduct ∆ˆ of the dual quantum group acting
on Q(p1, p2, n), see Proposition 4.15. Inspection of the proofs, see Section 7.3, shows that
both results follow from the pentagonal equation W12W13W23 = W23W12 for the multiplicative
unitary W . However, as remarked in Remark 6.9, the results in Theorems 6.5 and 6.8 cannot
be obtained from each other.
Proof of Theorem 6.5. We start with the result of Proposition 4.10 and we next let the corre-
sponding operator identity act on f−l,εηpqlz,z ∈ K(p, l, ε, η). Lemma 7.1 shows that
Q(p1, p2, n)Q(r1, r2, m) : K(p, l, ε, η)→ K(p, l +m+ n, sgn(r1p1)ε, sgn(r2p2)η)
is non-zero precisely if q2lp = q−m| r2
r1
| and q2l+2mp = q−n|p2
p1
|. In particular, in case q−n|p2
p1
| 6=
qm| r2
r1
| we find Q(p1, p2, n)Q(r1, r2, m) = 0.
In order to calculate the appropriate matrix coefficient we proceed for
f−l−m−n,sgn(r1p1r2p2)εηpql+m+nw,w ∈ K(p, l +m+ n, sgn(r1p1)ε, sgn(r2p2)η) as
〈Q(p1, p2, n)Q(r1, r2, m) f−l,εηpqlz,z, f−l−m−n,sgn(r1p1r2p2)εηpql+m+nw,w〉 =∑
u∈J(p,l+m,εsgn(r1),ηsgn(r2))
〈Q(r1, r2, m) f−l,εηpqlz,z, f−l−m,sgn(r1r2)εηpql+mu,u〉
× 〈Q(p1, p2, n) f−l−m,sgn(r1r2)εηpql+mu,u, f−l−m−n,sgn(r1p1r2p2)εηpql+m+nw,w〉
using the orthogonal basis for the intermediate space K(p, l +m, εsgn(r1), ηsgn(r2)). In this
sum we can use (7.13) twice, and using (7.1) we find that this equals
δ| r1
r2
|p,q−2l−m δ| p1
p2
|p,q−2l−2m−n
∑
u∈Iq so that sgn(u)=sgn(r1)ε
and εηsgn(r1r2)pq
l+mu∈Iq
∣∣∣ z
w
∣∣∣ az(r1, u) au(p1, w)
× aεηpqlz(r2, εηsgn(r1r2)pql+mu) aεηsgn(r1r2)pql+mu(p2, sgn(r1p1r2p2)εηpql+m+nw)
(11.2)
Next observe
Q(x1, x2, m+ n) : K(p, l, ε, η)→ K(p, l +m+ n, sgn(x1)ε, sgn(x2)η)
is non-zero only if q2lp = q−m−n|x2
x1
|, so that the double sum in Proposition 4.10 reduces to
a single sum. Moreover, by Definition 6.2 shows that in the sum the functions axi(ri, pi) for
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i = 1, 2 are non-zero only if sgn(xi) = sgn(ripi) for i = 1, 2. So the matrix element for the
expression on the right hand side is∑
x1,x2∈Iq
ax1(r1, p1) ax2(r2, p2) 〈Q(x1, x2, m+ n) f−l,εηpqlz,z, f−l−m−n,sgn(r1p1r2p2)εηpql+m+nw,w〉
and this reduces to a single sum and the summand is evaluated by (7.13). By eliminating x2
and renaming x1 by x we see that this equals∑
x∈Iq so that sgn(x)=sgn(r1p1)
and |x|sgn(r2p2)pq
2l+m+n∈Iq
∣∣∣ z
w
∣∣∣ ax(r1, p1) az(x, w) a|x|sgn(r2p2)pq2l+m+n(r2, p2)
× aεηpqlz(|x|sgn(r2p2)pq2l+m+n, sgn(r1p1r2p2)εηpql+m+nw)
(11.3)
Finally, equating (11.2) and (11.3) gives the result, where the conditions on the parameters
in Theorem 6.5 follows from the fact that the matrix elements are taken with respect to vectors
in the GNS Hilbert space. 
Proof of Corollary 6.7. Observe that by Lemma 9.6
Q(r1, r2,−m)Q(r1, r2, m) = (−q)−msgn(r1)χ(r1) sgn(r2)χ(r2)Q(r1, r2, m)∗Q(r1, r2, m)
so that
(−q)msgn(r1)χ(r1) sgn(r2)χ(r2) 〈Q(r1, r2,−m)Q(r1, r2, m) f−l,εηpqlz,z, f−l,εηpqlz,z〉
= ‖Q(r1, r2, m) f−l,εηpqlz,z‖2 = (r1r2)
2
q2lz2p2∑
w∈J(p,m+l,εsgn(r1),ηsgn(r2))
1
|w|2
(
ar1(z, w)
)2 (
ar2(εη q
lp z, εηsgn(r1r2) q
m+lpw)
)2 (11.4)
by Lemma 7.1, see in particular (7.15). We are interested in the case Q(r1, r2, m) f−l,εηpqlz,z 6=
0, so we assume q2lp = q−m| r2
r1
|. The case that this sum can equal zero, is already covered by
Theorem 6.5. Since the right hand side is obviously positive, and the left hand side is (up to
the factor in front) equal to (11.3) with p1, p2, n, w replaced by r1, r2,−m, z. Since we assume
q2lp = q−m| r2
r1
| we replace p by q−m−2l| r2
r1
|, and moreover, we use the third symmetry of (6.2)
twice, to find
(−q)msgn(r1)χ(r1) sgn(r2)χ(r2) (−1)l εχ(z)ηl+m+χ(zr2/r1) q
l
z2∑
x∈qZ so that
xq−m|
r2
r1
|∈qZ
x2 ax(r1, r1) ax(z, z) axq−m| r2
r1
|(r2, r2) axq−m| r2
r1
|(εη|
r2
r1
|q−m−lz, εη|r2
r1
|q−m−lz)
= ‖Q(r1, r2, m) f−l,εη| r2
r1
|q−m−lz,z‖2 > 0
(11.5)
where the right hand side can be evaluated explicitly as a sum of squares by (11.4) with p
replaced by q−m−2l| r2
r1
|. This proves the general statement of Corollary 6.7 since the condition
on the summation parameter x is always satisfied.
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For the final statement on q-Laguerre polynomials we observe that for sgn(p) = + and
sgn(y) = −, or y = −q1+k, k ∈ N0, we have from Definition 6.2 and (6.3)
ap(−q1+k,−q1+k) = cq (−1)χ(p) q1+kν(p)
√
(−p2; q2)∞ L(0)k (q2p−2; q2).
So we choose r1 = −q1+a, r2 = −q1+b, z = −q1+c, εη| r2r1 |q−m−lz = −q1+d with a, b, c, d ∈ N0,
so we replace l by c+ b− a−m− d and take ε = −, η = −. We replace m by b− a− e with
e ∈ Z, discard the positive x-independent terms and find∑
x∈qZ
x2 ν(x)2 ν(xqe)2 (−x2,−x2q2e; q2)∞
L(0)a (q
2x−2; q2)L(0)c (q
2x−2; q2)L(0)b (x
−2q2−2e; q2)L(0)d (x
−2q2−2e; q2) > 0.
Now putting x = q1−k, k ∈ Z, and using the theta-product identity (B.1) twice and not taking
into account the k-independent positive terms we find∑
k∈Z
q2k
(−q2k,−q2k−2e; q2)∞L
(0)
a (q
2k; q2)L(0)c (q
2k; q2)L
(0)
b (q
2k−2e; q2)L(0)d (q
2k−2e; q2) > 0.
Relabeling and switching to base q proves the required statement. 
Proof of Theorem 6.8. For the proof it is easier to start by conjugating the result of Proposi-
tion 4.15 with the flip operator to obtain∑
p∈Iq,m∈Z
Q(p1, p,m) ⊗ Q(p, p2, n−m) = W
(
Q(p1, p2, n)⊗ Id)W ∗, (11.6)
which is a consequence of the proof of Proposition 4.15. We let both sides act on
f−m1,ε1η1qm1r1z1,z1 ⊗ f−m2,ε2η2qm2 r2z2,z2 ∈ K(r1, m1, ε1η1)⊗K(r2, m2, ε2η2)
and we take inner products with
f−m1−M,σsgn(p1)ε1η1qm1+Mr1w1,w1 ⊗ f−m2−n+M,σsgn(p2)ε2η2qm2+n−M r2w2,w2
∈ K(r1, m1 +M, sgn(p1)ε1, ση1)⊗K(r2, m2 + n−M,σε2, sgn(p2)η2).
Then the sum over Iq and Z reduces to a single term by a double application of (7.13).
Indeed, we find that we need m = M and sgn(p) = σ for a non-zero contribution, but also
both the conditions q2m1+M = | p
p1r1
| and q2m2+n−M = | p2
pr2
| need to be satisfied. So for the
matrix element of the left hand side of (11.6) to have a single non-zero term we require
r1r2q
2m1+2m2 = q−n|p2
p1
|, and in this case the left hand side equals∣∣∣∣ z1z2w1w2
∣∣∣∣ az1(p1, w1) aε1η1qm1r1z1(σ|p1|r1q2m1+M , ε1η1w1σsgn(p1)r1qm1+M)
× az2(σ|p1|r1q2m1+M , w2) aε2η2q−2m1−m2−n |p2|z2|p1|r1 (p2, ε2η2σq
−2m1−m2−M w2p2
|p1|r1 )
(11.7)
where we have chosen to eliminate r2. Here all arguments of the function ap(x, y) are indeed
elements of Iq, except possible σ|p1|r1q2m1+M and in case σ|p1|r1q2m1+M /∈ Iq the expression
has to be read as zero.
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In order to calculate the same matrix element for the right hand side of (11.6) we rewrite
this matrix element as
〈(
Q(p1, p2, n)⊗ Id
)
W ∗(f−m1,ε1η1qm1r1z1,z1 ⊗ f−m2,ε2η2qm2r2z2,z2),
W ∗(f−m1−M,σsgn(p1)ε1η1qm1+Mr1w1,w1 ⊗ f−m2−n+M,σsgn(p2)ε2η2qm2+n−M r2w2,w2)
〉
.
(11.8)
In this expression we use (7.10) twice, with parameters y1, x1 (instead of y, z as in (7.10)) for
the action of W ∗ in the left leg of the inner product and with parameters y2, x2 for the action
of W ∗ in the left leg of the inner product. The resulting four-fold sum has the advantage that
the inner product factorizes, and we obtain
∑∣∣∣∣z2w2y1y2
∣∣∣∣ az2(ε1η1qm1r1z1, y1) aε2η2qm2r2z2(x1, ε1ε2η1η2y1x1q−m1−m2/r1z1)
× aw2(σsgn(p1)ε1η1qm1+Mr1w1, y2)
× aσsgn(p2)ε2η2qm2+n−Mr2w2(x2, ε1ε2η1η2sgn(p1p2)y2x2q−m1−m2−n/r1w1)
× 〈Q(p1, p2, n) f−2m1−2m2−χ(r1r2z1/x1),x1,z1, f−2m1−2m2−2n−χ(r1r2w1/x2),x2,w1〉
× 〈fm1+m2+χ(r1r2z1/x1),ε1ε2η1η2q−m1−m2y1x1/r1z1,y1,
fm1+m2+n+χ(r1r2w1/x2),ε1ε2η1η2sgn(p1p2)q−m1−m2−ny2x2/r1w1,y2
〉
(11.9)
where the sum is four-fold; y1, x1, y2, x2 ∈ Iq so that ε1ε2η1η2q−m1−m2y1x1/r1z1 ∈ Iq and
ε1ε2η1η2sgn(p1p2)y2x2q
−m1−m2−n/r1w1 ∈ Iq.
The final term in the summand (11.9) gives three Kronecker delta’s, which lead to the
reduction of the four-fold sum to a double(!) sum since y2 = y1 and x2 = sgn(p1p2)q
nx1w1/z1
are required. Substituting this in the matrix element of Q(p1, p2, n) in the summand in (11.9)
gives
〈
Q(p1, p2, n) f−2m1−2m2−χ(r1r2z1/x1),x1,z1 , f−2m1−2m2−n−χ(r1r2z1/x1),sgn(p1p2)qnx1w1/z1,w1
〉
and by (7.13) this equals zero unless r1r2 = |p2p1 |q−2m1−2m2−n. In case this condition holds we
see that the matrix coefficient of Q(p1, p2, n) equals
∣∣∣∣ z1w1
∣∣∣∣ az1(p1, w1) ax1(p2, sgn(p1p2)qnx1w1z1 ).
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Eliminating again r2 and using this we find that (11.9) equals∑
y1,x1∈Iq so that sgn(p1p2q
nx1w1/z1∈Iq
and ε1ε2η1η2q
−m1−m2y1x1/r1z1∈Iq
∣∣∣∣z2w2y21
∣∣∣∣ az2(ε1η1qm1r1z1, y1)
× a
ε2η2q−2m1−m2−n
z2|p2|
r1|p1|
(x1, ε1ε2η1η2q
−m1−m2 y1x1
r1z1
) aw2(σsgn(p1)ε1η1q
m1+Mr1w1, y1)
× a
σsgn(p2)ε2η2q−2m1−m2−M
w2|p2|
r1|p1|
(sgn(p1p2)q
nx1w1/z1, ε1ε2η1η2q
−m1−m2 y1x1
r1z1
)
×
∣∣∣∣ z1w1
∣∣∣∣ az1(p1, w1) ax1(p2, sgn(p1p2)qnx1w1z1 ).
(11.10)
Equating (11.7) and (11.10) and canceling common factors and relabeling r1, x1, y1 by r, x, y
then proves Theorem 6.8 except for the sign constraint on y in the sum. This follows from
Definition 6.2. 
Appendix A. Operators and von Neumann algebras
A.1. von Neumann algebras. Let H be a Hilbert space, and B(H) the space of bounded
linear operators equipped with the operator norm ‖T‖ = sup{‖Tx‖ | ‖x‖ = 1}. Apart from
the topology induced by the operator norm, there are various other topologies on B(H). A
net {Ti}i∈I converges strongly to T if {Tix}i∈I converges to Tx for all x ∈ H . A net {Ti}i∈I
converges weakly to T if {〈Tix, y〉}i∈I converges to 〈Tx, y〉 for all x, y ∈ H . A net {Ti}i∈I
converges strongly-∗ to T if {Ti}i∈I converges strongly to T and {T ∗i }i∈I converges strongly
to T ∗.
A von Neumann algebra is a unital ∗-subalgebra M of B(H) which is closed for the weak
topology. A fundamental property is thatM equals its bicommutant M ′′. The elements of the
form T ∗T form the cone of positive elements, denoted by M+. A ∗-homomorphism is unital
when it maps unit to unit.
A linear functional ω : M → C is normal if ω : M1 → C is continuous with respect to the
weak topology, where M1 is the closed unit ball with respect to the operator norm. The space
of normal functionals form the predual M∗ which is a norm-closed subspace of the dual M∗.
The cone of positive normal functionals is denoted M+∗ . Then M = (M∗)
∗ and the σ-weak
topology onM is the σ(M,M∗)-topology. The σ-strong-∗ topology is the locally convex vector
topology induced by the seminorms pω(T ) =
√
ω(T ∗T ), p∗ω(T ) =
√
ω(TT ∗) for all ω ∈M+∗ . A
unital ∗-homomorphism π : M → N , M and N von Neumann algebras is normal if ωπ ∈ M∗
for all ω ∈ N∗.
The tensor product of the von Neumann algebras M ⊂ B(H) and N ⊂ B(K) is the weak
closure M ⊗N of the algebraic tensor product M ⊙N ⊂ B(H ⊗K). For ω ∈M∗, η ∈ N∗ we
have ω ⊗ η ∈ (M ⊗N)∗ as the unique element extending the algebraic tensor product ω ⊙ η.
A.2. Summation of operators. If we use the symbol ⊕ without further mention we mean
the completed version. Let (Hi)i∈I be a family of Hilbert spaces and define the Hilbert space
H = ⊕i∈IHi. Suppose that a permutation σ : I → I and for every i ∈ I a closed, densely
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defined, linear operator Ti fromHi into Hσ(i) is given. Then ⊕i∈I Ti denotes the closed, densely
defined, linear operator in H with domain
{ v ∈ H | vi ∈ D(Ti) for each i ∈ I and
∑
i∈I
‖Ti(vi)‖2 <∞}
and so that (⊕i∈I Ti)(v) =
∑
i∈I Ti(vi) for all v ∈ D(⊕i∈I Ti). Also recall that T ∗ = ⊕i∈IT ∗i .
It is also worthwhile to remember that T ∗T = ⊕i∈I T ∗i Ti and |T | = ⊕i∈I |Ti|.
A.3. Commutation. Let H be a Hilbert space. Consider two linear operators S, T acting
in a Hilbert space H . We say that S ⊆ T if D(S) ⊆ D(T ) and Sv = Tv for all v ∈ D(S).
Let T a densely defined, closed, linear (possibly unbounded) operator in H . If S ∈ B(H),
we say that S and T commute if S T ⊆ T S. If N is a (possibly unbounded) self-adjoint
operator in H , we say that T and N strongly commute if T commutes with every spectral
projection of N . If T and N are both (possibly unbounded) self-adjoint operators, then T and
N commute strongly if and only if their spectral projections commute. This is also known as
resolvent commuting self-adjoint operators. In this case T +N is a closable operator and its
closure T +N is self-adjoint.
A.4. Affiliation and unbounded generators. If M is a von Neumann algebra on H , then
a densely defined closed linear operator T is affiliated to M (in the von Neumann algebraic
sense) if if TU = UT for each unitary U in the commutant M ′. Then T is affiliated with
M if and only if T commutes with every element of M ′. Moreover, if T is affiliated with M ,
then so are T ∗ and T ∗T . If T is a positive invertible operator affiliated to M , then so is T−1.
Also, if T and N are self-adjoint operators that are affiliated with M and T and N commute
strongly, then T +N is affiliated with M .
For T1, . . . , Tn closed, densely defined (possibly unbounded) linear operators acting on a
Hilbert space H we define the von Neumann algebra
N = {x ∈ B(H) | xTi ⊆ Tix, and xT ∗i ⊆ T ∗i x ∀ i}′.
Then N is the smallest von Neumann algebra so that T1, . . . , Tn are affiliated to N , and we
call N the von Neumann algebra generated by T1, . . . , Tn.
Appendix B. Special functions
B.1. Basic hypergeometric functions. Here we recall standard notations from the theory
of basic hypergeometric functions, see for instance [17].
We fix a parameter q ∈ (0, 1). The q-shifted factorials are defined by
(x; q)∞ =
∞∏
k=0
(1− xqk), (x; q)n = (x; q)∞
(xqn; q)∞
, x ∈ C, n ∈ Z.
In particular, for n ∈ N we have (x; q)n = (1 − x)(1 − qx) · · · (1 − qn−1x). Considered as a
function of x, the q-shifted factorial (x; q)∞ is an entire function. Moreover, (x; q)∞ = 0 if
and only if x ∈ q−N0 . For products of q-shifted factorials we use the shorthand notation
(x1, x2, . . . , xk; q)n = (x1; q)n(x2; q)n · · · (xk; q)n, n ∈ Z ∪ {∞}.
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A formula that we frequently use is the θ-product identity:
(qkx, q1−k/x; q)∞ = (−x)−kq−k(k−1)/2 (x, q/x; q)∞, x ∈ C \ {0}, k ∈ Z. (B.1)
For r, s ∈ N0 the basic hypergeometric series is defined by
rϕs
(
x1, x2, . . . , xr
y1, y2, . . . , ys
; q, z
)
=
∞∑
k=0
(x1, x2, . . . , xr; q)k
(q, y1, y2, . . . , ys; q)k
(
(−1)kqk(k−1)/2
)1+s−r
zk.
Here we assume xi ∈ C for i = 1, . . . , r, yi ∈ C \ q−N0 for i = 1, 2, . . . , s, and z ∈ C. If r ≤ s,
the series converges absolutely for all z ∈ C. If r = s + 1, the series converges absolutely for
|z| < 1. In case r > s + 1, the definition of the basic hypergeometric series only makes sense
if xi ∈ q−N0 for some i ∈ {1, 2, . . . , r}, i.e., if the series terminates.
B.2. The functions ap. The functions ap(x, y) for x, y, p ∈ Iq have been introduced in Def-
inition 6.2, and these functions play a crucial role in the whole construction. We need some
more properties of these functions which are described in this subsection.
We need to study the case ap(x, y) for y ∈ I+q = qZ. This is contained in the following
lemma.
Lemma B.1. For y ∈ I+q there exists a differentiable function f : R≥0 → R such that
ap(x, y) = y
χ(p/x) f(y−2). Moreover, f(0) = 0 unless 0 < x/p ≤ 1, and in that case f(0) 6= 0.
Proof. Assume y ∈ I+q , so that sgn(y) = +. So in particular, ap(x, y) = 0 for sgn(x) 6= sgn(p)
by Definition 6.2 and in this case we can take f identically equal to zero.
In case sgn(x) = sgn(p) we rewrite the y-dependent part in Definition 6.2 before the Ψ-
function,
y ν(py/x)
√
(−y2; q2)∞ = ν(p
x
)
√
(−1,−q2; q2)∞ y
χ(p/x)√
(−q2/y2; q2)∞
using the theta-product identity (B.1). Now using s(x, y) = 1 we find
ap(x, y) = y
χ(p/x) f(y−2),
f(z) = C(p, x)
1√
(−q2z; q2)∞
Ψ
( −q2z
q2κ(x)z
; q2,
q2x2
p2
)
,
C(p, x) = cq(−1)χ(p)+χ(x)ν(p
x
)
√
(−1,−q2,−κ(p); q2)∞
(−κ(x); q2)∞ .
This gives the required differentiable function f , which is well-defined on (−q−2,∞) and even
real-analytic. The value of f(0) is
f(0) = C(p, x)
∞∑
n=0
qn(n+1)
(q2; q2)n
(
−q
2x2
p2
)n
= C(p, x) (q2x2/p2; q2)∞
by [17, (II.2)], and this is zero if x/p > 1 since x/p ∈ qZ and non-zero otherwise. 
The following contiguous relations are useful.
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Lemma B.2. Consider x, y, p ∈ Iq. Then√
1 + κ(q−1x) ap(q
−1x, y) = (xy/qp) ap(x, y)− sgn(y) q−1
√
1 + κ(y) ap(x, qy)
and √
1 + κ(x) ap(qx, y) = (xy/p) ap(x, y)− sgn(y) q
√
1 + κ(q−1y) ap(x, q−1y) .
Proof. A proof of the second equality can be found in the second half of the proof of [30,
Prop. 3.9], see also [30, (6.3)]. If we apply the second contiguous relation with x and y
interchanged, we get√
1 + κ(y) ap(qy, x) = (xy/p) ap(y, x)− sgn(x) q
√
1 + κ(q−1x) ap(y, q−1x)
and the first contiguous relation follows from the second equality in (6.2). 
The following identity is essentially the second-order q-difference equation for 1ϕ1-functions.
Lemma B.3. Consider x, y, p ∈ Iq. Then
(κ(p)− κ(y) + y
2p2
x2
) ap(x, y) +
yp
x
√
1 + κ(q−1p) aq−1p(x, y) + q
yp
x
√
1 + κ(p) aqp(x, y) = 0 .
Proof. This equation holds trivially if py/x < 0. From now on we assume that py/x > 0. We
know that the Ψ-functions satisfy the following q-difference equation for a, b, c, z ∈ C (see the
proof of Lemma 2.1 of [10], or take a limit in [17, Ex.1.13])
(c− az) Ψ(a; c; q2, q2z) + ( z − (c+ q2) ) Ψ(a; c; q2, z) + q2 Ψ(a; c; q2, z/q2) = 0 .
Hence,
(q2κ(x/y) + q4x2/y2p2)) Ψ(−q2/κ(y); q2κ(x/y); q2, q2κ(x/q−1p))
+ (−q2κ(x/y)− q2 + q2κ(x/p) ) Ψ(−q2/κ(y); q2κ(x/y); q2, q2κ(x/p))
+ q2Ψ(−q2/κ(y); q2κ(x/y); q2, q2κ(x/qp)) = 0
Multiplying this equation with y2p2/q2x2 (−1)χ(p)+1 ν(py/x) and using the fact that
ν(py/x) = q−2 (py/x) ν(q−1py/x) = q (x/py) ν(qpy/x), we get that
(κ(p)− κ(y) + p2y2/x2) (−1)χ(p) ν(py/x) Ψ(−q2/κ(y); q2κ(x/y); q2, q2κ(x/p))
+ (py/x) (1 + κ(q−1p)) (−1)χ(q−1p) ν(q−1py/x) Ψ(−q2/κ(y); q2κ(x/y); q2, q2κ(x/q−1p))
+ q (py/x) (−1)χ(qp) ν(qpy/x) Ψ(−q2/κ(y); q2κ(x/y); q2, q2κ(x/qp)) = 0
Multiplying this with
√
(κ(p); q2)∞, it follows that
0 =
(
κ(p)− κ(y) + p2y2/x2) (−1)χ(p) ν(py/x)
×
√
(κ(p); q2)∞ Ψ
(− q2/κ(y); q2κ(x/y); q2, q2κ(x/p))
+
py
x
√
1 + κ(q−1p) (−1)χ(q−1p) ν(q−1py/x)
×
√
(κ(q−1p); q2)∞ Ψ
(− q2/κ(y); q2κ(x/y); q2, q2κ(x/q−1p))
+
qpy
x
√
1 + κ(p) (−1)χ(qp) ν(qpy/x)
×
√
(κ(qp); q2)∞ Ψ
(− q2/κ(y); q2κ(x/y); q2, q2κ(x/qp)).
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Now the lemma follows from Definition 6.2. 
We also need a few estimates involving the functions ap(x, y).
Lemma B.4. Consider p ∈ Iq and r, s ∈ qZ. Then, there exists a constant D > 0 so that
|ap(x, y)| ≤ Dν(p/y) |x|χ(p/y)
for all x, y ∈ Iq satisfying |x| ≥ r and |y| ≤ s.
Proof. If sgn(xy) = sgn(p) (otherwise ap(x, y) = 0), then the symmetry relation (6.2) and
Definition 6.2 imply that
|ap(x, y)| = |ap(y, x)|
= cq
√
(−κ(p); q2)∞
(−κ(y); q2)∞
∣∣∣∣Ψ(−q2/κ(p)q2κ(y/p) ; q2, q2κ(y/x)
)∣∣∣∣ |x| ν(px/y)√(−κ(x); q2)∞,
and |x| ν(px/y) = ν(qx) ν(p/y) |x|χ(p/y) by Definition 6.1. Now observe that for x > 0,√
(−κ(x); q2)∞ ν(qx) =
√
2 (−q2; q2)∞√
(−q2/x2; q2)∞
by the θ-product identity (B.1). Furthermore, for x < 0, the set { x ∈ I−q | |x| ≥ r } is finite.
Hence, it is clear that there exists a constant D > 0 so that |ap(x, y)| ≤ D ν(p/y) |x|χ(p/y) for
all x, y ∈ Iq satisfying |x| ≥ r and |y| ≤ s. 
Lemma B.5. Consider p, y ∈ Iq, α > 0 and r ∈ [1,∞). Then, the family
( |x|−α ap(x, y) )x∈Iq
belongs to ℓr(Iq).
Proof. Since |ap(x, y)| = |ap(y, x)| by (6.2), Lemma B.4 implies the existence of a constant
D > 0 so that |x−α ap(x, y)| ≤ Dν(p/x) |y|χ(p/x)−α for all x ∈ Iq satisfying |x| ≤ q.
Next we need an estimate for |x| ≥ 1. If p/y ≥ 1, Lemma B.4 assures the existence of
E > 0 so that |ap(x, y)| ≤ E for all x ∈ Iq satisfying x ≥ 1. If on the other hand, p/y < 1,
Lemma B.4 and the fact that |ap(x, y)| = |y/p| |ay(x, p)| by (6.2), guarantee also in this case
the existence of E > 0 so that |ap(x, y)| ≤ E for all x ∈ Iq satisfying x ≥ 1. Hence, the lemma
follows. 
B.3. The function S(t; p1, p2, n). The following function is defined as an infinite sum of
certain limits of the functions ap. Let p1, p2 ∈ Iq, n ∈ Z. The function S( · ; p1, p2, n) : C\{0} →
C is defined by
S(t; p1, p2, n) =
C
∑
z∈sgn(p1)qZ
(
sgn(p1p2) t
)χ(z) 1
|z| ν(
p1
z
) ν(
p2q
n
z
) 1ϕ1
(−q2/κ(p1)
0
; q2, q2κ(z)
)
× 1ϕ1
(−q2/κ(p2)
0
; q2, q2κ
(
sgn(p1p2)q
−nz
))
,
(B.2)
where
C = C(p1, p2, n) =
(
sgn(p2)
)n |p1p2| c2q qn√(−κ(p1),−κ(p2); q2)∞ .
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The sum is absolutely convergent, so S( · ; p1, p2, n) is an analytic function on C \ {0}. The
function S(t; p1, p2, n) can be written as a 2ϕ1-function. To see this we need a few lemmas.
In the following lemma the special case b = q is obtained by Koornwinder and Swarttouw as
a q-analogue of Graf’s addition formula for Bessel functions [36, (4.10)]. The proof of Lemma
B.6 runs along the same lines as the proof used in [36].
Lemma B.6. For c ∈ qZ, |u| < 1, and |bu/w| < 1,
∞∑
n=−∞
wnq
1
2
n(n−1)
1ϕ1
(u
0
; q; cqn
)
1ϕ1
(v
0
; q, bqn
)
=
(q, u,−w,−q/w,−cu/w, bq/c; q)∞
(−bu/w,−c/w,−wq/c; q)∞ 2ϕ1
(−bv/w,−wq/cu
bq/c
; q, u
)
.
Other expressions for the sum in the above lemma, for values of u, w, b not satisfying the
above conditions, can be obtained using transformation formulas for 2ϕ1-series.
Proof. Assume |y| < 1, |sb/x| < |t| < |y−1| and |y| < |t|. We write the product of the following
1ψ1-function and 1ϕ0-function as a double series;
1ψ1
(
x/sy
b
; q, yt
)
1ϕ0
(
xs/y
− ; q,−
y
t
)
=
∞∑
n=−∞
∞∑
k=0
(x/sy; q)n(xs/y; q)k
(b; q)n(q; q)k
(−1)kyn+ktn−k.
Renaming n = m + k, the sum over k can be written as a 2ϕ1-series. Using Ramanujan’s
1ψ1-summation formula [17, (II.29)] and the q-binomial formula [17, (II.3)], we obtain
(q, bsy/x, xt/s, qs/xt; q)∞
(b, qsy/x, yt, bs/xt; q)∞
(−xs/t; q)∞
(−y/t; q)∞ =
∞∑
m=−∞
(x/sy; q)m
(b; q)m
(yt)m 2ϕ1
(
xs/y, xqm/sy
bqm
; q,−y2
)
.
(B.3)
We consider this formula as the Laurent expansion of the left hand side considered as a
function of t.
Let us consider two special cases of (B.3). Letting y → 0, we obtain
(q, xt/s, qs/xt,−xs/t; q)∞
(b, bs/xt; q)∞
=
∞∑
m=−∞
(
−xt
s
)m
q
1
2
m(m−1) 1
(b; q)m
0ϕ1
( −
bqm
; q,−qmx2
)
=
1
(b; q)∞
∞∑
m=−∞
(
−xt
s
)m
q
1
2
m(m−1)
1ϕ1
(−x2/b
0
; q, bqm
)
.
In the last line we used the transformations
1ϕ1
(z
0
; q, c
)
= (c, z; q)∞ 2ϕ1
(
0, 0
c
; q, z
)
= (c; q)∞ 0ϕ1
(−
c
; q, cz
)
, (B.4)
which follow from Heine’s 2ϕ1-transformations [17, (III.1), (III.3)] by letting a, b→ 0.
For the second special case we observe that in the above calculations the assumption |sb/x| <
|t| was needed for absolute convergence of the bilateral 1ψ1-series. In case b = q this series
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can be written as a unilateral series, a 1ϕ0-series, and then the assumption |sb/x| < |t| is no
longer needed. Now setting b = q and x = 0, we find
1
(yt,−y/t; q)∞ =
∞∑
m=−∞
(yt)m
(q; q)m
2ϕ1
(
0, 0
q1+m
; q,−y2
)
=
1
(q,−y2; q)∞
∞∑
m=−∞
(yt)m 1ϕ1
(−y2
0
; q, q1+m
)
=
1
(q,−y2; q)∞
∞∑
m=−∞
(
− t
y
)m
1ϕ1
(−y2
0
; q, q1−m
) (B.5)
where we used (B.4), and for the last equality we used the t↔ −t−1 invariance and reversed
the sum.
Multiplying our two special cases of (B.3), we obtain a second expression for the Laurent
expansion of the left hand side of (B.3) considered as a functions of t;
(q, bsy/x, xt/s, qs/xt,−xs/t; q)∞
(b, qsy/x, yt, bs/xt,−y/t; q)∞
=
(bsy/x; q)∞
(q,−y2, b, sqy/x; q)∞
∞∑
k=−∞
(
− t
y
)k
1ϕ1
(−y2
0
; q; q1−k
)
×
∞∑
n=−∞
(
−xt
s
)n
q
1
2
n(n−1)
1ϕ1
(−x2/b
0
; q, bqn
)
=
(bsy/x; q)∞
(q,−y2, b, sqy/x; q)∞
×
∞∑
m=−∞
(
− t
y
)m ∞∑
n=−∞
(xy
s
)n
q
1
2
n(n−1)
1ϕ1
(−y2
0
; q; q1−m+n
)
1ϕ1
(−x2/b
0
; q, bqn
)
.
Here we used n+ k = m. Comparing coefficients of t in (B.3) and the above formula, and, to
get rid of the squares, replacing (−y2,−x2/b, xy/s) by (u, v, w), we obtain
∞∑
n=−∞
wnq
1
2
n(n−1)
1ϕ1
(u
0
; q; q1+n−m
)
1ϕ1
(v
0
; q, bqn
)
=
um
(q, u,−qu/w,−w/u, bqm; q)∞
(−bu/w,−wqm/u; q)∞ 2ϕ1
(−bv/w,−wqm/u
bqm
; q, u
)
.
Observe that by the θ-product identity (B.1),
um
(−qu/w,−w/u; q)∞
(−wqm/u; q)∞ = w
mq
1
2
m(m−1)(−uq1−m/w; q)∞ = (−w,−q/w,−uq
1−m/w; q)∞
(−q1−m/w,−wqm; q)∞ ,
then the result follows from writing q1−m = c. 
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Remark B.7. We can prove a slightly more general result along the same lines as the proof
of Lemma B.6, starting with the product
1ψ1
(
x/sy
b
; q, yt
)
1ψ1
(
xs/y
d
; q,−y
t
)
.
This leads to the identity
∞∑
k=−∞
(xy
s
)k
q
1
2
k(k−1)
1ϕ1
(−x2/b
0
; q, bqk
)
2ϕ2
(−y2, dy/xs
0, qy/xs
; q, q1−m+k
)
=
(−y2)m (x/sy; q)m(d,−y
2, syq/x; q)∞
(b; q)m(bsy/x; q)∞
2ψ2
(
xqm/sy, xs/y
bqm, d
; q,−y2
)
.
For d = q this is equivalent to the result from Lemma B.6.
The following lemma shows that the result of Lemma B.6 remains valid for c 6∈ q−Z, if
we assume u ∈ q−N0. The 2ϕ1-series in Lemma B.6 does not converge in this case, but it
can be obtained from the 2ϕ1-series in the following Lemma by an application of Heine’s
transformation [17, (III.2)].
Lemma B.8. For u = q−N0 and |bu/w| < 1,
∞∑
n=−∞
wnq
1
2
n(n−1)
1ϕ1
(u
0
; q; cqn
)
1ϕ1
(v
0
; q, bqn
)
=
(q,−w,−q/w,−cu/w; q)∞
(−c/w; q)∞ 2ϕ1
(−wq/cu, v
−wq/c ; q,−bu/w
)
.
Proof. Let us denote the infinite sum on the left hand side by S. We write u = q−k with
k ∈ N0, then by definition of the 1ϕ1-series, we have
S =
∞∑
n=−∞
k∑
m=0
∞∑
l=0
(q−k; q)m(v; q)l
(q; q)m(q; q)l
q
1
2
m(m−1)(−c)mq 12 l(l−1)(−b)lq 12n(n−1)(wqm+l)n.
This double sum converges absolutely, so we may first sum over n. Using Jacobi’s triple
product identity [17, (II.28)] we find
∞∑
n=−∞
q
1
2
n(n−1)(wqm+l)n = (q,−wqm+l,−q1−m−l/w; q)∞
= w−(m+l)q−
1
2
m(m−1)q−
1
2
l(l−1)q−lm(q,−w,−q/w; q)∞.
Here the second equality follows from the θ-product identity (B.1). Now S reduces to
S = (q,−w,−q/w; q)∞
∞∑
l=0
k∑
m=0
(v; q)l
(q; q)l
(−b/w)l (q
−k; q)m
(q; q)m
(−cq−l/w)m.
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The sum over m can be evaluated with the q-binomial formula [17, (II.3)];
k∑
m=0
(q−k; q)m
(q; q)m
(−cq−l/w)m = (−cq
−l−k/w; q)∞
(−cq−l/w; q)∞ =
(−cq−l−k/w; q)l(−cq−k/w; q)∞
(−cq−l/w; q)l(−c/w; q)∞
= q−kl
(−wq1+k/c; q)l(−cq−k/w; q)∞
(−wq/c; q)l(−c/w; q)∞ ,
using [17, (I.9)]. We see that S becomes a multiple of a single sum,
S =
(q,−w,−q/w,−cq−k/w; q)∞
(−c/w; q)∞
∞∑
l=0
(−wq1+k/c, v; q)l
(q,−wq/c; q)l
(
−bq
−k
w
)l
.
The sum is the 2ϕ1-series in the lemma. 
Remark B.9. In Lemmas B.6 and B.8 the sum Σ on the left hand side has an obvious
symmetry (u, c)↔ (v, b). On the right hand side this symmetry is not at all obvious, so there
must be a 2ϕ1-transformation behind this symmetry. Let us see how the symmetry follows
from known transformation formulas.
Applying the three-term transformation formula [17, (III.31)] we find
(bq/c; q)∞ 2ϕ1
(−bv/w,−wq/cu
bq/c
; q, u
)
=
(v, bq/c, c/b; q)∞
(−cuv/wq,−wq/bv; q)∞ 2ϕ1
(−wq/cv, q/v
−q2w/cuv ; q,−wq/bu
)
+
c
b
(v, cq/b,−wq/cu,−qw/cv,−buv/wq,−q2w/buv; q)∞
(u,−wq/bu,−qw/bv,−uvc/wq,−q2w/uvc; q)∞ 2ϕ1
(−wq/bv,−cu/w
cq/b
; q, v
)
,
where we also applied Heine’s transformation [17, (III.3)] for the second 2ϕ1 on the right hand
side. Observe that the second 2ϕ1-function on the right hand side is the same as the 2ϕ1-
function on the left hand side after the substitutions (u, v, c, b) 7→ (v, u, b, c), which is exactly
the symmetry we are looking for. This shows that the first 2ϕ1-function on the right hand
side must vanish, which implies the condition v ∈ q−N0 or c/b ∈ qZ. Assuming one of these
conditions, the symmetry (u, c)↔ (v, b) for Σ is still not clear at this point, because of all the
q-shifted factorials in front of the 2ϕ1-function. To take care of these factors we need to apply
the θ-product identity (B.1) several times. Let us assume that v = q−k, k ∈ N0, then
(−cu/w,−wq/cu; q)∞
(−q2w/cuv,−vuc/wq; q)∞ =
(
−wq
cu
)k+1
q
1
2
k(k+1),
(−buv/wq,−q2w/buv; q)∞
(−bu/w,−wq/bu; q)∞ =
(
− bu
wq
)k+1
q−
1
2
k(k+1),
(−wq/cv; q)∞
(−c/w,−wq/c; q)∞ =
(−c/wq)kq 12k(k−1)
(−cv/w; q)∞ ,
1
(−wq/bv; q)∞ =
(−wq
b
)k
q
1
2
k(k−1) (−bv/w; q)∞
(−b/w,−qw/b; q)∞ ,
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which leads to
Σ =
(q,−w,−q/w, cq/b,−bv/w, v; q)∞
(−vc/w,−b/w,−wq/b; q)∞ 2ϕ1
(−wq/bv,−cu/w
cq/b
; q, v
)
.
Comparing this with the right hand side in Lemma B.6 the symmetry (u, c) ↔ (v, b) is now
clear. In case b/c ∈ qZ similar computations must be used.
Observe that the conditions b/c ∈ qZ and v ∈ q−N0 correspond to Lemmas B.6 and B.8,
respectively.
We are now ready to obtain a 2ϕ1-expression for the function S(t; p1, p2, n).
Proposition B.10. The function S(t; p1, p2, n) defined by (B.2) can be written as a multiple
of a 2ϕ1-function:
S(t; p1, p2, n) = p
n
2q
1
2
n(n−1)|p1p2| ν(p1)ν(p2)c2q
√
(−κ(p1),−κ(p2); q2)∞
× (q
2,−q2/κ(p2),−tq3−n/p1p2,−p1p2qn−1/t, p1q1−n/p2t; q2)∞
(|p1|q1+n/|p2|t,−p1|p2|q−n−1/t,−tqn+3/p1|p2|; q2)∞
× (sgn(p1p2)q2+2n; q2)∞ 2ϕ1
(
p2q
1+n/p1t, p2tq
1+n/p1
sgn(p1p2)q2+2n
; q2,−q2/κ(p2)
)
.
Proof. We substitute z = sgn(p1)q
k, k ∈ Z, in (B.2), then
S(t; p1, p2, n) = K
∞∑
k=−∞
(
tq3−n
p1p2
)k
qk(k−1) 1ϕ1
(−sgn(p1)q2/p21
0
; q2, sgn(p1)q
2+2k
)
× 1ϕ1
(−sgn(p2)q2/p22
0
; q2, sgn(p2)q
2+2k−2n
)
,
K = q
1
2
n(n−1)pn2 |p1p2| ν(p1)ν(p2) c2q
√
(−κ(p1),−κ(p2); q2).
Now we apply Lemmas B.6 and B.8, with q replaced by q2, and
w =
tq3−n
p1p2
, u = −sgn(p2)q
2
p22
, v = −sgn(p1)q
2
p21
, b = sgn(p1)q
2, c = sgn(p2)q
2−2n,
to obtain the desired expression. 
The function S(t; p1, p2, n) can be written in terms of several other 2ϕ1-functions using the
following result.
Lemma B.11. The function S(t; p1, p2, n) satisfies the following symmetry relations:
S(t; p1, p2, n) = (qt)
nS(t; p2, p1,−n)
= (−q)n sgn(p1)χ(p1) sgn(p2)χ(p2)+n sgn(p1p2)S(sgn(p1p2)t−1; p1, p2,−n),
= (−t)nsgn(p1)χ(p1)+nsgn(p2)χ(p2)sgn(p1p2)S(sgn(p1pt)t−1; p2, p1, n).
Proof. The first symmetry relation follows from replacing the summation variable z by zqn in
definition (B.2).
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Comparing coefficients of t in (B.5) gives the transformation formula
1ϕ1
(a
0
; q, q1+n
)
= a−n 1ϕ1
(a
0
; q, q1−n
)
, n ∈ Z.
Furthermore, as a special case of [30, Prop. 6.6] we have
1ϕ1
(
q−n
0
; q, qy
)
= yn 1ϕ1
(
q−n
0
; q, q/y
)
, n ∈ N0, y ∈ C \ {0}.
To both 1ϕ1-functions in (B.2) we apply one of the above transformations; the second one in
case the 1ϕ1 is a terminating series, the first transformation otherwise. Now we change the
summation variable from z to z−1 to obtain the second symmetry relation.
The third relation follows from combining the first two relations. 
Proposition B.10 and the symmetry relations from Lemma B.11 imply transformation for-
mulas between the 2ϕ1-series involved. For instance, the first symmetry relation in Lemma
B.11 together with an application of the θ-product identity (B.1), corresponds to the trans-
formation described in Remark B.9.
We also need the following asymptotic results for the function S.
Lemma B.12. Assume t ∈ C \ {0} and k, n ∈ Z.
(i) For k → −∞,
S(t; qk, qk, n) = O(q−nk).
(ii) Let σ, τ ∈ {−,+}, then there exist constants C1, C2 independent of k, such that
S(t; σqk, τqk, n) = (στq3)k
(
C1t
−k + C2tk
)(
1 +O(q2k)
)
,
for k →∞.
(iii) Let p1 ∈ Iq and τ ∈ {−,+}, then for k →∞,
S(t; p1, τq
k, k + n) = O(qk).
(iv) Let p1 ∈ Iq, then for k → −∞,
S(t; p1, q
k, k + n) = O(q 12k2(p1tqn− 12 )k).
Proof. (i) We use Proposition B.10 to write S(t; qk, qk, n) as a multiple of a 2ϕ1-series. Using
the θ-product identity (B.1) we find
(−tq3−n−2k,−qn−1+2k/t; q2)∞
(−tqn+1−2k,−q2k−n−1/t; q2)∞ = q
−2nktn
and
q2kν(qk)2(−κ(qk),−q2/κ(qk); q2)∞ = q2(−1,−q2; q2)∞,
so that
S(t; qk, qk, n) = c2qq
2−nktnq
1
2
n(n−1) (−1,−q2, q2, q1−n/t; q2)∞
(q1+n/t; q2)∞
× (q2+2n; q2)∞ 2ϕ1
(
q1+n/t, tq1+n
q2+2n
; q2,−q2−2k
)
.
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From this expression it is clear that S(t; qk, qk, n) = O(q−nk) for k → −∞.
(ii) Write S(t; σqk, τqk, n) as a multiple of a 2ϕ1-function using Proposition B.10. Using the
three-term transformation formula [17, III.32] and the θ-product identity (B.1) we find
S(t; σqk, τqk, n) = c2q (στq
3)k
√
(−σq2k,−τq2k; q2)∞ (q
2, στq1−n/t,−στqn−1/t,−στtq3−n; q2)∞
(qn+1/t,−σq−n−1/t,−σtq3+n; q2)∞
×
{
t−k
(στtq1+n, tq1+n,−σq3+n/t,−σtq−1−n; q2)∞
(t2,−τq2k; q2)∞ 2ϕ1
(
στq1+n/t, q1−n/t
q2/t2
; q2,−σq2k
)
+ tk
(στq1+n/t, q1+n/t,−σtq3+n,−σq−1−n/t; q2)∞
(t−2,−τq2k; q2)∞ 2ϕ1
(
στtq1+n, tq1−n
q2t2
; q2,−σq2k
)}
.
From this expression the result follows.
(iii) By Proposition B.10 and [17, (III.4)] there exists a constant C1, which is independent
of k, such that
S(t; p1, τq
k,k + n) = C1(τq)
kqk(k+n)q
1
2
(k+n)(k+n−1)q
1
2
(k−1)(k−2)√(−τq2k; q2)∞
×(τp1q1−2k−n/t,−τp1q2k+n−1/t,−τtq3−n−2k/p1; q2)∞
×(τ sgn(p1)q2+2k+2n; q2)∞ 2ϕ2
(
τq1+2k+n/p1t, |p1|q1+n/t
τ sgn(p1)q2+2k+2n,−q3+n/p1t ; q
2;−tq3+n/p1
)
.
Using the θ-product identity (B.1) twice, we find
(τp1q
1−2k−n/t,−τp1q2k+n−1/t,−τtq3−n−2k/p1; q2)∞ = C2 (−1)
kq−2nkq−2k(k−1)
(τtq1+2k+n/p1; q2)∞
.
Now we see that for large k there exists a constant C3, independent of k, such that
|S(t; p1, τqk, k + n)| ≤ C3qk.
(iv) Assume k < 0. By Proposition B.10 we have
S(t; p1, q
k,−n− k) = C1 q−k(n+k)q 12 (n+k)(n+k+1)qkq 12 (k−1)(k−2)
√
(−q2k; q2)∞
× (−q
2−2k, sgn(p1)q2−2n−2k; q2)∞
(|p1|q1−n−2k/t,−p1q2k+n−1/t,−tq3−2k−n/p1; q2)∞ 2ϕ1
(
q1−n/p1t, tq1−n/p1
sgn(p1)q2−2n−2k
; q2;−q2−2k
)
.
for a certain constant C1 independent of k. Using the θ-product identity (B.1) we have
(−p1q2k+n−1/t,−tq3−2k−n/p1; q2)∞ = C2
( t
p1qn−1
)k
q−k(k−1),
(−q2k; q2)∞ = C3 q
−k(k−1)
(−q2−2k; q2)∞ ,
so that, for large |k|, there is a constant C4 such that
|S(t; p1, qk,−n− k)| ≤ C4 q 12k2q(n− 32 )k|p1/t|k.
Now the result follows from the second symmetry relation in Lemma B.11. 
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B.4. Al-Salam–Chihara polynomials. The spectral analysis of Jacobi operators on ℓ2(N0)
and ℓ2(Z) plays an essential role in this paper. We refer to Berezanski˘ı [6, Ch.7], Pruitt [47],
Masson and Repka [44], Kakehi [23], see also [33, App. A], for general information on Jacobi
operators on ℓ2(Z). We use [29] for general reference. The spectral decomposition of the Jacobi
operators we encounter are described with the help of certain special functions, namely the
Al-Salam–Chihara polynomials and the little q-Jacobi functions. In this subsection we collect
some results and notations for the Al-Salam–Chihara polynomials. Results for little q-Jacobi
functions are given in the next subsection.
The Al-Salam–Chihara polynomials were introduced by Al-Salam and Chihara in [1] to
classify all orthogonal polynomials satisfying a convolution type property. These polynomials
also have been studied by Askey and Ismail [3, §3]. The Al-Salam–Chihara polynomials form
subfamily of the Askey-Wilson polynomials Askey and Wilson [4], Gasper and Rahman [17,
§§7.5-7].
Consider a, b ∈ R\{0}. For n ∈ N0, the Al-Salam–Chihara polynomials Pn(· ; a, b | q) : C→
C are defined by
Pn(µ(y); a, b | q) = a−n(ab; q)n 3ϕ2
(
q−n, ay, a/y
ab, 0
; q, q
)
= (a/y; q)n y
n
2ϕ1
(
q−n, by
q1−ny/a ; q,
q
ya
)
,
(B.6)
for y ∈ C \ {0}. The equality in (B.6) follows from [17, (III.7)] and holds if q1−ny/a 6∈ q−N0 .
We see that for x = µ(y) ∈ R the polynomials Pn(x) = Pn(x; a, b | q) are real-valued. The
Al-Salam–Chihara polynomials satisfy the three-term recurrence relation
2xPn(x) = Pn+1(x) + q
n(a + b)Pn(x) + (1− qn)(1− abqn−1)Pn−1(x) (B.7)
with initial condition P−1(x) = 0, P0(x) = 1. From this relation we see that the Al-Salam–
Chihara polynomials are symmetric in a and b. Favard’s Theorem gives that these polynomials
are orthogonal with respect to a positive measure on the real line for ab < 1, which from now
on we assume to hold. The measure can be determined from the asymptotic behaviour of the
Al-Salam–Chihara polynomials as the degree tends to infinity. This behaviour is determined
by
(abqn; q)∞√
(q, ab; q)∞
Pn(µ(y); a, b | q) =
c(y; a, b | q) yn 2ϕ1
(
ay, by
qy2
; q, qn+1
)
+ c(y−1; a, b | q) y−n 2ϕ1
(
a/y, b/y
qy−2
; q, qn+1
)
,
(B.8)
valid if y2 6∈ qZ, where
c(y; a, b | q) = (a/y, b/y; q)∞
(y−2; q)∞
√
(q, ab; q)∞
. (B.9)
We extend the c-function c(· ; a, b | q) by continuity to all points of C where possible.
The asymptotic behaviour can be obtained as a limiting case (b, c → 0) of the asymp-
totic behaviour of the Askey-Wilson polynomials [17, (7.5.9)], or by using [17, (3.3.5)] with
(a, b, c, z) 7→ (ay, by, qy2, qn+1) and next [17, (1.4.6)], (B.6) and the θ-product identity (B.1).
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See also [3, §3.1] for the asymptotic behaviour using Darboux’s method including the cases
x = ±1.
The corresponding orthonormal Al-Salam–Chihara polynomials pn(· ; a, b | q) : C → C are
defined by
pn(x; a, b | q) = 1√
(q, ab; q)n
Pn(x; a, b | q) (B.10)
for all x ∈ C. The orthonormal Al-Salam–Chihara polynomials satisfy the recurrence relation
2x pn(x) = cn pn+1(x) + dn pn(x) + cn−1 pn−1(x),
cn =
√
(1− qn+1)(1− abqn), dn = qn(a+ b),
(B.11)
and initial conditions p−1(x) = 0, p0(x) = 1. Note that the coefficients cn and dn are bounded,
since we assume 0 < q < 1. Under our assumption ab < 1 the Al-Salam–Chihara polynomials
are orthogonal with respect to a positive measure on R;∫
R
pn(x; a, b | q)pm(x; a, b | q) dm(x; a, b | q) = δn,m, (B.12)
where the measure dm(·; a, b | q) is defined by∫
R
f(x) dm(x; a, b | q) =(q, ab; q)∞
2π
∫ π
0
f(cosψ)
(e2iψ, e−2iψ; q)∞
(aeiψ, ae−iψ, beiψ, be−iψ; q)∞
dψ
+
∑
r∈N0
|aqr|>1
f
(
µ(aqr)
)
wr(a; b | q) +
∑
r∈N0
|bqr|>1
f
(
µ(bqr)
)
wr(b; a | q), (B.13)
with
wr(a; b | q) = (a
−2; q)∞(a2, ab; q)r(1− a2q2r)
(b/a; q)∞(q, aq/b; q)r(1− a2) q
−r2a−3rb−r.
Note that the weight function in (B.12) is very explicit. It can be rewritten in terms of the
c-function (B.9) as∫
R
f(x) dm(x; a, b | q) = 1
2π
∫ π
0
f(cosψ)
dψ
c(eiψ; a, b | q)c(e−iψ; a, b | q)
+
∑
s∈D
f(µ(s))Res
w=s
1
w c(w; a, b | q)c(w−1; a, b | q) ,
(B.14)
where the set D is given by
D = D(a, b | q) = {s ∈ C | |s| > 1, c(s; a, b | q) = 0},
and we assume that the zeroes of the c-function in D are simple. The two sets of discrete
mass points in the measure in (B.12) are finite. If ab > 0, at most one of the sets of discrete
mass points can occur, since we also assume ab < 1. If ab < 0, then both series of discrete
mass points can occur.
Consider the corresponding Jacobi operator on ℓ2(N0) equipped with the standard orthonor-
mal basis {en}∞n=0,
2Jen = cn en+1 + dn en + cn−1 en−1, (B.15)
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with cn and dn as in (B.11), initially defined on the dense domain of finite linear combinations
of the basis vectors. Since the coefficients are bounded, J extends uniquely to a bounded
self-adjoint operator on ℓ2(N0). If we need to stress the dependence on the parameters, we
write J = J(a, b | q). The resolution of the identity for the self-adjoint extension of J can
be described with the orthonormal Al-Salam–Chihara polynomials and the corresponding
orthogonality measure.
Theorem B.13. The Jacobi operator J extends uniquely to a bounded self-adjoint operator
on ℓ2(N0). Let EJ be the resolution of the identity for the self-adjoint extension of J , then for
any Borel set B ⊂ R and u =∑∞n=0 unen, v =∑∞n=0 vnen ∈ ℓ2(N0) we have
〈EJ(B)u, v〉ℓ2(N0) =
∫
B
FJu(x)FJv(x) dm(x; a, b | q), FJu(x) =
∞∑
n=0
unpn(x; a, b | q).
(B.16)
For the purposes in this paper we want to rewrite the orthogonality relations (B.12) for the
Al-Salam–Chihara polynomials as orthogonality relations on L2(I(a, b | q)), where I(a, b | q)
is the support of dm(· ; a, b | q), so
I(a, b | q) = [−1, 1] ∪ µ(D(a, b | q)),
D(a, b | q) = { aqr | r ∈ N0, |aqr| > 1} ∪ { bqr | r ∈ N0, |bqr| > 1}, (B.17)
in accordance with (B.14). On [−1, 1] we take the Lebesgue measure, and on the discrete part
we take the counting measure. Now define for 0 < |ψ| < π
hn(cosψ; a, b | q) =
√
1
2π| sinψ|
pn(cosψ; a, b | q)
|c(eiψ; a, b | q)| ,
hn(µ(eq
r); a, b | q) =
√
wr(e; f | q) pn(µ(eqr); a, b | q),
(B.18)
where e is either a or b, and f is the other parameter, and |eqr| > 1 with r ∈ N0. So
{ hn(· ; a, b | q)}∞n=0 is an orthonormal basis for L2(I(a, b | q)). It follows in particular that
∞∑
n=0
hn(µ(x); a, b | q) hn(µ(y); a, b | q) = δx,y, x, y ∈ D(a, b | q), (B.19)
so that the functions hn(µ(x); a, b | q), n ∈ N0, have ℓ2-norm 1 for x ∈ D(a, b | q). The
orthogonality relations (B.19) can also be proved directly using the q-binomial theorem and
the q-Saalschu¨tz formula [17, (II.3),(II.12)], and it is related to a discrete measure on q−N0 for
which only a finite number of moments exist.
The polynomials pn( · ; a, b | q) and the c-function are symmetric in a, b, which implies the
symmetry relation
hn( · ; a, b | q) = hn( · ; b, a | q). (B.20)
Another symmetry that we need is
hn( · ; a, b | q) = (−1)nhn(− · ;−a,−b; q), (B.21)
which follows from writing out explicitly hn as a multiple of a 2ϕ1-function.
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The asymptotic behaviour of the orthonormal basis of L2(I(a, b | q)) as the degree n tends
to ∞ can be obtained from (B.8). For 0 < |ψ| < π we find
hn(cosψ; a, b | q) =
√
2
π| sinψ|
ℜ(einψc(eiψ; a, b | q))
|c(eiψ; a, b | q)|
(
1 +O(qn)), n→∞, (B.22)
and see [3, §3.1] for the case x = ±1. Observe that the expression is symmetric with respect
to ψ ↔ −ψ. On the discrete spectrum the zeroes of the c-function make the first term on the
right hand side of (B.8) vanish, so that the behaviour of hn is given by
hn(µ(aq
r); a, b | q) = (aqr)−n
√
wr(a; b | q) c(1/aqr; a, b | q)
(
1 +O(qn)), n→∞. (B.23)
This implies h·(x; a, b | q) ∈ ℓ2(N0) for x in the discrete spectrum. The expression for
hn(µ(bq
k); a, b | q) follows from (B.23) by interchanging a and b in the right hand side. We
can also reformulate (B.23) as
hn(µ(s); a, b | q) = s−n
√
Res
w=s
c(w−1; a, b | q)
w c(w; a, b | q)
(
1 +O(qn)), n→∞, (B.24)
for s ∈ D(a, b | q), assuming such zeroes of the c-function are simple.
In this paper we need a certain contiguous relations for the Al-Salam–Chihara polynomials.
The contiguous relation can be looked upon as an operator that can be used for a Darboux
factorization of the Jacobi operator J .
Lemma B.14. The orthonormal basis functions hn(x; a, b | q) satisfy√
1− 2bx+ b2 hn(x; a, b | q) =
√
1− abqn hn(x; a, bq | q)− b
√
1− qn hn−1(x; a, bq | q),
for x ∈ I(a, b | q).
Proof. From the connection coefficient formula [4, §6], [17, §7.6] it follows that
Pn(x; a, b | q) = Pn(x; a, bq | q)− b(1 − qn)Pn−1(x; a, bq | q). (B.25)
This can also be obtained directly from the second explicit expression of Pn in (B.6) by writing
out the 2ϕ1-function as a sum, and using the identity (by; q)k = (bqy; q)k− by(1− qk)(bqy; q)k.
Rewriting (B.25) for the orthonormal basis hn(x; a, b | q), x ∈ I(a, b | q), gives the desired
relation. For x = cosψ this follows directly from (B.10), (B.18), and for x in the discrete
spectrum this is a consequence of
wr(a; bq | q)
wr(a; b | q) =
(1− abqr)(1− q−rb/a)
1− ab ,
wr−1(bq; a | q)
wr(b; a | q) =
(1− b2qr)(1− q−r)
1− ab .
Here we use the convention that hn(x; a, b | q) = 0 for x 6∈ I(a, b | q). 
B.5. Little q-Jacobi functions. In this subsection we collect the results and notations for
the little q-Jacobi functions needed in this paper. The little q-Jacobi functions are the kernel
of an explicit transform pair that is related to the spectral analysis of the hypergeometric
q-difference equation, and they arise as matrix elements for the quantum SU(1, 1) group, see
[45]. References for this subsection are Kakehi [23], Kakehi et al. [24], and also [33, App. A],
[29], [32].
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The hypergeometric q-difference equation, see [17, Exerc. 1.13], can be rewritten as
(c− abz) u(qz) + ((a + b)z − c− q)u(z) + (q − z) u(z/q) = 0 (B.26)
for a function u(z) and one explicit solution of (B.26) is u(z) = 2ϕ1(a, b; c; q, z).
Using the hypergeometric q-difference we find solutions to
2x fk(x) = (1− q
1+k
z
) fk+1(x) + q
k c+ q
dz
fk(x) + (1− cq
k
d2z
) fk−1(x), (B.27)
where we assume from now on that z < 0, c > 0, and d ∈ R\{0}. For more general sets of
parameters, see [33, App. A]. Indeed, we find the solution,
fk(µ(y)) = (c, z, q/z; q)∞d−k 2ϕ1
(
dy, d/y
c
; q, zq−k
)
, (B.28)
where we from now on assume 0 < c < 1 in order to avoid complications for c ∈ q−N0 .
We use the notation fk(x) = fk(x; c, d; z | q) if we want to stress the dependence on the
parameters. Note that replacing c and d by q2/c and qd/c leaves (B.27) invariant, hence
fk(x; q
2/c, qd/c; z | q) is also a solution to (B.27), as can also be checked directly from (B.26).
These solutions are linearly independent for c 6= q.
The equation (B.27) can also be viewed for k ≥ 0 as the recurrence relation for the (suitably
renormalized) associated Al-Salam–Chihara polynomials, and the description of the solution
space matches Gupta, Ismail and Masson [20].
Next we define
Fk(y) = y
k
2ϕ1
(
dy, qdy/c
qy2
; q,
q1+kc
d2z
)
, y2 /∈ q−N, (B.29)
then, for y 6= ±1, Fk(y) and Fk(y−1) define two linearly independent solutions to (B.28) as
follows easily from (B.26). We use the notation Fk(y
±1) = Fk(y±1; c, d; z | q) if we want to
stress the dependence on the parameters. Note that Fk(y
±1) are invariant under replacing
c and d by q2/c and qd/c. Since the solution space to (B.27) is two-dimensional there are
relations between the solutions; in particular,
fk(µ(y)) = c(y)Fk(y) + c(y
−1)Fk(y−1), c(y) =
(c/dy, d/y, dzy, q/dzy; q)∞
(y−2; q)∞
(B.30)
which follows from [17, (4.3.2)] for y2 /∈ qZ. As in the previous subsection we extend this
c-function by continuity to all points of C where possible. We use the notation c(y; c, d; z | q)
if we want to stress the dependence on the parameters. Note that this c-function is different
from the one for the Al-Salam–Chihara polynomials in Section B.4. In this subsection c(y) is
defined by (B.30).
The corresponding orthonormal recurrence relation, i.e., the normalization which makes the
corresponding Jacobi operator symmetric, is
2xuk(x) = ak uk+1(x) + bk uk(x) + ak−1 uk−1(x),
ak =
√(
1− q
k+1
z
)(
1− cq
k+1
d2z
)
, bk =
qk(c+ q)
dz
.
(B.31)
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Note that we assume z < 0, 0 < c < 1, d ∈ R \ {0}, so that the square root is well-defined.
We put
ρ2k =
(cq1+k/d2z; q)∞
(q1+k/z; q)∞
=
( c
d2
)−k (zq−k, d2z/c, cq/d2z; q)∞
(d2zq−k/c, z, q/z; q)∞
, (B.32)
where the second expression follows from the θ-product identity (B.1), then uk(z) = ρkfk(z)
satisfies (B.31) if and only if fk(z) satisfies (B.27). We use the notation ρk(c, d; z | q) if we
want to stress the dependence on the parameters. Now the following orthogonality relations
hold; ∫
R
ρkfk(x)ρlfl(x) dν(x; c, d; z | q) = δk,l, (B.33)
where the measure dν is defined by∫
R
g(x) dν(x; c, d; z | q) = 1
2π
∫ π
0
g(cosψ)
dψ
|c(eiψ)|2 +
∑
r∈Z
|q1−r/dz|>1
g(µ(q1−r/dz))vr
+
∑
r∈N0
|cqr/d|>1
g(µ(cqr/d))wr +
∑
r∈N0
|dqr |>1
g(µ(dqr))w′r,
with
c(y) = c(y; c, d; z | q),
vr =
−(1 − q2−2r/d2z2) (dz)2(1−r)q−(r−2)(r−1)
(q, q, cq1−r/d2z, q1−r/z, czqr−1, d2zqr−1; q)∞
,
wr =
(d2/c2; q)∞
(q, c, d2/c, cz, d2z/c, cq/d2z, q/zc; q)∞
(1− c2q2r/d2)
(1− c2/d2)
(c2/d2, c; q)r
(q, cq/d2; q)r
c−r,
w′r =
(d−2; q)∞
(q, c, c/d2, d2z, z, q/z, q/d2z; q)∞
(1− d2q2r)
(1− d2)
(d2, c; q)r
(q, qd2/c; q)r
c−r.
If we want to stress the dependence on the parameters we use the notation wr(c, d; z | q),
w′r(c, d; z | q) and vr(c, d; z | q) for the weights in (B.33). Note that at most one of the last
two sets of discrete mass points can occur, since we assume 0 < c < 1. The first set of discrete
mass points always occurs. The orthogonality measure (B.33) can be rewritten in terms of
the c-function;∫
R
g(x) dν(x; c, d; z | q) = 1
2π
∫ π
0
g(cosψ)
dψ
|c(eiψ)|2 +
∑
s∈D
g(µ(s))Res
w=s
1
w c(w)c(w−1)
, (B.34)
where we assume that the zeroes of the c-function are simple, and where the set D is defined
by
D = D(c, d; z | q) = {s ∈ C | |s| > 1, c(s) = 0}.
See Kakehi [23], and [33, App. A] for a bit more general situation, [29] for an introduction,
and [32] for a general scheme of function transforms with basic hypergeometric kernel of which
(B.33) is part.
DUAL QUANTUM GROUP 105
Denote by L the corresponding (doubly infinite) Jacobi operator on ℓ2(Z) with orthonormal
basis {ek}k∈Z, i.e.,
2Lek = ak ek+1 + bk ek + ak−1 ek−1, (B.35)
with ak and bk defined as in (B.31), and L initially defined on the dense domain of finite
linear combinations of the basis vectors. We write L = L(c, d, z | q) if we need to stress the
dependence on the parameters. The operator L is unbounded, because the coefficients tend to
±∞ as k → −∞. Its adjoint is given by the same formula (B.35) with its maximal domain,
i.e. D∗ = {v =∑k vkek ∈ ℓ2(Z) |∑k(akvk+1 + bkvk + ak−1vk−1)ek ∈ ℓ2(Z)}. From Section 4.5
of [29] we have the following result. Note that we need to switch from the basis ek to e−k of
ℓ2(Z) for the correspondence with [29].
Theorem B.15. The operator L is essentially self-adjoint for 0 < c ≤ q2. In this case the
resolution of the identity EL for the unique self-adjoint extension of L is given by
〈EL(B)u, v〉ℓ2(Z) =
∫
B
FLu(x)FLv(x) dν(x; c, d; z | q), FLu(x) =
∞∑
k=−∞
ukρkfk(x),
for any Borel set B ⊂ R and any u =∑k ukek, v =∑k vkek ∈ ℓ2(Z).
In [29, Prop.4.5.3] it is also proved that L has deficiency indices (1, 1) in case q2 < c < 1,
c 6= q, hence L has self-adjoint extensions. In the proof linear independence of certain functions
wf(z) and wg(z) (see [29]) is used, which is no longer valid in case c = q. The special case
c = q is also needed in this paper, and we treat this case in Appendix C.
In this paper it is convenient to rewrite the orthogonality relations (B.33) as orthogonality
relations on L2(I(c, d; z | q)), where I(c, d; z | q) is the support of dν(· ; c, d; z | q). So
I(c, d; z | q) = [−1, 1] ∪ µ(D(c, d; z | q)),
D(c, d; z | q) =
{
dqr | r ∈ N0, |aqr| > 1
}
∪
{ c
d
qr | r ∈ N0, | c
d
qr| > 1
}
∪
{q1−r
dz
| r ∈ Z, |q
1−r
dz
| > 1
} (B.36)
in accordance with (B.34). On [−1, 1] we take the Lebesgue measure, and on the discrete part
we take the counting measure. We now define the function jk(x; c, d; z | q) ∈ L2(I(c, d; z | q))
by
jk(cosψ; c, d; z | q) = ρk(c, d; z | q) fk(cosψ; c, d; z | q)√
2π| sinψ| |c(eiψ; c, d; z | q)| , 0 < |ψ| < π,
jk(µ(q
1−r/dz); c, d; z | q) =
√
vr(c, d; z | q) ρk(c, d; z | q) fk(µ(q1−r/dz); c, d; z | q),
jk(µ(cq
r/d); c, d; z | q) =
√
wr(c, d; z | q) ρk(c, d; z | q) fk(µ(cqr/d); c, d; z | q),
jk(µ(dq
r); c, d; z | q) =
√
w′r(c, d; z | q) ρk(c, d; z | q) fk(µ(dqr); c, d; z | q),
(B.37)
so that {jk(· ; c, d; z | q)}k∈Z yields an orthonormal basis for L2(I(c, d; z | q)). We use the
convention that jk(x; c, d; z | q) = 0 for x /∈ I(c, d; z | q). In particular this implies that∑
k∈Z
jk(µ(x); c, d; z | q)jk(µ(y); c, d; z | q) = δx,y, x, y ∈ D(c, d; z | q), (B.38)
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so that {jk(µ(x); c, d; z | q)}k∈Z has ℓ2-norm 1 for x ∈ D(c, d; z | q).
The asymptotic behaviour of jk(x; c, d; z | q) as k → −∞ follows from
ρk fk(x) = (sgn(d)
√
c)k (c, d2z/c, cq/d2z; q)∞
(
1 +O(q−k)), x ∈ C, (B.39)
which is an immediate consequence of (B.28) and (B.32). For the asymptotic behaviour as
k → ∞ we use (B.30), (B.29), (B.32), and we proceed analogously as in the derivation of
(B.22). This gives
jk(cosψ; c, d; z | q) =
√
2
π| sinψ|
ℜ(c(eiψ; c, d; z | q) eikψ)
|c(eiψ; c, d; z | q)|
(
1 +O(qk)) ), k →∞, (B.40)
for 0 < |ψ| < π. Note that the expression is symmetric with respect to ψ ↔ −ψ. The
asymptotic behaviour in the discrete mass points as k →∞ follows similarly as (B.23). The
behaviour is ℓ2, and for k →∞ we have
jk(µ(q
1−r/dz); c, d; z | q) = (q1−r/dz)−k√vr(c, d; z | q) c(qr−1dz; c, d; z | q) (1 +O(qk)),
jk(µ(cq
r/d); c, d; z | q) = (cqr/d)−k√wr(c, d; z | q) c(dq−r/c; c, d; z | q) (1 +O(qk)),
jk(µ(dq
r); c, d; z | q) = (dqr)−k√w′r(c, d; z | q) c(q−r/d; c, d; z | q) (1 +O(qk)).
(B.41)
We can rewrite (B.41), cf. (B.24),
jk(µ(s); c, d; z | q) = s−k
√
Res
w=s
c(w−1; c, d; z | q)
w c(w; c, d; z | q)
(
1 +O(qk)), k →∞, (B.42)
for s ∈ D(c, d; z | q) assuming the zeroes of the c-function are simple.
We will need a contiguous relation for the normalized little q-Jacobi functions, which can
be obtained from the q-derivative of the 2ϕ1-series.
Lemma B.16. The orthonormal basis functions jk(x; c, d; z | q) satisfy√
1− 2x/d+ d−2 jk(x; qc, qd; z | q) =
1
d
√
1− q
k
z
jk−1(x; c, d; z | q)−
√
1− cq
k
d2z
jk(x; c, d; z | q),
for x ∈ I(c, d; z | q).
Proof. A direct calculation, or see [17, Exerc. 1.12], shows that
fk(x; c, d; z | q)− 1
d
fk+1(x; c, d; z | q) = z(1− 2dx+ d2) fk(x; qc, qd; z | q). (B.43)
Rewriting (B.43) for the orthonormal basis jk(x; c, d; z | q) then gives the desired contiguous
relation. For x = cosψ this is immediate from (B.37), (B.32) and (B.33). For x in the discrete
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spectrum it follows from
wr(qc, qd; z | q)
wr(c, d; z | q) = d
2z2(1− cqr)(1− d2q−r/c),
w′r−1(qc, qd; z | q)
w′r(c, d; z | q)
= d2z2(1− d2qr)(1− q−r),
vr−1(qc, qd; z | q)
vr(c, d; z | q) = d
2z2(1− d2zqr−1)(1− q1−r/z). 
Yet another result for the little q-Jacobi functions needed in this paper is related to a
symmetry property that follows from Heine’s transformation [17, (1.4.6)] and analytic contin-
uation;
2ϕ1
(
dy, d/y
c
; q, zq−k
)
=
(zd2q−k/c; q)∞
(zq−k; q)∞
2ϕ1
(
cy/d, c/dy
c
; q, q−k
zd2
c
)
. (B.44)
Together with (B.28) and (B.32) this implies the symmetry
ρk(c, d; z | q) fk(x; c, d; z | q) = ρk(c, c
d
;
zd2
c
| q) fk(x; c, c
d
;
zd2
c
| q). (B.45)
The action on the parameters is an involution, and I(x; c, d; z | q) = I(c, c/d; zd2/c | q).
Moreover, we have
c(y; c, d; z | q) = c(y; c, c
d
;
zd2
c
| q),
vk(c, d; z | q) = vk(c, c
d
;
zd2
c
| q),
wk(c, d; z | q) = w′k(c,
c
d
;
zd2
c
| q),
which implies
jk(x; c, d; z | q) = jk(x; c, c/d; zd2/c | q). (B.46)
This shows that in the special case d2/c ∈ qZ, we can transfer the multiplication by a power
of q in z to a shift in the index k. Using (B.1) we obtain for p ∈ Z
ρk(c, d; zq
−p | q) fk(x; c, d; zq−p | q) = (−dz)pq− 12p(p+1) ρk+p(c, d; z | q) fk+p(x; c, d; z | q),
c(y; c, d; zq−p | q) = (−dzy)pq− 12p(p+1) c(y; c, d; z | q),
vr(c, d; zq
−p | q) = (dz)−2pqp(p+1) vr−p(c, d; z | q),
wr(c, d; zq
−p | q) = (dz)−2pqp(p+1)wr(c, d; z | q),
w′r(c, d; zq
−p | q) = (dz)−2pqp(p+1)w′r(c, d; z | q).
Moreover, I(c, d; zq−p | q) = I(c, d; z | q) and so
jk(x; c, d; zq
−p | q) = (sgn(d))p jk+p(x; c, d; z | q). (B.47)
Combining gives the following special case
jk(x; q, q
1
2
(1−p); z | q) = jk+p(x; q, q 12 (1+p); z | q), (B.48)
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for all x ∈ I(q, q 12 (1−p); z | q) = I(q, q 12 (1+p); z | q).
B.6. Explicit formulas for the function A. Here we write out explicitly the functions
A = A( · ; p,m, ε, η), p ∈ qZ, m ∈ Z and ε, η ∈ {−,+}. These functions are used in §9.2 for
the description of the polar decomposition of the elements Q(p1, p2, n) ∈ Mˆ , and they are used
later on in §10.1 and §10.2 to describe explicitly the actions of the generators of Mˆ on Lp,x
in the discrete series and principal series corepresentations. The functions A are essentially
special cases of the c-functions for Al-Salam–Chihara polynomials and little q-Jacobi functions,
divided by their absolute value. We only give the formulas for A(λ) with λ = eiψ ∈ T0.
For ε = +, η = −,
A(λ;p,m,+,−) =
(−1)mλ1−m−χ(p)
√
2
π| sinψ|
(qλ/p,−q1−2mλ/p; q2)∞
(λ2; q2)∞
(
(λ±2; q2)∞
(qλ±1/p,−q1−2mλ±1/p; q2)∞
) 1
2
,
and for ε = −, η = +,
A(λ; p,m,−,+) = λ
√
2
π| sinψ|
(pqλ,−pq1+2mλ; q2)∞
(λ2; q2)∞
(
(λ±2; q2)∞
(pqλ±1,−pq1+2mλ±1; q2)∞
) 1
2
.
For ε = η = −,
A(λ;p,m,−,−) =
(−1)m+1λ
√
2
π| sinψ|
(−pqλ,−pq1+2mλ; q2)∞
(λ2; q2)∞
(
(λ±2; q2)∞
(−pqλ±1,−pq1+2mλ±1; q2)∞
) 1
2
,
for χ(p) +m ≥ 0, and for χ(p) +m < 0,
A(λ; p,m,−,−) =
(−1)m+1λ1−m−χ(p)
√
2
π| sinψ|
(−qλ/p,−q1−2mλ/p; q2)∞
(λ2; q2)∞
(
(λ±2; q2)∞
(−qλ±1/p,−q1−2mλ±1/p; q2)∞
) 1
2
.
For ε = η = +,
A(λ; p,m,+,+) = (−1)m+χ(p)λ−m−χ(p) (−qλ/p,−pq
1+2mλ, pq3+2m/λ, q−1−2mλ/p; q2)∞
(λ2; q2)∞
×
√
2
π| sinψ|
(
(λ±2; q2)∞
(−qλ±1/p,−pq1+2mλ±1, pq3+2mλ±1, q−1−2mλ±1/p; q2)∞
) 1
2
,
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for m ≥ 0, and for m < 0,
A(λ; p,m,+,+) = (−1)m
√
2
π| sinψ|
(−pqλ,−q1−2mλ/p, q3−2m/λp, pq−1+2mλ; q2)∞
(λ2; q2)∞
×
(
(λ±2; q2)∞
(−pqλ±1,−q1−2mλ±1/p, q3−2mλ±1/p, pq−1+2mλ±1; q2)∞
) 1
2
.
Appendix C. Special case of a Jacobi operator
In this section we study the special case c = q of the Jacobi operator L = Lc = L(c, d, z | q)
defined by (B.35). For special choices of c, d and z, the operator L is a certain restriction of
E†0E0 or the Casimir operator (see Section 8.3). The operator L(q, d, z | q) that we consider
in this subsection corresponds to the case ε = η = +, m = 0.
Let F(Z) be the space of complex-valued functions on Z. We study the linear operator
L˜c : F(Z)→ F(Z), given by
2 (L˜cu)k = ak−1(c) uk−1 + bk(c) uk + ak(c) uk+1
for all u ∈ F(Z) and k ∈ Z. The coefficients ak(c) and bk(c) are given by (B.31), and we write
ak(c), bk(c) instead of ak, bk to stress the dependence on the parameter c. Recall from Section
B.5 that d ∈ R \ {0} and z ∈ (−∞, 0), so that both terms in the square root are positive, and
ak > 0 and bk ∈ R. We define the linear operator L : K(Z)→ K(Z) as the restriction of L˜c to
K(Z), the linear subspace of finite linear combinations of basis vectors, i.e., the subspace of
compactly supported functions in F(Z). Then (Lc,K(Z)) is an unbounded symmetric operator
on the Hilbert space ℓ2(Z). Moreover, the unboundedness occurs as k → −∞, since in this
case the coefficients ak(c) and bk(c) grow exponentially. Note that for k →∞ the coefficients
ak(c) and bk(c) remain bounded.
In this subsection we need the Wronskian associated to the Jacobi operator L;
[u, v]k = ak
(
uk+1vk − ukvk+1
)
, (C.1)
see [29, (4.2.3)]. Two eigenfunctions u, v of L are linearly independent if and only if [u, v] 6= 0.
The remainder of this subsection furnishes the proof the following result.
Theorem C.1. Consider u ∈ ℓ2(Z) so that L˜q(u) ∈ ℓ2(Z) and so that there exists a function
f : R≥0 → C that is differentiable in 0 and satisfies f(0) 6= 0 and u−k = q k2 f(qk) for all
k ∈ N. Then there exists a unique self-adjoint extension T of Lq so that u ∈ D(T ). Moreover,
if v ∈ ℓ2(Z), L˜q(v) ∈ ℓ2(Z) and if there exists a function g : R≥0 → C that is differentiable in
0 and satisfies v−k = q
k
2 g(qk) for all k ∈ N, then v ∈ D(T ) as well.
The resolution of the identity ET for the self-adjoint extension T of Lq is given by
〈ET (B)u, v〉ℓ2(Z) =
∫
B
FTu(x)FTv(x) dν(x; q, d; z | q), FTu(x) =
∞∑
k=−∞
ukρkfk(x),
for any Borel set B ⊂ R and any u =∑k ukek, v =∑k vkek ∈ ℓ2(Z).
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Observe that the resolution of the identity is the same as in Theorem B.15 with c = q.
For the proof we need the eigenfunctions of the operator Lc. For c ∈ (0, 1) and y ∈ C \ {0},
let us denote
f˜(c, y)k = ρk(c, d; z | q)fk(µ(y); c, d; z | q),
g˜(c, y)k = ρk(c, d; z | q)fk(µ(y); q2/c, qd/c; z | q),
(C.2)
where fk and ρk are defined by (B.28) and (B.32), respectively. From Section B.5 we know
that f˜ and g˜ are both solutions of the eigenvalue equation Lcu = µ(y)u. Another solution is
the function
F˜ (c, y)k = ρk(c, d; z | q)Fk(y; c, d; z | q),
see (B.29) for the definition of Fk.
In [29, Section 4.5] it is shown that the operator Lc has deficiency indices (1, 1) in case
q2 < c < 1, q 6= c. The proof of this fact relies on the fact that the functions f˜(c, y) and
g˜(c, y) are both in the space {u | L∗u = zu, ∑0k=−∞ |uk|2 <∞} for z = µ(y) ∈ C \R. In case
c = q, we have f˜(q, y) = g˜(q, y), so we must provide another eigenvector for L˜q.
Definition C.2. Let y ∈ C \ {0}. We define h˜(y) ∈ F(Z)
h˜(y)k = lim
c→q
f˜(c, y)k − g˜(c, y)k
c− q , for all k ∈ Z.
For c ∈ (q2, 1), we have
L˜c
(
f˜(c, y)− g˜(c, y)
c− q
)
= µ(y)
f˜(c, y)− g˜(c, y)
c− q .
Since the coefficients ak(c), bk(c) of L˜c depend continuously on c, and µ(y) is independent of
c, the above equality together with Definition C.2 imply that L˜q h˜(y) = µ(y) h˜(y).
Let us establish the asymptotics of h˜(y)k as k → −∞.
Lemma C.3. Consider y ∈ C \ {0}. Then there exists a convergent sequence (rk)∞k=1 in C
and a differentiable function f : R+ → C such that f(0) 6= 0 and h˜(y)−k = q k2 (rk + k f(qk))
for all k ∈ N.
Proof. Define the C∞-functions B,C : (q2, 1)× [0,∞)→ C such that
B(c, x) = 2ϕ1
(
dy, d/y
c
; q, zx
)
and C(c, x) = 2ϕ1
(
qdy/c, qd/yc
q2/c
; q, zx
)
for all c ∈ (q2, 1), x ∈ R+. We have for c ∈ (q2, 1), k ∈ Z, that
f˜(c, y)−k − g˜(c, y)−k = w−k(c) (B(c, qk)− (q/c)k C(c, qk) ),
where
wk(c) = (c, z, q/z; q)∞d−kρk(c, d; z | q).
Therefore,
h˜(y)−k = w−k(q)
(
(∂1B)(q, q
k)− (∂1C)(q, qk) + (k/q)C(q, qk)
)
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Now define the C∞-function D : (q2, 1)× [0,∞)→ C such that
D(c, x) = (c; q)∞
√
(zx; q)∞ (d2z/c, qc/d2z, z, q/z; q)∞
(d2zx/c; q)∞
for all c ∈ (q2, 1), x ∈ R+ .
Now (B.32) shows that w−k(c) = c
k
2 D(c, qk) for all c ∈ (q2, 1). Thus,
h˜(y)−k = q
k
2 D(q, qk)
(
(∂1B)(q, q
k)− (∂1C)(q, qk)
)
+ q−1 k q
k
2 D(q, qk)C(q, qk) .
Note that q−1D(q, 0)C(q, 0) = q−1D(q, 0) = q−1(c; q)∞
√
(d2z/q, q2/d2z, z, q/z; q)∞ > 0. So
the lemma follows. 
Lemma C.4. Let y ∈ C \ R, |y| < 1. Then F˜ (q, y) belongs to ℓ2(Z) and there exists a
convergent sequence (rk)
∞
k=1 in C and a differentiable function h : R
+ → C so that h(0) 6= 0
and F˜ (q, y)−k = q
k
2 (rk + k h(q
k)) for all k ∈ N.
Proof. Definition (B.28) and (B.32) imply that f˜(q, y)−k/q
k
2 converges as k → ∞. Since
f˜(q, y)−k/kq
k
2 converges to 0 as k → 0 and, by Lemma C.3, h˜(y)−k/kq k2 converges to a non-
zero number as k → 0, we conclude that f˜(q, y) and h˜(y) are linearly independent.
Because f˜(q, y), h˜(y) and F˜ (q, y) belong to the eigenspace of L˜q for the eigenvalue µ(y),
and since such an eigenspace is always two-dimensional, there exist complex numbers λ and
ν so that F˜ (q, y) = λ f˜(q, y) + ν h˜(y). Clearly, this gives [f˜(q, y), F˜ (q, y)] = ν [f˜(q, y), h˜(y)],
see (C.1). By [29, last Eq. of (4.5.4)] we know that [f˜(q, y), F˜ (q, y)] 6= 0, implying that ν 6= 0.
Hence, Lemma C.3 and the remarks in the beginning of this proof guarantee the existence of
a convergent sequence (rk)
∞
k=1 in C and a differentiable function h : R
+ → C so that h(0) 6= 0
and F˜ (q, y)−k = q
k
2 (rk + k h(q
k)) for all k ∈ N. So we immediately get that F˜ (q, y)k is ℓ2 as
k → −∞. Definition (B.29) and (B.32) imply that F˜ (q, y)k is ℓ2 as k →∞, since |y| < 1. So
we conclude that F˜ (q, y) ∈ ℓ2(Z). 
Note that Lemma C.4 applies to y = (1−√2 ) i, so µ(y) = i. Since F˜ (q, y) belongs to ℓ2(Z),
the vector F˜ (q, y) belongs to D(L∗q) and L
∗
q(F˜ (q, y)) = i F˜ (q, y). This implies that Lq is not
essentially self-adjoint.
Lemma C.5. Let f, g : R→ C be functions that are differentiable in 0, (rk)∞k=1 a sequence in
R such that (rkq
k)∞k=1 converges to 0. Then
(
rk (f(q
k−1) g(qk)− f(qk) g(qk−1)) )∞
k=1
converges
to 0.
Proof. For k ∈ N, write
rk (f(q
k−1) g(qk)− f(qk) g(qk−1)) =
(rkq
k)
(
f(qk−1)− f(qk)
qk
g(qk) + f(qk)
g(qk)− g(qk−1)
qk
)
and observe that(
f(qk−1)− f(qk)
qk
)∞
k=1
and
(
g(qk)− g(qk−1)
qk
)∞
k=1
are bounded because f and g are differentiable in 0. 
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We are now ready to prove Theorem C.1.
Proof of Theorem C.1. We set y = (1 − √2 ) i, then µ(y) = i. Consider λ ∈ T. We define a
linear operator Tλ in ℓ
2(Z) such that
D(Tλ) =
{
w ∈ ℓ2(Z) | L˜q(w) ∈ ℓ2(Z) and lim
k→∞
[w, λ F˜ (q, y) + λ¯ F˜ (q, y¯)]−k = 0
}
and Tλ is the restriction of L˜q to D(Tλ). Here we use the Wronskian [·, ·] defined by (C.1).
We know by [29, Lemma (4.2.3)] that Tλ is a self-adjoint extension of Lq and that every
self-adjoint extension arises in this way.
By Lemma C.4 there exists a convergent sequence (rk)
∞
k=1 in C, a differentiable function
h : R+ → C such that h(0) 6= 0 and F˜ (q, y)−k = q k2 (rk+k h(qk)) for all k ∈ N. Take v ∈ ℓ2(Z)
such that L˜q(v) ∈ ℓ2(Z) and such that there exists a function g : R+ → C that is differentiable
in 0 and satisfies v−k = q
k
2 g(qk) for all k ∈ N. Let us calculate limk→∞ [v, F˜ (q, y)]−k.
For k ∈ N,
q−k+
1
2
(
v−k+1 F˜ (q, y)−k − v−k F˜ (q, y)−k+1
)
= g(qk−1) (rk + k h(qk))− g(qk) (rk−1 + (k − 1) h(qk−1))
= ( g(qk−1) rk − g(qk) rk−1 ) + k ( g(qk−1) h(qk)− g(qk) h(qk−1) ) + g(qk) h(qk−1).
The first term converges to 0, since g is continuous and {rk}k is convergent. Since (k qk)∞k=1
converges to 0, Lemma C.5 implies that the second term of the above sum converges to
0 as k → ∞. Therefore the above expression converges to g(0) h(0) as k → ∞. Since
a−k(c) = q1−k
√
c
d|z|(1 + O(qk)), this implies that limk→∞[v, F˜ (q, y)]−k = qd|z| g(0) h(0). Since
F˜ (q, y)k = F˜ (q, y¯)k for all k ∈ Z by the assumptions z < 0 and d ∈ R\{0}, we see that
lim
k→∞
[v, λF˜ (q, y) + λ¯F˜ (q, y¯)]−k =
q
d|z| g(0) (λ h(0) + λ h(0) )
=
2 q
d|z| g(0)ℜ(λ h(0)) .
(C.3)
If we use this equality for v = u and g = f , we see that u belongs to the domain of Tλ if and
only if ℜ(λ h(0)) = 0. Notice that such a λ clearly exists and is determined up to a sign, but
that Tλ = T−λ. So we have proved the existence and uniqueness of the self-adjoint extension
T . Equation (C.3) also guarantees that an element v satisfying the properties described in
the lemma belongs to D(T ).
The spectral decomposition of a self-adjoint extension T of the Jacobi operator Lc, for
0 < c ≤ q2, is determined in [29, §4.5] from eigenfunctions Φy and φy for eigenvalue µ(y),
0 < |y| < 1, such that Φ(y) ∈ ℓ2(N) and φ(y) ∈ ℓ2(−N), see [29, §4.3.2]. Here φ(y), extended
to ℓ2(Z) by setting φ(y)k = 0 for k ≥ 0, must be an element of the domain of T . In case
0 < c ≤ q2 we have Φ(y) = F˜ (c, y) and φ(y) = f˜(c, y), and these functions determine the
spectral decomposition of Lc from Theorem B.15. In order to find the spectral decomposition
of Tλ we need to find the right choices of Φ(y) and φ(y) in this case. Note that there is only
one eigenfunction of Lq for eigenvalue µ(y) in ℓ
2(N), namely F˜ (q, y), so Φ(y) = F˜ (q, y). There
are two eigenfunctions in ℓ2(−N), namely f˜(q, y) and h˜(q, y), so φ(y) is a linear combination
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of these two functions. We show that φ(y) = f˜(q, y) is the right choice for φ(y) here. This
implies that the spectral decomposition of Tλ is the same as the spectral decomposition of L
from Theorem B.15 (with c = q, of course). We only need to show that φ(y) ∈ D(Tλ), so
it suffices to show that there exists a function g : R≥0 → C, differentiable in 0, such that
f˜(q, y)−k = qk/2g(qk) for all k ∈ N. But this follows directly from the definition of f˜(q, y), see
(C.2), (B.28) and (B.32). 
Appendix D. Proofs of some lemmas
D.1. Proof of Lemma 7.6. We prove the following result. Let p1, p2 ∈ Iq and n ∈ Z. Then
〈 Jˆ Q(p1, p2, n)Jˆv, E†0 w〉 = 〈 Jˆ Q(p1, p2, n)JˆE0 v, w〉, ∀ v, w ∈ K0.
Proof. Assume first that v = fmpt and w = flrs for m, l ∈ Z and p, t, r, s ∈ Iq. Then (4.6),
(7.13) and the last symmetry of (6.2) imply
(q − q−1) 〈 Jˆ Q(p1, p2, n)Jˆv, E†0 w〉
= δχ(p1p/p2t),−m−n δm+n−1,l δsgn(pt)(p2/p1)q−m+1s,r |p1p2/p| (−1)m sgn(p)χ(p) sgn(t)χ(t)
×
[
sgn(s) q−
l+1
2 |r/s| 12
√
1 + κ(s) |qs|−1 ap1(t, qs) ap2(p, r)
− sgn(r) q l+12 |s/r| 12
√
1 + κ(q−1r) |s|−1 ap1(t, s) ap2(p, q−1r)
]
.
Because of the presence of the three Kronecker deltas, we can replace |r/s|q−l−1 by |p/t|q1−m.
This gives
(q − q−1) 〈 Jˆ Q(p1, p2, n)Jˆv, E†0 w〉
= δχ(p1p/p2t),−m−n δm+n−1,l δsgn(pt)(p2/p1)q−m+1s,r |p1p2/p| (−1)m sgn(p)χ(p) sgn(t)χ(t)
×
[
sgn(s) q−
m−1
2 |p/t| 12
√
1 + κ(s) |qs|−1 ap1(t, qs) ap2(p, r)
− sgn(r) qm−12 |t/p| 12
√
1 + κ(q−1r) |s|−1 ap1(t, s) ap2(p, q−1r)
]
.
(D.1)
For the other side of the required equation we similarly derive from (4.5), (7.13) and the
last symmetry of (6.2) that
(q − q−1) 〈 Jˆ Q(p1, p2, n)JˆE0 v, w〉
= δχ(p1p/p2t),−m−n δm+n−1,l δsgn(pt)(p2/p1)q−m+1s,r |p1p2/p| (−1)m sgn(p)χ(p) sgn(t)χ(t)
×
[
−q−m−12 |p/t| 12
√
1 + κ(q−1t) |s|−1 ap1(q−1t, s) ap2(p, r)
+ q
m−1
2 |t/p| 12
√
1 + κ(p) |qs|−1 ap1(t, s) ap2(qp, r)
]
.
Comparing this expression with (D.1) we see that we need the q-contiguous relations of Lemma
B.2. Using the first equality of Lemma B.2 for ap1(q
−1t, s) and the second equality of Lemma
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B.2 for ap2(qp, r) gives
(q − q−1) 〈 Jˆ Q(p1, p2, n)JˆE0 v, w〉
= δχ(p1p/p2t),−m−n δm+n−1,l δsgn(pt)(p2/p1)q−m+1s,r |p1p2/p| (−1)m sgn(p)χ(p) sgn(t)χ(t)
×
[
sgn(s) q−
m−1
2 |p/t| 12
√
1 + κ(s) |qs|−1 ap1(t, qs) ap2(p, r)
− (st/qp1) q−m−12 |p/t| 12 |s|−1 ap1(t, s) ap2(p, r)
− sgn(r) qm−12 |t/p| 12
√
1 + κ(q−1r) |s|−1 ap1(t, s) ap2(p, q−1r)
+ (pr/qp2) q
m−1
2 |t/p| 12 |s|−1 ap1(t, s) ap2(p, r)
]
.
Comparing this expression with (D.1) we see that
(q − q−1) 〈 Jˆ Q(p1, p2, n)JˆE0 v, w〉 = (q − q−1) 〈 Jˆ Q(p1, p2, n)Jˆv, E†0 w〉
+ δχ(p1p/p2t),−m−n δm+n−1,l δsgn(pt)(p2/p1)q−m+1s,r |p1p2/p| (−1)m sgn(p)χ(p) sgn(t)χ(t) |pt|
1
2
× |qs|−1 ap1(t, s) ap2(p, r)
[
−sgn(t) (s/p1) q−m−12 + sgn(p) (r/p2) qm−12
]
If the Kronecker δ-function δsgn(pt)(p2/p1)q−m+1s,r is non-zero, then the term in square brackets
equals 0, thus 〈 Jˆ Q(p1, p2, n)JˆE0 v, w〉 = 〈 Jˆ Q(p1, p2, n)Jˆv, E†0 w〉 for v = fmpt and w = flrs.
By linearity the lemma holds for all v, w ∈ K0. 
D.2. Proof of Lemma 8.9. Here we prove the following result: For u, v ∈ K0, p1, p2 ∈ Iq
and n ∈ Z, we have
〈Q(p1, p2, n) u,Ω0 v〉 = sgn(p1p2) 〈Q(p1, p2, n) Ω0 u, v〉. (D.2)
The proof depends on properties of the functions ap(·, ·). One of the properties is the second-
order q-difference equation from Lemma B.3. The other properties we need are essentially the
contiguous relations from Lemma B.2. We state these relations in the following lemma.
Lemma D.1. Consider x, y, p ∈ Iq, then√
1 + κ(y/q) ap(x, y/q) =
py
qx
ap(x, y) +
√
1 + κ(p) aqp(x, y),
and √
1 + κ(y) ap(x, qy) =
py
x
ap(x, y) +
√
1 + κ(p/q) ap/q(x, y) .
Proof. One uses the last equation of (6.2) to write ap(x, q
−1y) in terms of ax(p, q−1y). Then
apply the second relation of Lemma B.2 and use (6.2) again to obtain the first equality. The
second equality is proved in the same way using the first relation of Lemma B.2. 
Proof of (D.2). Let l, m, n ∈ Z and p1, p2, p, r, σ, τ ∈ Iq. We will establish
〈Q(p1, p2, n) fm,p,t,Ω0 fl,r,s〉 = sgn(p1p2) 〈Q(p1, p2, n) Ω0 fm,p,t, fl,r,s〉 . (D.3)
by writing out both sides of this identity in terms of matrix coefficients (7.13) of Q(p1, p2, n).
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Let us first consider the left hand side, which we call SL for convenience, of (D.3). From
the explicit action (4.8) of Ω0 on fmpt we find
2SL = (q
l−1r |s|+ q−l−1s |r| ) 〈Q(p1, p2, n) fm,p,t, fl,r,s〉
− sgn(rs)
√
(1 + κ(r))(1 + κ(s)) 〈Q(p1, p2, n) fm,p,t, fl,qr,qs〉
− sgn(rs)
√
(1 + κ(q−1r))(1 + κ(q−1s)) 〈Q(p1, p2, n) fm,p,t, fl,q−1r,q−1s〉.
In terms of the matrix coefficients (7.13) of Q(p1, p2, n), we have
2SL = δ|p1p/p2t|,qm−n δm−n,l δsgn(pt)(p2/p1)qms,r
×
[
(ql−1r |s|+ q−l−1s |r| )
∣∣∣∣ ts
∣∣∣∣ at(p1, s) ap(p2, r)
− sgn(rs)
√
(1 + κ(r))(1 + κ(s))
∣∣∣∣ tqs
∣∣∣∣ at(p1, qs) ap(p2, qr)
− sgn(rs)
√
(1 + κ(r/q))(1 + κ(s/q))
∣∣∣∣tqs
∣∣∣∣ at(p1, s/q) ap(p2, r/q) ].
From the q-contiguous relations of Lemma D.1 it follows that√
(1 + κ(r))(1 + κ(s)) at(p1, qs) ap(p2, qr) =( ts
p1
at(p1, s) +
√
1 + κ(t/q) at/q(p1, s)
)(pr
p2
ap(p2, r) +
√
1 + κ(p/q) ap/q(p2, r)
)
and √
(1 + κ(r/q))(1 + κ(s/q)) at(p1, s/q) ap(p2, r/q) =( ts
qp1
at(p1, s) +
√
1 + κ(t) aqt(p1, s)
)( pr
qp2
ap(p2, r) +
√
1 + κ(p) aqp(p2, r)
)
,
which implies
2SL = δ|p1p/p2t|,qm−n δm−n,l δsgn(pt)(p2/p1)qms,r[
(ql−1r |s|+ q−l−1s |r| )
∣∣∣∣ ts
∣∣∣∣ at(p1, s) ap(p2, r)
− sgn(rs)
∣∣∣∣ ts
∣∣∣∣ q−1√(1 + κ(t/q))(1 + κ(p/q)) at/q(p1, s) ap/q(p2, r)
− sgn(rs)
∣∣∣∣ ts
∣∣∣∣ q√(1 + κ(t))(1 + κ(p)) aqp(p1, s) aqp(p2, r)
− sgn(rs)
∣∣∣∣ ts
∣∣∣∣ ( prqp2At(p1, s)ap(p2, r) + tsqp1Ap(p2, r)at(p1, s)
) ]
,
where
Ax(y, z) =
xz
y
ax(y, z) +
√
1 + κ(x/q) ax/q(y, z) + q
√
1 + κ(x) aqx(y, z).
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The expression of Ax(y, z) simplifies by Lemma B.2 to
xz
y
Ax(y, z) =
(
κ(z)− κ(x))ax(y, z).
Since δ|p1p/p2t|,qm−n δm−n,l δsgn(pt)(p2/p1)qms,r = 0 unless pr = sgn(p1p2) q
m+lstp22/p
2
1, we now get
2SL = δ|p1p/p2t|,qm−n δm−n,l δsgn(pt)(p2/p1)qms,r[
(ql−1r |s|+ q−l−1s |r| )
∣∣∣∣ ts
∣∣∣∣ at(p1, s) ap(p2, r)
− sgn(rs)
∣∣∣∣ ts
∣∣∣∣ q−1√(1 + κ(t/q))(1 + κ(p/q)) at/q(p1, s) ap/q(p2, r)
− sgn(rs)
∣∣∣∣ ts
∣∣∣∣ q√(1 + κ(t))(1 + κ(p)) aqp(p1, s) aqp(p2, r)
− sgn(rs) qm+l−1
∣∣∣∣ tp2sp1
∣∣∣∣ (κ(s)− κ(t)) at(p1, s) ap(p2, r)
− sgn(rs) q−m−l−1
∣∣∣∣ tp1sp2
∣∣∣∣ (κ(r)− κ(p)) ap(p2, r) at(p1, s) ].
Unless sgn(p1p2) = sgn(rs)sgn(pt), |p2/p1|qm = |r/s| and ql|p2/p1| = |p/t|, the above expres-
sion is zero. Thus,
2SL = δ|p1p/p2t|,qm−n δm−n,l δsgn(pt)(p2/p1)qms,r sgn(p1p2)
∣∣∣∣ ts
∣∣∣∣[
(qm−1p |t|+ q−m−1t |p|) at(p1, s) ap(p2, r)
− sgn(pt) q−1
√
(1 + κ(t/q))(1 + κ(p/q)) at/q(p1, s) ap/q(p2, r)
− sgn(pt) q
√
(1 + κ(t))(1 + κ(p)) aqp(p1, s) aqp(p2, r)
]
.
(D.4)
Next we write out the right hand side SR of (D.3). Using the action (4.8) of Ω0 again, we
see that
2SR = (q
m−1p |t|+ q−m−1t |p|) 〈Q(p1, p2, n) fm,p,t, fl,r,s〉
− sgn(pt)
√
(1 + κ(p))(1 + κ(t)) 〈Q(p1, p2, n) fm,qp,qt, fl,r,s〉
− sgn(pt)
√
(1 + κ(q−1p))(1 + κ(q−1t)) 〈Q(p1, p2, n) fm,q−1p,q−1t, fl,r,s〉.
Writing this out in terms of the matrix coefficients of Q(p1, p2, n), see (7.13), we obtain
2SR = δ|p1p/p2t|,qm−n δm−n,l δsgn(pt)(p2/p1)qms,r
∣∣∣∣ ts
∣∣∣∣[
(qm−1p |t|+ q−m−1p |t|) at(p1, s) ap(p2, r)
− sgn(pt) q−1
√
(1 + κ(q−1t))(1 + κ(q−1p)) aq−1t(p1, s) aq−1p(p2, r)
− sgn(pt) q
√
(1 + κ(t))(1 + κ(p)) aqt(p1, s) aqp(p2, r)
]
.
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Comparing this with (D.4) we see that SL = SR, hence (D.3) holds. 
D.3. Proof of Lemma 9.3. We prove the following result: Let f : J(p,m, ε, η) → C be
bounded, and consider the function
g(w) =(−1)m′(η′)χ(p1p2)+m qn+mp21
(ε′η′)χ(w)
|w|
×
∑
z∈J(p,m,ε,η)
f(z)
|z| ap1(z, w) ap2(ε η q
mp z, ε′η′qm
′
pw),
for w ∈ J(p,m′, ε′, η′).
(1) If f(z) ∼ A t−χ(z) as z → 0 for some A ∈ C and t ∈ C, |t| > 1, then
g(w) ∼ A t−χ(w) ηn s(ε, ε′) s(η, η′) S(εη/t; p1, p2, n), as w → 0.
(2) If f(z) ∼ ℜ(Ae−iψχ(z)) as z → 0 for some A ∈ C and ψ ∈ R, then
g(w) ∼ ηn s(ε, ε′) s(η, η′) ℜ(Ae−iψχ(w)S(εηe−iψ; p1, p2, n)), as w → 0.
Here we use the notation f(z) ∼ g(z) as z → 0, for limz→0
(
f(z) − g(z)) = 0. The function
S(·; p1, p2, n) is defined by (B.2).
Proof. The proof is based on splitting the sum in g(w), and taking limits in both parts of the
sum using Tannery’s theorem, i.e., the dominated convergence theorem for infinite sums.
First of all, the boundedness of f together with Lemma B.5 implies that the sum by which
g(w) is defined is absolutely convergent. Let us denote θ = εη qmp, θ′ = ε′η′ qm
′
p and r =
min{q, q/|θ|}. Now we split the sum for g into a part with |z| > r and a part with |z| ≤ r.
First we consider the part with |z| > r. We define, for y ∈ J(p,m′, ε′, η′),
B(y) =
(ε′η′)−χ(y)
|y|
∑
z∈J(p,m,ε,η)
|z|>r
1
|z| ap1(z, y) ap2(θz, θ
′y) f(z) .
By Lemma B.4 there exists a constant D > 0 so that
|ap1(z, y) ap2(θz, θ′y)| ≤ D ν(p1/y) ν(p2/θ′y) |z|χ(p1/y) |θz|χ(p2/θ
′y) (D.5)
for all z ∈ J(p,m, ε, η) and y ∈ J(p,m′, ε′, η′) satisfying |z| > r and |y| < r. Since, by
assumption, f is bounded, inequality (D.5) and Tannery’s theorem imply that B(y) → 0 as
y → 0.
Next consider the remaining sum over z ∈ J(p,m, ε, η), |z| ≤ r, for all y ∈ J(p,m′, ε′, η′).
We go over to a new summation parameter x = z/y, so that it follows from sgn(z) = ε that
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sgn(x) = sgn(p1). This gives
(ε′η′)χ(y)
|y|
∑
x∈J(p,m,ε,η)
|z|≤r
1
|z| ap1(z, y) ap2(θz, θ
′y) f(z)
=
(ε′η′)χ(y)
|y|
∑
x∈sgn(p1)qZ
|x|≤r/|y|
1
|yx| ap1(yx, y) ap2(θyx, θ
′y) f(yx).
(D.6)
Let F : J(p,m, ε, η)→ C be a bounded function such that
f(y) =
{
t−χ(y)F (y), if f(w) ∼ At−χ(w), as w → 0,
ℜ(e−iψχ(y)F (y)), if f(w) ∼ ℜ(Ae−iψχ(w)), as w → 0.
Observe that this implies limy→0 F (y) = A. Now for y ∈ J(p,m′, ε′, η′) and |t| ≥ 1, we define
C(y; t) =
(ε′η′)χ(y)
|y|
∑
x∈sgn(p1)qZ
|x|≤ r
|y|
1
|yx| ap1(yx, y) ap2(θyx, θ
′y) t−χ(x)F (yx) . (D.7)
We now consider the asymptotic behaviour of C(y; t) as y → 0.
Let us first see that we can take termwise limits in (D.7). For x ∈ sgn(p1)qZ satisfying
|x| ≤ r|y| , we have by Definition 6.2,
(ε′η′)χ(y)
|y2x| ap1(yx, y) ap2(θyx, θ
′y) t−χ(x) F (yx)
=
(ε′η′)χ(y)
|y2x| c
2
q s(ε, ε
′) s(η, η′) (−1)χ(p1p2) (−ε′)χ(yx) (−η′)χ(θyx) |y|2 |θ′| t−χ(x) F (yx)
× ν(p1/x) ν(p2qn/x)
√
(−κ(p1),−κ(p2); q2)∞
√
(−κ(y),−κ(θ′y); q2)∞
(−κ(yx),−κ(θ yx); q2)∞
× Ψ
( −q2/κ(p1)
q2κ(yx/p1)
; q2, q2κ(x)
)
Ψ
( −q2/κ(p2)
q2κ(θyx/p2)
; q2, q2κ
(
sgn(p1p2)q
−nx
))
= (−1)χ(p1p2p)+m s(ε, ε′) s(η, η′) (η′)χ(p)+m qm p c2q qn
√
(−κ(p1),−κ(p2); q2)∞
× (ε′η′/t)χ(x) F (yx) ν(p1/x) ν(p2qn/x)
√
(−κ(y),−κ(θ′y); q2)∞
(−κ(yx),−κ(θ yx); q2)∞
× |x|−1 (q2κ(yx/p1), q2κ(θyx/p2); q2)∞
× 1ϕ1
( −q2/κ(p1)
q2κ(yx/p1)
; q2, q2κ(x)
)
1ϕ1
( −q2/κ(p2)
q2κ(θyx/p2)
; q2, q2κ
(
sgn(p1p2)q
−nx
))
.
(D.8)
DUAL QUANTUM GROUP 119
Assuming for the moment that we can apply Tannery’s Theorem, we see from the last expres-
sion that C(y; t) converges to
A (−1)χ(p1p2p)+m q
m p
|p1p2| (η
′)χ(p)+m sgn(p2)n s(ε′, ε) s(η′, η)S(εη/t; p1, p2, n)
as y → 0, using (B.2). This proves the lemma.
In order to be able to apply Tannery’s Theorem, we need to estimate the summand by a
term independent of y. For small x such an estimate follows from (D.8), since F (y) → A as
y → 0 and the functions ν are small. It remains to give an estimate for large x uniformly for
|y| ≤ ql for some l ∈ Z. By (6.2) we have
1
|y2x| |ap1(yx, y)| |ap2(θyx, θ
′y)| |t−χ(x) F (yx)|
=
1
|y2x| |ap1(y, yx)| |ap2(θ
′y, θyx)| |t−χ(x)F (yx)|
= c2q |θxt−χ(x)F (yx)|
√
(−κ(p1),−κ(p2); q2)∞ ν(p1x) ν(p2 q−n x)
×
√
(−κ(yx),−κ(θ yx); q2)∞
(−κ(y),−κ(θ′y); q2)∞
∣∣∣∣Ψ(−q2/κ(p1)q2κ(y/p1) ; q2, q2/κ(x)
)∣∣∣∣
×
∣∣∣∣Ψ( −q2/κ(p2)q2κ(θ′y/p2) ; q2, q2κ(sgn(p1p2) qn/x)
)∣∣∣∣ .
The Ψ-functions are bounded for |x| large and |y| ≤ ql. Put |x| = q−k, then using the
boundedness of F and the θ-product identity (B.1), we find
|xt−χ(x) F (yx)| ν(p1x) ν(p2 q−n x)
√
(−κ(yx),−κ(θ yx); q2)∞
≤ D1|xt−χ(x)| ν(p1x) ν(p2 q−n x)
√
(−q2l−2k,−|θ| q2l−2k); q2)∞
= D2|tqn+1+l/p1p2|k|θ| 12k
√
(−q2−l,−q2−l/|θ|; q2)k
≤ D3|tqn+1+l/p1p2|k|θ| 12k,
where the constants Di are independent of x. We see that for l large enough this gives us the
desired estimate. 
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