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Abstract
In this work, we explore finite-dimensional linear representations of nonlinear dynamical
systems by restricting the Koopman operator to an invariant subspace spanned by specially
chosen observable functions. The Koopman operator is an infinite-dimensional linear opera-
tor that evolves functions of the state of a dynamical system [1, Koopman 1931]. Dominant
terms in the Koopman expansion are typically computed using dynamic mode decomposition
(DMD). DMD uses linear measurements of the state variables, and it has recently been shown
that this may be too restrictive for nonlinear systems [2, Williams et al., 2015]. Choosing the
right nonlinear observable functions to form an invariant subspace where it is possible to obtain
linear reduced-order models, especially those that are useful for control, is an open challenge.
Here, we investigate the choice of observable functions for Koopman analysis that enable
the use of optimal linear control techniques on nonlinear problems. First, to include a cost
on the state of the system, as in linear quadratic regulator (LQR) control, it is helpful to in-
clude these states in the observable subspace, as in DMD. However, we find that this is only
possible when there is a single isolated fixed point, as systems with multiple fixed points or
more complicated attractors are not globally topologically conjugate to a finite-dimensional
linear system, and cannot be represented by a finite-dimensional linear Koopman subspace
that includes the state. We then present a data-driven strategy to identify relevant observable
functions for Koopman analysis by leveraging a new algorithm to determine relevant terms in
a dynamical system by `1-regularized regression of the data in a nonlinear function space [3,
Brunton et al., 2015]; we also show how this algorithm is related to DMD. Finally, we demon-
strate the usefulness of nonlinear observable subspaces in the design of Koopman operator
optimal control laws for fully nonlinear systems using techniques from linear optimal control.
Keywords– Dynamical systems, Koopman analysis, Hilbert space, Observable functions, Dy-
namic mode decomposition, System identification, Optimal control, Koopman optimal control.
1 Introduction
Koopman spectral analysis provides an operator-theoretic perspective to dynamical systems, which
complements the more standard geometric [4] and probabilistic perspectives. In the early 1930s [1,
5], B. O. Koopman showed that nonlinear dynamical systems associated with Hamiltonian flows
could be analyzed with an infinite dimensional linear operator on the Hilbert space of observ-
able functions. For Hamiltonian fluids, the Koopman operator is unitary, meaning that the inner
product of any two observable functions remains unchanged by the operator. Unitarity is a fa-
miliar concept, as the discrete Fourier transform (DFT) and the proper orthogonal decomposition
(POD) [6] both provide unitary coordinate transformations. In the original paper [1], Koopman
∗ Corresponding author Email: sbrunton@uw.edu (S.L. Brunton).
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drew connections between the Koopman eigenvalue spectrum and conserved quantities, integra-
bility, and ergodicity. Recently, it was shown that level sets of the Koopman eigenfunctions form
invariant partitions of the state-space of a dynamical system [7]; in particular, eigenfunctions of
the Koopman operator may be used to analyze the ergodic partition [8, 9]. Koopman analysis
has also been recently shown to generalize the Hartman-Grobman theorem to the entire basin of
attraction of a stable or unstable equilibrium point or periodic orbit [10]. For more information
there are a number of excellent in-depth reviews on Koopman analysis by Mezic´ et al. [11, 12].
Koopman analysis has been at the focus of recent data-driven efforts to characterize complex
systems, since the work of Mezic´ and Banaszuk [13] and Mezic´ [14]. There is considerable in-
terest in obtaining finite-rank approximations to the linear Koopman operator that propagate the
original nonlinear dynamics. This is especially promising for the potential control of nonlinear
systems [15]. However, by introducing the Koopman operator, we trade nonlinear dynamics for
infinite-dimensional linear dynamics, introducing new challenges. Finite-dimensional linear ap-
proximations of the Koopman operator may be useful to model the dynamics on an attractor, and
those that explicitly advance the state may also be useful for control. Any set of Koopman eigen-
functions will form a Koopman-invariant subspace, resulting in an exact finite-dimensional linear
model. Unfortunately, many dynamical systems do not admit a finite-dimensional Koopman-
invariant subspace that also spans the state; in fact, this is only possible for systems with an iso-
lated fixed point. It may be possible to recover the state from the Koopman eigenfunctions, but
determining the eigenfunctions and inverting for the state may both be challenging.
Dynamic mode decomposition (DMD), introduced in the fluid dynamics community [16, 17,
18, 19], provides a practical numerical framework for Koopman mode decomposition. DMD im-
plicitly uses linear observable functions, such as direct velocity field measurements from particle
image velocimetry (PIV). In other words, the observable function is an identity map on the fluid
flow state. This set of linear observables is too limited to describe the rich dynamics observed
in fluids or other nonlinear systems. Recently, DMD has been extended to include a richer set of
nonlinear observable functions, providing the ability to effectively analyze nonlinear systems [2].
Because of the extreme cost associated with this extended DMD for high-dimensional systems, a
variation using the kernel trick from machine learning has been implemented to make the cost
of extended DMD equivalent to traditional DMD, but retaining the benefit of nonlinear observ-
ables [20]. However, choosing the correct nonlinear observable functions to use for a given sys-
tem, and how they will impact the performance of Koopman mode decomposition and reduction,
is still an open problem. Presently, these observable functions are either determined using infor-
mation about the right-hand side of the dynamics (i.e., knowing that the Navier-Stokes equations
have quadratic nonlinearities, etc.) or by brute-force trial and error in a particular basis for Hilbert
space (i.e., trying many different polynomial functions).
In this work, we explore the identification of observable functions that span a finite-dimensional
subspace of Hilbert space which remains invariant under the Koopman operator (i.e., a Koopman-
invariant subspace spanned by eigenfunctions of the Koopman operator). When this subspace in-
cludes the original states, we obtain a finite-dimensional linear dynamical system on this subspace
that also advances the original state directly. We utilize a new algorithm, the sparse identification
of nonlinear dynamics (SINDy) [3], to first identify the right-hand side dynamics of the nonlinear
system. Next, we choose observable functions such that these dynamics are in the span. Finally, for
certain dynamical systems with an isolated fixed point, we construct a finite-dimensional Koop-
man operator that also advances the state directly. For the examples presented, this procedure is
closely related to the Carleman linearization [21, 22, 23], which has extensions to nonlinear con-
trol [24, 25, 26]. Afterward, it is possible to develop a nonlinear Koopman operator optimal control
(KOOC) law, even for nonlinear fixed points, using techniques from linear optimal control theory.
2
2 Background on Koopman analysis
Consider a continuous-time dynamical system, given by:
d
dt
x = f(x), (1)
where x ∈M is an n-dimensional state on a smooth manifold M. The vector field f is an element
of the tangent bundle TM of M, such that f(x) ∈ TxM. Note that in many cases we dispense
with manifolds and choose M = Rn and f a Lipschitz continuous function.
For a given time t, we may consider the flow map Ft : M → M, which maps the state x(t0)
forward time t into the future to x(t0 + t), according to:
Ft(x(t0)) = x(t0 + t) = x(t0) +
∫ t0+t
t0
f(x(τ)) dτ. (2)
In particular, this induces a discrete-time dynamical system:
xk+1 = Ft(xk), (3)
where xk = x(kt). In general, discrete-time dynamical systems are more general than continuous
time systems, but we choose to start with continuous time for illustrative purposes.
We also define a real-valued observable function g : M→ R, which is an element of an infinite-
dimensional Hilbert space. Typically, the Hilbert space is given by the Lebesque square-integrable
functions on M; other choices of a measure space are also valid.
The Koopman operator Kt is an infinite-dimensional linear operator that acts on observable
functions g as:
Ktg = g ◦ Ft (4)
where ◦ is the composition operator, so that:
Ktg(xk) = g(Ft(xk)) = g(xk+1). (5)
In other words, the Koopman operatorKt defines an infinite-dimensional linear dynamical system
that advances the observation of the state gk = g(xk) to the next timestep:
g(xk+1) = Ktg(xk). (6)
Note that this is true for any observable function g and for any point xk ∈M.
In the original paper by Koopman, Hamiltonian fluid systems with a positive density were in-
vestigated. In this case, the Koopman operator Kt is unitary, and forms a one-parameter family of
unitary transformations in Hilbert space. The Koopman operator is also known as the composition
operator, which is formally the pull-back operator on the space of scalar observable functions [27].
The Koopman operator is the dual, or left-adjoint, of the Perron-Frobenius operator, or transfer
operator, which is the push-forward operator on the space of probability density functions.
We may also describe the continuous-time version of the Koopman dynamical system in Eq. (6)
with the infinitesimal generator K of the one-parameter family of transformations Kt [27] :
d
dt
g = Kg. (7)
The linear dynamical systems in Eqs. (7) and (6) are analogous to the dynamical systems in Eqs. (1)
and (3), respectively. It is important to note that the original state x may be the observable, and the
infinite-dimensional operator Kt will advance this observable function. Again, for Hamiltonian
systems, the infinitesimal generator K is self-adjoint.
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Figure 1: Schematic illustrating the Koopman operator for nonlinear dynamical systems. The
dashed lines from yk → xk indicate that we would like to be able to recover the original state.
3 Koopman invariant subspaces and exact finite-dimensional models
As with any vector space, we may choose a basis for Hilbert space and represent our observable
function g in this basis. For simplicity, let us consider basis observable functions y1(x), y2(x), etc.,
and let a given function g(x) be written in these coordinates as:
g =
∞∑
k=1
αkyk. (8)
A Koopman-invariant subspace is given by span{ys1 , ys2 , · · · , ysm} if all functions g in this subspace,
g = α1ys1 + α2ys2 + · · ·+ αmysm , (9)
remain in this subspace after being acted on by the Koopman operator K:
Kg = β1ys1 + β2ys2 + · · ·+ βmysm . (10)
For functions in these invariant subspaces, it is possible to restrict the Koopman operator to this
subspace, yielding a finite-dimensional linear operator K. K acts on a vector space Rm, with the
coordinates given by the values of ysk(x). This induces a finite-dimensional linear system, as in
Eqs. (6) and (7). Koopman eigenfunctions ϕ, such that Kϕ = λϕ, generate invariant subspaces;
however, it may or may not be possible to invert these functions to recover the original state x.
For control, we may seek Koopman-invariant subspaces that include the original state vari-
ables x1, x2, · · · , xn. The Koopman operator restricted to this subspace is finite-dimensional, linear,
and it advances the original state dynamics, as well as the other observables in the subspace, as
shown in Fig. 1. These Koopman-invariant subspaces may be identified using data-driven meth-
ods, as discussed in Sec. 3.1. In the following sections, we will show that including the state in our
observable subspace is rather restrictive, and it is not possible for the vast majority of nonlinear
systems. In fact, it is impossible to determine a finite-dimensional Koopman-invariant subspace
that includes the original state variables for any system with multiple fixed points or any more
general attractors. This is because all finite-dimensional linear systems have a single fixed point,
and cannot be topologically conjugate to a system with multiple fixed points. This does not, how-
ever, preclude the identification of Koopman-invariant subspaces spanned by Koopman eigen-
functions ϕ, which may provide useful intrinsic coordinates [28]. In fact, it is possible to establish
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topological conjugacy of the entire basin of attraction of a stable or unstable fixed point or periodic
orbit with an associated linear system through the Koopman operator, as shown in [10, 12]. It may
be possible to invert these coordinates to recover the states, although determining eigenfunctions
and inverting them to obtain the state may both be challenging.
For the original state variables x1, x2, · · · , xn to be included in the Koopman-invariant sub-
space, then the nonlinear right hand side function f must also be in this subspace:
d
dt
x = f(x) =⇒ d
dt

x1
x2
...
xn
 =

f1(x1, x2, · · · , xn)
f2(x1, x2, · · · , xn)
...
fn(x1, x2, · · · , xn)
 . (11)
The state variables x form the first n observable functions ys1 = x1, ys2 = x2, · · · , ysn = xn, and
the remaining m− n observables are nonlinear functions required to represent the terms in f . If it
is possible to represent each term fk as a combination of observable functions in the subspace,
fk(x1, x2, · · · , xn) = ck,1ys1 + ck,2ys2 + · · ·+ ck,mysm , (12)
then we may write the first n rows of the Koopman-induced dynamical system as:
d
dt

y1
y2
...
yn
yn+1
...
ym

=

c1,1 c1,2 · · · c1,n c1,n+1 · · · c1,m
c2,1 c2,2 · · · c2,n c2,n+1 · · · c2,m
...
...
. . .
...
...
. . .
...
cn,1 cn,2 · · · cn,n cn,n+1 · · · cn,m
? ? · · · ? ? · · · ?
...
...
. . .
...
...
. . .
...
? ? · · · ? ? · · · ?


y1
y2
...
yn
yn+1
...
ym

. (13)
In practice, the last m − n rows may be determined analytically, by successively computing ddtyk
for k > n and representing these derivatives in terms of other subspace observables. Knowing the
dynamics f is essential to choose a relevant observable subspace. If the dynamics are known, ob-
servables may be derived analytically. Alternatively, a least-squares regression may be performed
using data, as in the extended DMD [2].
3.1 Data-driven sparse identification of nonlinear observable functions
It is clear from Eqs. (11)–(13) that the choice of relevant Koopman observable functions is closely
related to the form of the nonlinearity in the dynamics. In the case that governing equations are
unknown, data-driven strategies must be employed to determine useful observable functions. A
recently developed technique allows for the identification of the nonlinear dynamics in Eq. (11),
purely from measurements of the system [3]. The so-called sparse identification of nonlinear dy-
namics (SINDy) algorithm uses sparse regression [29] in a nonlinear function space to determine
the relevant terms in the dynamics. This may be thought of as a generalization of earlier methods
that employ symbolic regression (i.e., genetic programming [30]) to identify dynamics [31, 32]; a
similar method has been used to predict catastrophes in dynamical systems [33]. Thus, the SINDy
algorithm is an equation-free method [34] to identify a dynamical system from data. This follows
a growing trend to exploit sparsity in dynamics [35, 36, 37] and dynamical systems [38, 39, 40].
For simplicity in connecting the SINDy algorithm with dynamic mode decomposition (DMD),
we consider discrete-time systems as in Eq. (3), although the algorithm applies equally well to
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continuous-time systems. In the SINDy algorithm, measurements of the state x of a dynamical
system are collected, and these measurements are augmented into a larger vector Θ(x) which
contains candidate functions yck(x) for the right-hand side dynamics Ft(x) in Eq. (3):
Θ(x) =

yc1(x)
yc2(x)
...
ycm(x)
 . (14)
Often, we will choose the first n functions to be the original state variables, yck(x) = xk, so that
the state x in Θ(x). Then, we write the following matrix system of equations:x2 x3 · · · xM
 =
 ξ
T
1
...
ξTn

Θ(x1) Θ(x2) · · · Θ(xM )
 . (15)
This may be written in matrix short-hand as:
X′ = ΞTΘ(X). (16)
The functions in Θ(x) are candidate terms in the right hand side dynamics Ft, and they will
also be candidate observable functions. The row vectors ξTk determine which nonlinear terms in
Θ(x) are active in the k-th row of Ft; typically, ξk will be a sparse vector, since only a few terms
are active in the right hand side of many dynamical systems of interest. In this case, we may
use sparse regression to solve for each sparse row ξTk . Afterward, the sparse matrix Ξ
T yields a
nonlinear discrete-time model for Eq. (3), obtained purely from data:
xk+1 = Ξ
TΘ(xk). (17)
With the active terms in the nonlinear dynamics identified as the nonzero entries in the rows
of ΞT , it is possible to include these functions in the Koopman subspace. Note that in the original
SINDy algorithm, the transpose of Eq. (15) was used so that the rows of Ξ become sparse column
vectors, establishing a closer resemblance to sparse regression and compressed sensing formula-
tions. Again, either discrete-time or continuous time formulations may be used. After a reduced
observable subspace has been identified, we may re-apply the SINDy Algorithm:
Θref(X
′) = ΞTaugΘ(X) (18)
where Θref is a refined set of candidate observable functions that are active in Eq. (17). The addi-
tional rows of Ξaug determine how these observable functions advance as a linear combination of
other observable functions. This procedure may be iterated until the subspace converges. Also,
the `1 sparse regularization may be omitted in these regressions.
3.1.1 Connections to dynamic mode decomposition (DMD)
In the case that Θ(x) = x, the problem in Eq. (16) reduces to the standard DMD problem:
X′ = ΞX. (19)
In the standard DMD algorithm, a solution Ξ is obtained that minimizes the sum-square error:
Ξ = argmin
Ξ˜
‖X′ − Ξ˜X‖F , (20)
where ‖ · ‖F is the Frobenius norm. This is generally obtained by computing the pseudo-inverse
of X using the singular value decomposition (SVD).
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4 Systems with Koopman-invariant subspaces containing the state
Here, we construct a family of nonlinear dynamical systems where it is possible to find a Koopman-
invariant subspace that also includes the original state variables as observable functions. These
systems necessarily only have a single isolated fixed point, as there is no finite-dimensional linear
system that can represent multiple fixed points or more general attractors. It is, however, possible
to obtain linear representations of entire basins of attractions of certain fixed points using eigen-
function coordinates [10, 2], where it may be possible to invert to find the state. However, these
are still not global descriptions, and finding these eigenfunctions and inverting to recover the
state remains an open challenge for most systems. All of the examples below exhibit polynomial
nonlinearities that give rise to polynomial slow or fast manifolds.
4.1 Continuous-time formulation
Consider a continuous-time dynamical system with a polynomial slow manifold, given by
d
dt
[
x1
x2
]
=
[
µx1
λ (x2 − P (x1))
]
, (21)
where P (x) is a polynomial function. If λ  |µ| < 0, then x2 = P (x1) is an asymptotically
attracting slow manifold. This system has a single fixed point at the origin x1 = x2 = 0. We
will show that there always exists a finite-dimensional linear system that is given by the closure
of the Koopman operator on an observable subspace spanned by the states x1, x2 and the active
polynomial terms in P (x1).
First, consider a single monomial term given by P (x) = xN . Thus, we would augment the
state with an observable function xN , so that:
y =
y1y2
y3
 =
x1x2
xN1
 . (22)
Now, the first two terms for ddty1 = µy1 and
d
dty2 = λy2 − λy3 are linearly related to the entries of
y. Finally, to determine ddty3, we need only apply the chain rule:
d
dt
y3 =
d
dt
xN1 = Nx
N−1
1
d
dt
x1 = µNx
N
1 = µNy3. (23)
This is closely related to Carleman linearization [21, 22, 23]. Thus, the system simplifies as:
d
dt
y1y2
y3
 =
µ 0 00 λ −λ
0 0 µN
y1y2
y3
 . (24)
For more general polynomials, given by P (x) = a1xN1 + a2xN2 + · · ·+ aMxNM , we have:
y1
y2
y3
y4
...
yM+2

=

x1
x2
xN11
xN21
...
xNM1

=⇒ d
dt

y1
y2
y3
y4
...
yM+2

=

µ 0 0 0 · · · 0
0 λ −a1λ −a2λ · · · −aMλ
0 0 µN1 0 · · · 0
0 0 0 µN2 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · µNM


y1
y2
y3
y4
...
yM+2

. (25)
This expression is finite-dimensional and linear, and it advances the original state x forward ex-
actly, even though the governing dynamics are nonlinear.
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Figure 2: Illustration of two examples with a slow manifold . In both cases, µ = −0.05 and λ = −1.
Figure 3: Visualization of three-
dimensional linear Koopman sys-
tem from Eq. (26) along with pro-
jection of dynamics onto the x1-x2
plane. The attracting slow mani-
fold is shown in red, the constraint
y3 = y
2
1 is shown in blue, and the
slow unstable subspace of Eq. (26)
is shown in green. Black trajecto-
ries of the linear Koopman system
in y project onto trajectories of the
full nonlinear system in x in the
y1-y2 plane. Here, µ = −0.05 and
λ = 1. Figure is reproduced with
Code 1.
4.1.1 Continous-time examples
Here, we consider two examples with slow manifolds, which are illustrated in Fig. 2. The first
system, with quadratic attracting manifold x2 = x21, is given by:
x˙1 = µx1
x˙2 = λ(x2 − x21)
}
=⇒ d
dt
y1y2
y3
 =
µ 0 00 λ −λ
0 0 2µ
y1y2
y3
 for
y1y2
y3
 =
x1x2
x21
 (26)
and the second system, with quartic attracting manifold x2 = x41 − 2x21, is given by:
x˙1 = µx1
x˙2 = λ(x2 − x41 + 2x21)
}
=⇒ d
dt

y1
y2
y3
y4
 =

µ 0 0 0
0 λ 2λ −λ
0 0 2µ 0
0 0 0 4µ


y1
y2
y3
y4
 for

y1
y2
y3
y4
 =

x1
x2
x21
x41
 . (27)
To understand the embedding of a nonlinear dynamical system in a higher-dimensional ob-
servable subspace, in which the dynamics are linear, consider the system with quadratic attracting
manifold from Eq. (26). The full three-dimensional Koopman observable vector space is visualized
in Fig. 3. Trajectories that start on the invariant manifold y3 = y21 , visualized by the blue surface,
are constrained to stay on this manifold. There is a slow subspace, spanned by the eigenvectors
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corresponding to the slow eigenvalues µ and 2µ; this subspace is visualized by the green surface.
Finally, there is the original asymptotically attracting manifold of the original system, y2 = y21 ,
which is visualized as the red surface. The blue and red parabolic surfaces always intersect in a
parabola that is inclined at a 45◦ angle in the y2-y3 direction. The green surface approaches this
45◦ inclination as the ratio of fast to slow dynamics become increasingly large. In the full three-
dimensional Koopman observable space, the dynamics are given by a stable node, with trajectories
rapidly attracting onto the green subspace and then slowly approaching the fixed point.
4.1.2 Intrinsic coordinates defined by eigen-observables of the Koopman operator
The left eigenvectors of the Koopman operator yield Koopman eigenfunctions (i.e., eigenobserv-
ables). The Koopman eigenfunctions of Eq. (26) corresponding to eigenvalues µ and λ are:
ϕµ = x1, and ϕλ = x2 − bx21 with b =
λ
λ− 2µ. (28)
The constant b in ϕλ captures the fact that for a finite ratio λ/µ, the dynamics only shadow the
asymptotically attracting slow manifold x2 = x21, but in fact follow neighboring parabolic trajec-
tories. This is illustrated more clearly by the various surfaces in Fig. 3 for different ratios λ/µ.
In this way, a set of intrinsic coordinates may be determined from the observable functions
defined by the left eigenvectors of the Koopman operator on an invariant subspace. Explicitly,
ϕα(x) = ξαy(x), where ξαK = αξα. (29)
These eigen-observables define observable subspaces that remain invariant under the Koopman
operator, even after coordinate transformations. As such, they may be regarded as intrinsic co-
ordinates [28] on the Koopman-invariant subspace. As an example, consider the system from
Eq. (26), but written in a coordinate system that is rotated by 45◦:
η = x+ y
ξ = x− y and
x = (η + ξ) /2
y = (η − ξ) /2
}
=⇒
d
dt
η =
µ
2
(η + ξ) +
λ
2
(η − ξ)− λ
4
(η + ξ)2
d
dt
ξ =
µ
2
(η + ξ)− λ
2
(η − ξ) + λ
4
(η + ξ)2
(30)
The original eigenfunctions, written in the new coordinate systems are:
ϕµ(η, ξ) =
η + ξ
2
ϕλ(η, ξ) =
η − ξ
2
− λ
λ− 2µ
(η + ξ)2
4
.
It is easy to verify that these remain eigenfunctions:
d
dt
ϕµ =
η˙ + ξ˙
2
= µ
η + ξ
2
= µϕµ
d
dt
ϕλ =
η˙ − ξ˙
2
− λ
λ− 2µ
2(η + ξ)(η˙ + ξ˙)
4
= λ
[
η − ξ
2
− λ
λ− 2µ
(η + ξ)2
4
]
= λϕλ.
In fact, in this new coordinate system, it is possible to write the Koopman subspace system:
d
dt
 ηξ
ϕλ
 =
 3µ2 −µ2 (λ− 2µ)−µ2 3µ2 −(λ− 2µ)
0 0 λ
 ηξ
ϕλ
 . (31)
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4.2 Discrete-time formulation
A related formulation for discrete-time systems is given by:[
x1
x2
]
k+1
=
[
µ 0
0 λ
] [
x1
x2
]
k
+
[
0
(1− λ)P ([x1]k)
]
. (32)
This system will also converge asymptotically to a slow manifold given by x2 = P (x1) when
|λ|  |µ| and |λ| < 1. A similar argument can be made to that given in Eq. (23) and Eq. (25), but
with µN replacing Nµ, since:
[xN1 ]k+1 = ([x1]k+1)
N = (µ[x1]k)
N = µN [xN1 ]k. (33)
Thus, for discrete-time systems, the update is given by:
y1
y2
y3
y4
...
yM+2

=

x1
x2
xN11
xN21
...
xNM1

=⇒

y1
y2
y3
y4
...
yM+2

k+1
=

µ 0 0 0 · · · 0
0 λ a1(1− λ) a2(1− λ) · · · aM (1− λ)
0 0 µN1 0 · · · 0
0 0 0 µN2 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · µNM


y1
y2
y3
y4
...
yM+2

k
.
4.2.1 Discrete-time example
The case of a polynomial slow manifold is inspired by an example from Tu et al. [19]:[
x1
x2
]
7→
[
λx1
µx2 + (λ
2 − µ)x21
]
. (34)
In this case, there is a polynomial stable manifold x2 = x21. Thus, they suggest the following
observable variables, which are intrinsic coordinates for the dynamics:[
y1
y2
]
=
[
x1
x2 − x21
]
=⇒
[
y1
y2
]
k+1
=
[
λ 0
0 µ
] [
y1
y2
]
k
. (35)
In our framework above, if the correct intrinsic variables were unknown, they could be dis-
covered by writing the system as:y1y2
y3
 =
x1x2
x21
 =⇒
y1y2
y3

k+1
=
λ 0 00 µ (λ2 − µ)
0 0 λ2
y1y2
y3

k
. (36)
Finally, in this observable function coordinate system, the left eigenvectors are:
ξ1 =
10
0
 =⇒ ϕ1(x) = x1, ξ2 =
00
1
 =⇒ ϕ2(x) = x21, ξ3 =
 01
−1
 =⇒ ϕ3(x) = x2 − x21 (37)
corresponding to the eigenvalues λ1 = λ, λ2 = λ2 and λ3 = µ. These eigenvectors diagonalize the
system and define the intrinsic coordinates.
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5 Koopman operator optimal control
A long held hope of Koopman operator theory is that it would provide insights into the control of
nonlinear systems. Here, we present results of designing control laws using linear control theory
on the truncated Koopman operator; these Koopman operator optimal controllers (KOOCs) then
induce a nonlinear controller on the state-space that dramatically outperforms optimal control on
the linearized fixed point.
This is only a brief introduction to the theory of Koopman optimal control, and there are nu-
merous extensions that must be developed and explored. There are existing connections between
DMD and control systems [15], and there are ongoing efforts to extend this to the Koopman op-
erator framework. There are a number of systems where it is not clear how to use the Koopman
linear operator for control, and these will be briefly outlined below. In addition, there are alterna-
tive nonlinear control methods related to Carleman linearization [24, 25, 26] that may be connected
to Koopman operator control. Moreover, we have not yet proven the nonlinear optimality of these
new controllers, but the numerical performance is striking.
5.1 Simple motivating example
As a motivating example, consider the nonlinear system in Eq. (26), but with the stability of the x2
direction reversed (i.e., λ = 1 instead of λ = −1), and modified to include actuation on the second
state:
d
dt
[
x1
x2
]
=
[
µ 0
0 λ
] [
x1
x2
]
+
[
0
−λx21
]
+
[
0
1
]
u, (38)
with µ = −.1 and λ = 1. Again, this may be put into a Koopman formalism as:
d
dt
y1y2
y3
 =
µ 0 00 λ −λ
0 0 2µ
y1y2
y3
+
01
0
u. (39)
Now, let us assume that we have a quadratic cost function, as in the linear-quadratic-regulator
(LQR) control framework:
J =
∫ ∞
0
xT (τ)Qx(τ) + u(τ)TRu(τ) dτ, (40)
where Q weighs the cost of deviations of the state x from the origin and R weighs the cost of
control expenditure. For now, we will consider the following Q and R for simplicity:
Q =
[
1 0
0 1
]
R = 1. (41)
In this way, all state deviations and control expenditures are weighed equally.
For linear systems, such as the linearization of Eq. (38), it is possible to derive the matrix C that
results in the optimal control law u = −Cx; this control law is optimal in the sense that it achieves
the minimal attainable cost function J . However, this controller will only be optimal for a small
vicinity of the fixed point where linearization is valid. Outside this vicinity, when nonlinear terms
become large, all guarantees of optimality are lost.
Instead of linearizing near the fixed point and computing the optimal LQR controller, here we
use the Koopman linear system in Eq. (39). We still have the same cost on the state x, so we use
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Figure 4: Illustration of LQR control around a nonlinear fixed point using standard linearization
(black) and truncated Koopman (red). The Koopman optimal controller achieves a much smaller
overall cost, J , approximately 1/3 of the cost of the standard LQR solution.
a modified weight matrix Q˜ given by Q˜ =
[
Q 0
0 0
]
and R˜ = R. In this way, we may develop an
optimal linear controller for the Koopman representation of our nonlinear system. In this case, the
Koopman linear control law, given by u = C˜y, may be interpreted as a nonlinear control law on
the original state x:
u = − [K˜1 K˜2] [x1x2
]
− K˜3x21. (42)
The results of the standard LQR compared with this Koopman operator optimal controller are
shown in Fig. 4, and the Matlab code is provided in Code 2. In this example, the KOOC achieves
a cost of approximately 1/3 the cost of standard LQR.
5.2 Limitations of Koopman operator optimal control
In the current framework, there are a number of limitations to the approach advocated above. We
will illustrate this on a simple variation on the example above, in which µ is unstable instead of λ
and the control input effects the first state x1 instead of x2:
d
dt
[
x1
x2
] [
µ 0
0 λ
] [
x1
x2
]
+
[
0
−λx21
]
+
[
1
0
]
u, (43)
with µ = .1 and λ = −1. In this example, it is necessary to move the actuation to the first state
x1, otherwise this state will be unstable and uncontrollable. What is more troubling, is that the
subspace spanned by x1, x2, and x21 is no longer Koopman-invariant, since the expression for the
time derivative of y3 = x21 is more complicated now:
d
dt
y3 = 2x1
d
dt
x1 = 2x1 (µx1 + u) . (44)
Thus, there is a troublesome extra nonlinear term x1u in the expression for ddty3. However, this
may not be too large of a problem, considering that we don’t weight excursions of y3 in the cost
function. What is a larger problem, is that the state y3 has a positive eigenvalue 2µ, which is
uncontrollable. Many off-the-shelf packages, such as Matlab, will fail to return an LQR controller
for such uncontrollable unstable systems.
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6 Discussion
In this paper, we have investigated a special choice of Koopman observable functions that form a
finite-dimensional subspace of Hilbert space that contains the state in its span and remains invari-
ant under the Koopman operator. Any finite collection of Koopman eigenfunctions (i.e., eigen-
observables) forms such a Koopman-invariant subspace. These Koopman eigenfunctions may be
extremely useful, providing intrinsic coordinates for a given nonlinear dynamical system. In addi-
tion, given such a Koopman-invariant subspace, the Koopman operator restricted to this subspace
yields a finite-dimensional linear dynamical system to evolve these observables forward in time.
However, it is not always clear how to identify relevant Koopman eigenfunctions, either from
data or governing equations, or how to invert these coordinates to obtain information about the
progression of the underlying state variables. Moreover, in many cases with control, the control
objectives are defined directly on the state; this is the case in linear quadratic regulator (LQR)
control, for example. Thus, there is still interest in defining a Koopman invariant subspace that
includes the original state variables as observable functions.
We demonstrate that for a large class of nonlinear systems with a single isolated fixed point,
it is possible to obtain such a Koopman-invariant subspace that includes the original state vari-
ables. Moreover, we present a data-driven technique to identify the relevant Koopman observable
functions, leveraging a recent technique that identifies nonlinear dynamical systems in a nonlin-
ear function space using sparse regression; this algorithm is known as the sparse identification
of nonlinear dynamics (SINDy). We show that the eigen-observables that define this Koopman-
invariant subspace may be solved for as left-eigenvectors of the Koopman operator restricted to
the subspace in the chosen coordinate system. Finally, we demonstrate that the finite-dimensional
linear Koopman operator defined on this Koopman-invariant subspace may be used to develop
Koopman operator optimal control (KOOC) laws using techniques from linear control theory. In
particular, we develop an LQR controller using the Koopman linear system, but retaining the cost
function defined on the original state. The resulting control law may be thought of as induc-
ing a nonlinear control law on the state variable, and it dramatically outperforms standard LQR
computed on a linearization, reducing the cost expended by a factor of three. This is extremely
promising and may result in significantly improved control laws for systems with normal form
expansions near fixed points [4]. These expansions are commonly used in astrophysical problems
to compute orbits around fixed points [41]; for example, the James Webb Space Telescope will orbit
the Sun-Earth L2 Lagrange point [42].
As is often the case with interesting problems in mathematics, a deeper understanding of
one problem opens up a host of other open questions. For example, a complete classification of
nonlinear systems which admit Koopman-invariant subspaces that include the state variables as
observables remains an open and interesting problem. It is, however, clear that no system with
multiple fixed points, or any periodic orbits or more complex attractors can admit such a finite-
dimensional Koopman-invariant subspace containing the state variables explicitly as observables.
In these cases, another open problem is how to choose observable coordinates so that a finite-
rank truncation of the linear Koopman dynamics yields useful results, not just for reconstruction
of existing data, but for future state prediction and control. Finally, more effort must go into
understanding whether or not Koopman operator optimal control laws are optimal in the sense
that they minimize the cost function across all possible nonlinear control laws.
Much of the interest surrounding Koopman analysis and DMD has been centered around the
promise of obtaining finite-dimensional linear expressions for nonlinear dynamics. In fact, any
set of Koopman eigenfunctions span an invariant subspace, where it is possible to obtain an ex-
act and closed finite-dimensional truncation, although finding these nonlinear Koopman eigen-
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observable functions is challenging. Moreover, Koopman invariant subspaces may or may not
provide enough information to propagate the underlying state, which is useful for evaluating
cost functions in optimal control laws. Koopman eigenfunctions provide a wealth of information
about the original system, including a characterization of invariant sets such as stable and unsta-
ble manifolds, and these may not have simple closed-form representations, but may instead need
to be approximated from data. There are methods that identify almost invariant sets and coherent
structures [43, 44] using set oriented methods [45]. Related Ulam-Galerkin methods have been
used to approximate eigenvalues and eigenfunctions of the Perron-Frobenius operator [46].
To address these challenges, finite-dimensional linear approximations of the Koopman opera-
tor from data have been widely explored, and they are valuable in many instances, especially for
extracting dynamics on modal coherent structures. However, we have shown that it is quite rare
for a dynamical system to admit a finite-dimensional Koopman-invariant subspace that includes
the state variables explicitly, so that exact linear models to propagate the state dynamics exist only
for systems with a single isolated fixed point. This implies that approximate truncation of linear
Koopman models for nonlinear phenomena with multiple fixed points or more general attractors
should be used with care for future-state prediction, especially for off-attractor transients, as well
as for the design of control laws. There is no free lunch with Koopman analysis of nonlinear sys-
tems, as we trade finite-dimensional nonlinear dynamics for infinite-dimensional linear dynamics,
with an entirely new host of challenges.
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Appendix: Systems without Koopman-invariant subspaces that explic-
itly span the state
For any system with multiple fixed points, periodic orbits, or atrracting/repelling structures, there is no
finite-dimensional Koopman invariant subspace that explicitly includes the state. This follows from the
fact that these systems cannot be topologically conjugate to a finite-dimensional linear system with a sin-
gle fixed point. It may, however, be possible to obtain a linearization that is valid in an entire basin of
attraction of a single fixed point or periodic orbit of a complex system [10, 2]. Moreover, it may be possible
to determine an invariant subspace spanned by Koopman eigenfunctions such that it is possible to invert
these eigenfunctions to recover the states. Incorporating eigenfunction-based Koopman optimal control is
an important avenue of future research, as it will open up Koopman optimal nonlinear control to a wider
class of important problems.
6.1 Example: Logistic map
Consider the logistic map, given by:
xk+1 = rxk(1− xk). (45)
Naturally, the observable subspace must include x and x2:
yk =
[
x
x
]
k
,
[
xk
x2k
]
. (46)
Writing out the Koopman operator, the first row equation is simple:
yk+1 =
[
x
x2
]
k+1
=
[
r −r
? ?
] [
x
x2
]
k
, (47)
but the second row is not obvious. To find this expression, expand (xk+1)2:
x2k+1 = (rxk(1− xk))2 = r2
(
x2k − 2x3k + x4k
)
. (48)
Thus, we also need cubic and quartic polynomial terms to advance x2. Similarly, these terms need polyno-
mials up to sixth and eighth order, respectively, and so on, ad infinitum:
x x2 x3 x4 x5 x6 x7 x8 x9 x10
x
x2
x3
x4
x5
...

k+1
=

r −r 0 0 0 0 0 0 0 0 · · ·
0 r2 −2r2 r2 0 0 0 0 0 0 · · ·
0 0 r3 −3r3 3r3 r3 0 0 0 0 · · ·
0 0 0 r4 −4r4 6r4 −4r4 r4 0 0 · · ·
0 0 0 0 r5 −5r5 10r5 −10r5 5r5 −r5 · · ·
...
...
...
...
...
...
...
...
...
...
. . .


x
x2
x3
x4
x5
...

k
. (49)
It is interesting to note that the rows of this equation are related to the rows of Pascal’s triangle, with the
n-th row scaled by rn, and with the omission of the first row:[
x0
]
k+1
=
[
r0
] [
x0
]
k
. (50)
The representation of the Koopman operator in a polynomial basis is somewhat troubling. Not only is
there no closure, but the determinant of any finite-rank truncation is very large for r > 1. This illustrates
a pitfall associated with naive representation of the infinite dimensional Koopman operator for a simple
chaotic system. Truncating the system, or performing a least squares fit on an augmented observable vector
(i.e., DMD on a nonlinear measurement) yields poor results, with the truncated system only agreeing with
the true dynamics for a small handful of iterations.
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6.2 Example: Nonlinear fixed point with a center manifold
Consider the simple nonlinear system with a single isolated fixed point at the origin:
d
dt
x = x2. (51)
The Carleman linearization approach above would suggest that we augment the observable subspace with
the quadratic polynomial y2 = x2, so that: [
y1
y2
]
=
[
x
x2
]
. (52)
However, the expression for the time-derivative of y2 requires higher polynomials in x:
d
dt
y2 = 2xx˙ = 2x
3. (53)
Similarly, if we introduce y3 = x3, then ddty3 = 3x
2x˙ = 3x4, and so on. This results in an infinite Koopman
expansion:
d
dt

y1
y2
y3
y4
...
 =

0 1 0 0 · · ·
0 0 2 0 · · ·
0 0 0 3 · · ·
0 0 0 0 · · ·
...
...
...
...
. . .


y1
y2
y3
y4
...
 where

y1
y2
y3
y4
...
 =

x
x2
x3
x4
...
 . (54)
Note that the determinant of any finite-rank truncation of the Koopman operator is 0, even though the
system has finite-time blow up! For this problem, it is possible to use eigenfunction coordinates to obtain a
linear model in terms of an eigenfunction that may be inverted to recover the state1:
ϕ(x) = e−1/x =⇒ d
dt
ϕ(x) = x−2e−1/xx˙ = ϕ(x). (55)
Identifying eigenfunctions from data and using these linear models for control is a high-priority future
direction.
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Figure 5: Illustration of Koopman linear system from Eq. (54) converging towards true solution as
the rank of the truncation r is increased.
1From a personal communication with C. W. Rowley.
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Code 1: Koopman linear system corresponding to Fig. 3.
clear all, close all, clc
%% System
mu = -.05;
lambda = -1;
A = [mu 0 0; 0 lambda -lambda; 0 0 2*mu]; % Koopman linear dynamics
[T,D] = eig(A);
slope_stab_man = T(3,3)/T(2,3); % slope of stable subspace (green)
%% Integrate Koopman trajectories
y0A = [1.5; -1; 2.25];
y0B = [1; -1; 1];
y0C = [2; -1; 4];
tspan = 0:.01:1000;
[t,yA] = ode45(@(t,y)A*y,tspan,y0A);
[t,yB] = ode45(@(t,y)A*y,tspan,y0B);
[t,yC] = ode45(@(t,y)A*y,tspan,y0C);
%% Plot invariant surfaces
% Attracting manifold $y_2=y_1ˆ2$ (red manifold)
[X,Z] = meshgrid(-2:.01:2,-1:.01:4);
Y = X.ˆ2;
surf(X,Y,Z,’EdgeColor’,’None’,’FaceColor’,’r’,’FaceAlpha’,.1)
hold on, grid on, view(-15,8), lighting gouraud
% Invariant set $y_3=y_1ˆ2$ (blue manifold)
[X1,Y1] = meshgrid(-2:.01:2,-1:.01:4);
Z1 = X1.ˆ2;
surf(X1,Y1,Z1,’EdgeColor’,’None’,’FaceColor’,’b’,’FaceAlpha’,.1)
% Stable invariant subspace of Koopman linear system (green plane)
[X2,Y2]=meshgrid(-2:0.01:2,0:.01:4);
Z2 = slope_stab_man*Y2; % for mu=-.2
surf(X2,Y2,Z2,’EdgeColor’,’None’,’FaceColor’,[.3 .7 .3],’FaceAlpha’,.7)
x = -2:.01:2;
% intersection of green and blue surfaces (below)
plot3(x,(1/slope_stab_man)*x.ˆ2,x.ˆ2,’-g’,’LineWidth’,2)
% intersection of red and blue surfaces (below)
plot3(x,x.ˆ2,x.ˆ2,’--r’,’LineWidth’,2)
plot3(x,x.ˆ2,-1+0*x,’r--’,’LineWidth’,2);
%% Plot Koopman Trajectories (from lines 15-17)
plot3(yA(:,1),yA(:,2),-1+0*yA,’k-’,’LineWidth’,1);
plot3(yB(:,1),yB(:,2),-1+0*yB,’k-’,’LineWidth’,1);
plot3(yC(:,1),yC(:,2),-1+0*yC,’k-’,’LineWidth’,1);
plot3(yA(:,1),yA(:,2),yA(:,3),’k’,’LineWidth’,1.5)
plot3(yB(:,1),yB(:,2),yB(:,3),’k’,’LineWidth’,1.5)
plot3(yC(:,1),yC(:,2),yC(:,3),’k’,’LineWidth’,1.5)
plot3([0 0],[0 0],[0 -1],’ko’,’LineWidth’,4)
set(gca,’ztick’,[0 1 2 3 4 5])
axis([-4 4 -1 4 -1 4])
xlabel(’y_1’), ylabel(’y_2’), zlabel(’y_3’);
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Code 2: Koopman operator optimal control (KOOC) example corresponding to Fig. 4.
clear all, close all, clc
mu = -.1;
lambda = 1;
tspan = 0:.01:50;
x0 = [-5; 5];
% LQR on linearized system
A = [-.1 0; 0 1];
B = [0; 1];
Q = eye(2);
R = 1;
C = lqr(A,B,Q,R);
vf = @(t,x) A*x + [0; -lambda*x(1)ˆ2] - B*C*x;
[t,xLQR] = ode45(vf,tspan,x0);
% Koopman operator optimal control (KOOC); i.e., LQR on Koopman operator
A2 = [mu 0 0; 0 lambda -lambda; 0 0 2*mu];
B2 = [0; 1; 0];
Q2 = [1 0 0; 0 1 0; 0 0 0];
R = 1;
C2 = lqr(A2,B2,Q2,R);
% note that controller is nonlinear in the state ’x’
vf2 = @(t,x) A*x + [0; -lambda*x(1)ˆ2] - B*C2(1:2)*x + [0; -C2(3)*x(1)ˆ2];
[t,xKOOC] = ode45(vf2,tspan,x0);
%% Plot
figure(1)
subplot(1,3,1)
plot(xLQR(:,1),xLQR(:,2),’k’,’LineWidth’,1.2);
hold on, grid on
plot(xKOOC(1:50:end,1),xKOOC(1:50:end,2),’r--’,’LineWidth’,1.2);
xlabel(’x_1’), ylabel(’x_2’)
subplot(1,3,2)
plot(tspan,xLQR,’k’,’LineWidth’,1.2);
hold on, grid on
plot(tspan,xKOOC,’r--’,’LineWidth’,1.2);
xlabel(’t’), ylabel(’x_k’)
xlim([0 50])
JLQR = cumsum(xLQR(:,1).ˆ2 + xLQR(:,2).ˆ2 + (C*xLQR’)’.ˆ2)’;
JKOOC = cumsum(xKOOC(:,1).ˆ2 + xKOOC(:,2).ˆ2 + (C*xKOOC’)’.ˆ2)’;
subplot(1,3,3)
plot(tspan,JLQR,’k’,’LineWidth’,1.2);
hold on, grid on
plot(tspan,JKOOC,’r--’,’LineWidth’,1.2);
xlabel(’t’), ylabel(’J’)
axis([0 50 0 500000])
legend(’LQR’,’Koopman optimal control’)
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