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Abstract—We present the online Newton’s method, a
single-step second-order method for online nonconvex op-
timization. We analyze its performance and obtain a dy-
namic regret bound that is linear in the cumulative varia-
tion between round optima. We show that if the variation
between round optima is limited, the method leads to a
constant regret bound. In the general case, the online
Newton’s method outperforms online convex optimization
algorithms for convex functions and performs similarly to
a specialized algorithm for strongly convex functions. We
simulate the performance of the online Newton’s method on
a nonlinear, nonconvex moving target localization example
and find that it outperforms a first-order approach.
Index Terms—online nonconvex/convex optimization,
time-varying optimization, Newton’s method, moving target
localization.
I. INTRODUCTION
IN online or time-varying optimization one must sequen-tially provide decisions based only on past information.
This problem arises in modeling resource allocation problems
in networks [1], [2], real-time deployment in electric power
systems [3], [4], and localization of moving targets problems
as in [5], [6].
We consider online optimization problems of the following
form. Let xt 2 Rn be the decision vector at time t. Let ft :
Rn 7! R be a twice differentiable function. We do not require
it to be convex. The problems are of the form
min
xt
ft (xt) (1)
for t = 1, 2, . . . , T where T is the time horizon. The decision
maker must solve (1) at each round t using the information
from rounds t   1, t   2, . . . , 0. The objective function ft is
observed when the round t ends. The goal is to provide real-
time decisions when information, time and/or resources are too
limited to solve (1). We base our analysis on online convex
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optimization [7]–[9] (OCO). We characterize our approach in
terms of the dynamic regret, defined as
Regret(T ) =
TX
t=0
ft(xt)  ft(x⇤t ),
where x⇤t 2 argminx2X ft(x). In the case of static regret, x⇤t
is replaced by x⇤ 2 argminx2X
PT
t=1 ft(x). The static regret
does not capture changes in the optimal solution, and for this
reason we only work with dynamic regret. Our objective is
to design algorithms with a sublinear regret in the number
of rounds. A sublinear regret implies that, on average, the
algorithm plays the optimal decision [9], [10]. In this work,
we restrict ourselves to unconstrained problems. Constrained
online optimization is a topic for future work.
We propose the online Newton’s method (ONM) and show
that its dynamic regret is O (VT + 1) where VT is the cu-
mulative variation between round optima. ONM is an online
nonconvex optimization algorithm, which only assumes local
Lipschitz properties. We acknowledge that, to date, no regret
analysis has been given for first-order online approaches, e.g.,
online gradient descent [7] (OGD), under the current assump-
tions. However, given their convexity requirement and the poor
performance of OGD on the example in Section IV, we believe
that first-order approaches are unlikely to have as good a bound
as ONM. We obtain a bound on the regret of ONM of the same
order as OCO methods for strongly convex functions when the
initial point is in a neighborhood of the global optimum, and
the variation between stationary optima is bounded. We also
provide a constant regret bound for settings where the total
variation between round optima is small. Moreover, OMN can
be used to solve problems of the form statx ft (x), i.e., to track
stationary points of ft under the aforementioned assumptions.
In this case, x⇤t 2 {x 2 Rn|rft (x) = 0} in the dynamic
regret definition, and the same regret analysis holds.
We present a numerical example in which OMN is used
to track a moving target from noisy measurements (see [11]
and references therein). The online moving target localization
problem is nonconvex and thus conventional OCO algorithms
have no guarantee on their performance. We test the perfor-
mance of ONM on a moving target localization example and
find that it outperforms a gradient-based OCO algorithm.
Related work. To the best of the our knowledge, ONM is the
first dynamic regret-bounded, single-step, second-order online
approach. ONM applies to general smooth nonconvex functions.
An online damped Newton method is proposed in [12] but
requires the objective function to be strongly convex and self-
concordant, and multiple Newton steps must be performed at
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Abstract—We consider online ptim zation with binary
decision variables and convex loss functions. We design a
ew algorithm, bi ary online gr d ent descent (bOGD), and
b und its expected dyna ic regret. The bound is sublinear
in tim and linear in the cumulativ variation of the re-
laxed, continuous round optima. We apply bOGD to demand
resp se wit thermostatically co trolled loads, in which
bina y constraints model discrete on/off settings. We also
mod l unc rt inty and va ying load availability, which d -
pend on tem rature deadbands, lock-out f cooling units
nd manual overrides. We test the performance of bOGD in
several simulations based on demand response.
I ex er s binary decision, demand response, dy-
namic regret, online c vex optimization, thermostatically
controlled loads
I. INTRODUCTION
IN online convex optimization (OCO), one makes a decisionin each time step to minimize a round-dependent loss
function [1], [2]. The loss function is only observed by the
decision-maker following the round. These observations are
then used to update the decision. The simplicity and compu-
tational efficiency of OCO make it well-suited to online ap-
plications like demand response in electric power systems [3],
[4].
Demand response (DR) with thermostatically controlled
loads (TCLs), e.g., residential households [5], [6] or commer-
cial buildings [7], can provide fast timescale services such as
frequency regulation and load following [8]. These services
can economically improve the operation of power systems [9].
In this work, we formul te an algorithm for online convex
optimization with binary constraints, which we refer to as
the binary o line gradient de cent (bOGD). We use bOGD
for setpoint tracki g with TCLs with discret n/off settings
and lockout constraints, as well s the standard deadband
temperature constraint. The lock-out constraint ensures that,
after being turned off, a 5-minute period must pass before a
cooling unit can be turned on again. Lock-out is a significant
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physical limitation of TCLs for fast DR applications, and is
rarely accounted for in the literature.
Several decision-making and resource allocation problems
have binary constraints, e.g., scheduling [10] or turning off or
on a residential load’s cooling unit for demand response [5],
[6]. In this work, we focus on functions which, without the
binary constraint, e co vex over the set [0, 1]n, n ∈ N.
In our work, we show tha bOGD, n OCO algorithm with
an additional randomization step, provides sequential binary
decisio s with a provable performance uara tee. We show
that bOGD has a expected dynamic regret bound that is
sublinear in the number of rounds a d linear in the cumulative
variation betw en relaxed, conti uous round optima. If the
cumulative variation is sublinear, then the average expected
regr t over time goes to z ro as the time horizon increases
and, therefore, bOGD provides decisions that are, on average,
optimal in expectation.
Related work: bOGD is based on OCO [1], [2]. In online
o timization, the closest work to ours is [11]. In this work,
the authors consider binary decision variables for submodular
loss functions and provide a static regret analysis. Several
extensions of this work have been proposed, e.g., [12], [13].
Similarly to convexity in continuous optimization, in dis-
crete/combinatorial optimization, submodularity usually im-
plies that a problem can be solved efficiently [14]. Submod-
ular minimization problems can be solved efficiently using
either combinatorial algorithms [15] or convex opti ization
algorithms via the Lova´sz extension, a continuous and convex
extension of the submodular function [14], [16]. In our work,
we minimize convex functions over the binary set {0, 1}n,
where convexity is over the continuous set [0, 1]n. Convexity
over the continuous set does not imply submodularity over
the binary set, and nor does submodularity imply convexity.
Consider, for example, a twice differentiable function f :
[0, 1]
n 7→ R. Then, f is submodular if all of its mixed second-
order derivatives are nonpositive [14], whereas f is convex
over [0, 1]n if the Hessian is positive semi-definite. While both
conditions can be met simultaneously, neither of them implies
the other.
The loss function of the this work’s motivating application,
setpoint tracking with TCLs, is convex but not submodular,
and thus falls outside the scope of [11]. We also provide
a stronger performance guarantee than [11] by showing that
bOGD has a bounded dynamic regret bound.
Randomized expert and bandit-based algorithms have also
been developed for online problems with binary decision
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2variables [11], [17]. In the general case, these algorithms are
computationally inefficient due to the large number of possible
experts or decisions, 2n [11]. Several efficient algorithms
for binary decisions have been proposed in online linear
optimization [18] (and the references therein) under restrictive
assumptions, e.g., a constant total number of 1-decisions being
selected and linear loss functions.
Binary constraints were considered in the context of time-
varying optimization of power systems in [19]–[21]. In [19],
a similar randomization step is used to accommodate loads
with discrete settings. The performance of the randomization
step is, however, only characterized through an asymptotic
bound on the dual variables of the problem. Reference [20]
also models discrete decisions and lock-out using the approach
of [21]. In [21], the authors extend the error diffusion algo-
rithm. In each round, the decision is given by the projection
onto the discrete set of the cumulative difference between the
continuous (relaxed) and the discrete decisions. An example of
demand response with heaters that includes binary decisions
and lock-out constraints is provided. The performance analysis
of [20] and [21] ensures that the cumulative difference between
the continuous and discrete decisions is bounded, but it does
not characterize the difference between the round optimum
and the discrete decision made in each round.
In this work, our specific contributions are:
• We handle binary constraints in OCO using a randomiza-
tion step. To the best of our knowledge, binary decision
variables have not previously been integrated into OCO.
• We obtain an expected dynamic regret bound for the
resulting algorithm, bOGD, that is sublinear in time and
linear in the cumulative variation of relaxed round optima.
• We use bOGD for DR with TCLs with binary on/off
settings. We also account for the unavailability of loads
for DR caused by temperature deadbands, lock-out con-
straints, and manual override.
The remainder of the paper is organized as follows. We
formulate the basic problem in Section II and analyze the
regret of bOGD in Section III. We apply bOGD to demand
response with TCLs in Section IV. The algorithm’s perfor-
mance is numerically evaluated in Section IV-B. We conclude
in Section V.
II. OCO WITH BINARY CONSTRAINTS
We denote the round by t and the time horizon by τ . Let
xˆt ∈ {0, 1}n and xt ∈ [0, 1]n be, respectively, the discrete
decision and the relaxed, continuous decision variables at
round t. Let ft : [0, 1]
n 7→ Rn, n ∈ N, be the differentiable
loss function at round t for t = 1, 2, . . . , τ . We assume that ft
is convex and bounded over [0, 1]n. The convexity of ft and
compactness of the relaxed domain imply that ft is Lipschitz
continuous with respect to a norm ‖ · ‖ [22] for all x ∈ [0, 1]n
and t = 1, 2, . . . , τ . Let L1, L2 ∈ (0,+∞) be the Lipschitz
continuity modulus with respect to the `1- and `2-norm,
respectively. Thus, ‖∇ft (x)‖1 ≤ L1 and ‖∇ft (x)‖2 ≤ L2
for all t and x ∈ [0, 1]n and all t.
The binary-constrained OCO problem is as follows. In each
round t, the decision-maker must solve:
min
xˆt∈{0,1}n
ft(xˆt), (1)
where ft is only known after round t. The performance of
OCO algorithms are evaluated in terms of the regret [1], [2],
[23]. In this work, we use the dynamic regret [23], [24], which
represents the cumulative loss difference between the actual
decision and the round optimum computed in hindsight. In
this case, the dynamic regret takes the following form:
Rτ =
τ∑
t=1
ft(xˆt)− ft(b?t ),
where xˆt is the decision at t and b?t ∈ argminx∈{0,1}n ft (x),
the round optimum. Because we use an additional randomiza-
tion step to deal with the binary nature of the decision variable,
we bound the expectation of the dynamic regret. We seek
an algorithm with a sublinear bound [1], [2], which implies
that E [Rτ ] /τ → 0 as τ → +∞. Finally, it is common to
bound the dynamic regret as a function of the cumulative
variation in the relaxed round optima, Vτ [23], [24]. This
term characterizes how much the sequence of relaxed optima
changes through time. Let Vτ =
∑τ
t=1
∥∥x?t+1 − x?t∥∥2 where
x?t ∈ argminx∈[0,1]n ft (x). We use the bOGD update to
solve (1), given by
xt+1 = argmin
x∈[0,1]n
η∇ft(xt)>x + 1
2
‖x− xt‖22 + ηλ ‖x‖1 (2)
xˆt+1 = R (xt+1) , (3)
where λ ≥ 0 controls the optional `1-regularizer, η ≥ 0 is the
descent step size to be set shortly, and R : [0, 1]n 7→ {0, 1}n
is a the randomization function. The function R returns a 0−1
vector where each entry i is sampled from a Bernoulli random
variable with probability p = xt(i). We note that E [xˆt] ≡
E [R (xt)] = xt.
For example, in the context of DR with TCLs, update (2)–
(3) provides, first, the relaxed, continuous decision to solve the
problem at time t. Second, the randomization step converts the
continuous decision to the appropriate binary control. In this
case, xˆt(i) = 1 and xˆt(i) = 0 represents, respectively, turning
on or off load i’s cooling unit.
III. REGRET ANALYSIS
We now present two intermediate results that will be used
to derive bOGD’s dynamic regret bound. We first show that
the expected difference between the loss associated with the
randomized binary and the relaxed decisions is bounded above
for all rounds.
Lemma 1: Let the binary decision variable xˆt be computed
using bOGD. If η ≥ 1L1 , then
E [|ft (xˆt)− ft (xt)|] ≤ ηL1L2
√
n+ 1.
The proof of Lemma 1 is provided in Appendix A. Using
Lemma 1, we can provide a sublinear regret bound for bOGD
when it is used over the constrained time horizon T ≤ τ . The
constrained time horizon T is based on the Lipschitz continuity
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modulus with respect to the 1-norm and the step size, a. It can
therefore be computed before implementation.
Lemma 2: Suppose T ≤ (aL1)2, a > 0, and set η = a√T .
The expect regret of bOGD is upper bounded by
E [RT ] ≤
(
n
2a
+
a (L2)
2
2
+ aL1L2
√
n+ 1
)√
T
+ 2nL1VT .
The proof of this lemma is presented in Appendix B. Lemma 2
means that if VT is sublinear, the worst-case performance of
the decision-maker will improve over time for t ≤ T . We use
Lemma 2 to obtain the following regret bound for any time
horizon, τ .
Theorem 1 (Regret bound for bOGD): Let T ≤ (aL1)2 and
a > 0. Suppose bOGD with η = a√
T
is reinitialized every T
rounds. Then, the expected cumulative regret over the time
horizon τ is bounded above by:
E [Rτ ] ≤
(
n
2a
+
3aL22
2
+ aL1L2
√
n+ 1
)
τ  + 2nL1Vτ ,
where 0 <  < 1. Consequently, E [Rτ ] is sublinear if Vτ <
O(τ).
Proof: Suppose that the algorithm is restarted after
T ≤ (aL)2 rounds and reinitialized. Let m ∈ N denote
the number of times the algorithm has been restarted. Let
N = τ/T be the number of times the algorithm is required
to be restarted throughout the time horizon τ . We assume that
N ∈ N, rounding up τ/T if it is not integer.
Let Rt0:t1 =
∑t1
t=t0
ft(xˆt)−ft(b?t ) be the cumulative regret
from round t0 to t1. By Lemma 2, we have,
E
[
RmT+1:(m+1)T
] ≤ c1√(m+ 1)T −mT
+ c2VmT+1:(m+1)T ,
where c1 = n2a +
a(L2)
2
2 + aL1L2
√
n+ 1, c2 = 2nL1, and
Vt0:t1 =
∑t1
t=t0
∥∥x?t+1 − x?t∥∥. Then, the cumulative regret is
E [Rτ ] =
N∑
m=1
E
[
RmT+1:(m+1)T
]
≤
N∑
m=1
c1T
1
2 + c2
N∑
m=1
VmT+1:(m+1)T
= c1NT
1
2 + c2Vτ . (4)
By definition, τ = NT , thus there exists  ∈ (0, 1) such that
τ  ≥ NT 12 . We rewrite (4) as
E [Rτ ] ≤ c1τ  + c2Vτ ,
which completes the proof.
Supposing Vτ < O (τ), Theorem 1 implies that the regret
is sublinear and E [Rτ ] /τ goes to zero as the time horizon
τ increases. bOGD can accommodate Vτ that is almost linear
whereas standard OCO algorithms [23], [24] are limited to
Vτ < O (
√
τ).
The proposed bound is looser than prevalent dynamic OCO
algorithms [23]–[25] because of the τ  term. If, for example,
τ = 104 and setting T = 100, the regret is bounded by
O
(
τ
3
4 + Vτ
)
. The difference in the regret bound order in τ
is explained in part by the randomization step used to deal
with the binary constraints. The randomization adds an extra
term to the regret of standard continuous-variable OGD-based
algorithms, as shown in (12) from Appendix B. This term
increases the order of the regret bound because of the multiple
restarts.
IV. APPLICATION TO DEMAND RESPONSE
We use bOGD for setpoint tracking with thermostatically
controlled loads. We present next the setpoint tracking setup
and then evaluate its performance in numerical simulations.
A. Setup
We consider n TCLs. The load parameters are:
• r ∈ Rn+, where r(i) is the thermal resistance of load i;
• c ∈ Rn+, where c(i) is the thermal capacitance of load i;
• θd ∈ Rn, where θd(i) is load i’s desired temperature;
• θ,θ ∈ Rn, where θ(i) and θ(i) are respectively the max-
imum and minimum temperature of load i’s temperature
deadband.
The load parameters are assumed to be known. The below
online parameters are observed at the end of each round:
• st ∈ R, the power setpoint to track;
• p˜t ∈ Rn+, where p˜t(i) is the power consumption at time
t of load i’s cooling unit when it is not available for DR
because it is constrained by its temperature, lock-out or
manual override.
• pt ∈ Rn+, where pt(i) represents the power consumption
of load i and time t when it is controllable, i.e., when it
is not constrained by the deadband, lock-out, or by the
manual override.
• θt ∈ Rn, where θt(i) is the indoor temperature at time
t of load i. Let 〈θ〉t ∈ Rn be the vector of temperatures
averaged over rounds 1 to t;
• θambientt ∈ R is the ambient (outdoor) temperature. The
ambient temperature is the same for all loads. This
assumption simplifies the computation but can be relaxed;
• ut ∈ {0, 1}n is the cooling unit override at time t
of load i. When ut(i) = 1, the local cooling unit
overrides the DR control because the temperature is above
the deadband. It also represents rounds when the user
manually controls the cooling unit, which we model as
uncertain.
We note that the online parameters represent observations or
measurements.
Lastly, let xˆt(i) = 1 and xˆt(i) = 0 be, respectively, the
signal to turn on and off load i’s cooling unit.
The model and update rule are given in Algorithm 1. We
use (5) from [4] as the loss function. In (5), ρ > 0 and λ > 0
are numerical parameters. There are three terms, as explained
below.
1) Setpoint tracking losses. This term is used to match the
total power consumption of the loads to the regulation
signal, st. The power consumption of the TCLs is split
into two components: the controllable part dispatched by
4ft (xˆt) =
(
st − p>t xˆt − p˜>t ut
)2
+ λ ‖xˆt‖1
+
ρ
2
∥∥∥∥ t− 1t 〈θ〉t−1 + 1t
(
Bθt−1 + (I−B)
(
1θambientt − xˆt diag (r) diag (pt)
))− θd∥∥∥∥2
2
(5)
Algorithm 1 bOGD for setpoint tracking with TCLs
Parameters: T , a, ρ, λ, h
Initialization: Set x1 ∈ [0, 1]n, η = a√T , and K = 560h
1: for t = 1, 2, . . . , T do
2: Implement binary decisions xˆt = R (xt).
3: Observe all online parameters: pt, p˜t ut, θt, st, θambientt .
4: Compute the mean temperature 〈θ〉t−1.
5: Update the relaxed decision variable xt+1:
xt+1 = argmin
x∈[0,1]n
η∇ft(xt)>x + 1
2
‖x− xt‖22 + ηλ ‖x‖1 .
6: end for
the algorithm, p>t xˆt, and the uncontrollable part, p˜
>
t ut,
set by the loads to meet their constraints. The squared
tracking error penalizes large deviations.
2) Sparsity regularizer. This 1-norm term is used to avoid
sending non-zero control signals to loads that are not
available at a given round, e.g., if their temperature is
out of the deadband or during lock-out. The availability
of a load i is expressed by pt(i) 6= 0. It is also used
to minimize the number of loads dispatched and to
avoid sending small signals to the loads. The sparsity
regularizer is directly incorporated to the update instead
of being taken into account via the gradient. This is done
to improve the regularization performance [26].
3) Mean temperature regularizer. This 2-norm term min-
imizes the long-term impact of demand response on
the loads by promoting a small difference between the
average and desired temperatures. While the tempera-
tures used in Algorithm 1 are based on measurements,
we use the following discrete-time approximation to
model the impact of turning on the cooling units on
the temperature [5], [27]:
θt+1 = Bθt+(I−B)
(
1θambientt − xˆt diag (r) diag (pt)
)
,
(6)
where 1 is the n-dimensional vector of ones and B =
diag
(
exp
(
− hr(i)c(i)
)
, for i = 1, 2, . . . , n
)
.
The temperature deadband, the lock-out constraints, and the
manual override are incorporated into the model via pt. The
loads measure their power consumption according to their
availability and set pt locally, which is then observed by the
algorithm. A load is available if its temperature is within the
deadband, not in lock-out and not manually controlled by the
user. The logical rules governing pt(i) are summarized below:
• (deadband) If θt−1(i) < θ(i), then the load sets pt(i) =
0.
• (deadband) If θt−1(i) > θ(i), then the load sets pt(i) =
0. The cooling unit is activated via the override control,
i.e., ut(i) = 1 and p˜t(i) 6= 0.
• (manual override) If the load manually uses its cooling
unit regardless of deadband constraints and DR, ut(i) =
1, pt(i) = 0, and p˜t(i) 6= 0.
• (lock-out) If pk−1(i)xˆk−1(i) + p˜k−1(i)uk−1(i) > 0
and pk(i)xˆk(i) + p˜k(i)uk(i) = 0 for any k ∈
{t− 1, t− 2, . . . , t−K} where K is the number of
rounds representing a duration of M minutes, then
pt(i) = 0 and ut(i) = 0. In other words, if the cooling
unit was shut down in the past M minutes, then is
unavailable for control.
• (available load) Otherwise, load i is available and
pt(i) 6= 0.
B. Numerical example
We consider an aggregation of n = 1000 TCLs. We assume
that the loads have access to two-way communication infras-
tructure. They can receive cooling instructions and can report
their power consumption and temperature to and from the DR
aggregator. For example, the different sensors, thermostat and
cooling unit’s controller, can all be connected using different
local communication protocols, e.g. Wi-Fi or ZigBee [28], to
a hub which is itself internet-enabled. Information to and from
the DR aggregator can then be communicated via the Internet.
All load parameters are sampled uniformly from [27, Table
I]. We set the lock-out time M to be 5 minutes. Let st =
s0 + wt be the random and intermittent regulation signals
where wt is constant for 5 rounds and then sampled according
to wt ∼ N(0, 300). We set s0 = 2400 kW so that loads can
balance maintaining their temperature within their deadband
and tracking the setpoints. The initial decision x1(i) is set
randomly to 0 or 1 with a probability of 0.5 for all i =
1, 2, . . . , n.
The ambient temperature for the short time horizon is
θambientt = θ
ambient
0 +0.25 sin (tpi/T ) where θ
ambient
0 = 34
◦C. We
let the initial temperature of the TCLs be their desired ones, θd.
The load temperature evolves as (6) plus zero-mean Gaussian
noise with variance 0.025. The regularizer parameters are set
to σ = 500 and λ = 250, and the step size parameter to
a = 4 × 10−4. For the numerical calculations, we use the
parser CVXPY [29] with the solver Gurobi [30].
Figure 1 shows bOGD, bOGD without randomization, and
the optimal continuous dispatch, each summed up with the
uncontrollable part of the TCLs power consumption, the
setpoint, and the uncontrollable power consumption presented
individually. Figure 1 shows the power consumption of bOGD,
of bOGD without randomization, and of the optimal con-
tinuous dispatch – all of which include the uncontrollable
part of the TCLs power consumption –, the setpoint, and
the uncontrollable power consumption presented individually.
The uncontrollable power consumption, p˜>t ut, represents all
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Fig. 1. Demand response performance of bOGD with TCLs
decisions taken locally by the loads to ensure that their
temperatures stay within the deadband. The relative difference
between the power consumption using randomized decisions
and the relaxed, continuous decisions is, on average, 1.34%.
The average relative tracking error of the randomized and
relaxed decisions are 6.91% and 6.92%, respectively. We note
the higher tracking error at the start of the simulation. This is
due to the limited number of temperature measurements used
by the mean-temperature regularizer in the first rounds. The
method requires, on average, 90.2 milliseconds on a 2.4 GHz
Intel Core i5 laptop computer to evaluate the DR decisions
for n = 1000 loads. This illustrates the algorithm’s high
scalability and the potential for real-time implementation.
Figure 2 shows two temperature profiles observed during
the simulation. In Figure 2a, the TCL is dispatched on several
occasions, including once over several rounds. Near the end
of the simulation, the TCL is constrained to the upper limit of
its deadband. Because of the randomization step, a load may
become stuck at a high temperature, thus preventing it from
providing sustained flexibility throughout the time horizon.
Figure 2b presents a load that, when lock-out and deadband
constraints permit, is frequently dispatched to follow the set-
point, sometimes providing an increase in power consumption
continuously over several rounds.
Figure 3 shows the regret for bOGD with and without
randomization (relaxed decisions), averaged over 100 random-
ization steps (〈bOGD〉), and its regret bound. The averaged
regret approximates the expected regret. Figure 3 shows that
in the current setting the regret (i) outperforms the bound
provided in Theorem 1, (ii) is sublinear, thus showing that
the decisions made with bOGD are approaching the round
optimum at t increases, and (iii) is similar to the regret without
randomization and averaged over several simulations.
V. CONCLUSION
In this paper, motivated by real-world demand response
constraints, we incorporate binary constraints into OCO. We
show that the expected dynamic regret of bOGD is sublinear
in the time horizon and linear in the cumulative variation in
round optima. We use bOGD for real-time DR with TCLs.
We model the discrete on/off settings of the cooling units
and unavailability due to lock-out, temperature deadbands, and
manual override.
Numerical simulations show that the randomization step
yields a 1.34% deviation, on average, from the relaxed deci-
sions. The relative tracking error is 6.91% and 6.92%, respec-
tively, for the binary and relaxed algorithms. The algorithm
is easy to implement and does not need extensive monitoring,
data, or models. On average, less than 0.1 second is required
to compute decisions for 1000 loads.
APPENDIX
A. Proof of Lemma 1
The Lipschitz continuity of ft with respect to ‖·‖2 yields
E [|ft (xˆt)− ft (xt)|] ≤ E [L2 ‖xˆt − xt‖2] .
We rearrange the right-hand side to obtain
E [|ft (xˆt)− ft (xt)|] ≤ L2 E
√√√√ n∑
i=1
(xˆt(i)− xt(i))2

≤ L2
√√√√ n∑
i=1
E
[
(xˆt(i)− xt(i))2
]
, (7)
where we have used Jensen’s inequality for concave function
to obtain the second inequality. By definition of the random-
ization function, we have E [xˆt] = xt and thus (7) can be
re-expressed as:
E [|ft (xˆt)− ft (xt)|] ≤ L2
√√√√ n∑
i=1
E
[
(xˆt(i)− E [xˆt(i)])2
]
.
The expectation now represents the variance. Re-expressing
the variance in terms of the first and second moment leads to
E [|ft (xˆt)− ft (xt)|] ≤ L2
√√√√ n∑
i=1
E [xˆt(i)2]− E [xˆt(i)]2.
We have E
[
xˆt(i)
2
]
= xt(i) and E [xˆt(i)]2 = xt(i)2 which
follows from the definition of R. Hence, we obtain
E [|ft (xˆt)− ft (xt)|] ≤ L2
√√√√ n∑
i=1
xt(i)− xt(i)2.
The variable xt(i) ≥ 0 and and thus
E [|ft (xˆt)− ft (xt)|] ≤ L2
√√√√ n∑
i=1
xt(i)
= L2
√√√√ n∑
i=1
|xt(i)|
= L2
√
‖xt‖1. (8)
Let
yt = argmin
x∈X
η∇ft−1(xt−1)>x + 1
2
‖x− xt−1‖22 , (9)
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and recall
xt = argmin
x∈X
η∇ft−1(xt−1)>x+ 1
2
‖x− xt−1‖22+ ηλ ‖x‖1 .
Thus, we have ‖xt‖1 ≤ ‖yt‖1 which holds with equality for
λ = 0 because the definitions of yt and xt differ only in the
last term. Equation (9) is equivalent to the standard online
gradient descent (OGD) update, i.e., a projected gradient step
(with respect to the Eucledian norm). To show this, we start
from the projected gradient step and expand the argument of
the projection. Let P = projX (xt−1 − η∇ft−1 (xt−1)). We
have
P = argmin
x∈X
1
2
‖x− (xt−1 − η∇ft−1 (xt−1))‖22
= argmin
x∈X
η∇ft−1(xt−1)>x− η∇ft−1(xt−1)>xt−1
+
η2
2
‖∇ft−1(xt−1)‖22 +
1
2
‖x− xt−1‖22
= argmin
x∈X
η∇ft−1(xt−1)>x + 1
2
‖x− xt−1‖22 ,
where the last equation holds because −η∇ft(xt−1)>xt−1 +
η2
2 ‖∇ft−1(xt−1)‖22 do not depend on x. From the property
of projections and the triangle inequality [1], we have
‖yt‖1 ≤ ‖xt−1 − η∇ft−1 (xt−1)‖1 ,
and hence
‖xt‖1 ≤ ‖xt−1 − η∇ft−1 (xt−1)‖1 . (10)
We further bound the right-hand side of (10) to obtain:
‖xt‖1 ≤ ‖xt−1‖1 + η ‖∇ft−1 (xt−1)‖1
≤ n+ ηL1
≤ ηL1 (n+ 1) , (11)
because ηL1 ≥ 1 by assumption. Substituting (11) into (8)
leads to
E [|ft (xˆt)− ft (xt)|] ≤ L2
√
ηL1 (n+ 1)
≤ ηL1L2
√
n+ 1,
where we have use the fact that ηL1 ≥ 1 again. 
B. Proof of Lemma 2
The expected regret of bOGD is
E [RT ] = E
[
T∑
t=1
ft(xˆt)− ft(b?t )
]
,
where we recall that b?t ∈ argminxt∈{0,1}n ft(xt), an exact
optimum. We can bound above the right-hand side by
E [RT ] ≤ E
[
T∑
t=1
ft(xˆt)− ft(x?t )
]
,
because x?t is a relaxed optimum and ft(x
?
t ) ≤ ft(b?t ).
Rearranging the terms, we obtain
E [RT ] =
T∑
t=1
E [ft(xˆt) + ft(xt)− ft(xt)− ft(x?t )]
≤
T∑
t=1
E [|ft(xˆt)− ft(xt)|] + ft(xt)− ft(x?t )
= RT (OGD-R1) +
T∑
t=1
E [|ft(xˆt)− ft(xt)|] ,
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where RT (OGD-R1) denotes the regret of the standard OGD
algorithm with `1-regularization [24]. Using Lemma 1 yields
E [RT ] ≤ RT (OGD-R1) +
T∑
t=1
ηL1L2
√
n+ 1. (12)
By [24, Theorem 2] with Φt = I, ψ (x) = 12 ‖x‖22, and
r (x) = λ ‖x‖, we upper bound the regret of OGD-R1:
RT (OGD-R1) ≤ Dmax
η
+
2Lψ
η
VT +
(L2)
2
ηT
2σ
,
where Dmax = n2 ≥ 12 ‖x− y‖22 (the Bregman divergence
with respect to ψ) for all x, y ∈ X , Lψ = n is a Lipschitz
constant for 12 ‖x− y‖22 and σ = 1, the strong-convexity
modulus of ψ. We then have
RT (OGD-R1) ≤ n
2η
+
2n
η
VT +
(L2)
2
ηT
2
. (13)
We upper bound (12) using (13) and obtain
E [RT ] ≤ n
2η
+
2n
η
VT +
(L2)
2
ηT
2
+
T∑
t=1
ηL1L2
√
n+ 1
=
n
2η
+
2nL1
ηL1
VT +
(L2)
2
ηT
2
+ ηL1L2T,
where we have multiplied the second term by L1/L1. By
assumption, ηL1 ≥ 1 and hence
E [RT ] ≤ n
2η
+ 2nL1VT +
(L2)
2
ηT
2
+ ηL1L2T.
Setting η = a√
T
completes the proof. 
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