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MODULAR GROUP REPRESENTATIONS AND FUSION IN LOGARITHMIC
CONFORMAL FIELD THEORIES AND IN THE QUANTUM GROUP CENTER
B.L. FEIGIN, A.M. GAINUTDINOV, A.M. SEMIKHATOV, AND I.YU. TIPUNIN
ABSTRACT. TheSL(2,Z)-representationπ on the center of the restricted quantum group
Uqsℓ(2) at the primitive 2pth root of unity is shown to be equivalent to the SL(2,Z)-
representation on the extended characters of the logarithmic (1, p) conformal field theory
model. The multiplicative Jordan decomposition of the Uqsℓ(2) ribbon element deter-
mines the decomposition of π into a “pointwise” product of two commuting SL(2,Z)-
representations, one of which restricts to the Grothendieck ring; this restriction is equiva-
lent to the SL(2,Z)-representation on the (1, p)-characters, related to the fusion algebra
via a nonsemisimple Verlinde formula. The Grothendieck ring of Uqsℓ(2) at the primitive
2pth root of unity is shown to coincide with the fusion algebra of the (1, p) logarithmic
conformal field theory model. As a by-product, we derive q-binomial identities implied
by the fusion algebra realized in the center of Uqsℓ(2).
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1. INTRODUCTION
We study a Kazhdan–Lusztig-like correspondence between a vertex-operator algebra
and a quantum group in the case where the conformal field theory associated with the
vertex-operator algebra is logarithmic. In its full extent, the Kazhdan–Lusztig correspon-
dence comprises the following claims:
(1) A suitable representation category of the vertex-operator algebra is equivalent to
the category of finite-dimensional quantum group representations.
(2) The fusion algebra associated with the conformal field theory coincides with the
quantum-group Grothendieck ring.
(3) The modular group representation associated with conformal blocks on a torus
is equivalent to the modular group representation on the center of the quantum
group.
Such full-fledged claims of the Kazhdan–Lusztig correspondence [1] have been estab-
lished for affine Lie algebras at a negative integer level and for some other algebras “in
the negative zone.” But in the positive zone, the correspondence holds for rational con-
formal field models [2] (such as (p′, p)-minimal Virasoro models and ŝℓ(2)k models with
k ∈Z+) with certain “corrections.” Notably, the semisimple fusion in rational models cor-
responds to a semisimple quasitensor category obtained as the quotient of the representa-
tion category of a quantum group by the tensor ideal of indecomposable tilting modules.
Taking the quotient (“neglecting the negligible” in [3], cf. [4]) makes the correspondence
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somewhat indirect; in principle, a given semisimple category can thus correspond to dif-
ferent quantum groups. Remarkably, the situation is greatly improved for the class of
logarithmic (nonsemisimple) models considered in this paper, where the quantum group
itself (not only a quasitensor category) can be reconstructed from the conformal field
theory data.
In this paper, we are mostly interested in Claims 3 and 2. Claim 3 of the Kazhdan–
Lusztig correspondence involves the statement that the counterpart of the quantum group
center on the vertex-operator algebra side is given by the endomorphisms of the identity
functor in the category of vertex-operator algebra representations. This object — morally,
the “center” of the associated conformal field theory — can be identified with the finite-
dimensional space Zcft of conformal blocks on a torus. In the semisimple case, Zcft coin-
cides with the space of conformal field theory characters, but in the nonsemisimple case, it
is not exhausted by the characters, although we conveniently call it the (space of) extended
characters (all these are functions on the upper complex half-plane). The space Zcft car-
ries a modular group representation, and the Kazhdan–Lusztig correspondence suggests
looking for its relation to the modular group representation on the quantum group center.
We recall that an SL(2,Z)-representation can be defined for a class of quantum groups
(in fact, for ribbon quasitriangular categories) [5, 6]. Remarkably, the two SL(2,Z)-
representations (on Zcft and on the quantum group center Z) are indeed equivalent for the
logarithmic conformal field theory models studied here.
The details of our study and the main results are as follows. On the vertex-operator al-
gebra side, we consider the “triplet” W-algebra W(p) that was studied in [7, 8] in relation
to the logarithmic (1, p) models of conformal field theory with p = 2, 3, . . . . The alge-
bra W(p) has 2p irreducible highest-weight representations X±(s), s=1, . . . , p, which
(in contrast to the case of rational conformal field models) admit nontrivial extensions
among themselves (L0 is nondiagonalizable on some of extensions, which makes the the-
ory logarithmic). The space Zcft in the (1, p)-model is (3p− 1)-dimensional (cf. [9, 10]).
On the quantum-group side, we consider the restricted (“baby” in a different nomencla-
ture) quantum group Uqsℓ(2) at the primitive 2pth root of unity q. We define it in 3.1 be-
low, and here only note the key relations Ep=F p=0, K2p=1 (with Kp then being cen-
tral). It has 2p irreducible representations and a (3p− 1)-dimensional center (Prop. 4.4.4
below). The center Z of Uqsℓ(2) is endowed with an SL(2,Z)-representation constructed
as in [5, 6, 11], even though Uqsℓ(2) is not quasitriangular [12] (the last fact may partly
explain why Uqsℓ(2) is not as popular as the small quantum group).
1.1. Theorem. The SL(2,Z)-representations on Zcft and on Z are equivalent.
Thus, Claim 3 of the Kazhdan–Lusztig correspondence is fully valid for W(p) and
Uqsℓ(2) at q= e
ipi
p
. We let π denote the SL(2,Z)-representation in the theorem.
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Regarding Claim 2, we first note that, strictly speaking, the fusion for W(p), under-
stood in its “primary” sense of calculation of the coinvariants, has been derived only for
p=2 [13]. In rational conformal field theories, the Verlinde formula [14] allows recover-
ing fusion from the modular group action on characters. In the (1, p) logarithmic models,
the procedure proposed in [15] as a nonsemisimple generalization of the Verlinde for-
mula allows constructing a commutative associative algebra from the SL(2,Z)-action on
the W(p)-characters. This algebra G2p on 2p elements χα(s) (α= ± 1, s=1, . . . , p) is
given by
(1.1) χα(s)χα′(s′) =
s+s′−1∑
s′′=|s−s′|+1
step=2
χ˜αα
′
(s′′)
where
χ˜α(s) =
{
χα(s), 16 s6 p,
χα(2p− s) + 2χ−α(s− p), p+ 16 s6 2p− 1.
For p=2, this algebra coincides with the fusion in [13], and we believe that it is indeed
the fusion for all p. Our next result in this paper strongly supports this claim, setting it
in the framework of the Kazhdan–Lusztig correspondence between W(p) and Uqsℓ(2)
at q = e
ipi
p
.
1.2. Theorem. Let q = e
ipi
p
. Under the identification of χα(s), α = ±1, s=1, . . . , p, with
the 2p irreducible Uqsℓ(2)-representations, the algebra G2p in (1.1) is the Grothendieck
ring of Uqsℓ(2).
We emphasize that the algebras are isomorphic as fusion algebras, i.e., including the
identification of the respective preferred bases given by the irreducible representations.
The procedure in [15] leading to fusion (1.1) is based on the following structure of the
SL(2,Z)-representation π on Zcft in the (1, p) model:
(1.2) Zcft = Rp+1 ⊕ C2 ⊗Rp−1.
Here, Rp+1 is a (p+1)-dimensional SL(2,Z)-representation (actually, on characters of a
lattice vertex-operator algebra), Rp−1 is a (p− 1)-dimensional SL(2,Z)-representation
(actually, the representation on the unitary ŝℓ(2)k-characters at the level k= p− 2), and
C2 is the standard two-dimensional SL(2,Z)-representation. Equivalently, (1.2) is re-
formulated as follows. We have two SL(2,Z)-representations π¯ and π∗ on Zcft in terms
of which π factors as π(γ)=π∗(γ)π¯(γ) ∀γ ∈ SL(2,Z) and which commute with each
other, π∗(γ)π¯(γ′) = π¯(γ′)π∗(γ); moreover, π¯ restricts to the 2p-dimensional space of the
W(p)-characters.
In view of Theorem 1.1, this structure of the SL(2,Z)-representation is reproduced
on the quantum-group side: there exist SL(2,Z)-representations π¯ and π∗ on the cen-
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ter Z of Uqsℓ(2) in terms of which the representation in [5, 6] factors. Remarkably, these
representations π¯ and π∗ on Z can be constructed in intrinsic quantum-group terms, by
modifying the construction in [5, 6]. We recall that the T generator of SL(2,Z) is essen-
tially given by the ribbon element v, and the S generator is constructed as the composition
of the Radford and Drinfeld mappings. That π¯ and π∗ exist is related to the multiplica-
tive Jordan decomposition of the ribbon element v= v¯v∗, where v¯ is the semisimple part
and v∗ is the unipotent (one-plus-nilpotent) part. Then v¯ and v∗ yield the respective
“T ”-generators T¯ and T∗. The corresponding “S”-generators S¯ and S∗ are constructed by
deforming the Radford and Drinfeld mappings respectively, as we describe in Sec. 5.3
below. We temporarily call the SL(2,Z)-representations π¯ and π∗ the representations
associated with v¯ and v∗.
1.3. Theorem. Let v= v¯v∗ be the multiplicative Jordan decomposition of the Uqsℓ(2)
ribbon element (with v¯ being the semisimple part) and let π¯ and π∗ be the respective
SL(2,Z)-representations on Z associated with v¯ and v∗. Then
(1) π¯(γ)π∗(γ′)=π∗(γ′)π¯(γ) for all γ, γ′ ∈ SL(2,Z),
(2) π(γ)= π¯(γ)π∗(γ) for all γ ∈ SL(2,Z), and
(3) the representation π¯ restricts to the image of the Grothendieck ring in the center.
The image of the Grothendieck ring in this theorem is under the Drinfeld mapping. The
construction showing how the representations π¯ and π∗ on the center are derived from the
Jordan decomposition of the ribbon element is developed in Sec. 5.3 only for Uqsℓ(2),
but we expect it to be valid in general.
1.4. Conjecture. The multiplicative Jordan decomposition of the ribbon element gives
rise to SL(2,Z)-representations π¯ and π∗ with the properties as in Theorem 1.3 for any
factorizable ribbon quantum group.
Regarding Claim 1 of the Kazhdan–Lusztig correspondence associated with the (1, p)
logarithmic models, we only formulate a conjecture; we expect to address this issue in the
future, beginning with [17], where, in particular, the representation category is studied in
great detail. In a sense, the expected result is more natural than in the semisimple/rational
case because (as in Theorem 1.2) it requires no “semisimplification” on the quantum-
group side.
1.5. Conjecture. The category of W(p)-representations is equivalent to the category of
finite-dimensional Uqsℓ(2)-representations with q= e
ipi
p
.
From the reformulation of fusion (1.1) in quantum-group terms (explicit evaluation
of the product in the image of the Grothendieck ring in the center under the Drinfeld
mapping), we obtain a combinatorial corollary of Theorem 1.2 (see (1.4) for the notation
regarding q-binomial coefficients):
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1.6. Corollary. For s+ s′>n>m> 0, there is the q-binomial identity
(1.3)
∑
j∈Z
∑
i∈Z
q2mi+j(2n−s−s
′)+ms
[
n− i
j
][
i
m− j
][
i+ j + s− n
j
][
m− i− j + s′
m− j
]
=
= q2mn
min(s,s′)∑
ℓ=0
[
n− ℓ
m
][
m+ s+ s′ − ℓ− n
m
]
.
The multiplication in algebra (1.1), which underlies this identity, is alternatively char-
acterized in terms of Chebyshev polynomials, see 3.3.7 below.
There are numerous relations to the previous work. The fundamental results in [5, 6]
regarding the modular group action on the center of a Drinfeld double can be “pushed
forward” to Uqsℓ(2), which is a ribbon quantum group. We note that in the standard set-
ting [18], a ribbon Hopf algebra is assumed to be quasitriangular. This is not the case
with Uqsℓ(2), but we keep the term “ribbon” with the understanding that Uqsℓ(2) is a
subalgebra in a quasitriangular Hopf algebra from which it inherits the ribbon structure,
as is detailed in what follows. The structure (1.2), already implicit in [15], is parallel
to the property conjectured in [11] for the SL(2,Z)-representation on the center of the
small quantum group Uqsℓ(2)small. Albeit for a different quantum group, we extend the
argument in [11] by choosing the bases in the center that lead to a simple proof and by
giving the underlying Jordan decomposition of the ribbon element and the corresponding
deformations of the Radford and Drinfeld mappings. The (3p− 1)-dimensional center
of Uqsℓ(2) at q the primitive 2pth root of unity is twice as big as the center of Uqsℓ(2)small
for q the primitive pth root of unity (for odd p) [11, 19]. We actually find the center
of Uqsℓ(2) by studying the bimodule decomposition of the regular representation (the
decomposition of Uqsℓ(2)small under the adjoint action has been the subject of some
interest; see [20] and the references therein). There naturally occur indecomposable
2p-dimensional Uqsℓ(2)-representations (projective modules), which have also appeared
in [18, 21, 22]. On the conformal field theory side, the W(p) algebra was originally
studied in [7, 8], also see [23, 24].
This paper can be considered a continuation (or a quantum-group counterpart) of [15]
and is partly motivated by remarks already made there. That the quantum dimensions of
the irreducible W(p)-representations are dimensions of quantum-group representations
was noted in [15] as an indication of a quantum group underlying the fusion algebra de-
rived there. For the convenience of the reader, we give most of the necessary reference
to [15] in Sec. 2 and recall the crucial conformal field theory formulas there.1 In Sec. 3,
we define the restricted quantum group Uqsℓ(2), describe some classes of its representa-
tions (most importantly, irreducible), and find its Grothendieck ring. In Sec. 4, we collect
1We note a minor terminological discrepancy: in [15], the “fusion” basis (the one with nonnegative inte-
ger structure coefficients) was called canonical, while in this paper we call it the preferred basis, reserving
“canonical” for the basis of primitive idempotents and elements in the radical.
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the facts pertaining to the ribbon structure and the structure of a factorizable Hopf algebra
on Uqsℓ(2). There, we also find the center of Uqsℓ(2) in rather explicit terms. In Sec. 5,
we study SL(2,Z)-representations on the center of Uqsℓ(2) and establish the equivalence
to the representation in Sec. 2 and the factorization associated with the Jordan decompo-
sition of the ribbon element.
The Appendices contain auxiliary or bulky material. In Appendix A, we collect a
number of standard facts about Hopf algebras that we use in the paper. In Appendix B,
we construct a Drinfeld double that we use to derive the M-matrix and the ribbon ele-
ment for Uqsℓ(2). In Appendix C, we give the necessary details about indecomposable
Uqsℓ(2)-modules. The “canonical” basis in the center of Uqsℓ(2) is explicitly constructed
in Appendix D. As an elegant corollary of the description of the Grothendieck ring in
terms of Chebyshev polynomials, we reproduce the formulas for the eigenmatrix in [15].
Appendix E is just a calculation leading to identity (1.3).
Notation. We use the standard notation
[n] =
qn − q−n
q − q−1 , n ∈ Z, [n]! = [1][2] . . . [n], n ∈ N, [0]! = 1
(without indicating the “base” q explicitly) and set
(1.4)
[
m
n
]
=
0, n < 0 or m− n < 0,[m]!
[n]! [m− n]! otherwise.
In referring to the root-of-unity case, we set
q = e
ipi
p
for an integer p> 2. The p parameter is as in Sec. 2.
For Hopf algebras in general (in the Appendices) and for Uqsℓ(2) specifically, we write
∆, ǫ, and S for the comultiplication, counit, and antipode respectively. Some other con-
ventions are as follows:
Z — the quantum group center,
Ch — the space of q-characters (see A.1),
µ — the integral (see A.2),
c — the cointegral (see A.2),
g — the balancing element (see A.2),
v — the ribbon element (see A.6),
M¯ — the M-matrix (see A.4.2; M¯ is used for Uqsℓ(2) and M in general),
χ — the Drinfeld mapping A∗ → A (see A.5),
χ±(s) — the image of the irreducible Uqsℓ(2)-representation X±(s) in the center under
the Drinfeld mapping (see 4.3),
φ̂ — the Radford mapping A∗ → A (see A.3),
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φ̂±(s) — the image of the irreducible Uqsℓ(2)-representation X±(s) in the center under
the Radford mapping (see 4.5),
X±(s) — irreducible Uqsℓ(2)-representations (see 3.2.1); in 2.1, irreducibleW(p)-rerpe-
sentations.
V±(s) — Verma modules (see 3.2.2 and C.1),
V¯±(s) — contragredient Verma modules (see C.1),
P±(s) — projective Uqsℓ(2)-modules (see 3.2.3 and C.2),
qChX — the q-character of a Uqsℓ(2)-representation X (see A.6.1),
G2p — the Uqsℓ(2) Grothendieck ring; G(A) is the Grothendieck ring of a Hopf alge-
bra A,
D2p — the Grothendieck ring image in the center under the Drinfeld mapping,
R2p — the Grothendieck ring image in the center under the Radford mapping.
We write x′, x′′, x′′′, etc. (Sweedler’s notation) in constructions like
∆(x) =
∑
(x)
x′ ⊗ x′′, (∆⊗ id)∆(x) =
∑
(x)
x′ ⊗ x′′ ⊗ x′′′, . . . .
For a linear function β, we use the notation β(?), where ? indicates the position of its
argument in more complicated constructions.
We choose two elements generating SL(2,Z) as ( 0 1−1 0 ) and ( 1 10 1 ) and use the notation
of the type S, S∗, S¯, . . . and T, T∗, T¯, . . . for these elements in various representations.
2. VERTEX-OPERATOR ALGEBRA FOR THE (1, p)-CONFORMAL FIELD THEORY,
ITS CHARACTERS, AND SL(2,Z)-REPRESENTATIONS
Logarithmic models of conformal field theory, of which the (1, p)-models are an ex-
ample, were introduced in [25] and were considered, in particular, in [13, 8, 26, 9, 23,
24, 27, 15, 16] (also see the references therein). Such models are typically defined as
kernels of certain screening operators. The actual symmetry of the theory is the maximal
local algebra in this kernel. In the (1, p)-model, which is the kernel of the “short” screen-
ing operator, see [15], this is the W-algebra W(p) studied in [7, 8]. We briefly recall it
in 2.1. In 2.2, we give the modular transformation properties of the W(p)-characters and
identify the (3p− 1)-dimensional SL(2,Z)-representation on Zcft (the space of extended
characters). In 2.3, we describe the structure of this representation.
2.1. VOA. Following [15], we consider the vertex-operator algebra W(p)— the W-al-
gebra studied in [7, 8], which can be described in terms of a single free field ϕ(z) with
the operator product expansion ϕ(z)ϕ(w) = log(z − w). For this, we introduce the
energy-momentum tensor
(2.1) T = 1
2
∂ϕ ∂ϕ +
α0
2
∂2ϕ, α+ =
√
2p, α− = −
√
2
p
, α0 = α+ + α−,
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with central charge c=13− 6(p+ 1
p
), and the set of vertex operators Vr,s(z) = ej(r,s)ϕ(z)
with j(r, s) = 1−r
2
α++
1−s
2
α−. Let F be the sum of Fock spaces corresponding to Vr,s(z)
for r ∈ Z and 16 s6 p (see the details in [15]). There exist two screening operators
S+ =
∮
eα+ϕ, S− =
∮
eα−ϕ,
satisfying [S±, T (z)] = 0. We define W(p) as a maximal local subalgebra in the kernel of
the “short” screening S−. The algebra W(p) is generated by the currents
W−(z) = e−α+ϕ(z), W 0(z) = [S+,W
−(z)], W+(z) = [S+,W
0(z)]
(which are primary fields of dimension 2p− 1 with respect to energy-momentum ten-
sor (2.1)). The algebra W(p) has 2p irreducible highest-weight representations, denoted
as X+(s) and X−(s), 16 s6 p (the respective representations Λ(s) and Π(s) in [15]). The
highest-weight vectors in X+(s) and X−(s) can be chosen as V0,s and V1,s respectively.
It turns out that
KerS−
∣∣∣
F
=
p⊕
s=1
X
+(s)⊕ X−(s).
2.2. W(p)-algebra characters and the SL(2,Z)-representation on Zcft. We now re-
call [15] the modular transformation properties of the W(p)-characters
χ+s (τ) = TrX+(s)e
2iπτ(L0−
c
24
), χ−s (τ) = TrX−(s)e
2iπτ(L0−
c
24
), 16 s6 p
(the respective characters χΛs,p(τ) and χΠs,p(τ) in [15]), where L0 is a Virasoro generator,
the zero mode of energy-momentum tensor (2.1). Under the S-transformation of τ , these
characters transform as
(2.2) χ+s (−1τ ) =
1√
2p
(
s
p
[
χ+p (τ) + (−1)p−sχ−p (τ)
+
p−1∑
s′=1
q
(p−s)s′
+
(
χ+p−s′(τ) + χ
−
s′(τ)
)]− p−1∑
s′=1
(−1)p+s+s′qss′− ϕs′(τ)
)
and
(2.3) χ−s (−1τ ) =
1√
2p
(
s
p
[
χ+p (τ) + (−1)sχ−p (τ)
+
p−1∑
s′=1
qss
′
+
(
χ+p−s′(τ) + χ
−
s′(τ)
)]
+
p−1∑
s′=1
(−1)s+1qs′s− ϕs′(τ)
)
,
where qss′± = qss
′ ± q−ss′ , q = eiπ/p, and we introduce the notation
(2.4) ϕs(τ) = τ
(p− s
p
χ+s (τ)− sp χ
−
p−s(τ)
)
, 16 s6 p− 1.
The W(p)-characters are in fact combinations of modular forms of different weights,
and hence their modular transformations involve explicit occurrences of τ ; in the formulas
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above, τ enters only linearly, but much more complicated functions of τ (and other argu-
ments of the characters) can be involved in nonrational theories, cf. [28]. In the present
case, because of the explicit occurrences of τ , the SL(2,Z)-representation space turns
out to be (3p− 1)-dimensional, spanned by χ±s (τ), 16 s6 p, and ϕs(τ), 16 s6 p − 1.
Indeed, we have
(2.5) ϕs(−1
τ
) =
1√
2p
p−1∑
s′=1
(−1)p+s+s′qss′− ρs′(τ),
where for the future convenience we introduce a special notation for certain linear com-
binations of the characters:
(2.6) ρs(τ) = p− s
p
χ+s (τ)− sp χ
−
p−s(τ), 16 s6 p− 1.
Under the T-transformation of τ , the W(p)-characters transform as
(2.7) χ+s (τ + 1) = λp,sχ+s (τ), χ−p−s(τ + 1) = λp,sχ−p−s(τ),
where
(2.8) λp,s = eiπ(
(p−s)2
2p
− 1
12
),
and hence
(2.9) ϕs(τ + 1) = λp,s
(
ϕs(τ) + ρs(τ)
)
.
We let Zcft denote this (3p− 1)-dimensional space spanned by χ±s (τ), 16 s6 p, and
ϕs(τ), 16 s6 p − 1. As noted in the introduction, Zcft is the space of conformal blocks
on the torus, which is in turn isomorphic to the endomorphisms of the identity functor.
Let π be the SL(2,Z)-representation on Zcft defined by the above formulas.
2.3. Theorem. The SL(2,Z)-representation on Zcft has the structure
Zcft = Rp+1 ⊕ C2 ⊗Rp−1,
where Rp+1 and Rp−1 are SL(2,Z)-representations of the respective dimensions p+1
and p− 1, and C2 is the two-dimensional representation. This implies that there exist
SL(2,Z)-representations π¯ and π∗ on Zcft such that
π(γ) = π∗(γ)π¯(γ), π¯(γ)π∗(γ′) = π∗(γ′)π¯(γ), γ, γ′ ∈ SL(2,Z).
Proof. Let Rp+1 be spanned by
κ0(τ) = χ
−
p (τ),
κs(τ) = χ
+
s (τ) + χ
−
p−s(τ), 16 s6 p− 1,
κp(τ) = χ
+
p (τ)
(2.10)
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(these are the characters of Verma modules over W(p)). The formulas in 2.2 show that
Rp+1 is an SL(2,Z)-representation; namely, it follows that
Tκs(τ) = λp,sκs(τ)
and
Sκs(τ) = κ̂s(τ), Sκ̂s(τ) = κs(τ),
where
κ̂s(τ) =
1√
2p
(
(−1)p−sκ0(τ) +
p−1∑
s′=1
(−1)s′qss′+ κp−s′(τ) + κp(τ)
)
, 06 s6 p,
is another basis in Rp+1.
Next, let R′p−1 be the space spanned by ϕs(τ) in (2.4); another basis in R′p−1 is
ϕ̂s(τ) = − 1√
2p
p−1∑
s′=1
(−1)p+s+s′qss′− ϕs′(τ), 16 s6 p− 1.
Finally, let another (p−1)-dimensional space R′′p−1 be spanned by ρs(τ) in (2.6); another
basis in R′′p−1 is given by
ρ̂s(τ) =
1√
2p
p−1∑
s′=1
(−1)p+s+s′qss′− ρs′(τ), 16 s6 p− 1.
Equations (2.2)–(2.5) then imply that
Sϕs(τ) = ρ̂s(τ), Sϕ̂s(τ) = ρs(τ),
Sρs(τ) = ϕ̂s(τ), Sρ̂s(τ) = ϕs(τ),
and the T-transformations in Eqs. (2.7)–(2.9) are expressed as
T
(
ρs(τ)
ϕs(τ)
)
= λp,s
(
1 0
1 1
)(
ρs(τ)
ϕs(τ)
)
, 16 s6 p−1.
Therefore, the representation π has the structure Rp+1⊕C2⊗Rp−1, where C2⊗Rp−1 is
spanned by (ϕs(τ), ρs(τ)), 16 s6 p− 1.
We now let S¯ ≡ π¯(( 0 1−1 0 )) and S∗ ≡ π∗(( 0 1−1 0 )) act on Zcft as
S¯κs(τ) = κ̂s(τ), S¯ϕs(τ) = ϕ̂s(τ), S¯ρs(τ) = −ρ̂s(τ),
S¯κ̂s(τ) = κs(τ), S¯ϕ̂s(τ) = −ϕs(τ), S¯ρ̂s(τ) = ρs(τ),
S
∗
κs(τ) = κs(τ), S
∗ϕs(τ) = −ρs(τ), S∗ρ̂s(τ) = −ϕ̂s(τ),
S
∗
κ̂s(τ) = κ̂s(τ), S
∗ρs(τ) = ϕs(τ), S
∗ϕ̂s(τ) = ρ̂s(τ).
and let T¯ ≡ π¯(( 1 10 1 )) and T∗ ≡ π∗(( 1 10 1 )) act as
T¯κs(τ) = λp,sκs(τ), 06 s6 p,
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T¯
(
ρs(τ)
ϕs(τ)
)
= λp,s
(
1 0
0 1
)(
ρs(τ)
ϕs(τ)
)
, 16 s6 p− 1,
and
T
∗
κs(τ) = κs(τ), 06 s6 p,
T
∗
(
ρs(τ)
ϕs(τ)
)
=
(
1 0
1 1
)(
ρs(τ)
ϕs(τ)
)
, 16 s6 p− 1.
It follows that under π∗, we have the decomposition
Zcft = C⊕ · · · ⊕ C︸ ︷︷ ︸
p+1
⊕C2 ⊕ · · · ⊕C2︸ ︷︷ ︸
p−1
(where C is the trivial representation) and under π¯, the decomposition
Zcft = Rp+1 ⊕R′p−1 ⊕R′′p−1.
It is now straightforward to verify that π¯ and π∗ satisfy the required relations. 
2.3.1. Remarks.
(1) Up to some simple multipliers, π∗ is just the inverse matrix automorphy factor
in [15] and the restriction of π¯ to Rp+1 ⊕ R′′p−1 is the SL(2,Z)-representation
in [15] that leads to the fusion algebra (1.1) via a nonsemisimple generalization
of the Verlinde formula.
(2) Rp−1 is the SL(2,Z)-representation realized in the ŝℓ(2)p−2 minimal model [29,
30].
In Sec. 5, the structure described in 2.3 is established for the SL(2,Z)-representation
on the quantum group center.
3. Uqsℓ(2): REPRESENTATIONS AND THE GROTHENDIECK RING
The version of the quantum sℓ(2) that is Kazhdan–Lusztig-dual to the (1, p) conformal
field theory model is the restricted quantum group Uqsℓ(2) at q the primitive 2pth root of
unity. We introduce it in 3.1, consider its representations in 3.2, and find its Grothendieck
ring in 3.3.
3.1. The restricted quantum group Uqsℓ(2). The Hopf algebra Uqsℓ(2) (henceforth, at
q = e
ipi
p ) is generated by E, F , and K with the relations
Ep = F p = 0, K2p = 1
and the Hopf-algebra structure given by
KEK−1 = q2E, KFK−1 = q−2F,
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[E,F ] =
K −K−1
q− q−1 ,
∆(E) = 1⊗E + E ⊗K, ∆(F ) = K−1 ⊗ F + F ⊗ 1, ∆(K) = K ⊗K,
ǫ(E) = ǫ(F ) = 0, ǫ(K) = 1,
S(E) = −EK−1, S(F ) = −KF, S(K) = K−1.
The elements of the PBW-basis of Uqsℓ(2) are enumerated asEiKj F ℓ with 06 i6 p−
1, 06 j6 2p− 1, 06 ℓ6 p− 1, and its dimension is therefore 2p3.
3.1.1. It follows (e.g., by induction) that
(3.1) ∆(FmEnKj) =
m∑
r=0
n∑
s=0
q2(n−s)(r−m)+r(m−r)+s(n−s)
[
m
r
][
n
s
]
× F rEn−sKr−m+j ⊗ Fm−rEsKn−s+j.
3.1.2. The (co)integral and the comodulus. For Uqsℓ(2), the right integral and the left–
right cointegral (see the definitions in A.2) are given by
µ(F iEmKn) =
1
ζ
δi,p−1δm,p−1δn,p+1
and
c = ζ F p−1Ep−1
2p−1∑
j=0
Kj ,(3.2)
where we choose the normalization as
ζ =
√
p
2
1
([p− 1]!)2
for future convenience.
Next, simple calculation shows that the comodulus for Uqsℓ(2) (see A.2) is a = K2.
This allows us to find the balancing element using (A.4). There are four possibilities for
the square root of a, two of which are group-like, and we choose
(3.3) g = Kp+1.
This choice determines a ribbon element for Uqsℓ(2), and hence a particular version of
the SL(2,Z)-action on the quantum group studied below.
The balancing element (3.3) allows constructing the “canonical” q-characters of Uqsℓ(2)-
representations (see A.6.1).
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3.1.3. The Casimir element. Let Z denote the center of Uqsℓ(2). It contains the element
(3.4) C = EF + q
−1K + qK−1
(q − q−1)2 = FE +
qK + q−1K−1
(q − q−1)2 ,
called the Casimir element. It satisfies the minimal polynomial relation
(3.5) Ψ2p(C) = 0,
where
Ψ2p(x) = (x− β0) (x− βp)
p−1∏
j=1
(x− βj)2, βj = q
j + q−j
(q− q−1)2 .
A proof of (3.5) is given in 4.3 below as a spin-off of the technology developed for the
Grothendieck ring (we do not need (3.5) before that).
It follows from the definition of Uqsℓ(2) thatKp ∈Z. In fact,Kp is in the 2p-dimensional
subalgebra in Z generated by C because of the identity
(3.6) Kp = 1
2
⌊ p
2
⌋∑
r=0
p
p− r
(
p− r
r
)
(−1)1−r Ĉp−2r,
where we set
Ĉ = (q− q−1)2C.
3.2. Uqsℓ(2)-representations. The Uqsℓ(2)-representation theory at q = e
ipi
p is not dif-
ficult to describe (also see [18, 21, 22]). There turn out to be just 2p irreducible repre-
sentations. In what follows, we also need Verma modules (all of which except two are
extensions of a pair of irreducible representations) and projective modules (which are
further extensions). The category of all finite-dimensional Uqsℓ(2)-representations at the
primitive 2pth root of unity is fully described in [17].
3.2.1. Irreducible representations. The irreducible Uqsℓ(2)-representations Xα(s) are
labeled by α = ±1 and 16 s6 p. The module X±(s) is linearly spanned by elements
|s, n〉±, 06n6 s− 1, where |s, 0〉± is the highest-weight vector and the Uqsℓ(2)-action
is given by
K|s, n〉± = ±qs−1−2n|s, n〉±,
E|s, n〉± = ±[n][s− n]|s, n− 1〉±,
F |s, n〉± = |s, n+ 1〉±,
where we set |s, s〉± = |s,−1〉± = 0. X+(1) is the trivial module.
For later use, we list the weights occurring in the module X+(s), i.e., the eigenvalues
that K has on vectors in X+(s),
(3.7) q−s+1, q−s+3, . . . , qs−1,
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and in the module X−(p− s),
(3.8) qs+1, qs+3, . . . , q2p−s−1.
We also note the dimensions and quantum dimensions (see A.6.1) dimXα(s) = s and
qdimXα(s) = αp−1(−1)s−1[s]. It follows that qdimXα(s) = − qdimX−α(p − s) and
qdimXα(p) = 0.
3.2.2. Verma modules. There are 2p Verma modules V±(s), 16 s6 p. First, these are
the two Steinberg modules
V
±(p) = X±(p).
Next, for each s = 1, . . . , p − 1 and α = ±1, the Verma module Vα(s) is explicitly de-
scribed in C.1 as an extension 0→ X−α(p− s)→ Vα(s)→ Xα(s)→ 0; for consistency
with more complicated extensions considered below, we represent it as
Xα(s)• −→X
−α(p−s)• ,
with the convention that the arrow is directed to a submodule. We note that dimVα(s) = p
and qdimVα(s) = 0 (negligible modules [3]).
3.2.3. Projective modules. For s = 1, . . . , p−1, there are nontrivial extensions yielding
the projective modules P+(s) and P−(s),
0→ V−(p− s)→ P+(s)→ V+(s)→ 0,
0→ V+(p− s)→ P−(s)→ V−(s)→ 0.
Their structure can be schematically depicted as
(3.9) Xα(s)•
yy %%
X−α(p−s)•

X−α(p−s)•
  
Xα(s)•
It follows that dimP+(s) = dimP−(s) = 2p and qdimP+(s) = qdimP−(s) = 0. The
bases and the action of Uqsℓ(2) in P+(s) and P−(s) are described in C.2.1 and C.2.2.
3.3. The Grothendieck ring. We next find the Grothendieck ring of Uqsℓ(2).
3.3.1. Theorem. Multiplication in the Uqsℓ(2) Grothendieck ring G2p is given by
X
α(s)Xα
′
(s′) =
s+s′−1∑
s′′=|s−s′|+1
step=2
X˜
αα′(s′′),
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where
X˜
α(s) =
{
Xα(s), 16 s6 p,
Xα(2p− s) + 2X−α(s− p), p+ 16 s6 2p− 1.
To prove this, we use (i) a property of the tensor products of any representation with
a Verma module, (ii) an explicit evaluation of the tensor product of any irreducible rep-
resentation with a two-dimensional one, and (iii) the observation that the information
gained in (i) and (ii) suffices for finding the entire Grothendieck ring.
We first of all note that the trivial representation X+(1) is the unit in the Grothendieck
ring and, obviously,
X
α(s)X−(1) = X−α(s)
for all s = 1, . . . , p and α = ±1. Moreover,
X
α(s)X−(s′) = Xα(s)X+(s′)X−(1) = X−α(s)X+(s′),
and it therefore suffices to find all the products Xα(s)X+(s′) and, furthermore, just the
products X+(s)X+(s′).
3.3.2. Products with Verma modules. In the Grothendieck ring, the Verma module
Vα(s) (with 16 s6 p−1) is indistinguishable from V−α(p−s), and we choose to consider
only the p+ 1 Verma modules Va, a = 0, 1, . . . , p, given by
(3.10) V0 = V−(p), Va = V+(a), 16 a6 p− 1, Vp = V+(p).
Their highest weights qa−1 coincide with the respective highest weights of X−(p), X+(a),
X+(p).
Taking the tensor product of a Verma module Va and an irreducible representation gives
a module that is filtered by Verma modules. In the Grothendieck ring, this tensor product
therefore evaluates as a sum of Verma modules; moreover, the Verma modules that occur
in this sum are known, their highest weights being given by qεa+εi , where qεa is the
highest weight of Va and qεi are the weights of vectors in the irreducible representation.
With (3.7), this readily gives the Grothendieck-ring multiplication
Va X
+(s′) =
a+s′−1∑
s′′=a−s′+1
step=2
Vs′′,(3.11)
where we set Vs′′ = V−s′′ for s′′ < 0 and Vp+s′′ = Vp−s′′ for 0 < s′′ < p.
3.3.3. Lemma. For 26 s6 p− 1, we have
X
α(s)X+(2) = Xα(s− 1) + Xα(s+ 1).
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Proof. Let ek = |s, k〉α for 06 k6 s−1 and {f0 = |2, 0〉+, f1 = |2, 1〉+} be the respective
bases in Xα(s) and in X+(2). Under the action of F , the highest-weight vector e0 ⊗ f0
with the weight αq(s+1)−1 generates the module Xα(s + 1). The vector e′0 = e1 ⊗ f0 −
αq[s− 1]e0 ⊗ f1 satisfies the relations
Ee′0 = 0, Ke
′
0 = αq
(s−1)−1e′0.
Under the action of F , it generates the module Xα(s− 1). 
As regards the product Xα(p)X+(2), we already know it from (3.11) because Xα(p)
is a Verma module: with the two relevant Verma modules replaced by the sum of the
corresponding irreducible representations, the resulting four terms can be written as
X
α(p)X+(2) = 2Xα(p− 1) + 2X−α(1).
As we have noted, the products Xα(s)X−(2) are given by the above formulas with the
reversed “α” signs in the right-hand sides.
3.3.4. We next evaluate the products Xα(s)X+(3) as
X
α(s)X+(3) = Xα(s)
(
X
+(2)X+(2)− X+(1)),
where the products with X+(2) are already known. By induction on s′, this allows finding
all the products Xα(s)X+(s′) as
(3.12) Xα(s)X+(s′) =
p−1−|p−s−s′|∑
s′′=|s−s′|+1
s′′ 6=p, step=2
X
α(s′′) + δp,s,s′X
α(p)
+
p−1∑
s′′=2p−s−s′+1
step=2
(2Xα(s′′) + 2X−α(p− s′′)),
where δp,s,s′ is equal to 1 if p − s − s′ + 16 0 and p − s − s′ + 1 ≡ 0 mod 2, and is 0
otherwise.
The statement in 3.3.1 is a mere rewriting of (3.12), taken together with the relations
Xα(s)X−(s′) = X−α(s)X+(s′). It shows that the Uqsℓ(2) Grothendieck ring is the (1, p)-
model fusion algebra derived in [15]. This concludes the proof of 3.3.1.
3.3.5. Corollary. The Uqsℓ(2) Grothendieck ring contains the ideal Vp+1 of Verma mod-
ules generated by
X
+(p− s) + X−(s), 16 s6 p− 1,
X
+(p), X−(p).
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The quotient G2p/Vp+1 is a fusion algebra with the basis X(s), 16 s6 p− 1 (the canon-
ical images of the corresponding X+(s)) and multiplication
X(s)X(s′) =
p−1−|p−s−s′|∑
s′′=|s−s′|+1
step=2
X(s′′), s, s′ = 1, . . . , p− 1.
This is a semisimple fusion algebra, which coincides with the fusion of the unitary ŝℓ(2)
representations of level p− 2.
3.3.6. Corollary. The Uqsℓ(2) Grothendieck ring G2p is generated by X+(2).
This easily follows from Theorem 3.3.1; therefore, G2p can be identified with a quotient
of the polynomial ring C[x]. Let Us(x) denote the Chebyshev polynomials of the second
kind
(3.13) Us(2 cos t) = sin st
sin t
.
The lower such polynomials are U0(x) = 0, U1(x) = 1, U2(x) = x, and U3(x) = x2 − 1.
3.3.7. Proposition. The Uqsℓ(2) Grothendieck ring is the quotient of the polynomial ring
C[x] over the ideal generated by the polynomial
(3.14) Ψ̂2p(x) = U2p+1(x)− U2p−1(x)− 2.
Moreover, let
(3.15) Ps(x) =
{
Us(x), 16 s6 p,
1
2
Us(x)− 12U2p−s(x), p+ 16 s6 2p.
Under the quotient mapping, the image of each polynomial Ps coincides with X+(s) for
16 s6 p and with X−(s− p) for p+ 16 s6 2p.
Proof. It follows from 3.3.1 that
X
+(2)X±(1) = X±(2),(3.16)
X
+(2)X±(s) = X±(s− 1) + X±(s+ 1), 26 s6 p− 1,(3.17)
X
+(2)X+(p) = 2X+(p− 1) + 2X−(1),(3.18)
X
+(2)X−(p) = 2X−(p− 1) + 2X+(1).(3.19)
We recall that the Chebyshev polynomials of the second kind satisfy (and are determined
by) the recursive relation
(3.20) xUs(x) = Us−1(x) + Us+1(x), s> 2,
with the initial data U1(x) = 1, U2(x) = x. From (3.20), we then obtain that polynomi-
als (3.15) satisfy relations (3.16)–(3.18) after the identificationsPs → X+(s) for 16 s6 p
and Ps → X−(s − p) for p + 16 s6 2p. Then, for Eq. (3.19) to be satisfied, we must
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impose the relation xP2p(x) ≡ 2P2p−1(x) + 2P1(x); this shows that the Grothendieck
ring is the quotient of C[x] over the ideal generated by polynomial (3.14). 
3.3.8. Proposition. The polynomial Ψ̂2p(x) can be factored as
Ψ̂2p(x) = (x− β̂0) (x− β̂p)
p−1∏
j=1
(x− β̂j)2, β̂j = qj + q−j = 2 cos πj
p
.
This is verified by direct calculation using the representation
Ψ̂2p(2 cos t) = 2(cos(2pt)− 1),
which follows from (3.13). We note that β̂j 6= β̂j′ for 06 j 6= j′6 p.
4. Uqsℓ(2): FACTORIZABLE AND RIBBON HOPF ALGEBRA STRUCTURES
AND THE CENTER
The restricted quantum group Uqsℓ(2) is not quasitriangular [12]; however, it admits a
Drinfeld mapping, and hence there exists a homomorphic image D2p of the Grothendieck
ring in the center. In 4.1, we first identify Uqsℓ(2) as a subalgebra in a quotient of a
Drinfeld double. We then obtain the M-matrix in 4.2, characterize the subalgebra D2p ⊂
Z in 4.3, and find the center Z of Uqsℓ(2) at q = e
ipi
p in 4.4. Furthermore, we give some
explicit results for the Radford mapping for Uqsℓ(2) in 4.5 and we find a ribbon element
for Uqsℓ(2) in 4.6.
4.1. Uqsℓ(2) from the double. The Hopf algebra Uqsℓ(2) is not quasitriangular, but it
can be realized as a Hopf subalgebra of a quasitriangular Hopf algebra D¯ (which is in turn
a quotient of a Drinfeld double). The M-matrix (see A.4.2) for D¯ is in fact an element of
Uqsℓ(2)⊗ Uqsℓ(2), and hence Uqsℓ(2) can be thought of as a factorizable Hopf algebra,
even though relation (A.9) required of an M-matrix is satisfied not in Uqsℓ(2) but in D¯
(but on the other hand, (A.11) holds only with mI and nI being bases in Uqsℓ(2)).
The Hopf algebra D¯ is generated by e, φ, and k with the relations
kek−1 = qe, kφk−1 = q−1φ, [e, φ] =
k2 − k−2
q− q−1 ,
ep = 0, φp = 0, k4p = 1,
ǫ(e) = 0, ǫ(φ) = 0, ǫ(k) = 1,
∆(e) = 1⊗ e+ e⊗ k2, ∆(φ) = k−2 ⊗ φ+ φ⊗ 1, ∆(k) = k ⊗ k,
S(e) = −ek−2, S(φ) = −k2φ, S(k) = k−1.
A Hopf algebra embedding Uqsℓ(2)→ D¯ is given by
E 7→ e, F 7→ φ, K 7→ k2.
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In what follows, we often do not distinguish between E and e, F and φ, and K and k2.
4.1.1. Theorem. D¯ is a ribbon quasitriangular Hopf algebra, with the universalR-matrix
(4.1) R¯ = 1
4p
p−1∑
m=0
4p−1∑
n,j=0
(q− q−1)m
[m]!
qm(m−1)/2+m(n−j)−nj/2emkn ⊗ φmkj
and the ribbon element
(4.2) v = 1− i
2
√
p
p−1∑
m=0
2p−1∑
j=0
(q − q−1)m
[m]!
q−
m
2
+mj+ 1
2
(j+p+1)2φmemk2j .
Proof. Equation (4.1) follows from the realization of D¯ as a quotient of the Drinfeld dou-
ble D(B) in B.1.1. The quotient is over the Hopf ideal generated by the central element
κk − 1 ∈ D(B). It follows that D¯ inherits a quasitriangular Hopf algebra structure from
D(B) and R-matrix (4.1) is the image of (B.17) under the quotient mapping.
Using R-matrix (4.1), we calculate the canonical element u (see (A.12)) as
(4.3) u = 1
4p
p−1∑
m=0
4p−1∑
n,r=0
(−1)m (q − q
−1)m
[m]!
q−m(m+3)/2−rn/2φmk−remkn.
We note that actually u∈Uqsℓ(2). Indeed,
u =
1
4p
p−1∑
m=0
4p−1∑
n,r=0
(−1)m (q − q
−1)m
[m]!
q−m(m+3)/2−rm−rn/2φmemkn−r =
=
1
4p
p−1∑
m=0
2p−1∑
j=0
(4p−1∑
r=0
e−iπ
1
2p
r(r+2m+2j)
)
(−1)m (q − q
−1)m
[m]!
q−
1
2
m(m+3)φmemk2j
+
1
4p
p−1∑
m=0
2p−1∑
j=0
(4p−1∑
r=0
e−iπ
1
2p
r(r+2m+2j+1)
)
(−1)m (q − q
−1)m
[m]!
q−
1
2
m(m+3)φmemk2j+1.
The second Gaussian sum vanishes,
4p−1∑
r=0
e−iπ
1
2p
r(r+2m+2j+1) = 0.
To evaluate the first Gaussian sum, we make the substitution r → r − j −m:
u =
1
4p
p−1∑
m=0
2p−1∑
j=0
(4p−1∑
r=0
e−iπ
1
2p
r2
)
(−1)m (q − q
−1)m
[m]!
q−
1
2
m(m+3)+ 1
2
(j+m)2φmemk2j
=
1
4p
p−1∑
m=0
2p−1∑
j=0
(4p−1∑
r=0
e−iπ
1
2p
r2
)
(q− q−1)m
[m]!
q−
1
2
m+m(j−p−1)+ 1
2
j2φmemk2j .
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Then evaluating
4p−1∑
r=0
e−iπ
1
2p
r2 = (1− i)2√p,
we obtain
u =
1− i
2
√
p
p−1∑
m=0
2p−1∑
j=0
(q− q−1)m
[m]!
q−
1
2
m+mj+ 1
2
(j+p+1)2φmemk2j+2p+2.
We then find the ribbon element from relation (A.16) using the balancing element g =
k2p+2 from (3.3), which gives (4.2). 
4.2. The M-matrix for Uqsℓ(2). We next obtain the M-matrix (see A.4.2) for Uqsℓ(2)
from the universal R-matrix for D¯ in (4.1). Because u ∈ Uqsℓ(2), it follows from (A.13)
that the M-matrix for D¯, M¯ = R¯21R¯12, actually lies in Uqsℓ(2) ⊗ Uqsℓ(2), and does
not therefore satisfy condition (A.11) in D¯ (and hence D¯ is not factorizable). But this
is an M-matrix for Uqsℓ(2) ⊂ D¯. A simple calculation shows that R¯21R¯12 is explicitly
rewritten in terms of the Uqsℓ(2)-generators as
(4.4) M¯ = 1
2p
p−1∑
m=0
p−1∑
n=0
2p−1∑
i=0
2p−1∑
j=0
(q− q−1)m+n
[m]![n]!
qm(m−1)/2+n(n−1)/2
× q−m2−mj+2nj−2ni−ij+miFmEnKj ⊗ EmF nKi.
4.3. Drinfeld mapping and the (1, p) fusion in Z(Uqsℓ(2)). Given the M-matrix, we
can identify the Uqsℓ(2) Grothendieck ring with its image in the center using the homo-
morphism in A.6.2. We evaluate this homomorphism on the preferred basis elements in
the Grothendieck ring, i.e., on the irreducible representations. With the balancing element
for Uqsℓ(2) in (3.3) and the M-matrix in (4.4), the mapping in A.6.2 is
G2p → Z
X
±(s) 7→ χ±(s) ≡ χ(qChX±(s)) = (TrX±(s) ⊗ id)
(
(Kp−1 ⊗ 1) M¯), 16 s6 p.(4.5)
Clearly, χ+(1) = 1. We let D2p ⊂ Z denote the image of the Grothendieck ring under
this mapping.
4.3.1. Proposition. For s = 1, . . . , p and α = ±1,
(4.6) χα(s) = αp+1(−1)s+1
s−1∑
n=0
n∑
m=0
(q− q−1)2mq−(m+1)(m+s−1−2n) ×
×
[
s− n +m− 1
m
][
n
m
]
EmFmKs−1+βp−2n+m,
where we set β = 0 if α = +1 and β = 1 if α = −1. In particular, it follows that
χ+(2) = −Ĉ(4.7)
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(with Ĉ defined in 3.1.3) and
χ−α(s) = −(−1)pχα(s)Kp.(4.8)
Proof. The proof of (4.6) is a straightforward calculation based on the well-known iden-
tity (see, e.g., [12])
(4.9)
r−1∏
s=0
(
C − q
2s+1K + q−2s−1K−1
(q− q−1)2
)
= F rEr, r < p,
which readily implies that
(4.10) Tr
Xα(s)F
mEmKa = αm+a([m]!)2
s−1∑
n=0
qa(s−1−2n)
[
s− n+m− 1
m
][
n
m
]
.
Using this in (4.5) gives (4.6). For χ+(2), we then have
χ+(2) = −
1∑
n=0
n∑
m=0
(q− q−1)2mq−(m+1)(m+1−2n)
[
1− n +m
m
][
n
m
]
EmFmK1−2n+m =
= −q−1K − qK−1 − (q− q−1)2EF.

Combining 4.3.1 and 3.3.6, we obtain
4.3.2. Proposition. D2p coincides with the algebra generated by the Casimir element.
The following corollary is now immediate in view of 3.3.7 and 3.3.8.
4.3.3. Corollary. Relation (3.5) holds for the Casimir element.
4.3.4. Corollary. Identity (1.3) holds.
The derivation of (1.3) from the algebra of the χα(s) is given in Appendix E in some
detail. We note that although the left-hand side of (1.3) is not manifestly symmetric in s
and s′, the identity shows that it is.
4.3.5. In what follows, we keep the notation Vp+1 for the Verma-module ideal (more
precisely, for its image in the center) generated by
(4.11)
κ(0) = χ−(p),
κ(s) = χ+(s) + χ−(p− s), 16 s6 p− 1,
κ(p) = χ+(p).
This ideal is the socle (annihilator of the radical) of D2p.
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4.4. The center of Uqsℓ(2). We now find the center of Uqsℓ(2) at the primitive 2pth root
of unity. For this, we use the isomorphism between the center and the algebra of bimodule
endomorphisms of the regular representation. The results are in 4.4.4 and D.1.1.
4.4.1. Decomposition of the regular representation. The 2p3-dimensional regular rep-
resentation of Uqsℓ(2), viewed as a free left module, decomposes into indecomposable
projective modules, each of which enters with the multiplicity given by the dimension of
its simple quotient:
Reg =
p−1⊕
s=1
sP+(s)⊕
p−1⊕
s=1
sP−(s)⊕ pX+(p)⊕ pX−(p).
We now study the regular representation as a Uqsℓ(2)-bimodule. In what follows, ⊠
denotes the external tensor product.
4.4.2. Proposition. As a Uqsℓ(2)-bimodule, the regular representation decomposes as
Reg =
p⊕
s=0
Q(s),
where
(1) the bimodules
Q(0) = X−(p)⊠ X−(p), Q(p) = X+(p)⊠ X+(p)
are simple,
(2) the bimodules Q(s), 16 s6 p− 1, are indecomposable and admit the filtration
(4.12) 0 ⊂ R2(s) ⊂ R(s) ⊂ Q(s),
where the structure of subquotients is given by
Q(s)/R(s) = X+(s)⊠ X+(s)⊕ X−(p− s)⊠ X−(p− s)(4.13)
and
R(s)/R2(s) = X
−(p− s)⊠ X+(s)⊕ X−(p− s)⊠ X+(s)
⊕ X+(s)⊠ X−(p− s)⊕ X+(s)⊠ X−(p− s),
and where R2(s) is isomorphic to the quotient Q(s)/R(s).
The proof given below shows that R(s) is in fact the Jacobson radical of Q(s) and
R2(s) = R(s)
2
, with R(s)R2(s) = 0, and hence R2(s) is the socle of Q(s). For s =
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1, . . . , p − 1, the left Uqsℓ(2)-action on Q(s) and the structure of subquotients can be
visualized with the aid of the diagram
X+(s)⊠X+(s)
xxrr
rr
rr
r
&&L
LL
LL
LL
X−(p−s)⊠X−(p−s)
xxrr
rr
rr
r
&&L
LL
LL
LL
X−(p−s)⊠X+(s)
&&L
LL
LL
LL
X−(p−s)⊠X+(s)
xxrr
rr
rr
r
X+(s)⊠X−(p−s)
&&L
LL
LL
LL
X+(s)⊠X−(p−s)
xxrr
rr
rr
r
X+(s)⊠X+(s) X−(p−s)⊠X−(p−s)
and the right action with
X+(s)⊠X+(s)
)) ++
X−(p−s)⊠X−(p−s)
qq
rr
X−(p−s)⊠X+(s)
--
X−(p−s)⊠X+(s)
++
X+(s)⊠X−(p−s)
qq
X+(s)⊠X−(p−s)
ooX+(s)⊠X+(s) X−(p−s)⊠X−(p−s)
The reader may find it convenient to look at these diagrams in reading the proof below.
Proof. First, the category C of finite-dimensional left Uqsℓ(2)-modules has the decompo-
sition [17]
(4.14) C =
p⊕
s=0
C(s),
where each C(s) is a full subcategory. The full subcategories C(0) and C(p) are semisim-
ple and contain precisely one irreducible module each, X+(p) and X−(p) respectively.
Each C(s), 1 6 s 6 p−1, contains precisely two irreducible modules X+(s) and X−(p−s),
and we have the vector-space isomorphisms [17]
(4.15) Ext1
Uq
(X±(s),X∓(p− s)) ∼= C2,
where a basis in each C2 can be chosen as the extensions corresponding to the Verma
module V±(s) and to the contragredient Verma module V¯±(s) (see C.1).
In view of (4.14), the regular representation viewed as a Uqsℓ(2)-bimodule has the
decomposition
Reg =
p⊕
s=0
Q(s)
into a direct sum of indecomposable two-sided ideals Q(s). We now study the structure of
subquotients of Q(s). Let R(s) denote the Jacobson radical of Q(s). By the Wedderburn–
Artin theorem, the quotient Q(s)/R(s) is a semisimple matrix algebra over C,
Q(s)/R(s) = End(X+(s))⊕ End(X−(p−s)), 16 s6 p− 1,
Q(0) = End(X−(p)), Q(p) = End(X+(p))
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(where we note that R(0) = R(p) = 0). As a bimodule, Q(s)/R(s) has the decomposition
Q(s)/R(s) = X+(s)⊠ X+(s)⊕ X−(p−s)⊠ X−(p−s), 16 s6 p− 1,(4.16)
Q(0) = X−(p)⊠ X−(p), Q(p) = X+(p)⊠ X+(p).
For 16 s6 p − 1, we now consider the quotient R(s)/R2(s), where we set R2(s) =
R(s)2. For brevity, we write R ≡ R(s), Q ≡ Q(s), X+ ≡ X+(s) and X− ≡ X−(p − s),
V+ ≡ V+(s), V− ≡ V−(p− s), and similarly for the contragredient Verma modules V¯±.
In view of (4.15), there are the natural bimodule homomorphisms
Q
π±−→ End(V±), Q π¯±−→ End(V¯±).
The image of π+ has the structure of the lower-triangular matrix
im(π+) =
(
X+ ⊠ X+ 0
X+ ⊠ X− X− ⊠ X−
)
Clearly, the radical of im(π+) is the bimodule X+⊠X−. It follows that π+(R) = X+⊠X−
and the bimodule X+ ⊠ X− is a subquotient of R. In a similar way, we obtain that
π−(R) = X− ⊠ X+ and π¯±(R) = X± ⊠ X∓. Therefore, we have the inclusion
(4.17) R/R2 ⊃ X− ⊠ X+ ⊕ X− ⊠ X+ ⊕ X+ ⊠ X− ⊕ X+ ⊠ X−.
Next, the Radford mapping φ̂ : Reg∗ → Reg (see A.3) establishes a bimodule isomor-
phism between Reg∗ and Reg, and therefore the socle of Q is isomorphic to Q/R. This
suffices for finishing the proof: by counting the dimensions of the subquotients given
in (4.16) and (4.17), and the dimension of the socle of Q, we obtain the statement of the
proposition. 
4.4.3. Bimodule homomorphisms and the center. To find the center of Uqsℓ(2), we
consider bimodule endomorphisms of the regular representation; such endomorphisms
are in a 1 : 1 correspondence with elements in the center. Clearly,
End
(
Reg
)
=
p⊕
s=0
End
(
Q(s)
)
.
For each Q(s), 06 s6 p, there is a bimodule endomorphism es : Reg → Reg that acts
as identity on Q(s) and is zero on Q(s′) with s′ 6= s. These endomorphisms give rise to
p+ 1 primitive idempotents in the center of Uqsℓ(2).
Next, for each Q(s) with 16 s6 p − 1, there is a homomorphism w+s : Q(s) → Q(s)
(defined up to a nonzero factor) whose kernel, as a linear space, is given by R(s)⊕X−(p−
s) ⊠ X−(p − s) (see (4.12)); in other words, w+s sends the quotient X+(s) ⊠ X+(s)
into the subbimodule X+(s) ⊠ X+(s) at the bottom of Q(s) and is zero on Q(s′) with
s′ 6= s. Similarly, for each s = 1, . . . , p − 1, there is a central element associated with
the homomorphism w−s : Q(s) → Q(s) with the kernel R(s) ⊕ X+(s) ⊠ X+(s), i.e.,
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the homomorphism sending the quotient X−(p− s) ⊠ X−(p − s) into the subbimodule
X−(p − s) ⊠ X−(p − s) (and acting by zero on Q(s′) with s′ 6= s). In total, there are
2(p− 1) elements w±s , 16 s6 p− 1, which are obviously in the radical of the center.
By construction, the es andw±s have the properties summarized in the following propo-
sition.
4.4.4. Proposition. The center Z of Uqsℓ(2) at q = e ipip is (3p− 1)-dimensional. Its as-
sociative commutative algebra structure is described as follows: there are two “special”
primitive idempotents e0 and ep, p− 1 other primitive idempotents es, 16 s6 p−1, and
2(p− 1) elements w±s (16 s6 p− 1) in the radical such that
es es′ = δs,s′es, s, s
′ = 0, . . . , p,
esw
±
s′ = δs,s′w
±
s′, 06 s6 p, 16 s
′6 p− 1,
w±s w
±
s′ = w
±
s w
∓
s′ = 0, 16 s, s
′6 p− 1.
We call es, w±s the canonical basis elements in the center, or simply the canonical
central elements. They are constructed somewhat more explicitly in D.1.1.
We note that the choice of a bimodule isomorphism Reg∗ → Reg fixes the normaliza-
tion of the w±s .
4.4.5. For any central element A and its decomposition
(4.18) A =
p∑
s=0
ases +
p−1∑
s=1
(
c+s w
+
s + c
−
s w
−
s
)
with respect to the canonical central elements, the coefficient as is the eigenvalue of A in
the irreducible representation X+(s). To determine the c+s and c−s coefficients similarly,
we fix the normalization of the basis vectors as in C.2, i.e., such that w+s and w−s act as
w+s b
(+,s)
n = a
(+,s)
n , w
−
s y
(−,s)
k = x
(−,s)
k
in terms of the respective bases in the projective modules P+(s) and P−(p − s) defined
in C.2.1 and C.2.2. Then the coefficient c+s is read off from the relationAb(+,s)n = c+s a(+,s)n
in P+(s), and c−s , similarly, from the relation Ay(−,s)k = c−s x(−,s)k in P−(p− s).
4.5. The Radford mapping for Uqsℓ(2). For a Hopf algebra A with a given cointegral,
we recall the Radford mapping φ̂ : A∗ → A, see A.3 (we use the hat for notational
consistency in what follows). For A = Uqsℓ(2), with the cointegral c in (3.2), we are
interested in the restriction of the Radford mapping to the space of q-characters Ch and,
more specifically, to the image of the Grothendieck ring in Ch via the mapping X 7→ qChX
(see (A.17)). We thus consider the mapping
G2p → Z,
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which acts on the irreducible representations as
X
±(s) 7→ φ̂±(s) ≡ φ̂(qChX±(s)) =
∑
(c)
Tr
X±(s)(K
p−1c′) c′′, 16 s6 p.
Let R2p be the linear span of the φ̂±(s) (the image of the Grothendieck ring in the cen-
ter under the Radford mapping). As we see momentarily, R2p is 2p-dimensional and
coincides with the algebra generated by the φ̂ α(s).
It follows that
φ̂+(1) = c,
in accordance with the fact that c furnishes an embedding of the trivial representation X+(1)
into Uqsℓ(2). A general argument based on the properties of the Radford mapping (cf. [19])
and on the definition of the canonical nilpotentsw±s above implies that for s = 1, . . . , p− 1,
φ̂+(s) coincides with w+s up to a factor and φ̂−(s) coincides with w−p−s up to a factor.
We now give a purely computational proof of this fact, which at the same time fixes the
factors; we describe this in some detail because similar calculations are used in what
follows.
4.5.1. Lemma. For 16 s6 p− 1,
φ̂+(s) = ωsw
+
s , φ̂
−(s) = ωsw
−
p−s, ωs =
p
√
2p
[s]2
.
Also,
φ̂+(p) = p
√
2p ep, φ̂
−(p) = (−1)p+1p
√
2pe0.
Therefore, the image of the Grothendieck ring under the Radford mapping is the socle
(annihilator of the radical) of Z.
Proof. First, we recall (3.2) and use (4.10) and (3.1) to evaluate
(4.19) φ̂ α(s) = ζ
s−1∑
n=0
n∑
i=0
2p−1∑
j=0
αi+j([i]!)2qj(s−1−2n)
[
s− n+ i− 1
i
][
n
i
]
F p−1−iEp−1−iKj
(the calculation is very similar to the one in 4.3.1).
Next, we decompose φ̂ α(s) with respect to the canonical basis following the strategy
in 4.4.5. That is, we use (4.19) to calculate the action of φ̂+(s) on the module P+(s′)
(16 s′6 p − 1). This action is nonzero only on the vectors b(+,s′)n (see C.2.1); because
φ̂+(s) is central, it suffices to evaluate it on any single vector, which we choose as b(+,s
′)
0 .
For 16 s6 p− 1, using (4.9) and (D.6), we then have
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(4.20) φ̂ +(s)b(+,s′)0 = ζ
s−1∑
n=0
n∑
i=0
2p−1∑
j=0
([i]!)2qj(s+s
′−2−2n)
[
s− n+ i− 1
i
][
n
i
]
×
p−2−i∏
r=0
(
C − q
2r+1K + q−2r−1K−1
(q− q−1)2
)
b
(+,s′)
0
= ζ
s−1∑
n=0
n∑
i=0
2p−1∑
j=0
(−1)p+i([i]!)2qj(s+s′−2−2n)
[
s− n+ i− 1
i
][
n
i
] p−2−i∏
r=1
[s′ + r][r] a
(+,s′)
0 ,
with the convention that whenever p − 2 − i = 0, the product over r evaluates as 1. We
simultaneously see that the diagonal part of the action of φ̂+(s) on P+(s′) vanishes.
Analyzing the cases where the product over r in (4.20) involves [p] = 0, it is immediate
to see that a necessary condition for the right-hand side to be nonzero is s′6 s. Let
therefore s = s′+ ℓ, where ℓ> 0. It is then readily seen that (4.20) vanishes for odd ℓ; we
thus set ℓ = 2m, which allows us to evaluate
φ̂+(s′ + 2m) b
(+,s′)
0 =
= 2pζ
m+s′−1∑
i=s′−1
(−1)p+i([i]!)2
[
m+ i
i
][
m + s′ − 1
i
]
[p− 2− i+ s′]!
[s′]!
[p− 2− i]! a(+,s′)0 .
But this vanishes for all m > 0 in view of the identity
m∑
j=0
(−1)j [j + s
′ + 1] . . . [j + s′ +m− 1]
[j]![m− j]! =
1
[m]
∑
j∈Z
(−1)j
[
m
j
][
m + s′ − 1 + j
m− 1
]
= 0, m> 1.
Thus, φ̂ +(s) acts by zero on P+(s′) for all s′ 6= s; it follows similarly that φ̂+(s) acts
by zero on P−(s′) for all s′ and on both Steinberg modules X±(p). Therefore, φ̂+(s) is
necessarily proportional to w+s , with the proportionality coefficient to be found from the
action on P+(s). But for s′ = s, the sum over j in the right-hand side of (4.20) is zero
unless n = s− 1, and we have
φ̂ +(s)b
(+,s)
0 =
2p ζ
[s]
s−1∑
i=0
(−1)p+i[i]! [p− 2− i]![s + p− 2− i]!
[s− 1− i]! a
(+,s)
0 ,
where the terms in the sum are readily seen to vanish unless i = s− 1, and therefore
= 2p ζ (−1)p+s+1 [p− 1]! [s− 1]! [p− 1− s]!
[s]
a
(+,s)
0 ,
which gives ωs as claimed. The results for φ̂−(s) (16 s6 p − 1) and φ̂±(p) are estab-
lished similarly. 
It follows (from the expression in terms of the canonical central elements; cf. [19] for
the small quantum group) that the two images of the Grothendieck ring in the center, D2p
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and R2p, span the entire center:
D2p ∪R2p = Z.
We next describe the intersection of the two Grothendieck ring images in the center
(cf. [19] for the small quantum group). This turns out to be the Verma-module ideal
(see 4.3.5).
4.5.2. Proposition. D2p ∩R2p = Vp+1.
Proof. Proceeding similarly to the proof of 4.5.1, we establish the formulas
(4.21) φ̂ +(s) + φ̂−(p− s) = ζ ([p− 1]!)
2
p
×
(
(−1)p−sκ(0) +
p−1∑
s′=1
(−1)p+s+s′(qss′ + q−ss′)κ(s′) +κ(p))
for s = 1, . . . , p− 1, and
φ̂+(p) =
1√
2p
(
κ(0) + 2
p−1∑
s′=1
κ(p− s′) +κ(p)
)
,
φ̂−(p) =
1√
2p
(
(−1)pκ(0) + 2
p−1∑
s′=1
(−1)s′κ(p− s′) +κ(p)
)
,
(4.22)
which imply the proposition. The derivation may in fact be simplified by noting that as a
consequence of (D.2) and D.2(1), φ̂+(s)+φ̂−(p−s) belongs to the subalgebra generated
by the Casimir element, which allows using (D.7). 
4.6. The Uqsℓ(2) ribbon element. We finally recall (see A.6 and [31]) that a ribbon
element v∈A in a Hopf algebra A is an invertible central element satisfying (A.15). For
Uqsℓ(2), the ribbon element is actually given in (4.2), rewritten as
v =
1− i
2
√
p
p−1∑
m=0
2p−1∑
j=0
(q − q−1)m
[m]!
q−
m
2
+mj+ 1
2
(j+p+1)2FmEmKj
in terms of the Uqsℓ(2) generators. A calculation similar to the one in the proof of 4.5.1
shows the following proposition.
4.6.1. Proposition. The Uqsℓ(2) ribbon element is decomposed in terms of the canonical
central elements as
v =
p∑
s=0
(−1)s+1q− 12 (s2−1)es +
p−1∑
s=1
(−1)pq− 12 (s2−1)[s] q− q
−1
√
2p
ϕ̂(s),
where
ϕ̂(s) =
p− s
p
φ̂+(s)− s
p
φ̂ −(p− s), 16 s6 p− 1.(4.23)
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Strictly speaking, expressing v through the canonical central elements requires us-
ing 4.5.1, but below we need v expressed just through φ̂±(s).
5. SL(2,Z)-REPRESENTATIONS ON THE CENTER OF Uqsℓ(2)
In this section, we first recall the standard SL(2,Z)-action [5, 6, 11] reformulated for
the center Z of Uqsℓ(2). Its definition involves the ribbon element and the Drinfeld and
Radford mappings. From the multiplicative Jordan decomposition for the ribbon element,
we derive a factorization of the standard SL(2,Z)-representation π, π(γ) = π¯(γ)π∗(γ),
where π¯ and π∗ are also SL(2,Z)-representations on Z. We then establish the equivalence
to the SL(2,Z)-representation on Zcft in 2.2.
5.1. The standard SL(2,Z)-representation on Z. Let π denote the SL(2,Z)-represen-
tation on the center Z of Uqsℓ(2) constructed, as a slight modification of the representation
in [5, 6, 11], as follows. We let S ≡ π(S) : Z → Z and T ≡ π(T ) : Z → Z be defined as
(5.1) S(a) = φ̂(χ−1(a)), T(a) = b S−1(v−1(S(a))), a ∈ Z,
where v is the ribbon element, χ is the Drinfeld mapping, φ̂ is the Radford mapping, and
b is the normalization factor
b = eiπ(
(p+1)2
2p
− 1
12
).
We call it the standard SL(2,Z)-representation, to distinguish it from other representa-
tions introduced in what follows.
We recall that S2 acts via the antipode on the center of the quantum group, and hence
acts identically on the center of Uqsℓ(2),
(5.2) S2 = idZ.
5.2. Theorem. The standard SL(2,Z)-representation on the center Z of Uqsℓ(2) at
q = eiπ/p is equivalent to the (3p− 1)-dimensional SL(2,Z)-representation on Zcft (the
extended characters of the (1, p) conformal field theory model in 2.2).
We therefore abuse the notation by letting π denote both representations.
Proof. We introduce a basis in Z as
ρ(s), 16 s6 p− 1,
κ(s), 06 s6 p,
ϕ(s), 16 s6 p− 1,
where
ρ(s) =
p− s
p
χ+(s)− s
p
χ−(p− s),
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κ(s) are defined in (4.11), and
ϕ(s) =
1√
2p
p−1∑
r=1
(−1)r+s+p(qrs − q−rs)ϕ̂(r)
(with ϕ̂(s) defined in (4.23)). That this is a basis in the center follows, e.g., from the
decomposition into the canonical central elements.
The mapping
ρs 7→ ρ(s), 16 s6 p− 1,
κs 7→ κ(s), 06 s6 p,
ϕs 7→ ϕ(s), 16 s6 p− 1
between the bases in Zcft and in Z establishes the equivalence. Showing this amounts to
the following checks.
First, we evaluate S(ρ(s)) as
S(ρ(s)) = φ̂ ◦ χ−1(p− s
p
χ+(s)− s
p
χ−(p− s))
=
p− s
p
φ̂+(s)− s
p
φ̂−(p− s) = ϕ̂(s),
and hence, in view of (5.2),
(5.3) S(ϕ̂(s)) = ρ(s), 16 s6 p− 1.
We also need this formula rewritten in terms of
ρ̂(r) =
1√
2p
p−1∑
s=1
(−1)r+s+p(qrs − q−rs)ρ(s),
that is,
(5.4) S(ϕ(s)) = ρ̂(s), 16 s6 p− 1.
Further, we use (4.21) and (4.22) to evaluate S(κ(s)) as
S(κ(s)) = φ̂ ◦χ−1(χ+(s) + χ−(p− s)) = φ̂+(s) + φ̂ −(p− s) =
=
1√
2p
(
(−1)p−sκ(0) +
p−1∑
s′=1
(−1)s′(qss′ + q−ss′)κ(p− s′) +κ(p)), 06 s6 p,
where we set χ±(0) = φ̂±(0) = 0. This shows that S acts on ρ(s), κ(s), and ϕ(s) as on
the respective basis elements ρs, κs, and ϕs in Zcft.
Next, it follows from 4.6.1 that v acts on φ̂±(s) as
vφ̂+(s) = (−1)s+1q− 12 (s2−1)φ̂ +(s),
vφ̂−(s) = (−1)p+1q− 12 (p2+s2−1)φ̂−(s),
16 s6 p.
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As an immediate consequence, in view of Tχ±(s) = bS−1(v−1φ̂±(s)), we have
(5.5) Tχ+(s) = λp,sχ+(s), Tχ−(s) = λp,p−sχ−(s), 16 s6 p,
where λp,s is defined in (2.8). It follows that T acts on ρ(s) and κ(s) as on the respective
basis elements ρs and κs in Zcft.
Finally, we evaluate Tϕ(s). Recalling 4.6.1 to rewrite v as
v =
p∑
t=0
(−1)t+1q− 12 (t2−1)et(1+ϕ(1)),
we use (5.2) and (5.4), with the result
Tϕ(s) = bS v−1 ρ̂(s) = bS
p∑
t=0
(−1)t+1q 12 (t2−1)et
(
1− ϕ(1))ρ̂(s).
But (a simple rewriting of the formulas in D.3)
ρ̂(s) = (−1)p+s
√
2p
qs − q−s
(
es − q
s + q−s
[s]2
ws
)
,
and therefore (also recalling the projector properties to see that only one term survives in
the sum over t)
Tϕ(s) = −b
√
2p
qs − q−s S
p∑
t=0
(−1)t+s+pq 12 (t2−1)et
(
1−ϕ(1))(es − qs + q−s
[s]2
ws
)
=
= −b
√
2p
qs − q−s S (−1)
pq
1
2
(s2−1)es
(
es − q
s + q−s
[s]2
ws − ϕ(1)es
)
= b(−1)s+1q 12 (s2−1) S ρ̂(r) + b(−1)
p
√
2p q
1
2
(s2−1)
qs − q−s Sϕ(1)es.
Here, Sρ̂(r) = ϕ(r) and ϕ(1)es = (−1)s+p+1 q
s − q−s√
2p
ϕ̂(s), and hence
Tϕ(s) = λp,s
(
ϕ(s) + ρ(s)
)
.
This completes the proof. 
5.3. Factorization of the standard SL(2,Z)-representation on the center. In view
of the equivalence of representations, the SL(2,Z)-representation π on the center ad-
mits the factorization established in 2.3. Remarkably, this factorization can be described
in “intrinsic” quantum-group terms, as we now show. That is, we construct two more
SL(2,Z)-representations on Z with the properties described in 1.3.
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5.3.1. For the ribbon element v, we consider its multiplicative Jordan decomposition
(5.6) v = v∗v¯
into the semisimple part
v¯ =
p∑
s=0
(−1)s+1q− 12 (s2−1)es
and the unipotent part
v∗ = 1+ϕ(1).
With (5.6), we now let T∗ : Z → Z and T¯ : Z → Z be defined by the corresponding parts
of the ribbon element, similarly to (5.1):
T
∗(a) = S−1
(
v∗
−1
S(a)
)
, T¯(a) = bS−1
(
v¯−1S(a)
)
, a ∈ Z.
Then, evidently,
T = T∗T¯.
5.3.2. We next define a mapping ξ : Uqsℓ(2)∗ → Uqsℓ(2) as
(5.7) ξ(β) = (β ⊗ id)(N),
where
N = (v∗ ⊗ v∗)∆(S(v∗)).
It intertwines the coadjoint and adjoint actions of Uqsℓ(2), and we therefore have the
mapping ξ : Ch(Uqsℓ(2)) → Z, which is moreover an isomorphism of vector spaces.
We set
(5.8) S∗ = φ̂ ◦ ξ−1, S¯ = ξ ◦ χ−1.
This gives the decomposition
S = S∗S¯.
5.3.3. Theorem. The action of S∗ and T∗ on the center generates the SL(2,Z)-represen-
tation π∗, and the action of S¯ and T¯ on the center generates the SL(2,Z)-representation
π¯, such that
(1) π¯(γ)π∗(γ′) = π∗(γ′)π¯(γ) for all γ, γ′ ∈ SL(2,Z),
(2) the representation π¯ restricts to the Grothendieck ring (i.e., to its isomorphic im-
age in the center), and
(3) π(γ) = π¯(γ)π∗(γ) for all γ ∈ SL(2,Z),
and π and π¯ are isomorphic to the respective SL(2,Z)-representations on Zcft in 2.3.
34 FEIGIN, GAINUTDINOV, SEMIKHATOV, AND TIPUNIN
The verification is similar to the proof of 5.2, with
S
∗−1
(
φ̂±(s)
)
= ξ(qChX±(s)) = (TrX±(s) ⊗ id)
(
(Kp−1 ⊗ 1)N)
and
S
∗−1
(
χ±(s)
)
= (µ⊗ id)(S(χ±(s))⊗ 1)N)
(and similarly for S¯), based on the formula
S(v∗) = S(1+ϕ(1)) = φ̂+(1) + ρ̂(1) = c+ ρ̂(1).
5.3.4. The three mappings involved in (5.8) — φ̂ defined in (A.5), χ defined in (A.14),
and ξ in (5.7) — can be described in a unified way as follows. Let A be a ribbon Hopf
algebra endowed with the standard SL(2,Z)-representation. For x∈A, we define
λx : A
∗ → A
as
λx(β) = (β ⊗ id)
(
(x⊗ x)∆(S(x))),
where S is the standard action of ( 0 1−1 0 ). Taking x to be the three elements 1, v, and v∗,
we have
λ1 = φ̂, λv = χ, λv∗ = ξ.
6. CONCLUSIONS
We have shown that the Kazhdan–Lusztig correspondence, understood in a broad sense
as a correspondence between conformal field theories and quantum groups, extends into
the nonsemisimple realm such that a number of structures on the conformal field theory
side and on the quantum group side are actually isomorphic, which signifies an “improve-
ment” over the case of rational/semisimple conformal field theories.
Although much of the argument in this paper is somewhat too “calculational,” and
hence apparently “accidental,” we hope that a more systematic derivation can be given.
In fact, the task to place the structures encountered in the study of nonsemisimple Verlinde
algebras into the categorical context [32, 33, 34, 35] was already formulated in [15]. With
the quantum-group counterpart of nonsemisimple Verlinde algebras and of the SL(2,Z)-
representations on the conformal blocks studied in this paper in the (1, p) example, this
task becomes even more compelling.
We plan to address Claim 1 of the Kazhdan–Lusztig correspondence (see page 2) be-
tween the representation categories of the W(p) algebra and of Uqsℓ(2) [17]. This re-
quires constructing vertex-operator analogues of extensions among the irreducible repre-
sentations (generalizing the (1, 2) case studied in [27]).
Another direction where development is welcome is to go over from (1, p) to (p′, p)
models of logarithmic conformal field theories, starting with the simplest such model,
(2, 3), whose content as a minimal theory is trivial, but whose logarithmic version may
be quite interesting.
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APPENDIX A. HOPF ALGEBRA DEFINITIONS AND STANDARD FACTS
We let A denote a Hopf algebra with comultiplication ∆, counit ǫ, and antipode S. The
general facts summarized here can be found in [36, 37, 38, 39, 12].
A.1. Adjoint and coadjoint actions, center, and q-characters. For a Hopf algebra A,
the adjoint and coadjoint actions Ada : A→ A and Ad∗a : A∗ → A∗ (a∈A) are defined as
Ada(x) =
∑
(a)
a′xS(a′′), Ad∗a(β) = β
(∑
(a)
S(a′)?a′′
)
, a, x ∈ A, β ∈ A∗.
The center Z(A) of A can be characterized as the set
Z(A) =
{
y ∈ A ∣∣ Adx(y) = ǫ(x)y ∀x ∈ A}.
By definition, the space Ch(A) of q-characters is
(A.1) Ch(A) = {β ∈ A∗ ∣∣ Ad∗x(β) = ǫ(x)β ∀x ∈ A}
=
{
β ∈ A∗ ∣∣ β(xy) = β(S2(y)x) ∀x, y ∈ A}.
Given an invertible element t∈A satisfying S2(x) = txt−1 for all x∈A, we define the
linear mapping qchtV : A→ C for any A-module X as
(A.2) qcht
X
= Tr
X
(t−1?).
A.1.1. Lemma ([12, 39]). For anyA-module X and an element t such that S2(x) = txt−1,
we have
(1) qchtX ∈ Ch(A)
(2) if in addition t is group-like, i.e., ∆(t) = t⊗ t, then
qcht : X 7→ qchtX(?)
is a homomorphism of the Grothendieck ring to the ring of q-characters.
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A.2. (Co)integrals, comoduli, and balancing. For a Hopf algebra A, a right integral µ
is a linear functional on A satisfying
(µ⊗ id)∆(x) = µ(x)1
for all x∈A. Whenever such a functional exists, it is unique up to multiplication with a
nonzero constant.
A comodulus a is an element in A such that
(id⊗ µ)∆(x) = µ(x)a.
The left–right cointegral c is an element in A such that
xc = cx = ǫ(x)c, ∀x ∈ A.
If it exists, this element is unique up to multiplication with a nonzero constant. We also
note that the cointegral gives an embedding of the trivial representation of A in the bi-
module A. We use the normalization µ(c) = 1.
Whenever a square root of the comodulus a can be calculated in a Hopf algebra A, the
algebra admits the balancing element g that satisfies
(A.3) S2(x) = gxg−1, ∆(g) = g ⊗ g,
In fact, we have the following lemma.
A.2.1. Lemma ([38]).
(A.4) g2 = a.
A.3. The Radford mapping. Let A be a Hopf algebra with the right integral µ and the
left–right cointegral c. The Radford mapping φ̂ : A∗ → A and its inverse φ̂−1 : A→ A∗
are given by
(A.5) φ̂(β) =
∑
(c)
β(c′)c′′, φ̂−1(x) = µ(S(x)?).
A.3.1. Lemma ([40, 41]). φ̂ and φ̂−1 are inverse to each other, φ̂φ̂−1 = idA, φ̂−1φ̂ =
idA∗ , and intertwine the left actions of A on A and A∗, and similarly for the right actions.
Here, the left-A-module structure on A∗ is given by a⇁β = β(S(a)?) (and on A, by
the regular action).
A.4. Quasitriangular Hopf algebras and the R and M matrices.
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A.4.1. R-matrix. A quasitriangular Hopf algebra A has an invertible elementR∈A⊗A
satisfying
∆op(x) = R∆(x)R−1,(A.6)
(∆⊗ id)(R) = R13R23,(A.7)
(id⊗∆)(R) = R13R12,(A.8)
R12R13R23 = R23R13R12,
(ǫ⊗ id)(R) = 1 = (id⊗ ǫ)(R),
(S ⊗ S)(R) = R.
A.4.2. M-matrix. For a quasitriangular Hopf algebra A, the M-matrix is defined as
M = R21R12 ∈ A⊗ A.
It satisfies the relations
(∆⊗ id)(M) = R32M13R23,(A.9)
M∆(x) = ∆(x)M ∀x ∈ A.(A.10)
Indeed, using (A.8), we find (∆ ⊗ id)(R21) = R32R31 and then using (A.7), we ob-
tain (A.9). Next, from (A.6), which we write as R12∆(x) = ∆op(x)R12, it follows that
R21R12∆(x) = (R12∆(x))
opR12 = (∆
op(x)R12)
opR12 = ∆(x)R21R12, that is, (A.10).
If in addition M can be represented as
(A.11) M =
∑
I
mI ⊗ nI ,
where mI and nI are two bases in A, the Hopf algebra A is called factorizable.
A.4.3. The square of the antipode [38, 5]. In any quasitriangular Hopf algebra, the
square of the antipode is represented by a similarity transformation
S2(x) = uxu−1
where the canonical element u is given by
u = ·((S ⊗ id)R21), u−1 = ·((S−1 ⊗ S)R21)(A.12)
(where ·(a⊗ b) = ab) and satisfies the property
∆(u) = M−1(u⊗ u) = (u⊗ u)M−1.(A.13)
Any invertible element t such that S2(x) = txt−1 for all x ∈ A can be expressed as
t = θu, where θ is an invertible central element.
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A.5. The Drinfeld mapping. Given an M-matrix (see A.4.2), we define the Drinfeld
mapping χ : A∗ → A as
(A.14) χ(β) = (β ⊗ id)M =
∑
I
β(mI)nI .
A.5.1. Lemma ([38]). In a factorizable Hopf algebra A, the Drinfeld mapping χ : A∗ →
A intertwines the adjoint and coadjoint actions of A and its restriction to the space Ch of
q-characters gives an isomorphism of associative algebras
Ch(A)
∼−→ Z(A).
A.6. Ribbon algebras. A ribbon Hopf algebra [31] is a quasitriangular Hopf algebra
equipped with an invertible central element v, called the ribbon element, such that
(A.15) v2 = uS(u), S(v) = v, ǫ(v) = 1, ∆(v) = M−1(v ⊗ v).
In a ribbon Hopf algebra,
(A.16) g = v−1u,
where g is the balancing element (see A.2).
A.6.1. Let A be a ribbon Hopf algebra and X an A-module. The balancing element g
allows constructing the “canonical” q-character of X:
(A.17) qChX ≡ qchgX = TrX(g−1?) ∈ Ch(A).
We also define the quantum dimension of a module X as
qdimX = Tr
X
g−1.
It satisfies the relation
qdimX1 ⊗ X2 = qdimX1 qdimX2.
for any two modules X1 and X2.
Let nowA be a factorizable ribbon Hopf algebra and let G(A) be its Grothendieck ring.
We combine the mapping G(A) → A∗ given by X 7→ qChX and the Drinfeld mapping
χ : A∗ → A.
A.6.2. Lemma. In a factorizable ribbon Hopf algebra A, the mapping
χ ◦ qCh : G(A)→ Z(A)
is a homomorphism of associative commutative algebras.
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APPENDIX B. THE QUANTUM DOUBLE
In this Appendix, we construct a double of the Hopf algebra B associated with the short
screening in the logarithmic conformal field theory outlined in 2.1. The main structure
resulting from the double is the R-matrix, which is then used to construct the M-matrix
M¯ for Uqsℓ(2).
B.1. Constructing a double of the “short-screening” quantum group. For q= e
ipi
p ,
we let B denote the Hopf algebra generated by e and k with the relations
(B.1)
ep = 0, k4p = 1, kek−1 = qe,
∆(e) = 1⊗ e+ e⊗ k2, ∆(k) = k ⊗ k,
ǫ(e) = 0, ǫ(k) = 1,
S(e) = −ek−2, S(k) = k−1.
The PBW-basis in B is
emn = e
mkn, 06m6 p− 1, 06n6 4p− 1.
The space B∗ of linear functions on B is a Hopf algebra with the multiplication, co-
multiplication, unit, counit, and antipode given by
(B.2)
〈βγ, x〉 =
∑
(x)
〈β, x′〉〈γ, x′′〉, 〈∆(β), x⊗ y〉 = 〈β, yx〉,
〈1, x〉 = ǫ(x), ǫ(β) = 〈β, 1〉, 〈S(β), x〉 = 〈β, S−1(x)〉
for any β, γ ∈B∗ and x, y∈B.
The quantum double D(B) is a Hopf algebra with the underlying vector space B∗ ⊗
B and with the multiplication, comultiplication, unit, counit, and antipode given by
Eqs. (B.1) and (B.2) and by
(B.3) xβ =
∑
(x)
β(S−1(x′′′)?x′)x′′, x ∈ B, β ∈ B∗.
B.1.1. Theorem. D(B) is the Hopf algebra generated by e, φ, k, and κ with the relations
kek−1 = qe, ep = 0, k4p = 1,(B.4)
κφκ−1 = qφ, φp = 0, κ4p = 1,(B.5)
kκ = κk, kφk−1 = q−1φ, κeκ−1 = q−1e, [e, φ] =
k2 − κ2
q− q−1 ,(B.6)
∆(e) = 1⊗ e+ e⊗ k2, ∆(k) = k ⊗ k, ǫ(e) = 0, ǫ(k) = 1,(B.7)
∆(φ) = κ2 ⊗ φ+ φ⊗ 1, ∆(κ) = κ⊗ κ, ǫ(φ) = 0, ǫ(κ) = 1,(B.8)
S(e) = −ek−2, S(k) = k−1,(B.9)
S(φ) = −κ−2φ, S(κ) = κ−1.(B.10)
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Proof. Equations (B.4), (B.7), and (B.9) are relations in B. The unit in B∗ is given by the
function 1 such that
〈1, emn〉 = δm,0.
The elements κ, φ∈B∗ are uniquely defined by
〈κ, emn〉 = δm,0q−n/2, 〈φ, emn〉 = δm,1 q
−n
q− q−1 .
For elements of the PBW-basis of B, the first relation in (B.2) becomes
(B.11) 〈βγ, emn〉 =
m∑
r=0
〈
m
r
〉
〈β, em−rkn〉〈γ, erk2m−2r+n〉,
where we use the notation
〈n〉 = q
2n − 1
q2 − 1 = q
n−1[n], 〈n〉! = 〈1〉〈2〉 . . . 〈n〉,
〈
m
n
〉
=
〈m〉!
〈n〉! 〈m− n〉! .
We then check that the elements φiκj with 06 i6 p − 1 and 06 j6 4p − 1 constitute a
basis in B∗ and evaluate on the basis elements of B as
(B.12) 〈φiκj , emn〉 = δmi 〈i〉!
(q− q−1)iq
−(j+2i)n/2−ij−i(i−1)
The easiest way to see that (B.12) holds is to use (B.11) to calculate 〈φj, emkn〉 and
〈κj, emkn〉 by induction on j and then calculate 〈φiκj , emkn〉 using (B.11) again, with
β = φi and γ = κj.
Next, we must show that φiκj are linearly independent for 06 i6 p − 1 and 06 j6
4p − 1. Possible linear dependences are ∑p−1i=0 ∑4p−1j=0 λijφiκj = 0 with some λij ∈C,
that is,
p−1∑
i=0
4p−1∑
j=0
λij〈φiκj, emkn〉 = 0
for all 06m6 p−1 and 06n6 4p−1. Using (B.12), we obtain the system of 4p2 linear
equations
p−1∑
i=0
4p−1∑
j=0
δmi
〈i〉!
(q− q−1)i q
−(j+2i)n/2−ij−i(i−1)λij =
=
〈m〉!
(q− q−1)m q
−mn−m(m−1)
4p−1∑
j=0
q−
1
2
j(n+2m)λmj = 0
for the 4p2 variables λij . The system decomposes into p independent systems of 4p linear
equations
4p−1∑
j=0
Ajnλmj = 0
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for 4p variables λmj, 06 j6 4p − 1 (with m fixed), where Ajn = q− 12 j(n+2m). The
determinant of the matrix Ajn is the Vandermonde determinant, which is nonzero because
no two numbers among (q− 12 (n+2m))06n64p−1 coincide.
With (B.12) established, we verify (B.5), (B.8), and (B.10).
Next, to verify (B.6), we write (B.3) for x = k and x = e as the respective relations
(B.13) kβ = β(k−1?k)k, eβ = −β(k−2e?) + β(k−2?)e+ β(k−2?e)k2
valid for all β ∈B∗. The following formulas are obtained by direct calculation using (B.12):
κ(k−1?k) = κ, κ(k−2e?) = 0,
κ(k−2?) = qκ, κ(k−2?e) = 0,
φ(k−1?k) = q−1φ, φ(k−2e?) =
κ2
q − q−1 ,
φ(k−2?) = φ, φ(k−2?e) =
1
q − q−1 .
These relations and (B.13) imply (B.6), which finishes the proof. 
B.2. The R-matrix. As any Drinfeld double, D(B) is a quasitriangular Hopf algebra,
with the universal R-matrix given by
(B.14) R =
p−1∑
m=0
4p−1∑
i=0
emi ⊗ fmi,
where emi are elements of a basis in B and f ij ∈B∗ are elements of the dual basis,
(B.15) 〈f ij , emn〉 = δimδjn.
B.2.1. Lemma. For D(B) constructed in B.1, the dual basis is expressed in terms of the
generators φ and κ as
(B.16) f ij = (q− q
−1)i
[i]!
qi(i−1)/2
1
4p
4p−1∑
r=0
qi(j+r)+rj/2φiκr,
and therefore the R-matrix is given by
(B.17) R = 1
4p
p−1∑
m=0
4p−1∑
i,j=0
(q − q−1)m
[m]!
qm(m−1)/2+m(i−j)−ij/2emki ⊗ φmκ−j .
Proof. By a direct calculation using (B.12), we verify that Eqs. (B.15) are satisfied with
f ij given by (B.16). 
42 FEIGIN, GAINUTDINOV, SEMIKHATOV, AND TIPUNIN
APPENDIX C. VERMA AND PROJECTIVE MODULES
C.1. Verma and contragredient Verma modules. Let s be an integer 16 s6 p−1 and
α = ±1. The Verma module Vα(s) has the basis
(C.1) {xk}06k6s−1 ∪ {an}06n6p−s−1,
where {an}06n6p−s−1 correspond to the submodule X−α(p − s) and {xk}06k6s−1 cor-
respond to the quotient module Xα(s) in
(C.2) 0→ X−α(p− s)→ Vα(s)→ Xα(s)→ 0,
with the Uqsℓ(2)-action given by
Kxk = αq
s−1−2kxk, 06 k6 s− 1,
Kan = −αqp−s−1−2nan, 06n6 p− s− 1,
Exk = α[k][s− k]xk−1, 06 k6 s− 1 (with x−1 ≡ 0),(C.3)
Ean = −α[n][p− s− n]an−1, 06n6 p− s− 1 (with a−1 ≡ 0)
and
F xk =
{
xk+1, 06 k6 s− 2,
a0, k = s− 1,
(C.4)
Fan = an+1, 06n6 p− s− 1 (with ap−s ≡ 0).
In addition, there are Verma modules V±(p) = X±(p).
The contragredient Verma module V¯α(s) is defined in the basis (C.1) by the same
formulas except (C.3) and (C.4), replaced by the respective formulas
Exk =
{
ap−s−1, k = 0,
α[k][s− k]xk−1, 16 k6 s− 1,
F xk = xk+1, 06 k6 s− 1 (with xs ≡ 0).
C.2. Projective modules. The module P±(s), 16 s6 p − 1, is the projective module
whose irreducible quotient is given by X±(s). The modules P±(s) appeared in the litera-
ture several times, see [18, 21, 22]. In explicitly describing their structure, we follow [22]
most closely.
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C.2.1. P+(s). Let s be an integer 16 s6 p − 1. The projective module P+(s) has the
basis
{x(+,s)k , y(+,s)k }06k6p−s−1 ∪ {a(+,s)n , b(+,s)n }06n6s−1,
where {b(+,s)n }06n6s−1 is the basis corresponding to the top module in (3.9),
{a(+,s)n }06n6s−1 to the bottom , {x(+,s)k }06k6p−s−1 to the left, and {y(+,s)k }06k6p−s−1 to
the right module, with the Uqsℓ(2)-action given by
Kx
(+,s)
k = −qp−s−1−2kx(+,s)k , Ky(+,s)k = −qp−s−1−2ky(+,s)k , 06 k6 p− s− 1,
Ka(+,s)n = q
s−1−2na(+,s)n , Kb
(+,s)
n = q
s−1−2nb(+,s)n , 06n6 s− 1,
Ex
(+,s)
k = −[k][p− s− k]x(+,s)k−1 , 06 k6 p− s− 1 (with x(+,s)−1 ≡ 0),
Ey
(+,s)
k =
{
−[k][p− s− k]y(+,s)k−1 , 16 k6 p− s− 1,
a
(+,s)
s−1 , k = 0,
Ea(+,s)n = [n][s− n]a(+,s)n−1 , 06n6 s− 1 (with a(+,s)−1 ≡ 0),
Eb(+,s)n =
{
[n][s− n]b(+,s)n−1 + a(+,s)n−1 , 16n6 s− 1,
x
(+,s)
p−s−1, n = 0,
and
F x
(+,s)
k =
{
x
(+,s)
k+1 , 06 k6 p− s− 2,
a
(+,s)
0 , k = p− s− 1,
F y
(+,s)
k = y
(+,s)
k+1 , 06 k6 p− s− 1 (with y(+,s)p−s ≡ 0),
Fa(+,s)n = a
(+,s)
n+1 , 06n6 s− 1 (with a(+,s)s ≡ 0),
Fb(+,s)n =
{
b
(+,s)
n+1 , 06n6 s− 2,
y
(+,s)
0 , n = s− 1.
C.2.2. P−(p − s). Let s be an integer 16 s6 p− 1. The projective module P−(p− s)
has the basis
{x(−,s)k , y(−,s)k }06k6p−s−1 ∪ {a(−,s)n , b(−,s)n }06n6s−1,
where {y(−,s)k }06k6p−s−1 is the basis corresponding to the top module in (3.9),
{x(−,s)k }06k6p−s−1 to the bottom, {a(−,s)n }06n6s−1 to the left, and {b(−,s)n }06n6s−1 to
the right module, with the Uqsℓ(2)-action given by
Kx
(−,s)
k = −qp−s−1−2kx(−,s)k , Ky(−,s)k = −qp−s−1−2ky(−,s)k , 06 k6 p− s− 1,
Ka(−,s)n = q
s−1−2na(−,s)n , Kb
(−,s)
n = q
s−1−2nb(−,s)n , 06n6 s− 1,
Ex
(−,s)
k = −[k][p− s− k]x(−,s)k−1 , 06 k6 p− s− 1 (with x(−,s)−1 ≡ 0),
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Ey
(−,s)
k =
{
−[k][p− s− k]y(−,s)k−1 + x(−,s)k−1 , 16 k6 p− s− 1,
a
(−,s)
s−1 , k = 0,
Ea(−,s)n = [n][s− n]a(−,s)n−1 , 06n6 s− 1 (with a(−,s)−1 ≡ 0),
Eb(−,s)n =
{
[n][s− n]b(−,s)n−1 , 16n6 s− 1,
x
(−,s)
p−s−1, n = 0,
and
F x
(−,s)
k = x
(−,s)
k+1 , 06 k6 p− s− 1 (with x(−,s)p−s ≡ 0),
F y
(−,s)
k =
{
y
(−,s)
k+1 , 06 k6 p− s− 2,
b
(−,s)
0 , k = p− s− 1,
Fa(−,s)n =
{
a
(−,s)
n+1 , 06n6 s− 2,
x
(−,s)
0 , n = s− 1,
Fb(−,s)n = b
(−,s)
n+1 , 06n6 s− 1 (with b(−,s)s ≡ 0).
APPENDIX D. CONSTRUCTION OF THE CANONICAL CENTRAL ELEMENTS
D.1. Canonical central elements. To explicitly construct the canonical central elements
in 4.4.4 in terms of the Uqsℓ(2) generators, we use the standard formulas in [42, Ch. V.2]
(also cf. [11]; we are somewhat more explicit about the representation-theory side, based
on the analysis in 4.4). We first introduce projectors π+s and π−s on the direct sums of the
eigenspaces of K appearing in the respective representations X+(s) and X−(p − s) for
16 s6 p− 1, Eqs. (3.7) and (3.8). These projectors are
(D.1) π+s = 12p
s−1∑
n=0
2p−1∑
j=0
q(2n−s+1)jKj , π−s =
1
2p
p−1∑
n=s
2p−1∑
j=0
q(2n−s+1)jKj .
It follows that
(D.2) π+s + π−s = 12(1− (−1)
sKp).
Second, we recall polynomial relation (3.5) for the Casimir element and define the
polynomials
ψ0(x) = (x− βp)
p−1∏
r=1
(x− βr)2,
ψs(x) = (x− β0) (x− βp)
p−1∏
r=1
r 6=s
(x− βr)2, 16 s6 p− 1,
ψp(x) = (x− β0)
p−1∏
r=1
(x− βr)2,
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where we recall that βj =
qj + q−j
(q− q−1)2 , with βj 6= βj′ for 06 j 6= j
′6 p.
D.1.1. Proposition. The canonical central elements es, 06 s6 p, and ws, 16 s6 p− 1,
are explicitly given as follows. The elements in the radical of Z are
(D.3) w±s = π±s ws, 16 s6 p− 1,
where
ws =
1
ψs(βs)
(
C − βs
)
ψs(C).(D.4)
The canonical central idempotents are given by
(D.5) es = 1
ψs(βs)
(
ψs(C)− ψ′s(βs)ws
)
, 06 s6 p,
where we formally set w0 = wp = 0.
Proof. First, (C−βr)ψr(C) acts by zero on Q(0) = X−(p)⊠X−(p) and Q(p) = X+(p)⊠
X+(p). We next consider its action on Q(s) for 16 s6 p− 1. It follows from C.2 that the
Casimir element acts on the basis of P+(s) as
(D.6)
Cb(+,s)n = βsb
(+,s)
n + a
(+,s)
n ,
Cx(+,s)n = βsx
(+,s)
n , Cy
(+,s)
n = βsy
(+,s)
n ,
Ca(+,s)n = βsa
(+,s)
n
for all 06n6 s − 1. Clearly, (C − βs)2 annihilates the entire P+(s), and therefore
(C − βr)ψr(C) acts by zero on each Q(s) with s 6= r. On the other hand, for s = r, we
have
(C − βr)ψr(C)b(+,r)n = ψr(C)a(+,r)n = ψr(βr)a(+,r)n .
Similar formulas describe the action of the Casimir element on the module P−(p − s).
It thus follows that wr sends the quotient of the bimodule Q(r) in (4.13), i.e., X+(r) ⊠
X+(r)⊕ X−(p− r)⊠ X−(p− r), into the subbimodule X+(r)⊠ X+(r)⊕ X−(p− r)⊠
X−(p− r) at the bottom of Q(r). Therefore, wr = const · (w+r +w−r ).
To obtain w+r and w−r , we multiply wr with the respective operators projecting on the
direct sums of the eigenspaces of K occurring in X+(s) and X−(p− s). This gives (D.3)
(the reader may verify independently that although the projectors π±r are not central, their
products withwr are). The normalization in (D.4) is chosen such that we havewrb(+,r)n =
a
(+,r)
n .
To obtain the idempotents er, we note that ψr(C) annihilates all Q(s) for s 6= r, while
on Q(r), we haveψr(C)x(+,r)n = ψr(βr)x(+,r)n , ψr(C)y(+,r)n = ψr(βr)y(+,r)n , ψr(C)a(+,r)n =
ψr(βr)a
(+,r)
n , and furthermore, by Taylor expanding the polynomial,
ψr(C)b
(+,r)
n = ψr(βr)b
(+,r)
n + (C − βr)ψ′r(βr)b(+,r)n ,
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with higher-order terms in (C − βr) annihilating b(+,r)n . Similar formulas hold for the
action on P−(p− s). Therefore, Q(r) is the root space of 1
ψr(βr)
ψr(C) with eigenvalue 1,
and the second term in (D.5) is precisely the subtraction of the nondiagonal part. 
D.2. Remarks.
(1) We note that w+s +w−s = ws. This follows because
(
1 + (−1)sKp)ws = 0.
(2) For any polynomial R(C), decomposition (4.18) takes the form
(D.7) R(C) =
p∑
s=0
R(βs)es +
p−1∑
s=1
R′(βs)ws.
For example, (D.7) implies that for Ĉ defined in 3.1.3, we have
Ĉ =
p∑
s=0
(qs + q−s)es + (q− q−1)2
p−1∑
s=1
ws.
D.3. Eigenmatrix of the (1, p) fusion algebra. Using (D.7) and expressions through the
Chebyshev polynomials in 3.3.7, we recover the eigenmatrix P of the fusion algebra (1.1).
This eigenmatrix was obtained in [15] by different means, from the matrix of the modular
S-transformation on W(p)-characters. The eigenmatrix relates the preferred basis (the
basis of irreducible representations) and the basis of idempotents and nilpotents in the
fusion algebra. Specifically, if we order the irreducible representations as
Xt ≡ (X+(p),X−(p),X+(1),X−(p− 1), . . . ,X+(p− 1),X−(1))
and the idempotents and nilpotents that form a basis of D2p ∼= G2p as
Yt ≡ (ep, e0, e1,w1, . . . , ep−1,wp−1),
then the eigenmatrix P(p) is defined as
X = P(p)Y.
The calculation of the entries of P(p) via (D.7) is remarkably simple: for example, with
R(Ĉ) taken as Us(Ĉ) (see 3.3.7), we have
R(β̂j) = R(2 cos πj
p
) =
sin πjsp
sin πjp
in accordance with (3.13). Evaluating the other case in (3.15) similarly and taking the
derivatives, we obtain the eigenmatrix
P(p) =

P0,0 P0,1 . . . P0,p−1
P1,0 P1,1 . . . P1,p−1
.
.
.
.
.
.
.
.
.
.
.
.
Pp−1,0 Pp−1,1 . . . Pp−1,p−1

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with the 2× 2 blocks [15]2
P0,0 =
(
p (−1)p+1p
p −p
)
, P0,j =
0 −(−1)j+p
2λj
p
sin
jπ
p
0 −2λj
p
sin
jπ
p
,
Ps,0 =
(
s (−1)s+1s
p−s (−1)s+1(p−s)
)
,
Ps,j = (−1)s

−sin
sjpi
p
sin jpi
p
2λj
p2
(
−s cos sjπ
p
sin
jπ
p
+ sin
sjπ
p
cos
jπ
p
)
sin sjpi
p
sin jpi
p
2λj
p2
(
−(p−s) cos sjπ
p
sin
jπ
p
− sin sjπ
p
cos
jπ
p
)

for s, j=1, . . . , p−1, where, for the sake of comparison, we isolated the factor
λj =
p2
[j]3 sin πp
=
p2
(
sin πp
)2(
sin jπp
)3
whereby the normalization of each nilpotent element, and hence of each even column of P
starting with the fourth, differs from the normalization chosen in [15] (both are arbitrary
because the nilpotents cannot be canonically normalized).
APPENDIX E. DERIVATION OF THE q-BINOMIAL IDENTITY
We derive identity (1.3) from the fusion algebra realized on the central elementsχ±(s).
In view of A.6.2, the central elements χα(s) in (4.6) (with α = ±1, s = 1, . . . , p) satisfy
the algebra
(E.1) χα(s)χα′(s′) =
s+s′−1∑
s′′=|s−s′|+1
step=2
χ˜
αα′(s′′),
where
χ˜
α(s) =
{
χα(s), 16 s6 p,
χα(2p− s) + 2χ−α(s− p), p+ 16 s6 2p− 1.
We now equate the coefficients at the respective PBW-basis elements in both sides
of (E.1). Because of (4.8), it suffices to do this for the algebra relation for χ+(s)χ+(s′).
Writing it as in (3.12), we have
2The formula for P0,j corrects a misprint in [15], where (−1)j+p occurred in a wrong matrix entry.
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(E.2) χ+(s)χ+(s′) =
p−1−|p−s−s′|∑
s′′=|s−s′|+1
s′′ 6=p, step=2
χ+(s′′) + δp,s,s′χ
+(p)
+
p−1∑
s′′=2p−s−s′+1
step=2
(2χ+(s′′) + 2χ−(p− s′′)).
We first calculate the right-hand side. Simple manipulations with q-binomial coefficients
show that
χ+(s) + χ−(p− s) = (−1)s+1
p−1∑
n=0
p−1∑
m=0
(q− q−1)2mq−(m+1)(m+s−1−2n)
×
[
s+m− n− 1
m
]
∗
[
n
m
]
EmFmKs−1−2n+m,
where [
m
n
]
∗
=
0, n < 0,[m− n + 1] . . . [m]
[n]!
otherwise,
which leads to
r.-h. s. of (E.2) = (−1)s+s′
p−1∑
m=0
min(s,s′)−1∑
ℓ=0
s+s′−2−ℓ∑
n=ℓ
(q− q−1)2mq−(m+1)(m+s+s′−2−2n)
×
[
s+ s′ − 2− ℓ− n+m
m
][
n− ℓ
m
]
EmFmKs+s
′−2−2n+m.
Changing the order of summations, using that the q-binomial coefficients vanish in the
cases specified in (1.4), and summing over even and odd m separately, we have
(E.3) r.-h. s. of (E.2) =
p−1∑
m=0
even
2p−1∑
n=0
min(n+m
2
,s−1,s′−1)∑
ℓ=0
(q− q−1)2mq−(m+1)(s+s′−2−2n)
× (−1)s+s′
[
s+ s′ − 2− ℓ− n+ m2
m
][
n+ m2 − ℓ
m
]
EmFmKs+s
′−2−2n +
+ (−1)s+s′
p−1∑
m=1
odd
2p−1∑
n=0
min(n+m−1
2
,s−1,s′−1)∑
ℓ=0
(q− q−1)2mq−(m+1)(s+s′−2n−1)
×
[
s+ s′ − 2− ℓ− n+ m+12
m
][
n+ m−12 − ℓ
m
]
EmFmKs+s
′−2n−1.
Next, in the left-hand side of (E.2), we use that χ+(s) are central and readily calculate
l.-h. s. of (E.2) = (−1)s+1
s−1∑
n=0
n∑
m=0
(q− q−1)2mq−(m+1)(m+s−1−2n)
×
[
s− n+m− 1
m
][
n
m
]
Emχ+(s′)FmKs−1−2n+m =
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= (−1)s+s′
p−1∑
m=0
s′−1∑
n′=0
s+n′−1∑
n=n′
p−1∑
j=0
(q− q−1)2mq−m(m+s′−2n′)q−(j+1)(s+s′−2−2n)
×
[
s−n+n′+j−1
j
][
n−n′
j
][
s′−n′+m−j−1
m−j
][
n′
m−j
]
EmFmKs+s
′−2−2n+m.
Changing the order of summations, using that the q-binomial coefficients vanish in the
cases specified in (1.4), and summing over even and odd m separately, we have
(E.4) l.-h. s. of (E.2) =
p−1∑
m=0
even
p−1∑
j=0
2p−1∑
n=0
s′−1∑
n′=0
(q−q−1)2mq−m(m+s′−2n′)−(j+1)(s+s′−2−2n−m)
× (−1)s+s′
[
s−n−m2 + n′ + j−1
j
][
n+m2 −n′
j
][
s′−n′+m−j−1
m−j
][
n′
m−j
]
EmFmKs+s
′−2−2n
+ (−1)s+s′
p−1∑
m=1
odd
p−1∑
j=0
2p−1∑
n=0
s′−1∑
n′=0
(q− q−1)2mq−m(m+s′−2n′)q−(j+1)(s+s′−2n−m−1)
×
[
s−n−m−12 +n′+j−1
j
][
n+m−12 −n′
j
][
s′−n′+m−j−1
m−j
][
n′
m−j
]
EmFmKs+s
′−2n−1.
Equating the respective coefficients at the PBW-basis elements in (E.4) and (E.3), we
obtain
p−1∑
j=0
p−1∑
i=0
q2mi+j(2n+2−s−s
′)
[
n− i
j
][
i
m− j
][
i+ j + s− 1− n
j
][
m− i− j − 1 + s′
m− j
]
=
= qm(2n+1−s)
min(s−1,s′−1)∑
ℓ=0
[
n− ℓ
m
][
m+ s+ s′ − 2− ℓ− n
m
]
,
where 16m6 p − 1, n∈Z2p, 16 s, s′6 p. Because of the vanishing of q-binomial co-
efficients (see (1.4)), the summations over j and i in the left-hand side can be extended to
Z× Z, which gives (1.3) after the shifts s→ s+ 1, s′ → s′ + 1. In the above derivation,
q was the 2pth primitive root of unity, but because p does not explicitly enter the resultant
identity and because q-binomial coefficients are (Laurent) polynomials in q, we conclude
that (1.3) is valid for all q.
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