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Abstract--In this paper finite element Galerkin methods are developed for spaces of piecewise polynomial 
functions which are most suitable for two-point boundary value problems. The resulting banded linear 
systems are then solved by a block matrix iterative method which is an extension of the point alternating 
group explicit (AGE) method. 
1. INTRODUCTION 
Consider the linear two-point boundary value problem, 
(a(x)u') '  - b(x)u =f(x ) ,  x e / ,  (1) 
subject to the boundary conditions, 
u(0) = u(1) = 0, 
where I = (0, 1) and a, a', b ~ L~( I ) ,  fe  L2(I) the inner product Hilbert space and that there 
exist constants Co, c~ and bl such that, 
O<co<~a(x)<<.cl, O<<.b(x)<~bl, x~L  (2) 
I f  u is a solution of problem (1) then clearly, 
( au')" v -- buv = fv, 
for any v ~ H i ( l ) ,  the Sobolev space of  order 1 on I. This expression when integrated over I 
gives, 
f0 ;o' :0 au'v'  dx + buy dx + fv  dx = O, 
since v(0) = v(1) = 0; or 
(au', v') + (bu, v) + (f ,  v) = O, for all v ~ Hi( l ) ,  (3) 
where ( . , . )  denotes the usual L 2 inner product on L Thus, any solution u of  problem (1) 
is also a solution of  problem (3). We say that u is a weak solution of  problem (1) if u ~ H i ( l )  
and satisfies problem (3), and u is a classical solution of  problem (1) if u ~ C2(I) and satisfies 
problem (1) pointwise. Thus, the classical solution of  problem (1) is a weak solution. I f  the 
functions a, b and f in the differential equation are sufficiently smooth, every weak solution is a 
classical solution. Under the above hypotheses on a, b and f,  problem (1) has a unique weak 
solution, u. 
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2. THE GALERKIN  METHOD 
Let M be a finite dimensional subspace of Hi(I). The Galerkin method consists in finding an 
approximation to the weak solution u of problem (1) by determining an element U ~ M which 
satisfies 
(aU', V') + (bU, V) + (f, V) = 0, (4) 
for all V s M. Since the functions w~ . . . . .  wu form a basis for M then we can write, 
N 
U(x)  = y~ ~jwj(x), 
j= l  
where the ~j are scalars. This expression which substituted for U in equation (4) with V = wi 
yields 
N N 
~(aw:,  wj)~j+ ~(bwi, wj)~j+ (f, wi) = O, i = 1 . . . . .  N. 
j=l  j=l  
Thus equation (4) reduces to a system of linear algebraic equations for the unknowns ~ . . . . .  ~N" 
This system may be written in the form 
(A + B)~ = g, (5) 
where A and B are N × N matrices whose (i, j )  elements are (aw:, w~) and (bwi, wj), respectively, 
= (~, . . . . .  ~)T, 
and g is the N-vector whose ith component is - (f, w~). The matrices A and B are clearly symmetric. 
In addition the matrix A + B is positive definite, for if fl e R u is a nonzero vector, and 
N 
W = E ~iWi, 
i=1 
then 
N 
flX(A + B)fl = ~, {(aw;, w~)fl,~j + (bwi, Wj)fli~j } 
i,j=l 
= (aw', w') + (bw, w) 
>~ co ll w' l[ 2, 
where in the last step we have used condition (2). Since {wi}~=l is linearly independent and 
/~ ~- 0, II w II L~ 4 :0  and hence from Sobolev's inequality IIw'll > 0. Thus it follows that, 
U(A+S) /~>0,  ~0,  
as was required. Since A + B is positive definite, the solution ~ of equation (5) is unique, and hence 
there exists a unique Galerkin approximation U. 
Clearly, the extension to more general boundary conditions, such as nonzero boundary 
conditions or prescribed erivatives at the end points of the range, is straightforward. In the case 
of the latter, the space M is a subspace of H~(I), and hence the trial functions are not required 
to satisfy the boundary conditions. 
For the two-point boundary value problem 
(a(x)u')' - b(x)u' - c(x)u =f(x) ,  x ~ L u(0) = u(1) = 0. 
The Galerkin approximation is defined to be an element U E M satisfying 
(aU', V') + (bU', V) + (cU, V) + (f, V) = 0, (6) 
for all V ~ M, where M is a finite-dimensional subspace of Hi(I). The existence and unique- 
ness of U are demonstrated in Douglas and Dupont [1]. Similar error estimates to those 
derived for condition (4) can be derived for condition (6) with minor modifications of the given 
arguments. 
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3. ACCURACY OF THE GALERKIN APPROXIMATION- -H  I AND L 2 
NORM ESTIMATES 
The accuracy of the Galerkin approximation U defined by condition (4) in the case in which the 
subspace M is taken from a family of spaces of class S°,.(I), r >~ 2 is now considered, where the 
class SOk.r(I) is defined to consist of those families {Mh}o.~l such that 
for each h and 
Mh=Hk( I )nH~( I )  
in f l lu - -x l lk  <~ fhT-k l luL ,  x~M,  
holds for u ~ H'( I )  f'l Hto(I). 
An estimate of II e" II is obtained by subtracting equation (4) from equation (3) so that 
(ae', V') + (be, V) = 0, V ~ M, 
is satisfied. 
If we set V = X - U, where X is an arbitrary element in M, then 
(ae', e') + (be, e) = (ae', (u - X)') + (be, u - X), (7) 
and hence from equation (2) 
c0 II e' II 2 ~ (ae', rl') + (be, ~/), (8) 
where r /= u -X.  Using the Schwarz inequality and the inequality, 
ab <~ ta 2 + b2/4¢, (9) 
valid for any a, b e R, E > 0, the terms on the r.h.s, of expression (8) can be bounded in the 
following way: 
c 2 
](ae', r/')l .<-~ 11e'112 + ~ II r/' II 2, 
Co 
where we have used expression (9) with E = Co/4C~, and, with E = Con2/4bt, bt # O, we obtain, 
Co~ 2 b~ 
[(be, r/)] ~< - -~ 1[ e 112 + --Con 211 r/112 
.< 4 II e' 112 + --b~2 II~ ,l 2 ,
c0~ 
the last inequality being a consequence of the Rayleigh-Ritz inequality. With these estimates in 
expression (8) we have, 
II e' I1 -< CIIr/lit, 
where the constant C depends on co, c~ and bl. Since X is an arbitrary element of M, we obtain 
the optimal H 1 estimate 
II (u  - U)' II ~ C inf I[ u - X lit, 
from which it follows that, 
II (u - u ) '  II <<. ch ' -  '11 u II, 
if u ~ H'( I)  fl Hlo(1), 1 ~<t ~< r, and M is taken from a family of spaces of class S°.r, r >t 2. 
Again from the Rayleigh-Ritz inequality and inequality (10) we finally obtain the estimate 
I l u -U l l~Ch ' -~ l lu l l , ,  l<~t<~r. 
In this bound for the L2-norm of the error, the exponent of h is nonoptimal. 
(lO) 
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The preceding is summarized in the following theorem. 
Theorem 1 
Let u and U denote the solutions of equations (3) and (4) respectively, and choose M from a 
family of spaces of class S O ~.r, r t> 2. If  u e H ' ( I )  fq H~(I ) ,  1 <<, t <~ r, then there exists a constant C, 
independent of u and h, such that, 
II u - u II + h II (u - U) '  II ~ Ch'll u II,. ( I I )  
4. P IECEWISE  POLYNOMIAL  SUBSPACES 
When finite difference methods are used to obtain approximate solutions to condition (1), the 
systems of linear equations defining these solutions are sparse, and easily solved. I f  the Galerkin 
method is to be competitive, the solution of the system of equations (5) must be easily obtainable. 
It would be desirable if one could choose a basis for the subspace M so that the matrix A + B in 
equations (5) is sparse and well-conditioned. We shall discuss the problem of approximating a class 
of functions of one real variable belonging to a Sobolev space by functions belonging to a subspace 
of piecewise polynomials. We shall exhibit families of subspaces of H~ which in addition to being 
of class S O ~.r, r i> 2, yield linear systems in which the matrices are banded and for which efficient 
computational methods of solution exist. 
Let 
A:  0 =X 0 <X I < " " " <XN+ I = 1, 
denote a partition of the unit interval with knots (or nodes) xi, i = 0 . . . . .  N + 1. The collection 
of all such partitions A of I is denoted by rr(0, 1). Set/ j  = [xj_ ~, xj], hj = xj - x j_  l, and 
h = max hi. 
I~<j~<N+I  
A collection of partitions C c~(0,  1) is called quasi-uniform if there exists a constant a /> 1 such 
that, for all A e C, 
max hh 2-1<~ a. 
1 ~<j~< N+ 1 
Let Ps(E)  denote the set of polynomials on E of degree at most s. Let 
M~(A) = {v e Ck(I): v Izj e P~.(/j); j = 1 . . . . .  N + 1}, (12) 
where 0 ~< k < s, and v I~ denotes the restriction of the function v to the interval ~. If  k = - 1, 
we define 
MS,(A) = {v" vl 0 ePs(6); J = 1 . . . . .  N + 1}. (13) 
The spaces M~_-~(A), s >t 2, are commonly-known as spaces of smoothest splines of order s. We 
denote by/I;/~(A) the space 
M~(A) fq {v Iv(0) = v(1) : 0}. (14) 
It is easy to see that M~(A) is a linear space of dimension N(s  -- k )  + s + 1. 
The spaces M],(A) possess the property that for any u e H i ( I )  there exists a u e M~(A) and a 
constant C independent of h and u such that 
II D t( u - a)Jl zp(i) ~< Ch j - I I[ DJu ][ty(/), (15) 
where 0 ~< l ~< k + 1, 1 ~<j ~< s + 1, and p = 2. Thus, for each k and s, {M~(A)} is a family of spaces 
of class Sk + ~.,+ .(I). Also {3;/~,(A)} is a family of spaces of class S O + t,s + ~(1). It can be shown that 
inequality (15) obtains for 1 ~<p ~< oo provided u satisfies appropriate conditions. 
As an example of such spaces of piecewise polynomials, consider the space of piecewise Hermite 
polynomials defined on A, M ~m-,._~eA~ j, which is often denoted by H(m)(A). One way of describing 
an arbitrary element of H(m)(A) is to associate m interpolation parameters d~ k), 0 ~< k <~ m - 1, with 
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each node x;EA, 0 ~< i ~< N + 1. In each subinterval [xi, xl+d there is a unique interpolating 
polynomial Pt of degree 2m - 1 such that 
Dkp,(x,) =dl  *), Dkp, (x ,+ l )=d~l ,  O<~k <~m - I. 
The function p defined on i by the p~ on each subinterval of A belongs to C ~- I(7), and is thus 
an element of H~m)(h). 
A convenient basis for H(m)(A) is the Hermite interpolation polynomial 
A~N+ 1,m- l 06) {St, k(X; m; '~JS,=O,k=o , 
where the element S~,k(x; m; A) is defined by 
DIS~,k(x:;m;A)=6gt$1k, O<~l >~m -- 1, O<~j <~N + 1, 
so that S~.,(x; m; A) is zero outside [x~_l,x~+d. For example, if h i=x~-x~_ l  and 0ti(x)= 
(x - x~)/h~+ l, for the case of m = 1, the basis function S~,o(X; 1; 4) is the piecewise linear function 
defined by, 
Si, o(X; 1; 4) = 
So, o(X; 1; 4) = 
SN+l,o(x; l; A) = 
For the case m = 2, if 
and 
I~ ,(x), x•I,, 
'~ ~,(x), x • 1,+ 1, 
[0, otherwise, 1 ~< i ~ N, 
{ 1-0t0(x), X• / ,  
0, otherwise, 
{ ~(x) ,  x•I,¢+l, 
0, otherwise. 
gl(x) = -2x  3 + 3x 2 
g2(x) = X 3 -- X 2, 
the basis function S~,0(x; 2; A) is the piecewise cubic function defined by 
~g,(~,_ i(x)), 
Si, o(X; 2; A) = ~gl(1 -- ~i(x)), 
[0, 
So, o(X; 2; A) = ~g,(1 -- ~o(X)), 
(0, 
x eI i ,  
x el i+l,  
otherwise, 1~< i ~< N, 
x • l l ,  
otherwise, 
S~,+l,o(X; 2; 4) = ~gL(o~N(X)), X eI~,+l, 
(0, otherwise, 
and St. l(x; 2; A) is the piecewise cubic function, 
~ hig2(ati- I( x ) ), 
St, l(X; 2; A) = ~-h ,+ ig:(1 - ai(x)), 
[0, 
- -  h lg2( l  - ~0(x) ) ,  
So, i(x; 2; 4) = (0, 
~hn+lg2(o~N(X)), X •lN+,, 
SN+ I, I(X; 2; A) = [0, otherwise. 
x• l i ,  
X el i+l,  
otherwise, 1~< i <~ N, 
X 6Ii,  
otherwise, 
A basis for (m) _ °2m-l Ho (A)= Mm_l (A) is obtained by omitting from equation (16) the functions 
St,0(x; m; h), i = 0, N + 1, which are nonzero at x = 0 and x = 1. 
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In numerical computat ions it is often convenient o approximate a smooth function by its 
H("~)(A)-interpolate. I f  u ~ C"-~(I ) (A)- interpolate of  u is an element u,,,a ~ H(")(A) such that 
Dku(x i )=Dku, , ,~(x i ) ,  i=O . . . . .  N+I ,  k=O . . . . .  m-1 .  
It is easy to see that u,,,A can be uniquely expressed as 
N+lm- - I  
um.~(x) = Y'. r, D*u(x,)S,.~(x; m; A). 
i=0  k=0 
In particular, if u ~ C~(/), the H(2)(A)-interpolate of  u or, as it is sometimes called, the 
Hermite-cubic interpolate of  u, is simply 
N+l  
u2.~(x) = Y. {u(x,)v,(x) + u'(x,)s,(x)}, 
i=0  
where 
and 
v~(x) = S,,0(x; 2; A), i = 0 . . . . .  N + 1, (17) 
s~(x) = S~, (x; 2; A), i = 0 . . . . .  N + 1. (18) 
The functions v~ and si are known as the value function and the slope function respectively 
associated with the node x~ E A. Since u2, a I tj is the Hermite-cubic polynomial  interpolate of  u 10, and 
II u - u2, ~ II = II u - u2, a ILL%) (19)  
\ j = l  
the derivation of these properties reduces to estimating the error in polynomial  interpolation on 
any subinterval/ j .  This is accomplished by using the Peano Kernel Theorem. 
Consider now the structure of the coefficient matrix 
C = A + B, (20) 
in condition (5) for the case in which M = H(2)(A)= M~(A). It is convenient o order the basis 
functions in the following way. Let 
W2i  = U i , 
w2i+l = si, i =O . . . . .  N + I. 
For this ordering of  the basis functions, it follows that, since v~ and s~ vanish outside [x~_ I, x/+ ~], 
1 ~< i ~< N, the quantities (bwk, wt) and (aw'k, Wl) are nonzero only if w~ and wt are basis functions 
associated with the same or adjacent nodes of  A. Consequently, 
t 
akl = (aWk, W~) = O, 
bu = (bWk, wt) = O, 
if I k - l I > 3. Thus the matrices A and B are band matrices of  bandwidth seven. More precisely, 
in the 2ith and (2i + 1)th rows of A and B only, the elements in columns 2i + j  - 2, j  -- 0 . . . . .  5, 
can be nonzero. Thus, we can partit ion the (2N + 4) x (2N + 4) matrix C = A + B so that 
C Co i i i i O0 I I i I i 
Co~ C,, ', C,2 ,, ,, ,, 0 
I I i I 
CT2 . . . .  i C22  C23 i i I 
I i I i 
c= , c~ c , c ,  , • t 23 I 34 I i 
. . . . .  - J  . . . . . .  I - -  _ - - I  . . . . . .  I . . . . . . . . . .  
I I / I 
i I I i 
. . . . .  . . J  . . . . . .  I _  _ . J  . . . . . .  I . . . . . . . . . .  
CN~ CS.N +, 
0 ¢ CN+ CN,  N+ 1 I ,N+I  
that is, C is block tridiagonal where the submatrices C., i = 0 . . . . .  N + 1, are 2 x 2. 
(21) 
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If M = HC02)(A), the matrix C in this case is obtained from equation (21) by deleting the first 
and (2N + 3)rd row and columns. In addition to being block tridiagonal the resulting matrix is 
positive definite. Consequently the direct solution of the system of equations with this matrix as 
the matrix of coefficients can be obtained efficiently using a well-known block version of Gaussian 
elimination. 
In the general case when M = H(m)(A), the basis for M can be ordered so that the matrix C is 
again block tridiagonal with submatrices which are now m x m. When M = H[m)(A) one must 
delete from the matrix C the first and (m(N + 1) + 1)th rows and columns. 
The forms of the matrices A and B are simplified when the functions S~,k(X; m; A), k t> 1, are 
suitably normalized (by dividing each by h k in the case of a uniform partition, A). For example, 
if M = H(2)(A) and A is a uniform partition of [0, 1] set 
£i(x) = h- ts i (x) ,  i = 0 . . . .  , N + 1, 
where {s~}~__+0 ' is defined by condition (18). If a = b = 1 and the basis functions are ordered as in 
equation (19) with £~ replacing s~, the block tridiagonal matrices A and B when partitioned as in 
condition (20) are given by, 
.._-,,,,-,E,6o o4], ,_-, ..... , 
E_,6 
l~ i , i+  l i+  l , i  - -  
and 
..... N,  
Boo = ~TfLII 
105 L 0 , i = 1 . . . . .  N, 
BN+I'S÷I = '~ +11 
Bi'~+l=Bri+l' i="~-6 13 
As a result of the scaling, the elements of the matrices hA and h-~B are independent of h. 
5. FORMULATION OF THE BLOCK AGE (BLAGE) METHOD OF SOLUTION 
From equation (21) it can be seen that the coefficient matrix C is a block tridiagonal matrix with 
(2 x 2) element submatrices. 
We now follow the approach of Evans [2] and split the matrix C = A + B of order n in equation 
(5) into the sum of two submatrices, 
A = GI + G2, (22) 
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where, 
and 
a I = 
- -  t 
Do Fo', 
F} D0I 
I 
t 
~D 2 
I 
' F}  
I 
. . . .  1.1 - -  - -  _ _  
. . . .  ] i ] 
I 
I 
I 
I I 
I I 
I I 
I I 
. . !  . . . .  I I  
I I 
F 2 , 
I I 
O t l  I 
i '~  . . . .  I - -  I 
l \ I 0 
t \ i 
i i 
i \ i 
: _.~_ 
O '  'D '  I I n 
I I FT 
I I n 
F. 
D'  n+l  
6 2 = 
-D' l I 
0 I I 
'D~ F~ i 
, F~ , ,  D2,  
I x ,  I 
I i \ 
i i 
i i 
i i 
i i 
_ _ - 1  . . . . .  i . . . .  
I i ©, 
I 
I 
I 
. . . . .  I . . . .  
I 
\ 
\ 
I I 
I I 
I l 
l I 
l l 
I I 
. . . . .  ~ . . . .  
l 
© , 
I 
I 
I 
I 
'~ I  ,-I . . . .  
l , Fn_ I  , 't On_  1 
T r ,' Fn-I D n ' 
(23a) 
if n is even, and, 
a I = 
1 / I 
Do 
- - - - J  . . . . .  I . . . .  
I t I 
,D i  Fl , 
I t 
'FT D2 I 
I 
I I 
I I 
I I 
- - f i  . . . . .  2 - - 
I I 
' C ) '  I I 
I I 
I 
I 
I 
I I 
' 'C )  
I I \ , 
\ I 
_4  
I t 
,D .  F .  
I T i , F  D 
I n n+l  
and 
G 2 = 
t Do Fol  
F~ D; ' ,  
I 
I 
I 
I 
0 
\ 
I 
I 
I 
I 
. . . .  I 
\ 
\ 
0 
D" F n _ n- I  I 
F T D'. n- - i  
I 
t 
I 
I 
I 
I 
I 
I 
I 
4 -  - -  - -  - -  
D~,+j 
(23b) 
r 1 i fn  is odd, with Di  = 5C~, i=0 ,  1 . . . .  n + 1, and F i= C~.i+l, i=0 ,2  . . . . .  n, where Gi and G 2 
satisfy the condit ions (G~ + rI) and (G2 + rI) are nonsingular for any r > 0. 
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By using equation (22) the matrix equation (5) can now be written in the form, 
(Gt + G2)at = g, (24) 
and by following a strategy similar to the ADI method, ~(k+½) and ~(k+~) can be determined 
by, 
(Gt + rl)od k + b = g - (G2 - rI)~ (k) 
(6  5 _1.. ri)o~(k + l) = g _ ( G1 -- rI)a((k +½), (25) 
where r is the iteration parameter. 
Let 
D~ + r I  = Ri and 
then from equations (25) for n is even we have, 
Ro Vo: : 
Fo v R, : 
. . . . .  L . . . .  £ . . . .  
I I 
'R2 F2' 
I I 
' F~ R 3 ' I I 
I 
I 
I 
I 
t 
. . . . .  L. . . . .  . . L_  _ _  
I I 
' O'  I I 
I I 
I I 
I 
I 
I 
I 
I 
I 
I 
. . . .  - I  . . . . . .  
I 
\ IO \ , 
\ , 
I 
,R. F~ 
I 
' F. T R.+t 
I 
50 
51 
52 
53 
I 
I 
I 
I 
I 
I 
I 
I 
I 
5n 
5n 4" 
D~ - r I  = Pi, 
(k+~) 
go-  Polo 
gl - Pl51 - F I52  
g2 -- FTtX1 - -  P254 
g3 - -  P353 - -  F354 
g.  - -  F~_ t5n- ~ - -  PnSn 
g.+l - -  Pn+15n+l  
(k) 
(26a) 
and 
-Ro' i 
I I 
- -  - - I  . . . . .  + - -  - -  - -  
Ri Fl ', 
I 
F~ R2, 
. . . . . . .  I 
I 
I 
I 
I 
I 
I 
I 
t ,© 
I 
I 
. . . . . . .  J .  _ - -  - -  
I 
I 
I 
I I 
I I 
- - I  . . . . . . .  I . . . .  
I I 
I I 
I I 
I I 
. . . .  I . . . . . . .  I . . . .  
I I 
' 0  ' I I 
I I 
I I 
I I 
I I 
I T Rn , F . _  ] 
__1_  I . . . .  
I I 
i i R 
I I n+l  
50  (k  + 1) 
51 
52 
I 
I 
I 
I 
J 
I 
I 
I 
I 
5n-  I 
5n 
5n+ 1 
go  - -  Po5o - -  FoS l  
g l  - -  FTSo  - Pl°q 
g2 - -  P252 - -  F253 
T i 
gn-  I - -  Fn -  25n-  2 - -  Pn -  15n - 1 
g.- -  P .5  n -  F.5.  + t 
T 
gn+ I - -  F.5. - P.+ 15n+ 1 
where 
and 
1 rCii + rI 
Ri=2L  Ci.i+ I 
1 rC i i -  r l  
Pi = -~ L Ci.i+ i 
with I the (2 x 2) identity matrix, and 
F,= r f" 
L f i . i+  I 
Ci ,  i + I ] 
Ci+l, i+l+rl_],  i=0 ,1  . . . . .  n+l ,  
Ci'i+l ] i =0,  1, • n + 1, 
Ci+l .  i+ l - r ld '  "" ' 
f. i+t ] ,  i=0 ,1  . . . . .  n. 
f /+  1 , i+  I J 
(k+½) 
(26b) 
(27) 
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The calculation ow proceeds as follows: 
First sweep 
From equation (26a) and for i = 0, (2), n + l, we have, 
R.~!k+½ )+F~(k+½)=z~ k) "] 
I z t i+2  t , 
~T.(k+½)~O .(k+½)_~(k) 
~t i ~ i  r 1~' i+  2~i+ I - -  "~' i+ 2,  
where 
Z I k) - -  n , "  __  ~ T ,v (k) - -  (k) 
- -  6 i  ~i - -  I~" i  - I - -  l~ i~ i  , 
z (k )  la ~, (k) l~ ,~, (k) 
i+  2 = gi+ 2 - -  "t i+  I t~ i+ 2 - -  ~t i+  P" i+  2"  
Hence, from equation (28), ~k+½) and n (k+½) -~+ 2 can be determined. 
Second sweep 
From equation (26b) we have, 
Ro~(ok +2) = go - Po~(o k+½) - Fo~ k+½), 
which can be solved and hence ~(o k+ 2) is obtained. 
For _.,~!k+~) and ~(k+J)~+ j , i = 1, (2), n from equation (26b), 
w~(k+l)= y!k+½) }Rio~Ik  + l) "t- z i~ i+ l - - ,  , 
T (k+l )  O ~(k+ I) v(k+½)  
F i o~ i + l ' k i+  i~ i+ I at i+  2 , 
where 
y~k+½) =gi  FT ~(k+l )_  V(k+½) 
- -  r _ l~ . i _ l  - -  a i+  I , 
r(k+½) o ~(k+½) ~. .(k+½) 
i+1  =gi+l - -a i+ l~ i+ l  - -~t i+ l~ i+2 • 
Hence from equations (31), ~(k÷~) and ~(k+o _., +] can be obtained. 
Finally, ,,(k+ 2) is obtained by solving ~n+l  
R .(k+,) _F.ct(k+½) p .(k+½) 
n+2~n+2 =gn+l - -an+l~'n+l  • 
(28a) 
(28b) 
(29a) 
(29b) 
(30) 
(31a) 
(31b) 
(32a) 
(32b) 
(33) 
In a similar manner, and by following similar steps as above, a solution can be obtained if n 
is odd. 
Now the linear systems (28) and (31) can be represented asa sequence of (2 x 2) block partitioned 
systems of the form, 
[,,, 7r,,l_-[z,]  34, 
F[  R,+ ,jL,~,+ , j  z,+, ' 
and a factorization of the coefficient matrix can be obtained in explicit form as a product of (2 x 2) 
submatrices, i.e. 
0 (35) 
FTR;  ! I J l  0 R,+, 
with the (2 x 2) submatrix R~ being easily inverted by inspection. 
Finally, the solution of the systems (34) is obtained as a series of block (2 x 2) matrix operations 
involving the lower triangular system (forward substitution process), 
[ ,  olrx,] [z,] 
p,~R;' J JLx,+, = z,+, 
the diagonal system, 
(36) 
o IF Y, x, 
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and the upper triangular system (back substitution process), 
[~ R'-'F,IF, IL~, +~',]=[yy:,]. (38) 
Thus, it can be seen that successive values of the iterates ~,o), ~t2) . . . . .  ~,), ~tk+,, etc. can be 
obtained via equations (25) for a given value of the iteration parameter r in the manner indicated 
by equations (28) and equations (30), (31) and (33). The iteration process is continued in the usual 
way until a satisfactory level of tolerance between two successive iterates is achieved. 
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