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Compactness criterion for a sequence of infinitely divisible laws in terms of 
theii L&y-Khinchine representations is obtained. As a consequence, analog of 
classical central limit theorems without the assumption of bounded variance on 
the triangular arrays are proved. 
INTRODUCTION 
This study continues the investigation started in [6] on the central limit 
problem. The main purpose is to obtain compactness criterion for a sequence 
of infinitely divisible (i.d.) laws in terms of their Levy-Khinchine representa- 
tions. As a consequence we derive analogs of classical central limit theorems 
without the assumption of bounded variances on the triangular arrays. 
1. PRELIMINARIES AND NOTATION 
Let E be a complete separable real linear metric space with 9(E), the u-field 
generated by open sets. We denote by E’ the (topological) dual of E and by ( ) 
the duality function on E’ x E. A sequence of finite measures {Fn}zCI on 
(E, G?(E)) is said to converge weakly to a finite measure F if sg dF, -+ sg dF 
for every bounded continuous function g on E and F,(E) -+ F(E). A family of 
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finite measures (F,),,, is said to be tight if for E > 0, there is a compact subset 
K(E) in E such that F,(K’(E)) < E. G iven a finite measure F on (E, .g(E)) we 
denote by e(F), the exponential of F, defined by 
e(F) = exp(--F(E)) 1% + $ (F*W)( ,
where 8, is the dirac measure at zero and F*n is the n-fold convolution of F 
with itself. A probability measure p on E is called (centered) Gaussian if for 
each y E E’, (y, .) is a (centered) Gaussian random variable. A probability 
measure p on (E, B(E)) is called infinitely divisible if for each integer n there 
exists a probability measure pn on (E, .58(E)) ‘3’ p =#. Finally the characteristic 
functional (c.f.) of a probability measure p is defined by v,(y) = Jexp(i(y, x}) dp 
for y E E’. It is well known that p,, determines ,u uniquely. 
Throughout this paper we shall be considering measures on L, (2 ,( p < co), 
the space of (equivalence classes of)p-integrable functions on ([O, I], s([O, I]), I) 
where I is the Lebesgue measure. We denote by )) IID the usual norm on L, . 
2. COMPACTNESS OF GAUSSIAN MEASURES ON L, (2 < p < CD) 
Let K be a real symmetric nonnegative definite measurable function defined 
on [O, l] x [O, l] such that s(K(u, u))“j2 du < co (2 < p < co). Then it is 
known [lo] that the operator S defined on L, by 
(2-l) 
is a bounded symmetric operator on L, into L, satisfying (y, Sy) 3 0. Fol- 
lowing [IO], an operator S given by (2.1) with stated conditions on K will be 
called an S,-operator. Using [IO, p. 393; 6, Theorem 2.31 we get 
LEMMA 2.2. (a) Let TV be a Gaussian measure on (L, , g(L,)); then its c.f. is 
given by 
~-L(Y) = exp(i(y, a> - KY, SY>) (Y EL*>, (2.3) 
where a EL* and S is an S,-operator. 
(b) Conversely every function I/ defined on L, of the form 1/I(y) = 
exp(i(y, a) - $(y, Sy>) with a EL, and S an S,-operator is a c.f. pU of a 
Gaussian measure p on (L, , @(L,)). 
Remark 2.4. We note that in the above theorem a =; JL,, x d,x, where the 
integral is the Bochner integral. Also K(u, v) = jP(u) a(v) u’p where a(u) is 
a representative of x EL, which is a(L,) @ #[O, I] measurable and K is the 
kernel associated with the SD-operator S. 
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The following lemma gives conditions for weak convergence of Gaussian 
measures (&} in terms of convergence of associated means {a,} and kernels {K,}. 
LEMMA 2.5. Let (pn} be a sequence of Gaussian measures with means (a,> and 
covariance kernels {IQ, respectively. If p12 converges to TV weakly, then p is Gaussian 
with mean a = lim, apz and covariance kernel K. Furthermore, 
IiF s ’ 1 &(u, u) - K(u, u)[“/~ du = 0. V.6) 0 
Proof. Define v,(A) = pn(--A) and u(A) = p(---A) for A E g(L,). Since pn 
converges to p weakly, we get that V, converges weakly to v [I, p. 301 and hence 
[l, p. 311 pa * Y, converges weakly to p * v. Let I’,(A) = (p, * ~,)(2ll”A) and 
I’(A) = (CL * ~)(2l/“A) for A E a@,). Then again as before I’, converges 
weakly to l’. Since (r,} are centered Gaussian r is centered Gaussian [I 1, 
p. 2961. But p% = 6,” * r, giving by [8, p. 581 that S,* converges weakly to 6, 
or equivalently a = lim, a, . Th us p is Gaussian with mean a and covariance 
kernel (say K). Now a(u) being Gaussian for each u [IO, p. 3871, 
[l -- exp(- 4 t2K,(u, u)}] = 1,,(1 - cos(tS(u))) T,(d2) (t E R), (2.7) 
giving Ka(u, u) + K(u, u) for each u. Since {I’,) converges we get for each 6, 
there exists a compact set C, CL, such that for all n, 
r,(c,) > 1 - E. (2.8) 
For C == C,,, , following the argument in [4, p. 1231 we get from (2.7) that for 
all II 
Kab, 4 < 8 .r, (+4)2 r&W 
Hence by Jenssens’s inequality and (2.8) 
for each n. 
By Fubini’s theorem 
’ 
I 
(K,(u, u)),/~ du < constant /c 1) f IjP r,(&). (2.9) 
0 
Therefore supn si (Kn(u, u))P12 du is finite. As K,(u, u) ---f K(u, u) for each u, 
this implies the theorem in view of [2, p. 901. 
Remark 2.10. Using (2.9) and the fact that {Pa}aE, is a relatively compact 
set of Gaussian measures we get that $i (SL, 1 a(u)/” Tti(dS))“j2 du < 
const lc j( 2 11~ I’,(d$). H ere the constant may depend on p. 
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THEOREM 2. I I. Let {pa , (Y E I> be afamily of Gaussian measures on (L, , ./A(L,)) 
with c. f.‘s 
then {y, , a! E I) is tight zr 
(4 {am J 01~1) is conditionally compact in L, ; 
(b) {pa 0 P-l, 01 E I> is tight on P(L,) for each projection P on a $nite- 
dimensional subspace of L, ; 
(4 limp,, sup0 s; (JL, /(I - P) +)/” p,(d$))“l” du = 0. 
Proof. Since each P is a continuous map, (b) follows by [l, Theorem 5.11. 
Defining (r,} in terms of {p,> as in the proof of previous lemma, we get 
pa = aan * r, with hJ,EI and IrAe tight. Hence (a) is immediate from [8, 
p. 581. From Remark 2.10 and the fact that (poi , a: E I} is tight we get 
where C is a fixed compact set. Hence we get that given c > 0, there exists 
P 0, a projection on a finite-dimensional subspace, such that for all finite- 
dimensional Q > P, (> is in terms of inclusion of the range) we get 
sup, $ (SL I(1 - P) a(u)/” poI(dg))fl/2 du < E. Therefore (c) follows. For the 
converse ir? view of (2) and [3, p. 2781 it suffices to prove that for E > 0, there 
exists a finite-dimensional projection PO such that for Q > PO and for all (Y, 
pJ9: /](I - Q) 9 /I > 421 < E. But this follows by (c) and Chebyshev’s inequality. 
THEOREM 2.12. Let (pn} be a sequence of Gaussian measures with means (a,} 
and covariance kernel {K,}; then EL,, converges weakly to p isf 
(a) {a,] is Cauchy in L, , 
(b) (K,(u, v)} is Cauchy for each (u, a) E [0, I] x [0, I], 
(c) supn si (K,(u, u)a12 du isJinite. 
In either case p is Gaussian with mean a and covariance kernel K. 
Proof. If (& converges weakly to p then (a), (b), and (c) follow by 
Lemma 2.5. Conversely from (b) we get that there exists a positive definite 
function K(u, v) on [O, l] x [0, I]. But (c) and Fatou’s lemma imply that 
,f(W, 4) d Pi2 u is finite. Let p be the Gaussian measure on L, with mean 
a = lim, a, and covariance kernel K. The result now follows using the fact 
lim,,, si 1 K,(u, U) - K(u, u)lr’12 du = 0 and techniques as in the proof of 
Theorem 2. I I. 
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3. INFINITELY DIVISIBLE LAWS AS LIMIT LAWS 
Let {X,,J be a sequence of random variables taking values in a real separable 
Banach space E, and let the sequence of probability measures induced on E 
be denoted by {Fni}. Then (Xnj} or equivalently (Fnj}, is said to be uniformly 
infinitesimal if for every E > 0 
lifi” $g Fd@ E E 1 /I x 11~ 1 /I x i/E > c>) = 0. 
... n 
The following theorem on Poisson sums of random variables in a separable 
Banach space is due to LeCam [5]. 
THEOREM 3.1. Let Xnji (j = l,..., k, ; n, i = 1, 2,...) be independent random 
variables with values in a separable Banach space with the distribution of Xnj, 
being Fnji for i = 1,2,... . Let {Nni} be Poisson random variables independent 
among themselves as well as independent of all Xnfi and each with parameter 1. 
Let G, denote the distribution of 
kn N-j 
T, = C C X,,ji. 
j=l i=l 
If G,, is conditionally compact then &z,F,,j is shifi-compact where l’$‘IF,i 
denotes the convolution of the indicated measures. 
We now $x some notation to be used throughout the paper. We let 
B = {x E E: 11 x l(e < p) where 0 < p < 1. Additional notation we will use is 
pn=;Fnj, x,j = 
I 
x dF&), Pnj = Fe * L,,,), 
i-1 B 
(3.2) 
k, 
Xn = C x*j 3 F, = : Pni , A, = e(F,) * a,,, - 
j==l j=l 
The following results can be proved exactly as in [4, Sect. 81. We therefore 
omit the proofs. 
LEMMA 3.3. Let Faj (j = l,..., k, ; n = 1, 2,.. .) be a uniformly infinitesimal 
sequence of probability measures on E and assume the notation in (3.2). Then 
ca) limn mah3~k,~~~Xnj IIE = 0, 
(b) there exists an N such that for all 1 < j < h, and n > N 
S 2Bni{X : II x /If3 > P/2)* 
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THEOREM 3.4. Let (FSi} (j = I, . . . . k; II = 1, 2 ,...) be a umformly infin ‘tes mal 
sequence of probability measures on E and assume the notation in (3.2). Then zf 
{A,} is conditionally compact we have {pLn, 1 shift-compact, and for each uniformly 
bounded set S in the dual of E 
(3.5) 
Let g be an a.e. positive function in (L,,,)‘. Then following [6], we define 
H, = {h j 1’ 1 4412&4 d 
0 
u is finite/ with I/ h IjB = [L1 ) h(r#g(u) du)l”. 
We note that L, is a measurable subset of H, and g(L,) = 9(H,) n L, . 
The following corollary now can be derived as in [4, Corollary 8.11. 
COROLLARY 3.6. Let (Fni} be uniformly infinitesimal. Then, pn converges 
weakly to p and (xn} relatively compact in L, imply that p is infinitely divisible. 
4. CONVERGENCE OF INFINITELY DIVISIBLE LAWS AND CLT 
We need the following definition which adapts the concept of (E,F)-family 
in [7] to extend the concept of flatly concentrated family in [3]. Let E be a 
Banach space and M be a finite-dimensional subspace of E. Then M$ = 
{x E B: inf,,, )I x - z JiE < ~1. 
DEFINITION 4.1. A family (&OLEI of measures on L, is said to be (HV , L,)- 
flatly concentrated if for every E, 6 > 0 
implies 
CLAM&) > 1 - c for all ar E I, 
PJM;;‘) > 1 - E for all a E I, 
where h is a strictly increasing, continuous function on CO, 00) with h(0) = 0 
and M is a finite-dimensional subspace of L, . 
Remark 4.2. We note that the definition above can be formulated in the 
generality of [7]. However, we prefer not to do so, to keep presentation simple. 
We note that if {CL, OL ~1) is flatly concentrated on L, then it is (H, , L,)-flatly 
concentrated. 
The following lemma will be used in the sequel. 
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LEMMA 4.3. Let (& , (Y E I} be a family of probability measures on L, such 
that {plr , CL E I> is weakly conditionally compact on H, and is (H, , L&flatly 
concentrated. Then {pg( , LY E I} is weakly conditionally compact on L, . 
Proof. Since {p, , OL E I} is weakly conditionally compact in H, , (& is flatly 
concentrated on H, [3, p. 2791; i.e., for each E > 0, there exists a finite- 
dimensional subspace M of H, such that p,J&fi,) > I - E. But M n L, is 
a finite-dimensional subspace of L, and L, being dense in H, we get 
MnL,= M. NOW (j.~,, OL E I} is (Hg , LJ-flatly concentrated implies 
/.L,(M~~‘) > 1 - E. Also we note that {CL, 0 h-1, LY EL} is weakly conditionally 
compact for h E H,’ which is dense in L, . Therefore by [3, Theorem 2.31 we 
get the result. 
In [6, Theorem 3.71 it was proved that every infinitely divisible law on L, 
can be represented by [x, S, F] uniquely for each g E (LD,J, where x EL, , 
S is an S,-operator and F is the Levy measure. 
THEOREM 4.4. Let {CL,) be represented by [xA , S, , F,] for each fixed g with 
F, an increasing sequence of J;nite measures on L, and {x,J conditionally compact. 
Then (PJ is weakly conditionally compact z$ 
(a) {F,J restricted to the complement of a neaghborhood of zero is weakly 
conditionally compact ; 
(b) The sequence of bilinear forms 
<Y, %Y) = J; <Y, x>“FnW + <Y> S,Y> (4.5) 
satisfies 
sup j”’ W&, 4 + s, (~W2FnWlP’2 du < 03, (4.6) n 0 
where K, is the covariance kernel associated with the (centered) Gaussian factor vn 
ofh: 
lim sup 1’ (j- ](I - P) pi” v,(dg) + j-o I(I - P)~(u)12Fti(d@)s’z du = 0. 
PTI n 0 u 
(4.7) 
Here U is the closed unit ball of L, . 
(c) (pn) is (H, , L&flatly concentrated. 
Proof. First assume that {TV,,) is weakly conditionally compact. Then by 
[8, p. 581 we get that e(F,) is shift-compact. So (a) follows from [12, p. 214, 
Remark 2.31. For F = lim, F,, we get as in the proof of [6, Theorem 3.71, 
si (jr, (SE(u))aF(d$))B12 du is finite. Since F, 7 F we get 
sup j-l (j- [k(u)la F.(&))“’ du < 0~ 710 u 
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and 
lim sup J” (f /(I - P) i(~)l~F,(d.$‘~ du = 0. 
Ptl 12 0 u 
Also the fact that [x,~ , S,, , 0] is shift-compact implies [0,2S, , O] is compact 
[S, p. 581, giving by Theorems 2.11 and 2.12, supn si (K,(u, u))l’jz du < co 
and limp,, supn $ (jLI /(I - P) g(u)i” v,(d$))Pi2 du = 0. Using the inequality 
(I a j + 1 b j)Pip < 2Plz(j a IPi2 + j b jr’/2) we get (4.6) and (4.7). Condition (c) 
follows by [3, p. 2791. Suppose (a), (b), and (c) hold. Since F, 1 UC converges 
(choosing a subsequence, if necessary) to F 1 UC which is a finite-measure we 
get e(Fn 1 Vc) is weakly conditionally compact. Hence without loss of 
generality we assume that F, ,: UC = 0. Under assumption (4.6) we get 
exp(-* ss(K,(u, V) + K,,‘(u, v))f(u)f(w) du dw) (fcL,) is a c.f. of a Gaussian 
measure h, on L, [6, Theorem 2.31 with K,‘(u, v) = su a(u) a(~) F,(dg). From 
Theorems 2.11 and 2.12 we get that {h,,} is weakly conditionally compact on L, 
and hence on H, . The covariance operators {RJ on H,’ of (X,j considered as 
measures on H, satisfy conditions of Theorem 6.3 [12, p. 2301. Hence (& is 
weakly conditionally compact on H, . From (c) and Lemma 4.3 the result 
follows. 
THEOREM 4.8 (Convergence to Gaussian measure). Let {F,j , j = 1,2,..., k, ; 
n = 1, 2,...) be a unr..ormly in$nitesimal triangular arrays of probability measures 
on L, . In the notation of(3.2) assume that 
(4 x, -+Lp x, ; 
(b) supll J [sG’ 1 a(u)12 F,(di)]p/2 du is jnite; 
(4 limp,, sup% l (lLr I(1 - P) a(u Fn(dg))“i2 du = 0. 
(d) (e(FJ} is an (H, , L,)-flatly concentrated. 
Then n?F,, = pCLn converges weakly to the Gaussian measure p,, = [x0 , S, , 01, 
where S, is an SD-operator if for every E > 0 
(e) lim, C~F,~{X j (/ x -- x.nj /ID > c} = 0, 
(f) lim, C? JII~II~G <r, x - xd2Fn@) = <r, Soy). 
Proof. Now (e) implies lim, F,(Lg - Y) = 0 for every open neighborhood 
V of zero, and hence if G, is F, restricted to L, - V we have e(G,J converging 
to the unit mass at zero. Now let H,, be F, restricted to V where 
V = (x: I( x jlp < r] C B = (X E H,: I/ x jIs < l}, where y = l/l/g lI(L,,e~, . Then 
e(H,J = [.z, , 0, HJ for anyg where 
(4.9) 
Now, let F 
and since 
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> 0 be given. Then 
we have Ti;is, I] Z, - x, &, < E by applying (e) and (b). Thus lim, Z, = 
lim, x, = x,, and by (b), ( c ), and (e) we have by the reasoning used in Theo- 
rem 4.4 that {e(Fn)) is weakly conditional compact on H, . Then by (d) it follows 
from [3, Theorem 2.31 that {e(F,)} is weakly conditionally compact on L, . 
Furthermore, in view of (e), (f) each linear functional has a limiting Gaussian 
distribution with mean zero and variance (y, Ssy) with respect to all limits 
of MF,J>. Hence {4Fn)lkn converges weakly to y = [0, S, , 0] and by Theo- 
rem 3.4 we then have nIJZr Fnj converging weakly to y so the theorem is proved. 
COROLLARY 4.11. Let (F,&Fll b e a uniformly infinitesimal sequence of proba- 
bility measures on L, . In the notation (3.2), assume x, -+ x0 in L, and that there 
exists a measure p on L, such that 
J’b ( JLI (a(~))~ p(d9)]“‘du is finite. (4.13) 
Then conditions (d), (e), and (f) of Theorem 4.8 imply that n>Fnj converge 
weakly to p,, = [x0 , S, , 01. 
The above result can be considered as a generalization of the CLT of [13] 
under weaker condition than the finiteness of second moments. For this we 
need the following lemma. 
LEMMA 4.14. Let TV be aprabability measure on L, , p > 2; then s // x I\“, dp < 00 
implies si (J’ (9(u))2 p(d$))“/2 du < j 1) x ]I”, dp. 
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Proof. For p = 2, the result follows from Fubini’s theorem. For p >- 2 
we note that for g E (Lpjg) 
by H6lder inequality. Using Fubini’s theorem on the RHS of the above inequality 
we get 
J^d [I’ W>)” PCW] &> du G Ii R /J;Lp,d)~ j II x I!“, PL(W. 
Let T(g) = .fi C.f (a(u)>’ p(dW) g(u) du; th en T is bounded linear functional on 
(&I,)’ with II T II < Jll x II”, dp, i.e., JMu>)” p(d-4 E {&d> = .L and the 
inequality follows. 
From Corollary 4.11 and Lemma 4.14 we get 
COROLLARY 4.15 [13]. Let p be a probability measure on L, (p 2 2) such that 
s (1 x I\“, dp is jinite and s x dp = 0. Let 2, , 2, ,..., 2, ,... be independent random 
variables such that -Ep(Z,) = II, k = I, 2,. . . , and dejne Y, = 2, + Z, + . . . + Z, . 
Then ,E”(Y,Jnllz) = yn converges weakly to p0 = [0, S, , 0] where the covariance 
kernel corresponding to S, is J a(u) %(v) p(dg). 
Proof. In view of Lemma 4.14 we get that under the assumption, S, is an 
S,-operator and hence p,, is Gaussian measure on L, [6]. Let g E (LpI.J’ 
(g > 0 a.e.). Then by Lemma 4.14 
s II x II: cL(dx) G II g ll(r,,~ s II x 11; P(A)* 
Hence by [9, p. 1731 we get ,E”(Yn/rzl/z) converges weakly on H, to the Gaussian 
measure p0 regarded as a measure on H, Hence yn “y-l converges weakly to 
/.+, o y-1 for all y  E H,‘. But E 11 Y&t/s l/s < const E /I Y, j/s implies 
sup I\(1 - P) R /I2 m(df?) < const l/(1 - P) R (I2 &di). 
n J’ s 
Therefore for E > 0 
giving (m> flatly concentrated on L, as in the proof of Theorem 4.4. Thus by 
[3, p. 2791 we get yn converges weakly to p0 on L, . 
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