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The probability of non-radiative transitions in photochemical dynamics is determined by the derivative cou-
plings, the couplings between different electronic states through the nuclear degrees of freedom. Efficient and
accurate evaluation of the derivative couplings is, therefore, of central importance to realize reliable computer
simulations of photochemical reactions. In this work, the derivative couplings for multistate multireference
second-order perturbation theory (MS-CASPT2) and its ‘extended’ variant (XMS-CASPT2) are studied, in
which we present an algorithm for their analytical evaluation. The computational costs for evaluating the
derivative couplings are essentially the same as those for calculating the nuclear energy gradients. The geome-
tries and energies calculated with XMS-CASPT2 for small molecules at minimum energy conical intersections
(MECIs) are in good agreement with those computed by multireference configuration interaction. As numer-
ical examples, MECIs are optimized using XMS-CASPT2 for stilbene and a GFP model chromophore (the
4-para-hydroxybenzylidene-1,2-dimethyl-imidazolin-5-one anion).
I. INTRODUCTION
Understanding the interaction between molecules and light
is an important challenge, not only in basic science but also for
technological developments, because it could lead to the effi-
cient utilization of light in photo-functional materials. When
molecules are irradiated by photons, the molecules undergo
various photochemical processes to relax from their elec-
tronic excited states.1 Non-radiative deactivation is an exam-
ple of a process that plays a vital role in photo-induced struc-
tural changes of molecules that are used as photochromic and
photomechanical materials.2–5 Non-radiative transitions also
act as a competitive deactivation pathway in light emission
devices,6 reducing the quantum yield of emission.
These non-radiative transitions are induced by the deriva-
tive couplings [also often referred to as nonadiabatic coupling
matrix elements (NACMEs)],7–20 which are the couplings be-
tween the electronic and nuclear degrees of freedom.21 We
will mathematically define the derivative couplings in the
following. Efficient computation of derivative couplings to-
gether with nuclear energy gradients enables on-the-fly dy-
namics simulations of photochemical processes.2,22–24 It also
allows for locating conical intersections between potential en-
ergy surfaces,4,25–29 which are the set of geometries where
two or more potential energy surfaces intersect with each
other. Since the computational costs of these applications
are strongly dominated by the underlying computation of the
derivative couplings and nuclear energy gradients, develop-
ment of quantum chemical approaches for their efficient and
accurate evaluation has the potential to significantly advance
what is considered to be the state of the art method in compu-
tational photophysics and photochemistry.
To achieve efficient evaluation of derivative couplings, an-
alytical differentiation techniques have been explored in the
last few decades. Historically, analytical derivative couplings
for multi-configurational methods were first studied [such as
the state-averaged complete active space self-consistent field
(SA-CASSCF)7–9 and uncontracted multireference configura-
tion interaction (unc-MRCI) methods.7,10] These two mod-
els nevertheless have disadvantages: SA-CASSCF is essen-
tially a mean-field model with static correlation treatment,
and does not describe dynamical correlation; unc-MRCI is
computational very demanding and is often used without dou-
ble excitations (i.e., MRCIS that does not describe dynamical
correlation).11
More recently, the analytical evaluation of derivative cou-
plings for single-reference theories has been extensively
investigated, including those based on equation-of-motion
coupled-cluster theory (EOM-CC),12–14 configuration interac-
tions singles (CIS),15 time-dependent density functional the-
ories (TDDFT),16,17 and their spin-flip variants.18–20 Stan-
dard single-reference methods are, however, known to in-
correctly predict the dimensionality of the conical intersec-
tion spaces between the ground and excited states, because
they do not compute the states on an equal footing.20,30–33
There have been attempts to resolve this problem.31,32 In ad-
dition, spin-flip single-reference methods that treat the ground
and excited states equally have been successfully applied to
the computation of the electronic structure around conical
intersections,19,20,34–36 yielding conical intersection structures
that are in agreement with those obtained with CASSCF or
MRCI. There have nevertheless been discrepancies in the en-
ergies of the conical intersections between SF-TDDFT and
CASSCF computations.20 To assess these models, especially
for large molecular systems, the development of efficient
multi-reference electron correlation methods for calculating
derivative couplings is warranted.
We therefore turn our attention to one of the most success-
ful multi-reference models, complete active space second or-
der perturbation theory (CASPT2).37,38 The CASPT2 method
is a post-CASSCF method that describes dynamical correla-
tion up to the second order. It uses so-called fully internally
contracted basis functions to expand the first-order wave func-
tions for efficiency. The electronic structure around conical in-
tersections can be accurately described by its multistate vari-
ant (MS-CASPT2),39 which diagonalizes an effective Hamil-
tonian formed from the state-specific CASPT2 wave func-
tions. The MS-CASPT2 method has subsequently been im-
proved by the ‘extended’ variant (XMS-CASPT2)40 to rem-
edy the erratic behavior of MS-CASPT2 potential energy sur-
faces when the mixing is strong.41 Note that this extension
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2was first proposed by Granovsky for uncontracted multirefer-
ence perturbation theory.42 Very recently, One of the authors
and co-workers developed an analytical nuclear gradient pro-
gram for CASPT2,43,44 which forms the basis for the work
presented herein.
In this work, we report the derivation and implementation
of the analytical MS-CASPT2 and XMS-CASPT2 derivative
couplings. The computer program has been implemented
as an extension of the aforementioned nuclear gradient pro-
gram. We note in passing that the interstate couplings stud-
ied for MS-CASPT2 (with partial internal contraction45,46) by
Mori and Kato47 are part of the derivative coupling, which
is what we call the MS-mixing term (see below). In the fol-
lowing, we first present the definition of the derivative cou-
plings for MS-CASPT2 and XMS-CASPT2 wave functions,
followed by the working equations for analytically evaluat-
ing the (X)MS-CASPT2 derivative couplings. We compare
the minimum energy conical intersections (MECIs) of ethy-
lene optimized by XMS-CASPT2 with those of unc-MRCI.
In addition, the shapes of the potential energy surfaces near
the MECIs of a cationic retinal model chromophore (PSB3)
are investigated. We then present the MECIs of stilbene and
an anionic GFP model chromophore (p-HBDI) optimized by
XMS-CASPT2.
II. THEORETICAL BACKGROUND
In this section, we briefly review the previous work relevant
to the development of the analytical (X)MS-CASPT2 deriva-
tive couplings. We first present the XMS-CASPT2 theory that
is the basis of this work. The definition of the derivative cou-
pling is then presented, followed by an algorithm for the ana-
lytical evaluation of the derivative couplings for SA-CASSCF.
A. XMS-CASPT2 Wave Functions
XMS-CASPT2 is a quasi-degenerate second-order pertur-
bation theory on the basis of the CASSCF reference functions.
The CASSCF wave functions are a linear combination of the
Slater determinants,
|L〉 =
∑
I
cI,L|I〉, (1)
where cI,L are the configuration-interaction (CI) coefficients.
In the following, I and J label Slater determinants, and K,
L, M, and N label reference functions. In XMS-CASPT2,
the rotated reference functions are formed by diagonaliz-
ing the state-averaged Fock operator, fˆ , within the reference
space,40,42,44
|M˜〉 =
∑
L
|L〉ULM , (2)
where ULM is chosen such that it satisfies∑
KL
UKM〈K| fˆ |L〉ULN = E(0)M δMN . (3)
E(0)M is the zeroth-order energy of the state |M˜〉. For latter con-
venience, we introduce the rotated reference coefficients,
c˜I,M =
∑
L
cI,LULM . (4)
The state-specific CASPT2 wave function is the sum of the
reference function and the first-order corrections expanded in
the internally contracted basis, i.e.,
|ΦM〉 = |M˜〉 +
∑
NΩ
EˆΩ|N˜〉TΩ,LN , (5)
where Ω denotes all possible double-excitation manifold (see
Refs. 37, 38, 43, and 44). For brevity, we introduce the fol-
lowing short-hand notations:
TˆMN =
∑
Ω
EˆΩTΩ,MN , (6a)
|Φ(1)M 〉 =
∑
N
TˆMN |N˜〉. (6b)
The perturbation amplitudes TΩ,LN are obtained by solving the
amplitude equation,
〈M˜|Eˆ†
Ω
( fˆ − E(0)N + Eshift)|Φ(1)N 〉 + 〈M˜|Eˆ†ΩHˆ|N˜〉 = 0, (7)
where Eshift is the level shift to circumvent intruder state
problems.48 Once the amplitudes are determined, the effective
Hamiltonian Heff is constructed as
HeffLM =〈L˜|Hˆ|M˜〉 +
1
2
[
〈Φ(1)L |Hˆ|M˜〉 + 〈L˜|Hˆ|Φ(1)M 〉
]
−δLMEshift〈Φ(1)L |Φ(1)L 〉. (8)
This effective Hamiltonian is then diagonalized to obtain the
XMS-CASPT2 energies and wave functions,∑
M
HeffLMRMP = RLPE
XMS
P , (9a)
|ΨP〉 =
∑
M
|ΦM〉RMP. (9b)
Hereafter P and Q label the physical states of interest. We
define the XMS-rotated reference function,
|P〉 =
∑
M
|M˜〉RMP, (10)
which will be used later.
B. Definition of Derivative Coupling in CASPT2
The Lagrangian for the total energy of a molecule, includ-
ing the nuclear and electronic kinetic energy, resulting in the
total wave function Ψtot is
L = 〈Ψtot|Hˆ |Ψtot〉 − λ [〈Ψtot|Ψtot〉 − 1] , (11)
and solving the stationary condition for this Lagrangian,
∂L/∂Ψtot = 0, leads to the molecular Schro¨dinger equation.
3Here, the molecular Hamiltonian Hˆ is written as a sum of the
nuclear kinetic energy operator Tˆnuc and the electronic Hamil-
tonian Hˆel,
Hˆ (r,X) = Tˆnuc (X) + Hˆel (r,X) , (12)
where r and X are the electronic and nuclear coordinates. The
nuclear kinetic energy operator is explicitly written as
Tˆnuc = −
∑
A
1
2MA
d2
dX2A
, (13)
where A labels the nuclei, and MA is the nuclear mass. The
expectation value for the total energy E with Ψtot is
E = 〈Ψtot|Hˆ |Ψtot〉. (14)
Within the Born–Oppenheimer approximation, one ignores
the Tˆnuc term by assuming that the kinetic energies of the nu-
clei are much smaller than the kinetic energies of the elec-
trons. Then, the Lagrangian for the electronic Hamiltonian
becomes
LBO,X = 〈Ψel(r; X)|Hˆel|Ψel(r; X)〉
− λ [〈Ψel(r; X)|Ψel(r; X)〉 − 1] , (15)
where |Ψel〉 is an electronic wave function. The stationary con-
dition for this Lagrangian,
∂LBO,X
∂Ψel(r; X)
= 0, (16)
leads to the electronic Schro¨dinger equation. The set of the
solutions for this equation yields the adiabatic basis set (for
example, the full CI eigenvectors and their corresponding
energies). We will denote the individual adiabatic state as
|Ψel,P(r; X)〉. To calculate the total energy with the motions of
the electrons and nuclei using the electronic wave functions,
we expand the total wave function in the adiabatic basis set
|Ψtot(r,X)〉 =
∑
P
|Ψel,P(r; X)〉χP(X), (17)
where the expansion coefficients χ are normalized. Substitut-
ing this into the expression for the total energy E [Eq. (14)]
yields the expression
E =
∑
P
χ2P
(
Tnuc,P + EP
)
+
∑
Q,P
χQ〈Ψel,Q|Tˆnuc|Ψel,P〉χP, (18)
The off-diagonal elements of the nuclear kinetic energy term
can be explicitly written as
〈Ψel,Q|Tˆnuc|Ψel,P〉 = −
∑
A
1
MA
〈
Ψel,Q
∣∣∣∣∣dΨel,PdXA
〉
· d
dXA
− 1
2
∑
A
1
MA
〈
Ψel,Q
∣∣∣∣∣∣d2Ψel,PdX2A
〉
, (19)
where A labels the nuclei, and MA is the nuclear mass. The
matrix element in the first term is the derivative coupling be-
tween the adiabatic states Q and P, which we hereafter denote
as dQP,
dQP =
〈
Ψel,Q
∣∣∣∣∣dΨel,PdX
〉
. (20)
The second term on the right hand side of Eq. (19) is the scalar
coupling.7,8,22,25,26
The derivative coupling formulas for (X)MS-CASPT2 can
be obtained in a similar fashion. The Lagrangians for the
zeroth-order energy and the energy corrected to second order
(the Hylleraas functional) are
L(0) = 〈Ψ(0)tot |Hˆ |Ψ(0)tot 〉 − λ
[
〈Ψ(0)tot |Ψ(0)tot 〉 − 1
]
, (21a)
L(2) = 〈Ψ(1)tot |Hˆ (0) − E(0)|Ψ(1)tot 〉 + 2〈Ψ(1)tot |Hˆ |Ψ(0)tot 〉, (21b)
where the zeroth-order Hamiltonian and the zeroth-order total
energy are defined as
Hˆ (0) = Tˆnuc + Hˆ(0)el , (22a)
E(0) = 〈Ψ(0)tot |Hˆ (0)|Ψ(0)tot 〉. (22b)
Hˆ(0)el is the zeroth-order Hamiltonian in XMS-CASPT2. The
expressions for the energy corrected to second order EPT2 with
optimized Ψ(0)tot and Ψ
(1)
tot are
EPT2 = 〈Ψ(0)tot |Hˆ |Ψ(0)tot 〉 + 〈Ψ(1)tot |Hˆ |Ψ(0)tot 〉. (23)
Again, within the Born–Oppenheimer approximation, one ig-
nores the Tˆnuc term, and the Lagrangians become
L(0)BO,X = 〈Ψ(0)el (r; X)|Hˆel|Ψ(0)el (r; X)〉
− λ
[
〈Ψ(0)el (r; X)|Ψ(0)el (r; X)〉 − 1
]
, (24a)
L(2)BO,X = 〈Ψ(1)el (r; X)|Hˆ(0)el − E(0)el |Ψ(1)el (r; X)〉
+ 2〈Ψ(1)el (r; X)|Hˆel|Ψ(0)el (r; X)〉, (24b)
where E(0)el is the zeroth-order electronic energy [see Eq. (3)].
The stationary conditions for L(0)BO,X, and L(1)BO,X with fixed
Ψ
(0)
el (r; X),
∂L(0)BO,X
∂Ψ(0)el (r; X)
= 0, (25a)
∂L(2)BO,X
∂Ψ(1)el (r; X)
∣∣∣∣∣∣∣
Ψ
(0)
el (r;X)
= 0, (25b)
give us a set of the zeroth- and first-order wave functions [the
latter corresponds to Eq. (7)]. Analogous to Eq. (17), we ex-
pand the total wave functions in the basis of the electronic
wave functions as
|Ψ(0)tot (r,X)〉 =
∑
M
|Ψ(0)el,M(r; X)〉χM(X), (26a)
|Ψ(1)tot (r,X)〉 =
∑
M
|Ψ(1)el,M(r; X)〉χM(X), (26b)
4By substituting these into the total second-order energy EPT2
[Eq. (23)], we obtain
EPT2 =
∑
P
χ′2P
(
Tnuc,P + EXMSP
)
+
∑
Q,P
χ′Q〈Q|Tˆnuc|ΨP〉χ′P
=
∑
P
χ′2P
(
Tnuc,P + EXMSP
)
+
1
2
∑
Q,P
χ′Q
(
〈Q|Tˆnuc|ΨP〉 + 〈ΨQ|Tˆnuc|P〉
)
χ′P. (27)
Note that this substitution is an approximation if the total wave
functions are not fully optimized. In Eq. (27), the electronic
wave functions are rotated to make Hˆel diagonal [which is
Eq. (9a)],
|P〉 = |Ψ(0)el,M〉RMP, (28a)
|ΨP〉 =
(
|Ψ(0)el,M〉 + |Ψ(1)el,M〉
)
RMP, (28b)
χ′P = χMRMP. (28c)
The off-diagonal elements of the Tˆnuc term can therefore be
explicitly written as
1
2
(
〈Q|Tˆnuc|ΨP〉 + 〈ΨQ|Tˆnuc|P〉
)
= −1
2
∑
A
1
MA
[〈
Q
∣∣∣∣∣dΨPdXA
〉
+
〈
ΨQ
∣∣∣∣∣ dPdXA
〉]
· d
dXA
− 1
4
∑
A
1
MA
〈Q∣∣∣∣∣∣d2ΨPdX2A
〉
+
〈
ΨQ
∣∣∣∣∣∣ d2PdX2A
〉 , (29)
which leads to the following expression for the derivative cou-
pling in (X)MS-CASPT2,
dPT2,QP =
1
2
[〈
Q
∣∣∣∣∣dΨPdX
〉
+
〈
ΨQ
∣∣∣∣∣ dPdX
〉]
. (30)
The validity of the expression for dXMS,QP has been confirmed
by calculating the line integral around conical intersections
(see below).25,26 This quantity can be readily used in many for-
mulations of non-adiabatic dynamics, for instance in fewest-
switch surface-hopping (FSSH) non-adiabatic dynamics.22,49
Using the derivative coupling defined in Eq. (30), the equation
for XMS-CASPT2 FSSH dynamics that propagates χQ is
i
∂χQ
∂t
= χQEPT2Q − i
∑
P
χPv · dPT2,QP, (31)
where we introduce the velocity of the trajectory as v =
dX/dt.
C. Analytical SA-CASSCF Derivative Coupling
The derivative coupling between SA-CASSCF wave func-
tions can be written as
dQP = dQPCI + d
QP
det , (32a)
dQPCI =
∑
I
cI,Q
dcI,P
dX
, (32b)
dQPdet =
∑
IJ
cI,QcJ,P
〈
I
∣∣∣∣∣ dJdX
〉
. (32c)
We call dQPCI and d
QP
det the CI and determinant terms,
respectively.7,9,10,25 The CI term can be evaluated using the
following relationship,
dQPCI =
1
ECASP − ECASQ
∑
IJ
cI,Q
dHIJ
dX
cJ,P, (33)
where ECASP and E
CAS
Q are the CASSCF energies of states P
and Q. Note that this term corresponds to the so-called inter-
state couplings,4,25,27,28,47 and are analogous to the Hellmann–
Feynman forces in nuclear gradient theory.4,8,25 This formula
follows from the fact that the off-diagonal elements of the
Hamiltonian in the basis of the SA-CASSCF states are zero,
〈Q|Hˆ|P〉 = 0. Since the SA-CASSCF wave functions are op-
timized with respect to both the CI and orbital coefficients,
we can write the Lagrangian45,50 for the CI term multiplied by
ECASP − ECASQ as
LQP = c†QHcP +
1
2
tr
[
Z†(A − A†)
]
− 1
2
tr
[
V(C†SC − 1)
]
+
∑
N
WN
[
z†N(H − ECASN )cN −
1
2
xN(c†NcN − 1)
]
. (34)
The first term is the off-diagonal element of the CI Hamil-
tonian, and the remaining terms represent the SA-CASSCF
convergence conditions, where Z, V, zN , and xN are their La-
grange multipliers. A is the derivative of the SA-CASSCF
energy with respect to the orbital rotations, C and S are the
orbital coefficients and overlap matrix elements, and WN and
cN are the weight and CI coefficients of state N. See details
in Refs. 40 and 45. The so-called Z-vector equation8,51 is ob-
tained by differentiating the Lagrangian with respect to the or-
bital rotation parameters and CI coefficients; the source terms
of the Z-vector equation are
Yrs =
∂LQP
∂κrs
, (35a)
yI,M =
∂LQP
∂cI,M
= 0. (35b)
The multiplier-dependent terms in the Z-vector equation are
identical to those in nuclear gradient theory.40,45,52 After solv-
ing the Z-vector equation for Z and z, we compute the effec-
tive density matrices (γeff and Γeff) and the Lagrange multi-
pliers V, whose explicit forms are given in Refs. 40 and 45.
5These matrices are then contracted with the derivative inte-
grals to yield the CI term:
dQPCI =
1
ECASP − ECASQ
×
∑
µν
hXµνγ
eff
µν +
∑
µνλσ
(µν|λσ)X Γeffµνλσ +
∑
µν
S XµνVµν
 , (36)
where µ, ν, λ and σ label atomic orbitals, and the superscript
X denotes the integral derivatives with respect to X. The for-
mula for the determinant term can be easily derived if one
rewrites the operator d/dX as a one-electron operator,7
d
dX
=
∑
rs
(
dκrs
dX
+ σXrs
)
Eˆrs, (37)
σXrs =
∑
µν
CµrCνs
〈
φµ
∣∣∣∣∣dφνdX
〉
. (38)
in which φµ are atomic orbitals, dκrs/dX are the orbital re-
sponse parameters, and Eˆrs is the spin-adapted one-particle
excitation operator. This leads to a compact form of the deter-
minant term,
dQPdet =
∑
rs
γQPrs
(
dκrs
dX
+ σXrs
)
, (39)
where γQPrs = 〈Q|Eˆrs|P〉. In practice, the evaluation of the
derivative of κrs can be avoided in one of two ways: One ap-
proach is to include it in the Z-vector algorithm by adding the
following YCrs to Yrs,
YCrs = (E
CAS
P − ECASQ )γQPrs . (40)
The other approach is to use the following equivalent
expression9,10 that is written in terms of σXrs alone,
dQPdet =
1
2
∑
rs
(γQPrs − γQPsr )σXrs. (41)
The latter approach does not require modification of the Z-
vector equation. A similar algorithm to the former is used
in the evaluation of the XMS-CASPT2 derivative couplings
described below.
III. ANALYTICAL XMS-CASPT2 DERIVATIVE
COUPLING
The XMS-CASPT2 derivative coupling can be formally
written as
dXMS,QP = dXMS,QPmix + d
XMS,QP
CAS + d
XMS,QP
PT2 , (42a)
dXMS,QPmix =
∑
K
RKQ
dRKP
dX
, (42b)
dXMS,QPCAS =
∑
KL
RQPKL
〈
K˜
∣∣∣∣∣∣ dL˜dX
〉
, (42c)
dXMS,QPPT2 =
∑
KL
RQPKL
〈
Φ
(1)
K
∣∣∣∣∣∣ dL˜dX
〉
, (42d)
where we introduced a short-hand notation for the products of
the MS mixing matrices,
RQPKL =
1
2
(RKQRLP − RKPRLQ). (43)
The expressions in Eq. (42) are manifestly invariant with re-
spect to any rotations among active orbitals. The orbital in-
variance has also been confirmed numerically. In the follow-
ing, we present the working equations for its analytical evalu-
ation.
Since the XMS-CASPT2 states are obtained from the
eigenvalue equation, Eq. (9), the MS-mixing term dXMS,QPmix
can be evaluated using a strategy similar to the one for the CI
term [Eq. (33)] in the evaluation of the SA-CASSCF deriva-
tive coupling,
dXMS,QPmix =
1
∆EXMSPQ
∑
KL
RKQ
dHeffKL
dX
RLP, (44)
in which we define ∆EXMSPQ = E
XMS
P − EXMSQ for brevity. This
MS-mixing term corresponds to the interstate coupling and
can be evaluated using the methodologies described in previ-
ous work44,47 using the PT2 Lagrangian,
LQPPT2 =
∑
KL
RKQHeffKLRLP
+
∑
KMN
〈M˜|λˆ†KM( fˆ − E(0)K + Eshift)TˆKN |N˜〉
+
∑
KM
〈M˜|λˆ†KMHˆ|K˜〉. (45)
The so-called λ-equation is obtained by making the PT2 La-
grangian stationary with respect to the perturbation ampli-
tudes, TΩ,KN :
∂LQPPT2
∂TΩ,KN
= 0. (46)
The explicit expression for the total Lagrangian is
LQP = LQPPT2 +
1
2
tr
[
Z†(A − A†)
]
− 1
2
tr
[
V(C†SC − 1)
]
+
∑
N
WN
[
z†N(H − ECASN )cN −
1
2
xN(c†NcN − 1)
]
+
closed∑
i
frozen∑
j
zci j fi j +
∑
MN
wMN fMN . (47)
The second, third, and fourth terms on the right-hand side ac-
count for the SA-CASSCF stationary conditions and also ap-
peared in Eq. (34). The last two terms account for the frozen-
core approximation and the XMS rotation, respectively. Using
this Lagrangian, the MS-mixing term is simply written as
dXMS,QPmix =
1
∆EXMSPQ
(
dLQP
dX
)
R
, (48)
6where the subscript R indicates that the MS rotation matrix el-
ements in the first term of the Lagrangian are held fixed when
taking the derivative. The CAS and PT2 terms are
dXMS,QPCAS =
∑
KLM
RQPKLUMK
dUML
dX
+
∑
KLMN
RQPKLUMKUNL
∑
I
cI,M
dcI,N
dX
+
∑
KL
RQPKL
∑
rs
γ˜KLrs
(
dκrs
dX
+ σXrs
)
(49a)
dXMS,QPPT2 =
∑
KL
RQPKL
∑
rs
〈Φ(1)K |Eˆrs|L˜〉
(
dκrs
dX
+ σXrs
)
. (49b)
To avoid the evaluation of the derivatives of UMK , cI,N , and κrs
with respect to X, we simultaneously evaluate Eqs. (48) and
(49) using the Z-vector equation. First, the Lagrange multi-
plier wMN is evaluated as
wMN =
1
E(0)N − E(0)M
12 ∑
I
c˜I,M ∂LQPPT2∂c˜I,N − c˜I,N ∂L
QP
PT2
∂c˜I,M

+ ∆EXMSPQ
∑
KL
RQPKLUMKUNL
]
. (50)
The Z-vector algorithm to calculate Z, zN , V, and xN is analo-
gous to the one used in the nuclear gradient algorithm;40,44,45
the source terms for the Z-vector equation are
Yrs =
∂LQPPT2
∂κrs
+ ∆EXMSPQ
∑
KL
RQPKL
[
γ˜KLrs + 〈Φ(1)K |Eˆrs|L˜〉
]
, (51a)
yI,N =
∑
M
∂LQPPT2∂c˜I,M + ∆EXMSPQ RQPLM c˜I,L
UNM . (51b)
The contribution from the second term in the square bracket
in Eq. (51b) vanishes in the case of XMS-CASPT2 (but not
in MS-CASPT2), because yI,N is taken to be orthogonal to the
reference space when XMS reference functions are used. The
Z-vector equation is solved iteratively. Having determined
wMN , Z, zN , and V, the derivative couplings dXMS,QP can be
computed as
dXMS,QP =
1
∆EXMSPQ
(
∂LQP
∂X
)
R
+
∑
rs
∑
KL
RQPKL
[
γ˜KLrs + 〈Φ(1)K |Eˆrs|L˜〉
]
σXrs. (52)
The first term is computed as a contraction of the effective
density matrices with the derivative integrals as in the nuclear
gradient algorithms. The algorithm for MS-CASPT2 can be
obtained by setting UMN = δMN and neglecting its deriva-
tive. If desired, translational invariance can be achieved by
setting the second term to zero.15,53 Note that density fitting
is used when evaluating the above expressions in our imple-
mentation. The additional computational cost associated with
the CAS and PT2 terms is negligible compared to the costs of
computing the MS-mixing term.
FIG. 1. The geometries of the MECIs of ethylene optimized by
XMS-CASPT2. The selected geometrical parameters are shown
with the unc-MRCI geometrical parameters56 in the parentheses
(bondlengths are shown in Å).
IV. NUMERICAL EXAMPLES
In this section, we first present the MECIs of ethylene com-
puted by XMS-CASPT2 and compare their structures and
energetics with those computed by unc-MRCI. Second, we
investigate the shapes of the potential energy surfaces of a
model retinal chromophore (the penta-2,4-dieniminium cation
or PSB3) near the MECIs. Finally, we report the computa-
tion of the MECIs for the large molecules [stilbene and an an-
ionic GFP model chromophore (4-para-hydroxybenzylidene-
1,2-dimethyl-imidazolin-5-one or pHBDI)]. The geometries
were optimized using XMS-CASPT2 with the cc-pVDZ ba-
sis set and its corresponding JKFIT basis set for density fit-
ting unless mentioned otherwise. The so-called SS-SR con-
traction scheme44 with vertical shift (0.2 Eh) was used unless
otherwise specified. We searched for the MECI by the gradi-
ent projection method,27 that uses the gradient difference and
interstate coupling vectors (instead of the full derivative cou-
pling vector). The flowchart method was used for updating
model Hessians for quasi-Newton steps.54 For comparison,
the MECIs were also optimized using SA-CASSCF. All of
the calculations were performed using the program package
bagel.55
A. Conical Intersections of Ethylene
First, to assess the accuracy of XMS-CASPT2 against unc-
MRCI,18,56 we optimized the MECIs of ethylene. We adopted
the reference SA-CASSCF wave functions from Ref. 56 with
the (2e,2o) active space using the aug-cc-pVDZ basis set. The
three lowest states were averaged in SA-CASSCF. The XMS-
CASPT2 calculations were performed using a vertical shift
of 0.5 Eh. All of the MECIs reported using unc-MRCI18,56
were also found by XMS-CASPT2: the twisted-pyramid (Py),
ethylidene (Et), C3v ethylidene (C3v-Et), H-migration (Hm)
(S0/S1), and twisted-orthogonal (To) (S1/S2) MECIs.
The geometries of the MECIs and the energies relative to
the S0 minimum are shown and compared with the unc-MRCI
7TABLE I. Energies of the ground and excited states of ethylene at the
S0 minimum geometry and the MECIs relative to the S0 minimum
energy (eV). The aug-cc-pVDZ basis set and CAS(2e,2o) are used.
XMS-CASPT2 unc-MRCI+Qa
S0 S1 S2 S0 S1 S2
S0 0.00 7.70 13.04 0.00 7.79 ...
Py 4.42 4.42 9.05 4.40 4.46 9.24
Et 4.63 4.63 5.79 4.56 4.56 5.59
C3v-Et 4.71 4.71 5.78 4.69 4.69 5.59
Hm 5.06 5.06 8.25 5.15 5.20 8.48
To 2.99 5.43 5.43 2.92 5.30 5.42
a Taken from Ref. 56.
results in Fig. 1 and in Table I. They are in good agreement
with those computed by unc-MRCI with the Davidson(+Q)
correction and the additional restricted active space in the ref-
erence function. This suggests that XMS-CASPT2 can yield
results comparable to unc-MRCI+Q in finding the geometries
and energies of MECIs, as in the case for calculating the spec-
troscopic constants of a range of small molecules.57
B. Conical Intersection of PSB3
Next, we show the potential energy surfaces of cationic
PSB3 near the MECIs. PSB3 is a minimal model for the pho-
toisomerization of protonated Schiff bases,58,59 whose coni-
cal intersections have been characterized by various electronic
structure methods including MS-CASPT2 (using numerical
nuclear gradients).58 In this work, we optimized the geome-
tries of the MECIs using SA-CASSCF, MS-CASPT2, and
XMS-CASPT2. The two lowest states were averaged in SA-
CASSCF. We used the (6e,6o) active space consisting of three
pi and three pi∗ orbitals. The vertical shift of 0.5 Eh was ap-
plied. The energies at the MECI geometries relative to the
trans structure in the ground state were found to be 2.36 eV
with both MS-CASPT2 and XMS-CASPT2, which is lower
by 0.4 eV than that computed by CASSCF (2.74 eV). This at-
tests to the importance of dynamical correlation in predicting
energies at MECIs.
On the other hand, the shapes of the potential energy
surfaces around the MECIs computed by MS-CASPT2 and
XMS-CASPT2 were found to differ significantly. The dif-
ference is schematically shown in Fig. 2(a) where the en-
ergy gaps are presented along the loop on the branching
plane [Fig. 2(b)] centered at the MECI, as in Ref. 59. Note
that the branching plane is the plane defined by the gradi-
ent difference and interstate coupling vectors (g and h, re-
spectively). The radius of the loop was set to 0.002 Å. We
normalized the vectors g and h when generating the loop.
The MS-CASPT2 energy gaps showed spurious oscillatory
behavior along the loop, as reported in Ref. 59, whose am-
plitude was as large as 0.02 eV. The gaps computed by XMS-
CASPT2 were completely smooth. The amplitude of the os-
cillation (0.84 kcal/mol) was comparable to that computed by
FIG. 2. The potential energy surfaces near the MECIs of PSB3. (a)
The S0 and S1 energy gaps around the 0.002 Å radius loop centered at
the MECIs, with MS-CASPT2 (dashed) and XMS-CASPT2 (solid).
The loop is on the branching plane. (b) The branching plane at the
MECI computed by MS-CASPT2 (left) and XMS-CASPT2 (right).
The vectors g and h are plotted with blue and red arrows, respec-
tively. (c) The S0 and S1 potential energies on the branching plane,
with MS-CASPT2 (left) and XMS-CASPT2 (right). The energy at
the MECI is set to zero.
unc-MRCI (∼1 kcal/mol).59 The line integral of the XMS-
CASPT2 derivative coupling along the same loop25,26 was
found to be very close to pi (3.1412). The potential energy
surfaces near the MECIs are also presented in Fig. 2(c). This
example stresses the importance of using XMS-CASPT2 (in-
stead of MS-CASPT2) when simulating the electronic struc-
ture around conical intersections.
C. Conical Intersections of Stilbene
Stilbene has been extensively studied computationally as a
model compound for photoisomerization around a C=C dou-
ble bond,2,60–64 partly because reliable experimental results
are available.65 The mechanisms for the photodynamics and
the locations of the conical intersections have been well char-
acterized. There are three types of low-lying conical inter-
sections: one-bond flip (OBF), hula-twist (HT), and 4a,4b-
dihydrophenanthrene(DHP)-like conical intersections. The
OBF and HT conical intersections are related to the cis–trans
8FIG. 3. XMS-CASPT2 optimized S0, S1 geometries and MECIs of
stilbene. Energies (in eV) are reported relative to the S0 minimum
energy.
photoisomerization, and the DHP-like conical intersections
are relevant in the formation of DHP, which is a minor prod-
uct. We adopted the CASSCF MECI geometries reported in
Refs. 62 and 63 as the starting geometries for the optimiza-
tions. The reference CASSCF wave functions were calculated
using two-state averaging with the (6e,6o) active space.
The optimized structures at the S0 minima and MECIs are
shown in Figure 3 along with their energies. With XMS-
CASPT2, two of the MECIs are located below the trans
Franck–Condon point, and the other two are above that point.
This is in contrast with SA-CASSCF results in which all of
the MECIs are about 1 eV below the trans Franck–Condon
point. That is, the MECIs are less accessible from the
Franck–Condon point when dynamical correlation is consid-
ered. This result is consistent with the previous study based
on CASPT2//CASSCF/6-31G.63
Next, we computed the relative energies of the MECIs us-
ing SA-CASSCF and XMS-CASPT2. The OBF1 MECIs
are 0.21 eV and 0.02 eV lower than the HT1 MECIs
with SA-CASSCF using (6e,6o) and (10e,10o) active spaces,
which is different from the XMS-CASPT2 results (0.24 eV
higher). This is consistent with previous SF-TDDFT61 and
XMCQDPT262 results. The DHP-like MECIs are also sta-
bilized by dynamical correlation. These MECIs have higher
energies than the other MECIs when dynamical correlation is
not included in the calculations; they are 0.50 eV and 1.18 eV
higher than the OBF1 MECIs with SA-CASSCF using (6e,6o)
and (10e,10o) active spaces, respectively. Note that the DHP-
like conical intersections become unfavorable when the active
space is extended,62 and therefore, further investigations using
XMS-CASPT2 and larger active spaces are required to un-
ravel the importance of the DHP-like conical intersections in
photodynamics. The structures of the HT1 MECI of stilbene
located using SA-CASSCF and XMS-CASPT2 are shown in
Figure 4 along with the branching planes. The root mean
square deviation of the MECI structures using SA-CASSCF
and XMS-CASPT2 was 0.36 Å after aligning the two to min-
imize the deviation, which is the accuracy that one would
achieve when the CASPT2//CASSCF approach is used.
FIG. 4. (a) Overlay of the HT1 MECI structures of stilbene op-
timized by SA-CASSCF (pink) and XMS-CASPT2 (red); (b) The
branching plane at the MECI computed by SA-CASSCF (left) and
XMS-CASPT2 (right). The vectors g and h are plotted with blue and
red arrows, respectively.
D. Conical Intersections of pHBDI
Next, we show the MECIs of the 4-para-
hydroxybenzylidene-1,2-dimethyl-imidazolin-5-one
(pHBDI) anion. Anionic pHBDI is considered to be an
emitting species of the green fluorescent protein (GFP) and
its variants.6,66–76 While GFP exhibits strong fluorescence
with a lifetime on the order of nanoseconds,6,66,68–73 the
nonadiabatic transition is known to occur in about a few
picoseconds when the chromophore is not embedded in the
protein environment.77 As a resonant monomethine dye,
it is widely accepted that the anionic GFP chromophore
undergoes nonadiabatic transitions when the chromophore
is twisted along the bridge.6,69,74,78 There are two available
bridge channels in this molecule, which are the imidazolinone
(I) and phenolate (P) channels, named after the moiety
connected to the bridge bond that twists.6
We optimized the planar equilibrium geometry of the
ground state, the geometries of the I- and P-twisted minima
of the first excited state, and the MECIs between these states
near the twisted geometries. The reference CASSCF wave
functions were optimized using three-state averaging with the
(4e,3o) active space, which provides a reliable description of
twisting of the bridge bond.69,79 The structures and the en-
ergy diagram for these geometries are shown in Figure 5. The
twisted geometries optimized on the first excited state were
found to be lower in energy than the Franck–Condon point
by 0.38 and 0.14 eV for the I- and P-twisted minima, re-
spectively. However, the conical intersections associated with
these twisted geometries are located much higher in energy
than the minima; the I-twisted MECI has about the same en-
ergy as the Franck–Condon point, and the P-twisted MECI
9FIG. 5. XMS-CASPT2 optimized S0, S1 geometries and conical in-
tersections of pHBDI. Energies (in eV) are reported relative to the S0
minimum energy.
FIG. 6. (a) Overlay of the P-twisted MECI structures of pHBDI
optimized by SA-CASSCF (pink) and XMS-CASPT2 (red); (b) The
branching plane at the MECI computed by SA-CASSCF (left) and
XMS-CASPT2 (right). The vectors g and h are plotted with blue and
red arrows, respectively.
lies 0.44 eV above the Franck–Condon point. This result is in
stark contrast to those obtained using SA-CASSCF: the SA-
CASSCF energy at the I-twisted and P-twisted MECIs are
1.24 and 0.64 eV lower than S1 energy at the Franck–Condon
point. This suggests that the thermal accessibility of the S0/S1
P-twisted CI predicted by SA-CASSCF is an artifact, because
the P-twisted MECI lies ca. 10 kcal/mol above the Franck–
Condon point on the XMS-CASPT2 surface. SA-CASSCF
results remain qualitatively the same even when the active
space is expanded to (12e,11o); the MECIs computed using
CAS(12e,11o) were 0.91 and 0.30 eV lower than the Franck–
Condon point (see also Ref. 72). It is notable that this differs
qualitatively from the previous CAS(12e,11o) result with two-
state averaging,68 which suggests that the choice of the states
to be averaged is as important as the choice of the active space.
The structures of the P-twisted MECI optimized using SA-
CASSCF and XMS-CASPT2 are shown in Figure 6, in which
the full derivative coupling vectors are also shown. The MECI
geometries differ primarily on the bridge: The hydrogen atom
on the bridge comes out of the plane of the imidazolinone
ring more severely in XMS-CASPT2 than in SA-CASSCF.
The torsional angle around the imidazolinone bridge (H1-C2-
C3-C4 torsional angle, see Figure 6) was −45.1◦ and −32.0◦
for XMS-CASPT2 and SA-CASSCF, respectively. Further-
more, the bond length for the imidazolinone bridge (C2-C3
bond) was found to be 1.49 Å (XMS-CASPT2) and 1.45 Å
(SA-CASSCF), indicating that the bridging carbon atom has
slightly more sp3 character than sp2 at the P-twisted MECI
when dynamical correlation is taken into account. We also
note that the hula twist (HT) conical intersection reported in
Refs. 67 and 68 was not found in our optimization (the op-
timization converged to the I-twisted conical intersection).
Overall, our results imply that including dynamical correla-
tion quantitatively (or, even qualitatively) affects the photo-
chemical dynamics.
V. CONCLUSIONS
In this work, we have derived the working equations for
analytically evaluating the derivative couplings using (X)MS-
CASPT2. The equations have been translated into an efficient
computer program as an extension of previously reported an-
alytical gradient programs for (X)MS-CASPT2, which is in-
cluded in the bagel package55 and publicly available under the
GNU General Public License. The fully internally contracted
wave functions were used together with the density fitting
approximation. The computational cost for calculating the
derivative couplings was found to be essentially the same as
that for computing the nuclear energy gradients for one state.
The energetics at the MECIs were substantially influenced by
dynamical correlation. The optimization of MECIs for ethy-
lene, PSB3, stilbene, and pHBDI was presented to demon-
strate the versatility of our program. This finding encourages
us to develop a methodology for large-scale direct dynamics
in complex systems using a model that takes into account dy-
namical correlation contributions such as XMS-CASPT2. To
achieve this goal, efforts to improve our algorithms and imple-
mentations (especially for large active spaces) are underway
and will be reported in the near future.
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Appendix A: Numerical XMS-CASPT2 Derivative Coupling
In part to validate our new analytical derivative coupling
program, we have also implemented the code that numeri-
cally evaluates (X)MS-CASPT2 derivative coupling. In this
case, dXMS,QPmix and d
XMS,QP
CAS can be combined to the form
that resembles SA-CASSCF derivative coupling, using r˜I,Q =∑
M c˜I,MRMQ, as
dXMS,QPmix + d
XMS,QP
CAS =
∑
I
r˜I,Q
dr˜I,P
dX
+
∑
IJ
r˜I,Qr˜J,P
〈
I
∣∣∣∣∣ dJdX
〉
,
(A1a)
and is evaluated numerically as80(
dXMS,QPmix + d
XMS,QP
CAS
)
X
=
∑
I
r˜I,Q
∆r˜I,P
∆X
+
∑
rs
γQPrs
∑
µν
CµrS µν
∆Cνs
∆X
+ σXrs
 . (A2)
The PT2 term is calculated using the following expression:
(
dXMS,QPPT2
)
X
=
∑
KL
RQPKL
∑
rs
〈Φ(1)K |Eˆrs|L〉
×
∑
µν
CµrS µν
∆Cνs
∆X
+ σXrs
 . (A3)
The derivatives (∆r˜I,P/∆X and ∆Cµr/∆X) were calculated by
means of the finite difference formula. The numerical deriva-
tive couplings agreed with those analytically evaluated.
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