The elevation of Great Salt Lake (GSL) has a great impact on the people of Utah. The flood of GSL in 1982 has caused a loss of millions of dollars. Therefore, it is very important to predict the GSL levels as precisely as possible. This paper points out the reason why conventional methods failed to describe adequately the rise and fall of the GSL levels -the long-range dependence (LRD) property. The LRD of GSL elevation time series is characterized by some most commonly used Hurst parameter estimation methods in this paper. Then, according to the revealed LRD, the autoregressive fractional integrated moving average (ARFIMA) model is applied to analyze the data and predict the future levels. We have shown that the prediction results has a better performance compared to the conventional ARMA models.
INTRODUCTION
The Great Salt Lake is the fourth largest terminal lake in the world which has a large impact on the people and land of the intermountain west. In the 1980s, there was a record-breaking rise of GSL surface levels. The lake levels rose to a new historic high level of 4211.85 ft in 1986, 12.2 ft of this increase occurring after 1982. The rise had caused 285 million U.S. dollars worth of damage to lakeside industries, roads, railroads, wildfowl management areas, recreational facilities and farming that had been established on the exposed lake bed [1] .
The United States Geological Survey (USGS) has been collecting water-surface-elevation data from Great Salt Lake since 1875 [2] . Great Salt Lake is divided into a north and a south part by a rock-fill causeway. The U.S. Geological Survey operates gages that collect water-surface elevation data on the south part of the lake at the Boat Harbor gage, and on the north of the lake at the Saline gage [3] . In this article, we use the south levels of the GSL for experiments.
Several studies has been conducted to predict from the GSL past surface levels. These studies have used a variety of techniques to estimated historical lake levels, including geological and archeological methods, and precipitation and three-ring data analysis [4] . Despite these preliminary efforts, all the conventional methods and models were found to be insufficient to describe adequately the lake levels and predict its future. One reason for such inadequacy maybe because of the existing of longrange dependence in the GSL elevation time series. This opened up the possibility of implementing fractional order signal processing techniques (FOSP) [5, 6] to model and predict it.
In recent years, fractional order signal processing is becoming an active research area, due to the demand on analysis of long-range dependence/ self-similarity in time series, such as financial data, communications networks data and biocorrosion noise. FOSP is based on the idea of fractional order calculus (FOC). FOC is a generalization of the differential and integral operators [7] . It is the root of the fractional systems described by fractional order differential equations. The simplest fractional order dynamic systems include the fractional order integrators and fractional order differentiators. The ARFIMA model is a typical fractional order system. It is a generalization of autoregressive moving average (ARMA) model [8] . The traditional models can only capture short-range dependence; for example, Poisson processes, Markov processes, autoregressive (AR), moving average (MA), autoregressive moving average (ARMA) and autoregressive integrated moving average (ARIMA) processes [9] . For time series which possesses long-range dependence, ARFIMA models give a good fit. In LRD processes, there is a strong coupling between values at different times [10] . This indicates that the decay of the autocorrelation function is hyperbolic and decays slower than exponential decay, and that the area under the function curve is infinite. We can also say that their autocorrelation functions are power-law distributed.
The rest of the paper is organized as follows, Section 2 summarizes the basic mathematics of the LRD and ARFIMA model. Section 3 utilizes several most commonly used Hurst parameter estimation methods to validate the existence of LRD in GSL elevation time series. Section 4 shows the results of modeling and forecasting of the GSL levels by ARFIMA model. Conclusions are drawn in Section 5.
LRD AND ARFIMA 2.1 An Overview of Long-Range Dependence
The first model for long-range dependence was introduced by Mandelbrot and Van Ness (1968) in terms of fractional Brownian motions (FBM) [11] , and has since been extensively developed. Long-range dependent processes are characterized by their autocorrelation functions. Consider a second order stationary time series Y = f (u) with zero mean as an example. The time series Y is said to be long-range dependent provided its autocorrelation r Y (τ) = E[ f (τ) f (0)] decays slowly as a power law function of the lag τ, so that the series ∑ τ r Y (τ) is not summable [12] .
The Hurst parameter [13] H characterizes the degree of LRD. The LRD is typically modeled by supposing a power law decay of the spectral density and H is equal to (1 + α)/2 with α being the power of the decay function [14] . A process is said to have long-range dependence when 0.5 < H < 1 [15] . Many methods have been proposed for Hurst parameter estimation like rescaled range (R/S) analysis [16] , aggregated variance method [17] , absolute value method [18] , variance of residuals method [19] , local Whittle method [20] , periodogram method [21] , wavelet-based method [12] and fractional Fourier transform (FrFT) based method [22] . The following methods will be used for the validation of LRD in GSL elevation time series.
R/S Analysis
Let R(n) be the range of the data aggregated over blocks of length n and S 2 (n) be the sample variance of the data aggregated at the same scale. For long-range dependent time series the ratio R/S(n) follows
where C H is a positive, finite constant independent of n. Thus, a log-log plot of R/S(n) versus n should have a constant slope as n becomes large. An important thing should be considered is choosing the values of n. For small n short-range dependence dominate and the readings may not be valid. A large n results in few samples and the value of R/S(n) will also not be accurate.
Aggregated Variance Method
The aggregated variance method divides the original time series X = {X i , i ≥ 1} into blocks of size m and average within each block, that is, consider the aggregated series
for successive values of m. Then, divide the data, X 1 , ..., X N , into N/m blocks of size m, and calculate its sample variance
Since for FGN and ARFIMA, VarX (m) ∼ σ 2 m β as m → ∞ where σ is the scale parameter and β = 2H − 2 < 0, the sample variance Var(X (m) ) should be asymptotically proportional to m 2H−2 for large N/m and m, and the resulting points should form a straight line with slope β = 2H − 2, −1 ≤ β < 0.
Absolute Value Method
For absolute value method, the data is divided in the same way as (2) to form aggregated series. Instead of computing the sample variance, the sum of the absolute values of the aggregated series is computed,
Then, the logarithm of this statistic is plotted versus the logarithm of m. For long-range dependent time series with parameter H, the result should be a line with slope H − 1.
Variance of Residuals Method
Variance of residuals method was proposed in [23] . It involves several steps. First, divide the time series into blocks of size m. Then, within each of the blocks, calculate the partial sums of the series. Third, fit a least-squares line to the partial sums within each block and compute the sample variance of the residuals. In the end, repeat this procedure for each of the blocks, and average the resulting sample variances. We should get a straight line with a slope of 2H if the result is plotted on a log-log plot versus m.
Periodogram Method
The periodogram is defined by
where ξ is the frequency and i = √ −1. For a series with finite variance, I(ξ) is an estimate of the spectral density of the series. A log-log plot of I(ξ) should have a slope of 1 − 2H close to the origin.
Wavelet Based Method
Wavelet analysis has been used with success to measure the Hurst parameter in recent years as shown in [12, 14, 24] . Wavelets can be thought of as akin to Fourier series but using waveforms other than sine waves. The Hurst exponent is calculated from the wavelet spectral density by fitting a linear regression line through a set of x j , y j points, where x j is the octave and y j is the logarithm of the normalized power. The slope of this regression line is proportional to the estimate for the Hurst exponent.
FrFT Based Estimator
In [25] and [22] , we proposed to use a fractional Fourier transform based estimator. It uses the spectrum calculated by FrFT for estimation. A 95% confidence interval can be given. The FrFT based local estimator has proven to have better performances than other existing methods [22, 25] .
An Overview of Autoregressive Fractional Integrated Moving Average
A typical fractional system is autoregressive fractional integrated moving average (ARFIMA) or fractional autoregressive integrated moving average (FARIMA) [26] . It generalizes autoregressive moving average (ARMA) [9] model by permitting the degree of differencing to take fractional values. The fractional differencing operator is defined as an infinite binomial series expansion in powers of the lag operator L. Fractionally differenced processes may exhibit long-term memory (long-range dependence) or antipersistence (short term memory) [26] .
An ARMA(p, q) model can be written as
where L is the lag operator such that LX t = X t−1 , X t is a given time series and ε t are error terms. The error terms ε t are assumed to be normally distributed with zero mean such as Gaussian white noise. The p and q are refer to the order of the autoregressive and moving average parts of the model respectively. Then, the ARFIMA model is generalized by adding a differencing parameter d to (6) .
The relationship between d parameter and Hurst parameter H can be derived as
The usefulness of this model has been proved by numerous studies. For instance, Diebold and ReRudebush applied ARFIMA to real GNP data [27] ], and will then be stationary and invertible [26] . This range is the most useful set of d.
, q) process is stationary but not invertible.
2) When − 1 2 < d < 0, the ARFIMA (p, d, q) process has a short memory, and decay monotonically and hyperbolically to zero.
3) When d = 0, the ARFIMA (p, 0, q) process can be white noise.
process is a stationary process with long memory, and is very useful in modeling long-range dependence (LRD). The autocorrelation of a LRD time series decays slowly as a power law function.
, the spectral density of the process is
as ξ → 0.
LONG-RANGE DEPENDENCE ANALYSIS
The levels of the south Great Salt Lake are measured twice a month including the 1st day and 15th day of the month. The observed one-dimensional 1880 -2007 GSL south-level time series is shown in Fig. 1 . The real-time measurements can be found at htt p : //waterdata.usgs.gov/nwis/nwisman/?site no = 10010000&agency cd = USGS.The figure shows dramatic rise and falls of GSL levels at different times throughout the measurement period. We can tell the flood in 1982 -1986 from the peak of the plot.
Let I t represents the levels of Great Salt Lake. We define d I as the difference of the adjacent level measurements.
The differences of GSL elevations are plotted in Fig. 2 . The xaxis is the observation time-scale, the y-axis is measurements of the differences of the adjacent GSL levels. As mentioned in Section 2, the most commonly used Hurst parameter estimation methods are chosen for characterizing the LRD in the differences of GSL elevation data. Some of the Hurst parameter estimators are obtained from the SELFIS tool in [32] . 
R/S Analysis [32]
As shown in Fig. 3 , the x-axis is the logarithm of the number of the aggregated GSL level time series, and the y-axis is the logarithm of the R/S statistic which is the range of partial sums of deviations of a time-series from its mean, rescaled by its standard deviation. The plot is a straight line with the slope being an estimation of the Hurst exponent. The result H = 0.542.
Aggregated Variance Method [32]
In Fig. 4 , the log scale of the sample variance versus the block size of each aggregation level is plotted. It can be observed that the estimator has fitted a straight line from the results. If the series is long-range dependent then the slope β of the fitted straight line is greater than −1. The estimation of H is given by 
Absolute Value Method [32]
By inspection from Fig. 5 , it is obvious that the log-log plot of the aggregated GSL water level versus the absolute first moment of the aggregated GSL water level is a straight line. According to Section 2, the slope of the fitted line should equal to H − 1. Therefore, the Hurst parameter estimated by absolute value method is 0.564.
Variance of Residuals Method [32]
As discussed in Section 2, the method uses the least-squares method to fit a line to the partial sum of each block m. In Fig. 6 , Figure 6 . Hurst parameter estimation of Great Salt Lake data using variance of residuals method a log-log plot of the aggregation level versus the average of the variance of the residuals after the fitting for each level is a straight line with slope of H/2. The result shows H = 0.595.
Periodogram Method [32]
Figure 7. Hurst parameter estimation of Great Salt Lake data using periodogram method
In Fig. 7 , the logarithm of the spectral density of the GSL water level versus the logarithm of the frequencies has been plotted. The slope in the figure provides an estimate of H = 0.662. The GSL elevation time series is divided into 3 windows with window size 1000. The Hurst parameter is estimated in each window. As shown in Fig. 8 , the mean value of the Hurst parameter estimations by local wavelet based method is 0.67707 with a 95% confidence interval.
Wavelet Based Method

FrFT Based Estimator
With the order of FrFT equals to 0.5 which results in the minimum variance for estimating Hurst parameter of GSL data, we get the Hurst parameter estimation as shown in Fig. 9 . Similarly, the GSL elevation time series is divided into 3 win- dows with window size 1000. The Hurst parameter is estimated within each window. It can be observed from the picture that the mean value of the estimated local Hurst parameters is 0.65467 with a 95% confidence interval.
For the differences of GSL levels, all the above Hurst parameter estimation methods except aggregate variance method give out results between 0.5 and 1.0. Each estimator looks at a different property of a given time-series. Thus, applying all those estimators to the GSL water-surface-elevation data provides with a more complete overall picture of its possible self-similar nature. From the experimental results, we can conclude that the difference of the GSL water-surface-elevation data possesses longrange dependence and it is possible to improve the performance of modeling and forecasting it by using ARFIMA.
MODELING AND FORECASTING WITH ARFIMA
According to the facts shown in Section 3, ARFIMA model may give a better fit for the GSL water-surface-elevation data. The estimation and forecast of ARFIMA model in this section is based on the ARFIMA package for Ox [33, 34] .
The Exact Maximum Likelihood (EML) method is chosen for estimating the parameters of ARFIMA model. Let y be the sample time series. The log-likelihood of the estimation is sim-
where z = y − µ with µ the mean value of y; β is the regression parameter in z = βx where x is a vector with all ones; σ 2 ε is the variance of ε t in (7); T is the size of sample series and σ is a Toeplitz matrix of autocovariances of y. By writing σ = Rσ 2 ε , (11) becomes:
Then, by differentiating both sides with respect to σ 2 ε , we have
Finally, the concentrated likelihood is like:
According to the results of Hurst parameter in the pervious section, 0.1 is chosen for the d parameter. The length of the available GSL elevation time series is 3051. First, the differences of the first 3027 (1880.1 ∼ 2006.2) data samples are used as experimental time series for fitting ARFIMA model. Then, the identified model will be used for forecasting the GSL water-surfaceelevation data of the next year, which are the rest 24 measurements. After that, different amounts of data samples are used for estimating the ARFIMA model, and the same 24 measurements are forecasted. The standard deviation of each forecasting is recorded and plotted as shown in Fig. 10 . The samples which are used for forecasting are 1-3027, 500-3027, 1000-3027, 1500-3027, 2000-3027, 2500-3027 and 2800-3027. It can be observed from Fig. 10 that the more samples for training the model the more accurate the forecast will be. It is indicated by the standard deviation of the forecasts is getting smaller as the amount of data samples used for estimating is getting bigger. This may also indicates the existing of long-range dependence.
Alternatively, the same amount of samples (1-2911) is used for estimating the ARFIMA model. With the fitted ARFIMA model, the different amounts of future samples are forecasted. Similarly, the standard deviation of each forecasting is recorded and plotted as shown in Fig. 11 . The forecasted amounts are 20, forecasting is the bigger the standard deviation will be. It means that using same length of the time series for training the model, shorter forecasting time will result in more accurate results. Now, the measurements from 1880-2002 are used for estimating the ARFIMA model and forecasting the levels of 2002-2007. The forecast is compared with the true GSL levels as shown in Fig. 13 . In one step ahead, Fig. 12 is the forecast for the differences of each adjacent measurements. The d parameter is set to 0.1. The mean error of the forecasting is -0.0085977, and the standard deviation is 0.15670. As we can tell, the absolute value of the mean error is very small. In Fig. 12 , the x-axis is the forecasting time scale and the y-axis is the difference of adjacent measurements of GSL levels. The blue line is the actual differences of GSL elevations from 2002.4-2007.2 while the red one with x mark is the forecasted differences. As shown in the picture, the forecasted time series fit the actual time series well. It successfully characterizes the changes in the actual GSL time series. Fig. 13 , the prediction by ARMA model it is less accurate than the prediction by ARFIMA model.
In conclusion, the ARFIMA model is capable in forecasting the GSL elevation time series and it has better performance than the ARMA model.
CONCLUSION
This paper shows that the Great Salt Lake water-surfaceelevation time series possess long-range dependence which is validated by six Hurst parameter estimation methods. The LRD property of GSL elevation time series explains the insufficiency of conventional methods on modeling and prediction and opens up the possibility of implementing fractional order signal processing techniques.
In this paper we also show that ARFIMA model can successfully characterize the GSL historical water levels and predict its future rise and fall. The forecast by ARFIMA model is more accurate than the forecast by ARMA model. It provides a powerful tool for forecasting the GSL elevation.
