Commutators of symmetries in characteristic 2  by Ellers, Erich W. & Villa, Oliver
Linear Algebra and its Applications 434 (2011) 1588–1593
Contents lists available at ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Commutators of symmetries in characteristic 2<
Erich W. Ellers a,∗, Oliver Villa b
a
Department of Mathematics, University of Toronto, 40 St. George Street, Toronto, Ontario, Canada M5S 2E4
b
SUPSI, University of Applied Sciences and Arts of Southern Switzerland, CH-6928 Manno, Switzerland
A R T I C L E I N F O A B S T R A C T
Article history:
Received 14 September 2010
Accepted 23 November 2010
Available online 18 December 2010
Submitted by R.A. Brualdi
AMS classification:
15A23
20H20
51F25
51N30
Keywords:
Factorization
Commutator
Quadratic form
Singular vector
Let V be a nonsingular vector space over a field K of characteristic 2
with |K| > 3. SupposeK is perfect andπ is an element in the special
orthogonal group SO(V) = Ω(V) with dim B(π) = 2d. The length
of π with respect to the symmetry commutators is d if B(π) is not
totally isotropic; otherwise it is d + 1.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let G be a group and let S be a set of generators for G. If π is an element in G, then π = s1 · · · sk ,
where all si, i = 1, . . . , k, are elements in S. The length (π) of π with respect to S is the minimal k
for which such a factorization exists. Bachmann [1] coined the phrase length problem for the task to
determinine (π) for each π ∈ G.
For certain groups G and certain generating systems S it is possible to determine (π) for each π
in G. For example for the orthogonal groups over fields of characteristic not 2 the length problemwith
respect to symmetries was solved by Scherk [9]. Further, Dieudonné [3] solved the length problem for
several other classical groups. For more references, see e.g., Ellers [5].
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If Q is a nondegenerate singular quadratic form on a nonsingular vector space V over a field K , then
the commutator subgroup G = Ω(V) of O(V) is generated by the set of symmetry commutators. A
symmetry commutator is an element of the form τστ−1σ−1, where τ, σ are symmetries. In [6] and
[7], the length problem for G = Ω(V)with respect to the set of symmetry commutators is considered
for fields of characteristic distinct from 2. In this paper we assume that the characteristic of K is 2,
|K| > 3, and K is perfect. The restriction to perfect fields is motivated by Proposition 3.3. In the proof
below we need that every element in the field is a square, e.g., in the proof in Proposition 4.1. Under
these conditions we solve the length problem for Ω(V)with respect to the symmetry commutators:
Theorem. Let V be a vector space over a perfect field K of characteristic 2 and |K| > 3. Let π ∈ SO(V) =
Ω(V) and dim B(π) = 2d. The length of π with respect to the symmetry commutators is d if B(π) is not
totally isotropic; otherwise it is d + 1.
The proof of the theorem requires an analysis different from the case of characteristic not 2.
2. Notation
In this section we shall give some definitions, and we shall collect a number of facts that can be
stated independently of the characteristic of the field K .
Let V be a vector space of dimension n over a field K where |K| > 2, equipped with a quadratic
form Q (see [2, Section 16]), i.e., for α ∈ K and v,w ∈ V we have Q(αv) = α2Q(v) and Q(v + w) =
Q(v)+Q(w)+ f (v,w) for some bilinear form f . Two vectors v,w ∈ V are called perpendicular, v ⊥ w,
if f (v,w) = 0. A vector v ∈ V is called isotropic if f (v, v) = 0 and singular if Q(v) = 0. The subspace
W of V is called totally isotropic if f (u,w) = 0 for all u,w ∈ W and totally singular if Q(w) = 0 for all
w ∈ W . A totally singular subspace is also totally isotropic, but the converse is not necessarily true.
The subspaces radW = W ∩ W⊥ and SW = {x ∈ radW | Q(x) = 0} are called the radical of W
and the singular (see [4]) or singular radical of W , respectively. The space W is said to be nonsingular
or nondegenerate if radW = 0.
We shall always assume that V is nonsingular, i.e., rad V = 0. The orthogonal group on V, denoted
O(V), is the set of isometries, i.e., of all transformations that preserve the value of Q . The commutator
subgroup of O(V) will be denoted by Ω(V). For π ∈ O(V) define the path B(π) := im(π − 1) and
the fix F(π) := ker(π − 1).
Let z ∈ V with Q(z) = 0. The mapping
σz : V → V : x → x − f (x, z)
Q(z)
z
is called a reflection in z⊥, or a symmetry.
If π ∈ O(V) is a product of k symmetries, then dim B(π) ≡ kmod 2 [10, Corollary 11.14].
If π ∈ O(V) and K = GF(2), then there are symmetries σi, such that π = σ1 · · · σk and k =
dim B(π) or k = dim B(π) + 2 [10, Theorem 11.39].
The transformationπ is an element in the special orthogonal group SO(V) ifπ ∈ O(V) and dim B(π)
is even.
If π ∈ O(V) and K = GF(2), then π ∈ SO(V) if and only if π is a product of an even number of
symmetries [10, Theorem 11.44].
Let u ∈ V and σu the reflection in u⊥. The spinorial norm Θ(σu) = Q(u) · K.2.
If π ∈ O(V), then π = σ1 · · · σk and Θ(π) = Θ(σ1) · · ·Θ(σk) · K.2 [10, Theorem 11.50].
From now on we also assume that V contains at least one singular vector distinct from zero.
Ω(V) = {π ∈ SO(V) | Θ(π) = K.2} [10, Theorem 11.51].
If K = K2, then Ω(V) = SO(V).
3. Symmetry commutators
Let V be a nonsingular orthogonal vector space over a field K with dim V = n. Assume |K| > 3.
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Let v be a nonsingular vector in V and σv the symmetry with respect to v
⊥. By [4, Lemma 5]
σv : x → x − f (x, v)Q(v)−1v.
Let a ∈ V and b = a − f (a, v)Q(v)−1v. If b = a, then v is a multiple of b − a and−f (a, v) = 0, so
−f (a, b − a) = 0.
Lemma 3.1. Suppose σu, σv, and σw are symmetries. If σuσw = σwσu but σuσv = σvσu and σvσw =
σwσv, then σu(σvσwσv) = (σvσwσv)σu.
Proof. Clearly σvσwσv = σσv(w) and
f (σv(w), u) = f
(
w − f (w, v)
Q(v)
v, u
)
= − f (w, v)
Q(v)
f (v, u) = 0. 
Definition 3.2. An element ψ ∈ O(V) is a symmetry commutator if ψ = σuσvσuσv = σuσw , where
σu and σv are symmetries with respect to u
⊥ and v⊥, respectively, and w = σv(u).
The commutator subgroup Ω(V) is generated by symmetry commutators [10, Theorem 11.45].
Proposition 3.3. A nonidentity product of symmetries σuσw is a symmetry commutator if and only if
Q(u)K.2 = Q(w)K.2 and f (u,w − u) = 0.
Proof. Ifψ = σuσvσuσv, where σu and σv are symmetries, thenψ = σuσw , where w = σv(u). From
[4, p. 105 bottom] we get Q(w) = Q(u) and f (u,w − u) = 0.
Conversely, assumeψ = σuσw ,whereQ(u)K.2 = Q(w)K.2 and f (u,w−u) = 0. Sinceσαw = σw
for all α ∈ K., we may assume Q(w) = Q(u). By [4, p. 105 bottom], there is some symmetry σv such
that σv(u) = w. Thus
σuσw = σuσσv(u) = σuσvσuσv,
a symmetry commutator. 
Remark 3.4. If char K = 2, then f (u,w−u) = 0 can be omitted in Proposition 3.3. Indeed,Q(−w) =
Q(w); also f (u,w − u) = 0 and f (u,−w − u) = 0 yields f (u, u) = 0, a contradiction. Proposition
3.3 serves the same purpose as Proposition 1 in Hahn [6].
4. Length theorem
We shall establish the validity of our theorem through a string of propositions and lemmas.
From now on assume that K is a perfect field with char K = 2 and |K| > 3.
Proposition 4.1. Suppose n ≤ 3. If π ∈ Ω(V) and π = 1, then π is a symmetry commutator.
Proof. Observe that n = 2 because V is symplectic and nonsingular. The transformation π lies in
Ω(V) ⊂ SO(V), thus [10, Theorem 11.39] implies that dim B(π) = 2, π = σuσv, and Q(u),Q(v) ∈
K.
2
since K is perfect. Therefore Q(u)K.
2 = Q(v)K.2. Also, f (u, v) = 0, otherwise V would be
totally isotropic. 
Proposition 4.2. If π ∈ Ω(V) is a product π = ψ1 · · ·ψk of symmetry commutators ψi, then k ≥
1
2
dim B(π). If B(π) is totally singular, then k ≥ 1
2
dim B(π) + 1.
Proof. This is a direct consequence of [10, Theorem 11.39] becauseψi = σuiσvi for ui, vi ∈ V . 
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Lemma 4.3. Suppose π ∈ O(V) and dim B(π) = 2. If B(π) is not totally isotropic, then π is a symmetry
commutator.
Proof. Indeed, π = σuσw , where f (u,w) = 0, otherwise π is an involution and therefore B(π) ⊂
F(π), i.e., B(π) is totally isotropic. 
Definition 4.4. Suppose S is a set of symmetries. A symmetry σ with respect to S is central in S if σ
commutes with all symmetries in S.
Clearly, the symmetry σ is central in S if and only if σ is in the center of the group generated by S.
Let S = {σv1 , . . . , σvk}. If no element in S is central in S, then for each l ∈ {1, . . . , k} there is some
m ∈ {1, . . . , k} such that f (vl, vm) = 0, i.e., σvl and σvm do not commute.
Lemma4.5. Letσi , i = 1, . . . ,mbe symmetries. If none of the elements in S = {σ1, . . . , σl, σk, . . . , σm}
is central in S, then none of the elements in S′ = {σ1, . . . , σl, σlσkσl, . . . , σm} is central in S′.
Proof. If σi is central in S
′, then σiσj = σjσi for all j = k. Also, σiσlσkσlσi = σlσkσl and thus
σlσiσkσiσl = σlσkσl . Therefore σiσk = σkσi.
If σlσkσl is central in S
′, then σlσkσlσl = σlσlσkσl and thus σkσl = σlσk .
Further, σiσlσkσlσi = σlσkσl and therefore σiσkσi = σk which shows that σk is central in S. 
Lemma 4.6. If π = σv1σv2σv3σv4 , where σvi is a symmetry for i = 1, . . . , 4, and {σv1 , σv2 , σv3 , σv4}
has no central element, then π is a product of two symmetry commutators.
Proof. Clearly, σviσvj = σvjσσvj (vi). By Lemma 4.5 we may assume that f (v1, v2) = 0.
If f (v3, v4) = 0, then we are finished.
Now we assume f (v1, v2) = 0 and f (v3, v4) = 0.
By the assumption of our lemma, either f (v1, v3) = 0 or f (v2, v3) = 0 and f (v1, v4) = 0 or
f (v2, v4) = 0.
We may assume that f (v1, v4) = 0 and we have to consider the two cases:
1. f (v2, v3) = 0 and
2. f (v1, v3) = 0 if f (v2, v3) = 0.
In the first case, put σvi = σi. Clearly σ1σ2σ3σ4 = σ1σ4σ4σ2σ4σ4σ3σ4 = σ1σ4(σ4σ2σ4)(σ4σ3σ4),
so π = σt1σt2σt3σt4 (t1 = v1, t2 = v4, t3 = σ4(v2) and t4 = σ4(v3)), where f (t1, t2) = 0 since
f (v1, v4) = 0, and f (t3, t4) = 0 since f (v2, v3) = 0.
In the second case, σ1σ2σ3σ4 = (σ1σ2σ1)σ3(σ3σ1σ3)σ3σ3σ4 = (σ1σ2σ1)σ3(σ3σ1σ3)(σ3σ4σ3)
since σ3 and σ4 commute.
We obtain π = σt1σt2σt3σt4 (t1 = σ1(v2), t2 = v3, t3 = σ3(v1) and t4 = σ3(v4)),
where f (t3, t4) = 0 since f (v1, v4) = 0 and f (t1, t2) = 0 since f (v2, v3) = 0; indeed,
f (t1, t2) = f (σ1(v2), v3) = f
(
v2 − f (v2,v1)Q(v1) v1, v3
)
= − f (v2,v1)
Q(v1)
f (v1, v3) = 0 since f (v1, v2) = 0 and
f (v1, v3) = 0. 
Remark 4.7. Let π be an orthogonal transformation and π = σ1 · · · σk , where σi is a symmetry σvi
with vi ∈ B(π). Let S = {σ1, . . . , σk}. Put vi = v for some i. If σv is central in S, then πσvπ−1 =
σπ(v) = σv. Thus for all x ∈ V
f (x, π(v))
Q(π(v))
π(v) = f (x, v)
Q(v)
v.
Thereforeπ(v) = αv for someα ∈ K andQ(π(v)) = α2Q(v) = Q(v) and soα = 1 and consequently
v ∈ B(π) ∩ F(π).
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Proposition4.8. Ifπ is anorthogonal transformationwithdim B(π) = 4andB(π) is not totally isotropic,
then π is a product of two symmetry commutators.
Proof. Since B(π) is not totally singular, π = σv1σv2σv3σv4 and B(π) = 〈v1, v2, v3, v4〉. Since B(π)
is not totally isotropic, we may assume that f (v1, v2) = 0. If S = {σv1 , σv2 , σv3 , σv4} has no central
element, the proposition follows from the lemma. If σv3 is central in S, then π = σv1σv3σv2σv4 and
v3 ∈ rad B(π). Since K = GF(2), there exist α, β ∈ K − {0} such thatw = αv1 + βv3 is nonsingular.
Let τ = σv1σv3σw . By [10, Corollary 11.14] the transformation τ is a symmetry σx , where x ∈ 〈v1, v3〉,
also x /∈ rad B(π), otherwise σx = σv3 and consequently σv1 = σw , a contradiction. Therefore
σv1σv3 = σxσw and π = σxσwσv2σv4 . If σv4 is central, we proceed in the same way. Now π can be
written as a product of four symmetries, none of which is central in S. Hence π is a product of two
symmetry commutators. 
Proposition 4.9. Suppose π ∈ O(V) such that B(π) is not totally isotropic. If dim B(π) = 2k, then π is
a product of k symmetry commutators.
Proof. The cases k = 1 and k = 2 are dealt with in Lemma 4.3 and Proposition 4.8, respectively. Now
suppose k > 2. We proceed by induction.
Suppose that the proposition is true for k − 1 and consider an orthogonal transformation π that
is not totally singular with dim B(π) = 2k. Since π is not totally singular, it can be written as a
product of 2k symmetries: π = σv1σv2σv3σv4 · · · σv2k−1σv2k . Since B(π) is not totally isotropic, we
may assume that f (v1, v2) = 0. The transformation σv1σv2σv3σv4 can be written as a product of two
symmetry commutators: σv1σv2σv3σv4 = σv′1σv′2σv′3σv′4 with f (v′1, v′2) = 0 and f (v′3, v′4) = 0. Hence
π = σv′1σv′2σv′3σv′4 · · · σv2k−1σv2k . Put σv′3σv′4σv5σv6 · · · σv2k−1σv2k = π ′. Since f (v′3, v′4) = 0 and the
mapping π ′ is not totally isotropic, we can use induction to conclude that π ′ is a product of k − 1
symmetry commutators and hence π is a product of k symmetry commutators. 
Lemma 4.10. If π is an orthogonal transformation with dim B(π) = 2 and B(π) is totally isotropic but
B(π) is not totally singular, then π is a product of two symmetry commutators.
Proof. Clearly, π cannot be a symmetry commutator because B(π) is totally isotropic. The inclusion
B(π) ⊂ F(π) implies dim V ≥ 4. Since B(π) is not totally singular, π = σu1σu2 (see [10, Theorem
11.39] or [5, Theorem 33(i) and Lemma 9]). There is some nonsingular vector v ∈ V \ (u⊥1 ∪ u⊥2 ).
Indeed, there is some a ∈ V \ (u⊥1 ∪ u⊥2 ) and clearly a + αu1 ∈ V \ (u⊥1 ∪ u⊥2 ) for all α ∈ K . Further,
Q(a+αu1) = Q(a)+α2Q(u1)+αf (a, u1) = 0 for someα ∈ K sinceK = GF(2). Soπ = σu1σvσvσu2 ,
a product of two symmetry commutators. 
Proposition 4.11. If π is an orthogonal transformation with dim B(π) = 2k and B(π) is totally isotropic
but not totally singular, then π is a product of k + 1 symmetry commutators but not of k symmetry
commutators.
Proof. The transformation π is not a product of k symmetry commutators; indeed, if π = σv1σv2 · · ·
σv2k−1σv2k is a product of k symmetry commutators σv2i−1σv2i for i = 1, . . . , k, then v2i−1, v2i ∈ B(π)
and f (v2i−1, v2i) = 0, which contradicts that B(π) is totally isotropic.
Now we show that π is a product of k + 1 symmetry commutators.
The case k = 1 is given by Lemma 4.10.
We consider an orthogonal transformationπ where B(π) is totally isotropic but not totally singular
and dim B(π) = 2k. Clearly, π can be written as a product of 2k symmetries: π = σv1σv2σv3σv4 · · ·
σv2k−1σv2k . The symmetries commute with each other because B(π) is totally isotropic. The transfor-
mation ι = σv1σv2 is orthogonal with dim B(ι) = 2 and B(ι) is totally isotropic but not totally singular
since v1 ∈ B(ι). Therefore ι is a product of two symmetry commutators: ι = σv1σv2 = σv′1σv′2σv′3σv′4
with f (v′1, v′2) = 0 and f (v′3, v′4) = 0. Hence π = σv′1σv′2σv′3σv′4σv3σv4 · · · σv2k−1σv2k . The product
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σv′3σv′4σv3σv4 · · · σv2k−1σv2k is not totally isotropic and hence, by Proposition 4.9, it is a product of k
symmetry commutators. We conclude that π is a product of k + 1 symmetry commutators. 
Lemma 4.12. If π is an orthogonal transformation with dim B(π) = 2 and B(π) is totally singular, then
π is a product of two symmetry commutators.
Proof. Clearly, π cannot be a symmetry commutator because B(π) is totally isotropic. Pick a non-
singular vector v not in F(π) (there is always such a vector: take a vector a not in F(π); if a is singular,
choose a vector b = 0 ∈ B(π), then a+ b is not singular, in fact Q(a+ b) = Q(a)+Q(b)+ f (a, b) =
f (a, b) = 0). Now dim B(πσv) = 3 and B(πσv) is not totally singular, hence πσv is a product of 3
symmetries: πσv = σv1σv2σv3 , where vi ∈ B(πσv). The path B(πσv) = B(σv1) + B(σv2) + B(σv3) =
B(π)+Kv and B(πσv)⊥ = F(π)∩ v⊥. Further, rad B(πσv) = (B(π)+Kv)∩ F(π)∩ v⊥ = B(π)∩ v⊥
is singular and dim rad B(πσv) = 1. If the set {σv1 , σv2 , σv3} has a central element, say σvj , then
vj ∈ rad B(πσv). This is not possible, since rad B(πσv) is singular.
Clearly π = σv1σv2σv3σv and vi ∈ 〈B(π), v〉 for i = 1, 2, 3. Also vi = bi + λivwith bi ∈ B(π) and
bi = 0, λi ∈ K , otherwise π would be a product of two symmetries (if σv3 = σv, then π = σv1σv2 , a
contradiction; if σv2 = σv, thenπ = σv1σσv(v3), a contradiction; if σv1 = σv, thenπ = σvσv2σv3σv =
σvσv2σvσvσv3σv = σσv(v2)σσv(v3), a contradiction). We shall show that σviσv = σvσvi for some i. If
σviσv = σvσvi for i = 1, 2, 3, then f (vi, v) = f (bi + λiv, v) = f (bi, v) = 0 for i = 1, 2, 3. Clearly
dim〈b1, b2, b3〉 = 2 and 〈b1, b2, b3〉 = B(π), also v ∈ B(π)⊥ = F(π), a contradiction.
We conclude that the set {σv1 , σv2 , σv3 , σv} has no central element, since the set {σv1 , σv2 , σv3} has
no central element and σv does not commute with some σvj . Lemma 4.6 implies that π is a product of
two symmetry commutators. 
Proposition 4.13. If π is an orthogonal transformation such that dim B(π) = 2k and if B(π) is totally
singular, then π is a product of k + 1 but not of fewer symmetry commutators.
Proof. The case k = 1 is given by the preceding lemma.
We consider an orthogonal transformation π which is totally singular with dim B(π) = 2k.
Then π can be written as a product of k totally singular Siegel transformations ρi (see [8, 8.2.21]):
π = ρ1ρ2 · · · ρk−1ρk . The preceding lemma implies that ρ1 can be written as a product of two
symmetry commutators: ρ1 = σv′1σv′2σv′3σv′4 with f (v′1, v′2) = 0 and f (v′3, v′4) = 0. Hence π =
σv′1σv′2σv′3σv′4ρ2 · · · ρk−1ρk . The path B(π ′), where π ′ = σv′3σv′4ρ2 · · · ρk−1ρk , is not totally isotropic.
Henceπ ′ is a product of k symmetry commutators.We conclude thatπ is a product of k+1 symmetry
commutators. 
The theorem is proved.
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