Abstract. We consider polynomials that are orthogonal over an analytic Jordan curve L with respect to a positive analytic weight, and show that each such polynomial of sufficiently large degree can be expanded in a series of certain integral transforms that converges uniformly in the whole complex plane. This expansion yields, in particular and simultaneously, Szegő's classical strong asymptotic formula and a new integral representation for the polynomials inside L. We further exploit such a representation to derive finer asymptotic results for weights having finitely many singularities (all of algebraic type) on a thin neighborhood of the orthogonality curve. Our results are a generalization of those previously obtained in [7] for the case of L being the unit circle.
Introduction and statements of the results
The study of polynomials orthogonal over a closed rectifiable curve of the complex plane was initiated by Szegő in [20] , and later continued by Szegő himself and such authors as Smirnov, Keldysh, Lavrentiev, Korovkin, Suetin and Geronimous (see [17] for references and an overview of the developments until 1964). Polynomials orthogonal over several arcs and curves have also been studied, for instance (and without being exhaustive), by Akhiezer [1] , [2] , Widom [21] , Aptekarev [3] , Peherstorfer and coauthors [9] , [10] , [11] , [12] , [13] , and for an orthogonality measure with finitely many point masses outside the curve/arc, by Kaliaguine [5] , [6] .
Among the central questions that are often investigated figure the asymptotic behavior of the orthogonal polynomials and the distribution and location of their zeros. In this regard, the case of a closed curve has the peculiarity (not observed in that of an open arc) that the interior of its polynomial convex hull is non-empty 1 , giving more freedom of distribution to the zeros of the polynomials, and consequently, making the behavior of the polynomials themselves much less clear. The results of the present work clarify this question to a substantial extent for a single closed curve under analyticity conditions. Let L 1 be an analytic Jordan curve in the complex plane C and let h(z) be an analytic function in a neighborhood of L 1 such that h(z) > 0 for all z ∈ L 1 . Using the Gram-Schmidt orthogonalization process, we can form a unique sequence {p n (z)} ∞ n=0 of orthonormal polynomials over L 1 with respect to h(z), i.e., satisfying p n (z) = γ n z n + lower degree terms, γ n > 0, n ≥ 0,
In what follows, we are concerned with the asymptotic behavior of these polynomials as their degree n becomes large. With this generality, essentially the only known result is Szegő's strong asymptotic formula p n (z) = ∆ e (z; h) φ ′ (z)[φ(z)]
Here φ is the conformal map of the exterior Ω 1 of L 1 onto the exterior of the unit circle satisfying that φ(∞) = ∞, φ ′ (∞) > 0, ∆ e (z; h) is the so-called exterior Szegő function for the weight h, and (3) holds locally uniformly as n → ∞ on any open set Ω ρ ⊃ Ω 1 that is conformally mapped by φ onto the exterior of a circle about the origin of radius ρ < 1, and is such that ∆ e (z; h) is analytic on Ω ρ (see next subsection for details).
1
A well-known result by Widom [22] asserts that the zeros must accumulate, in the limit, on the polynomial convex hull of the support of the orthogonality measure.
For h(z) ≡ 1, this formula was established by Szegő in his paper [20] of 1921, while for an arbitrary positive analytic weight, it first appears in Chap. XVI of the first edition of his book [19] of 1939. So far as this writer can learn, progress in understanding the asymptotic behavior of p n (z) at the remaining points of the complex plane, that is, for z ∈ C \ Ω ρ , has only been made in the specific case of L 1 being the unit circle, the strongest result having being obtained recently in [7] . Here the authors use the Riemann-Hilbert approach for the asymptotic analysis of orthogonal polynomials to derive, for each p n (z) of sufficiently large degree, a series expansion in terms of certain recursively generated Cauchy transforms. This important result yields at once Szegő's asymptotic formula and an integral representation for p n (z) inside the unit circle, from which it is possible to distill the precise behavior of the polynomials under additional assumptions on the first singularities encountered by the exterior Szegő function. This has been done in [7] for finitely many polar singularities, as well as for two examples of an isolated essential singularity. Earlier related works (e.g., [18] ) are briefly described in the introduction of [7] .
In the present paper we extend the expansion of [7] to an arbitrary analytic curve. Our proof is not based on the Riemann-Hilbert method, it is rather direct and in some sense natural, which we believe will lead to applications to other systems of orthogonal polynomials. From the dominant term of the expansion we derive precise asymptotic formulas for p n (z) in a case where the exterior Szegő function has finitely many algebraic singularities in a thin neighborhood of L 1 . We state our results in Subsections 1.2 and 1.3 below, followed by their proofs in Section 2.
1.1. Preliminaries. In this subsection we introduce some notation to be used throughout, as well as the concepts involved in the asymptotic behavior of p n . In particular, we discuss the Szegő functions associated with the weight h. For a deeper discussion of these functions we refer the reader to Chap. X of [19] .
Given r ≥ 0, we set
If K is a set and f (z) a function defined on K, then K and ∂K denote, respectively, the closure and the boundary of K, and f (K) := {f (z) : z ∈ K}. Szegő functions. Let f (t) be an analytic function defined on a neighborhood of the unit circle T 1 such that f (t) > 0 for all t ∈ T 1 . The function
is analytic on C \ T 1 . Its restriction to D 1 is called the interior Szegő function for f , and we denote it by D i (w; f ). It is univocally determined by the properties
Property (a) easily follows by noticing that log f (t) is analytic in a neighborhood of T 1 , and therefore, the analytic continuation of D i (w; f ) to D 1 is given by the expression to the right of the = sign in (4) if integration is taken over a circle about the origin of radius slightly larger that 1. Property (b) is a consequence of that |D i (w; f )| 2 is the exponential of the Poisson integral of log f (t) (see, e.g., [14, Thm. 11.8] ).
The restriction of the function in (4) to E 1 is called the exterior Szegő function for f and we denote it by D e (w; f ). Notice that These considerations can be generalized to an arbitrary analytic Jordan curve L 1 as follows. Let Ω 1 be the exterior of L 1 , that is, the unbounded component of C \ L 1 , and let ψ = ψ(w) be the unique conformal map of
Let ρ ≥ 0 be the smallest number such that ψ has an analytic and univalent continuation from
For every r with ρ ≤ r < ∞, set
and let
be the inverse function of ψ. Observe that for every r > ρ, L r is an analytic Jordan curve. Then, given a weight function h(z) that is positive and analytic on L 1 , the exterior Szegő function ∆ e (z; h) for h is defined as
which is uniquely determined by the properties
Similarly, any conformal map ϕ(z) of the interior domain G 1 of L 1 onto the unit disk D 1 has an analytic and univalent continuation to some neighborhood of G 1 . Denoting its inverse by δ(w) :
which satisfies the properties (i) ∆ i (z; h) is analytic and never zero on
Although the interior Szegő functions as defined by (5) depend on the choice of ϕ, any two of them differ at most in a multiplicative constant of modulus 1. Hereafter we shall assume that one such ∆ i (z; h) has been fixed.
Let ρ be the smallest number larger than or equal to ρ such that ∆ e (z; h) is analytic on Ω ρ . By
To see this, consider the Schwarz function S(z) of the curve L 1 (see, e.g., [4] ), which is analytic and univalent in a neighborhood of L 1 , and is univocally determined by the property that S(z) = z for z ∈ L 1 . Indeed, S(z) is well-defined all over the band Ω b ρ ∩ G 1/b ρ , where it can be expressed in terms of the exterior conformal maps as
The kernel W (ζ, z). Let ϕ denote, as above, a conformal map of G 1 onto D 1 , and define the meromorphic kernel
That this kernel does not depend on the choice of ϕ can be easily verified from the fact that any other conformal map ϕ 1 of G 1 onto D 1 is related to ϕ through a Möbius transformation, that is,
where z 0 is that point of G 1 mapped by ϕ onto 0. Moreover, if we choose, as we may, a conformal map ϕ that does not vanish on Ω b ρ ∩ G 1 , then this ϕ has an analytic and univalent continuation from
is analytic in the variable ζ on G 1/b ρ \ {z}, with a simple pole at z of residue 1. We finish this subsection by noticing that positive analytic weights h(z) over L 1 are easy to generate because they are precisely those of the form
with V (z) a zero free analytic function in a neighborhood of L 1 .
The expansions.
Hereafter we will suppress h and simply write ∆ e (z) for ∆ e (z; h) and ∆ i (z) for
Fix a number r such that ρ < r < 1, and for each integer n ≥ 0, let us recursively define the following sequence of functions:
n (z) := 1, z ∈ C, and for all k ≥ 0,
, and
so that obviously (verify it by mathematical induction), for all k ≥ 0 ,
It follows that the two series
converge absolutely and locally uniformly in their respective regions of definition, provided n is so large that Λ r Λ ′ r M r r 2n 1/r − r < 1.
Let P n (z) be the nth monic orthogonal polynomial, that is,
n p n (z), n ≥ 0, where p n satisfies (1) and (2). Theorem 1.1. For every n satisfying (9), we have
and
Let us now consider the following slightly different sequence of integral transforms. For each fixed integer n ≥ 0, set g
and the following theorem holds true:
For every n satisfying (9), we have
In particular,
Remark 1.3. These expansions have been previously obtained in [7] for L 1 = T 
If ρ < r 1 < 1, then
Equalities (14) and (15) hold uniformly as n → ∞.
Of course, (13) and (14) are equivalent to
Formula (16) 1.3. Positive weights with algebraic singularities near L 1 . We can derive from (15) finer asymptotic formulas for P n if we know more about the singularities of both the exterior Szegő function and the map ψ. For instance, if h(z) ≡ 1, then ∆ e (z) ≡ 1, ∆ i (z) ≡ 1, and the behavior of P n inside L 1 only depends on geometric considerations and can be determined with great precision, for instance, when ∂Ω b ρ is a piecewise analytic curve, in which case the map ψ has finitely many singularities on the circle T b ρ , having an asymptotic expansion about each of them. We will not pursue the analysis of this case here as it is very similar to the one already carried out in [8] for polynomials orthogonal over the interior of an analytic curve with respect to area measure. Instead, we shall concentrate on a case where the behavior of P n is only influenced by the singularities of ∆ e (z), which are finitely many, all lying on the band G 1 ∩ Ω b ρ and of algebraic type. Let a 1 , a 2 , . . . , a s be s ≥ 1 distinct complex numbers all lying on a curve L ρ with ρ < ρ < 1. Let λ 1 ≥ λ 2 ≥ · · · ≥ λ s be such that λ k ∈ R \ {0, −1, −2, . . .} for all 1 ≤ k ≤ s, and let u be the number of subindexes k for which λ k = λ 1 , so that
Consider a weight of the form
where ω(z) is an analytic function on Ω σ for some ρ < σ < ρ, positive at ∞ and never zero on Ω 1 ∪ {a 1 , a 2 , . . . , a s }. Let the numbers ρ k , σ k , Θ k (1 ≤ k ≤ s) be defined from the a k 's by the relations
Let [σ k , ρ k ] be the segment joining σ k and ρ k , and define (see Figure 1 below) Figure 1 . Illustration of 9 singularities, a 6 , a 7 and a 8 are poles.
so that the exterior Szegő function for the weight h in (17) is analytic on Σ σ with a 1 , a 2 , . . . , a s being its only singularities on L ρ , since, indeed,
with the branches of the λ k -power functions chosen so that
In what follows, , where Γ denotes the Euler gamma function.
where r n (z) converges locally uniformly to 0 on
as n → ∞.
Several remarks are in order.
Remark 1.6. The proof of Theorem 1.5 yields the following estimates for the rate of decay of the functions r n (z) in (22) . If λ 1 = 1 and u = s, then for every compact set
Likewise, a better and generally exact estimate for the o-error term in (23) can be easily obtained from the proof of (23), though a somewhat tedious case comparison is required.

Remark 1.7. Many fine results on the location and distribution of the zeros of the polynomials P n (z) follow from Theorem 1.5(a). For instance:
(a) For every compact K ⊂ Ω ρ there is a number N K such that if n ≥ N K , then P n (z) has no zeros on K, and this is also true for any compact K ⊂ Ω ρ \ {a 1 , . . . , a s } whenever λ 1 < 1; (b) For every compact K ⊂ G ρ there is a number N K such that if n ≥ N K , then P n (z) has at most u − 1 zeros on K, counting multiplicities. (c) Let Z be the set of those points t ∈ C such that every neighborhood of t contains zeros of infinitely many polynomials
with angles θ 1 , . . . , θ u for which it is possible to find a subsequence {n j } j≥1 ⊂ N such that
(e) For each n ≥ 1, let µ n be the normalized counting measure of the zeros z n,1 , z n,2 , . . . , z n,n of P n , that is, µ n := n −1 n k=1 δ z n,k , where δ z denotes the Dirac unit point measure at z. Let µ Lρ be the equilibrium measure of the compact set L ρ , whose value at any given Borel set B ⊂ L ρ is
|dt|.
Then, the sequence {µ n } n≥1 converges in the weak*-topology to µ Lρ , i.e., for every continuous function f defined on C, lim n→∞ f dµ n = f dµ Lρ . Moreover, a result similar to Theorem 4 of [7] (see also Theorems 11.1 and 11.2 of [16] ) on the separation and speed of convergence to L ρ of the zeros of P n can be also obtained from (22) . (14), any measure µ that is the weak*-limit of some subsequence {µ n j } j≥1 is supported on L ρ and satisfies
On the other hand, it is not difficult to verify from (25) that
i.e., the logarithmic potential of µ coincides outside L ρ with that of µ Lρ , which, by a well-known theorem of Carleson [15, Thm. 4.13], implies that µ = µ Lρ .
Remark 1.8. Values of λ k ∈ {0, −1, −2, . . .} are purposely excluded because their corresponding factors (z − a k ) λ k would not create a singularity (but a zero) for ∆ e (z) at a k , and therefore, these factors may be simply regarded as being part of the function h(z). We also note that among the weights defined by (17) are those of the form
. For in such a case, h(z) can be also written in the form (17) as follows:
Proofs
Proof of Theorem 1.1. Let us denote by H n (z) the right-hand side of (10), which is originally defined on C \ L r ∪ L 1/r , and let us prove that H n (z) is indeed an entire function.
Let
which, in view of (7), is well-defined and analytic on Ω 1 . This function provides the analytic continuation of H n | Ω 1/r to Ω 1 , which follows from the very definition of H n | Ω 1/r , given that for all k ≥ 0 and z ∈ Ω 1/r (and by deforming L 1/r into L 1 ),
Moreover, by the residue theorem (deforming L 1 back into L 1/r in (26)), we find that for every z ∈
that is, the analytic continuation H + n of H n | Ω 1/r to Ω 1 coincides for values of z ∈ Ω 1 ∩G 1/r with H n | Ωr∩G 1/r as defined by (10) .
Similarly,
provides the analytic continuation of H n | Gr to G 1 , which for values of z ∈ Ω r ∩ G 1 coincides precisely with H n | Ωr∩G 1/r . Thus, H n (z) is an entire function and
By Liouville's theorem, H n (z) is a polynomial of exact degree n, whose leading coefficient is
Now, from the definition of H n | Ωr∩G 1/r we have
so that Theorem 1.1 will follow at once if we show that 1 2π
First, we obtain by making the change of variables z = ψ(w) that for all 0 ≤ m ≤ n,
where we have used that for z ∈ L 1 , h(z) = |∆ e (z)| −2 . Now, the function ψ ′ (w)[ψ(w)] m /∆ e (ψ(w)) is analytic on E 1 \ {∞} with a pole of order m at ∞, so that from its Laurent expansion at infinity we obtain that for certain coefficients a j (that depend on n and m),
On the other hand, from the definition of f
is indeed analytic in all of C \ T 1/r , and we obtain from its Taylor expansion about 0 that for certain coefficients b j (that depend on n and k),
Taking into account that f
n (z) ≡ 1, we then get (27) by combining (29), (30) and (31). Similarly, if ϕ is a conformal map of G 1 onto D 1 and δ(w) is its inverse, we have
where we have used that for
On the one hand, δ ′ (w)
On the other hand, from the definition of f (2k+1) n (z) and (6) we have that
is analytic on C \ ϕ(L r ) ⊃ E 1 and vanishes at ∞, so that its Laurent expansion at ∞ restricted to T 1 is of the form
Thus, (28) follows by inserting (33) and (34) in (32).
Proof of Theorem 1.2. Proceed just as in the proof of Theorem 1.1 above.
Proof of Corollary 1.4. Let r 1 and r be such that ρ < r 1 < 1/ρ, ρ < r < min r 1 , r
By inequalities (7) and (8), we see that
, z ∈ L r 1 ,
and we obtain from Theorem 1.1 that
Given that, again by (7), f
n (z) = O (r n ) uniformly in z ∈ L r 1 as n → ∞, we get from (35) that (14) holds uniformly in z ∈ L r 1 , and by the maximum modulus principle for analytic functions, it also holds on Ω r 1 .
If now r 1 < 1, then from the definition of f (1) n (z) and the residue theorem we obtain that for all z ∈ L r 1 ,
which together with (35) yields that (15) holds for z ∈ L r 1 , and again by the maximum modulus principle for analytic functions, it also holds on G r 1 . Equality (13) follows, for instance, from (11) and (7), or from (12) .
Proof of Theorem 1.5. We first prove a proposition that will help the proof of Theorem 1.5 to go through smoothly. The following notation will be used. For each δ > 0 and t ∈ C, D δ (t) := {w : |w − t| < δ}, T δ (t) := {w : |w − t| = δ} = ∂D δ (t).
Let 0 < σ < ρ be given numbers, and define δ := ρ − σ. Suppose that v(t, z) is a function of two complex variables that is analytic in the variable t on the closed disk D 2δ (ρ) for each z ∈ E (E certain set), and that sup |v(t, z)| : (t, z) ∈ D 2δ (ρ) × E < ∞, so that, by the Cauchy integral formula, we also have that for every integer p ≥ 0, there is a constant
For β ∈ R \ {0, −1, −2, . . .}, let the function (t − ρ) −β be defined for t ∈ C \ (−∞, ρ] according to the branch of the argument −π < arg(t − ρ) < π , t ∈ C \ (−∞, ρ], and let
denote its boundary values from either side of the semi-line (−∞, ρ].
Proposition 2.1. With the notations above, and for every integer n ≥ 0, we have
uniformly in z ∈ E as n → ∞.
To prove the proposition, we first observe that for every integer p ≥ 0,
uniformly in z ∈ E as n → ∞. Therefore, if β is a positive integer, then we obtain from the Cauchy integral formula and (37) that
uniformly in z ∈ E as n → ∞. Next, consider a β that is not an integer. Letβ be the smallest nonnegative integer not less than β. Consecutive integrations by parts over T δ (ρ) yield
We can now deform T δ (ρ) into the two-sided segment [σ, ρ] without altering the value of this last integral, and so obtain from (39) and (37) that
On the one hand, there is some constant M 1 > 0 such that
On the other hand, for every integer n ≥ 0 and real α > −1, we have
so that by (41),
Then, from (40) and (42), and taking into account that
we obtain that (36) also holds if β is not an integer.
Having proven the proposition above, it is now easy to prove Theorem 1.5. Let us start by fixing a number σ with ρ < σ < ρ and such that ω(z) is analytic on Ω σ . Let the corresponding points ρ k , σ k (1 ≤ k ≤ s) and the sets Γ σ and Σ σ be defined as in (18)- (19) .
Let E ⊂ G 1 ∩ Σ σ and F ⊂ G σ be compact sets, and let ρ < r 1 < 1 be such that E ⊂ G r 1 . Then, according to (15) , we have that for all z ∈ G r 1 ⊃ E ∪ F ∪ {a 1 , . . . , a s },
Choose σ such that σ < σ < ρ, and if δ := ρ − σ, then the closed disks D 2δ (ρ k ), 1 ≤ k ≤ s, are pairwise disjoint, and
and the positively oriented contour
, where each segment [σ k , σ k ] is viewed as having two sides.
Since ω(z) is analytic on Ω σ and ∆ e (ψ(w)) = ω(ψ(w))
we have that for all z ∈ E ∪ F ∪ {a 1 , a 2 , . . . , a s }, the function (in the variable w) F (w, z) := ∆ e (ψ(w))∆ i (ψ(w))W (ψ(w), z) ψ ′ (w)
is analytic on {w : σ < |w| < 1} \ Γ σ (with the exception of the point φ(z) in case z ∈ E, where it has a simple pole) with continuous boundary values on T 1 ∪ Γ σ \ {ρ 1 , ρ 2 , . . . , ρ s } when viewing each segment [σ k , ρ k ) as having two sides. Consequently, by deforming in (43) T 1 into C b σ (and applying the residue theorem in case z ∈ E) we obtain that ∆ e (∞)P n (z) [φ ′ (∞)] −n−1/2 − ∆ e (z) φ ′ (z)[φ(z)] n , z ∈ E, 0, z ∈ F ∪ {a 1 , a 2 , . . . , a s }, If we now specify − π < arg(t − ρ) < π , t ∈ C \ (−∞, ρ] , (47) − π < arg(t) < π , t ∈ D 2δ (ρ), (48) we see from (44), (45) and (6) that for every 1 ≤ k ≤ s,
where F k (t, z) is analytic (as a function of t) on the closed disk D 2δ (ρ) for every z ∈ E ∪ F ∪ {ρ j : j = k}, and
Hence we get from the proposition proven above that for every z ∈ E ∪ F ∪ {a j : j = k},
Thus, part (a) of Theorem 1.5 follows from (46), (49) and (50). Part (b) follows similarly. The function W (ψ(w), a j ) is analytic in {w : σ < |w| < 1, w = ρ j }, with a simple pole at ρ j of residue φ ′ (a j ), and with the specifications (47) and (48), we have
where U j (t) is analytic on D 2δ (ρ) and
so that 1 2πi T δ (ρ j ) F (w, a j )w n dw = e i(n−λ j )Θ j 2πi
and part (b) of the theorem follows by combining (46), (50), (51) and (52).
