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RÉSUMÉ. eXplicit Control Protocol (XCP) est un protocole de transport qui contrôle efcacement
l’Øvolution de la fenŒtre de congestion de l’Ømetteur, Øvitant ainsi la phase de slow-start et
d’Øvitement de congestion. XCP nØcessite cependant la collaboration de tous les routeurs sur le
chemin de la source vers le rØcepteur, ce qui est pratiquement impossible à rØaliser en rØalitØ,
sinon ses performances peuvent Œtre beaucoup moins bonnes que celles de TCP. Cette forte
dØpendance de XCP en des routeurs spØcialisØs limite considØrablement l’intØrŒt de dØployer
des routeurs XCP sur une portion du rØseau. Nous proposons dans cet article une extension de
XCP, appelØe XCP-i, qui permet d’interconnecter des nuages XCP avec des nuages non-XCP
sans perdre le bØnØce du contrôle prØcis de XCP sur la fenŒtre de congestion. Les rØsultats
de simulation sur des topologies correspondant typiquement à des scØnarios de dØploiement
incrØmental montrent que les performances de XCP-i sont bien supØrieures à celles de TCP sur
des liens à haut-dØbit.
ABSTRACT. eXplicit Control Protocol (XCP) is a transport protocol that efciently controls the
sender’s congestion window size thus avoiding the slow-start and congestion avoidance phase.
XCP requires the collaboration of all the routers on the data path which is almost impossible to
achieve in an incremental deployment scenario of XCP. If not, XCP’s performances are worse
than those of TCP thus limiting dramatically the benet of having XCP running in some parts
of the network. In this paper, we address this problem and propose XCP-i which is operable on
an internetwork consisting of XCP routers and traditional IP routers without loosing the benet
of the XCP control laws which allow the congestion window to jump directly to the optimal size.
The simulation results on a number of topologies that reect the various scenario of incremental
deployment on the Internet show that XCP-i outperforms TCP on high-speed links.
MOTS-CLÉS : Protocoles de transport, rØseaux haut-dØbit




























































Dans les rØseaux haut-dØbit oø la capacitØ des liens peut Œtre de l’ordre de plu-
sieurs Gbits/s, le protocole de transport TCP doit Œtre optimisØ pour pouvoir proter
du haut-dØbit : augmentation de la taille du socket buffer, augmentation de la valeur
maximale pour la fenŒtre de congestion. . . NØanmoins, ces rØglages donnent des per-
formances limitØes ; ce qui pØnalise le plus TCP c’est la lenteur de la phase d’Øvi-
tement de congestion oø la fenŒtre de congestion n’augmente que d’un paquet par
aller-retour. C’est pour tenter de rØsoudre ce problŁme que diffØrentes solutions ont
ØtØ proposØes. Par exemple, HSTCP (FLO 03) modie la fonction de rØponse de TCP
pour rØcupØrer plus rapidement le dØbit disponible mais aussi pour limiter les baisses
en dØbit faisant suite aux pertes de paquets. Ce comportement plus agressif affecte
l’ØquitØ intra et inter protocole. FAST TCP (JIN 04) est une amØlioration de TCP
Vegas qui utilise les variations du RTT pour anticiper les congestions. FAST TCP prØ-
sente de bonnes performances mais ne permet pas de prendre en compte les cas oø
l’augmentation du RTT n’est pas liØe à une congestion comme c’est le cas dans les
opØrations de re-routage par exemple. Alors que TCP, HSTCP et FAST TCP sont des
approches de bout-en-bout, XCP (KAT 02) appartient à la catØgorie des protocoles
avec assistance des routeurs. XCP utilise des routeurs spØcialisØs qui permettent de
signaler et d’informer de maniŁre trŁs prØcise sur l’Øtat de congestion dans le rØseau
permettant ainsi à la source de dØterminer la taille optimale de sa fenŒtre de congestion
et maximiser de cette façon l’utilisation des liens ainsi que le niveau d’ØquitØ.
XCP est donc une solution trŁs prometteuse. Plusieurs Øtudes ont montrØ analyti-
quement ses performances (LOW 05), ont proposØ des amØliorations pour le rendre
plus robuste (LOP 05) ou encore ont rØalisØ des Øtudes expØrimentales sur des implØ-
mentations rØelles (ZHA 05). Dans la plupart de ces Øtudes, le problŁme du dØploie-
ment incrØmental a ØtØ abordØ et il a ØtØ montrØ que la prØsence de routeurs non-XCP
entre la source et le rØcepteur dØgradait trŁs fortement les performances de XCP. Cette
forte dØpendance de XCP envers des routeurs spØcialisØs limite considØrablement l’in-
tØrŒt de dØployer des routeurs et des clients XCP. Dans (KAT 02) les auteurs proposent
un modŁle de dØploiement incrØmental basØ sur la crØation de nuages XCP avec des
routeurs de bordure qui traduisent les ux non-XCP vers XCP. Cependant cette idØe
trŁs complexe n’a pas ØtØ dØveloppØe ni testØe. Nous proposons donc dans cet article
une extension de XCP, appelØe XCP-i (XCP inter-opØrable), qui permet d’intercon-
necter des routeurs XCP et des routeurs non-XCP. XCP-i permet de conserver intact
les couches de contrôle de XCP. Les nouvelles fonctionnalitØs apportØes par XCP-i
n’augmentent que lØgŁrement la complexitØ du protocole XCP. Les rØsultats de simu-
lation sur des topologies correspondant typiquement à des scØnarios de dØploiement
incrØmental montrent que nos extensions sont efcaces.
L’article est organisØ de la maniŁre suivante : la section 2 rappelle le fonctionne-
ment de base de XCP. La section 3 prØsente les objectifs de XCP-i et les mØcanismes
que nous proposons pour dØtecter les nuages non-XCP et prendre en compte les res-
sources disponibles à l’intØrieur de ces nuages. La section 4 prØsente les rØsultats de
simulation. Nous discuterons de quelques limitations dans la section 5 et conclurons



























































2. Le protocole XCP
2.1. Description gØnØrale
XCP (KAT 02) (eXplicit Control Protocol) est un protocole qui utilise l’assistance
des routeurs pour informer prØcisØment l’Ømetteur des conditions de congestion du
rØseau. Les paquets de donnØes XCP comportent un en-tŒte de congestion, rempli par
l’Ømetteur, qui contient la taille actuelle de la fenŒtre de congestion de celui-ci (le
champ H_cwnd), l’estimation du temps aller-retour (le champ rtt) et une valeur ap-
pelØe feedback (le champ H_feedback), qui indique à l’Ømetteur un incrØment (si
elle est positive) ou un dØcrØment (si elle est nØgative) à appliquer à sa fenŒtre de
congestion. Le champ H_feedback est le seul qui peut Œtre modiØ par les routeurs
XCP en fonction des valeurs des 2 autres champs. Quand le rØcepteur reçoit un pa-
quet de donnØes, il recopie l’en-tŒte du paquet dans l’en-tŒte d’un paquet d’accusØ de
rØception (ACK) qui sera envoyØ vers l’Ømetteur.
À la rØception de l’ACK, l’Ømetteur mettra à jour la taille de sa fenŒtre de conges-
tion de la maniŁre suivante : cwnd = max(cwnd + H_feedback, packetsize), oø
cwnd est exprimØ en octets. Le mØcanisme central d’un routeur XCP est basØ sur l’uti-
lisation d’un contrôleur d’efcacitØ (EC) et d’un contrôleur d’ØquitØ (FC) qui rØalisent
la mise à jour de feedback pendant un intervalle de contrôle Øquivalent à la moyenne
des RTT. L’EC a la responsabilitØ de maximiser l’utilisation de la bande passante tout
en minimisant le nombre de paquets rejetØs et le FC de partager les ressources de fa-
çon Øquitable. Il va assigner à feedback une valeur proportionnelle à la bande passante
disponible (S), dØduite de la diffØrence entre le trac entrant total et la capacitØ du lien
de sortie. La taille rØsiduelle Q de la le d’attente est Øgalement prise en compte. Dans
une deuxiŁme Øtape, le FC traduit cette valeur feedback globale (qui peut Œtre assi-
milØe à une valeur agrØgØe de bande passante disponible positive ou nØgative) en une
valeur feedback par paquet (qui sera ensuite placØe dans l’en-tŒte de chaque paquet
de donnØes) en suivant des rŁgles d’ØquitØ par ux similaires aux rŁgles AIMD de
TCP. Il faut noter qu’il n’y a pas d’Øtats par ux conservØs par le routeur XCP pour
exØcuter toutes ces opØrations. En effet, comme les paquet de donnØes d’un ux donnØ
portent dans leur en-tŒte la valeur actuelle de la fenŒtre de congestion et le RTT, il est
possible de calculer pour chaque ux le nombre de paquets envoyØs par fenŒtre de
congestion an d’assigner la bande passante disponible de maniŁre proportionnelle.
XCP est donc capable d’atteindre trŁs rapidement le dØbit optimal et de rØagir aussi
rapidement aux variations de bande passante. Cependant, dans le cas de cohabitation
avec TCP, XCP rØcupØrera moins de bande passante à cause du contrôle strict qu’il
impose sur le taux de pertes.
2.2. FragilitØ de XCP avec des routeurs non-XCP
Comme XCP repose sur des routeurs spØcialisØs pour estimer la bande passante
disponible tout le long du chemin, de l’Ømetteur jusqu’au rØcepteur, il est trŁs probable



























































fait rØfØrence à un routeur IP traditionnel, par exemple : Drop Tail, RED, etc. Un
nuage non-XCP est un ensemble de n routeurs non-XCP oø n > 1). Dans ce cas
nous pouvons aussi prØdire que XCP sera beaucoup moins performant que TCP car le
feedback calculØ ne prendra en compte que les ØlØments XCP sur le chemin ignorant
ainsi l’existence d’un Øventuel goulot d’Øtranglement.
Ce comportement a ØtØ dØmontrØ dans (ZHA 05) et nous incluons ici des simula-
tions qui montrent ces problŁmes pour rendre notre article plus clair. La gure 1 prØ-
sente 3 scØnarios : (a) montre un rØseau Internet typique avec des routeur non-XCP,
(b) montre un rØseau 100% XCP et (c) montre un scØnario de dØploiement incrØmental
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Figure 1. (a) scénario pour TCP, (b) et (c) scénarios pour XCP.
La gure 2 montre le comportement d’un unique ux TCP sur le scØnario (a) et
d’un unique ux XCP sur les scØnarios (b) et (c). L’Øvolution de la fenŒtre de conges-
tion (partie gauche de la gure) montre la courbe en dent de scie typique de TCP et
celle de XCP qui atteint rapidement la valeur optimale en Øvitant toujours la perte de
paquets. Pour XCP sur le scØnario (c), la fenŒtre de congestion est trŁs instable et dØ-
passe trŁs souvent celle de TCP. En effet, Øtant donnØ que les routeurs non-XCP ne sont
pas capable de faire la mis à jour du feedback portØe dans l’en-tŒte du paquet XCP
pour indiquer la capacitØ du goulot d’Øtranglement, le prochain routeur XCP utilisera
une valeur qui reŁte la bande passante disponible avant le nuage non-XCP, laquelle
est beaucoup plus grande que celle du goulot d’Øtranglement à 30 Mbits/s que nous
avons utilisØ dans notre scØnario. Dans ces simulation faites sur le simulateur ns, TCP
sur le scØnario (a) a envoyØ 215.004 Mo, XCP sur le scØnario (b) a envoyØ 223.808
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3. Extension de XCP pour l’interconnexion de réseaux hétérogènes
La section prØcØdente a montrØ les problŁmes de XCP à gØrer correctement les
nuages non-XCP. Cette section dØcrit le mØcanisme que nous proposons pour rendre
XCP performant dans un scØnario de dØploiement incrØmental. Nous appellerons XCP-
i cette nouvelle version de XCP (le caractŁre i dans ce cas indique le terme inter-
opØrable). Nous utiliserons alors le terme routeur XCP-i pour faire rØfØrence à un
routeur XCP avec des fonctionnalitØs d’inter-opérabilité. Rendre XCP inter-opØrable
doit cependant se faire avec le minimum de changements et plus particuliŁrement en
gardant le mØcanisme central et la philosophie de XCP qui consiste à Øviter de conser-
ver des Øtats par ux. Une des principales raisons à cela est qu’il existe actuellement
des implØmentations de XCP qui ont montrØ que cette implØmentation n’est pas tri-
viale (ZHA 05).
L’extension XCP-i ajoute deux nouvelles fonctionnalitØs : (i) la dØtection des pa-
quets qui ont traversØs un nuage non-XCP et (ii) la prise en compte de la bande
passante disponible dans le nuage non-XCP dans les calculs du feedback. Nous prØ-
senterons dans les sections suivantes comment nous avons implØmentØ ces nouvelles
fonctionnalitØs, toujours en conservant les mØcanismes centraux de XCP inchangØs.
3.1. XCP-i : architecture et algorithmes dans les routeurs
3.1.1. Détection d’un nuage non-XCP
XCP-i dØtecte les nuages non-XCP grâce au compteur TTL. Nous supposons que
tous les routeurs du rØseau sont capables de dØcrØmenter la valeur du TTL dans l’en-
tŒte du paquet IP avant d’envoyer le paquet sur le lien de sortie. Avec cette hypothŁse,
nous ajoutons un nouveau champ dans l’en-tŒte du paquet XCP appelØ xcp_ttl_, qui
est dØcrØmentØ uniquement par les routeurs XCP-i. Les champs TTL et xcp_ttl_
doivent Œtre initialisØs avec la mŒme valeur par l’Ømetteur. Dans un rØseau complŁ-
tement XCP, les champs TTL et xcp_ttl_ auront ainsi toujours la mŒme valeur. Par
contre, quand un routeur XCP-i reçoit un paquet avec un champ TTL plus petit que
xcp_ttl_, il peut conclure que ce paquet vient de traverser un nuage non-XCP. Cette
solution est simple, n’a besoin d’aucun Øchange de messages spØciques entre les
routeurs, et le temps de traitement de ce nouveau champ reste nØgligeable.
3.1.2. Détection des routeurs XCP de bordure
Quand un nuage non-XCP a ØtØ dØtectØ par un routeur XCP-i, XCP-i a besoin
de connaître l’identitØ du dernier routeur XCP-i avant le nuage non-XCP. En effet,
XCP-i va essayer de dØterminer la bande passante disponible entre les 2 routeurs
XCP-i placØs autour du nuage non-XCP. Pour pouvoir dØcouvrir l’identitØ du routeur
Ømetteur nous avons ajoutØ un nouveau champ dans l’en-tŒte du paquet XCP, appelØ
last_xcp_router_, qui contient l’adresse IP du dernier routeur XCP-i qui a traitØ
le paquet. Un routeur XCP-i devra simplement mettre son adresse IP dans ce champ



























































XCP est dØtectØ par un routeur XCP-i, celui-ci connaîtra automatiquement quel est
le dernier routeur XCP-i placØ de l’autre côtØ du nuage non-XCP. Encore une fois,
cette solution est simple, n’a besoin d’aucun Øchange de messages spØciques entre
les routeur XCP-i et le temps de traitement d’un paquet reste minimal.
3.1.3. Détermination de la bande passante disponible dans le nuage non-XCP
Tout d’abord, nous appellerons XCP-ik−1 et XCP-ik les 2 routeurs autour du nuage
non-XCP. L’idØe principale derriŁre XCP-i est de dØmarrer une procØdure d’estimation
de bande passante dans le routeur XCP-ik−1. Pour cela XCP-ik envoie une requŒte à
XCP-ik−1 et attend un accusØ de rØception pendant une pØriode xcp_req_timeout. Si
cet accusØ de rØception n’arrive pas à temps le processus est redØmarrØ. AprŁs 3 re-
quŒtes infructueuses, XCP-ik conclut que le chemin entre XCP-ik−1 et lui est rompu
ou n’existe pas. La procØdure d’estimation de bande passante sera re-exØcutØe aprŁs
la rØception d’un nouveau paquet de donnØes envoyØ par XCP-ik−1. Maintenant, si
la requŒte envoyØe a bien ØtØ reçue par XCP-ik−1, celui-ci devra envoyer un accusØ
de rØception à XCP-ik et essaiera de dØterminer la bande passante disponible entre
XCP-ik−1 et XCP-ik . Plusieurs algorithmes pour dØterminer la bande passante dispo-
nible ont ØtØ proposØs dans la littØrature scientique (par exemple packet pair, packet
train, etc.). Nous allons supposer que le routeur exØcutera un de ces algorithmes et
qu’il trouvera l’estimation la plus proche possible de la valeur rØelle (par exemple
les auteurs dans (SHR 05) ont montrØ que pathchirp (RIB 03), pathload (JAI 02) ou
Iperf (NLA 04) donnent des estimations trŁs proches de la valeur rØelle). Une fois que
la bande passante disponible, notØe BWk−1,k , sera obtenue elle devra Œtre envoyØe à
XCP-ik qui crØera une entrØe dans une table de hachage, en utilisant l’adresse IP de
XCP-ik−1, pour y conserver la bande passante disponible entre XCP-ik−1 et XCP-ik
(soit BWk−1,k). La procØdure d’estimation de la bande passante disponible devra Œtre
exØcutØe pØriodiquement par XCP-ik−1. Cette procØdure devra Œtre arrŒtØe aprŁs une
pØriode d’inactivitØ de XCP-ik−1 et l’entrØe correspondante dans la table de hachage
supprimØe.
Il est important que ce soit XCP-ik qui stocke la bande passante disponible (et
exØcute donc les mØcanismes XCP pour calculer le feedback comme il sera expliquØ
dans la prochaine section) et non XCP-ik−1 car celui-ci est incapable de diffØrencier
les paquets qui arriveront à XCP-ik de ceux qui arriveront à un autre routeur XCP-
i aprŁs d’avoir traversØ le nuage non-XCP (voir gure 3 pour un exemple). C’est la
raison pour laquelle XCP-ik−1 doit communiquer la bande passante disponible à XCP-
ik. Cette solution ne conserve pas d’Øtat par ux mais un Øtat par routeur XCP-i de
bordure, soit un nombre assez faible d’Øtats.
3.1.4. Le routeur virtuel XCP-iv
Quand XCP-ik reçoit un paquet qui a traversØ un nuage non-XCP, il vØrie si une
entrØe BWk−1,k existe dans la table de hachage pour last_xcp_router_. Si c’est
le cas, XCP-ik utilisera un routeur virtuel, XCP-ivk, pour calculer le feedback qui



























































est de simuler un routeur XCP-i placØ juste avant XCP-ik, avec un lien virtuel de sortie
reliØ à ce dernier routeur et une capacitØ Øgale à la bande passante disponible trouvØe
dans le nuage non-XCP. La gure 3 montre la structure logique du routeur XCP-ik
avec un routeur virtuel par nuage non-XCP.
Figure 3. Routeur XCP-i avec un routeur virtuel par nuage non-XCP.
Nous pouvons considØrer le routeur virtuel comme une entitØ logique qui rem-
place le nuage non-XCP. L’Øquation pour calculer le feedback dans XCP-iv est alors
similaire à l’Øquation utilisØe par XCP (nous pouvons donc rØutiliser le code XCP
original) :
feedbackXCP−ivk = α.rtt.BWk−1,k − β.Q [1]
Les valeurs de α et β sont celles de l’algorithme XCP. rtt et Q sont respectivement la
moyenne du RTT et la taille rØsiduelle de la le d’attente du routeur XCP-i qui contient
le routeur virtuel. Dans l’Øquation (1) BWk−1,k remplace donc S dans l’Øquation
originale de XCP. De cette maniŁre le routeur virtuel n’a pas besoin de connaître le
trac entrant (voir la section 2.1) car une fois que feedback est mis à jour par le
routeur virtuel, XCP-ik exØcutera tous les calculs nØcessaires pour trouver son propre
feedback comme le ferait un routeur XCP normal.
3.2. XCP-i : architecture dans les noeuds terminaux
Il est possible que lors d’un dØploiement incrØmental de XCP, l’Ømetteur ou le
rØcepteur, ou bien les deux, ne se trouvent pas connectØs directement à un routeur
XCP. Par exemple, la gure 4 montre un scØnario oø les routeurs XCP-i ont ØtØ placØs
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Figure 4. Déploiement asymétrique : Optimisation du côté du récepteur
Dans ce cas, des parties de l’algorithme XCP-i devront aussi Œtre supportØes par



























































l’Ømetteur devra Œtre capable d’initialiser une procØdure d’estimation de bande pas-
sante à partir de la rØception d’une requŒte de la part du premier routeur XCP-i sur
le chemin. Quand le routeur XCP-i est placØ du côtØ de l’Ømetteur, le rØcepteur de-
vra agir comme un routeur XCP-i en exØcutant la procØdure de dØtection des nuages
non-XCP et le calcul d’un feedback correspondant à la valeur de la bande passante
disponible trouvØe dans les nuages non-XCP. Si cette solution n’est pas souhaitable,
le rØcepteur devra demander au dernier routeur XCP-i de calculer le feedback à sa
place. Nous pensons que cette derniŁre solution est bien plus complexe que la pre-
miŁre, qui possŁde l’avantage de simplement dupliquer le code de XCP-i dans la pile
protocolaire XCP du rØcepteur (voir section 3.1.4).
4. Résultats de simulation
Notre modŁle de XCP-i a ØtØ dØveloppØ sur une extension du modŁle ns de XCP
de Katabi. Si non prØcisØ, nous supposerons que l’estimation de bande passante dis-
ponible renvoie la valeur correcte à la n de chaque intervalle de contrôle XCP.
4.1. ScØnario de DØploiement IncrØmental autour de nuages non-XCP
Le premier scØnario sur lequel XCP-i a ØtØ expØrimentØ concerne un dØploiement
symØtrique dans des points de peering du rØseau (gure 5) oø 2 nuages non-XCP sont
connectØs par un routeur XCP-i. Les rØsultats de simulation montrent que la fenŒtre
de congestion de l’Ømetteur et le dØbit du rØcepteur sont stables (Figure 6) avec des s
similaires au scØnario oø tous les routeurs sont XCP (partie b de la gure 1). De plus,
nous n’observons aucune perte de paquets. Le routeur XCP-i virtuel dans R1 et R2
estime la bande passante disponible dans le nuage non-XCP et calcule ainsi la valeur
de feedback optimale. Ces rØsultats montrent que XCP-i est capable de supporter
efcacement des ux hautes performances dans des rØseaux hØtØrogŁnes mŒme si son
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4.2. ScØnario de Fusion : n nuages non-XCP partageant un chemin XCP
Le scØnario de fusion repose sur une topologie oø 2 nuages non-XCP partagent un
chemin XCP (Figure 7). Nous validons ainsi la capacitØ du protocole XCP à garantir
l’ØquitØ entre 2 ux agrØgØs. Le routeur XCP-i R1 doit gØnØrer un routeur virtuel
XCP-iv pour chaque lien connectØ à un nuage non-XCP. La gure 8 dØmontre que
XCP-i rØussit à maintenir une ØquitØ des ux avec les Ømetteurs i et j qui obtiennent































































XCP−i − Émetteur i


















XCP−i − Émetteur i
XCP−i − Émetteur j
Figure 8. Fenêtre de congestion et débit dans le scénario de Fusion
4.3. ScØnario de Duplication : un nuage non-XCP dessert n chemins XCP
La gure 9 dØcrit une topologie oø un nuage non-XCP est connectØ à 2 chemins
XCP. Les rØsultats de la gure 10 dØmontrent que XCP-i est capable de partager Øqui-































Figure 9. Une file d’attente non-XCP est partagée par des noeuds XCP
4.4. Variation de la prØcision de l’estimation de bande passante
Nous avons supposØ jusqu’à prØsent que l’estimation de bande passante disponible
Øtait parfaite. Ce n’est pas toujours le cas (SHR 05) et dans certaines conditions, les
























































































XCP−i − Émetteur i


















XCP−i − Émetteur i
XCP−i − Émetteur j
Figure 10. Fenêtre de congestion et débit dans le scénario de duplication
menØ une sØrie de simulations basØes sur la topologie de la gure 7 an de compa-
rer XCP-i et TCP sur des liens hautes performances lorsque l’estimation de bande


















TCP New Reno − Émetteur i


















XCP−i − Émetteur i − +/−10%
Bande Passante Disponible Estimée


















XCP−i − Émetteur i − +/−20%
Bande Passante Disponible Estimée





















XCP−i − Émetteur i − +/−20% − R0−R1
XCP−i − Émetteur j − +/−20% − R3−R1
Figure 11. (h.g.) débit pour TCP. (h.d.) XCP-i, Emetteur i, 10%. (b.g) XCP-i, Emetteur
i, 20%. (b.d.) pertes de paquets XCP-i, 20%
La gure 11 prØsente les dØbits pour les Ømetteurs i et j, la bande passante rØelle
et celle estimØe. En haut à gauche, nous observons que TCP est incapable d’utiliser
toute la bande passante disponible (capacitØs des liens à 300 et 100Mbits/s) et les
Ømetteurs i et j envoient respectivement 329Mo et 172Mo en 20s. Avec une erreur
d’estimation de 10% ou 20%, XCP-i continue de fonctionner efcacement : les Ømet-
teurs i et j envoient respectivement 690Mo et 182Mo avec 10% d’erreur et 590Mo et
187Mo avec 20% d’erreur (XCP-i avec estimation parfaite permet à i et j de trans-
fØrer 670Mo et 244Mo). Le principal problŁme causØ par la sur-estimation de bande
passante concerne la perte de paquets et les timeouts. Bien que les performances
de XCP-i dØpendent de la prØcision de l’estimation de bande passante disponible, les
dØbits des ux utilisant XCP-i dØpassent ceux des ux TCP car XCP-i rØtablit trŁs



























































5. Problèmes restant à résoudre
5.1. ÉquitØ et sur-estimation dans un nuage non-XCP
La gure 12 montre une topologie qui n’est pas totalement supportØe par XCP-i :
lorsqu’un goulot d’Øtranglement dans un nuage non-XCP est partagØ par 2 chemins
XCP. Dans le cas gØnØral, lorsque plus de 2 routeurs XCP-i de bordure partagent le
mŒme goulot d’Øtranglement ceux-ci vont sur-estimer la bande passante totale dispo-
nible. Tous les autres cas sont exclus du problŁme dØcrit dans cette partie. Dans la -
gure 12 chaque couple de routeurs (a,b) et (d,c) va indØpendamment trouver la bande
passante disponible et autoriser respectivement les Ømetteurs i et j à transmettre à
300Mbit/s ce qui va crØer une charge de 600Mbit/s sur le goulot d’Øtranglement. Un
second problŁme de cette topologie est celui de l’ØquitØ lorsqu’il y a dØjà un ux
XCP qui prend pratiquement toute la capacitØ du lien. Quand un deuxiŁme Ømetteur
va vouloir Ømettre, XCP-i ne sera pas capable d’allouer de maniŁre Øquitable la bande
passante car ce sont 2 chemins XCP distincts. Le deuxiŁme ux va donc uniquement
rØcupØrer la bande passante qui sera rØservØe par le mØcanisme du bandwidth shuffling




























Figure 12. Un goulot d’étranglement partagé par n chemins XCP
5.2. ÉquitØ avec TCP
Le problŁme d’ØquitØ avec TCP n’est pas un problŁme de XCP-i mais celui de
XCP en gØnØral. En effet, XCP n’est capable que de rØcupØrer la bande passante dis-
ponible avec l’objectif de ne pas causer de pertes de paquets. Il est donc trŁs peu, voire
pas du tout, agressif. XCP-i Øtant basØ sur le contrôle de XCP, il prØsente le mŒme pro-
blŁme. Dans cet article, nous n’avons pas abordØ le problŁme de l’ØquitØ avec TCP :
les nuages non-XCP peuvent transporter des ux non-XCP mais XCP-i ne pourra rØ-
cupØrer que la bande passante disponible laissØe par ces ux non-XCP. Le problŁme
de la cohabitation de XCP et de TCP sera pris en compte dans nos travaux futurs.
6. Conclusion et travaux futurs
Nous avons prØsentØ dans cet article une extension de XCP, appelØe XCP-i, qui
permet d’utiliser le protocole XCP pour l’interconnexion de rØseaux IP haut-dØbit. La
principale ligne directrice de XCP-i est de garder le processus de contrôle de XCP
inchangØ tout en ajoutant de nouvelles fonctionnalitØs pour la dØtection et la gestion



























































Øventail de cas, XCP-i rØussit à fournir un niveau de performance Øgal à celui de
XCP. MŒme si les performances de XCP-i peuvent dØpendre de la prØcision de l’es-
timation de la bande passante disponible dans un nuage non-XCP, celles-ci sont bien
supØrieures à celles de TCP sur des liens à haute capacitØ. XCP-i, tout comme XCP,
rØcupŁre trŁs rapidement le dØbit disponible aprŁs des pertes de paquets. Nos travaux
actuels concernent l’implØmentation de XCP-i sur des routeurs programmables. Cela
nous permettra de mener des expØrimentations à grande Øchelle de XCP-i sur la plate-
forme Grid5000 (CAP 05).
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