Abstract-Artificial bee colony algorithm(ABC) is proposed as a new nature-inspired algorithm which has been successfully utilized to tackle numerous class of optimization problems belongs to the category of swarm intelligence optimization algorithms. The major focus of this paper is to show that ABC could be used to generate good solutions when adapted to tackle the nurse rostering problem (NRP). In the proposed ABC for the NRP, the solution methods is divided into two phases. The first uses a heuristic ordering strategy to generate feasible solutions while the second phase employs the usage of ABC algorithm in which its operators are utilized to enhance the feasible solutions to their optimality. The proposed algorithm is tested on a set of 69 problem instances of the dataset introduced by the First International Nurse Rostering Competition 2010 (INRC2010). The results produced by the proposed algorithm are very promising when compared with some existing techniques that worked on the same dataset. Further investigation is still necessary for further improvement of the proposed algorithm.
I. INTRODUCTION
The nurse rostering problem (NRP) is among the timetabling problem that is widely investigated by the researchers in the domain of operations research and artificial intelligence. The NRP as a NP-hard problem is described as an assignment of a set of qualified nurses to a different set of shifts over a predetermined scheduling period, subject to a set of hard and soft constraints. The hard constraints is the type that must be fulfilled for the roster to be feasible whereas the violations of soft constraints in the NRP are allowed but should be minimized as much as possible. It is noteworthy that the quality of the roster is determined by the satisfaction of the soft constraints in a feasible roster. The basic objective of NRP is to generate a feasible roster of high quality. However, studies in NRP domain have shown that it is almost impossible to find a roster that satisfies all constraints, since the NRP is classified as a combinatorial optimization problem [1] [2] . Due to the combinatorial and highly constrained nature of NRP, providing good quality roster is a very difficult and challenging task [3] . Naturally, investigations of numerous techniques for tackling NRP in the timetabling domain have increased over the past five decades. Some earliest techniques utilized for the NRP include integer programming [4] , [5] , goal programming [6] , case-based reasoning [7] , [8] and constraint Programming [9] , [10] . In the recent time, some of the metaheuristic techniques that have also been employed for the NRP are local search-based approaches, which include tabu search [11] , [12] , simulated annealing [13] , variable neighbourhood structures (VNS) [14] , [15] . Others are population-based approaches like ant colony optimization [16] , genetic algorithm (GA) [17] , [18] , harmony search algorithm (HSA) [19] , [20] , particle swarm optimization [21] . Similarly, hyperheuristic and hybrid metaheuristic approaches have also been utilized [22] . The comprehensive review of the methodologies utilized in tackling NRP can be found in [23] , [24] , [25] .
This paper tackles the NRP dataset proposed by the First International Nurse Rostering Competition (INRC2010), which is organized by the CODeS research group at Katholieke Universiteit Leuven in Belgium, SINTEF Group in Norway and the University of Udine in Italy. The dataset of the INRC2010 is classified into three tracks: sprint, medium, and long datasets, which are varied in size and complexity. Each track is grouped into four categories in accordance with their publication time at the competition: early, late, hidden, and hint. Few techniques proposed to solve the INRC2010 dataset during and after the competition are review as follows.
Valouxis et al. in [26] applied Integer Programming (IP) to tackle the NRP using INRC2010 dataset in which their solution method consists of two stages: the first stage consists of assigning different nurses to working days whereas the second stage involves scheduling of the nurses assigned to working days to certain shifts. The authors employed the use of three additional neighborhood structures in the first phase which are: (i) rescheduling one day in the roster for another time, (ii) rescheduling two days in the roster for another time, and (iii) reshuffling the shifts among nurses, for the medium and long track of the dataset. The method ranked first in all three tacks of the dataset. The presentation of two methods to solve the INRC2010 dataset is presented in [27] . The authors in their work utilized the ejection chain-based method for the sprint track dataset while the branch and price method is employed for medium and long tracks of the INRC2010 dataset. The branch and price method achieved second rank for the medium and long tracks while the ejection method came fourth in sprint track of the dataset. The modeling of INCR2010 dataset as Constraint Optimization Problem (COP) is given in [28] . The author utilized the "COP solver" based on tabu search to further enhanced the results and the technique rated second, third, fourth in sprint, medium and long tracks of INRC2010, respectively.
Application of adaptive local search based on tabu search to tackle INRC2010 dataset is presented in [29] in which the solution method is also divided into two stages. The first phase involves the use of a random heuristic method to generates a feasible roster while the utilization of two neighborhood structures (i.e., move and swap) were employed to improve the solution at the second stage. It is worthy to mention that the method maintained the previous rosters in an elite pool. If the quality of the roster could not be improved within a given number of iterations with the aid of local search procedure, then one of the elite rosters is randomly chosen to restarts the second stage. The method achieved third and fourth position in the sprint and medium tracks respectively. The hybridization of a hyper-heuristic with a greedy shuffle move to solve INRC2010 dataset is presented by Bilgin et al. [30] . At initial stage, simulated annealing hyper-heuristic was employed to generate a feasible roster, where the satisfaction of soft constraints is achieved as much as possible. The greedy shuffle was used for further improvement of the roster. The hybrid hyperheuristic method came third in long track, and fifth in sprint and medium tracks of the INRC2010 dataset. The introduction of a heuristic method for solving the INRC2010 dataset is considered in [31] . The heuristic method was employed in the construction of a feasible roster as well as trying to achieved the satisfaction of five pre-defined soft constraints. The authors utilized three local search procedures to further enhanced the roster. The method achieved the fifth position in long track. Adaptation of harmony search algorithm (HSA) was proposed for NRP using INRC2010 dataset in [19] where the results achieved on small instances of the dataset shows that method is very promising. The HSA was later modified in another development with inclusion of specific local search procedures in the pitch adjustment operator to minimized the violations of the soft constraints in [19] . The performance of modified HSA is further enhanced with the hybridization of greedy shuffle local search procedure which was utilized to enhance the new solution locally at each iteration [33] . Other HSA related works that have been employed to tackle NRP can be found in [20] , [34] , [35] . It is worth noting that research in the domain of NRP is still active, since exact solution has as yet been found for the INRC2010 dataset which necessitated further investigations using other algorithmic techniques. The main purpose of this study is investigated whether the use of the Artificial Bee Colony Algorithm (ABC) could be utilized to improve the state-of-the-art results for the INRC2010 dataset.
II. NURSE ROSTERING PROBLEM
The Nurse Rostering Problem (NRP) could be solved by assigning a set of nurses with different skills and work contracts to a set of shift types over a given scheduling period. The solution (or roster) to NRP is subject to hard and soft constraints. The hard constraints in NRP must be fulfilled in the roster (i.e. H1 and H2 as shown in Table I ). The fulfillment of soft constraints (i.e. S1-S10 see Table I ) is desirable, and determines the quality of the roster. The basic objective is to find a roster that satisfies all hard constraints while minimizing soft constraints' violations. Table I shows the hard and soft constraints of INRC2010 datasets.
TABLE I INRC2010 HARD AND SOFT CONSTRAINTS.
Hard Constraints H1 All demanded shifts must be assigned to a nurse. H2
A nurse can only work one shift per day, i.e., no two shifts can be assigned to the same nurse on a day. Soft Constraints S1 Maximum and minimum number of assignments for each nurse during the scheduling period.
S2
Maximum and minimum number of consecutive working days.
S3
Maximum and minimum number of consecutive free days. S4
Assign complete weekends.
S5
Assign identical complete weekends.
S6
Two free days after a night shift.
S7
Requested day-on/off. S8
Requested shift-on/off. S9 Alternative skill. S10
Unwanted patterns. (Where a pattern is a set of legal shifts defined in terms of work to be done during the shifts; Wren, 1996.) Mathematically, the hard constraints for the INRC2010 dataset can be formulated as follows:
H1: All demanded shifts must be assigned to a nurse (see Eq. 1). 
where W represents the total number of weeks in a scheduling period, T represents the total number of shifts.
The nurse solution (i.e. roster) is evaluated using an objective cost in Eq. (4), which sums up the penalty of soft constraint violations in a feasible roster. [36] for solving numerical problems. The ABC algorithm as a population-based search method is motivated by intelligent foraging behaviour of honey bee in their hives based on the model proposed in [37] . In ABC, the colony comprising three classes of bees: employed, onlooker, and scout bees. The colony is divided into two where the first half is occupies by the employed bees, while the second half consists of the onlookers bees. Each employed bee is associated with a solution (i.e., food source). In other words, the number of employed bees is equal to the number of food sources. The employed bee whose food source is abandoned by the onlooker automatically turns to a scout. The onlooker bees are those bees that hang around the hive to understudy the dance behavior of the employed bees in order to choose the desired solution. The scouts are ones that are randomly exploring the solution search space for new food sources. Normally, the number of food sources in ABC algorithm is equal to the number of solutions in the population.
Furthermore, the position of a food source signifies the possible solution for the optimization problem. The nectar amount of a solution (i.e., food source) represents the quality of the food source by that solution [36] .
ABC algorithm has been applied and hybridized successfully for tackling real-world problems especially numerous formulations of the timetabling problems [38] , [39] . A comprehensive review for ABC algorithm applications on several combinatorial optimization problems can be found in [40] , [41] .
A. Artificial Bee Colony for NRP
In this section, the concepts of Artificial Bee Colony Algorithm (ABC) as adapted for the NRP is discussed. 1, 1); (1, 2, 3) ,..., (5, 5, 4) be a feasible nurse roster. The roster is interpreted by ABC algorithm as follows: the allocation x1 = (1, 1, 1 ) means nurse n1 is assigned to shift s1 at day d1. The second allocation x2 = (0, 1, 2) means to nurse n0 assigned to shift s2 at day d1, and so on. Note that representation of this roster is adopted in [20] . The description of six main procedural steps of ABC as algorithm adapted for tackling NRP are given as follows:
1) Initialization of ABC and INRC2010 parameters:
This step involves initialization of the three control parameters of adapted ABC that are needed for tackling the NRP: solution number (SN) which is the number of food sources in the population and similar to the population size in GA; maximum cycle number (MCN) which represents the maximum number of iterations; and limit that is responsible for the abandonment of solution, if there is no improvement for certain number of iterations and basically use in diversifying the search. Similarly, the NRP parameters that are drawn from the INRC2010 dataset are also initialized. They are the set of nurses, the set of skill categories, the set of shift types, the scheduling period, the set of work contracts, matrix of weekly nurse demand, matrices of nurses preferences, and eventually the set of unwanted patterns. The job specification which includes: total number of shifts, minimum number of shifts, maximum number of consecutive working days, minimum number of consecutive working days, maximum number of consecutive free days, minimum number of consecutive free days, and maximum working weekend in four weeks.
2) Initialization of the Food Source Memory: The food source memory (FSM) is a memory allocation that consists
Page | 34 of sets of feasible food source (i.e. rosters) which is determined by SN as shown in Eq. 5 In this step, the feasible rosters are generated using the heuristic ordering approach and stored in ascending order in FSM according to the objective cost values that is f (x1), f(x2),...,f(xSN) . The function of heuristic ordering is to sorts the daily shifts in ascending order based on the level of difficulty. It noteworthy that the lowest weekly nurses demand is the most difficulty and thus, the required nurses of the ordered shifts will be scheduled starting with the most difficult and ending with less difficult one.
3) Send the Employed Bee to the Food Sources: in this step, the employed bee operator selects feasible nurse rosters sequentially from the FSM and exploits each roster using the neighbourhood structures to produce a new set of neighbouring solutions. The neighbourhood structures utilized by employed bee are:  Move Neighbourhood Structure (MNS): The nurse of chosen allocation xj is replaced with another nurse selected randomly to solve the violations of the soft constraint.  Swap Neighbourhood Structure (SNS): The shift of selected allocation xj is swapped with another shift on the same day for another selected allocation xk.
 Swap Unwanted Pattern (SUP):
This exchange a group of shifts among two nurses in which the chosen allocation xj is replaced with another group of shifts on the same day for another chosen allocation xk.
 Token Ring Move (TRM).
The nurse of chosen allocation xj is replaced by another nurse selected randomly, if the soft constraint S7 is violated. Furthermore, the shift of a selected allocation xj will be exchanged with another shift on which another nurse is working on the same day, for another selected allocation xk to solve the violation of the soft constraint S8.
The fitness of each new roster is calculated. If it is better than that of candidate roster (i.e. food source), then it replaces the parent roster in FSM. This process is implemented for all solutions. The detailed of this process is given in Algorithm (1).
4) Send the Onlooker Bees to the Food Sources:
Subsequent to the completion of employed bees exploitation process, the employed bees share the information of exploited food source (i.e. roster) with onlooker bees. The onlooker bees decide to follow certain employed bees and exploit their corresponding food sources randomly using the set of neighbourhood structures discussed above based on proportional selection probability as shown in Eq. (6) Thus, the roster with higher selection probability may be selected and adjusted to its neighbourhood using the same strategy as the employed bee. The fitness of the new roster is calculated and if it is better, then it replaces the current one.
5) Send the Scout to Search for Possible New Food Sources:
Owing to continuous exploitation, some food sources may finally be exhausted in which they might be abandoned by its corresponding employed bee. Thus, the associated employed bee turns to a scout bee, and explores the solution search space randomly for a possible new food source to replace the abandoned one. Memorize the fitness of the best food source found so far in FSM.
6) Stopping condition:
Repeat steps 3-5 until a stop condition is achieved, which is originally determined by MCN.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the proposed adapted ABC for NRP is coded in Microsoft Visual C++ 6.0 on Windows 7 platform Page | 35 on Intel 2.00 GHz Core 2.66 Quad processor with 2 GB of RAM. A dataset introduced by INRC2010 for nurse rostering is employed to evaluates the performance of the proposed ABC for NRP. The dataset is grouped into three tracks: sprint, medium, and long problem instances based on complexity and size. Each track of the competition is categorized into four types according to the publication time with reference to the competition: early, late, hidden, and hint. The sprint track comes with 33 problem instances that are classified into 10: early, 10: late, 10: hidden,3: hint. They are the easiest, which comprises 10 nurses with one skill category and 3 to 4 different contract types, and the daily shifts are 4 for 28 days scheduling period.
In addition, the medium track contains 18 problem instances, which are grouped into 5: early, 5: late, 5: hidden, 3: hint. They are more complicated than the sprint track problem instances, which includes 30-31 nurses with 1 or 2 skills and 4 or 5 different contracts. The daily shifts are 4 or 5 shifts over 28 days scheduling period. Lastly, the long track includes 18 datasets, which are classified into 5: early, 5: late, 5: hidden, 3: hint. They are being referred to as hardest, which contains 49-50 nurses with 2 skills and 3 or 4 different contracts. The daily shifts are 5 shifts for 28 days scheduling period.
The parameters settings of the proposed adapted ABC are selected based on our preliminary experiments over NRP, where solution number (SN) is fixed at 10 while limit and MCN are set 100 and 10000 respectively. Table II shows the experimental results produced by the proposed technique for 69 problem instances of the INRC2010 datasets. The numbers in Table II refer to the penalty cost for the violations of the soft constraints (lowest is the best), which is computed based on the objective cost as shown in Eq. (4) . Similarly, as shown in Table II Basically, the proposed adapted ABC produced are very competitive results in comparison with those achieved by the six existing methods in all 69 problem instances of INRC2010 dataset. This is initial research of adapting ABC algorithm to the INCR2010 dataset. However, it is observed during run of experiment that the proposed methods suffers stagnation in local optima as well as encountering premature convergence. These shortcomings shall be addressed in our next research.
V. CONCLUSION
In this paper, an adaption of Artificial Bee Colony Algorithm is presented for tackling the NRP. As the results have shown in Table II , the adapted algorithm is capable of solving nurse rostering problem. Although the results produced by the algorithm in this study are compared with those produced by other state-of-the-arts techniques, which show the techniques is very competitive. In addition, the proposed algorithm produced comparable results on NRP, further improvement could still be made in the area of exploitation in order to enhance its performance while tackling the NRP. Therefore, our future work will focus on the enhancement of this technique in the following areas:  To improve the adapted ABC by introducing more powerful and more structure local search mechanisms to handle specific soft constraints violations while tackling the NRP.  To integrate adapted ABC algorithm with components of other metaheuristic algorithms.
