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Path Planning and Control
for a UAV-Forced Landing
I
n recent years, unmanned aerial vehicles (UAVs) have been
widely used in combat, and their potential applications in civil
and commercial roles are also receiving considerable attention
by industry and the research community.
There are numerous published reports of
UAVs used in Earth science missions [1],
fire-fighting [2], and border security [3] tri-
als, with other speculative deployments,
including applications in agriculture, com-
munications, and traffic monitoring. How-
ever, none of these UAVs can demonstrate
an equivalent level of safety to manned air-
craft, particularly in the case of an engine failure, which would
require an emergency or forced landing. This may be arguably
the main factor that has prevented these UAV trials from becom-
ing full-scale commercial operations, as well as restricted opera-
tions of civilian UAVs to only within segregated airspace.
To date, parachutes or parafoils are
most commonly used to allay the sever-
ity of a UAV-forced landing, while still
providing some degree of controllabil-
ity for the aircraft [4]. The problem
with this approach is that it is highly sus-
ceptible to changing winds that may
adversely affect the final impact point.
Having a parachute or parafoil onboard
also increases the aircraft weight and complexity. Another solu-
tion that has seen recent operation at the 2008 UAV Outback
Challenge held in Australia requires the UAV to deflect its con-
trol surfaces such that the aircraft will spiral into the ground,Digital Object Identifier 10.1109/MRA.2010.936949
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following an engine or communications failure [5]. Although
this solution has been proven to successfully terminate the
flight and also contain the crash site within a limited area, it is
hardly desirable for operations over populated areas. Other
safety systems currently available allow the UAV to fly toward
a predefined safe ditching area selected from a database of such
known locations [6]. To date, the only reported successful
UAV forced landing involves the U.S. Air Force Global Hawk,
which performed a gliding descent under remotely-piloted
control to an emergency airstrip in 2006 [7].
Procedures for guiding manned aircraft during an emergency
landing exist and are discussed in [8]. As the ability to execute a
successful forced landing remains the primary indicator for safety
in the manned aviation industry, automating this capability for
UAVs will help to overcome a key impediment to their routine
operations over civilian airspace. In developing such a system
[9]–[11], we have divided the problem into the following three
research areas:
1) automated visual identification and classification of
UAV-forced landing sites
2) automated path planning and control for descent and
landing
3) automated multicriteria decision making for high-level
reasoning during the descent.
This article will focus on the work to date in the second
category, which has mainly involved simulating several differ-
ent path planning and control strategies using the MATLAB
computing program. We have used a six-degrees of freedom
flight dynamics model (FDM) of a Boomerang radio-con-
trolled aircraft, which represents the UAV platform to be used
in future flight tests. The FDM was constructed using the clas-
sic coefficient buildup method [12] as part of an undergraduate
project at the Queensland University of Technology (QUT),
and wind gusts and lulls were simulated using the von Karman
turbulence model. Specifically, the challenge we face is that of
how to guide an unpowered, fixed-wing aircraft to arrive at a
specific point in space for landing (approach point), and at a
certain airspeed and heading while accounting for any kinody-
namic constraints, regardless of the ambient wind conditions.
The desired airspeed and heading at the approach point are
supplied by the higher level decision maker, based on informa-
tion obtained by the site-selection algorithms. In this research,
we have restricted our discussion to the case of engine failure
only and assumed that the avionics and flight control surfaces
are still intact; the aircraft is aligned with the longest portion of
the selected landing site and facing into the wind at the
approach point; there are no obstacles in the flight path; and
wind velocities can be estimated by onboard instruments
(albeit with certain errors).
Our initial approaches for path planning and control con-
sisted of two sets of differing algorithms tested via Monte-Carlo
simulations [9], [10], with an average miss distance of 200 m at
the approach point. The key contributions of this article
exhibit much better performance when compared with our
previous algorithms and include the development of a three-
dimensional (3-D) path planning algorithm for a UAV-forced
landing, based on the work of Dubins [13] and Ambrosino
[14], as well as the enhancement of the path following algo-
rithm developed by Park et al. [15] to suit an unpowered, glid-
ing descent. Simulation results have demonstrated that the path
planning and control approaches are matured enough to be
implemented in a prototype system for flight testing.
Path Planning
Numerous robotics path planning techniques are presented in
the literature, and a comprehensive summary of existing meth-
ods can be found in [16]. However, we have found that the
motion of a gliding aircraft can best be described by trajectories
derived from Dubins’ curves [13]. In [17], a variation of
Dubins’ algorithm was used to construct the shortest-time path
for a UAV through known two-dimensional (2-D) waypoints
that varied their position to account for wind disturbances. In
[14], Dubins’ algorithms were used to construct an optimal
2-D path. This was then used to initialize a 3-D trajectory that
accounted for path angle constraints. Finally, in [18], a time-
optimal 3-D trajectory is formed for aircraft path planning and
control problems. The authors show that this 3-D path can be
constructed of a series of arcs corresponding to the aircraft
minimum turn radius, straight line segments, and pieces of pla-
nar elastic selected from a library, and that time-optimality can
be obtained by using the Pontryagin Maximum Principle [19].
For the UAV-forced landing problem, time-optimality is not
as critical as enabling the aircraft to complete the descent and
land safely. Hence, we have based our path planning approach
on the work presented in [14], albeit with certain modifications
as described next.
Initially, a 2-D Dubins path is constructed having the form:
fLaRbLc,RaLbRc,LaSdLc,LaSdRc,RaSdLc,RaSdRcg, (1)
in which L and R correspond to left and right turns at a bank
angle that does not exceed the maximum bank angle of the
aircraft, S corresponds to flying in a straight line, and a,c 2
[0,2p), b 2 (p,2p), and d 0. The radii of the arcs were calcu-
lated using the equation:
R0,f ¼ V
2
TAS
g tan (/0,f )
, (2)
where R0,f are the initial and final radii of the arcs of circumfer-
ence,VTAS is the true airspeed of the aircraft, g is the gravitational
acceleration constant (9.80665 m/s2), and /0,f are the initial and
final bank angles, respectively, which can be different.
To simplify the path planning process, we have taken VTAS
to be the best glide speed Vbg of the aircraft, which gives the
greatest straight-line flight distance in still air from the poten-
tial energy of height. As shown in Figure 1, we can estimate
Vbg by first fitting a curve (black) through the descent rates at
various airspeeds (red diamonds). The best glide speed is then
obtained by drawing the blue line from the origin tangent to
the curve, giving Vbg as 18.63 m/s and a nominal lift-to-drag
ratio (L/D) of 24.5. Although this value may seem too optimis-
tic, remember that it was obtained using simulated sensor data
under ideal conditions, with no wind and no sensor errors.
IEEE Robotics & Automation MagazineJUNE 2010 91
Authorized licensed use limited to: QUEENSLAND UNIVERSITY OF TECHNOLOGY. Downloaded on June 21,2010 at 02:17:16 UTC from IEEE Xplore.  Restrictions apply. 
Once the radii are determined, the optimal 2-D path is
obtained with a geometrical construction adapted from [14].
First, two circles with radii R0 are drawn containing the start-
ing point P0 and a vector pointing along the aircraft’s initial
heading w0 [Figure 2(a)]. The circumferences of the circles are
denoted by
P
0A and
P
0B. Next, the same process is repeated
at the goal point Pf with the final aircraft heading wf, and cir-
cumferences
P
fA and
P
fB. Following this, tangent lines are
constructed that join the circumferences of these circles, such
as depicted in Figure 2(b) for
P
0A and
P
fA. Considering Fig-
ure 2(b), we readily observe that there are four paths connect-
ing P0 to Pf, where a path is formed by the union of an arc on
the circumference
P
0A, a segment K on one of the four tan-
gent lines, and finally an arc on the circumference
P
fA. How-
ever, only one of these paths, CAA is compatible with the
initial and final headings of the UAV [Figure 2(b) and (c)]. In a
similar way, three other paths CAB, CBA and CBB can be
obtained—the optimal path is the shortest between CAA, CAB,
CBA, and CBB and depicted as a thick, solid line in Figure 2(c).
Following the construction of Cxy, and given the distance
dtgt from the initial point of failure to the approach point, we
can then obtain the path angle:
cxy ¼ tan1
zarcf  zarco
dtgt
8>: 9>;, (3)
which allows the UAV to descend from an altitude of zarc0 to
zarcf . To ensure stability: cmin c  cmax. However, if the dif-
ference in altitude between the start and end positions should
result in the maximum allowable path angle being exceeded,
one of the other suboptimal paths can be selected to lose the
approximate amount of altitude required. Other options
include enlargingR0 and/orRf , as well as commanding the air-
craft along a helical trajectory (similar to a spring) to lose excess
altitude, before joining the path at the start of the first arc.
To form the 3-D path, we note that a gliding aircraft that is
rolled into a steady, coordinated turn at a constant bank angle /
and flies at a constant descent angle will trace a helical path c on
an imaginary circular cylinder with radius R. Thus, the 3-D path
can be formed by a straight line at a constant path angle that joins
two arc sections. To simplify the design, we have not included
the {LaRbLc} or {RaLbRc} type paths, these will be addressed
in future work. The relationship between/ and c is given by:
cot c/0,f ¼
VTAS
VS
cos/0,f , (4)
where VS is the descent rate of the gliding aircraft, and VTAS/
VS approximates L/D. The path angle c has also been limited
between 0 and 10 to comply with the aircraft dynamic
constraints.
Now, the altitude lost while traversing the two arc sections
can be calculated as:
S0,f ¼ 12p
P0,f 
R0,f
S/0,f : (5)
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Figure 2. (a) Step 1 of generating the 2-D path. (b) Step 2 of
generating the 2-D path. (c) Step 3 of generating the 2-D path. Four
plausible paths are obtained; the optimal path is path number 1.
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Figure 1. Speed polar diagram for a Boomerang 60 size UAV,
showing how the best glide speed (Vbg) is obtained.
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Giving the altitude where the arc sections join, the 3-D line as:
zarc0 ¼ z0  S0,
zarcf ¼ zf þ Sf , (6)
where, z0 is the altitude at the start of a forced landing, and zf
is the desired altitude to achieved at the final approach point.
Given the terminal points on the arcs Parc0 ¼ ½xarc0 yarc0 zarc0 
and Parcf ¼ ½xarcf yarcf zarcf , it is then a straightforward
process to obtain Cline. The relationship between the differ-
ent elements of the 3-D path C ¼ Carc0
S
Cline
S
Carcf is
illustrated in Figure 3.
Guidance and Control
In designing our guidance and control algorithms, we have used
a path following, rather than a trajectory tracking approach,
where the objective is to be on the path rather than at a certain
point at a particular time. This removes the time dependency of
the problem and allows the design of simpler controllers.
Our lateral guidance approach is based on the work
presented in [15]. However, we have enhanced this algorithm
to include wind information in the guidance logic, rather than
merely treating wind as an adaptive element for the control
system. This addition has demonstrated robust, linear path
following in strong winds. Second, by making a simple
assumption in formulating the circular path following equa-
tion, we have simplified the guidance logic without sacrificing
performance. In addition, we have implemented a longitudi-
nal guidance and control element that caters for the dynamics
of powerless flight. Finally, following the well-established air-
craft control design procedures [12], we have separated our
design into two modes: an inner control loop that provides
aircraft dynamic stability and an outer guidance loop that gen-
erates the required acceleration and position commands to
follow a path. The design of the inner loop controls will not
be presented in this article.
For lateral guidance, a reference point Pref is selected on the
desired trajectory and used to generate an acceleration com-
mand. As shown in Figure 4, Pref is located a distance L1 ahead
of the vehicle and, at each point in time, a circular path (dotted
line) can be defined by the position of L1, the vehicle position,
and tangential to V, the aircraft velocity vector.
The acceleration required to follow the instantaneous cir-
cular segment, for any radius R, is then given by:
ascmd ¼
V 2
R
¼ 2V
2
L1
sin g: (7)
Thus, the guidance logic will tend to rotate the aircraft so
that its velocity direction will always approach the desired path
at an angle that is proportional to the relative distance between
vehicle and path. For following a straight line, we can model
the vehicle kinematics as shown in Figure 5.
Now, consider the UAV in a straight glide at an arbitrary
position relative to the path between waypoints P1 and P3, and
at a heading w [Figure 5(a)]. Given the aircraft velocity and
position in the {North, East} reference frame and the angular
measurements defined in Figure 5(b), we can obtain the posi-
tion and velocity components in the {xtrack, ytrack} reference
frame by:
V
!
track ¼ Tw V
!
,
W
!
track ¼ TwW
!
, (8)
where the rotation matrix is
Tw ¼ cos(w12  p=2) sin(w12  p=2)
sin(w12  p=2) cos(w12  p=2)
 
: (9)
The cross-track velocity can then be written as:
_ytrack ¼ Vytrack þWytrack
¼ V sin (w(t) w12)W sin (ww  w12), (10)
Path
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Figure 3. Relationship between elements of the generated 3-D
flight path. The generated path is C ¼ Carc0
S
Cline
S
Carcf .
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Figure 4. Diagram showing the lateral guidance law.
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and assuming g is small, we get
sin g  g1 þ g2, (11)
and
g1 
d
L1
, g2 
_d
V
, (12)
where _ytrack has been relabeled as _d, and d is the cross-track
error. We can obtain d by letting
d1 ¼ nac  tan(d)eac (13)
and
d ¼ d1 cos d: (14)
Combining (7) with (12), we obtain
aScmd ¼ 2
V
L1
_d
V
L1
d
8>: 9>;: (15)
For following an arc of circumference, we can model the
vehicle kinematics as shown in Figure 6.
Here, the angles g1 and g2 are assumed to be small, but g3 is
not necessarily small
g1  0, g2  0, jg3j  0: (16)
As shown in [15], using (7) and (16), we can estimate
sin g3 
L1
2R
, (17)
and define
c ¼ cos g3 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 L1
2R
8>: 9>;2
s
: (18)
Then, using small angle assumptions for g1 and g2, we can
show
aScmd 
2V 2
L1
fg1 cos g3 þ g2 cos g3 þ sin g3g, (19)
Pref
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R
R
λ
η
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d
η2 η1
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η3
2η3
xEast
Figure 6. Vehicle kinematics for following an arc.
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Figure 5. Vehicle kinematics for straight line following, showing (a) the relationship between the aircraft velocity V and the
expected/average wind velocity W, and (b) the relationship between the aircraft bearing w(t), the path bearing w12, the wind
bearing ww, and the angle g. In addition, the relationship between the cross-track error d, the hypotenuse d1 and the look-ahead
distance L1 is also shown.
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with
g1 
d
L1
cos g3, _d ¼ V sin g2  Vg2, (20)
and applying (17) and (18), (19) becomes:
2V 2
L1
sin g ¼ 2V
2c2
L12
d þ 2Vc
L1
_d
V 2
R
: (21)
Now, if we assume that a good yaw damper can be
designed to damp the aircraft Dutch roll motion and reduce
the sideslip to zero, then we can neglect the second term on
the RHS of (21) to obtain:
aScmd ¼
2V 2
L1
sin g ¼ 2V
2c2
L12
d þ V
2
R
: (22)
To convert the acceleration to a desired roll command and
simplify calculations, we assume that the aircraft maintains suf-
ficient lift to balance weight, even though banked at an angle
/. This gives
L cos/ ¼W ¼ mg, L sin/ ¼ mas, (23)
and
/d ¼ tan1
as
g
8>: 9>;: (24)
In reality, a gliding aircraft will never overcome gravity but
will descend with a vertical velocity _h; this is an inherent limi-
tation in the forced landing problem. We have not included
additional terms in the equation for wind effects, as we have
done with the case of following a straight line. The reason is
that, in this case, the vehicle groundspeed (as a surrogate for
inertial velocity) is used for V in (7) at each instant in generat-
ing the acceleration command. Since the groundspeed is a
function of the airspeed and windspeed, the guidance logic
accounts for the inertial velocity changes due to wind and
adapts to the situation accordingly.
For testing purposes, we have specified that the required
path following performance be a horizontal (lateral) and verti-
cal (longitudinal) cross-track error at the approach point of no
greater than 2 m (approximately 6.56 ft) and a maximum
vertical and horizontal deviation of no greater than 30 m
(approximately 100 ft) on average. These upper and lower
bounds are commonly accepted as the performance standard
for general aviation aircraft [8].
Results and Discussion
A total of 128 simulations have been performed in which the
aircraft initial altitude and wind conditions were allowed to
vary, while the initial and final aircraft headings and positions
were kept constant. A Monte-Carlo simulation using a larger
input set will be performed at a later date. For these early
experiments, we have also assumed perfect knowledge of the
wind conditions and no errors in the sensor readings. A sample
of the test data is included in Table 1. Table 1(a) shows the
initial and desired final positions used to plan a path from
1,640 to 500 ft in calm conditions, whereas Table 1(b) shows
the positions for a descent from 850 to 500 ft in winds, with a
maximum windspeed of 9 m/s. As we are concerned with
gliding flight, the required airspeed at the approach point is
absorbed by the flight path angle requirement at this point.
Figure 7 shows that in planning a path from a high-initial
altitude [Table 1(a)], the algorithm generates the required
number of helix spirals to bleed off the excess altitude, before
joining the spirals with the arc-line-arc Dubins path (solid
black line). This satisfies flight path angle constraints and pre-
vents excessive stress to the UAV structure. The horizontal
and vertical track errors at the approach point are 0.3 and 1.3
m, which are well within our stated tolerance and comparable
to the results obtained for other flight path angles. The differ-
ence in altitudes between aircraft and path at the start is due to
Table 1. Sample test data for the path planning
and path following algorithms.
Initial
Condition
Final
Condition
(a) Nowind
x (m) 199 885
y (m) 37 133
z (ft) 1,640 500
w () 10 90
c () 0 6
(b)With wind
x (m) 199 885
y (m) 37 133
z (ft) 850 500
w () 10 90
c () 0 6
1,600
UAV Flight Path
Start
A
B
C
1,400
1,200
1,000
800
600
–500
0
500
1,000
–200
0 200
400
Y (m)
X (m)
Z 
(ft)
App. Pt.
Figure 7. Path planning and following for a forced landing
from a high-initial altitude in no wind conditions.
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the planning algorithm rounding the required number of helix
spirals to the nearest complete (360) spiral turn, to preserve
the desired initial heading. Notwithstanding this, the aircraft is
still able to converge onto the path at Point A. However, at
Point B, the aircraft descends below the path and reaches a
maximum vertical deviation of 600 ft at Point C (the horizon-
tal error here was 9 m) but recovers to intercept the
approach point with the errors stated earlier.
The poor vertical path following in the first half of the
descent may be caused by using a fixed airspeed in construct-
ing the path, as it is not possible to predict beforehand the
actual airspeed due to the control actions. In a descent, the
varying airspeed results in a nonuniform loss in altitude. In
addition, an aircraft rolled into a continuous banking motion
will also experience some amount of yawing motion called
sideslip, no matter how good the yaw damper may be; this in
turn increases the altitude lost. Thus, the amount of loss in alti-
tude factored into the path planning equations is ideal at best
and does not fully take into account the associated loss in alti-
tude due to varying airspeeds and other atmospheric effects.
Hence, the current solution relies on the path following algo-
rithm being robust to these uncertainties in guiding the aircraft
to the desired approach point. A possible alternative is to
increase the path angle of the initial helices to more closely
match that of the straight segment and/or increase the radii of
the helices such that the number of spirals is reduced. These
will help reduce the amount of altitude loss due to sideslips
and a prolonged banking action.
Next, we show the performances of our path following
algorithm in winds [Table 1(b)] and compare the results with
those obtained using the original path following algorithm in
[15], hereby referred to as the unmodified nonlinear guidance
(UNG) algorithm. Two different wind scenarios are chosen
for illustration. Figure 8(a) shows the aircraft able to follow the
desired path (solid black line) in a 6 m/s South–South–
Westerly wind (green arrows), whereas Figure 8(b) shows the
aircraft following the prescribed path in changing winds from
the North–North–East and South–South–West. For the sec-
ond case [Figure 8(b)], we have tried to introduce a degree of
realism into our simulations, by including errors in the airspeed
and global positioning system (GPS) velocity measurements,
which in turn produce errors in the estimated wind velocity.
Taking the worst case scenario, VTAS is assumed to have a
maximum error of63 m/s, and the GPS velocity a maximum
error of61 m/s in magnitude (groundspeed), and a maximum
error of 61 in bearing. The magnetic compass measurement
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Figure 8. Path planning and following in ambient winds, showing (a) aircraft response in 6 m/s wind from SSW; (b) aircraft
response in 0–9 m/s changing wind from NNE and SSW; (c) horizontal and vertical track errors for case (a); and (d) horizontal and
vertical track errors for case (b).
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was also assumed to have a maximum error of63 in bearing.
These error values are consistent with instrument errors
observed on small aircraft and give rise to a maximum error of
61 m/s in the estimated north and east wind component val-
ues, which can be modeled as a Gaussian distribution. With
these stated errors, a wind bearing error of up to 42 has been
observed in simulations.
In the scenario depicted in Figure 8(b), the wind velocities
have been programmed to vary in magnitude and direction
every 20 s, with a maximum windspeed of 9 m/s and with the
vertical wind velocity kept constant at zero. From Figure 9,
we see that, in the first 20 s, there is calm, and then the wind
blows from 225 at 6 m/s for the next 20 s. In the next
epoch, it increases to 9 m/s, before assuming a 180 phase
change and decreasing to 3 m/s for the last 20 s. Although
this constant change in wind may not represent the actual con-
ditions experienced during a forced landing, it nonetheless
presents a very challenging environment to test the robustness
of our guidance algorithms. Note that the green arrows in Fig-
ure 8 show only the general direction of the incident wind
vectors—the actual turbulence fields in the longitudinal,
lateral, and vertical directions (including wind gusts and lulls)
as traversed by the aircraft are depicted in Figure 10.
As shown in the top halves of Figure 8(c) and (d), our path
following algorithm produced lateral errors at the approach
point of 1.8 and 5.5 m, respectively (blue lines), whereas that
of UNG was 14.1 and 80 m for the two different wind condi-
tions (red dashed lines). Although UNG did not include a
longitudinal path following component, we have nonetheless
plotted the vertical track error to show what might have tran-
spired had that lateral guidance algorithm, coupled with our
longitudinal guidance algorithm, been used to follow the path.
As shown in the lower halve of Figure 8(c) and (d), the vertical
track errors for our guidance algorithm is approximately 1.2
and 1.5 m for the two wind conditions, respectively, whereas
that for the case of UNG coupled with our longitudinal guid-
ance algorithm is 1.5 and 100 m. Thus, it can be clearly seen
that our path following algorithm is robust to wind perturba-
tions and uncertainties in wind measurements in both the
semireal and ideal conditions. Our guidance algorithm also
outperforms the UNG algorithm, especially in conditions of
varying winds, where it would seem that the UNG algorithm
cannot deal appropriately with significant changes (180) in
wind directions. Further, the average lateral and longitudinal
path errors incurred while using our guidance algorithms (for
the two different wind scenarios) are well within 100 ft, which
as mentioned earlier is commonly accepted as the maximum
allowable path deviation for general aviation aircraft.
From the simulations, we have also observed that the path
following algorithm is able to contain the errors at the approach
point, within the stated tolerances, for windspeeds not exceed-
ing 7 m/s. In stronger winds, these errors can degrade to >20 m
horizontally and up to 5 m vertically, or the aircraft may lose
control and crash. A possible explanation is that the small size
and weight (5.55 kg) of our model aircraft, as well as the limited
thrust available means that it cannot achieve the necessary con-
trol authority to overcome strong winds and gusts.We have also
noticed from simulations that the vertical track error at the
approach point is >7 m in sinking air of 1 m/s. Once again, this
relatively poor performance may be due to the structural and
aerodynamic factors stated earlier. However, when compared
with our previous work as discussed in [9] and [10], we find that
the performances of our current algorithms are far superior. We
believe that this improved performance may be largely because
we have allowed the airspeed and flight path angle to vary to
counter different wind scenarios.
Conclusions and Future Work
In this article, we have presented, in what we believe to be the
first of its kind, the design and simulated testing of automated
path planning and control strategies for a fixed-wing UAV
executing an unpowered descent for landing during an
emergency. Simulated test results demonstrate the ability of
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Figure 9. Input winds for the scenario in Figure 8(b), showing
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the gliding aircraft to follow the prescribed path in changing
winds, with average path deviation errors that are comparable
to or even better than that of manned, powered aircraft. To
further verify the performances of our algorithms, we are cur-
rently preparing for flight tests with a Boomerang UAV.
In the future, we will experiment with different techniques
to reduce the vertical track error when the aircraft is following
a helix spiral, and several options have already been proposed
in the preceding section. Second, we desire to extend the path
planning component to include a replanning capability for
cases where the efficacy of the original plan is reduced or nulli-
fied. This could be due to winds that are simply too strong for
the aircraft to overcome or when a better landing site is identi-
fied as the aircraft nears the ground. These modular enhance-
ments will also be progressively flight tested.
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