Abstract -Since the limitation of real number representation of digital number, rounding error has existed almost everywhere in numerical computation. Some mathematical algorithm that should be finite steps will become infinity iterations due to the existence of rounding error. Using this property, we designed a very simple algorithm for random number generator by subspace projection.
In addition, the NIST issues the 140 Publication Series to coordinate the requirements and standards for cryptographic modules. The FIPS Pub 140-1 and 140-2 were published in 1994 and 2004 respectively [10] . Revised draft FIPS Pub 140-3 adding on new security features that reflect recent advances in technology and security methods was published in 2009 [11] . FIPS Pub 140 serials recommend some statistical tests and FIPS pub 800-90a recommend random number generator using Deterministic Random Bit Generator and providing validation system [12] . For more other statistical tests please refer to [10] [11] [12] [13] .
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C. Rounding Errors in numerical computing
In numerical computation, the floating point is an approximated representation of real numbers. The numbers are usually represented as a fixed number of significant digits and scaled using an exponent by a certain base. The base of digital numbers is normally 2.
The IEEE 754 is a standard for binary floating-point numbers. The Double precision is the most used format in numerical computation, which is a binary format that occupies 64 bits and its significance has a precision of 53 bits. The non-representational error is in the scale of 10-16. Since the digital number using finite digits to represent real numbers, the unexpected consequences are derived from the following types:

The associative law might be not followed for floating-point addition and multiplication.
The distributive law might be not followed.  Subtracting a number from another nearly equal number may result in loss of significance.  a(1/a) might not equal to 1 for some floating-point number a. Hence, the more computations above occur, the more rounding errors appear. In numerical computing, we try to avoid these rounding errors. Contrarily, we will try to involve these rounding errors to make the computation results un-expected.
For example, the following two equations are equivalent. and y 2 = 1.723072199990839 * 10 −6 . The unnecessary computation makes a mere rounding error. In the next section, we will propose a linear projection method to produce a sequence of random numbers.
II. SUBSPACE PROJECTION RANDOM NUMBER GENERATOR
Some mathematical algorithms should have only finite steps theoretically, for example, the Gram-Schmidt process, conjugate gradient method, and etc. However these mathematical algorithm will go more steps even infinity steps due to the existence of rounding errors. When the unexpected steps occur, people usually stop the algorithm and ignore the outputs. If the number of the unexpected steps becomes infinity and the outputs look like randomly, it is probably using this properties to design the random number generator.
Gram-Schmidt process is one of such algorithms. Given an m-by-n matrix A, where n > m, Gram-Schmidt process looks for most m orthogonal columns that derived from the columns of A. Because there are at most m independent vectors in R m space, Gram-Schmidt process obtains all zero vectors after processing m + 1 columns. The m + 1 steps should completely be projected in the column space that spanned by the previous m columns, if those columns are independent. But we will see that there is still none zero vectors obtained after m + 1 steps in practical. Those unexpected vectors are produced by the effect of rounding error. Using this practical property, we can design a new random number generator. In next subsection, we will propose a linear projection method that includes many rounding error effects to design a simple random number generator.
A. Main Methodology
Let A ∈ M n (Z) be an integer square matrix and Q, R are derived from the QR decomposition of A. That is A = QR, where Q is a unitary matrix in M n (R Since q 1 is perpendicular to q i for i = 2, . . . ,n, we have:
We can rewrite the equation (1) x 0 -(q i T x 0 ) q i means x 0 removes the factor in q i direction. If we normalize x 0 to be a unit vector in each time that we remove the factor in q i direction for i = 1, . . . ,n, the result should be the same, say x 0 , theoretically.
However, this might not be true in numerical computing, that is x 1 ≠ x 0 in the numerical sense.
If we reset Q = [q 2 , q 3 ,…, q n , x k ] for every time we obtain the new xk and repeat the following equation:
we can get a vector sequence { x k }.
Please note that Q is always a unitary matrix, because its columns are orthogonal to one other. x k is almost parallel to q 1 with some modification by rounding error. The cyclic permutation of columns of Q makes the output more random. After the random vector sequence { x k } be obtained, we can easily fabricate the randomly real number or randomly binary number from the element of x k . The algorithm 1 is the basis algorithm of our method.
In the step 8 of algorithm 1, the normalization makes more rounding error. In the step 15 of algorithm 1, f(x) is a function that transfers the i-th element x k to the certain format the we want. For example, if f(x) = x, we assign the i-th element as the output of random number and the final output R becomes a randomly real number sequence. If f(x) transfers x to a binary representation and then extract one of the bit from the significance part of binary representation, then the output R will become a randomly binary sequence. We restrict matrix A in M n (Z) space, because we hope A can be determined by the user input password in practice. Then Q is determined by A, the initial x 0 is determined by Q and the result R is also determined. Actually the initial x 0 can be not determined by Q, we can release this criterion for further applications. Another important fact is that this rounding error type of projection is not linear, because we have insert the normalization in each steps.
Algorithm 1 Rounding error random number generator
Require: An integer n ≧ 2 and
x k = Q(:, 1) 3:
for i=1:n-1 do 7:
end for 10: For the fixed matrix size, we repeat 100 times to obtain R with length 1000000. Then we use NIST SP800-22 Rev.1a to check the randomness of our random number. The results of the previous experiments are shown in Figure 1 to Figure 8 . The y-axis is the pass rate of each test. The x-axis is the bit location in the significance part of IEEE 754. The red bar is the average of the pass rate of 100 experiments and the blue bar is the minimal pass rate.
We can see that the previous bits of the significance part is not useful. This is natural that we normalize the vector for each steps in our algorithm and the previous parts of the significance part is related to the average size of elements in the one norm vector. If the vector belongs to R n , the average of each element is n / 1 . We also see that the small size matrices are not useful. We recommend that the matrix size is greater than 8-by-8 and the bit locations are among 10 to 40. IV. CONCLUSION We propose a rounding error type of random number generator designed by the linear projection. The main idea is using the experiment when serious rounding error can be produced in numerical computing. The special design of projection makes this method is fast and simple. Since the special projection is not a linear operation, this make the random output can pass the NIST SP800-22 Rev.1a.
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