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Розглядається можливiсть вiртуалiзацiї мережi мобiльного зв’язку. Представлено метод побудови
системи управлiння ресурсами для вiртуальних мережевих функцiй в центрах обробки даних опе-
ратора мережi мобiльного зв’язку. Запропонований метод використовує гнучку аналiтичну модель
для визначення оптимальної кiлькостi ресурсiв, якi видiляються функцiональним блокам системи, що
розгортаються в центрах обробки даних, та враховує як попередньо отриманi статистичнi данi, так i
поточнi тенденцiї.
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Вступ
Якiсть обслуговування абонента в процесi нада-
ння послуг зв’язку залежить вiд органiзацiї процесу
обслуговування заявок в центрi обробки даних опе-
ратора зв’язку. Два поняття знаходяться в центрi
дослiджень i розробок в даний момент, а саме Вiр-
туалiзацiя Мережевих Функцiй (Network Functions
Virtualization — NFV) i Програмно Конфiгурованi
Мережi (Software Defined Networking — SDN) [1].
Правильне управлiння ресурсами є складним
завданням через коливання навантаження. Бiль-
шiсть навантажень центрiв обробки даних мають
пульсуючий характер i часто значно змiнюються
протягом дня. Тим не менш, багато навантажень
по своєму характеру зазвичай є перiодичними [2].
Якщо визначити цi шаблони в навантаженнi, тодi
можна внести змiни вiдповiдно до них в розподiл ре-
сурсiв i, отже, пiдвищити точнiсть надання ресурсiв
i знизити енергоспоживання.
Одним з ключових аспектiв в областi вiртуалiза-
цiї мережi є видiлення фiзичних ресурсiв вiртуаль-
ним функцiям мережi. Бiльшiсть сучасних рiшень
пропонують статичну схему розподiлу ресурсiв, в
якiй перерозподiл ресурсiв не вiдбувається. Iснує
обмежена кiлькiсть децентралiзованих i динамiчних
рiшень (як в [3], де розглядаються змiни в фiзи-
чнiй мережi, а не змiни в фактичному завантаженнi
вiртуальних мереж, або як в [4], де запропоновано
алгоритми для задачi реконфiгурацiї i вбудовува-
ння запитiв вiртуальної мережi). Наступною зада-
чею є способи отримання iнформацiї про поточну
ситуацiю в мережi. Iснуючi рiшення управлiння ре-
сурсами серверiв можуть бути класифiкованi як
прогностичнi i реактивнi рiшення. З огляду на тру-
днощi в прогнозуваннi пiкових навантажень, при-
кладна програма має використовувати комбiнацiю
прогностичного i реактивного управлiння. У той час
як прогностичнi методи добре працюють для он-
лайн прогнозування на великих часових iнтервалах
вiд декiлькох хвилин до декiлькох годин, реактив-
нi методи дозволяють прогнозувати навантаження
на короткi часовi iнтервали до декiлькох хвилин i
швидко реагувати на нестацiонарнi перевантажен-
ня [5]. Iснує кiлька пiдходiв, якi поєднують в собi
прогностичне i реактивне управлiння [2, 6]. Хоча
цi пiдходи мають спiльнi риси з гiбридним пiдхо-
дом, який пропонується у данiй статтi, вони розрi-
зняються за кiлькома аспектами. Запропонований
пiдхiд спрямований на оптимiзацiю продуктивно-
стi, енергоспоживання i вартостi видiлення ресурсiв
одночасно. На основi гiбридної системи управлiн-
ня ресурсами розроблено метод динамiчного мо-
нiторингу для ефективного управлiння ресурсами
мережi та зменшення кiлькостi службової iнформа-
цiї — iнтервали управлiння ресурсами мають змiнну
довжину, тодi як в iнших пiдходах до управлiн-
ня використовуються простi фiксованi iнтервали.
У [2] схожим чином використовує змiнну довжи-
ну iнтервалiв, однак на противагу цьому пiдходу,
запропонований у статтi пiдхiд довжину iнтерва-
лiв визначає динамiчно в залежностi вiд фактичної
ситуацiї в мережi. Метод управлiння ресурсами на
основi моделi було запропоновано в [5], дана робота
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подiбна до запропонованого пiдходу, але у ньому
модель масового обслуговування у часовiй областi
адаптована до задачi вiртуалiзацiї мережевих фун-
кцiй, а також доповнена механiзмом вимiрювання
та передбачення.
У цьому напрямку в статтi пропонується пiдхiд
до моделювання i дослiдження системи гiбридного
динамiчного управлiння ресурсами мережевих фун-
кцiй у мережi телекомунiкацiйного оператора, де
замiсть видiлення фiксованої кiлькостi ресурсiв для
даного вiртуального мережевого функцiонального
блоку протягом всього його життєвого циклу, ре-
сурси вiртуальним вузлам видiляються динамiчно
в залежностi вiд передбачуваних потреб. З цiєю
метою використовується гiбридний пiдхiд, який ви-
дiляє ресурси вiртуальним вузлам з використанням
методики прогнозування.
1 Система управлiння ресурса-
ми у вiртуальнiй мережi мо-
бiльного зв’язку
Передбачається, що в мережi розгорнутi точки
агрегацiї трафiку, якi надсилають запити до мережi
на певний ланцюг сервiсiв, що реалiзується вiрту-
альними мережевими функцiями. Розглянемо мере-
жу, в якiй функцiонує кiлька мережевих функцiй.
Передбачається, що кожна така мережева функцiя
вказує бажану вимогу до якостi обслуговування
(QoS); при цьому в даному випадку передбачаємо,
що вимоги до QoS визначенi в термiнах цiльового
часу вiдповiдi. Для простоти викладу припускає-
мо, що в системi наявний лише один тип ресурсу.
Формально, 𝑑𝑖 позначає цiльовий час вiдповiдi мере-
жевої функцiї 𝑖 i 𝑇𝑖 — спостережуваний середнiй час
вiдповiдi, тодi мережевiй функцiї потрiбно видiлити
таку кiлькiсть ресурсiв, щоб 𝑇𝑖 ≤ 𝑑𝑖. Використає-
мо таку постановку задачi, щоб одержати механiзм
динамiчного видiлення ресурсiв, який описано далi.
Iдея системи гiбридного управлiння навантаже-
ннями в центрах обробки даних, що запропонована
у статтi, полягає в тому, що фiксуються перiоди-
чнi i стiйкi моделi навантаження на основi попе-
редньо отриманих даних, якi називаємо базовим
навантаженням, а потiм прогностично управляємо
ресурсами мережi для його обслуговування. Пiд час
виконання, рiзниця мiж фактичним i передбаченим
навантаженням обробляється реактивним способом.
Розроблена система також враховує витрати i ризи-
ки, пов’язанi з управлiнням ресурсами.
На рис. 1 показана концептуальна архiтектура
пропонованого рiшення (де зображенi залежностi є
схематичними i використовуються як iлюстратив-
ний приклад), що засноване на класичнiй архiтекту-
рi:
1. Провiсник (пристрiй прогнозування) базового
навантаження аналiзує попередньо отриманi
данi навантаження i визначає закономiрностi,
якi формують базове навантаження.
2. Координатор направляє запити навантаження
на сервери, а також обмiнюється даними з кон-
тролером для надання iнформацiї про вхiдне
навантаження.
3. Контролер оцiнює i видiляє вiдповiдну кiль-
кiсть ресурсiв необхiдну для обробки базового
навантаження i надлишкових запитiв.















Рис. 1. Система гiбридного управлiння ресурсами
Використовуючи традицiйнi методи монiторингу
стану ресурсiв мережi, надлишкова службова iн-
формацiя значно збiльшується, що може негативно
впливати на ефективнiсть роботи мережi загалом
через завантаженiсть каналiв. Тому пропонується
застосовувати механiзм, суть якого полягає у ди-
намiчнiй змiнi iнтенсивностi здiйснення управлiння
станом мережевого елемента залежно вiд рiзницi
мiж передбаченим значенням навантаження i фа-
ктичним. Використовуючи такий пiдхiд, можливо
пiдвищити гнучкiсть управлiння мережевими еле-
ментами, i, як наслiдок, ефективнiше використову-
вати ресурси пристроїв рiвня управлiння. Крiм то-
го, володiючи актуальною службовою iнформацiєю,
можна здiйснювати оптимальне управлiння наван-
таженням у мережi. Це дозволить значно зменшити
витрати на електроенергiю та збiльшити час “жит-
тя” елементiв мережi. Формула (1) описує принцип
змiни частоти монiторингу:
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де 𝑊 — iнтервал, протягом якого будуть видiля-
тися вiдповiднi визначенi ресурси, 𝐼𝑏𝑎𝑠𝑒 — базове
значення iнтервалу, яке розраховується вiдповiдно
до описаного далi методу дискретизацiї навантаже-
ння, 𝐾 — константа нормалiзацiї, яка визначається
вiдповiдно оператором мережi, 𝜆𝑜𝑏𝑠(𝑡) — реальна
iнтенсивнiсть надходження навантаження протягом
iнтервалу 𝑡, 𝜆𝑝𝑟𝑒𝑑(𝑡) — передбачена iнтенсивнiсть
надходження навантаження пiд час iнтервалу 𝑡, ℎ —
кiлькiсть минулих iнтервалiв, яка розглядається ал-
горитмом.
Далi потрiбно визначити базовий iнтервал. Ме-
та полягає в тому, щоб представити добовий ша-
блон в навантаженнi, дискретизуючи його запити
у послiдовнi, непересiчнi часовi iнтервали з єди-
ним репрезентативним значенням в кожному iн-
тервалi. Запропоновано алгоритм для знаходження
невеликої кiлькостi часових iнтервалiв, таких, що
вiдхилення вiд фактичної вимоги зведено до мiнi-
муму. Пiдтримувати невелику кiлькiсть iнтервалiв
важливо, так як бiльше число iнтервалiв означає
бiльш частi змiни видiлення ресурсiв i, таким чином,
бiльш високi ризик i витрати. Визначимо формаль-
но дискретизацiю [2]. Дискретизацiя навантаження:
маючи часовий ряд 𝑋 на областi [𝑣, 𝜏 ], часовий
ряд 𝑌 на тiй же самiй областi є дискретизацiєю
навантаження 𝑋, якщо [𝑣, 𝜏 ] може бути роздiлене
на 𝑚 послiдовних непересiчних часових iнтервалiв,
{[𝑣, 𝜏1], [𝜏1, 𝜏2], ...[𝜏𝑚−1, 𝜏 ]},так що𝑋(𝑗) = 𝑟𝑖, для всiх
𝑗 у 𝑖-му iнтервалi, [𝜏𝑖−1, 𝜏𝑖].
Встановлюємо 𝑣 = 0 i нехай 𝜏 — перiод наванта-
ження. Далi припускаємо перiод у 24 години. Iдея
дискретизацiї має двi сторони. По-перше, потрiбно
точно репрезентувати навантаження. Для досягне-
ння цiєї мети, репрезентативнi значення, 𝑟𝑖, для
кожного iнтервалу, [𝜏𝑖−1, 𝜏𝑖] мають бути якомога
ближчими до фактичних значень часового ряду в
iнтервалi [𝜏𝑖−1, 𝜏𝑖] По-друге, видiлення IТ-ресурсiв
не вiдбувається безоплатно [2]. З цiєї причини, по-
трiбно уникати занадто великої кiлькостi iнтервалiв
i, отже, занадто великої кiлькостi змiн в системi,
так як це не практично i може призвести до бага-
тьох проблем (наприклад, втрати продуктивностi,
зносу серверiв, нестабiльностi системи i т.д.). Таким
чином, слiд мiнiмiзувати помилку, внесену дискре-
тизацiєю, i кiлькiсть iнтервалiв в дискретизацiї.
Пропонується рiшення для дискретизацiї часових






𝑢(𝑟𝑖 −𝑋(𝜏)) + 𝑓(𝑚) → min) . (2)
Вираз (2) є цiльовою функцiєю, яку потрiбно
мiнiмiзувати, де 𝑋 являє собою часовий ряд i 𝑓(𝑚) є
функцiєю вартостi кiлькостi змiн або iнтервалiв, 𝑚.
Метою виразу (2) є одночасна мiнiмiзацiя помил-
ки репрезентацiї навантаження i кiлькостi змiн. У
деяких випадках, можна було б вiддати перевагу,
мiнiмiзацiї квадрату кiлькостi змiн (або будь-якiй
iншiй функцiї кiлькостi змiн) [2]. Для даної роботи
встановлюємо 𝑓(𝑚) = 𝑙 ·𝑚, де 𝑙 є константою норма-
лiзацiї. Цiльова функцiя виражає мету, мiнiмiзуючи
нормалiзовану кiлькiсть змiн i помилку репрезен-
тацiї. Функцiя вартостi репрезентативної помилки
використовується для кiлькiсної оцiнки похибки по-
дання навантаження. В найзагальнiшому випадку,
як кiлькiсть змiн, так i репрезентативна помилка
можуть бути сформульованi як функцiї корисностi.
Оптимальну величину базового iнтервалу визна-
чаємо iтерацiйно — задаємо рiзнi значення кiлькостi
iнтервалiв, обчислюємо значення виразу (2) i оби-





Приклади репрезентацiї значень часового ряду
представленi на рис. 2, де помилка репрезентацiї для
випадку iнтервалiв у 10 хвилин складає 7%, а для
випадку 60 хвилин — вже 19%.
Також можемо ввести додаткову умову, що рi-
зниця мiж сусiднiми репрезентативними значення-
ми не повинна бути меншою певного заданого поро-
гу.
Визначення величини базового iнтервалу визна-
чається в офлайн режимi на основi статистики на
довгостроковий перiод (днi, тижнi i т.п.), тому це
не має впливу на поточне функцiонування системи.
Вiдповiдно до цього, кiлькiсть iтерацiй для визна-
чення опитмального значення базового значення
iнтервалу може бути достатньо великою i вибирає-
ться оператором в залежностi вiд бажаної точностi
рiшення.
Модуль розподiлу ресурсiв викликається перiо-
дично (кожне вiкно адаптацiї або при досягненнi
порогу, тобто у випадку перевантаження) для дина-
мiчного роздiлення ресурсного об’єму мiж рiзними
мережевими функцiями, якi працюють на загаль-
них серверах в мережi. Як вже сказано, алгоритм
адаптацiї запускається кожнi 𝑊 часовi одиницi. Не-
хай 𝑞0𝑖 позначає довжину черги на початку вiкна
адаптацiї. Нехай 𝜆𝑖 позначає оцiнку iнтенсивностi
надходження заявок i 𝜇𝑖 позначає оцiнку iнтенсив-
ностi обслуговування у наступному вiкнi адаптацiї
(тобто, на наступнi 𝑊 часовi одиницi). Тодi, припу-
скаючи що значення 𝜆𝑖 i 𝜇𝑖 є константними, дов-
жина черги в будь-який момент часу 𝑡 всерединi
наступного вiкна адаптацiї задається формулою (4):
𝑞𝑖(𝑡) = max(0; 𝑞
0
𝑖 + (𝜆𝑖 − 𝜇𝑖)𝑡) . (4)
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Навантаження прогнозоване з iнтервалом 10 хв
Навантаження прогнозоване з iнтервалом 60 хв
Фактичне навантаження
Рис. 2. Репрезентацiя значень навантаження в залежностi вiд рiзної величини iнтервалу адаптацiї
Оскiльки ресурс моделюється як обслуговуючий
пристрiй, iнтенсивнiсть обслуговування запиту ме-
режевої функцiї дорiвнює 𝜇𝑖 =
𝐶𝑖
𝑠𝑖
, де 𝐶𝑖 — це
кiлькiсть ресурсiв мережевої функцiї i 𝑠𝑖 — це се-
реднiй час обслуговування запиту однiєю одиницею
ресурсу. Середня довжина черги пiд час вiкна ада-







Cереднiй час вiдповiдi 𝑇𝑖 у той самий iнтервал





Параметри такої моделi залежать вiд її поточних
характеристик, вiдповiдно, ця модель застосовна в
онлайн сценарiї реагування на динамiчнi змiни в
навантаженнi.
Мережевiй функцiї потрiбно видiлити кiлькiсть
ресурсiв, так що 𝑇𝑖 ≤ 𝑑𝑖, тодi кiлькiсть ресурсiв, ви-






Припустимо, що 𝜆𝑏𝑎𝑠𝑒𝑝𝑟𝑒𝑑(𝑡) — базова передба-
чена iнтенсивнiсть надходження пiд час певного iн-
тервалу 𝑡 отримана з аналiзу попередньо отриманих
даних за минулi днi. Далi, нехай 𝜆𝑜𝑏𝑠(𝑡) — реальна
iнтенсивнiсть надходження протягом цього iнтер-
валу. Прогнозоване значення протягом наступного
iнтервалу коригується з використанням помилки,







Розглянемо задачу в системi Mathcad. Розгляне-
мо роботу одного блоку протягом одного дня (1440
хвилин) i будемо вважати заданою базову компонен-
ту прогнозованої iнтенсивностi надходження заявок
протягом кожної хвилини 𝜆𝑏𝑎𝑠𝑒𝑝𝑟𝑒𝑑, а також нехай
вiдомо середнє значення часу обслуговування заяв-
ки однiєю одиницею ресурсу 𝑠𝑖 i воно не змiнюється,
також припускаємо наявнiсть ресурсу одного типу.
Результати моделювання показали (рис. ??), що по-
милка у прогнозованому значеннi у порiвняннi з
реальним може складати 16%, при цьому “додатна”
помилка складає 9% вiд реальної iнтенсивностi над-
ходження заявок. Якщо не застосовувати систему
динамiчного регулювання величини вiкна адаптацiї
та систему врахування попередньо отриманих да-
них при передбаченнi, то помилка складатиме 26%,
“додатна” помилка — 15%, з чого можна зробити ще
i той висновок, що ресурси будуть застосовуватись
вкрай неефективно.
Таким чином, загальний алгоритм можна пред-
ставити як описано далi.
Провiсник базового навантаження спочатку ви-
конує аналiз навантаження, щоб виявити законо-
мiрностi. Виходячи з цього, можна вивести перiоди
найвиразнiших шаблонiв. Провiсник базового на-
вантаження запускається перiодично (наприклад,
один раз на день). Вiн дiлить попередньо отри-
манi данi на деннi вимоги i прогнозує вимогу на
наступний день. Для прогнозу навантаження, може-
мо взяти середнє значення попередньо отриманого
денного навантаження. Можуть використовуватися
складнi методи передбачення, але це виходить за
рамки даної статтi. У результатi роботи блоку на
виходi отримуємо прогноз навантаження на перiод.
Контролер вiдповiдає за обробку навантаження.
Вiн отримує прогнозований шаблон базового наван-
таження вiд провiсника базового навантаження, а
потiм оцiнює i розподiляє належну кiлькiсть ресур-
Система управлiння ресурсами в центрах обробки даних оператора мережi мобiльного зв’язку 31






































Навантаження прогнозоване з адаптацiєю
Навантаження прогнозоване без адаптацiї
Рис. 3. Результати моделювання системи з динамiчною адаптацiєю величини iнтервала управлiння i
прогнозом навантаження та системи без них
сiв, необхiдну для обробки навантаження. Зокрема,
контролер використовує модель масового обслуго-
вування продуктивностi описану вище, щоб визна-
чити, скiльки ресурсiв буде видiлено для забезпе-
чення дотримання вимог SLA для прогнозованої
кiлькостi запитiв, не споживаючи надмiрної поту-
жностi. Вираз (7) оцiнює обсяг ресурсiв, необхiдних
для забезпечення того, що цiльовий середнiй час
вiдповiдi задовольняється. Контролер запускається
кожне вiкно адаптацiї або у разi, коли реальне
навантаження перевищує прогнозоване навантаже-
ння, для того щоб надати додатковi ресурси для
надлишкового навантаження. Оскiльки контролер
не запускається коли реальне навантаження ниж-
че нiж прогнозоване, вплив надмiрного видiлення
ресурсiв зводиться до мiнiмуму, якщо прогностичне
видiлення ресурсiв добре вiдображає базовi вимоги.
Координатор надсилає вхiднi запити на сервер,
видiлений для обслуговування навантаження, а та-
кож обмiнюється даними з контролером для надан-
ня iнформацiї про вхiдне навантаження.
Слiд зазначити, що система монiторингу вiдслiд-
ковує трафiк i пiдраховує кiлькiсть запитiв. В си-
стемi монiторингу встановлюється порогове значен-
ня для числа запитiв i до контролера посилається
повiдомлення, якщо система монiторингу виявляє
перевантаження. Коли контролер приймає повiдом-
лення, що стосується перевантаження, з системи
монiторингу, контролер обчислює необхiдну кiль-
кiсть ресурсiв для обробки заявок належним чином
i динамiчно розподiляє розрахунковий об’єм. Потiм
координатор перенаправляє заявки i перевантажен-
ня усувається.
Висновки
Динамiчне управлiння ресурсами у мобiльних
мережах наступних поколiнь пiдiймає новi пробле-
ми, не вирiшенi у попереднiх дослiдженнях систем
надання ресурсiв. Запропоновано систему динамi-
чного управлiння ресурсами системи центрiв оброб-
ки даних мобiльного оператора, який використовує
гнучку аналiтичну модель для визначення опти-
мальної кiлькостi ресурсiв, якi видiляються фун-
кцiональним блокам системи, що розгортаються в
центрах обробки даних. Результати моделювання
системи показали, що помилка у прогнозованому
значеннi у порiвняннi з реальним може складати
16%, при цьому “додатна” помилка складає 9% вiд
реальної iнтенсивностi надходження заявок, якщо
не застосовувати систему динамiчного регулювання
величини вiкна адаптацiї та систему врахування по-
передньо отриманих даних при передбаченнi, то по-
милка складатиме 26%, “додатна” помилка — 15%, з
чого можна зробити ще i той висновок, що ресурси
будуть застосовуватись вкрай неефективно. Метод
може застосовуватись при управлiннi розгортанням
вiртуальних мережевих функцiй на фiзичнiй iнфра-
структурi для мiнiмiзацiї витрат оператора зв’язку
та покращення якостi обслуговування абонентiв.
В подальших дослiдженнях, запропонований метод
може бути розширений для урахування складних
моделей аналiзу часових рядiв для прогнозування.
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Система управления ресурсами в цен-
трах обработки данных оператора сети
мобильной связи
Сулима С. В., Скулыш М. А.
Рассматривается возможность виртуализации сети
мобильной связи. Представлен метод построения си-
стемы управления ресурсами для виртуальных сетевых
функций в центрах обработки данных оператора мо-
бильной связи. Предложенный метод использует гибкую
аналитическую модель для определения оптимального
количества ресурсов, которые выделяются функцио-
нальным блокам системы, разворачиваемых в центрах,
обработки данных и учитывает как ранее полученные
статистические данные, так и текущие тенденции.
Ключевые слова: облачные вычисления; NFV; виде-
ление ресурсов; прогнозирование нагрузки; мобильная
сеть
Resource provisioning system for mobile
operator network’s datacenters
Sulima, S. V., Skulysh, M. A.
The problem of growth of the mobile data traffic and
the number of services becomes global, moreover, volume
and frequency of control traffic transmitted through the
network are increasing, and therefore there is a need for
its effective management to ensure the quality of servi-
ce required by users and optimal use of mobile network
resources. In such circumstances, the load on the server
that is created in the process of establishing the connection
and its serving has its considerations. Dynamic resource
provisioning is a useful technique for handling the variations
seen in communication systems workloads. Virtualization
technology allows to implement this approach. An analytic
model of a system would be attractive as it would be able
to evaluate system characteristics under a wide range of
conditions, and to be computed comparatively easily. It is
also can incorporate numerical optimization techniques for
system design. In the paper the problem of provisioning
system design for virtualized network functions is solved.
This paper presents a novel approach to correctly allocate
resources in data centers, such that SLA violations and
energy consumption are minimized. Proposed approach fi-
rst analyzes historical workload traces to identify long-term
patterns that establish a “base“ workload. It then employs
two techniques to dynamically allocate capacity: predictive
provisioning and reactive provisioning. The combination
of predictive and reactive provisioning achieves a signi-
ficant improvement in meeting SLAs, conserving energy,
and reducing provisioning costs. A method for adapting
the size of network function’s resource allocation control
interval is proposed that provides dynamic configuration
of the system, reducing excessive service data transmi-
tted in the network, and decrease the load of network
nodes. The workload service system model is built which
outlines a method of workload forecasting, which takes
into account long-term accumulated statistics and recent
trends observed in a network that allows a rational level
of management costs and final values of quality of service.
Experiments on the study of the proposed methods in the
system of Mathcad are conducted.
Key words: cloud computing; NFV; resource allocation;
workload prediction; mobile network
