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ABSTRACT
This thesis presents the theoretical background and the full-wave analysis of
metallic structures at optical frequencies. The optical properties of metals
and the related plasmonic eects are reviewed. Both the frequency-domain
and time-domain methods for simulating the structures are discussed. The
nite element method is applied to study the scattering from the metal-
lic structures in the frequency domain. The simulation results are shown
for two-dimensional structures that include innitely long metallic cylinders
with various cross sections at optical frequencies. The discontinuous Galerkin
time-domain (DGTD) method is implemented to study metallic structures
at optical frequencies. The formulation of the DGTD method is derived to
include the dispersive material models for the metals. Ecient implementa-
tions of the DGTD method for studying periodic structures are also realized.
The simulation results of applying the DGTD method to model and simulate
two-dimensional metallic devices at optical frequencies are presented for both
stand-alone and periodic structures.
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CHAPTER 1
INTRODUCTION
In nanophotonics, metallic structures are essential components to facilitate
light-matter interaction. These structures are typically made of noble metals
such as gold and silver. At optical frequencies, the metals can no longer
be approximated as perfect conductors, and the eects of surface plasmons
could occur at the interfaces between the metals and dielectrics. Surface plas-
mons can be physically interpreted as the collective oscillations of negatively
charged electron gas in the metals, which are driven by electromagnetic exci-
tations such as light waves. Surface plasmons are characterized by enhanced
electromagnetic near eld in conned regions with subwavelength dimensions
[2]. Because of the unique properties of surface plasmons, metallic structures
have found many promising applications ranging from improved photovoltaic
devices [3] to miniaturized biosensors [4]. These structures are also referred
to as plasmonic metallic structures or metallic nanostructures [5].
The eects of surface plasmons can be analyzed by solving Maxwell's equa-
tions at optical frequencies, and the solution could be sought using analytical,
semi-analytical, and numerical methods. In a large number of applications,
the electromagnetic interactions that occur in the metallic structures are con-
sidered as scattering problems. The typical analytical methods include the
Mie theory [6] for scattering by spheres and Mie-Gans theory [7] for scattering
from spheroidal particles. It is important to note that the analytical methods
are only applicable for a very limited number of geometries. Semi-analytical
methods could be applied for the modeling of relatively complex plasmonic
structures. The T-matrix method and the multiple multipole method are two
popular semi-analytical methods. The T-matrix method can be applied to
model scattering from non-spherical particles, and it has been utilized in the
simulations of nanoparticles [8]. Although the T-matrix method is suitable
for a moderate number of well-separated nanoparticles, it is not applicable
for a large number of particles or continuous structures [9]. The multiple
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multipole method has been applied to the modeling of plasmonic metallic
structures [10], [11]. This method is particularly suitable for the analysis
of extended structures, however, it is dicult to improve the accuracy and
convergence of this method due to the lack of a systematic approach [12].
On the other hand, full-wave numerical methods could be applied to study
arbitrarily-shaped scatterers, and it is relatively straightforward to improve
the accuracy and convergence of these well-established methods. Therefore,
full-wave analysis that solves Maxwell's equations rigorously is necessary to
model the scattering of light by various plasmonic metallic structures.
In computational electromagnetics, numerical methods can mainly be cat-
egorized into two types: the dierential equation methods and the integral
equation methods. Compared to the integral equation methods, the dier-
ential equation methods have the advantage of straightforward analysis of
the near-eld response of plasmonic metallic structures because of their im-
plementation of volumetric grids [13]. Since the near-eld response plays an
important role in characterizing the performance of plasmonic metallic struc-
tures, dierential equation methods are considered in this thesis. Among
the dierential equation methods, the nite dierence time-domain (FDTD)
method [14] is comparatively popular for modeling plasmonic structures be-
cause of its simplicity. However, it is dicult to improve the spatial accuracy
of the FDTD method that applies the Yee grids, which lead to the simplicity
of the algorithm but may cause aliasing errors. The rectangular Yee grids
are not suitable for modeling the plasmonic metallic structures that involve
small geometries and near-eld enhancement. When the rectangular corners
of the grids do not align well with the ne structure under consideration, it
could result in geometrical singularities that cause pseudo-eld enhancement.
Moreover, it is computationally expensive to resolve ne features in the
FDTD method since one has to improve the accuracy by signicantly re-
ducing the size of the Yee grids, especially for the cases in which rapid eld
enhancements in ne plasmonic metallic structures are involved [15]. Another
important dierential equation method is the nite element method (FEM)
[16]. Although the FEM is more complicated than the FDTD method, the
FEM is a powerful method in terms of modeling complex geometries with a
high accuracy [17]. The FEM utilizes unstructured meshes that could over-
come the spatial limitation in the FDTD method, and therefore the FEM
is particularly suitable for modeling complex plasmonic metallic structures
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and simulating the rapid eld variations in these structures. The FEM can
be applied using either a frequency-domain approach or a time-domain ap-
proach. The frequency-domain FEM is utilized in this thesis to study the
scattering from two-dimensional plasmonic metallic structures. On the other
hand, the time-domain FEM (TDFEM) can be classied into two types: the
implicit and explicit methods. The implicit TDFEM has the advantage of
unconditional stability, but it is computationally expensive as it requires the
solving of a global matrix at each time step. In contrast, the explicit methods
are conditionally stable, but these methods essentially avoid the formation
of large system matrices, and therefore are more ecient than the implicit
TDFEM. The discontinuous Galerkin time-domain method [18] is an explicit
time-domain method, and it can be considered as a variation of the classical
FEM [19]. The DGTD method is applied to study various two-dimensional
plasmonic metallic structures in this thesis.
This thesis presents the theoretical background of plasmonic metallic struc-
tures, the numerical methods that are suitable to simulate these structures,
and the simulation results of some examples of these structures. Chapter
2 introduces the material properties of metals at optical frequencies, and
the eects of surface plasmons in metallic structures. Chapter 3 gives an
overview of the frequency-domain methods for simulating plasmonic metallic
structures, and presents the formulations of two-dimensional FEM for the
scattering problem, followed by the simulation results of the scattering from
the metallic structures. In Chapter 4, the time-domain methods for simulat-
ing plasmonic metallic structures are reviewed, and the formulation of the
DGTD method is presented for two-dimensional scattering problems. The
modeling of dispersive materials and periodic structures using the DGTD
method is also presented, and several simulation examples are shown. Chap-
ter 4 concludes this thesis and discusses possible future work.
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CHAPTER 2
PHYSICS OF METALLIC STRUCTURES
AT OPTICAL FREQUENCIES
In this chapter, the theoretical background of plasmonic metallic structures is
introduced. The properties of metals at optical frequencies are rst reviewed.
Sections 2.2 and 2.3 present an overview of the two major types of surface
plasmons, namely the surface plasmon polaritons and the localized surface
plasmon resonance.
2.1 Optical properties of metals
Plasmonic metallic structures dier from their counterparts at radio frequen-
cies especially in terms of the interaction between light and metals at optical
frequencies. At lower frequencies, perfect or good conductor approximations
of metals are valid in most cases. However, such approximations are not valid
at higher frequencies toward the near-infrared spectrum, and the penetration
of the electromagnetic elds into the metals can no longer be neglected. At
even higher frequencies above the ultra-violet part of the spectrum, metals
behave like dielectrics that allow the propagation of light through the bulk
materials. In this section, the Drude model of the metals at optical frequen-
cies will rst be illustrated with the derivation of the dielectric functions that
can be used to describe the optical responses of certain metals. The inuence
of interband transitions will also be discussed.
In a microscopic point of view, the optical properties of metals are mainly
determined by the free electrons in the metals, whose response could be
summed up and lead to the macroscopic dielectric permittivities. The free
electrons in the conduction bands of metals can be treated as particles in
an ideal classic gas that move freely against the lattice of the metallic ion
cores. It is assumed that these free electrons move at the same velocity
and there is no interaction between the electrons, and the scattering events
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might occur because of the presence of lattice defects and phonons [12]. These
assumptions were originally considered by Paul Drude in 1900 [20], and were
applied to study the conductivities in metals. As the same assumptions are
applied to derive the dielectric permittivities of metals, the derived dielectric
functions are termed the Drude models of the metals at optical frequencies.
To derive the dielectric functions of the metals, the free electron gas is
considered to be subject to an external time-harmonic electric eld E =
E0 exp(j!t). For a single electron in the gas, the equation of motion is
me
@2r
@t2
+me
@r
@t
=  eE0 exp(j!t); (2.1)
where r is the displacement of the electron, me is its eective mass, e is the
charge of the single electron, and  is the characteristic collision frequency.
The characteristic collision frequency can be expressed as  = 1= , with
 being the average time between collisions. Therefore the characteristic
collision frequency can be expressed as  = vF=l, where vF is the Fermi
velocity and l is the mean free path of electrons between collisions.
A particular solution to Eq. (2.1) would be in the form of r = r0 exp(j!t).
After substituting this solution into Eq. (2.1), it can be obtained that
r =
eE
me(!2   j!) : (2.2)
The dipole moment of this single electron can be written as p =  er, and
the sum of the dipole moments per unit volume would give the polarization
intensity P , which can be written as
P =   ne
2E
me(!2   j!) ; (2.3)
where n is the number of electrons per unit volume.
By substituting Eq. (2.3) into the constitutive relation D = "0E + P , it
can be obtained that
D = "0

1  ne
2
"0me(!2   j!)

E: (2.4)
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By dening the plasma frequency of the free electron gas as
!p =
s
ne2
"0me
; (2.5)
the dielectric function of the free electron gas can then be written as
"(!) = 1  !
2
p
!2   j! : (2.6)
This dielectric function is also known as the Drude model of the optical
response of metals [2]. The major advantage of the Drude model lies in
the fact that it can be incorporated into time-domain numerical solvers for
Maxwell's equations. The coecients in the Drude model can be obtained
through tting experimental data to Eq. (2.6). By separating the real and
imaginary parts of this dielectric function, Eq. (2.6) can be expressed as
"(!) = 1  !
2
p
!2 + 2
  j !
2
p
!(!2 + 2)
: (2.7)
The Drude model shown in Eq. (2.7) can accurately represent the optical
properties of metals for a wide frequency range up to the infrared spectrum,
and it can even model alkali metals up to the ultraviolet regime [2]. In
the visible range, however, the measured imaginary parts of the dielectric
functions for noble metals increase more rapidly than those predicted by
the Drude model, since bound electrons in the valence band would undergo
interband transitions that modify particularly the imaginary parts of the
dielectric functions [12]. For the two noble metals silver and gold that are
used most often in plasmonic structures, the Drude model can be applied to
model the dispersion of silver with a slight modication of the constant term.
As for gold, the interband transitions have more signicant eects, such that
it is often not sucient to use the Drude model to describe its property.
The interband transitions occur when the photon energy increases and
exceeds the threshold of the transitions between electron bands, because the
photons would have sucient energy to excite those electrons in the lower
valence band to the higher conduction band. The interband transitions can
be described by the classical picture of exciting the bound electrons in the
lower lled band. When a single bound electron is subject to an external
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time-harmonic electric eld, the equation of motion can be written as
mb
@2r
@t2
+mb
@r
@t
+ r =  eE0 exp(j!t); (2.8)
where r is the displacement of the bound electron, mb is the eective mass of
the single bound electron, and  is the spring constant of a restoring system
that models the bounding of the electron to the ion core [12].
By following a similar derivation procedure as for the free electron gas, the
dielectric function of the bound electrons can be written as
"b(!) = 1 +
nbe
2=mb"0
!20   !2 + j!
; (2.9)
where nb is the number of bound electrons per unit volume, and !0 is the
resonance frequency of the bound electrons and can be written as !0 =p
=mb.
The inuence of the interband transitions can be modeled by adding the
newly derived Eq. (2.9) to the Drude model for the free electron gas. The ad-
ditional term comes from the bound electron model, and is generally referred
to as a Lorentz-oscillator term [2].
2.2 Surface plasmon polaritons
Surface plasmon polaritons (SPPs) occur at the interface between a metal
and a dielectric when the incident electromagnetic radiation couples to the
oscillation of the electron gas inside the metal. SPPs are the two-dimensional
electromagnetic interaction propagating at a metallic interface, and they are
evanescently conned in the direction perpendicular to the interface. In
this section, the surface plasmon polaritons at a single interface will rst
be analyzed, and the SPPs would be considered by including the undamped
Drude model of metals. The eects of real metals are also analyzed. In
the end, other planar structures that can support SPPs and the methods to
excite SPPs are summarized.
A simple planar interface between a metal and a dielectric is considered,
where the metal is characterized by the dispersive dielectric function obtained
from the Drude model, and the dielectric is assumed to have a real and
7
Figure 2.1: A planar metallic interface.
positive dielectric permittivity. The scenario considered here is the same
as in [2]. The interface is chosen to be at the plane of z = 0, and the
surface wave is assumed to propagate in the x direction while there is no
variation along the y direction. The planar interface is as shown in Fig. 2.1.
The solution to Maxwell's equations is sought at the interface, and surface
plasmon polaritons would exist if the solution satises the assumed setting.
The surface wave can be denoted as
E(x; y; z) = E(z) exp( jx); (2.10)
where  is the propagation constant of the surface wave.
A time-harmonic electric eld is assumed with E = E0 exp(j!t). Both the
two regions separated by the interface are homogeneous, such that in each
region the surface wave would satisfy the Helmholtz equation
r2E + k20"E = 0; (2.11)
where k0 is the wavenumber of the electric eld in the vacuum, and " is the
relative dielectric permittivity of the metal or the dielectric.
By substituting Eq. (2.10) into Eq. (2.11), it can be obtained that
@2E(x; y; z)
@z2
+ (k20"  2)E(x; y; z) = 0: (2.12)
It can be shown that a TM (p) mode has nonzero components Ex, Ez, and
Hy, and a TE (s) mode has nonzero components Hx, Hz, and Ey. Both Ey
andHy satisfy the equations similar to Eq. (2.12), while the other components
can be obtained from the two. These equations can be solved along with
boundary conditions to obtain the dispersion relation of . The solution to
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be sought is a propagating surface wave on the interface with its elds decay
evanescently in the z direction.
For the TM mode, the continuity of Ex and Hy across the interface would
lead to the following equation
2
1
=  "2
"1
; (2.13)
where 2 and 1 are the attenuation constants (in the z direction) in the
dielectric and the metal respectively [2].
This is the so-called surface-plasmon condition or the retarded equation
[21]. Since the dielectric has a real and positive dielectric constant "2, "1
needs to be negative such that the two attenuation constants would be with
the same sign and the surface wave decays exponentially in the z direction
in both regions. In this sense, the TM surface wave can exist only at the
interfaces where the real parts of the dielectric constants for the adjacent
materials are opposite in sign.
Moreover, in order to satisfy the wave equation in the form of Eq. (2.12),
the following two equations also need to be fullled
1
2 = 2   k02"1; (2.14)
2
2 = 2   k02"2: (2.15)
Equations (2.13), (2.14) and (2.15) can be solved together to nd the
dispersion relation of the surface wave at the interface
 = k0
r
"1"2
"1 + "2
: (2.16)
On the other hand, the continuity of Hx and Ey needs to be satised across
the boundary for the TE wave, leading to
2 + 1 = 0: (2.17)
It can be seen from Eq. (2.17) that the attenuation constants 2 and 1
cannot be positive at the same time, and therefore the TE mode cannot
be conned to the surface, which leads to the important fact that surface
plasmon polaritons can exist only for the TM modes.
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To further analyze the eects of surface plasmon polaritions, the undamped
Drude model that neglects the collisions of the electrons is considered for the
metal
"1(!) = 1 
!2p
!2
: (2.18)
For "1(!) to be negative, the excitation frequency ! must be lower than the
plasma frequency !p. By substituting Eq. (2.18) into the dispersion relation
of the surface wave Eq. (2.16), it can be obtained that
 = k0
s
"2(!2   !2p)
(!2   !2p) + "2!2
: (2.19)
At frequencies much lower than the plasma frequency, the rst term in
the denominator of Eq. (2.19) dominates, and  is close to the propagation
constant of light in the dielectric. Therefore, the attenuation constant in
the dielectric would be small according to Eq. (2.15), and the surface wave
extends signicantly into the dielectric. This is known as the Sommerfeld-
Zenneck wave [22].
As the frequency increases toward the plasma frequency, the SPP prop-
agation constant would approach innity when the frequency reaches the
characteristic surface plasma frequency
!sp =
!pp
1 + "2
: (2.20)
It can also be shown directly from Eq. (2.16) that  would approach innity
if the following condition is satised
"1 + "2 = 0: (2.21)
Up to the characteristic surface plasma frequency, the real part of the
SPP propagation constant is greater than the corresponding wavenumber of
light in the dielectric, such that it still possesses the bound nature of surface
wave. At frequencies higher than the surface plasma frequency, the SPP
propagation constant would only have a pure imaginary part, and it has no
real part until the frequency approaches the plasma frequency. At frequencies
higher than the plasma frequency, the real part of the SPP propagation
constant becomes smaller than the wavenumber of light in the dielectric, and
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the propagation through the metal occurs.
In the case of a real metal, the undamped model is not applicable and
"1(!) is complex to account for the loss encountered in electron collisions. In
this case,  approaches a nite maximum value at !sp instead of an innite
value. The wavelength of the SPPs is determined by the real part of , and
thus it would have a minimum value at !sp. Moreover, at the frequencies
ranging from !sp to !p, both real and imaginary parts of  exist unlike in
the case of the undamped model that the real part vanishes in this region.
On the other hand, the imaginary part of  determines the propagation
length of the surface wave along the interface since it will appear as an ex-
ponential damping term in the expression of the electric eld in Eq. (2.10).
The decay lengths of the electric elds into the dielectric and the metal are
also aected by  through its eect on the attenuation constants 2 and
1 as shown in Eq. (2.14) and Eq. (2.15). The decay lengths determine
one of the important characteristics of SPPs, namely, the energy conne-
ment. It is important to note that the decay length in the dielectric could
be smaller than the diraction limit. The resulting large eld connement
would be associated with high eld enhancement close to the interface, and
it is a key factor to realize a lot of promising applications of the plasmon-
ic metallic structures. Since both the propagation length and the energy
connement of SPPs are aected by the SPP propagation constant , they
possess strong dependence on frequency. As the frequency approaches !sp,
the SPP propagation constant approaches its nite maximum value, leading
to large attenuation constants in both the dielectric and the metal. The small
decay lengths in the z direction result in large eld connement to the in-
terface, while the increased damping caused by the increased imaginary part
of  leads to a small propagation length. Improved energy connement is
typically associated with a smaller propagation length. This also implies the
classic trade-o in SPPs, that is, the trade-o between the eld connement
and the loss [2].
Besides the single planar interface between a dielectric and a metal, several
other structures can also support surface plasmon polaritons. Some of the
most typical ones include thin lms and multilayer structures. In order to
excite surface plasmon polaritons at planar interfaces, the SPP dielectric
constant  needs to be considered. Equation (2.15) indicates that  should be
greater than the wavenumber of the excitation light in the dielectric such that
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the attenuation constant 2 would be real and the elds would be conned
near the interface with evanescent decays perpendicular to the interface. In
such case, direct excitation by a light beam is not possible unless certain
phase-matching techniques are utilized, and both energy and momentum
need to be conserved in the excitation process [2]. At the interface, the
component of the excitation wave vector in the direction that the surface
wave propagates needs to be increased upon the excitation such that this
component can be matched to the wave vector of the SPPs.
One typical way to excite SPPs would be prism coupling, which utilizes the
fact that the light wave vector inside a prism would be increased by a factor
of its refraction index as compared to the free-space wave vector. Therefore,
the evanescent wave generated in the prism at total internal reection would
be able to excite the SPPs on the planar interface between the free space
and the metal. The matching of the components of wave vectors in the SPP
propagation direction could then be accomplished. Another way to excite
SPPs on a planar surface is to use grating couplers. The wave vector of the
excitation light is increased to match that of the SPPs by adding the lattice
vector generated by the grating on the interface to the excitation wave vector.
The grating periodicity must be structured such that the new surface wave
vector would match those dispersion conditions for SPPs. Other methods
include the excitation employing charged particles, the excitation using near-
eld illumination, and the excitation through highly focused beams [2].
2.3 Localized surface plasmon resonance
Localized surface plasmon (LSP) is the electromagnetic resonance caused by
the connement of surface plasmons to small metallic nanostructure. Unlike
surface plasmon polaritons, LSP is the non-propagating interaction of the
oscillating electron gas coupled to electromagnetic radiations. Moreover, the
size and shape of the metallic nanostrucure play important roles in deter-
mining the characteristics of LSP resonance. For deep subwavelength-sized
nanostructure, quasi-static approximation can be applied to nd the optical
response of such structures; while for larger structures beyond the quasi-static
approximation, the optical response must be modied with retardation ef-
fects, and the Mie theory can be applied to obtain the analytical solution for
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spherical nanostructures. The interaction between nanostructures will also
be discussed.
When a metallic nanostructure has its characteristic dimension much sma-
ller than the wavelength of the excitation light, quasi-static approximation
can be applied to analyze its interaction with the excitation light. Since
the phase of the excitation light remains unchanged across the nanostruc-
ture, solutions can be obtained by applying an electrostatic eld, and the
time-harmonic dependence can be added back to the solution. As shown in
Fig. 2.2, consider a simple structure of homogeneous metallic sphere with di-
electric response "1(!), where the sphere has a radius of a. The surrounding
medium has a dielectric constant "2, which is assumed to be homogeneous. In
the quasi-static limit, the excitation eld can be replaced by a static electric
eld E0 in the z direction with magnitude E0. In order to nd the electric
eld distribution, the Laplace equation can be solved to nd the electric po-
tential, and the electric eld can be obtained thereafter. The solution can be
obtained by matching boundary conditions at the surface of the sphere and
at innity [23]. It has been found that the potential outside the sphere con-
sists of two parts, the rst part represents the applied eld, and the second
term can be interpolated as the eld of a dipole located at the center of the
sphere with a dipole moment of
p = 4a3
"1   "2
2"2 + "1
E0: (2.22)
The dipole moment is induced by the applied eld, and it is related to the
polarizability of the sphere as p = E0. Therefore the polarizability can be
written as
 = 4a3
"1   "2
2"2 + "1
: (2.23)
If the dielectric response of the metallic sphere "1(!) has a negligible imag-
inary part, the condition for a resonant enhancement of the polarizability
would be
Re["1(!)] + 2"2 = 0: (2.24)
This is the so-called Frohlich condition, under which the polarizability would
be resonantly enhanced because of the near-zero denominator. It is similar
to the surface plasmon condition Eq. (2.21) that both the conditions require
the real part of the dielectric function of a metallic structure to have a sign
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Figure 2.2: A dispersive metallic sphere.
opposite to that of the surrounding medium. Nonetheless, such resonance is
limited by the loss mechanisms that are accounted for by the imaginary part
of the dielectric function of the sphere. By using the undamped Drude model
for the dielectric response of the metal Eq. (2.18), the Frohlich condition can
be satised at frequency
!sp =
!pp
1 + 2"2
: (2.25)
The property of the induced dipole would depend on the dielectric response
of the surrounding medium, as well as the size, material, and geometry of the
sphere. Besides the spherical structures, ellipsoids can also have analytical
solutions under the quasi-static approximation [24]. The eects of localized
surface plasmons also can be aected by the interaction between adjacent
metallic structures. For metallic particles within the quasi-static approxima-
tion, the particles would interact with each other as if they were dipoles. The
interactions between these dipoles depend on the spacing between them. If
the spacing between two neighboring particles is comparable to the excitation
wavelength, the interaction would be of far-eld nature, and it is inversely
proportional to the distance. On the other hand, if the spacing is much
smaller than the excitation wavelength, the near-eld interaction dominates,
and it is inversely proportional to the cube of the spacing [25].
The previously mentioned quasi-static approximation is no longer valid for
particles with larger dimensions, since the excitation eld would have sig-
nicant phase change over the volumes of the particles. For large particles
beyond the quasi-static approximation limit, the optical response would be
modied by retardation eects. Besides the simple dipole mode that is con-
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sidered in the quasi-static case, it is necessary to include the excitation of
higher-order modes, which can be retained through keeping the higher-order
scattering coecients in the Mie theory [26]. The Mie theory is a complete
electrodynamic approach that can be applied to nd the analytical solutions
of simple spherical structures, and it can be applied to study metallic nano-
structures that could be approximated as spheres and spheroids. In 1908, the
pioneering work of G. Mie led to the development of the Mie theory of the
scattering and absorption of electromagnetic radiation by a sphere [6]. The
analytical description of the absorption and scattering of spherical metallic
nanoparticles can be obtained by utilizing the Mie theory. In the Mie theory,
a homogeneous spherical particle is illuminated by an incident plane wave,
and Maxwell's equations are used to compute the scattering from the spher-
ical particle. With such computation, Mie was able to explain the color of
gold colloids with changing dimension of the spherical gold particles. The
formulation of the Mie series can be found by rst expanding the incident
plane wave into a linear superposition of radiating spherical waves. Similar
wave transformation is also performed on the scattered eld as well as the
eld inside the sphere. After applying the boundary condition on the surface
of the spherical particle, the expansion coecients of the scattered eld can
be determined. The Mie solution can be considered as a series approximation
to the solution of Maxwell's equations, and the quasi-static results described
previously can be obtained by retaining only the lowest order term in the
series [2]. Such formulation can be utilized to compute the electromagnetic
elds both inside and outside the spherical particle, and the total cross sec-
tion of the scatterer can then be determined. The detailed formulation of the
Mie solution can be found in textbooks about electromagnetic theory [17].
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CHAPTER 3
FREQUENCY-DOMAIN ANALYSIS OF
PLASMONIC METALLIC STRUCTURES
In this chapter, frequency-domain methods for simulating plasmonic metal-
lic structures are rst reviewed. The nite element method is applied to
study the scattering from metallic structures at optical frequencies. The two-
dimensional formulation of the nite element method for scattering problems
is illustrated. Several numerical examples are presented in Section 3.3.
3.1 Overview of frequency-domain methods
The dispersive material properties of metals are essential in characterizing
the eects of surface plasmons. For time-domain methods, dispersive models
are required for modeling plasmonic metallic structures. This would lead
to the disadvantage of time-domain methods in terms of simulating such
structures, since the accuracy of the numerical solution would depend on the
approximation of the dispersion models to the actual material properties of
the metals [27]. Moreover, in the time domain, constitutive relations would
be in complex convolution forms which require more involved treatments
[17]. On the other hand, frequency-domain methods can incorporate the
experimental data of the metals directly without the need of incorporating
dispersion models. Therefore, frequency-domain methods possess the advan-
tage of simplicity in terms of treating material dispersions of the plasmonic
metallic structures.
Frequency-domain methods can be categorized into two major types, name-
ly the integral equation methods and the dierential equation methods. Am-
ong the integral equation methods, the volume integral equation method has
been applied for modeling the optical properties of nanoparticles [28]. The
discrete dipole approximation (DDA) [29] can be considered as an equiva-
lent method of the volume integral equation method, and it has been widely
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utilized to model complex nanoparticles [30]. The DDA approximates a plas-
monic metallic structure as an array of polarizable dipole elements organized
on a cubic grid, which is used to represent the shape of the plasmonic struc-
ture. The polarizability of each element results from its interaction with all
the other elements as well as the external eld [31]. Starting with the volume
integral equation for the electric eld, self-consistent equations for the equiv-
alent dipoles could be derived. The DDA is popular for solving scattering
problems, and has been widely applied to model plasmonic particles as well
as to describe the shape dependence of the plasmon resonance spectra on
various types of plasmonic structures. The major advantage of the DDA is
its simplicity, but the DDA has a disadvantage that is similar to the nite
dierence time-domain method, namely the staircasing error, which would
occur for curved objects for instance [9]. The surface integral equation (SIE)
method has also been applied to study metallic structures at optical frequen-
cies. There have been several attempts to utilize the SIE method for the
modeling of plasmonic structures [13], [32], [33]. In the SIE method, the
computation domain is rst divided into homogeneous subdomains, inside
which the electromagnetic eld is determined by the values at the boundary
surface of these subdomains. As for the case of analyzing the scattering by a
nanoparticle, boundary charges and currents on the subdomains are utilized
to express the electromagnetic elds scattered by the particle, and bound-
ary conditions are imposed to ensure the continuity across the subdomain
boundaries, resulting in a system of surface integral equations, which would
then be solved using surface meshing [31]. The major advantages of the SIE
method are related with the fact that it employs surface meshing instead
of volumetric discretization, such that the SIE method results in fewer un-
knowns and is more exible than the volume discretization. The SIE method
can be powerful when modeling sharp corners and narrow gaps, which are
common in plasmonic structures [34]. Nonetheless, the SIE method can only
be applied to homogeneous or piecewise homogeneous structures, since its
application to complex inhomogeneous structures would be dicult to im-
plement. Moreover, it is also dicult to employ the SIE method for the
modeling of the near-eld responses that are critical for plasmonic structures
[13].
On the other hand, dierential equation methods have the advantage of
straightforward implementation from dierential Maxwell's equations, and
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volumetric grids are employed such that it is convenient to analyze the near-
eld response of plasmonic structures. However, the volumetric formulations
require the discretization of not only the object but also the surrounding
space, and articial boundary conditions are required to truncate the sur-
rounding space. Fortunately, the system matrices produced by the dier-
ential equation methods are sparse because of the localized basis function
and dierential operation [16]. In contrast, integral equation formulations
typically suer from the high computational cost associated with dense ma-
trices. In this work, dierential equation methods are applied to study the
scattering from plasmonic metallic structures.
3.2 Formulation of the two-dimensional nite element
method
The nite element method (FEM) is a major type of dierential equation
methods. The general process of the nite element method is to rst divide
the entire computation domain into small subdomains that are termed as
nite elements, and then to approximate the solution in each element by
using simple linear or quadratic functions. In this way, the FEM can be
used to obtain the approximate solutions to Maxwell's equations subject
to certain boundary conditions. Subspace projection methods can then be
applied to convert partial dierential equations into a set of linear algebraic
equations, whose matrix form can be solved readily in computers. One of
the main advantages of the FEM is that the matrix generated is sparse, and
therefore it can be solved eciently by exploiting such property. Another
major advantage of the FEM lies in its capability to model arbitrarily-shaped
geometries [16].
In the conventional FEM, node-based elements are used in the process of
solving scalar partial dierential equations. When the node-based elements
are used to represent vector elds, however, non-physical or the so-called
spurious solutions would occur due to the lack of enforcement of the diver-
gence condition. Other problems include the diculty to apply the boundary
conditions at material interfaces and to treat the conducting and dielectric
edges and corners that are associated with eld singularities [17]. In order
to overcome these diculties, the edge-based nite element method has been
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developed. By assigning degrees of freedom to the edges of each element, this
method can satisfy the divergence condition and the tangential continuity of
elds at material interfaces automatically, and it can also avoid the singular-
ity problem. The edge-based nite element method has been widely applied
as it can overcome the limitations of the node-based nite element method
in terms of treating problems that involves vector elds. Nonetheless, the
node-based FEM is still useful in terms of analyzing problems with scalar
elds.
In this thesis, the frequency-domain nite element analyses utilizing trian-
gular elements are carried out to solve two-dimensional scattering problems
that involve plasmonic metallic cylinders with dierent cross sections. The
plasmonic metallic cylinders are assumed to be homogeneous and innite in
the z direction, such that the node-based formulation can also be applied.
Both the node-based and edge-based nite element analyses are conducted
to study the scattering from the plasmonic structures. Linear interpolation
functions are employed.
A scalar eld  in an element e can be interpolated as
e =
3X
i=1
N ei 
e
i = fN egTfeg = fegTfN eg; (3.1)
where N ei is the interpolating function or the scalar basis function at node i,
ei is the corresponding value of the eld at the node, and fN eg and feg are
their respective matrix forms. The expressions of the interpolating functions
can be found in equations (9.2.11) to (9.2.13) in [17]. The vector nite
element method utilizing edge-based vector elements. The vector elements
can assign degrees of freedom to the three edges, and the local vector eld
would be expanded using three vector basis functions related to the edges.
The vector eld e in a single element can be expressed as
e =
3X
i=1
Nei 
e
i = fNegTfeg = fegTfNeg; (3.2)
where Nei is the interpolating function or the vector basis function at edge
i, ei is the tangential component of eld at the edge, and fNeg and feg
are their respective matrix forms.
It is important to note that the interpolating functions for these edge-based
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vector elements are in vector forms
N lk = [N
e
l rN ek  N ekrN el ]lelk; (3.3)
where lelk is the signed length of the edge with end nodes l and k. These
vector basis functions have the important characteristic that their tangential
components are unity along the related edges, and are zero along the other
two edges in the same triangle [16].
The scattering problem is a deterministic problem, and the scattering prob-
lem under consideration involves an innitely long cylinder in free space along
the z direction. The unbounded problem domain is truncated using a cir-
cular surface, where the rst-order absorbing boundary condition is applied.
The node-based FEM formulation for the scattering of plasmonic metallic
objects is rst presented. Then the edge-based FEM formulation is shown.
For the node-based formulation, the electromagnetic elds can be decom-
posed into an Ez polarized eld and an Hz polarized eld [16]. It is therefore
possible to consider these two elds and their associated TMz (transverse
magnetic eld to the z direction) and TEz (transverse electric eld to the z
direction) modes separately. Starting from the scalar Helmholtz equations
without source terms, the total elds Ez and Hz satisfy
@
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@Ez
@x

+
@
@y

1
r
@Ez
@y

+ k20"rEz = 0; (3.4)
@
@x

1
"r
@Hz
@x

+
@
@y

1
"r
@Hz
@y

+ k20rHz = 0: (3.5)
Since the rst-order absorbing boundary condition for a circular boundary
is applied, the scattered eld would satisfy the following condition
@sc
@
+

jk0 +
1
2

sc = 0; (3.6)
where sc is the scattered electric or magnetic eld, and  is the radius of
the circular absorbing boundary.
The scattered eld sc and the total eld  are related to each other
through
 = sc + in; (3.7)
where in is the incident eld.
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Equations (3.4) and (3.5) can be reformulated into a set of linear alge-
braic equations in the matrix form based on the variational approach or the
Garlerkin's method using the previously introduced interpolating function
N ei for node-based elements. Either the total eld or scattered eld formu-
lations can be obtained by substituting Eq. (3.7) in the derivation process,
such that the formulations could be with scattered eld or total eld. Since
the analysis is performed in the frequency domain, the constitutive relation
at a single frequency is in a simple multiplication form for dispersive metals
in the plasmonic metallic structures, for which the experimental data of the
material properties can be used directly. Since the metals can no longer be
considered as perfect electric conductors at optical frequencies, they can be
treated in a way that is similar to a dielectric material. As in the case of
a dielectric cylinder, the boundary condition on the surface of the cylinder
would simply require the tangential elds to be continuous, because no sur-
face current would be induced. Since only the tangential elds Ez and Hz
are involved, no explicit imposition of such boundary condition is necessary.
The resulting total eld formulation for TMz mode would be
[K]Ez = fbg: (3.8)
The components of the system matrix [K] would be
Kij =
Z



1
r
rtNi  rtNj   k20"rNi Nj

d

+

jk0 +
1
2
I
 a
Ni Njd  i; j = 1; 2; :::; N; (3.9)
where  a denotes the absorbing boundary, and N is the total number of
unknown nodes in the computational domain. The components in the vector
fbg on the right-hand side of Eq. 3.8 would be
bi =
I
 a
Ni

@Einz
@
+

jk0 +
1
2

Einz

d  i = 1; 2; :::; N: (3.10)
Other formulations involving dierent combinations of scattered or total eld
can be derived similarly for both the TEz and TMz cases.
The edge-based FEM can also be applied to analyze a two-dimensional
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scattering problem. Assume that the incident wave is in the form of
Ein = y^E0 exp( jk0x); (3.11)
where E0 is the magnitude of the incident wave, which propagates in the
positive x direction. The problem can be transformed into a variational
problem [16] with a functional in the form of
F (Esc) =
1
2
Z


1
r
[(rt Esc)  (rt Esc)  k20"rEsc Esc]d

  1
2
I
 a
Esc  P (Esc)d  (3.12)
with the absorbing boundary condition substituted into P (Esc) as
P (Esc) = jk^ (^Esc); (3.13)
where ^ is the unit vector in the radial direction of the cylinder.
The functional is minimized, and matrix equations are formed to solve for
the scattered electric eld Esc. In a similar fashion, the total eld formula-
tion can also be obtained for the total electric eld E. It would be easier to
apply the total eld formulation on the scattering from a plasmonic metal-
lic cylinder, whose boundary condition on the cylinder surface would only
require the tangential eld to be continuous. Since the edge-based FEM in-
volves unknown eld values along the edges, the unknown eld values would
be the tangential eld values on the surface if those edges are approximate-
ly located on the surface of the cylinder. The requirement for continuous
tangential eld would naturally be satised in the edge-based FEM for the
total eld, but it would require additional treatment for the scattered eld
formulation [16]. Total eld formulation is applied in this thesis.
3.3 Simulation results
In this section, the simulation results of the scattering from a single plasmonic
cylinder are rst presented. The simulation results of the scattering from two
closely spaced plasmonic cylinders and a plasmonic crescent are also shown.
In the end, the wavelength of the surface plasmon polaritions at a planar
22
metallic interface is analyzed.
The scattering from an innitely long silver cylinder is rst analyzed. The
cylinder with a radius of 400 nm is placed in the air, and the incident electro-
magnetic wave is with a wavelength of 413 nm. The permittivity of silver at
this wavelength is obtained from the Drude model with parameters from [35],
and it is calculated as  5:00929   0:21946j. Since the cylinder is innite in
the z direction, the node-based FEM can be applied to study the cases with
TMz and TEz incident wave respectively. Scalar wave equations are solved
to nd the electromagnetic elds in the z direction. Analytical solutions for
the two cases are obtained in the cylindrical coordinates through a method
similar to the Mie theory [17]. The total electric eld in the z direction Ez is
found in the TMz case, and it is compared against the analytical solution as
shown in Fig. 3.1. The total magnetic eld in the z direction Hz is obtained
in the TEz case, and it is also compared to the corresponding analytical
solution as shown in Fig. 3.2. As shown in the two gures, the two FEM
solutions are very close to the analytical solutions.
The TMz incident wave is equivalent to the transverse electric case that has
been analyzed in Section 2.2 in the previous chapter, while the TEz one is the
same as the transverse magnetic case. By comparing the two gures, it can be
seen that the TMz or the TE mode cannot excite surface plasmonic resonance
on the silver cylinder, and in the TEz or the TM incidence case strong surface
plasmon resonance is excited. This observation is in accordance with the
theoretical description of surface plasmon polaritons [2].
The edge-based FEM is applied to further analyze the case with the TEz
incidence, namely the TM mode. In contrast to the node-based FEM analy-
sis, vector wave equations are solved in this case. The incidence is assume to
be an electric led in the y direction, while in the node-based FEM the inci-
dence is the magnetic eld in the z direction, and in both cases the incident
wave is propagating toward the positive x direction. By solving the vector
wave equation that involves the total electric eld, the simulation result of
the total electric eld transverse to the z direction is obtained as shown in
Fig. 3.3.
Two of the previous single plasmonic cylinders are placed very close to
each other in the free space, and the gap between the two cylinders is 20 nm.
By applying the same TEz incident wave, the result obtained from the node-
based FEM analysis is as shown in Fig. 3.4, in which the total magnetic eld
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Figure 3.1: The scattering from a silver cylinder with TMz incidence: (a)
node-based FEM solution, (b) analytical solution.
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Figure 3.2: The scattering from a silver cylinder with TEz incidence: (a)
node-based FEM solution, (b) analytical solution.
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Figure 3.3: Edge-based FEM solution of the scattering from a silver
cylinder with TEz incidence.
in the z direction Hz is plotted. Figure 3.4 (a) shows the calculated FEM
solution, and Fig. 3.4 (b) is taken from the reference [1], in which the same
two-cylinder structure is modeled using the higher-order FEM. Although the
scale of the magnitude is not given in the reference, it can be seen from the
gure that the calculated eld pattern is very close to that from the reference.
The slight dierence may be due to the dierent nite elements used as well
as the dierent absorbing boundary conditions applied.
The edge-based FEM is also applied to study this two-cylinder structure.
The total electric eld that is transverse to the z direction is plotted in
Fig. 3.5. It can be seen from Figs. 3.4 and 3.5 that there is strong resonance
enhancement induced in the gap between the two cylinders, resulting in a hot
spot that could be utilized in many promising applications in nanophotonics.
An nano-crescent structure has also been analyzed with the same plas-
monic material silver at the same incident wavelength of 413 nm as in the
previous examples. The crescent has an outer diameter of 20 nm and an
inner diameter of 10 nm. The total electric eld that is transverse to the z
direction is as shown in Fig. 3.6. It can be seen that very strong plasmon res-
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Figure 3.4: The scattering from two closely spaced silver cylinders with
TEz incidence: (a) node-based FEM solution, (b) solution from [1].
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Figure 3.5: Edge-based FEM solution of the scattering from two closely
spaced silver cylinders with TEz incidence.
onance is excited toward the tips of the nano-crescent, which is in accordance
with the result shown in [36].
The last example involves a planar metallic interface, and the propagation
of surface plasmon polartions is studied using the FEM analysis. The metallic
interface lies between an innite silver half-space and an air region. The
permittivity of the silver is determined by the Drude model parameters in
[37] at dierent wavelengths. The analytical expression of the wavelength of
the surface plasmon polaritons can be obtained from Eq. 2.16 as
spp = 0
r
"1 + "2
"1"2
; (3.14)
where 0 is the wavelength of the excitation eld in the air, "1 and "2 are the
dielectric permittivities of the silver and the air respectively. The wavelength
of the guided surface wave at the interface is measured from the FEM analysis
and compared against the analytical solution. They are plotted against the
wavelength in the air 0 as shown in Fig. 3.7. As shown in the gure, the
FEM solution agrees well with the analytical solution, and the inset shows the
electric eld distribution of the surface plasmon polaritons at the interface.
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Figure 3.6: Edge-based FEM solution of the scattering from a silver
cylinder with crescent-shaped cross section under TEz incidence.
Figure 3.7: Comparison of the FEM solution and the analytical solution of
the wavelength of the surface plasmon polaritons.
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CHAPTER 4
TIME-DOMAIN ANALYSIS OF
PLASMONIC METALLIC STRUCTURES
In this chapter, time-domain methods for simulating plasmonic metallic struc-
tures are reviewed. The discontinuous Galerkin time-domain (DGTD) method
is applied to study the scattering from various metallic structures at optical
frequencies. The formulation of the DGTD method that solves electromag-
netic scattering problems is rst described. The auxiliary dierential equa-
tion (ADE) method is applied to eciently incorporate the Drude model for
dispersive materials into the DGTD formulation. The method of eld trans-
formation is utilized to solve the scattering from periodic structures at oblique
incidence. In Section 4.5, the simulation results of several two-dimensional
examples are shown.
4.1 Overview of time-domain methods
The advantage of retrieving the entire frequency response within a single
simulation has rendered time-domain methods popular choices for obtaining
broadband spectral response of metallic structures at optical frequencies.
Time-domain methods are also advantageous in terms of performing transient
analyses as well as modeling nonlinear devices [38]. Moreover, time-domain
methods would be preferred in the cases that shaped beam and coherent
control principles are applied to excite plasmonic metallic structures [39].
Because of the advantages of time-domain methods, various time-domain
methods have been proposed for the full-wave analysis of plasmonic metallic
structures. In this section, major time-domain methods are reviewed and
compared against each other.
First of all, the nite dierence time-domain (FDTD) method has become
one of the most popular methods for modeling in nanophotonics, of which
plasmonic structures constitutes an important part. The FDTD method has
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been successfully applied to describe dispersive materials and to analyze the
optical properties of plasmonic structures [40], [41]. In the FDTD method,
discretized representations of dierence quotients are applied to replace the
continuous dierential operators in both the time domain and the spatial
domain [14]. The widely applied discretization scheme is the Yee grid or
staggered grid, within which the components of the electromagnetic elds
are discretized at special positions. Taylor expansion is typically used to rep-
resent the derivatives, and time-marching is performed in a leap-frog manner,
all leading to a simple procedure of computing electromagnetic elds. The
major advantage of the FDTD method lies in its simplicity because of the
application of the Yee scheme, which nonetheless may cause troubles. One
major problem about the Yee scheme is due to its inexibility that is caused
by the structured grids utilized. The so-called staircasing error might be
caused by the misalignment of the object with respect to the grid system.
Such aliasing error has impeded the application of the FDTD method for
plasmonic metallic structures, whose ne and complex features could lead to
relatively stringent requirements over the geometrical accuracy. Moreover,
the spatial accuracy could also be limited by the Taylor expansion utilized
in the process. In general, it is computationally expensive to improve the
accuracy of the FDTD method, particularly for the cases that ne plasmonic
structures are involved [15].
The nite element time-domain (FETD) method is another major type
of time-domain methods. Unlike the FDTD method, the FETD method
approximates the solution instead of the dierential operator [17]. In the
FETD method, the computational domain is dicretized into elements based
on the problem geometry. Within each elements, the solutions to Maxwell's
equations are interpolated by basis functions. It is important to note that
the FETD method works on unstructured meshes that can easily resolve
complex plasmonic structures. The major advantage of the FETD method is
that it is not restricted by the spatial limitation as in the case of the FDTD
method, and therefore it is particularly suitable for modeling irregular or
complex-shaped plasmonic structures as well as for simulating the rapid eld
variations associated with these structures. Therefore the FETD method is
powerful in terms of modeling complex geometries with high accuracy. Vari-
ous FETD methods have been studied in recent years, and generally can be
categorized into the implicit and explicit methods. The implicit FETD
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method discretizes the second-order vector wave equation, and it can be for-
mulated to be unconditionally stable [16]. Nonetheless, a linear system of
equations needs to be solved at each time step. The advantage of the im-
plicit FETD method comes from its potential to be unconditionally stable,
such that the size of time step is not limited by the stability of time march-
ing. The major disadvantage of the FETD method in this fully implicit
form comes from the fact that a global matrix needs to be solved at each
time step, limiting its application in large-scale problems [38]. On the other
hand, the element level time-domain (ELTD) method is a promising explicit
FETD method. In the ELTD method, the computation domain is divided
into elements, and the equivalent surface currents at the interfaces between
the elements are exchanged [42]. In the ELTD method, the elements can
be treated individually, and therefore large system matrices can be avoided.
Currently, there is few research about the application of the ELTD method
in modeling plasmonic structures. One recent paper explores the implemen-
tation of dispersive materials in the ELTD method and simulates several
simple plasmonic structures including silicon-coated nanoparticles [43].
The discontinuous Galerkin time-domain (DGTD) method has gained in-
creasing attention for studying metallic nanostructures in recent years [19].
The DGTD method combines the advantages of the FETD method and the
FDTD method. It has the capability similar to the FETD method to handle
arbitrarily-shaped geometries yet with an improved eciency, and it avoids
the inaccuracies introduced by the staircasing approximation in the FDTD
method. These strengths have made the DGTD method a preferred choice
for modeling and simulating metallic nanostructures that involve small geo-
metric features and fast varying evanescent elds. The DGTD method can be
considered as a transformation of the classical nite element method (FEM).
Similar to the FEM, the computational domain is rst divided into elements,
on which the electromagnetic elds are expanded using basis functions. The
DGTD method solves the rst-order Maxwell's equations directly. Similar
to the ELTD method, the elements in the DGTD method is treated individ-
ually, such that it avoids solving the global system of equations at each time
step. In order to couple these elements with each other, dierent types of
numerical ux can be introduced over the element interfaces [18]. The major
advantages of this method include its accurate spatial meshing, the ecient
time stepping scheme, and that it is suitable for parallel computation. The
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DGTD method has been applied to quite a few plasmonic structures, includ-
ing nanowires [44], nanoapertures [45], v-shaped grooves [46], as well as the
analysis of applying coherent control principles to excite plasmonic optical
antenna [39].
4.2 Formulation of the two-dimensional discontinuous
Galerkin time-domain method
In this section, a DGTD scheme for solving general two-dimensional electro-
magnetic scattering problems is formulated.
Starting from the two time-domain Maxwell's equations in a source-free
region
rH = "@E
@t
; rE =  @H
@t
; (4.1)
a conservation form [18] can be written as
Q
@q
@t
+r $F (q) = 0; (4.2)
where the material matrix Q, the state vector q, and the ux
$
F (q) are
dened as
Q =
24" 0
0 
35 ; (4.3)
q =
24E(r; t)
H(r; t)
35 ; (4.4)
r $F (q) =
24 rH(r; t)
rE(r; t)
35 : (4.5)
Similar to the classical nite element method (FEM), unstructured con-
forming triangular meshes are used for the spatial discretization of the com-
putation domain. In each of the triangular elements, vector basis func-
tions are adopted to expand the elds E and H with E =
P
j EjNj and
H =
P
j HjNj . Unlike in the conventional FETD method, the tangential
elds are not required to be continuous at the interface between adjacent
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elements in the DGTD method. The DGTD method operates in an entirely
local fashion, and there exists two sets of unknowns at the boundaries be-
tween neighboring elements. As the DGTD method allows for discontinuity
across element boundaries, it successfully avoids the construction of a global
matrix as in the FETD method where the continuity of elds needs to be en-
forced in a strong form. In a time-domain analysis, this particular property
leads to a high eciency of the DGTD method as it does not require to solve
a global matrix in each time step. Though the discontinuity of the elds
is allowed between neighboring elements, the ux concept is borrowed from
the nite-volume time-domain (FVTD) method [47] to enforce the coupling
between adjacent elements. In each of the elements, the Galerkin method is
applied to test Eq. (4.2) using the same set of basis functions as those used
to expand the elds, such thatZ



Q
@q
@t
+r $F (q)

Nid
 =
I
@

n^  ($F  
$
F

) Nid ; (4.6)
where 
 is the area of the element, @
 represents the boundary of the el-
ement, Ni is the testing function,
$
F

is the numerical ux, and n^ is the
outward-pointing unit normal vector at the boundary of the element.
In the process of deriving Eq. 4.6, the integration by parts is performed
twice to obtain this strong form, and the numerical ux is introduced to
account for the discontinuity between neighboring elements. There are two
types of numerical uxes, leading to an upwind-ux DGTD scheme and a
central-ux DGTD scheme respectively. An upwind-ux DGTD scheme is
applied in this thesis for the two-dimensional problems. In an upwind-ux
DGTD scheme, the numerical ux is derived based on the Riemann solver
[18], and n^  ($F  
$
F

) can then be written as
n^  ($F  
$
F

) =
264 n^ [Z
+(H+  H )  n^ (E+  E )]
Z+ + Z 
 n^ [Y +(E+  E ) + n^ (H+  H )]
Y + + Y  
375 =
24FE
FH
35 ;
(4.7)
where the superscripts   and + denote the element under consideration
and its neighboring elements respectively, Z and Y represent the intrinsic
impedance and admittance of the medium in an element, and FE and FH
are the two ux terms in the two corresponding Maxwell's equations.
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Equation (4.7) is substituted into Eq. (4.6) to obtainZ



"
@E
@t
 rH

NEid
 =
I
@

FE NEid ; (4.8)Z




@H
@t
+rE

NHid
 =
I
@

FH NHid ; (4.9)
where NEi and NEi are the testing functions for the two Maxwell's equ-
ations respectively. For two-dimensional structures under transverse electric
and transverse magnetic incident excitations, the basis functions used to
expand the electromagnetic elds are dierent, and therefore the two testing
functions are also dierent following their corresponding testing functions.
For instance, in the transverse electric eld to the z direction case, the electric
eld is considered as a vector eld in the xy plane, while the magnetic eld
is in the z direction, along which the structure is assumed to be invariant
and innite, such that the magnetic eld is considered as a scalar eld. In
this sense, the basis functions and therefore the testing functions are in the
forms of vector basis functions for the electric eld and scalar basis functions
for the magnetic eld.
Similar to the FEM, the computation domain of the DGTD method should
be truncated with some articial boundary conditions that are capable to
model the scattering problem in an open region extending to innity. A
practical approach is to truncate the computation domain using an absorbing
boundary condition (ABC). The rst-order ABC is
Z+n^H+ = n^ n^E+; Y +n^E+ =  n^ n^H+: (4.10)
It is important to note that all the boundary conditions are imposed
through the ux terms in the DGTD method. In this case, the ABC is easily
implemented by setting the elds of the neighboring elements to be zero and
their intrinsic impedance to be the same as the element under consideration.
As the source-free Maxwell's equations are applied, the incident electro-
magnetic elds are imposed in the scheme through the total-eld scattered-
eld (TFSF) approach. A ctitious Huygens' surface is constructed, and the
overall computation domain is then divided by the surface into two regions.
One of the regions contains all the scatterers, and is termed the total-eld
region; while the other region is the scattered-eld region containing only the
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free space. The incident plane wave is excited by modifying the ux terms in
the adjacent elements across the ctitious surface. In the total-eld region,
the incident elds are added to the corresponding elds from their neighbor-
ing elements in the scattered-eld region. On the contrary, the ux terms of
those elements in the scattered-eld region are modied by subtracting the
incident elds from the elds of their neighbors in the total-eld region, that
is,
n^H+ = n^ (H+ Hinc); n^E+ = n^ (E+ Einc); (4.11)
where Hinc and Einc are the imposed incident elds.
As shown in Fig. 4.1, two types of TFSF congurations are applied in
this work. Part (a) of the gure shows a linear Huygens' surface in a two-
dimensional geometry. In this case, a dierentiated Gaussian pulse or a
Neumann pulse is imposed uniformly on this Huygens' surface. The incident
excitation is in the form of
Einc(t) = E^0(t  t0) exp

 (t  t0)
2
 2

; (4.12)
where E^0 is in the direction of the polarization of the incident pulse, t0 is
the reference point in time for the pulse, and  denes the pulse width. In
this type of implementation, the incident excitation is imposed in a way
that is similar to an explicit current source, and the actual propagation of
this incident pulse is not exactly monitored. On the other hand, part (b)
of the gure shows a circular Huygens' surface. In this type of geometry, a
propagating Neumann pulse [48] can be implemented with the expression of
Einc(r; t) = E^02[t  t0   c 1k^  (r   r0)] exp
"
  [t  t0   c
 1k^  (r   r0)]2
 2
#
;
(4.13)
where c is the speed of light, k^ is the unit vector in the direction of the prop-
agation of the pulse, r0 is the reference point in space for the pulse. In this
case, the propagation of the pulse is determined by Eq. 4.13, and therefore
the incident eld can be decided given any spatial position in the computa-
tion domain. Though this implementation is more involved, the simulation
result can be readily interpreted with respect to the incident excitation.
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Figure 4.1: TFSF geometries in two-dimensional structures: (a) with linear
Huygens' surface, (b) with circular Huygens' surface.
The above-mentioned DGTD formulation with upwind ux involves dif-
ferential operators in the time domain. For such DGTD unpwind scheme,
the integration in the time domain is typically performed by utilizing Runge-
Kutta methods [18]. In this way, the DGTD upwind scheme would achieve
optimized convergence rate though it is dissipative to some extent [38]. In
this thesis, the low-storage forth-order Runge-Kutta time-stepping scheme is
applied [49].
4.3 Modeling of dispersive media with the
two-dimensional discontinuous Galerkin
time-domain method
Since metals at optical frequencies can no longer be approximated as per-
fect conductors, appropriate material models are required for describing the
dispersive permittivities of the metals. To account for the eects of a dis-
persive medium, the previous DGTD formulation needs to be modied by
including a dispersive material model. There are two major approaches that
can be utilized to incorporate dispersive material models into time-domain
methods, namely the recursive convolution approach and the auxiliary di-
erential equation approach [17]. In this thesis, the auxiliary dierential equa-
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tion method is applied to include a Drude model for the dispersive metals
into the DGTD formulation, following the derivation as shown in [50].
A Drude model is considered here with the permittivity of the medium in
the form of
"(!) = "0

"1 +
!2p
j!(vc + j!)

; (4.14)
where "1 describes the eects of higher frequencies, !p is the plasma frequen-
cy of the free electron gas, and vc is the characteristic collision frequency of
the electrons.
In the frequency domain, this dispersive permittivity can simply be mul-
tiplied to the electric eld as "(!)E(r; !). According to the convolution
theorem, a multiplication in the frequency domain becomes a convolution in
the time domain, and therefore the rst term in Eq. (4.8) should be modied
to "(t)  @E(r; t)
@t
. However, the evaluation of this convolution is very time
consuming. The auxiliary dierential equation method can be applied to
avoid computing this convolution in the time domain.
Consider the Fourier transform of the term "(t)  @E(r; t)
@t
j!"(!)E(r; !) = j!"0

"1 +
!2p
j!(vc + j!)

E(r; !): (4.15)
If an auxiliary variable is dened as
Q(r; !) =
!2p
(vc + j!)
E(r; !); (4.16)
Eq. (4.15) becomes
j!"(!)E(r; !) = j!"0"1E(r; !) + "0Q(r; !): (4.17)
Performing the inverse Fourier transform on Eq. (4.17) yields
"  @E(r; t)
@t
= "0"1
@E(r; t)
@t
+ "0Q(r; t): (4.18)
Equation (4.18) is then substituted into Eq. (4.8), which becomesZ



"0"1
@E
@t
+ "0Q rH

NEid
 =
I
@

FE NEid : (4.19)
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An auxiliary equation can be obtained by performing the inverse Fourier
transform on Eq. (4.16) to have
vcQ(r; t) +
@Q(r; t)
@t
= !2pE(r; t): (4.20)
Basis functions for the electric eld can be used to expand Q such that
Q =
P
j QjNEj , and Galerkin method is applied to Eq. (4.20) to obtainZ



@
@t
Q+ vcQ

NEid
 =
Z


!2pE NEid
: (4.21)
Therefore, Eqs. (4.9), (4.19), and (4.21) can be solved together to model
the scattering from metallic structures at optical frequencies.
4.4 Modeling of periodic structures with the
two-dimensional discontinuous Galerkin
time-domain method
In nanophotonics, periodic metallic structures are essential components to fa-
cilitate light-matter interaction. These periodic structures are typically made
of noble metals such as gold and silver. At optical frequencies, the eects
of surface plasmons could occur at the interfaces between the metals and
dielectrics. Surface plasmons can be excited, further resonated and coupled
with the periodic structures, leading to many promising applications. In nu-
merical analysis, a periodic structure is typically assumed to be innite such
that it suces to consider only one unit cell of the structure. One common
practice is to enforce the periodic boundary conditions on the unit cell to
mimic the innite periodicity. The implementation is relatively straightfor-
ward when the excitation consists of only normal incidence. Nonetheless, if
the incident excitation is at an oblique angle, the causality issue would arise
when implementing the periodic boundaries to truncate the innite struc-
ture. Based on the Floquet theory, the method of eld transformation can
be applied to resolve the issue. This method has been employed in both
the FDTD [51] and the FETD [52] methods. The method of eld transfor-
mation is recently incorporated into the DGTD method to model periodic
structures at radio frequencies [53]. In this section, the implementations of
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Figure 4.2: A periodic structure with oblique incidence.
periodic boundary conditions for both the normal incidence case and the
oblique incidence case are described.
A two-dimensional periodic structure as shown in Fig. 4.2 is considered.
The periodic structure consists of an innite number of cylinders that are
positioned a distance yp apart from each other in the y direction. The incident
wave comes at an angle of i.
If the angle is equal to zero, it is considered as a normal incidence case,
in which the incident wave propagates in the x direction. In this case, the
periodic boundary conditions can be easily implemented utilizing the sym-
metry of the structure. When the incident wave has a polarization that is
transverse to the z direction, namely the TEz case, the electric eld is in the
y direction and the magnetic eld is along the z direction. Along the y direc-
tion, the structure is innite as well as symmetric. Consider one unit cell of
the structure, the two boundaries that are perpendicular to the y direction
should be able to preserve the symmetry. Perfect electric conductors should
be implemented along the two boundaries. On the other hand, if the incident
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wave has a polarization that is along the z direction, namely the TMz case,
perfect magnetic conductors should be applied along the two boundaries of
the unit cell.
If the incident angle is not zero, more involved treatment of the periodic
boundaries should be applied. At an oblique angle i, the electromagnetic
elds in the structure would satisfy
H(r; !) =H(r + ypy^; !) exp(jypkt  y^)
=H(r + ypy^; !) exp(jypk0 sin i); (4.22)
E(r; !) = E(r + ypy^; !) exp(jypkt  y^)
= E(r + ypy^; !) exp(jypk0 sin i); (4.23)
where kt = k^tk0 sin i is the component of the incident wave vector ki = k^ik0
in the y direction, and k^t is a unit vector in the direction of kt, the y direction
here.
After performing inverse fourier transform on Eqs. (4.22) and (4.23), it
could be obtained that
H(r; t) =H

r + ypy^; t+
yp sin i
c

; (4.24)
E(r; t) = E

r + ypy^; t+
yp sin i
c

; (4.25)
where c is the speed of light in free space.
Equations (4.24) and (4.25) are the boundary conditions in the time do-
main if the innite periodic structure is to be truncated and only one unit
cell is to be considered. For these boundary conditions to be satised at one
boundary, it requires the knowledge of the future eld values at its opposite
boundary. Therefore, causality issues would arise in the process.
To resolve this issue, the elds can be written in the forms of Bloch wave
based on the Floquet theory. Two transformed eld variables P (r; !) and
S(r; !) are introduced as
H(r; !) = S(r; !) exp( jkt  r); (4.26)
E(r; !) = P (r; !) exp( jkt  r): (4.27)
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The two transformed eld variables are in fact two periodic functions sat-
isfying
S(r; !) = S(r + ypy^; !); (4.28)
P (r; !) = P (r + ypy^; !): (4.29)
Equations (4.26) and (4.27) can be substituted into the source-free Maxwell's
equations in the frequency domain, and inverse Fourier transform is per-
formed to obtain the corresponding time-domain expressions
"
@P (r; t)
@t
+
sin i
c
k^t  @S(r; t)
@t
= r S(r; t); (4.30)
 sin i
c
k^t  @P (r; t)
@t
+ 
@S(r; t)
@t
=  r P (r; t): (4.31)
Equations (4.30) and (4.31) can also be written in a conservation form
same as Eq. (4.2), but with dierent material matrix Q, state vector q, and
ux
$
F (q):
Q =
264 " sin ic k^t
 sin i
c
k^t 
375 ; (4.32)
q =
24P (r; t)
S(r; t)
35 ; (4.33)
r $F (q) =
24 r S(r; t)
r P (r; t)
35 : (4.34)
Since the two transformed eld variables are simply the original elds with
a time delay in the time domain, it has been argued that the derivation of
the upwind ux remains the same for all the time [53], and the upwind ux
becomes
n^  ($F  
$
F

) =
264 n^ (Z
+(S+   S )  n^ (P+   P ))
Z+ + Z 
 n^ (Y +(P+   P )  n^ (S+   S ))
Y + + Y  
375 =
24FP
FS
35 :
(4.35)
Apply the DGTD method described in Section 4.2, the equations for the
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transformed eld variables can be obtained asZ
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@t
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 r S

NPid
 =
I
@

FP NPid ; (4.36)Z
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+r P
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NSid
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@

FS NSid : (4.37)
Instead of solving for the original elds, the two transformed eld vari-
ables become the unknowns in this case. By performing the inverse Fourier
transform on Eqs. (4.26) and (4.27), the time-domain relationship between
the two transformed eld variables and the original elds can be obtained as
H(r; t) = S
 
r; t  sin ik^t  r
c
!
= S(r; t)  
 
t  sin ik^t  r
c
!
; (4.38)
E(r; t) = P
 
r; t  sin ik^t  r
c
!
= P (r; t)  
 
t  sin ik^t  r
c
!
: (4.39)
The periodic boundary conditions for the two transformed eld variables
can be obtained easily by performing inverse Fourier transform on Eqs. (4.28)
and (4.29), which would lead to two periodic functions with periodicity yp
S(r; t) = S(r + ypy^; t); (4.40)
P (r; t) = P (r + ypy^; t): (4.41)
Therefore, the periodic boundary conditions for the two transformed vari-
ables do not suer from the causality issues, and can be readily implemented
using conformal periodic boundaries. For the case that a dispersive medi-
um is involved, the auxiliary dierential equation method as described in
the previous section can be applied to remove the convolution in the time
domain.
4.5 Simulation results
In this section, the DGTDmethod is applied to study several two-dimensional
metallic structures at optical frequencies. The simulation results of a stand-
alone metallic cylinder are rst shown and compared with the analytical
solutions. Various periodic metallic structures are simulated in both the
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normal incidence and oblique incidence cases. An innite silver slab backed
with perfect electric conductor is studied at normal incidence. A single silver
slab suspended in the air is then studied at oblique incidence. Several cylinder
arrays are then studied at normal incident case using both the original DGTD
formulation and the transformed formulation. In the end, cylinder arrays
under oblique incidence are also simulated.
A silver cylinder with a radius of 400 nm is considered, and a propagating
Neumann pulse is implemented through a circular Huygens' surface. The
cylinder is assume to be innite in the z direction. The parameters of the
Drude model for silver are based on [54]. The plots of both the TEz inci-
dence and TMz incidence are obtained using the DGTD upwind-ux scheme,
and are compared against the analytical solutions [17], which apply similar
concept as in the Mie theory in cylindrical coordinates. After obtaining the
time-domain data, Fourier transforms are performed to obtain the plots in
the frequency domain. The steady-state eld distributions at the wavelength
of 413 nm are studied. Figure 4.3 shows the plots (in the xy plane) of the
total magnetic elds in the z direction at TEz incidence for the DGTD and
analytical solutions respectively, and Fig. 4.4 shows the total electric elds in
the z direction with TMz incidence. In both gures, the eld patterns shown
in the DGTD solutions are close to that of the analytical solutions. Surface
plasmonic resonance can be observed in the case of TEz incidence, while it
is absent with TMz incidence. This observation agrees well with the theory
presented in the previous sections. The reduced magnitude in the DGTD
plots are probably due to the dissipative nature of the DGTD upwind-ux
scheme [18].
Next, the structures that involve innitely large silver slabs are considered.
The two structures studied are as shown in Fig. 4.5. Since two-dimensional
structures are considered, the gure presents the plots in the xy plane, such
that the slab is innite in the z direction as well as in the y direction. To
mimic the innity of the structure in the y direction, periodic boundary
conditions are required to truncate the structures in the y direction, such that
the sizes of the innite structures considered can be reduced to those shown
in the gure. For the periodic structures, the linear type of Huygens' surface
is applied so that the periodic boundary conditions can be implemented.
Figure 4.5 (a) shows an innitely large silver slab that is backed with
perfect electric conductor (PEC). The slab is with a thickness of 280 nm, and
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Figure 4.3: The scattering from a silver cylinder with TEz incidence: (a)
DGTD solution, (b) analytical solution.
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Figure 4.4: The scattering from a silver cylinder with TMz incidence: (a)
DGTD solution, (b) analytical solution.
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Figure 4.5: Two structures that involve silver slabs: (a) a PEC-backed
silver slab, (b) a silver slab suspended in the air.
one side of the slab is immersed in the air, while the other side is directly
in contact with the PEC. The incident wave comes in the x direction, and
the normal incidence case is studied for this case. The TEz incidence case
is considered with PEC as the periodic boundary condition, such that the
innity of this structure in the y direction is preserved. This conguration
can be considered as a three-layer structure, whose analytical solution can
be easily obtained by making use of the geometric series expansion [55]. The
reection coecients are obtained from both the DGTD and the analytical
methods. As shown in Fig. 4.6, the DGTD solution represented in stars is
very close to the analytical solution that is plotted in solid line.
As shown in Fig. 4.5 (b), an innitely large silver slab with a 50 nm
thickness is suspended in the air. The slab is innite in the y and z directions,
and one unit cell of the innite structure is considered in this case. The
absorbing boundary condition (ABC) is used to truncate the air region in the
x direction. The DGTD scheme with eld transformation is used to simulate
the scattering of light from the silver slab at an oblique incident angle  of
45 degrees. The structure is simulated under TEz and TMz incident waves.
In Fig. 4.7, the reection and transmission coecients of the silver slab for
both cases are plotted and compared to the analytical solutions, which can
be obtained by applying the transmission matrix method [56]. It can be seen
from the plots that the results obtained from the DGTD scheme match well
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Figure 4.6: The reection coecients of a PEC-backed silver slab with TEz
incidence.
with the analytical solutions.
Three arrays of innitely long metallic cylinders are studied at normal inci-
dence. The scattering of these two-dimensional periodic cylinders are solved
under TEz incidence, and the arrays have the same layout as shown in Fig.
4.2. Both the original DGTD method and the DGTD scheme with trans-
formed eld variables are applied. Those computed using the original DGTD
formulation utilize perfect electric conductors as the periodic boundary con-
ditions, and the modulated DGTD scheme is applied by setting the incident
angle as zero. A Neumann pulse is applied as the incident excitation. The
time-domain results from the two formulations are Fourier-transformed into
the frequency domain, and the total magnetic elds in the z direction are
plotted at the wavelength of 413 nm.
The rst array structure consists of an innite number of silver cylinders,
and each of them has a radius of 400 nm. The cylinders are separated 800 nm
apart from each other in the y direction. The same Drude model parameters
applied in the previous single cylinder example are used here. The result
obtained from the modied DGTD formulation is plotted in Fig. 4.8 (a),
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Figure 4.7: Reection and transmission coecients of a silver slab: (a)
oblique TMz incidence, (b) oblique TEz incidence.
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and Fig. 4.8 (b) is based on the original formulation. The second structure
considered is an innite array of gold cylinders with a radius of 400 nm
each, and the distance between two adjacent cylinders is 800 nm in the y
direction. The Drude model parameters for gold are obtained from [54]. The
total magnetic elds in the z direction in a unit cell are plotted in Fig. 4.9.
The third structure is an innite array of gold cylinders, each of which has
a radius of 200 nm, and the cylinders are separated 400 nm apart in the y
direction. Figure 4.10 shows the results of the scattering from this structure.
In Figs. 4.8, 4.9, and 4.10, the results obtained from the modied DGTD
formulation agree well with the results based on the original DGTD formu-
lation at normal incidence.
The modied DGTD formulation is then applied to simulate the scattering
from the two periodic arrays of gold cylinders at an oblique angle. The TEz
incidence is considered, and the incident angle i is set to be 45 degrees. The
total magnetic elds in the z direction are plotted for both structures. Figure
4.11 (a) shows the plot of a unit cell of the periodic structure consisting of
gold cylinders with a radius of 400 nm, and Fig. 4.11 (b) shows the simulation
result of the periodic structure consisting of gold cylinders with a radius of
200 nm.
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Figure 4.8: The scattering from a unit cell of a silver cylinder array with
TEz incidence: (a) modied DGTD solution, (b) original DGTD solution.
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Figure 4.9: The scattering from a unit cell of a 400 nm gold cylinder array
with TEz incidence: (a) modied DGTD solution, (b) original DGTD
solution.
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Figure 4.10: The scattering from a unit cell of a 200 nm gold cylinder array
with TEz incidence: (a) modied DGTD solution, (b) original DGTD
solution.
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Figure 4.11: The scattering from a unit cell of gold cylinder array with
oblique TEz incidence: (a) cylinders with a radius of 400 nm, (b) cylinders
with a radius of 200 nm.
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CHAPTER 5
CONCLUSION
Metallic structures at optical frequencies or the so-called plasmonic metallic
structures make up an important category of plasmonic devices in the area of
nanophotonics. These structures can be applied to manipulate light-matter
interactions by exciting surface plasmon resonance at the interface between
the metal and a dielectric. Surface plasmon resonance is closely related to the
material properties of metals at optical frequencies. There are two important
types of surface plasmon resonance: the rst type includes the surface plas-
mon polaritons that propagate along the metallic interface, and the other one
is the localized surface plasmon resonance, which typically occurs in metallic
nanoparticles. These physical insights related with plasmonic metallic struc-
tures are reviewed in Chapter 2. Plasmonic metallic structures have been
utilized in many novel applications, and the scattering from the plasmonic
metallic structures are concerned in many of the applications. Though ana-
lytical solutions are available for limited geometries, full-wave analyses using
numerical methods are necessary to simulate the structures with arbitrary
shapes.
Numerical methods can generally be categorized into two types, the freque-
ncy-domain methods and the time-domain methods. In terms of simulating
the plasmonic metallic structures, the frequency-domain methods have the
advantages of avoiding the implementation of dispersive material models,
and can directly utilize the material properties measured from experiments.
Among the frequency-domain methods, dierential equation methods such
as the nite element method can be applied to readily analyze the near-eld
response of the structures. An overview of the frequency-domain methods
that have been applied to study plasmonic metallic structures is given in
Chapter 3. In Chapter 3, the nite element formulations for solving two-
dimensional scattering problem are also derived, and the simulation results
of several plasmonic metallic structures are given.
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On the other hand, time-domain methods are able to obtain the entire
frequency response within a single simulation, which is desirable for per-
forming the broadband analysis at optical frequencies. The nite dierence
time-domain method has become a popular method for simulating plasmon-
ic metallic structures because of its eciency and ease of implementation,
however, it is computationally expensive to improve its accuracy due to the
structured meshes applied in the method. The nite element time-domain
method is another major type of time domain methods, and it implements
unstructured meshes that are able resolve complex plasmonic structures, but
it is relatively inecient to implement the nite element time-domain method
in its fully implicit form. The discontinuous Galerkin time-domain (DGTD)
method combines the advantages of both the nite dierence time-domain
method and the nite element time-domain method, such that it is able to
eciently and accurately model plasmonic metallic structures. In Chapter
4, the DGTD formulations are derived for solving the scattering from both
stand-alone and periodic two-dimensional plasmonic metallic structures. The
auxiliary dierential equation method is applied to incorporate the dispersive
material model into the time-domain analysis. The method of eld transfor-
mation is also studied to resolve the causality issues that arises in simulating
periodic structures at oblique incidence. The DGTD method is then applied
to study the scattering from single and periodic metallic structures at optical
frequencies, and the results are presented.
Further work might concentrate on implementing the numerical methods
to study three-dimensional structures that are closer to the realistic devices.
In current work, periodic structures are assumed to be innite in the analysis,
and therefore to model nite periodic structure eciently could be a possible
future direction.
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