Abstract. The domain of de nite Boolean functions, Def , can be used to express the groundness of, and trace grounding dependencies between, program variables in (constraint) logic programs. In this paper, previously unexploited computational properties of Def are utilised to develop an e cient and succinct groundness analyser that can be coded in Prolog. In particular, entailment checking is used to prevent unnecessary least upper bound calculations. It is also demonstrated that join can be de ned in terms of other operations, thereby eliminating code and removing the need for preprocessing formulae to a normal form. This saves space and time. Furthermore, the join can be adapted to straightforwardly implement the downward closure operator that arises in set sharing analyses. Experimental results indicate that the new Def implementation gives favourable results in comparison with BDD-based groundness analyses.
Introduction
Groundness analysis is an important theme of logic programming and abstract interpretation. Groundness analyses identify those program variables bound to terms that contain no variables (ground terms). Groundness information is typically inferred by tracking dependencies among program variables. These dependencies are commonly expressed as Boolean functions. For example, the function x^(y z) describes a state in which x is de nitely ground, and there exists a grounding dependency such that whenever z becomes ground then so does y.
any analysis that can be quickly prototyped in Prolog is particularly attractive. The main drawback of this approach has traditionally been performance.
The e ciency of groundness analysis depends critically on the way dependencies are represented. C and Prolog based Def analysers have been constructed around two representations: ( 18] . Def functions are essentially represented as a set of models and widening is thus required to keep the size of the representation manageable. Widening trades precision for time and space. Ideally, however, it would be better to avoid widening by, say, using a more compact representation.
This paper contributes to Def analysis by pointing out that Def has important (previously unexploited) computational properties that enable Def to be implemented e ciently and coded straightforwardly in Prolog. Speci cally, the paper details:
{ how functions can be represented succinctly with non-ground formulae. { how to compute the join of two formulae without preprocessing the formulae into orthogonal form 1].
{ how entailment checking and Prolog machinery, such as di erence lists and delay declarations, can be used to obtain a Def analysis in which the most frequently used domain operations are very lightweight.
{ that the speed of an analysis based on non-ground formulae can compare well against BDD-based Def and Pos analyses whose domain operations are coded in C 1]. In addition, even without widening, a non-ground formulae analyser can be signi cantly faster than a Sharing-based Def analyser 18].
Finally, a useful spin-o of our work is a result that shows how the downward closure operator that arises in BDD-based set sharing analysis 10] can be implemented straightforwardly with standard BDD operations. This saves the implementor the task of coding another BDD operation in C.
The rest of the paper is structured as follows: Section 2 details the necessary preliminaries. Section 3 explains how join can be calculated without resorting to a normal form and also details an algorithm for computing downward closure. Section 4 investigates the frequency of various Def operations and explains how representing functions as (non-ground) formulae enables the frequently occurring Def operations to be implemented particularly e ciently using, for example, entailment checking. Section 5 evaluates a non-ground Def analyser against two BDD analysers. Sections 6 and 7 describe the related and future work, and section 8 concludes.
Preliminaries
A Boolean function is a function f : Bool n ! Bool where n 0. A Boolean function can be represented by a propositional formula over X where jXj = n.
The set of propositional formulae over X is denoted by Bool X . Throughout this paper, Boolean functions and propositional formulae are used interchangeably without worrying about the distinction 1]. The convention of identifying a truth assignment with the set of variables M that it maps to true is also followed.
Speci cally, a map X (M) : }(X) ! Bool X is introduced de ned by: X (M) = (^M)^(: _XnM). In addition, the formula^Y is often abbreviated as Y . De nition 1. The (bijective) map model X : Bool X ! }(}(X)) is de ned by: model X (f) = fM X j X (M) j = fg. Example 1. If X = fx; yg, then the function fhtrue; truei7 !true, htrue; falsei7 ! false, hfalse; truei 7 !false, hfalse; falsei 7 !falseg can be represented by the formula x^y. Also, model X (x^y) = ffx; ygg and model X (x _ y) = ffxg; fyg, fx; ygg.
The focus of this paper is on the use of sub-classes of Bool X in tracing groundness dependencies. These sub-classes are de ned below:
De nition 2. Pos X is the set of positive Boolean functions over X. A function f is positive i X 2 model X (f). Def X is the set of positive functions over X that are de nite. A function f is de nite i M \ M 0 2 model X (f) for all M; M 0 2 model X (f).
Note that Def X Pos X . One useful representational property of Def X is that each f 2 Def X can be described as a conjunction of de nite (propositional) 
The signi cance of this is that it enables # to be computed in terms of existing BDD operations thus freeing the implementor from more low level coding.
Design and implementation
There are typically many degrees of freedom in designing an analyser, even for a given domain. Furthermore, work can often be shifted from one abstract operation into another. For example, Garc a de la Banda et al 16] maintain DBCF by a meet that uses six rewrite rules to normalise formulae. This gives a linear time join and projection at the expense of an exponential meet. Conversely, King et al 18] have meet, join and projection operations that are quadratic in the number of models. Note, however, that the numbers of models is exponential (explaining the need for widening). Ideally, an analysis should be designed so that the most frequently used operations have low complexity and are therefore fast.
Frequency analysis
In order to balance the frequency of an abstract operation against its cost, a BDD-based Def analyser was implemented and instrumented to count the number of calls to the various abstract operations. The BDD-based Def analyser is coded in Prolog as a simple meta-interpreter that uses induced magic-sets 7] and eager evaluation 22] to perform goal-dependent bottom-up evaluation.
Induced magic is a re nement of the magic set transformation, avoiding much of the re-computation that arises because of the repetition of literals in the bodies of magicked clauses 7] . It also avoids the overhead of applying the magic set transformation. Eager evaluation 22] is a xpoint iteration strategy which proceeds as follows: whenever an atom is updated with a new (less precise) abstraction, a recursive procedure is invoked to ensure that every clause that has that atom in its body is re-evaluated. Induced magic may not be as e cient as, say, GAIA 19] Observe that meet and rename are called most frequently and therefore, ideally, should be the most lightweight. Project, project (trim), join and equiv calls occur with similar frequency but note that it is rare for a join to di er from both its arguments. Join is always followed by an equivalence and this explains why the join and equiv rows coincide.
Next, the complexity of ROBDD and DBCF (specialised for Def 1]) operations are reviewed in relation to their calling frequency. Suggestions are made about balancing the complexity of an operation against its frequency by using a non-orthogonal formulae representation.
For ROBDDs (DBCF) meet is quadratic (exponential) in the size of its arguments 1]. For ROBDDs (DBCF) these arguments are exponential (polynomial) in the number of variables. Representing Def functions as non-orthogonal formulae is attractive since meet is concatenation which can be performed in constant time (using di erence lists). Renaming is quadratic for ROBDDs (linear for DBCF) in the size of its argument 1]. Renaming a non-orthogonal formula is O(m log(n)) where m (n) is the number of symbols (variables) in its argument.
For ROBDDs (DBCF), join is quadratic (quartic) in the size of its arguments 1]. For non-orthogonal formulae, join is exponential. Note, however, that the majority of joins result in one of the operands and hence are unnecessary. This can be detected by using an entailment check which is quadratic in the size of the representation. Thus it is sensible to lter join through an entailment check so that join is called comparatively rarely. Therefore its complexity is less of an issue. Speci cally, if f 1 j = f 2 then f 1 _ _f 2 = f 2 . For ROBDDs, equivalence checking is constant time, whereas for DBCF it is linear in the size of the representation. For non-orthogonal formulae, equivalence is quadratic in the size of the representation. Observe that meet occurs more frequently than equality and therefore a gain should be expected from trading an exponential meet and a linear join for a constant time meet and an exponential join. For ROBDDs (DBCF), projection is quadratic (linear) in the size of its arguments 1]. For a non-orthogonal representation, projection is exponential, but again, entailment checking can be used to prevent the majority of projections.
The GEP representation
A call (or answer) pattern is a pair ha; fi where a is an atom and f 2 Def var(a) .
Normally the arguments of a are distinct variables. The formula f is a conjunction (list) of propositional Horn clauses in the Def analysis described in this paper. In a non-ground representation the arguments of a can be instanti- This encoding leads to a more compact representation and is similar to the GER factorisation of ROBDDs proposed by Bagnara and Schachte 3]. The representation of call and answer patterns described above is called GEP (groundness, equivalences and propositional clauses) where the atom captures the rst two properties and the formula the latter. Note that the current implementation of the GEP representation does not avoid ine ciencies in the representation such as the repetition of Def formulae.
Abstract operations
The GEP representation requires the abstract operations to be lifted from Boolean formulae to call and answer patterns.
Meet The meet of the pairs ha 1 ; f 1 i and ha 2 ; f 2 i can be computed by unifying a 1 and a 2 and concatenating f 1 and f 2 .
Renaming The objects that require renaming are formulae and call (answer) pattern GEP pairs. If a dynamic database is used to store the pairs 17], then renaming is automatically applied each time a pair is looked-up in the database. Formulae can be renamed with a single call to the Prolog builtin copy term.
Join Calculating the join of the pairs ha 1 ; f 1 i and ha 2 ; f 2 i is complicated by the way that join interacts with renaming. Speci cally, in a non-ground representation, call (answer) patterns would be typically stored in a dynamic database so that var(a 1 ) \ var(a 2 ) = ;. Hence ha 1 ; f 1 i (or equivalently ha 2 ; f 2 i) have to be appropriately renamed before the join is calculated. This is achieved as follows. Plotkin 
Experimental evaluation
A Def analyser using the non-ground techniques described in this paper has been implemented. This implementation is built in Prolog using the same induced magic framework as for the BDD-based Def analyser, therefore the analysers work in lock step and generate the same results. (The only di erence is that the non-ground analyser does not implement environment trimmed since the representation is far less sensitive to the number of variables in a clause.) The core of the analyser (the xpoint engine) is approximately 400 lines of code and took one working week to write, debug and tune.
In order to investigate whether entailment checking, the join ( _ g) algorithm, and the GEP representation are enough to obtain a fast and scalable analysis, the non-ground analyser was compared with the BDD-based analyser for speed and scalability. Since King et al 18] do not give precision results for Pos for larger benchmarks, we have also implemented a BDD-based Pos analyser in the same vein, so that rmer conclusions about the relative precision of Def and Pos can be drawn. It is reported in 2], 3] that a hybrid implementation of ROBDDs, separating maintenance of de niteness information and of various forms of dependency information can give signi cantly improved performance. Therefore, it is to be expected that an analyser based on such an implementation of ROBDDs would be faster than that used here. The comparisons focus on goal-dependent groundness analysis of 60 Prolog and CLP(R) programs. The results are given in the table below. In this table, the size column gives the number of distinct (abstract) clauses in the programs. The abs column gives the time for parsing the les and abstracting them, that
The abstracter deals with meta-calls, asserts and retracts following the elegant (two program) scheme detailed by Bueno et al 6] . The xpoint columns give the time, in seconds, to compute the xpoint for each of the three analysers (Def NG and Def BDD denote respectively the non-ground and BDD-based Def analyser). The precision columns give the total number of ground arguments in the call and answer patterns (and exclude those ground arguments for predicates introduced by normalising the program into de nite clauses). The % column express the loss of precision by Def relative to Pos. All three analysers were coded in SICStus 3.7 and the experiments performed on a 296MHz Sun UltraSPARC-II with 1GByte of RAM running Solaris 2.6.
The experimental results indicate the precision of Def is close to that of Pos. Although rotate.pl is small it has been included in the table because it was the only program for which signi cant precision was lost. Thus, whilst it is always possible to construct programs in which disjunctive dependency information (which cannot be traced in Def ) needs to be tracked to maintain precision, these results suggest that Def is adequate for top-down groundness analysis of many programs.
The speed of the non-ground Def analyser compares favourably with both the BDD analysers. This is surprising because the BDD analysers make use of hashing and memoisation to avoid repeated work. In the non-ground Def analyser, the repeated work is usually in meet and entailment checking, and these operations are very lightweight. In the larger benchmarks, such as aqua c.pl, the BDD analysis becomes slow as the BDDs involved are necessarily large. Widening for BDDs can make such examples more manageable 15] . Notice that the time spent in the core analyser (the xpoint engine) is of the same order as that spent in the abstracter. This suggests that a large speed up in the analysis time needs to be coupled with a commensurate speedup in the abstracter.
To give an initial comparison with the Sharing-based Def analyser of King et al 18] , the clock speed of the Sparc-20 used in the Sharing experiments has been used to scale the results in this paper. These ndings lead to the preliminary conclusion that the analysis presented in this paper is about twice as fast as the Sharing quotient analyser. Furthermore, this analyser relies on widening to keep the abstractions small, hence may sacri ce some precision for speed. 6 Related work Van Hentenryck et al 21] is an early work which laid a foundation for BDD-based Pos analysis. Corsini et al 11] describe how variants of Pos can be implemented using Toupie, a constraint language based on the -calculus. If this analyser was extended with, say, magic sets, it might lead to a very respectable goaldependent analysis. More recently, Bagnara and Schachte 3] have developed the idea 2] that a hybrid implementation of a ROBDD that keeps de nite information separate from dependency information is more e cient than keeping the two together. This hybrid representation can signi cantly decrease the size of an ROBDD and thus is a useful implementation tactic. Finally, a curious connection exists between the join algorithm described in this paper and a relaxation that occurs in disjunctive constraint solving 14]. The relaxation computes the join (closure of the convex hull) of two polyhedra P 1 and P 2 where P i = fx 2 R n j A i x B i g. The join of P 1 and P 2 can be expressed as: P = x 2 R n A 1 1 (x) B 1^A2 2 (x) B 20 1^x = 1 (x) + (1 ? ) 2 (x) which amounts to the same tactic of constructing join in terms of meet (conjunction of linear equations), renaming ( 1 and 2 ) and projection (the variables of interest are x).
Future work
Initial pro ling has suggested that a signi cant proportion of the analysis time is spent projecting onto (new) call and answer patterns, so recoding this operation might impact on the speed of the analysis. Also, a practical comparison with a DBCF analyser would be insightful. This is the immediate future work. In the medium term, it would be interesting to apply widening to obtain an analysis with polynomial guarantees. Time complexity relates to the maximum number of iterations of a xpoint analysis and this, in turn, depends on the length of the longest ascending chain in the underlying domain. For both Pos X and Def X the longest chains have length 2 n ? 1 where jXj = n 18]. One way to accelerate the analysis, would be to widen call and answer patterns by discarding the formulae component of the GEP representation if the number of updates to a particular call or answer pattern exceeded, say, 8 18] . The abstraction then corresponds to an EPos X function whose chain length is linear in X 9]. Although widening for space is not as critical as in 18], this too would be a direction for future work. In the long term, it would be interesting to apply Def to other dependency analysis problems, for example, strictness 13] and niteness 5] analysis. The frequency analysis which has been used in this paper to tailor the costs of the abstract operations to the frequency with which they are called could be applied to other analyses, such as type, freeness or sharing analyses.
Conclusions
The representation and abstract operations for Def have been chosen by following a strategy. The strategy was to design an implementation so as to ensure that the most frequently called operations are the most lightweight. Previously unexploited computational properties of Def have been used to avoid expensive joins (and projections) through entailment checking; and to keep abstractions small by reformulating join in such a way as to avoid orthogonal reduced monotonic body form. The join algorithm has other applications such as computing the downward closure operator that arises in BDD-based set sharing analysis.
By combining the techniques described in this paper, an analyser has been constructed that is precise, can be implemented easily in Prolog, and whose speed compares favourably with BDD-based analysers.
