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In this paper we consider the problem of finding the global dimension f
the functor category 6F‘ where Cn is an Abelian category and 17 is a finite 
partially-ordered set. Some advance has-been made in this direction si ce 
the writing of[11, Chapter IX], and in particular the condition that LY have 
enough projectives has been eliminated. Nevertheless, a complete solution 
to the problem is still acking. In order to understand the present treatment, 
the reader should know the basic theory ofadjdint functors and the Ext functor 
as found, for example, in[ZZ, Chapters V and VII], and he must also have 
read Section 1 of [Z2]. 
In Section 5 we make a brief review of the notion of proper (h.f.) classes 
of exact sequences, andwe shall indicate how our previous results can be 
generalized to the relative situation. The final section contains a discussion 
of functors which preserve Ext. It is unrelated o the work on global dimension. 
Our notation a d terminology will be as in [12]. Inparticular, CPL and &’ 
will always denote Abelian categories, and the word “coadjoint” will be used 
in place of “left adjoint.” 
1. ORDERED SETS 
An ordered set is a small category 17 such that for any pair of objects i, jE II, 
the set of morphisms from ito j is either mpty or has precisely oneelement. 
In the latter case we write i< j. Thus we have i < i for all iE 17 (since 
every object has its identity morphism), and if i< j and j < k, then i< K 
(since omposition must be defined). If i < j and i # j, then we write i <j. 
If neither i < j nor j < i, then we say that iand j are incompatible. On the 
other hand, if both i< j and j < i, then iand j are isomorphic objects in II. 
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Let 17’ be a full subcategory ofII obtained by taking one member from each 
isomorphism class of objects. Then n’ is an equivalent subcategory of17 
[II, p. 521, and it follows that he functor categories GP and 6P’ are equivalent. 
The category II’ is an ordered set with the property that any two members 
which precede ach other are equal. Such an ordered set will be called skeletal. 
Let 17 be an ordered set (not necessarily skeletal), andlet D be an object 
of GP. For i E n, let Ti : W --f Q be the corresponding evaluation functor, 
and for i < j, let Tij :Ti + T, denote the corresponding natural transfor- 
mation. Then we define Di = Ti(D) and Dij = Tii(D). Also if  : D---z D’ 
is a morphism in GP, we define fi = Ti( f)a The coadjoint Si: CY --+ 6Pr 
for Ti is given by 
S,(A), = A for i < j 
= 0 otherwise 
&(4, = 1‘4 for i<j<k 
= 0 otherwise 
Si(~)j = a for i < j 
= 0 otherwise. 
If C?! is the category of right R-modules and n is finite, then 
is a small projective g nerator for W, and consequently 6P is equivalent 
to the category of right modules over the ring of endomorphisms of this 
object [II, p. 104, Theorem 4.11. Such an endomorphism is determined by 
a 1T x IImatrix (aii) where aij E [S,(R), S,(R)]. By adjointness thelatter is
isomorphic to
[R, T+‘,(R)] = [R, R] m R for i < j 
= 0 otherwise. 
Thus we see that 6P is equivalent tothe category of right modules over the 
subring R(l7) of the full ring of n x n matrices over R consisting of all 
those matrices (rij) such that rii s an arbitrary element of R for i < j, and 
rij = 0 otherwise. It follows that any ring of the form R(l7) has its category 
of right modules equivalent tothe category of right modules over R(F) for 
some skeletal ordered set 17’. 
If GY is the category of left R-modules, or in other words the category of 
right R*-modules, then CP is equivalent tothe category of right modules 
over R*(n), or in other words the category of left modules over (R*(n))*, 
and the latter isthe same as R(II*). 
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Until Section 5,I7 will always denote a finite, skeletal ordered set. If i < j 
and for no K do we have i< k < j, then we call j a cover for iand i a cocover 
for j. Observe that any two covers (cocovers) of an element are necessarily 
incompatible. 
If i < j, we can find asequence 
where ach term is a cover for the preceding one. In particular, it follows that 
if i has only one cover i1 and i < j, then ir < j. A dual remark applies to
cocovers. 
An element i is called maximal in II if for no j in II do we have i< j, and 
it is called minima2 in 17 if it is maximal in II*. If II has just one maximal 
member, we say that 17 is terminal If 17 has just one minimal member, 
we say II is initial. 
The set n can be represented diagrammatically as follows. First define 
the depth of an element i to be the greatest integer m such that here is 
a sequence 
il < i, < *a- < i, = i. 
Put the elements ofII in rows, the elements ofdepth m going in the mth row, 
and draw a line between two elements ifand only if one is acover for the other. 
(Such aline may have to skip rows). Now if i ‘< j, then the depth of i is 
necessarily lessthan the depth of j, and from the sequence (1) we see that 
i < j is equivalent to having abroken path starting at i and ending at j and 
continually descending. 
An ordered subset of II is a full subcategory f II. If 17’ is an ordered subset 
of II, let 
F:OP+P’ 
denote the restriction functor. For i E II, let 
I7,[ = {i’ EII’ j i’ < i}. 
We define a functor (which we shall refer to as the extension functor with 
respect tothe subset n’) 
by taking G(D), to be the colimit ofthe restriction of D’ to Di . Since 6Y is 
Abelian d II is finite, hecolimit always exists. If i < j in Ii’, then ; C 1T,!  
and consequently here is an induced morphism G(D’),, : G(D’), -+ G(D’)j 
of colimits. Likewise if: D’ + D” in 6Y n’, then there are induced morphisms 
G(f )i : G(D’), --+ G(D”), which define a morphism G(f) in 0Y. We leave 
it to the reader toverify that G is a coadjoint forF. (G is just aspecial case 
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of the Kan construction). When n’ is a single element i,the functor G is the 
functor Sidefined above. Clearly the composition FG is the identity functor 
on CP’, and it follows that F is representative. 
Each ordered set Lr is divided into equivalence classes, called components, 
by the equivalence relation generated by, the order elation. If 17’ is an 
ordered subset of L7 such that. for each i E II the components ofLr,l are 
terminal, then 17’ is called a separated subset of J7. In this case the colimit 
of the restriction of D’to Lr,l is the coproduct ofthe objects 0;over the 
maximal membersj of the components ofnil. Consequently, in this case G
is exact. By[12, Corollary 1.21 we thus obtain 
LEMMA 1.1. If II’ is aseparated subset ofII, then for all D’ E 6P’ we have 
h.drr, D’= h.d.n G(D’). 
Consequently 
gl.dim. GP’ < gl.dim. GP. (2) 
Dually we say that l7’ is a coseparated subset of l7 if II’* is a separated 
subset of 17*. Using the relations 
p!n>* = a*“*, gl. dim. a = gl. dim. a*, (3) 
we obtain 
COROLLARY 1.2. If ll’ is a, coseparated subset of17, then (2) is valid. 
Remark. The inequality (2)is not valid for general subsets l7’Cn. 
For example, let n and Lr’ be given’by 
II lI’ 
Then l7’ is an ordered subset of Ii’, but as we shall see presently, theglobal 
dimension fGP’ is one greater than that of GP. 
An ordered subset l7’ C I7 is called final if for each i’ EII’, the relation 
i.’ <i implies j El7’. Clearly a final subset is separated, andthe functor G 
in this case xtends anobject D’E GP by putting 0 at i for all i4 17’. 
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2. AN UPPER BOUND FOR GL.DIM. UP 
1 If 17is nonempty, then taking II’ to consist of a single element in Lemma 1.1, 
we see that gldim. Q? < gl.dim. GP. In particular,-if a has infinite global 
dimension, then so does 0P. Consequently, ~thcronly interesting case is 
where @ has finite global dimension, and we shall always assume this to be 
the case in the sequel. 
We define the rank of an element i E n as follows: First we agree that all 
minimal elements are to have rank 0, and all other elements are to have 
rank >, 1. Inductively we define i to have rank > r (r > 2) if it is preceded 
by a pair of incompatible elements of rank 2 r - 1. Rank i is then defined 
as the greatest integer r such that i has rank 3 r. Clearly if i < j, then rank 
i < rank j. Also if rank i = r, then the set of elements preceding i which 
also have rank r is linearly ordered. Otherwise there would exist two incom- 
patible such elements, and consequently i would have rank > r + 1. 
Consider an object D E 0P. For each i E II, the identity morphism on Di 
extends to a unique morphism S,(D,) + D, and these are the coordinates of 
an epimorphism 
@ %(D,) -+ D. (1) 
icrz 
If we denote the coproduct by Do and the kernel by K1 in (I), then we have 
an exact sequence 
O+K1-+Do+D-+O (2) 
where Kil = 0 for all elements i of, rank 0 (minimal elements). Now Die -+ Di 
is a retraction for all i, hence Kal -+ Die is a coretraction. The morphism 
Die + Djo is also a coretraction for i <j, and so since 
K,l~Kjl-+DjO=Kil~DiO_tD.O 3 Y 
we see that Kfj is a coretraction. For each element i of rank 1 which is 
preceded by some other element of rank 1, let k(i) be the (unique) maximal 
such element. Let Lil be such that 
Kil = Lil @ Im(K&,),i). 
For all other elements i define Lil = K,l. Then we nave an exact sequence 
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where Ki2 = 0 for all elements i of rank < 1. We can then proceed inductively 
to produce exact sequences 
0 -+ KTfl --t @ Si(LiT) -+ K” -+ 0 
where KI+’ = 0 for all elements i of rank < r. 
(3) 
LEMMA 2.1. Let D E GF be such that h.d., Di < n ,for all i E II, and 
suppose that he maximum rank of an element inII is m. Then h.d., D < m + n, 
and consequently 
gl.dim. GPG” < m + gl.dim. GZ
Proof. Letting K” = D, we have the exact sequences (3) for all Y > 0, 
and furthermore Km+l = 0. Now for each iand each I, Lir is a retract of K,‘, 
and consequently h.d., Li7 < h.d., Kir. But since for each j, K;+l is a retract 
of a finite coproduct ofobjects ofthe form Lir, it follows that 
h.doa K;+’ < yx h.d., (Ki’). 
Therefore w see inductively that h.d., LiT < 7~ for all iand all Y. Using 
Lemma 1.1, it follows that he middle term in each of the exact sequences (3) 
has homological dimension < n, and so these sequences yield successively 
h.d.= K” < n 
h.d., K-’ < n + 1 
h.d., K1 < n + m - 1 
h.d.nKo <n-/-m 
as required. 
Remark. The inequality n Lemma 2.1 may be strict. Forexample, let II 
be a linearly-ordered s t of three lements. Then the maximum rank of an 
element is one, and so by two applications of Lemma 2.1 we have 
gl.dim. @xn = gl.dim.(@)” < 1 + gl.dim. P’ < 2 + ghdim. a. 
Nevertheless, I7 x 17 has an element of rank 3. 
The definition of rank requires that if I7 has an element of rank Y > 1, 
then II has at least two elements ofrank Y - 1. Thus we see that he least 
number of elements I7can have in order to have an element of rank m is 2m, 
in which case 17 is the following. 
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0 
(4) 
m-2 m-2’ 
I 
m-l 
VP 
m-l’ 
m 
In this case we call II the m-braid, and we denote it by Igm . Thus /3,, is a 
single point, /3i is the linearly-ordered set of two elements, /3s is the square, 
and 8s is given by the second of the diagrams (4) of Section 1. By Lemma 1.1 
we have 
gl. dim. Q!sm < m + gl. dim. @. (5) 
In Theorem 3.6 we shall prove equality. 
3. MUSCLES 
For i E II and A E cpl, let L,(A) denote the object in 172~ with A at i and 0 
elsewhere. 
LEMMA 3.1. If l7 is nonempty, then there exists an element i E 17 and an 
object A E @ such that 
gldim. (jgn = h.d.nL,(A). (1) 
Proof. By induction on the number of elements in 17. If this number 
is one, then we simply take A to have maximum homological dimension in a. 
Otherwise let j be any minimal element of n and let II’ = 17 - {j}. Then 
17’ is a final subset of 17. Let F and G denote the restriction and extension 
functors. Suppose that D is an object of 0P of maximum homological 
dimension n. Then we have an exact sequence in CR? 
O-K+D-+L,Tj(D)+O 
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where Ki = 0. If h.d.,LjTj(D) < n, then we must have h.d.n, K = n. 
Now K = GF(K), and so by Lemma 1 .I we see that h.d.,,F(K) = n. 
Again by Lemma 1 .l this implies that gl.dim. GP’ = gldim. W, and so by 
induction we may find A E GZ and i E.I? such that h.d.n, L:(A) = n. Since 
GLi(A) = L,(A), a final pplication of~Lemma 1.1 shows that h.d., L,(A) = n. 
Remark. There is no guarantee that he object A of (1) is one of maximum 
homological dimension i GZ. Nor is there any guarantee that he i of that 
equation can be found independently of the category GY. 
For i E I7, let $7 = (j E 17 1 i <<j}. Then Ji’ is a final subset of II, and 
letting Fi denote the restriction functor wehave, using Lemma 1.1, 
h.d.,, F L,(A) = h.d.n L,(A). (2) 
Therefore itfollows from (1) that 
gl.dim. GP = mG~ gl.dim. GV’ 
Consequently, if wedenote l7, = {j E 17 1 j < k} and use Eq. (3) of Section 1,
we obtain 
gl.dim. 0P = rre~ gl.dim. G%. (3) 
Fori<k, let J7, ={jEl7Ii<j<k), and for AECE, let us define the 
A-muscle ofIT between i and k as the object inGZdn’e with A at i and 0 elsewhere. 
Then using (3), as well as (1) and (2) applied to17, we obtain 
COROLLARY 3.2. The global dime&m of OF’ is the maximum of the 
homological dimensions f all of its muscles. 
An object D E W will be called split fthe inclusion m rphism 
is a coretraction for each qE 17. If we denote the union by 0: , we can then 
write 0, = 0: @ 0: for some subobject 0: C D, . An easy induction on the 
depth of q shows that 
D; = u Dc(Dl”) 
i<@ 
for all q, and consequently we get an exact sequence 
(4) 
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Evaluating (4) at an element Q E 17, we obtain 
o--tK,A@D;-D;@D;-o, 
i49 
(5) 
where the image of 6, is in &,, 05 . Consequently if wedenote the injections 
and projections f r oiGq 0; by uiq and pi, respectively, then we have 
f% = c %lPi$P * (6) 
i<q 
Now if E denotes the middle term in (4), then by definition of E we have 
uiq = E&u,, for i< q. Thus if we write uiipiq 6,= ~~ for i< q, then (6) 
can be rewritten 
6, = C Eiqri .
i<q 
(7) 
Let 9 denote the category offinitely-generated Abelian groups. We shall 
say that an object D E ‘ZF’ is pointwise free if Di is a free Abelian group 
(necessarily of finite rank) for each iE II. If D is split and pointwise free, then 
the 01, being subgroups ofthe Di , are free, and consequently the object K 
of the exact sequence (4) is pointwise free. We shall say tentatively thatD
is projective ifK = 0 relative to all choices ofcomplements 0; . (It will 
result from the remark following Lemma 3.3 that if this is true for one such 
choice of complements, hen it is true for them all, and furthermore that he 
above definition of “projective” agrees with the usual one). 
Now if GZ is any Abelian category and A E G?, then we have the functor 
A@ : 9 + GZ which can be described as the unique cokernel preserving 
functor such that A @ Z = A. An object D E 9’n gives rise to the object 
A @ D E 0P’ defined asthe composition of D with A @ . 
LEMMA 3.3. If D is split andpointwisefree but not projective, then for each 
nonzero bject A E GT we have 
h.d.n A @ D > 1 + h.d.a A. (8) 
Proof. Letting K be as in the exact sequence (4), let q be minimal with 
respect tothe property hat K, # 0. Since (4) splits pointwise, w  obtain 
an exact sequence inGP of the form 
O+A@K-+A@E-+A@D-+O. 
In the notation fLemma 1.7 of [Z2], let us denote L(A) = A @ K. Then 
applying A @ to (7), that lemma yields the desired inequality (8). 
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Remark. In 3” we know that any object ofthe form 
@ q-q (9) 
icn 
is projective in the usual sense. On the other hand, if D is a projective in Fr
in the usual sense, then D is a retract of an object ofthe form (9), and since 
the latter issplit and pointwise free, the same is true of D. Now if relative to 
some choice of complements 05we had K f 0, then taking A = Z in (8), 
we see that h.d. D > I, contradicting he fact hat D is projective. Thuswe 
see that he projectives in CP are precisely theobjects ofthe form (9). 
(It is true more generally that any retract of an object ofthe form @ipn &(A,) 
in CP [a an arbitrary Abelian category] is of the same form [II, p. 2271. 
However we shall not be using this latter fact). It follows from this charac- 
terization of projectives, together with the fact hat K = 0 for all choices of
complements if it is so for one of them, that an object inGP is projective if 
and only if its restriction o ni is projective for all iE n. 
THEOREM 3.4. Let D be pointwise fr e, and consider exact sequences in BIT 
(10) 
0 + Km-1 -+ @ S,(F,-,,,) -+ KR2-2 -+ 0 
iEn 
where F,.. is free for 0 < k < m - 2. Suppose that h.d.b A = n: 
(a) Ifh.d.n K”-l = 1, then h.d.n A @ D < m + n. 
(b) If Km-l is split but not projective, th nh.d.n A @ D > m + n. 
Proof. (a) If h.d.n Km-l = 1, then we can find as exact sequence 
o -+ @ S,(F,) - @ Si(F,-l,i) -+ Km-l -+ 0. 
ion isn 
Tensoring this last sequence and the sequences (10) with A, the result follows 
easily from Lemma 1.1 using the fact hat S,(Z) @ A = S,(A). 
(b) If Km-l is split but not projective, th nthe result follows byusing 
Lemma 3.3 and the tensored sequences (10). 
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Let D be a Z-muscle of homological dimension m. We shall say that D is 
strong ifin the projective resolution (IO), the object P-l is split. To see that 
this notion is independent of projective resolutions, consider two resolutions 
O-+Km-l-+P”--+ ~~.-+Pl+PO-tD-+O 
with the P’s and Q’s projective. Th nby a theorem of Schanuel (see [9]) 
we have Km--l @ P w Lm-l @Q for some projectives P and Q. It follows 
that if Km-l is plit, thenL+l, being aretraction of a split object, is itself split. 
Combining Corollary 3.2and Theorem 3.4, we now obtain 
COROLLARY 3.5. Let m be the maximum homological dimension for all Z 
muscles of II. Then for any nontrivial @ we have 
gldim. GP < m + gl.dim. a
Furthermore, if there is a strong Z-muscle of homological dimension m,then we 
have equality. 
Suppose that we can write ll as a disjoint u ion 
and let nk be the number of elements inL7(“). Assume that n, = n, = 1, and 
n, > 1 for 1 < K < m - 1. Suppose that L7ckf1) is the set of covers of each 
element inLVk)(O < k < m - 1). Then we shall call 17a generalized m-braid. 
(If n, = 2 for 1 < K < m - 1, then T;r is the ordinary m-braid). Notice that 
17ck) is the set of elements ofrank A. For 1 < k < m, let M,(A) be the 
object ofgn defined by
Mk(A)i = A if rank i> K 
= 0 otherwise, 
where the morphisms inM,(A) are lA whenever possible. Then we have an 
exact sequence 
0 ---f M,(A) --+ S,(A) -+ L,(A) -+ 0, (11) 
where as usual L,(A) denotes the object of@ with A at vertex 0 and zeroes 
elsewhere. Also for 1 < k < m - 1 we have exact sequences 
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Now if A E 5 and A f 0, then clearly M,&A) is split but not projective, 
and so using the fact hat nk-1 >lforl <K,<m-1,ajudiciouschoice 
of A’s in (I 1) and (12) shows that L,(Z) is a strong Z-muscle of homological 
dimension m.Consequently using Corollary 3.5and Lemma 2.1, we obtain 
THEOREM 3.6. If II is a generalized m-braid, then 
gl.dim. 6P = m + gldim. a
for all nontrivial a. 
LEMMA 3.7. Let II’ be a &al subset of II, and let D be the object of 9P 
such that Di = Zfor i E II’, Di = 0 for i $ II’, and Dii is the identity function 
on Z wherever possible. L tM denote the set of minimal elements ofIS, and 
consider the exact sequence inCV 
where for each m the mth coordinate of 01 is induced by the identity function Z. 
Then K is a split object such that K,,, = 0 for all m E M. 
Proof. Given pE II’, let 1,2 ,..., n denote those lements ofM which are 
less than or equal to CL. Then 01~ is the codiagonal morphism Zn -+ Z, and 
so we can take as /$ the morphism Z”-l --f Zn defined by
Is,(% >.**, xn-1) = (Xl )xg - Xl , x3 - x2 ,..., xn-1 - x,-, - x+1). 
If h < p and if i1 , iz ,.,., ik denote in order those lements among 1,2,..., n 
which are < h, then the morphism 
K,, : Z”-l + Zn-l 
is given by the matrix whose tth column (1 < t ,< K - 1) has 1 in rows 
it , i, + I,..., i1+1 - 1, and 0 elsewhere. Thus the morphism @,+U KA -j K,, 
is determined by a matrix whose columns consist ofsolid blocks of l’s with 
O’s elsewhere. It suffices nowto show that such a matrix has a diagonal form 
consisting of l’s and 0’s. Consider the first row which contains a 1, and 
among all columns having 1in this row, subtract one which contains the 
least number of l’s from the others. Then reduce all but one of the l’s in 
this column to 0, and apply induction. 
A pair of nonempty subsets I, Jof 17 will be said to constitute a crown in IT 
if each element of I precedes (that is, is less than or equal to) at least two 
members of J, and each member of J follows (is greater than or equal to) 
at least two members of I. An element h E II is a crosspoint forthe crown if it 
precedes atleast two members of J apd follows atleast two members of I. 
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Notice that if k is a crosspoint which is not in J and has only one cover, 
then the cover is also a crosspoint. A similar remark applies tococovers. 
The crown is called uncrossed if it has no crosspoints. In this case it follows 
that any pair of elements ofI are incompatible, for otherwise the greater of
the two would be a crosspoint. Similarly forthe 1’s. Also we see in this case 
that no member of I follows a member of J, for otherwise it would result 
from the fact hat each member of I has two members of J following t that 
a pair of elements ofJ would be compatible. 
A suspended crown is a crown together with an element which precedes 
each member of I and an element which follows each member of J. 
THEOREM 3.8. Let 17 be an uncrossed, suspended crown with minimal 
element 0. Then L,(Z) is a strong Z-muscle in8” of homological dimension 3.
Consequently 
gl.dim. GP = 3 + gl.dim. CJ? 
for all nontrivial Abelian categories 02.
Proof. Let 1, 2 ,..., n and l’, 2’,..., rn’ denote the elements ofI and J 
respectively, and let p denote the maximal element. Then we have an exact 
sequence 
where D is as in Lemma 3.7. Forming the exact sequence 
O-+K+&S,(Z)+D+O 
i=l 
of that lemma, we know that K is split. Now if K were projective, th n
since K has nonzero objects only at p and the mutually incompatible elements 
i’, it would follow that he morphism 
6 Ki, - K,‘ (13) 
i=l 
is a split monomorphism. This would mean that he number of generators 
of the domain of (13) is no greater than the number of generators f the range. 
To see that his is not the case, let ki denote the number of elements ofI 
preceding i’ for 1 < i ,< m. Then the number of generators f the domain 
of (13) is 
z (k< - 1) = f ki ~- m. 
i=l 
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Since ach element of I has at least two members of J following it and each 
member of J has at least two members of I preceding it, we find 
Eki- m > 2 max(m, n) - m > n. 
Since KU has only n- 1 generators, thiscompletes the proof of the lemma. 
4. DIMENSION FOR FINITE ORDERED SETS 
One would like to show that for each finite ordered set l7, there is an 
integer m such that 
gl.dim. GP = m + gl.dim. a (1) 
for all nontrivial Q!. By Corollary 3.5it would suffice to show that all Z-muscles 
are strong. This may not be true, but a counterexample wi lhave to involve 
a set with an element of rank at least 4. To see this, uppose that L,(Z) is 
a Z-muscle ofn where all elements ofIi’ have rank < 3. By Lemma 2.1, L,(Z) 
must have homological dimension ,<3, and so it follows from 3.7 that L,(Z) 
is strong. 
In any case, let us define the dimension fD to be the integer m (if it exists) 
satisfying (1) for all nontrivial Abelian categories a. From the isomorphism 
of categories 
@w=z &$ (@I)%, 
it follows that 
dim. nr x ns = dim. U1 + dim. 17s 
providing the right side is defined. In particular if wedefine the m-cube to be 
the product (of categories) of m copies of the l-braid rS, then we see that 
its dimension ism. (Notice that he 2-cube is the 2-braid, and the 3-cube 
is an uncrossed, suspended crown.) Also it follows from Eq. (3) of Section 1 
that 
dim l7* = dim 17 
providing the right side is defined. 
We now proceed to characterize ord red sets of dimensions 0,1, and 2. 
LEMMA 4.1. i’f GY is nontrivial (ofinite global dimension), then 
gl.dim. 6P = gldim. GY l-4 
;f and only if I7 does not contain & as an ordered subset (or equivalently, every 
pair of distinct elements inII are incompatible). 
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Proof, If II does not contain /3r ,then 0P is just he product of as many 
copies of 6Z as n has elements. Hence (2) is clear. On the other hand, if Ii’ 
contains /3, as a (necessarily separated) subset, hen by Lemma 1.1 we have 
gl. dim. GYn >, gl. dim. GYB1 = 1 + gl. dim. GY. 
THEOREM 4.2. If Q! is nontrivial, then 
gldim. 6Yn = 1 + gl.dim. G! (3) 
if and only if II contains & but not /I2 as an ordered subset. 
Proof. Suppose that 17 contains /Jr but not p2 . By Lemma 4.1 the left side 
of (3) is greater than or equal to the right side. Toprove the other inequality, 
by Corollary 3.2 it suffices to assume that n is initial. But in this case the 
condition that 17 does not contain fiZ is equivalent to he condition that 
every element has rank < 1. Hence the conclusion f llows from Lemma 2.1. 
Now suppose that (3) holds. Then again by Lemma 4.1, II must contain p1. 
If Ii’ also contains /3a ,then let jE n be minimal with respect tothe property 
that here xist elements i,p, 4, satisfying i < p < j and i < q < j with p
and q incompatible. Now n, is a coseparated subset of n, and so by 
Corollary 1.2 we have 
gl. dim. G!q < gl. dim. crc’ (4) 
Also let II’ be the ordered subset ofIIj consisting of the four elements i, j, p, q. 
If l7’ were not a separated subset of IYl, , then we would have an element 
j’ E ni - II’ such that p <j’ and q < j’. But since j’ E IYlj , we have j’ <j, 
contradicting he minimality of j. Hence fl’ is a separated subset of II, and 
so combining Lemma 1 .l, (3) and (4), we obtain 
gl. dim. (jgrr’ < 1+ gl. dim. CZ. 
Since 17’ is & , this is a contradiction. 
Before characterizing sets ofdimension 2,we prove some lemmas concerned 
only with finite ordered sets. We shall call an element i shallow in n if l7< is 
linearly ordered, and we shall say that n is well covered if all shallow elements 
have at least two covers. Also we shall say that II is almost well covered if
there is precisely oneshallow element with fewer than two covers. Ifi <j, 
we shall say that jcounts on i if jis nonshallow with at most one cover, and j 
becomes hallow when i is removed from IT. In other words, j counts on i 
if and only if jhas at most one cover, and l7j consists of itogether with a 
linearly-ordered subset which has at least one element incompatible with i. 
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Thus, depending onwhether or not i is minimal, 17j looks like one of the 
following: 
0 
; 
l I 
14 
1s 
12 
i 
“f 
-** (6) i (7) 
11 Q* 
11 
: 
0 ! 
j j 
It may be that iI = j, or in other words thatj is a cover for i. It may also be 
that is is minimal (in which case there is no iJ. 
LEMMA 4.3. If l7 is anyfinite ordered set andj counts oni but is not a cover 
for i, then l7 and l7 - {j > have the same number of shallow elements with fewer 
than two covers. 
Proof. Removal of j cannot create any new shallow elements since j is 
nonshallow. Also since j is the cover of only one element [Figs. (6) and (7)] 
and since this element isnonshallow, it follows that no shallow element loses 
any covers by removal of j. 
LEMMA 4.4. If II is almost well covered, then there is an element k EIl 
such that l7 - (k) is either well covered oralmost well covered. Furthermore 
we may assume that khas fewer than 2cocovers. 
Proof. Let i be the unique shallow element which as at most one cover. 
If nothing counts on i, then since i is the cover of at, most one element, here 
will be at most one shallow element which has fewer than two covers after 
removal of i. Thus we may assume that here is some element which counts 
on i, and by Lemma 4.3 we may assume, furthermore, thathe only elements 
which count on i are its covers. Consequently, since i has only one cover i1 , 
we see that il is the only element which counts on i. If i is minimal, then 
from Fig. (6) we see that removal of i leaves only il as a shallow element with 
fewer than 2 covers. Ifi is not minimal, then we refer to Fig. (7). If ia has 
another cover besides i and i, , then we can again remove ileaving only i1 as 
a shallow element with fewer than two covers. Thus suppose that is has only i
and iz as covers. Again by Lemma 4.3 we may assume that he only elements 
counting onis are covers for it, and since its only covers are the shallow 
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elements i and is , it follows that is has nothing counting onit. Also in the 
case where is is not minimal, wesee that after removal of is , i, and i will 
become covers for i, . Thus we may remove i, and leave only ias a shallow 
element with fewer than two covers. 
The second statement in the lemma follows from examining the various 
cases used to prove the first atement, andobserving that in each case the 
element removed has fewer than 2cocovers. 
LEMMA 4.5. If II is well covered or almost well covered and has at least 
two elements, then II contains anuncrossed crown. 
Proof. By induction on the number of elements ofl7. The lemma is true 
vacuously when II has two elements. Thus assume that II has more than 
two elements, and that all well-covered or almost well-covered s ts with 
one fewer element than n contain u crossed crowns. If fl is almost well 
covered, then by Lemma 4.4 we can remove ak so as to meet he hypothesis, 
and thus II - {k} contains a crown. Furthermore, since K has fewer than 
two cocovers, it follows that he crown has no crosspoint  n if it had none 
in n - {k}. 
Hence assume that 17 is well covered. If 17 has a minimal element i with no 
more than one element counting onit, then we can simply apply our induction 
hypothesis to n - {i}. Thus we may assume that each minimal element i has 
at least two elements counting onit, and furthermore by Lemma 4.3 we may 
assume that he elements which count on it are all covers for it. Let 1 be the 
set of all minimal elements, andlet Jbe the set of all elements j uch thatj 
counts on and is a cover for some member of 1. Then by assumption, each 
member of 1 has at least two members of J following t, and by definition of 
the term counts on, each member of J has precisely twomembers of I 
preceding it. If k is a crosspoint, say i < h i < h j > h j > h where i1 l--.,2\ ,1/,2/ 
and i2 are distinct members of 1, and j1 and j, are distinct members of J, 
then since j, is a cover for either i1or iz and il and i, are incompatible, this
forces k = j, . Similarly k = j, , contradicting he fact hat j1 and j, are 
distinct. This completes the proof of the lemma. 
THEOREM 4.6. If 02 is nontrivial, then 
gldim. 6P’ = 2 + gl.dim. G!
if and only if II contains ,B2 ,but no uncrossed, suspended crown. 
(8) 
Proof. Suppose that II contains p2 ,but no uncrossed, suspended crown. 
By Theorem 4.2, the left side of (8) is greater than or equal to the right side. 
To prove the other inequality, by Corollary 3.2it suffices to assume that n
is both initial andterminal. Butin this case the condition that n contains 
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no uncrossed, suspended crown is equivalent to the condition that l7 contains 
no uncrossed crown. Therefore byLemma 4.3 we may assume that n has 
an elementj ofrank < 1 such thatj has only one cover K. Let II’ = II - {j >, 
and let F : GP - 6?P’ and G : 6P’ + GP be as usual. Notice that II’ is 
separated since j has rank < 1 and 17 is initial. LetSi and Si denote the 
coadjoints forthe evaluation fu ctors elative to GP and C!?” respectively. 
Then we have 
FS, = S; for i + j (9) 
FSj = S; . (10) 
Eq. (10) results from the fact hat k is the only cover of j,] and is, in fact, 
the whole reason for Lemma 4.5. Suppose that gl.dim. GZ= n, and that 6P 
has an object D of homological dimension n + 3. As in Section 1,we can find 
exact sequences in GP 
O-+K1-+@ Si(Di)-+D+O (11) 
isn 
where Ki2 = 0 for all elements i of rank 0or 1. It follows that GF(K2) = K2, 
and consequently F(K2) and K2 have the same homological dimension. But 
since all objects in GY have homological dimension < and h.d.n D = n + 3, 
it follows from (11) and (12) that h.d., K2 = n + 1. Consequently h.d.nt 
F(K2) = n + 1. Applying F to (11) and (12) and using (9) and (IO), wethen 
see that h.d.n, F(D) = n + 3. But since 17’ has one fewer element than 17, 
we may assume by induction that 
gl. dim. Q?=’ < 2 + gl. dim. GZ 
This contradiction pr ves the theorem in one direction. 
Now suppose that (8) holds. Then by Theorem 4.2, II must contain ,f32 . 
Suppose that Ii’ also contains anuncrossed, suspended crown I, J. Let 17” 
be the ordered subset of II consisting of the elements ofI and J, together 
with an element preceding all elements ofIand one following allelements inJ. 
Also let II’ denote l7”, together with all members of 17 which follow nomore 
than one member of I. Then n” is clearly a separated subset of II’. We claim 
that II’ is acoseparated subset ofn. For if i# I7’, then any pair of incompatible 
elements of17’ following i must be in J. But since i follows a pair in I, this 
contradicts the fact that he crown is uncrossed. We can now apply Lemma 1.1, 
Corollary 1.2, and Theorem 3.8 to obtain 
gl. dim. Qfl 2 gl. dim. 0P’ > gl. dim. C?P” = 3 + gl. dim. 02. 
This contradiction completes the proof of the theorem. 
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Conjecture. Let I7 have unique minimal and maximal elements 0 and p 
respectively. If TV has depth 0(that is, if 17 consists of asingle element) hen 
we say that II is O-special. Inductively we say that II is m-special if
(1) p is of depth m, 
(2) fl, is m ~ 1 special for all cocovers i of CL, and 
(3) each element of depth m - 2 in n has at least two covers, 
In particular II is l-special f and only if it is a linearly-ordered set of two 
elements. A set is 2-special f nd only if it consists of asuspended collection 
of mutually incompatible e ments. The 3-special sets are precisely the
uncrossed, suspended crowns. A general&d m-braid is m-special. The
following set contains 3-special subsets, butis not 4-special: 
0 
@ 
P 
(13) 
It is not difficult to see that if II is m-special, then so is II*, and if nr and l7a 
are m, and ma-special respectively, then fir x Da is ml + ma-special. Also
if 17 is m-special and 0 < k < m, then the set obtained byremoval of all 
elements ofdepth Fz is (m - 1)-special. It should be possible to prove that 
if n is m-special, then&(Z) is a strong Z-muscle ofhomological dimension m.
The dimension fa general finite ordered set I7 might hen be the maximum m 
such that 17 contains an m-special set,.or some variety hereof, as some kind 
of ordered subset. Inany case, if one writes down a projective resolution 
for L,(Z) relative to diagram (13), one finds that he homological dimension 
of this object is3, not 4. 
5. RELATIVE HOMOLOGICAL DIMENSION 
Following Buchsbaum [I], [2], and using the terminology f MacLane [IO], 
we define a proper class V of short exact sequences in an Abelian category as
one satisfying the following self dual set of axioms, where we let M(U) and 
a(%) denote the classes of monomorphisms and epimorphisms re pectively 
associated with short exact sequences in-@. 
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(i) All coretracts (split monomorphisms) arein L@(V) [and consequently 
all retracts arein e?(%?)]. 
(ii) If LY, /3 E&(U) and /?a is defined, then /3a E&(‘&). 
(ii*) If y, 6 E e?(V) and Sy is defined, then Sy E b(V). 
(iii) If pa! Ek(%‘) and /3 is a monomorphism, then OL EJ(V). 
(iii*) If Sy E J?(V) and y is an epimorphism, then 6E Q(P). 
It is not difficult to show (see for example [II, p. 188, Exercise 61) that 
axioms (i), (ii*), and (iii*) imply the following: 
(iv) If E E V? and aE is defined, then C& E V. 
Condition (iv) is easily seen to be equivalent to he following strengthening 
of (iii*) : If Sy E b(V), then SE b(V) [r not necessarily an epimorphism] . 
By duality axioms (i), (ii), and (iii) mply the following strengthening of (iii): 
(iv*) If E E ‘3 and Ey is defined, then Ey E V. 
Conversely, in [6] Freyd showed that axioms (i), (ii), (iii), and(iv) imply 
axiom (ii*) and thereby established t  equivalence of the former set of axioms 
with the set (i), (ii*), (iii*), and(iv*). H owever the proof given in [6] utilizes 
functor categories, which therefore limits its validity to small categories. 
We give here amore elementary p oof, which is valid for all Abelian categories. 
The problem is equivalent to establishing the following lemma: 
LEMMA 5.1. Consider the following exact, commutative diagram 
where 01 and 7 are in J(w). If V satisjes (i), (ii), (iii), and(iv), then j3 Ed(V). 
Proof. Consider the pushout diagram 
A%B’ 
a 
f t 
V 
BAD 
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By (iv) we have uE .X(V). Also we have 
(?$I - v)u = 7lYY - vu = 0, 
and so there is a morphism h : C’ -+ D such that 
xy = mj3 - v. 
Now form the pushout diagram 
(1) 
h 
C’--tD 
7 
t t 
K 
C-ItE 
Again by (iv) we have K E d(V). Then we have, using (1), 
or rewriting, 
/.Lf+ = /.U-‘)’ = KhY = K(+ - V), 
(K, - /‘L8)fi = KV. 
But since both v and K E &(??), by ( ii we have KY E A(%). Therefore (iv*) )
enables u to conclude that fi Ed(g). 
In general itis easier toverify axioms (+0-(v), or the equivalent dual set 
of axioms (i*)-(iv*), then it is to verify the original set(i), (ii), (iii), (ii*), (iii*). 
For example, consider a kernel preserving functor T : GZ + g and let 9 be 
a proper class in8. Let T-l(B) be the class ofall those short exact sequences 
in a which are carried byT into amember of 9. Then taking into account 
the fact hat kernel preserving functors preserve pullbacks [II, p. 56, 
Corollary 6.71 it is trivial to show that T-l(9) satisfies ( *)-(iv*). By duality, 
if T is cokernel preserving, thenT-l(B) satisfies (+0-(v). 
If % is a proper class in02, then we can form the relative extension fu ctors 
Exty,“(A, C) where again Ext,O(A, C)= [A, C’j (see [Z], [6], [IO, p. 3691, or 
[II, p. 188, Exercise 61). We can then define h.d., A as the largest integer 1z
(or infinity) forwhich the one variable functor Ext&A, ) is not zero, and 
gl.dim., (91 as the sup of the h.d., A. The proof of the crucial Lemma 1.1 
of [22] can then be repeated to give the following: 
LEMMA 5.2. Let S : 9 + @ be a coadjoint for T : GI + a’, and suppose 
that V and 9 are proper classes in 0! and 9’ respectively such that V C T-l(g) 
and 9 C .‘F(%‘). Then we have natural equivalences 
for all n > 0. 
Ext#(S(B), A)w Ext,“(B, T(A)) 
The following proposition shows how the situation n Lemma 5.2 can be 
manufactured. 
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PROPOSITION 5.3. Let S : 99 + GZ be a coadjoint for a faithful functor 
T : 02 -+ g, and let 9 be a proper class in9. Then if either S OY T is full, 
we have 
T-l(S-1( T-l(W))) = T-l@‘). 
Consequently ifwetake V = T-l(@) and 9 = S-l( T-1(9’), then ‘27 = T-l(B) 
and 9 = S-l(V). 
Pyoof. Fullness ofS or T implies that TST is naturally equivalent to T
[II, p. 120, Proposition 1.31. Now if 
O-+A’-+A-+A”+O (2) 
is in T-l(S-l( T-l@‘))), then 
0 + TST(A’) -+ TST(A) + TST(A”) --+ 0
is in 9, and consequently 
(3) 
0 ---f T(A’) -+ T(A) -+ T(A”) -+ 0 (4) 
is in 9. In other words (2) is in T-l(Y). 
Conversely if (2) is in T-l@‘), then (4) is in 9, and consequently (3)is 
in 9’. In particular, thismeans that (3) is exact, and so by faithfulness of T, 
0 -+ ST(A) -+ ST(A) -+ ST(A”) -+ 0 (5) 
is exact. Hence (5) is in T-l(9), and so (4) is in S-1T-1(2B’). In other words 
(2) is in T-l(S-l(T-l(W))) as required. 
If 17 is a small category and g is a proper class inG& then 
is a proper class in ,Gn, where Ti represents theevaluation fu ctor corre- 
sponding to the object i E17. It is routine tostate and prove counterparts 
relative to V and B for the theorems of[12] and Sections l-4 of the present 
paper. The important thing to be observed isthat he short exact sequences 
in @n which we have made use of always split onapplication of the evaluation 
functors, andhence are necessarily in %.As examples, we have 
THEOREM 5.4. Let ~2 be a proper class ofexact sequences inGT, and let II 
be a partially-free monoid on Igenerators. If QZhas products OY copyoducts 
indexed over the maximum of the cardinal numbers ofI and the integers, and if 
furthermore 9 is closed tosuch products or coproducts, then
gl.dim., GsGn = 1 + gl.dim., a 
where V = T-l(Q). 
ON THE DIMENSION OF OBJECTS AND CATEGORIES II 363 
THEOREM 5.5. Let ~2 be a proper class in (2, and let 
GT? = n T,rl(B). 
ierl 
If II is a generalized m-braid, then 
gl.dim.* 0P = m + gl.dim.9 CY. 
If II is an uncrossed, suspended crown, then 
gl.dimal QP = 3 + gl.dim., a.
6. EXT-PRESERVING FUNCTORS 
Let % and 9 be proper classes in categories @and B respectively. W  shall 
say that a functor T : a + B has property (P) with respect to97 and 9 
if any situation of the form 
where pE b(9) can be extended toa commutative diagram 
T(A) 
T(a) 
-T(A”) 
t P t 
B-B” 
where 01 Eb(V). We say that T has property (P*) if the functor btained by
composing T with the duality functors on GZ and a has property (P). 
The functor T is called Ext preserving with respect toV and 9 if V C T-l(g), 
and if the natural transformation thereby induced by T 
6 : Ext,“(A”, A’) --t Ext,*(T(A”), T(A)) 
is a natural equivalence forall n > 0. Taking n = 0, we see that if T is 
Ext preserving with respect to%? and 9, then T must be full and faithful. 
If $7 and 9 are the classes of all exact sequences in 02 and W, then we shall 
simply say that T is Ext preserving. 
THEOREM 6.1. Let T 5e a full and faithful functor such that V C T-1(.9) 
and such that T has either p operty (P) or (P*) with respect toproper classes Q 
364 MITCHELL 
and 9 in aand@ respectively. Then T is Ext preserving with respect to $7 and 9, 
and furthermore % = T-l(9). 
Proof. Fullness and faithfulness of T give the result for n= 0. Also the 
case where T has property (P*) follows byduality from the case where T 
has property (P), and so we shall assume the latter. We first prove alemma, 
which amounts to showing that 0is an isomorphism for n = 1. 
LEMMA 6.2. Let T be as in Theorem 6.1. Then given a member of 9 of 
the form 
0 -+ T(A’) -+ B -+ T(A’) + 0, 
there is a member E of V such that (1) is equivalent to T(E). 
Proof. Using (P), we obtain a pushout diagram 
(1) 
O-T(K) 
t 
-T(A)-+T(A”)-0 
t 
0--tT(A’) - B 
II 
---eT(A”) -0 
where 0 -+ K --f A -+ A” -+ 0 is in %?. Forming the pushout diagram in GY 
O-K-A-A”+0 
(2) 
O-A’--tA-wA’LtO 
we know the bottom row E is in V by axiom (iv) for proper classes. Applying 
T to (2) and using the fact hat T(g) C 9, we obtain another pushout 
diagram. Consequently ourresult follows from the uniqueness ofpushouts 
[II, p. 163, Corollary 1.2*]. 
It now follows byreplacing B by an object ofthe form T(A) in Lemma 6.2 
and using fullness andfaithfulness of T that V = T-l(9). 
Now let I; represent an element of Extsn(T(A”), T(A’))(n > 1). This 
means that we can decompose F into short exact sequences 
0 + Ma-1 -+Bi-+Mi+O 
in 9 for 0 < i < n - 1, where M,, = T(A”) and M, = T(A’). Using (P) 
we can construct successively 
O-T(Ki+J)-cT(Ai) 
t 
-T(Ki j-0 
t (3) 
-B.-M -0 1 i 
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for 0 < i < n - 2, where K, = A” and T(K,) ---z M,, is the identity on T(A”). 
Also form the pullback diagram 
Then by Lemma 5.2 we can write B = T(Anpl), and so the diagrams (3) 
can be combined with (4) to give us a morphism of sequences with fixed ends 
T(E) -+ F (5) 
where E E Ext$(A”, A’). This shows that 0 is onto. Since 8 is additive, 
it suffices nowto show that if G E Extn(A”, A’) is such that T(G) .- 0, then 
G N 0. If T(G) - 0, then by [II, p. 177, Theorem 4.21 we can find a 
morphism of sequences 
F -+ T(G) (6) 
with fixed ends, where Fhas a split monomorphism atits left end. Forming E
as in (5), we see that his last property must also be true of T(E). Composing 
(5) and (6) we get amorphism T(E) -+ T(G) with fixed ends, and then using 
fullness andfaithfulness of T, we obtain a morphism E -+ G with fixed ends, 
where E splits atits left end. This shows that G N 0, and completes the 
proof of the theorem. 
We now examine the case where T : @ -+ .B has a coadjoint S :g -+ 02. 
First we prove a well-known proposition c cerning adjoint functors. 
PROPOSITION 6.3. If T : a + a has a coadjoint S :g -+ Oc, then the 
following twoconditions are quivalent: 
(a) T is full and faithful. 
(b) # : ST + la is a natural equa’valence. Thesetwo conditions are
implied bythe condition 
(c) T is faithful andS is full. 
Proof. For fixed A consider the composition of atural transformations 
of functors of A’ 
[A, A’1 - [ST(A), ’1w [T(A), T(A’)I 
where the first one is induced by $A and the second is the natural equivalence 
giving adjointness. If OL E[A, A’], then it is easily seen that 01 is carried into 
T(a) by this composition. Hence T is full and faithful if and only if the 
composition s a natural equivalence, and the latter istrue if and only if $A 
is an isomorphism, 
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Now suppose that S is full and T is faithful. Then since S is full, T(GA) 
is an isomorphism by [II, p. 120, Proposition 1.31. Hence since T is faithful, 
#A is an isomorphism. 
Remark. The above proof is valid for non-Abelian categories GL’ and L4?, 
providing we assume in condition (c) that @ is balanced. 
PROPOSITION 6.4. Let S : ~4? -+ 02 be a coadjoint forT : GY-+ 9, and let 
V and 9 be proper classes in a and ~8 respectively. If T has property (P*), then 
9 C S-l(V). Conversely if T isfaithful and either S or T is full, andif9 C S-l(U), 
then T has property (P*). 
Proof. Suppose that Thas property (P*), and let /I : B’ -+ B be in M(9). 
Then by (P*) we can form a commutative diagram 
P 0’ - B 
(7) 
where Q : S(B’) ---f A is in d(U). Applying S to (7) and using the natural 
transformation (cr : ST -+ la , we obtain the commutative diagram 
S(B’) s(p) = SW 
1 1 
ST%‘) - ST(A) 
I 
S(B’) a 
t 
= A 
Using the relation I,~~Q+S(P)B,) = IS(sq and also axiom (iv*) for proper 
classes, we see that SfJ3) E V. This proves that 59 C S-l(U). 
Conversely, suppose that T is faithful andeither S or T is full, and that 
9 C F(W). Given /3 : B’ + B in d(9) and a morphism B’ 4 T(A’), we 
form the diagram 
B’ L B 
t c 
TGA’) -1L. P 
t 
TST(A’) 
t 
-TS(P) 
(8) 
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where the upper square is a pushout and the lower square is induced by p. 
By Proposition 6.3 we know that #a,, is an isomorphism, andso let p be its 
inverse. Then since T($A*)~‘T(A,) = lTcA,) , it follows that ~)r(~‘) = T(p). 
Now by axiom (iv) for proper classes, themorphism y is in A(g). Hence 
by assumption S, S(r) is in J&‘(V), and so since p is an isomorphism, 
S(y)p is in .J&‘(%). But then since the morphism T(A’) ---, Y’S(P) in(8) is just 
T(S(y))T(p) = T(S(y)p), this hows that T has property (P*). 
Combining Theorem 6.1 and Proposition 6.4 we obtain 
COROLLARY 6.5. Let S : 9 -+ 02 be a coagjoint for T : @--+ a’, and let 
%? and 9 be proper classes in02 and .2 respectively. Suppose that T is full 
and faithful. If V C T-l(9) and 9 C S-l(%), then T is Ext preserving with 
respect toV and 9, and %? = T-l(9). 
Remark. Corollary 6.5could also be obtained from Lemma 5.2 using the 
fact hat in this case Z,!J is anatural equivalence. 
APPLICATIONS 
(1) Let V? be any proper class ina category 02, and let ppy(@*) denote the 
category ofcontravariant Abelian group-valued functors from CZ which ave 
the property hat if 0 -+ A’ --+ A -+ A” + 0 is in ‘%7, then 0 -+ T(Z) -+ 
T(A) -+ T(A’) is an exact sequence ofAbelian groups. Itis shown in [6] that 
Z&02*) is an Abelian category with enough injectives, and that he functor 
H : a--+ 2,(a*) 
which assigns the contravariant morphism functor HA to the object A takes 
members of %7 into members of 2, where 9 is the class ofall exact sequences 
in S,(QZ*). (Proofs ofthese statements forthe nonrelative case can be found 
in [II, pp. 150, 1511.) Itis also shown in [6] that H satisfies property (P). 
(The nonrelative proof can be found in [II, 160, Exercise 191.) Consequently 
by Theorem 6.1, H is Ext preserving with respect toV? and 9, and further- 
more %Y = H-l(B). (Both of these statements arealso contained in[6].) 
(2) Let @be a C,(A.B.6) category [II, Chapter X]and let X be a topological 
space. Let f : A + X be the inclusion mapof a subspace, and let 
be the direct image functor, where F(X, 02) denotes the category of sheaves 
in GZ over X. Then f* has an exact coadjoint f * (the induced sheaf functor), 
and furthermore f.+ is full and faithful [II, p. 258, Lemma 8.11. Furthermore 
if A is a closed subspace ofX, then by examining exact sequences stalkwise, 
it is not difficult to show that f.+ is exact. Consequently from Corollary 6.5
it follows that f* is Ext preserving. 
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