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Abstract
Being able to navigate to a target with minimal supervision and prior knowledge
is critical to creating human-like assistive agents. Prior work on map-based and
map-less approaches have limited generalizability. In this paper, we present a novel
approach, Hybrid Asynchronous Universal Successor Representations (HAUSR),
which overcomes the problem of generalizability to new goals by adapting recent
work on Universal Successor Representations with Asynchronous Actor-Critic
Agents. We show that the agent was able to successfully reach novel goals and we
were able to quickly fine-tune the network for adapting to new scenes. This opens
up novel application scenarios where intelligent agents could learn from and adapt
to a wide range of environments with minimal human input.
1 Introduction
Visual navigation is a core problem in the fields of robotics and machine vision. Previous research
had used map-based, map-building or map-less approaches [Bonin-Font et al., 2008, Oriolo et al.,
1995, Borenstein and Koren, 1991]. The first two approaches had been favoured in the past, however,
they depended on an accurate mapping of the environment and a careful human-guided training phase
that limited its generalizability [Filliat and Meyer, 2003].
With recent advances in Deep Reinforcement Learning [Mnih et al., 2015, Silver et al., 2016, 2017],
map-less navigation [Zhu et al., 2017, Zhang et al., 2017] has seen major advancements. Reinfocement
Learning (RL) systems are composed of an agent that learns by trial & error. The agent can learn from
what worked best for each situation in the past and apply that knowledge when presented with another
similar situation. Ideally, the agent transfers its learning among navigation for various destinations or
goals within an environment. However, classical RL algorithms struggle to generalize to changing
tasks or goals because rewards and value functions, are generally defined in terms of just one goal
or target [Sutton and Barto, 2011]. For example, the value function for a robot navigating to the
microwave will be quite different from the one used to navigate to the sofa. Previous successful
attempts at target-driven navigation using RL have a marked drop in performance when adapting to
new goals even though they use models which encourage generalizability [Zhu et al., 2017, Zhang
et al., 2017].
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To overcome challenges in generalizability and performance, in this paper, we present a new approach
using Hybrid Asynchronous Universal Successor Representations (HAUSR). This is based on the
concept of Universal Successor Representations (USR) which are able to learn representations of the
environment dynamics that are transferable between different goals.
We contribute with showing how HAUSR can be adapted to the problem of target driven visual
navigation in a complex photo-realistic environmend inside AI2THOR [Kolve et al., 2017]. With
evaluation of HAUSR in AI2THOR, we demonstrate that an agent was able to successfully reach
unseen goals.
2 Related Work
2.1 General Value Functions
One question central to RL is how to learn a feature representation that is scalable and re-uses learned
information between tasks. Designing a value function that is capable of adapting to different tasks,
would greatly help generalizability. This line of research builds on a concept called General Value
Functions (GVF) [Sutton et al., 2011]. GVFs generalize the concept of the value function to capture
not only the goal-oriented semantics of a task but also attempt to capture a more general form of
knowledge about the world. An extension to this idea, called Universal Value Function Approximators
(UVFAs), was introduced by Schaul et al. [2015]. The main idea of UVFAs is to represent a large
set of optimal value functions by a single, unified function approximator that generalises over both
states and goals. Although theoretically sound, learning a good UVFA is a challenging task [Ma et al.,
2018].
2.2 Successor Representations
Successor Representation (SR) [Dayan, 1993] emerged from the field of cognitive science and is
modeled on how the brain is able to create a reusable predictive map. SR was combined with Deep
Learning to create Deep Successor Reinforcement Learning (DSR) by Kulkarni et al. [2016] which
decoupled reward and environment dynamics. Based on Deep Q-Network (DQN) fundamentals,
they were able to learn task-specific features that were able to quickly adapt to distal changes in the
reward by fine-tuning only the reward prediction feature vector. Transfer in RL was also evaluated on
multiple similar tasks by Barreto et al. [2017] who introduced Successor Features (SF). They adapted
SR to the continuous domain and were able to show how classic policy improvement can be extended
to multiple policies. Extending Barreto et al. [2017] to Deep Learning, Barreto et al. [2018] showed
how these models could be trained in a stable way. For the problem of visual navigation, a SR-based
DRL architecture similar to Kulkarni et al. [2016] was used by Zhang et al. [2017]. Unlike our
approach, they showcase their solution in simple maze-like environments using DQN as the baseline
method, while we use actor-critic methods in a photorealistic simulation environment. DQN-based
techniques frequently suffer from stability issues when applied to complex problems like large-scale
navigation [Barreto et al., 2018].
Universal Successor Representations (USR) [Ma et al., 2018] are a recent extension to SR. Unlike
previous methods which were based on DQN, USR learns a policy directly by modeling it with
actor-critic methods. Similar to SR, USR modifies the policy with successor features. DQN-based
approaches learn an optimal action-value function indirectly. USR attempts to obtain a General Value
Function which can be directly used to obtain an optimal policy. It can be seen as a combination
of the SF and UVFA methods as discussed earlier. Unlike methods based on DQN, USR is able to
directly optimize an agent to learn multiple tasks simultaneously. However, USR has not been tested
on high-dimensional complex problems. This paper shows how USR could be adapted to the problem
of target driven visual navigation in a photorealistic environment.
2.3 Target-Driven Navigation
There were several attempts at solving the visual navigation with DRL. The most relevant to our
approach used a deep siamese actor critic agent that shares parameters across multiple goals [Zhu
et al., 2017]. They used the asynchronous advantage actor critic (A3C) [Mnih et al., 2016] algorithm
and were able to learn multiple goals simultaneously by feeding in both state and goal features as
inputs to train across multiple goals simultaneously. Although their approach intuitively resembles
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General Value Function approximation, their results show a marked decrease in performance when
navigating to targets which the agent has not seen during training. Unlike our approach, they did
not use any form of successor representations for generalizations in their architecture. Many RL
algorithms are trained in simulated environments that are usually simplified lower dimensional
versions of reality [Beattie et al., 2016]. As a result, the agent does not use rich visual information
to make decisions. However with the development of photo-realistic simulated environments like
AI2THOR [Kolve et al., 2017], recent work have been able to use rich visual information and
successfully transfer knowledge from a simulated environment to the real world [Zhu et al., 2017].
3 Background
3.1 Reinforcement Learning
We formalize the goal-directed navigation task as a Markov Decision Process (MDP). The transition
probability p(st+1|s, a) defines the probability of reaching the next state st+1 when action at ∈ A is
taken in state st ∈ S. For any goal g ∈ G (very often G ⊆ S), we define a pseudo-reward function
rg(st, at, st+1) ∈ R and a pseudo-discount function γg(s) ∈ [0, 1] (for terminal state, γg = 0). For
any policy pi(at|st) , the General Value Function [Sutton et al., 2011] can be defined as:
V pig (s) = Epi
[ ∞∑
t=0
rg(st, at, st+1)
t∏
k=0
γg(sk)
∣∣∣∣∣ s0 = s
]
(1)
We assume for any goal g, there exists an optimal value function V ∗g (s) = V
pi∗g
g (s) evaluated according
to a goal oriented optimal policy pi∗g . The aim of policy learning is to find the optimal policy pi
∗ that
maximizes the future discounted rewards starting from s0 and following pi∗.
To generalize over the goal space G, the agent needs to learn multiple optimal policy and optimal
value functions for navigating to each goal. Each goal is considered a new task for the agent and it
should be able to quickly adapt to these new tasks and learn V
pi∗g
g (s) and pi∗g .
3.2 Asynchronous Advantage Actor Critic (A3C)
Asynchronous advantage actor-critic (A3C) is an on-policy policy search method introduced by Mnih
et al. [2016] based on actor-critic methods [Witten, 1977, Barto et al., 1983]. A3C is a fast, robust,
scalable and has achieved state of the art results in the video game domain [Mnih et al., 2016].
A3C maintains estimates of both a policy pi(at|st) and the value function V (st). The agent uses the
value function (the critic) to update it’s policy (the actor) by training multiple threads in parallel and
asynchronously updating a shared set of model parameters. It has been shown that the parallel threads
are able to stabilize each other. In practice we can learn both policy and value functions in a single
neural network with multiple heads.
An update is performed by calculating ∇θpi log pi(at|st)A(st, at) where A is the advantage term.
The advantage term can be thought of as quantifying how much better an action turned out to be
than expected. For a state, the advantage can be estimated by the difference between the discounted
rewards of an episode and the value of that state. The full update can therefore be written as:
∇θpi log pi(at|st; θpi)(Rt − V (st; θV )) + β∇θpiH(pi(st; θpi)) (2)
H is an entropy terms which encourages exploration of the agent controlled by hyperparameter β.
3.3 Universal Successor Representations (USR)
A key idea in applying SR to deep architectures is being able to decouple and approximate the reward
function rg(st, at, st+1) as a linear combination of learned state features φ(st, at, st+1) and a reward
weight vector ω(g) [Kulkarni et al., 2016, Barreto et al., 2017].
rg ≈ φ(st, at, st+1; θφ)>ω(gt; θω) ≈ φ(st+1; θφ)>ω(gt; θω) (3)
where θφ and θω are learnt parameters of a function approximator such as a neural network. In this
case, equation 1 can be rewritten as
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Figure 1: Proposed Network Architecture for Hybrid Asynchronous Universal Successor Representa-
tions (HAUSR). Network shown in Figure 1a is trained first with Algortihm 1 and the reinforcement
learning network in Figure 1b is trained with Algorithm 2.
V pig (s) = Epi
[∑∞
t=0 φ(st, at, st+1; θφ)
∏t
k=0 γg(sk)
∣∣∣ s0 = s]> ω(gt; θω) = ψpi(st, gt; θψ)>ω(gt; θω)
(4)
where ψpi(st, gt) is defined as the USR of state st [Ma et al., 2018]. Intuitively, ψpi(st, gt) can be
thought of as the expected future state occupancy.
USR makes it easier for us to transfer knowledge between goals. If ω(gt; θω) can be effectively
computed for any gt, we can compute a value function and then an optimal policy for any goal.
Learning the USR can then be done in the same way as the value function update using the following
Bellman update:
ψpi(st, gt; θψ) = Epi[φ(st, at, st+1) + γg(s)ψpi(st+1, gt; θψ)] (5)
4 Problem Formulation
Figure 2: States coming from the
AI2THOR environment are 300× 400
RGB images
The objective of our target driven navigation agent is to
learn a stochastic policy function pi(st, gt) where st is the
representation of the current state and gt is a representation
of the target state. The output of policy pi would be a
probability distribution over actions A. In our formulation,
the agent has four discrete actions: 1) to move forward
0.5m, 2) move backward 0.5m, 3) turn left or 4) turn right.
We use the “bathroom 02” which contains 180 unique states
in the photo realistic 3D AI2THOR [Kolve et al., 2017]
environment to train our policy and test the transferability
of the learned policy to other novel goals.
Each scene is divided into 0.5m× 0.5m grids similar to a
grid world environment. The state representation coming
from the AI2THOR environment is a 300×400 raw colour
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pixel image 2. We scale this down to a 110×110 gray-scale
image and concatenate four consecutive frames to create our state vector st.
The agent receives a reward of +1 for reaching the goal state and −0.01 for each time-step. The
objective of our agent is to navigate to a goal location in a minimal number of steps. After training,
the agent should be able to generalize to novel goal locations which were not used to train our model.
4.1 Challenges in merging USR with A3C
USR and actor-critics methods have previously only been applied to simple maze-like environments.
We found applying USR under the baseline method of A3C directly to the complex problem of visual
navigation to be unstable due to a few reasons.
First, learning a good state embedding φ (Equation 5) using just an auto-encoder as proposed by Ma
et al. [2018] in a complex environment (like AI2THOR) was a challenge. The state representation is
a crucial part required for the agent to gain an understanding of it’s environment. Mistakes in the
state representation caused degraded performance of the agent.
Second, we found that it was not easy to accurately predict the reward prediction vector (ω(gt) in
Equation 3). This vector and state representations are in turn are used in Equation 4 and help us
approximate the advantage function and scalar reward. Unlike ad-hoc rewards, the predicted scalar
rewards using Equation 5 have wide variations. This is especially the case when training for multiple
goals simultaneously. In the next section we describe how we address these challenges.
In the next section we will go over our Hybrid Asynchronous Universal Successor Representations
(HAUSR) architecture. To our knowledge, this is the first time USR has been combined with A3C for
target driven visual navigation.
5 Hybrid Asynchronous Universal Successor Representations (HAUSR)
5.1 Network Architecture
Different from previous methods which used DQN as the baseline method with SR to improve the
generalizability and transfer learning capabilities, we used a deep actor critic method and extend
USR to work with A3C. This has the advantage of opening up our algorithm to be used in real world
sceneraios due to A3C’s scalability [Mnih et al., 2016]. Our architecture is also more stable and
scalable than the vanilla USR network as proposed by Ma et al. [2018]. The three main networks
of our architecture are shown in Figure 1. The state representation and reward prediction networks
(Figure 1a) were trained before the reinforcement learning network (Figure 1b) was trained.
5.1.1 State Representation Network
Figure 3: The top row shows some of the
states in the simulator. The bottom row
shows the reconstruction of those states gen-
erated by feeding the learnt state represen-
tation φ through the auto-encoder decoder
The goal of the state representation network was to gen-
erate φ which encodes useful dynamics of the state that
would later be used to approximate the successor fea-
ture representations. Instead of training φ with just an
auto-encoder loss, we used a new architecture with aux-
iliary losses to make a more robust state representation.
We added auxiliary branches in the form of a foreword
dynamics loss and an inverse dynamics loss, in addi-
tion to the autoencoder reconstruction loss (as shown
in Figure 1a). Forward and inverse dynamics have been
widely discussed in literature and have shown to im-
prove state representations for DRL tasks [Christiano
et al., 2016, Pathak et al., 2018]. Both autoencoder
reconstruction and forward dynamics losses use a mean
squared error loss function, while the inverse dynamics
loss uses a cross-entropy loss.
In the early stages of training, states were sampled from
exploration of the agent with a randomly initialized policy. In each interaction with the environment
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we collected roll-outs consisting of st, at, st+1.... Using these rollouts, we were able to train
an informative bottleneck layer using Algorithm 1 and generate φ. Figure 3 shows some of the
reconstructed images of different states using φ.
5.1.2 Reward Prediction Network
The goal of the reward prediction network was to train the reward prediction vector ωg. This vector
should be able to transform the state representation φ into a scalar reward as
rg ≈ ω · φ> (6)
We used a three layer Convolutional Neural Network (CNN) which took in the target image as input
as generated ω as shown in Figure 1a. The predicted rewards should be either −0.01 if the agent
had not reached the goal or +1 if the agent had reached the goal. Generating ω with this simple
network gave us the ability to quickly obtain the reward prediction vector for different goals. First,
we pre-trained this network with the collected roll-outs and then trained simultaneously with the A3C
agent.
5.1.3 Reinforcement Learning Network
The final network was our Actor-Critic agent network (Figure 1b) which implements our A3C agent
with successor features.
We created a new advantage function in order to achieve stability during training. The advantage
function is normally the driving force for policy improvement and is based on ad-hoc rewards (like a
small penalty for every step and +1 for reaching the goal). Advantage is calculated as the difference
between the discounted reward and the value of that state. An ad-hoc scaler rewards are very useful
for optimizing agents in complex environments, especially with parallel architectures like A3C.
Unlike DQN, A3C is stable out of the box and generally require less hyperparameter tuning.
In our work, we combined the normal A3C architecture with USR by calculating two advantage
functions. One advantage function was calculated with ad-hoc scaler rewards (like in traditional
A3C), while the other was calculated with the output from the reward prediction network (which took
the successor features into account). We modified the conventional advantage and return functions in
the A3C agent with USR as follows:
Aˆψt = [φ(st) + γψ(st+1, gt)− ψ(st, gt)]> ωg (7)
AˆVt =
∞∑
k=0
γkrt+k − Vt (8)
We took a weighted sum of the two advantages with the hyperparameter λ, determining the contribu-
tion from successor feature rewards. As a result, the agent was able to update its policy parameters not
only with respect to ad-hoc rewards but also took into account the state and environment dynamics.
We believe this is key to learning better feature representations that are able to generalize across
goals.
In the RL network, we sent both the goal image and current state through a shared three layer
siamese CNN. We then concatanated the two output vectors from the CNN and passed it through
fully connected layers. The output of the network was a value function V , policy pi and a Universal
Successor Representation Approximator ψ. It was trained as described in Algorithm 2. The model
can be easily extended to multiple environments by creating branches after the convolutional layers
of the network.
5.2 Training Protocol
Constructing a stable training architecture was very important to applying Deep Reinforcement
Learning to high dimensional problems, such as visual navigation.
Both the return and the advantage functions of our network depend on the reward prediction vector
(ωg) and the state representation vector (φ). Conventional A3C agents rely on a stable reward
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generating mechanism. Obtaining perfect state representation and reward prediction vectors was
highly unlikely due the noise and complexities in the real world. During training, we initially set λ
to a very low value to prioritize learning of the more stable value function. After 5k iterations with
32 agents, we increased λ to 0.001. After we increased λ, the value loss also increased, providing
evidence that the SR loss had an effect on training. The combined loss function consisted of the
policy loss, value function loss, successor feature approximation loss and an entropy loss [Williams
and Peng, 1991].
Ltotal = λLψ + LV + Lpi + LH (9)
It is our understanding that this is the first time that the conventional value loss was used in con-
junction with successor features. The addition of auxiliary losses to help training has been done
before [Jaderberg et al., 2016] and we believe this concept will be key to creating successful real
world RL agents in the future.
6 Evaluation
Figure 4: Shows how our SR loss and Value
Loss stabilize over time
Figure 4 shows the n-step temporal difference er-
ror with respect to the conventional Value func-
tion as well as the Successor Feature approximator.
We can see how these stabilize over time. As evident
in the graph, the SR loss does not reach zero but this
is sufficient to give generalization abilities to our agent.
It also provides evidence for why we train in a hybrid
manner and still use the traditional Value loss in our
training. We didn’t compare our model with a baseline
model of A3C since we were more concerned about
creating a stable training architecture for combining A3C with USR in a high dimensional complex
problem.
Trained Targets
Successfully Generalized Unseen Targets
Figure 5: Starting from random states, our agent
was trained to navigate to only five trained images.
When directed to navigate to the over 19 other
targets, our agent was successful in completing
these new tasks without any additional training
(only some successful targets are shown above).
Even though some states had only minor differ-
ences, the agent was successful in differentiating
and reaching both goals.
We tested the capability of our model for transfer
learning and generalization by conducting two ex-
periments. One to test the generalizability of the
agent without retraining and the other to test how
quickly we can fine tune the agent for novel goals.
For both experiments, we trained our model un-
til convergence in the bathroom environment of
AI2THOR with five goal locations.
6.1 Generalization to novel goals
We checked the generalizability of our agent to
new tasks without fine-tuning. When generalizing
to new goals, the most important factor to con-
sider was if the agent was successful in reaching
the new goal. Therefore, following [Zhu et al.,
2017], we used the success rate of reaching the
goal as a metric. For each novel goal, we ran
100 episodes of the agent with each starting from
a random initial state. If the agent reached the
goal within 500 steps, we considered it to be a
successful episode. We tested our agent’s ability
to navigate to 50 goal states in the same envi-
ronment. Figure 6 shows the success rate of our
agent in reaching these goals. Note that we do
not fine tune our network for these new goals.
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Figure 6: Success rate of agent navigating to goal for all tested states. The red highlighted states are
the targets obtained from the AI2THOR simulator and used for training. The black states were not
used for training. The agent was able to successfully generalize it’s learnings and navigate to a large
number of new goals. Note: the states are not necessarily in order of closeness
6.2 Transfer Learning Ability
Transfer learning has been extensively studied in
the supervised learning domain and leads to fast training on new tasks [Sharif Razavian et al., 2014].
If a model is able learn a rich representation of a problem, that knowledge should be useful when
learning new tasks. This enables us to have an agent that can quickly adapt to new tasks. We tested
our network’s transfer learning ability by fine-tuning the network for new goals. Figure 7 shows that
our agent is able to very quickly learn to navigate to goals that it previously not able to reach. The
number of steps taken to reach a new goal dramatically decreases and the agent is able learn in under
15minutes.
6.3 Future Work
Figure 7: Transfer Learning: the
agent is able to learn to navigate to
novel goals it was previously unable
to reach in under 15 minutes of fine-
tuning
In the recent past, DRL has been very effective at solving
complex tasks [Silver et al., 2016, Mnih et al., 2015]. Real
world navigation is still an open problem in DRL. New break-
through algorithms are frequently only tested in simple toy
environments. Scalability is another factor that needs to be
considered when applying DRL to complex domains. We
identified that merging new concepts into complex domains is
challenging and a key research question is how these ideas can
be implemented with stable architectures. We hope that our
initial attempt at merging two novel concepts leads to more
research in creating fine-tuned architectures that are able to
perform reliably in real-world applications.
7 Conclusion
We show the applicability of Universal Sucessor Representa-
tions to the complex domain of target driven visual navigation
in a photorealistic environment. We present a new architecture (HAUSR) that is able to create rich
successor representations and train asynchronously with A3C. Despite encouraging results, there are
several opportunities to exploit hybrid Successor Representation based approaches to achieve higher
generalizability and transferrability of RL agents.
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Appendix
Algorithm 1 State Representation and Reward Prediction Learning
1: Initialize transition historyH
2: for g training goals do
3: Collect random rolloutsH ← H∪ (g, s1, a1, r1, s2, ..., sN , aN , rN )
4: for time step t inH do
5: Pick random transition (g, st, at, rt, st+1, at+1, rt+1) fromH
6: Calculate autoencoder, forward and inverse dynamics losses as Lφ
7: Perform gradient decent on Lφ to update state representation network parameters
8: Perform gradient decent on Lω = [rt − φ(st+1)>ω(g; θω)]2 w.r.t. θω
Algorithm 2 Async-USR
1: forM agents simultaneuously do
2: for ns steps do
3: Obtain rollout (g, s1, a1, r1, s2, ..., sN , aN , rN ) by following pi(st)
4: Compute Lψ = ‖φ(st) + γtψ(st+1, g; θψ)− ψ(st, g; θψ)‖2
5: Compute LV = ‖r(st) + γtV (st+1, g; θV )− V (st, g; θV )‖2
6: Compute Aˆψt = [φ(st) + γtψ(st+1, g)− ψ(st, g)]>ωg
7: Compute AˆVt =
∑∞
k=0 γ
krt+k − Vt
8: Perform gradient descent on loss (λAˆψt + Aˆ
V
t )log(pi(st, g; θpi) + 0.5LV + 0.1Lψ − βH(pi)
w.r.t. θpi, θV where H(pi) is the entropy loss and λ&β are hyperparamters
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