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CHAPTER I 
 
INTRODUCTION 
  
“But the various senses incidentally perceive each other’s 
objects, not as so many separate senses, but as forming a 
single sense, when there is concurrent perception relating 
to the same object.”  — Aristotle, De Anima 
 
Multisensory Processes 
While moving about in a world rife with sensory information, we are often blind 
to the fact that our senses work interdependently to construct a representation of the 
world around us.  The enrichment we experience from the combination of these senses is 
seldom lost on us, however.   Experiences as diverse as sipping a glass of wine to 
conversing in a crowded restaurant are enhanced by information from the different 
senses, and phenomena such as ventriloquism and even movies rely on the rules that 
govern their combination.  In addition to these everyday occurrences, studies 
characterizing the improvements in comprehension of speech in noise with the addition 
of visual information (Sumby and Pollack, 1954; MacLeod and Summerfield, 1987) and 
speeding of responses to multisensory stimuli (Miller, 1982, 1986) serve to quantify the 
benefits received when sensory stimuli are presented in tandem.  The reason why these 
benefits arise from cross-modal integration is clear:  because the individual senses 
provide information that is optimized to reveal specific characteristics of an object (i.e., 
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spatial location for vision, timing for audition), the ability to combine that information 
synergistically maximizes what can be known about the object in question and about the 
physical world as a whole.   
 Illusions relying on conflicting contributions from the different senses have 
revealed a great deal about how their combination forms a singular and seamless percept.  
The ventriloquist effect, a form of religious expression and entertainment since ancient 
times (Connor, 2000),  relies on the combination of visual motion from a dummy’s mouth  
and concurrent sounds from the ventriloquist to create the illusion that the dummy itself 
is speaking.  Similarly, the well-known McGurk effect relies on the combination of 
conflicting visual and auditory speech streams to produce a fusion percept that is 
completely distinct from the inputs of either two constituent streams  (McGurk and 
MacDonald, 1976).  Even when using highly reduced stimuli, information from one sense 
can be used to influence perception of information from another.  This is the case with 
the sound-induced flash illusion (SIFI), wherein two brief tones presented in close 
temporal proximity to a single flash give rise to the illusory percept of two flashes 
(Shams et al., 2000, 2002).   These phenomena are not limited to audiovisual interactions. 
For example, judgments of visual line orientation after centrifugal rotation are biased by 
altered vestibular input (Clark and Graybiel, 1965, 1966).    A recent study has shown 
that puffs of air, timed to coincide with visual speech stimuli, are capable of altering the 
perception of the syllables spoken based upon whether or not those syllables contain a 
plosive consonant (Gick and Derrick, 2009).  The use of auditory input for 
characterization of gustatory sensations was documented in a surprising study by Spence 
and colleagues, who found that the perceived crispness and freshness of potato chips was 
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highly influenced by the loudness and spectral weighting of the sounds they produce 
when chewed (Zampini and Spence, 2005).  Similarly, alteration of the visual 
characteristics of food has been shown to affect the intensity of flavor perceived (DuBose 
et al., 2006), and even the time needed to reach satiety when eating (Rolls et al., 1982). 
As these examples illustrate, our perceptions of the world are uniquely colored by 
the interactions between the individual sensory systems.  However, the question as to 
where in the brain these interactions might occur is still a work in progress.  The 
following section provides a brief outline of current knowledge concerning multisensory 
integration in the mammalian brain. 
 
Multisensory Integration in the Brain 
While the behavioral and perceptual benefits of combining information cross-
modally have been known and described for thousands of years, our understanding of 
how and where the neural signals carrying that information might converge and be 
integrated in the brain is only in its nascent stages.   The first characterization of 
multisensory integration focused upon how these processes are carried out on the level of 
a single multisensory neuron, here defined as one whose activity is influenced by 
stimulation from more than one sensory modality.   In this case, multisensory integration 
occurs when the number of action potentials evoked by congruent information from 
different senses is significantly different from that evoked by the most effective 
unisensory stimulus when presented alone (Meredith and Stein, 1983).   While the study 
of multisensory integration using single-unit electrophysiology is not the focus of this 
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volume, it is useful to consider integration in the deep layers of the superior colliculus as 
a model for how this process may be carried out in other brain areas.   
 
Superior Colliculus and Anterior Ectosylvian Sulcus 
The superior colliculus (SC) is a midbrain structure whose rich population of 
multisensory neurons (most commonly studied in the cat) makes it an optimal structure 
for the study of how integration may happen on the level of a single cell.  The structure 
itself is made up of seven cellular and fibrous layers, usually functionally defined as 
superficial (layers I-III), and deep (layers IV-VII), wherein superficial layers are 
primarily visual and deeper layers may be responsive to stimuli from all three sensory 
modalities (Casagrande et al., 1972; Stein and Meredith, 1993).  The anatomical 
convergence of sensory and motor inputs onto the deep layers of feline SC has been 
amply demonstrated (Huerta and Harting, 1984b, a), with principal visual inputs from the 
lateral suprasylvian and anterior ectosylvian areas as well as retina and lateral geniculate 
nucleus (Tortelly et al., 1980; Wallace et al., 1993), somatosensory inputs from the dorsal 
bank of the anterior ectosylvian sulcus along with substantial ascending contributions 
from the sensory trigeminal complex, dorsal column nuclei, lateral cervical nucleus, and 
spinal cord (Edwards et al., 1979; Stein et al., 1983; Huerta and Harting, 1984a), and 
auditory inputs from Field AES, the inferior colliculus and several other brainstem nuclei 
(Edwards et al., 1979; Meredith and Clemo, 1989).   Importantly, input from these 
sources produces overlapping receptive field maps for the multisensory neurons upon 
which they converge, and this has allowed for classical quantitative analysis of 
multisensory interactions in the single cell.    
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As outlined above, integration may be said to have occurred when a cellular 
response to multisensory stimulation is significantly different from its response to the 
most effective unisensory stimulus (Meredith and Stein, 1983).   This difference may take 
the form of response enhancement, wherein combined-modality stimuli result in a 
response profile that is greater than the response to the most effective unisensory 
stimulus, or response depression, wherein presentation of combined-modality stimuli 
results in a significantly smaller response than that evoked by the most effective 
unisensory stimulus.   While the degree to which response depression has been described 
and tied to behavioral enhancements in SC and other multisensory structures has varied 
(Stein and Meredith, 1993), response enhancement has been a consistent hallmark of 
multisensory integration.  The most dramatic examples of this enhancement are seen in 
the case of superadditivity, wherein presentation of a multisensory stimulus pair evokes a 
response that is greater than the combined responses to the individual unisensory events 
when taken alone (Meredith and Stein, 1983, 1986b; Meredith and Stein, 1986a).    
Given that these multisensory interactions take place in cells that send efferent 
projections to centers in the spinal cord and midbrain and are responsible for generating 
orientation movements of the eye and head (Wallace et al., 1993), the behavioral 
relevance of these interactions is not difficult to surmise.  If one of the functions of the 
SC is to detect and orient the animal to salient external events (Apter, 1946), and 
enhancement of activity in the descending neurons leading to orientation behaviors is 
observed with multimodal stimulus combination (Meredith and Stein, 1985), it stands to 
reason that presentation of spatially and temporally coincident stimuli from multiple 
modalities would aid detection of and orientation toward those stimuli.  Indeed, this has 
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been observed in several studies in which awake, behaving cats are trained to orient to 
and approach auditory and visual stimuli (Stein et al., 1988; Stein et al., 1989), and the 
SC has been shown to be integral in orientation movements in humans (Leo et al., 2008).  
In a striking behavioral analogy to the superadditivity observed in single SC neurons, the 
number of correct responses (defined as direct approaches to the presented stimulus) to 
audiovisual combined stimuli was found to be greater than the sum of the number of 
correct responses to visual or auditory when presented alone (Stein et al., 1988).  The 
behavioral importance of multisensory integration in the SC is similarly reinforced when 
considering the observation that the greatest degree of response enhancement is seen 
when two weakly effective unisensory stimuli are combined—the so-called principle of 
inverse effectiveness (Meredith and Stein, 1986a).  In this construct, unisensory stimuli 
that themselves evoke minimal responses may produce enormous gains when presented 
in combination.  This makes intuitive sense when considered in the context of the 
behavioral benefits conferred by multisensory integration:  we stand to benefit most from 
the cross-modal combination of information when that information presented alone is 
least likely to be detected or accurately perceived.  Not surprisingly, this principle has 
also been shown to be true in studies involving behaving cats (Stein et al., 1988), wherein 
the greatest accuracy gains are seen in the combination of weakly effective unisensory 
stimuli.   This principle, along with the other rules for multisensory integration, is 
summarized in the next major section, Principles of Multisensory Integration. 
While the electrophysiological and behavioral data described above, along with 
lesion studies producing profound visual hemispatial neglect (Casagrande et al., 1972) 
and a profound disruption in multisensory integration (Burnett et al., 2004) with ablation 
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of the SC indicate that this structure is remarkably important in conferring the perceptual 
and behavioral benefits of multisensory integration, the study of the neural correlates of 
multisensory integration has now been extended to a number of other brain structures. 
One of the first cortical areas studied in detail from a multisensory perspective  
has been the anterior ectosylvian sulcus (AES) of the cat.   Multisensory neurons in this 
structure seem to integrate inputs from the different senses according to the same rules as 
those that govern integration in the SC, with the same neurophysiological signatures of 
integration, and with the same co-registration of multisensory spatial maps as that seen in 
the SC (Wallace et al., 1992; Stein and Wallace, 1996).   That the two structures appear 
to share a similar functional architecture makes intuitive sense, as multisensory 
integration in the cat SC is dependent upon active inputs from the AES:  functional 
cooling of AES does not alter the responsiveness of SC multisensory neurons to multiple 
sensory inputs, but does strip them of their ability to integrate these inputs (Wallace and 
Stein, 1994).  However, the mechanisms by which SC and AES neurons interact and the 
functional implications of those interactions are still unclear.  While AES does contain 
multisensory neurons and does send projections to SC, these projections actually arise 
from unisensory neurons in the AES (Wallace et al., 1993).  Moreover, while integration 
in SC is likely to confer benefits of improved detection and orientation to external events, 
it is unclear whether or not AES shares a similar function.  This evidence taken together 
indicates that AES is a distinct—albeit not wholly independent—node of multisensory 
integration in the cat brain. 
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Primate Cortical Areas 
The extension of multisensory electrophysiological study into cortical areas of the 
non-human primate has been slow, not least because a clear homologue to cat AES in 
primates has not yet been identified.  However, it has long been thought that integration 
in the cortex must occur in association areas, following a classic feed-forward pattern of 
separate processing of the different streams followed by convergence.  (This scheme has 
been challenged of late by evidence of integration in what had previously been thought of 
as ‘unisensory’ cortex; this will be discussed at length at the end of this section.)  These 
association areas have been shown to receive corticocortical projections from primary 
sensory areas (Jones and Powell, 1970) and thalamocortical projections representing 
different sensory modalities (Burton and Jones, 1976).  Additionally, these regions 
contain cells that are responsive to multiple modalities (Bruce et al., 1981), and even 
contain cells exhibiting auditory-visual interactions (Benevento et al., 1977).  Given this 
evidence, it is no surprise that they emerged early as primary candidates for cortical 
multisensory integration (Figure 1.1).   They include areas in and around the superior 
temporal sulcus (STS), areas in posterior parietal cortex (i.e., lateral intraparietal area 
[LIP], and ventral intraparietal area [VIP]), as well as areas within the frontal lobe (i.e., 
ventrolateral prefrontal cortex and ventral premotor cortex in the non-human primate).   
The characteristics of multisensory interactions in each of these areas are outlined below. 
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STS
PPC
Insula
Visual
Auditory
Figure 1.1.  Multisensory brain regions.  Regions of the brain in which multisensory interactions 
have been observed included traditionally-identified multisensory convergence regions (purple) 
such as superior temporal sulcus (STS), posterior parietal cortex (PPC), and insula, as well as 
visual (blue) and auditory (red) areas. 
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Superior Temporal Sulcus 
Data from both electrophysiological studies in non-human primates and 
neuroimaging and evoked potential studies in humans indicate that STS is responsive to a 
wide range of auditory and visual stimuli (Beauchamp, 2005).  Anatomically, STS shares 
abundant feed-forward and feedback connections with auditory belt regions in the 
superior temporal gyrus and the adjacent medial superior temporal area (MST) along with 
earlier visual areas (Barnes and Pandya, 1992; Hackett et al., 1998; Falchier et al., 2002; 
Cappe and Barone, 2005).  Morphologically, the functionally-defined multisensory 
regions of interest within the sulcus itself most likely correspond to the 
cytoarchitectonically-defined area TPO in non-human primates (Seltzer and Pandya, 
1994).  Early electrophysiological studies estimate that 12-38% of neurons in STS are 
responsive to both auditory and visual stimuli, depending on the sub-region under 
scrutiny, with caudal regions of STS exhibiting the lowest percentages of audiovisual 
responsivity (Benevento et al., 1977; Bruce et al., 1981; Hikosaka et al., 1988).  
Typically, the receptive fields of neurons in STS are extremely large; nearly all visually 
responsive cells sampled had receptive fields that extended into both visual hemifields, 
with a majority having receptive field sizes that approached the entirety of the visual field 
(Bruce et al., 1981; Hikosaka et al., 1988).  Auditory receptive fields were similarly large 
and located mostly in the contralateral hemifield (Hikosaka et al., 1988).  These studies 
indicate a lack of stimulus preference in visually-responsive neurons of the STS:  no 
differential response was noted for visual stimulus size, shape, orientation, or contrast, 
with similarly no difference of effect with use of spots of light, slits, shadows, slides of 
complex objects, or three-dimensional objects (Bruce et al., 1981).  However, a strong 
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directional preference for moving visual stimuli was noted in half of the neurons sampled 
(Hikosaka et al., 1988).   Similarly, auditory responsive neurons did not show a 
preference for pure tone, white noise, human voice, or hand-clapping stimuli, and very 
few were selective for moving sound (Bruce et al., 1981; Hikosaka et al., 1988).  From 
tracer (Seltzer and Pandya, 1994)  and electrophysiological studies (Dahl et al., 2009) in 
non-human primates as well as high-resolution functional magnetic resonance imaging 
(fMRI) studies in humans (Beauchamp et al., 2004b), the structure of STS appears to be 
composed of a patchwork of unisensory auditory and visual-responsive neurons with 
bimodal patches interleaved.  Given that projections to STS cortex from unisensory areas 
appear to be segregated into adjacent but non-overlapping patches (Seltzer and Pandya, 
1994), these data suggest that input into STS is unisensory but is integrated via local 
corticocortical connections in multisensory patches.    
Among the known multisensory convergence areas, none have been the subject of 
more intense study than STS.  In particular, this structure has been shown to be important 
for the integration of complex, meaningful auditory-visual stimuli.   For example, one 
electrophysiological study of the region has shown that 23% of neurons in primate STS 
that are responsive to biological motion (themselves 17% of the total number sampled) 
can be modulated by the addition of a congruent auditory stimulus (Barraclough et al., 
2005).  Results from similar human imaging studies indicate that middle and posterior 
sections of STS are most responsive to combined presentation of visual objects (tools, 
etc.) and their associated sounds (Beauchamp et al., 2004a; Stevenson and James, 2009), 
whereas the middle-anterior portion of STS has been shown to be preferentially 
responsive to audiovisual speech (Wright et al., 2003; Stevenson and James, 2009).   
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Interestingly, this region of STS has been shown to be important for the integration of 
letters and associated speech sounds (van Atteveldt et al., 2004), and integration deficits 
in adults with dyslexia are known to correlate with decreased activity in this area during a 
letter-speech sound matching task (Blau et al., 2009).  Also in the realm of language, STS 
has been implicated as an area important in the comprehension benefits conferred by 
visual input in the presence of  speech in noise (Ghazanfar et al., 2008; Bishop and 
Miller, 2009; Kayser and Logothetis, 2009), a finding that may well extend beyond 
mouth movements and into hand gestures as possible sources of congruent visual input 
(Hubbard et al., 2009).  Strikingly, a recent study has demonstrated that focal inactivation 
of left posterior superior temporal sulcus (pSTS) by transcranial magnetic stimulation 
(TMS) is capable of disrupting the perception of the McGurk Effect (Beauchamp et al., 
2010).    
Perhaps most germane to this dissertation, STS also appears to be important in 
multisensory temporal processing.  Several studies using both simple and complex 
stimuli in the context of both passive and active paradigms have implicated STS as being 
important for detection of audiovisual synchrony/asynchrony (Calvert et al., 2000; 
Bushara et al., 2001; Calvert, 2001; Macaluso et al., 2004; Noesselt et al., 2007).  
Interestingly, perception of the temporally-sensitive sound-induced flash illusion (SIFI), 
also appears to correlate with activity in posterior STS as well as primary visual cortices, 
indicating that perhaps STS could act as the conveyor of auditory information to visual 
cortices (Watkins et al., 2006; Watkins et al., 2007).   
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Posterior Parietal Cortex:  VIP and LIP 
The lateral intraparietal area (LIP) has been known for decades to be an important 
association area where information from different sensory streams is combined and 
commands are generated for attention to and exploration of peripersonal space 
(Mountcastle et al., 1975).  Anatomically, LIP shares reciprocal cortico-cortical 
connections with various regions of extrastriate visual cortex, including parieto-occipital 
visual area PO, areas V3, V3A, and V4, the middle temporal area (MT), and MST as well 
as the caudal part of STS (Blatt et al., 1990); it has also been shown to send projections to 
the intermediate and deep layers of the SC (Andersen, 1997).   This area also sends dense 
projections to frontal eye fields (Blatt et al., 1990), and electrical stimulation of LIP 
evokes saccadic eye movements (Mountcastle et al., 1975).  Unlike those of the adjacent 
visual area 7a, the visual receptive fields of neurons in LIP are small and almost always 
located in the contralateral hemifield (Blatt et al., 1990).  In the context of a delayed-
saccade task, visually-responsive neurons in LIP are active in a direction-selective 
manner during stimulus presentation as well as during the delay preceding response 
(Andersen et al., 1990).  Importantly, a subset of neurons in this area is also active during 
an auditory version of this task, and most auditory-responsive cells appear to code for the 
location of the auditory stimulus in a manner similar to that seen in the SC (Mazzoni et 
al., 1996; Stricanne et al., 1996).  In combination with evidence of eye- and head-
centered gain fields in LIP neurons (Bradley et al., 1996), and recent work demonstrating 
an ability to determine stimulus location based upon single-neuron activity in LIP 
(Mullette-Gillman et al., 2005), this work points to a role for this region in transforming a 
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multimodal representation of space into a motor coordinate framework appropriate for 
orientation and action.    
The macaque ventral intraparietal area (area VIP) lies in the fundus of the 
intraparietal sulcus, adjacent to area LIP.  In addition to receiving abundant projections 
from area MT (Maunsell and van Essen, 1983), VIP has been shown to receive 
significant projections from a wide variety of visual, somatosensory, motor, auditory, 
vestibular, and multisensory cortical areas (Lewis and Van Essen, 2000).   This is in 
striking contrast to LIP, which predominantly receives projections from visual area MT 
(Lewis and Van Essen, 2000).  In accordance with this pattern of anatomical 
connectivity, neurons in VIP are responsive to visual, auditory, somatosensory, and 
vestibular stimulation—with estimates of ~70% of neurons being at least bimodal 
(Duhamel et al., 1998)—and the constitutive receptive fields of bi- and tri-modal neurons 
in this area exhibit a great degree of overlap and similar directional selectivity (Colby et 
al., 1993; Schlack et al., 2002; Schlack et al., 2005).   In a striking similarity to the 
integrative properties of SC neurons, VIP neurons have recently been shown to exhibit 
response enhancements and depressions as well as a shortening of response latency when 
presented with congruent visuo-tactile stimulus combinations (Avillac et al., 2007).    
Intriguingly, subsets of neurons in VIP seem to encode not only visual or vestibular 
motion in general, but self-motion in particular (Gabel et al., 2002), leading some to 
propose that the area is important in spatial navigation.  While the function of 
multisensory integration in VIP is still being debated, the multimodal representation of 
peripersonal space (Ladavas and Farne, 2004) via coordinate transformation of inputs 
from sensory and motor systems (Bremmer et al., 1999) into a common framework, the 
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guidance of head movements (Duhamel et al., 1998), and navigation of space in general 
(Bremmer, 2005) remain notable possibilities.    
Studies of human posterior parietal cortex reinforce these views of the region’s 
importance in constructing multimodal map of extrapersonal space and in navigating that 
map successfully.   For decades, lesions in right posterior parietal cortex have been 
known to produce not only contralateral hemispatial neglect, but also somatoparaphrenia, 
or a disowning of the body parts of half of one’s body (Vallar and Ronchi, 2009).  
Underscoring its importance for exploration of peripersonal space, several recent studies 
have indicated that posterior parietal cortex is essential for haptic exploration of objects 
and visuo-haptic matching (Deshpande et al., 2008; Miquee et al., 2008; Lacey et al., 
2009).  The area also appears to be involved in the visual override of proprioceptive input 
when evaluating limb motion (Hagura et al., 2007), and also in the integration of visual 
and proprioceptive inputs during reaching behaviors within so-called parietal reach 
regions (PRR) (Andersen et al., 1998; Snyder et al., 2000; Filimon et al., 2009), as well 
as in evaluation of auditory-visual spatial congruity (Lewald et al., 2002; Meienbrock et 
al., 2007).  Like STS, posterior parietal cortex has also been implicated in multisensory 
temporal processing.  Non-human primate work in LIP has shown that neurons in this 
region respond preferentially during active comparisons of temporal duration (Leon and 
Shadlen, 2003), and the area appears to be involved specifically in the detection of 
audiovisual synchrony/asynchrony (Bushara et al., 2001; Dhamala et al., 2007).  Overall, 
however, the human literature on multisensory integration in posterior parietal regions 
recapitulates what is known from work in non-human primates:  this region is essential 
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for the performance of coordinate transformations across sensory and motor systems and 
for the accurate assessment and navigation of immediate extrapersonal space. 
 
Frontal and Prefrontal Regions 
Several frontal and prefrontal regions have also been shown to be important 
multisensory convergence areas.  By comparison to other putative loci of multisensory 
integration, however, relatively few studies have focused on these regions.  Monkeys 
trained in both auditory frequency discrimination and color discrimination have been 
shown to exhibit prefrontal neural activity in response to both visual and auditory stimuli 
(Fuster et al., 2000; Deco et al., 2005).  Moreover, neurons in ventrolateral prefrontal 
cortex (VLPFC) have been shown to integrate visual and auditory vocal signals, and their 
integration is known to be contingent upon the congruity of the information presented 
(Sugihara et al., 2006; Romanski, 2007).  Successful lipreading has been shown to 
activate this region in humans as well (Kang et al., 2006).  From this evidence alone, 
VLPFC seems to be emerging as a locus of high-level audiovisual stimulus matching.  
More posterior frontal regions, on the other hand, appear to be involved in detection of 
and defense against approaching objects.  In particular, premotor region F4 responds 
preferentially to looming visual, auditory, and somatosensory stimuli in the vicinity of the 
upper torso, face, and arms (Graziano et al., 1994; Fogassi et al., 1996; Graziano et al., 
1999).  Consistent with the interpretation that this region is important for defense against 
approaching stimuli, microstimulation of this area has been shown to induce defensive-
like movements (Graziano et al., 2002).  Very recent human studies have further 
characterized the multisensory features of this region:  viewing one’s own face being 
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touched decreased BOLD activity in premotor regions and somatosensory cortex in 
comparison with a touch-alone condition (Cardini et al., 2010); premotor cortex in the 
region of Broca’s area has been identified as being important for comprehension of 
audiovisual speech in noise (Bishop and Miller, 2009);  finally, activity in premotor 
cortex has been shown to correlate with perception of the so-called rubber hand illusion, 
wherein simultaneously stroking a rubber hand and one’s own hand results in a feeling of 
ownership of the rubber hand (Ehrsson et al., 2004).  Overall, multisensory integration in 
frontal and prefrontal regions appears to reflect higher-order synthesis of information 
from different sensory systems. 
 
Mulisensory Integration in “Unisensory” Cortex 
While the above analysis of multisensory integration in higher-order cortical 
regions fits well with the traditional hierarchical view of sensory processing, an emerging 
body of evidence indicates that multisensory interactions may occur much earlier, in 
regions previously thought to be the exclusive domain of unisensory stimuli.   First, it has 
become clear that activation of auditory cortex with visual or somatosensory stimuli 
alone is possible:  early work using fMRI to study the effect of silent lipreading on 
auditory areas showed that a silent video of human speech (as contrasted against non-
speech facial gestures) is capable of activating primary auditory cortex (Calvert et al., 
1997).  Similarly, work analyzing event-related potentials (ERPs) in response to 
audiovisual speech indicates that the addition of visual input to a congruent auditory 
speech stream is capable of speeding the initial auditory processing of that stream (van 
Wassenhove et al., 2005), suggesting that activity in auditory cortex can be influenced by 
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visual input even at the earliest stages of auditory processing.  During simultaneous 
recording of single-unit, multi-unit, and local field potentials in macaque auditory cortex, 
Schroeder and colleagues demonstrated that somatosensory-driven local field potentials 
in auditory cortex have similar latencies to those of auditory-driven potentials and exhibit 
a feed-forward laminar profile (Schroeder and Foxe, 2002). More recently, a high-
resolution fMRI study has demonstrated that concurrent broadband noise and tactile 
stimulation is capable of producing enhanced BOLD signals in caudal auditory belt when 
compared to auditory presentation alone, and that this pattern of enhancement obeys the 
principle of inverse effectiveness (Kayser et al., 2005).   
The effect of non-visual stimuli on visual cortex has similarly been demonstrated.  
Early work by Morrell (Morrell, 1972) recorded single-unit activity in cat BA 18 and 19 
and found that cells were responsive to both auditory (pure tones, click trains, and noise 
bursts) and visual stimuli, and that visual and auditory receptive fields were co-registered. 
Later work has not only replicated these findings, but has demonstrated that non-visual 
inputs are capable of affecting very early visual processing.  In the context of an 
audiovisual reaction-time task, a study using high-density electrical mapping has 
demonstrated very early (~46 ms) audiovisual interactions in lateral occipital cortex, 
coincident with the earliest signature of visual cortical processing in that region 
(Molholm et al., 2002).  Moreover, shifts in visual temporal order judgment brought 
about by exogenous attentional shifts to an ipsilateral auditory cue have been shown to be 
correlated with increases in amplitude of early visual ERP waveforms (McDonald et al., 
2005).   Somatosensory influences on visual cortex have similarly been demonstrated:  
haptic object identification activates lateral occipital cortex (Amedi et al., 2001; James et 
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al., 2002), and perception of tactile motion is known to activate human area MT (Hagen 
et al., 2002; Blake et al., 2004; Ptito et al., 2009).   
In contrast to the amount of evidence of cross-modal influences on auditory and 
visual cortices, there appear to be relatively few studies that have investigated non-
somatosensory influences upon early somatosensory cortex.  Electrophysiological studies 
in monkeys trained to make visuo-haptic or audio-haptic associations have shown that a 
subset of cells in primary somatosensory cortex respond both to the somatosensory and 
associated visual or auditory cues (Zhou and Fuster, 2000, 2004).  Recent studies by 
Schaefer and colleagues indicate that perception of the rubber hand illusion may be 
accompanied by shifts in the location of the S1 hand representation (Schaefer et al., 2006; 
Schaefer et al., 2009), but the functional significance of these shifts has yet to be 
determined. 
The anatomical and physiological underpinnings of these early multisensory 
interactions are the subject of continuing debate.   There is ample evidence of feedback 
projections from multimodal cortical regions to traditional unisensory regions as well as 
lateral connections among unisensory regions.  Primary visual cortex has been shown to 
receive sparse inputs from A1 and heavy projections from auditory belt regions as well as 
from STS (Falchier et al., 2002; Rockland and Ojima, 2003), most of which project to 
areas responsive to the peripheral visual field (Falchier et al., 2002) and terminate on 
cortical layers 1 and 6, in a classic feedback-style pattern (Rockland and Ojima, 2003).  
Evidence of feedback projections to auditory areas has been less plentiful, but a study has 
recently demonstrated visual projections arising from an area anterior to STS and 
terminating in core regions of auditory cortex (Cappe and Barone, 2005). Furthermore, if 
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the projections described by Falchier and colleagues follow the typical cortical pattern of 
reciprocal projection (Rockland and Pandya, 1979), more instances of feedback from 
STS to auditory regions may soon be described.  Finally, while examples of auditory or 
visual activation of somatosensory cortex are sparse, anatomical studies in marmosets 
have revealed projections from visual areas MT and FST to somatosensory regions I and 
3b as well as from auditory regions to secondary somatosensory cortex (Cappe and 
Barone, 2005). 
In addition to these feedback pathways, feed-forward pathways have been 
increasingly described in the literature as a means by which early multisensory 
integration may occur.  The case for feed-forward connectivity has in large part been 
made based upon non-primary single-unit response latencies in visual, auditory, and 
somatosensory areas that are too short to reflect feedback input (Schroeder and Foxe, 
2002; Foxe and Schroeder, 2005; Lakatos et al., 2005; Chen et al., 2007; Lakatos et al., 
2007; Musacchia and Schroeder, 2009).  The possible sources of this feed-forward input 
are continuing to be debated, but several anatomical substrates have been proposed.  
Subcortical nuclei such as the thalamic posterior (PO), ventral posterior  (VP), postero-
medial (PO), limitans (LIM), and superageniculate (SG) nuclei, in addition to the 
magnocellular division of the medial geniculate nucleus, have been cited as possible 
sources for projection of somatosensory and visual inputs to auditory cortex (de la Mothe 
et al., 2006b, a; Hackett et al., 2007), and the importance of pulvinar as a possible 
mediator of feed-forward processing is beginning to be recognized (Sherman and 
Guillery, 2002; Cappe et al., 2009a).   Lastly, the role of even earlier subcortical 
structures in these circuits cannot be ruled out:  auditory-somatosensory interactions have 
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been shown to occur as early as the dorsal cochlear nuclei  (Young et al., 1995; Davis et 
al., 1996; Shore, 2005). 
From this evidence, it is clear that cortical multisensory convergence areas, 
unisensory cortices, subcortical sensory structures, and their interconnectivity play 
essential roles in multisensory processing, and that a network-based approach to 
understanding how multisensory interactions occur will be essential in moving forward.   
New methods of investigation meant to assess the dynamics of distributed networks are 
now being developed, building off of tools traditionally used to assay the activity of 
individual brain areas (McIntosh et al., 1994; Horwitz et al., 1995; Horwitz et al., 1999).  
For example, analysis of EEG and local field potential data has provided a robust tool for 
characterization of functional connectivity among different brain regions (Koenig et al., 
2005).  In this methodology, neuronal synchrony detected by different frequency 
oscillations on EEG has revealed dynamic interactions among brain regions thought to 
underlie various perceptual and cognitive functions (Fries, 2005; Hong et al., 2005; 
Bastiaansen and Hagoort, 2006; Senkowski et al., 2007; Masuda, 2009).  A similar 
approach has been taken with the use of fMRI, detecting small deflections in BOLD 
signal thought to reflect activity of ensembles of neurons during rest and determining if 
this activity is correlated across voxels.  This particular approach to assessing functional 
connectivity has evolved significantly of late:  in addition to traditional approaches 
assessing such BOLD correlations on a whole-brain level (Friston et al., 1993; Friston, 
1994), newer methods have arisen that take anatomy into account in constraining 
hypotheses about functional connectivity.   For example, structural equation modeling 
(SEM) uses Granger causality analysis of BOLD time series to make inferences about 
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effective connectivity among nodes (MacCallum and Austin, 2000).  Similarly, dynamic 
causal modeling (DCM) allows investigators to specify the nodes within a network, 
driving influences upon them within the context of a task, and the way they might interact 
in a series of models (Lee et al., 2006).  Evidence for those models is then assessed given 
functional (i.e., EEG, MEG, fMRI) data and the posterior probability that a model 
accounts for the given data is then calculated via Bayesian model selection (Stephan et 
al., 2007; Stephan et al., 2010).   Results produced by such an analysis are included in 
Chapter III, and a discussion on the use of functional and effective connectivity 
techniques in current and future investigations forms a major part of Chapter IV.  
Regardless of its anatomical and neurophysiological substrates, however, 
multisensory integration has been shown to conform to certain principles in determining 
how inputs are combined to produce an array of physiological, perceptual, and behavioral 
enhancements.  These rules are outlined below. 
 
Principles of Multisensory Integration 
Multisensory integration, as first examined in the SC, seemed to produce the 
largest enhancements when certain criteria were met (Meredith and Stein, 1983; Meredith 
et al., 1987; Stein and Meredith, 1993).  These criteria, later termed principles of 
multisensory integration, are concerned with the spatial and temporal congruence of 
multisensory stimuli as well as their effectiveness in eliciting responses when presented 
alone.  Here we briefly review their derivation and possible behavioral relevance before 
focusing directly upon the temporal principle as a main point of interest for this thesis. 
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 Spatial Congruity 
Multisensory neurons in the deep layers of the SC have several receptive fields, 
corresponding to each of the modalities to which they respond (Stein and Arigbede, 1972; 
Meredith and Stein, 1983).  These receptive fields are spatially co-registered (e.g., the 
auditory and visual receptive fields of an audiovisual-responsive neuron overlap in 
space).  Indeed, if the information coming from each modality is presented within the 
space representing their respective and overlapping receptive fields,  combined 
presentation will often lead to response enhancement and if one stimulus is presented 
within and one outside of their respective receptive fields, their combination often leads 
to response depression (Meredith and Stein, 1983; Kadunce et al., 2001).    This pattern 
of responses may well be due to the architecture of the unimodal receptive fields 
themselves:  a flash-tone pair, for example, if presented within the individual auditory 
and visual receptive fields, will produce response enhancement.  However, if one 
stimulus is displaced so that it is presented within the inhibitory region surrounding its 
own receptive field while its counterpart is still within its own excitatory receptive field, 
the combined excitatory and inhibitory influences may result in an overall response 
depression (Kadunce et al., 2001).  While this model is conceptually appealing, the 
heterogeneity inherent in multisensory receptive fields hints at a far more complex 
relationship (Carriere et al., 2008; Krueger et al., 2009; Royal et al., 2009; Royal et al., 
2010). 
 The importance of spatial congruence on multisensory integration has also been 
demonstrated in human psychophysical studies.  The shortening of saccade latencies 
23 
 
produced when visual targets are paired with auditory stimuli is contingent upon spatial 
congruity (Frens et al., 1995), and the influence of congruent visual input upon 
discrimination of auditory motion has been well-documented (Soto-Faraco et al., 2004).  
Moreover, manipulation of spatial congruity has been shown to alter the performance of 
audiovisual simultaneity and temporal order judgment tasks (Zampini et al., 2003; 
Keetels and Vroomen, 2005; Zampini et al., 2005b), with simultaneity typically being 
reported at higher rates and across more SOAs with spatially-aligned stimuli.   
Manipulation of multisensory spatial congruity has proven very useful in the 
study of cross-modal bias.  Perhaps best known of these examples is the case of the 
ventriloquist effect, wherein localization of an auditory cue is biased by concurrent 
presentation of a visual cue (Howard and Templeton, 1966).  Studies of this effect have 
demonstrated that bias is typically greatest at central locations in the visual field and with 
relatively small degrees of auditory-visual spatial disparity (Bertelson et al., 2000; 
Lewald et al., 2001; Slutsky and Recanzone, 2001; Hairston et al., 2003).  Interestingly, 
the decrease in bias observed with large disparities is often accompanied by decreases in 
perception of spatial unity of the stimuli, and the degree of bias observed was seen to co-
vary with perception of unity, supporting the notion that the effect itself results from the 
constituent cues being perceptually bound into a common percept (Bertelson and Radeau, 
1981).  It should be noted that these influences are not particular to audiovisual 
interactions, however.  In a surprising study of the effect of proprioceptive input upon 
localization of visual stimuli, stimulation of neck muscles was capable of biasing 
apparent visual stimulus location (Taylor and McCloskey, 1991).  From these examples, 
24 
 
it is clear that spatial congruity is an important factor in the integration of cross-modal 
stimuli. 
 
Stimulus Effectiveness 
The influence of stimulus effectiveness on the degree of multisensory 
enhancement observed is another key organizing principle of multisensory integration.  
As such, the magnitude of enhancement seen is inversely proportional to the 
effectiveness of the individual stimuli when presented alone (Meredith and Stein, 1983; 
Meredith and Stein, 1986a; Wallace et al., 1996).  This relationship, having been first 
uncovered in the SC, has clear implications for stimulus detection and orientation 
behaviors:  less salient individual environmental events are far more likely to generate an 
orientation behavior in combination.  Interestingly, this principle seems to apply within 
multisensory spatial receptive fields themselves, predictably driving enhancements and 
depressions based upon stimulus placement within heterogeneous unisensory spatial 
receptive fields (Carriere et al., 2008; Krueger et al., 2009).  As a principle, inverse 
effectiveness has been shown to apply to human psychophysical studies of understanding 
audiovisual speech in noise (Sumby and Pollack, 1954; Ma et al., 2009), multisensory-
mediated auditory stimulus localization (Bolognini et al., 2005; Bolognini et al., 2007), as 
well as BOLD measures of multisensory integration (Kayser et al., 2005; Cappe et al., 
2009b; Stevenson and James, 2009; Stevenson et al., 2009; Werner and Noppeney, 2009; 
Holle et al., 2010).  
Like the dependence of multisensory integration upon the spatial congruity of 
stimuli, temporal congruity also governs the degree to which cross-modal stimuli are 
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perceptually bound.    Because this principle is central to the present work, it is 
considered separately in the following section. 
 
The Temporal Principle,  
The Multisensory Temporal Binding Window, 
And Cross-modal Simultaneity Perception 
On the level of the single cell, early studies made clear that multisensory 
integration in SC neurons is dependent upon stimulus onset asynchrony (SOA).   While 
individual neurons in cat SC and cortex appear to be tuned to different SOAs, the span in 
time over which response enhancements are generally seen in these neurons is on the 
order of several hundred milliseconds and depends upon the degree of overlap of the 
individual unisensory response trains (Meredith et al., 1987; Wallace et al., 1992; 
Wallace and Stein, 1996; Wallace et al., 1996).  Beyond this elementary work, however, 
the so-called temporal principle has been studied most commonly in behavioral work.   
Presentation of cross-modal stimulus pairs in close temporal proximity has been shown to 
be important for shortened saccadic reaction times (Frens et al., 1995; Colonius and 
Arndt, 2001; Colonius and Diederich, 2004), heightened accuracy in understanding 
speech in noise (McGrath and Summerfield, 1985; Pandey et al., 1986; van Wassenhove 
et al., 2007), as well as mediating multisensory illusions such as the McGurk effect 
(Munhall et al., 1996), the sound-induced flash illusion (Shams et al., 2000, 2002), the 
parchment skin illusion (Guest et al., 2002), and the stream-bounce illusion (Sekuler et 
al., 1997).  Moreover, multisensory interactions as demonstrated using functional 
imaging (Macaluso et al., 2004; Dhamala et al., 2007; Noesselt et al., 2007; 
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Kavounoudias et al., 2008) and ERPs (Schroeder and Foxe, 2002; Tanaka et al., 2009) 
have been shown to be greatest during synchronous presentation of stimulus pairs.  
However, as was seen in single-unit electrophysiology, multisensory interactions in 
behavior and functional imaging do not depend upon absolute synchrony, but are 
demonstrable over a range of SOAs spanning several hundred milliseconds.  This 
observation led several researchers to describe the temporal dependence of multisensory 
integration in terms of a multisensory temporal binding window within which cross-
modal stimulus pairs are capable of producing behavioral, perceptual, and 
electrophysiological benefits (Dixon and Spitz, 1980; Colonius and Diederich, 2004; van 
Wassenhove et al., 2007).   
Because temporal correspondence appears to be so critical for multisensory 
integration, several experimental paradigms have been developed for the systematic study 
of cross-modal simultaneity perception as a proxy for the temporal binding window.   In a 
simultaneity judgment task, pairs of visual and auditory stimuli are presented at a range 
of SOAs and participants are asked to judge whether the stimuli occurred simultaneously 
or successively (Engel and Dougherty, 1971; Stone et al., 2001; Zampini et al., 2005b; 
Stevenson et al., 2010).  Responses are then plotted as a function of SOA and the point of 
subjective simultaneity (PSS) is derived as the peak of function (Stone et al., 2001; 
Zampini et al., 2005b).  A similar approach is taken in the use of cross-modal temporal 
order judgments, wherein participants judge whether stimuli within one or another 
modality was presented first, and the PSS is the time point at which participants judge 
either stimulus to have occurred first at a rate of fifty percent (Spence et al., 2001; 
Zampini et al., 2003). Other studies have used detection of synchrony/asynchrony in an 
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attempt to identify the range of SOAs over which auditory and visual streams are 
perceived as synchronous (Dixon and Spitz, 1980; McGrath and Summerfield, 1985).  
While the point measures used here tend to differ based upon the paradigm chosen 
(Zampini et al., 2003; Fujisaki et al., 2004; Vroomen et al., 2004; Zampini et al., 2005b), 
the span in time over which the likelihood of reporting simultaneity is remarkably 
constant, ranging from about -100 ms to 250 ms, where negative values denote auditory-
leading-visual conditions (Dixon and Spitz, 1980; Zampini et al., 2003; Fujisaki et al., 
2004; Vroomen et al., 2004; Zampini et al., 2005b).  The larger window size on the right 
side of these distributions—in which vision leads audition—appears in nearly all studies 
of audiovisual simultaneity perception, and has been proposed to arise from the inherent 
flexibility needed to process real-world audiovisual events, given that the propagation 
speeds of light and sound will result in SOAs only on the right side of these distributions 
(Dixon and Spitz, 1980).  
Despite the relative consistency of these measures across studies, several factors 
have been shown to affect the temporal binding window.  First, attending to one modality 
has been shown to speed perception of stimuli in that modality, a phenomenon termed 
prior entry (Stevens, 1904; Shore et al., 2001; Spence et al., 2001; Zampini et al., 2005a).  
Experimental evidence of this phenomenon typically takes the form of PSS shifts on 
cross-modal temporal order judgment tasks wherein attention is manipulated (Spence et 
al., 2001).  Over the years, results of experiments designed to demonstrate prior entry 
have been ambiguous. Whereas initial reports found little evidence (Hamlin, 1895; Drew, 
1896),  later studies generated ample data but were confounded by the effects of spatial 
attention (Frey, 1990; Jaskowski, 1993).  Recent studies in a multisensory framework 
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have indeed confirmed that attention to one modality can bias temporal order judgments 
in the direction of the attended stimulus (Shore et al., 2001; Spence et al., 2001; Zampini 
et al., 2005a), but whether these results address the ability of attention to speed the 
perception of an event is still debatable .  In fact, some work utilizing ERPs (which have 
excellent temporal resolution) has found very little evidence that prior entry effects can 
be explained by speeding of early sensory responses (Schneider and Bavelier, 2003), 
while others have found evidence of a modest shift in peak P1 latencies when visual 
events are attended (Vibell et al., 2007).  Regardless, there is clearly a role for attention in 
mediating responses during cross-modal temporal order judgment tasks.   This evidence, 
together with the data described above supporting cross-modal effects in unisensory 
cortices, strongly supports the idea that even early sensory processing is susceptible to 
top-down influences. 
The type of stimulus used has also been shown to have a profound effect on 
participants’ likelihood of detecting asynchrony at any given SOA, with speech stimuli 
typically producing a far larger temporal window—about 450 ms—than flash-tone pairs 
or videos of objects performing some action, such as a hammer pounding a nail—about 
250 ms (Dixon and Spitz, 1980; McGrath and Summerfield, 1985; Massaro et al., 1996; 
Conrey and Pisoni, 2006; van Atteveldt et al., 2007; van Wassenhove et al., 2007).   
Interpretation of this seeming expansion in the case of speech has ranged from the idea 
that learned tolerance of asynchrony is greatest with stimuli to which we are most 
exposed (Dixon and Spitz, 1980) to the theory that the richness of auditory spectral and 
visual dynamic content in speech allows for binding over a larger range of asynchrony 
(Massaro et al., 1996).  Along these lines, studies demonstrating that the same tolerance 
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to asynchrony is observed when lip movements are mimicked with the use of Lissajous 
figures composed of dot arrays indicate that this tolerance may rely heavily upon 
dynamic lip movements (Massaro and Cohen, 1993). Later studies decomposing auditory 
speech signal into low- (298-375 Hz) and high-frequency (4762-6000 Hz) bands further 
indicate that even these reduced signals are capable of producing an increased tolerance 
to asynchrony relative to studies using only simple stimuli (Grant and Greenberg, 2001).   
Because the ethological arguments for the temporal binding window’s asymmetry 
have focused upon the different propagation and arrival times of light and sound at a 
distance, several studies have sought to determine if the brain takes distance into account 
when judging audiovisual simultaneity, thus producing simultaneity constancy regardless 
of distance (Engel and Dougherty, 1971).   Studies on this subject have indicated that 
participants do take the distance of audiovisual events into account when judging their 
simultaneity; thus, participants’ PSS values shift toward increasingly asynchronous 
values, partially—or by some accounts, wholly—compensating for the difference in 
arrival times of auditory and visual stimuli and leading to perception of simultaneity at 
the distance at which the stimuli were produced (Engel and Dougherty, 1971; Kopinska 
and Harris, 2004).  Once again, these results support the idea that multisensory 
processing may be influenced by top-down factors.  
The flexibility of the PSS point measure has also been demonstrated in its 
sensitivity to recalibration after repeated exposure to asynchronous stimuli.   Specifically, 
several studies have now shown that participants are far more likely to judge 
asynchronous cross-modal pairs to be simultaneous after repeated exposure to 
asynchronous pairs. Thus, repeated exposure to an 250-ms auditory-leading-visual 
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asynchronous pair is capable of biasing participants’ PSS in the direction of that lag by 
about 25 ms, with effects lasting on the order of minutes (Fujisaki et al., 2004; Vroomen 
et al., 2004).  Similar recalibration effects have been noted after to exposure to 
asynchronous audiovisual speech, as well as to visual-tactile, audio-tactile, and sensory-
motor pairs (Navarra et al., 2005; Stetson et al., 2006; Fajen, 2007; Hanson et al., 2008).  
While the exact mechanisms underlying this phenomenon are unknown, they have been 
proposed to represent a recalibration of sensory input that does not match prior 
expectations, consistent with Bayesian models of perception (Miyazaki et al., 2005; 
Miyazaki et al., 2006; Hanson et al., 2008).  This hypothesis has recently been 
supported—albeit indirectly—by data from functional imaging demonstrating increased 
BOLD signal after sensory-motor recalibration in anterior cingulate cortex, which has 
been shown to be critically involved in conflict monitoring (Stetson et al., 2006). 
This work has shown that perception of audiovisual simultaneity may be updated 
dynamically, but the capability of the multisensory temporal binding window and adult 
multisensory systems in general to exhibit plastic change has not yet been investigated. 
This will be the focus of the remainder of this volume, representing the first 
demonstration of adult multisensory systems’ capability for lasting plastic change.  In 
formulating the work described in the following chapters, we were able to draw from an 
extensive literature describing sensory plasticity both during the course of development 
and in the adult.  While a comprehensive review of this topic is beyond the scope of this 
introduction, the following section provides a brief review of major themes in sensory 
plasticity. 
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Themes in Sensory Plasticity 
Adaptive sensory plasticity is essential for tuning neural circuits to properties of 
the world that must be learned from experience.  In the realm of development, this 
plasticity is unusually strong during early sensitive periods, wherein sensory experience 
is capable of permanently altering neuronal response properties and organization.  After 
the closure of these sensitive periods, plasticity is most often observed as compensatory 
changes after neural injury and adaptive plasticity wherein changes on the neural level 
reflect a change in the behavioral relevance of sensory stimuli.  In this section, tenets of 
developmental and adult unisensory plasticity are first reviewed, followed by a brief 
review of adaptive plasticity in the multisensory realm. 
 
Plasticity in Developing Animals 
Classical studies of developmental plasticity grossly manipulated sensory 
experience during sensitive periods of development and observed the ensuing 
organizational changes in sensory cortex.  In the visual system, this was most extensively 
seen as reorganization of ocular dominance columns after monocular deprivation, which 
has been described in cat, rat, ferret, monkey, and human (Hubel and Wiesel, 1963, 1968; 
Banks et al., 1975; Hubel et al., 1977; Fagiolini et al., 1994; Issa et al., 1999; Bengoetxea 
et al., 2008).  Similar work in the auditory and somatosensory systems has focused upon 
monaural plugging, cochlear lesions, and digit/whisker removal or denervation (Kaas et 
al., 1983; Merzenich et al., 1983; Diamond et al., 1993; Samson et al., 1993; Popescu and 
Polley, 2010). Collectively, these studies have resulted in the basic tenet that the 
organization (and reorganization) of sensory neural circuits is driven by competing 
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inputs.  Thus, when input from one eye is removed by enucleation or monocular 
deprivation, its share of cortex becomes responsive to input from the other, active eye. In 
contrast, in the case of binocular deprivation, the cortex remains in an immature state 
(i.e., the sensitive period is effectively extended) and near-normal development of ocular 
dominance columns is seen after normal sensory input is restored (Hubel and Wiesel, 
1963; Wiesel and Hubel, 1965; Hubel et al., 1977).  Consistent with the concept of 
competition, deprivation and over-exposure produce very similar results:  selective 
presentation of a 4-kHz tone during development of a rat has been shown to increase the 
representation of that frequency in primary auditory cortex (Zhang et al., 2001), and early 
over-stimulation of one digit relative to another produces a similar increase of its 
representation in somatosensory cortex (Simons and Land, 1987).  Effects of early 
exposure and the existence of sensitive periods for more complex sensorimotor and 
perceptual phenomena, such as bird song, human language learning, and musical training 
have also been demonstrated (Johnson and Newport, 1989; Pantev et al., 1998; Doupe 
and Kuhl, 1999).  During the course of development, then, it is clear that manipulation of 
the sensory environment is capable of eliciting profound and lasting changes in the neural 
structure of sensory systems.   
 
Plasticity in Adults 
Despite the importance of sensitive periods for the developmental plasticity 
observed in sensory systems, it has become increasingly clear that adult systems are also 
capable of plastic change.  The earliest studies of adult plasticity actually focused upon 
inter-sensory compensatory changes, wherein the loss of input from one modality 
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seemingly increased sensitivity and/or neural responsiveness to another (Kellogg, 1962; 
Rice et al., 1965; Korte and Rauschecker, 1993; Rauschecker and Korte, 1993).  Later, 
cortical map reorganization after digital deafferentation was shown to occur in adult 
animals well past their developmental critical periods (Merzenich et al., 1983).   
Intact adult sensory systems must be able to adapt to constantly changing 
environmental demands as well, but they must be stable enough to allow for reliable 
sensory processing, achieving what some have termed the plasticity-stability balance 
(Grossberg, 1980; Ogasawara et al., 2008).  As such, sensory systems must be able to 
determine when plastic change is necessary and which features of new environments 
should drive change.  Such a determination is central to perceptual learning, in which 
perceptual abilities improve with practice.  Most commonly, perceptual learning is 
studied in one of two ways.  One might look for differences in perception between a 
group with particular learned skills (e.g., birdwatchers, radiologists, wine experts, etc.) 
and those who have not had the training necessary for development of those skills (Bende 
and Nordin, 1997; Gauthier et al., 2000; Gauthier et al., 2003).  In a second approach, 
training on a perceptual task may be undertaken in a laboratory setting and changes in 
perception and/or neural function assessed after that training.  Such an approach forms 
the basis of the studies described in this volume, and has been used to demonstrate 
perceptual improvements in visual (Fiorentini and Berardi, 1980; Adini et al., 2002), 
auditory (Annett, 1966; Wright et al., 1997; Polley et al., 2004), somatosensory (Spengler 
et al., 1997; Nagarajan et al., 1998), and olfactory (Stevenson, 2001; Wilson and 
Stevenson, 2003) discrimination abilities.  In a visual example, one’s ability to 
discriminate between lines of different orientations improves robustly with training over 
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the course of several sessions (Schoups et al., 2001).  These improvements are typically 
stable over time, lasting months (Watanabe et al., 2002) or sometimes years (Karni and 
Sagi, 1993), and are often specific to particular stimulus parameters—such as location in 
space or contrast (Adini et al., 2002)—although some notable exceptions do exist (Liu, 
1999; Mossbridge et al., 2008; Xiao et al., 2008; Zhang et al., 2010).   
The neural changes underlying perceptual learning have been the subject of some 
debate.  While it makes intuitive sense that such improvements would be driven by 
changes in sensory areas, recent evidence indicates that they could also result from 
improvements in the way that sensory representations are interpreted in decision-making 
areas (Law and Gold, 2008).  Most work has supported the former hypothesis, however:  
perceptual learning-driven plasticity has been demonstrated in visual, somatosensory, and 
auditory cortices as well as in subcortical sensory structures (Fiorentini and Berardi, 
1980; Diamond et al., 1999; Pleger et al., 2001; Skrandies et al., 2001; Folta, 2003; de 
Boer and Thornton, 2008).  Robust and predictable cortical reorganization has been 
demonstrated in cases of perceptual learning, wherein a particular stimulus or stimulus 
property is consistently paired with reward or punishment, thus gaining increasing 
behavioral salience (Linkenhoker and Knudsen, 2002; Bergan et al., 2005; Polley et al., 
2006).    Several studies have demonstrated that focused attention and conscious effort 
are required to drive certain types of perceptual plasticity (Shiu and Pashler, 1992; 
Ahissar and Hochstein, 1993).  The importance of the top-down effects of attention, 
effort, and reward forms the basis of the hypothesis that behavioral relevance, signaled by 
changes in neuromodulatory signalling, allows mature circuits to overcome their inherent 
stability and produce plastic change.  This idea has been supported by a multitude of 
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recent studies demonstrating that acetylcholine agonists and antagonists are capable of 
modulating or preventing the occurrence of perceptual learning (Ji et al., 2001; Ji and 
Suga, 2003; Weinberger, 2004; Ji and Suga, 2008) and that dopaminergic or cholinergic 
modulation via electrical stimulation of the ventral tegmental area or nucleus basilis is 
capable of regulating auditory plasticity (Bakin and Weinberger, 1996; Kilgard and 
Merzenich, 1998b, a; Bao et al., 2001; Kilgard and Merzenich, 2002; Bao et al., 2003; 
Kilgard, 2003).  The exact nature of the cellular and/or network changes wrought by 
these influences on sensory cortex is not known at this time, but it is clear that both signal 
enhancement by Hebbian synaptic strengthening (Poggio et al., 1992; Fahle et al., 1995; 
Fahle, 2004) and noise reduction by lateral inhibition (Crist et al., 2001; Schwartz et al., 
2002; Hoshino, 2004) play key roles.  
 
Multisensory Plasticity 
Despite the richness of data on plasticity in all of the sensory systems, the study of 
multisensory plasticity is in its nascent stages.  Like the study of unisensory 
developmental plasticity, multisensory plasticity in development has been studied most 
extensively in the context of sensory deprivation, alteration, or injury and its effects on 
multisensory function (Calvert et al., 2004; Wallace and Bear, 2004; Carriere et al., 2007; 
Polley et al., 2008; Roder and Wallace, 2010).  Early neurophysiological studies 
demonstrated compensatory auditory changes after visual deprivation in the deep—and 
even superficial—layers of the SC (Rauschecker and Harris, 1983), and similar 
compensatory plasticity was observed in visual cortical area 19 (Hyvarinen et al., 1981).  
Shorter latencies for auditory and somatosensory ERP waveforms have been shown in 
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blind when compared with sighted individuals (Feinsod et al., 1973; Niemeyer and 
Starlinger, 1981).  Consistent with the idea that occipital cortex can be co-opted for 
processing of other sensory information in the blind, visual cortical activity has been 
demonstrated in the blind during somatosensory and auditory tasks (Neville et al., 1983; 
Sadato et al., 1996; Kujala et al., 1997; Bavelier et al., 2001; Burton et al., 2006), and the 
converse has been shown in auditory cortex of congenitally deaf individuals during visual 
and somatosensory tasks (Finney et al., 2001; Bavelier and Neville, 2002; Fine et al., 
2005).  Strikingly, this reorganization reveals a true shift in function:  studies using 
transcranial magnetic stimulation (TMS) to create functional lesions in early-blind 
participants during auditory spatial localization tasks have demonstrated that TMS-
mediated disruption of occipital cortex (but not auditory cortex) is capable of degrading 
performance (Collignon et al., 2009b).  The search for increased acuity in one sense after 
deprivation in another has yielded more ambiguous results, however:  no differences in 
auditory frequency discrimination have been detected between blind and sighted 
individuals (Niemeyer and Starlinger, 1981; Starlinger and Niemeyer, 1981; Bross and 
Borenstein, 1982), but auditory gap detection, localization, and general temporal 
processing have been shown to be improved in the blind (Muchnik et al., 1991; 
Rammsayer and Vogel, 1992; Collignon et al., 2009a).  Similarly, while overall haptic 
sensitivity has been shown to be unaltered in the blind (Pascual-Leone and Torres, 1993),  
tactile hyperacuity (Grant et al., 2000) and grating orientation tasks (Van Boven et al., 
2000) yield superior performance in blind Braille readers.   
Moving beyond the realm of compensatory changes, several recent developmental 
studies have shown that while multisensory neurons in the SC (Wallace et al., 2004) and 
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in the anterior ectosylvian sulcus of dark-reared cats (Carriere et al., 2007) retain their 
visual responsiveness, their unique integrative properties are lost.  Even more strikingly, 
alteration of multisensory spatial co-registration during development is capable of 
altering the spatial alignment of receptive fields of SC neurons while retaining their 
ability to integrate that information (Wallace and Stein, 2007), indicating that exposure to 
altered environmental statistics during development is capable of eliciting lasting change 
in multisensory systems. 
Multisensory processes are also capable of change into adulthood, although most 
studies have not examined multisensory perceptual learning per se, but have focused 
instead upon facilitation of unisensory perceptual learning with the use of cross-modal 
stimuli.  For example, several studies have trained different groups of participants on 
audiovisual and visual-alone versions of a motion discrimination task.  Results reveal 
enhanced visual motion discrimination abilities and an abbreviated time course of 
learning in the group trained on the audiovisual version of the task when compared with 
those trained only on the visual version (Seitz et al., 2006; Kim et al., 2008).  Similar 
results have been seen in the visual facilitation of voice discrimination learning (von 
Kriegstein and Giraud, 2006) and cross-modal facilitation of both auditory and visual 
natural object recognition (Schneider et al., 2008).  
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Introduction to the Current Work 
The examples above illustrate that multisensory processes are capable of being 
shaped by the sensory environment during development, and that unisensory perceptual 
learning is susceptible to cross-modal influences in the adult.   However, no study to date 
has examined the ability of adult multisensory systems themselves to be altered with 
perceptual learning.  The work contained in Chapter II represents the first attempt to 
characterize the multisensory temporal binding window with the use of an audiovisual 
simultaneity judgment paradigm and to narrow it with the use of perceptual training.  
This is followed directly by Chapter III, which offers evidence that this narrowing is the 
result of functional changes in multisensory posterior superior temporal sulcus as well as 
in auditory and visual areas.  These changes are described in conjunction with alterations 
in functional and effective connectivity among these areas after training.  Lastly, the 
General Discussion comprising Chapter IV summarizes the major findings of this work, 
discusses pertinent themes, and proposes directions for future study.   
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CHAPTER II 
 
PERCEPTUAL TRAINING NARROWS  
THE TEMPORAL WINDOW OF MULTISENSORY BINDING† 
 
Abstract 
The brain’s ability to bind incoming auditory and visual stimuli depends critically 
on the temporal structure of this information. Specifically, there exists a temporal 
window of audiovisual integration within which stimuli are highly likely to be bound 
together and perceived as part of the same environmental event. Several studies have 
described the temporal bounds of this window, but few have investigated its malleability. 
Here, the plasticity in the size of this temporal window was investigated using a 
perceptual learning paradigm in which participants were given feedback during a two-
alternative forced-choice (2-AFC) audiovisual simultaneity judgment task. Training 
resulted in a marked (i.e., approximately 40%) narrowing in the size of the window. To 
rule out the possibility that this narrowing was the result of changes in cognitive biases, a 
second experiment employing a two-interval forced choice (2-IFC) paradigm was 
undertaken during which participants were instructed to identify a simultaneously-
presented audiovisual pair presented within one of two intervals. The 2-IFC paradigm 
resulted in a narrowing that was similar in both degree and dynamics to that using the 2-
AFC approach. Together, these results illustrate that different methods of multisensory 
                                                 
† The contents of this chapter were first published as: 
Albert R. Powers, III, Andrea R. Hillock, and Mark T. Wallace Perceptual Training Narrows the 
Temporal Window of Multisensory Binding J. Neurosci. 29: 12265-12274; 
doi:10.1523/JNEUROSCI.3501-09.2009 
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perceptual training can result in substantial alterations in the circuits underlying the 
perception of audiovisual simultaneity. These findings suggest a high degree of flexibility 
in multisensory temporal processing and have important implications for interventional 
strategies that may be used to ameliorate clinical conditions (e.g., autism, dyslexia) in 
which multisensory temporal function may be impaired. 
 
Introduction 
The proper integration of information from the different sensory modalities is 
central to our ability to perceive the world in an accurate and meaningful way.  One of 
the most formidable tasks the brain faces in this process comes in determining whether 
stimuli from different modalities were generated by a single external source or come 
from different sources.  It is not surprising, then, that one of the key cues in this 
likelihood determination is spatial location (Meredith and Stein, 1986; Wallace et al., 
1992; Teder-Salejarvi et al., 2005), since stimuli that are spatially proximate are likely to 
be associated with a  common event, and stimuli that are spatially disparate are unlikely 
to be of common origin. Similarly, the temporal structure of a multisensory stimulus pair 
provides important probabilistic information as to the sources of sensory information. 
However, given the differing propagation times for environmental energies in each of the 
sensory systems, the temporal relationship of a stimulus pair derived from the same event 
must be flexibly specified. Consequently, the concept of a multisensory temporal binding 
window emerges as a useful construct.  Within this window, the combination of 
information from two modalities results in significant changes in neural, behavioral and 
perceptual responses (Dixon and Spitz, 1980; McGrath and Summerfield, 1985; Meredith 
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et al., 1987a; Lewkowicz, 1996; Colonius and Diederich, 2004). Multisensory temporal 
processes have been best examined in the audiovisual domain and have capitalized on 
tools such as simultaneity judgment tasks to define the important time scales for 
audiovisual binding.  
Although developmental studies have highlighted that significant changes take 
place in multisensory temporal processing as maturation progresses (Lewkowicz, 1996; 
Wallace et al., 1997; Wallace and Stein, 1997; Lewkowicz and Ghazanfar, 2006; 
Lewkowicz et al., 2008), few have looked at the possible malleability of these processes 
in the adult. Those that have examined the window’s flexibility focused on changes in 
point measures such as the PSS and have shown that repeated exposure to asynchronous 
multisensory combinations biases judgments in the direction of the repeated exposure 
(Fujisaki et al., 2004; Vroomen et al., 2004; Navarra et al., 2005; Vatakis et al., 2007; 
Hanson et al., 2008; Keetels and Vroomen, 2008).  In contrast, no work has examined 
whether the size of the multisensory temporal window can be enlarged or contracted, a 
change that would be of strong ethological and perceptual relevance because of the 
importance of this window in the binding of cross-modal cues and because there is 
increasing evidence that this window may be enlarged in several prominent 
neurobiological disorders (de Gelder et al., 2003; Virsu et al., 2003; de Gelder et al., 
2005; Hairston et al., 2005).  In the current study, we set out to examine whether we 
could alter the temporal characteristics of multisensory processing in adults by engaging 
participants in two perceptual training paradigms in which they were given feedback as to 
the correctness of their simultaneity judgments.  
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 Materials and Methods 
 
2-AFC Training 
Subjects 
Twenty-two (22) Vanderbilt undergraduate and graduate students (mean age 
20.73; 11 female) underwent the 2-alternative forced-choice (2-AFC) training portion of 
the study.  All participants had self-reported normal hearing and vision, and none had any 
personal or close family history of neurological or psychiatric disorders. All recruitment 
and experimental procedures were approved by the Vanderbilt University Institutional 
Review Board (IRB).  
 
2-AFC Simultaneity Judgment Assessment 
In this task (Fig 2.1), participants judged whether  the occurrence of a visual 
stimulus and an auditory stimulus were 'simultaneous' or 'non-simultaneous' by pressing 1 
or 2, respectively, on a response box (Psychology Software Tools Response Box Model 
200A). Participants were seated in a dark and quiet room 48 cm from a computer 
monitor. E-Prime 2.0 (2.0.1.109) was used to control all experiments. 
A white crosshair fixation marker (1 cm x 1 cm) on a black background appeared 
1 second before the stimuli were presented and persisted throughout the duration of each 
trial. The visual stimulus consisted of a white ring on a black background that subtended 
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Figure 2.1.  Simultaneity judgment protocol a. Temporal relationship between visual 
(ring flash) and auditory (tone pip) stimuli used in both the 2-AFC and 2-IFC 
experiments.  A tone pip was paired with a single ring flash presented at a stimulus-onset 
asynchrony ranging from -300(auditory preceding visual) to 300 ms (visual preceding 
auditory, in 50 ms steps) for each trial.  The duration of the visual and auditory stimuli 
was 11 ms. b. Representation of a portion of a trial sequence for the 2-AFC task. 
Participants were instructed to maintain fixation on the central cross for the duration of 
the trial and respond after presentation of each pair.  In the 2-IFC version of the task, 
participants were instructed to respond after every second presentation to determine 
which of the preceding two contained the simultaneous audiovisual pair. 
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 15° of visual space with an outer diameter of 12.4 cm and an inner diameter of 6.0 cm 
(area = 369.8 cm2). This stimulus was presented for one refresh cycle on a high refresh-
rate monitor (NEC MultiSync FE992, 120 Hz) and hence were 8.3 ms in duration.  
The auditory stimulus was a 10-ms, 1800-Hz tone burst presented to both ears via 
headphones (Phillips SBC HN110) with no interaural time or level differences.   The 
acoustic stimulus was calibrated with a Larson-Davis sound level meter (Model # 814).  
Auditory stimuli were presented at 110.4 dB SPL unweighted using impulse detection 
and flat weighting settings. 
The stimuli had stimulus onset asynchronies (SOAs) ranging from -300 ms 
(auditory stimulus leading) to 300 ms (visual stimulus leading) at 50 ms intervals. The 
timing of all stimuli was verified externally with an oscilloscope within an error tolerance 
of 10 ms arising from the inherent timing error of the auditory presentation hardware and 
drivers. In the Simultaneity Judgment Assessment task, the lags were equally distributed. 
A total of 325 trials made up the task (25 cycles x 13 trials/cycle).   
 
2-AFC Simultaneity Judgment Training 
The training tasks differed from assessments in that after making a response, the 
subject was presented with either the phrase “Correct!” paired with a happy face, or 
“Incorrect” paired with a sad face corresponding to the correctness of their choice. These 
faces (area = 37.4 cm2, happy = yellow, sad = blue) were presented in the center of the 
screen for 500 ms. The white ring and fixation were the same size as in assessment trials 
and were presented for the same amount of time. Only SOAs between -150 and 150 ms, 
broken into 50 ms intervals, were used for the training phase. In addition, in the training 
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phase the SOAs were not equally distributed:  the veridical simultaneous condition had a 
6:1 ratio to any of the other 6 non-simultaneous conditions. In this way there was an 
equal likelihood of simultaneous/non-simultaneous conditions, minimizing concerns 
about  response bias. There were 120 trials in the training phase (20 cycles x 6 
trials/cycle).  See Figs. 2.1a and 2.1b for illustrations of the temporal structure of 
stimulus presentation. 
 
2-AFC Training Protocol 
Training consisted of 5 hours (1 hour per day) during which participants took part 
first in a pre-training simultaneity judgment assessment, then in 3 shorter simultaneity 
judgment training blocks, followed by a post-training simultaneity judgment assessment.  
An additional baseline assessment was performed at the outset of the study for each 
subject, followed by the typical training day; this served to detect any practice effects that 
may have resulted from completion of the assessment itself.   
 
Follow-Up Assessment 
After one week without training, a subset of training subjects (n=16) returned to 
the lab and underwent one simultaneity judgment assessment without any training. 
 
2-AFC Exposure 
Subjects 
Fourteen (14) Vanderbilt undergraduate and graduate students (mean age 19.50; 4 
female) underwent the 2-alternative forced-choice (2-AFC) exposure portion of the study.  
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All participants had self-reported normal hearing and vision, and none had any personal 
or close family history of neurological or psychiatric disorders. 
 
Exposure Protocol 
The exposure portion of the study differed from the 2-AFC training protocol only 
in that in lieu of the training blocks, participants underwent 2-AFC exposure blocks of 
the same length.  Thus, all participants in both Experiment 1 and Experiment 2 took part 
in the same number of 2-AFC simultaneity judgment assessments.  The details of the 
exposure blocks are outlined below. 
 
2-AFC Exposure 
To maintain attention, the 2-AFC exposure blocks consisted of an oddball task 
wherein participants were exposed to the same ring-tone pairs present in the simultaneity 
judgment training sessions but were instructed to press a button when they saw a red ring. 
As in the simultaneity judgment training sessions, SOAs were not equally distributed:  
the veridical simultaneous condition had a 6:1 ratio to any of the other 6 non-
simultaneous conditions.  Red rings occurred with the same probability across all 
conditions, and were 1/10 as likely to appear as white rings.  The rings and fixation were 
the same size as in the assessment trial and were presented for the same amount of time; 
the tone was identical to that presented during assessment and training sessions.  Only 
SOAs between -150 and 150 ms, in steps of 50-ms intervals, were used for this task.   
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2-IFC Training 
Subjects 
Twenty (20) Vanderbilt undergraduate and graduate students (mean age 20.20; 13 
female) underwent the 2-interval forced-choice (2-IFC) training portion of the study.  All 
participants had self-reported normal hearing and vision, and none had any personal or 
close family history of neurological or psychiatric disorders. 
 
2-IFC Simultaneity Judgment Assessment 
The 2-IFC simultaneity judgment assessment employed exactly the same stimuli 
as those used in the 2-AFC task.  In this task, however, participants were presented with 
two visual-auditory pairs, one with an SOA of zero (simultaneously-presented) and one 
with a non-zero SOA (non-simultaneously presented).   Presentations were separated by 1 
second, during which a fixation cross alone was presented.  Instructions asked 
participants to indicate by button-press which interval (first or second presentation) 
contained the flash and beep that happened at the same time.  Participants were instructed 
to respond as quickly as possible. Simultaneous pairings were as likely to be presented in 
the first interval as in the second.  A simultaneous-simultaneous condition was present in 
equal representation to other SOAs as a catch trial.   
 
2-IFC Simultaneity Judgment Training 
The training phase of the 2-IFC portion of the study was identical to that of the 
assessment phase with two exceptions:  1) participants were given feedback as to the 
accuracy of their responses after each trial, in the same manner described in the 2-AFC 
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training; 2) in a manner similar to the 2-AFC simultaneity judgment training protocol, the 
range of SOAs presented during training (-150 ms to 150 ms by 50-ms increments) was 
restricted in training as compared to assessment (-300 ms to 300 ms).  However, unlike 
the 2-AFC version of this training, and by virtue of the 2-IFC structure, the ratio of 
simultaneous to non-simultaneous presentation was always 1:1.   
 
2-IFC Training Protocol 
Participants underwent training in five 1-hour blocks (one hour per day) on the 
two-interval forced-choice version of the simultaneity judgment task.  Similar to the 2-
AFC training protocol, each day’s 2-IFC training began with a simultaneity judgment 
assessment followed by three shorter blocks of training, and ended with a post-training 
simultaneity judgment assessment.   
 
Follow-Up Assessment 
A subset of training subjects (n=9) returned to the lab one week after cessation of 
training and underwent one simultaneity judgment assessment without any training. 
 
Data Analysis 
All data were imported from E-Prime 2.0 .txt files into MatLab 7.7.0.471 R2008b 
(The Mathworks, Inc., Cambridge, MA) via a custom-made script for this purpose.  
Individual subject raw data were used to calculate the mean probability of simultaneity 
judgment (2-AFC) and accuracy (2-IFC) at each SOA for all assessments.  These means 
were then analyzed in multiple ways as summarized in the following sections. 
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Grand Mean SOA Analysis 
To determine how overall group probability of simultaneity judgment (2-AFC) or 
accuracy (2-IFC) changed after training or exposure, individual means at each SOA were 
averaged to produce the grand average plots shown in Figures 2b, 3b, 4a, 5b, and 6a.  
Statistical analysis included performance of a two-factor (group, SOA) repeated-
measures analysis of variance (ANOVA), followed by post-hoc t-tests (with Holm 
correction for multiple comparisons) if significant to determine which SOAs showed 
statistically significant variation from pre-training to post-training assessment.   
 
Window Size Estimation 
Individual mean data were fit with two sigmoid curves generated using the 
MatLab glmfit function, splitting the data into left (auditory presented first) and right 
(visual presented first) sides and fitting them separately.  A criterion at which to measure 
each individual temporal window size was then established.  For the 2-AFC tasks, this 
criterion was equal to 75% of the maximum data point at baseline assessment.  For the 2-
IFC task, this criterion was set at half the distance between individuals’ lowest accuracy 
point at baseline assessment and 1 (also about 75% accuracy).  These criterion lines were 
then used to assess the width of the distributions produced by each individual’s 
assessment data throughout the duration of the training period.  Distribution width was 
then assessed for both the left side (from zero to the left-most point at which the sigmoid 
curve crossed the criterion line) and the right side (from zero to right intersection point) 
and then combined to get an estimation of total distribution width.  This was then used as 
a proxy for the size of each individual’s window at each assessment. An example of the 
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result of this process may be seen in Figure 2.2b.  It should be noted that, when mean 
data from any individual assessment were unable to be fit with a sigmoid curve, all data 
from this individual were discarded for analysis of window size progression. Group-level 
analysis of differences in window size across time was conducted by performing a 
repeated-measures ANOVA (within-subject factor, assessment number) followed by 
post-hoc t-tests (corrected via the Holm method for multiple comparisons) to determine 
which differences between assessment measures were responsible for the variance 
observed.   
 
Results 
2-AFC 
Judgments of audiovisual simultaneity can be used to define a multisensory temporal 
binding window 
The data produced by the 2-AFC training protocol from one participant are shown 
in Figure 2.2a.  Here, the mean probability of simultaneity judgment is plotted as a 
function of SOA and then fitted with two sigmoid curves to model the left and right sides 
of the plot.  The resulting distribution was used to create a singular metric to serve as an 
index of the multisensory temporal binding window. The value of this window was set as 
the breadth of the distribution (in ms) at which individual participants reported 
simultaneity at or over 75% of their maximum at baseline (full width at 75% height).   
This level was chosen because it represents half the distance between the 50% level and 
each individual’s highest likelihood of reporting simultaneity. Note that for this  
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individual’s initial assessment the mean span for the multisensory temporal window at 
this criterion was 287 ms (blue points and curve).  
 
Perceptual training on a 2-AFC task results in a significant narrowing of the 
multisensory temporal binding window 
Immediately following the training period there was a dramatic shift in judgments 
of simultaneity (Fig. 2.2). In the individual shown in Figure 2.2a, this was manifested as 
a decrease in window size from 287 ms at baseline assessment to 115 ms at the post-
training assessment on day 5.  Comparisons of group pre- and post-training simultaneity 
judgments at each SOA also reveal a strong effect (Fig. 2.2b). The largest training-related 
effects were seen on the right side of the distributions, corresponding to those conditions 
in which the visual stimulus preceded the auditory stimulus:  for all stimulus conditions, a 
repeated measures ANOVA with within-subject factors SOA and Pre-Post Status resulted 
in a significant interaction (F12, 238  = 10.11, p =0.005).   Post-hoc paired-samples t-tests 
revealed significant decreases in mean probability judgment at the 100 ms (from 0.826 to 
0.633, p= 0.025), 150 ms (from 0.709 to 0.507, p = 0.016), and 200 ms (from 0.622 to 
0.431, p = 0.020) SOA conditions after correction for multiple comparisons. Hence, the 
training effect appears to be driven largely by significant decreases in the probability of 
simultaneity judgment following training at the objectively non-simultaneous conditions.   
To examine the time course of the training-induced changes, we examined the 
simultaneity distributions at each of the eleven assessments completed throughout the 
course of training. Quite surprisingly, the effect is evident after a single day of training 
and is also equivalent in magnitude to that seen after 5 days of training (Fig. 2.2c). 
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Statistical analysis by repeated measures ANOVA  revealed a significant main effect of 
assessment number (n = 19, F10, 179 = 3.459, p < 0.001) and post-hoc paired-samples t-
tests with correction for multiple comparisons indicated a significant reduction in total 
window size from baseline assessment (mean of 294.59 ms) to post-training assessment 
day 1 (mean of 215.02 ms, p = 0.045, corrected).  Window size did not differ 
significantly from post-training day 1 assessment onward (by repeated-measures 
ANOVA, F8, 143 = 1.566, p = 0.140), although means decreased from 215.02 ms to 194.87 
ms.   Interestingly, changes in window size seem to be wholly attributable to decreases in 
the right side of the temporal window. Thus, whereas the left side of the distribution did 
not change significantly over the course of training (F10,179 = 1.637, p = 0.099), the right 
side showed strong training-related changes (from 159.57 ms at baseline to 109.56 ms at 
post-training day 5 assessment, F10,179 = 4.360, p = 1.77 x 10-5). 
 
Changes in the multisensory temporal window are not seen following passive exposure to 
the identical stimuli 
As with the training group, the data generated by the 14 exposure control 
participants during each assessment were fitted with two sigmoid curves and window 
sizes were derived.   Figure 2.3a shows data from a typical participant. Note that, in 
striking contrast to Figure 2.2a, the size of this individual’s window appears to have 
increased after exposure (from 383 ms at baseline to 443 ms at post-exposure day 5 
assessment).  This change parallels similar effects on the group level (Fig 2.3b):  
comparison by repeated-measures ANOVA revealed a significant interaction between 
SOA and pre/post exposure status (F12,142 = 7.793, p = 0.015) and while uncorrected post- 
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hoc t-tests indicate a significant increase in the probability of simultaneity judgment after 
exposure on the -50 ms, 0 ms, 200 ms, 250 ms, and 300 ms conditions (all p<0.05), only 
the 300 ms condition shows a change after correction for multiple comparisons (from a 
mean of 0.409 at baseline to 0.663 at post-training day 5, p = 0.002).  These results are 
upheld in analysis of group window size progression (Fig. 2.3c): one-way repeated-
measures ANOVA indicated a main effect of assessment number (n = 11, F10,99 = 2.212, p 
= 0.025), with a significant increase in mean window size (from 301.21 ms at baseline to 
403.33 ms at post-exposure day 5) first appearing at post-exposure assessment on day 4 
(p = 0.044, corrected).  However, this increase did not remain significant at pre- (p = 
0.660, corrected) and post-exposure (p = 0.069, corrected) day 5 assessments.  This 
difference in total window size appeared to be driven by an increase on the left side of the 
distribution (F10,99= 2.518, p = 0.011).  In contrast, analysis of the right side of the 
distribution indicated no effect (F10,99  = 0.771, p = 0.656).    
 
Training-induced changes in the multisensory temporal binding window are stable for at 
least one week 
Follow-up assessments were conducted on a subset of the participants in the 
training group (n=16) one week after the completion of training.  Participants underwent 
no additional assessments or training during this week.   Analysis of group-level 
probability of simultaneity judgment at each SOA tested (Fig. 2.4a) revealed a significant 
interaction between SOA and pre/post training status (repeated measures ANOVA, 
F12,166= 6.394, p = 0.023) and post-hoc t-tests corrected for multiple comparisons 
revealed a number of significant decreases on the right side of the distribution (100 ms,  
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from 0.833 to 0.565, p = 0.016; 150 ms, from 0.695 to 0.435, p = 0.009; 200 ms, from 
0.603 to 0.355, p = 0.010; 250 ms, from 0.463 to 0.238, p = 0.004; 300 ms, from 0.333 to 
0.140, p = 0.004).  Analysis of window size change corroborates these results (Fig. 2.4b), 
indicating an overall effect of assessment number in follow-up participants (n = 14; 
repeated-measures ANOVA, F10,129 = 3.873, p = 6.62 x 10-5).  Further analysis 
demonstrated 1-week follow-up window size (mean of 184.69 ms) to be significantly 
smaller than that at baseline assessment (mean of 255.86 ms, p = 0.004) as well as at 
post-training day 1 assessment (mean of 235.24 ms, p = 0.039), but not significantly 
different from post-training assessment on day 5 (mean of 197.15 ms, p = 0.608).  Thus, 
while training-induced narrowing remained unchanged one week after training cessation, 
there was evidence of continued narrowing after the initial post-training day 1 drop.   
 
2-IFC 
Perceptual training on a 2-IFC simultaneity judgment task results in a significant 
narrowing in the size of the multisensory temporal binding window 
While the 2-AFC results indicate a substantial, rapid, and long-lasting alteration 
in the size of the multisensory temporal binding window after perceptual training, it is 
possible that the effects seen may be driven, at least in part, by changes in cognitive 
biases (i.e., criterion shifts) associated with the two alternative design rather than by 
changes in sensory perceptual processes.  To address this possibility, a cohort of 20 
participants was recruited to take part in a two-interval forced choice (2-IFC) task 
wherein they were instructed to determine which of two sequential presentations of 
audiovisual pairs were simultaneous. This experimental structure does not require the 
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setting of a cognitive criterion for simultaneity and thus is more likely to reveal true 
improvements in discrimination abilities following perceptual training on the same task.  
It also carries with it the additional benefit of having a constant 1:1 ratio of simultaneous-
to-non-simultaneous presentations, eliminating the need to alter this ratio for the training 
portion of the study. 
As was done for the 2-AFC task results, individual data for each of the 20 
subjects’ assessments were fit with two sigmoid curves.  Similarly to the procedure used 
to determine window size in the 2-AFC task, the value of the temporal binding window 
was set as the breadth of the distribution (in ms) at which individual participants 
performed at a criterion defined as halfway between their lowest accuracy point at 
baseline and 1 (the mean criterion level was 72.3%).   Figure 2.5a illustrates the results 
of this process in one individual.  Note that this individual’s window size narrows from 
349 ms to 182 ms following training.  Group grand mean SOA analysis (Fig. 2.5b) 
revealed no overall effect of training at individual SOAs (repeated measures ANOVA, 
F11,196 =0.792, p = 0.385), likely the result of high inter-subject variability and the 
presence of individuals who fail to “learn” after training; see Fig. 2.8).  However, 
analysis of window size as a function of training day (Fig. 2.5c) revealed a highly 
significant main effect of assessment number (n = 17; F10,159 =4.503, p = 1.31 x 10-5), 
with the first significant drop occurring between the post-training assessment on day 1 
(mean of 275.79 ms) and the pre-training assessment on day 2 (mean of 173.67 ms, p = 
0.002, corrected).  Window size measures from this time period forward did not differ 
significantly (F7,111=2.067, p = 0.052), and all remained significantly lower than baseline 
88 
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(mean of 305.82 ms). In a striking similarity to the data derived from the 2-AFC portion 
of the study, the changes yielded by the 2-IFC training task seemed to be driven almost 
completely by shifts in the right side of the multisensory temporal distributions:  although 
repeated-measures ANOVA indicated significant variation in left window size among the 
different assessments (F10,159 =3.442, p<0.001), no window size measurement proved to 
be statistically significant from baseline after correction for multiple comparisons.  In 
contrast, window sizes on the right side varied significantly across assessments (F10,159 = 
3.450, p < 0.001) and, like the pattern in total window size change, first varies 
significantly from baseline (mean of 216.97 ms) at pre-training assessment on day 2 
(mean of 107.68 ms, p = 0.002, corrected).   
 
Changes induced by perceptual training on a 2-IFC simultaneity judgment task are stable 
for at least one week 
One week after completion of their training on the 2-IFC task, 9 participants 
returned to complete a final assessment, the results of which are depicted in Figure 2.6.  
Analysis of grand mean accuracy as a function of SOA (Fig. 2.6a) revealed a significant 
interaction between SOA and pre/post training status (F11,75 = 13.131, p = 0.007), and 
post-hoc t-tests showed statistically significant increases in mean accuracy at 150 ms 
(from 0.681 to 0.881, p = 0.010, corrected), 200 ms (from 0.794 to 0.900, p = 0.047, 
corrected), and 300 ms (from 0.794 to 0.950, p = 0.018, corrected) SOA conditions.  
Once again, these effects were also evident on individual window size analysis (Fig. 
2.6b), which indicated that there was significant variation among window sizes across all  
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assessments (repeated-measures ANOVA, n = 7, F10,59 = 2.29, p = 0.019), and that 
window size on one-week follow-up assessment (144.22 ms) was still significantly 
smaller than at baseline (357.53, p = 0.001) but was not significantly different from post-
training day 5 assessment (178.17 ms, p = 0.582).   
 
The window narrowing produced by 2-AFC and 2-IFC training tasks are highly similar 
in both degree of narrowing and its temporal dynamics  
Examination of window size change over the course of training for both the 2-
AFC and 2-IFC tasks allows for comparison of the dynamics of changes brought about by 
training under the two paradigms.  Figure 2.7 highlights several similarities and 
differences between the two groups.  Although training utilizing the 2-AFC task results in 
a window size that is significantly narrower than baseline earlier (post-training day 1) 
than training under the 2-IFC task (pre-training day 2), and although the mean window 
size for the 2-IFC group is often lower than that of the 2-AFC after baseline assessment, 
an ANOVA with between-subject factor Group and within-subjects factor Assessment 
Number indicated no main effect of group (F1,19 = 2.673, p = 0.103) and no interaction 
between group and assessment number (F10,188 = 0.993, p = 0.449).  On the level of each 
individual assessment, 2-IFC window size (173.67 ms) only significantly smaller than 2-
AFC window size (234.50 ms) at pre-training day 2 assessment (p = 0.024), and this 
difference does not withstand correction for multiple comparisons.  Overall, the degree 
and time-course of narrowing are remarkably similar between the two paradigms. 
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Figure 2.7.  The window narrowing produced by 2-AFC and 2-IFC training tasks are 
highly similar in dynamics and degree.  Plotted are the average window sizes across the 
training week in 2-AFC (dark blue) and 2-IFC (light blue) subjects.  Window size 
magnitude and degree of change do not significantly differ between the two groups, 
although 2-AFC reached significance from baseline one assessment earlier than those 
who underwent the 2-IFC task (asterisks).    *, p<0.05, **, p<0.01. 
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Large initial window size predicts success during training  
It was noted upon analysis of the 2-IFC data that there appeared to be individuals whose 
mean window sizes decreased with training (dynamic participants) and those whose mean 
window sizes either remained the same or increased in size (static participants).  2-AFC 
dynamic participants’ (n = 13) and static participants’ (n = 6) window size progressions 
are plotted in Figure 2.8a.  An ANOVA with between-subjects factor Group and within-
subjects factor Assessment Number revealed a significant interaction (F10,58= 14.358, p < 
0.001), and the difference between groups at baseline assessment trended toward 
significance (dynamic participants, 344.01 ms, static participants,  187.40 ms, p = 0.086).  
Further analysis indicated that window size significantly decreased across the week’s 
assessments in dynamic participants (repeated-measures ANOVA, F10,119 = 4.125, p = 
6.63x10-5) but that no such change occurred in static participants’ window size (F10,49 = 
0.737, p = 0.687).  Figure 2.8b highlights the differences in progression seen between 2-
IFC dynamic participants (n = 11) and static participants (n = 6) over the course of the 
training week.  Analysis of these differences by two-way ANOVA reveal a significant 
interaction between group and assessment number (F10,58= 2.318, p = 0.014).  Most 
importantly, the two groups differed significantly at baseline assessment (dynamic 
participants, 391.12 ms, static participants, 149.45 ms, p = 0.032), but did not differ 
significantly at any other individual assessment number.  As was the case with 2-AFC 
dynamic participants, it was found that dynamic participants’ window sizes decreased 
significantly over the course of the training week (F10,99 = 5.656, p = 1.15x10-6), but there 
were significant variations in window size in static participants over this period (F10,49  = 
3.604, p = 0.001), driven by the sharp increases on post-training day 4 and post-training  
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day 5 assessments. These increases form part of an overall pattern characterized by 
increased window sizes upon post-training assessment as compared to pre-training, 
leading to the appearance of a sawtooth pattern in the window sizes of static participants 
over the training week.  Interestingly, this pattern does not appear in dynamic participants 
but is prominent in the 2-IFC group data (Fig. 2.5c), indicating that the latter effect may 
be wholly driven by the increases exhibited by the 2-IFC static participants. 
Examination of individual subjects’ initial window sizes and the window size 
changes exhibited by these individuals after training yielded significant correlations in 
both the 2-AFC (R2 = 0.695, p = 1.51 x 10-6) and 2-IFC (R2 = 0.504; p = 4.61 x 10-4) data 
sets.   Even more striking, the lines of best fit for these data sets have very similar slopes 
(0.93, 2-AFC; 0.94, 2-IFC) and x-intercepts converging near 200 ms, the approximate 
size of static participants’ initial windows.  Together, these analyses indicate that it is 
possible to predict the direction and magnitude of window size change based upon initial 
window size.   
 
Discussion 
We have demonstrated that two multisensory perceptual training paradigms are 
capable of effecting significant, lasting changes in participants’ judgments of the 
perceived simultaneity between visual and auditory events.  Moreover, we have provided 
strong evidence that these effects are driven by a true change in perceptual discrimination 
abilities engendered by training, and are not a result of simple exposure to the repeated 
statistical regularities of the training stimuli.   
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Examination of the multisensory temporal window distributions prior to training 
on both tasks revealed a strong asymmetry, with a shoulder of increased probability of 
simultaneity judgment on the right half of the distribution (i.e., when the onset of the 
visual stimulus precedes the auditory stimulus).  This asymmetry is consistent with other 
measures of the multisensory temporal window (McGurk and MacDonald, 1976; Dixon 
and Spitz, 1980; McGrath and Summerfield, 1985), and may be explained by the fact that 
the visual-leading conditions (unlike auditory-leading conditions) are ethologically valid 
and must be flexibly specified based upon the distance of the stimulus from the observer.  
This asymmetry is eliminated with training, most likely reflecting the symmetrical 
structure of the training tasks. 
One of the most surprising effects of the perceptual training was its time course. 
In both the 2-AFC and 2-IFC tasks, significant effects emerged after a single day of 
training. Indeed, there is growing evidence that short-term exposure to asynchronous 
audiovisual pairs can drive temporal recalibration (Fujisaki et al., 2004; Vroomen et al., 
2004; Navarra et al., 2005; Keetels and Vroomen, 2007; Navarra et al., 2007; Vatakis et 
al., 2007; Hanson et al., 2008; Keetels and Vroomen, 2008). These short-term effects 
have been shown to be transient, and as a consequence of these prior studies our 
expectation was that the effects of multisensory perceptual learning would not be retained 
long after the cessation of training. In contrast, the training effects in the current study 
showed a stability that extended at least a week after the cessation of training. Indeed, 
performance further improved during this week.  In the 2-AFC task, this improvement on 
follow-up is seen not only as a decline in reports of simultaneity for non-simultaneous 
conditions, but also as a significant increase in the probability that participants will judge 
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the veridical simultaneous condition as simultaneous. Possible explanations for this 
improvement include recovery from fatigue associated with five consecutive days of 
training, a possibility that needs further investigation (see below). Another intriguing 
possibility is that long-term memory consolidation may play a role in strengthening the 
original training effects (see (McGaugh, 2000) for review).  Indeed, several studies have 
demonstrated that perceptual learning effects may depend greatly upon sleep-mediated 
consolidation (Karni et al., 1994; Maquet, 2001; Fenn et al., 2003; Walker and Stickgold, 
2004).   
The results of the passive exposure experiment deserve particular note, given the 
surprising finding of an increase in window size over the course of the week of exposure 
to training stimuli.  Because the switch from assessment to training/exposure in the 2-
AFC task required an alteration in the ratio of simultaneous to non-simultaneous stimulus 
presentations from 1:1 to 6:1, the widening of the temporal binding window observed in 
exposure subjects may well represent an implicit learning phenomenon, wherein 
participants “learn” during exposure that an increased number of simultaneous 
presentations is occurring and subsequently bias their responses.  This hypothesis is 
supported by similar data shown in Figure 2.9, derived from a small number of 
participants (n=5) who underwent the 2-AFC training paradigm without any explicit 
feedback; thus, these participants did not perform the exposure (oddball) task, but 
performed  the original training task without the presence of feedback These data show a 
similar (but not statistically significant) increase in window size over the course of the 
week.  In addition, these results indicate that the training effects observed were not the 
result of a simple narrowing of the stimulus space (from 300 ms on each side of the  
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Figure 2.9.  Training without feedback fails to narrow the multisensory temporal binding 
window.  Plotted are data from 5 participants who underwent the same training protocol as 
the 2-AFC training group but in the absence of explicit feedback.  Results indicate that 
window size remains stable in the absence of feedback. 
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distribution during assessment to 150 ms on each side during training) but were the true 
result of feedback training.   
The importance of feedback for the observed narrowing of the multisensory 
temporal binding window fits well with what is known about the critical elements for 
engaging sensory plasticity.  Seminal studies showed that significant reorganization could 
be driven in a bottom-up fashion by exposure to a constrained set of sensory stimuli early 
in development (Hubel et al., 1977; Simons and Land, 1987; Zhang et al., 2001; de 
Villers-Sidani et al., 2007; Han et al., 2007), and that passive exposure to these same 
stimuli became less likely to drive behavioral change and neural reorganization as an 
animal reached the end of a critical period of development (Hubel and Wiesel, 1963).  
Later studies revealed that these anatomical, behavioral and physiological changes 
induced in developing animals by passive exposure could indeed take place in adults via 
top-down perceptual learning, wherein stimuli are paired with either positive or negative 
reinforcement (Salazar et al., 2004; Blake et al., 2006; Polley et al., 2006).  Thus, it 
appears that the pairing of an alteration in the sensory statistics with an instructive signal 
(i.e., feedback) is crucial for adult sensory reorganization, and this principle is supported 
by the data reported here. 
Further work is needed to better characterize the effects of fatigue and inattention 
on the size of the multisensory temporal binding window. As highlighted in the data, the 
increases in window size on each post-training assessment in the 2-IFC task are driven 
exclusively by static participants whose temporal windows are small prior to any training.  
This fact points strongly to the idea that these increases may be the result of fatigue or 
inattention and is further supported by an analysis of response bias in these individuals  
100 
 
  
0
0.1
0.2
0.3
0.4
0.5
0.6
Baseline Pre       
Day 1
Post      
Day 1
Pre       
Day 2
Post      
Day 2
Pre       
Day 3
Post      
Day 3
Pre       
Day 4
Post      
Day 4
Pre       
Day 5
Post      
Day 5
Means
P
ro
ba
bi
lit
y 
of
 P
re
ss
in
g 
1 
on
 
Si
m
ul
ta
ne
ou
s-
Si
m
ul
ta
ne
ou
s T
ri
al
s
Dynamic
Static
**
Figure 2.10.  Static participants on the 2-IFC task show increased response bias on 
some assessments.  The probability that dynamic participants (dark gray) and static 
participants (light gray) will press “1” on simultaneous-simultaneous catch trials is 
plotted over the course of the training week.  Although all participants show a significant 
bias toward pressing “2” on these trials, this bias is most pronounced in static 
participants at a point of high fatigue (the end of the first day of training).  Note also that 
these points also correspond to assessments at which static participants show increases 
in window size (Fig. 8). 
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(Fig. 2.10).  These data were derived from responses in 2-IFC catch trials during which 
participants were presented with two simultaneous (instead of one simultaneous and one 
non-simultaneous) audiovisual events. Results show that, while all individuals appear to 
share a bias toward indicating that the simultaneous pair was present in the second 
interval during this condition (p = 1.421 x 10-4), static participants have a much more 
pronounced bias than dynamic participants during the pre- (p = 0.035) and post-training 
(p = 0.037) assessments on day 1, during which participants spent the most time in the 
lab and showed large increases in window size (Fig. 2.8). 
Importantly, and despite the above considerations, several pieces of evidence 
indicate that the phenomena observed here reflect changes in sensory perceptual rather 
than cognitive systems.  First is the fact that, by and large, the size of the multisensory 
temporal binding window at baseline assessment and the narrowing brought about by 
training are remarkably similar in spite of alterations in task structure, pointing to a 
construct that is driven largely by changes in (multi)sensory representations.  It should 
also be noted that the mean window sizes and shapes observed at baseline assessment 
(~275-300 ms, skewed toward the positive side of the distribution) are very much in 
accord with those reported in prior work (Dixon and Spitz, 1980; Bushara et al., 2001; 
Zampini et al., 2003; Colonius and Diederich, 2004; Fujisaki et al., 2004; Zampini et al., 
2005b; Zampini et al., 2005a), making the training effects reported here even more 
striking in that they alter both of these characteristics of the temporal binding window. 
Second, and most notably, trends across the span of the training week indicate that 
dynamic participants tend to exhibit larger temporal windows at baseline assessment than 
do static participants and that dynamic participants’ windows narrow until they are at a 
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size that is comparable to those of static participants. Taken together, these results 
indicate that there may be a lower limit to the size of multisensory binding window in 
typically-developing adults.  However, further studies must be done to rule out the 
possibility that this seeming lower limit is an artifact of the specifics of the tasks’ training 
and reward structure.    
A search for the neural bases of the multisensory temporal binding window 
described here has become an increasingly active area of inquiry of late, and can trace its 
origin to earlier studies that highlighted the importance of temporal factors in modulating 
multisensory integration at the level of the single-cell (Meredith et al., 1987b; Wallace et 
al., 1996; Stanford et al., 2005). This work has now been extended to the network level, 
where a number of recent studies point to the presence of a large, dynamic network of 
areas that include the insula, posterior parietal and superior temporal cortices as being 
critical in the perception of audiovisual simultaneity (Bushara et al., 2001; Calvert et al., 
2001; Bushara et al., 2003; Noesselt et al., 2007; Noesselt et al., 2008). Most recently, 
interest has been focused on the potential role of neuronal oscillations in multisensory 
processing and temporal binding (Lakatos et al., 2007; Chandrasekaran and Ghazanfar, 
2009). Taken together, this work points to cortex as the critical locus for perceptual 
plasticity (Schwartz et al., 2002; Pleger et al., 2003; Maertens and Pollmann, 2005).  
Returning to the single cell, one readily envisioned mechanism to subserve the 
plastic changes in evidence here is a narrowing in the temporal tuning profile of 
multisensory neurons responsible for binding processes. In virtually all studies examining 
these tuning functions in individual multisensory neurons, the temporal windows within 
which significant multisensory interactions can be generated have been shown to be 
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surprisingly wide (i.e., several hundred milliseconds; see (Meredith et al., 1987b; Wallace 
et al., 1996; Stanford et al., 2005)). Although these tuning functions have been shown to 
be relatively static in adults even in the face of significant changes in sensory statistics 
(Polley et al., 2008), the coupling with a reinforcement-based signal may be sufficient to 
engender significant change. Indeed, physiological studies of adult plasticity within 
sensory systems have focused on basal forebrain cholinergic signals as the instructive cue 
(Huerta and Lisman, 1995; Hohmann and Berger-Sweeney, 1998; Kilgard, 2003).  
Moving beyond the single cell, another plausible mechanism is a consolidation in the 
timing circuits that serve to perceptually anchor stimulus events from different 
modalities, with this consolidation serving to narrow the tolerance for the encoding of 
unity judgments. Whether the critical consolidation takes place in one of the nodes in the 
cortical network, or whether it is distributed awaits future study. A final potential 
mechanism could feature changes in oscillatory patterns within or across cortical domains 
that are integral in temporal binding. In addition to the role of cortex, increasing evidence 
indicates that subcortical structures are far more capable of plastic change than previously 
thought (Illing, 2001; de Boer and Thornton, 2008; Song et al., 2008; Tzounopoulos and 
Kraus, 2009).  Hence, future neuroimaging studies will focus on both cortical and 
subcortical structures in order to elucidate the neural bases of the temporal plasticity 
evident in multisensory systems.   
Overall, the results reported here indicate that training on a simultaneity judgment 
task is capable of eliciting meaningful, lasting changes in the size of individuals’ 
multisensory temporal binding windows.  This ability holds particular promise in 
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designing remediation strategies for disorders (i.e., dyslexia, autism, schizophrenia) in 
which altered multisensory temporal processing is a contributory factor.   
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CHAPTER III 
 
NEURAL CORRELATES OF MULTISENSORY PERCEPTUAL LEARNING† 
 
Abstract 
The brain’s ability to bind incoming auditory and visual stimuli depends critically 
on the temporal structure of this information. Specifically, there exists a temporal 
window of audiovisual integration within which stimuli are highly likely to be perceived 
as part of the same environmental event. Several studies have described the temporal 
bounds of this window, but few have investigated its malleability.  Recently, our 
laboratory has demonstrated that a perceptual training paradigm is capable of eliciting a 
40% narrowing in the width of this window that is stable for at least one week after 
cessation of training.  In the current study we sought to reveal the neural substrates of 
these changes.  Eleven subjects completed an audiovisual simultaneity judgment training 
paradigm, immediately before and after which they performed the same task during an 
event-related 3T fMRI session.  The posterior superior temporal sulcus (pSTS) and areas 
of auditory and visual cortex exhibited robust BOLD decreases following training, and 
resting state and effective connectivity analyses revealed significant increases in coupling 
between these cortices after training.  These results represent the first evidence of the 
neural correlates underlying plastic change in adult multisensory networks that likely 
represent the substrate for a multisensory temporal binding window.  
 
                                                 
† The contents of this chapter are included in a manuscript submitted to Nature Neuroscience and thus 
follow that journal’s format. 
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Introduction 
We live in a world rich in sensory information. As such, the degree to which we 
are able to parse and combine this information effectively determines our ability to 
perform many tasks, and continually shapes our perceptions of the world. To solve this 
important and computationally expensive set of problems the brain takes advantage of 
certain statistical regularities of stimuli within the physical world—including spatial and 
temporal congruity—in determining which information from the different senses should 
be perceptually bound.  A number of studies have established that visual and auditory 
events emanating from the same location in space are likely to be perceptually bound 
(Meredith and Stein, 1986; Wallace et al., 1992; Teder-Salejarvi et al., 2005; Innes-
Brown and Crewther, 2009).  The same may be said in the temporal domain, but because 
the propagation speeds of the energies carrying visual and auditory information differ, 
some flexibility must be afforded in this determination.  Thus, in describing whether or 
not asynchronously occurring auditory and visual events are likely to be perceptually 
unified, the concept of a temporal window of multisensory binding has become a useful 
construct.  Within this time interval (generally in the range of 250 – 300 ms) auditory and 
visual events are likely to be perceptually bound and produce neurophysiological, 
behavioral, and perceptual changes (Meredith et al., 1987; Sekuler et al., 1997; Shams et 
al., 2002; Colonius and Diederich, 2004). 
Recently, studies have begun to focus upon elucidating the neural correlates of the 
multisensory temporal binding window, and human neuroimaging studies have identified 
a network of brain regions that appear to be important in the perception of audiovisual 
temporal relations.  In previous PET and fMRI studies, canonical regions of multisensory 
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convergence such as superior colliculus (Bushara et al., 2001; Calvert et al., 2001), 
posterior superior temporal sulcus (pSTS) (Calvert et al., 2001), inferior parietal lobule 
(Bushara et al., 2001), and insula (Bushara et al., 2001; Calvert et al., 2001) have been 
shown to be preferentially active during the presentation of synchronous auditory and 
visual stimuli (as compared to asynchronous presentation).  More recent work has 
extended this network to include domains within visual and auditory cortices (Bischoff et 
al., 2007; Dhamala et al., 2007; Noesselt et al., 2007).   
Although these imaging studies have identified the important nodes involved in 
multisensory temporal perceptual processes, their ability to clarify the functional roles 
these nodes may play in processing multisensory temporal information is limited. More 
functionally-oriented studies would strive to manipulate these networks in ways that 
capture the dynamics of the temporal encoding processes. Recent work has provided just 
such a tool by demonstrating that training on an audiovisual simultaneity judgment task is 
capable of eliciting a robust, rapid and stable narrowing of the multisensory temporal 
binding window (Powers et al., 2009).  The current study takes advantage of this 
plasticity to uncover the dynamic interactions among the nodes of the network that may 
underlie perception of audiovisual simultaneity. 
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Results 
Perceptual training narrows the multisensory temporal binding window 
Eleven subjects participated in the psychophysical and neuroimaging portions of 
the study, which took place over two days. The study consisted of initial psychophysical 
and neuroimaging assessments, followed by a training phase and then final 
psychophysical and imaging assessments.  In the assessments, participants engaged in a 
two-interval forced choice (2-IFC) audiovisual simultaneity judgment task (Fig. 3.1a, b) 
wherein they reported which of two presentations of an audiovisual stimulus pair 
occurred simultaneously (i.e., at a stimulus onset asynchrony [SOA] of 0 ms). Within the 
other interval the stimuli were always asynchronously presented, at SOAs ranging from -
300 ms (auditory leading visual) to +300 ms (visual leading auditory) in 50 ms 
increments.  Following the initial assessment, participants were then trained on the same 
task.  The training portion used identical stimuli but provided feedback on each trial as to 
the correctness of the participant’s response.  Neuroimaging assessments consisted of 
high-resolution T1 structural scans, resting state functional connectivity, blocked 
multisensory effective connectivity, and event-related fMRI scans wherein participants 
performed the 2-IFC task.  For practical reasons, fMRI data was only collected for SOAs 
of 0 ms (objective simultaneity), 300 ms (largest asynchrony) and an intermediate SOA 
determined for each participant and which represented a value at or near the border of 
their individualized multisensory temporal binding window (labeled as Right Window 
Size, RWS). 
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Figure 3.1.  Experimental procedure and behavioral results.  a.  Stimulus presentation protocol 
for a forced choice trial.  Here, one stimulus pair is always simultaneously presented (stimulus 
onset asynchrony, SOA = 0), and one is separated by some SOA ranging from -300 ms (auditory 
leading visual) to +300 ms (visual leading auditory), by 50 ms increments. b.  Physical 
characteristics and temporal structure of the stimuli used.  Depicted is a simultaneous-first two-
interval forced choice trial. c.  Data from one participant at baseline and final assessments, 
plotted as mean accuracy as a function of stimulus onset asynchrony (SOA).  These data are fitted 
with two sigmoid curves to model the left and right sides of the temporal binding window, and the 
size of this window is taken to be the breadth of this distribution at half the distance between the 
minimum data point at baseline and 1 (full width at half height).  By this measure, this 
individual’s temporal window size narrows from 178 ms at baseline to 100 ms after training.  d.  
Mean total window size  from all 11 participants.  Mean window size decreases significantly from 
baseline (340 ms) to final assessment (219 ms).  Error bars indicate one S.E.M; **, p < 0.01. 
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In accordance with our prior psychophysical study (Powers et al., 2009), analysis of data 
from the participants who underwent training on the 2-IFC task revealed a marked 
narrowing of their multisensory temporal binding window.  Figure 3.1c features data 
from one individual at baseline and upon final assessment. Note the significant 
improvements in performance following training, and the decline in the width of the 
temporal window (see methods for details on how these windows were delimited) from 
178 ms at baseline to 100 ms at final assessment.  Figure 3.1d depicts the significant 
change in the group window size following training.  Whereas baseline window size was 
340 ms, following training this value declined to 219 ms (paired samples t-test, p = 
0.00759, corrected).  Both the mean window size at baseline and the degree of narrowing 
exhibited by participants following training (36% decrease from baseline) are very 
similar to what has been previously described (Powers et al., 2009) and illustrates the 
efficacy of the perceptual training regimen in altering audiovisual simultaneity 
perception. 
 
Multisensory timing-dependent networks change with perceptual training 
Important in the determination of which brain networks may underlie the 
improvements in multisensory temporal perception is the identification of brain areas that 
respond differentially to synchronous and asynchronous presentations of audiovisual 
stimulus pairs.  To create this contrast, two event-related runs from the pre-training 
session and two from the post-training session were isolated and used as a localizer, 
contrasting activity related to synchronous presentation with that related to asynchronous 
presentation. The localizer identified a network of areas known to be important for 
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audiovisual synchrony perception, including the multisensory areas pSTS(Calvert et al., 
2000; Calvert et al., 2001; Dhamala et al., 2007; Noesselt et al., 2007; Stevenson et al., 
2010); insula (Calvert et al., 2001); posterior parietal cortex (Dhamala et al., 2007),  and 
lateral occipital cortex (Dhamala et al., 2007), as well as visual (Noesselt et al., 2007; 
Stevenson et al., 2010) and auditory areas (Noesselt et al., 2007; Stevenson et al., 2010).  
Additionally, regions of the superior cerebellum closely associated with the nucleus 
interpositus, known from lesion and functional imaging studies to be important in sub-
second timing tasks (Perrett et al., 1993; Bao et al., 2002; Kotani et al., 2003), were also 
identified.  
After these initial analyses succeeded in identifying a plausible network of 
cortical areas that are differentially active to synchronous versus asynchronous 
audiovisual pair presentation, a second analysis sought to determine if activity in these 
areas changed after training.  On the whole-brain level, only two contrasts yielded 
significant clusters of activation that overlapped with the localizer. These two contrasts 
were at objective simultaneity (Pre SOA 0 > Post SOA 0; Figure 3.2 yellow patches) and 
at long asynchrony (Pre SOA 300 > Post SOA 300; Figure 3.2 red patches, both cluster-
size corrected to α = 0.05 with starting p = 0.01, t = 2.76).  It should be noted that these 
regions of overlap lie in canonically-identified unisensory and multisensory convergence 
areas (see Table 2.1), the most prominent of which (127 combined voxels) is centered on 
the right posterior superior temporal sulcus (pSTS), an average of 28.13 (±4.16 SEM) 
voxels away from the centers of gravity of pSTS areas of activation identified in prior  
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LH RH
Pre SOA 0 > Post SOA 0 ∩ Localizer
Pre SOA 300 > Post SOA 300 ∩ Localizer
t = 2.76, p = 0.01, cluster-size corrected at α = 0.05 
 Localizer: 0 > 300 U 300 > 0 
Figure 3.2.  Synchrony-responsive networks change with perceptual training.   Group 
data from a random-effects analysis meant to identify regions of cortex that are sensitive to 
synchrony versus asynchrony of audiovisual stimulus pairs in localizer runs (light blue).  
Other colors represent clusters that responded differentially to presentation of audiovisual 
pairs separated by the same stimulus onset asynchrony (SOA) in pre- and post-training 
scans.  Cortical surface is created from the group average. Statistics for all contrasts were 
cluster-size corrected for multiple comparisons to α = 0.05. 
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  Center 
of 
Gravity
    
Region Cluster 
Size 
(voxels) 
X Y Z T p-unc p-FDR 
Pre 0 > Post 0 ∩ 
Localizer 0>300 
Right Posterior Superior 
Temporal Sulcus 
77 62 -34 -4 3.83 0.003313 0.00994
Pre300Post300 ∩ 
Localizer 0>300 
Right Medial Superior 
Cerebellum  (Culmen) 
162 36 -60 -32 3.34 0.007434 0.029555
Right Posterior Superior 
Temporal Sulcus 
50 52 -22 -10 3.23 0.008987 0.029555
Right Cuneus 3 4 -76 2 3 0.013434 0.029555
Left Superior Temporal 
Gyrus
2 -46 -34 12 2.89 0.016233 0.029761
Table 1.  Regions exhibiting localizer and pre-/post-training differences.  Regions listed are 
identified via a conjunction analysis of synchrony- and training-responsive areas.  P values 
listed are reported before and after cluster-wise FDR correction for multiple comparisons. 
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audiovisual synchrony detection studies (Calvert et al., 2000; Calvert et al., 2001; 
Dhamala et al., 2007; Noesselt et al., 2007; Stevenson et al., 2010) .  Using these 
overlapping areas as cortical regions of interest (ROIs), we are able to analyze the details 
of their activity changes over the training period. 
 
BOLD activity in pSTS decreases with training  
The pSTS ROIs identified by this conjunction analysis make up a 127-voxel 
region in middle-posterior STS consisting of separate but adjacent areas that exhibit 
significant decreases in BOLD activation after training (Fig. 3.3a – colors the same as for 
Fig. 3.2).  To quantify these differences, the mean event-related ROI time courses were 
extracted for each individual, and the degree of BOLD activity change was taken as the 
mean percent signal change. The greatest magnitude change was seen in the simultaneous 
(SOA 0) and highly asynchronous (SOA 300) conditions (Fig. 3.3b-d). In contrast, little 
change was observed for the intermediate, individually-defined right window size (RWS) 
condition in either the anterior pSTS ROI (Fig. 3.3b; SOA 0: t10 = 3.09, p = 0.0115; SOA 
300:  t10 = 1.54, p = 0.155), the posterior pSTS ROI (Fig. 3.3d; SOA 300: t10 = 2.57, p = 
0.0278), or the two taken as one combined ROI (Fig. 3.3c; SOA 0: t10 = 2.37, p = 0.0393; 
SOA 300:  t10 = 1.989; p = 0.0748).   
BOLD signal decreases like those seen here have been interpreted to reflect 
improved efficiency of processing, wherein neuronal firing shifts from a large population 
of neurons to a more specialized subset (Mukai et al., 2007).  Thus, the direction of 
change after training could be interpreted to support the hypothesis that training increases 
the efficiency of processing of objectively simultaneous and highly asynchronous  
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Figure 3.3. BOLD activity in posterior superior temporal sulcus (pSTS) decreases with training.  
a.  The pSTS regions of interest (ROIs) as identified in Figure 3.2.  b-d.  Mean percent signal 
change for all voxels in the SOA 0 ROI (b, yellow box), the SOA 300 ROI (d, red box), and the two 
combined (c, orange box) over the course of the extracted FIR time course.  Significant decreases 
are found at these SOAs but not at the intermediate (SOA RWS) interval.  e-g.  Mean percent 
signal change as a function of trial accuracy for SOA 300 and SOA RWS trials, for the SOA 0 (e), 
SOA 300 (g), and combined (f) ROIs *, p<0.05. 
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stimulus pairs.  In order to test this hypothesis further, time courses modeled on correct 
and incorrect (i.e., committed error) trials were extracted from the pSTS ROIs and 
analyzed for changes over the course of training. The expectation for these analyses with 
an increased efficiency of processing framework is a significant decrease in activation for 
correct SOA 300 trials, but not for correct SOA RWS trials or for incorrect trials at either 
SOA.  This pattern of results was indeed observed in both of the individual ROIs (Fig. 
3.3e and 3.3g; SOA 0:  t10 = 3.04, p = 0.0125; SOA 300:  t10 = 1.90, p = 0.0873), as well 
as the combined pSTS ROI (Fig. 3.3f; t10 = 2.71, p = 0.022).   It may also be noted that 
incorrect trials in all three ROIs elicited greater mean BOLD activity in the RWS trials 
than in the SOA 300 trials, although none of these values reached statistical significance. 
 
Auditory and visual cortices as well as superior cerebellum exhibit decreases in 
BOLD activity after training 
In addition to the changes in activity observed in pSTS, similar training-related 
decreases were seen in visual and auditory cortices for the SOA 300 condition.  Figure 
3.4a depicts the region of overlap between the auditory localizer and this training-
induced ROI. The region lies on posterior border of BA41, roughly corresponding to the 
junction between primary and secondary auditory cortex on probabilistic 
cytoarchitectonic maps (Rademacher et al., 2001).  Quantification of the difference in 
activity observed in this region reveals a similar pattern of change to that seen in the 
pSTS ROIs at the SOA 300 condition (t10 = 2.72, p = 0.0214), but little to no change on 
either of the other conditions (Fig. 3.4b).  Also similar to the results seen in the pSTS 
ROIs, activity in this region declines selectively for correct trials on the SOA 300  
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Figure 3.4.  Auditory and visual cortices as well as superior cerebellum exhibit decreases in 
BOLD activity after training.  a.  Auditory ROI (red) and its physical relationship to BA 41(dark 
blue).  The ROI lies ventral/posterior border of BA 41, corresponding to auditory belt regions.  
b.  Mean percent signal change in this region for the three SOA conditions.  c.  Mean percent 
signal change as a function of trial accuracy for this region.  d.  Visual ROIs (red) and their 
physical relationship to BA 17, BA 18, BA 19 and MT.  The ROIs lie in all three of these areas in 
addition to an intermediate area, most likely V4.  e.  Mean percent signal change in the visual 
ROI for the three SOA conditions.  f.  Mean percent signal change in the visual ROI as a 
function of trial accuracy.  g.  Cerebellar ROI (yellow) in parasagittal section [x = 36].  The 
ROI is located in right vermal lobules VI and VII.  h. Mean percent signal change in the 
cerebellar ROI for the three SOA conditions.  i.  Mean percent signal change in the cerebellar 
ROI as a function of trial accuracy. *, p<0.05; **, p<0.01. 
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condition only, although this drop does not reach statistical significance (Fig. 3.4c; t10 = 
1.713, p = 0.117).   
A similar but more pronounced pattern of results is seen in visual cortex.  Figure 
3.4d illustrates the overlap-defined regions of interest in visual areas in relation to 
Brodmann areas 17 through 19 on the medial aspect of the occipital lobe, and for the 
middle temporal area (MT) on its lateral aspect.  The two smaller areas of activation 
displayed on the medial aspect of the occipital lobe appear to lie within BA 17 and 18 
(MNI305 template).  Once again, it should be noted that these regions of interest 
represent the areas of overlap between the temporal localizer (SOA 0 > SOA 300) and 
regions that change following training (i.e., Pre SOA300 > Post SOA300), which have 
themselves been statistically corrected via cluster-size thresholding; thus, these clusters, 
while small, do represent significant activations.  The larger area of overlap on the lateral 
surface (40 total voxels) appears to lie at the border between MT and the lateral borders 
of BA 18/19 in the middle occipital sulcus.  Combined analysis of BOLD activity in this 
regions reveals a large decrease after training in SOA 300 conditions (Fig. 3.4e; t10 = 
3.17, p = 0.0099), as well as a significant preferential decrease in activity in SOA 300 
correct trials (Fig. 3.4f; t10 = 2.80, p = 0.0188).   
Of the group-defined regions of interest listed in Table 2.1, the activation found 
in the superior cerebellum stands out as the only non-cortical area.  Figure 3.4g shows a 
parasagittal section of the cerebellum, with the cerebellar ROI situated in the vermal 
declive (AAL Region VI (Schmahmann et al., 1999; Tzourio-Mazoyer et al., 2002)).  
Again consistent with the previously described patterns, quantification of BOLD activity 
during pre- and post-training conditions revealed a significant decrease only in the SOA 
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300 condition (Fig. 3.4h; t10 = 2.99, p = 0.0135).  Also similar to the results seen in the 
previously characterized ROIs, activity in this region declines preferentially in the correct 
trials on the SOA 300 condition only (Fig. 3.4i; t10 = 2.46, p = 0.0338).   
 
Resting state functional connectivity increases are seen between pSTS and auditory 
areas after training 
Having identified a network of cortical sensory areas that appear to play a role in 
the training-induced changes in the multisensory temporal binding window, we next 
sought to identify changes in inherent functional coupling between the pSTS ROI and the 
other nodes in this network.  Data collected during pre- and post-training resting-state 
functional runs were analyzed using the combined pSTS ROI as a seed.  Figure 3.5 
highlights those cortical areas that increase their resting state functional coupling with 
pSTS after training (Fig. 3.5a).  These include right secondary auditory cortex (50 
voxels; peak intensity t = 5.36), right parahippocampal gyrus (69 voxels; peak intensity t 
= 8.77), inferior parietal lobule (29 voxels; peak intensity t = 5.81), and left premotor 
cortex (13 voxels; peak intensity, t = 4.26). In addition, increased resting state functional 
coupling after training was observed in the superior colliculus (44 voxels; peak intensity t 
= 6.53; Fig. 3.5b) as well as superior cerebellum (88 voxels; peak intensity t = 6.22).   In 
contrast, a test for areas that decreased their coupling with the pSTS ROI after training 
yielded no significant results.   
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Effective connectivity increases between pSTS and visual areas are seen after 
training 
While resting-state functional connectivity results indicate alterations in inherent 
functional connectivity between the pSTS and an array of cortical and subcortical 
structures (including auditory cortex) following perceptual training, they are not able to 
reveal task-related or directional connectivity changes between these (and other) areas.  
Hence, as the next step in these analyses, a dynamic causal modeling approach was taken 
in order to examine training-related changes in effective connectivity.  Figure 3.6a 
illustrates a dynamic causal model based upon the unisensory and multisensory ROIs 
identified in the current study, the connections (statistical dependencies) among which 
are based upon upon previous functional (Noesselt et al., 2007) and neuroanatomical 
(Barnes and Pandya, 1992; Hackett et al., 1998; Cappe and Barone, 2005) studies.  The 
model hypothesizes both feedforward and feedback effective connectivity between pSTS 
and visual and auditory cortices.  Placed into the context of a blocked design during 
which auditory-alone (A), visual-alone (V) and combined audiovisual (AV) stimulus 
pairs were presented, these stimulation periods (interspersed with rest blocks) serve as 
predictable direct driving forces for the visual and auditory areas being examined (Fig. 
3.6a, red arrows).   
Working from this simple model and guided by the knowledge that simultaneity 
perception has been shown to be accompanied by increases in effective connectivity 
among the nodes of this network (Noesselt et al., 2007), we hypothesized that the 
proposed effective connections between pSTS and visual and auditory cortices might be 
modified after training (Fig. 3.6b, models 1-4; for example, model 1 [leftmost panel]  
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Figure 3.6.  Effective connectivity changes between pSTS and visual areas are observed after 
training.  a.  Model demonstrating proposed interconnectivity between the pSTS, visual, and 
auditory ROIs with stimulation during the blocked-design protocol.  Red arrows indicate 
driving forces.  b.  Bayesian model selection for each of the models illustrated.  In the models, 
red arrows indicate connections that are modulated with training and A, V, and AV indications 
indicate the conditions wherein connectivity is proposed to be modulated.  A, auditory only; V, 
visual-only; VA, visual-auditory presentation. 
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captures changes between pSTS and auditory cortex, but only in the feedback domain).  
The models corresponding to each of these alternatives, along with additional controls 
modeling null alternatives (overall change in all conditions, models 5-8, as well as no 
modulation from pre- to post-training, model 9) were analyzed via Bayesian model 
selection.  In this probabilistic framework, the evidence that a given model has produced 
the data observed is calculated as the product of the likelihood of observing the data 
given such a model and the prior likelihood that the model is true (Chater and Oaksford, 
2008; Rosa et al., 2010).   This value was estimated for each model in each individual 
data set, and a group Bayes factor (i.e., the posterior probability that the data were 
generated by one model relative to another) was calculated for all subjects, relative to the 
model garnering the least evidence.  The bar graphs shown in Figure 3.6b depict the 
results of this analysis.  The model advocating changes in effective connectivity between 
pSTS and visual cortex after training (i.e., model 3) garners the most log-evidence (110 
relative units), followed most closely by the model predicting that all functional 
connections among the different ROIs would be modulated after training during visual 
presentation (i.e., model 8; 66 relative units).  As a difference of only 3 units of log-
evidence corresponds roughly to a posterior model probability of 95% for the superior 
model (Stephan et al., 2007), a difference of 44 units here corresponds to a posterior 
probability of virtually 1.00 for model 3 (Fig. 3.6b, red bars), indicating that changes in 
effective connectivity from pSTS to visual cortex after training are most likely to have 
produced the data observed.  
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Discussion 
The data reported here represent the first attempt to both characterize and alter the 
dynamics of a network of sensory areas underlying a fundamental and ethologically 
important perceptual process – the perception of audiovisual simultaneity.  In doing so, 
we have illustrated not only that certain nodes of that network are strongly tied to the 
perception of simultaneity, but also that their activity and interrelatedness change after 
perceptual learning in a way that clarifies the roles they play during everyday perception 
of multisensory events. 
That the neural signature of learning in this study was associated with a decrease 
in BOLD activity at key sensory nodes is not unprecedented; activity decreases in 
sensory cortices have been shown to correlate with perceptual learning of visual contrast 
(Mukai et al., 2007) , illusory contours (Maertens and Pollmann, 2005), and orientation 
discrimination (Schiltz et al., 1999), along with implicit learning of visual categories 
(Reber et al., 1998), as well as following training on a visual object tracking task (Tomasi 
et al., 2004).   A consistent interpretation of these BOLD decreases has been that they 
reflect improved efficiency of processing, manifested as a shift in neuronal firing from a 
large population of neurons to a smaller, more specialized (and perhaps more sparsely 
distributed) subset (Mukai et al., 2007). Such an effect is consistent with 
electrophysiological studies of visual recognition memory (Miller et al., 1991) and 
perceptual learning (Ghose et al., 2002), as well as with most efforts to model the 
plasticity of local neural architecture giving rise to perceptual learning (Hoshino, 2004).    
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Given that adaptation to repeated sensory stimuli also produces decreases in 
cortical activity profiles (Desimone, 1996), it is important to distinguish between 
adaptation and perceptual learning as the likely agent of the changes observed here.  The 
fact that the BOLD decreases were specific to the objectively simultaneous (i.e., SOA 0) 
and highly asynchronous (i.e., SOA 300) conditions, and not to the individualized 
threshold asynchrony condition (i.e., SOA RWS), argues strongly in favor of perceptual 
learning, since adaptation effects should accompany all conditions equivalently and 
supports the hypothesis that increased processing efficiency (and thus, decreases in effort 
needed to reach maximal performance on less challenging conditions (Schiltz et al., 
1999)) is driving the observed changes.  Moreover, the fact that the decreases were 
preferentially associated with correct trials also argues strongly for a learning-based 
interpretation of the data.   
As striking as the training-related decreases in BOLD activity observed at these 
loci were the changes in functional connectivity seen between brain areas.  Analysis of 
resting state functional connectivity data was used to examine changes in inherent 
functional coupling between the pSTS ROI and other regions.  By contrast, dynamic 
causal modeling using data acquired during stimulus presentation revealed the ways in 
which interactions between important nodes changed after training.  Key results of these 
connectivity-based analyses include that pSTS exhibits a higher degree of inherent (i.e., 
resting state) functional coupling with auditory cortex after training, and that pSTS has an 
increased influence on activity in visual cortex after training, but only during combined 
audiovisual stimulus presentation.  This combination of evidence suggests a model in 
which pSTS becomes the director of multimodal temporal processing improvements 
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through enhanced coupling with unisensory visual and auditory areas.  Thus, greater 
functional coupling between pSTS and visual cortex after training leads to improvements 
in visual processing and heightened audiovisual temporal discrimination ability.  
Anatomical and electrophysiological studies of pSTS suggest that such a role is plausible:  
primate auditory belt regions exhibit strong feedforward and feedback interconnectivity 
with pSTS (Barnes and Pandya, 1992; Hackett et al., 1998; Cappe and Barone, 2005); 
likewise, pSTS receives abundant input from adjacent visual areas (Barnes and Pandya, 
1992), and projections from pSTS to lateral occipital visual areas and even primary visual 
cortex have been well characterized (Falchier et al., 2002).  Visual and auditory response 
latencies in pSTS (Bruce et al., 1981) would allow ample time for feedback to influence 
visual processing, whether by direct mechanisms or by phase resetting of neuronal 
oscillations (Lakatos et al., 2007) between the two regions.  In fact, pSTS has already 
been implicated as a driving source in numerous studies of cross-modal influences on 
visual (Watkins et al., 2006; Noesselt et al., 2007; Watkins et al., 2007) and auditory 
(Kayser et al., 2007) cortices.  The current data greatly expand this framework by 
providing the first evidence that pSTS plays a central role in orchestrating the plastic 
changes that accompany multisensory perceptual learning.   
The enhanced resting state functional connectivity between pSTS and both 
superior colliculus (SC) and superior cerebellum is interesting because of the roles these 
regions play in multisensory integration and supramodal temporal processing, 
respectively, but whether and how their alteration factors into the behavioral changes 
observed remain unresolved.  The SC, despite its central role in multisensory integration, 
and its activation in several studies examining audiovisual simultaneity perception, does 
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not itself exhibit BOLD changes after training.  In contrast, the SC does show enhanced 
coupling with pSTS after training, and offers support to the view that connectivity of SC 
with multisensory and unisensory cortical areas are important for audiovisual 
simultaneity detection (Bushara et al., 2001; Dhamala et al., 2007).  The presence of 
activation changes and functional interactions between the  pSTS and the cerebellum 
carries with it implications for alterations of supramodal timing mechanisms via 
audiovisual perceptual training, although vermal and hemispheric lobule VI has very 
recently been shown to be directly responsive to visual and auditory stimuli (Baumann 
and Mattingley, 2010), as well as in the anticipation of sensory events (Bueti et al.).   
From a clinical perspective, the similarity between the regions influenced by the 
current perceptual training protocol and those altered in individuals with disorders of 
multisensory processing is striking.  For example, in addition to having enlarged 
multisensory temporal binding windows (Hairston et al., 2005), individuals with 
developmental dyslexia also exhibit altered BOLD activity in pSTS compared to typical-
reading controls during auditory and visual non-word rhyming (Rumsey et al., 1992; 
Shaywitz et al., 2002), pseudoword processing (Brunswick et al., 1999; Paulesu et al., 
2001),  and letter-word sound matching (Blau et al., 2010).  Additionally, an entire school 
of thought based on findings of functional deficits in children with dyslexia (Fawcett et 
al., 2001; Stoodley et al., 2005; Stoodley and Stein, 2009) has emphasized the role of 
cerebellum in development of reading automaticity. Supporting evidence for this comes 
from demonstrated BOLD decreases in vermal lobule VI in children with dyslexia as 
compared with typical-reading controls during pattern learning (Jenkins et al., 1994).  
Similarly, in children with autism spectrum disorders (ASD), pSTS appears to be an 
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important affected node, with decreases in gray matter concentration, resting 
hypoperfusion and abnormal activation all being noted (Zilbovicius et al., 2006; Redcay, 
2008).  Moreover, amodal (Brock et al., 2002) and multisensory (Foss-Feig et al., 2010) 
timing deficits have been demonstrated in individuals with ASD, and may be associated 
with morphological (Courchesne et al., 1988; Courchesne, 1995; Mitchell et al., 2009) 
and functional (Mostofsky et al., 2009) changes  in the superior cerebellum that correlate 
with disease severity.  Lastly, it is clear that multisensory processing (Ross et al., 2007; 
de Jong et al., 2009; Jardri et al., 2009) and pSTS function in the context of audiovisual 
speech binding (Szycik et al., 2009) is altered in individuals with schizophrenia when 
compared with matched typically-developing controls.  Given that these deficits and the 
plastic changes demonstrated here are likely to be reflective of changes in local neural 
architecture (Brock et al., 2002), these results point to multisensory temporal training as 
an especially promising new avenue of exploration for remediation of these disorders.  
Overall, the results reported here illustrate that the narrowing of the multisensory 
temporal binding window is accompanied by decreases in BOLD signaling between a 
network of multisensory and unisensory areas centered on the pSTS, as well as by 
changes in resting-state and task-related functional coupling among these areas.  These 
data indicate that the influence of multisensory cortical regions on unisensory processing 
may be a driving factor behind these improvements in multisensory temporal processing. 
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Materials and Methods 
Subjects 
Thirteen right-handed Vanderbilt students and employees (mean age = 23.4 years; 
8 female) participated in both the behavioral and imaging portions of the study. All 
participants had self-reported normal hearing and normal or corrected-to-normal vision.  
None had any personal or close family history of neurological or psychiatric disorders, 
and all completed fMRI screening and informed written consent form. Data from two 
subjects were discarded before the analysis phase due to either inability to perform the 
behavioral task or experimenter error.  All procedures were approved by the Vanderbilt 
University Institutional Review Board (IRB). 
 
Procedure 
Experimental procedures took place over the course of two days.  Participants 
first took part in a behavioral assessment, followed by a pre-training MRI scan.  They 
then underwent 1 hour of behavioral training outside the scanner and underwent a post-
training behavioral assessment.  Each participant then returned to the laboratory the next 
day for a final behavioral assessment and a final MRI scan. The details of each of these 
procedures are outlined below. 
 
Behavioral 
Behavioral Assessment  
Before training began, participants engaged in a two-interval forced choice (2-
IFC) audiovisual simultaneity judgment task (Fig. 3.1). In the task, participants 
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determined which of the two audiovisual stimulus pairs was presented synchronously 
(stimulus onset asynchrony, SOA, of 0 ms) by responding 1 or 2, respectively, on a 
standard computer keyboard.  Participants sat in a dark and sound-attenuated room, 48 
cm from a computer monitor (NEC MultiSync FE992; resolution: 800 x 600 pixels; 
vertical refresh rate: 120 Hz).  MatLab version 7.7.0.471 2008b (The Mathworks, Inc., 
Natick, MA) equipped with PsychToolbox 3.0 was used for stimulus and protocol control 
as well as to acquire all behavioral data.  Temporally precise presentation of auditory and 
visual stimuli was achieved with the use of high-performance video (ATI Radeon HD 
2400 Pro) and audio (Creative SoundBlaster X-FI) cards, the latter of which was 
equipped with ASIO drivers for use in the PsychToolbox to ensure low-latency and high-
fidelity presentation of auditory stimuli.   
A white crosshair fixation marker (1 cm x 1 cm) appeared on a black background 
for the duration of each trial. The visual stimulus consisted of a white annulus on a black 
background subtending 15° of visual space, with an outer diameter of 12.4 cm and an 
inner diameter of 6.0 cm (area = 369.8 cm2). This stimulus was presented for one refresh 
duration on the NEC monitor above (refresh rate: 60 Hz; one refresh duration: 17 ms; 
stimulus was present on screen for 13 ms). 
The auditory stimulus was an 1800 Hz tone burst and was 17 ms in duration.  The 
stimulus was presented to both ears via superaural headphones (Philips SBC HN110) 
with no inter-aural time or level differences. The tone burst was calibrated with a Larson-
Davis sound level meter (Model 814). Acoustic stimuli were presented at 110.4 dB SPL 
un-weighted using impulse detection and flat weighting settings. 
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The visual and auditory stimuli were presented at SOAs ranging from -300 ms 
(auditory stimulus leading visual) to +300 ms (visual stimulus leading auditory) at 50 ms 
intervals. SOAs were verified externally with an oscilloscope, and stimulus presentation 
times recorded internally in MatLab were adjusted to reflect the presentation times 
observed on the oscilloscope. This allowed the script to record an estimate of what the 
SOA for each trial was as if verified externally.  By this estimate, presentations were on 
average presented within an error of 2.54 ms of the desired SOA (standard deviation = 
0.37 ms among subjects).  This error was the best possible given the inherent imprecision 
in the response times of the stimulus presentation hardware.  The task consisted of 325 
total trials (25 cycles x 13 trials/cycle).  By nature of the 2-IFC task structure, 
simultaneous and non-simultaneous pairs were presented with equal likelihoods. 
 
Behavioral Training 
The behavioral training portion of the study used the same stimuli as the 
assessment, with the exception that the subject was presented with either the phrase 
“Correct!” paired with a yellow happy face, or “Incorrect” paired with a blue sad face 
after each trial, corresponding to whether they answered correctly or not. These faces 
(area = 37.4 cm2) were presented at the center of the screen for 0.5 s. Training consisted 
of three blocks of 120 trials (20 cycles x 6 trials/cycle) and consisted of SOAs from -150 
ms to 150 ms.  The total training session lasted for about 45 minutes. 
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Imaging 
Procedure 
The scanning protocol consisted of anatomical scans followed by a blocked-
design multisensory stimulation protocol, two event-related runs, a resting state 
functional connectivity scan, and three final event-related runs. The scanning procedure 
was the same for both days. A 3-Tesla fMRI scanner (Philips Intera Achieva 3T) was 
used to generate high-resolution anatomical images and to measure blood-oxygen-level-
dependent (BOLD) signals. The high-resolution anatomical scans produced 3D T1-
weighted images (170 slices, TR = 7.982 ms, TE = 3.68 ms, thickness = 1 mm, field of 
view (FOV) = 256 x 256 mm2, matrix size = 256 x 256 x 170; voxel size = 1x1x1 mm). 
The event-related runs were acquired with a T2*-weighted standard EPI sequence (33 
slices acquired in a ascending interleaved pattern, TR = 2.5 s, TE = 35 ms, slice thickness 
= 4 mm, FOV = 240 x 131.5 mm2, matrix seize = 80 x 78 x 33; voxel size = 3x3x4 mm, 
0.5 mm gap inclusive) for a duration of 5 minutes and 57 seconds per run; full-brain 
coverage was achieved with the use of a full-volume (birdcage) RF head coil, and 135 
volumes were acquired per run.  
Visual stimuli were presented via a projector (NEC Model MT1050; resolution: 
800 x 600 pixels; refresh rate = 60 Hz) onto a frosted glass screen in the scanning room 
that was viewed by participants via a front-projection MR-compatible mirror mounted on 
the head coil.  Acoustic stimuli were presented with intra-aural, MR-compatible insert 
earphones (Sensimetrics MRI-Compatible Insert Earphones Model S14) and tips 
(Hearing Components Inc. Comply Canal-Tips). Super-aural sound-attenuating 
headphones were placed over them to curb effects of scanner noise. Audibility and 
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visibility of stimuli were checked against pre-set marks before and after each scan for 
each subject to ensure standardization of stimulus presentation during each imaging 
session. 
Directly after the completion of anatomical image acquisition, a functional run 
was completed with the use of the same visual and auditory stimuli in a blocked design.  
Blocks consisted of twenty presentations of either auditory-only (A), visual-only (V), or 
combined visual-auditory (VA) stimuli over the course of ten volume acquisitions.  In a 
manner similar to that used during the event-related runs, a standard EPI sequence was 
used to acquire BOLD data (170 volumes; TR: 2000 ms; TE: 35 ms;  FOV:  240.000 mm 
x 131.500 mm ) during the course of this 5-min, 56 s run.  A, V, and VA blocks were 
pseudo-randomized and counterbalanced across subjects, and a rest block was interposed 
after every third block.  During this run, participants were instructed to remain still and 
pay close attention to the stimuli.   
The physical characteristics of the stimuli used during the event-related runs were 
identical to those used in the behavioral portion of the study except that only three SOA 
conditions were used:  0 ms (simultaneous), 300 ms, and a third SOA determined by 
participants’ baseline behavioral assessment, defined as the size of that individual’s right 
window size (RWS; see Data Analysis for details of window size measurement).  If the 
RWS exceeded 300 ms, then the SOA was set to 150 ms (true for 2 subjects).   
Participants performed the 2-IFC task as they had during the behavioral assessment.  
They were asked to respond as quickly and accurately as possible. Within the 2.5-s TR, 
presentation of visual and auditory stimuli (17 ms each) and an 800-ms inter-stimulus 
interval (ISI) allowed for 1.3-1.6 s to respond, depending on SOA.  During each event-
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related run, presentation of these events was temporally jittered and counterbalanced with 
the use of an 127-event m-sequence(Buracas and Boynton, 2002) that ended with a 25-s 
period of no stimulus presentation save the fixation cross.    
During the resting-state functional connectivity scans, participants were instructed 
to close their eyes and think neutral thoughts.  The data acquisition protocol used in the 
blocked-design multisensory stimulation run was also used for data collection here. 
 
Data Analysis 
Estimation of Window Size 
All behavioral data were stored in individual-subject .mat files for use in analysis 
with MatLab.  Individual subject raw data were used to calculate mean accuracy at each 
SOA for all assessments.  Mean data from each individual were fit with two sigmoid 
curves generated using the MatLab glmfit function, splitting the data into left (auditory 
presented first) and right (visual presented first) sides and fitting them separately.  The 
criterion at which to measure the breadth of the temporal window was equal to half the 
distance between individuals’ lowest accuracy point at baseline assessment and 1 (~ 75% 
accuracy).  These criteria were then used to assess the breadth of the distributions 
produced by each individual’s assessment data throughout the duration of the training 
period(Powers et al., 2009).  Distribution breadth was then assessed for both the left side 
(from zero to the left-most point at which the sigmoid curve crossed the criterion line) 
and the right side (from zero to right intersection point) and then combined to get an 
estimation of total distribution width.  This measure was then used as a proxy for the size 
of each individual’s window at each assessment, and the right-sided value was used as 
the right window size (RWS) SOA to be used in both scanning sessions. An example of 
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the result of this process may be seen in Figure 3.1c.  It should be noted that when mean 
data from any individual assessment were unable to be fit with a sigmoid curve all data 
from this individual were discarded. Analysis of differences in window size across time 
was conducted by performing three paired-samples t-tests (Bonferroni corrected for 
multiple comparisons) to assess for differences in mean window size across the four 
assessments. 
 
Imaging Data Preprocessing  
Imaging data from each run were stored as Philips .par and .rec files, which were 
converted to NIFTI (.nii) files at the start of preprocessing.  Statistical Parametric 
Mapping version 8 (SPM8) was used for the entirety of imaging data preprocessing and 
statistical analysis.  Functional data were corrected for slice acquisition timing (reference 
slice = 1) and motion during the scanning session (registered to mean), and resliced 
before being coregistered with the high-quality anatomical data from that session.  Both 
anatomical and functional images were then warped into standard Montréal Neurological 
Institute (MNI) space with 2 mm isometric voxels using trilinear interpolation settings.  
Finally, functional images were spatially smoothed (FWHM of Gaussian smoothing 
kernel: 8x8x8 mm) and readied for statistical analysis. 
 
Statistical Analysis 
By virtue of the event-related design utilized in this study, a Finite Impulse 
Response (FIR) basis set was used to model the BOLD response (microtime resolution: 
16 ms; microtime onset: 1; high-pass filter:  128 Hz; window length:  25 s; 10 basis 
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functions; event durations: 0 ms) with conditions corresponding to presentation of each 
SOA (0 ms, RWS, 300 ms), as well as to response-related parameters (correct/incorrect 
responses, errors of commission and omission) in both separate and combined models. 
To identify regions of cortex that are differentially active to synchrony versus 
asynchrony of presented audiovisual pairs, we isolated four event-related runs (runs 4 and 
5 of both pre- and post-training scanning sessions) for use as a localizer of these cortical 
regions, combined into a single model.  Contrasts and statistical parametric maps were 
generated using canonical weighting of the FIR time bins.  Resulting maps were 
generated on an individual basis and also served as the basis for random effects group 
analysis with predictors separated for each subject.  For this analysis, cluster-size 
thresholding(Forman et al., 1995) was used for correction (SPM extension CorrClusTh, 
using the Newton-Raphson search method). With a starting voxel-level threshold of 0.01 
(t = 2.76) uncorrected, this resulted in a cluster level of 161 mm3, corresponding to a 
corrected false-positive probability of 5% or less.  The remaining 6 runs (3 pre-training, 3 
post-training) were included in a second model for analysis of pre-/post-training changes.  
Population-level inferences were based on a second-level paired-samples random effects 
analysis.  As with the localizer, cluster-size thresholding was employed for correction, 
resulting in cluster and 544 mm3 and 784 mm3 for the Pre-/Post-Training SOA 0 and 
SOA300 comparisons, respectively; these corresponded to a corrected false-positive 
probability of 5% or less.   
Active voxels in the group contrast of 0 ms > 300 ms for the localizer runs were 
identified as synchrony-sensitive areas, and within-condition (SOA), between treatment 
(pre- vs. post-training) contrasts were then generated.  Synchrony-sensitive regions 
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exhibiting altered activity profiles between the pre- and post-training sessions were 
identified in a conjunction analysis and defined as regions of interest (ROIs).  For clarity 
of visualization, statistical maps were taken from SPM8 and projected onto a custom 
surface made up of averaged cortical surfaces from each individual created in FreeSurfer 
v. 4.5.0 (Athinoula A. Martinos Center for Biomedical Imaging, Massachusetts General 
Hospital, Boston, MA) via the SPM surfrend extension.  When used, identification of 
Brodmann areas on this custom surface was accomplished via projection of the fsaverage 
MNI305 template (first MNI template, 305 subjects) onto the custom surface via 
FreeSurfer command mri_label2label.  Additional identification and breakdown of 
clusters by anatomical area was accomplished with the use of the WFU_PickAtlas 
(Lancaster et al., 2000; Tzourio-Mazoyer et al., 2002; Maldjian et al., 2003) within the 
xjview SPM8 extension. 
Statistical analysis of these ROIs was undertaken with the use of the MarsBaR 
(Marseille Boîte À Région d’Intérêt) and REX (Response Exploration for Neuroimaging 
Datasets) toolboxes, the former of which was used for extraction of FIR average time 
courses for each cluster (reported in percent signal change), and the latter of which was 
used to define clusters and generate cluster-wise statistics, correcting to a false detection 
rate (FDR) of 0.05 or less.  Cluster-wise FIR BOLD time course statistical analysis was 
performed on mean percent signal change values from individual FIR time courses.  
These values were then compared across the pre- and post-training scans via paired-
samples t-test for each stimulus condition.    
Resting state data underwent all pre-processing described above, with the addition 
of a band-pass filter (0.01 – 0.1 Hz) for isolation of slow, low-amplitude fluctuations in 
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signal.  Analysis of functional coupling (Biswal et al., 1995) (bivariate correlation) was 
performed with SPM’s Functional Connectivity Toolbox (conn), using the group-defined 
ROIs as seeds to generate whole-brain beta maps for each individual’s pre- and post-
training resting state runs.  These were then entered into a second-level analysis (paired-
samples t-test) in SPM to determine which voxels exhibited an increase in functional 
coupling with the seed regions.  As with the event-related data, p values were corrected 
via cluster-size thresholding.  With a starting voxel-level threshold of 0.005 (t = 3.25) 
uncorrected, this resulted in a cluster level of 95 mm3, corresponding to a corrected false-
positive probability of 5% or less.   
Dynamic causal modeling (Lee et al., 2006; Kasess et al., 2009; Stephan et al., 
2009a; Stephan et al., 2009b) of neural responses to A, V, and AV presentation blocks 
during the blocked-design functional runs was implemented through the use of the 
Dynamic Causal Modeling functionality that is part of the SPM8 suite.  The volumes of 
interest (VOIs) used for this purpose corresponded to the previously-defined auditory 
(Fig. 3.4a), visual (Fig. 3.4b), and combined pSTS (Fig. 3.3, orange) regions of interest.  
Driving forces were defined as blocks of visual, auditory, and multisensory stimulation, 
and bi-directional inherent effective connectivity was hypothesized to exist among the 
three VOIs.  Modulatory influence of training on any/all of these relationships was 
hypothesized and formed the basis of the different models to be evaluated.  Log-evidence 
(relative to the least-likely model) for each of the models was calculated for individual 
data sets and formed the basis of group-wise FFX Bayesian model selection.   
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CHAPTER IV 
 
GENERAL DISCUSSION 
 
Summary of Results 
The data reported in this volume represent the first evidence that the temporal 
window of multisensory binding is capable of being narrowed with perceptual training.  
This change was rapid, occurring over the course of 1-2 hours of training, robust, 
amounting to a 40% reduction from its original size, and stable after the cessation of 
training, lasting at least on the order of one week.  The perceptual learning demonstrated 
was shown to be elicited by both two-alternative forced choice and two-interval forced 
choice designs, with a strikingly similar time course and magnitude of narrowing.  
Moreover, the degree of narrowing was shown to be predictable on an individual basis, 
based upon the size of each participant’s window as measured at baseline.   The neural 
correlates of these changes, as assessed by event-related fMRI, were shown to be 
significant decreases in the BOLD signal during objectively synchronous and highly 
asynchronous conditions at loci in posterior superior temporal sulcus (pSTS), as well as 
in auditory and visual areas.  These decreases were shown to have occurred selectively in 
trials wherein participants answered correctly, supporting increased efficiency of 
processing as a primary mechanism of the perceptual plasticity observed.  Lastly, an 
increase in intrinsic functional coupling after training between pSTS and auditory areas 
and an increase in effective connectivity between pSTS and visual cortex during 
presentation of audiovisual stimulus pairs suggest a model in which pSTS becomes the 
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director of multimodal temporal processing improvements through enhanced coupling 
with unisensory visual and auditory areas.  Taken as a whole, the evidence reported here 
is the first to describe fully the perceptual and neural changes accompanying a perceptual 
learning-induced narrowing of the multisensory temporal binding window. 
 
Pertinent Themes 
 While the details of these results are discussed at length within their respective 
chapters, the results taken as a whole warrant discussion of certain over-arching themes 
that serve to unify them and form the foundations of further study.   These themes are 
first discussed in the context of the present results and future directions pertaining to 
these issues are discussed at the end of this chapter. 
 
The Role of Unisensory Temporal Processing and Bayesian Models of Integration 
Multisensory integration has increasingly been viewed as the result of 
probabilistic processes that serve to combine information in a statistically optimal manner 
based upon the reliability of that information (for review, see (Knill and Pouget, 2004; 
Witten and Knudsen, 2005).  Within this Bayesian framework, the brain takes the 
information available to it in the form of noisy sensory data and combines it with prior 
knowledge about the world to calculate an estimate, or posterior probability, that the 
world is in a particular state.  By extension, posterior probabilities arising from bimodal 
information are thought to result from the combination of unimodal estimates, taking into 
account the variance of those probability distributions (Green and Swets, 1966; Witten 
and Knudsen, 2005).   
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This probabilistic framework has given rise to efforts to predict how information 
from the different senses might be combined in a wide range of contexts in a statistically 
optimal fashion.  These concepts are illustrated in Figure 4.1, adapted from Witten and 
Knudsen (2005).  In a typical experiment, participant responses in unimodal perceptual 
tasks (here, auditory and visual localization tasks) are first used to generate probability 
distributions (Fig 4.1a, red and blue curves).  A prediction of the bimodal estimate 
(Figure 4.1a, black curve) is then generated as the product of these distributions and later 
compared with data from bimodal trials on the same perceptual task.  In this way, 
Bayesian modeling has been used to accurately predict subjects’ estimates of bimodal 
stimulus location in studies of the ventriloquist effect (Welch and Warren, 1980; Warren 
et al., 1981; Kording et al., 2007) and ventriloquist after-effect (Lewald, 2002).  In these 
cases, the poor reliability of the auditory system in stimulus localization (seen as 
increased variance in participants’ localization response distributions on auditory-alone 
trials, Fig. 4.1b) predicts a greater weighting of visual information (less variable by this 
measure) and a subsequent shift in bimodal stimulus localization toward the location of 
the visual stimulus.  Thus, the ventriloquism effect is manifested as a shift in bimodal 
stimulus localization toward the location of the visual stimulus because the reliability of 
visual information is higher for localization tasks.  This concept was tested recently in a 
study that manipulated visual stimulus reliability (with the use of visual stimuli in the 
form of Gaussian blobs of varying sizes) and measured its effects on bimodal stimulus 
localization 
155 
 
Fi
gu
re
 4
.1
.  
Bi
m
od
al
 lo
ca
liz
at
io
n 
es
tim
at
es
 a
nd
 th
e 
ve
nt
ril
oq
ui
sm
 e
ffe
ct
.  
a.
  T
he
or
et
ic
al
 p
ro
ba
bi
lit
y 
de
ns
iti
es
 d
er
iv
ed
 fr
om
 a
ud
ito
ry
 (b
lu
e)
 
an
d 
vi
su
al
 (r
ed
) t
as
ks
, g
iv
en
 e
qu
al
 re
lia
bi
lit
y 
(v
ar
ia
nc
e)
 o
f t
he
 lo
ca
liz
at
io
n 
es
tim
at
es
 fo
r e
ac
h.
  T
he
 a
ud
io
vi
su
al
 e
st
im
at
e 
is
 c
al
cu
la
te
d 
as
 th
e 
pr
od
uc
t o
f t
he
se
 u
ni
m
od
al
 d
is
tr
ib
ut
io
ns
 (b
la
ck
). 
 b
.  
Re
al
is
tic
 p
ro
ba
bi
lit
y 
de
ns
iti
es
 fr
om
 a
ud
ito
ry
 a
nd
 v
is
ua
l l
oc
al
iz
at
io
n 
es
tim
at
es
.  
In
 th
is
 
ca
se
, a
ud
ito
ry
 lo
ca
liz
at
io
n 
is
 fa
r 
m
or
e 
va
ri
ab
le
 th
an
 v
is
ua
l, 
an
d 
th
is
 is
 r
ef
le
ct
ed
 in
 th
e 
lo
ca
liz
at
io
n 
es
tim
at
e 
fr
om
 b
im
od
al
 tr
ia
ls
, w
hi
ch
 is
 
he
av
ily
 b
ia
se
d 
to
w
ar
d 
th
e 
vi
su
al
 st
im
ul
us
 lo
ca
tio
n.
  A
da
pt
ed
 fr
om
 W
itt
en
 a
nd
 K
nu
ds
en
 (2
00
5)
. 
156 
 
(Alais and Burr, 2004).  Results demonstrated that visually-biased responses dominated 
conditions in which visual stimulus reliability was high, but that a marked auditory bias 
emerged in trials containing unreliable visual stimuli.   
These principles do not only govern the integration of multimodal spatial 
information:  data derived from studies of visual-haptic size and angle discrimination 
(Hospedales and Vijayakumar, 2009), visual-vestibular integration in self-motion 
(Angelaki et al., 2009; Fetsch et al., 2009), comprehension of audiovisual speech in noise 
(Ma et al., 2009), and even multisensory enhancement in single neurons (Anastasio et al., 
2000; Patton et al., 2002; Patton and Anastasio, 2003) have been placed within a 
Bayesian framework.   More pertinently, the description of multisensory integration in 
temporal tasks as a Bayesian process has only recently been attempted.  These studies 
have succeeded in predicting the pattern of integration in tasks centered on the sound-
induced flash illusion (Shams et al., 2005) and audiovisual rate discrimination (Roach et 
al., 2006) based upon unimodal responses.   
Extrapolating from these studies to the work at hand, it seems plausible that a 
similar framework could be used to model data derived from an audiovisual simultaneity 
judgment task.   Specifically, such an analysis would produce an estimate of participants’ 
temporal binding window as derived from estimates of unimodal temporal resolution and 
estimates of individual priors.  A detailed proposal for such an approach is discussed in 
Future Directions, below. 
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Multisensory Brain Networks, Connectivity, and Oscillations 
While the classic feed-forward model of multisensory integration has done much 
to explain how integration might occur through convergence of sensory inputs in 
multisensory association areas, recent work has pointed to brain regions previously 
thought to be the exclusive domain of individual senses (see Chapter I) as being 
important for multisensory interactions.  However, the mechanisms by which integration 
might occur flexibly and specifically within an anatomically fixed distributed network are 
only now being delineated.  One possible solution arises from the study of unisensory 
integration, which has indicated that correlated neural activity may be linked to feature 
binding (Eckhorn et al., 1988; Engel et al., 1992; Singer and Gray, 1995; Gray, 1999) and 
may even underlie the rapid cognitive switching required for online attentional 
modulation in individual sensory systems (Herrmann et al., 2004; Fries, 2005; Masuda, 
2009).  In this model, synchronization of neural signals allows specific patterns of 
functional connectivity to be established for the selection and integration of information 
within a distributed network (Salinas and Sejnowski, 2001; Fries, 2005; Womelsdorf et 
al., 2007).   Alignment in the phases of these oscillations (phase coherence) has been 
shown to predict how strongly groups of interacting neurons may influence each other’s 
response strength; as such, groups that are in phase with each other are likely to drive 
mutual responses, whereas groups that differ in phase are less likely—or sometimes, 
extremely unlikely—to influence each other (Womelsdorf et al., 2007).  In a system that 
is distributed but nonetheless exhibits massive anatomical connections, manipulation of 
oscillatory phase is a fast, clean, and flexible way by which to control how nodes in this 
network might interact.   
158 
 
Not surprisingly, these concepts have recently been brought into the multisensory 
realm (see (Senkowski et al., 2008) for review) as a way by which binding of cross-
modal information might occur in a distributed network of sensory areas.  Since EEG was 
first used to study cross-modal binding (von Stein et al., 1999), finding that increased 
beta band coherence between parietal and temporal electrode sites correlated with correct 
semantic cross-modal matching, several studies have indicated that oscillations may be a 
critical component of multisensory binding.  Studies of multisensory facilitation of 
reaction time (Senkowski et al., 2006), cross-modal sensory gating (Kisley and Cornwell, 
2006), and simple concurrent presentation of audiovisual stimuli (Sakowitz et al., 2000; 
Sakowitz et al., 2001; Sakowitz et al., 2005) have since indicated that modulation of 
cortical oscillations may be critical in these processes.  Additionally, the specific 
phenomenon of phase resetting—wherein the phases of oscillations in different cortical 
regions are brought into alignment after some event, theoretically making interaction 
between them more likely—has been described in cases of auditory-somatosensory and 
visual-auditory interactions (Lakatos et al., 2007; Kayser et al., 2008) and has been 
implicated as a major mechanism by which such interactions might occur.  Finally, 
perception of a number of multisensory illusions including the sound induced flash 
illusion (Mishra et al., 2007; Kayser et al., 2008; Mishra et al., 2008), the McGurk effect 
(Kaiser et al., 2005; Kaiser et al., 2007), and the rubber hand illusion (Kanayama et al., 
2007, 2009) has been shown to correlate with the power of evoked beta- and gamma-
band activity.  These interactions have been hypothesized by some to represent a 
signature of audiovisual binding (Senkowski et al., 2008).  In fact, a very recent modeling 
study investigating how some of the Bayesian processes described in the previous section 
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might be instantiated on a neural level has settled on neuronal oscillations as the most 
likely mechanism for cross-modal binding in distributed neural networks (Bobrowski et 
al., 2009).   
Understanding multisensory interactions as phenomena possibly arising from a 
distributed network of unisensory and multisensory areas is critical for interpretation of 
the results described in this volume.  In fact, the dynamic causal models proposed in 
Chapter III explicitly reflect the reciprocal statistical dependence of pSTS and unisensory 
visual and auditory regions (Stephan et al., 2007; Kasess et al., 2009; Stephan et al., 
2009).  The modeling results reported here suggest an increased influence of activity in 
pSTS on activity in visual cortex but do not directly identify the manner by which such 
an influence might be instantiated.  Given that phase resetting has been robustly 
demonstrated in studies of cross-modal influence (Lakatos et al., 2007; Kayser et al., 
2008), this seems to be a particularly promising mechanism by which pSTS could 
influence visual cortical activity.  Thus, the increased influence of pSTS on visual areas 
observed after training could reflect more effective phase locking of oscillatory activity 
between the two areas during simultaneous audiovisual presentation, thereby resulting in 
more efficient binding.  This fits very well with the fact that the signature of perceptual 
learning is itself a BOLD signal decrease, implying more efficient processing in these 
regions after training. 
While it has succeeded in identifying a network whose dynamics change after 
training, functional imaging simply does not have sufficient temporal resolution to reveal 
detailed changes in neural synchronization.  Thus, a critical next step must be the 
utilization of electrophysiology recorded at the scalp (i.e., EEG, ERP) in order to identify 
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whether changes in neuronal oscillations may accompany the plastic changes described 
here.  A proposal for such a study and predictions as to what might be observed are found 
in Future Directions, below. 
 
Clinical Implications 
One of the rationales for studying the plasticity of the multisensory temporal 
binding window is that multisensory temporal processing appears to be altered in certain 
clinical populations.  These deficits are thoroughly reviewed in Chapters II and III, but 
because the processes described here appear to depend critically upon binding of 
information across nodes in a distributed network, because emerging evidence suggests 
that deficits in information binding and the oscillatory activity often associated with it 
may be organizing themes in several of these disorders (Uhlhaas and Singer, 2006), and 
because knowledge of these deficits may allow us to make specific predictions about 
multisensory function and plasticity in these clinical populations, such deficits are briefly 
reviewed below. 
Evidence that pan-sensory and specifically multisensory deficits exist in 
developmental dyslexia has accumulated over the past decade, punctuated by findings of 
an enlarged multisensory temporal binding window in these individuals (Hairston et al., 
2005) as well as abnormal BOLD measures in pSTS during visual-auditory linguistic 
tasks (Rumsey et al., 1992; Brunswick et al., 1999; Paulesu et al., 2001; Shaywitz et al., 
2002; Blau et al., 2009; Blau et al., 2010) and abnormal functioning in multisensory 
cerebellar areas (Fawcett et al., 2001; Stoodley et al., 2005; Stoodley and Stein, 2009).  
Additionally, in the realm of oscillations and coherence, individuals with dyslexia clearly 
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exhibit abnormal (but often conflicting) patterns.  Early ERP studies of long-range 
functional connectivity during word-reading tasks in dyslexic children revealed decreased 
inter-hemispheric beta-band activity but increased local gamma-band activity, indicating 
a specific deficit in binding among nodes of a distributed network (Sklar et al., 1972; 
Leisman and Ashkenazi, 1980).  More recent work in MEG and ERP showed decreased 
coherence in the beta- and gamma-band ranges in auditory regions of adults with dyslexia 
when compared with normal controls (Nagarajan et al., 1999; Ucles et al., 2009).  
Interestingly, a reversal of these deficits appears during rest (Marosi et al., 1995; Shiota 
et al., 2000), indicating that deficits in long-range binding may be task-specific.  Taken 
together, this evidence indicates that developmental dyslexia is characterized by a task-
specific deficit in binding audiovisual information across disparate brain regions.  
Because the training paradigm described here appears capable of effecting improvements 
in precisely these processes, it may form the basis of promising remediation paradigms in 
the future. 
In addition to the deficits in multisensory processing (Ross et al., 2007; de Jong et 
al., 2009; Jardri et al., 2009) and pSTS function (Szycik et al., 2009), there is a robust 
literature on oscillatory and feature binding deficits in individuals with schizophrenia.  In 
fact, current theories of the pathophysiology of schizophrenia have focused upon deficits 
in coordination of distributed processes across multiple cortical areas that may produce 
some of the core cognitive deficits that are characteristic of the disorder (Dolan et al., 
1999; Friston, 1999; Phillips and Silverstein, 2003).  Consistent with these theories, 
individuals with schizophrenia exhibit significant impairments in perceptual grouping 
(Uhlhaas and Silverstein, 2005), and unisensory tasks assessing visual binding  and 
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backward masking (Spencer et al., 2003; Spencer et al., 2004; Wynn et al., 2005), as well 
as detection of auditory oddball stimuli (Gallinat et al., 2004), consistently reveal 
decreases in performance and in evoked beta- and gamma-band activity relative to 
controls.  Like those observed in dyslexia, the connectivity differences observed in 
schizophrenia appear to be focused on long-distance projections:  studies of induced 
activity during a facial recognition task revealed decreased large-scale but increased local 
synchronization (Uhlhaas et al., 2006b; Uhlhaas et al., 2006a); cross-cortical measures of 
functional connectivity in fMRI consistently reveal decreases in individuals with 
schizophrenia on a wide range of cognitive and perceptual tasks (Schlosser et al., 2003; 
Honey et al., 2005; Meyer-Lindenberg et al., 2005); and several anatomical studies using 
diffusion tensor imaging have revealed large decreases in long-distance cortico-cortical 
projections but increases in local white matter (Hubl et al., 2004; Kubicki et al., 2005).  
Lastly, abnormalities in the cortical GABAergic interneurons (Lewis et al., 2005) and 
NMDA receptors (Moghaddam, 2003; Moghaddam and Jackson, 2003) that are thought 
to be crucial for synchronization of neuronal activity have been robustly demonstrated in 
schizophrenia.  Overall, individuals with schizophrenia exhibit perceptual binding 
deficits in the context of impaired neural synchronization, a combination that could also 
result in abnormal multisensory temporal function given the current results.  Thus far, 
however, no such deficits have yet been demonstrated, and investigation of multisensory 
temporal function in schizophrenia must be considered as a potentially fruitful area of 
future inquiry.  
Lastly, efforts by our laboratory (Foss-Feig et al., 2010) have recently identified 
specific dysfunctions in multisensory temporal function in autism.  This fits very well 
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with the concept of weak central coherence, which has become a leading theory of 
autism pathophysiology (see (Happe and Frith, 2006) for review).  Positing that the core 
deficit in autism may be defined as a failure to bind feature information into a holistic 
percept, this theory has recently drawn links between the deficits observed in this realm 
and abnormal patterns of neuronal synchronization seen in autism.  In several fMRI 
studies, decreased functional connectivity was observed among frontal, parietal, and 
superior temporal lobes on a wide variety of linguistic and cognitive tasks (Castelli et al., 
2002; Just et al., 2004; Kana et al., 2006; Koshino et al., 2008); evidence in ERP of 
decreased gamma-band activity during facial recognition tasks and passive presentation 
of auditory stimuli has recently been described (Grice et al., 2001; Wilson et al., 2007); 
finally, developmental anatomical abnormalities in autism consisting of transient 
increases in white matter followed by anatomical hypoconnectivity point to a possible 
anatomical substrate for the abnormalities seen in functional connectivity (Herbert et al., 
2003; Just et al., 2004; Kennedy and Courchesne, 2008).  Like those seen in dyslexia, the 
combination of deficits seen in autism point to abnormal multisensory processing in the 
context of abnormal functional connectivity between distributed networks of sensory and 
higher-level cortical areas.   As in dyslexia and schizophrenia, determination of the 
flexibility of these deficits in the face of multisensory perceptual learning is a potentially 
fruitful avenue for future clinically-oriented research.  Predictions pertaining to the size 
of the multisensory temporal binding window, its flexibility, and its relationship to the 
clinical manifestations of these disorders may be found in Future Directions below. 
 
 
Future Directions 
Drawing on the work described here and the context provided above, it is possible 
to identify several studies that would significantly expand our current knowledge of 
multisensory temporal processing, multisensory plasticity, and the networks that underlie 
these phenomena.   
As alluded to in the above section on a Bayesian framework for multisensory 
integration, it should be possible to predict the size and shape of individuals’ 
multisensory temporal binding windows if given measures of their unisensory temporal 
discrimination abilities and some predictor of their priors.  Doing so would represent the 
first attempt to draw explicit links between individual unisensory temporal processing 
and the likelihood of perceiving audiovisual simultaneity and would provide a framework 
for describing the changes brought about by perceptual training in probabilistic terms. 
The approach to creating such a model might involve estimation of the 
appropriate likelihood ratio and priors based upon individual performance data and 
classical Bayesian formulations.  Theoretically, this approach may resemble the 
following.  Given the basic assumptions of signal detection theory, a simultaneity 
judgment may be described as the generation of an estimate of probability that the onsets 
of auditory and visual events are synchronous given the timing of noisy neural signals 
produced in response to said events.  Thus, given a quantity T corresponding to the 
difference in timing between neural auditory and visual events a and v, a customization 
of Bayes’ rule gives: 
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where A and V represent the onset times of auditory and visual events in the outside 
world.  Because the probability that T could occur is invariant across stimulus space, it 
 be described as a constant (k), leading to a simplification of Equation 1:  may
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Thus, given an estimate of the likelihood that a neural time difference T could be 
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s must be obtained.   As per the approach recently adopted by 
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r 
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g
prior likelihood tha sian prior; right-most 
term), one may derive an estimate of the likelihood that these auditory and visual e
occurred synchronously.   
In order to determine the likelihood that T could be produced by the synchronou
occurrence of auditory and visual events, estimates of the latencies and spreads of 
unisensory neural response
s  and Diederich for a similar derivation (Colonius et al., 2010), simple auditory 
and visual reaction time tasks might be used to obtain said estimates.  In this way, 
cumulative probability functions may be derived from response time data (Fig. 4.2a) and 
differentiated to produce Gaussian probability density functions (Fig. 4.2b) whose 
spreads correspond to the participant’s variability in reaction time to the auditory o
visual stimulus and whose latency corresponds to the time to peak of the response after 
stimulus onset.  Because both the auditory and visual distributions are locked to stim
onset, the difference in time between the peaks of these functions may serve as an  
 Figure 4.2.  A proposed approach to modeling probability of audiovisual simultaneity judgment 
based upon unisensory temporal data. a) Cumulative probability functions derived from data 
obtained in auditory and visual reaction time tasks.  b)  Differentiation of the functions shown in a 
results in probability density functions representing peak response latency and variance of 
response to visual and auditory stimuli.  c) The product of these distributions provides a Gaussian 
function in which the probability that neural peak time difference T was produced by synchronous 
events varies by SOA.  d) Linear transformation of this function with non-uniform priors may give 
an estimate of the probability of simultaneity judgment across SOAs in individual participants. 
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estimate of the quantity T when event presentation times A  and V are the same.  It should 
be noted that this formulation deems the estimated latency difference TA=V  to be due  to a 
difference in perceptual latency, with roughly equal motor processing times between the  
two modalities.  The product of these distributions may be calculated to give a Gaussian 
function centered on TA=V giving the probability based upon T that the neural responses 
could have been produced by synchronous audiovisual events (Fig. 4.2c), which is the 
value of the left-most term in Equation 2 above. 
 The Bayesian prior (the right-most term in Equation 2) may reflect the observer’s 
experience, hard-wired biases imposed by the neuroanatomical and neurophysiological 
states, or even biases imposed by the task (Shams et al., 2005).  Although priors are often 
deemed to be uniform across the sample space, thereby conferring equal probability to all 
possible outcomes, a non-uniform prior would be appropriate in this framework, 
reflecting prior knowledge that pairs on the right side of the distribution (wherein visual 
precedes auditory) are more likely to have been caused by the same external event than 
those on the left side of the distribution.  This model predicts that participants are more 
likely to judge audiovisual simultaneity in visual-before-auditory conditions, a pattern 
that fits the data acquired by our laboratory (Chapter II) as well as others (Zampini et al., 
2005b; Zampini et al., 2005a).   
Although priors are seldom measured directly in traditional Bayesian analyses, 
doing so in this case would provide for a more complete model of simultaneity 
perception.  A solution to this problem was recently found by Shams and colleagues 
(Shams et al., 2005) for the estimation of priors given unisensory and multisensory 
responses during a task based upon the sound induced flash illusion.  Given prior 
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estimates derived from one pool of participants, they successfully predicted the 
multisensory responses of a second pool given their auditory- and visual-alone responses.  
A similar solution may be attempted here.   In the case of audiovisual simultaneity 
judgments, the unknown priors (scaled by the constant k) may be taken to be the quotient 
of the observed probability of simultaneity judgment and the predicted probability given 
by the likelihood ratio at a given SOA.  Given the circularity of this estimate (it is based 
upon an inversion of Bayes’ rule), it could not be used for prediction of a multisensory 
simultaneity distribution given only one data set, but could be used for estimation of 
averaged population-based priors and for subsequent prediction of multisensory 
distributions in a second data set (Fig. 4.2d).   
Within this framework, decreases in probability of simultaneity judgment at non-
zero SOAs after training could be brought about by decreases in prior likelihood of 
simultaneity at those SOAs or an increase in the temporal reliability of unisensory neural 
responses themselves.  Given the data obtained thus far, a change in priors is supported 
by the asymmetrical window narrowing observed in Chapter II; indeed, feedback has 
been shown to be critical for altering experience-based priors (Backus and Haijiang, 
2007; Di Luca et al., 2009).  However, the idea that temporal window narrowing may be 
the result of improvements in unimodal temporal reliability is supported by data 
reflecting an increase in effective connectivity between multisensory pSTS and visual 
areas (Chapter III) as well as by evidence that visual gap detection capabilities may be 
enhanced after training (Appendix).  It is likely that both mechanisms may be at play, and 
carefully-designed experiments meant to assess unisensory temporal processing before 
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and after audiovisual simultaneity judgment training may help to differentiate between 
them.   
A more complete picture of the changes wrought by multisensory perceptual 
learning could also be derived with the use of more temporally-sensitive methods for 
detecting changes in neural function on the network level.  As mentioned above, the 
increased influence of pSTS on visual areas observed after training could reflect more 
complete phase locking of oscillatory activity between the two regions during 
simultaneous audiovisual presentation.  However, this hypothesis is based upon indirect 
estimations of neural activity.  A better approach to assess the connectivity changes 
implied by the data in Chapter III would be to utilize the temporal resolution offered by 
direct measures of neural activity such as ERP and MEG.  Several predictions may be 
generated should such electrophysiological data be acquired before and after training on 
the audiovisual simultaneity judgment task.  First, based upon our own data and previous 
studies of effective connectivity during simultaneity perception (Noesselt et al., 2007), 
we may hypothesize that evoked beta- and/or gamma-band activity at temporal and 
occipital electrodes will vary by SOA based upon the probability of simultaneity 
judgment for each individual at that SOA.  Second, a shift in phase coherence in these 
bands at these electrode sites should reflect the shifts in probability of simultaneity 
judgment observed after training; thus, simultaneity perception at truly synchronous trials 
should result in more precise synchronization of oscillations, whereas a drop in 
simultaneity perception at truly asynchronous SOAs should result in these oscillations 
being more out of phase.  Lastly, the magnitude of these shifts should correlate with the 
degree of temporal window narrowing observed behaviorally.  Overall, using more direct 
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and temporally precise methods of measuring neural oscillatory activity will allow for a 
clearer picture of how the nodes in the sensory network described here might interact 
during simultaneity perception and how they might change after multisensory perceptual 
training.  Importantly, the information gathered in such a study would be temporally 
precise enough to allow for definition of set epochs of post-stimulus time wherein 
interactions are thought to occur.  Knowledge of these time periods would be extremely 
important in the development of a subsequent TMS study meant to disrupt multisensory 
perceptual learning by temporarily creating a functional lesion in pSTS.  
From a clinical perspective, the perceptual learning paradigm described in this 
work represents an unprecedented means by which circuits thought to be abnormal in 
dyslexia, autism, and possibly schizophrenia might be intentionally altered.  It is a logical 
goal, then, that both assessment of multisensory temporal binding window size and 
training on this paradigm should be attempted in these clinical populations.  While it is 
difficult to predict the exact outcomes of these efforts, several bits of evidence from the 
literature may predict variable rates of success.  First, while an enlarged multisensory 
temporal binding window has been demonstrated in both dyslexia and autism on different 
tasks, there is not nearly as much data to suggest altered multisensory temporal 
processing in schizophrenia.  Thus, while an enlarged temporal binding window is 
expected to be observed in individuals with dyslexia and autism as measured via the 
audiovisual simultaneity judgment task, it is more difficult to make a specific prediction 
as to the size of that window in participants suffering from schizophrenia.  On a 
methodological note, it should be stated that task demands in these clinical populations in 
particular must be considered carefully before any data collection is attempted in order to 
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ensure interpretability of results.  For example, it is known that working memory function 
is impaired in schizophrenia and that dyslexia carries with it attention deficit disorder as a 
common comorbidity.  Modification of the currently used 2-IFC paradigm to a cross-
modal audiovisual temporal order judgment might allow future researchers to avoid 
working memory confounds in the schizophrenic population, and a more efficient route 
to left and right window sizes (i.e., through the use of adaptive staircase procedures) may 
help minimize the effects of attentional issues in the dyslexic population in the future.  If 
and when window size measurements are derived for these individuals, and if an effect is 
observed, these measurements could provide great insight into the relationship between 
multisensory temporal processing and the specific symptoms of these disorders.   
Second, assessing the ability of the multisensory temporal binding window to be 
narrowed in each of these populations will be extremely informative.  As mentioned 
above, the types of oscillations thought to underlie multisensory binding appear to be 
fundamentally altered in all three disorders, and abnormalities in neurotransmitter 
function have also been hypothesized to be the cause of these alterations in all three 
disorders.  If the cellular machinery used to regulate neural oscillations is fundamentally 
disordered and if controlled alteration of these oscillations is the basis of the narrowing 
observed in the multisensory temporal binding window, one might predict that such a 
narrowing might not be possible in these clinical populations.   Regardless of the 
outcome of this assay, however, the results would doubtless be informative as to the 
underlying basis of disease in individuals with these disorders. 
Lastly, if accurate measurement of the multisensory temporal binding window is 
possible in individuals with dyslexia, autism and schizophrenia, if that window is 
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demonstrated to be abnormal in these individuals, and if that window can be narrowed 
with perceptual training, future researchers may be presented with a rare opportunity to 
directly assess the likelihood of a causal relationship between abnormal multisensory 
temporal processing and the clinical symptoms of these disorders.  Caution should be 
urged in the interpretation of even these results, however, as the alteration of abnormal 
multisensory circuits that may have caused disruption during development—for example, 
while learning to read—may have no effect on clinical measures regardless of its causal 
role in the etiology of the disorder being studied.  In this case, study of training-induced 
window size narrowing in a developing population may be the optimal approach.   
Despite the difficulties inherent in these translational efforts, it should be 
emphasized that one of the most important possible contributions of the work described 
in this volume may be in the development of improved diagnostic measures and novel 
remediation approaches to aid those who are afflicted with disorders of multisensory 
processing. 
 
Conclusions 
The work described in this volume represents the first attempt to define and alter 
the size of the multisensory temporal binding window with the use of an audiovisual 
simultaneity judgment paradigm.  Our results demonstrate that the resultant narrowing in 
the size of the multisensory temporal binding window is rapid, robust, and stable across 
time.  Moreover, we have shown that decreases in BOLD signal during presentation of 
synchronous and highly asynchronous audiovisual stimulus pairs in multisensory and 
unisensory regions accompany the behavioral changes induced by training, and that 
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selective coupling among these regions may underlie the perception of audiovisual 
simultaneity.  These results form the foundation of future studies wherein the 
probabilistic and neural bases of these processes might be described in more detail.  
Finally, it is our hope that this first demonstration of multisensory plasticity in normative 
adults may be the beginning of a process that leads to the more effective diagnosis and 
treatment of multisensory processing disorders. 
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APPENDIX 
 
PERCEPTUAL TRAINING ON AN AUDIOVISUAL SIMULTANEITY JUDGMENT 
TASK ALTERS SOUND-INDUCED FLASH ILLUSION (SIFI) PERFORMANCE 
 
Abstract 
Life in a multisensory world requires the accurate integration of stimuli from the 
different senses.  In this process, the temporal relationship between sensory stimuli has 
been shown to be critical in determining which of these share a common environmental 
origin.  The literature has increasingly indicated that there is a window in time within 
which audiovisual stimuli are likely to be perceptually bound, here referred to as the 
multisensory temporal binding window.  While this window’s boundaries have been 
delineated time and again in psychophysical and neurophysiological investigations, its 
malleability has only recently been demonstrated.  Specifically, a recent publication by 
this group has indicated that perceptual training on an audiovisual simultaneity judgment 
paradigm is capable of eliciting a robust and stable narrowing of this window.  Here we 
investigated whether this narrowing may have been accompanied by changes in 
performance on a tasked based upon the sound-induced flash illusion (SIFI).  A subset of 
training participants underwent assessment on the SIFI task both before and after 
training.  Results demonstrated an increase in sensitivity in training but not control 
(exposure) participants on the SIFI task, an effect that scaled with the degree of temporal 
window narrowing exhibited by individual participants.  Intriguingly, this increase in 
sensitivity was driven not by a decrease in propensity to report illusory flashes, but by the 
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correct identification of rapidly-presented two-flash conditions.  These results indicate 
that gains in multisensory temporal precision brought about by perceptual training are 
capable of transfer to visual temporal processing. 
 
Introduction 
Our ability to perceive the world in an accurate and meaningful way depends 
critically upon the appropriate integration of cross-modal stimuli.  One of the more 
difficult aspects of this process comes in determining which of a constant stream of 
stimuli from the different senses were caused by the same environmental event.  One of 
the strategies the brain employs in accomplishing this task relies upon the temporal 
structure of multisensory stimulus pairs; those events that occur in close temporal 
proximity are likely to have been caused by the same environmental event, whereas 
events that occur at extremely disparate times are unlikely to have a common origin.  
However, because the environmental energies carrying this information (i.e., light, 
sound) propagate at very different rates, this relationship must be flexibly specified.  
Thus, the construct of a temporal window of multisensory binding has been proposed, 
within which paired cross-modal events are likely to produce enhanced neural, 
perceptual, and behavioral responses (Dixon and Spitz, 1980; McGrath and Summerfield, 
1985; Pandey et al., 1986; Meredith et al., 1987; Colonius and Diederich, 2004; 
Diederich and Colonius, 2004, 2008; Colonius et al., 2009; Diederich and Colonius, 
2009).  Most studies of multisensory temporal processing to date have focused upon the 
realm of audiovisual interactions, capitalizing upon such tasks as audiovisual 
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simultaneity judgment to determine the boundaries of the multisensory temporal binding 
window.  
Studies have highlighted the developmental dynamics of the multisensory 
temporal binding window (Lewkowicz, 1996), but its ability to be narrowed with 
perceptual training has only recently been uncovered (Powers et al., 2009).   Whether the 
improvements in multisensory temporal acuity wrought by training are capable of 
affecting processing in single modalities or in other multisensory tasks has yet to be 
determined, however.  Reports of generalization of effects are rare in the perceptual 
learning literature (Dosher and Lu, 2007; Roth et al., 2008; Jeter et al., 2009; Lapid et al., 
2009; Polat, 2009), and while improvements in auditory temporal processing following 
training on a somatosensory temporal discrimination task (Nagarajan et al., 1998), no 
study has shown transfer of learning from a multisensory task to one involving only 
single sensory modalities.  We engaged a subset of multisensory perceptual training and 
exposure control participants in a task based upon the sound-induced flash illusion (SIFI; 
(Shams et al., 2000, 2002) both before and after training in order to determine whether 
successful narrowing of the multisensory temporal binding window might alter their 
performance on this different but related multisensory temporal task. 
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Materials And Methods 
2-AFC Training 
Subjects 
Twelve (12) Vanderbilt undergraduate and graduate students (mean age 19.83; 7 
female) took part in the 2-alternative forced-choice (2-AFC) training portion of the study.   
Data from this cohort of participants represents a subset of that obtained for a separate 
study (Powers et al., 2009).  Because this study was designed to investigate the influence 
of simultaneity judgment training on perception of the SIFI, the criteria for inclusion in 
this cohort were based upon 1) the successful completion of training on the simultaneity 
judgment paradigm (with evidence of temporal window narrowing), and 2) completion of 
pre-training and post-training SIFI assessments.   By self-report, all participants had 
normal hearing and vision, and none had any history of neurological or psychiatric 
disorders. All procedures for all subject groups were approved by the Vanderbilt 
University Institutional Review Board (IRB).  
 
2-AFC Simultaneity Judgment Assessment 
In this task (Fig. A.1a and b), participants judged whether the presentation of an 
auditory stimulus and a visual stimulus was 'simultaneous' or 'non-simultaneous' by 
pressing 1 or 2, respectively, on a response box (Psychology Software Tools Response 
Box Model 200A). Participants were seated in a quiet and dark room 48 cm from a 
computer monitor. E-Prime 2.0 (2.0.1.109) was used to control all experiments. 
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Figure A.1.   Experimental Procedures.  a.   Temporal structure of the simultaneity 
judgment task.  The 2-AFC version of the task consisted of one presentation of either a 
veridically simultaneous (SOA 0) or asynchronous (SOAs ranging from -300 ms to 300 
ms by 50-ms increments) audiovisual stimulus pair, followed by a response period.  The 
2-IFC version presented both a simultaneous and an asynchronous pair per trial, 
followed by a response period.  b.  Schematic and characteristics of stimulus 
presentation.  c.  Temporal structure of the SIFI task, illusory (one-flash) condition.  In 
this condition, one flash (a solid white circle eccentrically presented below the fixation 
cross) is accompanied by two tones, one of which always appears simultaneously with 
the flash.  In the two-flash condition, flashes are separated by 52 ms and the central beep 
is presented at the midpoint between the flashes. 
A white crosshair fixation marker (1 cm x 1 cm) on a black background appeared 1 
second before the stimuli were presented and persisted throughout the duration of each 
trial. The visual stimulus consisted of a white ring on a black background subtending 15° 
of visual space with an outer diameter of 12.4 cm and an inner diameter of 6.0 cm (area = 
369.8 cm2). This stimulus was presented for one refresh duration on a high refresh-rate 
monitor (NEC MultiSync FE992, 120 Hz; one refresh = 8.3 ms).  
The auditory stimulus was a 10-ms, 1800-Hz tone burst presented binaurally via 
headphones (Phillips SBC HN110) with no interaural level or time differences.  The 
stimulus was calibrated with a Larson-Davis sound level meter (Model # 814) and was 
presented at 110.4 dB SPL unweighted using impulse detection and flat weighting 
settings. 
The stimuli had stimulus onset asynchronies (SOAs) ranging from -300 ms 
(auditory preceding visual) to 300 ms (visual preceding auditory) at 50 ms intervals. All 
stimulus timing was verified externally with an oscilloscope within an error tolerance of 
10 ms arising from the inherent temporal imprecision of the auditory presentation 
hardware and drivers.  In the Simultaneity Judgment Assessment task, temporal offsets 
were equally distributed. A total of 325 trials made up the task (25 cycles x 13 
trials/cycle).   
 
Sound-Induced Flash Illusion (SIFI) Task 
Participants completed the SIFI task (Shams et al., 2000, 2002; Rosenthal et al., 
2009) once directly after the baseline simultaneity judgment assessment and once again 
after the completion of the final simultaneity judgment assessment on Day 5.  In this task, 
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participants are presented with one or two flashes paired with zero, one, or two beeps. 
Flashes were 8.5 ms in duration, and consisted of a white circle with an area of 12.6 cm2 
presented on a black background one centimeter below the fixation cross.  Beeps 
consisted of a temporally-ramped 5000 Hz pure tone of 8 ms duration.   In the two 
flash/one beep condition, the flashes were separated by 50 ms and the beep was presented 
at the midpoint between the two flashes. Similarly, in the two flash/two beep condition, 
the timing between flashes remained constant and one beep was always presented at the 
midpoint between the two flashes, with the other preceding or following it by an SOA 
ranging from 50 to 300 ms.  In the illusion-inducing one flash/two beeps condition, one 
beep always occurred simultaneously with the flash onset, while one either preceded or 
followed that onset by SOAs ranging from 50 to 300 ms.  This condition typically 
induces the perception of two flashes although only one appears, and the strength of this 
illusion varies with SOA (Shams et al., 2002).  Each of these conditions occurred an 
equal number of times so as not to introduce a response bias.  After each trial, 
participants responded by button-press to indicate the number of flashes they had 
perceived. In the SIFI assessment task there were 300 total trials (10 cycles x 30 
trials/cycle) with an equal distribution of each condition.  
 
2-AFC Simultaneity Judgment Training 
The training task differed from simultaneity judgment assessments in that after 
making a response, the subject was presented with either the phrase “Correct!” paired 
with a happy face, or “Incorrect” paired with a sad face corresponding to the correctness 
of their choice. These faces (happy = yellow, sad = blue, area = 37.4 cm2) were presented 
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for 500 ms in the center of the screen. The white ring and fixation were of the same size 
and duration as in assessment trials. Only SOAs between -150 and 150 ms, broken into 
50 ms intervals, were used during the training phase. Additionally, in this phase the 
SOAs were unequally distributed:  the veridical simultaneous condition had a 6:1 ratio to 
any of the other 6 non-simultaneous conditions. In this way there was an equal likelihood 
of simultaneous/non-simultaneous conditions, minimizing concerns about introducing a 
response bias. The training phase consisted of 120 trials (20 cycles x 6 trials/cycle).  See 
Figs. A.1a and A.1b for illustrations of the temporal relationship between stimuli. 
 
2-AFC Training Protocol 
Training occurred over 5 hours (1 hour per day) during which participants took 
part first in a pre-training simultaneity judgment assessment, next in one SIFI assessment, 
then in 3 shorter simultaneity judgment training runs, followed by a post-training 
simultaneity judgment assessment.  An additional baseline assessment was performed at 
the start of the study for each subject, followed by the typical training day; this was 
designed to detect any practice effects that may have resulted from completion of the 
assessment itself.   
 
Follow-Up Assessment 
After one week without training, a subset of the training cohort described above 
(n=7, 2 female; mean age = 20.43) returned to the lab and underwent one simultaneity 
judgment assessment and one SIFI assessment without any training. 
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2-AFC Exposure 
Subjects 
Twelve (12) Vanderbilt undergraduate and graduate students (mean age 19.72; 4 
female) underwent the 2-alternative forced-choice (2-AFC) exposure portion of the study.  
As with the 2-AFC training group data, data from this cohort of participants represents a 
subset of that obtained for a separate study (Powers et al., 2009).  Inclusion in this cohort 
was based upon the successful completion of both the exposure protocol and the pre- and 
post-exposure SIFI assessments.  All participants had self-reported normal sight and 
hearing, and none had any personal or family history of neurological or psychiatric 
disorders. 
 
Exposure Protocol 
The exposure portion of the study differed from the 2-AFC training protocol only 
in that instead of the training blocks, participants underwent 2-AFC exposure blocks of 
the same length.  Thus, all participants in both cohorts took part in the same number of 2-
AFC simultaneity judgment and SIFI assessments.  The details of the exposure sessions 
are outlined below. 
 
2-AFC Exposure 
In the interest of maintaining attention, the 2-AFC exposure blocks were designed 
as an oddball task wherein participants were exposed to the same audiovisual pairs used 
in the simultaneity judgment training sessions but were instructed to press a button when 
they saw a red ring. As in the simultaneity judgment training sessions, the veridical 
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simultaneous condition had a 6:1 ratio to any of the other 6 non-simultaneous conditions.  
Oddballs occurred with the same probability across all conditions, and were 1/10 as likely 
to appear as the standard.  The rings and fixation were of the same dimensions and 
duration as in the assessment trial; the tone was identical to that presented during the 
simultaneity judgment assessment and training sessions.  A range of SOAs between -150 
and 150 ms, in steps of 50-ms intervals, were used for this task.   
 
2-IFC Training 
Subjects 
Thirteen (13) Vanderbilt undergraduate and graduate students (mean age 20.46; 
10 female) underwent the 2-interval forced-choice (2-IFC) training portion of the study.  
As with data from the other cohorts, data from this cohort of participants represents a 
subset of that obtained for a separate study (Powers et al., 2009).  Because this study was 
designed to investigate the influence of simultaneity judgment training on perception of 
the SIFI, inclusion in this cohort was based upon 1) the successful completion of training 
on the simultaneity judgment paradigm (with evidence of temporal window narrowing), 
and 2) completion of pre-training and post-training SIFI assessments.  All participants 
had normal hearing and vision by self-report, and none had any personal or close family 
history of neurological or psychiatric disorders. 
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2-IFC Simultaneity Judgment Assessment 
The 2-IFC simultaneity judgment assessment employed precisely the same stimuli 
as those used in the 2-AFC task.  In this task, however, participants were presented with 
two audiovisual pairs, one with an SOA of zero (simultaneously-presented) and one with 
a non-zero SOA (non-simultaneously presented).   Presentations were separated by 1 
second, during which a fixation cross alone was presented.  Participants were asked to 
indicate as quickly as possible by button-press which interval (first or second 
presentation) contained the flash and beep that happened at the same time.  Simultaneous 
pairings were as likely to be presented in the first interval as in the second, and a 
simultaneous-simultaneous catch trial condition was present in equal representation to 
other SOAs.   
 
2-IFC Simultaneity Judgment Training 
The training phase of the 2-IFC portion of the study was identical to that of the 
assessment phase with two exceptions:  1) in the same manner described in the 2-AFC 
training, participants were given feedback as to the accuracy of their responses after each 
trial; 2) as in the 2-AFC simultaneity judgment training protocol, the range of SOAs 
presented during training (-150 ms to 150 ms by 50-ms increments) was restricted in 
training as compared to assessment (-300 ms to 300 ms).  However, unlike the 2-AFC 
version of this training, the ratio of simultaneous to non-simultaneous presentation was 
always 1:1.   
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2-IFC Training Protocol 
Participants underwent training in five 1-hour blocks (one hour per day) on the 2-
IFC version of the simultaneity judgment task.  Each day’s 2-IFC training began with a 
simultaneity judgment assessment followed by three shorter blocks of training, and ended 
with a post-training simultaneity judgment assessment.   
 
Follow-Up Assessment 
A subset of the 2-IFC training cohort described above (n=7, 5 female; mean age = 
20.57) returned to the lab one week after cessation of training and underwent one 
simultaneity judgment assessment and one SIFI assessment without any training. 
 
Data Analysis 
All data were imported from E-Prime 2.0 text files into MatLab 7.7.0.471 R2008b 
(The Mathworks, Inc., Natick, MA) via a custom-made script for this purpose.  Individual 
subject raw data were used to calculate the mean probability of simultaneity judgment (2-
AFC), accuracy (2-IFC), and proportion of trials at which two flashes were reported 
(SIFI) at each SOA for all assessments.  These means were then analyzed in multiple 
ways as summarized in the following sections. 
 
Estimation of Window Size 
Mean data from each individual were fit with two sigmoid curves generated using 
the MatLab glmfit function, splitting the data into left (auditory presented first) and right 
(visual presented first) sides and fitting them separately.  For the 2-AFC tasks, the 
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criterion at which to measure the breadth of the temporal window was equal to 75% of 
the maximum data point at baseline assessment.  For the 2-IFC task, this criterion was set 
at half the distance between individuals’ lowest accuracy point at baseline assessment and 
1 (also ~ 75% accuracy).  These criteria were then used to assess the breadth of the 
distributions produced by each individual’s assessment data throughout the duration of 
the training period.  Distribution breadth was then assessed for both the left side (from 
zero to the left-most point at which the sigmoid curve crossed the criterion line) and the 
right side (from zero to right intersection point) and then combined to get an estimation 
of total distribution width.  This measure was then used as a proxy for the size of each 
individual’s window at each assessment. An example of the result of this process may be 
seen in Figure A.2a.  It should be noted that, when mean data from any individual 
assessment were unable to be fit with a sigmoid curve, all data from this individual were 
discarded for analysis of window size progression and SIFI performance change. 
Analysis of differences in window size across time was conducted by performing a 
repeated-measures ANOVA (within-subject factor, assessment number) followed by 
post-hoc t-tests (corrected via the Holm method for multiple comparisons) to determine 
which differences between assessment measures were responsible for the variance 
observed.   
 
Signal Detection Analysis 
In order to determine whether any changes in SIFI performance were the result of 
a true increase in perceptual sensitivity (d′) or a shift in response bias (β), a signal 
detection analysis was performed.  Perceptual sensitivity (d′) was defined as the ability to 
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discriminate between one flash and multiple flashes (Green and Swets, 1966; Rosenthal 
et al., 2009).  These parameters were calculated per individual in the following manner:  
z(F))0.5*(z(H)β
z(F)z(H)d
+=
−=′
 
where z(p) indicates the inverse of the cumulative normal distribution corresponding to 
the response proportion p.  H (hit) denotes correct detection of multiple flashes, and F 
(false alarm) indicates an incorrect report of multiple flashes.  In order to determine if 
either of these factors changed over the course of training or exposure, these values were 
calculated per individual on the basis of their pre- and post-training/exposure SIFI 
assessments and the mean group difference scores reported. 
 
Results 
Perceptual training on a simultaneity judgment task narrows the temporal window 
of multisensory binding 
During the course of the multisensory perceptual learning paradigm described in 
(Powers et al., 2009), several subjects exhibited a narrowing of their multisensory 
temporal binding windows, as seen in an audiovisual simultaneity judgment task.  Data 
produced by the two-alternative forced-choice (2-AFC) version of the training protocol 
from one participant are depicted in Figure A.2a. In this representation, the average 
probability of simultaneity judgment is plotted as a function of SOA.  These data are then 
fitted with two sigmoid curves to model the left and right sides of the binding window.  
The breadth of this window was taken to be the length in time (in ms) at which 
individuals judged simultaneity at or greater than 75% of their highest baseline value.   
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Figure A.2.   Perceptual training on a simultaneity judgment task narrows the temporal window of 
multisensory binding.   a. Assessment of window size and window size narrowing in one 2-AFC training 
participant.  Average individual probability of simultaneity judgment is plotted as a function of stimulus onset 
onset asynchrony (SOA).  Sigmoid curves are fit to either side of the resulting distribution, and the window 
breadth is taken as the width of this distribution at three quarters of the maximum data point at baseline.  
This individual’s window size at baseline is 255 ms by this measure, and narrows to 189 ms.  b.  Mean 
window size change over the course of 5 training days for 12 2-AFC training participants.  Error bars 
represent one SEM.  c.  Individual window size derivation from one exposure participant at baseline and 
post-exposure assessment on day 5.  d.  Progression of window size in 13 exposure control participants.   
Note that these participants do not exhibit the decrease characteristic of training group participants, but 
actually show a trend toward window size expansion.  e.  Individual derivation of window size in one 2-IFC 
training participant.  Note that in the 2-IFC version of the task data is plotted as accuracy versus SOA.  In a 
similar manner to that used in the 2-AFC version of the task, these data are fit with two sigmoid curves and 
window size is taken as the halfway point between the minimum data point at baseline and perfect accuracy 
(~75%).  f.  Mean total window size change over 5 days of training on the 2-IFC task.  Note that, as with the 
2-AFC subjects, window size narrows by nearly half compared to baseline assessment. 
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The mean window size for the individual data depicted here is shown to be 255 
milliseconds.   
After training on the simultaneity judgment paradigm there was a dramatic shift in 
the size of the multisensory temporal binding window.  In the individual shown, this shift 
translated to a 26% reduction in the size of the window, to 189 ms.  To examine the time 
course of this narrowing on the group level, we plotted each individual’s distributions at 
each of the 11 assessments, derived window sizes from these plots, and then charted the 
mean window size over the course of the 5 days of training.  This time course is depicted 
in Figure A.2b for 12 subjects whose window sizes decreased from baseline to the post-
training Day 5 assessment (described as dynamic subjects in Powers et al., 2009).  A 
repeated-measures ANOVA revealed significant narrowing  in these subjects’ temporal 
windows over the course of training (F10,90 = 3.6798; p = 0.00038)  with mean window 
sizes decreasing significantly from 302 ms at baseline assessment to 237 ms at the post-
training assessment on Day 5 (by paired-samples t-tests, p = 0.0391, corrected).   It 
should be noted that this outcome is not unexpected, as this cohort was specifically 
chosen to examine the effect of window narrowing on performance of an unrelated 
multisensory temporal task. 
The results above may be contrasted with those of the exposure group, depicted in 
Figure A.2c and A.2d.  As with the training group, individual assessment data from the 
exposure group (n = 9) were fitted with two sigmoid curves and window sizes were 
measured by the same 75% maximum criterion (Fig. A.2c).  Surprisingly, results 
indicated an increase in window size over the course of the week of exposure (by 
repeated-measures ANOVA, F10,80  =  2.212; p = 0.0250), with window size first reaching 
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significance over baseline assessment (301 ms) at pre-exposure assessment on Day 4 
(380 ms; by paired samples t-test, p = 0.0266, corrected) and remaining significantly 
larger upon final assessment (396 ms; p = 0.0153, corrected).   
To control for the possibility that the changes in window size described in the 
training group above may have been driven by changes in cognitive biases (i.e., criterion 
shifts), rather than by a true change in perceptual processes, several subjects were run on 
a two-interval forced-choice (2-IFC) version of the task, wherein subjects are requested 
to judge which of two sequential presentations contained the simultaneous audiovisual 
pair.  This structure does not require the setting of a criterion for simultaneity and thus is 
more likely to reveal true differences in discrimination ability.   Individual assessment 
data in the form of mean accuracy per SOA were plotted and sigmoid curves fitted to 
each side of the distribution, just as in the 2-AFC version of the task (Fig. A.2e).  The 
size of the temporal window here was defined as halfway between each individual’s 
lowest accuracy point at baseline and 1 (the mean criterion level was 72%), and this 
measurement was derived for each of the 11 assessments over 5 days of training.  Results 
once again showed a narrowing of group window size (see Powers et al., 2009 for full 
cohort data).  Figure A.2f summarizes data from those subjects whose window sizes 
were narrowed with training (repeated-measures ANOVA, F10,110 = 4.2568;  p = 5.13 x 
10-3) and who were assessed on the SIFI task as well (n=13).  As expected, total window 
size in these subjects narrowed significantly from 396 ms at baseline to 173 ms at post-
training Day 5 assessment (p = 1.5 x 10-4, corrected). This narrowing appeared very early 
during the training week, at the pre-training assessment on Day 2 (p = 2.0 x 10-4, 
corrected).   
199 
 
Both 2-AFC and 2-IFC training result in sensitivity increases upon signal detection 
analysis of SIFI results 
Participants in both the training and passive exposure groups took part in the SIFI 
task immediately after the baseline simultaneity judgment assessment (i.e., prior to 
training) and again after the final simultaneity judgment assessment following the 5 days 
of training.  An analysis of the data using signal detection theory (SDT) was undertaken 
to determine whether performance on the SIFI task changed in each of the three groups.  
Figure A.3a highlights the difference in sensitivity (d′) after one week of training or 
exposure in each group.  While both 2-AFC (mean = 0.564; p = 0.038 by paired t-test) 
and 2-IFC (mean = 0.604; p = 0.0036) training groups exhibited marked increases in 
mean sensitivity between pre- and post-training assessments, the exposure group showed 
no such difference (mean = -0.0680; p = 0.78).  By contrast, analysis of the response bias 
term (β; Fig. A.3b) revealed very small pre/post differences in means for all three groups 
(2-AFC training:  0.0929; 2-AFC Exposure:  0.0712; 2-IFC training:  0.213), although 
this difference for the 2-IFC group did reach statistical significance (p = 0.0428 by 
paired-samples t-test).   
To determine whether the changes observed in the d′ measure were driven by 
increases in hits or decreases in false alarms in these individuals (see equation for d′ 
calculation in Materials and Methods), changes in the proportions of hits and false alarms 
in each of the three groups were analyzed and plotted (Fig. A.3c).  Results indicate that, 
while there was a decrease in the mean proportion of false alarms for the 2-AFC training 
group (mean = -0.0258), this difference was not statistically significant upon paired-
samples t-test (p = 0.315), and no other groups exhibited appreciable differences on this  
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Figure A.3.  Both 2-AFC and 2-IFC training result in sensitivity increases upon signal 
detection analysis of SIFI results.  a.  Change in sensitivity (d') after training/exposure 
in all three groups.  In striking contrast to the exposure group, both training groups 
exhibit a significant increase in sensitivity after training on the simultaneity judgment 
task.  b.  Change in response bias (β) after training/exposure.  Note the difference in 
magnitude of change when compared to sensitivity shifts.  c.  Breakdown of factors 
contributing to the sensitivity shift shown in a.  While the 2AFC training group does 
exhibit a small decrease in proportion of false alarms after training, the sensitivity 
differences seen appear to be driven primarily by increases in hits, or correct 
identifications of two-flash presentations.  Error bars indicate one SEM; * p < 0.05; ** p 
< 0.01. 
measure.   In stark contrast, both the 2-AFC and 2-IFC training groups showed marked 
increases in hit proportions from pre- to post-training assessments (~10% for each; p = 
0.098 and p = 0.0346, respectively).  Thus, the changes in performance after training 
were the result of increases in correct recognition of two closely-presented flashes rather 
than a decrease in the proportion of trials over which the SIFI was reported. 
 
Changes induced by perceptual training on both the 2-AFC and 2-IFC simultaneity 
judgment tasks are stable for at least 1 week 
One week after completion of training, 7 subjects from the 2-AFC training group 
described above returned to the lab for follow-up simultaneity judgment and SIFI 
assessments.  Figure A.4a depicts the progression of window size narrowing for this 
follow-up group.  Note that window sizes for these subjects at 1-week follow-up 
assessment (mean of 227 ms) remain significantly smaller than at baseline assessment 
(mean = 314 ms; p = 0.045 by paired-samples t-test), but do not differ significantly from 
the window size as measured at post-training Day 5 assessment (221 ms, p = 0.957).   
Similarly, a group of 7 subjects from the 2-IFC training group above returned for 
follow-up assessments (Fig. A.4b).  Again, results reveal a window size that remains 
narrow upon 1-week follow-up (164 ms) when compared with baseline assessment (414 
ms, p = 0.0095), but does not differ significantly from the window size at post-training 
Day 5 assessment (192 ms, p = 0.110).   
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Figure A.4.  Changes induced by perceptual training on both the 2-AFC and 2-IFC 
simultaneity judgment tasks are stable for at least 1 week.  a.  Average progression of 
window sizes in a cohort of 7 participants from the 2-AFC training group shown in 
Figure 2a upon assessment one week after cessation of training.  b.  Progression of mean 
window sizes in a cohort of 7 participants from the 2-IFC group upon 1-week follow-up.  
Error bars indicate one SEM.
203 
 
Increases in sensitivity on the SIFI task after training are stable for at least 1 week 
Because the effects of training show evidence of persistence one week after 
training cessation, the longevity of the changes in SIFI performance was also assessed.  
As summarized in Figure A.5a, both training groups continued to exhibit large mean 
increases in sensitivity from baseline (2AFC: 0.990; 2-IFC:  0.643), although these 
changes only approached statistical significance (p = 0.0548 and p = 0.0556, 
respectively).  Once again, there appeared to be small but consistent increases in bias 
upon follow-up assessment (Fig. A.5b; 2-AFC mean:  0.118; 2-IFC mean: 0.211), and the 
2-IFC increase reached statistical significance (p = 0.0247).   
As was done with the data acquired immediately after training, the changes in 
sensitivity on the SIFI task were broken down in terms of changes in the proportions of 
hits and false alarms between pre-training and 1-week follow-up assessments (Fig. A.5c).  
Once again, the effects seemed to be driven primarily by increases in the proportion of 
hits over this interval (mean change 2-AFC = 0.186; mean change 2-IFC = 0.084), 
although neither of these changes reached significance (p = 0.113 and p = 0.144, 
respectively). This is most likely due to the decreased number of participants returning 
for follow-up.  In contrast, there was no appreciable change in proportion of false alarms 
in either training group (2-AFC mean = -0.055; 2-IFC mean = -0.0120). 
 
Increases in sensitivity correlate with the degree of window narrowing in the 2-AFC 
training group 
To determine whether the degree of window size change brought about by 
training is able to predict the degree of change in sensitivity on the SIFI task, individual  
204 
 
∆
d'
|β
|
∆
D
iff
er
en
ce
 in
 P
ro
po
rt
io
n 
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
2-AFC Training Group     
1-Week Follow-Up
2-IFC Training Group     
1-Week Follow-Up
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
2-AFC Training Group     
1-Week Follow-Up
2-IFC Training Group     
1-Week Follow-Up
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
2-AFC Training Group                                                          
1-Week Follow-Up
2-IFC Training Group                                        
1-Week Follow-Up
Hits
False Alarms
a
b
c
p = 0.0548
p = 0.0556
*
Figure A.5.  Increases in sensitivity on the SIFI task after training are stable 
for at least 1 week.  a.  Change in sensitivity (d') from baseline SIFI assessment 
from baseline to one-week follow-up in both training groups.   Both groups 
exhibit large increases in mean sensitivity upon one-week follow-up assessment, 
although both only approach significance.  b.  Change in response bias (β) in 
these participants.  Once again, note the difference in magnitude between this 
change and the sensitivity shift shown in a.  c.  Breakdown of factors influencing 
the sensitivity shift described.  As seen in the assessment immediately following 
training, this shift appears to be primarily driven by an increase in hits, although 
smaller decreases in false alarms are also present.   Error bars indicate one 
SEM; * p < 0.05. 
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difference scores in window size and d′ were entered as factors into a linear regression.  
Figure A.6 illustrates the result of this procedure for the 2-AFC training group.  As seen 
in Figure A.6a, there is a direct correlation between the percent decrease in window size 
exhibited by members of this group and the percent increase in sensitivity seen on the 
SIFI task in these subjects immediately after training (r2 = 0.4133; p = 0.0145).  Analysis 
of the 2-AFC follow-up data (Fig. A.6b) revealed a similar relationship, indicating a 
positive correlation between degree of change seen on the simultaneity judgment task and 
the SIFI task (r2 = 0.793; p = 0.0078).  In contrast, no significant correlations between 
these measures were noted in the 2-AFC Exposure or in the 2-IFC training group. 
 
Discussion 
We have shown that individuals who have undergone perceptual training on an 
audiovisual simultaneity judgment task is exhibit altered performance on a sound-induced 
flash illusion (SIFI) task.  Further, we have shown that this change in performance is 
primarily driven by an increase in recognition of two-flash conditions after training.  
Moreover, we have demonstrated that the magnitude of change in performance on the 
SIFI task is directly dependent upon the degree of temporal window narrowing wrought 
by the simultaneity judgment training paradigm.  Finally, we have shown that these 
changes are stable over time and remain robust at least one week following the cessation 
of training. 
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The degree to which the changes observed on the SIFI task are related to the 
alterations in window size observed in the primary simultaneity judgment task is 
important to the interpretation of the results outlined above.  Figure A.6 establishes a 
relationship between the degrees of change exhibited by 2-AFC training subjects in the 
two tasks, but it should be noted that no such relationship could be discerned for the 2-
IFC training group.  Possible reasons for this seeming incongruence include the apparent 
dependence of the 2-AFC effects not only on an increase in hits after training, but on a 
decrease in false alarms.  Figures A.7 and A.8 show a correlation between the degree of 
temporal window narrowing and the decrease in false alarms shown by participants in all 
three groups in post-training and 1-week follow-up assessments.  Most striking in this 
analysis is that a strong relationship is seen in the 2-AFC training group but remains 
completely absent in both the 2-AFC exposure group and the 2-IFC training group, 
supporting the idea that the correlation between the sensitivity measure and window size 
narrowing shown in Figure A.6 is likely driven not by the robustly demonstrated increase 
in hits, but by the decrease in false alarms exclusively seen in the 2-AFC training group.  
The fact that this difference exists between the two training groups is perplexing, but 
because a single-presentation 2-AFC task of this type (as opposed to the 2-IFC construct) 
relies upon the setting of an internal criterion (Nachmias, 1981; Pelli, 1985), a post-
perceptual mechanism for this decrease is likely.  Indeed, the fact that the two groups are 
so similar in terms of window narrowing on the simultaneity judgment task and in terms 
of their increase in hits on the SIFI task points to both perceptual and post-perceptual 
changes in the 2-AFC group on both tasks.  The presence of such top-down influences on 
the illusion itself (here described as a decrease in false alarms) is unprecedented in the  
208 
 
-1200
-1000
-800
-600
-400
-200
0
200
-250 -200 -150 -100 -50 0 50
Pe
rc
en
t 
D
ec
re
as
e 
in
 M
ea
n 
Li
ke
lih
oo
d 
of
 R
ep
or
ti
ng
 S
IF
I 
Percent Decrease in Window Size
c
-80
-60
-40
-20
0
20
40
60
80
100
0 20 40 60 80 100
Percent Decrease in Window Size
y = 1.8203x - 27.115 
R² = 0.5642
p = 0.0050
-60
-40
-20
0
20
40
60
80
100
0 10 20 30 40 50 60 70
b Percent Decrease in Window Size
Pe
rc
en
t 
D
ec
re
as
e 
in
 M
ea
n 
Li
ke
lih
oo
d 
of
 R
ep
or
ti
ng
 S
IF
I 
Pe
rc
en
t 
D
ec
re
as
e 
in
 M
ea
n 
Li
ke
lih
oo
d 
of
 R
ep
or
ti
ng
 S
IF
I 
a
Figure A.7.   Degree of window size narrowing and percent decrease in propensity to 
report the SIFI covary only in the 2-AFC training group.  Relationship between percent 
window size decrease and percent decrease in likelihood of reporting the SIFI in 2-AFC 
participants (a), 2-AFC exposure participants (b), and 2-IFC training participants (c).   
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Figure A.8.  Degree of window size narrowing and percent decrease in propensity to 
report the SIFI covary only in the 2-AFC training group upon one-week follow-up 
assessment.    Relationship between percent window size decrease and percent decrease 
in likelihood of reporting the SIFI in 2-AFC participants (a) and 2-IFC training 
participants (b) on one-week follow-up assessment.   
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literature.  In fact, the illusion’s seeming inability to be altered by feedback training 
(Rosenthal et al., 2009) is suggestive of its imperviousness to top-down influences.  
Nonetheless, the data reported here do demonstrate a difference in the probability of 
individuals to report the SIFI that clearly depends upon the amount of change induced by 
the primary task after training, arguing strongly that participants’ propensities to report 
the SIFI are indeed susceptible to post-perceptual influences. 
The interrelatedness of the simultaneity judgment and SIFI tasks in terms of their 
temporal structures (see Fig. A.1) prompts the question as to whether, as in the original 
training task, differences in SIFI performance may be limited to a specific range of 
stimulus onset asynchronies (SOAs).  As demonstrated in Figure A.2 and as highlighted 
in Powers (2009), the window narrowing observed after training is seen primarily as 
performance increases in middle to large lags on the right side of the distribution, 
corresponding to conditions wherein visual events precede their auditory counterparts.  
Figure A.9 breaks down the pre-/post-training sensitivity changes by SOA in all three 
groups.  In both the 2-AFC and 2-IFC training group—but not in the 2-AFC exposure 
group—sensitivity increases are in large part isolated to positive SOAs and at the 
intervals that show the most change in the simultaneity judgment task.  While the nature 
of the two tasks is not similar enough to warrant a strict SOA-by-SOA prediction of 
generalization of effects between the two tasks, the fact that the same lateralization of 
effect exists in both supports their interrelatedness. 
The effects here are driven primarily by increases in participants’ abilities to 
discriminate between the presentation of one flash versus two flashes presented in close 
temporal proximity. Thus, the effects seen are essentially increases in performance  
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Figure A.9.  Changes in sensitivity on the SIFI task after training occur mostly in 
positive SOA conditions.  a.   Mean differences in sensitivity as a function of SOA on the 
SIFI task for 2-AFC training participants.  Note the marked improvement on the right 
side of the distribution, resembling the pattern of improvement on the simultaneity 
judgment task (Fig. A.2).  b.  Mean differences in sensitivity as a function of SOA in 2-
AFC exposure participants.  c.  Mean differences in sensitivity by SOA on the SIFI task in 
2-IFC training participants.  Note the similarity of this pattern with that of the changes 
seen in the 2-AFC training group, and their seeming isolation to positive SOAs. 
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accuracy on a visual gap detection task.  Other investigations into cross-modal 
generalization of temporally-based perceptual learning have generated mixed results:   
transfer of learning has been shown from training on a somatosensory timing task to a  
corresponding auditory task if similar intervals are tested (Nagarajan et al., 1998), but 
others have failed to demonstrate transfer of simultaneity learnin within modalities and 
cross-modally (Virsu et al., 2008).   While the results reported here do not necessarily 
support the existence of a single, crossmodal clock in its classical formulation as a 
pacemaker-accumulator (Treisman, 1963), they do join others (Alais and Burr, 2003; 
Burr and Morrone, 2006; Burr et al., 2009) in demonstrating the possible existence of 
shared components for timing perception among the sensory modalities.  Indeed, these 
results fit well with a growing literature in support of interval-specific timing circuits that 
are dependent upon the time scale in question but independent of stimulus specifics, 
location, or modality (Ivry and Spencer, 2004; Buhusi and Meck, 2005; Johnston et al., 
2006).  Along these lines, future investigations should focus upon whether, as these 
results and cue reliability models of multisensory integration may predict (Deneve and 
Pouget, 2004; Andersen et al., 2005; Roach et al., 2006; Angelaki et al., 2009; Ronsse et 
al., 2009), the relationship between the multisensory and visual improvements described 
here may be causally linked.  
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