The population of people who need assistance in daily life is increasing year by year in Japan. The number of upper limb disabled people, who have various difficulties in daily lives even cannot have meals by themselves, is increasing to 690,000. They have difficulty eating on their own.The number of caregivers is short for the daily care work. The situation in walfare field is that the work burden on the caregives is increasing contiously.
Introduction
Currently, the number of people with disabilities who need assistance is increasing year by year (1) ．In addition, the number of upper limb disabled persons is about 690,000 people, and among them, there are about 570,000 people who have disabilities with disabilities class 2 or higher with severe disability (2) ． Assistance for upper limb disabled people is indispensable in their daily lives, especially, since it is difficult to have meals by themselves, meal support activities are regarded ． Furthermore, for physically handicapped people with upper limb disorder, ingesting themselves on their own is a matter of quality of life (QOL) (3) , which is an important factor. On the other hand, caregivers are short. For this reason, the situation in welfare field is that the burden on the caregivers are increasing contiously. to relief the burden on the caregivers, various meal support robots are currently being developed. there are some existent meal support robots such as, iARM (4) ，My spoon (5) or HANDY1 (6) and so on.
By using these meal support robots, even those who have disabilities in upper limbs can do their own meals, it is thought that QOL can be improved. It also helps to reduce the burden per assistant. However, in most meal support situation, the caregiver cannot really get away unless the user's situation can be obtained in case some chewing or drinking trouble happens. Therefore, it is necessary to construct a system to obtain the user's situation. To obtain the usage information, the chewing movement information of user is used. Conventionally, as a method of detecting chewing, there are a method using a bone conduction microphone, and a method of detecting chewing using an acceleration sensor or a gyro sensor (7) ．However, in order to detect chewing in contact with people, it is troublesome to wear around eyes when eating. Also it is difficult to distinguish between talking and chewing. In order to solve this problem, a method to detect mastication and utterance in non-contact using Kinect was developed (8) . In this method, information on mastication and utterance for each user is required before use, and there is a problem that it is necessary to perform calibration. Also, as the start command of the detection method, since we use the action of "hand" to eat when we eat, we can not use it with those obstacles in the upper limbs. Also, with the development of various diet support robots, even those with obstacles in upper limbs can now do their own meals. In this research, we use the chewing movement of the care recipient to grasp usage situation. For grasping the usage situation, use the chewing movement of the care recipient. For chewing detection, we use a Microsoft Kinect sensor, and a server is constructed so that a caretaker can obtain the use situation of a user with a mobile terminal or the like. The accuracy of the chewing detection was verified by experiments. Figure 1 shows the orthogonal coordinating type meal support robot. The operation departments of this robot consist of 4 section a pusher, a spoon, a plate and a shutter. The plate is designed as a platform for the chosen dish to be move by the shutter. As for the shutter, from the user viewpoint, it is designed to move downwards and placed behind the chosen dish. The pusher is a tool to push the food on the plate towards the spoon. The spoon is a tool to carry the food into the user's mouth. As each axis move independently of their translator movement, the vibration causing the food to fall can be reduced. In addition, LEDs are attached under the plate helps the user recognized the chosen food visually.
Meal Support Robot

Orthogonal Coordinating Type Meal Support Robot
Interface
For the input device of this robot, there is various interface can be personalized depending on the user state of assistance required. In this study, to measure the movement quantity of the user's head turn, a non-contact interface device; Kinect is used. The non-contact, user's head turn movement quantity interface is explained as below. This interface is an input device that follows the face image obtained by the camera installed in Kinect and detects the rotation amount of the face. By tilting the face towards the plate on which the food user want to eat is on, the LED at the bottom of the plate lights up. They can select by turning your face up with the LED on. The input device used in this research uses the head rotation amount interface.
Support Procedure
Explain the flow to support by meal support robot. First, when the switch is turned on, the plate, pusher, shutter, spoon moves to the initial position. Also, the 1st to 5th plate selection LEDs arranged at the bottom of the plate light up according to the movement of the head. When the LED is lit, the plate is selected and the dish is moved so that the selected plate comes to the front of the pusher. The pusher stretches and lowers the shutter behind the food. Also, once the pusher elongates, extrude the first piece of food and place it on a spoon. When the food is put on the spoon, it is carried to user's mouth by the spoon. Also, as soon as the spoon finishes elongation, the dish returns to its initial position. After that, dishes are selected again. In addition, since the robot memorizes how many times each dish was selected, the position where the shutter descends when food is pushed out is changed. You can select the back row after feeding the front row of food for each dish.
Chewing Detection
Identification of Chewing And Speech
In order to obtain the use situation of the care recipient use the chewing movement. The muscles to use when user speech or user chewing are defferent. Muscles used for chewing are called mastication muscles and exist around the cheeks of the face. Since this muscle was used to move the lower jaw and crush the food, we considered to detect the chewing movement using the characteristic points of the lower jaw. However, there is a possibility that a requiring assistant speaks other than chewing as a situation where the lower jaw moves using a meal support robot. Therefore, it is necessary to distinguish between speech and chewing. When speaking, the muscles called mouth orbicular muscles move around. Therefore, there are also studies that perform speech simulation using the movement of the orbicularis muscle (9) ． The positions of the masticatory muscle and the orbicularis muscle are shown in Fig. 2 . To distinguish chewing and speech, use the characteristic points of the lower jaw moving by the masticatory muscles and the characteristic points around the mouth moved by the orbicularis muscle. 
Feature Point Extraction Chewing and Speech
To extract feature points of mastication and utterance, we use the Kinect sensor Hereinafter, Kinect sensor is called Kinect. It is equipped with a distance sensor, a microphone, an image sensor, etc. Also, Kinect is equipped with "Developer" provided from "Kinect SDK v1.5" Obtained by using the library (FaceTrackLib.lib) in "Face Tracking SDK" of "Toolkit". Face tracking detects and tracks the face. The state of face recognition by Kinect is shown in Fig. 2. 
Distinguish speech and chewing
Since the position of the nose in the face does not change, it is based on the midpoint under the nose are shown in Fig. 3 . The place to use and the midpoint under the nose are shown in Fig. 3 . If the coordinates of the midpoint of the nose (nox, noy) and the feature point of the mandible are (chnx, chny), the sum Wch of distancefrom the reference to the feature points of the lower jaw can be obtained by the following calculation formula.
Characteristic points around the mouth are shown in Fig. 4 . Four feature points are used from the center of the lip, up, down, left, and right. Wpitch, is the distance between the upper and lower feature points, and Wyaw is the distance between the left and right feature points. Using these three pieces of information, a three-dimensional graph in speech and chewing is shown in Fig. 5 .
Use of Support Vector Machine
In this resarch, two classes of speaking and chewing can not be discriminated linearly because the discrimination plane is not known by the above method. In such a case, the soft margin SVM corresponds to the distribution of classes. The procedure will be described. First, face tracking using kinect is performed, feature points are extracted as shown in Fig. 2 , We calculate W ch , Wyaw, Wpitch from each feature point extracted in Fig. 2 , and obtain 100 data each of them and analyze it. Based on this data, identification is made on the identification surface created using SVM, judgment on correctness is made, and the identification rate is calculated.
SVM Training
Training data is necessary to distinguish chewing and speech by SVM. There is a problem of flowing to a large class if there is a great bias in the training data of mastication and speech. This problem is called an unbalanced data problem. Unify the number of mastication and speech data N so that the problem of unbalanced data does not occur. Another problem is that the skeleton is different depending on the individual, and the movement of mastication and speech is not constant. Therefore, we acquire mastication and speech of multiple people and prepare training data.
The state-of-use Recognition System
It is necessary to construct a system that can confirm the information of the requiring assistant who is using the meal support robot.
Information that a caregiver can acquire includes mastication and speech of a care recipient, date and time of use of the robot, number of times of selection, elapsed time since the start of meal, and the like. In addition, it is necessary to notify the danger according to the case where there is a change in the situation of the care recipient. In this study, as a pattern to report danger as a pattern, while the meal support robot is in operation, it is dangerous not to detect a requiring assistant or to select food, but do not move the mouth at all . We created a server to construct a system that helpers can easily obtain these information. Fig. 6 shows the created usage situation grasping system.
Experimental Results
Experimental Environment and Method
The experimental environment is shown in Fig. 7 . As shown in Fig. 7 , the distance from the Kinect to the user was fixed at 65 cm. Man sat on the front of the Kinect and set it with the eyes at the same height. The meal support robot developed in this research was able to put 3 × 5 mass food material on one meal, so we performed mastication and utterance 15 times each. As training data of mastication and utterance used in this experiment, three dimensional data of mastication and utterance of three men in their twenties (Wch, Wpitvh, Wyaw) learned 1600 data. At this time, training data was prepared using the linear kernel with parameter C of SVM = 0.1. This experiment used bottle gum to take chewing data.
The experimental environment is shown Fig. 7 After the meal support robot supports food to the mouth of the user, the learning data is acquired for 10 seconds and the learning data is compared with the training data, whereby the probability of mastication and utterance is outputted. Therefore, in this experiment, when the probability of output chewing is 80% or more, it is chewing, and in the case of 79% or less, the utterance is taken. The reason for this is to recognize a person who is chewing as a speech and call attention to a caregiver not think that it will be a problem because it can obtain the usage situation by double as confirming the care recipient visually. However, when judging that the utterance is mastication and giving notice, the caregiver may not check the situation of the user, and there was a fear that correspondence would be delayed when there was a big trouble. Therefore, criteria for judging chewing compared to utterance were strict.
Experimental Result
The recognition rate of chewing and speech is shown in Table 1 and the probability of being chewing output by SVM is shown in Table 2 . Three subjects A, B, C contain speech and chewing data in the training data.
Five of the mastication and speeching data not included in the training data were misrecognized in chewing. In the speaching, it was found that one person who contained mastication and speeching data in the training data and one person who did not contain mastication and speech misrecognized once each. Although it is understood from the experimental result that there was a misrecognition, as a whole it was able to recognize correctly at a rate of over 90% in both chewing and speech. 095  032  94  059  98  054  089  027  089  002  081  040  083  06  90  049  097  047  081  045  081  065  81  050 In this experiment, even when there were many people who did not have chewing and speeching data, we found that it was able to recognize it at a high rate. When mastication was performed from Table 2 , it was found that the probability of chewing as a whole is lower than those who do not have misrecognition, if the number of misrecognition is large. This is chewing while opening her mouth, I think that the cause is determined to be close to the speeching. In addition, there are individual differences in the skeleton, chewing and speech movement, so it is necessary to increase the number of people who refer to various patterns of mastication and speech and learn.
As future prospects, the distance to the face is constant at 65 cm and can not be correctly recognized unless it faces the front, so it is necessary to build a system with a high degree of freedom that is not bound by the orientation and distance of the face.
5．Conclusion
We constructed a system to obtain the user's situation when having meal. chewing and speeching were discriminated using SVM which is one type of machine learning. Experimental results showed misrecognition in mastication and speech, respectively, but there was recognition rate of 90% or more, and validity have been confirmed.
In this research, we built a server to grasp usage situation of meal support robot. In addition to information on mastication and utterance, as well as notification when a requiring caregiver is dangerous, it has become possible for a carer to grasp usage situation simply by holding a portable terminal or the like. Therefore, the user's situation can be confirmed by using the proposed method without caregiver's monitoring. The burden on caregivers are able to be relieved.
