This paper deals with an application of multiagent systems to sensor network management This wireless communicaiion ndwork will be applied to moniior an underground hydrographic network We firsi present the ENVSYS project: its origin and its issue. We then recall the concepts of agent and multiagent systems. We skeich a muliiagent sysiem's architecture according io the AEIO method This muliiageni system consists of hybrid agents. We also iniroduee the ASTRO agent modeL Kevwords -multiagent sysiem, hybrid agent, wireless network, sensor networks
INTRODUCTION
Multiagent systems are well suited for analyzing and designing complex systems such as networks of distributed autonomous entities behavingin an open environment.
The context of the instrumentation of an underground river system involves an open network of intelligent sensors whose cooperation must be monitored in order to insure the best organization.
In this paper we intend to evaluate the contribution of a mu 1-tiagent approach on such an application.
We shall begin by presenting the origin and the issue of the ENVSYS project, i.e., an underground wireless communication network. We will then introduce multiagent systems in the context of sensor networks. Finally, we will present the state of our experimentations.
THE ENVSYS PROJECT
The purpose of the ENVironment SYStem project is to monitor an underground river sensor network. Let us present the origin of this project and the problems occurring in such an application.
A. Origin of the projecl
The ENVSYS project finds its origin in a statement: the measure of the various parameters in an underground river system is a complex task. In fact, the access to this type of underground galleries is difficult : it requires help from speleologists. Besides, the installation of wire communic ations networks is difficult, especially because the structure of hydrographic system is very often chaotic. Finally, in the case of a radio communication network, the underground aspect complicates wave propagation and for the moment the techniques which are used are not totally mastered.
For some years, systems of radio communication have been introduced. They are generally used by the speleological rescue specialists. These systems are analogic, work with low frequencies and are used mostly for voice transmission.
The general idea of the project is to study the feasibility of a sensor network from the existing physical layer. This will allow wireless instrumentation of a subterranean river system. Such a network would present an important interest in many domains: the study of underground flows, the monitoring of deep collecting, flooding risk management, river system detection of pollution risks, etc.
B. The issue
In a subterranean river system, the interesting parameters to measure are numerous: temperature of air and water, air pressure and if possible water pressure for the flooded galleries, pollution rate by classical pollutants, water flow, draft speed, etc. All this information will be collected at the immediate hydrographic network exit by a work station like a PC. These data will be processed to activate alarms, study the progress of a certain pollution according to miscellaneous measuring parameters, determine a predictive model of the whole network by relating the subterranean parameters measures of our system with the overground parameters measures more classically on the catchment basin.
We do not wish to carry out this instrumentation with a wire network for obvious reasons of convenience. We shall use electromagnetic waves with low frequencies as a carrier. These waves have an interesting property: they are able to go through rock blocks. The sensors should then to achieve several functions: a measuring function: it is the first function of a sensor. It consists in interacting with the environment to acquire informat ion. 0 a relay function: every sensor has a limited transmission range. This limitation results from three points: the technological solutions which are used to achieve the sensor transmission module (frequency, power, antenna), the implementation of these solutions and, finally, the environment. Indeed, according to the obstacles it will have to go through, the electromagnetic waves will not be usable at the same distance for each direction. The transmission zone will not be modeled by a sphere.
The distance dl which separates the sensors il and 6 is shorter than the distance 4 which separates the sensors il and b. However, the rock separating the couple of sensors (il , 6) will degenerate the signal and will prevent sensor iz from receiving the message correctly un-
Having defined the role of sensors, we can represent the structure of our communication network. It consists of a set of sensors and a listening station as illustrated on the following figure:
Here is a non-exhaustive list of problems which one needs to address:
How to realize the physical layer?
What level of protocol connection to choose above such physical layer?
How to route the information in the best way? Each of the sensors cannot physically communicate with the workstation which collects the information. Which sensor should thus make the decision to repeat the i n f o mtion?
How to monitor such a complex environment?
What kind of intelligence to give to the network?
In the following we will deal with the analysis of the problem using a multiagent system approach. The main contribution of the work presented in this paper is situated at a logical level, conceming especially the last three points of the problems listed before.
MULTIAGENT SYSTEMS AND SENSORS NETWORKS

A . Multiagent systems
Multiagent systems are a collection of several agents. It is necessary to start by defining what we call an agent. Once this notion has been introduced, we shall approach the concept of MAS.
For the past few years the resolution agents have undergone a strong and fast development of researches. Agent is a generic name which relates to various entities [I] . In fact, it can be biological entities (the associated agents are called biological agents), autonomous robots (robotic agents) or computer software and their components which can be integrated into operational systems or complex computer systems. In the world of distributed artificial intelligence, there is currently no common definition. The confrontation of several defini-
allows us to say that, in our context, "an agent is a software entity embedded in an environment which it can perceive and in which it acts. It is endowed with autonomous behaviors and has objectives ". Autonomy is the main concept in the agent issue: it is the agent's ability to have control over their actions and their internal states. The autonomy of agents implies no centralized control.
The power of an agent decomposition is the decentralization of the intelligence, i.e. the decision capabilities, and o f entities' knowledge.
A multiagent system is a set of agents situated in a common environment, which interact and attempt to reach a set of goals. Through these interactions a global behavior, more intelligent than the sum of local multiagent system component intelligence can emerge. The emergence process is a way to obtain dynamic results that cannot be predicted kfore hand.
A multiagent system can have several qualifiers. It is open if the system tolerates for the agents to enter and leave freely the multiagent system as opposed to close when the number of agents is always the same. We call homogenous multiagent, in opposition to heterogeneous multiagent system, a system constituted of homogenous agents from the point of view of their theory (representation and properties) and their architecture (particular methodology of agent construction).
B. AEIO method
The multiagent methods aim at decreasing the complexity of system design by decentralized analysis.
There are several multiagent system methods [5] We are thereafter going to be interested in the AEIO decomposition 19). We will follow the complete method of analysis and multiagent design discussed in [IO] , associated to this MAS decomposition. It proposes a decomposition according to four axes collectively accepted today:
The agent axis (A) gathers all elements for defining and constructing these entities.
The environment axis (E). This part of the analysis deals with elements necessary for the multiagent system realization such as the perception of this environment and the actions one can do on it.
The interaction axis (1) includes all elements which are in use for structuring the extemal interactions among the agents (agent communication language, interaction protocols)
The organization axis (0) allows to order agent groups in organization determined according to their roles.
We chose to apply this multiagent method for our problem because it privileges an explicit description of the interactions and the environment. In our case, this method will be more adapted than the previously mentioned approaches . ). But we must take into account stronger real-time constraints. We also have to consider messages priority. Some ideas from ARPA for the cooperative sensor planning can be interesting in our case.
C. Sensor network management and MAS
Ill. MULTIAGENT SYSTEM APPLICATION TO ENVSYS
A. AEIO analysis of ENVSYS As previously examined, this approach is articulated around four axes.
The agent axis: In our multiagent system sensors are modeled by agents. These agents have hybrid architectures, i.e. a composition of some types of architecture.
Indeed, the agents will be of a cognitive type in case of a configuration alteration, it will be necessary for them to communicate and to manipulate their knowledge in order to have an efficient collaboration. On the other hand, in normal use it will be necessary for them to be reactive (a reactive agent reacts to a stimulus by a response) to be most effective.
The environment axis: The environment will be made of all the measurable information by every agent and by the spatial coordinates they cannot perceive.
The interaction axis: The agents will interact only with the agents in acquaintance (an agent is in acquaintance with another one if it is aware of its existence). They interact by message exchange. We can distinguish two methods for these communications: a synchronous and an asynchronous version. In the former, agents must be in rendez-vous. On the latter, the asynchronous version, messages are memorized. It is not necessary for the Eceiver and the sender to be synchronized. Our application having no particular constraint from the communication point of view, we opt for an asynchronous communication by messages sending which is the most flexible method. Among the different protocols that we use, the choice of an introduction protocol is essential. indeed, this protocol allows to the agents be known, i.e. to bring their knowledge and their know-how to the agents' society.
The organization axis: The main property of this organization i s that it will be dynamic. In this type of application one cannot control the organization a priori. Relations between agents are going to emerge from the evolution of the agents' states and from their interactions. We are going to be content with fixing the organization parameters, i.e. agents' tasks, agents' roles and initial organization structure.
Result of this approach:
B. Agent architectures
The choice of an agent architecture is very important in our problem. We shall start with a reminder on the main agents architecture then we shall introduce ASTRO, the model which we chose. Cognitive agent architecture arises from the human model and leans on human and social sciences. This type of agents has a real representation of their environment, the other agents and of themselves. Besides they are endowed with capacity of reasoning and with economic planning motivated by their own purposes.
Using a hybrid architecture for the agents enables to combine the strong features of each of them. This is especially used for constraints such as real time setting. This model comprises its knowledge about the environment, the internal states of other agents, and its own internal state. The model is maintained by an interpretation process of the sensory data.
Evolving in a real world, each agent has to integrate percep tion capabilities achieved through sensor devices. The knowledge of the environment is constructed by the perception modules. Other agents are "perceived" through communication modules. Agents can send information about their knowledge of the environment, their plans, their goals or their current state. Communication modules are probe loop events waiting for messages from agents. Emitters are considered as act ions.
To ensure the reactivity of the agent, an evaluator continuously examines the world model. Agent control modules detect situations to which the agent needs to react, evaluate them, and decide to take the appropriate actions which may be to create, suspend, or kill goals, i.e. to change the context of the planning and executing process. The continuous supervision of the agent's situation ensures that the agent can react to unpredicted events.
C. Task analysis
We can already draw an agent task draft specification. In fact, we can identify two different modes: the first one corresponding to the dynamic introduction of mobile intelligent sensors (agents); the second one consists in a normal measuring phase mode. In terms of agent; the first mode uses an introduction protocol technique, and the second one involves dynamic integrity maintenance mechanisms.
In the configuration mode an agent checks its own state and also its neighborhood state. An agent of this type can accom plish these different tasks: The distance unit between an agent and the work station is the number of relay agent
0
The position information is memorized through a boolean variable.
The neighbor table contains a lot of information about the agent neighbor (id, distance, connection quality).
In normal measuring mode, an agent can accomplish these difference tasks: 
N. TOWARD AN OPERATIONAL EMBEDDED
ARCHITECTURE
We can consider that we use agents as decisional structures for the intelligent sensors. In order to evaluate and improve such agents' software architectures and the cooperation techniques that they involve, we introduce a simulation stage in our development process. In this section, we describe this simulation step and then give an insight to the operational embedded architecture.
A. Simulation
The simulation first allowed us to experiment our approach and the software solutions that we provide for the various problems. We can also quantify the emergence inferred by the MAS approach in this case.
The simulation software structure is very basic. In fact, we have two types of components: SimSensor and SimNetwork.
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B. The operational embedded architecture
We currently implement a minimal system in a river system in Vercors (French Alps) with three sensors to measure the air temperature. A master station situated at the cavity exit will collect this information. Therefore, we will demonstrate the feasibility of our approach. For the sensors we have chosen a classical three-layer archtecture of the following type:
Appltcatwe layer -
Llnklayer
:
Phyacal layer
We use the physical layer which is employed by NlCOLA system, a voice transmission system used by the French speleological rescue teams [ 191. This layer is implemented in a digital signal processor rather than a full analogic system. Thereby we can keep good flexibility and we are able to apply further a signal processing algorithm to improve the data transmission.
The link layer used is a CAN (Controller Area Network) protocol stemming from the motorcar industry and chosen for its good reliability. The applicative layer is constituted by the agents' system. The agents are embedded on autonomous processor cards. These cards are equipped with communication modules and with measuring modules to carry out agent tasks relative to the instrumentation. These cards supply a real time kemel. The KR-5 I(the kemel's name) allows multitask software engineering for C5 I5C microcontroller. We can produce one task for one capability. We can then quite easily implement the parallelism inherent to agents and satisfy the real-time constraints.
CONCLUSION
This software agent architecture is embedded on the autonomous processor cards. The multiagent system which we are creating has two important features. First of all it is an open system: adding a sensor does not require a manual reconfiguration. More sensors' dysfunctions should not threaten the functional integrity of the whole system: it should be fault tolerant. Besides, our multiagent system is homogeneous. Indeed, all the sensors will have a hybrid architecture based on the ASTRO model,
Through the simulation step, we can already notice what the MAS approach provides versus a classic approach. We sum marize these contributions in three points:
The emergent feature, which is inferred by the MAS approach, makes the system more flexible and robust. Indeed, the system is more fault tolerant to the changes of the environment in which it evolves. It is more able to process uncertain events than a more classical approach. The resulting system becomes much more adaptative.
The problem analysis is simplified: one is interested only in basic unit (the agents) and the intelligence of the system will be generated by their interactions.
Agents present interesting features of software engineering such as genericity allowing an easy evolution of the applications. Furthermore, the generic aspect of the agents allows us to envisage different applications for this network type such as diagnosis, risk management, data fusion ...
