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A sweeping automaton is a deterministic two-way finite automaton which only changes 
head direction at the ends of the input tape. It is shown that for every n, there is a language 
which is accepted by an n-state nondeterministic one-way finite automaton, yet which is 
not accepted by any sweeping automaton with fewer than 2” states. 
1. INTRODUCTION 
Establishing good lower bounds on the complexity of languages is an important area 
of current research in the theory of computation. However, despite much effort, funda- 
mental questions such as P = ? NP and L = ? NL (LOGSPACE = ? NLOGSPACE) 
remain open [5, 6, 71. To resolve these questions it may be necessary to develop a deep 
combinatorial understanding of polynomial time or log space computations, possibly a 
formidable task. 
One avenue for approaching these problems is to study weaker models of computation 
for which the analogous problems may be easier to settle, perhaps yielding insight into 
the original problems. Sakoda and Sipser [3] raise the following question about finite 
automata: Is there a polynomial p such that every n-state 2nfa (two-way nondeter- 
ministic finite automaton) has an equivalent p(n)-state 2dfa ? 
They conjecture a negative answer to this. In this paper we take a step toward proving 
this conjecture by showing that 2nfa are exponentially more succinct than 2dfa of a certain 
restricted form. Call a 2dfa a sweeping automaton if it does not change its head direction 
except at the ends of the input tape. Thus, its head motions consist of a series of one 
way sweeps back and forth across the input. Our main result is that there are languages 
which can be accepted by an n-state lnfa yet which require a 2%tate sweeping automaton. 
A number of other researchers have compared the succinctness of various models of 
finite automata. Some of the earliest such results were obtained by Meyer and Fischer [l] 
who used information counting arguments to derive lower bounds. More recently, 
Schmidt [2] has compared nondeterministic, unambiguous nondeterministic, and deter- 
ministic one-way finite automata. He introduced the important idea (which he attributes 
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to Steve Fortune) of associating states with vectors over the field GF(2); this technique is 
also among those used here. Berman and Lingas [4] consider the above question and prove 
a relationship between a variant of it and the L = NL question. 
2. SWEEPING AUTOMATA 
DEFINITION. A sweeping automaton (sa) is a two-way deterministic finite automaton 
which can halt or change the direction of its head motion only at the ends of its input tape. 
It is easy to see that sweeping automate can be exponentially more succinct than Idfa, 
e.g., for every n, {x # x j x E (0, I}“> can be accepted by an O(n)-state sa, yet requires 
a 2” state ldfa. Furthermore, Seiferas [8] has used the techniques of this paper to show 
that 2dfa can be exponentially more succinct than sa. 
Nevertheless, sweeping automata can behave cleverly and accept languages using 
surprisingly few states. For example, let K, be the set of strings which have two l’s 
separated by n places, i.e., K, = (0 + l)*l(O + l)“l(O + l)*. Clearly k’, can be 
accepted by an O(n)-state 2dfa and at first glance seems to require an exponentially large 
sweeping automaton. Yet, there is an O(n)-state sweeping automaton accepting K, . 
3. MAIN THEOREM 
THEOREM. For all n there is a language B, which is accepted by an n-state lnfa yet 
which is not accepted by any sweeping automata with fewer than 2” states. 
It is interesting to note that, by the subset construction, there is a 2%tate ldfa accepting 
B, and thus this theorem is optimal. In fact, this means that sometimes the ability of the 
sweeping automaton to move back and forth does not enable it to save even a single state. 
The language B, is defined in [3] and we briefly describe it here. The symbols of its 
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FIG. 2. Some members of Z4 . 
alphabet, 2, , are graphs with two columns of 12 nodes. Arcs are drawn only between 
left nodes and right nodes. A sequence of such symbols forms a string by identifying left 
and right nodes of adjacent members of the sequence. A string is in B, if there is a path 
connecting a leftmost node with a rightmost node. 
This language is a natural choice for out theorem because it is, in a strong sense, the 
“hardest” of all languages accepted by n-state lnfa. It is not hard to show that if B, is 
accepted by a k-state sweeping automaton (or 2dfa), then every language accepted by an 
n-state lnfa is accepted by a k-state sweeping automaton (2dfa). The essential idea is 
that there is a homomorphism-like reducibility from any n-state lnfa language to B, . 
Given any language A accepted by an n-state lnfa, we map each symbol of A’s alphabet 
to a member of 2, representing the transition function of A’s lnfa acceptor on that symbol. 
This mapping of symbols is extended to a homomorphism which, if modified slightly to 
take into account the start and accept states of A’s acceptor, maps strings into B, iff 
they are in A. 
The exponential lower bound in the theorem does not depend upon the large cardinality 
of & . A natural encoding of Z,, into a binary alphabet yields a language which still 
requires 2” states on a sweeping automaton and which can be recognized by an O(n2)- 
state 1 nfa. A more subtle encoding results in the same lower bound for sweeping automata 
and a linear upper bound for lnfa. This encoding uses the fact that there is a homo- 
morphism from B, into the subset of B,, obtained by restricting it to a five element of 
Gel . 
The following model plays a central role in the proof of the main theorem: 
DEFINITION. A parallel finite automaton P is a collection of ldfa {A, ,..., A,} called 
components and a set F C Q1 x ... x Q1 x Q1 x ‘.. x Q1, where Qzi is the state set of 
Ai . A string s is accepted by P if the tuple (A,(s),..., A,(s), AI(sr), A,(s’)) is a member 
of F, where Ai is the state reached by running Ai on s and where sr is the reverse of s. 
The computation of P on s can be viewed as in Fig. 4. 
LEMMA 1. For any language L, if there is a k-state sweeping automaton accepting L 
then there is a parallel automaton accepting L whose components all have k states. 
FIG. 3. A string in B4. 
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FIGURE 4 
The proof of this is fairly simple and we defer it to the end of this paper. 
LEMMA 2. If a parallel automaton accepts B, then one of its components has at least 
2” - 1 states. 
This lemma alone is an interesting theorem about parallel computation. It says that 
accepting B, is a problem which in some sense cannot be subdivided into independent 
significantly easier problems. 
Briefly, the proof of this lemma proceeds by isolating one of the components, called 
the “victim,” based upon its ability to distinguish certain strings in B, from one particular 
string not in B, . Then, using this property of the victim, we show that it must have 2” - 1 
states. 
First, some notation. The symbols C and C mean subset and proper subset, respectively, 
and 1 S 1 means the cardinality of set S. If q is a state of a ldfa then q(s) denotes the state 
reached by starting at state q and applying input s. For S a set of strings and R a set of 
states let R(S) be {q(s) 1 q E R and s E S}. Let symbol x in Z, be the complete bipartite 
graph on 2n nodes. 
DEFINITION. A string in .Z$ is live if it is in B, . Otherwise it is dead. 
DEFINITION. Let A be a ldfa with state set Q. A live string g is A-generic if / Q(g)/ = 
1 Q(gt)J for any live string gt extending g. Say g is k-generic if it is A-generic for every 
ldfa A with less than or equal to k states. 
LEMMA. Every live extension of an A-generic string is A-generic. 
Hence it is clear that k-generic strings exist for every k. 
Let P be a parallel automaton accepting B, . To simplify matters a bit, let us first 
assume that the components of P only read the input and not the reverse of the input. 
Let Q1 ,..., Qi be the state sets of the components and let & be the (disjoint) union of the 
Qi . Let k be the size of the largest Q( . Our goal is to prove that k 3 2” - 1. 
Choose g to be a k-generic string that ends in an X, and let & = Q(g). Say a block is 
any string that has g as a s&ix. We begin by establishing the following two fact about i?. 
(1) If s is a live block that B(s) = 2. 
(2) Ifs is a dead block then B.(s) C i?. 
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FIG. 5. The block d for n = 3. 
The first fact follows purely from the properties of generic strings since by definition 
Q(g) = 8 and thus fi(s) C 4 f or any block s. Yet, if A(s) C l? then 1 Q(gs)l < / &(g)l, 
contradicting the genericity of g. 
The second fact depends upon the fact that P accepts B, . Again we know that g(s) C i?. 
If, however, J?(s) = i? then s induces a permutation on 2 and consequently for some 
i > 0, si induces the identity permutation on i?. This is bad for P since the dead string 
si is now “invisible.” In other words, both the live string g and the dead string gsi induce 
the same mapping on Q and are therefore indistinguishable to P, a contradiction. Thus, 
for every dead block s, there is a state qs E fi - 8(s). We say that s avoids pa. 
We now construct a particular block d which is dead in a complex way. Write down 2% 
columns of n nodes, numbered from 0 to 2” - 1. In column i, circle the nodes corre- 
sponding to the binary representation of i and add sufficient arcs in any way that forms 
paths from each circled node to the right end of the string and from each uncircled node 
to the left end. The block d is obtained by adding the string xg to the right end of this’ 
string. 
The special property of d that we will use is that, even though it is dead, it becomes 
live if any substring between columns 0 and 2” - 1 is removed. This is true because 
for i < j there is an uncircled node in the ith column whose corresponding node in the 
jth column is circled. So if column i is identified with column j a live path through that 
node is created. 
Since d is a dead block, we know that d avoids some state qd , i.e., qd , i.e., qd E I? - l?(d) 
The component of P which contains this state is called “the victim.” Let Q be the state 
set of the victim and let R = Q(g). R inherits certain properties of fi’, namely, that 
R(s) = R for any live block s and that qd E R - R(d). Intuitively speaking, this means 
that the victim has the difficult task of distinguishing in some sense all possible live 
blocks from the complicated dead block d. We will show that this requires at least 2” - 1 
states. 
First, as a warmup, we present an argument which shows that the victim must have at 
least 2”/2 states, and which is much simpler than that giving the tighter bound. Let ri 
be the prefix of d of length i for 0 < i < 2” - 1 and let di be the remainder. Recall that 
the block r<dj is live if i < j. Since R(d) C R there must be p, q E R such that p # q 
and p(d) = q(d). Let pi = p(r,) and qi = q(ri). F or any live block s, p(s) must not equal 
q(s). Hence for all i < j the pair (pi , pi) # (pi , qj), because otherwise p(r,d,) = 
q(ridj), a contradiction. Thus there must be at least 2” distinct pairs of states in the 
victim and hence at least 2n/2 states. 
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To obtain the tighter bound, we employ a vector space argument. Let Ri = R(rJ. 
Note that for any i and j, Ri(dj) = R(rtd,) and that Ri(di) = R(d). Since R = R(s) for 
any live block s and qd $ R(d) we obtain: 
(3) R = Ri(dj) for i < j. 
(4) qa # R&4). 
With every state q in Q we associate a vector q = (cs , c, ,..., can-J, where ci ~(0, l} 
and ci = 1 iff q(d,) = qd . For every S C Q we associate a vector S: 
Addition is over the field of characteristic two, i.e., 1 -t 1 = 0. 
Even though we have little a priori knowledge about the vectors qi , we do have a lot 
of information about the vectors Ri . Firstly, since qd $ R,(d,) we know that no state 
in R, maps to qd under di . Consequently the ith coordinate of Ri is 0. Secondly, since 
qdER=Ri(dj) for i<jand since IR+j =/RI for all i<2”-1 we know that 
exactly one state in R, maps to qd under di . Consequently the jth coordinate of Ri is I 
for i < j. This information is represented below. 
R, = (0, 1, 1, l,..., 1) 
R, = ( ?, 0, 1, I,..., 1) 
R, = (?, ?, 0, l,..., 1) 
R p-1 = ( ?, ?, ?, ? )..., 0) 
It is easy to see that the above vectors, except for Raael, are linearly independent 
and hence the span of the Ri is a vector space of dimension at least 2” - 1. However, 
since the Ri are linear combinations of the qi , the qi span at least the same space and thus 
there must be at least 2” - 1 of them. Therefore the victim has at least 2” - 1 states. a 
Extending this proof to the case where the components of the parallel automaton also 
read the reverse of the input is not difficult. In place of g use a k-generic string g” whose 
reverse is also k-generic. Redefine blocks to be strings which both begin and end with g”. 
Instead of d use the block d which begins and ends with g”. Since the parallel automaton 
must be able to distinguish the live string if from the dead strings J$j, i > 0 we show 
that J?(s) = &(s~) = fi f or any live block s and that either A(d) C l? or Z?(dr) C fi. 
Using this we again isolate a victim, and the remainder of the proof proceeds as before. 
Proof of Lemma 1. Let S be the k-state sweeping automaton accepting language L. 
Let ql be the starting state of S. Define a parallel automaton P with components A, ,.,., A, 
as follows. Each Ai is an exact copy of the state set and transition function of S except 
that its starting state is altered to be qi . We show that for any input string t, if we run 
each Ai on both t and tr then we can reconstruct the computation of S on t. A tuple 
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+l ,.-*, yk , z1 >..*, lk> is in F if there is a sequence i1 ,..., i, such that 
and qi, is an accept state of S. 
The sequence of states qi, ,..., qi, corresponds to the states entered by S at the ends of 
the input tape. Clearly, such a sequence exists iff S accepts t. [ 
Actually, we need a slightly stronger version of this lemma for the main theorem. 
If a 2” - 1 state sweeping automaton S accepts B, then in fact there is a parallel automaton 
whose components have 2” - 2 states and which accepts B, . This depends upon the fact 
that if S is really a sweeping automaton and not a ldfa then its must have at least one 
state which moves left on all input symbols and one state which moves right on all input 
symbols. We omit the details. 
Remark. Seiferas [8] has shown that these techniques can be used to show that general 
2dfa are exponentially more succinct than sweeping automata. The following languages 
Jn can be accepted both by an O(n)-state lnfa and an O(n)-state 2dfa, yet require an 
exponentially large sweeping automaton: 
Jn = (s / s is over the alphabet 0, 1, # and s does not contain the string 
##B(O) #B(l)# ... # B(2n - I)##, where B(i) is the binary 
representation of i padded to length n> 
4. A RELATIONSHIP WITH LOGSPACE 
Berman and Lingas [4] prove the following theorem, relating two-way finite automata 
succinctness with the L = ? NL question. 
THEOREM. If L = NL then for some polynomial p and for all integers m and k-state 
2nfa A, there is a p(mk)-state 2dfa accepting a subset of the language of A including all such 
strings of length < m. 
The proof constructs the desired 2dfa from a particular deterministic log space Turing 
machine. 
Define B,,, to be the set of strings of length < m in B, . Modifying the Berman- 
Lingas construction yields the following result about sweeping automata: 
57I/=b-4 
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THEOREM. If L = NL then there is a polynomial p such that, for every n, there is a 
p(n)-state sweeping automaton accepting B,,, . 
Thus one possible way of proving L # NL would be to show that no such polynomial 
p exists. Unfortunately, this is not a consequence of the main theorem, since its proof 
requires strings whose length are 2 o(ntosn). However, some of the techniques used 
to prove that theorem may be applicable here. 
5. CONCLUDING REMARKS 
A natural direction to extend this work would be to consider nondeterministic sweeping 
automata (nsa). It is possible for a nsa with fewer than 2n states to accept the complement 
of B,? 
It would also be interesting to consider the relative conciseness of various models of 
finite automata on unary languages. 
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