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High-Efficiency Video Coding (HEVC) surpasses its predecessors in encoding efficiency by intro-
ducing new coding tools at the cost of an increased encoding time-complexity. The Coding Tree Unit
(CTU) is the main building block used in HEVC. In the HEVC standard, frames are divided into
CTUs with the predetermined size of up to 64 × 64 pixels. Each CTU is then divided recursively
into a number of equally sized square areas, known as Coding Units (CUs). Although this diversity
of frame partitioning increases encoding efficiency, it also causes an increase in the time complexity
due to the increased number of ways to find the optimal partitioning. To address this complexity, nu-
merous algorithms have been proposed to eliminate unnecessary searches during partitioning CTUs
by exploiting the correlation in the video. In this paper, existing CTU depth decision algorithms for
HEVC are surveyed. These algorithms are categorized into two groups, namely statistics and machine
learning approaches. Statistics approaches are further subdivided into neighboring and inherent ap-
proaches. Neighboring approaches exploit the similarity between adjacent CTUs to limit the depth
range of the current CTU, while inherent approaches use only the available information within the
current CTU. Machine learning approaches try to extract and exploit similarities implicitly. Tradi-
tional methods like support vector machines or random forests use manually selected features, while
recently proposed deep learning methods extract features during training. Finally, this paper discusses
extending these methods to more recent video coding formats such as Versatile Video Coding (VVC)
and AOMedia Video 1 (AV1).
1. Introduction
Video streaming has become an essential part of today’s
Internet traffic. The majority of the global Internet traffic
consists of video (75% in 2017), and its share is expected to
grow in the future (82% by 2022) [1]. This steep increase in
video traffic has created challenges in several blocks of the
video streaming solutions that need to be addressed. The
building blocks of the video streaming can be expressed as
content provisioning, content delivery, and content consump-
tion. In this survey, we will focus on the content provision-
ing part (i.e., video coding) of the video streaming scheme,
while for content delivery and consumption parts, we refer
to Bentaleb et al. [2].
A video is a sequence of images with redundant infor-
mation. Spatial and temporal redundancy in videos can be
exploited to reduce their size. This process requires effi-
cient coding tools, since finding similarities is the key for
exploiting redundancy, and the vast amount of information
in videos makes this process difficult. Also, as the fram-
erate, resolution, and bit depth of video content increases,
the amount of information available in the video increases
significantly, making the reduction in the amount of redun-
dancy more and more important. This led to the need to
develop more advanced video encoders beyond the exist-
ing Advanced Video Coding (AVC) standard [3]. High Effi-
ciency Video Coding (HEVC) is the successor of AVC that
has been developed by the Joint Collaborative TeamonVideo
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Coding (JCT-VC) which has improved the existing encod-
ing tools and introduced new ones to increase encoding effi-
ciency [4]. Compared to AVC, HEVC can reduce the bitrate
of video by 50% [4].
Modern video encoders adopt a block-based structure for
motion compensation to improve encoding efficiency. In
the block-based structure, frames are divided into several
smaller blocks that vary in size depending on the complex-
ity of the content. These blocks are later used in the motion
compensation part of the encoder, in which the encoder tries
to predict the block using the best-matched block in the cur-
rent frame (Intra) or in the previously encoded frames (Inter)
based on the motion information. After a block is predicted,
the residual error information is transformed into transform
blocks, and they are entropy encoded.
Each video codec uses (slightly) different block struc-
tures. Older video coding standards like MPEG-2 [5] uses a
fixed block size of 16× 16 pixels, while its transform blocks
have a size of 8×8 samples. The more recent AVC standard
introduced a more flexible block structure.
In AVC, frames are divided into macroblocks of vary-
ing sizes up to 16 × 16 pixels, and each macroblock can be
further partitioned into variable sizes. For intra prediction,
sub-macroblock sizes of 16 × 16, 8 × 8, and 4 × 4 pixels are
allowed. For inter prediction, the sub-macroblock sizes of
16 × 16, 16 × 8, 8 × 16, and 8 × 8pixels are searched and
a motion vector is assigned to each sub-macroblock. When
8 × 8 is an optimal sub-macroblock size candidate, 8 × 4,
4 × 8, and 4 × 4 sub-macroblock sizes are also checked for
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Figure 1: Classification of CTU partitioning algortihms.
Figure 2: Variable block size partitioning of a frame using quad-tree in [9].
each 8 × 8 sub-macroblock. Depending on the size selected,
one of two 8×8 or 4×4 transform blocks will eventually be
selected [6].
Using larger blocks to exploit more spatial redundancy
can increase the efficiency and flexibility of the encoder, es-
pecially for higher resolution videos [6, 7]. HEVC [8] intro-
duces a new block partitioning structure called Coding Tree
Unit (CTU), which can vary in size from 8 × 8 to 64 × 64
pixels. Despite the increased efficiency and flexibility of
the HEVC, using the CTU as a building block also leads to
significant complexity in encoding time, making the use of
HEVC a challenging task for several applications, e.g., live
streaming. To cope with this increased complexity, many al-
gorithms have been proposed to reduce the process of rate-
distortion optimization (RDO) by eliminating unnecessary
searches for optimal CTU partitioning using several avail-
able sources of information.
This paper provides a comprehensive study of CTU par-
titioning algorithms. We give detailed information about the
CTU structure of HEVC in Section 2. We then classify the
existing methods and mainly focus on the CU depth decision
algorithms for HEVC. We categorize existing approaches
into statistics based and machine learning (ML) based meth-
ods. The former benefits from the statistical correlation in
the video, while the latter uses machine learning methods to
extract correlation. We present these approaches in Section 3
and Section 4, respectively. Fig. 1 shows the broad catego-
rization for CU depth decision algorithms used in this paper.
In Section 5, we discuss the overall findings and possible fu-
ture directions including emerging coding formats such as
Versatile Video Coding (VVC) andAOMedia Video 1 (AV1).
Finally, we conclude the paper with Section 6.
2. Overview of HEVC CTU partitioning
In HEVC, frames are divided into tiles or slices, which
are further divided into non-overlapped CTUs. Each CTU
can then be split into several square regions of equal sizes,
known as coding units (CUs), using a quad-tree structure.
2.1. Coding Tree Unit (CTU)
CTUs use a quad-tree structure, that was already used
in video compression [10, 9, 11]. In [9], this structure is
used at the frame level, where the partitioning of a frame is
done by split and merging processes. First, a frame is di-
vided into sub-blocks, and if sub-blocks have the same mo-
tion vectors, these sub-blocks are merged. By merging the
regions that optimize rate-distortion cost, a variable block
size motion compensation is allowed where blocks can be L-
shaped, rectangular-shaped, or square-shaped regions. The
block structure is illustrated in Fig. 2.
HEVC uses a quad-tree structure for partitioning a CTU.
The entire block is represented by a root node, which has a
depth value of 0. Each node in the tree can have either four
child nodes or zero child-nodes (i.e., leaf node). The depth
level of the nodes increases by 1 when traversed towards the
bottom of the tree. If we consider the block size in the root
node as lmax × lmax and the depth as 0, then each sub-blockat depth d has the size (lmax × lmax)∕2d .In HEVC, CTUs have a predetermined size of up to 64×
64 pixels, where lmax = 64. Each CTU can then be splitrecursively into square sized CUs. Each division increases
the depth by 1, e.g., 64 × 64 is depth 0 and 8 × 8 is depth
3. An example of a CTU quad-tree is shown in Fig. 3. The
difference in block partitioning between AVC and HEVC is
shown in Fig. 4. We can clearly see the effect of different
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Figure 3: CTU partitioning of HEVC.
Figure 4: Comparison of block partitioning between AVC and HEVC for the 100th frame of the BasketballDrive
sequence. Both frames have been encoded at the same bitrate.
maximum block sizes between two codecs (16×16 for AVC
and 64×64 for HEVC). Both codecs use smaller block sizes,
i.e., greater depths, for areas containing more texture or mo-
tion complexity e.g., center of the frame, where the players
move. It can also be seen that HEVC takes larger CUs for the
areas with less texture or motion information, which results
in a saving of more bitrates.
Furthermore, coding unit (CU), prediction unit (PU), and
transform unit (TU) concepts have been introduced in HEVC
which, are associated with a CTU.
2.2. Coding Unit (CU)
Each leaf node of a quad-tree, representing a square re-
gion inside the CTU is called CU that can be from 8 × 8
to 64× 64 pixels. Fig. 3 exemplifies a CTU partitioning that
contains 16 CUs or leaf nodes with sizes from 8×8 to 32×32
pixels. For each CU, three Coding Blocks (CBs) are associ-
ated in the video frame buffer, one for luma (Y ) sample, and
two for chroma (Cb, Cr) samples.
2.3. Prediction Unit (PU)
A decision on whether to perform inter- or intra-picture
prediction on a block is made at the CU level. Each CU
is split into PUs according to the prediction type. As with
AVC, three prediction types are available for each CU: (i)
inter-coded CU, (ii) skipped CU, and (iii) intra coded CU.
Various PU modes are illustrated in Fig. 6.
2.3.1. Inter Coded CUs
There are eight different modes for the inter-picture pre-
diction type, i.e., four square- or rectangular-shaped and four
asymmetric modes. A CU with a size of 2N × 2N can
be split into one of the following modes: single PU with
size (PART _2N × 2N), four PUs with sizes (PART _N ×
N), two PUs with sizes (PART _2N ×N) or (PART _N ×
2N) for square- or rectangular-shaped modes. A CU can
be further split into two PUs with sizes (PART _2N × nU ),
(PART _2N × nD), (PART _nL × 2N) or (PART _nD ×
2N) in the asymmetricmode. It should be noted that (PART _N×
N) is checked only when a CU has its minimum size (2N ×
2N = 8×8 formain profile). For other CU sizes, (PART _N×
N) is similar to splitting the CU into four smaller sub-CUs.
Also, asymmetric modes are disabled when CU size is equal
to 8 × 8 to reduce the complexity.
2.3.2. Skipped CUs
SkippedCUmode is a special inter-codedCUmodewhere
both motion vector and residual energy are zero. For each
2N × 2N CU, only one 2N × 2N PU is considered for the
skipped mode.
2.3.3. Intra Coded CUs
Two PU modes are available for intra-picture coding of
a CU, (PART _2N × 2N) and (PART _N × N). Similar
to CU, three prediction blocks (PBs) are considered in the
video frame buffer for each color component.
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Figure 5: Illustration of possible CU partitions.
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Figure 6: PU splitting modes.
2.4. Transform Unit (TU)
When the optimal prediction mode is selected for each
leaf CU, residual errors are transformed into a TU, and a
residual quad-tree (RQT) structure is used to determine the
best TU partitioning for each leaf CU. Square-shaped TUs
with sizes between 4 × 4 to 32 × 32 samples are supported
in HEVC [12].
2.5. Overview of HEVC CTU Partitioning
There are numerous possible patterns for the division of
a single CTU. It is easy to understand that from a bottom-
up approach. Let us assume a CU with a depth 2. For this
particular CU, there are two options, split or not-split. Now,
if we go up one level to depth 1, we have four possible sub-
CUs with depth 2 and two possible partitions for each sub-
CU. Thus, for depth 1, there are 24 possible sub-CU parti-
tions and also one more option that is non-split, which gives
a total of 24 + 1 options in total for a single depth 1 CU.
Following the same approach, if we go up one more level to
depth 0, there will be (24 + 1)4 possible partitions for depth
0. Again, we also have the option to not split, so there is a
total of (24+1)4+1 = 83522 possible partitions for a single
CTU. To find an optimal CTU partitioning from the 83522
possible partitions, HEVC searches 85 CUs with different
sizes for each CTU. These 85 CUs are: one 64 × 64, four
32 × 32, sixteen 16 × 16, and sixty four 8 × 8 pixels blocks.
Table 1
Encoding Time-complexity when depth 0 (No D0) or depth 3
(No D3) is skipped.
Class All Intra Random Access Low Delay BNo D0 No D3 No D0 No D3 No D0 No D3
Class A 88 % 58 % 84 % 72 % 83 % 72 %
Class B 89 % 57 % 86 % 72 % 85 % 73 %
Class C 90 % 59 % 86 % 73 % 85 % 75 %
Class D 89 % 61 % 87 % 71 % 88 % 71 %
Class E 89 % 57 % 86 % 72 % 85 % 73 %
Average 89 % 58 % 86 % 72 % 85 % 73 %
Table 2
Decoding Time-complexity when depth 0 (No D0) or depth 3
(No D3) is skipped.
Class All Intra Random Access Low Delay BNo D0 No D3 No D0 No D3 No D0 No D3
Class A 103 % 94 % 118 % 98 % 113 % 96 %
Class B 110 % 99 % 113 % 99 % 112 % 99 %
Class C 106 % 97 % 115 % 98 % 113 % 99 %
Class D 101 % 96 % 103 % 97 % 103 % 95 %
Class E 102 % 97 % 124 % 99 % 116 % 99 %
Average 104 % 96 % 114 % 98 % 111 % 97 %
In addition to finding the correct CU depth structure, the
PUmodes and the TUpartitioning for each possible CUmust
also be correctly determined. Thus, the search for the op-
timal CTU structure using a brute force approach to deter-
mine the one with the minimum rate-distortion (RD) cost
using a Lagrangian multiplier, takes the largest amount of
time in the encoding process [13]. To show how eliminat-
ing one CTU depth search affects encoding efficiency and
time-complexity, we encoded several sequences where the
depth 0 is eliminated by setting the maximum CTU size to
32 × 32 pixels. Moreover, we also eliminated depth 3 by
setting the minimum CU size to 16 × 16 pixels. The results
have been summarized in Table 1, Table 2, and Table 3, re-
spectively. In these tables, the classes represent the category
of videos based on the video resolution [14]. All Intra, Ran-
dom Access, and Low Delay B are the HEVC configuration
files used during the encoding [14]. All reported results are
obtained by comparing the encoding results with HEVC ref-
erence software (HM 16.20) using a modified configuration,
which limits the minimum or maximum CU sizes, and the
unmodified configure. It is clear that limiting the depth of
CTU partitioning can reduce the time complexity at the cost
of bitrate increase.
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Table 3
BD-PSNR and BD-Rate when depth 0 (No D0) or depth 3 (No D3) is skipped.
Class
All Intra Random Access Low Delay B
No D0 No D3 No D0 No D3 No D0 No D3
BD PSNR BD Rate BD PSNR BD Rate BD PSNR BD Rate BD PSNR BD Rate BD PSNR BD Rate BD PSNR BD Rate
Class A -0.40 % 0.81 -1.02 % 2.11 -0.73 % 1.91 -1.36 % 3.64 -0.72 % 2.09 -1.13 % 3.3
Class B -0.16 % 0.48 -0.03 % 0.09 -0.67 % 2.93 -0.03 % 0.09 -0.45 % 1.83 -0.03 % 0.02
Class C -0.20 % 0.87 -0.35 % 1.43 -0.68 % 2.26 -0.29 % 1.4 -0.58 % 2.71 -0.26 % 1.22
Class D -0.26 % 0.39 -5.78 % 6.74 -0.05 % 0.25 -4.41 % 8.77 -0.29 % 0.61 -4.03 % 8.91
Class E -0.58 % 1.46 -1.32 % 3.33 -1.13 % 3.87 -1.09 % 3.88 -1.3 % 4.79 -1.0 % 3.83





Figure 7: CTUs are shown in different colors. Red : Current CTU, Blue: Four spatially neighboring CTUs, Purple:
Temporally neighboring CTU, Green: Co-located interview CTU in the base view for MV-HEVC and 3D-HEVC, and
Orange: Co-located CTU in the depth frame for 3D-HEVC.
To overcome the high complexity raised from the CTU
partitioning in HEVC, many algorithms have been proposed
which try to use the similarity between the partitioning of
spatial and/or temporal neighboring CTUs or inherent fea-
tures of each CTU, to skip the search for unnecessary CUs.
For each non-border CTU, there are four spatially neighbor-
ing CTUs in the same frame and one temporally co-located
CTU in the reference frame. Moreover, additional neighbor-
ing CTUs can be found in the HEVC extensions, which are
designed for specific scenarios. We briefly introduce them
in the following section.
2.6. Overview of HEVC Extensions
MV-HEVC [15] is an extension of HEVC, which allows
efficient encoding of multiple camera views by enabling the
use of interview references in motion-compensated predic-
tion. Views are divided into base and dependent views. Base
Rate	1 Rate	nTime
Rate
Figure 8: Multirate encoding. Red block represents current CTU while yellow block represents co-located CTU in the
previously encoded representation.
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views are encoded using HEVC simulcast, i.e., each view is
encoded independently.
Dependent views exploit dependencies between the views
and use reconstructed base view frames as additional refer-
ence frames for motion compensation. Therefore, in addi-
tion to the available spatial and temporal CTUs in HEVC,
interview CTU, i.e., co-located CTU in the base view, can
be used for prediction. The interview co-located CTU is il-
lustrated in Fig. 7.
The 3D extension of HEVC (3D-HEVC) [15] is an exten-
sion of HEVC that supports the encoding of multiple views
and their associated depth information. Similar toMV-HEVC,
texture frames can utilize information from four spatially
neighboring CTUs, temporally co-located CTU(s), and in-
terview CTU(s). In addition to the above-mentioned CTUs,
information of co-located CTU in the corresponding depth
frame can also be used if the depth frame has been previously
encoded. Otherwise, the co-located CTU in the associated
texture frame can be used to predict the depth level of the
depth frame. Fig. 7 shows the association of the texture and
depth frames.
HEVC Screen Content Coding (SCC) [16] has been de-
veloped to provide improved encoding efficiency for videos
that contain a significant amount of screen-captured content,
as characteristics of these videos differ from those of camera-
captured contents. To achieve this, several tools have been
added to the basic HEVC that are specifically designed for
screen content. One of these tools is Intra-BlockCopy (IBC),
which is another CU mode that is added along with the ex-
isting conventional Intra (Cintra) and Inter modes. It can be
considered as motion estimation inside a frame at the PU
level. When a CU is encoded in IBC, PUs of this CU are
searched for similar reconstructed blocks within the current
frame. Another tool is PaletteMode (PLT), which focuses on
color information since screen content videos usually con-
tain a a small number of different colors. PLT first enu-
merates each distinct color in the block, and these indexes
are used for each sample rather than actual values to define
color information. Also, Adaptive Color Transform (ACT)
is proposed for color-coding since the majority of screen
content videos use the RGB color space and not YCbCr. In
HEVC-SCC, an image block can be encoded directly in the
RGB space or can be converted to the YCoCg space dur-
ing encoding, depending on the content characteristic of the
block. Finally, AdaptiveMotionVector Resolution (AMVR)
is added to deal with discrete motion in the screen content
video, which can be represented by integer motion vectors.
This is because, in screen-captured videos, movement is pre-
cisely aligned with pixels in general. AMVR allows the mo-
tion vectors to switch between integer and fractional values.
2.7. Multirate Encoding
AdaptiveHTTP streaming [17, 18] providesmultiple rep-
resentations of the same content in different qualities and
resolutions. This allows clients to request segments in a dy-
namic and adaptive way depending on the network condi-
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Figure 9: Available CTUs for HEVC and its extensions
formation from that representation can be used by the other
representations. Therefore, in addition to the four spatially
and one temporally co-located CTUs, a co-located CTU in
the other representation can also be used to increase the ac-
curacy of the depth prediction for the current CTU. Fig. 8
shows co-located CTU in the previously encoded represen-
tation.
2.8. Summary
Fig. 9 summarizes the available CTUs that can be used
by the current CTU. Four spatially neighboring CTUs and
one co-located CTU in the temporally neighboring frame
are available for HEVC and all its extensions. Interview
CTU is added to the list of available reference CTUs forMV-
HEVC, and the depth CTU is also available for 3D-HEVC
together with all the CTUs mentioned above. Finally, co-
located CTUs from previously encoded representations are
also available for multirate encoding.
In addition, since complex CTUs have a larger depth
than homogeneous CTUs [19], some features are extracted
to measure the complexity of individual CTUs and then to
make a decision on their depth levels. Numerous approaches
have been proposed to improve CTU partitioning decision of
HEVC to eliminate unnecessary searches and improve over-
all encoding pipeline. In the following section, we provide
an overview of existing statistics based approaches in the lit-
erature.
3. Statistics Based Approaches
Statistics based approaches exploit the statistical simi-
larity in the video to reduce the time needed for the CU
depth search. Since video is composed of successive frames,
these approaches can achieve a significant reduction in time.
These methods exploit previously known correlations in the
video bymanually defining a set of features, thresholds, rules,
etc. The main advantage of these approaches is that they are
faster and less complex than approaches based on machine
learning, with the disadvantage of being less general and less
improvement in the encoding efficiency.
In this section, statistics based approaches are catego-
rized into two groups based on the main feature used by the
respective approach: (i) Neighboring CTUs use information
that is available from spatially and temporally neighboring
CTUs and (ii) inherent approaches only use information that
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Table 4
Threshold values and their corresponding depth ranges used in
[20].
Threshold Value Current CTU depth range
Tℎresℎold V alue = 0 0 to 1
1 ⩽ Tℎresℎold V alue ⩽ 3 0 to 2
4 ⩽ Tℎresℎold V alue ⩽ 6 0 to 2
7 ⩽ Tℎresℎold V alue ⩽ 12 1 to 3
is available in the current CTU.
3.1. Neighboring CTUs Approaches
The neighboringCTUs approaches can be further divided
into approaches defined as part of the (a) core HEVC speci-
fication, (b) HEVC extensions, and (c) multirateHEVC tech-
niques.
3.1.1. Core HEVC specification
There are several methods in the literature that exploit
only temporally or spatially closed CU information [20, 21,
22, 23].
Kim et al. [20] propose to determine a search range for
the current CTU using a threshold value estimated from the
spatially neighboring CTUs which is calculated as Eq. 1.





Threshold values and their corresponding CU depth ranges
are listed in Table 4.
Similar to [20], Shen et al. [21] use information from
four spatially neighboring CTUs, but to categorize CTUs
into four texture classes ranging from homogeneous to rich






where i is a weight factor assigned to each neighboringCTU. Based on Deptℎpre, texture type of the current CTUis determined as given in Table 5. Based on the Deptℎpre,maximum or minimum depth level is changed for the current
CTU.
Hou et al. [22] propose three criteria for the CU split
decision, i.e., (i) co-located CTU in the previous frame has
larger depth, (ii) all neighboring CTUs have larger depths,
and (iii) the current frame is not an I-frame. On top of that,
another three criteria are used for early termination, i.e., (i)
co-located CTU has smaller depth, (ii) at least three neigh-
bours have smaller depths, and (iii) the current frame is not
an I-frame. Under the other conditions, the unmodifiedHEVC
search is used.
Another approach proposed by Cen et al. [24] follows the
average depth value of the four spatially neighboring CTUs.
This average value is then compared to a predefined thresh-
old value to determine if the depth range of the current CTU
is [0 2] or [1 3].
Table 5
CTU texture categorization criteria used in [21].
Deptℎpre Current CTU texture type
0.5 ⩽ Deptℎpre type I
0.5 < Deptℎpre ⩽ 1.5 type II
0.5 < Deptℎpre ⩽ 2.5 type III
Deptℎpre > 2.5 type IV
Li et al. [25] use spatially neighboring CTUs and an RD
cost threshold together. The RD cost threshold is updated
online using training frames. Left and upper CTUs are used,
and the depth search range for the current CU is obtained
by limiting it between the minimum and maximum depths
found in these two CTUs. If the depth of the current CU
is smaller than deptℎmin, it is split, and if it is equal to orlarger than deptℎmax, CU is not split. Also, an early termi-nation algorithm is proposed based on RD cost as an alter-
native method for all intra configuration only, which exploits
the temporal correlation between adjacent frames. For this
approach, frames are periodically categorized into training
and test frames. The first frame of each period is a training
frame which is used to extract statistical information about
CU depth levels and RD costs. This information is then used
to determine a threshold for early termination in test frames.
These two approaches are combined for all intra configura-
tion.
A two-level depth decision algorithm is proposed based
on previously encoded frames by Huade et al. [26]. At the
frame level, it is supposed that the depth level of all CUs
within a frame are concentrated on two depths. These two
depth levels are the most common CU depth levels found in
the latest encoded frame of the same type. In CU level, the
depth of each CU is limited to the minimum and maximum
depth values found in the temporally co-located CU.
Li et al. [27] use the maximum depth of the temporally
co-located CU (Dpre0) to predict the depth of the current CU(Dcur) using Eq. 3.
Dcur = Dpre0 + ΔD (3)
where ΔD is variation between Dcur and Dpre0 which is de-termined based on encoding parameters as shown in Eq. 4.
ΔD = |Dpre0−Dpre1|+|QPcur−QPpre0|−|QPpre0−QPpre1|
(4)
Amirpour et al. [28, 29] use co-located CTUs to limit
the depth search range for the current CTU. Four co-located
CTUs in four reference frames are replaced with four spa-
tially neighboring CTUs to determine the depth range for
the current CTU. Their minimum and maximum depth val-
ues are used to limit the depth range for the current CTU.
Pan et al. [30] use co-located CTU in addition to spatially
neighboring CTUs to make a decision on the depth level of
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the current CTU. CTU partitioning is terminated in depth 0





nCn ⩾  (5)
where n is a weight factor and Cn represents the weightof the reference CTUs, which is 1 if the reference CTU is
encoded as depth 0, otherwise, Cn is equal to 0; Depth 3searches are skipped based on the correlation between PU
mode decisions.
CTUs are classified into simple and complex CTUs in
the method proposed by Zhou et al. [31]. If the maximum
depth of a CTU is 0 or 1, it is considered as a simple CTU,
otherwise, complex. A depth decision algorithm has been
proposed based on the complexity of the left, upper, and co-
located CTUs. If all above-mentioned neighboring CTUs
are complex, depth 0 is skipped from searching, and if they
are all simple, depth 3 is skipped from the search process.
Leng et al. [32] predict the depth of CTUs both at frame
and CTU levels. Rarely used depths in the reference frame
are skipped in the current frame. In the CTU level, partition-
ing of the current CU is terminated if (i) the current depth
is equal to depth of the co-located CU, or (ii) if the current
depth is equal to the depth of two or more spatially neigh-
boring CTUs.
Shen et al. [33] propose to limit CU depth search range
using the information in four spatially neighboring CTUs
and co-locatedCTU. Information from these sources is weighted
according to its importance, CTUs in the horizontal and ver-
tical directions are givenmore weight, and are used for depth
prediction. Depending on the result of prediction, the cur-
rent CU is classified into one of five types ranging from ho-
mogeneous to fast motion regions, and the depth is limited
depending on the classification result.
Correa et al. [34] categorize frames into two groups, un-
constrained frames (Fu) and constrained frames (Fc). Un-constrained frames are encoded using the full RDO process
and the remaining frames are encoded using the maximum
depth of the co-located CTU in previous Fu to limit CTUpartitioning in the current CTU. The number of Fc between
Fus is controlled by target complexity. Similar to [34], [35],they not only use co-located CTU in the unconstrained frame
Fu to define maximum depth of the current CTU, but alsotake into account the information of the spatially neighbor-
ing CTUs as well as co-located CTU in the previous con-
strained frame Fc .Bae and Sunwoo [36] store CU depth information from
CTUs in the previous five or six frames and use this infor-
mation to decide early CU and PU terminations. A weighted
structure is used to givemore importance to the closer frames.
If all the depths are equal, then the same depth is selected
as the final depth for the current CU and PU search is con-
ducted. Otherwise, statistical properties of CTUs are calcu-
lated and used in the decision process.
The depth distribution and RD cost of the co-located
CTU are used to reduce the search range for the current CTU
in method proposed by Park [37]. The search range is lim-
ited by the maximum and minimum CU depths that are used
in the co-located CTU. To avoid error propagation in this
approach, the search range is reset at every one-second in-
terval, and those frames are referred to as reset frames for
which the search range limitation is not applied. A prede-
fined threshold value is used for early termination, which is
calculated based on the RD cost and CU depth distribution of
co-located CTU. If the RD cost of the current depth is higher
than the threshold, the CU is further split. The threshold is
adjusted based on the CU depth distribution in the co-located
CTU in a way that if the co-located CTU contains more CUs
at maximum depth, then the current CTU is less likely to be
early terminated. Again, early termination is not applied for
the reset frames.
Zhi et al. [38] do partitioning of CTUs in two steps, i.e.,
rough and accurate determination. The rough determina-
tion step is used to predict the complexity of CU by using
the depth values and predictionmodes of neighboring CTUs.
Instead of using information from the entire CTU, informa-
tion in the edges of CTUs is used. For the left neighboring
CTU, the rightmost 4×64 pixels area, and for the top neigh-
boring CTU, the bottom-most 64 × 4 pixels areas are used.
If the current CTU has a depth of 0 and if there is a depth
of 3 in any of these areas, the RDO search is skipped, and
the current CTU is split. Moreover, if the current CTU has
a depth of 2 and if there is a depth of 0 in any of these areas,
the CTU split will stop. In the accurate determination step,
pixel values in the edges of the current CTU are used tomake
a decision. If the pixel values vary over a wide range, then
this is accepted as an indicator of a complex CTU. On top of
that, the entropy of pixel values and pixel differences in the
top, left, right, and bottom edges are also used to calculate
complexity. Each of these calculations is used to determine
a threshold value for the complexity of the CTU. If the CTU
is determined to be complex in any of these steps, it is split
further; otherwise, CU splitting is stopped. The algorithm
uses the decision of rough determination step unless the de-
cision is uncertain. The accurate determination step is used
only when the decision of the algorithm is uncertain.
Zhao et al. [39] propose a two-step depth decision algo-
rithm. First, a depth range [DCmin DCmax] is determined forthe current CU (C) based on the depth values of left (L) and
upper (U) CUs as in Eq. 6.
DCmin = min(D
L, DU ) − 1
DCmax = max(D
L, DU ) + 1
(6)
In the second step, if the RD costs of already searched for
child CUs are larger than that of the parent CU, the search
process is terminated.
3.1.2. MV-HEVC and 3D-HEVC
Chi et al. [40] use the maximum depth of the co-located
CU in the base view as a threshold to limit splitting the cur-
rent CU in the dependent views.
Khan and Khattak [41] use HEVC simulcast, i.e., views
are encoded independently with HEVC, for base views. For
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dependent views, the maximum value of the depths of the
co-located CTU in the base view and its eight neighboring
CTUs are used to limit the maximum depth value of the cur-
rent CU.
Wang et al. [42] propose an early termination depth split-
ting algorithm for MV-HEVC. For a base view, three spa-
tially neighboring CUs (Left (L), Upper (U), and Upper right
(UR)) as well as co-located CTU (T) are used to determine
the maximum depth value for the current CU. For dependent
views, co-located CTU in the base view, called interviewCU
(I) is used in addition to the above-mentioned neighboring
CUs and Dpre, which will be used in the final decision, isdetermined as in Eq. 7.
Dpre =
{
max{DL, DU , DUR, DT } Base View
max{DL, DU , DUR, DT , DI} Dependent View
(7)
To avoid wrong decisions, another condition is used to
determine the maximum depth value of the current CU (C)
which usesmotion vector information of three spatially neigh-
boring CUs as shown in Eq. 8.
Dmax =
{
Dpre MVc =MVL||MVc =MVU ||MVc =MVUR
3 others
(8)
Zhang et al. [43] use a two-step strategy for 3D-HEVC
to speed up the search for the optimal depth level for CUs
for dependent views. First, an early merge mode decision
is made to avoid unnecessary searching of intra and inter
modes. If interview CTU and its four immediate neighbor-
ing CTUs in the base view are encoded as a merge mode and
the RD cost of the skip mode is less than 2N × 2N merge
mode for the current CU, only the merge mode for the cur-
rent CU is searched. Second, CU splitting is terminated if
the following two conditions are satisfied: a) depth of the
current CU is equal to or larger than the maximum depth
of the interview CTU and its four immediate neighboring
CTUs in the base view, and b) skip mode is selected as the
best prediction mode for the current CU after checking all
the possible prediction modes.
Wang et al. [44] propose a depth range selection algo-
rithm for dependent texture views in 3D-HEVC. First, split
complexity (SC) of left (L) and upper (U) spatially neighbor-
ing CTUs, temporally co-located CTU (C) and co-located










j=0 dj if deptℎmax = 3
(9)
Where dj represents depth level of 4 × 4 CUs inside aCTU and deptℎmax is the maximum depth of the CTU. Sec-ond, SC of the current CTU (SCpre) is predicted using the
Eq. 10.
SCpre = wCSCC +wISCI +wLSCL +wUSCU (10)
wherewi is a weighted value. Then a pre-determined thresh-old is used to find the depth range for the current CU.
Silva et al. [45] propose a CTU partitioning algorithm for
the texture CTUs based on the interview correlation for 3D-
HEVC. Independent views are encoded by simulcast HEVC,
while dependent views are encoded using the depth informa-
tion of the corresponding independent view. For the current
CU, the corresponding CU in the independent view is deter-
mined by a disparity vector d(Y ) [46] which is calculated as














where l is the distance between two adjacent cameras, f is
the focal length, Y is the depth view value, and Z values
define the depth range of the scene. Positions of two CUs
are mapped using Eq. 12.
xInd = xDep + d(Y ) (12)
where xInd is position of the current CU in dependent viewand xDep is the position of the same CU in the independentview. Finally, CU depth map is refined.
Mora et al. [47] exploit the correlation betweenCUdepth
splitting in texture and depth for 3D-HEVC. For the cases
that depth is encoded before the texture, the texture quadtree
starts from the coded depth quadtree. Otherwise, the depth
quadtree is limited to the maximum andminimum depth val-
ues of the texture quadtree.
Khan et al. [48] use the maximum depth level of in-
terview co-located CTU and its eight spatially neighboring
CTUs as a threshold to stop splitting of the current CTU for
3D-HEVC.
Fu et al. [49] utilize Depth Intra Skip (DIS) for depth
map coding, which directly uses reconstructed value of spa-
tial neighboring CUs to represent the current CU for 3D-
HEVC.
3.1.3. Multirate
Schroeder et al. [19] first encode the video sequence at
the highest bitrate and then use encoded representation as the
reference for encoding dependent representations. As CTUs
tend to take larger depths at higher bitrate/quality representa-
tion than the lower bitrate/quality representations, the max-
imum depth value of a CTU in the reference representation
is used to limit splitting co-located CTUs in the depended
representations.
The same idea has been extended in [50] to be used by
dependent low-resolution representations. As CTUs do not
contain the same area in different resolutions, the correspond-
ing area (A) for the current CTU in a dependent low-resolution
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representation is found in the reference representation. There-
after, the percentage of CTUs (pi) encoded at depth (less thanor equal to) i ∈ {0, 1, 2} is measured. If pi (starts from i = 0)is greater than or equal to a threshold , the current CU is not
split, and the process moves on to the next CTU.
Ideas in [19] and [50] has been combined in [51] to in-
troduce an algorithm that is used for both dependent low-
quality and low-resolution representations.
Amirpour et al. [52] propose using both the highest and
the lowest quality representation to limit CU depth search
range. First, the highest quality representation is encoded us-
ing standard HEVC, then CTU information obtained in this
encoding is used to encode the lowest quality representation
similar to [19]. Finally, these two representations are used
to put both a lower and upper bound for the CU depth search
range while encoding the immediate representations. Maxi-
mum depth value in the co-located CTU in the highest rep-
resentation is used as the upper bound, and minimum depth
value in the co-located CTU in the lowest representation is
used as the lower bound for the CU depth search range.
In another study, Amirpour et al. [53] focuses on improv-
ing the parallel encoding performance for multi-rate encod-
ing. Different quality representations are chosen as the ref-
erence representation to evaluate the performance of parallel
encoding. The middle-quality representation is used as the
reference representation based on these experiments.
Çetinkaya et al. [54] proposes a fast multi-rate encoding
method using machine learning (FaMe-ML) with a specific
focus on parallel encoding. The lowest quality representa-
tion is chosen as the reference. The encoding information
from the reference representation and the Y, U, and V infor-
mation from the raw video is fed into a convolutional neural
network (CNN) to obtain a split decision for a given CTU in
the given quality level. The decision from the CNN is used
to speed up the parallel encoding.
3.2. Inherent Approaches
Inherent approaches use information available within the
CTU to give the final decision about CTU partitioning.
Kim et al. [23] decide CU early termination based on the
RD cost of a CU. If it is below a threshold, then current CU
is selected as the best one and search process is stopped. A
pre-calculated threshold for each CU depth level is consid-
ered which is calculated for each CU with size N × N as
THN×N = AN×N e(WN×NQP ).In the remainder of this section, we discuss about rest of
the inherent approaches by categorizing them into Bayesian
and texture complexity based approaches.
3.2.1. Bayesian Approaches
Bayesian rule based CTU partitioning is an another ap-






where p(x|y) is posterior, p(y|x) is likelihood, p(x) is prior
and p(y) is evidence. In the context of CTU depth deci-
sion, CU split decision is seen as the posterior and different
Bayesian approaches are used to estimate it.
Shen et al. [55] propose selecting certain features, e.g.,
RD cost and inter-mode prediction error, and then use them
in minimizing the Bayesian risk which is further included
in the CU split decision. CU split decision is defined as a
two-class classification problem where split class is ws andnot-split iswn. Bayesian Risk R of splitting a CU is definedas shown in Eq. 14.
R(ws|F ) = Cs,nP (wn|F )
R(wn|F ) = Cn,sP (ws|F )
(14)
where Cs,n is RD cost of splitting CU when the ground-truthis not-splitting and Cn,s is vice versa. P (ws|F ) is the condi-tional probability of splitting a CU given the feature vector
F which can be re-written using the Bayesian rule in Eq. 15.
P (ws|F ) =
P (F |ws)P (ws)
P (F )
(15)







P (F |wi), i{n, s} is calculated offline for each QP andresolution settings. Overall, for each CU depth decision, fea-
ture vector F is extracted and the offline calculated threshold
is used for the decision. CU is not-split when this condition
is met, otherwise it is split.
Lee et al. [56] propose a similar approach that benefits
from Bayesian rule and models the CU decision problem as
a two-class classification. For both CU depth skip decision
and early termination, thresholds are used and calculated us-
ing the Bayesian rule. Statistical probabilities for defining
thresholds are updated at predefined intervals to keep the ap-
proach relatively content-sensitive.
Xu et al. [57] use the motion of co-located CTUs for
early CU depth search termination along with a Bayesian
risk-based discriminant function for detecting skip modes.
CU depths in the co-located CTUs are directly used for early
split decision of depth 0 and depth 1. Also, average and pre-
dicted motion vectors are used to calculate the motion di-
versity of the co-located CTU, and it is used for early termi-
nation. If the co-located CTU is split and motion diversity
is high, then the current CTU is early split, and the mode
search is skipped. Finally, they model skip mode detection
as a two-class classification and use Bayesian risk to approx-
imate it similar to [55, 56]. Skip mode detection is also used
in the early CU depth search termination. It is modeled as
a two-class classification problem again, and Bayesian risk-
based skip mode detection is used in the decision process.
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Table 6
Statistics Approaches.
Method Approach Features Mode
[20] Neighbour CTU Depth Values Intra
[21] Neighbour CTU RD Cost, Prediction mode Intra
[22] Neighbour CTU, Co-located CTU Depth Values, Frame Type Inter/Intra
[24] Neighbour CTU Depth Values, RD Cost Inter/Intra
[25] Neighbour CTU, Co-located CTU Depth Values, RD Cost Intra
[26] Co-located CTU Depth Values Inter/Intra
[27] Neighbour CTU, Co-located CTU Depth Values Inter
[28, 29] Co-located CTU, Neighbour CTU Depth Values Inter/Intra
[30] Co-located CTU Depth Values, PU Mode Inter/Intra
[31] Co-located CTU, Neighbour CTU Depth Values Inter/Intra
[32] Co-located CTU Depth Values Inter
[33] Co-located CTU Depth Values, Motion Vectors, RD Cost, skip Mode Inter
[34] Co-located CTU Depth Values Inter/Intra
[35] Co-located CTU, Neighbour CTU Depth Values, Motion Vectors Intra
[36] Co-located CTU, Frame History Depth Values Inter
[41] Co-located CTU, Neighbour CTU Depth Values Inter
[42] Co-located CTU, Neighbour CTU Depth Values, Motion Vectors Inter
[45] Neighbour CTU, Co-located CTU Depth Values, Camera Properties Inter
[47, 49] Neighbour CTU Depth Values Inter
[19, 50, 51] Multirate Depth Values, Motion Vectors, Encoding Parameters Inter
[52, 53] Multirate Depth Values, Reference Frames Inter
[54] Multirate Depth Values, Reference Frames, Prediction Mode, RD Cost, Variance Inter
[55] Bayesian, Sub-CU Variance Inter/Intra
[56] Bayesian, Frame History RD Cost Inter
[57] Bayesian, Neighbour CTU Motion Vectors, Depth Values, RD Cost Inter
[58] Bayesian Depth Values, RD Cost Inter/Intra
[59] Bayesian, Neighbour CTU, Sub-CU Variance, Depth Values, RD Cost Intra
[60] Texture Complexity Motion Vectors Inter
[61] Texture Complexity, Sub-CU Motion Vectors Inter
[62] Texture Complexity Variance, Depth Values Intra
[63] Texture Complexity Depth Values, RD Cost Intra
[64] Texture Complexity Edge Complexity Intra
[65] Texture Complexity Variance Intra
[66] Texture Complexity, Sub-CU Variance, Edge Complexity Intra
[67] Texture Complexity, Co-located CTU, Neighbour CTU Depth Values, DCT Coefficients Intra
[68] Texture Complexity, Sub-CU RD Cost, SAD Inter
[69] Texture Complexity, Neighbour CTU Depth Values, RD Cost Intra
[70] Texture Complexity, Neighbour CTU Depth Values, Variance, Texture Complexity, DCT Coefficients Inter
[71] Texture Complexity Variance, SAD, QP Intra
[72] Texture Complexity, Neighbour CTU Edge Complexity, Depth Values Intra
[73] Texture Complexity Motion Vectors, RD Cost Inter
[74] Texture Complexity, Frame History Motion Vectors Inter
[75] Texture Complexity Variance Intra
[76] Texture Complexity, Neighbour CTU Variance Intra
[77] Texture Complexity, Frame History, Neighbour CTU Depth Values, Motion Vectors Inter
[78] Texture Complexity, Neighbour CTU, Co-located CTU Depth Values, Luminance Values, Encoding Mode Intra
All the statistical parameters in Bayesian approaches are up-
dated periodically to preserve the content sensitivity of the
approach.
Jiménez-Moreno et al. [58] propose using Likelihood ra-
tio test (LRT) in Eq. 17 for every CU depth level .
P (x|deptℎ∗ > d)




where x is the input feature, d is the current depth, deptℎ∗
is the optimal depth, Cs,n is cost of splitting CU when thecorrect decision is not splitting, Cn,s is vice versa, Cs,s iscost of splitting the RD cost where the correct decision is
also splitting and Cn,n is vice versa. If the ratio is lower, thenCU is not split otherwise it is split. Here RD cost of splitting
CU is used as the the feature, x. Statistical properties that are
used in the LRT are first extracted by analyzing number of
sequences offline and they are then updated online to better
adapt to the changes in the content.
Lee and Jeong [59] use the pixel variance difference be-
tween CUs and sub-CUs for measuring local complexity.
Also, a predicted depth value is obtained using weighted in-
formation of neighboring CTUs. These two attributes are
then combined to be used in early split decision. Finally, a
Bayesian decision rule based Quadratic Discriminant Anal-
ysis (QDA) is used to classify early termination for CUs. All
the thresholds in this method are updated by an online learn-
ing approach using statistical properties that are extracted
during encoding.
3.2.2. Texture Complexity
Texture complexity of the CTUs are also exploited com-
monly in the literature using different approaches to detect
motion.
Jamali andCoulombe [79] propose an intra codingmethod
based on the global and directional gradients. Based on the
accuracy of the prediction in the current depth, CUs are clas-
sified into two categories: split and non-split. The classifi-
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cation is solved by using global gradient and the mean of







|GX(i, j)| + |GY (i, j)| (18)
where GX and GY are horizontal and vertical Sobel gra-dient components with 3 × 3 convolution masks applied at
each pixel of the current CU. As the CUs with largerMGA
have more details, they tend to split while splitting CUs with
smaller MGA are stopped at the current depth level. To ap-
ply the impact of QP and CU size, f1 is calculated using




where  is related to the CU size. For f1 values less than
a threshold splitting process is terminated.
Moreover, the directional gradient is used for intra mode
decision. Each CU is classified into a non-split class if the
CU intra mode is predicted with higher accuracy at the cur-
rent level, or a split class, if there is no intra mode, to ef-
fectively predict the CU partitioning. By early termination
of the splitting process for the non-split class, the encoder
saves a considerable amount of time and computations since
further splitting would require many RDO computations to
find the optimum splitting pattern.
Jian et al. [60] indicate that there is a strong correlation
between RD cost of a CTU and the corresponding variances
of pixel motion vectors. It is shown that when the motion
is strong, blocks tend to take smaller CUs, and when the
motion is weak, blocks tend to take larger CUs. Based on
these facts, a pyramidal motion divergence (PMD)method is
proposed where frames are downsampled to 1∕16, and then
their estimated optical flows are used to calculate PMD fea-
tures. Thereafter, k nearest neighboring-like method is used
to predict CU sizes.
This approach is further improved in [61] since calculat-
ing PMD was a time-consuming process. Instead, this time
variance of absolute difference (VAD) is used as a metric.
MVs of neighboring CTUs are used for calculating VAD
and Pyramid VAD (PVAD), which is calculated using the
downsampled versions. PVAD is used as a feature in the CU
split decision problem. Furthermore, the CU split decision
is modeled as aMarkov Random Field (MRF), and the graph
cut method is used to find a decision. The encoded frame is
represented as a graph, and CUs are nodes of the graph. Two
terminal nodes source S and sink T represent split and un-
split decisions. SVMs are also used in the energy function
of the graph to determine the unary term, which is then used
for calculating the likelihood of splitting a given CU. Then
CU split decision is given based on the minimum cut in the
corresponding graph.
Chiang et al. [62] calculate variance of pixels inside the
CU (V arcu) and compare it with a pre-defined threshold todetermine CU decision for 3D-HEVC. CU is split if V arcu
is larger than a threshold, otherwise depth of the CU is com-
pared with the depth of co-located texture CU and depth
search is terminated if it is larger or equal.
Li et al. [63] propose another method for 3D-HEVC and
use pre-determined thresholds as well as RD-cost of CU at
depth 0 (J0) to determine the maximum depth value (dmax)for a depth map CTU. The maximum depth value is deter-









0 if J0 ⩽ Tℎ0
1 if Tℎ0 ⩽ J0 < Tℎ1
2 if Tℎ1 ⩽ J0 < Tℎ2
3 if J0 > Tℎ2
(20)
A key-point detector that finds high-frequency areas in
the image is used to decide on CU depth search range by
Kim et al. [64]. The primary motivation behind this ap-
proach is that, inHEVC, high-frequency areas are given higher
CU depths. Thus, in the proposed method, an adaptive key-
point threshold is decided first, and if there are not enough
key points in the current CU depth level, further depths are
not searched.
Nishikori et al. [65] use the variance of the image to de-
termine the characteristic of the region. If the variance is
below a predefined threshold, that region is regarded as flat,
and the current CU depth is used; otherwise, the CU depth
value is increased, and the variance is rechecked. Min andChe-
ung [66] propose to use edge complexity to find CU depth
sizes. The edge complexity is calculated in four directions
as the luminance difference of the two halves in the corre-
sponding direction. The edge complexity is calculated for all
sub-CUs, and if all edge complexity values are smaller than
a predefined threshold, the corresponding CU is not split.
Huang et al. [67] use CU texture complexity along with
spatially neighboring CTU depth information. It is calcu-
lated by quantizing the variance of the CU into five category
levels. CU split decision is given based on the categorization
of the CU and information from neighboring CTUs.
Xiong et al. [68] propose an approach that designs a new
motion estimation (ME)methodwhich can obtain the sum of
absolute differences (SAD) costs of both the current CU and
sub-CUs. It also defines an exponential model used to calcu-
late the relationship between motion compensation RD cost
and SAD cost. This model is used to calculate a threshold
used in CU depth decisions by comparing it with the SAD
cost difference.
Song et al. [69] use the discretization total variation (DVT)
to calculate CU complexity that is further used in CU depth
selection. If the DVT is high, it means that the current CU
is a complex CU that should have higher depth values.
A Discrete cosine transformation (DCT) based approach
is proposed by Liu et al. [70]. DCT coefficients are checked
for early termination. If all DCT coefficients are zero, then
the search range is set to 0 and 1 only; otherwise, neighbor-
ing depth information is checked. If there is not enough cor-
relation between current CTU and neighboring CTUs, then
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edge gradient using Sobel edge detector is found and used as
the main feature in CU depth decision.
Ramezanpour and Zargari [71] define a smoothness pa-
rameter for each CU. If this parameter is lower than a thresh-
old, PU modes are computed for the current CU, and further
division is skipped. The smoothness parameter is based on
SAD values calculated for horizontal, vertical, right, and left
diagonal directions. The variance of these four SADs is de-
fined as the smoothness parameter.





where ∑edge is number of edge pixels produced by Cannyoperator and N is the width of the CU. If  is not equal to
zero, CU size 64 × 64 is skipped.
CU complexity is decided by checking the cost of encod-
ing MVs of the current CU and early search termination is
done based on a threshold in the method proposed by Shan et
al. [73].
Fernández et al. [74] apply motion estimation on input
images and homogeneity analysis is done that is further used
to give CU split decision. Input frames are analyzed before
encoder starts encoding and the process is done on the GPU;
thus it does not introduce any overhead for the CPU. After
this process, the mean absolute deviation of the motion vec-
tors is obtained for the CU, and the split decision is made
based on that. If it is below a certain threshold, then further
splits are stopped.
CTU partitioning decision is made based on the com-
plexity of the CU both in macro andmicro levels by Zhang et
al. [75]. The first frame of the video is analyzed, and the
video is categorized into three sizes based on the number of
CTU blocks in the frame. If the number is below a threshold,
then the number of pixel types is used to determine a rapid
decision about CU split. Otherwise, a final decision is given
based on the statistical properties, e.g., entropy, and texture
complexity of CU, and thresholds are set adaptively.
Hou et al. [76] calculate the complexity of the CU as
complexity = log(E) where E represents the variance of
the pixel values in the CU. Complexity of the current CU is
compared with the complexity of the left and top CTUs, and
if the complexity of the current CU is smaller than the left
and top CTUs, the algorithm stops splitting the CU.
Cebrián-Márquez et al. [77] use a pre-analysis stage called
the look-ahead stage. In the look-ahead stage, the motion in-
formation of the sequence is estimated before starting encod-
ing, and this information is later used to guide the CU depth
decisions during the encoding process. In this stage, the mo-
tion estimation is carried out for each block size and on every
reference frame, and the resulting RD costs are stored. Here
the sameME algorithm is used as the one in the inter predic-
tion module of standard HEVC to obtain consistent results.
Instead of making a full-motion vector prediction, MVs of
spatially neighboring CTUs are used as predictors to speed
up the process. The predicted motion information is used for
determining a cost function for the given CU, and this cost
function is used in determining the final partition. This esti-
mated cost function is calculated using the predicted MV in
the look-ahead stage and the distortion rate of the predicted
MV compared to the original one. This cost is used as a
threshold for a split decision in a bottom-up manner. If the
splitting cost is higher than this threshold, then the CU depth
is decreased by one until this cost becomes smaller.
Texture similarity between temporally and spatially neigh-
boring CTUs is used to early terminate CU depth search by
Lu et al. [78] for HEVC-SCC extension. The density of the
luminance disparity (DLD) is calculated using Eq. 22, and it





y=1 |Icur(x, y) − Icol(x, y)
W ×H
(22)
where W and H are width and height of the current CTU,
Icur(x, y) and Icol(x, y) are luminance intensities of pixel lo-cation (x, y) in the current CTU and co-located CTU. If the
DLD is smaller than 1, then the current CTU is categorized
as type 1 otherwise it is categorized as type 2. Type 1means
there is a small variation in luminance compared to the co-
located CTU, and the current CTU is expected to have the
same CU depth as the co-located CTU. For Type 1 CU: (i)
if the depth is smaller than that of the co-located CTU, the
CU is further split; (ii) if the depth is larger than or equal
to that of the co-located CTU and the prediction mode for
the co-located CTU is not PLT, then the CU search is early
terminated; (iii) otherwise, a full-depth search is performed.
For Type 2CU, spatially neighboring CTUs are also included
in the decision process. The maximum and minimum depth
among neighboring CTUs are obtained and form a bound for
the CU depth search range as Dmax and Dmin. If the depthof the current CU is smaller than Dmin, the CU is split. Ifthe depth of current CU is larger than Dmax, the CU searchis terminated. Otherwise, a full-depth search is performed.
Sun et al. [80] use directional variance to measure tex-
ture complexity that is further used in CU depth decision.
Directional variance for image X in a given direction r can
be written as shown in Eq. 23.
















whereN is the number of pixels in X, XL(r,i) is the averageluminance value along a line with slope r and offset i, Xj iseach pixel in the same line, n is total number of lines, and kiis pixel location in line i.
This approach calculates the sum of variances along a
line with a given slope whichmakes it sensitive to directions,
e.g., if there are edges along a certain direction, then the di-
rectional variance will be larger in that direction. This allows
capturing texture direction information in the image. The set
of slopes are determined based on the mode directionality
of HEVC and four slopes are selected, i.e., 0◦, 45◦, 90◦, and
135◦. Based on the directional variances in these slopes and
pre-determined thresholds, the CU is categorized into one of
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the three groups, i.e., homogeneous, complex, and undeter-
mined. Homogeneous CUs are not split, complex CUs are
split, and full RDO search is applied for undetermined CUs.
Different threshold values are used for different QP values.
Overall, statistics based methods and common features
used in them are summarized in Table 6.
3.3. Summary
Neighboring CTU information is commonly used in the
statistics-based approaches since the correlation is vital for
such CTUs. The most common approach here is to define
a threshold and give the decision based on depth values of
neighboring CTUs [20, 21, 22, 24, 25]. Some approaches
directly use minimum and maximum depth values found in
the neighboring CTUs to limit the search range [26, 27, 28,
29, 30, 33, 37, 38]. Additionally, categorizing frames using
this CTU information and giving the decision based on the
classification is another common approach [34, 35].
HEVC extensions and multirate approaches provide ad-
ditional neighboring CTUs that can be used in the process.
For MV-HEVC and 3D-HEVC, there is one extra co-located
CTU in the interview frame, and for 3D-HEVC, there is also
one extra CTU in the depth frame [15]. Numerous approaches
are proposed that specifically aim to exploit those extra neigh-
boring CTUs in these HEVC extensions [40, 41, 42, 43, 44,
45, 47, 48, 49, 50, 19, 51, 52]. These methods also follow
similar approaches asmethods proposed for standard HEVC.
Inherent approaches, on the other hand, exploit the in-
formation available within the current CTU.
The bayesian rule is exploited in the context of CTU par-
titioning. Some approaches focus onminimizing the Bayesian
risk of splitting CU by using different feature sets [55, 56,
57]. Here, RD cost is an essential feature since it can be cor-
related with the Bayesian risk. Also, Bayesian decision rules
are used to determine CU split decision again RD cost being
the main feature here as well [58, 59].
Calculating texture complexity and using it to determine
CTU partitioning is also used commonly in the inherent ap-
proaches. This is useful since more complex CTUs tend to
have larger depths to achieve better motion compensation.
Numerous information sources are exploited here from di-
rectional gradients [79], pyramidal motion divergence [60,
61], RD cost of encoding CU [23], etc.However, the most
common approach is to determine the texture complexity
of the CTU using the variance of pixels since variance is
strongly correlatedwith the texture complexity of the CTU [62,
63, 65, 67, 76, 80]. Moreover, motion vectors are key factors
in determining texture complexity as well, and they are also
exploited commonly in these methods [61, 73, 74, 77].
4. Machine Learning Based Approaches
Following the recent success of machine learning meth-
ods in numerous fields, ML based approaches have also been
proposed for CTUpartitioning. In this section, the approaches
are categorized into two main groups, namely (i) traditional
and (ii) deep learning methods. Traditional methods such as
support vector machine and random forests use manually se-
lected features for training, while deep learning methods ex-
tract useful features during the training phase from the data.
4.1. Traditional Methods
In traditional machine learning methods, the first and
most important step is feature extraction. These methods
typically use handcrafted features. One advantage of tradi-
tional ML methods over deep learning counterparts is their
low complexity. Additionally, it is easier to interpret the re-
sults of traditional methods. Another advantage over deep
learning methods can be seen when the data size is small
since these methods are not dependent on the vast amount
of data contrary to deep learning methods. In this section,
we categorize traditional methods into three groups based on
the main method used in the respective approach: (i) support
vector machines (SVM), (ii) Random forests (RF), and (iii)
bayesian learning.
4.1.1. Support Vector Machines
Themain idea behind Support VectorMachine (SVM) [81]
is to construct a high dimensional hyperplane that classi-
fies data points and maps the given input to the hyperplane
for classification. The main goal here is to output a hyper-
plane that gives minimum classification error. SVM is a
supervised learning method meaning that correct labels are
available for the entire training dataset. SVMs are usually
used for classification tasks, but they can also be used for
regression. SVMs are commonly used for CTU partition-
ing [82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92].
Specifically, Xue et al. [82] model CU splitting as a bi-
nary classification problem and use SVM to solve it. Three
different SVMs are used, one for each depth level, and they
are trained offline using the mean squared error (MSE) and
the number of encoded bits (NEB), which are extracted from
the CUs with different depth levels.
Shen and Lu [83] assign weights to the training samples
based on the RD loss increase caused by the misclassifica-
tion of the sample to reduce the effect of outliers andmisclas-
sification. Based on this approach, the CU depth prediction
process is performed before checking depth levels to reduce
time-complexity by Zhang et al. [84]. An initially weighted
SVM is used to predict CU depth level distribution for the
CTU, and the search process is shaped based on the result.
Liu et al. [85] utilize separate weighted SVMs for each
depth level and use features related to texture complexity for
training SVMs. Texture complexity of the CUs is measured
using Sobel filter on luminance values of pixels and used as
a feature along with QP. CU splitting is modeled as three-
class (complex CU, homogeneous CU, uncertain CU) clas-
sification problem. If the CU is classified as a complex CU,
it is further split. If it is classified as a homogeneous CU,
splitting is stopped, and for uncertain CUs normal encoding
process is applied.
Two linear SVMs are used for CU split and early CU
termination decisions by Zhang et al. [86]. Depth difference
and Hadamard transform-based (HAD) cost ratio between
current and neighboring CTUs are used for early CU split
Ekrem Çetinkaya et al. Page 14 of 25
CTU Depth Decision Algorithms for HEVC: A Survey
decision. RD cost is also used along with these two features
for early CU termination.
Liu et al. [87] use an artificial neural network (ANN)
to determine weights for outputs of different SVMs. SVMs
trainedwith variance information are given the highest weights,
and SVMs trained with neighboring CTUs depths, and pixel
differences are given the equal weights based on the ANN
results.
Zhu et al. [88] use fuzzy SVM to directly predict CU
depths and models CTU partitioning as a multi-class clas-
sification. Three SVM-based classifiers are used that are
trained with manually selected features and updated period-
ically. The SVM can also predict uncertainty for those ex-
amples that are not confident, meaning they are in the risk
area, and in these cases, the standard HEVC search process
is used. The risk area is determined by RD cost optimiza-
tion. During the training phase, each sample is weighted by
fuzzy SVM so that the outliers do not reduce the overall ac-
curacy. After the classifiers are trained, the CU structure of
the remaining frames in the GOP is directly predicted. If
the sample is in the risk area, then standard HEVC search is
applied.
Two SVMs are used for CUdecisions by Zhang et al. [89].
The SVM is trained offline and outputs three decisions, i.e.,
split, non-split, or full search. If the output of the first clas-
sifier is full search, the second classifier is used, which is
trained online using the data from previously encoded frames
to further predict the CU size.
Erabadda et al. [90] use weighted SVMs that are trained
online during encoding cycle in a two layered structure to
determine CU depth early termination. In the the first level,
two SVMs are used for each CU depth, and training data is
collected using default RD optimization of HEVC. Features
are selected as texture complexity, RD cost of the current
depth, and context information. The weights for these SVMs
are calculated using precision scores of split decisions. CUs
that are not categorized by the first layer SVMs are passed
to the second layer. In the second layer, there is only one
SVM per CU depth level, and training data collection is half
of the amount compared to the first layer. Weight calcula-
tion this time is done by F-score of CU split decisions. In
both levels, SVMs are re-constructed after some period to
induce some context adaptivity to the SVMs. Additionally,
they use complexity control parameters to control the num-
ber of CUs that have reached the second level to be decided
by exhaustive RD optimization.
A two stage algorithm for CTU partitioning is proposed
by Erabadda et al. [91]. In the first stage, offline trained
SVMs are used to make the CU splitting decision, and the
second stage is used to apply the decision of the SVMs. If
the decision is split, then the current level CU calculations
are skipped. SVMs are not used for depth 2 since their usage
decreased performance significantly during the experiments.
Depth information from neighboring CTUs and co-located
CTU, QP value, RD-Cost, and texture information are used
as features for SVMs. A different set of features is used for
depth 0 and depth 1 decisions based on their F-scores.
Xue et al. [92] model the CTU depth decision for HEVC-
SCC as a binary classification task and train separate clas-
sifiers for each depth level. In particular, L1-loss linear SVM
is used as a classifier. Due to imbalance in the training dataset
for SCC, e.g., split decisions are much larger than non-split,
an ensemble learning approach is adopted. Random sub-
sets are generated from the training set, which are then used
for training classifiers, and outputs of classifiers are given
weights for the voting function. The mean absolute devi-
ation of luminance values for CU is used to measure tex-
ture complexity. However, since text regions are common
in screen content, the range of luminance values in each CU
is quite narrow. To overcome this problem, the number of
luminance components and the range of luminance values
in the current block are also used as additional features. Bi-
trate, RD cost, and QP of planar mode are also used along
with the depth values of left and up CTU. For CU depth deci-
sion, the first planar mode is checked, and a feature vector is
obtained. After that, a classifier is called, and the decision is
made according to the output. If the output is a certain split
or a certain not-split, these decisions are applied; otherwise,
the full search is conducted.
4.1.2. Random Forests
Random forests (RF) [93] are also commonly used in the
literature. Random forests consist of many decision trees. In
decision trees, the prediction is made by gradually limiting
the search range of the problem. At the root, a general elim-
ination is done based on a general condition, and once it is
moved deeper in the tree, the conditions become more and
more specific, thus limiting the search range. A decision tree
can have multiple output branches, and the goal is to find the
output that minimizes the error. In RF, multiple decision
trees that are trained with random training samples and use
random feature sets are combined to produce the final out-
put, which is obtained by combining the weighted output of
the decision trees.
Duanmu et al. [94] propose a method for HEVC-SCC
which uses decision trees for CU decision. In the beginning,
statistical properties are processed to extract useful features
for the decision tree, then a decision tree is trained to clas-
sify block type for screen content. Following that, another
decision tree is used to decide whether or not to split a CU
further. Features that capture texture complexity are used to
train decision trees.
Ruiz-Coll et al. [95] use a decision tree to determine
early termination for CU depth search. Low complexity fea-
tures are used to train trees, and they are only used for CU
depths 0 and 1.
CU splitting for HEVC-SCC is modeled as a two-class
classification problem by Yang et al. [96], and decision trees
are used to solve it. The following features are used: variance
of luminance of the current CU, maximum gradient magni-
tude ofthe current CU obtained by using Sobel operator, CU
depth level, information mode of spatially neighboring CUs,
and RD cost of CU. A separate classifier is trained for each
depth level, and each classifier is trained offline using frames
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from several different sequences.
Du et al. [97] use random Forest to predict CU depth
level. CU depth range is determined using CU depths of
neighboring blocks, and each block is given different weights
based on their location, i.e., left and top blocks have higher
weights than top-left and top-right blocks. If the depth range
is 0 or 1, a random forest classifier is used to give the final
decision. For the remaining depth levels (i.e., 2 and 3), a
standard HEVC RDO process is applied.
Tahir et al. [98] use three different random forest classi-
fiers for skip mode, CU split, and TU split decisions. Several
features are rank-ordered using a filtering-based approach to
find the optimal number of features for each of the three clas-
sifiers. This results in 10 features for skip mode, 9 features
for CU split, and four features for TU split decisions. Skip
mode classification followed by CU split decision and TU
split decision is made for each CU level.
Themultirate algorithm proposed byDe Praeter et al. [99]
uses information of blocks in the fully encoded representa-
tion that is in the same location as the current block to pre-
dict the block structure of the current block. Then a random
forest is used to predict which information will be used for
encoding the remaining representations. Features are chosen
as the variance of the transform coefficients, motion vector
variance, and information about the block structure.
Bubolz et al. [100] extract features for training the ran-
dom forest classifier of high bitrate video then train a random
forest classifier for low bitrate representations. The classifier
gives the decision of whether to stick with the same depth
level as high bitrate representation or further split the CU
for current representation for each depth level. This method
mainly focuses on transrating processes.
4.1.3. Bayesian Learning
The bayesian rule is also used within machine learning
based methods. Different from the Bayesian methods in the
statistics based approaches, these methods decide parame-
ters for Bayesian rule with online or offline training.
Kim and Park [101] choose training pictures based on
scene change to update statistical parameters which are used
for a Bayesian classifier that decides whether to search fur-
ther depths for the given CU. An offline-learning-based loss
matrix calculation is also used to improve the decision pro-
cess further. After obtaining the thresholds using these two
approaches, early CU termination is done by calculating pos-
terior cost and comparing it with thresholds.
Another online learning based Bayesian Decision based
Block Partitioning (BDBP) method is proposed by Yao et
al. [102]. The frames in the video are divided into two groups,
i.e., online learning and fast prediction, based on scene change.
A Bayesian risk threshold is defined using a Gaussian Mix-
ture Model (GMM), and it is used for the split decision. The
scene change is detected using the gray level difference be-
tween the frames. At each scene change, an online learning
period of six frames is started because the threshold is no
longer valid. During the online learning period, the CU de-
cision is done by standard HEVC and statistical data is col-
lected. When the online learning period is over, the fast pre-
diction period is restarted, and the threshold is decided in the
first frame of the fast prediction period using Expectation-
Maximization (EM) algorithm, and EM is initialized with
the K-Means method to avoid falling into a local minimum.
Chen and Lu [103] use an online progressive three-class
Bayesian classifier along with a general Bayesian classifier.
The first classification is done by a three-class classifier us-
ing features from the current CU and the neighboring CTUs.
If the first classifier gives an indistinct decision for the CU,
a second general Bayesian classifier is used to give the final
decision. Both classifiers are trained online, and parameters
are updated periodically.
CTU partition is modeled as binary classification prob-
lem by Kuang et al. [104] for HEVC-SCC. RD cost of the
optimal mode for the current CU depth level, J , is used as a
feature which is defined as J = DSSE + ×R whereDSSEis sum of squared errors between the current CU and the pre-
dicted CU,R is the bit cost, and  is the Lagrange multiplier
which is defined in Eq. 24.






where QP is quantization parameter value and C is a pa-
rameter determined by the picture type and coding structure.
They calculate J directly from the SCC encoder, thus no
overhead is introduced. For the CU depth decision, CUs are
categorized into three groups based on their optimal modes,
i.e., Cintra, IBC, and PLT. Bayesian rule in Eq. 25 is used





where j{split, notsplit}, group is determined by the opti-
mal encoding mode, Pgroupn,d(wj) is the prior of wj , and
Pgroupn,d(J ) is the probability density of J . Both of theseprobabilities are obtained using statistical information dur-
ing the online-learning phase. Probability density of J is





CUs with smaller J are more likely to belong to wnonsplitclass and to be early terminated but there are still exceptions
observed during experiments. Thus, this early termination
method is only applied for Cintra and IBC modes. Train-
ing frames for online-learning phase are chosen based on the
scene-change detection which is done by dividing the frame
into blocks and using distinct color number in each block.
Those frames are then used for updating statistical parame-
ters.
4.2. Deep Learning Methods
Following the recent success of deep learning methods
in various tasks, several deep learning based methods are
also proposed for CTU depth decisions algorithms. Deep
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Figure 10: Sample Convolution Operation.
learning methods can benefit from an excess amount of data
thanks to their ability to learn complex non-linear functions
of given inputs [105]. Moreover, in deep learning methods,
features are extracted implicitly by the model during train-
ing which eliminates the need for feature engineering. Deep
learning methods are more complex compared to traditional
methods, hence their training time is longer, and they re-
quire more data to work. However, if the requirements are
met, deep learning methods generally provide better perfor-
mance compared to traditionalmachine learningmethods for
a variety of tasks.
4.2.1. Convolutional Neural Networks
Convolutional neural networks (CNNs) are commonly
used for the CTU partitioning algorithms since they are good
with 2D data such as images. CNNs are a special type of neu-
ral networks (NNs) in which mainly convolution operations
is used. Convolution can be written as shown in Eq. 27.
Y [i, j] =
∑
k,l
f [k, l]X[i − k, j − l] (27)
where Y is output, f is kernel, and X is input. An ex-
ample of convolution operation can be seen in Fig. 10. In
CNNs, convolution operations are applied consecutively to
the given input, thus extracting different features in differ-
ent layers which makes them extremely useful for capturing
important features in the given image.
Kim and Ro [106] use a CNN for the CTU partition-
ing. CTU partition is searched as a top-down approach from
depth 0 to 2, and in each level, the CNN decides on whether
to split into more depth or to stop. The Network is trained
using luminance values in the frame, and manually chosen
features are also used as an additional vector to improve the
prediction accuracy.
Xu et al. [107] propose to use a unique representation
for the CU prediction, i.e., a hierarchical CU partition map
(HCPM) to efficiently represent the CU partition of the CTU.
Using HCPM and CNN, it can predict the depth decision for
the entire CTU in a single inference for intra frame, rather
than running prediction for each depth level as in [106]. It
also uses long short term memory (LSTM) to reduce the
inter-frame CU complexity.
Li et al. [108] use a deep CNN at each depth level to
predict the CU split decision. The texture of the CU is used
as the only feature, and CNNs are trained offline using a raw
image database. A new dataset for Intra-mode HEVC is con-
structed to train the network. 2000 images are encoded with
the HEVC reference software, and binary labels are obtained
for all CUs. The dataset is then grouped by the QP value and
resolution. A separate CNN is trained for each depth level
which gives a binary decision for each CU whether to split
or not to split.
An asymmetric CNN structure that takes the luminance
value of the CU as an input is used to predict both CU and
PU partitioning decisions by Shi et al. [109]. The network is
divided into three branches in which two of them have asym-
metric kernels in convolutional layers to capture horizontal
and vertical features. Subsequently, outputs of sub-networks
are concatenated in depth level, which is followed by two
convolutional layers that extract weight information of fea-
tures. Different networks are used at each depth level, and
PU prediction is modeled as a special case of CU prediction.
For PU prediction, softmax activated output of the network
is used as confidence level, and PU prediction is made if it
is above certain thresholds, which are determined differently
for each QP level.
Zhang et al. [110] use both statistics and machine learn-
ing based approaches. A texture complexity threshold is de-
fined based on QP and depth values. If the CU is determined
to be homogeneous by the threshold, further searches are
stopped; otherwise, the CU is sent to a CNN for classifi-
cation. For CNN, kernel sizes are designed dependent on
the CU depth, and also neighboring CTU information is in-
cluded in the fully connected layers. Furthermore, the QP
is included in the loss function. These changes provide an
adaptive structure for CNN. There are different CNNs for
each depth level.
Chen et al. [111] use two CNNs for the CU and PU pre-
dictions. CNNs are trained using frames and QP levels as
inputs, and the final decision is given based on the prede-
fined threshold. The CNN is only used for the split decision
when the depth is 3, which decides if the CU needs to be
split further for the PU mode. The CNN also considers the
edge strength of the CU and QP level when giving the de-
cision. This is achieved by training the CNN with QP level
along with input frames. For other depth levels, the standard
HEVC encoding process is applied.
A deep CNN, which is designed to classify texture infor-
mation and propose object locations in the frame, is used to
determine CTU partitioning by Kuanar et al. [112]. It first
produces the ROI for possible objects, then object shape de-
tection is done, and finally, the CTU is classified into one of
the four classes (depth 0, 1, 2, 3) based on the combination
of object and texture features. For the ROI proposal, prede-
termined anchor boxes are used, and labeling is done based
on a predefined threshold for intersection over union (IoU)
scores. For texture features, Fisher vectors are used to ag-
gregate local features that are obtained by the convolutions,
and the Principle Component Analysis (PCA) is applied to
reduce the dimensionality.
Bouaafia et al. [113] use both SVM and CNN for the
CTU partitioning. The CTU partitioning decision is mod-
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eled as a three-level binary classification, each level repre-
sents a depth level. Several frames are encoded using the
original encoder, and these are used for the online training
of the SVM. The SVM is then used for consecutive frames
for CU split prediction. This training period is refreshed
periodically to make the SVM content-adaptive. Moreover,
the CNN is used for the CU split decision to make a com-
parison. Residual of the CTU, which is obtained by pre-
coding the frame using the standard HEVC, is fed into the
CNN. Pre-convolution layers in the CNN take the residual
and transform it into three depth levels, i.e., 64×64, 32×32,
and 16 × 16. After this operation, convolution layers extract
features in all levels and then features are concatenated and
passed through fully connected layers. Finally, the CU split
decision is predicted at each depth level. The CNN is trained
offline with data generated using the HEVC encoder for sev-
eral videos in different QPs and resolutions. The CNN is
preferred over SVM since it gave a better performance dur-
ing the experiments.
Several approaches focus on hardware implementations
of the encoder using CNNs. Liu et al. [114] use a CNN to
reduce CU depth search complexity in the hardware imple-
mentation. A subsampling operation to CUs is applied, and
they are given to a CNN as 8 × 8 inputs. The CNN then
predicts the best CU/PU candidate pairs but only CU texture
information is used as the feature.
Another CNN-based approach that aims to reduce com-
plexity in the hardware implementation is proposed by Li et
al. [115]. As the starting point, homogeneity detection for
a CU is done using edge strength (Sobel), QP, and motion
vectors. If the CU is determined as homogeneous, then the
search is stopped, otherwise the final decision is given by the
CNN. Three sub-networks are used for the CNN, and their
outputs are combined to provide the final decision. The first
network is trained with the luminance of CTU, which ana-
lyzes texture complexity. The second network is trained with
Integer Motion Estimation (IME) that explores residual fea-
tures of the IME. Finally, a smaller network that is trained
with motion vectors is used to analyze motion vectors. After
that, the outputs are concatenated and passed through multi-
layer perceptron (MLP) layers that give a binary output that
defines whether or not to split further for the given CU.
4.2.2. Reinforcement Learning
There have been some attempts to use Reinforcement
Learning (RL) approaches in the literature as well. In RL,
the main goal for the agent is to maximize reward by opti-
mizing the actions that are taken in given situations. The
environment in RL problems is modeled as Markov Deci-
sion Process (MDP). In MDP, the environment is assumed
to satisfy Markov Property, meaning that the future state is
only dependent on the present state and it is independent of
past states.
Chung et al. [116] use a deep RL approach for CTU par-
titioning. A deep Q-learningmethod that uses a CNN is used
to predict CU split decision. The state for the algorithm is
the luminance value and QP parameter, the action is split
decision, and the reward is minimizing RD-cost distortion.
Different models are used for each depth level, and training
is done sequentially from depth 2 towards depth 0.
Li et al. [117] model the CU decision problem as an
MDP and use an actor-critic neural network to determine
early CU termination. The CU trajectory is used as a fea-
ture, and also neighboring CTU information is incorporated.
A single model is used for different depth levels that take the
action as the split decision for early termination.
4.3. Others
Several other machine learning approaches are proposed
in the literature that does not fit well into the aforementioned
categories and, thus, those methods are presented here.
Huang et al. [118] achieve efficient CU and PU detection
by using a neural network (NN) and gray-level co-occurrence
matrix (GLCM). This approach mainly focuses on HEVC-
SCC. A simple NN is used for each CU depth level to clas-
sify the CUs into screen content CU (SCCU) or camera-
captured content CU (CCCU). Texture complexity based on
luminance values, corner point ratio, and distribution of lu-
minance values is used as features. After classifying the CU,
efficient PU mode is assigned based on statistical proper-
ties. Finally, efficient CU size is decided using information
from neighboring CTUs and GLCM. GLCM is used to eval-
uate the texture complexity of CUs and early terminate CU
search. Angular second moment (ASM) of GLCM, which
represents uniformity of gray-level distribution, is used to
measure the texture complexity of CU. If ASMs for both CUs
are similar, they are assumed to have the same CU depth, and
the search is stopped. Each neighboring CTU contributes
differently to the calculation, and the weights are determined
by Pearson’s correlation coefficient of ASMs.
A neural network is used for the CTU partitioning for
HEVC-SCC by Duanmu et al. [119]. A new feature, i.e.,
sub-CU major directional inconsistency (MDI), which mea-
sures the consistency of features in sub-CUs, is defined. Sep-
arate NN classifiers are trained offline for different QP values
and CU depths using the following features: (i)CU variance,
(ii)CUdistinct color number, (iii)CU color and gradient his-
togram kurtosis, (iv) CU edge pixel percentage, and (v)MDI
of these features. The NN outputs a number between 0 − 1
rather than making a binary classification. Thus, the output
value is also used as a confidence value. If it is above 0.7,
then the CU is split, if it is below 0.3, the CU is not split, and
if it is between 0.3 and 0.7, full RDO is applied.
Tun et al. [120] model the CTU partitioning as an op-
timization problem and use the Genetic Algorithm (GA) to
decide on the CTU partitioning. RD-cost based fitness func-
tion is used for the GA and the optimization is done based
on that. To reduce the complexity of calculating the RD-
cost, the spatial correlation between consecutive frames are
used. The keyframes are chosen periodically, and the CTU
partitioning of keyframe CTUs are shared among three con-
secutive frames and are used in the CTU partitioning pre-
diction. The optimization is stopped if the best population is
not changed two times.
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Table 7
Machine Learning Based Approaches
Method Approach Features Mode
[82] SVM MSE, Number of Encoded Bits (NEB) Inter
[83] SVM Depth Values, RD Cost, Texture Complexity Inter
[84] SVM Depth Values, skip Mode, Motion Vectors, QP Intra
[85] SVM Variance, Texture Complexity Intra
[86] SVM, Neighbour CTU Depth Values, Texture Complexity, Hadamard Cost Intra
[87] SVM Depth Values, Variance Intra
[88] SVM, Neighbour CTU Depth Values, SAD, RD Cost, Motion Vectors, QP Inter
[89] SVM, Neighbour CTU Depth Values, Motion Vectors, Texture Complexity, RD Cost Intra
[90] SVM Depth Values, Texture Complexity, RD Cost Intra
[91] SVM, Neighbour CTU, Co-located CTU Depth Values, Texture Complexity, RD Cost, QP Inter
[92] SVM, Neighbour CTU Depth Values, Luminance Values of CTU, Bitrate, RD Cost, QP, SCC Mode Intra
[94] Decision Tree Sub-CU Difference, Variance, Edge Complexity, Pixel Values Intra
[95] Decision Tree DCT Coefficients, Variance Intra
[96] Decision Tree, Neighbour CTU Varinace, Luminance Values of CTU, Edge Complexity, SCC Mode, RD Cost Intra
[97] RF, Neighbour CTU Luminance Values of CTU Intra
[98] RF Depth Values, Variance, Pixel Values, Motion Vectors, RD Cost, Edge Complexity, QP Inter/Intra
[99] RF, Multirate Depth Values, Variance, Motion Vectors Intra
[100] RF, Multirate Depth Values, QP Inter
[101] Bayesian Depth Values, Scene Change Inter/Intra
[102] Bayesian Depth Values, Scene Change, Luminance Values Inter/Intra
[103] Bayesian, Neighbour CTU Depth Values, Variance, Texture Complexity Intra
[104] Bayesian RD Cost, QP, SCC Mode Intra
[106] Neural Network Depth Values, Motion Vectors Inter/Intra
[107] CNN, LSTM, Co-located CTU Depth Values, Pixel Values Inter/Intra
[108, 109] CNN Luminance Values of CTU Intra
[110] CNN Depth Values, QP, Texture Complexity, Luminance Values of CTU Intra
[111, 114] CNN Luminance Values of CTU, QP Intra
[112] CNN Luminance Values of Frame Intra
[113] CNN, SVM Luminance Values of Frame Inter
[115] CNN Luminance Values of CTU, Edge Complexity, QP, Motion Vectors Inter
[116] RL, CNN Luminance Values of CTU, QP Intra
[117] RL, Neural Network, Neighbour CTU Depth Values Inter
[118] Neural Network, Neighbour CTU Texture Complexity, Luminance Values of CTU Intra
[119] Neural Network Variance, CTU Color Information, Edge Complexity Intra
[120] Genetic Algorithm, Frame History Depth Values Inter
[121] KNN Classifier Texture Complexity, Edge Complexity Intra
Statistical analysis of image content is used as a feature
and a k-nearest neighbors (k-NN) classifier is used in [121].
Image complexity measure called as edge magnitude (EM)












Gℎ(x, y)2 + Gv(x, y)2 (28)
where N is the width of the CU, f is the frame number, c
is the CU address, Gℎ and Gv are the horizontal and verticalgradients computed by the Sobel operator at pixel location
(x, y). The EM is then used for an early split decision. More-
over, CU splitting is modeled as a two-class classification
problem and Fischer’s linear discriminant analysis (FLDA)
is used to transform statistical data into a more separable for-
mat. FLDA is used for reducing the dimensionality in the
data in order to become easier for the classification. The k-
NN classifier is then used to directly estimate the depth of
the given CU. If the RD cost and the EM are high, the CU
is classified into split class. Moreover, statistical parame-
ters are updated online when there is a scene change or fast
movement using training frames which are determined by
the edge magnitude ratio (ER) between frames.
All machine learning based approaches and commonly
used features are summarized in Table 7.
4.4. Summary
Different machine learning approaches have been pro-
posed to tackle the CTU depth decision problem. The main
trade-off for ML based approaches is the trade-off between
increased accuracy and time complexity. SVMs and RFs
are still the main traditional approaches due to their lower
complexity and simplicity. There still exists recent works
that benefit from them [88, 89, 90, 92, 96, 98, 100]. Re-
cently, multiple SVMs and RFs have been proposed more
commonly [85, 86, 87, 88, 89, 90, 92, 96, 98]. This allows
each SVM or RF to focus on a specific feature which results
in a better prediction and generalization. The most com-
mon features used for SVM and RF-based methods are (i)
CU depth values, (ii) texture complexity, and (iii) RD cost.
In Bayesian learning methods, features to update statistical
properties are also chosen manually, and depth values are
utilized in all of the Bayesian learning approaches since they
have importance. Additionally, scene change detection is
key in deciding when to update the statistics so that differ-
ent approaches are chosen to decide on the correct update
period, i.e., online learning. Features that are used by ML
methods are given in Table 7.
One downside of the traditional ML methods is that the
features need to be selected manually. This requires expert-
level domain knowledge since the performance of the tech-
nique heavily depends on the feature set. This is not wanted
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in many cases since manually crafting features is prone to er-
rors, and it can also introduce human bias to theMLmethod.
The main advantage of traditional ML methods is that they
do not introduce significant time complexity. However, their
performance is not on par with their deep learning based
counterparts. Giving all the available data to theMLmethod
and allowing it to extract useful features from the data usu-
ally results in better performance, and deep learningmethods
are an excellent example of that. In almost all applications,
deep learning methods give better performance compared
to the traditional ML methods [122, 123, 124]. Also, deep
learning methods are better at utilizing the excess amount of
available data, which is nowadays accessible for almost all
applications.
Deep learning methods, on the other hand, introduce a
significant time complexity to the encoder, which is usu-
ally not desired. CNNs are used commonly due to the na-
ture of the videos, which consist of consecutive 2D data.
We can see the majority of approaches use the luminance
value of the CTU as the main data for feeding the CNN
and let the network extract useful features from these val-
ues. Some approaches also append additional features along
with luminance values to feed the network [106, 111]. Fur-
thermore, we can see that some methods try to solve the
CTU partitioning in a top-down approach and run a CNN
for each depth level [106, 108, 109, 110] while others try to
predict the whole CTU partitioning in one step to minimize
the time-complexity [107]. Since CTU partitioning can be
modeled asMDP, several RL-based approaches are also pro-
posed [116, 117]. We can still observe CNNs are the critical
factors in RL-based methods [116].
In addition to (i) traditional, (ii) deep learning, and (iii)
RL based methods, several different ML approaches, i.e.,
kNN classifier, neural network, and genetic algorithm, are
also used [118, 119, 120, 121]. We can categorize these
methods in the traditional ML approaches, but we believe
they are in between traditional and deep learning basedmeth-
ods and, thus, we decided to categorize them separately. There
have also been some attempts that tried to combine both
statistic based andMLbased approaches to benefit from them
at the same time [87, 110, 117].
5. Discussion and Future Work
There has been an increase in machine learning based
approaches in the last years. However, statistics based ap-
proaches are still applied in the literature. The main problem
with ML based approaches is the complexity introduced by
the ML method resulting in simple network structures being
used so far. However, recent developments in deep learn-
ing suggest that using deeper convolutional networks signifi-
cantly improves the performance, specifically while working
with image data since deeper networks are better at captur-
ing hierarchical information, which is present in many situ-
ations [125, 126, 127]. Moreover, recent advancements in
the deep learning field made it possible to use very complex
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Figure 11: AV1 superblock partitioning.
challenging tasks [128, 129]. Moreover, to overcome sub-
stantial data requirements of deep learning methods, few-
shot or one-shot learning methods have been proposed, and
their performance had improved substantially [130, 131, 132].
Furthermore, thesemethods are combined and used in video-
related tasks, which is challenging for deep learning tech-
niques, and resulted in a good performance despite using lit-
tle data [133]. We believe a few-shot learning approach can
be helpful in the CTUpartitioning decisions since each video
has different characteristics. The better approach will be tai-
loring the model for each video, which might be possible
with this improved training scheme. Traditional ML meth-
ods are still helpful in cases where the task is evident. Thus,
it is easy to design features, and the available data is not suf-
ficient enough to fully utilize a deep learning method. How-
ever, we believe the main direction to follow is to preserve
the performance of deep learningmethods and decrease their
complexity.
On the other hand, for statistics based approaches, unex-
plored statistical correlations can still be found, and existing
correlations can be benefited better. The main advantage of
statistical approaches is that they do not introduce any no-
ticeable time-complexity in the encoding process. One pos-
sible approach might be to use ML methods to extract statis-
tical information beforehand to have a better understanding
and move the complexity of ML out of the encoding frame-
work.
Emerging codecs like AV1 [134] and Versatile Video
Coding (VVC) [135] introduce more bitrate reduction com-
pared to HEVC [4], while their encoding time complexity
increases which makes their usage costly and challenging,
especially for online applications.
AV1 andVVC introduce different block partitioning struc-
tures thanHEVC.AV1 uses superblock partitioning that starts
from 128 × 128 sized blocks. A 10-way partition-tree struc-
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ture is used to sub-partition each block. For each 2N × 2N
block there exist a) one 2N ×2N , b) four "T" shaped, c) two
2:1 and 1:2, d) two 4:1 and 1:4, and e) one 4-way split pat-
terns. Among aforementioned split patterns, 4-way split is
the only pattern that can be recursively partitioned until it
reaches the lowest 4× 4 size. Moreover, there are some spe-
cial cases for AV1 superblock partitioning: a) Two 4:1 and
1:4 splits are not available for 128 × 128 and 8 × 8 blocks,
and b) "T" shaped split is not available for 8×8 blocks. The
AV1 superblock partitioning is summarized in Fig.11.
VVCutilizesQuaternary Tree plus (Multi) binary-ternary
Tree (QTMT) coding block structurewith themaximumCTU
size of 128 × 128 pixels. Both binary and ternary splits are
enabled for each leaf node of the quad-tree which makes the
partitioning more flexible and complex compared to HEVC.
Leaf nodes ofmulti-type trees are called CodingUnits (CUs),
which are not units only for coding but for prediction and
transform as well.
In VVC, each block can be split into five patterns: a) one
Quad-Tree (QT) structure, b) two Binary Tree (BT) struc-
tures including horizontal binary tree (BH) and vertical bi-
nary tree (BV), and c) two Ternary Tree (TT) structures in-
cluding horizontal ternary tree (TH) and vertical ternary tree
(TV). These five structures are shown in Fig .12. It should be
noted that the QT structure is not allowed for non-QT splits.
Although VVC and AV1 achieve efficient complexity re-
duction, there is only a tiny number of improved CTU parti-
tioning methods available in the literature due to their recent
developments. However, since both of these codecs follow
a block structure architecture, algorithms introduced in this
survey can be implemented in these codecs either directly or
with minor modifications.
Gu andWen [136] propose amid-depth based block struc-
ture determination for AV1which is similar to [60] and [137]
combined.
Inspired by [71, 72, 94, 86], Chen et al. [138] propose
an algorithm for VVC that consists of three steps. First, the
variance of pixels for 32 × 32 CUs is calculated, and if it is
lower than a pre-determined threshold, the CU is classified to
be homogeneous, and further splitting is stopped. Second,
absolute gradients of each pixel in horizontal and vertical
directions are computed using the Sobel operator (Dx, Dy).If conditions in Eq. 29 aremet for 32×32CU, it is partitioned
by QT structure and other options are skipped:
((1 < Dx∕Dy < TH2) or (1 < Dy∕Dx < TH2))
and ((Dx > TH3) and (Dy > TH3))
(29)
Finally, if neither of the aforementioned conditions are
not met, the variance of each sub-block is computed for all
five types of splitting and then partitioning is continued only
for the type that has the maximum variance.
6. Conclusion
In this paper, existing CTU partitioning approaches for
HEVC are surveyed. The methods are categorized into two
Figure 12: VVC partitioning.
major groups: statistics based and machine learning based.
In statistic based approaches, the proposed methods exploit
statistical similarity in the video by manually defining a set
of features, thresholds, rules, etc. Neighboring approaches
use the available information in the spatially and temporally
neighboring CTUs. In contrast, inherent approaches focus
on information available within the current CTU. Similar
to the statistics based approaches, machine learning based
approaches exploit similarity in the video but benefit from
machine learning methods during the process. Traditional
ML methods such as SVM and RF are used for which the
features need to be chosen manually. Deep learning based
methods, on the other hand, extract useful features implicitly.
Recent emerging codecs, AV1 and VVC, provide improved
encoding structure using new tools and improving existing
ones. However, due to their recent development, there are
not enough studies conducted for block partitioning of these
codecs.
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