Abstract. For the parameter optimization of multi-machine Power System Stabilizer (PSS), a new method is proposed in this paper, which uses Improved Artificial Bee Colony (IABC) algorithm to coordinate the parameters of PSS. IABC aims to model the behavior of foragers of artificial bee colony more accurately and improve the performance of ABC algorithm in terms of local search ability. Simulation of IEEE four-machine two-area system verifies that, the PSS optimized by IABC has better performance than other algorithm in two typical modes.
Introduction
Power system experience low frequency due to kinds of disturbances. Oscillation of small magnitude and low frequency often persisted for long periods of time.The oscillations may grow to cause system separation if adequate damping is not available. To enhance system damping, the generators equipped with power system stabilizer (PSS) that improved stabilizing feedback signers in the excitation.
DeMello and Concordia presented the concepts of synchronous machine stability as affected by excitation control [1] . A gradient procedure for optimization of PSS parameters is presented. Recently, a heuristic search algorithms such as genetic algorithm GA, PSO have been applied to the problem of PSS design [2] .
Artificial bee colony algorithm (ABC) is a new-type swarm intelligence optimization algorithm based on honey mechanism of bees, and proposed in 2005 [3] . The algorithm has been widely applied in the field of function optimization or engineering optimization. Comparing with other intelligence optimal algorithms, for instance, differential evolution (DE), and particle swarm optimization (PSO), ABC shows a better performance in solving many optimization problems [4] .
In this paper, a novel IABC-based approach to PSS design is proposed. A IABC algorithm is employed to solve this optimization problem. Simulation of IEEE four-machine two-area system verifies that, the PSS optimized by IABC has better performance than other algorithm in two typical modes.
Problem Statement

System Model and PSS Structure
A power system can be modeled by a set of nonlinear differential equations as
Where X is the vector of the state variables, and U is the vector of input variables.
In the design of PSSs, the linearized incremental models around an equilibrium point are usually employed. The state equation can be written as
Where A is equals / f X   , while B is equals / f U   .
A widely used conventional lead-lag PSS is considered in this study. It can be described as
Where Tw is washout time constant; Upss is PSS output signal at the th machine; Δω is machine speed deviation from the synchronous speed. The time constants Tw, T2 and T4 are usually prespecified [5] . The stabilizer gain K and time constants T1 and T3 remain to be optimized.
Objective Function
After adding PSS, the stability of system is decided by state equation eigenvalues of closed-loop system. By lyapunov stability, if all the characteristic roots have negative real part, then the system is small disturbance stability; on the other hand, at least one positive real part, then the system is unstable. A pair of conjugate complex root is a oscillation mode of system. The characteristic root is written as λi=σi±jωi, the real part σi is system damping, imaginary part ωi is system oscillation frequency, and the damping ratio is
Damping ratio is to measure the oscillation mode damping index. The minimum damping ratio is selected as the objective function. The problem constraints are the optimized parameter bounds. Therefore, the design problem can be formulated as the following optimization problem: 
Improved Artificial Bee Colony
Artificial Bee Colony
In the algorithm, the artificial bee colony is divided into three groups, one is employed bees, another one is onlooker bees, and the third is scout bees. Initialized colony is randomly set in range of the specified area, and then sorts them according to their respective fitness values. The half of colony with fitness values better is selected as employed bee colony, and the rest half then acts as onlooker bee colony. Clearly, the number of employed bees is same with the one of onlooker bees. The goal to do so is to ensure that they can find the solution on the same space. Each employed bee corresponds to a food source, whose position represents a feasible solution of optimization problem, whereas food source quality is determined by the fitness value of associated solution. During bee honey-searching, the employed bees exploit their surrounding near food sources on each dimension, whereas an onlooker bee adopts the roulette method to choose the optimal individual, and implements exploiting at its surrounding. The optimum-searching ability is dramatically enhanced through successive iterations between the employed bees and onlooker bees. An employed bee becomes a scout bee as its food source has been exhausted, and then finds food sources once again. In order to overcome loss of colony diversity, ABC algorithm adopts mutation operator of scout bees to form new variation colony, whose size is same as initial colony. The essence of evolution rule of ABC algorithm is to keep excellent individuals and eliminate inferior ones, constantly, and approximate to global optimal solution. The function optimization problem is described by
Where X is a D-dimension vector, and f is the aim function, and X L , X H are the lower and upper bound of X. The fitness of the food source Xi can be calculated by
Where fit(Xi) is the fitness value of the i th food source, and f(Xi) is the aim function value of Xi. Standard ABC algorithm is described as follows. 1) Initialization stage. To randomly generate the initialization colony composed of N individuals by
Where the Xi is the position of the i th individual of the population, and rand( ) generates a random number between zero to one, and N is the number of the colony. The total colony is then classified as the two groups with same number of individual, one group serves as employed bee colony with fitness values better, and the other is onlooker bee colony. 2) Employed bees exploiting stage. Employed bee exploits new honey source near its surrounding by   , 1,2,
Where Vij expresses the position of new honey source, and xij represents the j th coordination of the honey source xi, and xkj represents the j th coordination of the honey source xk to be selected randomly, and φij is a random number between -1 to 1, and the superscript t presents the t th iteration. To then compare the quality of the honey sources between the original and the new in accordance with Eq. 7, and replace the original using the new one if the latter is better than the former. 3) Onlooker bees exploiting stage. Onlooker bees choose a food source region depending on the shared information supplied by employed bees, and which one food source region can be selected finally according to the roulette law described by Where Pi represents the probability of the i th honey source selected, and larger probability value means that the chance selected is more. After onlooker bees reach their selected regions they then exploit them, and try to find a richer food sources like employed bees according to Eq. 9. 4) Scout bees searching stage. If the solution of an employed bee can not be improved through a predetermined number of trials controlled by parameter limit, and then its solution is abandoned and becomes a scout bee. Henceforth, the scout bee starts to search for new solution generated randomly according to Eq. 8. 5) To memorize the best solution achieved so far, if the terminated conditions are met, then export the best solution, and regenerate the two types of bee colony for all bees according to their current fitting values like step 1) and continue to perform iterations operation otherwise.
Improved Artificial Bee Colony
In real honey bee colonies, while an employed bee exploits the food source that she visited before, an onlooker chooses a food source region depending on dances of employed bees and she tries to find a rich food source after reaching that region and exploit it. Therefore, she examines the food sources in that region where she visits first time and chooses the fittest one. In other words, employed bees and onlookers choose food sources in a region, in a different way. However, in standard ABC algorithm, artificial employed bees and onlookers determine their new sources by using the same formula, Eq. 9. It is more logical that the way onlooker searches fittest food source after reaching a food source region should be modeled by a different formula from Eq. 9. In the following, a new definition is presented for the behavior of onlookers. The new definition proposed is
Where xij best is the best solution among the neighbours of xi. In order to define the neighbourhood, a similarity measure in terms of structure of solutions can be used. For different representations of a solution, different similarity measures can be defined. Therefore, this proposed formula, Eq. 11 can be used for binary optimization problems or combinatorial optimization problems, too. For instance, for a numerical optimization problem, the neighbourhood of xi can be described depending on the mean Euclidean distance between m x and the rest of solutions. Mean Euclidean distance for xi , mdi is calculated by Eq. 12.
  
Parameter Optimization of Multi-machine PSS Using Improved ABC Algorithms
The flow chart is shown in Fig. 1 . The step are as follows. 1) Population initialization.
2) Running simulation model, according to the eigenvalue method to identify system oscillation mode, and calculate damping ratios to get the objective function.
3) According to the Improved ABC algorithm to optimize PSS parameters. 4) Determining whether reach the maximum number of iterations or meet the damping ratios condition, then stop the algorithm, or turn to 2). 
Example: Four-machine Two-area System
In order to verify the effectiveness of IABC, we design the example four-machine two-area system to optimize PSS parameters. Let each generator capacity be 90MW, and the rated voltage be 23.5kV, the active power of area 1 to area 2 be 430MW, the simulation time be 16s. The testing results are compared with PSO. The four-machine two-area system structure is shown in Fig. 2 . In power system, not all generators are involved in low frequency oscillation and every generator with PSS is neither economic nor reasonable. Selecting the best locations G1 and G4 installed PSS using the participation factor method [6] . IABC parameters setting are as follows: Let the initialized colony size N be 50, and limit be 225, and the dimension be 9, and the maximum iteration time equal 500, and the damping ratios expected values be 0.2. Two typical operation cases: Case 1: At 1.0s moment, G1's voltage rushes 5% and continues 0.2s. Case 2: At 1.0s moment, a tie line occurs three-phase short-circuit fault and continues 0.2s. The simulation results are shown in Fig. 3--6 . From Fig. 3-6 , we can see that the proposed IABC based PSS provide improved dynamic performance and faster damping compared with PSO PSS. It is also clear that the proposed IABC PSS provide better damping characteristics to low frequency oscillations to enhance dynamic stability of the power system.
