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Abstract
A characterization of vertex operator algebra V +L for any rank one positive def-
inite even lattice L is given in terms of dimensions of homogeneous subspaces of
small weights. This result reduces the classification of rational vertex operator al-
gebras of central charge 1 to the characterization of three vertex operator algebras
in the E-series of central charge one.
2000MSC:17B69
1 Introduction
It is a well known conjecture in the theory of vertex operator algebra that any rational
vertex operator algebras with central charge c = 1 is isomorphic to VL, or V
+
L or V
G
Zα
where L is a rank one positive definite even lattice, (α, α) = 2 and G = A4, S4, A5 is a
subgroup of SO(3) in the E-series (cf. [K]). The characterization of VL for any positive
definite even lattice was established in [DM] in terms the rank of V1, central charge and
effective central charge. A characterization of V +Zβ for (β, β) = 4 in terms of dimV2 is
given in [ZD], [DJ1]. Characterization for all V +Zβ with (β, β)/2 not being a perfect square
in terms of dimensions of Vi for i ≤ 4 is obtained in [DJ2]. In this paper we characterize
VZβ with (β, β)/2 being a perfect square by dimensions of Vi for i ≤ 4. It remains the
characterization of V GZα for G = A4, S4 and A5 for completing the classification of rational
vertex operator algebras with c = 1.
There are two major differences between V +Zβ and V
G
Zα. The first one is that V
+
Zβ is the
fixed points of rational vertex operator algebra VZβ under an order two automorphism and
V GZα is the fixed points of rational vertex operator algebra VZα under a nonabelian group.
The rationality and classification of irreducible modules of V GZα have not been achieved
although the automorphism groups of V GZα are known [DG], [DGR]. But this difference
is not our concern in this paper. The second difference comes from the dimensions of
weight 4 subspaces: dim(V +Zβ)4 ≥ 3 and dim(V GZα)4 = 2. This difference inspires us to
characterize V +Zβ in terms of dimensions of Vi for i ≤ 4 in [DJ2] and this paper. So one
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2Supported by China NSF grants 10931006,10871125, the RFDP of China(20100073110052), and the
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natural assumption for the vertex operator algebra V with c = 1 discussed in this paper
is dimV4 ≥ 3.
Although the rank of L = Zβ is one, the vertex operator algebra V +L is still a hard
object to study. As the weight one subspace is zero and weight two subspace is spanned by
the Virasoro vector, one can hardly use any results from the Lie algebra or Griess algebra
to obtain useful information. On the other hand, the structure and representation theory
of vertex operator algebras V +L and its subalgebra M(1)
+ have been studied extensively
in [A1], [A2], [AD], [ADL], [DN1], [DN2] and [DN3]. As in [DJ2] we use results from
these papers to find a vertex operator subalgebra of V isomorphic to M(1)+. But the
situation is much more complicated as (β, β)/2 is a perfect square. We need different
ideas and methods. It is well known that M(1)+ in the rank one case is generated by the
Virasoro vector ω and a highest weight vector J of weight 4. The main property of J is
the following: J3J = x+ aJ for some x ∈ L(1, 0) which is the vertex operator subalgebra
generated by ω and some nonzero a ∈ C. It turns out that searching for such J in an
abstract vertex operator algebra satisfying certain assumptions is a very difficult task and
involves delicate use of the fusion rules for the vertex operator algebra L(1, 0) [M], [DJ1].
We should point out that in the characterization of the lattice vertex operator algebras
VL for a positive definite even lattice L we need to use extra assumptions on the C2-
cofiniteness and the effective central charge (see [DLM1] for the reason). But we do not
need the C2-cofiniteness and the effective cental charge being one in the characterization
of V +Zβ with (β, β)/2 > 2 not being a perfect square [DJ2]. The situation for (β, β)/2 being
a perfect square is totally different. Although the effective central charge never plays any
role in this paper, the C2-cofiniteness does. During the search for vector J in V we cannot
avoid to use the modular invariance result from [Z] where the C2-cofiniteness is assumed.
This is not surprising as defining effective central charges requires the C2-cofiniteness
[DM] and the conjecture on rational vertex operator algebras with central charge 1 is not
true without assuming the effective central charge is also one (see [ZD]).
We refer the readers to [AP] and [X] for the related work.
This paper is organized as follows. We review the fusion rules for the vertex operator
algebra L(1, 0) from [M] and [DJ1] in Section 2. We also present some results concerning
Zhu algebra [Z] and calculations on J inM(1)+. In Sections 3 and 4 we search for a highest
weight vector J ′ of weight 4 in an abstract vertex operator V such that J ′3J
′ = x+aJ ′ for
some x ∈ L(1, 0) and a nonzero a ∈ C. If the space A4 of highest weight vectors of weight
4 is one dimensional, it is trivial to find such J ′. If dimA4 ≥ 2 this is highly nontrivial. It
is proved first that such J ′ exists if dimA4 = 2. Then it is shown that if dimA4 ≥ 2 then
dimA4 = 2. The fusion rules of L(1, 0) is used heavily here. The modular invariance of
trace functions also plays a role in this part. Section 5 is devoted to the proof that the
vertex operator subalgebra U of V generated by ω and J ′ is isomorphic toM(1)+. Section
6 gives the main theorem: V is isomorphic to V +Zβ such that (β, β) = 2k
2 for some k > 1.
A major step in this section is to show that V is a completely reducible M(1)+-module
with the help of fusion rules for M(1)+ and L(1, 0).
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2 Preliminaries
In this section we recall the fusion rules for the Virasoro vertex operator algebra L(1, 0)
from [M] and [DJ1] and for the vertex operator algebra M(1)+ of central charge 1 from
[A1]. We also discuss various results on the generator J of M(1)+ following [DN1].
Let L(c, h) be the highest weight irreducible module for the Virasoro algebra with
central charge c and highest weight h. Then L(c, 0) is a vertex operator algebra and each
L(c, h) is an irreducible module for L(c, 0). In this paper we are mainly concerned with
L(1, 0) and its irreducible modules. First, we have from [M] and [DJ1] (also see [RT]):
Theorem 2.1. We have
dim IL(1,0)
(
L(1, k2)
L(1, m2)L(1, n2)
)
= 1, k ∈ Z+, |n−m| ≤ k ≤ n+m, (2.1)
dim IL(1,0)
(
L(1, k2)
L(1, m2)L(1, n2)
)
= 0, k ∈ Z+, k < |n−m| or k > n+m, (2.2)
where n,m ∈ Z+. For n ∈ Z+ such that n 6= p2 for all p ∈ Z+, we have
dim IL(1,0)
(
L(1, n)
L(1, m2)L(1, n)
)
= 1, (2.3)
dim IL(1,0)
(
L(1, k)
L(1, m2)L(1, n)
)
= 0, (2.4)
for k ∈ Z+ such that k 6= n.
Recall the Heisenberg vertex operator algebra M(1) constructed from a d-dimensional
vector space and its subalgebra M(1)+ from [FLM]. Based on the classification of irre-
ducible modules for M(1)+ [DN1], [DN3], the fusion rules for M(1)+ have been obtained
in [A1] and [ADL]. Here is the result when d = 1.
Theorem 2.2. Let M ,N and T be irreducible M(1)+-modules. If M =M(1, λ) such that
λ 6= 0, then
dim IM(1)+
(
T
M N
)
= 0 or 1
and
dim IM(1)+
(
T
M N
)
= 1
if and only if (N, T ) is one of the following pairs:
(M(1)±,M(1, µ))(λ2 = µ2), (M(1, µ),M(1, ν)), (ν2 = (λ± µ)2),
(M(1)(θ)±,M(1)(θ)±), (M(1)(θ)±,M(1)(θ)∓).
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For the purpose of later discussion we need to study M(1)+ more. From now on we
assume d = 1. Recall from [DN1] that
J = h(−1)41− 2h(−3)h(−1)1+ 3
2
h(−2)21 ∈M(1)+
is a primary vector of weight 4 in M(1)+. Then M(1)+ is generated by ω and J. Let M (4)
be the L(1, 0)-submodule of M(1)+ generated by J . Then J7J = 541. Moreover, as a
module for L(1, 0),
M(1)+ =
⊕
n≥0
L(1, (2n)2)
where L(1, 0) ∼= M (4). Following [Z] we set
u ∗ v = Resz
(
(1 + z)wt(u)
z1+n
Y (u, z)v
)
for homogeneous u, v ∈ W where W is any vertex operator algebra. Then
J ∗ J =
4∑
j=0
(
4
j
)
Jj−1J = u
(0) + v(0),
where u(0) ∈ L(1, 0) and v(0) ∈M (4).
Lemma 2.3. We have
u(0) ∈ p(ω) +O(L(1, 0)), v(0) ∈ q(ω)J + (L(−1) + L(0))M (4)
where
p(x) = x(
1816
35
x3 − 212
5
x2 +
89
10
x− 27
70
),
q(x) = −314
35
x2 +
89
14
x− 27
70
and the product is ∗.
Proof: By [DN1], we have in M(1)+
u(0) + v(0) ≡ p(ω) + q(ω)J modO(M(1)+).
Since J ∗ J ∈∑8i=0M(1)+i we see that
u(0) ∈ p1(ω) +O(L(1, 0)), v(0) ∈ q1(ω)J + (L(−1) + L(0))M (4)
where p1(x) is a polynomial with degree ≤ 4 and q1(x) is a polynomial with degree ≤ 2.
Note that O(L(1, 0)), (L(−1)+L(0))M (4) ⊆ O(M(1)+). As in [DN1] we apply the identity
J ∗ J = u(0) + v(0) to the irreducible A(M(1)+)-modules to conclude that p1(x) = p(x)
and q(x) = q1(x), as desired.
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Lemma 2.4. p(x) has no non-zero integer roots.
Proof: It is easy to check that
x1 = 0, x2 =
1
4
, x3 =
515 +
√
167161
1816
, x4 =
515−√167161
1816
are all the roots of p(x).
The following lemma will be used later.
Lemma 2.5. In M(1)+, we have
J3J = −72L(−4)1 + 336L(−2)21+ λJ,
J2J = u
1 + λ
1
2
L(−1)J,
J1J = u
2 + λ(
28
75
L(−2)J + 23
300
L(−1)2J),
J0J = u
3 + λ(
14
75
L(−3)J + 14
75
L(−2)L(−1)J − 1
300
L(−1)3J),
for some ui ∈ L(1, 0), i = 1, 2, 3, 0 6= λ ∈ C.
Proof: We first deal with J3J. Note that JiJ ∈ L(1, 0) ⊕M (4) for i ≥ 0. Then there
exist λ1, λ2, λ ∈ C such that J3J = λ1L(−4)1 + λ2L(−2)21 + λJ. Using the commutator
formula
[L(m), Jn] = [3(m+ 1)− n]Jm+m
for m,n ∈ Z one can check that
(L(−4)1, J3J) = (1, L(4)J3J) = 12× 54,
(L(−2)21, J3J) = (1, L(2)2J3J) = 24× 54.
On the other hand,
(L(−4)1, J3J) = (L(−4)1, λ1L(−4)1 + λ2L(−2)21) = 5λ1 + 3λ2,
(L(−2)21, J3J) = (L(−2)21, λ1L(−4)1+ λ2L(−2)21) = 3λ1 + 2
4
λ2.
This implies that λ1 = −72 and λ2 = 336. It follows from the proof of Theorem 4.9 of
[DJ2] that λ 6= 0. One can also verify J3J directly with a long computation.
We now prove other relations. We may assume that
J2J = u
1 + µ0L(−1)J,
J1J = u
2 + µ1L(−2)J + µ2L(−1)2J,
J0J = u
3 + µ3L(−3)J + µ4L(−2)L(−1)J + µ5L(−1)3J
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where ui ∈ L(1, 0), i = 1, 2, 3, µj ∈ C, j = 0, 1, · · · , 5. Then
(J2J, L(−1)J) = (L(1)J2J, J) = 4λ(J, J),
(J1J, L(−2)J) = (L(2)J1J, J) = 8λ(J, J),
(J1J, L(−1)2J) = (L(1)2J1J, J) = 20λ(J, J).
We also have
(L(−1)J, L(−1)J) = (L(1)L(−1)J, J) = 8(J, J),
(L(−2)J, L(−2)J) = (L(2)L(−2)J, J) = 33
2
(J, J),
(L(−2)J, L(−1)2J) = (L(1)2L(−2)J, J) = 24(J, J),
(L(−1)2J, L(−1)2J) = (L(1)2L(−1)2J, J) = 144(J, J).
These relations yield the following linear equations
µ0 =
1
2
λ
and {
33µ1 + 48µ2 = 16λ
24µ1 + 144µ2 = 20λ
with solutions
µ1 =
28
75
λ, µ2 =
23
300
λ.
Similarly,
(J0J, L(−3)J) = (L(3)J0J, J) = 12λ(J, J),
(J0J, L(−2)L(−1)J) = (L(1)L(2)J0J, J) = 36λ(J, J),
(J0J, L(−1)3J) = (L(1)3J0J, J) = 120λ(J, J),
(L(−3)J, L(−3)J) = 26(J, J), (L(−3)J, L(−2)L(−1)J) = 40(J, J),
(L(−3)J, L(−1)3J) = 96(J, J), (L(−2)L(−1)J, L(−2)L(−1)J) = 164(J, J),
(L(−2)L(−1)J, L(−1)3J) = 624(J, J), (L(−1)3J, L(−1)3J) = 4320(J, J).
Then we get the following linear system

26µ3 + 40µ4 + 96µ5 = 12λ
40µ3 + 164µ4 + 624µ5 = 36λ
96µ3 + 624µ4 + 4320µ5 = 120λ
with solutions
µ3 = µ4 =
14
75
λ, µ5 = − 1
300
λ.
The lemma follows.
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3 Search for vector J: I
In the following discussion throughout the paper, we always assume that V is a simple
rational and C2-cofinite vertex operator algebra of central charge 1 satisfying the following
conditions:
(1) V is a sum of highest weight modules of L(1, 0).
(2) V = ⊕∞n=0Vn, V0 = C1, V1 = 0, dimV2 = dimV3 = 1, dimV4 ≥ 3.
(3) The weights of all the primary vectors in V are perfect squares.
Remark 3.1. As we mentioned in the introduction already, we have dealt with the case
that there exists at least one primary vector in V whose weight is not a perfect square in
[DJ2].
In this section and the next we look for a primary vector J ′ of weight 4 in V such that
J ′ satisfies all relations given in Lemma 2.5 for J. This will help us to show that the vertex
operator subalgebra U generated by ω and J ′ is isomorphic to M(1)+ with identifying J
with J ′. It turns out that finding such J ′ is highly nontrivial and an explicit construction
of intertwining operators for L(1, 0) involving modules L(1, 4) and L(1, 0) plays crucial
role in the proof.
Let X1 and X2 be two subsets of V . Set
X1 ·X2 = span{xny|x ∈ X1, y ∈ X2, n ∈ Z}.
We have the following lemmas from [DJ2] (see also [DJ1]).
Lemma 3.2. V is a completely reducible module for the Virasoro algebra L(1, 0).
Lemma 3.3. Let u1, u2 ∈ V be two primary vectors. Let U1 and U2 be two L(1, 0)-
submodules of V generated by u1 and u2 respectively. Then
U1 · U2 = span{L(−m1) · · ·L(−ms)u1nu2|m1, · · · , ms ∈ Z+, n ∈ Z}.
For m ≥ 1, set
Am2 = {v ∈ Vm2 |L(n)v = 0, n ≥ 1}.
Elements in Am2 are called primary vectors. Since V1 = 0, it follows that m ≥ 2. It is
obvious that V carries a non-degenerate symmetric bilinear form (·, ·) such that (1, 1) = 1
([FHL], [L]). By the assumption (2), dimV2 = dim V3 = 1 and A4 6= 0. Let J ′ be a non-
zero primary vector of weight 4. We may assume that
(J ′, J ′) = 54. (3.1)
By Theorem 2.1 and Lemma 2.5 there exists a primary vector u of weight 4 such that
J ′3J
′ = −72L(−4)1 + 336L(−2)21+ 27u.
It is possible that
u =
1
27
J ′3J
′ +
8
3
L(−4)1− 112
9
L(−2)21
is zero.
Here is the main result in this section.
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Proposition 3.4. The u is a nonzero primary vector of weight 4. In particular, J ′3J
′
does not lie in L(1, 0).
It is not easy to prove this result. We need several lemmas. Let V (4) be the L(1, 0)-
submodule of V generated by J ′. Then V (4) is isomorphic to L(1, 4).
Lemma 3.5. Let U be the vertex operator subalgebra of V generated by ω and J ′. If
u ∈ CJ ′, then U is linearly spanned by
L(−m1) · · ·L(−ms)J ′−n1 · · ·J ′−nt1
where m1 ≥ m2 ≥ · · · ≥ ms ≥ 2, n1 ≥ n2 ≥ · · · ≥ nt ≥ 1, s, t ≥ 0.
Proof: First note that the subspace of U linearly spanned by J ′n1 · · ·J ′nt1 with ni ∈ Z is
invariant under the action of L(m), m ≥ −1. Secondly, we have
[J ′m, J
′
n] =
∞∑
i=0
(
m
i
)
(J ′iJ
′)m+n−i. (3.2)
Since wt(J ′) = 4, we have wt(J ′iJ
′) = 7− i ≤ 7, for i ≥ 0.
As u ∈ CJ ′, J ′3J ∈ L(1, 0) +M (4). It follows from Theorem 2.1 and Lemma 3.3 that
J ′iJ
′ ∈ L(1, 0)⊕ V (4) for i ≥ 0. The lemma is clear.
Lemma 3.6. Let U be the vertex operator subalgebra of V generated by ω and J ′. If
u ∈ CJ ′, then the Zhu algebra A(U) is linearly spanned by
{[ω]s ∗ [J ′]t, s, t ≥ 0}.
Proof: The proof of Theorem 3.5 in [DN1] for the spanning set of A(M((1)+) works
here.
Lemma 3.7. If u = 0, then
J ′ ∗ J ′ ≡ p(ω) +O(L(1, 0)) ≡ p(ω) +O(V ).
Proof: By Theorem 2.1 and Lemma 3.5 we see that J ′ ∗ J ′ ∈ L(1, 0). Since J7J = 541
and J ′7J
′ = 541, it follows from Theorem 2.1 again that if u = 0 then
J ′ ∗ J ′ =
4∑
j=0
(
4
j
)
J ′j−1J
′ = u(0),
where u(0) is the same as in Section 2. Then the lemma follows from Lemma 2.3.
Lemma 3.8. Let U be the vertex operator subalgebra of V generated by ω and J ′. If
u = 0, then U = V .
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Proof: By Lemma 3.6, A(U) is commutative. Suppose that U 6= V . Let m ∈ Z+ be the
smallest positive integer such that Am2 * U . Then m ≥ 2. Note that V/U is a U -module
with the minimal weight m2. Let 0 6= u(m) ∈ Am2 , u(m) /∈ U . Then u(m) + U generates
a U -submodule of V/U and let W be the irreducible quotient. We denote the image of
u(m) + U by v(m). Then W has lowest weight m2 and
J ′iv
(m) = 0 (3.3)
for i ≥ 4. By Lemmas 2.4 and 3.7 we know that J ′3J ′3v(m) = p(L(0))v(m) 6= 0. As a result,
J ′3v
(m) 6= 0. (3.4)
Since W is completely reducible as an L(1, 0)-module, v(m) generates an irreducible
highest weight L(1, 0)-submodule W (m
2) ofW isomorphic to L(1, m2) with highest weight
vector v(m). By the skew symmetry, we have
J ′−2J
′ =
1
2
∞∑
i=1
(−1)i+1L(−1)
i
i!
J ′−2+iJ
′.
Then by Theorem 2.1, Lemma 3.5, (3.3) and the assumption that u = 0, we see that
V (4) · V (4) ∼= L(1, 0)⊕ a4L(1, 16). (3.5)
V (4) ·W (m2) ∼= W (m2) ⊕ bm+1L(1, (m+ 1)2)⊕ bm+2L(1, (m+ 2)2), (3.6)
where a4, bm+1, bm+2 ∈ Z are nonnegative.
Let P be the projection from V (4) ·W (m2) to W (m2), then I(u, z)v = P · Y (u, z)v for
u ∈ V (4), v ∈ W (m2) is an intertwining operator of type(
L(1, m2)
V (4) L(1, m2)
)
.
Let (V +L , Y (·, z)) be the rank one rational vertex operator algebra with L = Zβ such
that (β, β) = 2m2. Set
E(m) = eβ + e−β ∈ V +L .
Then
J = h(−1)41− 2h(−3)h(−1)1+ 3
2
h(−2)21 ∈M(1)+ ⊂ V +L ,
where h = 1√
2m
β. Let M (m
2) be the irreducible L(1, 0)-modules in V +L generated by E
(m).
From the construction of V +L we know
M (4) ·M (m2) ∼= M (m2) ⊕ L(1, (m+ 1)2)⊕ L(1, (m+ 2)2), (3.7)
M (4) ·M (4) ∼= L(1, 0)⊕M (4) ⊕ L(1, 16). (3.8)
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Let Q be the projection from M (4) ·M (m2) to M (m2). Then I ′(u, z)v = Q · Y (u, z)v for
u ∈M (4), v ∈ M (m2) is an intertwining operator of type(
M (m
2)
M (4) M (m
2)
)
.
Let σ be the L(1, 0)-module isomorphism from M (4) ⊕M (m2) to V (4) ⊕W (m2) such
that
σ(J) = J ′, σ(E(m)) = v(m).
By Theorem 2.1, for u ∈ M (4), v ∈M (m2),
I(σu, z)(σv) = cσ(I(u, z)v),
for some c ∈ C. By (3.4), c 6= 0. Note that
(J ′7J
′)−1v
(m) =
∞∑
i=0
(−1)i
(
7
i
)
(J ′7−iJ
′
−1+i + J
′
6−iJ
′
i)v
(m).
By (3.6), for i ≥ 0, we have
J ′−1+iv
(m), J ′7−iJ
′
−1+iv
(m), J ′iv
(m), J ′6−iJ
′
iv
(m) ∈ W (m2).
On the other hand, we have
(J7J)−1E
(m) =
∞∑
i=0
(−1)i
(
7
i
)
(J7−iJ−1+i + J6−iJi)E
(m).
By (3.7), for i ≥ 0,
J−1+iE
(m), J7−iJ−1+iE
(m), JiE
(m), J6−iJiE
(m) ∈ M (m2).
Thus we have
(J ′7J
′)−1v
(m) = c2σ((J7J)−1E
(m)).
Note that
(J ′7J
′)−1v
(m) = 54v(m) = σ((J7J)−1E
(m)).
We deduce that c2 = 1. Then we may assume that c = 1. If c = −1, replace J ′ by −J ′.
Since
(J ′3J
′)3v
(m) =
∞∑
i=0
(−1)i
(
3
i
)
(J ′3−iJ
′
3+i + J
′
6−iJ
′
i)v
(m),
(J3J)3E
(m) =
∞∑
i=0
(−1)i
(
3
i
)
(J3−iJ3+i + J6−iJi)E
(m),
it follows that
(J ′3J
′)3v
(m) = σ((J3J)3E
(m)). (3.9)
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Recall from Lemma 2.5 that
J3J = x+ λJ
for some x ∈ L(1, 0) and nonzero λ ∈ C. Suppose that
J ′3J
′ = x′ + y′,
where x′ ∈ L(1, 0), y′ ∈ V (4). Then by the fact that (J, J) = (J ′, J ′), we have
x′ = σ(x).
Then by (3.9), for any w ∈M (m2),
y′3(σ(w)) = σ(y3w).
A straightforward computation shows that J3E
(m) 6= 0. This implies that y′ 6= 0, a
contradiction with (3.5). This proves that U = V.
We are now in a position to prove Proposition 3.4.
Proof: Suppose that u = 0, then U = V by Lemma 3.8 and
V (4) · V (4) ∼= L(1, 0)⊕ a4L(1, 16),
where a4 ∈ N. If a4 = 0, then
U = L(1, 0)⊕ V (4).
Let W be a module for the Virasoro algebra with central charge c such that W =⊕
n∈CWn where Wn is the eigenspace for L(0) with eigenvalue n and is finite-dimensional.
We define the q-graded dimension of W as
dimqW = q
−c/24∑
n∈C
(dimWn)q
n.
Denote by L(c, h) the unique irreducible highest weight module for the Virasoro algebra
with central charge c ∈ C and highest weight h ∈ C. Then
dimq L(1, h) =
{
1
η(q)
(qn
2/4 − q(n+2)2/4), if h = 1
4
n2, n ∈ Z
1
η(q)
qh, otherwise.
(cf. [KR]) where
η(q) = q1/24
∞∏
n=1
(1− qn).
Then
ZV (τ) = chqL(1, 0) + chqL(1, 4) =
1− q + q4 − q9
η(q)
where q = e2piiτ and τ is a complex variable in the upper half plane. We sometimes abuse
the notation and also denote η(q) by η(τ). Since V is rational and C2-cofinite we use the
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modular invariance result given in [Z] to assert that ZV (
−1
τ
) should have a q-expansion.
It is well known that η(−1
τ
) = (−iτ) 12η(τ). Thus
ZV (
−1
τ
) =
1− e−2pii 1τ + e−2pii 4τ − e−2pii 9τ
(−iτ) 12 η(τ)
which clearly does not have a q-expansion. This gives a contradiction.
So there exists a non-zero primary vector u(4) of weight 16 such that
u(4) = a1J
′
−9J
′ + x,
for some 0 6= a1 ∈ C, x ∈ L(1, 0) ⊕ V (4). Then by Lemma 3.5 and (3.2), U is linearly
spanned by
L(−m1) · · ·L(−ms)1, L(−p1) · · ·L(−ps)J ′−n1 · · ·J ′−ntJ ′−9J ′, L(−p1) · · ·L(−ps)J ′ (3.10)
where m1 ≥ m2 ≥ · · · ≥ ms ≥ 2, n1 ≥ n2 ≥ · · · ≥ nt ≥ 9, p1 ≥ p2 ≥ · · · ≥ ps ≥ 1. By
Theorem 2.1 and (3.2), in (3.10) we may assume that nt ≥ 17.
It is easy to see from (3.10) that there is no non-zero primary vector of weight 25.
If there is no non-zero primary vector of weight 36, then by Theorem 2.1, J ′nJ
′
−9J
′ ∈
L(1, 0)⊕ V (4) ⊕ V (16) for n ∈ Z where V (16) is the L(1, 0)-module generated by u(4). This
forces that
V ∼= L(1, 0)⊕ V (4) ⊕ V (16).
The same proof as above gives a contradiction. So there exists a non-zero primary vector
u(6) of weight 36 such that
u(6) = a2J
′
−17J
′
−9J
′ + x,
for some 0 6= a2 ∈ C, x ∈ L(1, 0)⊕ V (4) ⊕ V (16). Continuing the process, we deduce that
V is linearly spanned by
L(−m1) · · ·L(−ms)1, L(−n1) · · ·L(−nt)J ′, L(−n1) · · ·L(−nt)J ′−8r−1 · · ·J ′−9J ′,
where m1 ≥ m2 ≥ · · ·ms ≥ 2, n1 ≥ n2 ≥ · · ·nt ≥ 1, r ≥ 1, s, t ≥ 0 and as a vector space
V ∼=
∞⊕
r=0
L(1, (2r)2). (3.11)
Then
ZV (τ) = chqV =
∑
n≥0(−q)n
2
η(q)
=
1
2η(q)
+
θ0,1(1, q)
2η(q)
where
θ0,1(1, q) =
∑
n∈Z
(−1)nqn2.
is the theta function. It is well known that θ0,1(1,q)
2η(q)
is a modular function over a congruence
subgroup of SL(2,Z) and 1
2η(q)
is a modular form of weight −1
2
. On the other hand, ZV (τ)
is a component of a vector-valued modular function (cf. [Z], [KM], [DM]). This implies
that 1
2η(q)
is a component of vector-valued modular function over a congruence subgroup
of SL(2,Z). This is obviously impossible. So V can not be the form of (3.11).
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4 Search for vector J: II
In this section we prove that there exists a non-zero primary vector X of weight 4 such
that (X,X) 6= 0 and
X3X = v + cX,
for some v ∈ L(1, 0) and 0 6= c ∈ C. Recall that A4 is the space of primary vectors
in V4. If dimA4 = 1, then by Proposition 3.4, the J
′ given in Section 3 is the desired
element. From now on we assume that dimA4 ≥ 2. We will prove that the result is true
if dimA4 = 2 and then show that dimA4 must be 2.
Assume that dimA4 = 2. Clearly, there exists K ∈ A4 such that
(K,K) = 54, (J ′, K) = 0. (4.1)
It follows from Lemma 2.5 that the projection of J3J to L(1, 0) is
X0 = −72L(−4)1 + 336L(−2)21. (4.2)
Then by the fusion rules of L(1, 0) (see Theorem 2.1 and (4.1)) we have
J ′3J
′ = X0 + a1J
′ + b1K, K3K = X
0 + a2J
′ + b2K
for some ai, bi ∈ C with i = 1, 2. If b1 = 0 or a2 = 0, then by Lemma 3.4, either J ′ or
K is the desired element X ∈ A4. So in the following discussion we assume that b1 6= 0,
a2 6= 0.
From (4.1) and Theorem 2.1 we see that KiJ
′ = 0 for all i > 3. Using the skew-
symmetry yields J ′3K = K3J
′. Since
(J ′3K, J
′) = (K, J ′3J
′), (J ′3K,K) = (J
′, K3K)
we see that
J ′3K = K3J
′ = b1J
′ + a2K. (4.3)
Lemma 4.1. If dimA4 = 2, there exists X ∈ A4 such that
X3X = c1X
0 + c2X, (4.4)
for some c1, c2 ∈ C, where X0 is defined as (4.2).
Proof: For µ1, µ2 ∈ C, we have
(µ1J
′ + µ2K)3(µ1J
′ + µ2K)
=(µ21 + µ
2
2)X
0 + (µ21a1 + 2µ1µ2b1 + µ
2
2a2)J
′ + (µ21b1 + 2µ1µ2a2 + µ
2
2b2)K.
By the assumption that b1 6= 0 and a2 6= 0, we may assume that µ1 6= 0. Then X =
µ1J
′ + µ2K satisfies (4.4) for some c1, c2 ∈ C if and only if µ1 and µ2 satisfy
µ21a1 + 2µ1µ2b1 + µ
2
2a2
µ1
=
µ21b1 + 2µ1µ2a2 + µ
2
2b2
µ2
.
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That is,
a2(
µ2
µ1
)3 + (2b1 − b2)(µ2
µ1
)2 + (a1 − 2a2)µ2
µ1
− b1 = 0. (4.5)
It is clear that the above equation has solution µ2
µ1
∈ C. The lemma follows.
In the following two lemmas we do not need to assume that A4 is 2-dimensional.
Lemma 4.2. Let X ∈ A4 be such that X3X = µX0 + νX for some µ, ν ∈ C. If µ = 0,
then ν = 0.
Proof: Suppose that µ = 0, then X3X = νX. By Theorem 2.1 and Lemma 2.5 one
deduces that
X2X =
1
2
νL(−1)X, (4.6)
X1X =
28
75
νL(−2)X + 23
300
νL(−1)2X, (4.7)
X0X =
14
75
νL(−3)X + 14
75
νL(−2)L(−1)X − 1
300
νL(−1)3X. (4.8)
Since µ = 0, it follows that (X,X) = 0. Thus XiX = 0 for i ≥ 4. In particular,
(X4X)2X = 0.
On the other hand by (4.6)-(4.8), we have
(X4X)2X
=
4∑
i=0
(−1)i
(
4
i
)
(X4−iX2+i −X6−iXi)X
=− 5X4X2X + 4X5X1X −X6X0X
=− 51
2
νX4L(−1)X + 4X5(28
75
νL(−2)X + 23
300
νL(−1)2X)
−X6(14
75
νL(−3)X + 14
75
νL(−2)L(−1)X − 1
300
νL(−1)3X).
Using the commutator formula
[L(m), Xn] = [3(m+ 1)− n]Xm+n
for m,n ∈ Z and the fact that XiX = 0 for i ≥ 4 we check that
X4L(−1)X = 4X3X, X5L(−2)X = 8X3X, X5L(−1)2X = 20X3X,
X6L(−3)X = 12X3X, X6L(−2)L(−1)X = 36X3X, X6L(−1)3X = 120X3X.
Then we deduce that
(X4X)2X = −12
25
ν2X.
This proves that ν = 0.
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Lemma 4.3. There are no non-zero elements X1, X2 ∈ A2 such that
(X1, X1) = 0, X13X
1 = 0, X23X
1 = µX(0) (4.9)
for some nonzero µ ∈ C.
Proof: Suppose that there are non-zero elements X1, X2 ∈ A4 such that (4.9) holds.
Note that Y (X1, z)X1 6= 0 [DL]. Let N i be the irreducible L(1, 0)-modules generated by
X i for i = 1, 2. By Theorem 2.1, Lemma 3.3 and the skew-symmetry, N1 ·N1 ∼= L(1, 16).
In particular,
X1−9X
1 6= 0, X1iX1 = 0, i ≥ −8.
Since X26X
1 ∈ V1 = 0 we see that
(X26X
1)0X
1 =
6∑
i=0
(−1)i+1
(
6
i
)
X16−iX
2
iX
1
=
6∑
i=0
7−i∑
j=0
8∑
s=0
(−1)i+j+s+1
(
6
i
)( −8
j
)(
8
s
)
X2i+j+sX
1
6−i−j−sX
1
=
6∑
i=0
(
6
i
)( −8
7− i
)
K15X−9X
=8X215X
1
−9X
1
=0.
This shows that X215X
1
−9X
1 = 0. Then we have
(X27X
1)−1X
1
=
7∑
i=0
(−1)i
(
7
i
)
X16−iX
2
i X
=
7∑
i=0
7−i∑
j=0
8∑
s=0
(−1)i+j+s
(
7
i
)( −8
j
)(
8
s
)
X2i+j+sX
1
6−i−j−sX
1
=−
7∑
i=0
(
7
i
)( −8
7− i
)
X215X
1
−9X
1
=0.
But by (4.9) we know that the projection of Y (u, z)v for u ∈ N2 and v ∈ N1 to L(1, 0)
is a nonzero intertwining operator of type
(
L(1, 0)
L(4, 0) L(4, 0)
)
. In particular, X27X
1 =
(X2, X1)1 is nonzero. This gives a contradiction and the proof is complete.
Lemma 4.4. Assume that dimA4 = 2, then there exists X ∈ A4 such that (X,X) 6= 0
and
X3X = c1X
(0) + c2X,
for some 0 6= c1, 0 6= c2 ∈ C.
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Proof: By lemma 4.1, there exists X = µ1J
′ + µ2K ∈ A4 such that µ1, µ2 satisfy (4.5)
and
X3X = c1X
(0) + c2X,
for some c1, c2 ∈ C. Note that (4.5) has three solutions. If for one solution, c1 6= 0, by
Lemma 3.4, c2 6= 0. Then the lemma holds.
Suppose that for all the three solutions of (4.5), c1 = 0. Then c2 = 0 by Lemma 4.2.
Let ν =
µ2
µ1
, then
1 + ν2 = 1, a1 + 2b1ν + a2ν
2 = 0, b1 + 2a2ν + b2ν
2 = 0.
If ν =
√−1, then
a1 + 2
√−1b1 − a2 = 0, b1 + 2
√−1a2 − b2 = 0.
If ν = −√−1, then
a1 − 2
√−1b1 − a2 = 0, b1 − 2
√−1a2 − b2 = 0.
So if (4.5) has different solutions, then b1 = a2 = 0, a contradiction with the assumption.
This deduces that all the solutions of (4.5) are ν1 = ν2 = ν3 =
√−1 or ν1 = ν2 = ν3 =
−√−1. Without loss of generality, we assume that ν1 = ν2 = ν3 =
√−1. Using the
relation between roots and coefficients of the equation (4.5) we see that −√−1 = b1
a2
.
Consequently,
b1 = −a2
√−1, a1 = −a2, b2 = a2
√−1.
We deduce that
J ′3J
′ = X0 + a1(J
′ +
√−1K),
K3K = X
0 − a1(J ′ +
√−1K).
By Proposition 3.4, a1 6= 0. We may assume that µ1 = 1. Then X = J ′ +
√−1K. Let
K ′ = J ′ −√−1K. Then we have from (4.3) that
(X,X) = 0, X3X = 0, (K
′, K ′) = 0, K ′3K
′ = 4a1X, K
′
3X = 2X
0.
This contradicts Lemma 4.3.
We next establish that dimA4 ≥ 2 implies dimA4 = 2.
Lemma 4.5. If dimA4 ≥ 2, then dimA4 = 2.
Proof: Let X1, · · · , Xs be a basis of A4 such that
(X i, Xj) = 2δij , i, j = 1, 2, · · · , s. (4.10)
Recall X0 from (4.2). Then from the discussion on J ′3J
′ we have
X i3X
j =
1
27
δijX
0 +
s∑
k=1
akijX
k
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for some akij ∈ C, i, j, k = 1, 2, · · · , s. The invariant property
(X i3X
j , Xk) = (Xj3X
i, Xk) = (Xj, X i3X
k)
then gives
akij = a
k
ji = a
j
ik (4.11)
for i, j, k = 1, 2, · · · , s. For 1 ≤ k ≤ s we define matrix A(k) = (akij)si,j=1.
Using the relation J4J = 216L(−3)1 and (4.10) we see that X i4Xj = δij8L(−3)1 for
i, j ∈ {1, 2, · · · , s}. This implies for any k that
(X i4X
j)2X
k = −64δijXk. (4.12)
By Lemma 7.1
(X i4X
j)2X
k = u− 2
s∑
r=1
s∑
l=1
arjka
l
irX
l +
114
75
s∑
r=1
s∑
l=1
arika
l
jrX
l + aδjkX
i + bδikX
j
for some a, b ∈ C where
u =
1
2
aijkL(−1)X i4X i + ajik(
28
75
L(−2) + 11
30
L(−1)2)Xj5Xj
− 197
150
aijkL(−1)Xj4Xj +
1
27
(
114
75
ajik − 2aijk)X(0).
Applying L(1) to X i4X
i = 8L−31 produces X i5X
i = 16L−21 for i = 1, 2, · · · , s. Since
(X i4X
j)2X
k = −64δijXk ∈ A4 and u ∈ L(1, 0) we see that u = 0 and
−2
s∑
r=1
s∑
l=1
arjka
l
irX
l +
114
75
s∑
r=1
s∑
l=1
arika
l
jrX
l + aδjkX
i + bδikX
j = −64δijXk.
Comparing the coefficients of X l of both sides and varying i, j we have for all l, k that
− 36
75
A(k)A(k) = −(a + b)Ekk − 64I. (4.13)
114
75
A(k)A(l) − 2A(l)A(k) = −aElk − bEkl − 64δklI. (4.14)
114
75
A(l)A(k) − 2A(k)A(l) = −aEkl − bElk − 64δlkI, (4.15)
where I is the identity matrix and Epq = (eij)
s
i,j=1 such that eij = δipδjq. Then we deduce
that for 1 ≤ k, l ≤ s, k 6= l,
11
75
A(k)A(l) =
1
144
[(25b+ 19a)Elk + (19b+ 25a)Ekl]. (4.16)
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Now suppose that s ≥ 3. For 1 ≤ k ≤ s, denote by r(A(k)) the rank of A(k). By (4.16),
r(A(k)) ≤ s − 1. It follows from (4.13) that a + b = −64 and 9
75
A(k)A(k) = 16(I − Ekk).
Using
11× 9
75
(A(1)A(1))A(2) =
11× 9
75
A(1)(A(1)A(2)) gives
176


0 0 · · · 0 0
a221 a
2
22 · · · a22,s−1 a22s
...
... · · · ... ...
a2s1 a
2
s2 · · · a2s,s−1 a2ss

 = 116


d1a
1
12 d2a
1
11 0 · · · 0
d1a
1
22 d2a
1
21 0 · · · 0
...
...
... · · · ...
d1a
1
s2 d2a
1
s1 0 · · · 0

 (4.17)
where d1 = 25b+ 19a and d2 = 19b+ 25a. Similarly, by the fact that
(A(1)A(2))A(2) = A(1)(A(2)A(2)),
we have
176


a111 0 a
1
13 · · · a11s
a121 0 a
1
23 · · · a12s
...
...
... · · · ...
a1s1 0 a
1
s3 · · · a1ss

 = 116


d2a
2
21 d2a
2
22 · · · d2a2s2
d1a
2
11 d1a
2
12 · · · d1a21s
0 0 · · · 0
...
... · · · ...
0 0 · · · 0

 . (4.18)
By (4.17), a2ij = 0 for i ≥ 2, j > 2. Then by (4.11), a2ji = 0 with i ≥ 2, j > 2. Using
(4.17) again asserts
d2a
1
j1 = 0, j = 3, 4, · · · , s. (4.19)
Assume d2 6= 0 and d1 6= 0. It follows from (4.19) that a1j1 = 0 for j ≥ 3. Using (4.17) and
(4.18) also gives a111 = a
1
12 = 0. This implies that a
k
11 = 0 for all k and
X13X
1 =
1
27
X(0). (4.20)
This contradicts Proposition 3.4. So d1 = 0 or d2 = 0. If d1 = 25b + 19a = 0 then
d2 = 19b + 25a 6= 0 as a + b = −64. We have a11j = 0 for j = 1 or j > 2. By (4.18),
a112 = a
1
21 = 0. So we have (4.20) again. Similarly if d2 = 0 then d1 6= 0, a11j = 0 for all j
and (4.20) holds. The proof is complete.
5 The subalgebra M(1)+ of V
In this section, we prove that there is a vertex operator subalgebra U of V isomorphic to
M(1)+. By Lemmas 4.4 and 4.5, there exists J ′ ∈ A4 such that
J ′3J
′ = X0 + cJ ′ (5.1)
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for some 0 6= c ∈ C. Let U be the subalgebra of V generated by ω and J ′. Recall that
V (4) is the irreducible L(1, 0)-submodule of V generated by J ′. From the skew-symmetry
Y (J ′, z)J ′ = eL(−1)zY (J ′,−z)J ′
we see that
J ′−2J
′ = −J ′−2J ′ +
9∑
j=1
(−1)j+1 1
j!
L(−1)jJ ′−2+jJ ′.
This together with Theorem 2.1 deduces that
V (4) · V (4) ⊆ L(1, 0)⊕ V (4) ⊕ L(1, 16). (5.2)
The proof of the following lemma is similar to that of Proposition 3.4.
Lemma 5.1. The vertex operator subalgebra U is not equal to the whole algebra V.
Recall Lemma 2.3 and J3J = X
(0)+λJ from Lemma 2.5. The following is an analogue
to Lemma 2.3.
Lemma 5.2. We have J ′ ∗ J ′ = u(0) + c
λ
v(0) in U where
u(0) ∈ p(ω) +O(L(1, 0)), v(0) ∈ q(ω)J ′ + (L(−1) + L(0))V (4)
where p(x) and q(x) are defined in Lemma 2.5.
Proof: First we define four projections:
p1 :M(1)
+ → L(1, 0), p2 :M(1)+ →M (4), p′1 : U → L(1, 0), p′2 : U → V (4).
Then p1Y (u, z)v and p2Y (u, z)v for u, v ∈M (4) define two intertwining operators of types(
L(1, 0)
M (4)M (4)
)
and
(
M (4)
M (4)M (4)
)
, respectively. Similarly, p′1Y (u, z)v and p
′
2Y (u, z)v for
u, v ∈ V (4) define two intertwining operators of types
(
L(1, 0)
V (4) V (4)
)
and
(
V (4)
V (4) V (4)
)
,
respectively. Identify L(1, 0) in both M(1)+ and U. Since J3J = X
(0) + λJ and J ′3J
′ =
X(0) + cJ ′, the result follows from Theorem 2.1 and Lemma 2.3 immediately.
By Lemmas 5.1 and 4.5 there exists 2 ≤ k ∈ Z+ such that Um = Vm for m < k2
and Uk2 6= Vk2. Take F ∈ Ak2 /∈ U. As in the proof of Lemma 3.8, V/U is a U -module
with the minimal weight k2 and F (k) + U generates a U -submodule W of V/U. Let W¯
be the irreducible quotient of W . We denote the image of F + U in W¯ by a. Note that
W¯ has the lowest weight k2 and a generates an irreducible L(1, 0)-submodule W (k
2) of
W¯ . By Lemma 3.6, A(U) is commutative. It follows that the lowest weight subspace is
one-dimensional. Then
J ′3a ∈ Cv, J ′na = 0,
for n ≥ 4. Since p(L(0))a 6= 0 (see Lemma 2.4) we immediately deduce from Lemma 5.2
that J ′3a 6= 0.
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Let V +L be the rational vertex operator algebra associated to the definite even lattice
L = Zα such that (α, α) = 2k2. Set
E = eα + e−α ∈ V +L ,
J = h(−1)41− 2h(−3)h(−1)1 + 3
2
h(−2)21 ∈ V +L ,
where h = 1√
2k
α. We identify the Virasoro vertex operator subalgebra L(1, 0) in V and
V +L . Let M
(k2) be the irreducible L(1, 0)-module in V +L generated by E. Then there exists
an L(1, 0)-module isomorphisms σ fromM (4) to V (4) andM (k
2) toW (k
2) such that σJ = J ′
and σE = a.
Let P and P ′ be the projections of V +L to M
(k2) and W¯ to W (k
2) respectively. Then
I(u, z)w = P · Y (u, z)w and I ′(u′, z)w′ = P ′ · Y (u′, z)w′ for u ∈ M (4), w ∈ M (k2), u′ ∈
V (4), w′ ∈ W (k2) are intertwining operators of types
(
M (k
2)
M (4)M (k
2)
)
and
(
W (k
2)
V (4)W (k
2)
)
,
respectively. Let Q and Q′ be the projections of V +L to M
(4) and V to V (4), respec-
tively. Then I(u, z)w = Q · Y (u′, z)w′ and I ′(u′, z)w′ for u, w ∈ M (4), u′, w′ ∈ V (4) are
intertwining operators of type
(
M (4)
M (4)M (4)
)
and
(
V (4)
V (4) V (4)
)
, respectively.
It follows from Theorem 2.1 that J ′na ∈ W (k2) and
(J ′3J
′)na =
∞∑
i=0
(−1)i
(
3
i
)
(J ′3−iJ
′
n+i + J
′
3+n−iJ
′
i)a ∈ W (k
2)
for n ≥ 3− 2k. Using the proof of Lemma 4.5 and Lemma 4.7 in [DJ2] we have
Lemma 5.3.
I ′(σ(u), z)σ(w) = σ(I(u, z)w), I ′(σ(u), z)σ(v) = σ(I ′(u, z)v)
for u, v ∈M (4), w ∈ W (k2). In particular, let λ ∈ C be such that
J3J = X
(0) + λJ,
then
J ′3J
′ = X(0) + λJ ′.
Recall that J ′nw ∈ W (k2) for n ≥ 3 − 2k. That is, J ′nw is a linear combination of
vectors of form L(−n1) · · ·L(−nk)w with 3 − n = −n1 − n2 · · · − nk. Using the relation
[L(m), J ′n] = (3(m+ 1)− n)J ′m+n we see that if n ≥ 15− 2k then
(J ′−9J
′)na =
∞∑
i=0
(−1)i
( −9
i
)
(J ′−9−iJ
′
n+i + J
′
−9+n−iJ
′
i)a ∈ W (k
2).
A proof similar to that of Lemma 4.10 in [DJ2] gives that
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Lemma 5.4. There exist a non-zero primary element u4 of weight 16 in V +L and a non-
zero primary element v4 of weight 16 in U such that the isomorphism σ from L(1, 0)
⊕
M (4)
to L(1, 0)
⊕
V (4) can be extended to an isomorphism σ from L(1, 0)
⊕
M (4)
⊕
M (16) to
L(1, 0)
⊕
V (4)
⊕
V (16) such that σ(u4) = v4 and for n ∈ Z, u, v ∈ L(1, 0)⊕M (4),
(σu)n(σv) = σ(unv), (5.3)
where M (4
2) is the irreducible L(1, 0)-submodule of V +L generated by u
4 and V (4
2) is the
irreducible L(1, 0)-submodule of U generated by v4. In particular, for m,n ∈ Z,
[J ′m, J
′
n] =
∞∑
j=0
(
m
j
)
(σ(JjJ))m+n−j. (5.4)
We can now have a “nicer” spanning set for U.
Lemma 5.5. U is linearly spanned by
L(−ms) · · ·L(−m1)1, L(−ns) · · ·L(−n1)J ′, L(−ns) · · ·L(−n1)J ′−8t−1 · · ·J ′−17J ′−9J ′
where ms ≥ ms−1 ≥ · · ·m1 ≥ 2, ns ≥ ns−1 ≥ · · ·n1 ≥ 1, t ≥ 1, s ≥ 0.
Proof: By Lemma 3.5 and (5.1) U is linearly spanned by
L(−ms) · · ·L(−m1)1, L(−ns) · · ·L(−n1)J ′, L(−ns) · · ·L(−n1)J ′−pt · · ·J ′−p1J ′
where ms ≥ ms−1 ≥ · · · ≥ m1 ≥ 2, ns ≥ ns−1 ≥ · · · ≥ n1 ≥ 1, pt ≥ pt−1 ≥ · · · ≥ p1 ≥ 1,
s, t ≥ 0.
It follows from (5.1) and Theorem 2.1 that
L(−ns) · · ·L(−n1)J ′−p1J ′ ∈ L(1, 0)
⊕
V (4)
for p1 ≤ 8. So we can assume that p1 ≥ 9. Using (5.2) gives
L(−ns) · · ·L(−n1)J ′−p1J ′ ∈ L(1, 0)
⊕
V (4)
⊕
V (16)
for p1 ≥ 9. By Lemma 5.4, V (4) · V (4) ∼= L(1, 0)
⊕
V (4)
⊕
V (16) and there is a non-zero
primary vector v(16) of weight 16 in V (4) · V (4) such that v(16) = x + aJ ′−9J ′ for some
x ∈ L(1, 0)⊕V (4) and 0 6= a ∈ C. So we may assume that p1 = 9.
If there exists a non-zero primary vector u of weight 25 then u = u1 + aJ ′−6J
′
−9J
′ for
some u1 ∈ L(1, 0)⊕V (4)⊕V (16) and 0 6= a ∈ C. Note that J ′−6J ′, J ′jJ ′ ∈ L(1, 0)⊕V (4)
for j ≥ 0. So
J ′−6J
′
−9J
′ = J ′−9J
′
−6J
′ +
∞∑
j=0
( −6
j
)
(J ′jJ
′)−15−jJ
′ ∈ L(1, 0)
⊕
V (4)
⊕
V (16).
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This proves that there is no non-zero primary vector of weight 25. By Theorem 2.1 again
L(−ns) · · ·L(−n1)J ′−p2J ′−p1J ′ ∈ L(1, 0)
⊕
V (4)
⊕
V (16)
for p2 < 17 and
L(−ns) · · ·L(−n1)J ′−p2J ′−p1J ′ ∈ L(1, 0)
⊕
V (4)
⊕
V (16)
⊕
L(1, 36)
for p2 ≥ 17. So we may assume that p2 = 17. Continuing in this way gives the result.
The following is the main result of this section.
Theorem 5.6. There is a vertex operator algebra isomorphism σ from M(1)+ to U such
that σω = ω and σ(J) = J ′.
Proof: Let u4, v4 and σ be the same as in Lemma 5.4. Then there exist x(4) ∈
L(1, 0)
⊕
M (4) and 0 6= a1 ∈ C such that
u4 = a1J−9J + x
(4), v4 = a1J
′
−9J
′ + σ(x(4)).
Moreover, (u, v) = (σ(u), σ(v)) for u, v ∈ L(1, 0) + M (4) + M (16). From the construc-
tion of M(1)+ [DG], there exists a non-zero primary element u6 of weight 36 in M(1)+
such that J−17J−9J = u6 + x(6), where x(6) ∈ L(1, 0)
⊕
M (4)
⊕
M (16). It is obvious that
(J−17J−9J, J−17J−9J) = (u6, u6) + (x(6), x(6)). Set M (0) = V (0) = L(1, 0). Let Pi and Qi
be the projections of V +L and U to M
(i) and V (i), respectively for i = 0, 4, 16. Then
I i(u, z)v = PiY (u, z)v and J
i(σu, z)σv = QiY (σu, z)σv for u ∈M (4), v ∈M (16) are inter-
twining operators of type
(
M (i)
M (4)M (16)
)
and
(
V (i)
V (4) V (16)
)
respectively for i = 0, 4, 16.
By Lemma 5.4 for n ≥ −16,
J ′nJ
′
−9J
′ =
∞∑
j=0
(
n
j
)
(J ′jJ
′)−9+n−jJ
′ + J ′−9J
′
nJ
′
=
∞∑
j=0
(
n
j
)
σ((JjJ)−9+n−jJ) + σ(J−9JnJ)
= σ(JnJ−9J).
Note that J−9J ∈ L(1, 0)
⊕
M (4) ⊕M (16) from the structure of M(1)+ and there exist
m,n ≥ 3 such that the projections of JmJ−9J and JnJ−9J toM (4) and M (16) are nonzero.
We also know that J ′−9J
′ ∈ L(1, 0)⊕ V (4) ⊕ V (16). It follows that
J i(σu, z)σv = σ(I i(u, z)v) (5.5)
for i = 2, 4 and u ∈M (4) and v ∈M (16). By Theorem 2.1 and (5.5), there exists a non-zero
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primary vector v6 of weight 36 in U such that J ′−17J
′
−9J
′ = v6 + σ(x(6)). By (5.5) again
(J ′−17J
′
−9J
′, J ′−17J
′
−9J
′) = (J ′−9J
′, J ′23J
′
−17J
′
−9J
′)
=
∞∑
j=0
(
23
j
)
(J ′−9J
′, (J ′jJ
′)6−jJ
′
−9J
′)
=
∞∑
j=0
(
23
j
)
(J−9J, (JjJ)6−jJ−9J)
= (J−17J−9J, J−17J−9J).
In particular, (v6, v6) = (u6, u6).
Let M (36) be the irreducible L(1, 0)-submodule of V +L generated by u
6 and V (36) the
irreducible L(1, 0)-submodule of U generated by v6. Then the L(1, 0)-module isomorphism
σ from M (0) +M (4) +M (16) to V (0) + V (4) + V (16) can be extended to the L(1, 0)-module
isomorphism σ from M (0) +M (4) +M (16) +M (36) to V (0) + V (4) + V (16) + V (36) such that
σ(u6) = v6, σ(J−17J−9J) = J
′
−17J
′
−9J
′
and for n ≥ −24,
σ(JnJ−17J−9J) = J
′
nJ
′
−17J
′
−9J
′.
Similarly, we have for any n ∈ Z,
σ(JnJ−17J−9J) = J
′
nJ
′
−17J
′
−9J
′.
Continuing the above process and using Lemma 5.5, we deduce that as a vector space,
U ∼=
∞⊕
m=0
L(1, 4m2)
and there is an L(1, 0)-module isomorphism σ from M(1)+ to U such that
σ(x) = x, σ(J) = J ′, σ(J−8m−1 · · ·J−17J−9J) = J ′−8m−1 · · ·J ′−17J ′−9J ′
for x ∈ L(1, 0)and m ≥ 1, and for n ∈ Z
σ(JnJ−8m−1 · · ·J−17J−9J) = J ′nJ ′−8m−1 · · ·J ′−17J ′−9J ′.
Then it follows from Theorem 5.7.1 in [LL] that σ is an isomorphism of vertex operator
algebras.
6 Identification of V with V +L
In this section, we will prove that V is isomorphic to the rational vertex operator algebra
V +Zα where (α, α) = 2k
2 and k ≥ 2 is the smallest positive integer such that Uk2 6= Vk2 .
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By Theorem 5.6, U is a simple vertex operator subalgebra of V isomorphic to M(1)+.
Then the restriction of the non-degenerate invariant symmetric bilinear form on V to U
is non-degenerate. We identify U with M(1)+. Then
V = M(1)+
⊕
(M(1)+)⊥, (6.1)
where (M(1)+)⊥ is the orthogonal complement ofM(1)+ in V with respect to the bilinear
form. Clearly, (M(1)+)⊥ is also an M(1)+-module. Since V is rational, it follows that
(M(1)+)⊥ 6= 0. Then (M(1)+)⊥ ∼= ⊕m≥k cmL(1, m2) for some k ≥ 2 such that ck 6= 0
and cm ∈ N. Then (M(1)+)⊥ =
∑
m≥k(M(1)
+)⊥m. It is obvious that
L(m)(M(1)+)⊥k2 = J
′
n(M(1)
+)⊥k2 = 0, J
′
3(M(1)
+)⊥k2 ⊆ (M(1)+)⊥k2 (6.2)
for m ≥ 1 and n ≥ 4.
Lemma 6.1. Let W be an M(1)+-module such that W is a completely reducible L(1, 0)-
module. Let v ∈ W be a non-zero primary element of weight n2 (n ≥ 2 is an integer) such
that J ′3v ∈ Cv and J ′mv = 0 for m ≥ 4. Then the M(1)+-submodule N of W generated by
v is irreducible.
Proof: Since N is a completely reducible L(1, 0)-module, it follows from Theorem 2.1
that
N =
∞⊕
p=0
cpL(1, (n+ p)
2),
for some cp ∈ N, p = 0, 1, 2, · · · . Let N¯ be the irreducible quotient of N . Then (see [DG]
and [DN1])
N¯ =
∞⊕
p=0
L(1, (n+ p)2)
as an L(1, 0)-module. So cp ≥ 1, p = 0, 1, 2, · · · . Obviously, N is linearly spanned by
L(−ms) · · ·L(−m1)v, L(−ns) · · ·L(−n1)J ′−pt · · ·J ′−p1v
where ms ≥ ms−1 ≥ · · · ≥ m1 ≥ 1, ns ≥ ns−1 ≥ · · · ≥ n1 ≥ 1, pt ≥ pt−1 ≥ · · · ≥ p1,
s, t ≥ 0. By Theorem 2.1 and the fact that J ′3v ∈ Cv, we may assume that p1 ≥ 2n − 2
in (6.3). Using a similar proof given in Lemma 5.5 shows that N is, in fact, spanned by
L(−ms) · · ·L(−m1)v, L(−ns) · · ·L(−n1)J ′2−2(n+i) · · ·J ′2−2(n+1)J ′2−2nv (6.3)
where ms ≥ ms−1 ≥ · · ·m1 ≥ 1, ns ≥ ns−1 ≥ · · ·n1 ≥ 1, i ≥ 0, s ≥ 0. Let N i denote
the subspace of N spanned by the elements given in (6.3) for fixed i. Then each N i is an
L(1, 0)-submodule of N and
∑
iNi = N.
Let v1 be a highest weight vector of weight (n+ 1)2 in N . Then by (6.3)
v1 = u1 + aJ ′2−2nv
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for some u1 ∈ L(1, n2), 0 6= a ∈ C. Thus N0 ∼= L(1, n2)⊕ L(1, (n + 1)2). Similarly, let v2
be a highest weight vector of weight (n+ 2)2 in N. Then
v2 = u2 + aJ ′2−2(n+1)J
′
2−2nv
for some u2 ∈ N0, 0 6= a ∈ C and N1 ∼= L(1, n2)⊕L(1, (n+1)2)⊕L(1, (n+2)2). Continuing
in this way we show that N i ∼= ⊕i+1j=0L(1, (n+ j)2) for all i ≥ 1. This implies that N ∼= N¯
as L(1, 0)-modules. Consequently, N = N¯ is an irreducible M(1)+-module. The proof is
complete.
For convenience, denote (M(1)+)⊥k2 by Bk. Let P
k be the M(1)+-submodule of V
generated by Bk.
Lemma 6.2. The restriction of (·, ·) to P k is still non-degenerate.
Proof: By (6.1), the restriction of (·, ·) to Bk is non degenerate. By (6.2), Bk is a C[J ′3]-
module. Let 0 ⊂ W 1 ⊂ W 2 ⊂ · · · ⊂ W t = Bk be a chain of C[J ′3]-modules such that
W i+1/W i is irreducible where W 0 = 0. Let Si be the M(1)+-submodule of V generated
by W i. Then St = P k and Si+1/Si is an irreducible M(1)+-module by Lemma 6.1. This
implies that if u ∈ P k satisfying L(m)u = J ′nu = 0 for all m ≥ 1 and n ≥ 4 and
L(0)u ∈ Cu, J ′3u ∈ Cu then u ∈ Bk.
Now let R be the radical of the restriction of the bilinear form to P k. Then R is an
M(1)+-submodule of P k. If R 6= 0, then R contains an irreducible M(1)+-submodule
whose intersection with Bk is nonzero. As a result the restriction of the bilinear form to
Bk is degenerate, a contradiction. This completes the proof.
Using Lemma 6.2 gives the following decomposition
V = (M(1)+
⊕
P k)
⊕
(M(1)+
⊕
P k)⊥.
Moreover, (M(1)+
⊕
P k)⊥ is an M(1)+-module. Then
(M(1)+
⊕
P k)⊥ =
⊕
m≥k1
bmL(1, m
2)
as an L(1, 0)-module where k1 > k and bk1 ≥ 1. Similar to Lemma 6.2, the restriction of
(·, ·) to the M(1)+-module generated by (M(1)+⊕P k)⊥
k2
1
is non-degenerate. Continuing
in this way we deduce the following lemma.
Lemma 6.3. As an M(1)+-module, V has the following submodule decomposition:
V =M(1)+
⊕
(
∞⊕
i=0
P ki)
where k0 = k < k1 < k2 < · · · and P ki is the M(1)+-submodule of V generated by
Bki = {u ∈ Vk2i |Lmu = J ′nu = 0, m ≥ 1, n ≥ 4}.
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We can now prove the following lemma.
Lemma 6.4. We have dimBki = 1 for i = 0, 1, 2, · · · . Furthermore, V is a completely
reducible M(1)+-module.
Proof: By Lemma 6.1 and Lemma 6.3, it is enough to prove that dimBki = 1, for i ≥ 0.
We only prove dimBk0 = 1 as the proof for other cases is similar. Suppose dimBk ≥ 2.
Then there exist x1, x2 ∈ Bk such that (xi, xi) = 0 and (x1, x2) = 1 for i = 1, 2 (see the
proof of Lemma 5.2 of [DJ2]), and
J ′3x
1 = (4k4 − k2)x1. (6.4)
Denote byM i the irreducible L(1, 0)-submodule of V generated by xi respectively, i = 1, 2.
Then M1 ∼= M2 ∼= L(1, k2). We first prove
Claim: M1 ·M1 ∼= L(1, 4k2) is an irreducible L(1, 0)-module.
Let N1 be the M(1)+-submodule of V generated by x1. Since (x1, x1) = 0 we see that
M(1)+ ∩ (N1 ·N1) = 0. By Lemma 6.3,
N1 ·N1 =
∞⊕
i=0
(P ki ∩ (N1 ·N1))
and P ki ∩ (N1 ·N1) is either zero or a direct sum of indecomposable M(1)+-modules with
lowest weight k2i . Then by Theorem 2.2,
P ki ∩ (N1 ·N1) = 0, or k2i = 4k2. (6.5)
This implies that M1 ·M1 ⊂ N1 · N1 ⊂ P 2k. Using the fusion rules from Theorem 2.1
then forces M1 ·M1 ∼= L(1, 4k2). So the claim holds.
The rest proof of the lemma is quite similar to that of Lemma 5.2 in [DJ2]. We omit
it.
We are now in a position to prove the main result of this paper.
Theorem 6.5. Let V and k be as above. Then V is isomorphic to the rational vertex
operator algebra V +L , where L = Zα is the rank one positive definite even lattice such that
(α, α) = 2k2.
Proof: By Lemma 6.4, dimBk = 1, so there exists a non-zero element F
1 ∈ Vk2 such
that
J ′3F
1 = (4k4 − k2)F 1, J ′mF 1 = 0, L(n)F 1 = 0, m ≥ 4, n ≥ 1,
and
(F 1, F 1) = 2.
Let VL be the vertex operator algebra associated to the positive even lattice L = Zα such
that (α, α) = 2k. Let V 0 be the vertex operator subalgebra of V generated by F 1, J ′, ω.
We first prove that V 0 ∼= V +L .
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For m ∈ Z+, set
Em = emα + e−mα ∈ V +L .
Then
(Em, Em) = 2.
Denote by Nm the M(1)+-submodule of V +L generated by E
m. Then (see [DN1])
Nm = span{unEm|u ∈M(1)+, n ∈ Z}
and
Nm ·Nn = Nm−n
⊕
Nm+n
for m,n ∈ Z+, m ≥ n where N0 =M(1)+.
Let W 1 be the M(1)+-submodule of V generated by F 1. Then by Lemma 6.1, W 1 is
irreducible. So as M(1)+-modules, N1 ∼= W 1. Let σ be the M(1)+-module isomorphism
from N1 to W 1 such that
σ(E1) = F 1. (6.6)
By Theorem 2.2, Lemma 6.4 and the fact that (E1, E1) = (F 1, F 1), we have
F 1nF
1 = E1nE
1 ∈M(1)+,
for n ≥ −2k2. Note that
(E1−2k2−1E
1, E1−2k2−1E
1) = (E1, E14k2−1E
1
−2k2−1E
1)
= (E1,
4k2−1∑
i=0
(
4k2 − 1
i
)
(E1jE
1)2k2−2−jE
1),
(F 1−2k2−1F
1, F 1−2k2−1F
1) = (F 1, F 14k2−1F
1
−2k2−1F
1)
= (F 1,
4k2−1∑
i=0
(
4k2 − 1
i
)
(F 1j F
1)2k2−2−jF
1).
This implies that
(E1−2k2−1E
1, E1−2k2−1E
1) = (F 1−2k2−1F
1, F 1−2k2−1F
1).
Assume that E1−2k2−1E
1 = a1E
2 + u1, where 0 6= a1 ∈ C, u1 ∈ M(1)+. Then
F 1−2k2−1F
1 − u1 is either zero or a non-zero primary vector of weight 4k2. Since
(F 1−2k2−1F
1 − u1, F 1−2k2−1F 1 − u1) = (a1E1, a1E1),
it follows that F 1−2k2−1F
1 − u1 6= 0. Let W 2 be the M(1)+-submodule of V generated
by F 1−2k2−1F
1 − u1. Then the isomorphism σ can be extended to the isomorphism from
N1
⊕
N2 to W 1
⊕
W 2 such that
σ(E1) = F 1, σ(E2) = F 2,
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where
F 2 =
1
a1
F 1−2k2−1F
1 − u1.
So for any n ∈ Z,
σ(E1nE
1) = (σE1)n(σE
1).
Following the proof of Lemma 5.7 of [DJ2] and continuing in this way we deduce that
V 0 ∼= V +L . The rest of the proof is the same as that of Theorem 5.8 of [DJ2].
7 Appendix
Let X i, i = 1, 2, · · · , s be the same as in Lemma 4.5. Then we have
Lemma 7.1.
(X i4X
j)2X
k
=
1
2
aijkL−1X
i
4X
i + ajik(
28
75
L−2 +
11
30
L2−1)X
j
5X
j
− 197
150
aijkL−1X
j
4X
j +
1
27
(
114
75
ajik − 2aijk)X(0) − 2
s∑
r=1
s∑
l=1
arjka
l
irX
l
+
114
75
s∑
r=1
s∑
l=1
arika
l
jrX
l + aδjkX
i + bδikX
j ,
for some a, b ∈ C.
Proof: By the Jacobi identity, we have
(X i4X
j)2X
k
=
4∑
p=0
(−1)p
(
4
p
)
[X i4−pX
j
2+p −Xj6−pX ip]Xk
=[X i4X
j
2 −Xj6X i0 − 4X i3Xj3 + 4Xj5X i1 + 6X i2Xj4
− 6Xj4X i2 − 4X i1Xj5 + 4Xj3X i3 −Xj2X i4]Xk.
Since
Xp3X
q =
1
27
δpqX
(0) +
s∑
r=1
arpqX
r,
we have
X i3X
j
3X
k = X i3(
1
27
δjkX
(0) +
s∑
p=1
apjkX
p) =
1
27
δjkX
i
3X
(0) +
1
27
aijkX
(0) +
s∑
p,q=1
apjka
q
ipX
q,
28
Xj3X
i
3X
k = Xj3(
1
27
δikX
(0) +
s∑
p=1
apikX
p) =
1
27
δikX
j
3X
(0) +
1
27
ajikX
(0) +
s∑
p,q=1
apika
q
jpX
q.
Recall Lemma 2.5 and Theorem 2.1. For p, q ∈ {1, 2, · · · , s},
Xp2X
q = δpqup,q +
s∑
r=1
arpq
1
2
L(−1)Xr,
Xp1X
q = δpqvp,q +
s∑
r=1
arpq(
28
75
L(−2)Xr + 23
300
L(−1)2Xr),
Xp0X
q = δpqwp,q +
s∑
r=1
arpq(
14
75
L(−3)Xr + 14
75
L(−2)L(−1)Xr − 1
300
L(−1)3Xr),
where up,q, vp,q, wp,q ∈ L(1, 0). Note that for 1 ≤ p ≤ s,
Xp4L(−1) = L(−1)Xp4 + 4Xp3 , Xp5L( − 2) = L(−2)Xp5 + 8Xp3 ,
Xp5L(−1)2 = (L(−1)Xp5 + 5Xp4 )L(−1) = L(−1)2Xp5 + 10L(−1)Xp4 + 20Xp3 ,
Xp6L(−3) = L(−3)Xp6 + 12Xp3 , Xp6L(−1) = L(−1)Xp6 + 6Xp5 ,
Xp6L(−2)L(−1) = (L(−2)Xp6 + 9Xp4 )L(−1)
= L(−2)L(−1)Xp6 + 6L(−2)Xp5 + 9L(−1)Xp4 + 36Xp3 ,
Xp6L(−1)3 = L(−1)3Xp6 + 18L(−1)2Xp5 + 90L(−1)Xp4 + 120Xp3 .
Then we have
X i4X
j
2X
k
=δjkX
i
4uj,k +
s∑
p=1
apjk
1
2
X i4L(−1)Xp
=δjkX
i
4uj,k +
s∑
p=1
apjk
1
2
(L(−1)X i4 + 4X i3)Xp
=δjkX
i
4uj,k +
1
2
aijkL(−1)X i4X i +
2
27
aijkX
(0) + 2
s∑
p,q=1
apjka
q
ipX
q,
Xj4X
i
2X
k
=δikX
j
4ui,k +
1
2
ajikL(−1)Xj4Xj +
2
27
ajikX
(0) + 2
s∑
p,q=1
apika
q
jpX
q,
29
Xj5X
i
1X
k
=δikX
j
5vi,k +X
j
5
s∑
p=1
apik(
28
75
L(−2)Xp + 23
300
L(−1)2Xp)
=δikX
j
5vi,k +
s∑
p=1
apik
28
75
(L(−2)Xj5 + 8Xj3)Xp
+
23
300
s∑
p=1
apik(L(−1)2Xj5 + 10L(−1)Xj4 + 20Xj3)Xp
=δikX
j
5vi,k +
28
75
ajikL(−2)Xj5Xj +
23
300
ajikL(−1)2Xj5Xj
+
23
30
ajikL(−1)Xj4Xj +
113
25× 27a
j
ikX
(0) +
113
25
s∑
p,q=1
apika
q
jpX
q,
Xj6X
i
0X
k
=δikX
j
6wi,k +X
j
6
s∑
p=1
apik(
14
75
L(−3)Xp + 14
75
L(−2)L(−1)Xp − 1
300
L(−1)3Xp)
=δikX
j
6wi,k +
s∑
p=1
apik
14
75
(L(−3)Xj6 + 12Xj3)Xp
+
14
75
s∑
p=1
apik(L(−2)L(−1)Xj6 + 6L−2Xj5 + 9L(−1)Xj4 + 36Xj3)Xp
− 1
300
s∑
p=1
apik(L(−1)3Xj6 + 18L(−1)2Xj5 + 90L(−1)Xj4 + 120Xj3)Xp
=δikX
j
6wi,k +
28
25
ajikL(−2)Xj5Xj −
3
50
ajikL(−1)2Xj5Xj
+
69
50
ajikL(−1)Xj4Xj +
214
25× 27a
j
ikX
(0) +
214
25
s∑
p,q=1
apika
q
jpX
q.
Note that
X i2X
j
4X
k, X i1X
j
5X
k, X i4δjkuj,k ∈ C(δjkX i),
Xj2X
i
4X
k, Xj4δikui,k, X
j
5δikvi,k, X
j
6δikwi,k ∈ C(δikXj).
Then it is easy to check that the lemma holds.
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