Recently, indoor positioning systems have attracted a great deal of research attention, as they have a variety of applications in the fields of science and industry. In this study, we propose an innovative and easily implemented solution for indoor positioning. The solution is based on an indoor visible light positioning system and dual-function machine learning (ML) algorithms. Our solution increases positioning accuracy under the negative effect of multipath reflections and decreases the computational time for ML algorithms. Initially, we perform a noise reduction process to eliminate low-intensity reflective signals and minimize noise. Then, we divide the floor of the room into two separate areas using the ML classification function. This significantly reduces the computational time and partially improves the positioning accuracy of our system. Finally, the regression function of those ML algorithms is applied to predict the location of the optical receiver. By using extensive computer simulations, we have demonstrated that the execution time required by certain dual-function algorithms to determine indoor positioning is decreased after area division and noise reduction have been applied. In the best case, the proposed solution took 78.26% less time and provided a 52.55% improvement in positioning accuracy.
Introduction
In 2007, the Visible Light Communication (VLC) standards CP-1221 (VLC system) and CP-1222 (Visible Light ID system) were established by the Japan Electronics and Information Technology Industries Association (JEITA). CP-1222 is a standard concerned with the field of visible light positioning (VLP) [1] . In addition to the standards that came from Japan, the IEEE Standards Association has published IEEE 802.15.7: Visible Light Communication: Modulation Schemes and Dimming Support [2] , and IEEE 802.15.7-2018-IEEE Draft Standard for Local and Metropolitan Area Networks-Part 15.7: Short-Range Optical Wireless Communications [3] . Standardization in VLC may be the catalyst for technological innovation and product commercialization in the near future.
VLC-based indoor positioning provides opportunities to develop highly reliable, robust, and inexpensive positioning technologies [4] . Philips, one of the largest electronics companies in the world, has achieved some initial success in this field. Their solution is to embed Light Emitting Diode (LED) luminaires with VLC technology, and utilize the store lighting to provide location data using the store's mobile app [5] . Additional VLP applications, such as mobile robots, assistive devices for patients with impaired vision or other handicaps are being studied [6] [7] [8] .
The Global Positioning System (GPS) is the perfect choice for outdoor applications because of its coverage and cost [9] . For indoor positioning, there are several possible options, including
•
We first performed noise reduction by using outlier and average filtering. These processes include noise filtering and elimination of low-intensity reflected signals. This type of signal pre-processing improves the accuracy of the later position estimation process.
• Then these data were classified using the classification function of ML algorithms. Data points were assigned to one of two areas: the center area or the edge area. The area division was based on the correlation between the actual location of the receiver on the floor and the RSS from four groups of LED lights suspended from the ceiling. Data division by region is a unique idea that not only significantly reduces total execution time but also contributes to the improvement in positioning accuracy, due to the signal integrity within each individual area.
After noise reduction and area division, the regression function of the ML algorithms was used to predict the location of the receiver. The results show that the proposed solution greatly improved the execution time and positioning accuracy, despite being influenced by many adverse factors, including noises and reflected waves.
To evaluate the effectiveness of each ML algorithm, we compared their accuracy in both in the classification process and the regression process after the Cross-Validation (CV) technique was employed to verify the reliability of the algorithm and avoid overfitting. The comparison of positioning accuracy and computational time for all the methods provides a basis for selecting the optimal algorithm for future research.
In the remainder of the article, the proposed system is presented in Section 2. Then, our proposed solution including noise reduction, area division, and location prediction using dual-function ML algorithms are shown in Section 3. In Section 4, we find the optimal parameters for each algorithm. Section 5 offers the simulation performance, some discussions and the comparisons of some popular ML algorithms in terms of computational time and the positioning accuracy. Finally, the conclusion is considered in Section 6.
Proposed System

Simulation Configuration
To analyze the performance of the proposed solution, a typical empty room (5 m × 5 m × 2.5 m) was assumed, as depicted in Figure 1 [22] . We assumed that there were four LED bulbs suspended from the ceiling at a height of 2.5 m. The total transmitted optical power per LED bulb was fixed at 25 W. The semi-angle of each LED group and the field-of-view (FOV) angle of the photo-detector (PD) were both set at 70 • . The four walls were made from plaster that had a reflective rate of 0.7-0.85 [23] . Other important parameters are represented in detail in Table 1 .
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Proposed System
Simulation Configuration
To analyze the performance of the proposed solution, a typical empty room (5 m × 5m × 2.5 m) was assumed, as depicted in Figure 1 [22] . We assumed that there were four LED bulbs suspended from the ceiling at a height of 2.5 m. The total transmitted optical power per LED bulb was fixed at 25 W. The semi-angle of each LED group and the field-of-view (FOV) angle of the photo-detector (PD) were both set at 70°. The four walls were made from plaster that had a reflective rate of 0.7-0.85 [23] . Other important parameters are represented in detail in Table 1 . The technique of RSS-based positioning is often used for indoor positioning because of its simplicity [24] . For this work, we develop our solution based on the RSS and fingerprints. We gathered the input data from each reference fingerprint. The distance between adjacent fingerprints The technique of RSS-based positioning is often used for indoor positioning because of its simplicity [24] . For this work, we develop our solution based on the RSS and fingerprints. We gathered the input data from each reference fingerprint. The distance between adjacent fingerprints was 20 cm, and a 26 × 26 fingerprint grid was assigned to the floor surface corresponding to 676 reference points. The original coordinates and the fingerprints distribution are shown in Figure 2 . 
Simulation Configuration VLC Channel and Signal-To-Noise Ratio (SNR) Analysis
To locate the current position of the PD, the intensity of the light source from each LED was modulated, then multiplexing protocol was used to correctly transmit this data from all LED lights to the PD. Finally, demodulating process was executed at the optical receiver [8] . In this paper, an On-Off keying (OOK) modulation using Manchester encoding and Time-division multiplexing (TDM) protocol were used as shown in Figure 3 . By using OOK modulation, the logic '1' corresponds to the light 'ON' state, and the logic '0' corresponds to the light 'OFF' state. To send an equal number of positive and negative pulses, Manchester encoding was proposed. After encoding the data, each LED signal was sent to the PD at each time slot by TDM protocol, which divided the overall time into many slots [8] . Depending on the structure of the VLC channel, the RSS and SNR values can be changed. In this work, we analyzed both the line-of-sight (LOS) channel and the diffuse channel. In addition, the influence of multiple noises of the system, including shot noise and thermal noise, was considered in detail. For the direct channel, the DC channel gain is given by the following equation [25] :
where n is the Lambertian order; A is the active detector area of the PD; l is the distance between the LED and the PD; ϕ is the irradiance angle;  is the incidence angle of the directed channel; Ts( ) is is the gain of the optical filter; g( ) is the gain of the optical concentrator; and FOV is the field of view of the PD. For simplicity, we focus on the effect of the first reflection signal, because other reflected waves have a negligible effect [21] . Thus, the DC channel gain of the first reflection is computed as follows [25] :
where l1 is the distance between an LED and a reflective point; l2 is the distance from a reflective point to the PD; ρ is the reflectance factor; dAref is the reflective element on the wall; λ is the angle of irradiance from an LED group to the reflective point; γ is the angle between a reflective point and the PD; and Ψr is the incidence angle from the wall. After calculating the DC gain for both direct and diffuse channels, the total received optical power at the PD is as follows [25] :
where PT is the total transmitting optical power.
To compute the SNR, we first determine the Gaussian noise from the output, which is the sum of shot noise , thermal noise , and inter-symbol interference . However, the term can be be removed, due to short transmitting duration. The total noise can be expressed as [22] :
Assumed that the dark current noise is small, the shot noise variance due to the received signal and the background radiation is given by [22] :
where q is the electronic charge; R is the PD responsibility; is the photocurrent due to background radiation; is the noise bandwidth factor; and B is the equivalent noise-bandwidth of the PD. The thermal noise variance is given by [22] : Depending on the structure of the VLC channel, the RSS and SNR values can be changed. In this work, we analyzed both the line-of-sight (LOS) channel and the diffuse channel. In addition, the influence of multiple noises of the system, including shot noise and thermal noise, was considered in detail. For the direct channel, the DC channel gain is given by the following equation [25] :
where n is the Lambertian order; A is the active detector area of the PD; l is the distance between the LED and the PD; φ is the irradiance angle; Ψ d is the incidence angle of the directed channel; T s (Ψ d ) is the gain of the optical filter; g(Ψ d ) is the gain of the optical concentrator; and FOV is the field of view of the PD. For simplicity, we focus on the effect of the first reflection signal, because other reflected waves have a negligible effect [21] . Thus, the DC channel gain of the first reflection is computed as follows [25] :
where l 1 is the distance between an LED and a reflective point; l 2 is the distance from a reflective point to the PD; ρ is the reflectance factor; d Aref is the reflective element on the wall; λ is the angle of irradiance from an LED group to the reflective point; γ is the angle between a reflective point and the PD; and Ψ r is the incidence angle from the wall. After calculating the DC gain for both direct and diffuse channels, the total received optical power at the PD is as follows [25] :
where P T is the total transmitting optical power.
To compute the SNR, we first determine the Gaussian noise from the output, which is the sum of shot noise σ 2 S , thermal noise σ 2 T , and inter-symbol interference σ 2 ISI . However, the σ 2 ISI term can be removed, due to short transmitting duration. The total noise can be expressed as [22] :
where q is the electronic charge; R is the PD responsibility; I B is the photocurrent due to background radiation; I 2 is the noise bandwidth factor; and B is the equivalent noise-bandwidth of the PD.
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The thermal noise variance is given by [22] :
where κ is the Boltzmann's constant; T k is the absolute temperature; G is the open-loop voltage gain; η PD is the fixed capacitance of PD per unit area; Γ is the FET channel noise factor, g is the FET transconductance; and I 3 is the noise-bandwidth factor. Finally, the SNR for the LOS channel, diffuse channel, and overall channel are depicted in Figure 4 , and the SNR equation is as follows [25] :
Appl. Sci. 2019, 9, x FOR PEER REVIEW 7 of 24
where is the Boltzmann's constant; is the absolute temperature; G is the open-loop voltage gain;
is the fixed capacitance of PD per unit area; Г is the FET channel noise factor, g is the FET transconductance; and is the noise-bandwidth factor. Finally, the SNR for the LOS channel, diffuse channel, and overall channel are depicted in Figure  4 , and the SNR equation is as follows [25] :
(a) (b) (c) 
Proposed Solution
In an optimal environment, traditional indoor positioning solutions can achieve very high accuracy, particularly when the reflected channel is ignored. However, besides the noises due to sunlight and other electric lights, reflection light always exists, and its intensity may vary according to the current position of the receiver. These reflected signals produce a detrimental effect on positioning accuracy [21] . This is clearly shown in Figure 5 when we use a Trilateration algorithm for indoor positioning composed of two completely opposing environments, one side is the environment that only exists as a directed channel (Figure 5a ), and one side is the environment including the highest reflection (Figure 5b ). Under the negative impact of multipath reflections, the SNR decreases at the corners and the edges, thus the positioning errors are substantially worse when the PD moves away from the room's center (see Figure 4) [26] . With the maximum error of approximately 1.5 m occurring at the corners, Figure 5b is a vivid illustration of the negative impact of multipath reflections on positioning accuracy. Therefore, VLC-based indoor positioning techniques must take into consideration all types of noise and reflected signals. 
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In recent years, ML has made great leaps and has achieved outstanding successes in many fields of science, especially in the field of image processing. However, the application of ML for VLC-based IPS has been quite limited. Challenges when using ML for this application, including sensitivity to noise and high computational times [27] , can be considered underlying causes.
highest reflection (Figure 5b ). Under the negative impact of multipath reflections, the SNR decreases at the corners and the edges, thus the positioning errors are substantially worse when the PD moves away from the room's center (see Figure 4) [26] . With the maximum error of approximately 1.5 m occurring at the corners, Figure 5b is a vivid illustration of the negative impact of multipath reflections on positioning accuracy. Therefore, VLC-based indoor positioning techniques must take into consideration all types of noise and reflected signals. From the above discussion, we propose an effective solution for VLC-based indoor positioning that improves not only the positioning accuracy but also the execution time ( Figure 6 ). To deal with those two parameters, we combine signal pre-processing techniques and two popular functions of ML-based algorithms (the classification function and the regression function). Signal pre-processing helps filter the noise and eliminates low-intensity reflective signals, thereby reducing the sensitivity to noise. This creates a basis for more accurate positioning later. Then, the two classification and regression functions, in turn, are carried out. The classification process plays a key role in reducing the computational time by dividing the floor surface into two isolated areas, and the regression process helps determine the estimated location of the PD. The whole process is divided into two distinct modes: offline mode and online mode. The main tasks of the offline mode are to collect the RSS from all fingerprints, then in turn conduct noise reduction, area division, and training process. While the online mode gathers online data from the current location of the PD, then the same processes of noise reduction and area division are taken place. However, the difference happens in the final step, when the online mode uses training data in the offline mode to predict the current location of the PD. Further details are discussed in the following Sections. In recent years, ML has made great leaps and has achieved outstanding successes in many fields of science, especially in the field of image processing. However, the application of ML for VLC-based IPS has been quite limited. Challenges when using ML for this application, including sensitivity to noise and high computational times [27] , can be considered underlying causes.
From the above discussion, we propose an effective solution for VLC-based indoor positioning that improves not only the positioning accuracy but also the execution time ( Figure 6 ). To deal with those two parameters, we combine signal pre-processing techniques and two popular functions of ML-based algorithms (the classification function and the regression function). Signal pre-processing helps filter the noise and eliminates low-intensity reflective signals, thereby reducing the sensitivity to noise. This creates a basis for more accurate positioning later. Then, the two classification and regression functions, in turn, are carried out. The classification process plays a key role in reducing the computational time by dividing the floor surface into two isolated areas, and the regression process helps determine the estimated location of the PD. The whole process is divided into two distinct modes: offline mode and online mode. The main tasks of the offline mode are to collect the RSS from all fingerprints, then in turn conduct noise reduction, area division, and training process. While the online mode gathers online data from the current location of the PD, then the same processes of noise reduction and area division are taken place. However, the difference happens in the final step, when the online mode uses training data in the offline mode to predict the current location of the PD. Further details are discussed in the following Sections. 
Low-Intensity Reflected Signal Elimination and Noise Reduction
With the LOS channel, the time it takes for the PD to receive the optical signal depends on the distance between the LED light and the PD. With the diffuse channel, it depends on the position of the PD in relation to the reflective point on the wall. At any particular time, the signal received by the 
With the LOS channel, the time it takes for the PD to receive the optical signal depends on the distance between the LED light and the PD. With the diffuse channel, it depends on the position of the PD in relation to the reflective point on the wall. At any particular time, the signal received by the PD may be a directed signal from an LED, or a non-directed signal from one of the four walls. The intensity of the reflected signal depends on the position of the receiver as well as the reflective rate of the wall [23] . In Reference [28] , to eliminate the diffuse signals, the strongest waves collection was conducted, which can help reduce the impact of multipath reflections. However, in some cases, a combination of a very high reflective rate and other noise sources (i.e., thermal noise and shot noise) can cause the highest signals received at some locations to be diffuse signals. We describe some popular ML algorithms used for area division and location prediction in the next two Sections, while noise sensitivity is a major weakness of ML. It is clear that noise reduction and the elimination of low-intensity reflected signals are important signal pre-processing steps for improving positioning quality. To accomplish this, the following steps were taken:
Step 1: Low Reflected Optical Power Elimination
The received signal from the LED light can be either an LOS signal or a diffuse signal, and this happens randomly according to each sampling. As shown in Figure 7 , there is a great difference between the intensity of direct signals and reflected signals at a random point on the floor. If the reflected signal has a very small power compared to direct signals, the training data is no longer uniform. Therefore, eliminating these signal types an important step. To implement this, we calculated the mean value of the RSS based on N sampling data using the following equation:
Next, we used the outlier RSS filter to remove the signals whose power magnitudes are significantly different from the other signals [12] :
where α is the outlier ratio and is set to 0.2 in our work after evaluating many different values (α > 0).
Step 2: Noise Reduction with Moving Average Filter After removing the low power reflected signals, we continued to optimize the signals by eliminating the other noise types (i.e., thermal noise and shot noise), which are known as Gaussian noises due to the sunlight from a window or an entrance door [29] . In this Section, we proposed a very simple noise reduction technique called moving average filter [30] . In some cases, this method may not achieve high efficiency if the signal and noise distribution are related to each other [31] . However, in VLC case, the thermal noise and shot noise are signal-independent Gaussian noises [32] and the sum of these random noises is zero in any phase of signal. This filter uses the current and previous K − 1 samples to calculate the average RSS:
After performing this averaging process, the results were utilized as the training dataset for the next steps. The effectiveness of this method is analyzed in detail in Section 5, by comparing cases before and after noise removal.
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where α is the outlier ratio and is set to 0.2 in our work after evaluating many different values (α>0). Step 2: Noise Reduction with Moving Average Filter After removing the low power reflected signals, we continued to optimize the signals by eliminating the other noise types (i.e., thermal noise and shot noise), which are known as Gaussian noises due to the sunlight from a window or an entrance door [29] . In this Section, we proposed a very simple noise reduction technique called moving average filter [30] . In some cases, this method 
Area Division with MLC
As discussed in Section 1, computational time is a major constraint when using ML algorithms. In this study, we utilized the classification function of ML to reduce the effect of run time on system performance. This solution is based on the heterogeneous distribution of the SNR (Figure 4) . In Figure 4a , the shape of the signal is uniform across the entire floor thanks to the elimination of reflected noise. This homogenous state, however, disappears when the received signal at the PD is a combination of directed and non-directed optical signals (Figure 4c ). To conduct area division, we divided the floor of the room into two sections: a center area and an edge area (corners and near-the-wall areas). To prepare for collecting the training dataset, the boundary between the two areas can be determined by two important factors: the identity of the received optical power and the amount of data used for the training process. Figure 8 shows the average power distribution according to the vertical projection of the room in three reflection level cases: 0.2, 0.5, and 0.8. These values depend directly on the surface material used for the walls, which cause reflective noises [23] . There is a significant difference in the power distribution between the central area (with red spots) and the edge area (with blue spots). It is clear that the central area has a more uniform distribution and is more stable than the edge area, which shows greater reflection intensity.
shown in Figure 9 . By using this division, the training data in the center area and the edge area accounted for 47.93% and 52.07%, respectively, of the total 676 reference points. This balance in the amount of training data helped to reliably assess the effectiveness of the classification process.
In this study, we used the SVM, DT, kNN, and RF ML algorithms, due to their ability to both classify and regress. After the training and prediction process, we calculated the accuracy score and conducted K-fold CV to evaluate the robustness of each method. To ensure similarity in the amount of training data for the two areas, we set the boundary as shown in Figure 9 . By using this division, the training data in the center area and the edge area accounted for 47.93% and 52.07%, respectively, of the total 676 reference points. This balance in the amount of training data helped to reliably assess the effectiveness of the classification process. 
Location Prediction with MLR
After finishing the noise reduction and area division processes, we estimated the position of the optical receiver as accurately as possible. As mentioned earlier, the ML algorithms used in this article are dual-function, hence SVM, DT, RF, and kNN continue to be adopted with the regression function. From the optimal parameters analysis in the next Section (Table 2) , we have the basis to make the final estimation step. This process helps to model a target value based on independent predictors. In this work, the root mean square error (RMSE) was calculated to estimate the skill of the regression predictive model. The results of the location prediction process, as well as the positioning quality comparison of each method, are fully presented and thoroughly explained in Section 5. 
Tuning Parameters and Results Assessment
Each algorithm has different influential parameters. Optimizing these parameters improves the performance of the algorithms. In this Section, we evaluate algorithm performance by using the CV method and find the optimal parameters for each algorithm [33] .
Algorithms Performance Assessment via K-Fold CV
Two undesirable phenomena that may appear after predicting unseen datasets using ML In this study, we used the SVM, DT, kNN, and RF ML algorithms, due to their ability to both classify and regress. After the training and prediction process, we calculated the accuracy score and conducted K-fold CV to evaluate the robustness of each method.
Location Prediction with MLR
Tuning Parameters and Results Assessment
Algorithms Performance Assessment via K-Fold CV
Two undesirable phenomena that may appear after predicting unseen datasets using ML algorithms are underfitting or overfitting. Underfitting occurs when the model cannot account for the data, and this leads to inaccuracy in the estimated results. Overfitting occurs when there is excellent performance with the available training data, but poor performance with an unknown dataset [34] .
To identify these problems, the K-fold CV model evaluation method is a simple and effective approach. In this method, the dataset is divided into K groups and each group is a test set one time, to check and evaluate the performance of the executing algorithm ( Figure 10 ). In this study, K = 10 was used. 
Parameter Optimization and Accuracy Assessment
The kNN Algorithm
The kNN algorithm is a non-parametric method based on the idea that k nearest samples to the current sample will be determined, then the Euclidean distance is computed. The chosen k value has a profound impact on the performance of the kNN algorithm [21] . Depending on the specific function (classification or regression), the analysis for selecting the k value has certain differences. However, the simplest way to find the k value is to check the average precision score using different k values. The best overall value of k is chosen, based on the highest precision scores and the highest values of the corresponding CV score. In our case, k was in the range of 2 to 20.

Classification Function
To optimize the k value for the classification process using the kNN algorithm, the mean of the precision score and CV score was compared for each k value. As depicted in Figure 11 , when k 
Parameter Optimization and Accuracy Assessment
The kNN Algorithm
The kNN algorithm is a non-parametric method based on the idea that k nearest samples to the current sample will be determined, then the Euclidean distance is computed. The chosen k value has a profound impact on the performance of the kNN algorithm [21] . Depending on the specific function (classification or regression), the analysis for selecting the k value has certain differences. However, the simplest way to find the k value is to check the average precision score using different k values.
The best overall value of k is chosen, based on the highest precision scores and the highest values of the corresponding CV score. In our case, k was in the range of 2 to 20.
• Classification Function
To optimize the k value for the classification process using the kNN algorithm, the mean of the precision score and CV score was compared for each k value. As depicted in Figure 11 , when k increased from 8 to 20, the mean score gradually decreased for both CV and precision. The highest precision score, 0.92, appeared at k = 5. At k = 5, the CV score was 0.96, which ranks second of all the cases. Therefore, we adopted k = 5 as an optimal value for the classification function.
The kNN Algorithm

Classification Function
To optimize the k value for the classification process using the kNN algorithm, the mean of the precision score and CV score was compared for each k value. As depicted in Figure 11 , when k increased from 8 to 20, the mean score gradually decreased for both CV and precision. The highest precision score, 0.92, appeared at k = 5. At k = 5, the CV score was 0.96, which ranks second of all the cases. Therefore, we adopted k = 5 as an optimal value for the classification function. 

Regression Function
To maximize the positioning accuracy in the regression process, we conducted a detailed survey of the relationship between the average positioning accuracy, standard deviation, and different k • Regression Function
To maximize the positioning accuracy in the regression process, we conducted a detailed survey of the relationship between the average positioning accuracy, standard deviation, and different k values. In Figure 12a , the best mean of positioning error was obtained when k = 2. However, the standard deviation for k = 2 was worse than that of k = 3, in which the error increased, but not significantly (3.6%). From these considerations, k = 3 was used to estimate the position for the whole floor before area division. Similarly, the same values of k were also selected for the center area and the edge area (see Figure 12b, values. In Figure 12a , the best mean of positioning error was obtained when k = 2. However, the standard deviation for k = 2 was worse than that of k = 3, in which the error increased, but not significantly (3.6%). From these considerations, k = 3 was used to estimate the position for the whole floor before area division. Similarly, the same values of k were also selected for the center area and the edge area (see Figure 12b ,c) 
The SVM Algorithm
SVM is a supervised ML algorithm that can be used to resolve the classification and regression problems, based on a separating hyperplane [34] . In this study, the radial basis function (RBF) kernel was used. Two parameters that need to be optimized for the RBF kernel SVM are Cost and Gamma. When the Cost is small, low bias but high variance may occur, and vice versa. Gamma affects the smoothing of the hyperplane shape [35] . Therefore, optimizing these parameters is a critical procedure. This optimization can be done by the CV method [36] . In this study, a very wide range of 
SVM is a supervised ML algorithm that can be used to resolve the classification and regression problems, based on a separating hyperplane [34] . In this study, the radial basis function (RBF) kernel was used. Two parameters that need to be optimized for the RBF kernel SVM are Cost and Gamma. When the Cost is small, low bias but high variance may occur, and vice versa. Gamma affects the smoothing of the hyperplane shape [35] . Therefore, optimizing these parameters is a critical procedure. This optimization can be done by the CV method [36] . In this study, a very wide range of Cost values was proposed: from 2 −5 to 2 4 . Similarly, the Gamma range was from 2 −2 to 2 7 .
• Classification Function
To evaluate the classification ability of SVM, we used the CV technique to assess how accurately this method can perform in practice. The final mean scores corresponding to the values of Cost and Gamma after 10-fold CV are illustrated in Figure 13 . The highest mean score appeared when Cost = 2 3 and Gamma = 2 4 . These values were used throughout this study when the area division process with SVM was employed. 
SVM is a supervised ML algorithm that can be used to resolve the classification and regression problems, based on a separating hyperplane [34] . In this study, the radial basis function (RBF) kernel was used. Two parameters that need to be optimized for the RBF kernel SVM are Cost and Gamma. When the Cost is small, low bias but high variance may occur, and vice versa. Gamma affects the smoothing of the hyperplane shape [35] . Therefore, optimizing these parameters is a critical procedure. This optimization can be done by the CV method [36] . In this study, a very wide range of Cost values was proposed: from 2 to 2 . Similarly, the Gamma range was from 2 to 2 .

Classification Function
To evaluate the classification ability of SVM, we used the CV technique to assess how accurately this method can perform in practice. The final mean scores corresponding to the values of Cost and Gamma after 10-fold CV are illustrated in Figure 13 . The highest mean score appeared when Cost = 2 and Gamma = 2 . These values were used throughout this study when the area division process with SVM was employed. Figure 13 . Mean score after CV. • Regression Function
Gamma
In a process similar to the classification process above, we first searched for the best positioning accuracy according to Gamma and Cost parameters, and then we verified the robustness of the SVM algorithm corresponding to the values found by 10-fold CV. On the whole floor and edge area, the best positioning accuracy occurred when Cost = 2 4 and Gamma = 2 7 (Figures 14 and 15 ). There was a minor problem occurring in the remaining case (Figure 16 ), in that the best tuning parameters were not the choice when reassessed by CV. For instant, the best choice in Figure 16b appeared when Gamma = 2 5 and Cost = 2 4 (orange text), while the best value of Gamma and Cost, in Figure 16a , were 2 7 , and 2 4 , respectively (red text). However, in Figure 16b , the mean CV score in both cases: Gamma = 2 5 , Cost = 2 4 (orange text) and Gamma = 2 7 , Cost = 2 4 (red text) are nearly the same. We, therefore choose Gamma = 2 7 and Cost = 2 4 for our work.
a minor problem occurring in the remaining case (Figure 16 ), in that the best tuning parameters were not the choice when reassessed by CV. For instant, the best choice in Figure 16b appeared when Gamma = 2 and Cost = 2 (orange text), while the best value of Gamma and Cost, in Figure 16a , were 2 , and 2 , respectively (red text). However, in Figure 16b , the mean CV score in both cases: Gamma = 2 , Cost = 2 (orange text) and Gamma = 2 , Cost = 2 (red text) are nearly the same. We, therefore choose Gamma = 2 and Cost = 2 for our work. 
(b) Figure 15 . The mean score in the edge area of: (a) positioning accuracy and (b) CV. 
The DT Algorithm
DT is one of the most useful and simple ML algorithms for classification and regression [36] . However, irrelevant attributes within the training data can result in overfitting. This problem can be resolved using the CV method [37] . To optimize the accuracy of DT, the maximum depth of the tree (max-depth) needs to be attained. In the next step, we analyzed the optimal values for the two cases of classification and regression. The max-depth values were manually chosen using the precision score and CV score shown in Figures 17 and 18 .

Classification Function
As can be seen in Figure 17 , the mean precision score and CV score gradually improve as the max-depth value increases. However, both these scores are nearly stable when max-depth ≥ 8. To avoid time-consuming computer processing, the smallest possible value is chosen. In this case, maxdepth = 8 was the best choice. 
The DT Algorithm
 Classification Function
As can be seen in Figure 17 , In Figure 18a , the mean and standard deviation of the positioning error were inversely proportional to the max-depth of the tree when the max-depth was in the range of 2 to 8. Then the errors remained almost unchanged as we continued to increase the max-depth. As mentioned earlier, higher values of max-depth result in longer execution times. We therefore chose max-depth = 8 for the whole floor. Similarly, we chose max-depth = 6 for the center area (Figure 18b) , and max-depth = 8 for the edge area (Figure 18c ). 
The RF Algorithm
Like the DT algorithm, the RF algorithm is capable of operating under classification and regression functions. RF is made of a bunch of decision trees using a random subset of data [34] . The number of trees is the most important parameter to optimize with RF algorithms [38] . Based on the data shown in Figures 19 and 20 , the selected trees for both cases (i.e., classification and regression) are shown in Table 2 . • Classification Function
As can be seen in Figure 17 , the mean precision score and CV score gradually improve as the max-depth value increases. However, both these scores are nearly stable when max-depth ≥ 8. To avoid time-consuming computer processing, the smallest possible value is chosen. In this case, max-depth = 8 was the best choice.
• Regression Function
In Figure 18a , the mean and standard deviation of the positioning error were inversely proportional to the max-depth of the tree when the max-depth was in the range of 2 to 8. Then the errors remained almost unchanged as we continued to increase the max-depth. As mentioned earlier, higher values of max-depth result in longer execution times. We therefore chose max-depth = 8 for the whole floor. Similarly, we chose max-depth = 6 for the center area (Figure 18b) , and max-depth = 8 for the edge area (Figure 18c ).
Like the DT algorithm, the RF algorithm is capable of operating under classification and regression functions. RF is made of a bunch of decision trees using a random subset of data [34] . The number of trees is the most important parameter to optimize with RF algorithms [38] . Based on the data shown in Figures 19 and 20 , the selected trees for both cases (i.e., classification and regression) are shown in Table 2 .
center area, and (c) edge area.
Like the DT algorithm, the RF algorithm is capable of operating under classification and regression functions. RF is made of a bunch of decision trees using a random subset of data [34] . The number of trees is the most important parameter to optimize with RF algorithms [38] . Based on the data shown in Figures 19 and 20 , the selected trees for both cases (i.e., classification and regression) are shown in Table 2 . 
Simulation and Results
Computational Time Comparison
As depicted in Figure 21 , in all four algorithms, there was a significant decrease in the computational time required after applying area division, although each algorithm showed distinct levels of improvement. To compare them with each other, the specific parameters of each algorithm were first optimized. After finding the optimal parameters, the execution time for each method was calculated. The total execution time includes the time spent on the data classification process (for area division) and the location prediction process. In Figure 21 , the red column shows the total CPU time before area division, while the orange and yellow columns show the total execution time for unseen data that belong to the edge area and the center area, respectively, after area division. An unknown data can only belong to either the center area or the edge area. Once this data is in the center area, the total CPU time will not include the location estimation time for the edge area data, and vice versa. Table 3 presents the exact time of each method, while the level of improvement in CPU time for each proposed algorithm is shown in Table 4 . 
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before area division, while the orange and yellow columns show the total execution time for unseen data that belong to the edge area and the center area, respectively, after area division. An unknown data can only belong to either the center area or the edge area. Once this data is in the center area, the total CPU time will not include the location estimation time for the edge area data, and vice versa. Table 3 presents the exact time of each method, while the level of improvement in CPU time for each proposed algorithm is shown in Table 4 . It is clear that the system with SVM suffers from the heaviest computation burden but also presents the greatest improvement in execution time after area division. The improvement was 86.21% for the center area and 70.31% for the edge area (see Table 4 ). The kNN and DT algorithms execute much faster than RF and SVM, with total times of 7.5 ms, and 7.19 ms, respectively. Furthermore, unlike SVM, the time improvement in DT is the lowest of the four suggested methods, with 10.85% for the center area and 6.4% for the edge area. In summary, all four methods show a significant reduction in computation cost after area division is performed using classification.
Positioning Accuracy Assessment
We performed simulations to evaluate the effectiveness of each algorithm. As shown in Figure 22 , all four methods exhibited a significant decrease in positioning error after noise reduction and area division, although improvement levels varied. As seen in Table 5 , DT demonstrated the most positive change, with 59.21% improvement for the center area, and 45.89% improvement for the edge area. The least improved method was kNN, which showed 32.54% improvement and 10.06% improvement for the center area and edge area, respectively. The RF and SVM algorithms also showed a very positive improvement when the average RMSE percentage was approximately the same and around 37%. To acquire a more accurate assessment of the degree of influence of each process (i.e., noise reduction and area division) on the final positioning accuracy, the RMSEs of each algorithm (i.e., DT, kNN, RF, and SVM) are surveyed under four cases ( Figure 23 To acquire a more accurate assessment of the degree of influence of each process (i.e., noise reduction and area division) on the final positioning accuracy, the RMSEs of each algorithm (i.e., DT, kNN, RF, and SVM) are surveyed under four cases ( Figure 23 Case II (incorporating area division) showed a relatively small improvement in the RMSE, with the kNN and SVM algorithms showing 2.13% and 6.54% improvement, respectively. This means that area division has a negligible effect on these two algorithms in term of accuracy. In contrast, the DT and RF algorithms were strongly influenced by the area division process, showing an improvement of 33.73% and 26.54%, respectively.
Case III, with noise reduction and no area division, showed a very promising decline in positioning errors compared to Case I. SVM achieved the best improvement, followed by RF. The DT algorithm continued to show the lowest level of accuracy.
It is clear that the mean positioning errors tended to gradually improve progressing from Case I to Case IV. The highest accuracy (8.6 cm) occurs with SVM in Case IV. The worst accuracy (16.8 cm) occurs with DT. It is interesting to note, however, that the DT algorithm had the highest improvement, showing an RSME reduction of nearly 60% (from 48.1 cm in Case I to 16.8 cm in Case IV). Also, RF showed the same improvement level as DT but RF has a much better positioning accuracy of 10.2 cm. This result is only slightly worse than SVM. Of the four algorithms, kNN shows the least improvement at 30.85%.
In summary, all four methods achieve better positioning accuracy after noise reduction and area division, in the following ascending order of accuracy: DT, kNN, RF, and SVM. The area division technique had a relatively small impact on the accuracy of kNN and SVM, although it did provide significant savings in execution time, as was discussed in the previous Section.
Next, we analyzed the positioning errors, based on the hypothetical roadmap of a mobile robot. On this route, the robot started from the left upper corner, as shown in Figure 24 , then went to the opposite position with LED 1 (see Figure 1) , then proceeded through the center of the floor and the area near the wall. Finally, the robot went to the corner opposite the start point. Since the effects of multipath reflections and noises varied greatly from location to location in the room, this route helped us to evaluate the efficiency of the proposed solution under varying conditions. (Figure 24) . A contrasting image, however, is shown in Figure 25 , which shows the results after our solution is deployed. The errors significantly decreased, although the corner area still showed the least accuracy, due to multipath reflections and noises. Furthermore, positioning quality is also better expressed in the remaining areas in which the SVM and RF algorithms provided the best results. Although each method has its own advantages and disadvantages, they all showed a significant improvement in positioning accuracy after applying both area division and noise reduction. Before applying our proposed solution, the positioning errors in the two corners were very bad ( Figure 24) . A contrasting image, however, is shown in Figure 25 , which shows the results after our solution is deployed. The errors significantly decreased, although the corner area still showed the least accuracy, due to multipath reflections and noises. Furthermore, positioning quality is also better expressed in the remaining areas in which the SVM and RF algorithms provided the best results. Although each method has its own advantages and disadvantages, they all showed a significant improvement in positioning accuracy after applying both area division and noise reduction. 
Conclusions
In summary, the simulation results showed that after applying the proposed solution, the SVM and RF methods obtained the highest positioning accuracy, at 8.6 cm and 10.2 cm, respectively. The SVM algorithm had the best improvement in execution time (approximately 78%). Our results indicated that if practical applications need a low positioning error, SVM is the optimal option. For applications that need fast execution time but moderate accuracy, we suggest kNN, which demonstrated a positioning accuracy of 13 cm and an average computational time of 5.6 ms.
In this article, we proposed an enhanced ML-based indoor positioning solution using LED lights. 
In this article, we proposed an enhanced ML-based indoor positioning solution using LED lights. Our solution not only improved positioning accuracy, but also reduced computational time. In addition to using signal pre-processing to achieve more accurate positioning, the novel adoption of dual-function ML was employed. The classification function saved execution time and provided a slight improvement in positioning accuracy, while the regression function helped determine the exact location of the object in the final step. In particular, this study compared four popular ML algorithms: SVM, DT, RF, and kNN. The results from this comparison gave us a comprehensive view of the advantages and disadvantages of each algorithm in positioning applications using VLC.
Because developing VLC-based indoor mobile robot applications is our main pursuit, the optimization of ML algorithms to improve positioning accuracy and execution time in a real environment is our highest priority. In our future work, we continue to optimize positioning accuracy using deep machine learning.
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