Given a matrix A, a linear feasibility problem (of which linear classification is a special case) aims to find a solution to a primal problem w : A T w > 0 or a certificate for the dual problem which is a probability distribution p : Ap = 0. Inspired by the continued importance of large margin classifiers in machine learning, this paper aims to deepen our understanding of a condition measure of A called margin that determines the difficulty of both the above problems. To aid geometrical intuition, we establish new characterizations of the margin in terms of relevant balls, cones and hulls. Our main contribution is analytical, where we present generalizations of Gordan's theorem, and beautiful variants of Hoffman's theorems, both using margins. We end with shedding some new light on two classical iterative schemes, the Perceptron and Von-Neumann or Gilbert algorithms, whose convergence rates famously depend on the margin. Our results are relevant for a deeper understanding of margin-based learning and proving convergence rates of iterative schemes, apart from providing a unifying perspective on this vast topic.
Introduction
Assume that we have a d × n matrix A representing n points a 1 , ..., a n in R d . In this paper, we will be concerned with linear feasibility problems that ask if there exists a vector w ∈ R d that makes positive dot-product with every a i , i.e.
?∃w : A T w > 0,
where boldfaced 0 is a vector of zeros. The corresponding algorithmic question is if (P) is feasible, how quickly can we find a w that demonstrates (P)'s feasibility? Such problems abound in optimization as well as machine learning. For example, consider binary linear classification -given n points x i with labels y i ∈ {+1, −1}, a classifier w is said to separate the given points if w T x i has the same sign as y i or succinctly y i (w T x i ) > 0 for all i. Representing a i = y i x i shows that this problem is a specific instance of (P).
We call (P) the primal problem, and (we will later see why) we define the dual problem (D) as:
?∃p ≥ 0 : Ap = 0, p = 0,
and algorithmically, if there does exist such a p (we then say that (D) is feasible), then how quickly can we find a certificate p that demonstrates feasibility of (D)?
Our aim is to deepen the geometric, algebraic and algorithmic understanding of the problems (P) and (D), tied together by a concept called margin. Geometrically, we provide intuition about ways to interpret margin in the primal and dual settings relating to various balls and hulls. Analytically, we prove new margin-based versions of classical results in convex analysis like Gordan's and Hoffman's theorems. Algorithmically, we give new insights into classical algorithms like Perceptron and Von-Neumann or Gilbert's algorithm. We begin with a gentle introduction to some of these concepts, before getting into the details.
Notation We assume that the a i 's are unit length according to the 2 (Euclidean) norm represented by . . To distinguish surfaces and interiors of balls more obviously to the eye in mathematical equations, we choose to denote Euclidean balls in R d by := {w ∈ R d : w = 1}, := {w ∈ R d : w ≤ 1} and the probability simplex R n by := {p ∈ R n : p ≥ 0, p 1 = 1}.We denote the linear subspace spanned by A as lin(A), and convex hull of A by conv(A). Lastly, define A := ∩ lin(A) and r is the ball of radius r (similarly A , r ).
Margin ρ
The margin of the problem instance A is classically defined as
If there is a w such that A T w > 0, then ρ > 0. If for all w, there is a point at an obtuse angle to it, then ρ < 0. At the boundary ρ can be zero. The w ∈ in the definition is important -if it were w ∈ , then ρ would be non-negative, since w = 0 would be allowed.
This definition of margin was introduced by [1] who gave several geometric interpretations. It has since been extensively studied (for example, [2, 3] ) as a notion of complexity and conditioning of the problem instance. Broadly, the larger its magnitude, the better conditioned the pair of feasibility problems (P) and (D) are, and the easier it is to find a witnesses of their feasibility. Ever since [4] , the margin-based algorithms have been extremely popular with a growing literature in machine learning which it is not relevant to presently summarize.
In Sec.
(2), we define an important and "correct" variant of the margin, which we call affine-margin, that turns out to be the real quantity determining convergence rates of iterative algorithms.
Gordan's Theorem This is a classical theorem of the alternative, see [5, 6] . It implies that exactly one of (P) and (D) is feasible. Specifically, it states that exactly one of the following statements is true.
1. There exists a w such that A T w > 0.
2. There exists a p ∈ such that Ap = 0.
We will prove generalizations of Gordan's theorem using affine-margins, and hope they will be as widely applicable in algorithm design and analysis as the classical one and related separation theorems have been.
Hoffman's Theorem The classical version of the theorem from [7] characterizes how close a point is to the solution set of the feasibility problem Ax ≤ b in terms of the amount of violation in the inequalities and a problem dependent constant. In a nutshell, if
where τ is the "Hoffman constant" and it depends on A but is independent of b. This and similar theorems have found extensive use in convergence analysis of algorithms -examples include [8] , [9] , [10] . [11] generalize this bound to any norms on the left and right hand sides of the above inequality. We will later prove theorems of a similar flavor for (P) and (D), where τ −1 will almost magically turn out to be the affine-margin. Such theorems are useful for proving rates of convergence of algorithms, and having the constant explicitly in terms of a familiar quantity is extremely useful.
Summary of Contributions
• Geometric: In Sec.2, we define the affine-margin, and argue why a subtle difference from Eq.(1) makes it the "right" quantity to consider, especially for problem (D). We then establish geometrical characterizations of the affine-margin when (P) is feasible as well as when (D) is feasible and connect it to well-known radius theorems. This is the paper's appetizer.
• Analytic: Using the preceding geometrical insights, in Sec.3, we prove two generalizations of Gordan's Theorem to deal with alternatives involving the affine-margin when either (P) or (D) is strictly feasible. Building on this intuition further, in Sec.4, we prove several interesting variants of Hoffman's Theorem, which explicitly involve the affine-margin when either (P) or (D) is strictly feasible. This is the paper's main course.
• Algorithmic: In Sec.5, we discuss two classical algorithms. We prove new properties of the Normalized Perceptron, like its margin-maximizing property for (P) and dual convergence for (D) and we shed light on the Von-Neumann or Gilbert algorithm by connecting it to Normalized Perceptron via duality. This is the paper's dessert.
The Geometry of Affine-Margins ρ A , ρ + A , ρ −
A An important but subtle point about margins that is that the quantity determining the difficulty of solving (P) and (D) is actually not the margin as defined classically in Eq.(1), but the affine-margin which is the margin when w is restricted to lin(A), i.e. w = Aα for some coefficient vector α ∈ R n . The affine-margin is defined as
where G = A T A is a key quantity called the Gram matrix, and α G = √ α T Gα is easily seen to be a self-dual semi-norm.
Intuitively, when the problem (P) is infeasible but A is not full row rank (lin(A) is not R d ), then ρ will never be negative and always zero, because the learner can always pick w as a unit vector perpendicular to lin(A), leading to a zero dot-product with every a i . Since no matter how easily inseparable A is, the margin is zero, this definition does not capture the difficulty of verifying linear infeasibility.
Similarly, when the problem (P) is feasible, it is easy to see that searching for w in directions perpendicular to A is futile, and one can restrict attention to the lin(A), again making this the right quantity in some sense. For clarity, we will refer to
when the problem (P) is strictly feasible (ρ A > 0) or strictly infeasible (ρ A < 0) respectively. We remark that when ρ > 0, we have ρ + A = ρ A = ρ, so the distinction really matters when ρ A < 0, but it is still useful to make it explicit. One may think that if A is not full rank, performing PCA would get rid of the unnecessary dimensions. However, as we shall see in the last section, we often wish to only perform elementary operations on (possibly large matrices) A that are much simpler than eigenvector computations.
Unfortunately, the behaviour of ρ − A is quite finicky -unlike ρ + A it is not stable to small perturbations when conv(A) is not full-dimensional. To be more specific, if (P) is strictly feasible and we perturb all the vectors by a small amount or add a vector that maintains feasibility, ρ + A can only change by a small amount. However, assume we are in a setting where lin(A) is not full-dimensional, and |ρ − A | is large. If we add a new vector v to A to form A = {A ∪ v} where v has a even a tiny component v ⊥ orthogonal to lin(A), then ρ − A suddenly becomes zero. This is because it is now possible to choose a vector w = v ⊥ / v ⊥ which is in lin(A ), and makes zero dot-product with A, and positive dot-product with v. Similarly, instead of adding a vector, if we perturb a given set of vectors so that lin(A) increases dimension, the negative margin can suddenly jump from a large magintude to zero.
Despite its instability and lack of "continuity", it is indeed this negative affine margin that determines rate of convergence of von-Neumann-Gilbert algorithm (and related methods that we return to later).
Geometric Interpretations of ρ +

A
The positive margin has many known geometric interpretations -it is the width of the feasibility cone, and also the largest ball centered on the unit sphere that can fit inside the dual cone (w : A T w > 0 is the dual cone of cone(A)) -see, for example [12] and [13] . Here, we provide a few more interpretations. Remember that ρ + A = ρ when Eq.(P) is feasible.
Proof. When ρ A ≤ 0, ρ + A = 0 and Eq.(5) holds because (D) is feasible making the right hand side also zero. When ρ A > 0,
Note that the first two equalities holds when ρ A > 0, the next by the minimax theorem, and the last by self-duality of . .
The quantity ρ +
A is also closely related to a particular instance of the Minimum Enclosing Ball (MEB) problem. While it is common knowledge that MEB is connected to margins (and support vector machines), it is possible to explicitly characterize this relationship, as we have done below.
Proposition 2. The radius of the minimum enclosing ball of conv(
Proof. It is a simple exercise to show that the following are the MEB problem, and its Lagrangian dual min c,r
The result then follows from Proposition 1.
Though we will not return to this point, one may note that the (Normalized) Perceptron and related algorithms that we introduce later yields a sequence of iterates that converge to the center of the MEB, and if the distance of the origin to conv(A) is zero (because ρ A < 0), then the sequence of iterates coverges to the origin, and the MEB just ends up being the unit ball.
We note that the MEB is related to the concept of coresets, recently quite popular in machine learning (especially support vector machines), see [14] , [15] . The connection of margins with coresets is out of the scope of this paper. The margin is also closely related to a central quantity in convex geometry called the support function of a closed, convex set. However, this too will be left for a longer version of this paper.
Geometric Interpretations of |ρ −
A | Proposition 3. If ρ A ≤ 0 then |ρ − A | is the radius of the largest Euclidean ball centered at the origin that completely fits inside the relative interior of the convex hull of A. Mathematically,
The proof is not particularly enlightening, and we leave it for Appendix B. One might be tempted to deal with the usual margin and prove that
While the two definitions are equivalent for full-dimensional lin(A), they differ when lin(A) is not full-dimensional, which is especially relevant in the context of infinite dimensional reproducing kernel Hilbert spaces, but could even occur when A is low rank. In this case, Eq.(10) will always be zero since a full-dimensional ball cannot fit inside a finitedimensional hull.
The right thing to do is to only consider balls ( α G ≤ R) in the linear subspace spanned by columns of A (or the relative interior of the convex hull of A) and not full-dimensional balls ( w ≤ R). The reason it matters is that it is this altered |ρ − A | that determines rates for algorithms and the complexity of problem (D), and not the classical margin in Eq.(1) as one might have expected.
and Eq. (10) is
Remember that A = {Ap : p ∈ } = conv(A) and A = ∩ lin(A). It can be read as "largest radius (affine) ball that fits inside the convex hull". There is a nice parallel to the smallest (overall) and smallest positive singular values of a matrix. Using A = {Ax : x ∈ } for brevity,
This highlights the role of the margin is a measure of conditioning of the linear feasibility systems (P) and (D). Indeed, there are a number of far-reaching extensions of the classical "radius theorem" of Eckart and Young [16] . The latter states that the Euclidean distance from a square non-singular matrix A ∈ R n×n to the set of singular matrices in R n×n is precisely σ min (A). In an analogous fashion, for the feasibility problems (P) and (D), the set Σ of ill-posed matrices A are those with ρ = 0. [13] show that for a given a matrix A ∈ R m×n with normalized columns, the margin is the largest perturbation of a row to get an ill-posed instance or the "distance to ill-posedness", i.e.
Such related results are out of our scope, but are well-discussed in [3, 13] .
Gordan's Theorem with Margins
We would like to make quantitative statements about what happens when either of the alternatives is satisfied easily (with large positive or negative margin). There does not seem to be a similar result in the literature, though we did observe a technical report [17] which derives an approximate Farkas' Lemma, which is mathematically different but in the same spirit as the theorem below. Note that without our preceding geometrical intuition, it is extremely difficult to conjecture what the statement of the following alternatives might possibly be. The previous propositions also vastly simplify this theorem's proof, which if presented directly would seem unmotivated and unnatural. We hope that just as Gordan's theorem has found innumerable uses, one may also find our generalizations, as well as their geometrical interpretations, useful.
Theorem 1. For any problem instance A and any constant γ ≥ 0,
Proof. The first statement is the usual form of Gordan's Theorem. It is also a particular case of the other two when γ = 0. Thus, we will prove the other two:
2. If the first alternative does not hold, then from the definition of ρ A it follows that ρ A ≤ γ. In particular, ρ + A ≤ γ. To finish, observe that by Proposition 1 there exists p ∈ such that
3. Analogously to the previous case, if the first alternative does not hold, then ρ A ≤ −γ.
In particular, it captures
Observe that by Proposition 3, every point v ∈ γ A must be inside conv(A), that is, v = Ap v for some distribution p v ∈ .
One can similarly argue that in each case if the first alternative is true, then the second must be false.
In the spirit of radius theorems introduced in the previous section, the statements in Theorem 1 can be equivalently written in the following succinct forms:
As noted in the proof of Theorem 1, the first statement is a special case of the other two when γ = 0. In case 2, we have at least one witness p close to the origin, and in 3, we have an entire ball of witnesses close to the origin.
Hoffman's Theorem with Margins
Hoffman-style theorems are often useful to prove the convergence rate of iterative algorithms by characterizing the distance of a current iterate from a target set. For example, a Hoffmanlike theorem was also proved by [8] (Lemma 2. 3), where they use it to prove the linear convergence rate of the alternating direction method of multipliers, and in [9] (Lemma 4), where they use it to prove the linear convergence of a first order algorithm for calculating -approximate equilibria in zero sum games.
It is remarkable that Hoffman, in whose honor the theorem is named and also an author of [11] whose proof strategy we follow in the alternate proof of Theorem 3, himself has not noticed the intimate connection of the "Hoffman constant" (τ in Eq.(2)) to the positive and negative margin as one elegantly and surprisingly finds in our theorems below. Significant effort was spent simplifying proofs using our geometric and analytic insights, and we regard their current brevity as a strength.
Hoffman's theorem for (D) when ρ −
where dist 1 (x, W ) is the distance from x to W measured by the 1 norm · 1 .
Note that v = |ρ − A | and crucially v ∈ lin(A) (since b ∈ lin(A) since W = ∅). Hence, by Theorem 1, there exists a distribution p such that v = Ap. Definē
Then, by substitution for p and v one can see that
Hencex ∈ W , and dist 1 
The following variation on the above theorem also holds.
Define the set of witnesses W = {p ∈ |Ap = 0}. Then at any p ∈ ,
The proof is similar to the preceding theorem, but we omit it for lack of space.
Hoffman's theorem for (P) when ρ +
where dist(w, S) is the · 2 -distance from w to S and (x − ) i = min{x i , 0}.
Then we can add a multiple ofw to w as follows.
Then one can see that
The interpretation of the preceding theorem is that the distance to feasibility for the problem (P) is governed by the magnitude of the largest mistake and the positive affinemargin of the problem instance A.
We also provide an alternative proof of the theorem above, since proving the same fact from completely different angles can often yield insights. We follow the techniques of [11] , though we significantly simplify it. This is perhaps a more classical proof style, and possibly more amenable to other bounds not involving the margin, and hence it is instructive for those unfamiliar with proving these sorts of bounds. 
We used the self-duality of . in Eq.(24), LP duality for Eq. (25) , Ap = p G by definition for Eq.(26), and Holder's inequality in Eq. (27) . Eq.(28) follows because 1
5 Margin Based Primal-Dual Algorithms
Perceptron Algorithm for (P)
This was introduced and analysed by [18] , [19] , [20] to solve the primal (P), with many variants in the machine learning literature. The algorithm starts with w 0 := 0, and in iteration t performs (choose any mistake)
A variant called Normalized Perceptron, which is a subgradient method, only updates on the worst mistake, and tracks a normalized w that which is a convex combination of a i 's.
(choose the worst mistake)
The best known property of the unnormalized Perceptron or the Normalized Perceptron algorithm is that when (P) is strictly feasible with margin ρ + A , it finds such a solution w in O(1/ρ +2 A ) iterations [20, 19] . What is less obvious is that the Perceptron is actually primal-dual in nature. Proof. When normalized, it yields a sequence of iterates w t = Aα t , α t ∈ with w t → 0. To see this, observe that throughout the algorithm for t ≥ 1 the iterate w t satisfies w t = Aα t with α t ∈ because of way the sequence w t is constructed. Furthermore, observe that if min i a T i w t−1 ≤ 0 then
Thus tw t 2 < t as long as the algorithm has not found a solution to (P). In particular, when (D) is feasible (and hence (P) is infeasible) the iterates w t = Aα t , α t ∈ satisfy w t = α t G ≤ 1 √ t and so we get an -certificate α t for (D) in 1/ 2 steps.
Another interesting fact about the Normalized Perceptron is that not only does it produce feasible w in O(1/ρ +2 A ) steps, but on continuing to run the algorithm, it will approach the vector that maximizes margin, i.e. achieves margin ρ + A . This is actually known to not be true about the classical Perceptron (but there are variants in the literature that try to achieve the same effect by updating on points that have a small margin, but they are not as simple as the Normalized Perceptron, or as simply proved as below). The normalization in the following theorem is needed because w t = α t G = 1. and α * = arg sup α G =1 inf p∈ α T Gp (with feasible (P)'s margin ρ + A = inf p∈ α T * Gp), then
Proof. The proof of the above theorem hinges on the fact that NP is a subgradient algorithm for minimizing
Differentiating the margin (interpreted as a function of unit-vector w or unit-G-norm α) with respect to w or α yields Ap for some p, so its norm Ap 2 = p G ≤ p 1 = 1, and since the maximum norm of gradient is one, the Lipschitz constant of the margin is one, and this yields the first inequality.
We can then argue that
where the inequality follows by triangle inequality, and because α * G = 1 while α t G ≥ ρ + A (since ρ + A = inf p∈ p G and α t ∈ ). We first argue that arg min α L(α) = ρ + A α * for α * as defined in the theorem. Let arg min α L(α) = tα for some α G = 1. Substituting this, we see that
achieved at t = ρ + A and α = α * . Since NP is a subgradient method, by Lemma 1 from [21] , we can infer that the rate of convergence of iterates α t towards the optimum ρ + A α * is
This yields the required bound of 8/ρ + A √ t when plugged into Eq.(36). Proposition 6. Normalized Perceptron gives an -approximation to the value of the positive margin in 16/ 2 steps. Specifically, w t satisfies
This follows since |ρ + A − α t G | ≤ 4/ √ t (as proved above) and ρ + A ≤ α t G (also proved above).
The question of finding elementary algorithms to estimate |ρ −
A | is open, which is surprising since estimating the smallest non-negative singular value is not hard (and we have earlier noted the similarity between the two).
Von-Neumann or Gilbert Algorithm for (D)
Von-Neumann described an iterative algorithm for solving dual (D) in a private communication with Dantzig in 1948, which was subsequently analyzed by the latter, but only published in [22] , and goes by the name of Von-Neumann's algorithm in optimization circles. Independently, Gilbert described an essentially identical algorithm in [23] , that goes by the name of Gilbert's algorithm in the computational geometry literature. We respect the independent findings in different literatures, and refer to it as the Von-Neumann-Gilbert (VNG) algorithm.
It starts from an arbitrary point in conv(A), say w := a 1 and loops:
(choose furthest point)
Dantzig finally published his proof from 1948 in 1992 [22] that the Von-Neumann-Gilbert (VNG) algorithm can produce an -approximate solution (p such that Ap ≤ ) to (D) in O(1/ 2 ) steps, establishing it as a dual algorithm as conjectured by Von-Neumann.
Though designed for (D), VNG is also primal-dual like the Perceptron - [24] proved that VNG also produces a feasible w in O(1/ρ +2 A ) steps. We can prove results analagous to Theorem 4 and Proposition 6 for VNG as well.
Now, the following question is natural -since the convergence guarantees for NP and VNG for both problems (P) and (D) are the same, is there anything special about NP or VNG? Adding to the parallel, Nesterov was the first to point out in a private note to [25] that VNG is a Frank-Wolfe algorithm for min p∈
Ap
(41)
In this light, it is not surprising that both algorithms have such similar properties, since problems Eq.(33) is a relaxed version of Eq.(3), and also Eq.(41) and Eq. (3) are Lagrangian duals of each other as seen in Eq. (6) . Moreover, [26] recently pointed out the strong connection via duality between subgradient and Frank-Wolfe methods. However, VNG possesses one additional property. Restating a result of [24] -if |ρ − A | > 0, then VNG has linear convergence, finding an -approximate solution to (D) in O 1 |ρ − A | 2 log 1 steps, and this fact has a simple geometrical proof. Hence, VNG can converge linearly with strict infeasibility of (P), but Normalized Perceptron cannot.
Nevertheless, both Perceptron and VNG can be seen geometrically as trying to represent the center of circumscribing or inscribing balls (in (P) or (D)) of conv(A) as a convex combination of input points (and of course to find a linear separator). When (P) is not feasible, a dual certificate suffices in optimization, but in machine learning one desires a classifier with few mistakes. The relationship to support vector machines or more general stochastic gradient descent (NP) and stochastic dual coordinate ascent (VNG) algorithms is relevant but out of the scope of this paper.
Discussion
In this paper, we advance and unify our understanding of margins through a slew of new results and connections to old ones. First, we point out the correctness of using the affine margin, and its relation to the smallest ball enclosing conv(A), and the largest ball within conv(A). We proved strict generalizations of Gordan's theorem, whose statements were conjectured using the preceding geometrical intuition. Using these tools, we then derived remarkable variants of Hoffman's theorems that explicitly use affine margins with simple proofs. We ended by comparing two simple and classical iterative algorithms that turn out to be primal-dual, margin-maximizers, margin-approximators, and duals of each other.
Significant effort was spent in simplifying the proofs, language and presentation, though there is deep intuition behind each contribution that led to their simplicity -the final product may now seem clear, but it was far less clear even in some classic papers that we build on. For example, once it is realized why the margin fails to be the right quantity in the infeasible setting, it is more straightforward to work with the affine margin. Nevertheless, it was missed recently by [27] , and repeatedly missed in classic works like [2] , [3] , [13] . As a second example, pause to consider that Hoffman himself in [7] , [11] himself never notices (or mentions) that for the primal problem, the "universal constant depending on A" in his theorems was intimately tied to the margin (they don't study (D) while we do, and show a beautifully exact parallel result). It took a hopeful conjecture on our part that the margin and Hoffman constant could be related, followed by several rounds of simplifying the sufficiently complex proof in [11] to isolate the key ingredients, in order to reach the remarkably clean and simple proofs here.
Getting such a detailed geometric intuition about the margin is not straightforward -as is the case with duality, many proofs are deceivingly simple once you know what to claim. Without our geometric intuition, it is nearly impossible to prove the algebraic generalizations of Gordan's theorem (since it is hard to conjecture the statement of the alternative) that we succinctly present. Lastly, we make some new, precise and simple claims about the Perceptron -this is surprising given the number of variants of the Perceptron that exist in the literature -and use these to provide a unifying perspectives on the two classical algorithms for linear feasibility -Perceptron and Von-Neumann+Gilbert's algorithm.
Right from his seminal introductory paper in the 1950s, Hoffman-like theorems have been used to prove convergence rates and stability of algorithms. Our theorems and also their proof strategies can be very useful in this regard, since many such theorems can be very challenging to conjecture and prove (see [8] for example). Similarly, Gordan's theorem has been used in a wide array of settings in optimization, giving a strong precedent for the usefulness of our generalization. Lastly, large margin classification is now such an integral machine learning topic, that it seems fundamental that we unify our understanding of the geometrical, analytical and algorithmic ideas behind margins. Figure 1 : Gordan's Theorem: Either there is a w making an acute angle with all points, or the origin is in their convex hull. (note a i = 1) Figure 2 : When restricted to lin(A), the margin is strictly negative. Otherwise, it would be possible to choose w perpendicular to lin(A), leading to a zero margin.
A Figures
Figure 3: Left: ρ −
A is the radius of the largest ball centered at origin, inside the relative interior of conv(A). Right: ρ + A is the distance from origin to conv(A).
B Proof of Proposition 3
Proof. We split the proof into two parts, one for each inequality.
(1) For inequality ≥. Choose any R such that Aα ∈ conv(A) for any α G ≤ R. Given an arbitrary α G = 1, putα := −Rα .
By our assumption on R, since α G = R, we can infer that Aα ∈ conv(A) implying there exists ap ∈ such that Aα = Ap. Also
⇒ sup
(2) For inequality ≤. It suffices to show α G ≤ ρ − A ⇒ Aα ∈ conv(A). We will prove the contrapositive Aα / ∈ conv(A) ⇒ α G > |ρ − A |. Since conv(A) is closed and convex, if Aα / ∈ conv(A), then there exists a hyperplane, say (β, b), with normal β G = 1 (i.e. Aβ ∈ ) in lin(A) and constant b ∈ R that separates Aα and conv(A), i.e. for all p ∈ ,
