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1Kapitel 1
Einleitung
1.1 Interferenz als kapazit

atsbegrenzender Faktor
im zellularen Mobilfunk
Ein Mobilfunksystem erm

oglicht mobilen Teilnehmern unter Zuhilfenahme von Mobil-
stationen die Kommunikation mit anderen mobilen oder ortsfesten Teilnehmern. Auf-
grund der Teilnehmermobilit

at und der groen zu

uberbr

uckenden Distanzen kommt
nur eine Nachrichten

ubertragung mit sich im Raum ausbreitenden Wellen in Betracht.

Ublicherweise verwendet man im Mobilfunk elektromagnetische Wellen im Frequenzbe-
reich weniger Gigahertz [Gib99, Ste92, DB96, Wes02]. Die Wahl dieses Frequenzbereich
ist ein guter Kompromi aus den Forderungen [Wal98, Gib99, MG86b] nach
 kleinen Antennen,
 g

unstigen Ausbreitungseigenschaften der elektromagnetischen Wellen und
 der Erf

ullung regulatorischer Erfordernisse.
Sich im Raum ausbreitende elektromagnetische Wellen werden im folgenden als Funk-
wellen bezeichnet. Da der Kommunikationspartner einer Mobilstation sehr weit von
dieser entfernt sein kann, wodurch eine direkte Funk

ubertragung zwischen der Mobil-
station und ihrem Kommunikationspartner sehr erschwert wird, oder sogar Teilnehmer
eines anderen, zum Beispiel leitungsgebundenen Kommunikationssystems sein kann,
verwendet man, von wenigen Ausnahmen abgesehen [JT87, LNT87], eine einheitliche
indirekte Nachrichten

ubertragung [Gib99, Ste92, DB96, Wes02, Tan92]. Die Mobilsta-
tionen kommunizieren dabei zun

achst nur mit den ortsfesten Basisstationen, siehe Bild
1.1. Die Basisstationen ihrerseits kommunizieren, eventuell

uber weitere Zwischensta-
tionen, mit den letztlich gew

unschten Kommunikationspartnern der Mobilstationen.
W

ahrend die Nachrichten

ubertragung zwischen den Mobilstationen und den Basissta-
tionen immer mit Funkwellen erfolgt, k

onnen zur Nachrichten

ubertragung zwischen
den Basisstationen, den weiteren Zwischenstationen und den Kommunikationspart-
nern auch elektrische Leitungen oder Glasfasern verwendet werden [Wal98]. Aufgrund
der eingesetzten Funk

ubertragung wird die Schnittstelle zwischen Mobilstationen und
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Bild 1.1. Indirekte, bidirektionale Kommunikation in Mobilfunknetzen
Basisstationen auch als Luftschnittstelle bezeichnet. Die Betrachtungen in der vorlie-
genden Schrift konzentrieren sich auf diese mobilfunkspezische Luftschnittstelle.
Mobilfunksysteme erfordern eine Duplex

ubertragung [Gib99, Ste92, DB96]. Nachrich-
ten werden also simultan oder zumindest quasi-simultan im schnellen Wechsel sowohl in
der Abw

artsstrecke, das heit von den Basisstationen zu den Mobilstationen, als auch
in der Aufw

artsstrecke, das heit von den Mobilstationen zu den Basisstationen,

uber-
tragen. In der Abw

artsstrecke sind die Sender in den Basisstationen und die Empf

anger
in den Mobilstationen, w

ahrend sich in der Aufw

artsstrecke die Sender in den Mobilsta-
tionen und die Empf

anger in den Basisstationen benden. Die Betrachtungen in dieser
Schrift gelten sowohl f

ur die Aufw

arts- als auch f

ur die Abw

artsstrecke. Unabh

angig
davon, ob die Aufw

artsstrecke oder Abw

artsstrecke betrachtet wird, werden die von
einer Mobilstation zu einer Basisstation beziehungsweise von einer Basisstation zu ei-
ner Mobilstation

ubertragenen Nachrichten im folgenden als die Nachrichten des der
Mobilstation entsprechenden Teilnehmers bezeichnet.
Wesentliche Probleme beim Entwurf von Mobilfunksystemen resultieren aus der Tat-
sache, da alle Teilnehmer ein gemeinsames

Ubertragungsmedium nutzen m

ussen.
Funkwellen k

onnen sich, von praktisch nicht relevanten Entartungsf

allen abgesehen,
von jedem Sendeort zu jedem Empfangsort ausbreiten [MG86a], siehe Bild 1.2. Will
man in einem Mobilfunksystem an einem bestimmten Ort die Funkwellen empfangen,
welche die Nachrichten eines bestimmten Teilnehmers tragen, so sind dem empfange-
nen Nutzsignal neben systemfremden St

orsignalen auch Interferenzsignale vom Emp-
fang der die Nachrichten anderer Teilnehmer tragenden Funkwellen additiv

uberlagert
[Gib99, Ste92, DB96, Wes02]. Der Interferenzbegri wird hier in einem allgemeineren
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Bild 1.2. Mobilfunksystem
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Sinn als in der Physik

ublich verwendet. In der Physik versteht man unter Interferenz
die koh

arente

Uberlagerung von Wellen [GKV98], w

ahrend im Mobilfunk allgemei-
ner die

Uberlagerung beliebiger deterministischer Signale als Interferenz bezeichnet
wird. Die systemfremden St

orsignale wie thermisches Rauschen oder empfangene Si-
gnale anderer Funksysteme k

onnen nur bei begrenzten Sendeleistungen des Mobilfunk-
systems ein Problem darstellen, weil sie in solchen F

allen die Reichweite begrenzen
[Gib99, Ste92, DB96]. Zumindest theoretisch ist es jedoch m

oglich, die Sendeleistun-
gen des Mobilfunksystems so hoch zu w

ahlen, da der Beitrag systemfremder St

orsi-
gnale zum gesamten empfangenen Signal vernachl

assigbar ist. Die

Ubertragung einer
Nachricht wird folglich nur noch durch die aus der

Ubertragung systemimmanenter
anderer Nachrichten resultierenden Interferenzen beeintr

achtigt. Die Performanz ei-
nes Mobilfunksystems ist daher, wenn man hinreichend hohe Sendeleistungen w

ahlen
kann, interferenzbegrenzt [Gib99, Ste92, DB96]. Im Gegensatz zu sehr fr

uhen Mobil-
funksystemen, die teilweise reichweitenbegrenzt waren, sind heutige Mobilfunksysteme
aufgrund der hohen Mobil- und Basisstationsdichten und der damit auch bei kleinen
Sendeleistungen hohen Empfangsleistungen und damit starken Interferenzen in guter
N

aherung interferenzbegrenzt.
Technisch gesehen handelt es sich bei den beiden in Aufw

artsstrecke und Abw

arts-
strecke auftretenden Funkkan

alen, siehe Bild 1.2, um lineare, zeitvariante Multiple-
Input-Multiple-Output-Kan

ale (MIMO-Kan

ale) [Tel99, SS00, RC98, MF70, FG98]. Die
Sendesignale sind die Eingangssignale und die Empfangssignale sind die Ausgangssi-
gnale des MIMO-Kanals. Signale k

onnen prinzipiell von jedem Kanaleingang zu je-
dem Kanalausgang gelangen. Die

Ubertragungseigenschaften und insbesondere auch
die D

ampfungen zwischen den verschiedenen Eing

angen und Ausg

angen des MIMO-
Kanals sind jedoch stark unterschiedlich.

Ublicherweise sind sowohl die Mobilstationen
als auch die Basisstationen

uber den ganzen Versorgungsbereich des Mobilfunksystems
verteilt. Dies f

uhrt dazu, da die Abst

ande zwischen Mobilstationen und Basisstationen
sehr unterschiedlich sein k

onnen. Aus Sicht jeder Mobilstation gibt es eine n

achstge-
legene Basisstation, und typischerweise ist die D

ampfung des Kanals zwischen dieser
Mobilstation und der n

achstgelegenen Basisstation deutlich kleiner als die D

ampfung
der Kan

ale zwischen der betrachteten Mobilstation und anderen Basisstationen. Die
Kan

ale geringer D

ampfung zwischen Mobilstation und n

achstgelegener Basisstation
sind in Bild 1.2 mit dickeren Pfeilen symbolisiert als die Kan

ale hoher D

ampfung zu
weiter entfernten Basisstationen. In nat

urlicher Art und Weise ergibt sich also eine
Partitionierung des Mobilfunksystems in Zellen, die jeweils aus genau einer Basissta-
tion und den zugeordneten Mobilstationen bestehen [MD79, Gib99, DB96, Wes02].
Beispielsweise sind in den jeweils zwei in Aufw

arts- und Abw

artsstrecke dargestellten
Zellen in Bild 1.2 jeweils K Mobilstationen und eine Basisstation. Das Zuordnen der
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Mobilstationen zur geographisch n

achstgelegenen Basisstation ist eine der M

oglichkei-
ten eines sinnvollen Zuordnungskriteriums. Alternativ k

onnte man die Mobilstationen
beispielsweise jenen Basisstationen zuordnen, zu denen der Kanal die geringste D

amp-
fung hat [Ste96]. Aus Kostengr

unden und wegen der begrenzten Anzahl verf

ugbarer
Basisstationsstandorte ist die Anzahl der Basisstationen in einem Mobilfunksystem ty-
pischerweise geringer als die Anzahl der Mobilstationen, so da in der Regel in jeder
Zelle mehrere Mobilstationen sind [Ste92, Wes02, DB96]. F

ur theoretische Betrachtun-
gen geht man gerne von einem hypothetischen, unendlich ausgedehnten Mobilfunksy-
stem mit festgelegter mittlerer Mobil- und Basisstationsdichte und damit festgelegter
mittlerer Anzahl an Mobilstationen je Zelle aus.
Der Nutzen eines Mobilfunknetzes besteht im Versorgen der Mobilstationen. Aus der
Sicht des Mobilfunknetzbetreibers ist der Nutzen um so gr

oer, je h

oher die Anzahl
versorgbarer Mobilstationen ist. Diesem Nutzen stehen Kosten gegen

uber, die sich aus
den Kosten der genutzten Frequenzspektrumsressourcen und den Kosten der ben

otigten
Infrastruktur, das heit im wesentlichen der ben

otigten Basisstationen, zusammenset-
zen. Ein sinnvolles G

utekriterium zum Beurteilen des Nutzens eines Mobilfunksystems
ist daher die als spektrale Kapazit

at bezeichnete auf die ben

otigte Bandbreite B
sys
normierte Anzahl versorgbarer Mobilstationen K je Zelle [Ste92, Lee89, Vit91]:

k
=
K
B
sys
: (1.1)
Da in einem interferenzbegrenzten Mobilfunksystem die Nachrichten

ubertragungen nur
durch Interferenzen gest

ort werden, ist die zum Erzielen einer zum Versorgen der Teil-
nehmer erforderlichen Datenrate mindestens ben

otigte Bandbreite B
sys
allein durch
die Interferenzen bestimmt [Sha48, CT91, Roh95]. Die mit einem Mobilfunksystem
erzielbare spektrale Kapazit

at 
k
ist also allein durch die Interferenzen begrenzt.
Die verf

ugbaren Frequenzspektrumsressourcen sind begrenzt und daher sehr wertvoll,
was eindrucksvoll bei der Versteigerung der Lizenzen f

ur die Nutzung dieser Ressourcen
f

ur die Mobilfunksysteme der dritten Generation demonstriert wurde [ntz00a, ntz00b].
Aufgrund dieser hohen Kosten besteht ein massives Interesse der Mobilfunknetzbe-
treiber, die spektrale Kapazit

at 
k
nach (1.1) von Mobilfunksystemen zu maximieren
und somit m

oglichst groen Nutzen aus den wertvollen Frequenzspektrumsressourcen
zu ziehen. Eine

uber Detailverbesserungen hinausgehende signikante Erh

ohung der
spektralen Kapazit

at 
k
kann nach Meinung des Verfassers nur gelingen, wenn man
die kapazit

atsbegrenzende Wirkung der Interferenz reduziert. Ein wesentliches Ziel der
vorliegenden Schrift ist es, den Weg zur Interferenzreduktion in Mobilfunksystemen zu
bereiten.
6 Kapitel 1: Einleitung
1.2 CDMA | ein Vielfachzugrisverfahren der
dritten Generation
Aus den Betrachtungen in Abschnitt 1.1 geht hervor, da sich die Nachrichten

uber-
tragungen verschiedener Mobilstationen aufgrund der unterschiedlichen Kanald

amp-
fungen nicht alle in gleichem Mae gegenseitig beeinussen. Zum Beispiel beeinussen
sich die Nachrichten

ubertragungen der Mobilstationen einer Zelle typischerweise rela-
tiv stark. Es ist daher sinnvoll, die Interferenzproblematik zun

achst f

ur eine isolierte
Zelle des Mobilfunksystems zu studieren.
In der Aufw

artsstrecke empf

angt die Basisstation neben den schwachen, von den Mo-
bilstationen anderer Zellen verursachten Interferenzsignalen eine

Uberlagerung der von
den K einzelnen Mobilstationen der betrachteten Zelle verursachten Empfangssignale.
Wenn man eine bestimmte Mobilstation empfangen will, so verursachen wegen der ty-
pischerweise relativ geringen Kanald

ampfungen insbesondere die anderen Mobilstation
der betrachteten Zelle Interferenzen.

Ahnliches gilt auch f

ur die Abw

artsstrecke. Hier
empf

angt jede Mobilstation der betrachteten Zelle neben dem f

ur sie bestimmten Nutz-
signal Interferenzsignale resultierend aus den von den Basisstationen f

ur die anderen
Mobilstation des Mobilfunksystems gesendeten Signalen, wobei auch hier insbesondere
die von der Basisstation der betrachteten Zelle gesendeten Signale relevant sind. Inner-
halb einer Zelle kann man das Interferenzproblem durch den Einsatz von Vielfachzu-
grisverfahren entsch

arfen. Vielfachzugrisverfahren sind Verfahren zum koordinierten
Nutzen eines gemeinsamen

Ubertragungsmediums [L

uk95, Pro95].
Das wohl

alteste, bereits in Mobilfunksystemen der ersten Generation [Wal98, Huf79,
You79, Kam84, Kam85, HS87, Wes02] eingesetzte Vielfachzugrisverfahren ist das Fre-
quenzmultiplexverfahren (engl. Frequency Division Multiple Access, FDMA) [Gib99,
Ste92, DB96, Wes02]. Beim Einsatz von Frequenzmultiplex werden die Nachrichten
f

ur verschiedene Teilnehmer einer Zelle in verschiedenen Frequenzb

andern, den Fre-
quenzschlitzen,

ubertragen. Empf

angerseitig lassen sich die Empfangssignalanteile der
verschiedenen Teilnehmer durch Filtern separieren, wodurch die Interferenzen beseitigt
werden. Der Preis f

ur die Interferenzreduktion durch Frequenzmultiplex besteht darin,
da man f

ur jeden der K Teilnehmer einer Zelle ein eigenes Frequenzband ben

otigt.
Die gesamte Bandbreite ist also K-mal so gro wie die f

ur den einzelnen Teilnehmer
verf

ugbaren Bandbreite.
Ein weiteres einfaches, in Mobilfunksystemen der zweiten Generation [Wal98, Goo91,
MP92, EV97, Wes02] eingesetztes Vielfachzugrisverfahren ist das Zeitmultiplexver-
fahren (engl. Time Division Multiple Access, TDMA) [Gib99, Ste92, DB96, Wes02].
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Bei diesem Verfahren werden die Nachrichten f

ur verschiedene Teilnehmer einer Zel-
le in disjunkten Zeitintervallen, den Zeitschlitzen,

ubertragen. Empf

angerseitig lassen
sich die Empfangssignalanteile der verschiedenen Teilnehmer durch zeitliches Fenstern
separieren, so da Interferenzen beseitigt werden. Der Preis f

ur die Interferenzredukti-
on durch Zeitmultiplex besteht darin, da das

Ubertragen aller Nachrichten K-mal so
lange dauert wie das

Ubertragen der Nachrichten des einzelnen Teilnehmers. Wenn die

Ubertragungsdauer im Fall von K Teilnehmern gleich der

Ubertragungsdauer sein soll,
die man bei Vorhandensein eines einzigen Teilnehmers ben

otigen w

urde, so erfordert
dies eine K-fache momentane Datenrate und damit eine K-fache Bandbreite wie bei
Vorhandensein eines einzigen Teilnehmers.
Sowohl Frequenzmultiplex als auch Zeitmultiplex kann man als Spezialf

alle des we-
sentlich allgemeineren Codemultiplex (engl. Code Division Multiple Access, CDMA)
ansehen [Gib99, Ste92, DB96, Goi98, Vit95, Wes02, BWW98, BWW99, Mol01, Lee91,
Lan86, Eiz86]. Ein erstes mit Codemultiplex arbeitendes Mobilfunksystem ist das IS-95
Mobilfunksystem [SG91, Pad94, Wes02]. Beim Codemultiplexverfahren werden allge-
mein Signale unterschiedlicher Struktur zum

Ubertragen der Nachrichten f

ur verschie-
dene Teilnehmer verwendet, wobei es genaugenommen nur darauf ankommt, da die
Strukturen der Empfangssignalanteile, die aus den gesendeten Signalen durch

Ubertra-
gen

uber den Funkkanal entstehen, verschieden sind. Um den Empfangssignalanteilen
der K verschiedenen Teilnehmer bei unver

anderter

Ubertragungsdauer unterschiedli-
che Signalstrukturen aufpr

agen zu k

onnen, mu die Bandbreite der Signale um einen
Spreizfaktor Q, der

ublicherweise mindestens so gro wie die Teilnehmeranzahl K in
der Zelle ist, gr

oer als die Bandbreite sein, die zum alleinigen

Ubertragen der Nach-
richten eines einzigen Teilnehmers eigentlich ben

otigt wird [Goi98, Vit95]. Man mu
also eine Bandbreitenspreizung vornehmen. Der Empf

anger kann dann anhand der
charakteristischen Signalstrukturen die Empfangssignalanteile verschiedener Teilneh-
mer zumindest n

aherungsweise zu separieren. Besonders einfach ist dies, wenn die
Empfangssignalanteile verschiedener Teilnehmer orthogonal sind. Dann ist eine per-
fekte Separation durch einfaches Korrelieren oder signalangepates Filtern m

oglich
[Tur80, Goi98, PG58, Vit95, L

uk92]. Die Vielfachzugrisverfahren Frequenzmultiplex
und Zeitmultiplex sind solche Spezialf

alle mit orthogonalen Empfangssignalanteilen
[L

uk95]. Im allgemeinen sendet man beim Codemultiplex jedoch rausch

ahnliche Si-
gnale [L

uk92, DJ98], die sp

atestens nach der

Ubertragung

uber den Mobilfunkkanal
nicht mehr perfekt orthogonal sind. Verfahren zum Separieren der Empfangssignal-
anteile und somit zum Interferenzreduzieren bei Codemultiplex mit nichtorthogona-
len Empfangssignalanteilen wurden in den vergangenen Jahren intensiv untersucht
[Ver98, KA00, DHHZ95, Mos96, Kle96], und deren Analyse und Weiterentwicklung
sind ein zentrales Thema der vorliegenden Schrift.
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Zusammenfassend kann man sagen, da bei allen drei elementaren Vielfachzugris-
verfahren Frequenzmultiplex, Zeitmultiplex und Codemultiplex zum Reduzieren der
Interferenzen bei K Teilnehmern eine Bandbreitenerh

ohung um einen Faktor von un-
gef

ahr K erforderlich ist, die sich negativ auf die spektrale Kapazit

at 
k
nach (1.1)
auswirkt [Pro95]. Vielfachzugrisverfahren wird man daher nur zum Reduzieren sehr
starker Interferenzen, zum Beispiel innerhalb einer Zelle, verwenden.
Keines der Vielfachzugrisverfahren hat derart massive Vorteile, da eine optimale
Wahl des Vielfachzugrisverfahrens trivial w

are [BJK96, OSC
+
97, NTD
+
98]. Die Ent-
scheidung dar

uber, welches Vielfachzugrisverfahren beziehungsweise welche Signal-
strukturen beim Codemultiplexverfahren in einem Mobilfunksystem eingesetzt werden
sollen, wird von vielen Faktoren beeinut. Wichtige Kriterien sind
 die erzielbare Performanz,
 der erforderliche Realisierungsaufwand und nicht zuletzt
 die patentrechtliche Situation.
Die erzielbare Performanz ergibt sich aus einem komplizierten Wechselspiel von
 Wahl des Vielfachzugrisverfahren,
 Systemparametrisierung,
 Eigenschaften des Mobilfunkkanals,
 eingesetzten Signalverarbeitungstechniken,
 geforderten Diensten und
 gew

ahltem G

utekriterium
und kann in der Regel nur mit umfangreichen Simulationskampagnen ermittelt werden
[OSC
+
97, NTD
+
98, BKNS94a, SB96, Na95, NSKJ95].

Ublicherweise f

uhren System-
optimierungen zu einem Konzept, in dem alle drei elementaren Vielfachzugrisverfah-
ren Frequenzmultiplex, Zeitmultiplex und Codemultiplex zu einem hybriden Vielfach-
zugrisverfahren kombiniert werden [HKK
+
00, BJK96]. Durch solche Kombinationen
versucht man, die vorteilhaften Eigenschaften der einzelnen Vielfachzugrisverfahren
zu nutzen und die nachteiligen Eigenschaften m

oglichst weitgehend zu unterdr

ucken.
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Als Resultat eines langj

ahrigen Entscheidungsprozesses steht heute fest, da praktisch
alle Konzepte f

ur Mobilfunksysteme der dritten Generation eine Codemultiplexkom-
ponente enthalten [BW98a, BW98b, HT00, AS97, OP98, CMO99, DGNS98, ASS98,
FST
+
96, KKLN98, ntz98, Wes02].
Entwurf und Standardisierung von Mobilfunkkonzepten sind nicht prim

ares Thema
der vorliegenden Schrift. Die folgenden Betrachtungen k

onnen sich daher auf die heute
besonders interessierenden Mobilfunksysteme mit Codemultiplexkomponente konzen-
trieren. Dies gilt um so mehr, wenn man bedenkt, da Interferenzreduktion in Mo-
bilfunksystemen mit Codemultiplexkomponente eine wesentlich allgemeinere Aufgabe
ist als die Interferenzreduktion in Mobilfunksystemen, die ausschlielich Frequenzmul-
tiplex, Zeitmultiplex oder eine Kombination der beiden Verfahren verwenden, da nur
bei Vorhandensein einer Codemultiplexkomponente nichtorthogonale Empfangssignal-
anteile auftreten k

onnen. Dar

uber hinaus bedeutet sogar die Konzentration auf Mo-
bilfunksysteme, die ausschlielich Codemultiplex verwenden, keine Einschr

ankung der
Allgemeing

ultigkeit der gewonnenen Ergebnisse, da andere Vielfachzugrisverfahren
wie Frequenzmultiplex, Zeitmultiplex oder hybriden Vielfachzugrisverfahren als Spe-
zialf

alle von Codemultiplex mit entarteten Signalstrukturen betrachtet werden k

onnen.
1.3 Neue Techniken der Interferenzreduktion
Bereits heute sind viele Interferenzreduktionsverfahren f

ur den Einsatz in Mobilfunk-
systemen bekannt. Die bislang verwirrende Vielfalt an Interferenzreduktionsverfahren
resultiert daraus, da die Verfahren stets isoliert oder in einer konkreten Anwendung
betrachtet werden. Ein Ziel der vorliegenden Schrift ist es daher, das gesamte, noch
zu vervollst

andigende Repertoire an Interferenzreduktionsverfahren systematisch dar-
zustellen. Der Verfasser schl

agt vor, in einem ersten Schritt Interferenzreduktionsver-
fahren in die beiden Klassen
 Verfahren auf der Systemebene und
 Verfahren auf der Verbindungsebene
einzuteilen.
Bei Betrachtungen auf der Systemebene interessiert man sich nur f

ur die Leistungen der
Signale. Interferenzreduktionsverfahren auf der Systemebene sind folglich Verfahren,
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deren Ziel ein Reduzieren der Leistungen der empfangenen Interferenzsignale ist. Ein
Reduzieren der empfangenen Interferenzleistungen ist beispielsweise durch geschicktes
Einstellen der Sendeleistungen oder der Richtcharakteristiken der Sendeantennen und
Empfangsantennen m

oglich. Antennen mit einstellbaren Richtcharakteristiken werden
auch als adaptive Antennen bezeichnet.
Der Einsatz von Verfahren zur Interferenzreduktion durch geschicktes Einstellen der
Sendeleistungen kann als Stand der Technik angesehen werden [Gib99, Ste92, DB96].
Ein nach gewissen Kriterien optimales Verfahren zum Einstellen der Sendeleistun-
gen [Aei73, Zan92b, Zan92a, GZ94, GVGZ93, NA83, GVG94, AN82] und g

unstig zu
realisierende iterative Implementierungen dieses Verfahrens [Zan92a, LLS95, GVG94,
HWL97, SW96] sind bekannt.
Verfahren zur Interferenzreduktion durch Einstellen der Richtcharakteristiken der An-
tennen basieren auf der Beobachtung, da sich die n

utzlichen nachrichtentragenden
Wellen und die die Interferenzen verursachenden Wellen in der Regel in unterschied-
liche Richtungen ausbreiten. Dies f

uhrt zu unterschiedlichen Einfallsrichtungen und
Ausfallsrichtungen der Wellen an den Empfangsantennen beziehungsweise Sendean-
tennen. Je nach Rahmenbedingungen wie
 der Art der eingesetzten adaptiven Antennen,
 den r

aumlichen Eigenschaften des Kanals,
 der zum Einstellen der Richtcharakteristiken verf

ugbaren Kanalkenntnis und
 den eingesetzten Optimierungskriterien
ergeben sich eine Vielfalt m

oglicher Verfahren zur Interferenzreduktion durch Einstel-
len der Richtcharakteristiken der Antennen. Lehrb

ucher, die Verfahren zur Interfe-
renzreduktion durch Einstellen der Richtcharakteristiken von Antennen behandeln,
sind zum Beispiel [MM80, LR99, Hay85, WS85]. Weiterhin sind die Aufsatzsamm-
lung [Rap98] und die Ver

oentlichungen [Fuh97, KV96, AMVW91, TVP96, App76,
Gab76, WMGG67] zu erw

ahnen. Eine wichtige Voraussetzung vieler Verfahren zur
Interferenzreduktion durch Einstellen der Richtcharakteristiken der Antennen ist die
Kenntnis der Ausbreitungsrichtungen der Funkwellen. Diese Kenntnis kann man durch
eine Richtungssch

atzung erlangen [PM92, Haa97, HN95, RK89, Sch86, KT83]. Obwohl
die prinzipielle Vorgehensweise zur Interferenzreduktion durch Einstellen der Richt-
charakteristiken der Antennen gut bekannt ist, konnten sich derartige Verfahren in der
Praxis noch nicht durchsetzen. Dies liegt im wesentlichen an der im Vergleich zu der bei
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Einsatz einer konventionellen Antenne komplexeren analogen Hochfrequenzsignalver-
arbeitung und der beim Einsatz an der Mobilstation st

orenden groen Abmessungen
einer adaptiven Antenne.
Betrachtungen auf der Verbindungsebene besch

aftigen sich mit der Struktur und Ver-
arbeitung der Signale. Interferenzreduktionsverfahren auf der Verbindungsebene zielen
darauf ab, die sch

adlichen Auswirkungen der Interferenzen durch Nutzen der Kenntnis
der Signalstrukturen bei der Signalverarbeitung zu reduzieren. Im Vergleich zu Interfe-
renzreduktionsverfahren auf der Systemebene sind Verfahren auf der Verbindungsebene
typischerweise relativ komplex, da die Anzahl der fortlaufend an das zeitvariante Mo-
bilfunkszenario anzupassenden Parameter der Signalverarbeitung wesentlich h

oher ist.
Dies ist mit ein Grund daf

ur, da Interferenzreduktionsverfahren auf der Verbindungs-
ebene erst in j

ungster Vergangenheit gesteigertes Interesse nden. Zur Interferenzre-
duktion auf der Verbindungsebene gibt es zwei Ans

atze:
 Man kann die Sendesignale auf solche Weise erzeugen, da die resultierenden
Empfangssignalanteile derart strukturiert sind, da sich die Interferenzen beim
Empfang weniger sch

adlich auswirken.
 Man kann durch Ausnutzen der Kenntnis der Empfangssignalstrukturen bei der
Empfangssignalverarbeitung die sch

adlichen Auswirkungen der Interferenzen re-
duzieren.
Verfahren der erstgenannten Art werden auch als Verfahren zur gemeinsamen Sende-
signalerzeugung bezeichnet, da man beim Erzeugen des Sendesignals f

ur einen Teil-
nehmer auch die anderen Teilnehmer, bei denen die Auswirkungen der Interferenzen
reduziert werden sollen, ber

ucksichtigen mu. Erste Ver

oentlichungen zur gemeinsa-
men Sendesignalerzeugung sind [EN93, ESN95, ENS97, Tom71, HM72, BPD00, JU00,
VM98, KM00, MBW
+
00, TWMB01b, TWMB01a, TMW00, BMWT00, NB02, WR01,
Fis02, Cos83, FWLH02]. Da Verfahren zur gemeinsamen Sendesignalerzeugung und
deren Anwendung im Mobilfunk relativ neu sind, werden Verfahren zur gemeinsamen
Sendesignalerzeugung derzeit noch in keinem Mobilfunkstandard explizit ber

ucksich-
tigt. Es gibt jedoch Ans

atze solche Verfahren in bestehenden Mobilfunksystemen ein-
zusetzen [MTWB01a, MTWB01b].
Die Verfahren der zweitgenannten Art werden auch als Verfahren zur gemeinsamen
Empfangssignalverarbeitung bezeichnet, da beim Verarbeiten der Empfangssignale
auch die Empfangssignalanteile der Teilnehmer, deren Interferenzen reduziert werden
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sollen, ber

ucksichtigt werden m

ussen. Ein Hauptproblem der gemeinsamen Empfangs-
signalverarbeitung besteht, neben dem nicht unerheblichen Rechenaufwand, darin, da
ein Unwirksammachen von Interferenzen durch Empfangssignalverarbeitungstechniken
mit einer erh

ohten Empndlichkeit des Empf

angers gegen

uber verbleibenden St

orsi-
gnalen einhergeht. Diese verbleibenden St

orsignale sind die systemfremden St

orsignale
und insbesondere die nicht in die gemeinsame Empfangssignalverarbeitung einbezoge-
nen Interferenzsignale. Diese Probleme haben eine Anfang der neunziger Jahre einset-
zende Suche nach gemeinsamen Empfangssignalverarbeitungsverfahren motiviert, die
verschiedenartige Kompromisse aus
 ben

otigtem Rechenaufwand,
 erzielbarer Interferenzunterdr

uckung und
 St

orempndlichkeit
darstellen. Ein erstes Lehrbuch

uber Verfahren zur gemeinsamen Empfangssignalver-
arbeitung ist [Ver98]. Weiterhin sind die

Ubersichtsartikel [KA00, DHHZ95, Mos96]
zu erw

ahnen. Einige Konzepte f

ur Mobilfunksysteme der dritten Generation, zum Bei-
spiel TD-CDMA [HKK
+
00, BKNS94a], sehen bereits den Einsatz einfacher Verfahren
zur gemeinsamen Empfangssignalverarbeitung vor. In der vorliegenden Schrift wird
ein neuartiges, allgemeines, an der Universit

at Kaiserslautern im Rahmen verschie-
dener Drittmittelprojekte und Promotionsverfahren unter Betreuung des Verfassers
entwickeltes Konzept der gemeinsamen Empfangssignalverarbeitung vorgestellt, das
alle praktisch relevanten bekannten gemeinsamen Empfangssignalverarbeitungsverfah-
ren als Spezialf

alle enth

alt. Mit Hilfe dieses allgemeinen Konzeptes der gemeinsamen
Empfangssignalverarbeitung gelingt es, die groe Vielfalt bekannter gemeinsamer Emp-
fangssignalverarbeitungsverfahren sinnvoll zu ordnen, zu vergleichen und bislang un-
bekannte Varianten der gemeinsamen Empfangssignalverarbeitung zu entdecken.
Es sei darauf hingewiesen, da man die in Abschnitt 1.2 vorgestellten Vielfachzugris-
verfahren gem

a obigen Klassizierungsschema als einfache Interferenzreduktionsver-
fahren auf der Verbindungsebene ansehen kann. Bei Einsatz eines Vielfachzugrisver-
fahrens werden Sender und Empf

anger so entworfen, da sich die Interferenzen trotz
unver

anderter Empfangsleistungen weniger sch

adlich auswirken. Vielfachzugrisverfah-
ren sind besonders einfache Interferenzreduktionsverfahren auf der Verbindungsebene,
da ausnahmsweise keinerlei Adaption der Signalverarbeitung an die aktuellen Kanalei-
genschaften erforderlich ist. Vielmehr werden nur allgemeing

ultige Eigenschaften des
linearen Kanals ausgenutzt.
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Trotz oder vielleicht auch gerade wegen der vielen bereits erschienen Arbeiten zur
Interferenzreduktion in Mobilfunksystemen fehlt heute ein

Uberblick

uber die Interfe-
renzreduktionsverfahren, ihre Anwendungsm

oglichkeiten, Performanz und Wechselwir-
kungen. Dies ist eine angesichts der groen wirtschaftlichen Bedeutung der Interferenz-
reduktion in CDMA-Mobilfunksystemen unbefriedigende Situation, da eine sinnvolle,
das heit gr

otm

ogliche Interferenzreduktion mit kleinstm

oglichen Aufwand erzielende
Auslegung eines Mobilfunksystems so nicht m

oglich ist. Die vorliegende Schrift will
hier Abhilfe schaen. Hierzu ist das aus vielen konkreten Mobilfunksystementw

urfen
und theoretischen Detailstudien bekannte Wissen

uber Interferenzreduktionsverfahren
zusammenzutragen, zu vervollst

andigen und allgemein darzustellen. Im einzelnen wer-
den
 das Repertoire der Verfahren zur Interferenzreduktion vervollst

andigt und syste-
matisch dargestellt,
 Anwendungsm

oglichkeiten der Interferenzreduktionsverfahren in CDMA-
Mobilfunksystemen gezeigt und
 die erzielbaren Nutzeekte abgesch

atzt.
Der Schwerpunkt liegt hierbei auf den neuen, auf der Verbindungsebene arbeitenden In-
terferenzreduktionsverfahren. Aufgrund der groen Vielfalt denkbarer Verfahren nimmt
die Darstellung der Verfahren zur gemeinsamen Empfangssignalverarbeitung dabei na-
turgem

a den gr

oten Raum ein.
Zun

achst werden in Kapitel 2 Modellierungstechniken und allgemeine Modelle der be-
trachteten CDMA-Mobilfunksysteme dargestellt. So gelingt es, die allgemeinen Prin-
zipien der Interferenzreduktion zu erkennen und vom konkreten Mobilfunksystem zu
abstrahieren. Wenn die betrachteten Signale zum Beispiel zumindest in guter N

ahe-
rung sowohl zeit- als auch bandbegrenzt sind, so kann man die Signale durch Vektoren
endlicher Dimension beschreiben. Die diskutierten Modelle der betrachteten CDMA-
Mobilfunksysteme basieren auf einer solchen endlichdimensionalen Vektordarstellung
der Signale. Schlielich werden in Kapitel 2 noch exemplarisch die konkreten Signal-
strukturen und Parameter des TD-CDMA-Mobilfunksystems vorgestellt.
Bevor auf Verfahren zur Interferenzreduktion eingegangen wird, werden in Kapitel
3 die in einem CDMA-Mobilfunksystem auftretenden Interferenzen klassiziert. Ei-
ne wichtige Rolle spielt hierbei das zellulare Konzept, das ein weiteres Verfahren zur
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Entsch

arfung der Interferenzsituation neben den bereits in Abschnitt 1.2 diskutierten
Vielfachzugrisverfahren ist. Es wird gezeigt, da der zur Interferenzreduktion zu trei-
bende Aufwand und die erzielbaren Nutzeekte f

ur die verschiedenen Interferenzarten,
trotz prinzipiell von der Interferenzart unabh

angiger Interferenzreduktionsverfahren,
stark unterschiedlich sind.
Kapitel 4 gibt einen

Uberblick

uber das Repertoire der Interferenzreduktionsverfahren.
Sowohl Verfahren auf der Systemebene als auch Verfahren auf der Verbindungsebe-
ne werden angesprochen. Anwendungsm

oglichkeiten der Interferenzreduktionsverfah-
ren in Mobilfunksystemen werden gezeigt, und die erzielbaren Nutzeekte werden ab-
gesch

atzt. Es ergibt sich, da eine vollst

andige Elimination von Interferenzen in einem
Mobilfunksystem theoretisch denkbar w

are. Eine solche Interferenzelimination setzt je-
doch eine vollst

andige perfekte Systemkenntnis, das heit Kenntnis des MIMO-Kanals,
siehe Bild 1.2, voraus. Das Erlangen dieser Systemkenntnis ist jedoch praktisch nicht
m

oglich. Die Interferenzbegrenztheit eines Mobilfunksystems resultiert also aus der ein-
geschr

ankten Systemkenntnis. Das umfangreiche Thema der gemeinsamen Empfangs-
signalverarbeitung wird in Kapitel 4 nur kurz angerissen. Eine ausf

uhrliche Diskussion
der Verfahren zur gemeinsamen Empfangssignalverarbeitung folgt in den Kapiteln 5,
6, 7 und 8.
Eine gemeinsame Empfangssignalverarbeitung besteht genaugenommen aus zwei Teil-
schritten. In einem Mobilfunksystem kann man wegen der unbekannten Kanaleigen-
schaften trotz bekannter Sendesignalstrukturen nicht davon ausgehen, da die Emp-
fangssignalstrukturen dem Empf

anger a priori bekannt sind. In Mobilfunksystemen
bestimmt man daher zun

achst mit Hilfe bekannter gesendeter Trainingssignale die
Kanaleigenschaften [Gib99, Ste92, DB96, Tur57]. Beim Bestimmen der Kanaleigen-
schaften treten naturgem

a ebenfalls Interferenzen auf, so da auch hier eine ge-
meinsame Empfangssignalverarbeitung eingesetzt werden kann. Diese wird als gemein-
same Kanalsch

atzung bezeichnet [SJ94, SB93, SMWB01, Ste95]. In einem zweiten
Schritt bestimmt man dann unter Einsatz gemeinsamer Empfangssignalverarbeitung
basierend auf den nun zumindest approximativ bekannten Empfangssignalstrukturen
die

ubertragenen Nachrichten. Dies wird als gemeinsame Datensch

atzung bezeichnet
[Ver98, Kle96]. Sowohl der gemeinsamen Kanalsch

atzung als auch der gemeinsamen Da-
tensch

atzung liegt ein lineares Systemmodell zugrunde, da die Empfangssignale lineare
Funktionen der zu sch

atzenden Gr

oen sind. Die Linearit

at des Systemmodells erlaubt
es, optimale, vergleichsweise einfache gemeinsame Sch

atzer zu entwerfen. Es sind auch
Verfahren zur gemeinsamen Datensch

atzung ohne Kenntnis der Empfangssignalstruk-
turen bekannt. Solche Datensch

atzverfahren werden als blinde Datensch

atzverfahren
bezeichnet [Pro95, Hay91, Lu02]. Blinde Datensch

atzverfahren sind jedoch aufgrund
des nunmehr nichtlineare Systemmodells vergleichsweise komplex und im Mobilfunk
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bislang bedeutungslos [Gib99, Ste92, DB96]. In der vorliegenden Schrift werden blinde
Datensch

atzverfahren nicht weiter diskutiert.
Verfahren zur gemeinsamen Kanalsch

atzung werden in Kapitel 5 vorgestellt. Die auf-
wandsg

unstige Realisierung und das Reduzieren der im Falle der Kanalsch

atzung durch
die SNR-Degradation [SJ94, SB93, Ste95] beschriebenen erh

ohten St

orempndlichkeit
gemeinsamer Kanalsch

atzung im Vergleich zu Einzelkanalsch

atzung durch Einsatz op-
timierter, zur Kanalsch

atzung gesendeter Trainingssignale sind wichtige Themen. Es
wird gezeigt, da bei Verwenden spezieller Trainingssignale keine SNR-Degradation
auftritt.
Kapitel 6 enth

alt neben der Denition des zum Beschreiben der reduzierten St

orun-
empndlichkeit gemeinsamer Datensch

atzung im Vergleich zur Einzelsymbolsch

atzung
verwendeten Mehrteilnehmercodierungsgewinns eine

ubersichtsartige Darstellung be-
kannter Verfahren zur gemeinsamen Datensch

atzung. Besonders beachtet werden hier-
bei lineare gemeinsame Datensch

atzverfahren [LV89, XSR90, LV90]. Solche linearen
Sch

atzverfahren sind einfache, heute bereits eingesetzte Verfahren zur gemeinsamen
Datensch

atzung. Alle neuen Verfahren zur gemeinsamen Datensch

atzung m

ussen sich
daher an ihrer Komplexit

at und Performanz messen lassen.
In Kapitel 7 wird das als iterative gemeinsame Datensch

atzung bezeichnete neuartige
allgemeine Konzept der gemeinsamen Datensch

atzung vorgestellt. Alle praktisch re-
levanten Verfahren der gemeinsamen Datensch

atzung werden erstmals als Spezialf

alle
dieser iterativen gemeinsamen Datensch

atzung dargestellt. Eine bedeutende Unterklas-
se der Verfahren der iterativen gemeinsamen Datensch

atzung sind die bereits bekannten
Verfahren der parallelen Interferenzelimination [VA90, VA91], bei denen das iterative
Vorgehen als Rekonstruieren und Abziehen von Interferenzsignalen interpretierbar ist.
Im Gegensatz zur gemeinsamen Kanalsch

atzung, wo man die durch die SNR-
Degradation quantizierte St

orempndlichkeit durch Optimieren der Trainingssignale
reduzieren kann [SJ94, SB93, Ste95], kommt bei der gemeinsamen Datensch

atzung ein
Optimieren der Signalstrukturen zum Maximieren der durch den Mehrteilnehmercodie-
rungsgewinn quantizierten St

orunempndlichkeit in der Regel nicht in Frage, da die
Empfangssignalstrukturen durch die Kanaleigenschaften mitbeeinut werden. Im Ge-
gensatz zu den stets wertkontinuierlichen Eigenschaften des physikalischen Kanals sind
die

ubertragenen Nachrichten in einem digitalen Mobilfunksystem jedoch wertdiskret,
so da sich neue, im Fall der Kanalsch

atzung nicht vorhandene Optimierungsans

atze er-
geben. Die in Kapitel 7 beschriebenen iterativen gemeinsamen Datensch

atzer kann man
um einen Sch

atzwertverbesserer erweitern, der die Kenntnis des Modulationsalphabets
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oder des Fehlerschutzcodes zum Erh

ohen des Mehrteilnehmercodierungsgewinns der ge-
meinsamen Datensch

atzung ausnutzt. In Kapitel 8 werden verschiedene Verfahren zur
Sch

atzwertverbesserung vorgestellt. Sch

atzwertverbesserungsverfahren, die die Kennt-
nis des Modulationsalphabets oder des Fehlerschutzcodes ausnutzen, werden auf eine
gemeinsame Basis gestellt, wodurch ein in der Literatur bislang noch fehlender direkter
Vergleich der verschiedenen Verfahren erm

oglicht wird.
Kapitel 9 enth

alt schlielich eine Zusammenfassung.
Die mathematischen Darstellungen in dieser Schrift erfolgen bevorzugt im zeitdiskreten

aquivalenten Tiefpabereich [Pro95, SJ67]. Vektoren werden durch fettgedruckte Klein-
buchstaben, Matrizen werden mit fettgedruckten Grobuchstaben dargestellt. Kom-
plexe Gr

oen, seien es skalare Gr

oen, Vektoren oder Matrizen, werden unterstrichen.
Das Bilden der Vektornorm, die komplexe Konjugation und die Transposition werden
mit k()k beziehungsweise ()

beziehungsweise ()
T
bezeichnet. F

ur Wahrscheinlichkei-
ten und Wahrscheinlichkeitsdichten werden die Symbole Pr fg beziehungsweise p ()
verwendet. Der Erwartungswert und die Varianz einer Zufallsgr

oe werden mit E fg
beziehungsweise var fg bezeichnet.
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Kapitel 2
Allgemeine Charakterisierung von
CDMA-Mobilfunksystemen
2.1 Modellierung des Mobilfunkkanals
Der physikalische Mobilfunkkanal ist die einzige vorgegebene Komponente eines Mobil-
funksystems. Ziel dieses Abschnitts ist es, ausgehend von dem gegebenen Mobilfunkka-
nal durch Abstraktion eine f

ur die Belange der Analyse und des Entwurfs von Mobil-
funksystemen geeignete informationelle Modellierung [Wen91] dieses Kanals zu nden.
Zun

achst m

ussen geeignete Interpretationen der Schnittstellenvariablen, das heit der
Sendesignale und Empfangssignale, gefunden werden. Basierend hierauf gilt es, die Zu-
sammenh

ange zwischen Sendesignalen und Empfangssignalen zu modellieren. Ziel des
nachrichtentechnischen Entwurfs eines Mobilfunksystems ist es dann, die

ubrigen Kom-
ponenten Sender und Empf

anger des Mobilfunksystems zu entwerfen [Skl97a, Skl97b].
Hierbei hat es sich bew

ahrt, Sender und Empf

anger zun

achst nur als rein informa-
tionelle Systeme zu betrachten [Rup93, Wen91]. Die Sender ordnen den zu sendenden
Nachrichten die Sendesignale zu, w

ahrend die Empf

anger aus den Empfangssignalen die
gesendeten Nachrichten sch

atzen. Hierbei interessieren zun

achst nur die funktionalen
Zusammenh

ange zwischen den Schnittstellenvariablen. An manchen Stellen der Schrift
werden zum besseren Verst

andnis auch exemplarische Aufbaumodelle von Sender und
Empf

anger angegeben, die jedoch nicht als Struktur einer konkreten Systemrealisierung
verstanden werden sollen. Die physikalische Darstellung der Signale, mit Ausnahme der
Sendesignale und Empfangssignale, und die physikalische Realisierung von Sender und
Empf

anger sind prinzipiell auf viele unterschiedliche Arten m

oglich und werden erst
in sp

ateren Entwurfsschritten festgelegt. Im Mobilfunk hat sich die Realisierung von
Sendern und Empf

angern in Form digitaler Hardware-Software-Systeme durchgesetzt
[Tei97, Mit95, Web00, Pir96], die jedoch in der vorliegenden Schrift nicht weiter be-
trachtet werden soll.
Im folgenden werden solche Mobilfunksysteme betrachtet, in denen alle prinzipiell be-
obachtbaren Sendesignale und Empfangssignale als

Uberlagerung endlich vieler Basis-
signale dargestellt werden k

onnen [Cad90], das heit die Signale stammen aus einem
Vektorraum endlicher Dimension [HW86]. Dies ist in sehr guter N

aherung beispiels-
weise f

ur n

aherungsweise sowohl zeit- als auch bandbegrenzte Signale der Fall. Sowohl
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zeit- als auch bandbegrenzte Signale k

onnen eineindeutig durch die endlich vielen kom-
plexwertigen Abtastwerte des

aquivalenten Tiefpasignals im Zeitbereich beschrieben
werden [L

uk95, Rup93, SJ67]. Durch Zusammenfassen der Abtastwerte in Vektoren
erh

alt man den Sendevektor und den Empfangsvektor, die eineindeutig einem Sende-
signal beziehungsweise einem Empfangssignal zugeordnet sind. Man interpretiert die
Signale also als komplexwertige Vektoren oder stellt umgekehrt komplexwertige Vekto-
ren physikalisch als Bandpasignale dar [Lin99, Lin01, REL00]. Man h

atte die Vektoren
nat

urlich auch bez

uglich einer anderen Basis, zum Beispiel im Frequenzbereich, dar-
stellen k

onnen. Das Interferenzph

anomen, die Verfahren der Interferenzreduktion und
die erzielbare Performanz sind jedoch von der Wahl der Basis unabh

angig, und man
wird daher die Basis so w

ahlen, da die Kanalmodellierung m

oglichst einfach wird. Im
folgenden enthalten die Vektoren, sofern nicht explizit anderes gesagt wird, Abtast-
werte der

aquivalenten Tiefpasignale im Zeitbereich, was

ublicherweise zu einfachen
Kanalmodellen f

uhrt. Die Konzentration auf zumindest n

aherungsweise sowohl zeit-
als auch bandbegrenzte Signale ist keine groe Einschr

ankung, da
 bei realen Antennen eine Bandbreitenbegrenzung der Signale physikalisch un-
umg

anglich ist [MG86b],
 die Sendesignale in Mobilfunksystemen aus regulatorischen Erfordernissen auf
schmale Frequenzb

ander begrenzt sein m

ussen und folglich auch die Empfangssi-
gnale ohne Informationsverlust durch Filtern auf die Bandbreite des Sendesignals
begrenzt werden d

urfen,
 eine Zeitbegrenzung der Signale in Mobilfunksystemen mit Zeitmultiplexkom-
ponente ohnehin gegeben ist und sich in Mobilfunksystemen ohne Zeitmulti-
plexkomponente durch Betrachten von zeitbegrenzten Signalausschnitten erzeu-
gen l

at. Die aus der Beschr

ankung auf die Betrachtung von Signalausschnit-
ten resultierenden Fehler sind bei hinreichend langen Signalausschnitten gering
und lassen sich durch spezielle Signalverarbeitungstechniken weiter reduzieren
[Ver88, Ver93, WNM92, WNM96, WNM93, Bra97, JA97, ML01, MJWT01].
Zun

achst soll vereinfachend ein ungest

orter Mobilfunkkanal mit nur einem einzigen Ein-
gang und einem einzigen Ausgang betrachtet werden. Das Eingangssignal ist das in die
Sendeantenne eingespeiste Sendesignal, und das Ausgangssignal ist das der Empfangs-
antenne entnommene Empfangssignal. Der Mobilfunkkanal ordnet dem Sendevektor
einen Empfangsvektor zu. Die Struktur dieses funktionalen Zusammenhangs folgt aus
den charakteristischen Eigenschaften [Par92, Bel63, Lor85, Ste92, P

at99]
 Linearit

at,
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 Mehrwegeausbreitung und daraus folgender Frequenzselektivit

at und
 Zeitvarianz
des physikalischen Mobilfunkkanals. Der Mobilfunkkanal kann folglich als lineares, zeit-
variantes

Ubertragungssystem modelliert werden [Rup93], und der Empfangsvektor ist
eine lineare, durch eine Kanalmatrix beschreibbare Funktion des Sendevektors. Infolge
der Mehrwegeausbreitung hat die Kanalmatrix typischerweise Bandstruktur. Im folgen-
den seien die Signale vereinfachend auf Zeitintervalle zeitbegrenzt, die so kurz sind, da
sich in ihnen der Mobilfunkkanal nur unwesentlich

andert. Der Mobilfunkkanal kann
dann als lineares, zeitinvariantes

Ubertragungssystem angesehen werden [Rup93]. Im
betrachteten Zeitintervall ergibt sich der Empfangsvektor aus dem Sendevektor durch
Faltung mit dem f

ur den Mobilfunkkanal charakteristischen, die Abtastwerte der Ka-
nalimpulsantwort des

aquivalenten Tiefpasystems enthaltenen Kanalimpulsantwort-
vektor. Die Faltung ist eine lineare Funktion und l

at sich alternativ durch eine Kanal-
faltungsmatrix beschreiben [Kam96, Kle96]. Bez

uglich einer anderen Basis erg

abe sich
nat

urlich ein anderer, ebenfalls linearer und durch eine Matrix beschreibbarer funktio-
naler Zusammenhang zwischen Sendevektor und Empfangsvektor [MV90, Fis86].
F

ur numerische Betrachtungen und Performanzuntersuchungen m

ussen typische
Kanalimpulsantwortvektoren betrachtet werden. Solche typischen Kanalimpulsant-
wortvektoren kann man mit einem stochastischen Mobilfunkkanalmodell erzeu-
gen. Allgemein durchgesetzt hat sich die Verwendung von Wide-Sense-Stationary-
Uncorrelated-Scattering-Mobilfunkkanalmodellen (WSSUS-Mobilfunkkanalmodellen)
[Bel63, Sch88a, Hoe92, P

at99, Par92]. In der vorliegenden Schrift werden f

ur exem-
plarische numerische Berechnungen die in [COS89] denierten COST 207 WSSUS-
Mobilfunkkanalmodelle verwendet. Die einzelnen Abtastwerte der Kanalimpulsantwor-
ten sind aufgrund der Uncorrelated-Scattering-Eigenschaft unabh

angig voneinander.
Die Argumente der komplexwertigen Abtastwerte sind gleichverteilt, und die Betr

age
sind Rayleighverteilt, wobei die Erwartungswerte der Energien der Abtastwerte dem
Verz

ogerungsleistungsspektrum 
T
(; 0) folgen. Die nach COST 207 spezizierten
Verz

ogerungsleistungsspektren 
T
(; 0) f

ur verschiedene Mobilfunkszenarien sind in
Bild 2.1 zusammengestellt.
In einem zweiten Schritt sind Mobilfunkkan

ale mit mehreren Eing

angen und meh-
reren Ausg

angen zu betrachten. Die Punkt-zu-Punk-Kan

ale zwischen den einzelnen
Eing

angen und Ausg

angen entsprechen den oben angesprochenen Mobilfunkkan

alen
mit einem einzigen Eingang und einem einzigen Ausgang. An dem Ausgang ergibt
sich der Empfangsvektoranteil, der vom Einspeisen eines Sendevektors in einen Ein-
gang herr

uhrt, durch Faltung dieses Sendevektors mit dem f

ur dieses P

archen von
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T
(; 0) =
T
(0; 0) nach COST 207
2.2 Systemmodellierung 21
Eingang und Ausgang charakteristischen Kanalimpulsantwortvektor. Werden in meh-
rere Eing

ange Sendevektoren eingespeist, so

uberlagern sich die Empfangsvektorantei-
le additiv zu einem gesamten Empfangsvektor. Die Empfangsvektoren sind also auch
bei einem Mobilfunkkanal mit mehreren Eing

angen und Ausg

angen lineare Funktio-
nen der Sendevektoren. Im allgemeinen sind die Kanalimpulsantwortvektoren zwischen
verschiedenen Eing

angen und Ausg

angen des Mobilfunkkanals nicht unabh

angig von-
einander, da sich die Funkwellen f

ur eng benachbarte Sende- oder Empfangsantennen
auf

ahnlichen Wegen ausbreiten. Mobilfunkkanalmodelle, die derartige Abh

angigkeiten
der Kanalimpulsantwortvektoren beachten, m

ussen die Geometrie der Antennenkon-
guration und der Wellenausbreitung ber

ucksichtigen [LR96, ER99, FL96, BJ98, LR99].
Falls jedoch jede Mobilstation und Basisstation nur eine einzige Antenne hat, sind die
zu den verschiedenen Eing

angen und Ausg

angen geh

orenden Antennen typischerweise
so weit voneinander entfernt, da die Kanalimpulsantwortvektoren der verschiedenen
Punkt-zu-Punk-Kan

ale zwischen den einzelnen Eing

angen und Ausg

angen als v

ollig
unabh

angig voneinander angesehen werden k

onnen. F

ur numerische Betrachtungen
k

onnen dann typische Kanalimpulsantwortvektoren getrennt voneinander gem

a den
oben diskutierten stochastischen Modellen f

ur Punkt-zu-Punkt-Kan

ale erzeugt werden.
Im folgenden wird zur Vereinfachung der Schreibweise nicht mehr zwischen den Signalen
in den ihnen eineindeutig zugeordneten Vektoren unterschieden.
2.2 Systemmodellierung
2.2.1 Aufw

artsstrecke
Als Basis f

ur die folgenden Betrachtungen soll hier zun

achst ein Systemmodell der
Aufw

artsstrecke wiedergegeben werden [Kle96], das nur die

Ubertragung von Daten
ber

ucksichtigt, das heit das Senden von Trainingssignalen zum Kanalsch

atzen wird
zun

achst nicht ber

ucksichtigt. Die Struktur des Senders wird hier als, zum Beispiel
durch einen Standard, vorgegeben angesehen. Das Systemmodell eignet sich zum Un-
tersuchen gemeinsamer Datensch

atzverfahren, wenn man annimmt, da die in den
Kanalimpulsantworten enthaltene, zum Datensch

atzen ben

otigte Kanalkenntnis im
Empf

anger perfekt verf

ugbar sei. Es wird davon ausgegangen, da die Empfangssignale
in jeder Basisstation getrennt verarbeitet werden. Verfahren, die die Empfangssignale
mehrerer Basisstationen gemeinsam verarbeiten, bleiben zun

achst unber

ucksichtigt. Es
wird die in Abschnitt 2.1 eingef

uhrte Vektordarstellung von Signalen verwendet.
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Ein erster Schritt beim Entwurf des Systemmodells besteht in der Auswahl eines ange-
messenen Ausschnitts des hypothetisch unendlich groen Mobilfunksystems. Man w

ahlt
eine Referenzmobilstation, deren Nachrichten

ubertragung betrachtet werden soll, aus.
Die Nachrichten dieser Referenzmobilstation werden von der Referenzbasisstation, der
die Referenzmobilstation zugeordnet ist, empfangen. Die anderen Basisstationen des
Mobilfunksystems brauchen nicht ber

ucksichtigt zu werden. Beim Empfang der Nach-
richten der Referenzmobilstation soll eine gemeinsame Datensch

atzung durchgef

uhrt
werden. Die Mobilstationen, deren Interferenzen durch gemeinsame Datensch

atzung
unsch

adlich gemacht werden sollen, m

ussen daher ebenfalls ber

ucksichtigt werden. Die
zus

atzlich zur Referenzmobilstation ber

ucksichtigten Mobilstationen k

onnen zum Bei-
spiel die Mobilstationen sein, die der gleichen Basisstation zugeordnet sind. Die

ubrigen
Mobilstationen des Mobilfunksystems braucht man nicht explizit zu ber

ucksichtigen,
da die Struktur der von ihnen verursachten Empfangssignalanteile f

ur den Entwurf des
gemeinsamen Datensch

atzers irrelevant ist und die Empfangssignalanteile folglich als
Rauschen modelliert werden k

onnen. Inklusive der Referenzmobilstation werden ins-
gesamt K Mobilstationen k 2 f1 : : :Kg bei der gemeinsamen Datensch

atzung ber

uck-
sichtigt.
Das im folgenden eingef

uhrte Systemmodell geht auf [Kle96, KB92] zur

uck.
Bild 2.2 zeigt ein Blockdiagramm der Aufw

artsstrecke des betrachteten CDMA-
Mobilfunksystems. Es wird ein digitales Mobilfunksystem betrachtet, in dem jede Mo-
bilstation k in dem betrachteten Zeitintervall Nachrichten in Form eines uncodierten
bin

aren Datenvektors
u
(k)
=

u
(k)
1
: : : u
(k)
L

T
;
u
(k)
l
2 f 1; +1g ; l = 1 : : : L; k = 1 : : :K; (2.1)
der Dimension L sendet.
Aus den uncodierten bin

aren Datenvektoren u
(k)
entstehen durch Fehlerschutzcodieren
die codierten bin

aren Datenvektoren
d
(k)
=

d
(k)
1
: : : d
(k)
M

T
;
d
(k)
m
2 f 1; +1g ; m = 1 : : :M; k = 1 : : :K; (2.2)
der DimensionM . Im folgenden wird exemplarisch von einer Fehlerschutzcodierung mit
einem Faltungscode [Fri96, Bos92, Roh95, Pro95, VO79, Hub92] der Rate R
c
und der
Einul

ange L
c
ausgegangen. Das zugeh

orige Trellisdiagramm wird durch Anh

angen
von L
c
bekannten Bits an die zu codierenden bin

aren Datenvektoren u
(k)
, k = 1 : : :K,
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Bild 2.2. Systemmodell der Aufw

artsstrecke
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in einen denierten Endzustand

uberf

uhrt. F

ur die Dimension des codierten bin

aren
Datenvektors d
(k)
folgt
M =
L + L
c
  1
R
c
: (2.3)
Alternativ k

onnte die Fehlerschutzcodierung beispielsweise aber auch mit einem Block-
code [Fri96, Bos92, Roh95, Pro95, VO79] oder einem Turbocode [Bos92, BG96, BM96,
HOP96, Hag97] erfolgen. Ein eventuell durchgef

uhrte Verschachtelung ist als Bestand-
teil der Fehlerschutzcodierung zu betrachten.
Voraussetzung f

ur die Anwendbarkeit vieler in der vorliegenden Schrift disku-
tierter Interferenzreduktionsverfahren ist, da das Modulationsverfahren linear ist
[Pro95, Kam96] oder durch Vorcodieren zumindest approximativ linearisierbar ist
[Lau86, Kam96]. Aus den codierten bin

aren Datenvektoren d
(k)
, k = 1 : : :K, nach
(2.2) erh

alt man durch lineares Modulieren die komplexen Datenvektoren
d
(k)
=

d
(k)
1
: : : d
(k)
N

T
; k = 1 : : :K; (2.4)
der Dimension N . Zuverl

assigkeitsinformationen ber

ucksichtigende Verfahren zur
Sch

atzwertverbesserung sind besonders einfach und rechenaufwandsg

unstig, wenn die
Modulation nach den Verfahren Binary-Phase-Shift-Keying (BPSK) oder Quadratur-
Phase-Shift-Keying (QPSK) erfolgt. Im folgenden wird daher exemplarisch eine QPSK-
Modulation angenommen. Die Parameter L, Einul

ange L
c
und Rate R
c
seien ver-
einfachend derart gew

ahlt, da die Dimension M der codierten bin

aren Datenvek-
toren d
(k)
, k = 1 : : :K, ein Vielfaches von zwei ist. Die komplexen Datensymbole
d
(k)
n
, n = 1 : : :N , k = 1 : : :K, entstehen durch Modulieren von je zwei codierten Bits

d
(k)
2n 1
; d
(k)
2n

, siehe Bild 2.3. F

ur die komplexen Datensymbole gilt
d
(k)
n
= d
(k)
2n 1
+ jd
(k)
2n
; n = 1 : : :N; k = 1 : : :K: (2.5)
Die Anzahl der komplexen Datensymbole ist folglich
N =
L + L
c
  1
2R
c
: (2.6)
Eine Trennung von Codierung und Modulation ist nicht unbedingt erforderlich. Letzt-
lich kommt es darauf an, da den uncodierten bin

aren Datenvektoren u
(k)
, k = 1 : : :K,
nach (2.1) komplexe Datenvektoren d
(k)
, siehe (2.4), zugeordnet werden. Dies kann
zum Beispiel auch in einem einzige Schritt durch trelliscodierte Modulation geschehen
[Fri96, Roh95, Pro95, Ung87].
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Bild 2.3. QPSK-Modulation
Die Sendesignale
s
(k)
=

s
(k)
1
: : : s
(k)
S

T
; k = 1 : : :K; (2.7)
der Dimension
S = NQ (2.8)
entstehen durch Spreizen der Datenvektoren d
(k)
, k = 1 : : :K, nach (2.4) mit einem
mobilstationsspezischen Spreizcode
c
(k)
=

c
(k)
1
: : : c
(k)
Q

T
; k = 1 : : :K; (2.9)
der Dimension Q. Es gilt
s
(k)
s
= c
(k)
((s 1)modQ)+1
 d
(k)
((s 1)modQ)+1
; s = 1 : : : S; k = 1 : : :K: (2.10)
Das heit, der aus dem Senden eines Datensymbols d
(k)
n
resultierende Sendesignalanteil
entspricht dem mit dem Datensymbol d
(k)
n
gewichteten und um (n  1)Q Abtastwerte
verschobenen Spreizcode c
(k)
. Der um (n   1)Q Abtastwerte verschobene Spreizcode
c
(k)
wird daher auch als gesendete Signatur des Datensymbols d
(k)
n
bezeichnet. Hier wird
f

ur alle von einer Mobilstation k gesendeten Datensymbole d
(k)
n
, n = 1 : : :N , der gleiche
Spreizcode c
(k)
verwendet. Im allgemeinen kann man aber auch f

ur jedes Datensymbol
d
(k)
n
nach dem Konzept der langen Spreizcodes oder Verw

urfelungscodes [DJ98, HT00]
einen anderen Spreizcode oder auch f

ur jede Mobilstation einen individuellen, an deren
Datenratenbedarf angepaten Spreizfaktor verwenden [DJ98, ASO97, AS97, HT00].
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Im folgenden wird angenommen, da die Mobilfunkkan

ale von den Mobilstationen k,
k = 1 : : :K, zur Basisstation f

ur die Dauer der Sendesignale s
(k)
nach (2.7) zeitinvariant
sind. Die Mobilfunkkan

ale k

onnen daher als lineare zeitinvariante

Ubertragungssysteme
mit den Kanalimpulsantworten
h
(k)
=

h
(k)
1
: : : h
(k)
W

T
; k = 1 : : :K; (2.11)
der Dimension W modelliert werden [Rup93, Hoe92]. Die kombinierte Kanalimpulsant-
wort b
(k)
ist als Faltungsprodukt von Spreizcode c
(k)
nach (2.9) und Kanalimpulsant-
wort h
(k)
nach (2.11) deniert [Kle96]:
b
(k)
= c
(k)
 h
(k)
=

b
(k)
1
: : : b
(k)
Q+W 1

T
: (2.12)
Basierend auf den kombinierten Kanalimpulsantworten b
(k)
, k = 1 : : :K, deniert man
die Systemmatrizen [Kle96]
A
(k)
=

A
(k)
1
: : :A
(k)
N

=
0
B
@
A
(k)
1; 1
   A
(k)
1; N
.
.
.
.
.
.
A
(k)
NQ+W 1; 1
   A
(k)
NQ+W 1; N
1
C
A
; k = 1 : : :K;
A
(k)
(n 1)Q+l; n
=
8
<
:
b
(k)
l
fur n = 1 : : : N;
l = 1 : : : Q+W   1;
0 sonst:
(2.13)
Der auf das Senden des komplexen Datenvektors d
(k)
, siehe (2.4), durch Mobilstation
k zur

uckgehende Empfangssignalanteil ergibt sich zu
e
(k)
= A
(k)
 d
(k)
: (2.14)
Der Empfangssignalanteil e
(k)
ist ein Vektor der Dimension NQ + W   1. Der auf
das Senden eines Datensymbols d
(k)
n
zur

uckgehende Empfangssignalanteil entspricht
folglich der mit dem Datensymbol d
(k)
n
gewichteten n-ten Spalte A
(k)
n
der Systemmatrix
A
(k)
. Die Spalten A
(k)
n
, n = 1 : : :N , der Systemmatrix A
(k)
werden daher auch als
empfangene Signaturen bezeichnet.
Mit dem St

orsignal n der Dimension NQ+W 1, das die Empfangssignalanteile der im
Modell nicht ber

ucksichtigten Mobilstationen und ein eventuell nicht vernachl

assigbares
systemfremdes St

orsignal enth

alt, ergibt sich das Empfangssignal an der Basisstation
zu
e =
K
X
k=1
A
(k)
 d
(k)
+ n: (2.15)
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Im folgenden wird das St

orsignal n als station

ares Rauschen mit einer bekannten Ko-
varianzmatrix [Kam96]
R
nn
= E

nn
T
	
(2.16)
angenommen.
Im Falle weien Rauschens n entartet die Kovarianzmatrix R
nn
nach (2.16) zu einer
Einheitsmatrix
R
nn
= 
2
I: (2.17)
Mit der Energie
E
(k)
b;n
=
1
4
b
(k)
T
b
(k)



d
(k)
n



2
(2.18)
des auf das Senden eines der beiden im n-ten Datensymbol d
(k)
n
von Teilnehmer k ent-
haltenen Bits zur

uckgehenden Empfangssignalanteils im

aquivalenten Bandpabereich
und der zweiseitigen spektralen Leistungsdichte
N
0
2
=

2
4
(2.19)
des

aquivalenten Bandparauschens folgt
E
(k)
b;n
N
0
=
b
(k)
T
b
(k)



d
(k)
n



2
2
2
: (2.20)
Wenn das St

orsignal n auf viele unabh

angige Quellen zur

uckgeht, so kann man gem

a
dem zentralen Grenzwertsatz [Pap91, Bos86] in guter N

aherung annehmen, da n
gauverteilt ist. Die Wahrscheinlichkeitsdichtefunktion des mehrdimensional gauver-
teilten komplexwertigen Rauschens mit der Kovarianzmatrix R
nn
, siehe (2.16), ist
[Wha71, Pro95, SJ67]
p (n) =
1

NQ+W 1
det (R
nn
)
 exp
 
 n
T
R
 1
nn
n

: (2.21)
Aufgabe des gemeinsamen Datensch

atzers im Basisstationsempf

anger ist es, Sch

atzun-
gen
^
u
(k)
, k = 1 : : :K, der uncodierten bin

aren Datenvektoren u
(k)
, k = 1 : : :K, nach
(2.1) zu ermitteln. Zun

achst werde angenommen, da dem gemeinsamen Datensch

atzer
neben den Spreizcodes c
(k)
, k = 1 : : :K, nach (2.9) und der Kovarianzmatrix R
nn
nach
(2.16) des Rauschens n auch die Kanalimpulsantworten h
(k)
, k = 1 : : :K, nach (2.11)
perfekt bekannt sind. Die Kenntnis der Spreizcodes c
(k)
, k = 1 : : :K, und der Kana-
limpulsantworten h
(k)
, k = 1 : : :K, impliziert die Kenntnis der Systemmatrizen A
(k)
,
k = 1 : : :K, nach (2.13).
28 Kapitel 2: Allgemeine Charakterisierung von CDMA-Mobilfunksystemen
Zur Vereinfachung der Schreibweisen werden noch der totale uncodierte bin

are Daten-
vektor
u =

u
(1)
T
: : :u
(K)
T

T
; (2.22)
der totale codierte bin

are Datenvektor
d =

d
(1)
T
: : :d
(K)
T

T
; (2.23)
der totale komplexe Datenvektor
d =

d
(1)
T
: : :d
(K)
T

T
(2.24)
und die totale Systemmatrix
A =

A
(1)
: : :A
(K)

(2.25)
eingef

uhrt. Mit (2.25) und (2.24) ergibt sich das Empfangssignal (2.15) gem

a der
Systemgleichung
e = A  d+ n: (2.26)
Das vorgestellte Systemmodell l

at sich auf vielerlei Art erweitern, ohne da sich da-
durch seine mathematische Struktur

andern w

urde. Man kann beispielsweise auch den
Fall betrachten, da dem gemeinsamen Datensch

atzer Empfangssignale mehrerer An-
tennen zur Verf

ugung stehen [SB96, BKNS94a, Bla98]. Diese mehreren Empfangsanten-
nen k

onnen an einer Basisstation angebracht sein, oder es kann sich um die Empfangs-
antennen mehrerer Basisstationen handeln. An jeder Empfangsantenne k
a
2 f1 : : :K
a
g
erh

alt man analog zu (2.26) ein empfangsantennenspezisches Empfangssignal
e
(k
a
)
= A
(k
a
)
 d + n: (2.27)
Mit dem totalen Empfangsvektor
e =

e
(1)
T
: : : e
(K
a
)
T

T
; (2.28)
und der sich aus den empfangsantennenspezischen Systemmatrizen A
(k
a
)
zusammen-
setzenden totalen Systemmatrix
A =

A
(1)
: : :A
(K
a
)

(2.29)
erh

alt man wieder die Systemgleichung (2.26). Wichtig f

ur die Betrachtungen gemeinsa-
mer Datensch

atzverfahren in der vorliegenden Schrift ist allein, da das Empfangssignal
e, siehe (2.26), die Summe einer linearen, durch eine Systemmatrix A beschriebenen
Funktion des totalen gesendeten Datenvektors d nach (2.24) und einer St

orung n ist.
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Man kann den Empfangsvektor e, siehe (2.26), auch bez

uglich einer anderen Basis,
zum Beispiel im Frequenzbereich [L

uk95], betrachten. Mit der Transformationsmatrix
~
T [Fis86, MV90] folgt f

ur den transformierten Empfangsvektor
~
e =
~
Te (2.30)
die transformierte Systemgleichung
~
e =
~
TA
|{z}
~
A
d+
~
Tn
|{z}
~
n
(2.31)
mit der transformierten Systemmatrix
~
A =
~
TA (2.32)
und dem transformierten St

orvektor
~
n =
~
Tn: (2.33)
Aus (2.33) folgt mit (2.16) die transformierte Kovarianzmatrix
~
R
nn
= E

~
n
~
n
T
	
=
~
TR
nn
~
T
T
(2.34)
des transformierten St

orvektors
~
n.
2.2.2 Abw

artsstrecke
F

ur die Abw

artsstrecke erh

alt man ein dem im Abschnitt 2.2.1 vorgestellten Aufw

arts-
streckenmodell sehr

ahnliches Abw

artsstreckenmodell, wenn man die gemeinsame Da-
tensch

atzung in einer Referenzmobilstation betrachtet. Die anderen Mobilstationen
brauchen hier nicht ber

ucksichtigt zu werden, da die gemeinsame Empfangssignalver-
arbeitung aufgrund der r

aumlichen Trennung der Mobilstationen in jeder Mobilstation
getrennt erfolgen mu. Bild 2.4 zeigt ein Blockdiagramm der Abw

artsstrecke aus der
Sicht der Referenzmobilstation, wenn man nur die Sendesignale s
(k)
, siehe (2.7), der Re-
ferenzbasisstation, der die Referenzmobilstation zugeordnet ist, betrachtet. In der Ba-
sisstation benden sich getrennte Sender zum Versorgen der Mobilstationen 1 : : :K, die
jeweils gem

a den bereits in Abschnitt 2.2.1 betrachteten Signalverarbeitungsverfahren
Sendesignale s
(k)
f

ur die einzelnen Mobilstationen erzeugen. Das gesamte Sendesignal
ergibt sich nun als Summe
s =
K
X
k=1
s
(k)
(2.35)
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Bild 2.4. Systemmodell der Abw

artsstrecke
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dieser Sendesignalanteile. Das gesamte Sendesignal s gelangt

uber einen durch die Ka-
nalimpulsantwort h
(k)
nach (2.11) charakterisierten Mobilfunkkanal zur betrachteten
Referenzmobilstation k, wo sich ein mobilstationsspezisches St

orsignal n
(k)
additiv

uberlagert. Dieses mobilstationsspezische St

orsignal setzt sich aus den von den nicht
ber

ucksichtigten anderen Basisstationen stammenden Empfangssignalen und eventuell
nicht vernachl

assigbaren systemfremden St

orsignalen zusammen. Formal ergibt sich aus
der Sicht der einen Referenzmobilstation ein dem in Abschnitt 2.2.1 f

ur die Aufw

arts-
strecke hergeleiteten Systemmodell

aquivalentes Systemmodell, wenn man nur die Ka-
nalimpulsantworten alle gleich der Kanalimpulsantwort h
(k)
der Referenzmobilstation
setzt. Aufgabe des gemeinsamen Datensch

atzers in der Referenzmobilstation k ist es,
eine Sch

atzung
^
u
(k)
des uncodierten bin

aren Datenvektors u
(k)
nach (2.1) zu ermitteln.
2.3 TD-CDMA als exemplarisches CDMA-Mobil-
funksystem
TD-CDMA ist ein seit Anfang der neunziger Jahre am Lehrstuhl f

ur hochfrequente
Signal

ubertragung und -verarbeitung entwickeltes Konzept f

ur Mobilfunksysteme der
dritten Generation [BFKM93, FKB94, KB93, KKKB94, SJ94, SB93, SJ93, KB92].
TD-SCDMA [SAG02] ist eine f

ur den chinesischen Markt gedachte Weiterentwick-
lung von TD-CDMA. Bild 2.5 zeigt eine schematische Darstellung des in TD-
CDMA sowohl in der Aufw

artsstrecke als auch in der Abw

artsstrecke verwende-
ten hybriden Vielfachzugrisverfahrens. Dieses Vielfachzugrisverfahren verwendet ei-
ne Kombination aller drei elementaren Vielfachzugrisverfahren Frequenzmultiplex,
Zeitmultiplex und Codemultiplex und ist Resultat langj

ahriger Optimierungsarbeiten
[BKNS94a, NSKJ95, SB96, JBNB94, BKNS94b]. F

ur die Frequenzmultiplexkomponen-
te wird das gesamte f

ur das Mobilfunksystem verf

ugbare Frequenzband der Bandbreite
B
sys
inN
f
Frequenzschlitze der Bandbreite B aufgeteilt. Jeder Teilnehmer verwendet je-
weils nur einen dieser Frequenzschlitze. F

ur die Zeitmultiplexkomponente wird die Zeit
in Rahmen der Dauer T
fr
aufgeteilt, die wiederum in N
fr
Zeitschlitze der Dauer T
bu
auf-
geteilt werden. Im folgenden wird von einem synchronen Mobilfunknetz ausgegangen,
in dem also die Zeitschlitze im gesamten Mobilfunknetz zu den selben Zeitpunkten be-
ginnen und enden. Jeder Teilnehmer verwendet periodisch einen der Zeitschlitze jedes
Rahmens. Die auftretenden Signale von der Dauer eines Zeitschlitzes werden auch als
B

uschel bezeichnet. Durch Einsatz der Codemultiplexkomponente sind in einer Zelle im
selben Frequenzschlitz und Zeitschlitz wiederum mehrere Teilnehmer aktiv, deren Sen-
designale unter Einsatz unterschiedlicher Spreizcodes c
(k)
, siehe (2.9), erzeugt werden.
Ein solches Sendesignal innerhalb eines Zeitschlitzes wird als Sendeb

uschel bezeichnet
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Bild 2.5. Hybrides Vielfachzugrisverfahren von TD-CDMA
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und hat die ebenfalls in Bild 2.5 gezeigte B

uschelstruktur. Neben den datentragen-
den Sendesignalabschnitten, die gem

a der in Abschnitt 2.2.1 diskutierten Verfahren
erzeugt werden, enth

alt das Sendeb

uschel noch ein in der B

uschelmitte angeordne-
tes, als Mittambel bezeichnetes, dem Empf

anger bekanntes Trainingssignal zur Ka-
nalsch

atzung. Weiterhin bendet sich am B

uschelende ein Schutzintervall, in dem nichts
gesendet wird. Durch das Schutzintervall wird vermieden, da die als Empfangsb

uschel
bezeichneten Empfangssignale w

ahrend eines Zeitschlitzes infolge der zeitlich ausge-
dehnten Kanalimpulsantworten des Mobilfunkkanals Anteile enthalten, die auf das Sen-
deb

uschel des vorhergehenden Zeitschlitzes zur

uckgehen [BKNS94a, BJ96, BKNS94b].
Da die Empfangssignalanteile von Teilnehmern, die verschiedene Frequenzschlitze oder
Zeitschlitze verwenden, durch Filtern beziehungsweise zeitliches Fenstern einfach sepa-
riert werden k

onnen, sind f

ur die im folgenden zu betrachtenden Interferenzredukti-
onsverfahren insbesondere die im selben Frequenzschlitz und Zeitschlitz aktiven Teil-
nehmer aller Zellen des Mobilfunknetzes relevant. Im folgenden werden nur die Signale
einer begrenzten Anzahl K an Teilnehmern, zum Beispiel den im selben Frequenzschlitz
und Zeitschlitz aktiven Teilnehmern einer Zelle, explizit ber

ucksichtigt und die Signale
der

ubrigen Teilnehmer als Rauschen modelliert.
Datensch

atzung und Kanalsch

atzung k

onnen getrennt behandelt werden, obwohl sich
die aus den datentragenden Sendesignalabschnitten und die aus den gesendeten Mit-
tambeln resultierenden Empfangssignalanteile zeitlich

uberlappen. Zun

achst kann man
basierend auf dem Empfangssignalabschnitt, der allein aus dem Senden der Mittambeln
resultiert, die Kanalsch

atzung durchf

uhren. Dann rekonstruiert man, ausgehend von
den bekannten Mittambeln und der nun zumindest n

aherungsweise vorhandenen Ka-
nalkenntnis, die aus dem Senden der Mittambeln resultierenden Empfangssignalanteile
und zieht sie vom Empfangssignal ab [Na95, Ste95]. Man erh

alt ein Empfangssignal
f

ur die Datensch

atzung, das in guter N

aherung nur auf die datentragenden Sendesi-
gnalabschnitte zur

uckgeht.
Neben allgemeinen Betrachtungen werden in dieser Schrift zur Veranschaulichung auch
exemplarische numerische Berechnungen und Simulationen durchgef

uhrt. Sofern nicht
explizit anders erw

ahnt, gelten hierf

ur die in Tabelle 2.1 zusammengestellten typi-
schen Parameter eines TD-CDMA Mobilfunksystems [HKK
+
00]. Es werden orthogo-
nale Spreizcodes c
(k)
, k = 1 : : :K, siehe (2.9), verwendet, die durch Verw

urfeln der
16 Walsh-Codes der L

ange Q = 16 mit einer gemeinsamen bin

aren Pseudozufallsfolge
erzeugt werden. Die Spreizcodes c
(k)
, k = 1 : : :K, werden von B

uschel zu B

uschel mit
einer anderen bin

aren Pseudozufallsfolge neu verw

urfelt.
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Tabelle 2.1. Parameter
Parameter Wert
Coderate R
c
= 1=2
Einul

ange L
c
= 5
Generatorpolynome g
1
= [10011]
g
2
= [11101]
Anzahl der uncodierten Bits L = 118
Modulation QPSK
Anzahl der komplexen Datensymbole N = 122
Spreizfaktor Q = 16
Anzahl der Mobilstationen 1  K  8
L

ange der Kanalimpulsantwort W = 57
Chiprate f
c
= 3:84 Mchip=s
Mittambell

ange L
m
= 512
Schutzintervalldauer T
gu
= 25s
Zeitschlitzdauer T
bu
= 666; 67s
Rahmendauer T
fr
= 10 ms
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Kapitel 3
Das Ph

anomen der Interferenz in
zellularen CDMA-Mobilfunksystemen
3.1 Zellulares Konzept
Charakteristisch f

ur zellulare Mobilfunksysteme ist, da ein sehr groes Gebiet, be-
stehend aus vielen Zellen, versorgt werden mu. Aufgrund der groen gesamten Teil-
nehmerzahl ist es nicht m

oglich, die Interferenzen dem Konzept der Vielfachzugris-
verfahren, siehe Abschnitt 1.2, folgend durch exklusive Nutzung von Frequenzschlitzen
oder Zeitschlitzen vollst

andig zu eliminieren, da die f

ur das Mobilfunksystem ben

otigte
Bandbreite proportional zur Teilnehmeranzahl und damit indiskutabel gro w

are. Das
zellulare Konzept bietet jedoch eine M

oglichkeit, dieses mobilfunkspezische Interfe-
renzproblem auf einfache Art und Weise zu entsch

arfen. Im Gegensatz zu den Vielfach-
zugrisverfahren, deren Ziel das Reduzieren von Interferenzen innerhalb einer Zelle ist,
zielt das zellulare Konzept darauf, die Interferenzen zwischen den Teilnehmern ver-
schiedener Zellen auf ein ertr

agliches Ma zu reduzieren. Die folgenden Betrachtungen
gelten sowohl f

ur die Aufw

artsstrecke als auch f

ur die Abw

artsstrecke. Die Grundidee
des zellularen Konzeptes ist es, den Teilnehmern benachbarter Zellen unterschiedliche
Frequenzkan

ale zuzuweisen, wobei aber im Gegensatz zu den Vielfachzugrisverfahren
Teilnehmer in hinreichend weit voneinander entfernten Zellen die gleichen Frequenz-
kan

ale nutzen d

urfen [MD79]. Jeder Zelle ist also ein Frequenzkanal zugeordnet. Zellen,
die den gleichen Frequenzkanal nutzen, bezeichnet man als Gleichkanalzellen. Infolge
der Mehrfachnutzung von Frequenzkan

alen kommt man auch in einem hypothetisch un-
endlich ausgedehnten Mobilfunksystem mit einer endlichen Anzahl an Frequenzkan

alen
und damit einer endlichen Bandbreite f

ur das gesamte Mobilfunksystem aus.
Da eine 

achendeckende Versorgung gefordert wird, mu das zu versorgende Gebiet
vollst

andig mit Zellen gepastert werden, wobei sich die Zellen nicht

uberlappen d

urfen.
F

ur vereinfachte theoretische Untersuchungen fordert man abweichend von der Rea-
lit

at, da die Zellen die Form regelm

aiger Vielecke haben. Eine vollst

andige Paste-
rung ist dann mit regelm

aigen Sechsecken, Quadraten oder gleichseitigen Dreiecken
m

oglich. Wegen der gr

oten

Ahnlichkeit zum Kreis betrachtet man in der Regel sechs-
eckige Zellen [MD79]. Der Abstand zwischen Zellmittelpunkt und einer der Zellecken
wird als Zellradius 
0
bezeichnet. Man ndet nun f

ur eine mit Zellen in der Form re-
gelm

aiger Sechsecke vollst

andig gepasterte Ebene bestimmte regelm

aige Muster f

ur
36 Kapitel 3: Das Ph

anomen der Interferenz in zellularen CDMA-Mobilfunksystemen
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
0 
    
    
    
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


  1
 
1

Bild 3.1. Zellulares Konzept [MD79], i = j = 1, Wiederholabstand r = 3
die Nutzung der Frequenzkan

ale [MD79], siehe Bild 3.1. Ein solches regelm

aiges Fre-
quenzkanalnutzungsmuster zeichnet sich dadurch aus, da es bez

uglich der Orte der
Gleichkanalzellen
 verschiebungsinvariant f

ur Verschiebungen um ein Vielfaches des Zellabstandes
in Richtung einer der sechs Nachbarzellen einer Zelle und
 rotationsinvariant f

ur Drehungen um ein Vielfaches von 60
Æ
ist. Jedes m

ogliche regelm

aige Frequenzkanalnutzungsmuster l

at sich durch zwei Pa-
rameter i und j beschreiben, die die Wege von einer Referenzzelle zu den sechs n

achsten
Gleichkanalzellen beschreiben. Um zu einer Gleichkanalzelle zu gelangen,
 geht man zun

achst i Zellen in Richtung einer der sechs Nachbarzellen und
 biegt dann in einem Winkel von sechzig Grad ab und geht noch j Zellen weiter.
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Aus den Parametern i und j folgt die als Wiederholabstand bezeichnete Anzahl
r = i
2
+ j
2
+ i  j; i; j 2 N
0
; i + j > 0; (3.1)
an insgesamt ben

otigten Frequenzkan

alen. Oensichtlich sind nur bestimmte, den
rhombischen Zahlen entsprechende Wiederholabst

ande r m

oglich. Das Frequenzkanal-
nutzungsmuster setzt sich aus gleichartigen Gruppen von r benachbarten, verschiedene
Frequenzkan

ale nutzenden Zellen zusammen. Der Wiederholabstand r wird daher auch
als Gruppengr

oe bezeichnet.
F

ur die Interferenzproblematik von besonderem Interesse ist die von den Gleichkanal-
zellen in einer Referenzzelle verursachte gesamte Interferenzleistung. Hierzu tragen alle
Gleichkanalzellen bei. Die Gleichkanalzellen sind auf konzentrischen Ringen, deren Ra-
dien von Ring zu Ring um die gleiche Dierenz gr

oer werden, um die Referenzzelle
herum angeordnet. Die Anzahl der Gleichkanalzellen auf einem solchen Ring ist pro-
portional zum Radius des Rings. Hieraus folgt mit der sinnvollen Annahme, da die
in jeder Zelle abgestrahlte Sendeleistung ungef

ahr gleich ist, da sich in einem unend-
lich ausgedehntem Mobilfunksystem nur dann eine endliche von den Gleichkanalzellen
verursachte Interferenzleistung in der Referenzzelle ergibt, wenn der D

ampfungsexpo-
nent gr

oer als der f

ur Freiraumausbreitung geltende Wert zwei ist [MG86a]. Diese
Voraussetzung ist in Mobilfunksystemen erf

ullt, da sich die Funkwellen infolge Ree-
xion, Streuung und Beugung indirekt ausbreiten und somit nicht die Situation der
Freiraumausbreitung gegeben ist [Par92, P

at99, Ste92].
3.2 Arten der Interferenz
In Bezug auf die Datensch

atzung resultiert Interferenz aus der

Ubertragung anderer
Datensymbole. Der Verfasser schl

agt vor, die Interferenzarten anhand der Beziehung
des interferenzverursachenden Datensymbols zum Referenzdatensymbol gem

a Bild 3.2
zu klassizieren. Falls das interferenzverursachende Datensymbol und das Referenzda-
tensymbol der Daten

ubertragung des gleichen Teilnehmers dienen, so handelt es sich
um Intersymbolinterferenz, andernfalls um Vielfachzugrisinterferenz. Vielfachzugris-
interferenzen unterteilt man weiter in Intrazellinterferenz, bei der das interferenzverur-
sachende Datensymbol und das Referenzdatensymbol der Nachrichten

ubertragung von
Teilnehmern derselben Zelle dienen, und Interzellinterferenz, bei der das interferenzver-
ursachende Datensymbol und das Referenzdatensymbol der Nachrichten

ubertragung
von Teilnehmern verschiedener Zelle dienen.
Die Sch

adlichkeit von Interferenz, der Aufwand der Interferenzreduktion und die Per-
formanz der Interferenzreduktion h

angen von
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Bild 3.2. Klassikation der Interferenzarten
 der Leistung des empfangenen Interferenzsignals und
 der durch die normierte Kreuzkorrelation [L

uk95] der empfangenen Signaturen
quantizierbaren

Ahnlichkeit der Strukturen des Interferenzsignals und des zu
empfangenen Nutzsignals
ab. Die Sch

adlichkeiten der verschiedenen Interferenzarten unterscheiden sich signi-
kant. Bei Intrazellinterferenzen sind die Leistungen von Interferenzsignal und Nutzsi-
gnal ungef

ahr gleich. Im Falle des Einsatzes von Frequenzmultiplex und Zeitmultiplex
sind die Strukturen von Interferenzsignal und Nutzsignal im Idealfall orthogonal, so
da Intrazellinterferenzen unsch

adlich sind. Dies gilt, wie in Kapitel 1.2 diskutiert,
nicht beim Einsatz von Codemultiplex, wo die empfangenen Signaturen unabh

angig
davon, ob die gesendeten Signaturen orthogonal sind oder nicht, rausch

ahnlich sind.
Interzellinterferenz enth

alt unabh

angig von den in den Zellen eingesetzten Vielfachzu-
grisverfahren immer auch Interferenzsignalanteile, zum Beispiel von Teilnehmern aus
Gleichkanalzellen, die den gleichen Frequenzschlitz, Zeitschlitz und Spreizcode verwen-
den, deren Struktur dem Nutzsignal

ahnlich ist. Im Vergleich zu der Intrazellinterfe-
renz sind die Leistungen der Interzellinterferenzsignale jedoch geringer. Die Leistung
von Intersymbolinterferenzsignalen ist ungef

ahr gleich der Leistung des Nutzsignals.
Die

Ahnlichkeit der Signalstrukturen bei Intersymbolinterferenzsignalen h

angt bei ei-
nem Mobilfunksystem, bei dem die Datensymbole eines Teilnehmers zeitlich nachein-
ander gesendet werden, von der zeitlichen

Uberlappung der empfangenen Signaturen
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Bild 3.3. Sch

adlichkeit verschiedener Interferenzarten
ab, die ihrerseits durch das Verh

altnis von Symboldauer zu Kanalimpulsantwortdauer
bestimmt wird. In Bild 3.3 sind die Bereiche der typischen Leistungen und der durch
die normierte Kreuzkorrelation quantizierbaren

Ahnlichkeiten der Signalstrukturen
graphisch qualitativ f

ur verschiedene Interferenzarten dargestellt. Man erkennt, da
die Intrazellinterferenz in Mobilfunksystemen mit Codemultiplexkomponente beson-
ders st

orend ist und somit eine Intrazellinterferenzreduktion besonders hohe Gewin-
ne verspricht. Weiterhin lohnenswert kann eine Interzellinterferenzreduktion und eine
Intersymbolinterferenzreduktion sein. Es sei erw

ahnt, da im Gegensatz zum erzielba-
ren Nutzen einer Interferenzreduktion durch gemeinsame Empfangssignalverarbeitung,
der im wesentlichen durch die Sch

adlichkeit der Interferenz bestimmt ist, der Preis in
Form der erh

ohten St

orempndlichkeit des Empf

angers bei vielen gemeinsamen Da-
tensch

atzverfahren allein durch die

Ahnlichkeit der Strukturen von Interferenzsignal
und Nutzsignal bestimmt wird. Kritisch ist dies insbesondere bei Interferenzen, de-
ren Sch

adlichkeit weniger auf einer hohen Leistung, sondern vielmehr auf einer groen

Ahnlichkeit der Signalstrukturen beruht, also zum Beispiel bei Interzellinterferenz. Hier
kann es leicht passieren, da der negative Eekt der erh

ohten St

orempndlichkeit den
positiven Eekt der Interferenzreduktion

uberwiegt. Insbesondere eine Reduktion der
f

ur Mobilfunksysteme typischen Interzellinterferenz erfordert also verbesserte gemein-
same Datensch

atzer mit geringer St

orempndlichkeit.
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Kapitel 4
Prinzipien der Kapazit

atssteigerung durch
Interferenzreduktion
4.1 Verfahren auf Systemebene
4.1.1 Leistungsregelung
Interferenzreduktion durch Leistungsregelung beruht auf der Tatsache, da aus dem
Senden eines Signals f

ur einen Teilnehmer sowohl
 ein Nutzsignal beim Empfangen des betreenden Teilnehmers als auch
 Interferenzsignale beim Empfangen anderer Teilnehmer
resultieren. Dies gilt sowohl f

ur die Aufw

artsstrecke als auch f

ur die Abw

artsstrecke.
Sowohl die aus einem Sendesignal resultierende empfangene Nutzleistung als auch
die verursachten empfangenen Interferenzleistungen sind proportional zur Sendelei-
stung. Die Proportionalit

atsfaktoren entsprechen den Funkfeldgewinnen der Kan

ale
[Ste96, Par92, Wes02]. Aufgabe eines Leistungsregelungsverfahrens ist es, die Sende-
leistungen aller Teilnehmer im Mobilfunksystem abh

angig von den Funkfeldgewinnen
derart einzustellen, da sich ein g

unstiger Kompromi aus
 den f

ur den Empfang der Nutzsignale vorteilhaften m

oglichst hohen Sendelei-
stungen und
 den zum Vermeiden von Interferenzen erw

unschten m

oglichst geringen Sendelei-
stungen
ergibt. Im allgemeinen sind die Funkfeldgewinne in den Sendern zun

achst unbekannt,
so da ein direktes Einstellen der Sendeleistungen nicht in Betracht kommt. Man mu
vielmehr die Empfangsleistungen in den Empf

angern messen und die f

ur die Leistungs-
regelung ben

otigten Informationen an die Sender zur

ucksignalisieren, damit diese ihre
Sendeleistungen korrigieren k

onnen [Wal98, MP92, EV97]. Da die Funkfeldgewinne
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Bild 4.1. Funkfeldgewinne in einem zellularen Mobilfunksystem
zudem zeitvariant sind, was als Einu einer St

orgr

oe betrachtet werden kann, ist
ein kontinuierliches Korrigieren der Sendeleistungen erforderlich. Bei der Leistungsre-
gelung handelt es sich also um eine klassische regelungstechnische Aufgabenstellungen
[FDK92]. Abh

angig davon, ob die Leistungsregelung schnell genug ist, um den schnellen
Schwund der Funkfeldgewinne [Par92] auszuregeln oder nicht, spricht man von einer
schnellen oder einer langsamen Leistungsregelung [HT00]. Im folgenden genauer zu
untersuchen ist das durch die gew

unschten optimierten Empfangsleistungen beschrie-
bene Ziel des Leistungsregelns und das daraus folgende Interferenzreduktionspotenti-
al. Letztlich ausschlaggebend f

ur die Empfangsqualit

at in einem interferenzbegrenz-
ten Mobilfunksystem sind nicht die absoluten Leistungen, sondern die Nutzleistungs-
zu-Interferenzleistungs-Verh

altnisse an den Empf

angereing

angen. Leistungsregelungs-
verfahren sind also auf der Systemebene arbeitende Verfahren zum Verbessern der
Nutzleistungs-zu-Interferenzleistungs-Verh

altnisse an den Empf

angereing

angen. Lei-
stungsregelungsverfahren eigenen sich nur zur Reduktion der Vielfachzugrisinterfe-
renz und nicht zur Reduktion der Intersymbolinterferenz eines Teilnehmers, da auf
die Datensymbole eines Teilnehmers bezogen sowohl Nutzleistung als auch Intersym-
bolinterferenzleistung gleichermaen proportional zur Sendeleistung des Teilnehmers
sind.
Die theoretischen Hintergr

unde der Leistungsregelung sollen im folgenden kurz am
Beispiel der Aufw

artsstrecke, siehe Bild 4.1 erl

autert werden [Ste96]. Die Betrachtungen
lassen sich direkt auf die Abw

artsstrecke

ubertragen. Es wird ein Mobilfunksystem mit
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insgesamt K Mobilstationen
k 2 K = f1 : : :Kg (4.1)
betrachtet. Die Sendeleistung von Mobilstation k wird mit T
(k)
bezeichnet. Die resul-
tierende Empfangsleistung an der Basisstation von Zelle z ergibt sich als Produkt aus
Sendeleistung T
(k)
und Funkfeldgewinn g
(z;k)
. Die Nutzleistung an der Basisstation von
Zelle z(k), der die Mobilstation k zugeordnet ist, ergibt sich zu
C
(k)
= g
(z(k);k)
 T
(k)
: (4.2)
Verallgemeinernd deniert man die Menge I
(k)
der den Empfang von Mobilstation k
st

orenden Interferer. Im einfachsten Fall besteht diese Menge I
(k)
aus allen Mobilstatio-
nen auer der Mobilstation k. Bei Einsatz von Frequenzmultiplex oder Zeitmultiplex
enth

alt die Menge I
(k)
der st

orenden Interferer sinnvollerweise nur die Mobilstationen,
die den gleichen Frequenzschlitz und den gleichen Zeitschlitz wie die Mobilstation k
nutzen [GZ94, GVG94, GVGZ93, Zan92b, Zan92a]. Bei Einsatz von Codemultiplex
wird man nur solche Mobilstationen als st

orende Interferer f

ur eine Mobilstation k be-
trachten, die nicht in eine gemeinsame Signalverarbeitung einbezogen werden [Ste96].
Die den Empfang von Mobilstation k st

orende Interferenzleistung ergibt sich allgemein
zu
I
(k)
=
X
f
~
k
j
~
k2I
(k)
g
g
(z(k);
~
k)
 T
(
~
k)
: (4.3)
Aus (4.2) und (4.3) folgt das Nutzleistungs-zu-Interferenzleistungs-Verh

altnis

(k)
=
C
(k)
I
(k)
=
g
(z(k);k)
 T
(k)
P
f
~
k
j
~
k2I
(k)
g
T
(
~
k)
(4.4)
beim Empfang des Signals der Mobilstation k.
W

urde man beispielsweise keine Leistungsregelung durchf

uhren und alle Sendelei-
stungen T
(k)
, k = 1 : : :K, gleich einstellen, so erg

aben sich aufgrund der unter-
schiedlichen Funkfeldgewinne im allgemeinen stark unterschiedliche Nutzleistungen
C
(k)
, k = 1 : : :K, nach (4.2) und folglich stark unterschiedliche Nutzleistungs-zu-
Interferenzleistungs-Verh

altnisse 
(k)
, k = 1 : : :K, nach (4.4) beim Empfang der Si-
gnale der verschiedenen Mobilstationen. Eine erste Verbesserung l

at sich erzielen,
wenn man die Sendeleistungen T
(k)
, k = 1 : : :K, umgekehrt proportional zu den Funk-
feldgewinnen g
(z(k);k)
w

ahlt und somit gleiche Nutzleistungen C
(k)
, k = 1 : : :K, nach
(4.2) f

ur alle Mobilstationen erzielt. Da die Interferenzleistungen I
(k)
, k = 1 : : :K,
nach (4.3) jedoch immer noch unterschiedlich sind, ergeben sich unterschiedliche
Nutzleistungs-zu-Interferenzleistungs-Verh

altnisse 
(k)
, k = 1 : : :K, nach (4.4) beim
Empfang der Signale der verschiedenen Mobilstationen. Man kann den Empfang des
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Signals der Mobilstation k mit einem schlechten Nutzleistungs-zu-Interferenzleistungs-
Verh

altnis 
(k)
, siehe (4.4), weiter verbessern, indem man die Sendeleistungen T
(
~
k)
,
~
k 6= k, der anderen Mobilstationen reduziert und somit die Interferenzleistung I
(k)
nach (4.3) reduziert. Andererseits werden dadurch auch die Nutzleistungen C
(
~
k)
nach (4.2) der anderen Mobilstationen reduziert und somit die Nutzleistungs-zu-
Interferenzleistungs-Verh

altnisse 
(
~
k)
verschlechtert. Als optimales Ziel des Leistungs-
regelns ergibt sich das Einstellen der Sendeleistungen T
(k)
, k = 1 : : :K, derart,
da alle Nutzleistungs-zu-Interferenzleistungs-Verh

altnisse 
(k)
, siehe (4.4), gleich sind
[Aei73, Zan92b, Zan92a, GZ94, GVGZ93, NA83, GVG94, AN82]:

(k)
=
1

; k = 1 : : :K: (4.5)
Das minimale vorkommende Nutzleistungs-zu-Interferenzleistungs-Verh

altnis 
(k)
wird
dann maximal. Eine derartige optimale Leistungsregelung wird auch als C=I-
Ausbalancieren bezeichnet. Aus (4.4) folgt mit (4.5)
X
f
~
k
j
~
k2I
(k)
g
g
(z(k);
~
k)
 T
(
~
k)
=   g
(z(k);k)
 T
(k)
; k = 1 : : :K: (4.6)
Mathematisch gesehen handelt es sich bei den K Gleichungen nach (4.6) um
ein allgemeines Eigenwertproblem [ZF97]. Der Kehrwert des Nutzleistungs-zu-
Interferenzleistungs-Verh

altnisses  ist ein Eigenwert, und die Sendeleistungen T
(k)
,
k = 1 : : :K, bilden den zugeh

origen Eigenvektor. Aufgrund der Struktur des Glei-
chungssystems (4.6) und der Nichtnegativit

at der Funkfeldgewinne hat das Eigenwert-
problem genau eine physikalisch sinnvolle L

osung, bei der alle Sendeleistungen T
(
~
k)
,
k = 1 : : :K, positiv sind [ZF97]. Diese L

osung geh

ort zum betragsgr

oten Eigenwert
.
Die mit einer Leistungsregelung erzielbaren Ergebnisse sind exemplarisch in Bild 4.2
dargestellt. Betrachtet wird ein Mobilfunkszenario mit 37 Zellen und einer Mobilstation
je Zelle, wobei die Mobilstationen jeweils der Basisstation zugeordnet sind, zu der der
Funkfeldgewinn am gr

oten ist. Die Positionen der Mobilstationen innerhalb der Zellen
sind zuf

allig. Die Funkfeldgewinne sind als lognormalverteilt mit dem D

ampfungsexpo-
nenten von vier und einer Standardabweichung von 8 dB angenommen [P

at99, Ste96].
Aus der Sicht einer Mobilstation k werden alle anderen Mobilstationen als Interferer
angesehen, das heit es gilt
I
(k)
= K n fkg ; k = 1 : : :K: (4.7)
Dargestellt sind die Verteilungsfunktionen der sich f

ur die Mobilstation k in der zen-
tralen Zelle des Szenarios f

ur zuf

allige, lognormalverteilte Funkfeldgewinne ergebenden
Nutzleistungs-zu-Interferenzleistungs-Verh

altnisse 
(k)
nach (4.4) f

ur die F

alle,
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Bild 4.2. Simulativ ermittelte Verteilungsfunktionen des Nutzleistungs-zu-
Interferenzleistungs-Verh

altnisses 
(k)
nach (4.4)
1. keine Leistungsregelung
2. gleiche Nutzleistungen
3. optimale Leistungsregelung
 da keine Leistungsregelung durchgef

uhrt wird, das heit alle Sendeleistungen
T
(k)
, k = 1 : : :K, gleich sind,
 da die Sendeleistungen so eingestellt sind, da die Nutzleistungen C
(k)
, k =
1 : : :K, siehe (4.2), gleich sind und
 da eine optimale Leistungsregelung durchgef

uhrt wird.
Man erkennt, da sich durch eine Leistungsregelung die Varianz des Nutzleistungs-
zu-Interferenzleistungs-Verh

altnisses 
(k)
nach (4.4) verringern l

at. Der gr

oere Er-
wartungswert und die kleinere Varianz f

uhren dazu, da das mindestens erforderli-
che Nutzleistungs-zu-Interferenzleistungs-Verh

altnis 
(k)
mit einer geringeren Wahr-
scheinlichkeit unterschritten wird. Eine ausf

uhrliche Untersuchung der Performanz
von Leistungsregelungsverfahren in unterschiedlichen Mobilfunkszenarien ndet man
in [Ste96].
Die optimale Leistungsregelung erfordert ein zentrales Berechnen der ben

otigten Sende-
leistungen T
(k)
, k = 1 : : :K, f

ur das ausgedehnte Mobilfunksystem

uber das Eigenwert-
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problem (4.6). Das Verfahren wird deshalb auch als zentrale Leistungsregelung bezeich-
net. Da reale Mobilfunksysteme geographisch relativ weit ausgedehnt sind, ist eine zen-
trale Leistungsregelung nicht mit akzeptablem Aufwand realisierbar. Realisierbar sind
verteilte, iterative Leistungsregelungsverfahren, deren lokal eingestellten Sendeleistun-
gen T
(k)
, k = 1 : : :K, gegen die optimalen Sendeleistungen einer zentralen Leistungsre-
gelung konvergieren [Zan92a, LLS95, GVG94, HWL97, SW96, LL96, AW94, KCK97].
4.1.2 Strahlformung mit adaptiven Antennen
Verfahren zur Interferenzreduktion durch Einstellen der Richtcharakteristiken von ad-
aptiven Sendeantennen oder Empfangsantennen nutzen die Richtungsinhomogenit

at
des Mobilfunkkanals aus. Das Reduzieren der Interferenz mit adaptiven Antennen ba-
siert auf der Beobachtung, da sich verschiedenen Teilnehmern zugeordnete Wellen in
der Regel in unterschiedliche Richtungen ausbreiten. Man kann also durch geschicktes
Einstellen der Richtcharakteristik den Antennengewinn gleichzeitig f

ur das Nutzsignal
eines Teilnehmers erh

ohen und f

ur die Interferenzsignale erniedrigen. Dies f

uhrt im
Empfangsfall zu einem verbesserten Nutzleistungs-zu-Interferenzleistungs-Verh

altnis
und im Sendefall zu einem verbesserten Pseudo-Nutzleistungs-zu-Interferenzleistungs-
Verh

altnis [Sch01, SB97], das das Verh

altnis aus verursachter Nutzleistung zu der bei
anderen Teilnehmern verursachten Interferenzleistung ist. Zwei wesentliche bei der In-
terferenzreduktion mit adaptiven Antennen zu kl

arende Fragen sind,
 wie die adaptive Antenne realisiert werden kann und
 nach welchem Verfahren die Richtcharakteristik der adaptiven Antenne einge-
stellt wird.
Neben der M

oglichkeit, einfach eine von mehreren vorhandenen Antennen unterschied-
licher Richtcharakteristik auszuw

ahlen, bietet sich das Verwenden einer Gruppenan-
tenne [MM80, God97a] mit Gewichtungsnetzwerk zum Realisieren adaptiver Antennen
an. Eine Gruppenantenne besteht aus K
a
Antennenelementen,
 die im Sendefall mit von einem Gewichtungsnetzwerk erzeugten, verschieden pha-
senverschobenen Versionen ein und desselben Sendesignals gespeist werden und
 deren Empfangssignale im Empfangsfall in einem Gewichtungsnetzwerk verschie-
den phasenverschoben und zu einem Empfangssignal

uberlagert werden, siehe
Bild 4.3.
46 Kapitel 4: Prinzipien der Kapazit

atssteigerung durch Interferenzreduktion
6


6


 
Bild 4.3. Gewichtungsnetzwerk im Empfangsfall
Im

aquivalenten Tiefpabereich entsprechen die Phasenverschiebungen Multiplikatio-
nen mit komplexwertigen Gewichtsfaktoren w

k
a
, k
a
= 1 : : :K
a
, mit Betrag eins, die im
Gewichtsvektor
w =
 
w
1
: : : w
K
a

T
(4.8)
zusammengefat werden.
Zum Untersuchen der Richtcharakteristik der Gruppenantenne wird zun

achst eine aus
der Richtung ' an einem omnidirektionalen Antennenelement k
a
einfallende Welle be-
trachtet, siehe Bild 4.4. Der Wegunterschied ist
l
(k
a
)
= l
(k
a
)
cos
 
'  
(k
a
)

: (4.9)
Aus diesem Wegunterschied l
(k
a
)
resultiert eine Phasenverschiebung
 
(k
a
)
=
2

l
(k
a
)
cos
 
'  
(k
a
)

(4.10)
des von Antennenelement k
a
empfangenen Signals in Relation zu dem Signal, das man
im Referenzpunkt empfangen w

urde. Weiter werden die komplexen Gr

oen
a
k
a
= exp
 
j 
(k
a
)

; k
a
= 1 : : :K
a
; (4.11)
eingef

uhrt und daraus der Steuervektor [MM80, God97a]
a = a(') =
 
a
1
: : : a
K
a

T
(4.12)
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Bild 4.4. Geometrie der an einem Antennenelement einfallenden Wellenfront
der Dimension K
a
gebildet. Falls die Antennenelemente selbst richtungsselektiv sind,
so ist der Betrag der Elemente des Steuervektors a nicht wie im Fall der betrachteten
omnidirektionalen Antennenelemente eins, sondern entspricht der Wurzel des Anten-
nengewinns der Antennenelemente in Richtung '. Der Steuervektor a h

angt von der
Einfallsrichtung ' und der Geometrie der Gruppenantenne ab. Das Verh

altnis der Emp-
fangsleistung am Ausgang des Gewichtungsnetzwerks zur Empfangsleistung an einem
omnidirektionalen Antennenelement mit Gewinn eins bei der Einfallsrichtung ' der
Wellenfront ist der richtungsabh

angige Gewinn [God97b]
g(') = w
T
a(')a(')
T
w (4.13)
der Gruppenantenne. F

ur die Richtcharakteristik einer Sendeantenne ergibt sich das
gleiche wie hier f

ur eine Empfangsantenne hergeleitete Resultat. Die Richtcharakteristik
einer Gruppenantenne kann also durch den Gewichtsvektor w nach (4.8) eingestellt
werden, siehe (4.13). Sinnvolle Ziele beim Einstellen der Richtcharakteristik mit einem
Strahlformungsverfahren sind [MM80, God97b]
 das Maximieren der Nutzleistung,
 das Minimieren der Interferenzleistung oder
 das Maximieren des Nutzleistungs-zu-Interferenzleistungs-Verh

altnisses.
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Beim Optimieren kann man Kenntnisse
 der Ausbreitungsrichtungen der Wellen,
 der f

ur sich in verschiedene Richtungen ausbreitenden Wellen g

ultigen direktio-
nalen Kanalimpulsantworten,
 der f

ur die verschiedenen Antennenelemente g

ultigen Kanalimpulsantworten und
ihrer Kovarianzmatrizen und
 des Sendesignals
nutzen [MM80, God97b, FN98, AFFM98, HMVS01, ATG97, Fre97, BUN01, IU01,
BW00].
Im folgenden sollen Strahlformungsverfahren f

ur solche Szenarien betrachtet werden,
in denen die sich in verschiedene Richtungen ausbreitenden Wellen unkorreliert sind.
Dies bedeutet, da die Wellen eines Teilnehmers im Empfangsfall nur aus einer ein-
zigen Richtung an der Gruppenantenne einfallen, und da im Sendefall nur die von
der Gruppenantenne in eine einzige bestimmte Richtung abgestrahlten Wellen den
Empf

anger erreichen. Wenn man weiterhin die sinnvolle Annahme macht, da die
Signale verschiedener Teilnehmer unkorreliert sind, so k

onnen, wie im folgenden ge-
zeigt, Gesamtleistungen unabh

angig von den Signalstrukturen und Kanalimpulsant-
worten durch einfaches Aufaddieren der Einzelleistungen ermittelt werden. Sollten
jedoch sich in verschiedene Richtungen ausbreitende Wellen korreliert sein, so kann
eine optimale Strahlformung genaugenommen nicht mehr unabh

angig von den Si-
gnalstrukturen und Kanalimpulsantworten durchgef

uhrt werden, das heit, Interfe-
renzreduktion durch Strahlformung w

are kein Interferenzreduktionsverfahren auf der
Systemebene mehr [JU01, Lu02, Pap00, JD01, Bla98]. In der vorliegenden Schrift
sollen Strahlformungsverfahren auf der Verbindungsebene, deren Performanz durch
die vorgegebene Struktur des Gewichtungsnetzwerks ohnehin unn

otig eingeschr

ankt
ist, nicht weiter betrachtet werden. Stattdessen werden in Abschnitt 4.2.1 und 4.2.2
direkt die optimalen, auch bei Gruppenantennen anwendbaren Verfahren gemein-
same Sendesignalerzeugung und gemeinsame Empfangssignalverarbeitung betrachtet
[SWM01, Bla98, TMW00, TWMB01b, WMSL02].
Die den Strahlformungsverfahren zugrundeliegende Theorie und die mit Strahlfor-
mungsverfahren erzielbaren Ergebnisse sollen im folgenden am Beispiel der Aufw

arts-
strecke mit einer empf

angerseitigen Gruppenantenne aus omnidirektionalen Antennen-
elementen erl

autert werden [God97b]. Um ein einfaches exemplarisches Szenario zu
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erhalten, wird angenommen, da die Wellen der verschiedenen Mobilstationen aus je-
weils einer einzigen mobilstationsspezischen Richtung '
(k)
einfallen. Der zur Einfalls-
richtung '
(k)
der zu empfangenden Wellen von Mobilstation k geh

orende Steuervektor
ist
a
(k)
= a('
(k)
): (4.14)
Die Sendeleistungen T
(k)
, k = 1 : : :K, der Mobilstationen seien so eingestellt, da jede
Mobilstation mit der gleichen Leistung R an jedem der omnidirektionalen Antennen-
elemente empfangen wird. Die von verschiedenen Mobilstationen herr

uhrenden Emp-
fangssignale seien unkorreliert. Die von der Mobilstation k stammende Nutzleistung
am Ausgang des Gewichtungsnetzwerks ist
C
(k)
= R 





K
a
X
k
a
=1
a
(k)
k
a
w

k
a





2
: (4.15)
Die Interferenzsignale von den anderen Mobilstationen  6= k

uberlagern sich in-
koh

arent, so da die gesamte Interferenzleistung die Summe der von den einzelnen
Interferern  verursachten Interferenzleistungen ist:
I
(k)
= R 
X
fj2f1:::Kg^6=k g





K
a
X
k
a
=1
a
()
k
a
w

k
a





2
: (4.16)
Das Nutzleistungs-zu-Interferenzleistungs-Verh

altnis beim Empfang von Mobilstation
k ergibt sich zu [God97b]

(k)
=
C
(k)
I
(k)
=




K
a
P
k
a
=1
a
(k)
k
a
w

k
a




2
P
fj2f1:::Kg^6=k g




K
a
P
k
a
=1
a
()
k
a
w

k
a




2
=
w
T
a
(k)
a
(k)
T
w
w
T
 
P
fj2f1:::Kg^6=k g
a
()
a
()
T
!
w
: (4.17)
Dies ist ein Rayleigh-Quotient [MM80, ZF97]. Den Gewichtsvektor, der das
Nutzleistungs-zu-Interferenzleistungs-Verh

altnis 
(k)
nach (4.17) maximiert, erh

alt
man f

ur den Fall, da
K  K
a
(4.18)
gilt, mit der Wiener-L

osung [MM80, God97b]
w
(k)
=
0
@
X
fj2f1:::Kg^6=k g
a
()
a
()
T
1
A
 1
a
(k)
: (4.19)
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Bild 4.5. Normiertes Antennendiagramm bei Maximieren des Nutzleistungs-zu-
Interferenzleistungs-Verh

altnisses 
(k)
nach (4.17); zirkulare Gruppenantenne mitK
a
=
4 Antennenelementen
Falls die Anzahl K der Mobilstationen kleiner als die Anzahl K
a
der Antennenelemente
ist, so kann man sogar Gewichtsvektoren w
(k)
nden, die die Interferenz vollst

andig
unterdr

ucken, also zu einem unendlich groen Nutzleistungs-zu-Interferenzleistungs-
Verh

altnis 
(k)
nach (4.17) f

uhren [MM80, God97b].
Bild 4.5 zeigt das normierte Antennendiagramm einer Gruppenantenne, de-
ren Richtcharakteristik nach dem Prinzip des Maximierens des Nutzleistungs-zu-
Interferenzleistungs-Verh

altnisses eingestellt ist, siehe (4.19). Die K
a
gleich vier Anten-
nenelemente sind zirkular im Abstand von jeweils einer halben Wellenl

ange angeordnet.
Die Einfallsrichtung der Welle der zu empfangenen Mobilstation ist mit einem Kreis
markiert, und die Einfallsrichtungen der Wellen der vier Interferer sind mit Kreuzen
markiert. Man erkennt, da bei der zum vollst

andigen Unterdr

ucken der Interferenz
nicht ausreichenden Anzahl von K
a
gleich vier Antennenelementen ein g

unstiger Kom-
promi zwischen Unterdr

ucken der Interferenz und Ausrichten des Antennendiagramms
auf die zu empfangende Mobilstation gefunden wird.
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4.2 Verfahren auf Verbindungsebene
4.2.1 Gemeinsame Sendesignalerzeugung
Durch gemeinsame Sendesignalerzeugung ist es m

oglich, sch

adliche Auswirkungen von
Intersymbolinterferenz und Vielfachzugrisinterferenz beim Empfang zu vermeiden.
Unter Ausnutzen senderseitig vorhandener Kanalkenntnis kann man, sofern einige im
folgenden noch zu diskutierende Rahmenbedingungen erf

ullt sind, das Sendesignal ei-
nes Datensymbols derart gestalten, da der Empfang anderer Datensymbole nicht
gest

ort wird. Das Verfahren der gemeinsamen Sendesignalerzeugung kann prinzipiell
sowohl in der Aufw

artsstrecke als auch in der Abw

artsstrecke eingesetzt werden. Eine
wesentliche Voraussetzung f

ur den Einsatz gemeinsamer Sendesignalerzeugung ist die
senderseitige Kanalkenntnis. In Mobilfunksystemen mit Duplex

ubertragung kann man
diese Kanalkenntnis zum Beispiel aus einer Kanalsch

atzung in der entgegengesetzten

Ubertragungsrichtung gewinnen, sofern die Kan

ale in beiden

Ubertragungsrichtungen
zumindest ann

ahernd reziprok sind, das heit
 entweder das Zeitduplexverfahren [ENS97, Wes02, Ste92] eingesetzt wird und
die Zeitspanne zwischen Kanalsch

atzung in der einen

Ubertragungsrichtung und
Nachrichten

ubertragung in der anderen

Ubertragungsrichtung mit gemeinsamer
Sendesignalerzeugung deutlich kleiner als die Korrelationsdauer des Mobilfunk-
kanals ist oder
 das Frequenzduplexverfahren [Wes02, Ste92] eingesetzt wird und die Dierenz der
f

ur die beiden

Ubertragungsrichtungen verwendeten Tr

agerfrequenzen deutlich
kleiner als die Koh

arenzbandbreite des Mobilfunkkanals ist.
Im folgenden wird das Verfahren der gemeinsamen Sendesignalerzeugung exemplarisch
anhand der Abw

artsstrecke einer Zelle erl

autert [MBW
+
00]. Aufgabe des Senders der
Basisstation ist es hierbei, ein gemeinsames Sendesignal f

ur alle K Mobilstationen der
Zelle so zu erzeugen, da sich an den Ausg

angen der vorgegebenen K linearen Mo-
bilstationsempf

anger der betrachteten Zelle von Intersymbolinterferenz und Vielfach-
zugrisinterferenz freie Datensch

atzungen ergeben. Vereinfachend wird zun

achst ein
Mobilfunksystem betrachtet, in dem die Basisstation eine einzige Sendeantenne ver-
wendet und jede Mobilstation eine einzige Empfangsantenne hat. Das Verfahren der
gemeinsamen Sendesignalerzeugung l

at sich jedoch auch problemlos auf Mobilfunksy-
steme mit mehreren Sendeantennen je Basisstation oder mehreren Empfangsantennen
je Mobilstation verallgemeinern [TWMB01b, TQMJ02, QTM02]. Bild 4.6 zeigt das
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Bild 4.6. Daten

ubertragung ohne zus

atzliche St

orung n in der Abw

artsstrecke eines
Mobilfunksystems
den folgenden Betrachtungen zugrundeliegende Systemmodell. Zun

achst wird der Fall
betrachtet, da keine zus

atzliche St

orung n vorhanden ist.
Von der Basisstation sollen jeweils N Datensymbole zu jeder der K Mobilstationen

ubertragen werden. Die N Datensymbole werden in einem mobilstationsspezischen
Datenvektor d
(k)
, siehe (2.4), der Dimension N zusammengefat. Das aus diesen Da-
tenvektoren d
(k)
, k = 1 : : :K, mit dem noch herzuleitenden Verfahren der gemeinsamen
Sendesignalerzeugung berechnete, in die Sendeantenne eingespeiste Sendesignal der Di-
mension S ist
s = (s
1
: : : s
S
)
T
: (4.20)
Die Kanalimpulsantwort zwischen Sendeantenne und Empfangsantenne der Mobilsta-
tion k wird durch den Vektor
h
(k)
=

h
(k)
1
: : : h
(k)
W

T
(4.21)
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beschrieben, siehe (2.11). Mit den Kanalfaltungsmatrizen [Kam96, Kle96]
H
(k)
=
0
B
B
B
B
B
B
B
B
B
B
B
B
@
h
(k)
1
.
.
. h
(k)
1
0
.
.
.
.
.
.
.
.
.
h
(k)
W
.
.
. h
(k)
1
h
(k)
W
.
.
.
0
.
.
.
.
.
.
h
(k)
W
1
C
C
C
C
C
C
C
C
C
C
C
C
A
; k = 1 : : :K; (4.22)
der Dimension (S + W   1)  S ergeben sich die ungest

orten Empfangssignale e
(k)
,
k = 1 : : :K, an den Mobilstationen zu
e
(k)
= H
(k)
 s: (4.23)
Aus den K Empfangssignalen e
(k)
, k = 1 : : :K, der einzelnen Mobilstationen wird das
totale Empfangssignal der Dimension K(S +W   1) gebildet [MBW
+
00]:
e =

e
(1)
T
: : : e
(K)
T

T
: (4.24)
Analog wird aus den K Kanalfaltungsmatrizen H
(k)
die K(S + W   1)  S totale
Kanalfaltungsmatrix
H =

H
(1)
T
: : :H
(K)
T

T
(4.25)
gebildet [MBW
+
00]. Aus (4.23) folgt mit (4.24) und (4.25)
e = H  s: (4.26)
Der lineare Empf

anger der Mobilstation k wird durch die Demodulatormatrix D
(k)
der
Dimension N  (S +W   1) beschrieben. F

ur die gesch

atzten Daten folgt
^
d
(k)
= D
(k)
 e
(k)
: (4.27)
Man wird die Demodulatormatrix D
(k)
so w

ahlen, da sich ein m

oglichst einfa-
cher Empf

anger ergibt und dennoch eine gute Performanz erzielt wird [MTWB01b,
MTWB01a, TWMB01a, TQMJ02]. Eine von vielen naheliegenden L

osung ist das Ver-
wenden eines auf einen mobilstationsspezischen Spreizcode
c
(k)
=

c
(k)
1
: : : c
(k)
Q

; (4.28)
siehe (2.9), der Dimension Q angepaten Filters [BMWT00, PMWB00, MBL
+
00,
KM00, WR01]. F

ur die Demodulatormatrix der Dimension N  (S +W   1) folgt
D
(k)
=
0
B
B
B
@
c
(k)

1
   c
(k)

Q
0                0 0    0
0    0 c
(k)

1
   c
(k)

Q
         0 0    0
0             0    c
(k)

1
   c
(k)

Q
0    0
1
C
C
C
A
:
(4.29)
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Die folgenden Betrachtungen sind von der speziellen Wahl der Demodulatormatrizen
D
(k)
, k = 1 : : :K, unabh

angig. F

ur die weiteren Berechnungen ist es vorteilhaft, die
Datenvektoren d
(k)
, k = 1 : : :K, nach (2.4) zu einem totalen Datenvektor
d =

d
(1)
T
: : :d
(K)
T

T
; (4.30)
die gesch

atzten Datenvektoren
^
d
(k)
, k = 1 : : :K, nach (4.27) zu einem totalen gesch

atz-
ten Datenvektor
^
d =

^
d
(1)
T
: : :
^
d
(K)
T

T
(4.31)
und die Demodulatormatrizen D
(k)
, k = 1 : : :K, zu einer totalen blockdiagonalen De-
modulatormatrix
D =
0
B
@
D
(1)
0
.
.
.
0 D
(K)
1
C
A
(4.32)
der Dimension KN  K(S + W   1) zusammenzufassen. Aus (2.4) folgt mit (4.24),
(4.31) und (4.32)
^
d = D  e: (4.33)
Einsetzen von (4.26) ergibt
^
d = D H
| {z }
B
s: (4.34)
Die Systemmatrix [MBW
+
00]
B = D H (4.35)
ist eine Matrix der Dimension KN  S.
Wenn man nun fordert, da in dem betrachteten st

orungsfreien Fall die gesch

atzten
Daten
^
d nach (4.31) den wahren Daten d nach (4.30) entsprechen, das heit
^
d = d; (4.36)
gilt, da also weder Intersymbolinterferenz noch Vielfachzugrisinterferenz auftreten,
so folgt mit (4.34) ein lineares Gleichungssystem
d = B  s (4.37)
zum Bestimmen des Sendevektors s nach (4.20). In CDMA-Mobilfunksystemen gilt

ublicherweise
S = NQ > KN; (4.38)
das heit das Gleichungssystem (4.37) ist unterbestimmt und hat unendlich viele L

osun-
gen s. Einer von vielen sinnvollen Ans

atzen ist es, die L

osung
s = B
T
 
BB
T

 1
 d (4.39)
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von (4.37) mit minimaler Norm ksk zu verwenden [Kuh76, MBL
+
00, BMWT00,
MBL
+
00]. Dieses spezielle Sendesignal erzeugt von allen zu keiner sch

adlichen Inter-
symbolinterferenz und Intrazellinterferenz f

uhrenden Sendesignalen die kleinstm

ogliche
Interzellinterferenz. Die gemeinsame Sendesignalerzeugung ist also eine lineare, durch
die Modulatormatrix
M = B
T
 
BB
T

 1
(4.40)
beschriebene Funktion.
Falls die Basisstation mehrere Antennen k
a
2 f1 : : :K
a
g hat, so erh

alt man analog zu
(4.34) mit der f

ur Sendeantenne k
a
g

ultigen Systemmatrix B
(k
a
)
den vom Sendesignal
s
(k
a
)
der Sendeantenne k
a
resultierenden Anteil der gesch

atzten Daten zu
^
d
(k
a
)
= B
(k
a
)
 s
(k
a
)
: (4.41)
Mit dem totalen Sendevektor
s =

s
(1)
T
: : : s
(K
a
)
T

T
(4.42)
und der sich aus den sendeantennenspezischen Systemmatrizen B
(k
a
)
zusammenset-
zenden totalen Systemmatrix
B =

B
(1)
: : :B
(K
a
)

(4.43)
erh

alt man analog zu (4.37) wieder ein unterbestimmtes lineares Gleichungssystem
d =
^
d =
K
a
X
k
a
=1
^
d
(k
a
)
= B  s (4.44)
zu Bestimmen des Sendesignals s.
Durch eine gemeinsame Sendesignalerzeugung in der Abw

artsstrecke f

ur mehrere Zel-
len, siehe Bild 4.7, lassen sich neben Intersymbolinterferenzen und Intrazellinterferen-
zen auch Interzellinterferenzen reduzieren [WMSL02]. Bei einer gemeinsamen Sendesi-
gnalerzeugung f

ur mehrere Zellen werden die Antennen der Basisstationen formal wie
mehrere Antennen einer Basisstation behandelt. Eine gemeinsame Sendesignalerzeu-
gung ist m

oglich, sofern das zugrundeliegende Gleichungssystem, siehe (4.44), bestimmt
oder unterbestimmt ist, das heit der dem Quotienten aus Anzahl zu ermittelnder
Sendesignalwerte und Anzahl der Gleichungen entsprechende Unterbestimmtheitsgrad
gr

oer oder gleich eins ist. Interessant ist, da unabh

angig von der Anzahl Z der Zellen,
f

ur die die gemeinsame Sendesignalerzeugung durchgef

uhrt wird, der Unterbestimmt-
heitsgrad des linearen Gleichungssystems nach (4.44) gleich dem Unterbestimmtheits-
grad des linearen Gleichungssystems (4.37) f

ur die gemeinsame Sendesignalerzeugung
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Bild 4.7. Gemeinsame Sendesignalerzeugung f

ur mehrere Zellen
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in einer einzigen Zelle ist. Die Anzahl Z der Zellen, f

ur die die gemeinsame Sendesigna-
lerzeugung durchgef

uhrt werden kann, ist also zun

achst unbeschr

ankt. Es sollte also
m

oglich sein, die Interferenzen durch gemeinsame Sendesignalerzeugung f

ur eine hin-
reichend groe Anzahl Z von Zellen beliebig zu reduzieren, so da die Abw

artsstrecke
eines Mobilfunksystems nicht mehr interferenzbegrenzt ist. Die M

oglichkeiten der ge-
meinsamen Sendesignalerzeugung sind jedoch durch die erforderliche Systemkenntnis
begrenzt. Man ben

otigt die Kenntnis der Kan

ale von allen Basisstationen zu allen
Mobilstationen, die bei der gemeinsamen Sendesignalerzeugung ber

ucksichtigt werden
sollen. Die Anzahl dieser Kan

ale ist proportional zu Z
2
, was, wie im folgenden Ab-
schnitt 4.2.2 noch diskutiert wird, zu Problemen beim Beschaen der Kanalkenntnis
f

uhrt. Dar

uber hinaus ist die Sendesignalerzeugung aufwendiger als bei einer getrennten
Sendesignalerzeugung in den Basisstationen.
4.2.2 Gemeinsame Empfangssignalverarbeitung
Eine aus gemeinsamer Kanalsch

atzung und gemeinsamer Datensch

atzung bestehen-
de gemeinsame Empfangssignalverarbeitung erlaubt es, die sch

adlichen Auswirkungen
von Interferenzen zu vermeiden. Das Grundprinzip besteht darin, nicht nur die Signa-
le des interessierenden Referenzteilnehmers, sondern auch die Signale aller Interferer,
deren sch

adlicher Einu eliminiert werden soll, in der Empfangssignalverarbeitung
explizit zu ber

ucksichtigen. Bei der Kanalsch

atzung sch

atzt man folglich nicht nur die
Kanalimpulsantwort des Referenzteilnehmers, sondern auch noch die Kanalimpulsant-
worten der zu ber

ucksichtigenden Interferer [SJ94, SB93, Ste95]. Analog sch

atzt man
bei der Datensch

atzung nicht nur das eine aktuell interessierende Datensymbol, son-
dern auch noch alle anderen Datensymbole, deren Interferenz eliminiert werden soll
[Ver98, Kle96]. Die Verfahren zur gemeinsamen Kanalsch

atzung und Datensch

atzung
werden in den folgenden Kapiteln 5 beziehungsweise 6 detailliert vorgestellt. Im vor-
liegenden Abschnitt sollen die theoretischen Grenzen einer gemeinsamen Empfangssi-
gnalverarbeitung analysiert werden.
Zun

achst sollen die M

oglichkeiten einer Interferenzreduktion durch gemeinsame Da-
tensch

atzung untersucht werden. Wie aus (2.27) bekannt, ist das Empfangssignal e
(k
a
)
an einer Empfangsantenne k
a
eine lineare Funktion der gesendeten Datensymbole d
(k)
n
,
n = 1 : : : N , der explizit ber

ucksichtigten Teilnehmer k = 1 : : :K. Die gemeinsame Da-
tensch

atzung ermittelt nun gesch

atzte Datensymbole
^
d
(k)
n
, n = 1 : : : N , k = 1 : : :K, die,
nach einem vorgegebenen G

utekriterium, bestm

oglich zu den dem Datensch

atzer be-
kannten Empfangssignalen e
(k
a
)
, k
a
= 1 : : :K
a
, passen [Ver98, Kle96, Fel94, Kay93].
Eine perfekte Sch

atzung ist nicht m

oglich, weil den Empfangssignalen e
(k
a
)
, k
a
=
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1 : : :K
a
, eine zus

atzliche St

orung n, resultierend aus den gesendeten Datensymbolen
der nicht ber

ucksichtigten Teilnehmer, eventuell vorhandenem Rauschen und system-
fremden St

orsignalen

uberlagert ist. Die erreichbare Sch

atzg

ute des gemeinsamen Da-
tensch

atzers wird mageblich durch den

Uberbestimmtheitsgrad des der Sch

atzaufgabe
zugrundeliegenden linearen Gleichungssystems bestimmt [Ver98]. Der

Uberbestimmt-
heitsgrad ist hier das Verh

altnis aus Anzahl f

ur das Sch

atzen zur Verf

ugung stehender
Empfangssignalwerte und gesamter Anzahl KN zu sch

atzender Datensymbole d
(k)
n
,
n = 1 : : : N , k = 1 : : :K. W

urde man einfach bei unver

anderten f

ur den Datensch

atzer
verf

ugbaren Empfangssignalen e
(k
a
)
, k
a
= 1 : : :K
a
, immer mehr Teilnehmer K ber

uck-
sichtigen, so w

urde zwar die Leistung der verbleibenden St

orung reduziert, da die
Anzahl der verbleibenden Interferer reduziert w

urde, man gel

ange aber unweigerlich
recht schnell an den Punkt, wo eine sinnvolle Sch

atzung aufgrund des zu geringen

Uberbestimmtheitsgrad nicht mehr m

oglich ist [Ost01]. In der Abw

artsstrecke sind
die M

oglichkeiten einer Interferenzreduktion durch gemeinsame Datensch

atzung daher
begrenzt.
Anders ist die Situation in der Aufw

artsstrecke, da man hier prinzipiell die M

oglich-
keit hat, die Empfangssignale aller Basisstationen gemeinsam zu verarbeiten, siehe
Bild 4.8. In der Aufw

artsstrecke kann man die Empfangssignale der Basisstationen
aus Z Zellen gemeinsam verarbeiten und bei der gemeinsamen Datensch

atzung die
von allen Mobilstationen in diesen Z Zellen gesendeten Datensymbole d
(k)
n
ber

uck-
sichtigen [WMSL02, SWC
+
02]. Der

Uberbestimmtheitsgrad des der gemeinsamen
Datensch

atzung zugrundeliegenden linearen Gleichungssystems entspricht nun un-
abh

angig von Z dem

Uberbestimmtheitsgrad des linearen Gleichungssystems, das man
bei alleinigen Verwenden des Empfangssignals einer Referenzbasisstation bei Ber

uck-
sichtigen aller Mobilstationen in der dazugeh

origen Zelle erhielte. Durch Vergr

oern der
Anzahl Z der Zellen kann man die verbleibende Interzellinterferenz beliebig reduzieren,
bis man im Grenzfall, wenn alle Zellen des Mobilfunksystems ber

ucksichtigt werden,
keine wirksame Interferenz mehr hat. Die Datensch

atzung in der Aufw

artsstrecke eines
Mobilfunksystems ist also, wenn man die Empfangssignale aller Basisstationen gemein-
sam verarbeitet, nicht mehr interferenzbegrenzt. Hier zeigt sich eine Dualit

at zwischen
gemeinsamer Sendesignalerzeugung in der Abw

artsstrecke, siehe Abschnitt 4.2.1, und
gemeinsamer Datensch

atzung in der Aufw

artsstrecke.
Begrenzend bei der gemeinsamen Datensch

atzung in der Aufw

artsstrecke eines Mo-
bilfunksystems mit gemeinsamer Verarbeitung der Empfangssignale der Basisstationen
ist die erforderliche Systemkenntnis. Die gemeinsame Datensch

atzung setzt voraus, da
das System bekannt ist. Insbesondere m

ussen die Kanalimpulsantworten der Kan

ale
von allen Mobilstationen zu allen Basisstationen bekannt sein. Das Liefern dieses Sy-
stemwissens ist Aufgabe der gemeinsamen Kanalsch

atzung, die aus den Empfangssigna-
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ur mehrere Zellen
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len die Abtastwerte der Kanalimpulsantworten sch

atzt [SMWB01]. Da die Empfangssi-
gnalwerte lineare Funktionen der Abtastwerte der zu sch

atzenden Kanalimpulsantwor-
ten sind, liegt auch der Kanalsch

atzung ein lineares Systemmodell zugrunde. Da die
Kanalimpulsantwortabtastwerte kontinuierlichwertig sind, existiert hier sogar die harte
Forderung, da man mindestens so viele Empfangssignalwerte wie zu sch

atzende Kana-
limpulsantwortabtastwerte haben mu [SJ94, SB93, SMWB01, Ste95]. Die Anzahl der
Kan

ale von allen Mobilstationen zu allen Basisstationen und damit auch die Anzahl
der zu sch

atzenden Kanalimpulsantwortabtastwerte ist proportional zu Z
2
, w

ahrend
die Anzahl der zum Kanalsch

atzen zur Verf

ugung stehenden Empfangssignalwerte von
den verschiedenen Basisstationen nur proportional zu Z ist. Man kann die Anzahl Z
der Zellen, deren Empfangssignale gemeinsam verarbeitet werden, also nicht beliebig
gro w

ahlen, da eine Kanalsch

atzung dann nicht mehr m

oglich ist.
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5.1 Prinzip der gemeinsamen Kanalsch

atzung
Wie im vorangehenden Kapitel 4 gezeigt, ist das Potential einer Interferenzreduktion
durch gemeinsame Sendesignalerzeugung oder gemeinsame Empfangssignalverarbei-
tung durch die verf

ugbare Kanalkenntnis begrenzt. Diese Kanalkenntnis kann durch
eine Kanalsch

atzung erlangt werden. Im folgenden wird das Prinzip der gemeinsamen
Kanalsch

atzung am Beispiel einer Zelle eines CDMA-Mobilfunksystems erl

autert. Die
vorgestellten Verfahren sind auch zum gemeinsamen Kanalsch

atzen unter Einbeziehen
von Mobilstationen aus Nachbarzellen einsetzbar. Es wird die Aufw

artsstrecke betrach-
tet, da es sich hier um ein echtes Mehrteilnehmerkanalsch

atzproblem handelt, bei dem
Interferenzen durch gemeinsames Sch

atzen der Kan

ale der verschiedenen Teilnehmer
reduziert werden k

onnen. In der Abw

artsstrecke handelt es sich hingegen auch in Mehr-
teilnehmersystemen um ein Einteilnehmerkanalsch

atzproblem, sofern die Sendesignale
f

ur die verschiedenen Teilnehmer

uber die gleiche Sendeantenne angestrahlt werden, al-
so keine adaptiven Sendeantennen mit unterschiedlichen Richtcharakteristiken f

ur die
verschiedenen Teilnehmer eingesetzt werden. Einteilnehmerkanalsch

atzprobleme sind
als ein einfacher Spezialfall der im folgenden diskutierten Mehrteilnehmerkanalsch

atz-
probleme zu betrachten.
Die Kanalsch

atzung in TD-CDMA basiert auf in Form von Mittambeln gesendeten
Trainingssignalen [SJ94, SB93, HKK
+
00]. Man kann diese Trainingssignale auch in
Form von Pr

aambeln oder Postambeln senden, was aber bei zeitvarianten Kan

alen
zu einer gr

oeren Abweichung von gesch

atzter und tats

achlicher Kanalimpulsantwort
am jeweils anderen B

uschelende f

uhrt. Die im folgenden zur trainingssignalbasierten
Kanalsch

atzung vorgestellten Verfahren der gemeinsamen Kanalsch

atzung kann man
prinzipiell auch f

ur eine pilotsymbolbasierte Kanalsch

atzung einsetzen [ASA97, HT00].
Bei einer pilotsymbolbasierten Kanalsch

atzung entstehen die Trainingssignale durch
Senden bekannter, als Piloten bezeichneter Datensymbole. Die Struktur des Trainings-
signals ist dann durch den verwendeten Spreizcode c
(k)
, siehe (2.9), vorgegeben. Der
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wesentliche Unterschied zwischen pilotsymbolbasierter und trainingssignalbasierter Ka-
nalsch

atzung ist, da durch die im Fall von pilotsymbolbasierter Kanalsch

atzung vor-
gegebene Trainingssignalstruktur keine M

oglichkeiten der Optimierung der Trainings-
signale bestehen, siehe Abschnitt 5.4.
Zun

achst wird das Systemmodell [Ste95] f

ur die gemeinsame Kanalsch

atzung wiederge-
geben. Die Anzahl der bei der gemeinsamem Kanalsch

atzung ber

ucksichtigten Mobil-
stationen sei K. Die Dimension der zu sch

atzenden Kanalimpulsantworten h
(k)
, siehe
(2.11), ist W Abtastwerte. Allgemein ist der aus dem Senden eines Trainingssignals
durch eine Mobilstation resultierende, von Interferenzen durch direkt davor oder da-
nach gesendeter Signale freie Empfangssignalanteil
e
(k)
=

e
(k)
1
: : : e
(k)
M

T
(5.1)
der Dimension M an der Basisstation eine lineare, durch eine M W Trainingssignal-
matrix G
(k)
beschriebene Funktion
e
(k)
= G
(k)
 h
(k)
(5.2)
der Kanalimpulsantwort h
(k)
nach (2.9). Das gesamte Empfangssignal ergibt sich durch

Uberlagern der Empfangssignalanteile e
(k)
von allen Mobilstationen und einer zus

atz-
lichen St

orung n [Ste95]:
e =
K
X
k=1
G
(k)
h
(k)
+ n: (5.3)
Die Systemgleichung l

at sich mit der totalen Kanalimpulsantwort
h =

h
(1)
T
: : :h
(K)
T

T
(5.4)
und der totalen Trainingssignalmatrix
G =

G
(1)
: : :G
(K)

(5.5)
kompakter darstellen:
e = G  h+ n: (5.6)
Unter der Annahme, da die St

orung n station

ares Gaurauschen mit der Korrelati-
onsmatrix R
nn
nach (2.16) ist und die Trainingssignale hinreichend lang sind
M  KW; (5.7)
ergibt sich die allgemeine Maximum-Likelihood-Sch

atzung
^
h der totalen Kanalimpul-
santwort h nach (5.4) zu [Fel94, SJ94, SB93, Ste95, Cad90, Lev60]
^
h =
 
G
T
R
 1
nn
G

 1
G
T
R
 1
nn
 e: (5.8)
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Bild 5.1. Signale zum Kanalsch

atzen
Die Maximum-Likelihood-Sch

atzung
^
h ist erwartungstreu und damit frei von Interfe-
renzein

ussen der ber

ucksichtigten Mobilstationen [Fel94, Ste95].
Als besonders vorteilhaft hat es sich herausgestellt, Ausschnitte periodischer Signale
als Trainingssignale zu w

ahlen [Fel94, SJ94, SB93, Ste95]. Diese Wahl erm

oglicht eine
erhebliche Reduktion des Rechenaufwands bei der gemeinsamen Kanalsch

atzung. Die
Mobilstationen senden periodisch fortgesetzte Trainingssignale m
(k)
, k = 1 : : :K, der
L

ange M , das heit vor dem eigentlichen Trainingssignalen m
(k)
werden zun

achst die
W   1 letzten Werte der Trainingssignale m
(k)
gesendet, siehe Bild 5.1. Von den insge-
samt M + 2W  2 durch die gesendeten Trainingssignale beeinuten Empfangswerten
enthalten jeweils die ersten W 1 und die letzten W 1 Empfangswerte auch durch die
direkt davor beziehungsweise danach gesendeten Signale beeinute Anteile. Zum Ka-
nalsch

atzen werden nur die mittleren M Empfangswerte e
(k)
m
, m = 1 : : :M , verwendet.
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F

ur die Trainingssignalmatrix, siehe (5.2), folgt
G
(k)
=
0
B
B
B
B
B
B
@
m
(k)
1
m
(k)
M
   m
(k)
M W+2
m
(k)
2
m
(k)
1
   m
(k)
M W+3
m
(k)
3
m
(k)
2
   m
(k)
M W+4
.
.
.
.
.
.
.
.
.
m
(k)
M
m
(k)
M 1
   m
(k)
M W+1
1
C
C
C
C
C
C
A
: (5.9)
Die Trainingssignalmatrix G
(k)
nach (5.9) ist eine Toeplitzmatrix.
5.2 Aufwandsg

unstige Realisierung
Der Steiner-Sch

atzer [SJ94, SB93, Ste95] basiert auf der Idee, durch geschickte Wahl
der Trainingssignale
m
(k)
=

m
(k)
1
: : :m
(k)
M

T
; k = 1 : : :K; (5.10)
einen m

oglichst einfachen gemeinsamen Kanalsch

atzer zu erhalten. Eine erste Verein-
fachung des Kanalsch

atzers l

at sich durch geeignete Wahl der Trainingssignall

ange
erzielen. Man w

ahlt die Trainingssignall

ange M so, da die totale Trainingssignalma-
trix G nach (5.5) quadratisch ist, das heit
KW = M (5.11)
gilt. Anschaulich bedeutet dies, da die Anzahl M der Empfangswerte gleich der Anzahl
KW zu sch

atzender KanalkoeÆzienten h
(k)
w
ist. Wenn die totale Trainingssignalmatrix
G quadratisch ist, vereinfacht sich die Maximum-Likelihood-Sch

atzung nach (5.8) zu
^
h = G
 1
 e: (5.12)
Weitere Vereinfachungen ergeben sich, wenn man die Trainingssignale m
(k)
, k =
1 : : :K, von einem gemeinsamen, periodischen Grundcode
m =
 
: : :m
 1
= m
P
; m
1
: : :m
P
; m
P+1
= m
1
: : :

T
(5.13)
der Periodendauer
P = KW = M (5.14)
ableitet [SJ94, SB93, Ste95]. Das Trainingssignal von Mobilstation k ist der Ausschnitt
m
(k)
=
 
m
( k+1)W+1
: : :m
(K k+1)W

T
(5.15)
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Bild 5.2. Ableiten der Trainingssignale von einem gemeinsamen, periodischen Grund-
code
der L

ange M dieses periodischen Grundcodes m, siehe Bild 5.2. Bei dieser Wahl der
Trainingssignale ist die totale Trainingssignalmatrix
G =
0
B
B
B
@
m
1
m
KW
   m
(K 1)W+2
      m
W+1
m
W
   m
2
m
2
m
1
   m
(K 1)W+3
      m
W+2
m
W+1
   m
3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
m
KW
m
KW 1
   m
(K 1)W+1
      m
W
m
W 1
   m
1
1
C
C
C
A
(5.16)
nach (5.5) rechtszirkulant. Die Inverse
G
 1
=
0
B
B
B
@
t
1
t
KW
   t
2
t
2
t
1
   t
3
.
.
.
.
.
.
.
.
.
t
KW
t
KW 1
   t
1
1
C
C
C
A
(5.17)
einer rechtszirkulanten Matrix ist wieder rechtszirkulant [Mar87], das heit man
braucht nur eine Zeile der inversen Matrix zu berechnen, um die gesamte Sch

atzmatrix
G
 1
zu kennen. Der Steiner-Sch

atzer entspricht folglich einem zyklischen Korrelator
[SJ94, SB93, Ste95], siehe Bild 5.3. Im Frequenzbereich entspricht die zyklische Korre-
lation einer einfachen elementeweisen Multiplikation, was eine weitere Reduktion des
Rechenaufwands erm

oglicht [SJ94, Ste95, Rup93, Ach78, CT65]. Es sei erw

ahnt, da
es enge Beziehungen zwischen dem hier vorgestellten Kanalsch

atzen im Frequenzbe-
reich mit periodisierten Trainingssignalen und dem Kanalsch

atzen in OFDM-Systemen
[vNP00, KS01, WG00] mit zyklischem Pr

ax gibt.
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Bild 5.3. Steiner-Sch

atzer
Der Steiner-Sch

atzer f

uhrt das Problem der Kanalsch

atzung in Mehrteilnehmersyste-
men auf die Kanalsch

atzung in Einteilnehmersystemen zur

uck, indem die verschiedenen
Mobilstationen k 2 f1 : : :Kg um (k 1)W Abtastwerte verz

ogerte Versionen desselben
periodischen Trainingssignals m nach (5.13) senden. Am Ausgang des Kanalsch

atzers
erscheint daher die Summe der Sch

atzungen der einzelnen, verschieden verz

ogerten Ka-
nalimpulsantworten h
(k)
nach (2.11), siehe Bild 5.4. Da die Verz

ogerungsdierenzen W
gerade der Kanalimpulsantwortl

ange entsprechen,

uberlappen sich die einzelnen Anteile
nicht und k

onnen durch zeitliche Fensterung perfekt separiert werden.
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Bild 5.4. Schematische Darstellung des Zur

uckf

uhrens des Mehrteilnehmerkanalsch

atz-
problems auf das Einteilnehmerkanalsch

atzproblem
68
Kapitel 5: Gemeinsame Kanalsch

atzung mit Trainingssignalen zum Erh

ohen der
Sch

atzqualit

at
5.3 Vergleich mit Einzelkanalsch

atzung | SNR-
Degradation
Die Maximum-Likelihood-Kanalsch

atzung
^
h nach (5.8) ist erwartungstreu. Der Sch

atz-
fehler
^
h  h =
 
G
T
R
 1
nn
G

 1
G
T
R
 1
nn
 n (5.18)
resultiert daher allein aus dem dem Empfangssignal

uberlagerten Rauschen n. Falls
dieses Rauschen n, wie angenommen, gauverteilt und mittelwertfrei ist, so ist auch der
Sch

atzfehler
^
h h nach (5.18) gauverteilt und mittelwertfrei. Die G

ute der Sch

atzung
wird folglich durch die Kovarianzmatrix
E


^
h  h



^
h  h

T

=
 
G
T
R
 1
nn
G

 1
(5.19)
des Sch

atzfehlers
^
h   h vollst

andig beschrieben, wobei insbesondere die Varianzen
h
 
G
T
R
 1
nn
G

 1
i
(k 1)W+w;(k 1)W+w
der Sch

atzfehler
^
h
(k)
w
  h
(k)
w
der einzelnen Kanalim-
pulsantwortabtastwerte h
(k)
w
und die sich daraus ergebenden Signal-St

or-Verh

altnisse

(k)
w
=



h
(k)
w



2
h
 
G
T
R
 1
nn
G

 1
i
(k 1)W+w;(k 1)W+w
; k = 1 : : :K; w = 1 : : :W; (5.20)
interessieren.
Die Signal-St

or-Verh

altnisse 
(k)
w
nach (5.20), k = 1 : : :K, w = 1 : : :W , eignen sich
nicht direkt als G

utekriterien zum Beurteilen von Kanalsch

atzern und zugeh

origen
Trainingssignalen m
(k)
, k = 1 : : :K, siehe (5.10). Der Grund daf

ur besteht darin,
da das Signal-St

or-Verh

altnis 
(k)
w
nach (5.20) oensichtlich auch vom Kanalimpul-
santwortabtastwert h
(k)
w
und der Leistung des Rauschens n abh

angt. Man gelangt zu
einem G

utekriterium f

ur Kanalsch

atzer, indem man die Signal-St

or-Verh

altnisse 
(k)
w
,
k = 1 : : :K, w = 1 : : :W , nach (5.20) mit den Signal-St

or-Verh

altnissen 
(k)
ref;w
eines Re-
ferenzkanalsch

atzers vergleicht. Ein geeigneter Referenzkanalsch

atzer ist beispielsweise
das an das gesendete Trainingssignal signalangepate Filter f

ur farbiges Rauschen,
das unter Vernachl

assigung von Interferenzen bei gegebenen Trainingssignalen m
(k)
,
k = 1 : : :K, nach (5.10) die gr

otm

oglichen Signal-St

or-Verh

altnisse 
(k)
ref;w
, k = 1 : : :K,
w = 1 : : :W , liefert. Dieser Referenzkanalsch

atzer wird auch als Einzelkanalsch

atzer
bezeichnet. Die Referenzkanalsch

atzung ergibt sich zu
^
h
ref
=
 
diag
 
G
T
R
 1
nn
G

 1
G
T
R
 1
nn
 e: (5.21)
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Die Signal-St

or-Verh

altnisse dieser Referenzkanalsch

atzung sind

(k)
ref;w
=



h
(k)
w



2

G
T
R
 1
nn
G

(k 1)W+w;(k 1)W+w
; k = 1 : : :K; w = 1 : : :W: (5.22)
Im Falle weien Rauschens, siehe (2.17), ist das Signal-St

or-Verh

altnis 
(k)
ref;w
der Re-
ferenzkanalsch

atzung das bei gegebener Rauschleistung und gegebener Energie des
Trainingssignals m
(k)
nach (5.10) bestm

ogliche Signal-St

or-Verh

altnis. Als G

utekri-
terium f

ur Kanalsch

atzer und zugeh

orige Trainingssignale deniert man das als SNR-
Degradation bezeichnete Verh

altnis
Æ
(k)
w
=

(k)
ref;w

(k)
w
(5.23)
aus Signal-St

or-Verh

altnis 
(k)
ref;w
, siehe (5.22), des Referenzkanalsch

atzers und Signal-
St

or-Verh

altnis 
(k)
w
, siehe (5.20), des zu beurteilenden Kanalsch

atzers [Ste95, SB93,
SJ94]. Die SNR-Degradation Æ
(k)
w
ist aufgrund der Optimalit

atseigenschaft des signal-
angepaten Filters f

ur farbiges Rauschen stets gr

oer oder gleich eins.
F

ur den Maximum-Likelihood-Kanalsch

atzer nach (5.8) erh

alt man die SNR-
Degradationen
Æ
(k)
w
=
h
 
G
T
R
 1
nn
G

 1
i
(k 1)W+w;(k 1)W+w

G
T
R
 1
nn
G

(k 1)W+w;(k 1)W+w
;
k = 1 : : :K; w = 1 : : :W: (5.24)
Diese SNR-Degradationen Æ
(k)
w
, k = 1 : : :K, w = 1 : : :W , des Maximum-Likelihood-
Kanalsch

atzers sind ein Ma f

ur den Preis der erh

ohten St

orempndlichkeit der
interferenzfreien Kanalsch

atzung im Vergleich zur interferenzbehafteten Einzelka-
nalsch

atzung.
Im Falle des Steiner-Sch

atzers ist die totale Trainingssignalmatrix G nach (5.5) qua-
dratisch und rechtszirkulant. Die SNR-Degradationen
Æ = Æ
(k)
w
; w = 1 : : :W; k = 1 : : :K; (5.25)
sind dann alle gleich [SB93, Ste95]. Die Performanz des Steiner-Sch

atzers bei Verwen-
den eines bestimmten Grundcodes m nach (5.13) l

at sich daher durch einen einzigen
Zahlenwert Æ beschreiben
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Wie man aus der Formel (5.24) zum Berechnen der SNR-Degradationen des Maximum-
Likelihood-Kanalsch

atzers erkennt, sind die SNR-Degradationen Æ
(k)
w
, k = 1 : : :K, w =
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
atzung mit Trainingssignalen zum Erh

ohen der
Sch

atzqualit

at
1 : : :W , Funktionen der sich aus den verwendeten Trainingssignalen m
(k)
, k = 1 : : :K,
nach (5.10) ergebenden totalen TrainingssignalmatrixG nach (5.5). Man kann die Per-
formanz des Maximum-Likelihood-Kanalsch

atzers folglich durch geschickte Wahl der
Trainingssignale m
(k)
, k = 1 : : :K, optimieren. Interessant ist, da es Trainingssignale
m
(k)
, k = 1 : : :K, gibt, die zu SNR-Degradationen von
Æ
(k)
w
= 0 dB; w = 1 : : :W; k = 1 : : :K; (5.26)
f

uhren. Beispiele f

ur derartige Trainingssignale m
(k)
, k = 1 : : :K, im Fall quadratischer
Trainingssignalmatrizen (5.11) sind
 die aus jeweils einem einzigen verschobenen Diracimpuls [L

uk95] bestehenden
Trainingssignale mit den Elementen
m
(k)
m
=

1 falls m = (k   1)W + 1;
0 sonst;
k = 1 : : :K; m = 1 : : :M; (5.27)
was dem naheliegenden, zeitlich aufeinanderfolgenden Sch

atzen der einzelnen
Kan

ale mit einem Diracimpuls als Trainingssignal entspricht. Diese Trainings-
signale m
(k)
, k = 1 : : :K, kann man gem

a (5.15) aus dem Grundcode
m
p
=

1 falls p = 1;
0 sonst;
p = 1 : : : P; (5.28)
gewinnen, so da der aufwandsg

unstige Steiner-Sch

atzer einsetzbar ist.
 die neuartigen aus einer

Uberlagerung von Exponentialschwingungen mit der
normierten Frequenzdierenz 1=W resultierenden Trainingssignale mit den Ele-
menten
m
(k)
m
=
W 1
X
w=0
exp

j2
(w   1)K + k
KW

;
k = 1 : : :K; m = 1 : : :M: (5.29)
Diese Trainingssignale basieren auf einem Abtasten der

Ubertragungsfunktion
unter Einhalten des Abtasttheorems im Frequenzbereich [L

uk95].
Man kann also zusammenfassend sagen, da es im Falle der gemeinsamen Ka-
nalsch

atzung durch geschickte Wahl der Trainingssignale m
(k)
, k = 1 : : :K, m

oglich ist,
die sch

adlichen Auswirkungen von Interferenzen zu eliminieren, ohne daf

ur einen Preis
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in Form einer erh

ohten St

orempndlichkeit zahlen zu m

ussen. Es mu jedoch gesagt
werden, da die erw

ahnten optimalen Trainingssignale m
(k)
, k = 1 : : :K, mit SNR-
Degradationen von 0 dB bez

uglich anderer Kriterien recht ung

unstig sind und deshalb
bislang noch nicht zur Kanalsch

atzung in TD-CDMA-Mobilfunksystemen vorgeschla-
gen wurden. Eine f

ur die praktische Realisierung relevante Eigenschaft ist beispielsweise
der Crest-Faktor [vNP00], der bei den erw

ahnten, bez

uglich der SNR-Degradationen
optimalen Trainingssignale m
(k)
, k = 1 : : :K, sehr ung

unstig ist. F

ur TD-CDMA wur-
den daher auf heuristischem Wege Grundcodes m mit konstantem Betrag


m
p


= 1; p = 1 : : : P; (5.30)
und daraus abgeleitete Trainingssignale m
(k)
, k = 1 : : :K, konstruiert, die f

ur jede
Mobilstation zu einem Sendesignal mit konstanter H

ullkurve f

uhren, und die trotzdem
zur einer kleinen SNR-Degradation Æ nach (5.25) f

uhren [SJ94, Ste95].
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Gemeinsame Datensch

atzung f

ur
Mobilfunksysteme der dritten und vierten
Generation
6.1 Vergleich gemeinsamer Datensch

atzung mit
Einzelsymbolsch

atzung
Bevor genauer auf die Verfahren zum gemeinsamen Datensch

atzen eingegangen wird,
sollen hier G

utekriterien zum Beurteilen von gemeinsamen Datensch

atzern vorgestellt
werden. Hierzu wird der gemeinsame Datensch

atzer in einem Szenario betrachtet, in
dem auer den bei der gemeinsamen Datensch

atzung ber

ucksichtigten Nutzsignalen
nur Rauschen empfangen wird. Bei den hier betrachteten digitalen Mobilfunksyste-
men interessieren letztlich die sich ergebenden Bitfehlerwahrscheinlichkeiten, Symbol-
fehlerwahrscheinlichkeiten und Folgenfehlerwahrscheinlichkeiten, die Funktionen der
Nutzleistungs-zu-Rauschleistungs-Verh

altnisse am Empf

angereingang sind und im all-
gemeinen f

ur die verschiedenen Teilnehmer unterschiedlich sind. Im allgemeinen mu
man sogar von verschiedenen Nutzleistungs-zu-Rauschleistungs-Verh

altnissen f

ur ver-
schiedene Teilnehmer ausgehen. Die erw

ahnten Funktionen Bitfehlerwahrscheinlichkeit,
Symbolfehlerwahrscheinlichkeit und Folgenfehlerwahrscheinlichkeit sind als G

utekrite-
rien relativ unhandlich. Im folgenden werden daher G

utekriterien vorgestellt, die es
im Idealfall erlauben, die Performanz eines gemeinsamen Datensch

atzers durch eine
einzige Zahl zu beschreiben [Ver98].
Eine erste wesentliche Vereinfachung der Beurteilung von gemeinsamen Datensch

atzern
ergibt sich, wenn man zun

achst annimmt, da alle Teilnehmer, zum Beispiel in-
folge des Anwendens einer Leistungsregelung, mit dem gleichen Nutzleistungs-zu-
Rauschleistungs-Verh

altnis empfangen werden. Wenn man weiterhin annimmt, da
alle Teilnehmer Daten mit der gleichen Datenrate

ubertragen, so folgt eine einheit-
liche pro Bit empfangenen Nutzenergie E
b
f

ur alle Teilnehmer. Erst in einer sp

ateren
detaillierten Untersuchung wird dann zu kl

aren sein, ob und gegebenenfalls wie sich
unterschiedliche Nutzleistungs-zu-Rauschleistungs-Verh

altnisse der verschiedenen Teil-
nehmer auf die Performanz auswirken. Weiterhin stellt man fest, da in praktischen
Anwendungen nicht das gesamte Fehlerverhalten, sondern prim

ar nur das zum Errei-
chen einer bestimmten, f

ur die im betrachteten Mobilfunksystem angebotenen Dienste
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mindestens erforderlichen mittleren Fehlerwahrscheinlichkeit ben

otigte Nutzleistungs-
zu-Rauschleistungs-Verh

altnis interessiert. Da die Angabe eines zum Erreichen der den
Arbeitspunkt des Mobilfunksystems denierenden mittleren Fehlerwahrscheinlichkeit
ben

otigten Nutzleistungs-zu-Rauschleistungs-Verh

altnisses alleine wenig aussagekr

aftig
ist, bezieht man das Nutzleistungs-zu-Rauschleistungs-Verh

altnis auf das von einem
einfachen Referenzsystem zum Erzielen der vorgegebenen mittleren Fehlerwahrschein-
lichkeit ben

otigte Nutzleistungs-zu-Rauschleistungs-Verh

altnis.
Ein im Falle weien Gaurauschens am Empf

angereingang sinnvolles Referenzsystem
ist ein System,

uber das nur ein einziges Bit bipolar, das heit als BPSK-moduliertes
Datensymbol, oder zwei Bits als QPSK-moduliertes Datensymbol

ubertragen wer-
den. Dieser im Referenzsystem betrachtete Spezialfall der Daten

ubertragung wird
im folgenden als Einzelsymbolfall bezeichnet. Im Einzelsymbolfall besteht der opti-
male Empf

anger aus einem signalangepaten Filter mit anschlieendem Quantisierer
[L

uk95, Pro95, Tur60]. Es ist bekannt, da die Bitfehlerwahrscheinlichkeit P
b;c
im
Einzelsymbolfall mit der pro Bit empfangenen Nutzenergie E
b
nach (2.18) und der
zweiseitigen St

orleistungsdichte N
0
=2 nach (2.19) ausschlielich vom Verh

altnis E
b
=N
0
nach (2.20) abh

angt, das heit die Bitfehlerwahrscheinlichkeit P
b;c
h

angt bei gegebenen
E
b
=N
0
nicht von der gesendeten oder der empfangenen Signatur ab. Das Verh

altnis

c
(P
b;c
) =
E
b
=N
0
j
ref
E
b
=N
0
j
sys
(6.1)
des vom Referenzsystem zum Erzielen der den Arbeitspunkt beschreibenden mittleren
Bitfehlerwahrscheinlichkeit P
b;c
ben

otigten E
b
=N
0
j
ref
und des vom zu untersuchenden
System ben

otigten mittleren E
b
=N
0
j
sys
wird als Mehrteilnehmercodierungsgewinn be-
zeichnet [ZB95, GW96]. Der Mehrteilnehmercodierungsgewinn 
c
(P
b;c
) hat wegen
 der Interferenzen infolge der

Ubertragung mehrerer Bits,
 des eingesetzten Modulationsverfahrens und
 der eingesetzten Codierung
in der Regel einen von eins abweichenden Wert. Ein System ist um so besser, je h

oher
der Mehrteilnehmercodierungsgewinn 
c
(P
b;c
) ist. Die

Ubertragung mehrerer Bits re-
duziert aufgrund der auftretenden Interferenzen den Mehrteilnehmercodierungsgewinn

c
(P
b;c
), wohingegen eine geschickte Codierung den Mehrteilnehmercodierungsgewinn

c
(P
b;c
) erh

ohen kann.
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Zwei Sonderf

alle des Mehrteilnehmercodierungsgewinns 
c
(P
b;c
) nach (6.1) sind von be-
sonderem Interesse. In einem Mobilfunksystem ohne Fehlerschutzcodierung mit BPSK-
Modulation oder QPSK-Modulation, in dem das Empfangssignal eine lineare Funkti-
on der gesendeten Bits ist, gibt es im Vergleich zum Referenzsystem keine Gewinne
oder Verluste durch das eingesetzte Modulationsverfahren oder die Codierung. In die-
sem Fall wird der Mehrteilnehmercodierungsgewinn 
c
(P
b
) nach (6.1) allein durch die
Interferenzproblematik bestimmt und daher auch als MehrteilnehmereÆzienz  (P
b
)
bezeichnet [Ver98, LV89, Ver86b]. Die MehrteilnehmereÆzienz  (P
b
) hat stets einen
Wert zwischen Null und Eins, da sich Interferenzen nicht performanzverbessernd aus-
wirken k

onnen. Anschaulich kann man die MehrteilnehmereÆzienz als Ma f

ur den
Preis in Form einer erh

ohten Rauschempndlichkeit des gemeinsamen Datensch

atzers
im Vergleich zum Einzelsymbolsch

atzer interpretieren. Der Gewinn des gemeinsamen
Datensch

atzers in Form der reduzierten Interferenz bleibt hierbei zun

achst unber

uck-
sichtigt.
Ein weiterer Sonderfall ist ein Mobilfunksystem, in dem es zu keinen st

orenden Inter-
ferenzen kommt, das heit in dem die empfangenen Signaturen orthogonal sind. Dann
kann man jeden Teilnehmer getrennt betrachten, und der Mehrteilnehmercodierungs-
gewinn 
c
(P
b;c
) nach (6.1) wird allein durch das eingesetzte Modulationsverfahren und
die Codierung bestimmt. In diesem Fall entspricht der Mehrteilnehmercodierungsge-
winn 
c
(P
b;c
) nach (6.1) dem aus der Literatur bekannten Codierungsgewinn 
g
(P
b;c
)
[Fri96, Pro95, Roh95, Bos92]. Es sei erw

ahnt, da das in CDMA-Mobilfunksystemen
angewendete Spreizen der Sendesignale als einfacher Wiederholungscode [Fri96] ange-
sehen werden kann, der jedoch alleine zu keinem Codierungsgewinn 
g
(P
b;c
) f

uhrt.
Eine Zerlegung des Mehrteilnehmercodierungsgewinns 
c
(P
b;c
) nach(6.1) in ein Pro-
dukt aus die Interferenzein

usse erfassende MehrteilnehmereÆzienz  (P
b
) und einen
die Codierungsein

usse beschreibenden Codierungsgewinn 
g
(P
b;c
), wobei P
b
die zum
Erzielen der codierten Bitfehlerwahrscheinlichkeit P
b;c
ben

otigte uncodierte Bitfehler-
wahrscheinlichkeit ist, ist im allgemeinen nicht m

oglich [ZB95, GW96]. Dies liegt daran,
da sich Mobilfunksysteme nur in Spezialf

allen in eine Schachtelung aus
 einem inneren Mehrteilnehmer

ubertragungssystem, das die codierten Bits der
verschiedenen Teilnehmer unter Einsatz von BPSK-Modulation oder QPSK-
Modulation

uber das gemeinsame

Ubertragungsmedium transportiert, und
 einem getrennten

aueren

Ubertragungssystemen mit senderseitiger Codierung
und empf

angerseitiger Decodierung
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zerlegen lassen. Aber selbst wenn eine derartige Zerlegung m

oglich ist, ist noch zu
beachten, da die St

orung, die das

auere

Ubertragungssystem sieht, im allgemeinen
kein weies Gaurauschen mehr ist.
Besondere Bedeutung kommt dem Grenzwert des Mehrteilnehmercodierungsgewinns

c
(P
b;c
) nach (6.1) f

ur verschwindende Bitfehlerwahrscheinlichkeiten zu. Man deniert
den asymptotischen Mehrteilnehmercodierungsgewinn [ZB95, GW96]

c
= lim
P
b;c
!0

c
(P
b;c
) ; (6.2)
die asymptotische MehrteilnehmereÆzienz [Ver98, LV89, Ver86b]
 = lim
P
b
!0
 (P
b
) (6.3)
und den asymptotischen Codierungsgewinn [Fri96, Pro95, Roh95, Bos92]

g
= lim
P
b;c
!0

g
(P
b;c
) : (6.4)
Bislang wurde angenommen, da alle Teilnehmer mit dem gleichen Nutzleistungs-zu-
Rauschleistungs-Verh

altnis empfangen werden. Da die Codierung in der Regel f

ur je-
den Teilnehmer getrennt erfolgt, kann man auch in Systemen mit teilnehmerspezi-
schen Nutzleistungs-zu-Rauschleistungs-Verh

altnissen eine nun teilnehmerspezische
pro Bit empfangene Energie E
(k)
b
angeben und folglich auch einen teilnehmerspezi-
schen Mehrteilnehmercodierungsgewinn 
(k)
c
(P
b;c
), vergleiche (6.1), angeben. Der Ein-
u unterschiedlicher Nutzleistungs-zu-Rauschleistungs-Verh

altnisse der verschiedenen
Teilnehmer l

at sich besonders anschaulich anhand des Einusses der Nutzleistungs-
zu-Rauschleistungs-Verh

altnisse anderer Teilnehmer auf den asymptotischen Mehrteil-
nehmercodierungsgewinn 
(k)
c
, vergleiche (6.2), eines Referenzteilnehmers bei sonst un-
ver

andertem System, das heit bei unver

anderten Signaturen, Modulationen und Co-
dierungen, beurteilen. Drei typische Verhaltensweisen treten auf:
 Die Nutzleistungs-zu-Rauschleistungs-Verh

altnisse der anderen Teilnehmer ha-
ben keine Einu auf den asymptotischen Mehrteilnehmercodierungsgewinn 
(k)
c
des Referenzteilnehmers.
 Die Nutzleistungs-zu-Rauschleistungs-Verh

altnisse der anderen Teilnehmer ha-
ben zwar einen Einu auf den asymptotischen Mehrteilnehmercodierungsgewinn

(k)
c
des Referenzteilnehmers, das Minimum des asymptotischen Mehrteilnehmer-
codierungsgewinns 
(k)
c
des Referenzteilnehmers ist jedoch gr

oer Null.
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 Bei ung

unstiger Wahl der Nutzleistungs-zu-Rauschleistungs-Verh

altnisse der an-
deren Teilnehmer ergibt sich ein asymptotischer Mehrteilnehmercodierungsge-
winn 
(k)
c
von Null f

ur den Referenzteilnehmer.
In den ersten beiden F

allen bezeichnet man das Mobilfunksystem als nah-fern-resistent
[Ver98, LV89].
Eine wesentliche Voraussetzung der vorangehenden Betrachtungen ist, da das Rau-
schen weies Gaurauschen ist. Diese Voraussetzung ist notwendig, da die Bitfehler-
wahrscheinlichkeit P
b;c
des Referenzsystems nur im Falle weien Gaurauschens als
Funktion von E
b
=N
0
darstellbar ist. Im Falle farbigen Gaurauschens h

angt die Bitfeh-
lerwahrscheinlichkeit P
b;c
vom gesamten Rauschleistungsdichtespektrum und von den
empfangenen Signaturen ab. Die Denition eines sinnvollen Referenzsystems ist dann
speziell f

ur Mobilfunksysteme mit Fehlerschutzcodierung nicht mehr m

oglich, da man
einem gesendeten Bit keine empfangene Signatur mehr zuordnen kann. F

ur Mobil-
funksysteme ohne Fehlerschutzcodierung mit BPSK- oder QPSK-Modulation schl

agt
der Verfasser vor, f

ur den Fall farbigen Gaurauschens eine bitspezische Mehrteil-
nehmereÆzienz 
(k)
l

P
(k)
b;l

zu denieren. Hierzu vergleicht man die zum Erreichen der
Bitfehlerwahrscheinlichkeit P
(k)
b;l
erforderlichen, im allgemeinen bitspezischen empfan-
genen Energien E
(k)
b;l



sys
des zu untersuchenden Systems und E
(k)
b;l



ref
eines Referenz-
systems bei gleichem Rauschen und gleichen Signaturen. Ein sinnvolles Referenzsy-
stem ist hier das

Ubertragungssystem, das nur das betrachtete Bit unter Verwenden
der gleichen Signatur

ubertr

agt, das heit das zu untersuchende System unterscheidet
sich vom Referenzsystem nur dadurch, da neben dem betrachteten Bit noch weitere
Bits

ubertragen werden und folglich Interferenzen auftreten. Der in diesem Referenz-
system betrachtete Spezialfall der Daten

ubertragung ist eine Erweiterung des bereits
eingef

uhrten Einzelsymbolfalls f

ur farbiges Rauschen. Der optimale Empf

anger f

ur das
Referenzsystem ist bekanntlich ein signalangepates Filter f

ur farbiges Rauschen mit
anschlieendem Quantisierer [L

uk95, Pro95, Tur60]. Die verallgemeinerte Mehrteilneh-
mereÆzienz ist

(k)
l

P
(k)
b;l

=
E
(k)
b;l



ref
E
(k)
b;l



sys
: (6.5)
Weiterhin wird hier die verallgemeinerte asymptotische MehrteilnehmereÆzienz

(k)
l
= lim
P
b
!0

(k)
l

P
(k)
b;l

(6.6)
deniert.
6.2 Prinzipien der gemeinsamen Datensch

atzung ohne Ber

ucksichtigen von
Fehlerschutzcodes 77
6.2 Prinzipien der gemeinsamen Datensch

atzung
ohne Ber

ucksichtigen von Fehlerschutzcodes
6.2.1 Optimale gemeinsame Datensch

atzung
Zun

achst wird ein CDMA-Mobilfunksystem ohne Fehlerschutzcodierung, das heit ein
Mobilfunksystem, in dem
d
(k)
= u
(k)
(6.7)
gilt, betrachtet, siehe Abschnitt 2.2.1. Ein naheliegendes Optimierungskriterium be-
steht darin, entsprechend dem Maximum-a-posteriori-Kriterium [Pro95, Wha71] im
Empf

anger den Datenvektor
^
d
MAPF
als Sch

atzung des gesendeten Datenvektors d nach
(2.24) zu verwenden, der basierend auf der Kenntnis des Empfangssignals e, siehe
(2.26), der am wahrscheinlichsten gesendete Datenvektor ist, das heit es gilt
^
d
MAPF
= arg max
d2D
KN
fPr fdj egg : (6.8)
Es ist essentiell, das Maximum bez

uglich der Menge D
KN
der tats

achlich m

oglichen
Datenvektoren der L

ange KN zu bestimmen. Im Falle von QPSK-Modulation ist das
Modulationsalphabet beispielsweise
D = f+1 + j; 1 + j; 1  j;+1  jg : (6.9)
Mit der Bayesschen Formel [Bos86, Pap91] folgt
Pr fdj eg =
p (d; e)
p (e)
=
p (ejd)  Pr fdg
p (e)
: (6.10)
Pr fdg ist die A-priori-Wahrscheinlichkeit des Datenvektors d, siehe (2.24), das heit
die Wahrscheinlichkeit, mit der der Datenvektor d gesendet wird. Da das Maximum in
(6.8) nur f

ur einen bestimmten Empfangsvektor e nach (2.26) gesucht wird, folgt mit
(6.10)
^
d
MAPF
= arg max
d2D
KN
fp (ejd)  Pr fdgg : (6.11)
Mit
n = e Ad (6.12)
entspricht der Wert der bedingten Wahrscheinlichkeitsdichtefunktion p (ejd) dem Wert
der Wahrscheinlichkeitsdichtefunktion des Rauschens f

ur den zugeh

origen Rauschvek-
tor n:
p (ejd) = p (n = e Ad) : (6.13)
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Die in (6.8) und (6.11) denierten Datensch

atzer sind Maximum-a-posteriori-
Folgensch

atzer, da die Wahrscheinlichkeiten der in den Vektoren d nach (2.24)
zusammengefaten Datenfolgen maximiert werden, das heit die Folgenfehlerwahr-
scheinlichkeiten werden minimiert. Um die Symbolfehlerwahrscheinlichkeiten zu mi-
nimieren, mu man die wahrscheinlichsten Werte der einzelnen Datensymbole d
(k)
n
,
n = 1 : : : N , k = 1 : : :K, bestimmen. Die A-posteriori-Wahrscheinlichkeit des n-
ten Datensymbols d
(k)
n
von Teilnehmer k ergibt sich durch Aufsummieren der A-
posteriori-Wahrscheinlichkeiten aller Datenvektoren d nach (2.24), in denen das be-
trachtete Datensymbol d
(k)
n
den vorgegebenen Wert hat. Die Maximum-a-posteriori-
Symbolsch

atzung des Datensymbols d
(k)
n
ergibt sich zu
^
d
(k)
MAPS;n
= arg max
d
(k)
n
2D
8
>
<
>
:
X
n
d



d2D
KN
^ [d]
(k 1)N+n
=
^
d
(k)
n
o
p (ejd)  Pr fdg
9
>
=
>
;
: (6.14)
Schlielich kann man noch die Bitfehlerwahrscheinlichkeiten minimieren, was nur
im Fall einer BPSK-Modulation oder einer QPSK-Modulation gleichwertig zum Mi-
nimieren der Symbolfehlerwahrscheinlichkeiten ist [L

uk95, Pro95]. Die A-posteriori-
Wahrscheinlichkeit des m-ten Datenbits d
(k)
m
von Teilnehmer k ergibt sich durch Auf-
summieren der A-posteriori-Wahrscheinlichkeiten aller Datenvektoren d, in denen das
betrachtete Datenbit d
(k)
m
den vorgegebenen Wert hat. Die Maximum-a-posteriori-
Bitsch

atzung des Datenbits d
(K)
m
ergibt sich zu
^
d
(k)
MAPB;m
= arg max
d
(k)
m
2f 1;+1g
8
>
<
>
:
X
n
d



d2D
KN
^ d
(k)
m
enthalten
o
p (ejd)  Pr fdg
9
>
=
>
;
: (6.15)
Der Maximum-a-posteriori-Bitsch

atzer ist derjenige Datensch

atzer, der bei gegebenem
Sender und Kanal die MehrteilnehmereÆzienz  (P
b
) maximiert.
Ausgehend von der Annahme, das alle jD j
KN
Datenvektoren d nach (2.24) mit der
gleichen A-priori-Wahrscheinlichkeit Pr fdg gesendet werden, erh

alt man aus den vor-
gestellten Maximum-a-posteriori-Datensch

atzern Maximum-Likelihood-Datensch

atzer
[Pro95, Wha71, Ver98, Ver86b, Ver86a, Sch79, Sch80]. Aus (6.11) erh

alt man den
Maximum-Likelihood-Folgensch

atzer
^
d
MLF
= arg max
d2D
KN
fp (ejd)g ; (6.16)
aus (6.14) erh

alt man den Maximum-Likelihood-Symbolsch

atzer
^
d
(k)
MLS;n
= arg max
d
(k)
n
2D
8
>
<
>
:
X
n
d



d2D
KN
^ [d]
(k 1)N+n
=
^
d
(k)
n
o
p (ejd)
9
>
=
>
;
(6.17)
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und aus (6.15) erh

alt man den Maximum-Likelihood-Bitsch

atzer
^
d
k)
MLB;m
= arg max
d
(k)
m
2f 1;+1g
8
>
<
>
:
X
n
d



d2D
KN
^ d
(k)
m
enthalten
o
p (ejd)
9
>
=
>
;
: (6.18)
Falls das Rauschen n gauverteilt ist, ben

otigt man zum Berechnen der Wahrschein-
lichkeitsdichtefunktion p (ejd) nicht die gesamte im Empfangsvektor e nach (2.26)
enthaltene Information. Mit der Wahrscheinlichkeitsdichtefunktion (2.21) des Gau-
rauschens und (6.13) folgt [Pro95, Wha71]
p (ejd) =
1

NQ+W 1
det (R
nn
)
exp

  (e Ad)
T
R
 1
nn
(e Ad)

=
1

NQ+W 1
det (R
nn
)
exp
 
e
T
R
 1
nn
e

exp
 
 
 
 2Re

d
T
A
T
R
 1
nn
e
	
+ d
T
A
T
R
 1
nn
Ad

: (6.19)
Der Term exp
 
e
T
R
 1
nn
e

ist f

ur die Maximierungsaufgaben der Maximum-a-posteriori-
Datensch

atzer und Maximum-Likelihood-Datensch

atzer ein konstanter Faktor und da-
her irrelevant, so da der Empfangsvektor e nach (2.26) ausschlielich in der Form
r = A
T
R
 1
nn
e (6.20)
eingeht. Die Kenntnis des Ausgangsvektors r der durch die Matrix A
T
R
 1
nn
beschriebe-
nen Bank an die empfangenen Signaturen angepater Filter gen

ugt also zum optimalen
Datensch

atzen im Empf

anger. Der Vektor r nach (6.20) wird daher auch als suÆziente
Statistik bezeichnet [Kay93, SM71]. Aus (6.19) folgt mit (6.20)
p (ejd)  exp
 
 
 
 2Re

d
T
r
	
+ d
T
A
T
R
 1
nn
Ad

: (6.21)
Die gesamte Interferenzsituation wird im Fall von Gaurauschen durch die Matrix
A
T
R
 1
nn
A, die invariant bez

uglich einer durch (2.32) und (2.34) beschriebenen Basis-
transformation ist, beschrieben.
Im Fall von Gaurauschen n folgt aus (6.11) mit (6.19) und (6.20) f

ur den Maximum-
Likelihood-Folgensch

atzer [Ver98, Pro95]
^
d
MLF
= arg min
d2D
KN
n
(e Ad)
T
R
 1
nn
(e Ad)
o
= arg min
d2D
KN

 2Re

d
T
r
	
+ d
T
A
T
R
 1
nn
Ad
	
: (6.22)
Im Falle weien Gaurauschens (2.17) l

at sich (6.22) weiter vereinfachen zu [Ver98,
Pro95]
^
d
MLF
= arg min
d2D
KN

ke A dk
2
	
; (6.23)
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das heit man sucht den diskretwertigen Datenvektor d nach (2.24), der das Empfangs-
signal e nach (2.26) im Sinne des quadratischen Fehlers bestm

oglich rekonstruiert.
Die im vorliegenden Abschnitt vorgestellten Maximum-a-posteriori-Datensch

atzer und
Maximum-Likelihood-Datensch

atzer sind sehr komplex, da die Wahrscheinlichkeiten
f

ur alle KN m

oglichen Datenvektoren d nach (2.24) berechnet werden m

ussen. Der
Rechenaufwand steigt exponentiell mit der Anzahl der Teilnehmer K und der An-
zahl N je Teilnehmer

ubertragener Datensymbole. In F

allen, in denen die empfan-
genen Signaturen teilweise orthogonal sind, kann dieser Rechenaufwand zwar durch
den Einsatz des Viterbi-Algorithmus [For72, For73, Ung74, Sch79] f

ur Maximum-
Likelihood-Folgensch

atzer oder des BCJR-Algorithmus [BCJR74] f

ur Symbolsch

atzer
oder Bitsch

atzer deutlich reduziert werden, ist jedoch immer noch sehr hoch. Es
verbleibt jedoch auf jeden Fall eine exponentielle Abh

angigkeit des Rechenauf-
wands von der Anzahl nichtorthogonaler empfangener Signaturen. In einem CDMA-
Mobilfunksystem sind zumindest die empfangenen Signaturen zeitgleich von den ver-
schiedenen Teilnehmern gesendeter Datensymbole nichtorthogonal, so da der Re-
chenaufwand exponentiell mit der Anzahl K der Teilnehmer w

achst [Ver98, Mos96,
KA00, DHHZ95]. Die Maximum-a-posteriori-Datensch

atzer und Maximum-Likelihood-
Datensch

atzer sind in CDMA-Mobilfunksystemen daher nur von theoretischem Inter-
esse und praktisch nicht realisierbar.
6.2.2 Lineare gemeinsame Datensch

atzung
6.2.2.1 Sch

atzverfahren
Eine wesentliche Ursache f

ur den hohen Rechenaufwand der in Abschnitt 6.2.1 vorge-
stellten optimalen Datensch

atzer ist das Ber

ucksichtigen der Wertdiskretheit des Mo-
dulationsalphabets D . Wenn man zun

achst eine kontinuierlichwertige Datensch

atzung
^
d bestimmt, das heit jeden komplexwertigen Datenvektor zul

at, und erst in einem
zweiten Schritt durch Quantisieren eine diskretwertige Sch

atzung und die zugeh

origen
Bits bestimmt, l

at sich der Rechenaufwand deutlich reduzieren. Diese Vorgehensweise
ist bez

uglich der Qualit

at der gewonnenen Sch

atzung in der Regel suboptimal.
Ausgehend von dem Optimierungskriterium (6.22) des Maximum-Likelihood-
Folgensch

atzers im Falle von Gaurauschen erh

alt man, wenn man wertkontinuierliche
komplexwertige Datensch

atzungen zul

at, die Zero-Forcing-Sch

atzung des Datenvek-
tors d nach (2.24) zu [LV89, XSR90, LV90, KB92, Ver98, Kle96, KKKB96, BFKM93,
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FKB94, KB93, KKKB94, Gra81]
^
d
ZF
= arg min
d2C
KN
n
(e Ad)
T
R
 1
nn
(e Ad)
o
=
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
e: (6.24)
Die Zero-Forcing-Sch

atzung
^
d
ZF
ist also eine lineare Funktion des Empfangsvektors e
nach (2.26). Weiterhin ist die Zero-Forcing-Sch

atzung erwartungstreu, das heit es gilt
E
n
^
d
ZF
o
= d: (6.25)
Aus (6.24) erkennt man, da sich der Zero-Forcing-Sch

atzer als Reihenschaltung einer
durch
r =

r
(1)
1
: : : r
(1)
N
: : : r
(K)
1
: : : r
(K)
N

T
=
 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
e (6.26)
beschriebenen Bank signalangepater Filter und eines durch
^
d
ZF
=

 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A

 1
| {z }
D
ZF
r (6.27)
beschriebenen Dekorrelators interpretieren l

at [Ver98, Kle96, KB92, KKKB96], siehe
auch Bild 6.1. Die Multiplikation mit der Diagonalmatrix
 
diag
 
A
T
R
 1
nn
A

 1
dient
dem Normieren von r. Es wird sich im folgenden Kapitel 7 allgemein als sinnvoll heraus-
stellen, Datensch

atzer basierend auf dem Ausgangsvektor r der Bank signalangepater
Filter zu formulieren. Die Matrix
D
ZF
=

 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A

 1
(6.28)
wird als Demodulatormatrix des Zero-Forcing-Sch

atzers bezeichnet. Der Dekorrela-
tor beseitigt die in r noch vorhandenen Interferenzen. Die den Dekorrelator beschrei-
bende Demodulatormatrix D
ZF
und die die Interferenzsituation beschreibende Ma-
trix A
T
R
 1
nn
A sind unabh

angig von der Signaldarstellung und damit auch invariant
bez

uglich einer Basistransformation, siehe (2.32) und (2.34).
Im Falle weien Rauschens n mit der Kovarianzmatrix R
nn
nach (2.17) lassen sich die
Formeln f

ur den Zero-Forcing-Sch

atzer vereinfachen. Aus (6.26) folgt
r =
 
diag
 
A
T
A

 1
A
T
e: (6.29)
Die Sch

atzmatrix nach (6.28) vereinfacht sich zu
D
ZF
=
 
diag
 
A
T
A

 1
 
A
T
A

 1
: (6.30)
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Bild 6.1. Zero-Forcing-Sch

atzer [Kle96]
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Es sei erw

ahnt, da die Zero-Forcing-Sch

atzung
^
d
ZF
nach (6.24) im Falle weien Rau-
schens n, siehe (2.17), der auch als Pseudol

osung bezeichneten L

osung kleinster Feh-
lerquadrate des

uberbestimmten linearen Gleichungssystems
e = A 
^
d
ZF
(6.31)
und der L

osung der Normalgleichungen
A
T
e = A
T
A 
^
d
ZF
(6.32)
entspricht [Sch88b, Sto89]. In der numerischen Mathematik sind viele Verfahren wie
zum Beispiel das Householder-Verfahren zum numerischen Bestimmen dieser Pseu-
dol

osung bekannt [Sch88b, Sto89].
Die kontinuierlichwertige Sch

atzung
^
d
ZF
des totalen codierten Datenvektors d nach
(2.23) erh

alt man aus der Sch

atzung
^
d
ZF
, siehe (6.24), des totalen komplexen Daten-
vektors d nach (2.24) durch Demodulieren, das im Fall einer QPSK-Modulation einem
Realteil- und Imagin

arteilbilden entspricht. F

ur das m-te Element
^
d
ZF;m
des Vektors
^
d
ZF
gilt
^
d
ZF;m
=
8
<
:
Re
n
^
d
ZF;(m 1)=2+1
o
falls m ungerade;
Im
n
^
d
ZF;m=2
o
falls m gerade:
(6.33)
Ziel des Zero-Forcing-Sch

atzers ist es, einen Datenvektor
^
d
ZF
, siehe (6.24), zu nden,
der das Empfangssignal e beim Einsetzen in die Systemgleichung (2.26) m

oglichst gut
approximiert. Ein in vielen Anwendungen sinnvolleres Optimierungskriterium ist es je-
doch, einen Datenvektor
^
d
MMSE
zu nden, der m

oglichst genau dem wahren gesendeten
Datenvektor d entspricht. Der Minimum-Mean-Square-Error-Sch

atzer ist ein derartiger
Datensch

atzer, der den Erwartungswert E




d 
^
d



2

des quadratischen Sch

atzfeh-
lers minimiert [Ver98, KB92, KKKB96, BFKM93, FKB94, KB93, KKKB94]. Mit der
Kovarianzmatrix
R
dd
= E

dd
T
	
(6.34)
des gesendeten Datenvektors d nach (2.24) ergibt sich die Minimum-Mean-Square-
Error-Sch

atzung zu [Ver98, KB92, KKKB96, BFKM93, FKB94, KB93, KKKB94]
^
d
MMSE
= arg min
^
d2C
KN

E




d 
^
d



2

=
 
A
T
R
 1
nn
A+R
 1
dd

 1
A
T
R
 1
nn
e: (6.35)
Der Minimum-Mean-Square-Error-Sch

atzer ist also ebenfalls ein linearer Sch

atzer, der
jedoch nicht erwartungstreu ist. Auch hier ist wieder eine Zerlegung in eine Reihen-
schaltung aus einer Bank signalangepater Filter, siehe (6.26), und eines durch die
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Demodulatormatrix
D
MMSE
=
 
A
T
R
 1
nn
A+R
 1
dd

 1
(6.36)
beschriebenen Sch

atzers m

oglich [Ver98, Kle96, KB92, KKKB96]. F

ur schwaches Rau-
schen n konvergiert die Minimum-Mean-Square-Error-Sch

atzung
^
d
MMSE
nach (6.35)
gegen die Zero-Forcing-Sch

atzung
^
d
ZF
nach (6.24) [Ver98]. Die folgenden Performanz-
betrachtungen k

onnen sich daher auf den Zero-Forcing-Sch

atzer konzentrieren.
6.2.2.2 Performanz
F

ur den Zero-Forcing-Sch

atzer ist die in Abschnitt 6.1 denierte MehrteilnehmereÆ-
zienz 
(k)
l

P
(k)
b;l

, siehe (6.5), unabh

angig vom Arbeitspunkt und folglich auch gleich
der asymptotischen MehrteilnehmereÆzienz 
(k)
l
, siehe (6.6). Da das der Sch

atzung
^
d
(k)
n
eines Datensymbols d
(k)
n

uberlagerte Rauschen alle im Datensymbol enthaltenen Bits
gleichermaen betrit, sind die asymptotischen MehrteilnehmereÆzienzen 
(k)
l
f

ur alle
Bits eines Datensymbols gleich. Im folgenden wird daher die die asymptotische Mehr-
teilnehmereÆzienz 
(k)
ZF;n
des Datensymbols d
(k)
n
betrachtet. Man kann die asymptotische
MehrteilnehmereÆzienz 
(k)
ZF;n
beim Sch

atzen des n-ten Datensymbols d
(k)
n
von Teilneh-
mer k abh

angig von der Systemmatrix A, siehe (2.25), und der Kovarianzmatrix R
nn
nach (2.16) des Rauschens n berechnen [KKKB96, Ver98, LV89]. Man erh

alt

(k)
ZF;n
=
1
h
 
A
T
R
 1
nn
A

 1
i
(k 1)N+n;(k 1)N+n


A
T
R
 1
nn
A

(k 1)N+n;(k 1)N+n
: (6.37)
F

ur den Sonderfall weien Rauschens, siehe (2.17), erh

alt man

(k)
ZF;n
=
1
h
 
A
T
A

 1
i
(k 1)N+n;(k 1)N+n


A
T
A

(k 1)N+n;(k 1)N+n
: (6.38)
Man stellt fest, da die asymptotischen MehrteilnehmereÆzienzen 
(k)
ZF;n
, n = 1 : : :N ,
k = 1 : : :K, des Zero-Forcing-Sch

atzers unabh

angig von den Energien der empfange-
nen Signaturen A
(k)
n
nach (2.13) sind und nur von den Strukturen der empfangenen
Signaturen A
(k)
n
abh

angen, das heit der Zero-Forcing-Sch

atzer ist nah-fern-resistent.
Im allgemeinen ergibt sich f

ur jedes Datensymbol d
(k)
n
, n = 1 : : :N , k = 1 : : :K, ein
anderer Wert der asymptotischen MehrteilnehmereÆzienz 
(k)
ZF;n
nach (6.37). Hier wird
daher auch die mittlere asymptotische MehrteilnehmereÆzienz

ZF
=
K
P
k=1
N
P
n=1

(k)
ZF;n
KN
(6.39)
6.2 Prinzipien der gemeinsamen Datensch

atzung ohne Ber

ucksichtigen von
Fehlerschutzcodes 85
betrachtet. Weiterhin h

angen die asymptotischen MehrteilnehmereÆzienzen 
(k)
ZF;n
, n =
1 : : :N , k = 1 : : :K, nach (6.37) von den Kanalimpulsantworten h
(k)
, k = 1 : : :K, siehe
(2.11), die in die Systemmatrix A, siehe (2.25), eingehen, ab. Falls von den Kanalimpul-
santworten h
(k)
, k = 1 : : :K, nur statistische Eigenschaften, zum Beispiel entsprechend
einem COST207 Kanalmodell [COS89] gegeben sind, ist es sinnvoll, den Erwartungs-
wert E f
ZF
g der mittleren asymptotischen MehrteilnehmereÆzienz 
ZF
nach (6.39) bei
diesem Kanalmodell zu berechnen.
F

ur den Fall, da das Rauschen n wei und gauverteilt ist und eine QPSK-Modulation
eingesetzt wird, kann man die Bitfehlerwahrscheinlichkeit P
(k)
ZF;b;n
der beiden im n-ten
Datensymbol d
(k)
n
von Teilnehmer k enthaltenen Bits auf einfache Weise berechnen,
da auch die St

orung am Ausgang des Zero-Forcing-Sch

atzers gauverteilt ist [XSR90,
Ver98, LV89]. Man erh

alt das Signal-St

or-Verh

altnis

(k)
ZF;n
=
b
(k)
T
b
(k)



d
(k)
n



2

(k)
ZF;n

2
(6.40)
am Ausgang des Zero-Forcing-Sch

atzers. Mit der Energie E
(k)
b;n
, siehe (2.18), des auf
das Senden eines der beiden im n-ten Datensymbol d
(k)
n
von Teilnehmer k enthalte-
nen Bits zur

uckgehenden Empfangssignalanteils im

aquivalenten Bandpabereich, der
zweiseitigen spektralen Leistungsdichte des

aquivalenten Bandparauschens N
0
=2 nach
(2.19) und der asymptotischen MehrteilnehmereÆzienz 
(k)
ZF;n
nach (6.38) kann man das
Signal-St

or-Verh

altnis am Ausgang des Zero-Forcing-Sch

atzers auch in der Form

(k)
ZF;n
=
2E
(k)
b;m

(k)
ZF;n
N
0
(6.41)
angeben. Da die St

orung gauverteilt ist, ergibt sich die Bitfehlerwahrscheinlichkeit
P
(k)
b;ZF;n
=
1
2
erfc
0
@
s
E
(k)
b;n

(k)
ZF;n
N
0
1
A
: (6.42)
In Bild 6.2 ist der Erwartungswert E f
ZF
g der mittleren asymptotischen Mehrteilneh-
mereÆzienz 
ZF
nach (6.39) des Zero-Forcing-Sch

atzers abh

angig von der Anzahl K der
Mobilstationen f

ur die in Abschnitt 2.2.1 beschriebene Aufw

artsstrecke eines CDMA-
Mobilfunksystems dargestellt. Neben den Parametern aus Tabelle 2.1 liegen der Kurve
nach Bild 6.2 folgende Annahmen zugrunde:
 Das Rauschen n ist wei und gauverteilt, das heit f

ur die Kovarianzmatrix R
nn
des Rauschens gilt (2.17).
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Z
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Bild 6.2. Erwartungswert E f
ZF
g der mittleren asymptotischen MehrteilnehmereÆzi-
enz 
ZF
nach (6.39) des Zero-Forcing-Sch

atzers abh

angig von der Anzahl K der Mobil-
stationen
 Es werden orthogonale Spreizcodes c
(k)
, k = 1 : : :K, nach (2.9) verwendet, die
durch Verw

urfeln der 16 Walsh-Codes der L

ange 16 mit einer gemeinsamen
bin

aren Zufallsfolge erzeugt werden.
 Es werden zuf

allige Kanalimpulsantworten h
(k)
, k = 1 : : :K, siehe (2.11), ent-
sprechend dem COST207 Bad Urban Kanalmodell [COS89] betrachtet.
Der Erwartungswert wird hier sowohl bez

uglich der Kanalimpulsantworten h
(k)
, k =
1 : : :K, siehe (2.11), als auch bez

uglich der Spreizcodes c
(k)
, k = 1 : : :K, siehe (2.9),
gebildet. Man erkennt, da der Erwartungswert E f
ZF
g der mittleren asymptotischen
MehrteilnehmereÆzienz 
ZF
nach (6.39) des Zero-Forcing-Sch

atzers in guter N

aherung
linear mit der Anzahl K der Mobilstationen abnimmt [M

ul01, Met91].
Der mit der Anzahl K der Mobilstationen stark abfallende Erwartungswert E f
ZF
g der
mittleren asymptotischen MehrteilnehmereÆzienz 
ZF
nach (6.39) bewirkt mit wach-
sender Anzahl K an Mobilstationen stark ansteigende Erwartungswerte E fP
b;ZF
g der
mittleren Bitfehlerwahrscheinlichkeit
P
b;ZF
=
K
P
k=1
N
P
n=1
P
(k)
b;ZF;n
KN
(6.43)
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Bild 6.3. Erwartungswert E fP
b;ZF
g der mittleren uncodierten Bitfehlerwahrscheinlich-
keit P
b;ZF
nach (6.43) des Zero-Forcing-Sch

atzers abh

angig von E
b
=N
0
; Parameter:
Anzahl K der Mobilstationen
siehe Bild 6.3. Bild 6.3 wird mit den gleichen Parametern und Annahmen simuliert,
die auch beim Berechnen des Erwartungswerts E f
ZF
g der mittleren asymptotischen
MehrteilnehmereÆzienz 
ZF
nach (6.39) verwendet werden. Weiterhin werden die Sen-
deleistungen so eingestellt, da
E
(k)
b;n
N
0
=
E
b
N
0
(6.44)
nach (2.20) f

ur alle Datensymbole d
(k)
n
, n = 1 : : : N , k = 1 : : :K, gleich ist. Zum ver-
gleichen ist in Bild 6.3 auch die optimale Kurve f

ur das Referenzsystem, das heit den
Einzelsymbolfall eingezeichnet. Die Kurve der Bitfehlerwahrscheinlichkeit P
(k)
b;ZF;n
, siehe
(6.42), der Bits des n-ten Datensymbols d
(k)
n
, das heit eines Datensymbols mit einer
bestimmten empfangenen Signatur A
(k)
n
nach (2.13), verschiebt sich bei Erh

ohen der
Anzahl K der Mobilstationen lediglich horizontal um den Kehrwert der von K abh

angi-
gen datensymbolspezischen MehrteilnehmereÆzienz 
(k)
ZF;n
, siehe (6.38), nach rechts.
F

ur den in Bild 6.3 aufgetragenen Erwartungswert E fP
b;ZF
g der mittleren Bitfehler-
wahrscheinlichkeit P
b;ZF
nach (6.43) gilt dies nicht, da die uncodierten Bitfehlerwahr-
scheinlichkeiten P
(k)
b;ZF;n
nichtlineare Funktionen der datensymbolspezischen Mehrteil-
nehmereÆzienzen 
(k)
ZF;n
nach (6.38) sind, siehe (6.42).
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6.2.2.3 Rechenaufwand
Die einzige Motivation f

ur den Einsatz suboptimaler linearer gemeinsamer Da-
tensch

atzer anstelle optimaler gemeinsamer Datensch

atzer ist das Reduzieren des Re-
chenaufwands. Die Rechenaufwandsbetrachtung hat daher und als Vorbereitung f

ur die
Analyse iterativer gemeinsamer Datensch

atzer in Kapitel 7 eine besondere Bedeutung.
Im folgenden werden Algorithmen und Rechenaufwand des Zero-Forcing-Sch

atzers f

ur
den Fall weien Rauschens betrachtet. Im Fall weien Rauschens ist die Kovarianzma-
trixR
nn
des Rauschens n bis auf einen Faktor 
2
gleich der Einheitsmatrix, siehe (2.17),
was zu vereinfachten Berechnungsvorschriften f

uhrt. F

ur den Minimum-Mean-Square-
Error-Sch

atzer und f

ur den Fall farbigen Rauschens ergeben sich

ahnliche Resultate.
Wenn man mit dem Ziel einer Rechenaufwandsreduktion auf das Normieren des Aus-
gangssignals der Bank signalangepater Filter verzichtet, so ergeben sich die folgenden
vereinfachten Rechenvorschriften. F

ur die nicht normierte signalangepate Filterung
folgt aus (6.29) mit (2.25)
r = A
T
 e =
0
B
@
A
(1)
T
 e
.
.
.
A
(K)
T
 e
1
C
A
: (6.45)
Aus (6.24), (6.30), (6.29) und (6.45) ergibt sich schlielich die Zero-Forcing-Sch

atzung
zu
^
d
ZF
=
 
A
T
A

 1
 r: (6.46)
Bei der hier auftretenden Matrix A
T
A handelt es sich um die Korrelationsmatrix der
empfangenen Signaturen A
(k)
n
, n = 1 : : : N , k = 1 : : :K, siehe (2.13).
Das direkte Berechnen der Zero-Forcing-Sch

atzung
^
d
ZF
nach (6.46) w

urde eine nu-
merisch ung

unstige Matrixinversion erfordern. Besser ist es, statt dessen das lineare
Gleichungssystem
 
A
T
A


^
d
ZF
= r (6.47)
zu l

osen [PTVF92, Sch99, VHG01, Sto89, VGH99]. Mit der Choleskyzerlegung
[PTVF92, Sch88b, VHG01, Sto89, KA98] kann das L

osen dieses Gleichungssystems
weiter vereinfacht werden, siehe Bild 6.4. Die hermitsche Korrelationsmatrix A
T
A
kann mit der Choleskyzerlegung in ein Produkt einer unteren Dreiecksmatrix L und
einer oberen Dreiecksmatrix L
T
zerlegt werden:
A
T
A = L  L
T
: (6.48)
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Bild 6.4. Anwenden der Choleskyzerlegung [Kle96]
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Mit (6.48) reduziert sich das L

osen des linearen Gleichungssystems (6.47) auf das L

osen
zweier linearer Gleichungssysteme
L  x = r (6.49)
und
L
T

^
d
ZF
= x (6.50)
in Dreiecksform durch Vorw

artssubstitution und R

uckw

artssubstitution [Sch88b,
PTVF92].
Beim Berechnen der Zero-Forcing-Sch

atzung
^
d
ZF
ben

otigte wesentliche, das heit f

ur
den Rechenaufwand relevante Operationen sind Multiplikationen, Divisionen und Qua-
dratwurzeln. Beim Berechnen der Zero-Forcing-Sch

atzung
^
d
ZF
nach (2.12), (2.13),
(6.45), (6.48), (6.49) und (6.50) erfordern die Schritte
 Berechnen der kombinierten Kanalimpulsantworten b
(k)
, k = 1 : : :K, nach (2.12),
 signalangepate Filterung nach (6.45),
 Berechnen der Korrelationsmatrix A
T
A,
 Choleskyzerlegung und
 L

osen der Gleichungssysteme (6.49) und (6.50)
wesentliche Operationen.
Das Berechnen einer kombinierten Kanalimpulsantwort b
(k)
nach (2.12) erfordert
1 + 2 + : : :+ (Q  1) +Q + : : :+Q
| {z }
(W Q+1) mal
+ (Q  1) + : : :+ 2 + 1 = WQ (6.51)
komplexwertige Multiplikationen, siehe Bild 6.5. Das Berechnen aller K kombinierten
Kanalimpulsantworten erfordert also KWQ komplexwertige Multiplikationen.
Die Bank signalangepater Filter kann man in K B

anke signalangepater Filter f

ur die
Datensymbole jeweils einer Mobilstation zerlegen, siehe (6.45). F

ur die Bank signalan-
gepater Filter f

ur Mobilstation k gilt
r
(k)
= A
T
(k)
 e: (6.52)
Zum Berechnen von r
(k)
sind N  (Q+W   1) komplexwertige Multiplikationen er-
forderlich, siehe Bild 6.6. Die gesamte Bank signalangepater Filter zum Berechnen
von
r =

r
(1)
T
: : : r
(K)
T

T
(6.53)
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Bild 6.5. Rechenaufwand zum Berechnen einer kombinierten Kanalimpulsantwort b
(k)
erfordert folglich K N  (Q+W   1) komplexwertige Multiplikationen.
F

ur die Korrelationsmatrix A
T
A gilt
A
T
A =
0
B
@
A
(1)
T
.
.
.
A
(K)
T
1
C
A


A
(1)
: : :A
(K)

(6.54)
=
0
B
@
A
(1)
T
A
(1)
   A
(1)
T
A
(K)
.
.
.
.
.
.
A
(K)
T
A
(1)
   A
(K)
T
A
(K)
1
C
A
: (6.55)
Da die Korrelationsmatrix A
T
A hermitsch ist, m

ussen nur die Bl

ocke A
(k
1
)
T
A
(k
2
)
,
k
2
 k
1
,

uber und auf der Diagonalen berechnet werden, wobei von den hermitschen
Bl

ocken A
(k)
T
A
(k)
auf der Diagonalen auch nur die Elemente

uber und auf der Dia-
gonalen berechnet werden m

ussen. Der Rechenaufwand zum Berechnen eines Blocks
h

angt wesentlich davon ab, wieviele Datensymbole sich gegenseitig durch Intersym-
bolinterferenz beeinussen. Die Anzahl der benachbarten Datensymbole, die durch In-
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Bild 6.6. Rechenaufwand der Bank signalangepater Filter f

ur Mobilstation k
tersymbolinterferenz gest

ort werden, ist
N
ISI
= (Q +W   2) divQ: (6.56)
F

ur den Fall, da keine Intersymbolinterferenz auftritt, gilt
N
ISI
= 0: (6.57)
Das Berechnen eine Blocks A
(k
1
)
T
A
(k
2
)
, k
2
> k
1
,

uber der Diagonalen erfordert
N
ISI
X
i=1
(Q+W   1  iQ)
| {z }
Berechnen der Elemente unter der Diagonalen
(6.58)
+ Q+W   1
| {z }
Berechnen der Diagonalelemente
(6.59)
+
N
ISI
X
i=1
(Q+W   1  iQ)
| {z }
Berechnen der Elemente uber der Diagonalen
(6.60)
= (2N
ISI
+ 1)  (Q+W   1) N
ISI
(N
ISI
+ 1)Q (6.61)
komplexwertige Multiplikationen, siehe Bild 6.7. Hierbei wurde ber

ucksichtigt, da
die Bl

ocke A
(k
1
)
T
A
(k
2
)
Toeplitzstruktur haben. Zum Berechnen eines Diagonalblocks
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Bild 6.7. Berechnen eines Blocks A
(k
1
)
T
A
(k
2
)
der Korrelationsmatrix A
T
A
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A
(k)
T
A
(k)
ben

otigt man entsprechend
Q+W   1
| {z }
Berechnen der Diagonalelemente
(6.62)
+
N
ISI
X
i=1
(Q+W   1  iQ)
| {z }
Berechnen der Elemente uber der Diagonalen
(6.63)
= (N
ISI
+ 1)  (Q+W   1) 
1
2
N
ISI
(N
ISI
+ 1)Q (6.64)
komplexwertige Multiplikationen. Dieser Rechenaufwand liee sich noch geringf

ugig
reduzieren, wenn man ber

ucksichtigt, da die Diagonalelemente der Diagonalbl

ocke
reell sind. Zum Berechnen der Korrelationsmatrix A
T
A mu man K Diagonalbl

ocke
und
(K   1) + (K   2) + : : :+ 2 + 1 + 0 =
1
2
K (K   1) (6.65)
Bl

ocke

uber der Diagonalen berechnen. Das Berechnen der Korrelationsmatrix
A
T
A erfordert folglich insgesamt
1
2
K (K + 1) (Q +W   1) + K
2
N
ISI
(Q +W   1)  
1
2
K
2
N
ISI
(N
ISI
+ 1)Q komplexwertige Multiplikationen.
Der Cholesky-Algorithmus [PTVF92, Sch88b, VHG01, Sto89] zum Bestimmen der un-
teren Dreiecksmatrix
L =
0
B
@
L
1;1
0
.
.
.
.
.
.
L
KN;1
   L
KN;KN
1
C
A
; (6.66)
siehe (6.48), ist als Nassi-Shneiderman-Diagramm dargestellt [NS73].
Cholesky-Algorithmus | Choleskyzerlegung einer hermitschen Matrix
f

ur j = 1 : : :KN
L
j;j
=
s
[A]
j;j
 
j 1
P
n=1
L
j;n
L

j;n
f

ur i = j + 1 : : :KN
L
i;j
=
1
L
j;j

[A]
i;j
 
j 1
P
n=1
L
j;n
L

i;n

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Tabelle 6.1. Rechenaufwand des Zero-Forcing-Sch

atzers
Teilschritt Rechenaufwand
Berechnen der kombinierten
Kanalimpulsantworten
KWQ komplexwertige Multiplikationen
signalangepate Filterung KN (Q +W   1) komplexwertige Multiplikatio-
nen
Berechnen der Korrelations-
matrix
1
2
K (K + 1) (Q +W   1) +K
2
N
ISI
(Q +W   1) 
1
2
K
2
N
ISI
(N
ISI
+ 1)Q komplexwertige Multiplika-
tionen
Choleskyzerlegung KN reellwertige Quadratwurzeln,
1
2
KN (KN   1)
reellwertige Divisionen und
1
6
K
3
N
3
 
1
6
KN kom-
plexwertige Multiplikationen
L

osen der Gleichungssyste-
me
2KN reellwertige Divisionen und KN (KN   1)
komplexwertige Multiplikationen
Zum Berechnen der Diagonalelemente L
j;j
, j = 1 : : :KN , siehe (6.66), werden
KN
X
j=1
(j   1) =
1
2
KN (KN   1) (6.67)
komplexwertige Multiplikationen und KN reellwertige Quadratwurzeln ben

otigt. Zum
Berechnen der Odiagonalwerte L
i;j
, i = 1 : : :KN , j = 1 : : : i  1, siehe (6.66), werden
KN
X
j=1
(j   1) =
1
2
KN (KN   1) (6.68)
reellwertige Divisionen und
KN
X
j=1
(j   1)  (KN   j) =
1
6
K
3
N
3
+ 
3
6
K
2
N
2
+
2
6
KN (6.69)
komplexwertige Multiplikationen ben

otigt.
Das L

osen eines der KN KN -Gleichungssysteme in Dreiecksform, siehe (6.49) und
(6.50), erfordert KN reellwertige Divisionen und
0 + 1 + 2 + : : :+ (KN   2) + (KN   1) =
1
2
KN (KN   1) (6.70)
komplexwertige Multiplikationen.
Die Rechenaufw

ande der einzelnen Schritte des Zero-Forcing-Sch

atzers sind in Ta-
belle 6.1

ubersichtlich zusammengestellt. Man erkennt, da der Rechenaufwand des
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Zero-Forcing-Sch

atzers im Gegensatz zum Rechenaufwand des optimalen gemeinsa-
men Datensch

atzers, der exponentiell mit der Anzahl K der Teilnehmer w

achst, nur
mit der dritten Potenz der Anzahl K der Teilnehmer w

achst. Dieser vergleichsweise
moderate Rechenaufwand erm

oglicht den Einsatz linearer gemeinsamer Datensch

atzer
in CDMA-Mobilfunksystemen der dritten Generation [HKK
+
00, MSW97, SWMB97,
MAK98, VHG01, CMO99, OP98, OSC
+
97]. Auch beim Berechnen der Zero-Forcing-
Sch

atzung
^
d
ZF
, siehe (6.24), mit anderen Algorithmen ben

otigt man einen mit der
dritten Potenz der Anzahl K der Teilnehmer wachsenden Rechenaufwand, da das dem
Zero-Forcing-Sch

atzer zugrundeliegende mathematische Problem das L

osen eines li-
nearen Gleichungssystems ist [PTVF92, Sto89]. Die detaillierte Rechenaufwandsbe-
trachtung im vorliegenden Abschnitt ist notwendig, da die Anzahl K der Teilnehmer
in einem CDMA-Mobilfunksystem nicht so gro ist, da der gesamte Rechenaufwand
allein durch den mit dritter Potenz wachsenden Anteil dominiert ist.
6.2.3 Iterative gemeinsame Datensch

atzung
Die Grundidee der in den vorhergehenden Abschnitten 6.2.1 und 6.2.2 vorgestellten
Verfahren der direkten gemeinsamen Datensch

atzung ist es, die Interferenzen dadurch
unsch

adlich zu machen, da man sie als Nutzsignal betrachtet. Ein zun

achst v

ollig
anderer intuitiver Ansatz besteht darin, die Interferenzanteile im Empfangssignal e
nach (2.26) zu rekonstruieren, vom Empfangssignal e abzuziehen und erst dieses in-
terferenzreduzierte Empfangssignal dem betrachteten Referenzempf

anger zuzuf

uhren
[VA90, PH94, DH93, DH95, VA91, Var95, Lam00, YKI93, KIHP90, HL98, DSR98],
siehe Bild 6.8. Der totale Datenvektor d nach (2.24) setzt sich also aus zwei Teilvekto-
ren, dem Datenvektor d
ref
, der die Datensymbole enth

alt, die vom Referenzempf

anger
empfangen werden, und dem Datenvektor d
int
, der die

ubrigen Datensymbole enth

alt,
zusammen [Wec02, Ost01, BJW01b, BJW01a, WOWB02, WWBO00b, WWBO00a,
WBOW00]. Die den Referenzempf

anger st

orenden Interferenzen werden durch das Sen-
den von d
int
verursacht. Die Rekonstruktion und Elimination der Interferenzanteile er-
folgen basierend auf der vom Interferenzempf

anger stammenden Sch

atzung
^
d
int
des die
Interferenzen verursachenden Datenvektors d
int
. Wenn auch beim Empfang des interfe-
renzverursachenden Datenvektors
^
d
int
eine Interferenzrekonstruktion und Interferenze-
limination erfolgen soll, die dann auf der Datensch

atzung
^
d
ref
des Referenzempf

angers
basiert, gelangt man zu einem v

ollig symmetrischen iterativen Empfangskonzept
[Wec02, Ost01, BJW01b, BJW01a, WOWB02, WWBO00b, WWBO00a, WBOW00].
Referenzempf

anger und Interferenzempf

anger k

onnen wechselweise verbesserte Da-
tensch

atzungen gewinnen, die dann wieder zu einer verbesserten Interferenzrekonstruk-
tion und Elimination verwendet werden k

onnen. Der hier kurz vorgestellte Fall des
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Bild 6.8. Prinzip der Interferenzelimination
Aufteilens des Datenvektors d nach (2.24) in zwei Teilvektoren d
ref
und d
int
ist nur ein
Spezialfall. Im allgemeinen kann man den Datenvektor d nach (2.24) in beliebig viele
Teilvektoren aufspalten, wobei dann vor Empfang eines Teilvektors die aus dem Sen-
den aller anderen Teilvektoren resultierenden Interferenzen rekonstruiert und eliminiert
werden. In Spezialf

allen gelangt man so zu den bekannten Konzepten der parallelen
Interferenzelimination [VA90, VA91, Var95].
Eine detaillierte Untersuchung von auf Interferenzelimination basierenden iterativen
gemeinsamen Datensch

atzern folgt in den Kapiteln 7 und 8. Dabei wird sich heraus-
stellen, da auf Interferenzelimination basierende Datensch

atzer in vielen F

allen als
eine iterative Realisierung der in Abschnitt 6.2.2 vorgestellten linearen gemeinsamen
Datensch

atzer angesehen werden k

onnen, das heit das in den linearen Datensch

atzern
zu l

osenden lineare Gleichungssystem (6.47) wird mit einem iterativen numerischen Ver-
fahren gel

ost [TR00, GS01, SB90, ZF86]. Der Rechenaufwand der iterativen gemeinsa-
men Datensch

atzer, siehe Kapitel 7, ist in vielen F

allen kleiner als der Rechenaufwand
der direkten linearen gemeinsamen Datensch

atzer, siehe Abschnitt 6.2.2. Der Einsatz
iterativer gemeinsamer Datensch

atzer in CDMA-Mobilfunksystemen der dritten Gene-
ration ist daher mit heute verf

ugbarer Technologie m

oglich [HT00, ASS98, AS97].
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6.3 Prinzipien der gemeinsamen Datensch

atzung
bei Einsatz von Fehlerschutzcodes
6.3.1 Optimale gemeinsame Datensch

atzung
In einem CDMA-Mobilfunksystem mit Fehlerschutzcodierung entsteht der Datenvek-
tor d nach (2.24) durch Codieren und Modulieren eines uncodierten bin

aren Daten-
vektors u nach (2.22), siehe Abschnitt 2.2.1. Aufgabe des Empf

angers ist es nun, eine
bez

uglich bestimmter Kriterien optimale Sch

atzung
^
u des uncodierten Datenvektors
u nach (2.22) zu ermitteln. Hierbei ist es in der Regel nicht optimal, zun

achst eine
Sch

atzung
^
d des codierten Datenvektors d nach (2.24) zu ermitteln und aus dieser
Sch

atzung eine Sch

atzung
^
u des uncodierten Datenvektors u nach (2.22) durch Deco-
dieren zu berechnen. Im Prinzip lassen sich zum optimalen Datensch

atzen in CDMA-
Mobilfunksystemen mit Fehlerschutzcodierung die gleichen, in Abschnitt 6.2.1 bereits
vorgestellten Prinzipien einsetzen wie in CDMA-Mobilfunksystemen ohne Fehlerschutz-
codierung. Die resultierenden Rechenvorschriften sind in Tabelle 6.2 zusammengestellt.
Die Rechenaufw

ande dieser optimalen Datensch

atzer f

ur CDMA-Mobilfunksysteme
mit Fehlerschutzcodierung sind vergleichbar mit den Rechenaufw

anden der optima-
len Datensch

atzer f

ur CDMA-Mobilfunksysteme ohne Fehlerschutzcodierung. In bei-
den F

allen m

ussen bei einer direkten Realisierung der Formeln die Wahrscheinlichkei-
ten aller kombinatorisch m

oglichen Datenvektoren berechnet werden. Die Anzahl 2
LK
der kombinatorisch m

oglichen uncodierten Datenvektoren u nach (2.22) ist zwar klei-
ner als die Anzahl jD j
KN
der kombinatorisch m

oglichen komplexen Datenvektoren d
nach (2.24), siehe Abschnitt 6.2.1, daf

ur ist das Berechnen der Wahrscheinlichkeiten
der uncodierten Datenvektoren u nach (2.22) etwas aufwendiger als das Berechnen der
Wahrscheinlichkeiten der komplexen Datenvektoren d nach (2.24). Wie beim optimalen
Datensch

atzer f

ur CDMA-Mobilfunksysteme ohne Fehlerschutzcodierung ist auch beim
optimalen Datensch

atzer f

ur CDMA-Mobilfunksysteme mit Fehlerschutzcodierung ei-
ne Rechenaufwandsreduktion durch Einsatz des Viterbi-Algorithmus [For73] oder des
BCJR-Algorithmus [BCJR74] in bestimmten F

allen m

oglich. Dennoch gilt auch hier,
da die Rechenaufw

ande der optimalen Sch

atzer so hoch sind, da diese optimalen
Sch

atzer f

ur typische CDMA-Mobilfunksysteme nur von theoretischem Interesse sind.
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6.3.2 Serielle gemeinsame Datensch

atzung
Der praktisch nicht realisierbar hohe Rechenaufwand optimaler Datensch

atzer in
CDMA-Mobilfunksystemen mit Fehlerschutzcodierung motiviert die Suche nach subop-
timalen, aufwandsg

unstigeren Datensch

atzern. Das Problem hierbei ist, da im Gegen-
satz zu CDMA-Mobilfunksystemen ohne Fehlerschutzcodierung bereits das System-
modell aufgrund des eingesetzten Fehlerschutzcodes nichtlinear ist und somit eine
aufwandsg

unstige Linearisierung des Sch

atzers zun

achst unm

oglich ist. Ein wichtiges
Grundprinzip zum

Uberwinden dieses Problems ist das Aufspalten des Datensch

atzers
in zwei seriell angeordnete Sch

atzer,
 den Mehrteilnehmersch

atzer, der die codierten Datenvektoren
^
d aus dem Emp-
fangssignal e nach (2.26) sch

atzt, und
 den Fehlerschutzdecodierer, der separat f

ur jeden Teilnehmer die uncodierten
Datenvektoren
^
u aus den codierten Datenvektoren
^
d sch

atzt,
sowie einen Demodulator, siehe Bild 6.3.2. Der Vorteil dieser Aufspaltung besteht darin,
da der Mehrteilnehmersch

atzer nun wieder aufwandsg

unstig mit einem suboptimalen
linearen Datensch

atzer oder einem iterativen Datensch

atzer realisiert werden kann.
Der Rechenaufwand des zwangsl

aug nichtlinearen Fehlerschutzdecodierers ist eben-
falls moderat, da die Fehlerschutzdecodierung aufgrund der Signalseparation durch
den Mehrteilnehmersch

atzer teilnehmerweise durchgef

uhrt werden kann.
6.3.3 Turbo-Prinzip
Der serielle Datensch

atzer ist prinzipbedingt suboptimal, da die Informationen des
Fehlerschutzcodes nicht zum Separieren der Signale der einzelnen Teilnehmer genutzt
werden k

onnen. Das Turbo-Prinzip [Hag97] bietet die M

oglichkeit, trotz einer Aufspal-
tung in Mehrteilnehmersch

atzer und Fehlerschutzdecodierer Informationen des Fehler-
schutzcodes im Mehrteilnehmersch

atzer zu verwenden.
Das Turbo-Prinzip ist ein iteratives Decodierverfahren, das urspr

unglich zum auf-
wandsg

unstigen Decodieren seriell oder parallel verketteter Fehlerschutzcodes ent-
wickelt wurde [BG96, BM96, HOP96, Hag97, BDMP98, BGT93]. Die CDMA-
Komponente in einem CDMA-Mobilfunksystem kann als einfacher Wiederholungs-
code angesehen werden, so da Fehlerschutzcode und Spreizen mit den Spreizcodes
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Bild 6.9. Prinzip des seriellen Datensch

atzers
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Bild 6.10. Turbo-Prinzip [Hag97, Poo00]
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c
(k)
, k = 1 : : :K, siehe (2.9), als seriell verkettete Codes angesehen werden k

onnen
und entsprechen dem Turbo-Prinzip decodiert werden k

onnen [Hag97, ARAS99,
Moh98, WV99, RSAA98, Hag96, AGR98, VW98, Poo00]. Entsprechend dem Turbo-
Prinzip werden hierzu alternierend die beiden verketteten Codes in einem Mehrteilneh-
mersch

atzer und in einem Fehlerschutzdecodierer decodiert [Hag97, ARAS99, Moh98,
WV99, RSAA98, Hag96, AGR98, VW98, Poo00]. Der Fehlerschutzdecodierer ermit-
telt hier neben der Sch

atzung
^
u des uncodierten Datenvektors u nach (2.22) auch
eine verbesserte Sch

atzung
^
^
d des codierten Datenvektors d nach (2.24). Der Fehler-
schutzdecodierer inklusive eventuell erforderlicher Demodulatoren und Modulatoren
wird im folgenden als Sch

atzwertverbesserer bezeichnet. Im Sinne des Turbo-Prinzips
werden sowohl Mehrteilnehmersch

atzer als auch Sch

atzwertverbesserer als Decodie-
rer angesehen. Wesentlich ist, da Mehrteilnehmersch

atzer und Sch

atzwertverbesse-
rer extrinsische Information austauschen. Die extrinsische Information ist die Infor-
mation, die der jeweilige Decodierer basierend auf der Kenntnis des von ihm zu de-
codierenden Codes

uber die gesendeten Daten d, siehe (2.24) hinzugewonnen hat
[Hag97, ARAS99, Moh98, WV99, RSAA98, Hag96, AGR98, VW98, Poo00]. Die De-
codierer nutzen die extrinsischen Information des jeweils anderen Decodierers als A-
priori-Information

uber die zu sch

atzenden Daten.
Prinzipiell k

onnte man in einem nach dem Turbo-Prinzip arbeitenden gemeinsamen
Datensch

atzer f

ur CDMA-Mobilfunksysteme einen optimalen Mehrteilnehmersch

atzer,
siehe Abschnitt 6.2.1, und einen optimalen Sch

atzwertverbesserer einsetzen, die beide in
der Lage sein m

ussen, A-priori-Informationen zu nutzen, das heit nach dem Maximum-
a-posteriori-Prinzip arbeiten m

ussen [ARAS99, Poo00, VW98, AGR98, RSAA98]. In
der Praxis wird man jedoch aus Aufwandsgr

unden einen suboptimalen Mehrteilneh-
mersch

atzer verwenden [Hag97, ARAS99, Poo00, Hag96, WV99, SS01]. Dieser Mehr-
teilnehmersch

atzer nutzt die vom Sch

atzwertverbesserer gewonnene extrinsische In-
formation zur Interferenzelimination, siehe Abschnitt 6.2.3. Nach dem Turbo-Prinzip
arbeitende gemeinsame Datensch

atzer k

onnen daher als Erweiterung der in Abschnitt
6.2.3 vorgestellten iterativen Datensch

atzer angesehen werden. Die vom Mehrteilneh-
mersch

atzer stammenden Sch

atzungen
^
d werden nun nicht mehr direkt zur Rekonstruk-
tion und Elimination der Interferenzen verwendet, sondern zun

achst einem Sch

atzwert-
verbesserer zugef

uhrt. Sch

atzwertverbesserungsverfahren zur Erweiterung der in Kapi-
tel 7 vorgestellten iterativen Datensch

atzer zu Turbo-Datensch

atzern werden detailliert
in Kapitel 8 untersucht.
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6.4

Ubersicht

uber die Prinzipien der gemeinsamen
Datensch

atzung
Der Verfasser schl

agt vor, die gemeinsamen Datensch

atzverfahren anhand des in Bild
6.11 gezeigten Stammbaums zu klassizieren. Zun

achst unterscheidet man zwischen
CDMA-Mobilfunksystemen ohne und mit Fehlerschutzcodierung. Bei den CDMA-
Mobilfunksystemen ohne Fehlerschutzcodierung unterscheidet man weiter zwischen sol-
chen mit wertkontinuierlichen und solchen mit wertdiskreten Datensymbolen. Analoge
CDMA-Mobilfunksysteme mit wertkontinuierlichen Datensymbolen werden hier der
Vollst

andigkeit halber mit aufgenommen, auch wenn sie heute keine praktische Bedeu-
tung haben. Durch serielles Mehrteilnehmersch

atzen und Fehlerschutzdecodieren, siehe
Abschnitt 6.3.2, kann man das Datensch

atzproblem in Mobilfunksystemen mit Fehler-
schutzcodierung auf das Datensch

atzproblem in CDMA-Mobilfunksystemen ohne Feh-
lerschutzcodierung zur

uckf

uhren, und alle hierf

ur bekannten Verfahren einsetzten. Bei
Einsatz eines Fehlerschutzcodes sind die Datensymbole immer wertdiskret. In einem
CDMA-Mobilfunksystem mit wertdiskreten Datensymbolen kann man die Wertdiskret-
heit zun

achst unber

ucksichtigt lassen und wertkontinuierliche Datensymbole sch

atzen,
die anschlieend quantisiert werden.
In einem CDMA-Mobilfunksystem ohne Fehlerschutzcodierung und mit wertkonti-
nuierlichen Datensymbolen ist der optimale Datensch

atzer linear und relativ auf-
wandsg

unstig, siehe Abschnitt 6.2.2. Dieser lineare Datensch

atzer l

at sich so-
wohl direkt als auch iterativ realisieren, siehe Abschnitt 6.2.3. In einem CDMA-
Mobilfunksystem mit wertdiskreten Datensymbolen ohne Fehlerschutzcodierung ist der
optimale Datensch

atzer nichtlinear und sehr rechenaufwendig, siehe Abschnitt 6.2.1.
Man ndet suboptimale nichtlineare und iterative Datensch

atzer. Die hier einzusetzen-
den iterativen Datensch

atzer arbeiten nach einem stark vereinfachten Turbo-Prinzip,
siehe Abschnitt 6.3.3, wobei der Sch

atzwertverbesserer nur die Information des Modu-
lationsalphabets nutzt. Das optimale gemeinsame Auswerten von CDMA-Komponente
und Fehlerschutzcode ist ebenfalls ein nichtlineares, sehr rechenaufwendiges Verfahren,
siehe Abschnitt 6.3.1. Auch hier ndet man suboptimale nichtlineare Verfahren und
iterative, nach dem Turbo-Prinzip arbeitende Datensch

atzverfahren, siehe Abschnitt
6.3.3. Bei den nach dem Turbo-Prinzip arbeitenden iterativen Datensch

atzern unter-
scheidet man solche, die einen optimalen Mehrteilnehmersch

atzer einsetzen, und solche,
die einen suboptimalen, in der Regel linearen Mehrteilnehmersch

atzer einsetzen. Eine

Ubersicht von Ver

oentlichungen zu den einzelnen Datensch

atzern ndet man in Ta-
belle 6.4. Die Datensch

atzer sind hier entsprechend der in diesem Kapitel eingef

uhrten
Prinzipien sortiert.
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Bild 6.11. Stammbaum der gemeinsamen Datensch

atzer
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Tabelle 6.3. Ausgew

ahlte Ver

oentlichungen zu gemeinsamen Datensch

atzern
Prinzip Referenzen Anmerkungen
optimale Datensch

atzer
ohne Fehlerschutzcode
[Ver98, Ver86a, Sch80,
Sch79, For72, Ung74,
Mos96, KA00, DHHZ95]
lineare Datensch

atzer [Ver98, Mos96, KA00,
DHHZ95, LV89, XSR90,
LV90, KB92, MH94, Kle96,
BFKM93, KKKB94,
KKKB96, Kar99, KA00,
DHHZ95]
iterative, auf
Interferenzelimination
basierende
Datensch

atzer
[VA90, VA91, DSR98,
VA89, KIHP90, ZB98,
Mos96, KA00]
parallele
Interferenzelimination
[PH94, HL98, ZB95,
Mos96, KA00]
serielle
Interferenzelimination
[DH92, XSR90, DH93,
DH95, WDH94, Kle96,
AF92, Ver93, ASF94,
RV94, PF94, YR94,
TAS95, Mos96, DHHZ95]
Decision-Feedback-
Detektor
[TR00, GS01] iteratives L

osen linearer
Gleichungssysteme
[KFB02, INF01, WM02b,
MJWT01, FR97]
die Kenntnis des
Modulationsalphabets
ausnutzende
Sch

atzwertverbesserer
[MKS96, Lam00, YKI93,
Var95, HMC99, KA00,
TBE
+
96, TS96, TSN96]
sonstige
optimale Datensch

atzer
mit Fehlerschutzcode
[DHHZ95, GW96]
serielle Datensch

atzer [SRAX96, ARS97]
Datensch

atzer nach dem
Turbo-Prinzip
[Poo00, ARAS99, SS01,
Moh98, WV99, RSAA98,
Hag96, AGR98, VW98,
Wer94, HS96, WM02b,
BJW01b, BJW01a, WO01,
WBOW00, WOWB02,
RF96]
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neuartige Ans

atze der gemeinsamen
Datensch

atzung
7.1 Parallele Interferenzelimination
7.1.1 Symbolweise parallele Interferenzelimination
7.1.1.1 Sch

atzverfahren
Die Grundidee der parallelen Interferenzelimination besteht darin, Intersymbolinterfe-
renz und Vielfachzugrisinterferenz nicht wie im Zero-Forcing-Sch

atzer in einem einzi-
gen Schritt durch Dekorrelation zu eliminieren, sondern iterativ vor dem Sch

atzen des
n-ten Datensymbols d
(k)
n
des Teilnehmers k mit einem signalangepaten Filter in der
p-ten Iteration
 die Intersymbolinterferenzsignale A
(k)

d
(k)

,  = 1 : : : n  1; n + 1 : : :N , und
 die Vielfachzugrisinterferenzsignale A
()
n
d
()
n
,  = 1 : : : k   1; k + 1 : : :K, n =
1 : : : N ,
basierend auf der Datensch

atzung
^
^
d
SP
(p  1) der vorhergehenden (p  1)-ten Iteration
n

aherungsweise zu rekonstruieren und von dem Empfangssignal e nach (2.26) abzuzie-
hen [VA90, KIHP90, VA91, DSR98, VA89, Mos96, KA00]. Die verbesserte Sch

atzung
des n-ten Datensymbols d
(k)
n
des Teilnehmers k in der p-ten Iteration ergibt sich dann
zu
^
d
(k)
SP;n
(p) =
A
(k)
n
T
R
 1
nn
A
(k)
n
T
R
 1
nn
A
(k)
n
 
e 
X
fj2f1:::Ng^  6=ng
A
(k)

^
^
d
(k)
SP;
(p  1)
 
X
fj2f1:::Kg^6=k g
N
X
=1
A
()

^
^
d
()
SP;
(p  1)
!
: (7.1)
Mit dem durch
r
(k)
n
=
A
(k)
n
T
R
 1
nn
A
(k)
n
T
R
 1
nn
A
(k)
n
e (7.2)
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beschriebenen, an die empfangene Signatur A
(k)
n
, siehe (2.13), des Datensymbols d
(k)
n
angepaten Filters, siehe (6.26), folgt
^
d
(k)
SP;n
(p) = r
(k)
n
 
X
fj2f1:::Ng ^  6=ng

A
T
R
 1
nn
A

(k 1)N+n;(k 1)N+

A
T
R
 1
nn
A

(k 1)N+n;(k 1)N+n
^
^
d
(k)
SP;
(p  1)
 
X
fj2f1:::Kg^6=k g
N
X
=1

A
T
R
 1
nn
A

(k 1)N+n;( 1)N+

A
T
R
 1
nn
A

(k 1)N+n;(k 1)N+n
^
^
d
()
SP;
(p  1); (7.3)
das heit auch der auf symbolweiser paralleler Interferenzelimination basierende Da-
tensch

atzer l

at sich in eine Reihenschaltung einer Bank signalangepater Filter und
eines nunmehr iterativen Interferenzeliminators zerlegen. Durch Zusammenfassen der
Gleichungen f

ur alle Datensymbole d
(k)
n
, n = 1 : : : N , k = 1 : : :K, erh

alt man schlielich
mit (6.26)
^
d
SP
(p) = r 
 
diag
 
A
T
R
 1
nn
A

 1
diag
 
A
T
R
 1
nn
A

| {z }
R
SP

^
^
d
SP
(p  1): (7.4)
Die Matrix
R
SP
=
 
diag
 
A
T
R
 1
nn
A

 1
diag
 
A
T
R
 1
nn
A

= diag
 
D
 1
ZF

(7.5)
wird im folgenden als Rekonstruktionsmatrix oder R

uckw

artspfadmatrix bezeichnet.
Die den iterativen Interferenzeliminator beschreibende R

uckw

artspfadmatrix R
SP
ist
unabh

angig von der Signaldarstellung und damit auch invariant bez

uglich einer Basi-
stransformation, siehe (2.32) und (2.34). F

ur den Fall weien Rauschens, siehe (2.17),
ergibt sich die vereinfachte Formel
R
SP
=
 
diag
 
A
T
A

 1
diag
 
A
T
A

(7.6)
zum Berechnen der R

uckw

artspfadmatrix. Bild 7.1 zeigt das resultierende Block-
schaltbild eines auf symbolweiser paralleler Interferenzelimination basierenden Da-
tensch

atzers.
F

ur die neu gewonnene Sch

atzung
^
d
SP
(p) und die in der folgenden Iteration zur In-
terferenzelimination zu verwendende Sch

atzung
^
^
d
SP
(p), siehe (7.4), werden bewut
unterschiedliche Symbole eingef

uhrt, da sp

ater auch Sch

atzwertverbesserungsverfah-
ren untersucht werden sollen, in denen die Sch

atzungen
^
d
SP
(p) vor Verwenden zur
Interferenzelimination weiter verbessert werden.
Falls keine Sch

atzwertverbesserung eingesetzt wird, das heit wenn
^
^
d
SP
(p) =
^
d
SP
(p); (7.7)
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Bild 7.1. Symbolweise parallele Interferenzelimination
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gilt, folgt aus (7.4)
^
d
SP
(p) = r 
 
diag
 
A
T
R
 1
nn
A

 1
diag
 
A
T
R
 1
nn
A


^
d
SP
(p  1): (7.8)
Man erkennt, da die Vorgehensweise der symbolweisen parallelen Interferenzelimina-
tion f

ur den Fall, da keine Sch

atzwertverbesserung eingesetzt wird, dem aus der nu-
merischen Mathematik bekannten Gesamtschrittverfahren [SB90] zum iterativen L

osen
des linearen Gleichungssystems
r =
 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A 
^
d
SP
(7.9)
entspricht [MKS96, TR00, GS01]. Falls das Verfahren konvergiert, so erh

alt man aus
(7.8) durch Gleichsetzen
^
d
SP
(1) =
^
d
SP
(p) =
^
d
SP
(p  1) (7.10)
den Grenzwert
^
d
SP
(1) =

 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A

 1
 r; (7.11)
der der Zero-Forcing-Sch

atzung
^
d
ZF
nach (6.24) entspricht [MKS96, TR00, GS01].
7.1.1.2 Performanz
Die Performanz der symbolweisen parallelen Interferenzelimination mit beliebigen
Sch

atzwertverbesserungsverfahren kann man in der Regel nicht geschlossen, sondern
nur simulativ untersuchen. Man kann jedoch Grenzen der Performanz eines realen Sy-
stems berechnen.
Eine Obergrenze des Grenzwertes 
(k)
SP;n
(1) der asymptotischen MehrteilnehmereÆzi-
enz, siehe Abschnitt 6.1, und eine Untergrenze des Grenzwertes P
(k)
b;SP;n
(1) der unco-
dierten Bitfehlerwahrscheinlichkeit f

ur den Grenzwert
^
d
(k)
n
(1) der Sch

atzung des n-ten
Datensymbols d
(k)
n
des Teilnehmers k nach unendlich vielen Iterationen erh

alt man ba-
sierend auf der Annahme, da es bei der Sch

atzwertverbesserung gel

ange, s

amtliche
Fehler der Sch

atzung
^
d
SP
(p) nach (7.4) zu beseitigen, das heit, da
^
^
d
SP
(p) = d (7.12)
gilt. In diesem Fall gel

ange es bereits in der zweiten Iteration p gleich zwei, die gesamte
Intersymbolinterferenz und Vielfachzugrisinterferenz zu beseitigen. Die asymptotische
MehrteilnehmereÆzienz 
(k)
SP;n
(2) und uncodierte Bitfehlerwahrscheinlichkeit P
(k)
b;SP;n
(2)
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der in der zweiten Iteration p gleich zwei gewonnenen Sch

atzung
^
d
(k)
SP;n
(2), siehe (7.4),
entspr

achen also den entsprechenden Gr

oen des Einzelsymbolfalls. Es gelten

(k)
max;SP;n
(1) = 1; n = 1 : : :N; k = 1 : : :K; (7.13)
und, im Falle weien Gaurauschens n, siehe (2.17),
P
(k)
b;min;SP;n
(1) =
1
2
erfc
0
@
s
E
(k)
b;n
N
0
1
A
; n = 1 : : : N; k = 1 : : :K: (7.14)
Ein sinnvolles Verfahren der Sch

atzwertverbesserung sollte eine Performanz ergeben,
die besser als die einer symbolweisen parallelen Interferenzelimination ohne Sch

atz-
wertverbesserung ist. Da der Grenzwert
^
d
SP
(1) der gesch

atzten Datenvektoren
^
d
SP
(p)
nach (7.8) bei symbolweiser paralleler Interferenzelimination ohne Sch

atzwertverbesse-
rung der Zero-Forcing-Sch

atzung
^
d
ZF
entspricht, siehe (7.11), sind die asymptotischen
MehrteilnehmereÆzienzen 
(k)
ZF;n
nach (6.37) des Zero-Forcing-Sch

atzers Untergrenzen

(k)
min;SP;n
(1) =
1
h
 
A
T
R
 1
nn
A

 1
i
(k 1)N+n;(k 1)N+n


A
T
R
 1
nn
A

(k 1)N+n;(k 1)N+n
;
n = 1 : : :N; k = 1 : : :K; (7.15)
der Grenzwerte 
(k)
SP;n
(1) der asymptotischen MehrteilnehmereÆzienzen. Die Perfor-
manz jedes auf symbolweiser paralleler Interferenzelimination mit Sch

atzwertverbesse-
rung basierenden Sch

atzers sollte mindestens diese Untergrenzen 
(k)
min;SP;n
(1) erreichen.
Wenn das Rauschen wei und gauverteilt ist, so sind die uncodierten Bitfehlerwahr-
scheinlichkeiten P
(k)
ZF;b;n
nach (6.42) des Zero-Forcing-Sch

atzers Obergrenzen
P
(k)
b;max;SP;n
(1) =
1
2
erfc
0
@
s
E
(k)
b;n

(k)
min;SP;n
(1)
N
0
1
A
; n = 1 : : :N; k = 1 : : :K; (7.16)
der Grenzwerte P
(k)
b;SP;n
(1) der uncodierten Bitfehlerwahrscheinlichkeiten.
Bild 7.2 zeigt simulierte uncodierte Bitfehlerkurven f

ur das Verfahren der symbolwei-
sen parallelen Interferenzelimination ohne Sch

atzwertverbesserung. Im Bild dargestellt
sind jeweils die Erwartungswerte E fP
b;SP
(p)g der mittleren uncodierten Bitfehlerwahr-
scheinlichkeiten
P
b;SP
(p) =
K
P
k=1
N
P
n=1
P
(k)
b;SP;n
(p)
KN
(7.17)
nach der ersten bis dritten Iteration der symbolweisen parallelen Interferenzelimination
und der Grenzf

alle nach (7.14) und (7.16). Das Erwartungswertbilden bezieht sich auf
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Bild 7.2. Erwartungswert E fP
b;SP
(p)g der mittleren uncodierten Bitfehlerwahrschein-
lichkeit P
b;SP
nach (7.17) der symbolweisen parallelen Interferenzelimination ohne
Sch

atzwertverbesserung abh

angig von E
b
=N
0
nach (2.20); Parameter: p
die zuf

alligen Spreizcodes c
(k)
, k = 1 : : :K, nach (2.9) und Kanalimpulsantworten h
(k)
,
k = 1 : : :K, nach (2.11). Neben den Parametern aus Tabelle 2.1 liegen den Simulationen
folgende Annahmen zugrunde:
 Das Rauschen n ist wei und gauverteilt, das heit f

ur die Kovarianzmatrix R
nn
des Rauschens gilt (2.17).
 Es werden orthogonale Spreizcodes c
(k)
, k = 1 : : :K, siehe (2.9), verwendet,
die durch Verw

urfeln der 16 Walsh-Codes der L

ange 16 mit einer gemeinsamen
bin

aren Zufallsfolge erzeugt werden.
 Es werden zuf

allige Kanalimpulsantworten h
(k)
, k = 1 : : :K, siehe (2.11), ent-
sprechend dem COST207 Bad Urban Kanalmodell [COS89] verwendet.
 Die Sendeleistungen werden so eingestellt, da
E
(k)
b;n
N
0
=
E
b
N
0
(7.18)
nach (2.20) f

ur alle Datensymbole d
(k)
n
, n = 1 : : : N , k = 1 : : :K, gleich ist.
 Die Anzahl der Mobilstationen ist K = 2.
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Aus den Kurven in Bild 7.2 erkennt man, da die mit dem Verfahren der symbolweisen
parallelen Interferenzelimination ohne Sch

atzwertverbesserung gewonnenen Sch

atzun-
gen d
(k)
SP;n
(p) nach (7.8) wie erwartet gegen die Sch

atzungen d
(k)
ZF;n
des Zero-Forcing-
Sch

atzers, siehe (6.24), konvergieren. Bereits nach nur drei Iterationen wird die Perfor-
manz des Zero-Forcing-Sch

atzers fast erreicht.
Eine wesentliche Frage ist, wann das Verfahren der symbolweisen parallelen Inter-
ferenzelimination konvergiert, und, falls es konvergiert, mit welcher Geschwindigkeit
[GS01, Ver98]. Diese Frage soll hier exemplarisch f

ur den Fall der symbolweisen par-
allelen Interferenzelimination ohne Sch

atzwertverbesserung beantwortet werden, siehe
(7.8). Die Sch

atzung in der p-ten Iteration ergibt sich mit der R

uckw

artspfadmatrix
R
SP
nach (7.5) zu
^
d
SP
(p) = r R
SP

^
d
SP
(p  1): (7.19)
Wenn man vom Startwert
^
d
SP
(0) = 0 (7.20)
ausgeht, so erh

alt man f

ur die Sch

atzung in der p-ten Iteration
^
d
SP
(p) =
p 1
X
j=0
( R
SP
)
j
 r: (7.21)
P
p 1
j=0
( R
SP
)
j
ist eine endliche Matrix-Potenzreihe [BHW90], deren Wert zu berechnen
ist. Im folgenden wird davon ausgegangen, da die R

uckw

artspfadmatrix R
SP
nach
(7.5) diagonalisierbar ist. Mit den Eigenwerten 
i
, i = 1 : : :KN , und der Matrix E,
deren Spalten die zugeh

origen Eigenvektoren sind, erh

alt man
R
SP
= Ediag (
1
: : : 
KN
)E
 1
: (7.22)
F

ur die j-te Potenz der Matrix ( R
SP
) folgt
( R
SP
)
j
= E diag

( 
1
)
j
: : : ( 
KN
)
j

E
 1
: (7.23)
Damit kann man den Wert der Matrix-Potenzreihe berechnen [BHW90]:
p 1
X
j=0
( R
SP
)
j
= Ediag

1  ( 
1
)
p
1 + 
1
: : :
1  ( 
KN
)
p
1 + 
KN

E
 1
: (7.24)
Die Matrix-Potenzreihe und damit auch die symbolweise parallele Interferenzelimina-
tion ohne Sch

atzwertverbesserung konvergieren, falls der Betrag j
i
j aller Eigenwerte

i
, i = 1 : : :KN , kleiner eins ist, das heit der dem Betrag des betragsgr

oten Eigen-
werts entsprechende Spektralradius [Sch88b] der R

uckw

artspfadmatrix R
SP
nach (7.5)
kleiner eins ist:
 (R
SP
) < 1: (7.25)
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F

ur den Grenzwert der Matrix-Potenzreihe ergibt sich, wie aufgrund von (7.11) erwar-
tet,
1
X
j=0
( R
SP
)
j
= Ediag

1
1 + 
1
: : :
1
1 + 
KN

E
 1
= D
ZF
: (7.26)
Man stellt fest, da Konvergenz und Grenzwert der symbolweisen parallelen Interfe-
renzelimination ohne Sch

atzwertverbesserung unabh

angig von den Energien der emp-
fangenen Signaturen A
(k)
n
, n = 1 : : : N , k = 1 : : :K, nach (2.13) sind und nur von
den Strukturen der empfangenen Signaturen A
(k)
n
abh

angen, das heit die parallele
Interferenzelimination ohne Sch

atzwertverbesserung ist nah-fern-resistent.
Die Abweichung der in der p-ten Iteration berechneten Sch

atzung
^
d
SP
(p) nach (7.21)
vom Grenzwert
^
d
SP
(1), siehe (7.11), ist
^
d
SP
(p) 
^
d
SP
(1) =  E diag (( 
1
)
p
: : : ( 
KN
)
p
)E
 1

^
d
SP
(1): (7.27)
Den Betrag dieser Abweichung kann man mit dem Spektralradius  (R
SP
) wie folgt
absch

atzen [Sch88b, HW86]:



^
d
SP
(p) 
^
d
SP
(1)



 ( (R
SP
))
p




^
d
SP
(1)



: (7.28)
Die Konvergenzgeschwindigkeit wird allein durch den Spektralradius  (R
SP
) der
R

uckw

artspfadmatrix R
SP
nach (7.5) bestimmt. Je kleiner der Spektralradius  (R
SP
)
ist, desto schneller konvergiert das Verfahren der symbolweisen parallelen Interferen-
zelimination ohne Sch

atzwertverbesserung.
Bild 7.3 zeigt die Verteilungsfunktion des Spektralradius  (R
SP
) der R

uckw

artspfad-
matrix R
SP
nach (7.5), die sich aus zuf

allig gem

a dem COST207 Bad Urban Kanalm-
odell ausgew

urfelten Kanalimpulsantworten h
(k)
, k = 1 : : :K, siehe (2.11), ergibt, mit
der Anzahl K der Mobilstationen als Parameter. Die Berechnungen basieren auf den
Parametern in Tabelle 2.1. Es werden orthogonale Spreizcodes c
(k)
, k = 1 : : :K, siehe
(2.9), verwendet, die durch Verw

urfeln der 16 Walsh-Codes der L

ange 16 mit einer ge-
meinsamen bin

aren Zufallsfolge erzeugt werden. Man erkennt, da der Spektralradius
 (R
SP
) in den praktisch interessanten F

allen nicht zu kleiner Anzahl K an Teilnehmern
meistens gr

oer als eins ist, das heit eine symbolweise parallele Interferenzelimination
ohne Sch

atzwertverbesserung w

urde nicht konvergieren. Dieser Mangel l

at sich jedoch
durch Einsatz der in Kapitel 8 vorgestellten Sch

atzwertverbesserungsverfahren leicht
beheben.
7.1.1.3 Rechenaufwand
Im folgenden wird der Rechenaufwand der symbolweisen parallelen Interferenzelimina-
tion ohne Sch

atzwertverbesserung f

ur den Fall weien Rauschens, siehe (2.17), berech-
7.1 Parallele Interferenzelimination 115
0 0.5 1 1.5 2 2.5 3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
R
P
r
f


R
g
K = 1; 2; 4; 8; 16
Bild 7.3. Verteilungsfunktion des Spektralradius  (R
SP
) der R

uckw

artspfadmatrix R
SP
nach (7.5); Parameter: Anzahl K der Mobilstationen
net. Auch hier wird auf ein Normieren des Ausgangsvektors der Bank signalangepater
Filter verzichten, siehe (6.45). Zum Berechnen der kombinierten Kanalimpulsantworten
b
(k)
, k = 1 : : :K, zum Aufstellen der Systemmatrizen A
(k)
, k = 1 : : :K, und f

ur die
signalangepate Filterung gelten auch hier die bereits in Abschnitt 6.2.2 hergeleiteten
Beziehungen (2.12), (2.13) beziehungsweise (6.45). Aus (7.4), (7.6), (6.29) und (6.45)
folgt die Iterationsgleichung
^
d
SP
(p) = diag
 
A
T
A

| {z }
Skalieren

0
@
r  diag
 
A
T
A


^
^
d
SP
(p  1)
| {z }
Interferenzrekonstruieren
1
A
: (7.29)
F

ur jede Iteration m

ussen die Interferenzanteile rekonstruiert, vom Ausgangssignal der
Bank signalangepater Filter abgezogen und die interferenzreduzierten Sch

atzungen
skaliert werden.
Beim Durchf

uhren der parallelen Interferenzelimination nach (2.12), (2.13), (6.45) und
(7.29) erfordern die Schritte
 Berechnen der kombinierten Kanalimpulsantworten b
(k)
, k = 1 : : :K, nach (2.12),
 signalangepate Filterung nach (6.45),
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Tabelle 7.1. Rechenaufwand des parallelen Interferenzeliminierens
Teilschritt Rechenaufwand
Berechnen der kombinierten
Kanalimpulsantworten
KWQ komplexwertige Multiplikationen
signalangepate Filterung KN (Q +W   1) komplexwertige Multiplikatio-
nen
Berechnen der Kovarianz-
matrix
1
2
K (K + 1) (Q +W   1) +K
2
N
ISI
(Q +W   1) 
1
2
K
2
N
ISI
(N
ISI
+ 1)Q komplexwertige Multiplika-
tionen
Skalieren 2KN reellwertige Divisionen je Iteration
Interferenzrekonstruieren KN (KN   1) komplexwertige Multiplikationen je
Iteration
 Berechnen der Korrelationsmatrix A
T
A,
 Interferenzrekonstruieren nach (7.29) und
 Skalieren nach (7.29)
wesentliche, f

ur den Rechenaufwand relevante Operationen. Die ersten drei Schritte
sind nur einmal durchzuf

uhren, w

ahrend die letzten beiden Schritte Interferenzrekon-
struieren und Skalieren einmal je Iteration durchzuf

uhren sind, wobei man das Inter-
ferenzrekonstruieren bei der ersten Iteration einsparen k

onnte. Die Rechenaufw

ande
der drei ersten Schritte wurden bereits in Abschnitt 6.2.2 berechnet. Das Skalieren
der KN Sch

atzungen erfordert 2KN reellwertige Divisionen, da die Diagonalelemente
der hermitschen KorrelationsmatrixA
T
A reell sind. Das Interferenzrekonstruieren aus
den KN Sch

atzungen erfordert KN (KN   1) komplexwertige Multiplikationen. Die
Rechenaufw

ande der einzelnen Schritte des parallelen Interferenzeliminierens sind in
Tabelle 7.1 zusammengestellt. Man stellt fest, da der Rechenaufwand nicht mehr wie
beim Zero-Forcing-Sch

atzer, siehe Abschnitt 6.2.2, mit der dritten Potenz der Anzahl
K der Teilnehmer, sondern nur noch quadratisch mit Anzahl K der Teilnehmer w

achst.
Hierf

ur zahlt man jedoch den Preis, da die Sch

atzung
^
d
SP
(p) nach (7.29) bei endli-
cher Anzahl p an Iterationen nur n

aherungsweise gleich der Zero-Forcing-Sch

atzung
^
d
ZF
, siehe (6.24), ist.
7.1 Parallele Interferenzelimination 117
7.1.2 Allgemeine parallele Interferenzelimination
7.1.2.1 Allgemeines Sch

atzverfahren
Die vom Verfasser vorgeschlagene allgemeine parallele Interferenzelimination basiert
auf einer erstmals in [Var95] erw

ahnten Gruppenbildung. Die Datensymbole d
(k)
n
, n =
1 : : :N , k = 1 : : :K, werden in G Gruppen aufgeteilt. Im folgenden wird vereinfachend
angenommen, da die Gesamtanzahl KN der Datensymbole d
(k)
n
ein Vielfaches der
Anzahl G der Gruppen ist und da in jeder Gruppe KN=G Datensymbole sind. Das
Aufteilen der Datensymbole d
(k)
n
, n = 1 : : : N , k = 1 : : :K, in die Gruppen kann man
sich als einen zweistugen Proze vorstellen:
 Zun

achst wird aus dem totalen Datenvektor d nach (2.24) durch Umsortieren
der Datensymbole d
(k)
n
ein umsortierter totaler Datenvektor d
P
gebildet. Das
Umsortieren erfolgt derart, da die zu einer Gruppe geh

orenden Datensymbole
d
(k)
n
auf benachbarten Positionen im umsortierten totalen Datenvektor d
P
sind.
Das Umsortieren kann mathematisch durch eine Permutationsmatrix P mit
[P]
i;j
=

1 falls [d
P
]
i
=^ [d]
j
;
0 sonst;
i; j = 1 : : :KN; (7.30)
beschrieben werden. Die Permutationsmatrix ist eine orthonormale Matrix, das
heit es gilt
P
T
= P
 1
: (7.31)
Der umsortierte totale Datenvektor d
P
ergibt sich aus dem totalen Datenvektor
d nach (2.24) durch Multiplizieren mit der Permutationsmatrix:
d
P
= P  d: (7.32)
 In einem zweiten Schritt werden die Datenvektoren d
(g)
P
der Gruppen g = 1 : : :G
durch Ausschneiden von Abschnitten der L

ange KN=G aus dem umsortierten
totalen Datenvektor d
P
, siehe (7.32), gebildet. Es gilt
d
(g)
P
= [d
P
]
1+(g 1)KN=G
gKN=G
: (7.33)
Das Empfangssignal e kann man mit der totalen Systemmatrix A aus dem totalen
Datenvektor d und dem Rauschen n berechnen, siehe (2.26). Wenn man die Elemente
im totalen Datenvektor d nach (2.24) umsortiert, so mu man auch die Spalten in der
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Systemmatrix A, siehe (2.25), umsortieren. Aus (2.26) erh

alt man durch Einsetzen von
(7.32) mit (7.31)
e = AP
T
| {z }
A
P
d
P
+ n: (7.34)
Man erh

alt die umsortierte totale Systemmatrix
A
P
= AP
T
: (7.35)
Das umsortierte Ausgangssignal der Bank signalangepater Filter ergibt sich zu
r
P
=
 
diag
 
A
T
P
R
 1
nn
A
P

 1
A
T
P
R
 1
nn
 e = P  r: (7.36)
Mit der umsortierten Systemmatrix
A
(g)
P
= [A
P
]
1;1+(g 1)KN=G
QN+W 1;gKN=G
(7.37)
ergibt sich der Anteil des Empfangssignals e, siehe (2.26), der von den Datensymbolen
der Gruppe g verursacht wird, zu
e
(g)
P
= A
(g)
P
 d
(g)
P
: (7.38)
Der zum Datenvektor d
(g)
P
nach (7.33) geh

orende Teil des Ausgangssignals r
P
der Bank
signalangepater Filter nach (7.36) ergibt sich zu
r
(g)
P
=

diag

A
(g)
P
T
R
 1
nn
A
(g)
P

 1
A
(g)
P
T
R
 1
nn
 e
= [r
P
]
1+(g 1)KN=G
gKN=G
: (7.39)
Die Grundidee der allgemeinen parallelen Interferenzelimination besteht darin, die In-
terferenz zwischen den Datensymbolen einer Gruppe durch Dekorrelation, siehe Ab-
schnitt 6.2.2, zu eliminieren und die Interferenz durch Datensymbole anderer Gruppen
iterativ durch Rekonstruieren und Abziehen der Interferenzsignale zu eliminieren, sie-
he Abschnitt 6.2.3. F

ur die verbesserte Sch

atzung
^
d
(g)
P
(p) des Datenvektors d
(g)
P
der
7.1 Parallele Interferenzelimination 119
Gruppe g nach (7.33) in der p-ten Iteration ergibt sich
^
d
(g)
P
(p) =


diag

A
(g)
P
T
R
 1
nn
A
(g)
P

 1
A
(g)
P
T
R
 1
nn
A
(g)
P

 1


diag

A
(g)
P
T
R
 1
nn
A
(g)
P

 1
A
(g)
P
T
R
 1
nn

0
@
e 
X
fj2f1:::Gg^  6=g g
A
()
P
^
^
d
()
P
(p  1)
1
A
=


diag

A
(g)
P
T
R
 1
nn
A
(g)
P

 1
A
(g)
P
T
R
 1
nn
A
(g)
P

 1
| {z }
F
(g)
P

 

diag

A
(g)
P
T
R
 1
nn
A
(g)
P

 1
A
(g)
P
T
R
 1
nn
 e
| {z }
r
(g)
P
 
X
fj2f1:::Gg^  6=g g
W
(g)
P
 1

diag

A
(g)
P
T
R
 1
nn
A
(g)
P

 1
A
(g)
P
T
R
 1
nn
A
()
P
| {z }
R
(g;)
P

^
^
d
()
P
(p  1)
!
= F
(g)
P

0
@
r
(g)
P
 
X
fj2f1:::Gg^  6=g g
R
(g;)
P

^
^
d
()
P
(p  1)
1
A
: (7.40)
Die G Matrix-Vektor-Gleichungen (7.40) lassen sich zu einer einzige Matrix-Vektor-
Gleichung zusammenfassen:
^
d
P
(p) =
0
B
@
F
(1)
P
0
.
.
.
0 F
(G)
P
1
C
A
| {z }
F
P

0
B
B
B
B
B
B
B
B
B
@
r
P
 
0
B
B
B
B
@
0 R
(1;2)
P
   R
(1;G)
P
R
(2;1)
P
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
R
(G;1)
P
R
(G;2)
P
   0
1
C
C
C
C
A
| {z }
R
P

^
^
d
P
(p  1)
1
C
C
C
C
C
C
C
C
C
A
= F
P


r
P
 R
P

^
^
d
P
(p  1)

: (7.41)
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Durch Zur

ucksortieren erh

alt man
^
d
AP
(p) = P
T
0
B
@
F
(1)
P
0
.
.
.
0 F
(G)
P
1
C
A
P
| {z }
F
AP

0
B
B
B
B
B
B
B
B
B
@
r P
T
0
B
B
B
B
@
0 R
(1;2)
P
   R
(1;G)
P
R
(2;1)
P
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
R
(G;1)
P
R
(G;2)
P
   0
1
C
C
C
C
A
P
| {z }
R
AP

^
^
d
AP
(p  1)
1
C
C
C
C
C
C
C
C
C
A
= F
AP


r R
AP

^
^
d
AP
(p  1)

: (7.42)
Die inverse Vorw

artspfadmatrix F
 1
AP
, siehe (7.42), der allgemeinen parallelen Inter-
ferenzelimination erh

alt man durch Ausschneiden der Diagonalbl

ocke der Dimension
(KN=G) (KN=G) der Matrix
 
diag
 
A
T
P
R
 1
nn
A
P

 1
A
T
P
R
 1
nn
A
P
und anschlieendes
Umsortieren der Spalten und Zeilen:
F
 1
AP
= P
T
blockdiag
KN=G

 
diag
 
A
T
P
R
 1
nn
A
P

 1
A
T
P
R
 1
nn
A
P

P
= P
T
 
diag
 
A
T
P
R
 1
nn
A
P

 1
blockdiag
KN=G
 
A
T
P
R
 1
nn
A
P

P
=
 
diag
 
A
T
R
 1
nn
A

 1
P
T
blockdiag
KN=G
 
PA
T
R
 1
nn
AP
T

P: (7.43)
Die R

uckw

artspfadmatrix R
AP
, siehe (7.42), der allgemeinen parallelen Interferen-
zelimination erh

alt man durch Ausschneiden der Odiagonalbl

ocke der Dimension
(KN=G)  (KN=G) der Matrix
 
diag
 
A
T
P
R
 1
nn
A
P

 1
A
T
P
R
 1
nn
A
P
und anschlieen-
des Umsortieren der Spalten und Zeilen:
R
AP
= P
T
blockdiag
KN=G

 
diag
 
A
T
P
R
 1
nn
A
P

 1
A
T
P
R
 1
nn
A
P

P
= P
T
 
diag
 
A
T
P
R
 1
nn
A
P

 1
blockdiag
KN=G
 
A
T
P
R
 1
nn
A
P

P
=
 
diag
 
A
T
R
 1
nn
A

 1
P
T
blockdiag
KN=G
 
PA
T
R
 1
nn
AP
T

P: (7.44)
Bild 7.4 zeigt das resultierende Blockschaltbild eines auf allgemeiner paralleler Interfe-
renzelimination basierenden Datensch

atzers.
Im Falle weien Rauschens n, siehe (2.17), ergeben sich die vereinfachten Formeln
F
AP
=
 
diag
 
A
T
A

 1
P
T
blockdiag
KN=G
 
PA
T
AP
T

P (7.45)
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Bild 7.4. Allgemeine parallele Interferenzelimination
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und
R
AP
=
 
diag
 
A
T
A

 1
P
T
blockdiag
KN=G
 
PA
T
AP
T

P (7.46)
zum Berechnen der Vorw

artspfadmatrix beziehungsweise der R

uckw

artspfadmatrix sie-
he (7.43) beziehungsweise (7.44).
Im allgemeineren Fall, da die G Gruppen nicht gleich gro sind, erh

alt man ein zu-
sammengeh

origes P

archen von inverser Vorw

artspfadmatrix F
 1
AP
und R

uckw

artspfad-
matrix R
AP
, siehe (7.42), indem die Elemente
h
 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A
i
i;j
der
Matrix
 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A auf die inverse Vorw

artspfadmatrix F
 1
AP
und
die R

uckw

artspfadmatrix R
AP
unter Einhalten der drei hier erstmals formulierten Ne-
benbedingungen
Reexivit

at: Alle Diagonalelemente
h
 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A
i
i;i
, i =
1 : : :KN , sind in der inversen Vorw

artspfadmatrix F
 1
AP
enthalten,
Symmetrie: Wenn das Element
h
 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A
i
i;j
in der in-
versen Vorw

artspfadmatrix F
 1
AP
enthalten ist, dann ist auch das Element
h
 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A
i
j;i
in der inversen Vorw

artspfadmatrix F
 1
AP
enthalten und
Transitivit

at: Wenn das Element
h
 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A
i
i;j
und
das Element
h
 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A
i
j;k
in der inversen
Vorw

artspfadmatrix F
 1
AP
enthalten sind, dann ist auch das Element
h
 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A
i
i;k
in der inversen Vorw

artspfadmatrix
F
 1
AP
enthalten
verteilt werden, siehe Bild 7.5. Die durch die Auswahl der Elemente der inversen
Vorw

artspfadmatrix F
 1
AP
denierte Relation ist eine

Aquivalenzrelation, und die An-
zahl der

Aquivalenzklassen entspricht der Anzahl G der Gruppen [Wen91]. Wie man
leicht

uberpr

uft, gen

ugen die inverse Vorw

artspfadmatrix F
 1
AP
nach (7.43) und die
R

uckw

artspfadmatrix R
AP
nach (7.44) diesen Bedingungen. Auch im Fall der allgemei-
nen parallelen Interferenzelimination sind Vorw

artspfadmatrix F
AP
und R

uckw

arts-
pfadmatrix R
AP
unabh

angig von der Signaldarstellung und damit auch invariant
bez

uglich einer Basistransformation, siehe (2.32) und (2.34).
Falls das Verfahren der allgemeinen parallelen Interferenzelimination ohne Sch

atzwert-
verbesserung konvergiert, so erh

alt man aus (7.42) durch Gleichsetzen
^
d
AP
(1) =
^
d
AP
(p) =
^
^
d
AP
(p  1) (7.47)
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Bild 7.5. Beispiel f

ur ein zusammengeh

origes P

archen von inverser Sch

atzmatrix F
 1
AP
und R

uckw

artspfadmatrix R
AP
; G = 2 Gruppen
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den Grenzwert
^
d
AP
(1) =
 
R
AP
+ F
 1
AP

 1
 r: (7.48)
Aufgrund des Konstruktionsprinzips f

ur inverse Vorw

artspfadmatrix F
 1
AP
und
R

uckw

artspfadmatrix R
AP
, siehe Bild 7.5, gilt
R
AP
+ F
 1
AP
=
 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A: (7.49)
F

ur den Grenzwert folgt
^
d
AP
(1) =

 
diag
 
A
T
R
 1
nn
A

 1
A
T
R
 1
nn
A

 1
 r; (7.50)
das heit, falls das Verfahren der allgemeinen parallelen Interferenzelimination ohne
Sch

atzwertverbesserung konvergiert, so konvergiert die Sch

atzung
^
d
AP
(p) nach (7.42)
gegen die Zero-Forcing-Sch

atzung
^
d
ZF
nach (6.27).
7.1.2.2 Performanz
Das Untersuchen der Performanz der allgemeinen parallelen Interferenzelimination er-
folgt analog zum Untersuchen der Performanz der symbolweisen parallelen Interferen-
zelimination, siehe Abschnitt 7.1.1.
Eine Obergrenze des Grenzwertes 
(k)
AP;n
(1) der asymptotischen MehrteilnehmereÆzi-
enz, siehe Abschnitt 6.1, und Untergrenze des Grenzwertes P
(k)
b;AP;n
(1) der uncodierten
Bitfehlerwahrscheinlichkeit f

ur den Grenzwert
^
d
(k)
n
(1) der Sch

atzung des i-ten Daten-
symbols d
(k)
n
des Teilnehmers k nach unendlich vielen Iterationen folgt auch hier aus
der Annahme, da es bei der Sch

atzwertverbesserung gel

ange, s

amtliche Fehler der
Sch

atzung
^
d
AP
(p) nach (7.42) zu beseitigen, das heit, da
^
^
d
AP
(p) = d (7.51)
gilt. In diesem Fall gel

ange es bereits in der zweiten Iteration p gleich zwei s

amtliche
Interferenz der anderen Gruppen zu beseitigen. Die asymptotische MehrteilnehmereÆ-
zienz 
(k)
AP;n
(2) und uncodierte Bitfehlerwahrscheinlichkeit P
(k)
b;AP;n
(2) der in der zweiten
Iteration gewonnenen Sch

atzung
^
d
(k)
AP;n
(2), siehe (7.42), entspr

achen also derjenigen ei-
nes Zero-Forcing-Sch

atzers f

ur die jeweilige Gruppe ohne zus

atzliche Interferenz. Es
folgt

(k)
max;AP;n
(1) =
1
2
4
 
P
T
blockdiag
KN=G
 
PA
T
R
 1
nn
AP
T

P
!
 1
3
5
(k 1)N+n;(k 1)N+n

1

A
T
R
 1
nn
A

(k 1)N+n;(k 1)N+n
; n = 1 : : :N; k = 1 : : :K; (7.52)
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und im Falle weien Gaurauschens n, siehe (2.17),
P
(k)
b;min;AP;n
(1) =
1
2
erfc
0
@
s
E
(k)
b;n

(k)
max;AP;n
(1)
N
0
1
A
; n = 1 : : : N; k = 1 : : :K: (7.53)
Da die Sch

atzung
^
d
AP
(p) nach (7.42) der allgemeinen parallelen Interferenzelimina-
tion ohne Sch

atzwertverbesserung ebenso wie die Sch

atzung
^
d
SP
(p), siehe (7.4), der
symbolweisen parallelen Interferenzelimination ohne Sch

atzwertverbesserung gegen die
Zero-Forcing-Sch

atzung
^
d
ZF
nach (6.24) konvergiert, sollte auch die allgemeine paral-
lele Interferenzelimination mit Sch

atzwertverbesserung mindestens die Performanz des
Zero-Forcing-Sch

atzers erreichen. Aus (6.37) ergeben sich folglich die Untergrenzen

(k)
min;AP;n
(1) =
1
h
 
A
T
R
 1
nn
A

 1
i
(k 1)N+n;(k 1)N+n


A
T
R
 1
nn
A

(k 1)N+n;(k 1)N+n
;
n = 1 : : :N; k = 1 : : :K; (7.54)
der Grenzwerte 
AP;n
(1) der asymptotischen MehrteilnehmereÆzienzen und aus (6.42)
folgen im Falle von weiem Gaurauschen die Obergrenzen
P
(k)
b;max;AP;n
(1) =
1
2
erfc
0
@
s
E
(k)
b;n

(k)
min;AP;n
(1)
N
0
1
A
; n = 1 : : : N; k = 1 : : :K; (7.55)
der der Grenzwerte P
(k)
b;AP;n
(1) der uncodierten Bitfehlerwahrscheinlichkeiten.
Die Herleitung der Konvergenzbedingung der allgemeinen parallelen Interferenzelimi-
nation ohne Sch

atzwertverbesserung erfolgt analog zu der Herleitung in Abschnitt 7.1.1.
Wenn man vom Startwert
^
d
AP
(0) = 0 (7.56)
ausgeht, so ergibt sich mit (7.42) die Sch

atzung in der p-ten Iteration zu
^
d
AP
(p) =
p 1
X
j=0
( F
AP
R
AP
)
j
F
AP
 r: (7.57)
Unter der Annahme, da die Matrix F
AP
R
AP
mit den Eigenwerten 
i
, i = 1 : : :KN ,
diagonalisierbar ist, erh

alt man mit der Matrix E, deren Spalten die zugeh

origen Ei-
genvektoren sind,
p 1
X
j=0
( F
AP
R
AP
)
j
= Ediag

1  ( 
1
)
p
1 + 
1
: : :
1  ( 
KN
)
p
1 + 
KN

E
 1
: (7.58)
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Das Verfahren der allgemeinen parallelen Interferenzelimination ohne Sch

atzwertver-
besserung konvergiert, falls der Betrag j
i
j aller Eigenwerte 
i
, i = 1 : : :KN , kleiner
als eins ist, das heit der dem Betrag des betragsgr

oten Eigenwerts entsprechende
Spektralradius der Matrix F
AP
R
AP
kleiner eins ist:
 (F
AP
R
AP
) < 1: (7.59)
Auch im Fall der allgemeinen parallelen Interferenzelimination ohne Sch

atzwertverbes-
serung h

angen weder Konvergenz noch Grenzwert von den Energien der empfangenen
Signaturen A
(k)
n
, n = 1 : : :N , k = 1 : : :K, nach (2.13) ab, das heit die allgemeine par-
allele Interferenzelimination ohne Sch

atzwertverbesserung ist nah-fern-resistent. Der
groe Vorteil der allgemeinen parallelen Interferenzelimination im Vergleich zur sym-
bolweisen parallelen Interferenzelimination besteht darin, da man den Spektralradius
 (F
AP
R
AP
) und damit die Konvergenzeigenschaften durch die Wahl der Gruppen be-
einussen kann.
Die Absch

atzung des Betrags der Abweichung der Sch

atzung
^
d
AP
(p) nach (7.42) in der
p-ten Iteration vom Grenzwert
^
d
AP
(1), siehe (7.50), erfolgt analog zu den Betrach-
tungen in Abschnitt 7.1.1. F

ur die Abweichung in der p-ten Iteration erh

alt man
^
d
AP
(p) 
^
d
AP
(1) =  E diag (( 
1
)
p
: : : ( 
KN
)
p
)E
 1

^
d
AP
(1): (7.60)
Der Betrag der Abweichung l

at sich wieder mit dem Spektralradius  (F
AP
R
AP
) der
Matrix F
AP
R
AP
absch

atzen:



^
d
AP
(p) 
^
d
AP
(1)



 ( (F
AP
R
AP
))
p




^
d
AP
(1)



: (7.61)
7.1.3 Parallele Elimination der Vielfachzugrisinterferenz
Bei der parallelen Elimination der Vielfachzugrisinterferenz sind jeweils die Daten-
symbole d
(k)
n
, n = 1 : : : N , einer Mobilstation in einer Gruppe, das heit es gibt
G = K (7.62)
Gruppen mit je N Datensymbolen. Die Permutationsmatrix nach (7.30) ist die Ein-
heitsmatrix
P = I: (7.63)
Die Intersymbolinterferenz zwischen den Datensymbolen d
(k)
n
, n = 1 : : :N , einer Mobil-
station wird durch das gemeinsame Sch

atzen der Datensymbole der jeweiligen Gruppe
7.1 Parallele Interferenzelimination 127
1 3 5 7 9 11 13 15
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
K
E
f

A
P
g
Bild 7.6. Erwartungswert E f
max;AP
(1)g der mittleren Obergrenze 
max;AP
(1) nach
(7.64) der Grenzwerte der asymptotischen MehrteilnehmereÆzienz der parallelen Eli-
mination der Vielfachzugrisinterferenz abh

angig von der Anzahl K der Mobilstationen
eliminiert. Hieraus resultiert eine Verringerung der Obergrenzen 
(k)
max;AP;n
(1) nach
(7.52) der Grenzwerte der asymptotischen MehrteilnehmereÆzienzen im Vergleich zur
symbolweisen parallelen Interferenzelimination. In Bild 7.6 ist der Erwartungswert
E f
max;AP
g (1) der mittleren Obergrenzen

max;AP
(1) =
K
P
k=1
N
P
n=1

(k)
max;AP;n
(1)
KN
(7.64)
der Grenzwerte der asymptotischen MehrteilnehmereÆzienzen der parallelen Elimina-
tion der Vielfachzugrisinterferenz abh

angig von der Anzahl K der Mobilstationen
dargestellt. Der Erwartungswert E f
max;AP
(1)g wird hier sowohl bez

uglich der Ka-
nalimpulsantworten h
(k)
, k = 1 : : :K, siehe (2.11), als auch bez

uglich der Spreizcodes
c
(k)
, k = 1 : : :K, siehe (2.9), gebildet. Neben den Parametern aus Tabelle 2.1 liegen
den Berechnungen folgende Annahmen zugrunde:
 Das Rauschen n ist wei, das heit f

ur die Kovarianzmatrix R
nn
des Rauschens
gilt (2.17).
 Es werden orthogonale Spreizcodes c
(k)
, k = 1 : : :K, siehe (2.9), verwendet,
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) f

ur parallele Elimination
der Vielfachzugrisinterferenz; Parameter: Anzahl K der Mobilstationen
die durch Verw

urfeln der 16 Walsh-Codes der L

ange 16 mit einer gemeinsamen
bin

aren Zufallsfolge erzeugt werden.
 Es werden zuf

allige Kanalimpulsantworten h
(k)
, k = 1 : : :K, siehe (2.11), ent-
sprechend dem COST207 Bad Urban Kanalmodell [COS89] betrachtet.
Man erkennt, da der Erwartungswert E f
max;AP
(1)g der mittleren Obergrenze

max;AP
(1) der Grenzwerte der asymptotischen MehrteilnehmereÆzienz der parallelen
Elimination der Vielfachzugrisinterferenz unabh

angig von der Anzahl K der Mobil-
stationen ist. Da die Intersymbolinterferenz relativ gering ist, ist der Erwartungswert
E f
max;AP
(1)g der mittleren Obergrenze 
max;AP
(1), siehe (7.64), der Grenzwerte der
asymptotischen MehrteilnehmereÆzienz bei paralleler Elimination der Vielfachzugri-
sinterferenz fast eins.
Die Konvergenzgeschwindigkeit h

angt vom Spektralradius  (F
AP
R
AP
) der Matrix
F
AP
R
AP
ab. Bild 7.7 zeigt die Verteilungsfunktion des Spektralradius mit der An-
zahl K der Mobilstationen als Parameter. Die Berechnungen basieren auf den gleichen
Parametern und Annahmen wie die vorhergehenden Berechnungen der asymptotischen
MehrteilnehmereÆzienzen. Man erkennt, da sich die Konvergenzgeschwindigkeit im
Vergleich zu symbolweiser paralleler Interferenzelimination nur geringf

ugig erh

oht. Dies
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kann man damit erkl

aren, da die dominante Vielfachzugrisinterferenz nach wie vor
iterativ eliminiert werden mu.
7.1.4 Parallele Elimination der Intersymbolinterferenz
Bei der parallelen Elimination der Intersymbolinterferenz sind jeweils die zeitgleich
gesendeten Datensymbole d
(k)
n
, k = 1 : : :K, in einer Gruppe, das heit es gibt
G = N (7.65)
Gruppen mit je K Datensymbolen. F

ur die Permutationsmatrix P, siehe (7.30), gilt
[P]
i;j
=

1 falls ((K(j   1)) mod (KN)) + ((j   1) divN) + 1 = i;
0 sonst;
i; j = 1 : : :KN: (7.66)
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Bild 7.8. Erwartungswert E f
max;AP
(1)g der mittleren Obergrenze 
max;AP
(1), sie-
he (7.64), der Grenzwerte der asymptotischen MehrteilnehmereÆzienz der parallelen
Elimination der Intersymbolinterferenz abh

angig von der Anzahl K der Mobilstationen
Die Vielfachzugrisinterferenz zwischen den zeitgleichen Datensymbolen d
(k)
n
, k =
1 : : :K, verschiedener Mobilstationen wird durch das gemeinsame Sch

atzen der Da-
tensymbole der jeweiligen Gruppe eliminiert. Hieraus resultiert eine Verringerung der
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Obergrenzen 
(k)
max;AP;n
(1) nach (7.52) der Grenzwerte der asymptotischen Mehrteil-
nehmereÆzienzen im Vergleich zur Situation bei der symbolweisen parallelen Inter-
ferenzelimination. In Bild 7.8 ist der Erwartungswert E f
max;AP
(1)g der mittleren
Obergrenze 
max;AP
(1), siehe (7.64), der Grenzwerte der asymptotischen Mehrteilneh-
mereÆzienz der parallelen Elimination der Intersymbolinterferenz abh

angig von der
Anzahl K der Mobilstationen dargestellt. Der Erwartungswert E f
max;AP
(1)g wird
hier sowohl bez

uglich der Kanalimpulsantworten h
(k)
, k = 1 : : :K, siehe (2.11), als
auch bez

uglich der Spreizcodes c
(k)
, k = 1 : : :K, siehe (2.9), gebildet. Neben den Pa-
rametern aus Tabelle 2.1 liegen den Berechnungen folgende Annahmen zugrunde:
 Das Rauschen n ist wei, das heit f

ur die Kovarianzmatrix R
nn
des Rauschens
gilt (2.17).
 Es werden orthogonale Spreizcodes c
(k)
, k = 1 : : :K, siehe (2.9), verwendet,
die durch Verw

urfeln der 16 Walsh-Codes der L

ange 16 mit einer gemeinsamen
bin

aren Zufallsfolge erzeugt werden.
 Es werden zuf

allige Kanalimpulsantworten h
(k)
, k = 1 : : :K, siehe (2.11), ent-
sprechend dem COST207 Bad Urban Kanalmodell [COS89] betrachtet.
Man erkennt, da der Erwartungswert E f
max;AP
(1)g der mittleren Obergrenze

max;AP
(1), siehe (7.64), der Grenzwerte der asymptotischen MehrteilnehmereÆzi-
enz der parallelen Elimination der Intersymbolinterferenz ungef

ahr linear mit der
Anzahl K der Mobilstationen abnimmt. Obwohl die Vielfachzugrisinterferenz einen
relativ groen Anteil der gesamten Interferenz ausmacht, ist der Erwartungswert
E f
max;AP
(1)g der mittleren Obergrenze 
max;AP
(1), siehe (7.64), der Grenzwerte der
asymptotischen MehrteilnehmereÆzienz bei paralleler Elimination der Intersymbolin-
terferenz deutlich gr

oer als der Erwartungswert E f
ZF
g der mittleren asymptotischen
MehrteilnehmereÆzienz 
ZF
, siehe (6.39), des Zero-Forcing-Sch

atzers.
Die Gruppenbildung bewirkt eine erh

ohte Konvergenzgeschwindigkeit im Vergleich zur
symbolweisen parallelen Interferenzelimination. Die Konvergenzgeschwindigkeit h

angt
vom Spektralradius  (F
AP
R
AP
) der Matrix F
AP
R
AP
ab. Bild 7.9 zeigt die Verteilungs-
funktion des Spektralradius  (F
AP
R
AP
) mit der Anzahl K der Mobilstationen als
Parameter. Die Berechnungen basieren auf den gleichen Parametern und Annahmen
wie die vorhergehenden Berechnungen der asymptotischen MehrteilnehmereÆzienzen.
Man erkennt, da sich die Konvergenzgeschwindigkeit im Vergleich zu symbolweiser
paralleler Interferenzelimination, siehe Bild 7.7, deutlich erh

oht. Dies kann man damit
erkl

aren, da die dominante Vielfachzugrisinterferenz nicht mehr iterativ eliminiert
werden mu.
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Bild 7.9. Verteilungsfunktion des Spektralradius F
AP
R
AP
f

ur parallele Elimination der
Intersymbolinterferenz; Parameter: Anzahl K der Mobilstationen
7.1.5

Ubersicht

uber die Sch

atzverfahren
Man stellt fest, da sich bei geeigneter Wahl der Vorw

artspfadmatrix F
AP
, siehe (7.43),
und der R

uckw

artspfadmatrix R
AP
, siehe (7.44), alle hier diskutierten linearen Sch

atz-
verfahren und Verfahren der Interferenzelimination als Sonderf

alle der allgemeinen par-
allelen Interferenzelimination beschreiben lassen. Tabelle 7.2 kann man die zu w

ahlen-
den Matrizen entnehmen. Die Auswahl der Elemente f

ur alle vorkommenden inver-
sen Vorw

artspfadmatrizen F
AP
hat die vom Verfasser gefundenen, in Abschnitt 7.1.2
dargestellten Eigenschaften Reexivit

at, Symmetrie und Transitivit

at. Alle Sch

atzer
sind somit Sonderf

alle der neuartigen allgemeinen parallelen Interferenzelimination und
falls keine Sch

atzwertverbesserung erfolgt, konvergieren die Sch

atzungen
^
d
AP
(p), siehe
(7.42), gegen die Zero-Forcing-Sch

atzung
^
d
ZF
nach (6.24). Die hergeleitete notwendige
Bedingung
D
 1
ZF
= R
AP
+ F
 1
AP
; (7.67)
siehe (7.48), f

ur die Konvergenz gegen die Zero-Forcing-Sch

atzung
^
d
ZF
nach (6.24) legt
jedoch die Vermutung nahe, da es viele weitere M

oglichkeiten zur Konstruktion von
Vorw

artspfadmatrizen F
AP
und R

uckw

artspfadmatrizen R
AP
gibt, siehe Abschnitt 7.2.
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7.2 Allgemeine iterative gemeinsame Datensch

atz-
ung
Im den vorangegangenen Abschnitten 7.1 und 7.2 werden vielerlei Verfahren der paralle-
len Interferenzelimination vorgestellt deren Sch

atzungen, falls keine Sch

atzwertverbes-
serung eingesetzt wird, im Fall der Konvergenz alle gegen die Zero-Forcing-Sch

atzung,
siehe (6.24), konvergieren. Es stellt sich die Frage, ob nicht auch andere lineare Sch

atzer
wie beispielsweise der Minimum-Mean-Square-Error-Sch

atzer, siehe (6.35), iterativ rea-
lisiert werden k

onnen. Diese Frage wird im vorliegenden Abschnitt in einer nach Kennt-
nis des Verfassers in der Literatur noch nicht zu ndenden Allgemeinheit beantwortet.
Bild 7.10. Struktur des iterativen Sch

atzers
Im folgenden wird von der iterativen, in Bild 7.10 gezeigten Sch

atzerstruktur ausge-
gangen. Der betrachtete iterative Sch

atzer verwendet zun

achst keine Sch

atzwertver-
besserung. Das Empfangssignal e nach (2.26) wird einer Bank signalangepater Filter
zugef

uhrt. Man erh

alt das Ausgangssignal r, siehe (6.26), der Bank signalangepater
Filter, das die gesamte f

ur das Sch

atzen des Datenvektors d nach (2.24) relevante In-
formation des Empfangssignals e enth

alt, das heit jeder sinnvolle Datensch

atzer kann
statt direkt mit dem Empfangssignal e auch mit dem Ausgangssignal r der Bank si-
gnalangepater Filter arbeiten. Lineare Sch

atzer zeichnen sich dadurch aus, da die
Sch

atzung
^
d
LIN
eine lineare Funktion von r ist, die sich durch eine Sch

atzmatrix D
beschreiben l

at. Es gilt
^
d
LIN
= D  r: (7.68)
Beim betrachteten iterativen Sch

atzer erh

alt man iterativ durch Anwenden linea-
rer Funktionen die Sch

atzungen
^
d
IT
(p). Der iterative Sch

atzer ist durch die lineare
Vorw

artspfadfunktion und die lineare R

uckw

artspfadfunktion vollst

andig deniert. Die
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im vorhergehenden Abschnitt 7.1 betrachteten iterativen Sch

atzer sind Spezialf

alle, bei
denen die Vorw

artspfadfunktion die identische Funktion ist. Die Vorw

artspfadfunktion
wird durch die Vorw

artspfadmatrix F und die R

uckw

artspfadfunktion wird durch die
R

uckw

artspfadmatrix R beschrieben. F

ur die Sch

atzungen gilt
^
d
IT
(p) = F 

r R 
^
d
IT
(p  1)

: (7.69)
Es stellt sich also die Frage, ob man die Vorw

artspfadmatrix F und die R

uckw

arts-
pfadmatrix R so w

ahlen kann, da die Sch

atzungen
^
d
IT
(p), siehe (7.69), des iterativen
Sch

atzers gegen die Sch

atzung
^
d
LIN
, siehe (7.68), eines vorgegebenen linearen Sch

atzers
konvergiert, das heit, da
^
d
IT
(1) = D  r (7.70)
gilt. Zumindest f

ur den Fall des Zero-Forcing-Sch

atzers ist bereits aus Abschnitt 7.2
bekannt, da es sehr viele P

archen von Vorw

artspfadmatrix F und R

uckw

artspfad-
matrix R gibt, f

ur die die iterative Sch

atzung
^
d
IT
(p) nach (7.69) gegen die Zero-
Forcing-Sch

atzung
^
d
ZF
nach (6.24) konvergiert. F

ur die konkrete Wahl eines P

archens
von Vorw

artspfadmatrix F und R

uckw

artspfadmatrix R wird man daher in der Re-
gel weitere Kriterien wie Konvergenzgeschwindigkeit und Rechenaufwand hinzuziehen
m

ussen.
Nachdem man geeignete Matrizen F und R bestimmt hat, die ohne Sch

atzwertverbesse-
rung zur Konvergenz mit der gew

unschten linearen Sch

atzung
^
d
LIN
nach (7.68) f

uhren,
kann man den Sch

atzer in einem weiteren Schritt um einen Sch

atzwertverbesserer er-
weitern. In der Regel wird der nichtlineare iterative Sch

atzer mit Sch

atzwertverbesserer
Sch

atzungen liefern, die kein linearer Sch

atzer zu liefern vermag.
Im Falle der Konvergenz folgt aus (7.69) f

ur den Grenzwert der iterativen Sch

atzung
^
d
IT
(1) =
 
F
 1
+R

 1
 r: (7.71)
Damit die iterative Sch

atzung
^
d
IT
(p) nach (7.69) gegen die durch die Sch

atzmatrix D,
siehe (7.68), beschriebene lineare Sch

atzung
^
d
LIN
nach (7.68) konvergiert, mu also
D
 1
= F
 1
+R (7.72)
gelten. Es ist oensichtlich, da es unendlich viele P

archen von Vorw

artspfadmatrix F
und R

uckw

artspfadmatrix R gibt, die diese Bedingung erf

ullen. Aus (7.72) folgt auch
die L

osung
F
 1
= D
 1
; (7.73)
R = 0; (7.74)
in der der iterative Sch

atzer zu einem nichtiterativen linearen Sch

atzer entartet.
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Zum Untersuchen der Konvergenz des iterativen Sch

atzers betrachtet man die Folge
der iterativ gewonnenen Sch

atzungen, siehe (7.69):
^
d
IT
(p) =
p 1
X
j=0
( F R)
j
 F  r: (7.75)
Die Matrix-Potenzreihe
P
p 1
j=0
( F R)
j
und damit auch der iterative Sch

atzer konver-
gieren, falls der Spektralradius  (F R) der Matrix F R kleiner als eins ist:
 (F R) < 1: (7.76)
Bild 7.11. Systemmodell
Im folgenden sollen die aus (7.72) folgenden Zusammenh

ange der Strukturen der
Sch

atzmatrix D, der Vorw

artspfadmatrix F und der R

uckw

artspfadmatrix R an ei-
nigen Beispielen veranschaulicht werden. Der Einfachheit halber wird nur der Fall
weien Rauschens, siehe (2.17), betrachtet. Zum Vereinfachen der Formeln wird auf
ein Normieren des Ausgangssignals der Bank signalangepater Filter verzichtet, sie-
he (6.45). F

ur das auf das Ausgangssignal der Bank signalangepater Filter bezogene
Systemmodell folgt aus (2.26) und (6.45)
r = A
T
A  d +A
T
n; (7.77)
siehe Bild 7.11. Auch hier erkennt man wieder, da sowohl f

ur den Nutzanteil des dem
iterativen Interferenzeliminators zugef

uhrten Ausgangssignals r der Bank signalange-
pater Filter als auch f

ur die Kovarianzmatrix des vom iterativen Interferenzeliminator
gesehenen Rauschens A
T
n nur die bez

uglich einer Basistransformation, siehe (2.32)
und (2.34), invariante Korrelationsmatrix A
T
A der empfangenen Signaturen A
(k)
n
,
n = 1 : : : N , k = 1 : : :K, siehe (2.13), relevant ist.
Es ist naheliegend, die Sch

atzmatrix D, siehe (7.68), derart zu w

ahlen, da die Ein

usse
des

Ubertragungssystems auf die Daten exakt r

uckg

angig gemacht werden. Aus (7.77)
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Bild 7.12. Iterative Realisierung des Zero-Forcing-Sch

atzers
folgt f

ur die inverse Sch

atzmatrix
D
 1
ZF
= A
T
A: (7.78)
Diese Sch

atzmatrix entspricht der des Zero-Forcing-Sch

atzers, siehe (6.46). Eine der
vielen m

oglichen Zerlegungen der inversen Sch

atzmatrix D
 1
in eine Summe aus inver-
ser Vorw

artspfadmatrix F
 1
und R

uckw

artspfadmatrix R ist in Bild 7.12 dargestellt.
Es gilt
F
 1
= diag
 
D
 1

= diag
 
A
T
A

(7.79)
und
R = diag
 
D
 1

= diag
 
A
T
A

: (7.80)
Diese Zerlegung entspricht der in Abschnitt 7.1.1 diskutierten symbolweisen parallelen
Interferenzelimination und zeichnet sich durch einen besonders geringen erforderlichen
Rechenaufwand aus, da zum Berechnen der Vorw

artspfadmatrix F und der R

uckw

arts-
pfadmatrix R keine Matrixinversion erforderlich ist.
Aufgrund der St

orung durch das Rauschen n ist die Zero-Forcing-Sch

atzung bez

uglich
des Erwartungswertes des quadratischen Fehlers E




^
d
IT
  d



2

der Sch

atzungen
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Bild 7.13. Iterative Realisierung des Minimum-Mean-Square-Error-Sch

atzers
suboptimal. Der bez

uglich des Erwartungswertes des quadratischen Fehlers optima-
le Sch

atzer ist der Minimum-Mean-Square-Error-Sch

atzer. Im Fall weien Rauschens,
siehe (2.17), und QPSK-modulierter Datensymbole mit



d
(k)
n



2
= 2; n = 1 : : : N; k = 1 : : :K; (7.81)
siehe (2.5), folgt aus (6.36) f

ur die inverse Sch

atzmatrix des Minimum-Mean-Square-
Error-Sch

atzers
D
 1
MMSE
= A
T
A+

2
2
I: (7.82)
Die zur im vorhergehenden Absatz f

ur den Zero-Forcing-Sch

atzer verwendete analoge
Zerlegung der inversen Sch

atzmatrix D
 1
in eine Summe aus inverser Vorw

artspfad-
matrix F
 1
und R

uckw

artspfadmatrix R ist in Bild 7.13 dargestellt. Es gilt
F
 1
= diag
 
D
 1

= diag

A
T
A+

2
2
I

(7.83)
und
R = diag
 
D
 1

= diag
 
A
T
A

: (7.84)
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Es f

allt auf, da sich der hier vorgestellte iterative Zero-Forcing-Sch

atzer und der
iterative Minimum-Mean-Square-Error-Sch

atzer nur durch eine andere Skalierung der
Sch

atzungen mit der diagonalen Vorw

artspfadmatrix unterscheiden [GS01]. Rechenauf-
wand und Realisierung eines iterativen Minimum-Mean-Square-Error-Sch

atzers unter-
scheiden sich daher nur unwesentlich von denen eines iterativen Zero-Forcing-Sch

atzers.
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Kapitel 8
Zuk

unftige Verbesserung der
Interferenzrekonstruktion durch
Sch

atzwertverbessern
8.1 Sch

atzwertverbessern
8.1.1 Aufgabenstellung
Bild 8.1 zeigt das Blockbild eines iterativen gemeinsamen Datensch

atzers mit Sch

atz-
wertverbesserung. Das Empfangssignal e nach (2.26) wird zun

achst einer Bank signal-
angepater Filter zugef

uhrt. Das Ausgangssignal r, siehe (6.26), der Bank signalan-
gepater Filter ist bereits eine Sch

atzung des gesendeten Datenvektors d nach (2.24),
die jedoch im allgemeinen noch Intersymbolinterferenz und Vielfachzugrisinterferenz
enth

alt. In iterativen gemeinsamen Datensch

atzern wird ein Teil dieser Interferenz
durch Dekorrelation beseitigt, w

ahrend die dann noch verbleibende Interferenz iterativ
durch Rekonstruieren und Abziehen der Interferenzanteile beseitigt wird, siehe Kapitel
7. Die in der p-ten Iteration abzuziehenden Interferenzanteile werden aus der in der vor-
hergehenden Iteration gewonnenen Sch

atzung
^
^
d(p  1) des gesendeten Datenvektors d
nach (2.24) durch Multiplikation mit der R

uckw

artspfadmatrix R rekonstruiert. Nach
Abziehen der rekonstruierten Interferenzanteile wird die Sch

atzung
^
d(p) des gesendeten
Datenvektors d in der p-ten Iteration durch Dekorrelation gewonnen. Die Dekorrelation
wird durch die Vorw

artspfadmatrix F beschrieben. F

ur eine detaillierte Beschreibung
des Grundprinzips der iterativen gemeinsamen Datensch

atzung siehe Kapitel 7.
Die Aufgabe des Sch

atzwertverbesserers ist es, aus der Sch

atzung
^
d(p) eine verbes-
serte Sch

atzung
^
^
d(p) des gesendeten Datenvektors d nach (2.24) zu gewinnen. Eine
solche Sch

atzwertverbesserung basiert auf dem Ausnutzen bisher ungenutzten Wissens

uber den Datenvektor d nach (2.24). In der vorliegenden Schrift wird insbesondere das
Nutzen
 der Kenntnis des Modulationsalphabets und
 des Wissens, da die gesendeten Daten durch Codieren aus einem uncodierten
Datenvektor u nach (2.22) entstanden sind, siehe Abschnitt 2.2.1,
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atzung mit Sch
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atzwertverbessern
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untersucht. Prinzipiell kann man eine iterative gemeinsame Datensch

atzung auch ohne
Sch

atzwertverbesserung durchf

uhren, das heit man kann
^
^
d(p) =
^
d(p) (8.1)
w

ahlen, siehe Kapitel 7. Erste Untersuchungen in Kapitel 7 haben jedoch gezeigt, da
Konvergenzverhalten und Bitfehlerwahrscheinlichkeit der iterativen gemeinsamen Da-
tensch

atzung ohne Sch

atzwertverbesserung insbesondere bei groer Anzahl K an Teil-
nehmern unbefriedigend sind. Die ohne Sch

atzwertverbesserung erzielbare Performanz
ist nie besser als die mit linearen Datensch

atzern erzielbare Performanz. In der vorlie-
genden Schrift werden verschiedene Sch

atzwertverbesserungsverfahren zun

achst isoliert
von der iterativen gemeinsamen Datensch

atzung beschrieben und analysiert.
8.1.2 Modellierung
Im folgenden wird nur der von Mobilstation k stammende Anteil d
(k)
, siehe (2.4), des
totalen Datenvektors d nach (2.24) betrachtet, da die Sch

atzwertverbesserung separat
und in gleicher Art und Weise f

ur die Anteile d
(k)
, k = 1 : : :K, aller Mobilstationen
durchgef

uhrt wird. Bild 8.2 zeigt das den folgenden Betrachtungen zugrundeliegende
Systemmodell. Da das Verfahren der Sch

atzwertverbesserung selbst nicht iterativ ist,
wird im folgenden auf den Iterationsindex p verzichtet.
In der vorliegenden Schrift werden exemplarisch Sch

atzwertverbesserungsverfahren f

ur
eine Fehlerschutzcodierung mit einem Faltungscode, QPSK-Modulation und die zu-
grundeliegende BPSK-Modulation von Real- und Imagin

arteil untersucht. Die vorge-
stellten Prinzipien der Sch

atzwertverbesserung sind jedoch auch auf andere Codie-
rungsverfahren und andere lineare Modulationsarten

ubertragbar.
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Bild 8.2. Systemmodell zur Sch

atzwertverbesserung
Aus dem uncodierten bin

aren Datenvektor u
(k)
, siehe (2.1), der Dimension L entsteht
durch Codieren mit einem Faltungscode [Fri96, Pro95, Bos92] der Rate R
c
, die im
142
Kapitel 8: Zuk

unftige Verbesserung der Interferenzrekonstruktion durch
Sch

atzwertverbessern
folgenden vereinfachend dem Kehrwert einer nat

urlichen Zahl entspreche, und der Ein-
ul

ange L
c
der codierte bin

are Datenvektor d
(k)
, siehe (2.2), der Dimension M , siehe
(2.3). Aus dem codierten bin

aren Datenvektor d
(k)
erh

alt man durch QPSK-Modulieren
den komplexen Datenvektor d
(k)
, siehe (2.4), (2.5) und Bild 2.3, der DimensionN , siehe
(2.6).
Es wird vereinfachend angenommen, da die zu verbessernde Sch

atzung
^
d
(k)
des Daten-
vektors d
(k)
nach (2.4) erwartungstreu ist, das heit sich als Summe des Datenvektors
d
(k)
und einer mittelwertfreien St

orung
n
(k)
d
=

n
(k)
d;1
: : : n
(k)
d;N

T
(8.2)
darstellen l

at:
^
d
(k)
= d
(k)
+ n
(k)
d
: (8.3)
Weiterhin wird vereinfachend angenommen, da Real- und Imagin

arteile der St

orungen
n
(k)
d;n
, n = 1 : : : N , jeweils unabh

angig voneinander gauverteilt mit der gleichen Varianz
var
n
Re
n
n
(k)
d;n
oo
= var
n
Im
n
n
(k)
d;n
oo
= 
2
d
; n = 1 : : :N; (8.4)
sind.
Die Sch

atzwertverbesserung f

ur QPSK-modulierte komplexe Datenvektoren
^
d
(k)
kann
man durch Demodulieren und Modulieren auf eine Sch

atzwertverbesserung f

ur BPSK-
modulierte reelle Datenvektoren d
(k)
nach (2.2) zur

uckf

uhren, siehe Bild 8.3. Aus dem
komplexen QPSK-modulierten gesch

atzten Datenvektor
^
d
(k)
=

^
d
(k)
1
: : :
^
d
(k)
N

T
(8.5)
erh

alt man durch Demodulieren
^
d
(k)
m
=
8
<
:
Re
n
^
d
(k)
(m 1)=2+1
o
falls m ungerade;
Im
n
^
d
(k)
m=2
o
falls m gerade
(8.6)
den reellen BPSK-modulierten Datenvektor
^
d
(k)
=

^
d
(k)
1
: : :
^
d
(k)
M

T
: (8.7)
Der Sch

atzwertverbesserer berechnet aus diesem gesch

atzten Datenvektor
^
d
(k)
die ver-
besserte Sch

atzung
^
^
d
(k)
=

^
^
d
(k)
1
: : :
^
^
d
(k)
M

T
; (8.8)
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Bild 8.3. Zur

uckf

uhren der Sch

atzwertverbesserung f

ur QPSK-modulierte Datenvekto-
ren
^
d
(k)
auf eine Sch

atzwertverbesserung f

ur BPSK-modulierte Datenvektoren
^
d
(k)
aus der man durch Modulieren
^
^
d
(k)
n
=
^
^
d
(k)
2n 1
+ j
^
^
d
(k)
2n
; n = 1 : : : N; (8.9)
eine verbesserte Sch

atzung
^
^
d
(k)
=

^
^
d
(k)
1
: : :
^
^
d
(k)
N

T
(8.10)
erh

alt. Da die komplexwertigen Sch

atzungen
^
d
(k)
n
, n = 1 : : : N , erwartungstreu sind,
sind auch die reellwertigen Sch

atzungen
^
d
(k)
m
, m = 1 : : :M , erwartungstreu. Den
Sch

atzungen
^
d
(k)
m
, m = 1 : : :M , ist eine reelle, mittelwertfreie, gauverteilte St

orung
n
(k)
d
=

n
(k)
d;1
: : : n
(k)
d;M

T
;
n
(k)
d;m
=
8
<
:
Re
n
n
(k)
d;(m 1)=2+1
o
falls m ungerade;
Im
n
n
(k)
d;m=2
o
falls m gerade
(8.11)

uberlagert. Die einzelnen St

orungen n
(k)
d;m
, m = 1 : : :M , sind unabh

angig voneinander
gauverteilt mit der Varianz 
2
d
. Die zugeh

orige Wahrscheinlichkeitsdichtefunktion ist
[Wha71, Pro95, SJ67]
p

n
(k)
d;m

=
1
p
2
d
exp

 
1
2
2
d
n
(k)
d;m
2

; m = 1 : : :M: (8.12)
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Tabelle 8.1. Exemplarische Faltungscodes maximaler freier Distanz
Rate R
c
Einul

ange L
c
Generatorpolynome freie Distanz d
f
g
1
= [101]
1
2
3
g
2
= [111]
5
g
1
= [10011]
1
2
5
g
2
= [11101]
7
g
1
= [1011011]
1
2
7
g
2
= [1111001]
10
g
1
= [101]
g
2
= [111]
1
4
3
g
3
= [111]
10
g
4
= [111]
g
1
= [10101]
g
2
= [10111]
1
4
5
g
3
= [11011]
16
g
4
= [11111]
g
1
= [1011101]
g
2
= [1011101]
1
4
7
g
3
= [1100111]
20
g
4
= [1110011]
Aus (8.12) folgt die bedingte Wahrscheinlichkeitsdichtefunktion
p

^
d
(k)
m
jd
(k)
m
= 1

=
1
p
2
d
exp

 
1
2
2
d

^
d
(k)
m
 1

2

; m = 1 : : :M; (8.13)
der gesch

atzten Datensymbole
^
d
(k)
m
, m = 1 : : :M . Auch h

oherstuge QAM-Modula-
tionsarten kann man nach dem gleichen hier geschilderten Prinzip auf h

oherstuge
PAM-Modulationsarten zur

uckf

uhren [Pro95].
In der vorliegenden Schrift werden f

ur exemplarische Simulationen der Sch

atzwertver-
besserungsverfahren mit Auswerten der Fehlerschutzcodierung die Faltungscodes aus
Tabelle 8.1 verwendet [Pro95]. Es handelt sich um Faltungscodes maximaler freier Di-
stanz d
f
.
8.1.3 G

utekriterien
Die durch Sch

atzwertverbesserung gewonnenen verbesserten Sch

atzungen
^
^
d
(k)
m
, m =
1 : : :M , der Datensymbole d
(k)
m
, m = 1 : : :M , werden in iterativen gemeinsamen Da-
tensch

atzern zum n

aherungsweisen Rekonstruieren und Eliminieren der durch das Sen-
den der Datensymbole d
(k)
m
, m = 1 : : :M , verursachten Interferenzen verwendet. Infolge
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der Sch

atzfehler
^
^
d
(k)
m
  d
(k)
m
, m = 1 : : :M , gelingt es nicht, die Interferenzen vollst

andig
zu eliminieren. Es verbleiben Interferenzbeitr

age, deren Energien aufgrund der linea-
ren Rekonstruktion proportional zu den Quadraten

^
^
d
(k)
m
  d
(k)
m

2
, m = 1 : : :M , der
Sch

atzfehler sind. Um von den Quadraten der Sch

atzfehler zu geeigneten G

utekriterien
zu gelangen, ist es sinnvoll,
 die Erwartungswerte bez

uglich verschiedener Realisationen der St

orungen n
(k)
d;m
,
m = 1 : : :M , siehe (8.11), zu bilden und
 eine bei der hier betrachteten BPSK-Modulation redundante Normierung auf die
Quadrate
 
d
(k)
m

2
= 1; m = 1 : : :M; (8.14)
der wahren Datensymbole vorzunehmen.
Im folgenden werden die Signal-St

or-Verh

altnisse

(k)
out;m
=

d
(k)
m

2
E
(

^
^
d
(k)
m
  d
(k)
m

2
)
=
1
E
(

^
^
d
(k)
m
  d
(k)
m

2
)
; m = 1 : : :M; (8.15)
und das mittlere Signal-St

or-Verh

altnis

(k)
out
=
M
P
m=1

(k)
out;m
M
(8.16)
als G

utekriterien verwendet. Diese Signal-St

or-Verh

altnisse h

angen ab
 von dem verwendeten Sch

atzwertverbesserungsverfahren,
 der Varianz 
2
d
der

uberlagerten St

orungen n
(k)
d;m
, m = 1 : : :M , nach (8.11) und
 im Falle des Auswertens der Fehlerschutzcodierung durch das Sch

atzwertverbes-
serungsverfahren auch vom eingesetzten Fehlerschutzcode.
Analog zu (8.15) kann man auch Signal-St

or-Verh

altnisse

(k)
in;m
=

d
(k)
m

2
E


^
d
(k)
m
  d
(k)
m

2

; m = 1 : : :M; (8.17)
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Bild 8.4. Triviale Quantisierungsfunktionen
am Eingang des Sch

atzwertverbesserers denieren. Hier gilt infolge der St

orungen n
(k)
d;m
mit der Varianz 
2
d

(k)
in;m
= 
(k)
in
=
1

2
d
; m = 1 : : :M: (8.18)
Abschlieend sollen noch zwei triviale Sch

atzwertverbesserungsverfahren betrachtet
werden, die sp

ater zum Bewerten der Performanz realer Sch

atzwertverbesserungsver-
fahren ben

otigt werden. Ein bereits erw

ahnter trivialer Entartungsfall der Sch

atzwert-
verbesserung besteht darin, keine Sch

atzwertverbesserung durchzuf

uhren, das heit
^
^
d
(k)
K;m
=
^
d
(k)
m
; m = 1 : : :M; (8.19)
zu w

ahlen. Mit (8.15) und (8.18) folgt

(k)
out;K;m
= 
(k)
in;m
=
1

2
d
; m = 1 : : :M: (8.20)
Eine weitere einfache entartete M

oglichkeit der Sch

atzwertverbesserung besteht darin,
den Nullvektor als verbesserte Sch

atzung
^
^
d
(k)
0
zu verwenden, das heit es gilt
^
^
d
(k)
0;m
= 0; m = 1 : : :M: (8.21)
Mit (8.15) folgt

(k)
out;0;m
= 1; m = 1 : : :M: (8.22)
Falls die Varianz 
2
d
der St

orungen n
(k)
d;m
gr

oer als eins ist, ergibt sich in der Tat eine
Sch

atzwertverbesserung.
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Die beiden vorgestellten trivialen Sch

atzwertverbesserungsverfahren arbeiten symbol-
weise. Symbolweise arbeitende Sch

atzwertverbesserungsverfahren werden als Quanti-
sierungsverfahren bezeichnet [KFB02, INF01, Pro95, MJWT01]. Da Quantisierungs-
verfahren in gleicher Art und Weise auf jedes gesch

atzte Datensymbol
^
d
(k)
m
, 1 : : :M , an-
gewendet werden, wird im folgenden nur die Quantisierung f

ur ein isoliertes, beliebiges
Datensymbol betrachtet. Quantisierungsverfahren sind durch die Quantisierungsfunk-
tion
q

^
d
(k)
m

=
^
^
d
(k)
m
; (8.23)
die dem gesch

atzten Datensymbol
^
d
(k)
m
eine verbesserte Sch

atzung
^
^
d
(k)
m
zuordnet,
vollst

andig deniert. Bild 8.4 zeigt die Graphen der Quantisierungsfunktion
q
K

^
d
(k)
m

=
^
d
(k)
m
(8.24)
f

ur den Fall, da keine Sch

atzwertverbesserung durchgef

uhrt wird, und
q
0

^
d
(k)
m

= 0 (8.25)
f

ur den Fall, da der Wert Null als verbesserte Sch

atzung verwendet wird.
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k
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o
u
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;
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
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d
B
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

(k)
in;m

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keine Sch

atzwertverbesserung
konstant Null
Bild 8.5. Performanz trivialer Quantisierungsverfahren
Eine

ubersichtliche graphische Darstellung der Performanz eines Sch

atzwertverbesse-
rungsverfahrens erh

alt man, wenn man 
(k)
out;m
nach (8.15) abh

angig von 
(k)
in;m
nach (8.17)
auftr

agt. In Bild 8.5 ist die Performanz trivialer Quantisierungsverfahren dargestellt.
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8.2 Quantisieren
8.2.1 Hartes Quantisieren
Da bei digitaler Nachrichten

ubertragung nur diskrete Werte f

ur das Datensymbol d
(k)
m
vorkommen, besteht ein erstes naheliegendes, als hartes Quantisieren bezeichnetes
Sch

atzwertverbesserungsverfahren darin, die verbesserte Sch

atzung
^
^
d
(k)
H;m
gleich dem
diskreten Datensymbolwert zu w

ahlen, dessen Abstand zum gesch

atzten Datensym-
bolwert
^
d
(k)
m
am geringsten ist [KFB02, INF01, Pro95, MJWT01]. Wenn es mehrere
n

achste diskrete Datensymbolwerte gibt, so wird der Mittelwert der in Frage kommen-
den diskreten Datensymbolwerte verwendet. Bei BPSK-Modulation erh

alt man die in
Bild 8.6 dargestellte harte Quantisierungsfunktion
q
H

^
d
(k)
m

= sign

^
d
(k)
m

=
8
>
<
>
:
1 falls
^
d
(k)
m
> 0;
0 falls
^
d
(k)
m
= 0;
 1 falls
^
d
(k)
m
< 0:
(8.26)
Das harte Quantisieren ist folglich ein Quantisierungsverfahren, das ausschlielich die
Kenntnis des Modulationsalphabets nutzt. Hartes Quantisieren kann prinzipiell auch
bei anderen linearen digitalen Modulationsverfahren eingesetzt werden. Hier wird je-
doch exemplarisch nur das harte Quantisieren f

ur BPSK-Modulation untersucht.
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Bild 8.6. Harte Quantisierungsfunktion q
H

^
d
(k)
m

nach (8.26)
Die bedingte Wahrscheinlichkeitsdichtefunktion der verbesserten Sch

atzung
^
^
d
(k)
H;m
ergibt
sich per Zufallsvariablentransformation mit der Transformationsfunktion (8.26) aus der
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1

Bild 8.7. Bedingte Wahrscheinlichkeitsdichtefunktion der verbesserten Sch

atzung
^
^
d
(k)
H;m
nach (8.26) bei hartem Quantisieren; d
(k)
m
= +1, 
2
d
= 1
bedingten Wahrscheinlichkeitsdichtefunktion (8.13) des gesch

atzten Datensymbols
^
d
(k)
m
.
Man erh

alt die in Bild 8.7 f

ur d
(k)
m
= +1 und 
2
d
= 1 gezeigte bedingte Wahrscheinlich-
keitsdichtefunktion
p

^
^
d
(k)
H;m




d
(k)
m
= 1

=
1
2
erfc

1
p
2
d

 Æ

^
^
d
(k)
H;m
 1

+

1 
1
2
erfc

1
p
2
d

 Æ

^
^
d
(k)
H;m
 1

: (8.27)
Die durch hartes Quantisieren gewonnene verbesserte Sch

atzung
^
^
d
(k)
H;m
, siehe (8.26), ist
nicht fehlerfrei. Ein Fehler tritt auf,
 falls sich der Quantisierer f

ur
^
^
d
(k)
H;m
=  1 entscheidet, obwohl der wahre Wert
d
(k)
m
= 1 ist, oder
 falls sich der Quantisierer f

ur
^
^
d
(k)
H;m
= 1 entscheidet, obwohl der wahre Wert
d
(k)
m
=  1 ist.
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Aus (8.27) folgt die Wahrscheinlichkeit
P
F
=
1
2
erfc

1
p
2
d

=
1
2
erfc
0
@
s

(k)
in;m
2
1
A
(8.28)
f

ur eine solche Fehlentscheidung. F

ur den Erwartungswert des quadratischen Fehlers
folgt
E
(

^
^
d
(k)
H;m
  d
(k)
m

2
)
= 2 erfc

1
p
2
d

= 2 erfc
0
@
s

(k)
in;m
2
1
A
: (8.29)
Der Erwartungswert E
(

^
^
d
(k)
H;m
  d
(k)
m

2
)
des quadratischen Fehlers ist unabh

angig
von den A-priori-Wahrscheinlichkeiten Pr
n
d
(k)
m
= 1
o
. Das Signal-St

or-Verh

altnis
(8.15) am Ausgang des harten Quantisierers ergibt sich schlielich zu

(k)
out;H;m
=
1
2 erfc

1
p
2
d

=
1
2 erfc

q

(k)
in;m
2

: (8.30)
In Bild 8.8 ist 
(k)
out;H;m
abh

angig von 
(k)
in;m
dargestellt.
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Bild 8.8. Performanz harter Quantisierung
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8.2.2 Weiches Quantisieren
Beim Vergleichen der Graphen in den Bildern 8.5 und 8.8 stellt man fest, da das Signal-
St

or-Verh

altnis 
(k)
out;H;m
nach (8.30) am Ausgang des harten Quantisierers bei kleinen
Signal-St

or-Verh

altnissen 
(k)
in;m
, siehe (8.17), kleiner ist als das Signal-St

or-Verh

altnis

(k)
out;0;m
nach (8.22) am Ausgang eines trivialen Sch

atzwertverbesserers, der konstant
Null ausgibt. Der harte Quantisierer ist folglich bez

uglich des erzielten Signal-St

or-
Verh

altnisses 
(k)
out;H;m
nach (8.30) suboptimal.
Der weiche Quantisierer ist ein Quantisierer, der bez

uglich des Signal-St

or-Verh

altnisses

(k)
out;W;m
optimal ist. Ein Maximieren des Signal-St

or-Verh

altnisses 
(k)
out;W;m
ist gleich-
bedeutend einem Minimieren des Erwartungswertes E
(

^
^
d
(k)
W;m
  d
(k)
m

2
)
des quadra-
tischen Fehlers, siehe (8.15). Es gilt [Bos86]
var

^
^
d
(k)
W;m
  d
(k)
m

= E
(

^
^
d
(k)
W;m
  d
(k)
m

2
)
 

E

^
^
d
(k)
W;m
  d
(k)
m

2
: (8.31)
Die Sch

atzungen
^
^
d
(k)
W;m
und
^
d
(k)
m
sind dem weichen Quantisierer bekannte feste Gr

oen,
und das gesendete Datensymbol d
(k)
m
ist aus der Sicht des Quantisierers eine bin

are
Zufallsvariable, deren bedingte Wahrscheinlichkeiten
Pr
n
d
(k)
m
= 1


^
d
(k)
m
o
=
p

^
d
(k)
m
jd
(k)
m
= 1

 Pr
n
d
(k)
m
= 1
o
p

^
d
(k)
m

(8.32)
dem weichen Quantisierer bekannt seien, das heit, dem weichen Quantisierer sind
die Wahrscheinlichkeitsdichtefunktion p (n
d;m
) der St

orung nach (8.12), aus der direkt
die bedingte Wahrscheinlichkeitsdichtefunktion p

^
d
(k)
m



d
(k)
m
= 1

, siehe (8.13), der
gesch

atzten Datensymbole folgt, und die A-priori-Wahrscheinlichkeiten Pr
n
d
(k)
m
= 1
o
bekannt. Der Proportionalit

atsfaktor p

^
d
(k)
m

kann aus der Nebenbedingung
Pr
n
d
(k)
m
= +1


^
d
(k)
m
o
+ Pr
n
d
(k)
m
=  1


^
d
(k)
m
o
= 1 (8.33)
berechnet werden. Aus (8.31) folgt f

ur den Erwartungswert des quadratischen Fehlers
E
(

^
^
d
(k)
W;m
  d
(k)
m

2
)
=

^
^
d
(k)
W;m
  E
n
d
(k)
m


^
d
(k)
m
o

2
+ var
n
d
(k)
m


^
d
(k)
m
o
: (8.34)
Der Erwartungswert des quadratischen Fehlers wird oensichtlich f

ur
q
W

^
d
(k)
m

=
^
^
d
(k)
W;m
= E
n
d
(k)
m


^
d
(k)
m
o
= (+1)  Pr
n
d
(k)
m
= +1


^
d
(k)
m
o
+ ( 1)  Pr
n
d
(k)
m
=  1


^
d
(k)
m
o
(8.35)
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Das zum Berechnen der verbesserten Sch

atzung
^
^
d
(k)
W;m
nach (8.35) durch den wei-
chen Quantisierer ben

otigte Wissen

uber das gesendete Datensymbol d
(k)
m
ist in
den beiden wegen (8.33) abh

angigen reellen Variablen Pr
n
d
(k)
m
= +1



^
d
(k)
m
o
und
Pr
n
d
(k)
m
=  1



^
d
(k)
m
o
enthalten. Zum Vereinfachen der Formeln ist es allgemein

ublich,
die beiden Wahrscheinlichkeiten Pr
n
d
(k)
m
= +1



^
d
(k)
m
o
und Pr
n
d
(k)
m
=  1



^
d
(k)
m
o
einer
solchen bin

aren Zufallsvariable in einem Log-Likelihood-Verh

altnis
L
n
d
(k)
m


^
d
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m
o
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^
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(8.36)
zusammenzufassen [Hag97]. Mit (8.32) kann man das Log-Likelihood-Verh

altnis
L
n
d
(k)
m



^
d
(k)
m
o
der A-posteriori-Wahrscheinlichkeiten nach (8.36) als Summe des
Log-Likelihood-Verh

altnisses L
n
^
d
(k)
m



d
(k)
m
o
der bedingten Wahrscheinlichkeitsdich-
ten der Sch

atzungen und des Log-Likelihood-Verh

altnisses L
n
d
(k)
m
o
der A-priori-
Wahrscheinlichkeiten darstellen [Hag97]:
L
n
d
(k)
m


^
d
(k)
m
o
= ln
0
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p

^
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(k)
m
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(k)
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p
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^
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(k)
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L
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n
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m
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n
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m
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o
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A
| {z }
L
n
d
(k)
m
o
: (8.37)
Im h

aug betrachteten Fall einer Gleichverteilung
Pr

d
(k)
m
= 1
	
=
1
2
(8.38)
der gesendeten Datensymbole d
(k)
m
ist das Log-Likelihood-Verh

altnis L
n
d
(k)
m
o
der A-
priori-Wahrscheinlichkeiten Null [Hag97]:
L

d
(k)
m
	
= 0: (8.39)
Aus dem Log-Likelihood-Verh

altnis L
n
d
(k)
m



^
d
(k)
m
o
nach (8.36) lassen sich wieder die
Wahrscheinlichkeiten
Pr
n
d
(k)
m
= 1


^
d
(k)
m
o
=
exp


1
2
L
n
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(k)
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^
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m
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+
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L
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^
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m
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L
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^
d
(k)
m
o
(8.40)
berechnen [Hag97]. Mathematisch gesehen handelt es sich bei der Abbildung von Wahr-
scheinlichkeiten auf Log-Likelihood-Verh

altnisse um einen Isomorphismus [HW86], der
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den Vorteil bietet, da die h

aug ben

otigten Verkn

upfungen mit Log-Likelihood-
Verh

altnissen wesentlich einfacher berechenbar sind. Aus (8.35) folgt mit (8.40) und
(8.37) die weiche Quantisierungsfunktion
q
W

^
d
(k)
m

=
^
^
d
(k)
W;m
= E
n
d
(k)
m


^
d
(k)
m
o
= tanh
0
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L
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(k)
m



^
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m
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2
1
A
= tanh
0
@
L
n
^
d
(k)
m



d
(k)
m
o
+ L
n
d
(k)
m
o
2
1
A
: (8.41)
Diese mathematisch elegante Darstellung mit Log-Likelihood-Verh

altnissen ist nur
im Fall der hier betrachteten QPSK-Modulation und der zugrundeliegenden BPSK-
Modulation m

oglich. Die hier und im folgenden hergeleiteten Sch

atzwertverbesserungs-
prinzipien lassen sich dennoch auch im Fall h

oherstuger Modulationsarten anwenden.
Man mu dann jedoch mit den einzelnen Wahrscheinlichkeiten rechnen.
Im hier betrachteten Fall gauverteilter St

orung n
(k)
d;m
l

at sich das Log-Likelihood-
Verh

altnis L
n
^
d
(k)
m



d
(k)
m
o
, siehe (8.37), der bedingten Wahrscheinlichkeitsdichte der
Sch

atzung auf einfache Weise aus der Sch

atzung
^
d
(k)
m
berechnen. Aus (8.37) folgt mit
(8.13) [Hag97]
L
n
^
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
1
C
C
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=
2
^
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m

2
d
: (8.42)
Durch Einsetzen von (8.42) in (8.41) erh

alt man f

ur die weiche Quantisierungsfunktion
[WM02a, MJWT01]
q
W

^
d
(k)
m

= tanh
0
@
^
d
(k)
m

2
d
+
L
n
d
(k)
m
o
2
1
A
: (8.43)
Im Fall gleichverteilter Datensymbole, siehe (8.38) und (8.39), vereinfacht sich die wei-
che Quantisierungsfunktion zu [INF01, KFB02, WM02a, MJWT01, FR97]
q
W

^
d
(k)
m

= tanh
 
^
d
(k)
m

2
d
!
: (8.44)
Die weiche Quantisierungsfunktion nach (8.43) und (8.44) ist in Bild 8.9 und 8.10 f

ur
verschiedene Parameter dargestellt. Man erkennt,
 da die weiche Quantisierungsfunktion mit sinkender Varianz 
2
d
der St

orungen
n
(k)
d;m
immer steiler verl

auft um f

ur 
2
d
! 0 gegen die harte Quantisierungsfunktion
nach (8.26) zu konvergieren, siehe auch Bild 8.6, und
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 da sich die weiche Quantisierungsfunktion mit zunehmender A-priori-
Wahrscheinlichkeit Pr
n
d
(k)
m
=  1
o
und entsprechend abnehmender A-priori-
Wahrscheinlichkeit Pr
n
d
(k)
m
= +1
o
horizontal nach rechts verschiebt.
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Bild 8.9. Weiche Quantisierungsfunktion q
W

^
d
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m

nach (8.44); Pr
n
d
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m
= 1
o
=
1
2
;
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2
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Bild 8.10. Weiche Quantisierungsfunktion q
W

^
d
(k)
m

nach (8.43); 
2
d
= 1; Parameter:
Pr
n
d
(k)
m
= +1
o
Die in Bild 8.11 und 8.12 dargestellte bedingte Wahrscheinlichkeitsdichtefunktion der
verbesserten Sch

atzung
^
^
d
(k)
W;m
ergibt sich per Zufallsvariablentransformation mit der
Transformationsfunktion (8.43) aus der bedingten Wahrscheinlichkeitsdichtefunktion
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(8.13) des gesch

atzten Datensymbols
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: (8.45)
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Bild 8.11. Bedingte Wahrscheinlichkeitsdichtefunktion p
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
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(8.45) der verbesserten Sch

atzung
^
^
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(k)
W;m
bei weichem Quantisieren; d
(k)
m
= +1,
Pr
n
d
(k)
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2
d
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Bild 8.12. Bedingte Wahrscheinlichkeitsdichtefunktion p
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Der Erwartungswert des quadratischen Fehlers am Ausgang des Sch

atzwertverbesserers
berechnet sich zu
E
(

^
^
d
(k)
W;m
  d
(k)
n

2
)
= Pr

d
(k)
m
= +1
	

+1
Z
 1

1 
^
^
d
(k)
W;m

2
p

^
^
d
(k)
W;m




d
(k)
m
= +1

d
^
^
d
(k)
W;m
+Pr

d
(k)
m
=  1
	

+1
Z
 1

1 +
^
^
d
(k)
W;m

2
p

^
^
d
(k)
W;m




d
(k)
m
=  1

d
^
^
d
(k)
W;m
=
exp

+
1
2
L
n
d
(k)
m
o
exp

+
1
2
L
n
d
(k)
m
o
+ exp

 
1
2
L
n
d
(k)
m
o

+1
Z
 1

d

1 
^
^
d
(k)
W;m

p
2

1 +
^
^
d
(k)
W;m

exp
0
B
@
 

2
d
2
0
@
atanh

^
^
d
(k)
W;m

 
L
n
d
(k)
m
o
2
 
1

2
d
1
A
2
1
C
A
d
^
^
d
(k)
W;m
+
exp

 
1
2
L
n
d
(k)
m
o
exp

+
1
2
L
n
d
(k)
m
o
+ exp

 
1
2
L
n
d
(k)
m
o

+1
Z
 1

d

1 +
^
^
d
(k)
W;m

p
2

1 
^
^
d
(k)
W;m

exp
0
B
@
 

2
d
2
0
@
atanh

^
^
d
(k)
W;m

 
L
n
d
(k)
m
o
2
+
1

2
d
1
A
2
1
C
A
d
^
^
d
(k)
W;m
:
(8.46)
Dem Verfasser der vorliegenden Schrift ist keine geschlossene L

osung der Integrale in
(8.46) bekannt. Aus dem Erwartungswert des quadratischen Fehlers folgt mit (8.15)
das Signal-St

or-Verh

altnis

(k)
out;W;m
=
1
E
(

^
^
d
(k)
W;m
  d
(k)
m

2
)
(8.47)
am Ausgang des weichen Quantisierers.
Der Einu der A-priori-Information L
n
d
(k)
m
o
auf das erzielbare Signal-St

or-Verh

altnis

(k)
out;W;m
nach (8.47) soll anhand von Grenzwertbetrachtungen untersucht werden. F

ur
sehr groe Varianz 
2
d
!1 der St

orung und damit sehr kleines Signal-St

or-Verh

altnis

(k)
in;m
! 0 nach (8.18) am Eingang des Sch

atzwertverbesserers erh

alt man aus (8.43)
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den Grenzwert der weichen Quantisierungsfunktion
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: (8.48)
Hieraus ergibt sich der Grenzwert
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(8.49)
des Signal-St

or-Verh

altnisses 
(k)
out;W;m
nach (8.47) am Ausgang des weichen Quantisie-
rers. Dieser Grenzwert
 h

angt nur von der in Pr
n
d
(k)
m
= 1
o
beziehungsweise L
n
d
(k)
m
o
enthaltenen A-
priori-Information und nicht von der Sch

atzung
^
d
(k)
m
ab und
 ist stets gr

oer oder gleich 0 dB.
F

ur sehr kleine Varianzen 
2
d
! 0 der St

orung und damit groe Signal-St

or-Verh

alt-
nisse 
(k)
in;m
!1 am Eingang des Sch

atzwertverbesserers konvergiert das Verhalten des
weichen Quantisierers unabh

angig von der in Pr
n
d
(k)
m
= 1
o
beziehungsweise L
n
d
(k)
m
o
enthaltenen A-priori-Information gegen das Verhalten des harten Quantisierers, siehe
(8.26).
Die in den Kurven in Bild 8.13 dargestellten Signal-St

or-Verh

altnisse 
(k)
out;W;m
nach
(8.47) wurden durch numerische Integration aus (8.46) berechnet. Man erkennt,
 da das Verhalten des weichen Quantisierers f

ur groe Signal-St

or-Verh

altnisse

(k)
in;m
nach (8.17) gegen das des harten Quantisierer konvergiert und
 da der weiche Quantisierer f

ur sehr kleine Signal-St

or-Verh

altnisse 
(k)
in;m
nach
(8.17) nicht die unvorteilhafte Eigenschaft des harten Quantisierers hat, ein fast
zuf

alliges Ausgangssignal mit gleicher Energie wie das Nutzsignal zu erzeugen.
Der weiche Quantisierer eignet sich aufgrund der Notwendigkeit des Berechnens der
tanh-Funktion nicht direkt zur Implementierung auf einem Digitalrechner. Zur Im-
plementierung auf einem Digitalrechner mu man die weiche Quantisierungsfunktion
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Bild 8.13. Performanz weicher Quantisierung; Parameter: Pr
n
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o
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
, siehe (8.43), durch auf Digitalrechnern berechenbare einfache Funktionen,
zum Beispiel durch die st

uckweise lineare Funktion [INF01]
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approximieren.
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8.3.1 Prinzip des optimalen Sch

atzwertverbesserns durch
Auswerten der Fehlerschutzcodierung
Falls der Datenvektor d
(k)
nach (2.2) durch Codieren aus einem uncodierten Datenvek-
tor u
(k)
nach (2.1) entsteht, so enthalten im allgemeinen alle gesch

atzten Datensym-
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bole in
^
d
(k)
m
, m = 1 : : :M , Information

uber ein spezielles gesendetes Datensymbol d
(k)
m
.
Quantisierungsverfahren sind in diesem Fall zwangsl

aug suboptimale Sch

atzwertver-
besserungsverfahren, da sie zum Gewinnen der verbesserten Sch

atzung
^
^
d
(k)
m
nur die im
zugeh

origen gesch

atzten Datensymbol
^
d
(k)
m
enthaltene Information nutzen.
Ein optimaler Sch

atzwertverbesserer, der das Wissen

uber die Fehlerschutzcodierung
nutzt, mu den Erwartungswert
E
(

^
^
d
(k)
F;m
  d
(k)
m

2
)
=

^
^
d
(k)
F;m
  E
n
d
(k)
m


^
d
(k)
o

2
+ var
n
d
(k)
m


^
d
(k)
o
: (8.51)
des quadratischen Fehlers minimieren. Im Gegensatz zu den Betrachtungen in Ab-
schnitt 8.2.2 sind hier jedoch nicht die Erwartungswerte und Varianzen bez

uglich
des einen gesch

atzten Datensymbols
^
d
(k)
m
, sondern vielmehr bez

uglich des gesamten
gesch

atzten Datenvektors
^
d
(k)
nach (8.7) zu betrachten. Der Erwartungswert des qua-
dratischen Fehlers wird oensichtlich f

ur
^
^
d
(k)
F;m
= E
n
d
(k)
m


^
d
(k)
o
= (+1)  Pr
n
d
(k)
m
= +1


^
d
(k)
o
+ ( 1)  Pr
n
d
(k)
m
=  1


^
d
(k)
o
(8.52)
minimal. Mit dem Log-Likelihood-Verh

altnis
L
n
d
(k)
m


^
d
(k)
o
= ln
0
@
Pr
n
d
(k)
m
= +1



^
d
(k)
o
Pr
n
d
(k)
m
=  1



^
d
(k)
o
1
A
(8.53)
folgt analog zu den Berechnungen in Abschnitt 8.2.2
^
^
d
(k)
F;m
= tanh
0
@
L
n
d
(k)
m



^
d
(k)
o
2
1
A
: (8.54)
Die folgenden Betrachtungen k

onnen sich also auf die Aufgabe, das Log-Likelihood-
Verh

altnis L
n
d
(k)
m



^
d
(k)
o
zu berechnen, konzentrieren. Ein erster einfacher Ansatz
best

unde darin, zun

achst die bedingten Wahrscheinlichkeiten Pr
n
d
(k)
m
= 1



^
d
(k)
o
zu
berechnen und dann daraus das Log-Likelihood-Verh

altnis zu bilden. Die bedingten
Wahrscheinlichkeiten Pr
n
d
(k)
m
= 1



^
d
(k)
o
sind gleich der Summe der bedingten Wahr-
scheinlichkeiten aller m

oglichen Datenvektoren d
(k)
nach (2.2), in denen das m-te Da-
tensymbol d
(k)
m
den gew

unschten Wert 1 hat. Mit der Menge W der m

oglichen Co-
dew

orter folgt
Pr
n
d
(k)
m
= 1


^
d
(k)
o
=
X
n
d
(k)
j
d
(k)
2W ^ d
(k)
m
=1
o
Pr
n
d
(k)


^
d
(k)
o
: (8.55)
8.3 Auswerten der Fehlerschutzcodierung | Turbo-Prinzip 161
Man beachte, da nur einige der vielen kombinatorisch m

oglichen Datenvektoren d
(k)
nach (2.2) m

ogliche Codew

orter sind. In typischen F

allen ist aber auch die Anzahl
der Codew

orter mit einem vorgegebenen Wert 1 f

ur das m-te Datensymbol d
(k)
m
im-
mer noch sehr gro, so da das Berechnen der Summe der Wahrscheinlichkeiten nach
(8.55) auf direktem Wege praktisch nicht m

oglich ist. Ein bekannter aufwandsg

unstiger
Algorithmus zum Berechnen von (8.55) ist der nach seinen Erndern benannte BCJR-
Algorithmus [BCJR74]. Die verf

ugbaren Beschreibungen des BCJR-Algorithmus, wie
zum Beispiel [BCJR74, Vit98], sind leider sehr allgemein und schwer verst

andlich. In
dem folgenden Abschnitt 8.3.2 ndet sich daher eine speziell auf das Auswerten von
Faltungscodes zugeschnittene neuartige Darstellung des BCJR-Algorithmus.
Beim Einsatz von Sch

atzwertverbesserungsverfahren mit Auswerten der Fehlerschutz-
codierung in realen Mobilfunksystemen ist zu beachten, da als Voraussetzung zum
Auswerten des Fehlerschutzcodes die Empfangsdaten
^
d
(k)
, siehe (8.5), eines vollst

andi-
gen Verschachtelungsrahmens gesammelt werden m

ussen. Dies ist dann besonders pro-
blematisch, wenn, wie es in Mobilfunksystemen der dritten Generation der Fall ist,
die Verschachtelungsrahmen der verschiedenen Teilnehmer nicht gleich sind, da dann
eine iterative gemeinsame Datensch

atzung durch das Sammeln der Empfangsdaten
^
d
(k)
der Verschachtelungsrahmen zu in Echtzeitanwendungen wie Sprach

ubertragung
inakzeptabel groen Verz

ogerung f

uhrt. Eine iterative gemeinsame Empfangssignalver-
arbeitung mit Sch

atzwertverbesserung durch Auswerten der Fehlerschutzcodierung ist
daher bereits bei der Standardisierung eines Mobilfunksystems zu ber

ucksichtigen.
8.3.2 BCJR-Algorithmus
Als Voraussetzung zum Beschreiben des BCJR-Algorithmus ist es notwendig, zun

achst
einige Eigenschaften von Faltungscodes zu rekapitulieren und geeignete Bezeichnungen
einzuf

uhren. F

ur eine detaillierte Beschreibung von Faltungscodes siehe zum Beispiel
[Fri96, Pro95, Bos92].
Der Faltungscodierer ist ein digitaler Automat, der einem uncodierten Datenvektor
u
(k)
, siehe (2.1), der Dimension L eineindeutig einen codierten Datenvektor d
(k)
, siehe
(2.2), der Dimension M zuordnet, siehe Bild 8.14. Hierbei durchl

auft der Faltungsco-
dierer eine Folge von Zust

anden z
(k)
i
, i = 0 : : : I, die sich in einem Zustandsfolgenvektor
z
(k)
=

z
(k)
0
: : : z
(k)
I

T
(8.56)
der Dimension I + 1 zusammenfassen lassen. Ein Faltungscodierer der Einul

ange L
c
kann 2
L
c
 1
verschiedene Zust

ande
z
(k)
i
2

0 : : : 2
L
c
 1
  1
	
; i = 1 : : : I; (8.57)
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Bild 8.14. Exemplarischer Faltungscodierer
annehmen. F

ur die Dimension des Zustandsfolgenvektors z
(k)
gilt
I + 1 = L + L
c
: (8.58)
Die Menge Z der m

oglichen Zustandsfolgenvektoren z
(k)
nach (8.56) wird gegen

uber
der Menge der kombinatorisch m

oglichen Zustandsfolgenvektoren der Dimension I +
1 dadurch eingeschr

ankt, da nur bestimmte Zustands

uberg

ange m

oglich sind, der
Anfangszustand
z
(k)
0
= 0 (8.59)
ist und der Endzustand
z
(k)
I
= 0 (8.60)
ist. Der uncodierte Datenvektor u
(k)
nach (2.1) ist ein beliebiger Vektor aus dem Re-
pertoire U der kombinatorisch m

oglichen bin

aren Vektoren der Dimension L mit
u
(k)
l
2 f 1; +1g ; l = 1 : : : L: (8.61)
Zur einfacheren Beschreibung wird durch Anh

angen von L
c
  1 Tailbits mit Wert  1
an den uncodierten Datenvektor u
(k)
nach (2.1) der erweiterte uncodierte Datenvektor
v
(k)
=

v
(k)
1
: : : v
(k)
I

T
(8.62)
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der Dimension I mit
v
(k)
i
=

u
(k)
i
falls i  L;
 1 sonst;
i = 1 : : : I; (8.63)
gebildet. Das Wissen, da die letzten L
c
 1 Bits  1 sind, wird formal bei den A-priori-
Wahrscheinlichkeiten Pr
n
v
(k)
i
= 1
o
, i = 1 : : : I, ber

ucksichtigt. Zu jedem uncodierten
Bit u
(k)
i
, i = 1 : : : I, seien die A-priori-Wahrscheinlichkeiten Pr
n
u
(k)
i
= 1
o
bekannt.
Wegen (8.63) gelten
Pr
n
v
(k)
i
= +1
o
=
(
Pr
n
u
(k)
i
= +1
o
falls i  L;
0 sonst
(8.64)
und
Pr
n
v
(k)
i
=  1
o
=
(
Pr
n
u
(k)
i
=  1
o
falls i  L;
1 sonst:
(8.65)
Der codierte Datenvektor d
(k)
nach (2.2) stammt aus der Menge der Codew

orter W , die
im allgemeinen nicht alle kombinatorisch m

oglichen bin

aren Vektoren der Dimension
M mit
d
(k)
m
2 f 1; +1g ; m = 1 : : :M; (8.66)
umfat. Jedem Zustandsfolgenvektor z
(k)
nach (8.56) ist eineindeutig ein erweiterter
uncodierter Datenvektor
v
(k)
= 	
 
z
(k)

(8.67)
nach (8.63) und ein codierter Datenvektor
d
(k)
= 

 
z
(k)

(8.68)
nach (2.2) zugeordnet.
Im i-ten Zeitintervall wird das i-te Datenbit v
(k)
i
eingegeben, woraufhin der Faltungs-
codierer vom Zustand z
(k)
i 1
in den Zustand z
(k)
i

ubergeht und die 1=R
c
codierten Da-
tensymbole
d
(k;i)
=

d
(k)

i 1
R
c
+1
i
R
c
; (8.69)
ausgibt. Der Folgezustand z
(k)
i
ist eine Funktion des Zustands z
(k)
i 1
und der Eingabe
v
(k)
i
:
z
(k)
i
= Æ

z
(k)
i 1
; v
(k)
i

: (8.70)
Die Ausgabe d
(k;i)
nach (8.69) ist ebenfalls eine Funktion des Zustands z
(k)
i 1
und der
Eingabe v
(k)
i
:
d
(k;i)
= !

z
(k)
i 1
; v
(k)
i

: (8.71)
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Die Ausgabe d
(k;i)
nach (8.69) und der Folgezustand z
(k)
i
im i-ten Zeitintervall h

angen
von den vorhergehenden Eingaben v
(k)
i
, i = 1 : : : i   1, nur indirekt

uber den Zustand
z
(k)
i 1
ab. Bei einem Faltungscodierer kann man weiterhin aus dem Folgezustand z
(k)
i
eindeutig die letzte Eingabe v
(k)
i
ablesen:
v
(k)
i
=  

z
(k)
i

: (8.72)
Die erl

auterten Zusammenh

ange kann man anschaulich in einem Trellisdiagramm dar-
stellen. In Bild 8.15 ist ein exemplarisches Trellisdiagramm f

ur einen Faltungscodierer
nach Bild 8.14 mit der Einul

ange
L
c
= 3 (8.73)
dargestellt. Ein Zustandsfolgenvektor z
(k)
, siehe (8.56), entspricht einem Pfad durch
das Trellisdiagramm. Die in Bild 8.15 gestrichelt gezeichneten Zust

ande und Zu-
stands

uberg

ange des Trellisdiagramms geh

oren zu Pfaden durch das Trellisdiagramm,
die aufgrund des vorgegebenen Anfangszustandes und Endzustandes nie auftreten und
daher die Wahrscheinlichkeit Null haben.
Ausgangspunkt f

ur das Herleiten des BCJR-Algorithmus ist das Berechnen der Summe
der bedingten Wahrscheinlichkeiten Pr
n
d
(k)


^
d
(k)
o
, siehe (8.55). Mit den eineindeuti-
gen Funktionen 	 nach (8.67) und 
 nach (8.68) folgt
Pr
n
d
(k)


^
d
(k)
o
=
p

^
d
(k)



d
(k)

 Pr

d
(k)
	
p

^
d
(k)

=
p

^
d
(k)



d
(k)

 Pr



 
	
 1
 
v
(k)
	
p

^
d
(k)

=
p

^
d
(k)



d
(k)

 Pr

v
(k)
	
p

^
d
(k)

: (8.74)
Die Wahrscheinlichkeitsdichte p

^
d
(k)

liee sich direkt mit
X
f
d
(k)
j
d
(k)
2W
g
Pr
n
d
(k)


^
d
(k)
o
= 1 (8.75)
berechnen, was aber nicht notwendig ist, da sie sich beim sp

ateren Bilden des Log-
Likelihood-Verh

altnisses L
n
d
(k)
m



^
d
(k)
o
, m = 1 : : :M , nach (8.53) ohnehin wegk

urzt.
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Bild 8.15. Exemplarisches Trellisdiagramm f

ur den Faltungscodierer nach Bild 8.14
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Eine wesentliche Voraussetzung f

ur die Existenz aufwandsg

unstiger Algorithmen zum
Berechnen der Summe der bedingten Wahrscheinlichkeiten Pr
n
d
(k)


^
d
(k)
o
, siehe (8.55),
ist die M

oglichkeit, die Terme p

^
d
(k)



d
(k)

Pr

v
(k)
	
als Produkt von

Ubergangswahr-
scheinlichkeiten 

z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)

, i = 1 : : : I, darzustellen, die jeweils nur von Zu-
stand z
(k)
i 1
, Folgezustand z
(k)
i
und Sch

atzung
^
d
(k;i)
der beim zugeh

origen Zustands

uber-
gang erzeugten Ausgabe d
(k;i)
nach (8.69) abh

angen. Eine derartige Produktzerlegung
ist beispielsweise m

oglich, wenn, wie vorausgesetzt, die Sch

atzungen
^
d
(k)
m
, m = 1 : : :M ,
verschiedener Datensymbole d
(k)
m
bei einem vorgegebenen Datenvektor d
(k)
nach (2.2)
statistisch unabh

angig sind. Dann gilt
p

^
d
(k)



d
(k)

=
M
Y
m=1
p

^
d
(k)
m



d
(k)
m

: (8.76)
Aus (8.74) folgt mit (8.76)
Pr
n
d
(k)
j
^
d
(k)
o
 p

^
d
(k)

= Pr

v
(k)
	

M
Y
m=1
p

^
d
(k)
m



d
(k)
m

=
I
Y
i=1
Pr
n
v
(k)
i
o

i
R
c
Y
m=
i 1
R
c
+1
p

^
d
(k)
m



d
(k)
m

| {z }


z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)

: (8.77)
Aus dem Log-Likelihood-Verh

altnis L
n
^
d
(k)
m



d
(k)
m
o
, siehe (8.37), der bedingten Wahr-
scheinlichkeitsdichten folgt
p

^
d
(k)
m



d
(k)
m

=
exp

1
2
d
(k)
m
L
n
^
d
(k)
m



d
(k)
m
o
exp

+
1
2
L
n
^
d
(k)
m



d
(k)
m
o
+ exp

 
1
2
L
n
^
d
(k)
m



d
(k)
m
o
: (8.78)
Analog folgt aus dem Log-Likelihood-Verh

altnis der A-priori-Wahrscheinlichkeiten
L
n
v
(k)
i
o
= ln
0
@
Pr
n
v
(k)
i
= +1
o
Pr
n
v
(k)
i
=  1
o
1
A
(8.79)
die A-priori-Wahrscheinlichkeit
Pr
n
v
(k)
i
o
=
exp

1
2
v
(k)
i
L
n
v
(k)
i
o
exp

+
1
2
L
n
v
(k)
i
o
+ exp

 
1
2
L
n
v
(k)
i
o
: (8.80)
Die

Ubergangswahrscheinlichkeiten 

z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)

, i = 1 : : : I, siehe (8.77), lassen
sich folglich aus den Log-Likelihood-Verh

altnissen L
n
^
d
(k)
m



d
(k)
m
o
, m = 1 : : :M , siehe
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(8.37), der bedingten Wahrscheinlichkeitsdichten und den Log-Likelihood-Verh

altnissen
L
n
v
(k)
i
o
, i = 1 : : : I, siehe (8.79), der A-priori-Wahrscheinlichkeiten berechnen:


z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)

= exp
0
B
@
1
2
v
(k)
i
L
n
v
(k)
i
o
+
i
R
c
X
m=
i 1
R
c
+1
1
2
d
(k)
m
L
n
^
d
(k)
m



d
(k)
m
o
1
C
A

1
exp

+
1
2
L
n
v
(k)
i
o
+ exp

 
1
2
L
n
v
(k)
i
o
| {z }
Proportionalitatsfaktor

i
R
c
Y
m=
i 1
R
c
+1
1
exp

+
1
2
L
n
^
d
(k)
m



d
(k)
m
o
+ exp

 
1
2
L
n
^
d
(k)
m



d
(k)
m
o
| {z }
Proportionalitatsfaktor
:
(8.81)
Die in (8.81) gekennzeichneten Proportionalit

atsfaktoren k

urzen sich beim Berech-
nen des Log-Likelihood-Verh

altnisses L
n
d
(k)
m



^
d
(k)
o
nach (8.53) weg und brauchen da-
her nicht berechnet zu werden. Im hier betrachteten Fall unkorrelierter gauverteilter
St

orungen l

at sich das Log-Likelihood-Verh

altnis L
n
^
d
(k)
m



d
(k)
m
o
mit (8.42) berechnen.
Im folgenden gelte
i
m
  1
R
c
 m 
i
m
R
c
; (8.82)
das heit unter anderem wird im betrachteten i
m
-ten Zeitintervall das m-te codierte
Datensymbol d
(k)
m
ausgegeben. Mit (8.77) und (8.74) folgt f

ur die Wahrscheinlichkeits-
summe aus (8.55)
Pr
n
d
(k)
m
= 1


^
d
(k)
o
 p

^
d
(k)

=
X
f
z
(k)
j
z
(k)
2Z^
[


(
z
(k)
)]
m
=1
g
I
Y
i=1


z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)

=
X
f
z
(k)
j
z
(k)
2Z^
[


(
z
(k)
)]
m
=1
g
i
m
 1
Y
i=1


z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)



z
(k)
i
m
 1
; z
(k)
i
m
;
^
d
(k;i
m
)


I
Y
i=i
m
+1


z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)

: (8.83)
Hier mu die Summe

uber alle Pfade z
(k)
, siehe (8.56), gebildet werden, bei denen
die m-te Ausgabe d
(k)
m
einen bestimmten Wert 1 hat. Diese Pfade lassen sich in drei
Teilpfade zerlegen:
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 Einen Teilpfad vom Anfang des Trellisdiagramms bis zum Zustand z
(k)
i
m
 1
,
 einen Teilpfad vom Zustand z
(k)
i
m
 1
zum Folgezustand z
(k)
i
m
, der einem einzigen
Zustands

ubergang entspricht, und
 einen Teilpfad vom Folgezustand z
(k)
i
m
bis zum Ende des Trellisdiagramms.
Da die Ausgabe
d
(k;i
m
)
= !

z
(k)
i
m
 1
;  

z
(k)
i
m

; (8.84)
siehe (8.71) und (8.72), bei einem Zustands

ubergang nur vom Zustand z
(k)
i
m
 1
und vom
Folgezustand z
(k)
i
m
abh

angt, ist die Summe

uber alle Pfade, die im i
m
-ten Zeitintervall
einen Zustands

ubergang mit der gew

unschten Ausgabe d
(k)
m
enthalten, zu bilden. Typi-
scherweise gibt es im i
m
-ten Zeitintervall relativ wenige Zustands

uberg

ange, aber sehr
viele Pfade, die im i
m
-ten Zeitintervall einen bestimmten Zustands

ubergang enthal-
ten. Der wesentliche Kunstgri beim Herleiten aufwandsg

unstiger Algorithmen zum
Berechnen der Summe der bedingen Wahrscheinlichkeiten Pr
n
d
(k)


^
d
(k)
o
nach (8.55)
besteht darin, die gemeinsame

Ubergangswahrscheinlichkeit 

z
(k)
i
m
 1
; z
(k)
i
m
;
^
d
(k;i
m
)

al-
ler Pfade, die einen bestimmten Zustands

ubergang im i
m
-ten Zeitintervall enthalten,
durch Anwenden des Distributivgesetztes auszuklammern [AM00], siehe (8.83). Man
deniert die Summe 

z
(k)
i
m
 1
; i
m
  1

der Produkte der

Ubergangswahrscheinlichkei-
ten aller Pfade vom Anfang des Trellisdiagramms zum Zustand z
(k)
i
m
 1
, siehe (8.83),
die Summe 

z
(k)
i
m
; i
m

der Produkte der

Ubergangswahrscheinlichkeiten aller Pfade
vom Zustand z
(k)
i
m
zum Ende des Trellisdiagramms, siehe (8.83), und die Menge aller
Zustands

uberg

ange
T
d
(k)
m
=1
=
(

z
(k)
i
m
 1
; z
(k)
i
m




z
(k)
i
m
= Æ

z
(k)
i
m
 1
;  

z
(k)
i
m

^
h
!

z
(k)
i 1
;  

z
(k)
i
i
(m 1) mod1=R
c
+1
= 1
)
(8.85)
mit der gew

unschten Ausgabe 1. Am Ende und am Anfang des Trellisdiagramms
ber

ucksichtigt die Menge T
d
(k)
m
=1
der Zustands

uberg

ange auch jene in Bild 8.15 gestri-
chelt gezeichneten Zustands

uberg

ange, die aufgrund des denierten Anfangszustandes
und Endzustandes eigentlich nicht auftreten k

onnen. Wenn man den in Bild 8.15 ge-
strichelt gezeichneten Knoten, die nicht Element eines Pfades z
(k)
, siehe (8.56), aus Z
sind,


z
(k)
i
; i

= 0 (8.86)
und


z
(k)
i
; i

= 0 (8.87)
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zuordnet, so folgt aus (8.83) f

ur das Log-Likelihood-Verh

altnis (8.53)
L
n
d
(k)
m


^
d
(k)
o
= ln
  
X


z
(k)
i
m
 1
; z
(k)
i
m





z
(k)
i
m
 1
; z
(k)
i
m

2T
d
(k)
m
=+1



z
(k)
i
m
 1
; z
(k)
i
m
;
^
d
(k;i
m
)



z
(k)
i
m
 1
; i
m
  1

 

z
(k)
i
m
; i
m

!
, 
X


z
(k)
i
m
 1
; z
(k)
i
m





z
(k)
i
m
 1
; z
(k)
i
m

2T
d
(k)
m
= 1



z
(k)
i
m
 1
; z
(k)
i
m
;
^
d
(k;i
m
)



z
(k)
i
m
 1
; i
m
  1

 

z
(k)
i
m
; i
m

!!
: (8.88)
Die den Knoten des Trellisdiagramms zugeordneten KoeÆzienten 

z
(k)
i
; i

und


z
(k)
i
; i

k

onnen rekursiv berechnet werden. Mit der Menge aller Zustands

uberg

ange
T =
n
z
(k)
i 1
; z
(k)
i




z
(k)
i
= Æ

z
(k)
i 1
;  

z
(k)
i
o
; (8.89)
den A-priori-Wahrscheinlichkeiten nach (8.64) und (8.65) und der Initialisierung


z
(k)
0
; 0

=

1 falls z
(k)
0
= 0;
0 sonst
(8.90)
folgt aus (8.83) durch Ausklammern der gemeinsamen

Ubergangswahrscheinlichkeiten


z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)

am Ende aller Pfade vom Anfang des Trellisdiagramms zum Zu-
stand z
(k)
i
f

ur die Vorw

artsrekursionsformel


z
(k)
i
; i

=
X
n
z
(k)
i 1
; z
(k)
i





z
(k)
i 1
; z
(k)
i

2T
o


z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)

 

z
(k)
i 1
; i  1

: (8.91)
Mit der Menge der Zustands

uberg

ange (8.89), und der Initialisierung


z
(k)
I
; I

=

1 falls z
(k)
I
= 0;
0 sonst
(8.92)
folgt aus (8.83) durch Ausklammern der gemeinsamen

Ubergangswahrscheinlichkeiten


z
(k)
i
; z
(k)
i+1
;
^
d
(k;i+1)

am Anfang aller Pfade vom Zustand z
(k)
i
zum Ende des Trellis-
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
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diagramms f

ur die R

uckw

artsrekursionsformel


z
(k)
i
; i

=
X
n
z
(k)
i
; z
(k)
i+1





z
(k)
i
; z
(k)
i+1

2T
o


z
(k)
i
; z
(k)
i+1
;
^
d
(k;i+1)

 

z
(k)
i+1
; i + 1

: (8.93)
Ein groer Anteil des Rechenaufwands des BCJR-Algorithmus wird zum Berechnen der

Ubergangswahrscheinlichkeiten 

z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)

mit (8.81) und zum Berechnen der
KoeÆzienten 

z
(k)
i
; i

mit der Vorw

artsrekursionsformel (8.91) und 

z
(k)
i
; i

mit
der R

uckw

artsrekursionsformel (8.93) ben

otigt. Aus diesen KoeÆzienten k

onnen mit
(8.88) die Log-Likelihood-Verh

altnisse L
n
d
(k)
m



^
d
(k)
o
, m = 1 : : :M , berechnet werden.
Das Log-Likelihood-Verh

altnis
L
n
u
(k)
l



^
d
(k)
o
= ln
0
@
Pr
n
u
(k)
l
= +1



^
d
(k)
o
Pr
n
u
(k)
l
=  1



^
d
(k)
o
1
A
; (8.94)
das die in
^
d
(k)
enthaltenen Information

uber das Bit u
(k)
l
zusammenfat, und aus dem
durch hartes Quantisieren
u^
(k)
l
= sign

L
n
u
(k)
l



^
d
(k)
o
(8.95)
direkt der wahrscheinlichste Werte f

ur das gesendete Bit u
(k)
l
folgt, kann in v

olliger
Analogie aus den KoeÆzienten 

z
(k)
i
; i

und 

z
(k)
i
; i

berechnet werden, das heit
der BCJR-Algorithmus eignet sich auch als Decodierer f

ur Faltungscodes. Im Gegensatz
zum Viterbi-Algorithmus, der den wahrscheinlichsten Vektor
^
u
(k)
bestimmt, berechnet
der BCJR-Algorithmus die wahrscheinlichsten Bits u^
(k)
l
, l = 1 : : : L. Ausgehend von der
bedingten Wahrscheinlichkeit
Pr
n
u
(k)
l
= 1



^
d
(k)
o
=
X
n
u
(k)
j
u
(k)
l
=1
o
Pr
n
u
(k)


^
d
(k)
o
; (8.96)
da das l-te Bit u
(k)
l
bei Empfang von
^
d
(k)
den Wert 1 hat, folgt analog zu obiger
Herleitung mit (8.91) und (8.93)
L
n
u
(k)
l



^
d
(k)
o
= ln
0
B
B
B
B
@
P
n
z
(k)
i
m



 

z
(k)
i
m

=+1
o


z
(k)
i
m
; i
m

 

z
(k)
i
m
; i
m

P
n
z
(k)
i
m



 

z
(k)
i
m

= 1
o


z
(k)
i
m
; i
m

 

z
(k)
i
m
; i
m

1
C
C
C
C
A
: (8.97)
Damit ergeben sich die in Bild 8.16 gezeigten Schnittstellen zu einem auf dem BCJR-
Algorithmus basierenden Sch

atzwertverbesserer.
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Bild 8.16. Schnittstellen eines auf dem BCJR-Algorithmus basierenden Sch

atzwertver-
besserers
Zur Vereinfachung der formalen Beschreibung des BCJR-Algorithmus werden hier die
2
L
c
 1
 I-Matrizen
G
 1
=
0
B
@
G
 1
(0; 0)    G
 1
(0; I   1)
.
.
.
.
.
.
G
 1
 
2
L
c
 1
  1; 0

   G
 1
 
2
L
c
 1
  1; I   1

1
C
A
G
 1

z
(k)
i 1
; i  1

= 

z
(k)
i 1
; Æ

z
(k)
i 1
; 1

;
^
d
(k;i)

(8.98)
und
G
+1
=
0
B
@
G
+1
(0; 0)    G
+1
(0; I   1)
.
.
.
.
.
.
G
+1
 
2
L
c
 1
  1; 0

   G
+1
 
2
L
c
 1
  1; I   1

1
C
A
G
+1

z
(k)
i 1
; i  1

= 

z
(k)
i 1
; Æ

z
(k)
i 1
;+1

;
^
d
(k;i)

(8.99)
zur Aufnahme der Werte der

Ubergangswahrscheinlichkeiten 

z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)

ver-
wendet. Im folgenden sind die einzelnen, nacheinander durchzuf

uhrenden Schritte
 Berechnen der

Ubergangswahrscheinlichkeiten,
 Vorw

artsrekursion,
 R

uckw

artsrekursion,
 Berechnen der Log-Likelihood-Verh

altnisse L
n
d
(k)
m



^
d
(k)
o
, m = 1 : : :M , der co-
dierten Datensymbole d
(k)
m
und
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 Berechnen der Log-Likelihood-Verh

altnisse L
n
u
(k)
l



^
d
(k)
o
, l = 1 : : : L, der unco-
dierten Datensymbole u
(k)
l
des BCJR-Algorithmus in

ubersichtlicher Form als Nassi-Shneiderman-Diagramme
[NS73] dargestellt.
BCJR-Algorithmus | Berechnen der

Ubergangswahrscheinlichkeiten
f

ur i = 0 : : : I   1
f

ur z = 0 : : : 2
L
c
 1
  1
G
 1
(z; i) := exp

 
1
2
L
n
v
(k)
i+1
o
+
P
1
R
c
j=1
1
2
[! (z; 1)]
j
L

^
d
(k)
i
R
c
+j




d
(k)
i
R
c
+j

G
+1
(z; i) := exp

+
1
2
L
n
v
(k)
i+1
o
+
P
1
R
c
j=1
1
2
[! (z; 1)]
j
L

^
d
(k)
i
R
c
+j




d
(k)
i
R
c
+j

BCJR-Algorithmus | Vorw

artsrekursion
 (0; 0) := 1
f

ur z = 1 : : : 2
L
c
 1
  1
 (z; 0) := 0
f

ur i = 1 : : : I
f

ur z = 0 : : : 2
L
c
 1
  1
 (z; i) := 0
f

ur z = 0 : : : 2
L
c
 1
  1
 (Æ (z; 1) ; i) :=  (Æ (z; 1) ; i) + G
 1
(z; i  1)   (z; i  1)
 (Æ (z;+1) ; i) :=  (Æ (z;+1) ; i) + G
+1
(z; i  1)   (z; i  1)
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BCJR-Algorithmus | R

uckw

artsrekursion
 (0; I) := 1
f

ur z = 1 : : : 2
L
c
 1
  1
 (z; I) := 0
f

ur i = I   1 : : : 0
f

ur z = 0 : : : 2
L
c
 1
  1
 (z; i) :=  (Æ (z; 1) ; i+ 1)  G
 1
(z; i) +  (Æ (z;+1) ; i+ 1)  G
+1
(z; i)
BCJR-Algorithmus | Berechnen der Log-Likelihood-Verh

altnisse der uncodierten
Bits
f

ur l = 1 : : : L
p := 0
q := 0
f

ur z = 0 : : : 2
L
c
 1
  1
Z
Z
Z
Z
ja
 (z) = +1




nein
p := p+  (z; l)   (z; l) q := q +  (z; l)   (z; l)
L
n
u
(k)
l



^
d
(k)
o
:= ln

p
q

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BCJR-Algorithmus | Berechnen der Log-Likelihood-Verh

altnisse der codierten
Datensymbole
f

ur m = 1 : : :M
i := (m  1) div
1
R
c
+ 1
p := 0
q := 0
f

ur z = 0 : : : 2
L
c
 1
  1
Z
Z
Z
Z
ja
[! (z;+1)]
(m 1)mod
1
R
c
+1
= +1




nein
p := p+ G
+1
(z; i  1)   (z; i  1) 
 (Æ (z;+1) ; i)
q := q + G
+1
(z; i  1)   (z; i  1) 
 (Æ (z;+1) ; i)
Z
Z
Z
Z
ja
[! (z; 1)]
(m 1)mod
1
R
c
+1
= +1




nein
p := p+ G
 1
(z; i  1)   (z; i  1) 
 (Æ (z; 1) ; i)
q := q + G
 1
(z; i  1)   (z; i  1) 
 (Æ (z; 1) ; i)
L
n
d
(k)
m



^
d
(k)
o
:= ln

p
q

In Tabelle 8.2 sind die Rechenaufw

ande des BCJR-Algorithmus zusammengestellt. Die
Rechenaufw

ande folgen mit (8.58) aus den Nassi-Shneiderman-Diagrammen. Es werden
nur die auf einem Digitalrechner wesentlichen Operationen [Sch88b]
 Multiplikationen mit einem Faktor ungleich dem Positiven oder Negativen einer
Zweierpotenz,
 Divisionen mit einem Nenner ungleich dem Positiven oder Negativen einer Zwei-
erpotenz und
 Berechnungen komplizierter Funktionen wie Exponentialfunktion und Logarith-
musfunktion
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Tabelle 8.2. Rechenaufwand des BCJR-Algorithmus
Teilschritt Rechenaufwand
Berechnen der

Ubergangswahrschein-
lichkeiten
(L + L
c
  1)  2
L
c
Exponentialfunktio-
nen
Vorw

artsrekursion (L + L
c
  1)  2
L
c
Multiplikationen
R

uckw

artsrekursion (L + L
c
  1)  2
L
c
Multiplikationen
Berechnen der Log-Likelihood-Verh

alt-
nisse der codierten Datensymbole
M  2
L
c
+1
Multiplikationen und M Lo-
garithmen
Berechnen der Log-Likelihood-Verh

alt-
nisse der uncodierten Datensymbole
L  2
L
c
 1
Multiplikationen und L Loga-
rithmen
Summe (5L + 4L
c
+ 4M   4)2
L
c
 1
Multiplika-
tionen, (L + L
c
  1)  2
L
c
+1
Exponenti-
alfunktionen und L +M Logarithmen
gez

ahlt. Der Rechenaufwand des BCJR-Algorithmus ist in grober N

aherung proportio-
nal zur Anzahl der Knoten des Trellisdiagramms. Beim Einsatz des BCJR-Algorithmus
zum Sch

atzwertverbessern, siehe Bild 8.16, sind zus

atzlich zu den Rechenaufw

anden aus
Tabelle 8.2 noch M Multiplikationen zum Berechnen der Log-Likelihood-Verh

altnisse
L
n
^
d
(k)
m



d
(k)
m
o
, m = 1 : : :M , siehe (8.42), aus den Sch

atzungen
^
d
(k)
m
, m = 1 : : :M , sowie
M Berechnungen der tanh-Funktion zum Ermitteln der verbesserten Sch

atzungen
^
^
d
(k)
F;m
,
m = 1 : : :M , aus den Log-Likelihood-Verh

altnissen L
n
d
(k)
m



d
(k)
o
, m = 1 : : :M , sie-
he (8.54), erforderlich. Die Notwendigkeit, Exponentialfunktionen und Logarithmen zu
berechnen, macht den BCJR-Algorithmus f

ur eine direkte Hardwareimplementierung
ungeeignet. Im n

achsten Abschnitt 8.3.3 wird daher eine aufwandsg

unstige Approxi-
mation des BCJR-Algorithmus vorgestellt.
Die Performanz der Sch

atzwertverbesserung mit dem BCJR-Algorithmus wird simula-
tiv untersucht. Es werden die Faltungscodes aus Tabelle 8.1 verwendet, und es werden
jeweils Bl

ocke mit
L = 10 (8.100)
uncodierten Datensymbolen betrachtet.
Aus der Shannon-Grenze [Ber80] ergibt sich auch eine Grenze f

ur die mit Auswerten der
Fehlerschutzcodierung erzielbare Sch

atzwertverbesserung. Ab einem von der Coderate
R
c
abh

angigen minimalen Signal-St

or-Verh

altnis

(k)
in;min
=
2R
c
lb (e)
(8.101)
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am Eingang des Sch

atzwertverbesserers w

are es bei unendlicher langen Datenvektoren
und bei Einsatz einer geeigneten Fehlerschutzcodierung prinzipiell m

oglich, die gesende-
ten uncodierten Datenvektoren u
(k)
nach (2.1) im Empf

anger fehlerfrei zu rekonstruie-
ren. Nun ist genau im Fall fehlerfreier

Ubertragung der uncodierten Datenvektoren u
(k)
nach (2.1) auch eine fehlerfreie Rekonstruktion der codierten Datenvektoren d
(k)
nach
(2.2) m

oglich, das heit man k

onnte eine fehlerfreie verbesserte Sch

atzung
^
^
d
(k)
gewin-
nen. Die Signal-St

or-Verh

altnisse 
(k)
out;F;m
, m = 1 : : :M , siehe (8.15), am Ausgang des
Sch

atzwertverbesserers sind dann unendlich gro. Reale Sch

atzwertverbesserer k

onnen
diese Shannon-Grenze, siehe (8.101), nicht erreichen, da die Dimension L der unco-
dierten Datenvektoren u
(k)
nach (2.1) nicht unendlich gro ist und die eingesetzten
Fehlerschutzcodes nicht optimal sind. Der Vergleich der erzielten Signal-St

or-Verh

alt-
nisse 
(k)
out;F;m
, m = 1 : : :M , siehe (8.15), am Ausgang des Sch

atzwertverbesserers mit
der Shannon-Grenze (8.101) erlaubt jedoch bei hinreichend groem L eine Beurteilung
der G

ute des eingesetzten Fehlerschutzcodes.
F

ur verschiedene Datensymbole ergeben sich geringe Unterschiede des Signal-St

or-
Verh

altnisses 
(k)
out;F;m
, siehe (8.15), am Ausgang des Sch

atzwertverbesserers. Dies resul-
tiert daraus, da die Datensymbole d
(k)
m
an Anfang und Ende des Datenblocks aufgrund
des bekannten Anfangs- und Endzustandes des Faltungscodierers besser gegen

Uber-
tragungsfehler gesch

utzt sind als Datensymbole d
(k)
m
in der Mitte des Datenblocks. Im
folgenden werden nur noch die

uber alle Datensymbole d
(k)
m
eines Datenblocks gemit-
telten Signal-St

or-Verh

altnisse 
(k)
out;F
, siehe (8.16), am Ausgang des Sch

atzwertverbes-
serers betrachtet.
Aus den Bildern 8.17 und 8.18 kann man den Einu der Parameter Rate R
c
und
Einul

ange L
c
des Faltungscode auf die erzielbare Sch

atzwertverbesserung ersehen.
Man erkennt, da sich die Kurven mit wachsender Einul

ange L
c
der Shannon-Grenze
ann

ahern. Anderseits nimmt der Rechenaufwand mit wachsender Einul

ange L
c
stark
zu, so da man einen Kompromi zwischen erzielbarer Sch

atzwertverbesserung und
Rechenaufwand nden mu. Codes kleiner Rate R
c
liefern erwartungsgem

a bessere
Signal-St

or-Verh

altnisse 
(k)
out;F
, siehe (8.16), am Ausgang des Sch

atzwertverbesserers,
allerdings um den Preis eines bei gegebener Dimension L des uncodierten Datenvektors
u
(k)
nach (2.1) l

angeren zu

ubertragenden codierten Datenvektors d
(k)
nach (2.2), das
heit einer bei gegebenem Kanal niedrigeren Nutzdatenrate.
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Bild 8.17. Performanz optimaler Sch

atzwertverbesserung mit dem BCJR-Algorithmus;
R
c
=
1
2
; Parameter: L
c
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Bild 8.18. Performanz optimaler Sch

atzwertverbesserung mit dem BCJR-Algorithmus;
R
c
=
1
4
; Parameter: L
c
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8.3.3 Max-Log-BCJR-Algorithmus
Ausgehend vom BCJR-Algorithmus erh

alt man den Max-Log-BCJR-Algorithmus
[RH97, RVH95, Pet94, EPG94, KB90], indem man
 nur die Logarithmen der Elemente der Matrizen G
 1
, siehe (8.98), und G
+1
, siehe
(8.99), und der KoeÆzienten 

z
(k)
i
; i

und 

z
(k)
i
; i

berechnet und
 die Approximation
ln
 
X
i
exp (x
i
)
!
 max
i
(x
i
) (8.102)
verwendet [RH97, RVH95].
Aus (8.81) folgt die Formel
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z
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i
;
^
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=
1
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R
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^
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1
2
L
n
v
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i
o
+ exp
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 
1
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L
n
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i
o
1
A
| {z }
Konstante
+
i
R
c
X
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i 1
R
c
+1
ln
0
@
1
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
+
1
2
L
n
^
d
(k)
m



d
(k)
m
o
+ exp

 
1
2
L
n
^
d
(k)
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d
(k)
m
o
1
A
| {z }
Konstante
:
(8.103)
zum Berechnen der Logarithmen der

Ubergangswahrscheinlichkeiten [RH97, RVH95].
Die additiven Konstanten brauchen nicht berechnet zu werden, da sie sich beim sp

ate-
ren Bilden der Log-Likelihood-Verh

altnisse L
n
d
(k)
m



^
d
(k)
o
, m = 1 : : :M , nach (8.53)
und L
n
u
(k)
l



^
d
(k)
o
, l = 1 : : : L, nach (8.97) wieder wegk

urzen. Mit (8.102) folgt aus
(8.91) die approximative Vorw

artsrekursionsformel [RH97, RVH95]
ln



z
(k)
i
; i

 max

z
(k)
i 1
; z
(k)
i

2T

ln



z
(k)
i 1
; z
(k)
i
;
^
d
(k;i)

+ ln



z
(k)
i 1
; i  1

:
(8.104)
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Analog erh

alt man mit (8.102) aus (8.93) die approximative R

uckw

artsrekursionsformel
[RH97, RVH95]
ln



z
(k)
i
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
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^
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z
(k)
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; i + 1

:
(8.105)
Das Log-Likelihood-Verh

altnis der codierten Datensymbole d
(k)
m
, m = 1 : : :M , ergibt
sich aus (8.88) mit (8.102) n

aherungsweise zu [RH97, RVH95]
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i
m
; i
m

!
: (8.106)
Das Log-Likelihood-Verh

altnis der Bits u
(k)
l
, l = 1 : : : L ergibt sich aus (8.97) mit
(8.102) n

aherungsweise zu [RH97, RVH95]
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i
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z
(k)
i
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(8.107)
Aus diesen Formeln folgt der im folgenden mit Nassi-Shneiderman-Diagrammen dar-
gestellte Max-Log-BCJR-Algorithmus.
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Max-Log-BCJR-Algorithmus | Berechnen der

Ubergangswahrscheinlichkeiten
f

ur i = 0 : : : I   1
f

ur z = 0 : : : 2
L
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  1
~
G
 1
(z; i) :=  
1
2
L
n
v
(k)
i+1
o
+
P
1
R
c
j=1
1
2
[! (z; 1)]
j
L

^
d
(k)
i
R
c
+j




d
(k)
i
R
c
+j

~
G
+1
(z; i) := +
1
2
L
n
v
(k)
i+1
o
+
P
1
R
c
j=1
1
2
[! (z; 1)]
j
L

^
d
(k)
i
R
c
+j




d
(k)
i
R
c
+j

Max-Log-BCJR-Algorithmus | Vorw

artsrekursion
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f

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L
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~
G
+1
(z; i  1) + ~ (z; i  1)
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Max-Log-BCJR-Algorithmus | R

uckw

artsrekursion
~
 (0; I) := 0
f

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Max-Log-BCJR-Algorithmus | Berechnen der Log-Likelihood-Verh

altnisse der
uncodierten Bits
f

ur l = 1 : : : L
p :=  1
q :=  1
f
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L
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:= p  q
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Max-Log-BCJR-Algorithmus | Berechnen der Log-Likelihood-Verh

altnisse der
codierten Datensymbole
f
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Der Max-Log-BCJR-Algorithmus selbst ben

otigt keinerlei Multiplikations- oder Divisi-
onsoperationen und auch keine Berechnung komplizierter Funktionen. Die Performanz-
verluste infolge der Approximationen gegen

uber dem optimalen BCJR-Algorithmus
sind in typischen Anwendungsf

allen gering [RVH95]. Der Max-Log-BCJR-Algorithmus
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eignet sich somit sehr gut f

ur eine Hardwareimplementierung. Beim Einsatz des
Max-Log-BCJR-Algorithmus zum Sch

atzwertverbessern, siehe Bild 8.16, sind jedoch
M Multiplikationen zum Berechnen der Log-Likelihood-Verh

altnisse L
n
^
d
(k)
m



d
(k)
m
o
,
m = 1 : : :M , siehe (8.42), aus den Sch

atzungen
^
d
(k)
m
, m = 1 : : :M , sowie M Berechnun-
gen der tanh-Funktion zum Ermitteln der verbesserten Sch

atzungen
^
^
d
(k)
F;m
, m = 1 : : :M ,
aus den Log-Likelihood-Verh

altnissen L
n
d
(k)
m



d
(k)
o
, m = 1 : : :M , siehe (8.54), erfor-
derlich. Das aufwendige Berechnen der tanh-Funktion kann vermieden werden, indem
man
 die tanh-Funktion durch die st

uckweise lineare Funktion
tanh
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2
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(8.108)
approximiert oder
 statt der tanh-Funktion eine harte Quantisierung
tanh
0
@
L
n
d
(k)
m



d
(k)
o
2
1
A
 sign
 
L

d
(k)
m


d
(k)
	
(8.109)
verwendet.
Falls die uncodierten Datensymbole gleichverteilt sind, das heit, falls
L
n
v
(k)
l
o
= 0; l = 1 : : : L; (8.110)
gilt, so eliminiert die harte Quantisierung (8.109) der Ausgabewerte des Max-Log-
BCJR-Algorithmus auch die Notwendigkeit der Kenntnis der Varianz 
2
d
der St

orung
zum Skalieren der Sch

atzungen
^
d
(k)
m
, m = 1 : : :M , zum Gewinnen der Log-Likelihood-
Verh

altnisse L
n
^
d
(k)
m



d
(k)
m
o
, m = 1 : : :M , siehe (8.42), am Eingang des Max-Log-BCJR-
Algorithmus. Die Multiplikation aller Eingangswerte L
n
^
d
(k)
m



d
(k)
m
o
, m = 1 : : :M , sie-
he (8.42), des Max-Log-BCJR-Algorithmus bewirkt im Fall (8.110) eine Multiplika-
tion aller Ausgabewerte L
n
d
(k)
m



^
d
(k)
o
, m = 1 : : :M , nach (8.106) und L
n
u
(k)
l



^
d
(k)
o
,
l = 1 : : : L, nach (8.107) des Max-Log-BCJR-Algorithmus mit dem gleichen Faktor, das
heit, f

ur den Max-Log-BCJR-Algorithmus gilt das Proportionalit

atsprinzip [WHW00].
Das Proportionalit

atsprinzip gilt f

ur den Max-Log-BCJR-Algorithmus sogar bei belie-
bigen Log-Likelihood-Verh

altnissen L
n
v
(k)
l
o
, l = 1 : : : L, siehe (8.79), jedoch m

ussen
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dann alle Log-Likelihood-Verh

altnisse L
n
^
d
(k)
m



d
(k)
m
o
, m = 1 : : :M , siehe (8.42), und
L
n
v
(k)
l
o
, l = 1 : : : L, siehe (8.79), am Eingang des Max-Log-BCJR-Algorithmus mit
dem gleichen Proportionalit

atsfaktor versehen werden.
8.4 Sch

atzen der Zuverl

assigkeitsinformation
In den vorangegangenen Abschnitten 8.2.2 und 8.3 wurden die Sch

atzwertverbesse-
rungsverfahren
 weiches Quantisieren,
 optimales Sch

atzwertverbessern mit dem BCJR-Algorithmus und
 Sch

atzwertverbessern mit dem Max-Log-BCJR-Algorithmus,
untersucht, die nicht mit hart quantisierten Werten arbeiten, sondern Zuverl

assig-
keitsinformationen

uber die zu verbessernde Sch

atzung
^
d
(k)
ber

ucksichtigen. Unter der
in Abschnitt 8.1.2 gemachten Annahme, da die zu verbessernden Sch

atzungen
^
d
(k)
m
,
m = 1 : : :M , erwartungstreu und durch unkorrelierte, gauverteilte St

orungen n
(k)
d;m
,
m = 1 : : :M , gest

ort sind, h

angt die Zuverl

assigkeit der Sch

atzungen
^
d
(k)
m
, m = 1 : : :M ,
allein von der Varianz 
2
d
der St

orungen ab. Das Berechnen der Zuverl

assigkeitsinfor-
mation erfordert daher die Kenntnis der Varianz 
2
d
der St

orungen n
(k)
d;m
, m = 1 : : :M .
In einem realen iterativen Mehrteilnehmerdetektor ist diese Varianz 
2
d
nicht von vorn-
herein bekannt, sondern mu gesch

atzt werden.
Bevor Verfahren zum Sch

atzen der Varianz 
2
d
der St

orungen n
(k)
d;m
, m = 1 : : :M , unter-
sucht werden, soll zun

achst der Einu fehlerhafter Sch

atzungen
^

2
d
auf die Sch

atzwert-
verbesserung untersucht werden. Im allgemeinen kann der Einu einer fehlerhaften
Sch

atzung
^

2
d
auf die Sch

atzwertverbesserung nur simulativ untersucht werden.
In Bild 8.19 bis 8.22 sind die am Ausgang des Sch

atzwertverbesserers erzielbaren Signal-
St

or-Verh

altnisse 
(k)
out;m
, m = 1 : : :M , siehe (8.15), beziehungsweise mittleren Signal-
St

or-Verh

altnisse 
(k)
out
, siehe (8.16), abh

angig von der vom Sch

atzwertverbesserer ver-
wendeten gesch

atzten Varianz ^
2
d
der St

orung f

ur eine bestimmte wahre Varianz 
2
d
der
St

orung aufgetragen. Es wurden die beiden Sch

atzwertverbesserungsverfahren
 weiches Quantisieren nach (8.44) und
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Bild 8.19. Einu von ^
2
d
auf das Signal-St

or-Verh

altnis 
(k)
out;W;m
, siehe (8.15), am Aus-
gang des weichen Quantisierers; 
2
d
= 1
0 2 4 6 8 10
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0
l
o
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

(
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o
u
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W
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d
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weiches Quantisieren
hartes Quantisieren und konstant Null
Bild 8.20. Einu von ^
2
d
auf das Signal-St

or-Verh

altnis 
(k)
out;W;m
, siehe (8.15), am Aus-
gang des weichen Quantisierers; 
2
d
= 2; 2
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Bild 8.21. Einu von ^
2
d
auf das Signal-St

or-Verh

altnis 
(k)
out;W
, siehe (8.16), am Aus-
gang des optimalen Sch

atzwertverbesserers mit dem BCJR-Algorithmus; 
2
d
= 1
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hartes Quantisieren und konstant Null
Bild 8.22. Einu von ^
2
d
auf das Signal-St

or-Verh

altnis 
(k)
out;W
, siehe (8.16), am Aus-
gang des optimalen Sch

atzwertverbesserers mit dem BCJR-Algorithmus; 
2
d
= 2; 2
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 optimales Sch

atzwertverbessern, siehe (8.54), mit dem BCJR-Algorithmus, siehe
Abschnitt 8.3.2,
untersucht. F

ur jedes dieser Sch

atzwertverbesserungsverfahren sind zwei Kurven mit
verschiedenen Werten f

ur die wahre Varianz 
2
d
der St

orung dargestellt. Man erkennt,
da in der Regel auch mit doppeltem oder halbem Wert der wahren Varianz 
2
d
der
St

orung als gesch

atzte Varianz ^
2
d
noch gute Sch

atzwertverbesserungsergebnisse erzielt
werden, das heit, die Sch

atzung ^
2
d
braucht nicht sehr genau zu sein, und es ist zu
erwarten, da selbst einfache Sch

atzverfahren zu guten Ergebnissen f

uhren.
Eine sehr groe gesch

atzte, zum Sch

atzwertverbessern genutzte Varianz ^
2
d
bedeutet
f

ur den Sch

atzwertverbesserer, da die Sch

atzung
^
d
(k)
keinerlei Information

uber den
wahren Datenvektor d
(k)
nach (2.2) enth

alt. Das Beste, was ein Sch

atzwertverbesserer
in dieser Situation tun kann, ist, den Nullvektor als verbesserte Sch

atzung
^
^
d
(k)
auszu-
geben. Der Grenzwert der Signal-St

or-Verh

altnisse 
(k)
out;m
, m = 1 : : :M , siehe (8.15),
am Ausgang des Sch

atzwertverbesserers f

ur ^
2
d
! 1 bei einem festen Wert 
2
d
der
wahren Varianz der St

orung ist folglich 0 dB. Alle hier betrachteten mit Zuverl

assig-
keitsinformationen arbeitenden Sch

atzwertverbesserer verhalten sich derart.
Im Grenzfall ^
2
d
! 0 konvergiert das Verhalten des weichen Quantisierer gegen den
harten Quantisierer. Falls das Signal-St

or-Verh

altnis 
(k)
out;H;m
, siehe (8.15), am Aus-
gang des harten Quantisierers kleiner als 0 dB ist, kann die Performanz eines weichen
Quantisierers mit gesch

atzter Varianz ^
2
d
der St

orung unabh

angig von der Sch

atzg

ute
niemals schlechter als die Performanz des harten Quantisierers sein, das heit, beim
Quantisieren in Szenarien mit hinreichend hoher Varianz 
2
d
der St

orung erreicht man
auch mit beliebig schlechten Sch

atzungen ^
2
d
der Varianz der St

orung 
2
d
mindestens das
Ergebnis, das man mit Quantisierungsverfahren, die ohne Kenntnis der Varianz 
2
d
der
St

orung arbeiten, erreichen kann. Der Grenzwert der Varianz 
2
d
der St

orung, bei dem
das Signal-St

or-Verh

altnis 
(k)
out;H;m
, siehe (8.15), am Ausgang des harten Quantisierers
gleich 0 dB ist, ist

2
d;limit
=
1
2
 
erfc
 1
 
1
2

2
 2; 2: (8.111)
Die Aufgabe des hier zu entwerfenden Sch

atzers ist es, aus dem erwartungstreu
gesch

atzten Datenvektor
^
d
(k)
die Varianz 
2
d
der

uberlagerten St

orungen n
(k)
d;m
, m =
1 : : :M , siehe (8.11), zu sch

atzen. Das vorgeschlagene Sch

atzverfahren besteht aus den
zwei Schritten
 Sch

atzen des St

orvektors n
(k)
d
nach (8.11) und
188
Kapitel 8: Zuk

unftige Verbesserung der Interferenzrekonstruktion durch
Sch

atzwertverbessern
Bild 8.23. Sch

atzen der Varianz 
2
d
der St

orung
 Sch

atzen der Varianz 
2
d
der St

orungen n
(k)
d;m
, m = 1 : : :M ,
siehe Bild 8.23. Zum Sch

atzen des St

orvektors n
(k)
d
nach (8.11) wird zun

achst eine
Sch

atzung
^
^
d
(k)
des Datenvektors d
(k)
, siehe (2.2), ermittelt. Der gesch

atzte St

orvektor
ergibt sich dann zu
^
n
(k)
d
=
^
d
(k)
 
^
^
d
(k)
: (8.112)
Das Sch

atzen des Datenvektors d
(k)
, siehe (2.2), beruht auf dem Ausnutzen der Kennt-
nis des Modulationsalphabets und optional des eingesetzten Fehlerschutzcodes und
erfolgt mit einem Sch

atzwertverbesserer, der ohne Zuverl

assigkeitsinformationen ar-
beitet, das heit der keine Kenntnis der Varianz 
2
d
der St

orung ben

otigt. Ein derar-
tiger Sch

atzwertverbesserer ist beispielsweise der harte Quantisierer. Da die St

orung
n
(k)
d
nach (8.11) mittelwertfrei ist, ist der Mittelwert der Quadrate der gesch

atzten
St

orungen n^
(k)
d;m
, m = 1 : : :M , eine Sch

atzung der Varianz 
2
d
:
^
2
d
=
M
P
m=1
n^
(k)
d;m
M
: (8.113)
Die mit Sch

atzen der Varianz 
2
d
der St

orung erzielbare Performanz der Sch

atzwert-
verbesserung wurde f

ur die Sch

atzwertverbesserungsverfahren
 weiches Quantisieren nach (8.44) und
 optimales Sch

atzwertverbessern, siehe (8.54), mit dem BCJR-Algorithmus
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simulativ untersucht. In Bild 8.24 und 8.25 sind die am Ausgang des Sch

atzwertver-
besserers erzielbaren Signal-St

or-Verh

altnisse 
(k)
out;m
, m = 1 : : :M , siehe (8.15), bezie-
hungsweise mittleren Signal-St

or-Verh

altnisse 
(k)
out
, siehe (8.16), abh

angig vom Signal-
St

or-Verh

altnis 
(k)
in
, siehe (8.18), am Eingang des Sch

atzwertverbesserers dargestellt.
Zum Vergleich sind neben den Ergebnissen mit gesch

atzter Varianz ^
2
d
der St

orung auch
die aus Abschnitt 8.2.2 und 8.3.2 bekannten Ergebnisse mit perfekt bekannter Varianz

2
d
der St

orung dargestellt. Man erkennt, da die Performanz der Sch

atzwertverbes-
serungsverfahren mit gesch

atzter Varianz ^
2
d
der St

orung nur unwesentlich schlechter
als die mit perfekt bekannter Varianz 
2
d
der St

orung erzielbare Performanz ist, das
heit das Problem des Sch

atzens der Varianz ^
2
d
der St

orung kann als gel

ost angesehen
werden.
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Kapitel 9
Zusammenfassung
Mobilfunksysteme sind interferenzbegrenzt. Eine signikante Steigerung der Lei-
stungsf

ahigkeit von Mobilfunksystemen und die damit verbundene Erh

ohung des mit
begrenzten Frequenzspektrumsressourcen erzielbaren

okonomischen Gewinns erfordert
daher eine Interferenzreduktion. Da der von einem empfangenen Interferenzsignal er-
zeugte St

oreekt sowohl
 von der Leistung des Interferenzsignals als auch
 von der Struktur des Interferenzsignals im Vergleich zur Struktur des Nutzsignals
abh

angt, ergeben sich zwei prinzipielle Ans

atze zur Reduktion der Interferenz.
Bei den Interferenzreduktionsverfahren auf der Systemebene wird die Leistung der
empfangenen Interferenzsignale zum Beispiel durch geschickte Regelung der Sendelei-
stungen oder durch Einstellen der Richtcharakteristiken von Sendeantennen oder Emp-
fangsantennen reduziert. Interferenzreduktionsverfahren auf der Systemebene sind re-
lativ einfach realisierbar und k

onnen bereits in heutigen Mobilfunksystemen erfolgreich
eingesetzt werden.
Interferenzreduktionsverfahren auf der Verbindungsebene zielen auf eine vorteilhaf-
te Beeinussung oder Ber

ucksichtigung der Signalstrukturen. Ausgehend von allge-
meing

ultigen Eigenschaften des Mobilfunkkanals wie Linearit

at, in Relation zur Ka-
nalimpulsantwortdauer langsamer Zeitvarianz und endliche Dauer der Kanalimpul-
santworten kann man Signalstrukturen nden, die a priori zu wenig oder sogar kei-
ner sch

adlichen Interferenz f

uhren. Solche einfachste, vom aktuellen Zustand des Mo-
bilfunkkanals unabh

angigen Interferenzreduktionsverfahren auf der Verbindungsebene
sind beispielsweise die Vielfachzugrisverfahren, die in jedem Mobilfunksystem einge-
setzt werden.
In letzter Zeit werden auch vermehrt Interferenzreduktionsverfahren auf der Verbin-
dungsebene untersucht, die die Kenntnis des aktuellen Kanalzustands ausnutzen. Sol-
che Interferenzreduktionsverfahren erfordern komplizierte Berechnungen in Sender oder
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Empf

anger, in die die einzelnen Signalabtastwerte und die schnell zeitvarianten Kana-
limpulsantworten eingehen. Der daraus resultierende hohe Rechenaufwand verhinder-
te bis vor kurzem eine Realisierung in kommerziellen Produkten. Interferenzreduk-
tionsverfahren auf der Verbindungsebene kann man in senderseitige Verfahren und
empf

angerseitige Verfahren unterteilen. Die senderseitigen Verfahren versuchen, durch
geschickte Gestaltung der Sendesignale sch

adliche Interferenzen zu vermeiden. Ein
Schwerpunkt der vorliegenden Schrift ist das Untersuchen empf

angerseitiger Interfe-
renzreduktionsverfahren auf der Verbindungsebene. Hier interessiert neben der gemein-
samen Kanalsch

atzung insbesondere die gemeinsame Datensch

atzung.
Ein wesentliches Problem bei der empf

angerseitigen Interferenzreduktion auf der Ver-
bindungsebene ist die erh

ohte Anzahl zu ber

ucksichtigender Mobilstationen bei der
gemeinsamen Datensch

atzung. Im Vergleich zu Empf

angern ohne Interferenzreduktion
m

ussen mehr Daten aus einer unver

anderten Anzahl an verf

ugbaren Empfangswer-
ten gesch

atzt werden, was zu einem verminderten Mehrteilnehmercodierungsgewinn
des Datensch

atzers f

uhrt. Der verminderte Mehrteilnehmercodierungsgewinn

auert
sich darin, da eine vorgegebene St

orung am Empf

angereingang die Sch

atzergebnisse
st

arker st

ort. Verfahren der gemeinsamen Datensch

atzung k

onnen folglich nur dann
gewinnbringend eingesetzt werden, wenn der negative Eekt des verminderten Mehr-
teilnehmercodierungsgewinns durch den positiven Eekt der reduzierten Interferenz
mindestens kompensiert wird. Diese Forderung ist bei der Interzellinterferenzredukti-
on besonders kritisch, da die einzelnen Interzellinterferer h

aug nur mit geringer Lei-
stung empfangen werden, das heit der positive Eekt der reduzierten Interferenz bei
Ber

ucksichtigen eines Interzellinterferers relativ gering ausf

allt. Eine Voraussetzung
zur erfolgreichen Interferenzreduktion und insbesondere zur Interzellinterferenzreduk-
tion sind folglich Datensch

atzer mit hohem Mehrteilnehmercodierungsgewinn. Die be-
kannten linearen gemeinsamen Datensch

atzer wie der Zero-Forcing-Sch

atzer k

onnen
diese Forderung nach hohem Mehrteilnehmercodierungsgewinn bei gr

oeren Anzahlen
gemeinsam detektierter Mobilstationen nicht erf

ullen. Die bekannten optimalen nicht-
linearen gemeinsamen Datensch

atzer kommen aufgrund ihrer enormen Komplexit

at
nicht in Betracht. Ein m

ogliche L

osung zum Erzielen hoher Mehrteilnehmercodierungs-
gewinne mit moderaten Rechenaufw

anden sind die in der vorliegenden Schrift unter-
suchten, auf dem Turbo-Prinzip basierenden iterativen gemeinsamen Datensch

atzer.
Prinzipiell handelt es sich bei den hier untersuchten Datensch

atzern um iterative Ver-
sionen der bekannten linearen gemeinsamen Datensch

atzer, die um einen nichtlinearen
Sch

atzwertverbesserer erweitert werden. Der nichtlineare Sch

atzwertverbesserer nutzt
die Kenntnis des Modulationsalphabets und optional des eingesetzten Fehlerschutz-
codes zum Verbessern der Sch

atzergebnisse. Die vielen vorgestellten Varianten der
iterativen gemeinsamen Datensch

atzer und die verschiedenen Sch

atzwertverbesserer
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bilden eine Art Baukastensystem, das es erlaubt, f

ur jeden Anwendungsfall einen ma-
geschneiderten gemeinsamen Datensch

atzer zu konstruieren. Es mu erw

ahnt werden,
da sich die so erzielten erh

ohten Mehrteilnehmercodierungsgewinne nicht nur zum In-
terzellinterferenzeliminieren, sondern ganz allgemein zum Verbessern der Performanz
von gemeinsamen Datensch

atzern in Mobilfunksystemen nutzen lassen. In der vorlie-
genden Schrift werden die neuartigen, auf dem Turbo-Prinzip beruhenden iterativen
gemeinsamen Datensch

atzer daher unabh

angig von der Anwendung des Interzellinter-
ferenzeliminierens untersucht.
Bei den Simulationen in der vorliegenden Schrift wird exemplarisch die Aufw

artsstrecke
von TD-CDMA, einem CDMA-Mobilfunksystem mit Zeitmultiplexkomponente, be-
trachtet. Die entwickelten Datensch

atzverfahren k

onnen aber ebensogut auch in der
Abw

artsstrecke und auch in anderen CDMA-Mobilfunksystemen eingesetzt werden. Die
Simulationsergebnisse zeigen, da man in typischen Mobilfunkszenarien mit den neuar-
tigen, auf dem Turbo-Prinzip beruhenden iterativen gemeinsamen Datensch

atzern fast
die Performanzgrenze des Einzelsymbolfalls erreicht.
Ein weiterer wesentlicher Vorteil der iterativen gemeinsamen Datensch

atzer ist die
M

oglichkeit, den Rechenaufwand im Vergleich zu den bekannten linearen gemeinsa-
men Datensch

atzern deutlich zu senken. So wird es m

oglich, eine gemeinsame Da-
tensch

atzung auch in solchen Mobilfunksystemen einzusetzen, wo dies bisher aufgrund
der infolge der Systemparametrisierung relativ hohen erforderlichen Rechenaufw

ande
nicht m

oglich war. Ein Beispiel f

ur ein derartiges neues Anwendungsgebiet iterativer
gemeinsamer Datensch

atzer sind CDMA-Mobilfunksysteme ohne Zeitmultiplexkompo-
nente.
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Anhang A
Liste h

aug verwendeter Formelzeichen
A senderorientierte totale Systemmatrix
a Steuervektor
A
(k)
senderorientierte Systemmatrix des Teilnehmers k
A
(k)
n
empfangene Signatur des komplexen Datensymbols d
(k)
n
B empf

angerorientierte Systemmatrix
b
(k)
kombinierte Kanalimpulsantwort des Teilnehmers k
C
(k)
Nutzleistung des Teilnehmers k
c
(k)
Spreizcode des Teilnehmers k
D Modulationsalphabet
D Demodulatormatrix
d totaler codierter Datenvektor
^
d Sch

atzung des totalen codierten Datenvektors d
^
^
d verbesserte Sch

atzung des totalen codierten Datenvektors d
d totaler komplexer Datenvektor
^
d Sch

atzung des totalen komplexen Datenvektors d
^
^
d verbesserte Sch

atzung des totalen komplexen Datenvektors d
D
(k)
Demodulatormatrix des Teilnehmers k
d
(k)
codierter Datenvektor des Teilnehmers k
^
d
(k)
Sch

atzung des codierten Datenvektors d
(k)
^
^
d
(k)
verbesserte Sch

atzung des codierten Datenvektors d
(k)
d
(k)
komplexer Datenvektor des Teilnehmers k
^
d
(k)
Sch

atzung des komplexen Datenvektors d
(k)
^
^
d
(k)
verbesserte Sch

atzung des komplexen Datenvektors d
(k)
d
(k)
m
m-tes Datensymbol des Teilnehmers k
^
d
(k)
m
Sch

atzung des Datensymbols d
(k)
m
^
^
d
(k)
m
verbesserte Sch

atzung des Datensymbols d
(k)
m
d
(k)
n
n-tes komplexes Datensymbol des Teilnehmers k
^
d
(k)
n
Sch

atzung des komplexen Datensymbols d
(k)
n
^
^
d
(k)
n
verbesserte Sch

atzung des komplexen Datensymbols d
(k)
n
e Empfangssignal
e
(k)
Empfangssignal des Teilnehmers k
E
(k)
b;n
Empfangsenergie der Bits in d
(k)
n
F Vorw

artspfadmatrix
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G totale Trainingssignalmatrix
G
(k)
Trainingssignalmatrix des Teilnehmers k
H totale Kanalfaltungsmatrix
H
(k)
Kanalfaltungsmatrix des Teilnehmers k
h
(k)
Kanalimpulsantwort des Teilnehmers k
I
(k)
Interferenzleistung des Teilnehmers k
K Anzahl der Teilnehmer
k Teilnehmernummer
K
a
Anzahl der Antennen
k
a
Antennennummer
L Dimension des uncodierten Datenvektors u
(k)
l Index im uncodierten Datenvektor u
(k)
L
c
Einul

ange des Faltungscodes
M Dimension des codierten Datenvektors d
(k)
M Modulatormatrix
m Index im codierten Datenvektor d
(k)
m Grundcode
m
(k)
Trainingssignal des Teilnehmers k
N Dimension des komplexen Datenvektors d
(k)
n Index im komplexen Datenvektor d
(k)
n St

orung
n
(k)
St

orung des Teilnehmers k
n
(k)
d
St

orung des gesch

atzten codierten Datenvektors
^
d
(k)
n
(k)
d
St

orung des gesch

atzten komplexen Datenvektors
^
d
(k)
n
(k)
d;m
St

orung des gesch

atzten Datensymbols
^
d
(k)
m
n
(k)
d;n
St

orung des gesch

atzten komplexen Datensymbols
^
d
(k)
n
N
ISI
L

ange der Intersymbolinterferenz
N
0
=2 zweiseitige spektrale Leistungsdichte der St

orung n
P Permutationsmatrix
p Iterationsnummer
P
b
uncodierte Bitfehlerwahrscheinlichkeit
P
b;c
codierte Bitfehlerwahrscheinlichkeit
P
(k)
b;n
uncodierte Bitfehlerwahrscheinlichkeit des komplexen Datensymbols d
(k)
n
Q Spreizfaktor
R R

uckw

artspfadmatrix
r Ausgangsvektor der Bank signalangepater Filter
r
(k)
Ausgangsvektor der Bank signalangepater Filter f

ur Teilnehmer k
R
c
Rate des Faltungscodes
R
dd
Kovarianzmatrix des totalen komplexen Datenvektors d
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R
nn
Kovarianzmatrix der St

orung n
S Dimension der Sendesignale s
(k)
und s
s Sendesignal
s
(k)
Sendesignal des Teilnehmers k
u totaler uncodierter Datenvektor
^
u Sch

atzung des totalen uncodierten Datenvektors u
u
(k)
uncodierter Datenvektor des Teilnehmers k
^
u
(k)
Sch

atzung des uncodierten Datenvektors u
(k)
u
(k)
l
l-tes uncodiertes Bit des Teilnehmers k
u^
(k)
l
Sch

atzung des uncodierten Bits u
(k)
l
W Dimension der Kanalimpulsantwort h
(k)
w

Gewichtsvektor
Z Anzahl der Zellen
z Zellnummer

(k)
Nutzleistungs-zu-Interferenzleistungs-Verh

altnis des Teilnehmers k

(k)
n
Signal-St

or-Verh

altnis des gesch

atzten komplexen Datensymbols
^
d
(k)
n

(k)
in;m
Signal-St

or-Verh

altnis des gesch

atzten Datensymbols
^
d
(k)
m

(k)
out;m
Signal-St

or-Verh

altnis der verbesserten Sch

atzung des Datensymbols
^
^
d
(k)
m

(k)
out
Mittelwert von 
(k)
out;m
 asymptotische MehrteilnehmereÆzienz
(P
b;c
) MehrteilnehmereÆzienz

c
asymptotischer Mehrteilnehmercodierungsgewinn

c
(P
b;c
) Mehrteilnehmercodierungsgewinn

g
asymptotischer Codierungsgewinn

g
(P
b;c
) Codierungsgewinn

(k)
l
asymptotische MehrteilnehmereÆzienz des Bits u
(k)
l

(k)
l
(P
b;c
) MehrteilnehmereÆzienz des Bits u
(k)
l

(k)
n
asymptotische MehrteilnehmereÆzienz des komplexen Datensymbols d
(k)
n

(k)
n
(P
b;c
) MehrteilnehmereÆzienz des komplexen Datensymbols d
(k)
n

2
Varianz der St

orung n

2
d
Varianz der St

orung n
(k)
d
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