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SOMMARIO 
In questo lavoro vengono presentate analisi relative ad algoritmi di integrazione temporale, 
con riferimento alla loro applicazione a procedure puramente numeriche quali il metodo agli elementi 
finiti ed alla procedura ibrida numerico-sperimentale denominata metodo di prova Pseudodinamico 
(PSD). In particolare, viene presentato lo stato dell'arte degli algoritmi dissipativi sia di tipo esplicito 
che implicito e vengono proposte nuove famiglie di integratori. 
Per quanto riguarda gli algoritmi applicati a metodi numerici, vengono presentate analisi 
teoriche di schemi proposti recentemente, sia in regime lineare che su problemi modello elastici 
non lineari; sono inoltre condotti numerosi test numerici al fine di validare le analisi. In dettaglio, 
vengono analizzati il metodo a-generalizzato (CH-a) ed il metodo time discontinuous Galerkin 
(TDG), rispettivamente rappresentativi degli schemi alle differenze finite e dei metodi variazionali. 
Per quanto concerne gli schemi TDG, viene proposta una nuova famiglia di algoritmi di natura 
esplicita. 
Con riferimento al metodo di prova PSD è analizzato sia il classico metodo convenzionale che 
la nuova metodologia denominata pseudodinamica continua con particolare enfasi alla tecnica della 
sottostrutturazione. L'approccio scelto nella pseudodinamica convenzionale è di condurre analisi 
di propagazione dell'errore del metodo CH-a, mai sinora utilizzato in questo campo; lo schema 
è poi applicato sperimentalmente a prove modello lineari e non lineari. Per quanto concerne il 
metodo di prova continuo in presenza di sottostrutturazione sono eseguite simulazioni numeriche 
per dimostrare l'applicabilità di nuovi schemi partizionati recentemente introdotti. Infine gli schemi 
sono utilizzati in prove sperimentali ed analizzati teoricamente per confermare i risultati numerici. 
Il 
ABSTRACT 
The main objective of this thesis is to present analyses of time integration algorithms 
applied both to numerica! methods, such as finite element procedure, and to hibrid experimental 
and numerica! methods like the Pseudodynamic test (PSD). In particular, the state of the art 
of dissipative methods is performed both for implicit and explicit algorithms and a new class of 
algorithms is presented. 
With regard to the algorithms applied to numerica! methods, theoretical analyses are per-
formed on recently proposed schemes both in the linear regime and in non-linear elastic one; 
numerica! tests are presented to confirm the analytical estimates. In detail, the generalized-o: 
(CH-o:) method and the time discontinuous Galerkin (TDG) method are analized, which are rep-
resentative of finite difference algorithms and variational schemes, respectively. With regard to the 
TDG methods, a new family of explicit schemes is presented. 
With reference to the PSD test, both the classic conventional PSD method and the new 
continuous technique with particular emphasis on non-linear substructuring testing techniques are 
analysed. The approach towards the conventional PSD is to perform error propagation analyses of 
the CH-o: method, never applied to this field so far; the scheme is then applied to experimental 
linear and non-linear test problems. In the continuous PSD technique and in the presence of sub-
structuring, first numerica! test are performed in order to show the applicability of new partitioned 
methods. Then, tests and analyses are carried out in order to confirm numerica! findings. 
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0.1. INTRODUZIONE 
La dinamica strutturale riveste un ruolo molto importante all'interno dell'ingegneria civile. Sono, 
difatti, universalmente conosciuti i danni che terremoti e vento, tipiche azioni dinamiche, arrecano 
alle strutture e la conseguente necessità di migliorare le costruzioni future, per mezzo della nor-
mativa, ed il costruito attraverso interventi opportuni. Tale miglioramento può essere realizzato 
solamente mediante una corretta conoscenza della risposta delle strutture in seguito alle azioni 
sopracitate. 
In generale, l'evoluzione di un fenomeno di dinamica strutturale può essere descritta, in 
modo rigoroso, attraverso la soluzione di equazioni alle derivate parziali su un dominio spazio-
temporale, con condizioni al contorno e iniziali (Wood, 1990). Risolvere queste equazioni in forma 
chiusa è, spesso, impossibile, per cui si ricorre alla loro discretizzazione. In genere, tale operazione 
è effettuata separatamente sulle variabili spaziali e sul tempo, anche se è possibile ricorrere ad 
elementi finiti con maglie spazio-temporali variabili (Hughes & Hulbert, 1988), non oggetto del 
presente lavoro. Nell'approccio più diffuso si esegue la discretizzazione spaziale mediante un metodo 
agli elementi finiti ottenendo un sistema (semidiscreto) di equazioni differenziali ordinarie nella 
variabile temporale; per fare questo è indispensabile conoscere le caratteristiche meccaniche della 
struttura in esame e la loro variazione a seguito del processo deformativo. Salvo casi estremamente 
semplici e di scarso interesse applicativo, il sistema semidiscreto non può essere risolto per via 
analitica, da cui la necessità del ricorso di algoritmi di integrazione numerica. Se poi, come nei 
casi dei terremoti, la forzante è nota solo in forma discretizzata, l'integrazione numerica diviene 
l'unica strada percorribile, anche per avere solo una conoscenza qualitativa del comportamento 
della struttura. Questo vale già per problemi con comportamento elastico lineare; se sono presenti 
non linearità di qualunque genere, l'integrazione numerica, pur risultando, in confronto, molto 
complessa e laboriosa, diviene l'unico metodo utilizzabile. 
Fino ad oggi hanno avuto successo algoritmi step-by-step self-starting, basati su procedi-
menti alle differenze finite, che dal punto di vista computazionale non incrementano l'onere di un 
problema statico. Negli ultimi anni sono stati sviluppati anche altri procedimenti con qualità su-
periori rispetto a quest'ultimi, basati su procedimenti variazionali analoghi a quelli usati in statica, 
pur presentando una complessità di implementazione e soprattutto un'onerosità computazionale 
che non rendono attraente il loro inserimento nei normali codici di calcolo strutturale. 
l vari algoritmi proposti possono essere in generale suddivisi in metodi espliciti e metodi 
impliciti. Gli schemi impliciti necessitano dell'inversione di una matrice complessa (parente della 
matrice di rigidezza del sistema in analisi) per procedere nell'integra.zione necessitando di un notev-
ole sforzo computazionale; possono essere tuttavia incondizionatamente stabili e quindi utilizzati 
con passi d'integrazione elevati. Gli algoritmi espliciti tipicamente non richiedono l'inversione di 
matrici nella procedura di soluzione con la conseguenza di richiedere uno sforzo computazionale e di 
memorizzazione minore se comparati agli schemi impliciti. D'altra parte gli algoritmi espliciti sono 
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necessariamente condizionatamente stabili, richiedendo una limitazione sul passo di integrazione che 
spesso può essere restrittiva. Per questa ragione sono utilizzati in problemi dove l'accuratezza nec-
essaria nell'integrazione richiede un passo di integrazione ridotto, come in problemi di propagazione 
di onde (Hughes & Hulbert, 1988). 
In generale, le proprietà fondamentali degli algoritmi possono essere analizzate in modo 
rigoroso soltanto quando sono utilizzati per la risoluzione di problemi lineari. Si può però verifi-
care come alcuni algoritmi incondizionatamente stabili in regime lineare, presentino comportamenti 
patologici (Wood & Oduor, 1988) se applicati a sistemi non lineari conservativi. Ciò è dovuto 
principalmente all'impossibilità di integrare esattamente il termine non lineare. La non linearità, 
nel caso dei metodi impliciti, introduce un secondo problema, puramente computazionale: ad ogni 
passo di discretizzazione temporale deve essere risolto un sistema non lineare di equazioni; questo 
richiede l'adozione di un algoritmo di risoluzione iterativo, costituito usualmente dal metodo di 
Newton-Raphson (Gambolati, 1992). Come è noto, la soluzione determinata da tale algoritmo è 
legata alla scelta del valore iniziale mediante il quale si inizia il processo iterativo. Questa carat-
teristica spiega le difficoltà di convergenza o la convergenza verso soluzioni spurie che talvolta si 
manifestano anche nei più semplici problemi modello non lineari (Crisfield & Shi, 1994). 
Una delle difficoltà principali che si riscontrano nello studio delle strutture è la modellazione 
della loro risposta meccanica, che, anche in casi apparentemente banali, può richiedere un'analisi es-
tremamente raffinata. Qualora una struttura non sia eccessivamente complessa e le sue dimensioni 
lo permettano, è possibile ricorrere ad analisi dinamiche di tipo sperimentale, condotte con dispos-
itivi vibranti, nel caso delle prove su tavola vibrante, oppure per mezzo di attuatori elettroidraulici, 
nel caso delle prove di tipo pseudodinamico. 
Le prove su tavola vibrante si impiegano per campioni di piccole dimensioni, ricorrendo, se 
necessario, a modelli in scala, che però introducono alterazioni nella risposta dinamica. Risulta 
inoltre molto complesso il controllo dei movimenti della tavola a causa della mutua influenza 
tavola-provino. 
Il test pseudodinamico (PSD) è una metodologia ibrido numerico sperimentale per valutare 
il comportamento di una struttura. Le forze di inerzia di una struttura e le forze viscose vengono 
simulate numericamente mentre la forza di reazione viene misurata sperimentalmente. Il metodo 
può essere inquadrato come una particolare procedura agli elementi finiti nella quale le forze di 
reazione anziché essere valutate per mezzo di una routine di calcolo vengono misurate sperimental-
mente (Cardona, 1996), (Shing & Mahin, 1984). Le prove di tipo pseudodinamico permettono di 
esaminare strutture di medie dimensioni, impensabili con i dispositivi vibranti. Il problema principale 
che si deve affrontare è la necessità di considerare il comportamento della struttura condensato in 
pochi punti nei quali vengono posizionati gli attuatori. Se la struttura è caratterizzata dall'avere 
effettivamente le proprie masse concentrate in alcuni punti specifici, almeno agli effetti di una par-
ticolare sollecitazione, allora i risultati ottenuti possono ritenersi rappresentativi della risposta reale. 
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Data la sua natura numerica, il test è intrinsecamente collegato ad un integratore temporale. che 
a seconda del tipo di analisi può essere sia di natura esplicita o implicita. 
Gli integratori espliciti sono stati i primi ad essere impiegati in prove di tipo pseudodinam-
ico, principalmente per merito della loro semplicità. Oggi vengono impiegati soprattutto in quelle 
applicazioni in cui è richiesta elevata velocità in fase di calcolo, il caso ad esempio del recente 
test pseudodinamico continuo (Magonette et al., 1998), (Magonette et al., 2000), dove l'imple-
mentazione dell'integratore è realizzata direttamente nell'elettronica di controllo. D'altro canto 
gli integratori impliciti sono oggi utilizzati in test eseguiti su strutture a molti gradi di libertà ed 
in particolare in presenza di sottostrutturazione. La natura ibrida del test rende infatti possibile 
l'esecuzione del test in laboratorio di una parte di una struttura, generalmente il punto critico 
simulando numericamente il comportamento della parte rimanente. 
Il test PSD, nella sua implementazione convenzionale, è realizzato mediante una successione 
di spostamenti della struttura costituiti da rampe e periodi di attesa in cui la struttura è ferma. 
Recentemente è stata proposto di realizzare il test senza mai fermare gli attuatori, integrando 
le equazioni del moto della struttura direttamente al passo di campionamento del programma di 
controllo degli attuatori (test PSD continuo). La nuova tecnica permette l'esecuzione di test molto 
accurati; introduce tuttavia potenziali difficoltà in presenza di sottostrutture analitiche complesse 
che possono essere eliminate mediante l'utilizzo di schemi partizionati 
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0.1.1 Obiettivi 
Gli argomenti esposti nel paragrafo introduttivo si possono suddividere in due categorie 
rispettivamente costituite dagli algoritmi di integrazione in genere applicati a programmi numerici 
e l'applicazione degli stessi al test pseudodinamico. Data la natura dei problemi il presente lavoro 
si prefigge i seguenti obiettivi: 
l. lntegratori temporali applicati ai metodi numerici: 
• analisi di alcune categorie di algoritmi dissipativi in regime lineare, evidenziando i pregi 
e i difetti di ciascuna categoria; 
• analisi di accuratezza, stabilità degli algoritmi in regime non lineare; 
• miglioramento delle prestazioni di alcuni algoritmi; 
• estensione di una classe di algoritmi variazionali all'ambito delle classi di schemi espliciti; 
2. lntegratori temporali applicati al metodo di prova pseudodinamico: 
• introdurre nel test schemi di integrazione sia espliciti che impliciti già utilizzati in am-
bito numerico ma mai applicati in prove di tipo pseudodinamico, eseguendo analisi di 
propagazione dell'errore; 
• in base ai risultati ottenuti proporre eventuali modifiche, sperimentando anche formule 
di correzione della matrice di rigidezza numerica, di tipo secante, in presenza di errori 
sperimentali; 
• sperimentare implementazioni di algoritmi impliciti alternative a quelle esistenti, verifi-
cando la possibilità di ottenere soluzioni accurate anche senza l'impiego di un numero 
elevato di correctors; 
• confrontare gli integratori analizzati in simulazioni e prove sperimentali, al fine di stabilire 
il comportamento degli algoritmi di più recente introduzione; 
• estendere il test pseudodinamico continuo alla presenza di sottostrutturazione con sot-
tostrutture analitiche complesse, verificando l'applicabilità di procedure partizionate con 
diversi schemi di integrazione; 
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0.1.2 Approccio 
Se si considera una struttura già discretizzata nelle dimensioni spaziali in elementi finiti 
(approccio semidiscreto), le equazioni del moto si possono esprimere nella forma generale 
dove 
{ 
Md+S~(d,d) =fex(t) 
d (O)= do 
d (O)= vo 
(0.1.2.1) 
• d, d e d indicano rispettivamente il vettore delle accelerazioni, delle velocità e degli 
spostamenti dei nodi del sistema; 
• M è la matrice di massa del sistema discretizzato; 
• St (d, d) rappresenta il vettore delle forze di reazione del sistema1 ; se la struttura presenta 
un comportamento lineare sia negli spostamenti che nelle velocità allora St (d, d) è esprim-
ibile nella forma St (d, d) = cd+ Kd, dove C e K sono rispettivamente la matrice di 
smorzamento viscoso e di rigidezza del sistema discretizzato. 
In regime lineare, con particolari ipotesi sullo smorzamento viscoso di un sistema, le analisi 
delle prestazioni degli algoritmi possono essere ricondotte allo studio di un sistema ad un grado di 
libertà. Nell'analisi delle caratteristiche degli algoritmi esistenti e di quelli proposti si è quindi sfrut-
tata questa caratteristica, riservandosi di validare per mezzo di analisi numeriche quanto previsto 
da quelle teoriche. 
In regime non lineare risulta evidente l'impossibilità di effettuare dimostrazioni in presenza di 
non linearità generiche; lo studio è stato allora limitato all'analisi di sistemi elastici aventi un energia 
potenziale di deformazione elastica, privi di deformazioni plastiche. Supponendo inoltre la forza 
di reazione continua e derivabile, con poche proprietà aggiuntive in particolari casi si sono potute 
eseguire analisi generiche sulle proprietà degli schemi. Quando questo non è risultato possibile 
sono stati presi in considerazione problemi modello non lineari ad uno e a due gradi di libertà, 
convalidando poi le analisi con opportune simulazioni numeriche. 
Per quanto concerne lo studio delle prestazioni degli algoritmi applicati al metodo pseudo-
dinamico sono state realizzate analisi di propagazione degli errori semplificate considerando il caso 
lineare (Combescure & Pegon, 1997). Al fine poi di verificare la correttezza delle analisi sono stati 
eseguiti numerosi test numerici e sperimentali su una struttura modello a due gradi di libertà. 
1 Nel presente lavoro la forza di reazione del sistema verrà considerata suddivisibile nel contributo dovuto alla 
velocità (forze viscose) e quello relativo agli spostamenti: 
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Data la novità degli schemi partizionati nella pseudodinamica continua, l'approccio preferito 
è stato più cautelativo; visto la natura complicata degli schemi, difficilmente analizzabili anche in 
regime lineare si è preferito eseguire simulazioni numeriche su strutture test a 4 gradi di libertà 
di cui due sperimentali che dimostrassero l'applicabilità degli schemi; sono stati poi realizzati test 
sperimentali, previa implementazione all'interno delle procedure del test continuo. È stata infine 
condotta un'analisi teorica sulle proprietà degli schemi proposti. 
Le analisi teoriche sono state svolte mediante l'ausilio del manipolatore simbolico 
Mathematica (Wolfram, 1996). 
Gli schemi di integrazione proposti per il metodi di prova pseudodinamico sono stati imple-
mentati per mezzo del compilatore C++. basandosi sull'architettura rispettivamente dei programmi 
sviluppati da MTS System Corporation funzionanti in Testar 4.0, per quanto riguarda il test PSD 
convenzionale utilizzato presso I'Univesità degli studi di Trento, e dal laboratorio ELSA del CCR di 
Ispra, per quanto concerne il test PSD continuo. 
Le simulazioni numeriche sono state condotte in diversi modi. Nello studio degli sche-
mi applicati agli elementi finiti ci si è awalsi ancora del programma Mathematica, mentre nel-
l'analisi relativa alla pseudodinamica continua è stato utilizzato il programma agli elementi finiti 
CASTEM 2000. Sono state poi condotte numerose simulazioni numeriche direttamente per mezzo 
dei programmi implementati. 
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0.1.3 Organizzazione de/lavoro 
Il lavoro è diviso in due parti, rispettivamente dedicate all'analisi degli integratori temporali 
applicati a programmi numerici quali il metodo agli elementi finiti e all'analisi teorica e sperimentali 
degli algoritmi applicati al metodo di prova pseudodinamico. 
La prima parte è suddivisa in due capitoli. 
Il primo capitolo è dedicato alle analisi degli schemi in regime lineare. In particolare sono 
considerate due classi di algoritmi. Accanto alla classica categoria degli schemi alle differenze 
finite sono analizzati anche schemi a fondamento variazionale. Di entrambe le categorie sono 
studiate sia versioni implicite che esplicite. Di ogni categoria è considerata una particolare famiglia 
di algoritmi cercando di utilizzare la più rappresentativa per i problemi di dinamica strutturale. 
Per quanto concerne gli schemi alle differenze finite è stato considerato il metodo a-generalizzato 
per la sua caratteristica di essere una sintesi migliorativa di schemi precedentemente utilizzati. In 
dettaglio lo schema è analizzato sia in versione implicita (Chung & Hulbert, 1993) che esplicita 
(Hulbert & Chung, 1996). Negli schemi variazionali è stata considerata la famiglia dei metodi 
denominati Time Discontinuous Galerkin (Borri & Bottasso, 1993) per le loro qualità dissipative. 
Basandosi su questi schemi è proposta una famiglia di schemi espliciti (Bonelli et al., 2000). Gli 
schemi presentati sono poi analizzati in regime non lineare nel secondo capitolo. 
La seconda parte è a sua volta suddivisa in due capitoli. 
Il primo capitolo è dedicato al metodo di prova pseudodinamico convenzionale. In partico-
lare, sono eseguite analisi di propagazione degli errori e l'implementazione con conseguente indagine 
sperimentale degli schemi alle differenze finite proposti nella prima parte. Il secondo capitolo è io-
vece dedicato alla pseudodinamica continua ed alle analisi degli schemi partizionati in presenza di 
sottostrutturazione. 
Parte l. 
INTEGRATORI TEMPORALI APPLICATI AGLI 
ELEMENTI FINITI 
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1.1. ALGORITMI DISSIPATIVI IN ELASTODINAMICA LINEARE 
1.1.1 Introduzione 
Il presente capitolo è dedicato alla presentazione degli algoritmi di integrazione temporale 
applicati all'elastodinamica lineare. Al fine di chiarire le analisi di seguito presentate, al paragrafo 
1.1.2 vengono sinteticamente richiamate le proprietà di un sistema dinamico elastico lineare mentre 
nel paragrafo 1.1.3 vengono introdotte le tecniche di valutazione degli algoritmi di integrazione tem-
porale al passo. Nel paragrafo 1.1.4 vengono presentate due classi di algoritmi impliciti appartenenti 
rispettivamente agli algoritmi alle differenze finite e a fondamento variazionale. Il paragrafo 1.1.5 
è dedicato alla presentazione delle medesime classi di algoritmi in versione esplicita. In particolare 
nel sottoparagrafo 1.1.5.3 viene presentata una nuova famiglia di algoritmi espliciti dissipativi. 
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1.1.2 Proprietà di un sistema elastico lineare 
L'equazione semidiscreta del moto (Eq. 0.1.2.1), applicata al regime elastico lineare risulta 
{ 
Md + C_d + K d = fex (t) 
d (O)= do 
d (O)= vo 
{1.1.2.1) 
che dal punto di vista matematico è un'equazione differenziale vettoriale lineare non omogenea 
a coefficienti costanti; la soluzione è data da una combinazione delle soluzioni dell'omogenea 
associata, calcolata in base alle condizioni iniziali, più una soluzione particolare. Considerando che 
non sia presente smorzamento, l'equazione omogenea associata è: 
Md+ Kd=O 
Supponendo che la soluzione sia a variabili separabili ossia presenti la forma 
dove 
d=z·'!9(t) 
z è un vettore costante, dipendente esclusivamente dalla forma nello spazio e 
'!9(t) è una funzione scalare dipendente unicamente dal tempo 
l'equazione differenziale (1.1.2.1) può essere riscritta nella forma 
.. 
M z '!9 (t) + K z '!9(t) = O 
la cui soluzione comporta la risoluzione delle seguenti due equazioni: 
dove 
{ 
~i (t)+ w; '!9i(t) =O 
(K- wr M) z =O 
(1.1.2.2) 
(1.1.2.3) 
{1.1.2.4) 
(1.1.2.5) 
(1.1.2.6) 
Si può notare che la seconda equazione risulta un problema agli autovalori la cui soluzione è data 
dall'annullarsi del determinante della matrice (K- wr M) ed i cui autovettori sono cak:olc:bili 
risolvendo il sistema corrispondente ai singoli autovalori. L'autovettore è chiamato forma moda/e. 
mentre la radice dell'autovalore (wi) corrispondente è detto pulsazione moda/e. 
Se si scelgono gli autovettori di modo che 
zf M zi =l (l .l.: 7) 
definendo Z come la matrice formata dalle varie forme moda li zi corrispondenti alle pulsazioni -, e 
~come la matrice diagonale delle pulsazioni modali, grazie alle proprietà di simmetria della mat·ice 
di massa e rigidezza valgono le seguenti proprietà: 
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• M-ortogonalità zr M Z =I 
• K-ortogonalità zr K Z =D 
per cui scrivendo il problema nella base delle forme moda li (ossia ponendo d = Z p in cui p 
è un vettore le cui coordinate {)i sono le componenti nella nuova base) si riescono a scrivere n DOF 
equazioni disaccoppiate di facile soluzione del tipo 
.. 
{)i (t)+ wt fJi(t) =O. (1.1.2.8) 
In presenza di smorzamento, la soluzione in generale si può trovare riscrivendo il sistema 
{1.1.2.1) in forma del primo ordine nel seguente modo 
(1.1.2.9) 
la cui soluzione presenta la forma 
[ 
d (t) l = ;[ _J-1K ~ l [d (O) l 
v(t) v(O) 
{1.1.2.1D) 
In generale la soluzione possiede autovalori complessi e non più solo immaginari con il risultato di 
avere autovettori con forma variabile nel tempo. Nella pratica, tuttavia, si ipotizza che la matrice 
di smorzamento sia una combinazione lineare delle matrici di massa e rigidezza 
C= ac M+ f3c K {1.1.2.E) 
detta ipotesi di smorzamento alla Rayleigh. In tal caso, proiettando le equazioni nella base del:e 
forme modali, che rimangono costanti nel tempo (compreso un eventuale termine forzante). si 
riesce ancora ad ottenere N equazioni disaccoppiate lineari non omogenee a coefficienti costanf 
Le forzanti tipiche dell'ingegneria strutturale, normalmente eccitano in maniera eviden:e 
solo poche forme modali di una struttura. Più precisamente, ordinando le pulsazioni modali in 
modo crescente, contribuiscono al moto solamente le prime, cioè quelle con periodo più lungo. 
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1.1.3 Algoritmi di integrazione al passo 
Gli algoritmi di integrazione al passo risolvono l'equazione della dinamica (1.1.2.1} in modo 
approssimato fornendo la soluzione per mezzo di una successione discreta di valori assunti dal~ 
variabili in particolari istanti appartenenti al dominio di integrazione temporale O = to < t 1 < .. < 
ti< ti+l < .. < tN =T dove ~t= ti+l -ti è detto passo di integrazione. 
Negli ultimi decenni gli algoritmi di integrazione al passo sono stati oggetti di numerosi studi. 
Per risolvere il problema ai valori iniziali (1.1.2.1) sono utilizzate procedure di integrazione implicite 
ed esplicite. l metodi impliciti necessitano della fattorizzazione di una matrice di rigidezza effettiva 
(o matrice di massa effettiva) e quindi necessitano di un onere computazionale elevato. Essi possono 
essere tuttavia incondizionatamente stabili con la conseguenza di poter essere utilizzati con un 
passo di integrazione elevato. All'opposto, gli algoritmi espliciti tipicamente evitano fattorizzazioni 
di matrici quando vengono utilizzate matrici di massa diagonali, richiedendo di conseguenza uoo 
sforzo minore sia in termini di memorizzazione che di costo computazionale per ogni passo di 
integrazione. La loro stabilità condizionata impone tuttavia una limitazione sul passo di integrazione 
per assicurare la stabilità numerica. Per questa ragione sono solitamente utilizzati in problemi di 
propagazione di onde, dove il passo di tempo necessario per ottenere un'integrazione accurata pt.ò 
risultare dello stesso ordine del limite di stabilità del metodo (Hughes, 1987). 
La soluzione del problema discreto (1.1.2.1) può presentare oscillazioni spurie, prive di cara:-
tere fisico a causa dell'eccitazioni di modi integrati malamente in ambito spaziale. La discretiz-
zazione spaziale delle strutture implica infatti un'integrazione scadente dei modi ad alta frequenza 
con la conseguenza di provocare oscillazioni non realistiche nella risposta (Wood, 1990). PH 
questa ragione sono stati introdotti nella dinamica strutturale degli algoritmi di integrazione CCfl 
dissipazione numerica selettiva ed in particolare con la proprietà di integrare accuratamerrte € 
basse frequenze di una struttura e dissipare al contrario il contributo delle alte frequenze in moco 
da eliminare il contributo spurio. 
L'equazione (1.1.2.1) può essere integrata numericamente in numerosi modi. La procedura 
maggiormente usata è la sua sostituzione con un'equazione alle differenze; gli algoritmi derivarnti ca 
tale procedura vengono denominati schemi alle differenze finite. Un particolare tipo di equaziome al€ 
differenze caratterizza un metodo di integrazione temporale. All'interno della classe degli algoritni 
' 
alle differenze finite, il presente lavoro ha come oggetto algoritmi di integrazione nel tempo al pas:...-:> 
detti single step. Essi ricavano la soluzione ad un determinato istante ti+l = ti +~t in funzior€ 
delle condizioni dell'istante precedente k A tale famiglia appartiene il metodo o:-generalizza:o 
(Chung & Hulbert, 1993}. Contrapposti ai metodi single step esistono gli algoritmi multi step (Ed 
in particolare N step) che ricavano la soluzione all'istante ti+ l in funzione della soluzione di p .J 
istanti precedenti (ti, ti-l····· ti-N)· 
Una strategia alternativa all'approccio semidiscreto con risoluzione nel dominio temporè€ 
mediante algoritmi alle differenze finite è l'introduzione di elementi finiti spazio-temporali. T<:€ 
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metodo offre molti vantaggi potenziali fra cui (Aharoni & Bar-Yoseph, 1992): 
• possibilità di un'unica strategia risolutiva in termini di spazio e tempo m modo da poter 
migliorare l'efficienza computazionale; 
• semplificazione delle applicazioni in cui è conosciuta l'energia piuttosto che le equazioni d€1 
moto; 
• possibilità di introdurre tecniche di discretizzazione adattative. 
La base dello sviluppo dei metodi agli elementi finiti è la formulazione variazionale. Esistooo 
tre tipi di base per tali formulazioni: 
l. principi d'estremo variazionale; 
2. formulazioni variazionali basate su un estremo fisico; 
3. residui pesati. 
Per quanto concerne la categoria (1) si riporta a titolo di esempio il principio di Gur:in 
(1964)1 che consiste nel ricavare un funzionale da minimizzare basato su un lemma valeva~le p:r 
un problema matematico precisa. Possiede il grassa svantaggio di non essere applicabile al calcolo 
non-lineare. 
Alla categoria 2 fanna parte il principio e la legge di Hamilton2 , mentre le formulaàoni ai 
residui pesati (punto 3) vengono ricavate da un'integrazione su un certo dominio dell'equazio1e 
1 Applicato alla dinamica strutturale da Peng (1995) . 
2 Il principio di Hamilton, si vedano ad esempio i testi (Geradin & Rixen, 1994), (Tabarrok & Rimrot. 19ç!). 
consiste in una versione integrata nel tempo del principio dei lavori virtuali. Scritto nella forma 
per un sistema conservativo può essere tradotto nella forma 
o ve 
8 ftt,2 (T - V) dt = O 
8q (ti) = 8q (t2) =o 
T = energia cinetica sistema 
V = energia potenziale 
q =coordinate lagrangiane del sistema 
dimostrando che l'integrale t,2 (T- V) dt rimane stazionario con un qualunque spostamento compaci bile tra ~li 
istanti t1e t2 che però vanifica in t1 e t2. 
La legge di Hamilton più in generale è scrivibile nella forma 
o ve 
W = lavoro virtuale delle forze applicate 
B = quantità di moto 
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differenziale da risolvere moltiplicata per particolari funzioni peso. Rispetto alle formulazioni (l) 
e (2), i residui pesati possiedono il vantaggio di poter essere applicati ad ogni tipo di problema 
senza la necessità di un principio variazionale (Fung, 1996) alle spalle. Zienkiewicz (1977) ha 
dimostrato come molti classici algoritmi alle differenze finite sono ricavabili mediante l'approccio 
dei residui pesati. Recentemente sono stati proposte numerose formulazioni di tipo Galerkin nella 
variabile temporale3•4 . In particolare l'intervallo di integrazione è partizionato in un certo numero di 
sottointervalli, all'interno dei quali la risposta della struttura è approssimata per mezzo di funzioni 
di funzioni interpolanti nella variabile temporale. L'uso di campi di spostamento (ed eventual-
mente momenti) discontinui conduce alla classe di algoritmi impliciti denominati time continuous 
e discontinuous Galerkin5 . Recentemente (Bottasso, 1997) è stato dimostrato come i metodi vari-
azionali possano essere ricondotti a particolari classi di metodi Runge-Kutta (Dekker, 1977). Se 
gli elementi spazio-temporali sono definiti su un sottodominio temporale indipendente dalle variabili 
spaziali e le funzioni di forma di un elemento sono a variabili separabili 
Ni (x, y, z, t) =Xi (x, y, z) · ti(t) (1.1.3.1) 
un algoritmo basato su una formulazione variazionale è riconducibile alla sua applicazione diretta 
al problema semidiscreto, oggetto del presente lavoro. 
1.1.3.1 Forma ricorsiva 
Un algoritmo di integrazione temporale è formulato mediante l'utilizzo di una serie di variabì i 
che in genere sono costituite dall'approssimazione degli spostamenti e delle relative derivate. Gi 
algoritmi di uso standard nei programmi agli elementi finiti fanno uso delle variabili spostamenti d. 
velocità v ed accelerazioni a. Visto il numero di variabili in gioco vengono detti per questo thre= 
stage. Nel presente lavoro verranno anche considerati algoritmi formulati con l'utilizzo di due so~ 
variabili6 (spostamenti d, e velocità v oppure in termini di coordinate hamiltoniane, spostamen:i 
generalizzati q= d e momenti generalizzati p= Mv). 
3 Si definiscono metodi Bubnov-Galerkin quei metodi ai residui pesati in cui le funzioni peso sono dello stesSJ 
tipo (a meno del valore agli estremi) delle funzioni di forma considerate per interpolare le variabili. l metodi PEtro.-
Galerkin si differenziano dai primi in quanto le funzioni peso possono appartenere ad uno sottospazio di funzio-i 
diverso da quello delle funzioni di forma (Hughes, 1987). 
4 Si vedano ad esempio i lavori di Hulbert & Hughes (1990), Borri & Bottasso (1993) e Cannarozzi & M2ncu5: 
{1995) . 
5 l metodi Time Discontinuous Galerkin risultano secondo la denominazione definita di tipo Bubnov-Gal<::·,..kin 
6 Va notato che il numero delle variabili di stato del sistema, ossia il numero minimo di variabili nec€ssa~~ 
ad approssimare la soluzione dell'equazione del moto (1.1.2.1) è 2, come risulta evidente dall'equazione (l.l2.1C· 
oppure (1.1.3.8). 
15 
Definite le variabili per mezzo di un unico vettore 
y = [ : ] per algoritmi three stage oppure y = [ ~ l ( owero y = [ : l ) per algoritmi tlM:> stage 
(l.L3.2) 
se 
rappresenta la soluzione approssimata all'istante t, uno schema sing/e step può normalmente essere 
scritto nella seguente forma ricorsiva 
dove 
è detta matrice di amplificazione 
è il vettore di carico 
(1.1 .. 3.3) 
(l.L3.4i 
Il vettore di carico Li dipende dal valore della forzante all'interno del passo di integrazione. mentrE 
la matrice di amplificazione A è indipendente dalle variabili relative all'algoritmo stesso e dal carico 
esterno e risulta in generale funzione delle caratteristiche del sistema, del passo di integrazionE 
usato e degli eventuali parametri liberi di uno schema. 
Applicando la formula ricorsiva (1.1.3.3) ripetutamente SI può ritrovare la soluzio111e m 
funzione delle condizioni iniziali 
i-l 
Yi =Ai Yo + LAiLi-1-i +Li-l· 
j=l 
Come è intuibile dalla relazione (1.1.3.5) le proprietà di un algoritmo dipendono in modo fonda-
mentale dalla matrice di amplificazione e quindi è prassi studiare il caso di assenza di forzante, per 
il quale vale la semplice relazione 
(1.1.3.6 
1.1.3.2 Analisi 
In regime lineare, se uno schema di integrazione integra direttamente la struttura g·lob-
ale in esame senza fare uso di partizioni, l'analisi delle proprietà dell'algoritmo schema possonc 
essere dedotte dalla sua applicazione diretta ad un semplice sistema ad grado di libertà priv'O d 
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smorzamento viscoso7 , senza perdita di generalità (si veda l'equazione 1.1.2.8), grazie alla validità 
dell'analisi modale; ci si riconduce pertanto all'equazione 
la cui soluzione è 
{ 
m d+ k d= fex (t) 
d (O) =do 
d (O)= vo 
d (t) = A sin(wt) + B cos(wt) + soluz. particolare 
(1.1.3.7) 
(1.1.3.8) 
dove la determinazione delle costanti A e B dipende univocamente dalle condizioni iniziali e la 
pulsazione è data dalla relazione 
w=~- (1.1.3.9) 
Indicando con 
(1.1.3.10) 
la soluzione esatta all'istante ti, si definisce T come errore locale di troncamento8 
(1.1.3.12) 
mentre si definisce come errore all'istante ti la differenza tra la soluzione approssimata fornita 
dall'algoritmo e quella esatta a partire dalla stessa condizione iniziale 
(1.1.3.13) 
7 L'equazione con il termine viscoso per un grado di libertà può essere scritta nella forma 
d +2çw d +w2 d= fex (t); 
tuttavia si può osservare (si veda (Fung & Leung, 1996)) come tale equazione possa essere ricondotta al caso ;:rivo 
di smorzamento introducendo la trasformazione 
x (t) = exp ({wt) u (t) 
che porta all'equazione 
x+ (1- ç2)w2 x= f (t)exp(çwt) 
8 In letteratura esistono numerose definizioni di errore di troncamento. Accanto alla definizione più c.~ssi­
ca (1.1.3.12) riportata ad esempio nel testo di Hughes (Hughes, 1987), per un'algoritmo three stage spes::-o è 
conveniente l'utilizzo della definizione (Hilber & Hughes, 1978) 
T = ~[d~( t_+_6....!.t )_+_A......:2:....d~( t-'-) ~+_A_:1_d :2-( t_-_6-_t_,_) _+_A..::.0d_(.)_t_-_2_6.....:..:.t)] 
6.t2 
(: 1: ll) 
dove A2. A 1 and Ao sono i coefficienti del polinomio caratteristico associato alla matrice di amplificazion~ A. 
Tale definizione deriva dall'applicazione della forma ricorsi va (1.13.3) su tre passi in modo da ottenere l'a igcr:mo 
one step-three stage in una formulazione negli soli spostamenti three steps-one stage che risulta S;:Jettralr7'~nte 
equivalente (Hulbert, 1991). Va notato per mezzo della definizione (1.1.3.11) l'ordine di accuratezza del mE:Jda 
risulta direttamente il grado del termine principale della relativa espansione in serie di Taylor. 
per CUI 
i-1 
e( ti) =Ai e(t0 ) -L AJT (ti-l-j) -T (ti-d 
j=l 
Un algoritmo si dice convergente se 
Definito il raggio spettrale di una matrice 
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(1.1.3.14; 
(1.1.3.15) 
(1.1.3.16) 
dove .. \ sono gli autovalori di A, la matrice di amplificazione A è detta spettralmente stabile (E 
l'algoritmo è detto stabile) se 
p(A) ~ l se Àmaxl =J Àmax2 oppure 
p(A) < l se Àmaxl = Àmax2 
(1.1.3.17) 
Si può dimostrare che se A è spettralmente stabile9 allora, presa una qualunque norma di 
un vettore ed una norma matriciale ad esso compatibile, vale 
(1.1.3.23) 
9 Al fine di valutare la stabilità risulta conveniente l'applicazione al polinomio caratteristico della matrice A 
p 
II (r) = 2::: Cjri (113 18) 
j=O 
della trasformazione 
l+Z 
r---- 1-z· 
In questo modo le condizioni (1.1.3.17) vengono trasformate nella verifica che le radici del polinomio a coefficient' 
reali nella variabile Z abbiano parte reale negativa (strettamente se le radici sono multiple) o nulla. A talE scc·po E 
sufficiente l'applicazione del criterio di Ruth-Hurwitz; in generale un polinomio di grado n 
n 
p (Z) = 2::: aizi (11 3 20) 
i=O 
presenta radici con parte reale negativa se la prima colonna della matrice di n+1 righe così ottenuta 
(~ l : 21 
dove i coefficienti b, c, .. ,z si ottengono con le seguenti relazioni 
(: l : 22 
non presenta alternanze di segno. 
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Uno schema ricorsivo si definisce consistente se esistono le costanti positive C2 e k indipendenti 
da 6.t tali che (Hughes, 1987) 
(1.1.3.24) 
la costante k è detta ordine di accuratezza. Condizione sufficiente per la convergenza dell'algoritmo 
è che esso sia stabile e consistente. 
Accanto all'errore locale di troncamento (Eq. 1.1.3.12) esistono altre misure di accuratez-
za legate alla matrice di amplificazione A, dette dispersione numerica o errore in fase e dissi-
pazione numerica oppure errore in ampiezza. In genere la matrice di amplificazione A può essere 
riscritta sostituendo il passo di integrazione 6.t con il parametro adimensionale detto pulsazione 
adi mensionalizzata 
n= w 6.t. (1.1.3.25) 
Affinché un algoritmo tenda alla soluzione esatta per passi di integrazione tendenti a zero (6.t ---.O 
o anche n---+ O) due autovalori della matrice di amplificazione devono essere complessi e coniugati; 
essi vengono chiamati radici principali e possono essere espressi come 
(1.1.3.26) 
dove n e e sono detti rispettivamente pulsazione algoritmica adimensionalizzata e smorzamento 
numerico. L'errore relativo in periodo 
6.T 
T 
T-T n 
---=-=--1 
T n 
è una misura dell'errore in fase, mentre e fornisce una misura dell'errore in ampiezza. 
(1.1.3.27) 
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1.1.4 Algoritmi di integrazione temporale impliciti 
Come sottolineato in precedenza, gli algoritmi impliciti, al fine di poter procedere nel-
l'integrazione, necessitano la fattorizzazione di una matrice di rigidezza effettiva, se risolti negli 
spostamenti, oppure di una matrice di massa effettiva quando risolti nelle accelerazioni; necessi-
tano quindi di un onere computazionale elevato. Essi possono essere tuttavia incondizionatamente 
stabili con la conseguenza di poter essere utilizzati con un passo di integrazione elevato. Grazie a 
questa caratteristica, gli schemi impliciti sono utilizzati frequentemente, in particolare nei problemi 
in cui le sollecitazioni dinamiche interessano per la magior parte i modi a bassa frequenza10 e che 
quindi una non accurata integrazione dei modi elevati non rovina la soluzione. 
Storicamente il metodo implicito alle differenze finite più utilizzato in letteratura è lo schema 
denominato Constant Average Acceleration11 (TR). Il metodo, oltre a risultare molto efficiente 
nell'implementazione, possiede la proprietà di conservare l'energia totale del sistema elastico che 
analizza. Non possiede quindi proprietà dissipative, caratteristica che lo conduce a prestazion~ 
scadenti se applicato a particolari problemi strutturali con alte frequenze spurie. 
Il primo metodo implicito a possedere proprietà dissipative è stato il metodo e di W!J.-
son, proposto nel 1968, in seguito migliorato da Hilber e Hughes (1978) nel metodo di col/cr 
cazione. Nel 1977 Hilber, Hughes e Taylor hanno proposto uno dei metodi a dissipazione con-
trollata maggiormente utilizzato denominato HHT-a (Hilber & Hughes, 1978). Nel 1980, Wood 
Bossak e Zienkiewicz hanno sviluppato un'ulteriore a-modifica, nel cosiddetto metodo WBZ-o. 
(Wood et al., 1981). Nell'ultimo decennio è stata infine proposta una sintesi dei due metodi 
(Chung & Hulbert, 1993) nel metodo a-generalizzato (CH-a). 
Gli algoritmi a base variazionale di tipo Time Discontinuous Galerkin (TDG) sono stat" 
studiati ed applicati alla dinamica delle strutture da Hughes e Hulbert (Hughes & Hulbert. 1988) 
(Hulbert & Hughes, 1990) e da Johnson (1993); sono stati ripresi ed applicati in letteratura da vari 
autori (si vedano ad esempio Aharoni e Bar-Joseph (1992), Li e Wiberg (Li & Wiberg. 1996) 
(Li & Wiberg, 1998), (Wiberg & Li, 1997a), (Wiberg & Li, 1999), Cannarozzi e Mancusc 
(1995), Fung (Fung, 1996), (Fung & Leung, 1996) e (Fung, 1997)). 
10 É il caso ad esempio di una generica sollecitazione sismiche. 
11 Il nome deriva dal fatto che l'algoritmo può essere formulato a partire da un'accelerazione costante all'irterr•: 
del passo di integrazione pari alla media dell'accelerazione di inizio e fine passo. Facendo parte della famig•ia o~· 
metodi di Newmark è spesso citato per estensione come metodo di Newmark implicito. Lo schema si trova ancb-= 
denominato con il termine Trapezoidal Rule poiché consiste nella regola del trapezio applicata al problema riscrit:: 
in forma del primo ordine. 
1.1.4.1 Il metodo a-generalizzato 
1.1.4.1.a Formulazione 
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Il metodo a-generalizzato (Chung & Hulbert, 1993) (CH-o:) consiste nella generaliz-
zazione delle modifiche o: HHT (Hilber et al., 1977) e WBZ (Wood et al., 1981). Si basa su 
una formulazione che prevede le stesse approssimazioni per spostamenti e velocità del metodo di 
Newmark (Newmark, 1959) 
vi+l =vi+ (l - 'Y) llta;_ + rllta;_+l 
di+I = di + lltvi + G - /3) llt2a;_ + (3llt2a;_+l 
ed impone l'equilibrio mediante 2 parametri o: (o:m e o:1) 
(l- o:m) M a;.+ I+ o:mM a;_+ (l- o:!) Cvi+I +o:! Cvi+ (l- o:!) K di+l + 
0: f K di = fex ( ti+l-af) 
ove si intende 
o ve 
Lo schema fornisce la seguente matrice di amplificazione 
{ ;:~~;,:~ } { 
-o:!K 
A= n-1 - {-~} { 
{- P~t'} { 
{ 
} {
{ 
(1.1.4.1) 
(1.1.4.2) 
(1.1.4.3) 
(1.1.4.4) 
(1.1.4.5) 
Nel caso di un solo grado di libertà privo di smorzamento la matrice può essere scritta in 
funzione del parametro n (Eq. 1.1.3.25): 
-l+am+a,,B02 
-l+am-,8 0 2+at.B 02 
A= n2 w 
-l+am-,802+a,,an2 n 1-am+.B f12-a/,B02 
n2 w2 
-l+am-,802+a1,B02 02 
( -l+at) n2 !:!:'. 
l-am+,802-a,,B02 n 
-l+am+2,6 n 2 
-l+am-,B02+a/,B02 2w2 
( 
2-2 <>m-21'+2.8 n2-2 "'1 .a n2-) 
,n2+"'f1'n2 n 
2 ( 1-am+,B ft2-a1 ,B 02) w 
2am+02-at 0 2-2,8 0 2+2at.B 0 2 
2 ( -l+am- ft2+at,B 02) 
(1.1.4.6) 
Formulato nei 4 parametri (3, T• o:m. o:1 , il metodo è stato ottimizzato al fine di ottenerE 
una dissipazione controllata ed un buona accuratezza. Il metodo o: risulta del 2° ordine12 purché 
l 
l = 2 - O:m + 0: f (1.1.~7) 
12 Generalmente il primo passo nelle analisi degli algoritmi è di riferirsi all'accuratezza (Hulbert, 1991), lascièndc 
la stabilità in seconda istanza. 
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Applicando il criterio di Ruth Hurwitz al polinomio caratteristico della matrice (1.1.4.6) con la 
trasformazione (2.2.8.14)13 , si scopre che il metodo è incondizionatamente stabile se valgono le 
condizioni 
l 
am < al :'S 2 
l l 
(3 ;;:: 4 + 2 (a l - a m) 
(1.1.4.8) 
(1.1.4.9) 
Affinché il metodo dissipi le alte frequenze è necessario che le radici principali14 rimangano 
complesse per n-+ 00. Questo è verificato se 
(1.1.4.10) 
relazione che rispetta la disuguaglianza (1.1.4.9) nell'intervallo di validità delle condizioni (1.1.4.8}. 
Utilizzando le relazioni (1.1.4.7) e (1.1.4.10), per ottimizzare la dissipazione del metodo in 
funzione dei parametri rimanenti am e a 1 è utile che la norma della radice spuria sia sempre minore 
di quella delle radici principali. Se n-+ oo gli autovalori della matrice (1.1.4.6) divengono 
(1.1.4.11) 
Nell'ottica di utilizzare il ragg1o spettrale relativo alle altissime frequenze (n -+ oo) p= = 
max (-\r2 , -\~) quale parametro di controllo della dissipazione si può dimostrare che la dissipazione 
delle basse frequenze è minimizzata se 
(1.1.4.12) 
da cui, sostituendo nelle equazioni (1.1.4.11), si ottengono le relazioni 
(1.1.4.13) 
che combinate alle (1.1.4.7) e (1.1.4.10) consentono di formulare in modo ottimale il metodo per 
mezzo del solo parametro p
00 
scelto in base alle necessità dell'analisi, e danno luogo alla seguente 
matrice di amplificazione 
13 Si veda la nota 9. 
14 si veda il paragrafo 1.1.3.2 
_ fl(poo+l)2(P00 -2) 
w( -p~ +3p00 +2+fl2) 
-2p~+6p00 +4-2p00 fl2 -fl2 +fl2p;, 
2( -p~ +3p00 +2+fl2) 
(Poo+l)2n 
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1.1.4.1. b Caratteristiche 
Come sottolineato nella formulazione, il metodo CH-a è uno schema accurato al secondo 
ordine e, contrariamente alle precedenti modifiche a può essere utilizzato con una dissipazione 
scelta dall'utente che ricopre l'intero range O :=; Poo :=; l. 
Il metodo è formulato in termini delle tre variabili spostamenti d, velocità v ed acceler-
azioni a. Le condizioni iniziali normalmente consistono in un set di spostamenti d0 e velocità 
v 0 e di conseguenza le accelerazioni ao vanno inizializzate. Analogamente alle altre a modifiche 
(Hulbert & Hughes, 1987) e come verrà dimostrato nel caso più generale di una forza di reazione 
non lineare, per mantenere l'accuratezza del secondo ordine l'accelerazione iniziale va calcolata in 
base alla relazione di equilibrio 
ao = M-1 (fex (t)- Cvo- K do) (1.1.4.15) 
in caso contrario il metodo risulta semplicemente del primo ordine. Non solo, se gli spostamenti 
e le velocità risultano accurate al secondo ordine, le accelerazioni possiedono un'accuratezza di 
ordine uno se Poo =l= l. Risulta tuttavia accurata al secondo ordine la seguente combinazione: 
{1.1.4.16) 
Si può notare come mediante la scelta p00 = l il metodo sia spettralmente equivalente al gia citato 
metodo TR (metodo di Newmark con f3 = ~e'"'/=~). Utilizzando le relazioni (1.1.4.7), (1.1.4.10) 
e (1.1.4.13) si ottengono i seguenti valori 
'"'(=~ f3=i 
am = ~ a!=~ (1.1.4.17) 
per cui il metodo differisce da quello di Newmark a causa dei parametri a non nulli. Va notato 
tuttavia che l'uguaglianza am = a 1 fa si che venga calcolata una relazione di equilibrio "esatta". 
non modificata con pesi diversi sulle forze inerziali e quelle di reazione, ed in particolare a metà 
passo. Considerando però che il punto di partenza siano le condizioni iniziali (1.1.4.15), nel caso 
di vibrazione libera i due metodi coincidono perfettamente in quanto utilizzano le stesse relazioni 
combinate linearmente in modo diverso. In presenza di forzante i due schemi possono differire 
o meno in relazione alla metodologia di valutazione della forzante nell'equazione di equilibrio. In 
particolare se fex (ti+ l-o:!) è valutata con la regola del trapezio generalizzata 
(1.1.4.18) 
i metodi tornano a coincidere per lo stesso motivo appena descritto, mentre se è valutata con la 
regola del punto medio generalizzata 
(1.1.4.19) 
i metodi potranno fornire risultati diversi in quanto l'equilibrio di metà passo non corrisponde 
esattamente ad una combinazione lineare di quelli ad inizio passo e a fine passo. 
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Se Poo = ~ lo schema corrisponde al metodo HHT-a di massima dissipazione ottenuta per 
a_ 1.1s 
- 3 
l metodi one-step multistage possono essere scritti in forma di metodo linear multistep 
(LMS)16 e quindi sono spettralmente equivalenti a particolari metodi LMS17 . Uno schema LMS, in 
assenza di forzante è esprimibile nella forma 
p 
I: [aiMdi+i + ~t1iCdi+i + ~t2,8iKdi+i] =O 
j=O 
(1.1.4.20} 
In particolare, il metodo CH-a, scritto in forma LMS dà luogo ai seguenti coefficienti 
ao=am lo= a,(-1 +1) .Bo= al G + ,8- l) 
a1 = 1- 3am 
a2 = -2 + 3am 
a3 = 1- am 
1 1 =-l+ 2at + 1- 31a! 
1 2 =l- al- 21 + 31a1 
1 3 = (1- a,)! 
,81 = 1 + ,8-1- 3,8af + 21aj 
,82 = 2 - ~ - 2,8 + 1 + 3,8a 1 - ìa 1 
,83 = (1- a,),B 
o, in termini di Poo 
- 2p09-l 
ao- +l Poo 
5p -4 al=_=--:: 
Poo+l 
4p -5 
a2 = ==---= 
Poo+l 
a __ Poo-2 
3 - Poo+l 
La particolare scelta Poo = O conduce ai seguenti parametri 
a 0 = -1 lo= O .Bo= O 
a 1 = 4 
_l 
Il- 2 ,81 =o 
a 2 = -5 12 = -2 ,82 =o 
a 3 = 2 - 3 13- 2 ,83 =l 
(1.1.4.21) 
(1.1.4.22) 
(1.1.4.23) 
si può notare che nel caso di assenza di smorzamento il metodo è spettralmente equivalente al 
metodo di Houbolt 
ao = -1 
a 1 = 4 
a 2 = -5 
a 3 = 2 
l 
lo= -3 
- 3 
Il - 2 
12 = -3 
"' -D 13- 6 
.Bo= O 
,81 =o 
,82 =o 
,83 =l 
(1.1.4.2L) 
che risulta l'unico metodo 3-step asintoticamente annichilante (Hulbert, 1991), ma conosciuto pEr 
l'eccessivo smorzamento del contributo dei modi di bassa frequenza. 
Molti metodi di integrazione dissipativi manifestano la tendenza ad amplificare troppo a 
soluzione, in termini di spostamenti efo velocità, nei primi passi di integrazione. Il fenomenc. 
analizzato per la prima volta per il metodo di() di Wilson, è denominato overshoot ed è amplifica:J 
15 si vedano le relazioni (1.1.4.13} 
16 Il contrario non è invece in generale possibile (Hulbert, 1991}. 
17 Si veda la nota 8. 
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con l'aumentare del passo di integrazione. Imponendo le condizioni iniziali {1.1.4.15), si possono 
esprimere le relazioni che legano spostamenti e velocità a fine primo passo: 
(1.1.4.25) 
esaminando il limite per n ---+ 00 si trova che 
(1.1.4.26) 
oppure, in funzione di Poo 
(1.1.4.27) 
dalle quali si può notare come vi sia la tendenza ad amplificare indefinitamente le velocità se 
( overshoot nelle velocità) per Poo =/= l; il fenomeno è massimizzato se Poo =O. 
1.1.4.2 Il metodo Time Discontinuous Galerkin 
Gli algoritmi TDG possono essere formulati mediante l'utilizzo delle sole incognite spos".a-
menti d oppure ricorrendo anche al campo delle velocità v 18 . Per attuare questa seconda ipotesi si 
può scegliere di applicare un moltiplicatore di Lagrange alla relazione che lega i due campi oppure 
applicare direttamente la forma del primo ordine delle equazioni del moto (1.1.2.1). Nel presente 
lavoro si è considerata direttamente la formulazione a due campi. 
1.1.4.2.a Formulazione 
Il metodo TDG si ritrova in letteratura formulato in termini di coordinate lagrangiane q 
per mezzo delle quali l'equazione (1.1.2.1) viene riscritta semplicemente sostituendo la variable 
spostamento con la variabile q 
{ 
Mq (t) +Cq (t) +Kq (t)= fex (t), 
q (O)= Cio 
q(O) =va 
t E I= (0, T) 
(1.1.4.?3) 
l metodi TDG standard derivano da una formulazione ai residui pesati dell'equ.azicne 
(1.1.4.28) nella quale le condizioni iniziali vengono imposte in forma debole. Si ottengono metcdi 
18 In letteratura le velocità spesso sono sostituite dai momenti cinetici. 
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con proprietà ottimali (Cannarozzi & Mancuso, 1995) considerando le derivate degli spostamenti 
come un campo indipendente dagli spostamenti stessi, utilizzando per i due campi le stesse funzioni 
di forma con l'approccio Bubnov Galerkin. 
Per ricavare gli algoritmi l'equazione {1.1.4.28) deve essere riscritta m forma del pnmo 
ordine 
l 
a) 
b) 
c) 
d) 
p (t) +CM-1p (t) +Kq (t) = fex (t) t I= (O T) 
M-1p (t) -q (t) =O ' E ' 
q (O)= <io 
p (O) = Po = Mvo 
e deve essere considerata una partizione del dominio temporale 
con O= to < t1 < .. <ti < ti+1 < .. < tN =T dove 
(1.1.4.29) 
(1.1.4.30) 
(1.1.4.31) 
Siano q0 e p 0 i vettori degli spostamenti e dei momenti al tempo fi = lime__,o+ (ti+ E), 
i quali sono conosciuti dal passo precedente oppure, se i = O, dalle condizioni iniziali q0 e PJ· 
Siano inoltre qi e Pi {i = l, .. , k, .. , nmax + 119 ) i vettori degli spostamenti e dei momenti a&Ji 
istanti tt = lime-->O+ (ti+ c), ... , ti+ n~ax 6.t, ... , ti+l = lime-->O- (ti+l +c) i quali COstituiscono i 
2 · ( nmax + l) vettori incogniti nel calcolo di un passo. Le quantità sono mostrate schematicamentre 
in Figura 1.1.4.1 nel caso di funzioni di forma lineari, in cui le incognite divengono gli spostamenrt:i 
ed i momenti ad inizio e fine passo di integrazione. Usando funzioni di forma polinomiali le varial:ili 
possono essere espresse come 
q (t) = I:~::x+ 1 T[ (t) ql 
p (t) = I:;::tx+1 Ti (t) Pl 
dove Tz sono i polinomi lagrangiani 
nmax+1 t- (ti+ k- 1 /}.t) 
Tz (t) = II nmax . 
k=1kc;ll (ti+ l-l /}.t) - (ti+ k- 1 /}.t) 
nmax nmax 
Le funzioni peso corrispondenti sono 
W q (t) = I:~;;_ax+l Tz (t) Wq
1 
Wp (t) = I:;::tx+1 Tz (t) Wp1 
l metodi H sono ottenuti pesando le equazioni {1.1.4.29) e imponendo tutto a zero: 
(1.1.4.32) 
(1.1.4.33) 
(1.1.4.31) 
(1.1.4.33) 
19 come sarà precisato, il campo degli spostamenti e delle velocità risulta interpolato mediante funzioni di forra 
polinomiali; nmax risulta il grado del polinomio interpolante. 
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t;· t: 
- -----~~~-- -----~----
/ -cr 
q,, p 1 
Figura 1.1.4.1: Elementi finiti temporali con funzioni di forma lineari 
per ogni Wqz e wp1 • Diversamente dalla maggior parte degli algoritmi alle differenze finite 
(Hoff & Taylor, 1990a), questa formulazione non necessita il calcolo di accelerazioni efo altre 
derivate temporali, con la conseguenza di non necessitare particolari procedure di inizializzaziom:; 
il primo passo è quindi considerato come un passo generico. In generale le relazioni (1.1.4.35) 
conducono ad un sistema, di ordine 2 · (nmax + 1), del seguente tipo 
dove 
Fj =fil Tj (t) fex (t) dt 
ail = fi1 Tj (t) Tz (t) dt 
bqp,jl = Tj (ti+l) Tz (ti+l) ~ fi
1 
Tj (t) T[ (t) dt 
bpq,jl = ~Tj (ti) Tz (ti) ~ fi1 Tj (t) it (t) dt 
j = l...nmax +l 
j = l...nmax +l 
(1.1.4.3f) 
(1.1.4.31) 
Risolto il sistema (1.1.4.36) gli schemi Hnmaxnmax possono essere definiti con la successione 
Nel caso particolare di funzioni di forma lineari, ossia 
(t) - titl-t T1 - ((,t 
Tz(t)=t~/· 
i= O, ... ,N -1 (l. l A.3E) 
(1.1.4.3~) 
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si ottiene il seguente sistema lineare 
l 
a) t:.t K t:.t K (11 t:.tcM-1) (11 t:.tcM-1) - + F 3 q1 + 6 q2 + 2 +3 P1 + 2 +6 Pz - Po l 
.6:t K .6:t K ( 11 t:.t CM-1) ( 11 t:.tcM- 1) F 
dove 
b) 
c) 
d) 
6 ql + 3 qz + -2 +6 P1 + 2 +3 Pz = 2 
1 1 + t:.t M-1 t:.t M-1 - 2 ql - 2 qz 3 P1 + 6 P2 = -qo 
1 q - l q + t:.t M-1 P + t:.t M-1 P = O 
2122 6 l 3 2 
F1 = J2+L'l.t TI (t) fex (t) dt 
F2 = ft~;+L'l.t T2 (t) fex (t) dt 
che conduce alla formulazione delloschema Hll. 
1.1.4.2.b Caratteristiche 
(1.1.4.40) 
(1.1.4.41) 
Gli algoritmi Hnmaxnmax sono m generale incondizionatamente stabili, asintoticamen:e 
annichilanti ed accurati con ordine di accuratezza pari a 2nmax + l. 
In particolare gli algoritmi Hll, H22 ed H33 conducono rispettivamente alle seguenti matrci 
di amplificazione 
(1.1.4.42) 
L'l.t 3(1200-12802+04 ) ] 
m 3600+21602+904+06 
3( 1200-528 0 2+1704) 
3600+216 02+9 04+06 
{1.1.4.43) 
[ 
4(176400-8100002+393004-3106) 
A _ 705600+2880002+72004+1606+0s 
H 33 - m02 4( -176400+2220002-45004 +06) 
t:.t 705600+2880002+72004+1606+0s 
t:.t 4(176400-2220002 +450!1~-o6 ) ] 
m 705600+ 28800 02 + 720 0 4 + 16 f26 +08 
4( 176400-8looo 0 2+3930 0 4 -31 n 6 ) 
705600+28800 0 2+720 0 4+16 06-,-0B 
(1.1.4.4-1-) 
generando i raggi spettrali riportati in Figura (1.1.4.2). 
Nella tabella (1.1.4.1) si riportano i termini principali dello sviluppo in serie di Taylor dEl-
l'errore di troncamento T, dell'errore relativo in periodo f'TT e dello smorzamento algoritmìcc ~ 
attorno a n = o, utilizzando le seguenti notazioni 
{l.L4.LS) 
confermando l'accuratezza rispettivamente del 3°, 5°e 7° ordine. 
Come dimostrato per l'algoritmo Hll da Bauchau e Theron (Bauchau & Theron. 1996' la 
discontinuità ad inizio passo rende gli schemi TDG a decadimento energetico e L-stabili. 
In effetti, il grosso svantaggio dei metodo TDG è legato alla dimensione dEl siste1a 
(1.1.4.36), pari a 2 · (nmax +l) nDoF. ossia 2- (nmax +l) volte più grande di quelli che ris..l-
tano dalle discretizzazioni convenzionali nel tempo dell'Equazione (1.1.2.1). La matrice glob.aiE :la 
1.0 ..... , ..,.,~-----
\ " \ 
\ 
\ " \ 
\ 
' ' ' 0.5 r- ' 
0.0 
' ...... 
r--- -~-~---
----H11 
i--- H22 
· -- - - H33 
! ____ - CH- a p 
00 
=0.0 
' 
' 
-- ------ ---. 
o 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
n 
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Figura 1.1.4.2: Raggio spettrale relativo agli algoritmi Hll ed H22, H33 confrontati con il metodo 
CH-o: con Poo = O 
Tabella 1.1.4.1: Proprietà di accuratezza dei metodi Hll, H22 e H33 
Il Schema l Cadr 
Hll l 4 -/2Po 4 
_l 4 ..l. 3 -72qo 270 72 
H22 l 6 l 6 ~1- 6 l 5 - 12ooqo -nooPo 42000 7200 
i 
H33 l 8 l 8 l 8 l 7 ' -141120oqo - I4112ooPo 1411200 i 11113200 
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invertire risulta inoltre non simmetrica. Quindi, un punto critico al fine dell'applicazione pratica 
dei metodi risulta essere lo sviluppo di procedure adatte della soluzione delle equazioni (1.1.4.36). 
A causa dell'onere computazionale gli algoritmi TDG di ordine superiore a l sono stati pressoché 
abbandonati. 
Al fine di limitare l'onere computazionale celativo allo stesso schema Hll, Li e Wiberg (1996) ----
hanno proposto una strategia risolutiva di tipo iterativo basata su una matrice ridotta. BaS3tÌ 
sulla stessa strategia gli stessi autori hanno anche proposto un metodo TDG in versione esplicita 
con particolari implementazioni nelle velocità (Wiberg & Li, 1997b)- (Wiberg & Li, 1999) con 
il risultato di ottenere un metodo accurato al terzo ordine, con un limite di stabilità supeniorE al 
metodo delle differenze centrali. 
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Lo schema di implementazione del metodo risulta il seguente 
(1.1.5.3) 
1.1.5.2 Il metodo a-generalizzato esplicito 
Proposto da Hulbert e Chung (Hulbert & Chung, 1996) il metodo a-generalizzato esplic-
ito (HCE-a) propone le stesse approssimazioni di velocità e spostamenti (si vedano le relazioni 
1.1.4.1) e la stessa relazione di equilibrio (si veda l'equazione 1.1.4.2) del metodo implicito da 
cui è stato dedotto. Gli autori notano come, contrariamente alla versione esplicita del metodo 
HHT-a (Miranda et al., 1989), il metodo non possa più essere formulato in termine del parametro 
p00 . Lo schema viene allora riformulato utilizzando nuovi parametri liberi, strettamente conrl€Ssa 
alla dissipazione algoritmica in prossimità del limite di stabilità. In particolarre vengono utilizzati il 
modulo delle radici principali alla pulsazione adimensionalizzata di biforcazione nb (Pp) ed il modulo 
della radice spuria corrispondente alla stessa pulsazione (Ps )20 . Affinché il metodo sia accurato a~ 
secondo ordine deve ancora valere la relazione (1.1.4.7) 
l 
Ì = 2- am +ai (1.1.5.4) 
qui riscritta per comodità. Analizzando il comportamento al momento della biforcazione nel caso 
privo di smorzamento si ottengono le seguenti relazioni 
_ 2PpPs+Pp-1 
am - (Pp+l)(p.+l) 
(3 = a f + 1-p P- 2PpP s + -,---(_,__1.,.-r'Pp:..L.)_,._( 1_--:-P"-pP..:..s )'--2----:-
(Pp+l)(P.+1) af l+Pp 
2
(l+Ps)(2+Ps-PpPs) 
~~-~---~-~-
(1 + Pp) (2 + (1- Pp) Ps) 
4( l+Pp) ( 2+( 1-pp )Ps) ( 3-pp+Ps -3PpPs) 
2( 5-p~ )+( 5-13pP-p~+p~ )Ps- ( 1-pP) p'l; 
dalle quali si può notare come a 1 sia un ulteriore parametro libero. 
(1.1.5.51 
L'algoritmo può allora essere formulato in due diversi modi in base all'utilizzo dello smorza-
mento; Può essere infatti proposto come metodo completamente esplicito nella forma predicto· 
20 É evidente che la dissipazione algoritmica può essere governata più facilmente regolando il limite di bibrca.:::iorv: 
piuttosto che quello di stabilità il cui raggio spettrale necessariamente risulta unitario indipendentemente da q~antc 
accade per frequenze inferiori allo stesso. 
corrector in cui ci si limita ad una sola fase di correzione che segue 
Predictors: 
vi+l =vi+ (1- !) /)..t~ 
di+l = di + /)..tvi + (! - f3) /)..t 2~ 
Equazione di equilibrio 
(l- am) M ~+l= fex (ti+l-a1 )- a,M ai- (1- a,) ~vi+l- af Cvi 
~(1-a1)K di+l-af K di 
Correctors: 
vi+l = vi+l + r/)..t~+l 
di+l = di+l + {3/)..t2~+1 
oppure con lo smorzamento trattato implicitamente per af =J l 
Predictors: 
vi+l =vi+ (1- !) /)..t~ 
di+ l = di + /)..tv i + ( ~ - f3) /)..t2ai 
Equazione di equilibrio 
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{1.1.5.6) 
((l- am) M+r/)..t (1- af) C) ~+l= fex (ti+l-a1)- amM ~- (1- af) Cvi-l 
Correctors: 
vi+I =vi+ l+ ,f)..t~+I 
di+l = di+l + {3/)..t2~+1 
-a, Cvi- (l- af) K di+l- af K d1 
{1.1.5.7) 
La forma con trattamento esplicito dello smorzamento (1.1.5.6) rimane accurata al secondo 
ordine se 
a 1 =l (1.1.5.8) 
Va notato che i parametri Pp e p8 presenti nelle relazioni {1.1.5.5) hanno significato fisico 
di moduli degli autovalori della matrice di amplificazione solamente in assenza di smorzamento. 
Hanno comunque notevole importanza nell'applicazione pratica degli algoritmi vista l'incerteZza 
nella valutazione pratica dello smorzamento. Al fine della massimizzazione della dissipazione dele 
alte frequenze si richiede che Pp ::; Ps· Con questa limitazione si può notare come il punto di 
biforcazione nb sia massimizzato se Pp = Ps = Pb per cui in assenza di smorzamento la migliore 
scelta dei parametri risulta 
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1.1.5.3 Una nuova famiglia di metodi espliciti TDG 
In questo sottoparagrafo viene presentata una nuova famiglia di procedure esplicite di inte-
grazione temporale in forma.predictor-corrector; essa viene derivata dal metodo implicito TDG con 
funzioni di forma lineari denominato H 1121 . Gli schemi appartenenti a questa famiglia sono accurati 
al terzo ordine e possiedono un limite di stabilità superiore al metodo delle differenze centrali (CD). 
Paragonati ad altri metodi espliciti di ~elevato, i nuovi schemi non necessitano del calcolo 
di derivate di temporali dell'accelerazione. In paragone al metodo TDG esplicito proposto da Li e 
Wiberg (Wiberg & Li, 1997a), (Wiberg & Li, 1999), questa nuova famiglia può essere utilizzata 
con una dissipazione definita dall'utente e, soprattutto se applicata al calcolo non-lineare possiede 
un costo computazionale più basso. Grazie alla formulazione, che coinvolge soltanto i momenti 
e gli spostamenti, le proprietà dissipative sono ottenute senza l' introduzione di radici spurie. In 
paragone ai metodi alle differenze finite22 , queste procedure non danneggiano l'accuratezza al-
l'aumentare delle proprietà di dissipazione e sono competitive quando si necessitano simulazioni 
numeriche di elevata qualità. 
1.1.5.3.a Formulazione per sistemi non smorzati 
L' idea base della nuova classe di algoritmi proposta è di proporre un'algoritmo che erediti 
la buona accuratezza e le proprietà dissipative dello schema H11, partendo dalla sua formulazione 
stessa (sistema 1.1.4.40). La natura esplicita dello schema impone una strategia al fine di limitare 
lo sforzo computazionale per la soluzione del sistema algebrico (1.1.4.40). Si utilizza per questo 
motivo una procedura iterativa di tipo predictor-multicorrector, dove il numero di correzioni è 
limitato ad uno, due o tre. 
Una prima riduzione di costo può essere ottenuta eliminando i momenti p 1 e p 2 del sisterr.a 
algebrico (1.1.4.40). Le scelte per fare questa operazione sono molteplici e sono ottenibili colli-
binando linearmente le 4 equazioni. Naturalmente se si risolvesse esattamente il sistema. il mocb 
di eliminare i momenti non modificherebbe la soluzione reale. Considerando però di accontenta·-
si di una sua soluzione approssimata è evidente che la strategia con cui vengono eliminati oltre 
ad influenzare l'onere computazionale può anche modificare la qualità del risultato. Ci sono dt.e 
scelte naturali per ottenere p 1 e p 2 . La prima via, in ciò che segue denominata formulazio1fle è. 
è l'ottenimento delle variabili dalle equazioni che derivano dalla relazione di equilibrio (1.1.4.40;::. 
1.1.4.40b); in questo modo la procedura iterativa cercherà una soluzione consistente. La seconc2 
via, denominata formulazione b, consiste nell'estrazione di p 1 e p 2 dalle relazioni derivate da cor-
siderazioni di consistenza (Eq.ni 1.1.4.40c,l.1.4.40d), con il risultato di ricercare l'equilibrio nel.a 
procedura iterativa. 
Le due strategie danno luogo rispettivamente ai seguenti risultati: 
21 Si veda il paragrafo 1.1.4.2.a. 
22 In particolare se paragonato al metodo a-HCE presentato al paragrafo 1.1.5.2. 
• Formulazione a 
• Formulazione b 
P1 = Po- g: Kq1 + g: Kq2-F2+F1 
P2 = Po- 2 Kq1 - 2 Kq2+F2+F1 
P1 = gtMql + ltMq2- 1tMqo 
P2 =-gtMql + ltMq2 + ltMqo · 
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(1.1.5.10) 
(1.1.5.11) 
Sostituendo le relazioni trovate nelle equazioni rimanenti si ottiene in generale un sistema 
nelle sole incognite 
(1.1.5.12) 
con la forma 
(1.1.5.13) 
dove 
• Formulazione a 
t~tM-1 l [ F l -t~tM- 1 F~ 
(1.1.5.14) 
• Formulazione b 
(1.1.5.:5) 
ove si è moltiplicato per-~ I'Eq. (1.1.4.40b). 
Sia x~k) la soluzione in termini di spostamenti ricavata alla k-esima iterazione in un pcsso 
di integrazione [ti, ti+d· Per procedere di un passo si realizzano le seguenti operazioni. 
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1.1.5.3.a.1 Predictor 
Al fine di inizializzare in modo efficente un processo iterativo è conveniente dare una prima 
stima delle incognite in modo da ottenere la migliore accuratezza. Si vuole inoltre permettere una 
discontinuità ad inizio passo in modo da seguire l'algoritmo implicito Hll da cui il presente deriva. 
lnizializzando k =O, il predictor utilizzato risulta 
i q~o) = qo +a ~tf M-1Po 
q~o) = qo + ~tM~ 1Po + b ~t2 M-1Po (1.1.5.16) 
dove a e b sono due parametri liberi, mentre p0 definisce la derivata temporale dei momenti al 
tempo ti ed è ottenuto dalla relazione di equilibrio (1.1.4.29a): 
Po = fex (to) -Kqo (1.1.5.17) 
In realtà, come proposto da Li e Wiberg per il loro algoritmo esplicito (Wiberg & Li, 1997b), il 
vettore p0 potrebbe essere valutato anche come derivata dei momenti; questa scelta da luogo alle 
proprietà sfavorevoli dal punto di vista della stabilità che sono discusse nella sezione 1.1.5.3.d. 
1.1.5.3.a.2 ~orrector 
Al fine di risolvere il sistema (1.1.5.13) si utilizza uno schema iterativo negli incrementi di 
spostamento23 . Definendo un residuo del tipo 
(1.1.5.18) 
lo schema può essere descritto dalla relazione 
(1.1.5.191 
dove K* vale 
K*=B (1.1.5.20) 
In questo modo [K*r1 risulta semplicemente 
• Formulazione a 
(1.1.5.211 
• Formulazione b 
(l. l 5.2~ 
23 La scelta di risolvere in Lir~k+l) anziché direttamente r~k+I) risulta evidente nell'estensione dell'al&ori:mo :: 
calcolo nono lineare. 
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La soluzione esatta del sistema (1.1.5.13) sarebbe ottenuta utilizzando K* = &r l -&xq x~k) -
B +D. Di conseguenza lo schema proposto neii'Eq. (1.1.5.20) non fa che trascurare il contributo 
della rigidezza. In quanto segue la nuova classe di algoritmi sarà denotata con la sigla HllEa 
e HllEb rispettivamente per la formulazione a e b. Tre fattori della nuova classe di algoritmi 
contribuiscono alla riduzione dello sforzo computazionale: i) l'algoritmo risulta esplicito se viene 
utilizzata una matrice di massa M di tipo lumped nell'equazione (1.1.5.22)24 ; ii) La matrice K* 
utilizzata nelle iterazioni è formata e fattorizzata una sola volta; iii) si utilizza un numero ridotto 
kmax di iterazioni. In particolare, in quanto segue l'acronimo HllEx-kmaxC (x=a,b) (kma.x=l,2,3) 
/ 
denoterà la nuova famiglia di schemi con ff.mulazione x ed un numerodi corrector pari a krnax· 
Ad esempio HllEb-2( indicherà il metodo ottenuto dalla formulazione b con 2 fasi di correzioll€ 
(kmax = 2). 
1.1.5.3.a.3 Implementazione 
Si presenta la procedura necessaria per applicare il metodo HllE a problemi di dinamica 
strutturale in regime lineare. 
l. lnizializzazione 
(a) Assemblaggio della matrice di massa diagonale M e della matrice di rigidezza K 
(b) lnizializzazione di <io. Po e fex (to) 
(c) Selezione del tipo di formulazione, del numero di corrector kmax (1, 2 o 3), del valore d=i 
parametri a e b e del passo di integrazione ~t 
2. Per ogni passo ~t (i= O, l, ... , N- l) 
(a) Calcolo della derivata temporale dei momenti al tempo ti 
(b) Calcolo del vettore P 0 (Eq. 1.1.5.14 o Eq. 1.1.5.15) sulla base delle condizioni inizic::li e le 
forze esterne 
• Formulazione a 
• Formulazione b 
[ P i l l [ M l [ F 1 l p 0 = O + ~t M qi + -i F '2 
(c) k =O 
24 Gli schemi ottenuti con la formulazione a risultano sempre espliciti. 
(d) Calcolo del predictor degli spostamenti (Eq. 1.1.5.16) al tempo ti e ti=J_1 
ql0) = qi + b:..t2 a M-1Pi 
q~o) = qi + b:..tM-1pi + b:..t2 b M-1Pi 
(e) Multicorrector 
1. Calcolo del residuo (Eq. 1.1.5.18) 
11. Calcolo dell'incremento di spostamenti (Eq. 1.1.5.19) 
111. Calcolo dei vettori degli spostamenti 
(k+l) - (k) + " (k) ql - ql uql 
q~k+l) = q~) + b:..q~k) 
IV. k = k +l 
v. Se k < kmax ritorna a 2(e)i 
(f) Calcolo degli spostamenti al tempo ti+l =ti+ b:..t 
(g) Calcolo dei momenti (Eq. 1.1.5.10 o Eq. 1.1.5.11) al tempo ti+1 =ti+ b:..t 
• Formulazione a 
b:..t (k) b:..t (k) 
Pi+l= P2 = Pi- 2 Kq1 - 2 Kq2 +F2+F1 
• Formulazione b 
l ( (k) (k) ) Pi+l = P2 = b:..t M -3q1 + q2 + 2qi 
(h) i= i+ l 
(i) Se i < N ritorna a 2a 
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(1.1.5.23) 
(1.1.5.24) 
l parametri a e b sono scelti in modo da ottenere un'accuratezza del terzo ordine ed una 
dissipazione controllata delle alte frequenze, come verrà analizzato nella sezione successiva. 
1.1.5.3.a.4 Analisi di accuratezza e stabilità 
Analizzando il caso monodimensionale definito neii'Eq. (1.1.3.7) 
ij (t) + w2 q (t) = f (t) . 
m 
(1.1.5.25) 
il vettore Xq definito neii'Eq (1.1.5.12)a, diviene di dimensione 2 e quindi il predictor definito 
nell' Eq. ( 1.1.5.16) diviene 
qi0) = qo + b:..t2 a ~ 
q(O) = q + /:).t EQ + b:..t2 b PQ 2 O m m 
(1.1.5.26) 
dove 
(1.1.5.27) 
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1.1.5.3.a.4.1 Matrice di iterazione 
Combinando le Eq.ni (1.1.5.18) con le relazioni (1.1.5.19) e (1.1.5.20), si ottengono le 
seguenti relazioni 
x(k) + .6.x(k+l) = x(k) - s-1r(k) (x(k)) 
q q q q 
x~k)- B-1 ((B +D) x~>- P0) = [I- B-1 (B +D)] x~)+ B-1Ie1.1.5.28) 
- s-1Dx~) + s-1Po 
che possono essere espresse nella forma compatta 
x<k+1) = A x(k) + g q lT q (1.1.5.29) 
dove AlT = -B-1D è chiamata matrice di iterazione, mentre g = B-1Po. Dai calcoli emerge 
come entrambe le formulazioni a e b conducano alla stessa matrice di iterazione A1T ed allo stesso 
vettore g 
AlT = [ !_sg2 !f~2 l 
[ 
Qo 3- l D.t ~A l 
g = Qo + -;:p~ +- -;: F1 
(1.1.5.30) 
e di conseguenza coincidono nel calcolo degli spostamenti. 
Partendo da un vettore iniziale arbitrario x~o), una condizione necessaria e sufficiente affinché 
il processo definito neii'Eq. (1.1.5.29) converga è 
(1.1.5.31) 
dove p (AlT) denota il raggio spettrale della matrice A 1T (Kelley, 1995). Dalla matrice (1.1.5.30) 
emerge 
(1.1.5.32) 
Dato che lo schema Hll risulta in generale incondizionatamente stabile è evidente che la condizione 
definita nelle Eq.ni (1.1.5.32) risulta anche il limite di stabilità dello schema esplicito iterativo 
OcR = J6. Portando quindi a convergenza il processo (1.1.5.19) si otterrebbe uno schema 
con un limite di stabilità superiore alle differenze centrali. Tuttavia nello schema proposto vengono 
realizzate poche iterazioni, con il risultato di ottenere solamente delle soluzioni approssimate deii'Eq. 
(1.1.5.29). 
Il metodo esplicito di Wiberg e Li (Wiberg & Li, 1997a) conduce alla stessa matrice di 
iterazione A1T definita daii'Eq. (1.1.5.30)a. li loro algoritmo è formulato nelle velocità. Se questa 
scelta può non essere importante in problemi lineari, una formulazione negli spostamenti presenta 
qualche vantaggio computazionale in applicazioni non lineari con forza di reazione indipendente 
dalle velocità. 
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1.1.5.3.a.4.2 Matrice di amplificazione 
Se si definisce il vettore variabili di stato25 
y = [~l (1.1.5.33) 
la matrice di amplificazione relativa al metodo risulta essere di dimensione 2x2. Assumen-
do che le forze esterne siano interpolate con un ordine di accuratezza elevato (Eq.1.1.4.41) 
(Fung & Leung, 1996), le proprietà di accuratezza (e stabilità) del metodo dipendono esclusiva-
mente dalla matrice di amplificazione A. Per questo motivo in quanto segue è considerato il caso 
privo di forzante esterna. Dalla formulazione del metodo segue A risulta legata al tipo di predic-
tor (Eq.1.1.5.16), alla matrice di iterazione A 1r ed al vettore g definiti nelle Eq.ni (1.1.5.30)a e 
(1.1.5.30)b, rispettivamente. Vista la dipendenza di g dalle sole condizioni iniziali, esso può essere 
scritto nel modo seguente 
(1.1.5.34) 
dove 
(1.1.5.35) 
Il predictor definito neii'Eq. (1.1.5.26) è utilizzato per consegnare un primo valore al processo 
iterativo (1.1.5.29) 
(O)_ q1 _ 
[ 
(O) l 
xq - q~o) - Ey0 (1.1.5.36) 
dove la matrice 
(1.1.5.37) 
dipende dai parametri liberi a e b. Gli spostamenti incogniti Xq sono ottenuti eseguendo kma:x (1, 
2 o 3) corrector. Per mezzo della matrice di iterazione A 1r, è semplice notare che 
kmax-1 kmax-1 
Xq = x~kmax) = A~raxx~O) + L A~Tg = A~:r=Eyo + L A~rGYo = Qyo {1.1.5.38) 
i=O i=O 
dove 
(1.1.5.39) 
Ottenuto Xq daii'Eq. (1.1.5.38), i momenti al tempo tH-1 possono essere valutati mediante le Eq.ni 
(1.1.5.10) e {1.1.5.11) rispettivamente per la formulazione a e b 
25 Si veda il paragrafo 1.1.3.1. 
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• Formulazione a 
(1.1.5.40) 
• Formulazione b 
3 l 2 
P2 = --m Q1 + -m Q2 + -m Qo ~t ~t ~t 
(1.1.5.41) 
che possono essere espressi mediante la notazione 
(1.1.5.42) 
dove 
• Formulazione a 
(1.1.5.43) 
• Formulazione b 
(1.1.5.44) 
Di conseguenza la matrice di amplificazione risulta 
(1.1.5.45) 
1.1.5.3.a.4.3 Consistenza 
La consistenza del nuovo schema può essere determinata dall'errore locale di troncamento26 
(Eq. 1.1.3.12) T, 
T= Y1- Yex (~t) = (A- Aex) Yo (1.1.5.46) 
dove 
[ 
COSO sinO l 
Aex = mw 
-mw sin O cosO 
(1.1.5.47) 
è la matrice di amplificazione della soluzione esatta mentre y 0 è la soluzione esatta al tempo ti. 
L'errore locale di troncamento del metodo HllEa-1( e HllEb-1(, ottenuti con un solo 
corrector (kmax = 1), può essere valutato mediante le Eq.ni (1.1.5.36) e (1.1.5.38) con i seguenti 
risultati 
• Formulazione a 
(1.1.5.48) 
26 cfr. nota 25. 
30 
1.1.5 Algoritmi di integrazione temporale espliciti 
Gli algoritmi espliciti sono normalmente usati con matrici di massa diagonali. Grazie a 
questo fattore richiedono un onere computazionale ridotto ed una minore quantità di memoria se 
paragonati agli integratori impliciti. La loro stabilità condizionata impone tuttavia una restrizione 
sul passo di integrazione. Per questo motivo sono usati in problemi di propagazione delle onde. 
~ 
dove il passo di integrazione necessario per l'accu~zza è dello stesso ordine del limite di stabilità 
(Hughes, 1987). 
Benché in letteratura siano stati proposti numerosi algoritmi espliciti anche di ordine ele-
vato (si vedano ad esempio i metodi di Katona e Zienkiewicz, 1985 , Hoff e Taylor, 1990 ), il 
metodo delle differenze centrali (CD), accurato al secondo ordine, è ancora lo schema esplicito più 
popolare (Hughes, 1987). l metodi espliciti ad elevato ordine di accuratezza richiedono infatti il 
calcolo di derivate temporali di alto grado e quindi sono computazionalmente onerosi. Il metodo 
delle differenze centrali è privo tuttavia di dissipazione numerica con la conseguenza di manifestare 
in determinati casi delle oscillazioni spurie. Di conseguenza lo schema dà ottime performance 
se utilizzato con mesh uniformi ma esibisce oscillazioni se il limite critico varia molto all'interno 
della mesh. Il metodo inoltre diviene implicito se si considera la presenza di smorzamento. Re-
centemente, per evitare questi effetti indesiderati sono stati introdotti schemi espliciti dissipativi 
(Miranda et al., 1989), (Chung & Lee, 1994), (Hulbert & Chung, 1996) progettati in modo da 
avere una dissipazione controllata dall'utente in prossimità del limite critico. In particolare, il meto-
do a-generalizzato esplicito (HCE-a) proposto da Hulbert e Chung (1996) , può essere utilizzato 
sia con un trattamento esplicito che implicito dello smorzamento senza perdere in accuratezza. 
1.1.5.1 Il metodo delle differenze centrali 
Lo schema CD è un metodo LMS in che può essere ottenuto imponendo la relazione 
di equilibrio (1.1.2.1) all'istante ti ed assumendo le seguenti approssimazioni per velocità ed 
accelerazioni 
(1.1.5.1 
Al fine di una sua applicazione diretta, senza necessità di procedure particolari di inizia~­
izzazione, è conveniente una sua implementazione come metodo single step three stage. Si puc 
dimostrare (Geradin & Rixen, 1994) che il metodo è equivalente al metodo di Newmark ottenute 
utilizzando i seguenti valori dei parametri {3 e 1 utilizzati nelle espressioni (1.1.4.1) 
(1.1.5.2 
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• Formulazione b 
{1.1.5.49) 
Ne consegue che la formulazione a conduce direttamente ad un algoritmo con un ordine 
di accuratezza pari a 3, mentre in generale la formulazione b porta ad un algoritmo del secondo 
ordine che raggiunge il terzo se 
l 
a=- -b 
3 
{1.1.5.50) 
La relazione (1.1.5.50) verrà usata in quanto segue, conducendo ad un algoritmo con un parametro 
libero b che verrà utilizzato allo scopo di controllare la dissipazione numerica. Si può notare 
inoltre come, vista l'uguaglianza della matrice di iterazione, l'errore locale di troncamento negli 
spostamenti con le due formulazioni risulti lo stesso. 
Nella Tabella {1.1.5.1) vengono riportate le espansione in serie di Taylor attorno ad n= O 
dell'errore di troncamento T, dell'errore relativo in periodo f'-;;7 e dello smorzamento algoritmico 
e27 fino ai termini principali, dove è stata utilizzata la notazione definita dall'Equazione (1.1.4.45) 
(1.1.5.51) 
Dalla Tabella {1.1.5.1), è evidente che tutti gli schemi sono accurati al terzo ordine. In termini 
di errore di troncamento inoltre si può notare come la seconda correzione porti allo stesso errore 
del metodo Hll implicito28 indipendentemente dal predictor. Con la terza correzione infine tutte 
le caratteristiche asintotiche possedute dall'algoritmo implicito sono conservate da entrambe le 
formulazioni a e b. 
1.1.5.3.a.4.4 Stabilità 
Combinando le equazioini (1.1.5.45), (1.1.5.26) e {1.1.5.50) si ottengono le seguenti matrici 
di amplificazione 
• HllEa-lC 
• H11Ea-2C 
27 Si veda il paragrafo 1.1.3.2. 
28 Si veda la Tabella {1.1.4.1). 
{1.1.5.52) 
{1.1.5.53) 
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Tabella 1.1.5.1: Proprieta di accuratezza dei metodi TDG Espliciti con l. 2 e 3 corrector 
Il Schema l Crpe 
HllEa-1( (;2 - ~b) qo 4 l 4 7 l b 4 3b-l 3 -nPo 540 36 36 
HllEa-2( l 4 l 4 l 4 l 3 -nqo -nPo 270 72 
HllEa-3( l 4 l 4 _l 4 ...!. 3 -12qo - 72 Po 270 72 
H11Eb-1C ( ; 2 -~b) qo 4 -2~Po 4 l l b 4 6b-l 3 45 12 72 
HllEb-2( l 4 l 4 l b 13 4 l 3 -72qo -nPo 18 540 72 
HllEb-3( l 4 l 4 l 4 ...!. 3 -72qo - 72 Po 270 72 
• H11Ea-3C 
[ 
5832-2916 0 2 +16204 +63 0 6-{10+3b) 0 8 
A_ 5832 
- m02 ( -34992+5832 0 2+324 0 4-198 0 6+( 43-60 b) 0 8 ) 
34992.6-t 
• HllEb-1( 
(1.1.5.55) 
(1.1.5.56) 
• HllEb-3( 
[ 
5832-2916 0 2 +162 0 4 +63 0 6-(10+3 b) o8 
A _ 5832 
- m02 ( -1944+32402 +I804 +(1-24b)06) 
1944.6-t 
(1.1.5.57) 
È di interesse notare come la seconda riga della matrice A 29 relativa alla formulazione 
HllEa-kC risulti la stessa della formulazione HllEb-(k + 1)C. Gli autovalori della matrice A in 
generale possiedono la semplice forma 
.À1,2 =e (!1, b)± yfh (!1, b). (1.1.5.58) 
29 Ossia il vettore di amplificazione delle velocità. 
1.0 
o .6 
0.5 -
0.0 -
o 
,b=0.376 
----b -l 
----- nb i' 
i---!lCR• 
\,__- - --- - ____) 
--\ 
l 
l 
- J-· 
l l 
Q 0=2 347 
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Q cR=2 449 
Figura 1.1.5.1: Relazioni fra il raggio spettrale di biforcazione Pb, il parametro b, il limite di 
biforcazione Ob ed il limite di stabilità per il metodo HllEa-lC (lo schema è instabile per b < ~) 
Il punto in cui h (0, b) =O, e .\1,2 divengono due radici reali coincidenti è detto limite di biforcazione 
Ob. In generale I'Eq. {1.1.5.58) non può essere risolta esplicitamente in funzione b ma si possono 
invece facilmente trovare relazioni parametriche 
b =h* (Ob) (1.1.5.59) 
(1.1.5.60) 
dove Pb rappresenta il raggio spettrale al limite di biforcazione rk 
Le figure (1.1.5.1-1.1.5.6) riportano le relazioni (1.1.5.59) e (1.1.5.60) per gli schemi HllEa 
e HllEb rispettivamente con l, 2 e 3 corrector. In dettaglio, i grafici riportano il valore di b, che 
impiegato nelle relazioni (1.1.5.50) e {1.1.5.26), permette un valore di Pb definito dall'utente. Oltre 
ai valori delle sopracitate variabili b, Pb e fh nei grafici vengono anche riportati gli andamenti del 
limite di stabilità DeR- È inoltre riportato un esempio corrispondente alla scelta Pb = 0.6 per i casi 
HllEa-1(, HllEa-2(, HllEa-3(, HllEb-lC e HllEb-2(, e Pb = 0.3 per l'algoritmo HllEb-3( 
(il valore Pb = 0.6 risulta essere fuori dal range di applicabilità). Dalle figure risulta evidente che 
solamente gli algoritmi HllEa-2( e HllEb-2( ricoprono l'intero spettro di Pb· ossia [0.00.1.00]. 
Gli algoritmi con un solo corrector risultano inoltre instabili per b < 1 e b < t rispettivamente 
nella formulazione a e b. 
1.0 ------- ~ 
o .6 
0.5 c_ 
l b=0.592 
0.0 
o 
1----b 
l ~----- nb 
! !--
\. ____________ ____/ 
~-\­
\ 
\ \ 
\~ 
) ,, 
11\ 
Ili 
'l' \ 
Ili 
111 \ 
'l 
l 
l ,, 
l 
l 
0,=21661 
_______ 1 . - _]__ _ 
OcR=2.192 
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Figura 1.1.5.2: Relazioni fra il raggio spettrale di biforcazione pb, il parametro b, il limite di 
biforcazione Ob ed il limite di stabilità per il metodo H11Ea-2C 
1.0 
o .6 
0,=2221 
b=O 096 
0.0 
o Q ç;=2 246 
Figura 1.1.5.3: Relazioni fra il raggio spettrale di biforcazione pb, il parametro b, il limite di 
biforcazione Ob ed il limite di stabilità per il metodo H11Ea-3C 
1.0 
o .6 
r 
l 
0.5 ~ 
b=0.302 
-----------
\ 
] ____ _ 
l 
l--
0.0 - ________ __.l__ -··· --·-
o 
b,nb,ncR 
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Figura 1.1.5.4: Relazioni fra il raggio spettrale di biforcazione pb, il parametro b, il limite di 
biforcazione nb ed il limite di stabilità per il metodo HllEb-lC (lo schema è instabile per b < ~) 
1.0 
o .6 
0.5 -
, _____ ~ 
: b 
1---!lCRI 
L _____ / 
00 -----------'---~ 
o 
l 
l 
l 
_ _L_ 
l 
l 
--l 
l 
l 
'. '. 
l 
1./ 
l 
/ 
/ 
/: -
. ; n_w2 _2_2_3__ _ 
Q '= 2 1 7 1 
Figura 1.1.5.5: Relazioni fra il raggio spettrale di biforcazione Pb, il parametro b, il limit-e c 
biforcazione nb ed il limite di stabilità per il metodo HllEb-2( 
1.0 --····-··---~-c----
0.5 
o .3 
0.0 
o 
----- nb 
~-- -nCR 
b, n b· n c R 
\ 
; 
l. 
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Figura 1.1.5.6: Relazioni fra il raggio spettrale di biforcazione Pb, il parametro b, il limite di 
biforcazione Ob ed il limite di stabilità per il metodo H11Eb-3C 
Per completezza vengono riportate delle interpolazioni che forniscono relazioni esplicite di 
b e Ob in funzione del parametro di progetto Pb• nella forma di polinomi cubici 
(1.1.5.61) 
i cui coefficienti con il range di applicabilità, sono riportati nelle tabelle (1.1.5.2) e (1.1.5.3). 
rispettivamente. 
Come verrà illustrato di seguito, la formulazione a pur presentando buone caratteristich.e 
in regime lineare, si comporta patologicamente in regime non lineare; questo ha condotto al st...o 
abbandono. Si riportano di seguito quindi analisi relative alla formulazione b. 
Il raggio spettrale p, l'errore relativo in periodo f'TT e lo smorzamento algoritmico ~ in rt:-
lazione alla frequenza non-dimensionale O sono riportati nelle Figure {1.1.5.7). (1.1.5.8) e (1.1.5.~) 
rispettivamente, nel caso di Pb = 0.4 per gli algoritmi di formulazione b. Per completezza, gli scht:-
mi sono confrontati con il metodo HCE-a (Hulbert & Chung, 1996) con lo stesso valore di :, 
con lo schema CD e con l'algoritmo Hll implicito. Oltre all'elevato limite di stabilità 0.cR (Fir;. 
1.1.5.7), sono evidenti le buone doti di accuratezza. 
1,.7 
Tabella 1.1.5.2: Costanti e range di applicazione relativi aii'Eq. (1.1.5.61)a 
Schema c3b C2b clb Cob Pb range nb range OcR range 
H11Ea-1C 8.9589 -16.0720 9.9375 -1.7350 [0.50, 0.75] [2.25, 2.34] [2.30. 2.45] 
H11Ea-2C 1.1015 -0.9979 0.6099 0.3407 [0.00, 1.00] [2.03, 2.18] [2.03. 2.30] 
H11Ea-3C 1.6264 -4.6660 4.7553 -1.4297 [0.52, 1.00] [2.17,2.40] [2.20. 2.39] 
H11Eb-1C 0.0909 -0.3824 0.8043 -0.0622 [0.34, 1.00] [2.00, 2.20] [2.10. 2.20] 
H11Eb-2C -0.5624 1.0679 -1.0313 0.6776 [0.00, 1.00] [1.83, 2.18] [2.08. 2.6ì9] 
H11Eb-3C 2.7054 -2.6625 1.0281 0.1729 [0.00, 0.34] [2.27, 2.94] [2.37. 2.010: 
Tabella 1.1.5.3: Costanti e range di applicazione relativi aii'Eq. (1.1.5.61)b 
Schema C3n C2n C1n Con Pb range nb range OcR ramge 
H11Ea-1C -25.2044 44.7645 -26.3018 7.4578 [0.50, 0.75] [2.25, 2.34] [') 3(' ') 11---· ··-· _J_ 
"----------
H11Ea-2C -10.1002 21.7266 -14.8947 5.3371 [0.00, 1.00] [2.03, 2.18] [2.03. 2.:30: 
H11Ea-3C 0.2455 -0.8822 1.3745 1.6609 (0.52, 1.00] [2.17, 2.40] [2.2('. 2.39: 
H11Eb-1C 0.0107 -0.064 0.3722 1.8827 [0.34, 1.00] [2.00, 2.20] [2.1(. 2.:~0: 
H11Eb-2C 0.2778 -1.057 1.1186 1.8199 [0.00, 1.00] [1.83, 2.18] [? o~ ') ~-g· :.... ~-:...o -
H11Eb-3C 3.7063 -2.5882 1.6656 2.2657 [0.00, 0.44] [2.27, 2.94: [2 .3'7 2 ';1[1-
l 
1.5 
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0.5 -
---- H11Eb-1C 
- - - H11Eb-2C 
-- - - H11Eb-3C 
---CD 
----- HCE- a 
"'-----------
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' ' ' \ 
\ l 
\l 
Il 
l 
l 
l l 
l l l 
l l 
l ~---~-
_,-
l 
l ,, 
0.0 -----___ __J_ ---------
0 2 
!l 
l 
\ '·~ 
""' 
l l 
l 
Figura 1.1.5.7: Raggio spettrale per un valore alla biforcazione Pb = 0.4 
n 
o 0.2 0.4 0.6 0.8 1.2 
0.04 
0.02 
~ --0.00 - - ---- -...... ---...... --0.02 -- ..... ..... -- ..... ' " ' E-l " ' l l ,_ -0.04 ' l E-1 " ' ' " ' -0.06 " \ ' " \ ,..-----·· ·~ \ -008 i- H11Eb-1C "' 
~.4 
-
\ H11Eb-2C 
"' H11Eb-3C -- - - \ -0.10 - -CD -
----- HCE- a 
' - _/ '---- -----
.Q 12 --------- --------
Figura 1.1.5.8: Errore relativo in periodo per un valore alla biforcazione Pb = 0.4 
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Figura 1.1.5.9: Smorzamento algoritmico per un valore alla biforcazione Pb = 0.4 
1.1.5.3.b Il metodo TDG Esplicito applicato a sistemi smorzati 
La formulazione presentata nella sezione 1.1.5.3.a può essere facilmente estesa a s1stem 
smorzati. In tali condizioni I'Eq. (1.1.5.13), relativa alla formulazione b, diviene 
dove 
/ 
Analogamente ad altri/ algoritmi 
v= [ ~~ ~c] --C -C 2 2 
(Hughes, 1987), anche 
(115.62 
(11.5.63 
la nuova classe può essere for-
l 
mulata con la doppia possibilità di un trattamento implicito o esplicito dallo smorzamentc 
(Hulbert & Chung, 1996). La formulazione implicita30 può essere ottenuta utilizzando K· = 
B +V neii'Eq. (1.1.5.20). Usando K* = B si ottiene invece uno schema puramente esplicito. 
In presenza di smorzamento l'equazione del moto relativa al singolo G.d.L. 31 risulta 
q (t)+ 2çwq (t)+ w2q (t) = f (t) 
m 
(l 1.5 .64 
e la derivata temporale dei momenti risulta 
(l l: 65 
30 Si trovano esempi di formulazioni con trattamente implicito dello smorzamento in Tamma & Nambu·u ( :..99C 
e Hulbert & Chung (1996). 
31 Si veda il paragrafo 1.1.3.2. 
, 
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La matrice di amplificazione Aex può essere espressa nel modo seguente 
sin~!1 
mJ(l-e)w 
-rnwsin~!1 v ( 1-~2) - ~sin~!1 + cos /(1- e)n v(1-e) V 
(1.1.5.66) 
L'errore locale di troncamento T può essere valutato mediante il predictor definito neii'Eq. 
(1.1.5.36) ed un corrector neii'Eq. (1.1.5.38). Di conseguenza l'errore T dello schema H11Eb-1C 
risulta 
(1.1.5.67) 
se lo smorzamento è trattato implicitamente, mentre diviene 
(1.1.5.68) 
per la formulazione puramente esplicita. Si può osservare daii'Eq. (1.1.5.68) che la formu-
lazione puramente esplicita conduce in generale ad un'accuratezza del primo ordine e permette 
il raggiungimento del secondo ordine se 
b = ~ 
2 
(1.1.5.69) 
Questi risultati si accordano a quelli di altri algoritmi espliciti di tipo predictor-corrector 
(Miranda et al., 1989), (Hughes, 1987). Utilizzando invece la formulazione con trattamento im-
plicito dello smorzamento, si ottiene nuovamente l'accuratezza del terzo ordine utilizzando le re-
lazioni (1.1.5.50). Nella formulazione esplicita gli stessi risultati sono ottenuti con una seconda 
correziore (algoritmo H11Eb-2C). 
1.1.5.3j Simulazioni numeriche 
In questa sezione si presentano due esempi numerici per valutare le prestazioni degli algoritmi 
proposti e per validare le analisi riportate. Il primo problema analizzato riguarda un sistema a due 
gradi di libertà con frequenze naturali tipiche di sistemi di elevata dimensione (Hughes, 1987). in 
modo da evidenziare le proprietà favorevoli in termini di accuratezza e dissipazione degli schemi 
proposti. Il secondo problema studiato riguarda l'impatto di una barra a sezione variabile contro un 
muro rigido, rappresentativo di un problema di propagazione di onde (Hulbert & Chung, 1996). 
1.1.5.3.c.1 Sistema a due gradi di libertà 
Si considera il seguente sistema di equazioni differenziali 
Mq (t) +Kq (t) =O (1.1.5.70) 
51 
dove 
k1 = 104 , k2 = l, m 1 = m 2 = l e le condizioni iniziali sono 
Qo= { 1
1
0 } and Po= { ~ } {1.1.5.71) 
(Hughes, 1987). Le frequenze naturali del sistema risultano 
w1 =0.99995, w2=100.00500. (1.1.5.72) 
Il modo relativo alla frequenza più bassa rappresenta il contributo dei modi da integrare accurata-
mente. Il secondo modo rappresenta le alte frequenze spurie che devono essere filtrate dal metodo 
numerico. Si sceglie un passo di integrazione !:l t = .!lb., in modo da integrare l'alta frequenza 
W2 
al limite di biforcazione, con un raggio spettrale di biforcazione Pb = 0.6. L'integrazione è stata 
realizzata nei primi 100 periodi principali (100TI) con 7i pari a wi = ~. L'errore negli spostamenti 
lqex(ti+I)- q2,i+II e nei momenti IPex(ti+l)- p2,i+1 l può essere valutato per ogni grado di libertà, 
grazie alla disponibilità della soluzione esatta. 
l risultati ottenuti con gli schemi HllE-lC e HllE-2( e HCE-a (Hulbert & Chung, 1996) 
sono riportati nelle Figure (1.1.5.10)-(1.1.5.12). In dettaglio, la Figura (1.1.5.10) evidenzia l'er-
rore negli spostamenti nella risposta del primo modo, mentre la Figura (1.1.5.11) riporta in scala 
logaritmica l'andamento dei massimi locali dell'errore nei momenti. Le ottime prestazioni degli 
schemi proposti risultano evidenti. Dalla Figura (1.1.5.11) si può osservare che l'algoritmo HllE-
1( manifesta un errore nei momenti inferiore a quello del metodo H11E-2C. Il comportamento è 
dovuto a due fattori: i) lo schema H11E-1C possiede un limite di biforcazione nb inferiore e quindi 
è stato utilizzato un passo di integrazione più piccolo; ii) con la scelta Pb = 0.6 il metodo HllE-1( 
manifesta un errore relativo in periodo inferiore come può essere notato dalle figure (1.1.5.8) e 
\ 
(1.1.5.9)\rispettivamente. L'azione di filtraggio della componente spuria è evidenziata in Figura 
(1.1.5.12), nella quale si riporta l'evoluzione dei momenti della componente ad elevata frequenza. 
1.1.5.3.c.2 Impatto di una barra rastremata 
Il secondo problema analizzato riguarda un problema monodimensionale di propagazione di 
onde. Si tratta l'impatto di una barra contro un muro rigido. Il problema è stato spesso pro-
posto in letteratura (Hughes & Liu, 1978a ), (Hulbert, 1989), (Piche', 1995) in quanto nascono 
oscillazioni spurie quando risolto spazialmente con elementi lineari e nel tempo con algoritmi non 
dissipativi quali lo schema TR o CD. Uno rappresentazione schematica del problema è riportata in 
Figura (1.1.5.13). In particolare si utilizza una barra omogenea con area variabile linearmente ed 
una velocità iniziale uniforme v0 = l (Hulbert & Chung, 1996). La lunghezza L della barra è di 
4, la densità p ed il modulo di Young E hanno valori unitari, mentre le aree di estremità risultano 
rispettivamente A0 = l e AL = 0.01. 
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Figura 1.1.5.10: Evoluzione dell'errore nello spostamento del modo fondamentale 
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Figura 1.1.5.12: Evoluzione dei momenti relativi alla componente spuria 
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Dall'applicazione del principio di Hamilton ad una sezione generica della barra segue la 
seguente equazione differenziale 
a ( au) .. ax EA ax - pAU= o (1.1.5.13) 
con le condizioni al contorno 
u (0, t) =O and EA-- =O aul 
8x x=L 
e le condizioni iniziali appena descritte. La soluzione esatta consiste in un fronte di sforzi chE si 
propagano nella barra alla velocità di propagazione delle onde assiali c = j"f = l. Utilizzardo 
elementi monodimensionali lineari, la massima frequenza dell'elemento, che costituisce un limte 
superiore delle frequenze della struttura globale (Wood, 1990), è data dalla relazione 
c (Ai+ Ai+l) 
teJ Ai Ai+ l 
Il sistema è discretizzato con 400 elementi ed è stato integrato con gli schemi H11Eb-2C. H llEb-
3(, CD e HCE-a. Analogamente al problema precedente è stato utilizzato un passo di tenpc in 
modo da integrare la frequenza più alta nel punto di massima dissipazione llt = . ~,., ; sono s-...;ti 
wn:~x 
utilizzati Pb = 0.6 per gli schemi H11Eb-2C e HCE-a mentre l'algoritmo H11Eb-3C è stato uti 1zz~~o 
con Pb = 0.4. Le figure (1.1.5.14)-(1.1.5.17) evidenziano le oscillazioni spurie nella dis:rib•.Jzicne 
degli sforzi in seguito ad un integrazione del problema con il metodo CD, privo di smorza11e-::o 
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Figura 1.1.5.13: Impatto di una barra rastremata contro una superficie infinitamente rigida 
algoritmico, e le oscillazioni limitate determinate dalle integrazioni con schemi dissipativi. La figura 
(1.1.5.18) riporta l'evoluzione dell'energia fino al tempo t = 12. Come l'algoritmo genitore a-
HC, il metodo HCE-o: manifesta il fenomeno di overshoot nei primi passi (Wood, 1990). InoltrE 
sono evidenti delle oscillazioni energetiche ogni 4 secondi quando il fronte dell'onda raggiunge lE 
estremità della barra. Al contrario il metodo HllEb-2( non manifesta questo comportamento. 
In Figura (1.1.5.19) si riporta il contenuto in frequenze della spostamento ad x = ~ del-
l'asta, ottenuto mediante la trasformata FFT nell'intervallo t = O e t = 12.0; le linee verticali 
i corrispondono alle frequenze della barra discretizzata. La risoluzione in frequenza è di 0.154 
radjsec per il metodo HllE-2( e 0.163 radjsec per lo schema HCE-o:. l risultati riportati sonc 
ottenuti utilizzando la finestra di Hanning per ridurre l'effetto di troncamento del dominio tempo-
rale (Brigham, 1988). Si può osservare che lo schema H11E-2C approssima meglio il contenute 
in frequenze del sistema discretizzato grazie al ridotto errore in fase. 
1.1.5.3.d Formulazione alternativa 
Il predictor definito daii'Eq. (1.1.5.16) necessita il calcolo delle accelerazioni del sistem2 
M- 1p0 . Questa operazione può essere eseguita in modi distinti. La formulazione descritta ne 
sottoparagrafi precedenti ricava la derivata dei momenti dall'equazione di equilibrio, conducendc 
ali'Eq. (1.1.5.17). In questa sezione viene discussa analizzato una formulazione alternativa in eu: 
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Figura 1.1.5.14: Distribuzione degli sforzi nella barra rastremata al tempo t = 3 ottenuta med!1ame 
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Figura 1.1.5.15: Distribuzione degli sforzi nella barra rastremata al tempo t = 3 ottenuta median:e 
lo schema HllE-3( con Pb = 0.4 
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Figura 1.1.5.16: Distribuzione degli sforzi nella barra rastremata al tempo t= 3 ottenuta mediarr:e 
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Figura 1.1.5.17: Distribuzione degli sforzi nella barra rastremata al tempo t= 3 ottenuta mediar:e 
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Figura 1.1.5.18: Evoluzione energetica ottenuta con gli schemi HllE-2( e HCE-a con Pb = 0.6 
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le accelerazioni sono ricavate direttamente come derivate del campo dei momenti 
M-1 (i1 (t+ ~t) P1 + t2 (t+ ~t) P2) (1.1.5.76) 
-l P2 - P1 6 ( ) 
M ~t = ~t2 -ql + qo . 
come proposto Li e Wiberg (Wiberg & Li, 1997b). Dal punto di vista computazionale questa 
alternativa è leggermente più efficiente. Essendo il vettore M-1p (t+ ~t) funzione della discon-
tinuità del passo precedente, al primo passo deve essere inizializzata dall'equazione di equilibrio. 
Per questo motivo gli schemi così formulati divengono metodi single step three--stage e possono 
essere analizzati come metodi linear multistep32 . Con riferimento all'algoritmo HllE-1(. sulla base 
dell'equazione (1.1.5.16) la matrice di amplificazione nel caso non smorzato risulta 
Definito l'errore di troncamento (Eq. 1.1.3.11) 
_.!. (2a +b) ~t2f22 ] -~(a+ b) ~tf22m 
-~(a+ 2b) 0 2 
[q (t+ ~t)+ A2q (t)+ A1q (t- ~t)+ A0q (t- 2~t)] 
T= ~t2 
Nel caso in esame T diviene 
(1.1.5.77) 
(1.1.5.78) 
(1.1.5.79) 
implicando, in generale, per l'algoritmo un ordine di accuratezza pari a 2. Il terzo ordine è ottenuto 
se 
3a + 3b -1 =O. (1.1.5.80) 
Ne consegue che la formulazione alternativa non modifica il terzo ordine di accuratezza ottenuto 
neii'Eq. (1.1.5.50). Utilizzando la relazione (1.1.5.50) nel predictor definito neii'Eq. (1.1.5.16). la 
matrice di amplificazione diviene 
per il metodo HllEb-1(, 
[ 
1- ln2 + ..!..n4 
2 2 36 A= -6+n n2 6~t ~6 m 
-18+5n2 n 2 
18 ~t2 
32 Si veda il paragrafo 1.1.3.2. 
(1.1.5.81) 
(1.1.5.82) 
~-t ~n2- !i& ~n4 + rlh ~n6 
m 
l - lf22 + ..!..f24 + ...Lf26 
2 36 648 
_l 5n4 +36n2 -324f22 
486 ~m 
( 1.1. 5.8.3) 
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Figura 1.1.5.20: Pp, p8 , Ob, OcR in funzione del parametro libero b per il metodo H11Eb-1C 
per lo schema H11Eb-3C. 
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Queste matrici di amplificazione conducono a proprietà dissipative e domini di stabilità 
completamente diversi a quelli ottenuti nel sottoparagrafo 1.1.5.3.a.4, a causa dell'introduzionE 
di una radice spuria. Al fine di capire il fenomeno, si definisca Pp come il modulo delle radici 
principali complesse e coniugate al limite di biforcazione nb. e Ps come il relativo modulo della 
radice spuria33 . Nelle figure (1.1.5.20) e {1.1.5.21) si riportano i valori di Pp• p8 , Ob e f2cR in 
funzione del parametro libero b rispettivamente per gli schemi H11Eb-1C, HllEb-2( e H11Eb-3C. 
Si può osservare come per diversi valori di b la radice spuria abbia un modulo maggiore di quella 
delle radici principali ossia Pp < p
8
• Ne consegue che OcR < nb e di conseguenza la dissipazionE 
non è massimizzata (Hulbert & Chung, 1996). In Figura (1.1.5.21), si può notare inoltre comE 
lo schema Hll-2( non abbia limite di biforcazione nb per b > 0.31, in quanto le radici principali 
rimangono sempre complesse. 
Ne risulta che questa seconda formulazione non conduce a risultati favorevoli dal punto d, 
vista dissipativo. 
33 Si veda il paragrafo 1.1.5.2. 
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Figura 1.1.5.21: pP, p5 , Ob, OcR in funzione del parametro libero b per il metodo H11Eb-2C 
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Figura 1.1.5.22: Pp, Ps, Ob, OcR in funzione del parametro libero b per il metodo HllEb-3( 
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1.2. INTEGRATORI DISSIPATIVI APPLICATI All'ELASTODINAMICA NON 
LINEARE 
1.2.1 Introduzione 
In regime lineare gli algoritmi di integrazione temporale sono spesso sostituiti dall'analisi 
modale. La situazione cambia considerevolmente per i problemi non lineari. In questi casi l'inte-
grazione numerica risulta un approccio generale naturale. In questo capitolo gli algoritmi presentati 
in regime lineare al capitolo 1.1. vengono analizzati in regime elastico non lineare. 
In dettaglio, nel presente lavoro si considera il caso in cui la forza di reazione interna della 
struttura dipenda non linearmente solo dagli spostamenti. Con questa ipotesi il problema ai valori 
iniziali associato all'equazione semidiscreta del moto1 risulta 
{ 
Md+ C_d + S (d)= fex (t) 
d (O)= do 
d (O)= va 
dove S (d) è il vettore delle forze di reazione. 
(1.2.1.1) 
L'estensione al regime non lineare delle proprietà degli integratori proposti ed analizzati per il 
calcolo lineare non è immediata. Algoritmi che sono considerati incondizionatamente stabili, come 
ad esempio la regola dei trapezi (TR) possono esibire accrescimento di energia oppure convergere 
a soluzioni spurie quando applicati a problemi non lineari. In letteratura questi svantaggi sono stati 
segnalati in numerosi studi, dai quali è sorto un nuovo ambito di ricerca dedicato allo sviluppo di 
procedure più robuste per problemi di dinamica non-lineare2 . 
Accanto ai tradizionali metodi alle differenze finite, recentemente sono stati applicati a 
problemi non lineari anche gli schemi Time Discontinuous Galerkin (TDG)3 . L'elevato onere com-
putazionale relativo a questi metodi, già rimarcato in ambito lineare è ancora più evidente in 
problemi non lineari. Di conseguenza, è di notevole interesse interesse la riduzione dello sforzo di 
calcolo senza degradare le proprietà di stabilità e di accuratezza. 
In regime non lineare spesso risulta vantaggioso l'utilizzo di algoritmi espliciti. La loro 
semplice formulazione fa sì che nella procedura di soluzione relativa ad un passo, non vengano 
richieste iterazioni ejo fattorizzazioni di matrici con il risultato di mantenere lo stesso sforzo com-
putazionale e di memorizazione ridotto relativo al regime lineare. Rimane peraltro lo svantaggio di 
essere condizionatamente stabili. 
1 In regime lineare I'Eq. (1.1.21). 
2 Si veda ad esempio Kuhl & Crisfield (1998) ed i relativi lavori citati. 
3 Si vedano ad esempio i lavori (Ruge, 1996), (Bar-Yoseph et al., 1996a), (Bar-Yoseph et al., 1996b). 
(Wiberg & Li, 1997b), (Wiberg & Li, 1999). 
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Al fine di chiarire le analisi di seguito presentate nel paragrafo 1.2.2 vengono introdotte le 
proprietà di un sitema elastico. Il paragrafo 1.2.3 è dedicato all'analisi non lineare degli algoritmi 
impliciti presentati, mentre il paragrafo successivo (1.2.4) è dedicato agli algoritmi espliciti. In 
particolare nel sottoparagrafo viene analizzata la nuova classe di algoritmi proposta in regime 
lineare al punto 1.2.4.2. 
1.2.2 Sistemi elastici non lineari 
Si assuma che 
A) M sia costante, simmetrica e definita positiva 
B) C sia costante, simmetrica e semi-definita positiva 
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C) Esista una funzione U (d), detta energia di deformazione, tale che VU (d) = S (d) (sistema 
elastico) 
D) fex sia una funzione regolare di t 
In queste ipotesi la soluzione del problema (1.2.1.1) esiste. Dalla teoria delle equazioni 
differenziali si conosce infatti che il problema di Cauchy 
y (t) - f (y' t) 
Y (O) Yo 
tE[O,a] (1.2.2.1) 
(1.2.2.2) 
ammette una ed una sola soluzione se f (y, t) s1a una funzione continua nella variabile t 
nell'intervallo [0, a] , a > O per la quale esista una costante reale positiva L tale che 
(1.2.2.3) 
ossia se f è lipschitziana. 
Se l'equazione (1.2.1.1) è posta nella forma del primo ordine definendo 
y=[~] (1.2.2.4) 
si ha 
(1.2.2.5) 
Si può notare che f è continua in t se e solo se fex (t) è continua in t. Inoltre f è lipschitziana 
in y se e solo se S (d) è lipschitziana in d. Se una funzione reale di variabile reale è continua 
e ha la derivata prima limitata, allora è lipschitziana. Assumendo le ipotesi su S (d) presentate. 
la costante di Lipschitz di S (d) è l'autovalore massimo di J 8 (d) = Hu (d), dove Js (d) è la 
matrice jacobiana di S (d) e Hu (d) è la matrice hessiana della funzione potenziale U = C (d). Si 
può osservare che se U (d) è una funzione regolare, allora Hu (d) è una matrice simmetrica e, di 
conseguenza, i suoi autovalori sono reali. 
Le ipotesi fatte permettono al sistema m analisi di godere alcune proprietà di carattere 
energetico. 
L'energia cinetica T del sistema semidiscreto è per definizione pari a 
(1.2 2.6) 
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L'energia totale E del sistema è pari alla somma dell'energia cinetica e di quella di deformazione: 
(1.2.2.7) 
Premoltiplicando ambo i membri della {1.2.1.1) per d_T e integrando tra O e t, si ottiene 
J.' d.TMddr+ J.' dTcèJ.dr+ J.' èJ.rs (d) dr= J.' èJ.rFdr (1.2.2.8) 
dalla quale segue 
l . T • l T 1t • 1t . T • -d Md--v0 Mvo+U (d)- U (do)= dTFàT- d CddT 
2 2 o o 
(1.2.2.9) 
Ponendo 
Eo ·=E (do, v0 ) = ~v6Mvo + U (do) 
D (d.)= -dTCd (1.2.2.10) 
la {1.2.2.9) diviene 
{1.2.2.11) 
La (1.2.2.11) indica che lo smorzamento naturale, dal momento che C è per ipotesi semidefinita 
positiva, induce sempre una diminuzione dell'energia totale. In assenza di forze esterne si ha 
(1.2.2.12) 
L'energia di un sistema libero smorzato diminuisce durante il moto. 
Se inoltre lo smorzamento è nullo (C= 0), allora 
E (d (t) , d (t)) = Eo (1.2.2.13) 
L'energia di un sistema libero e non smorzato si conserva durante il moto. 
Va notato naturalmente che le relazioni energetiche appena dimostrate riguardano la 
soluzione esatta del problema ai valori iniziali (1.2.1.1). 
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1.2.3 Algoritmi impliciti 
Gli algoritmi impliciti in regime non lineare risultano attraenti per le stesse caratteristiche 
enunciate relativamente ai problemi elastici lineari. La possibilità di essere potenzialmente incon-
dizionatamente stabili, in problemi complessi può essere molto vantaggiosa. Si può dimostrare 
infatti, entro certe ipotesi, che una forma di stabilità permanga anche in presenza di non linearità. 
L'applicazione degli algoritmi impliciti al regime non lineare conduce peraltro, con imple-
mentazioni standard, a schemi molto onerosi dal punto di vista computazionale. Ad ogni passo di 
discretizzazione temporale deve essere risolto un sistema non lineare di equazioni; questo richiede 
l'adozione di un algoritmo di risoluzione iterativo, costituito usualmente dal metodo di Newton-
Raphson (Gambolati, 1992). Come è noto, la soluzione determinata da tale algoritmo è legata alla 
scelta del valore iniziale mediante il quale si inizia il processo iterativo. Questa caratteristica spiega 
le difficoltà di convergenza o la convergenza verso soluzioni spurie che talvolta si manifestano anche 
nei più semplici problemi modello non lineari (Crisfield & Shi, 1994). Può capitare infatti che l'e-
quazione non lineare relativa all'algoritmo di integrazione oltre alla soluzione" esatta" possa avere 
altre soluzioni spurie, oppure che la funzione non lineare abbia gradienti talmente svantaggiosi che 
il metodo di Newton Raphson non riesca mai a convergere. 
1.2.3.1 Il metodo a-generalizzato 
1.2.3.1.a Formulazione generale 
La formulazione del metodo a-Generalizzato (CH-a), presentato nel paragrafo 1.1.4.1. 
può essere facilmente estesa al regime non lineare mantenendo le stesse approssimazioni degli 
spostamenti e velocità (1.1.4.1) 
di+ ~ti+l vi+ ~ti+ I ( ( ~ - (3) éli + f3éli+l) 
vi + ~ti+l ((l - 'Y) éli + 'Yéli+l) 
e riproponendo l'equazione di equilibrio pesato (1.1.4.2) nella forma generale 
con la condizione iniziale 
ao = M-1 (fex (O)- S (do)- Cvo) 
(1.2.3.1) 
(1.2.3.2) 
(1.2.3.3, 
(1.2.3.4, 
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Le forze di reazione Si+l-at e la forzante esterna fex,i+l-at in regime non lineari possono essere 
considerate mediante due formulazioni distinte: 
regola dei trapezi 
( trapezoida/ ru/e) 
regola del punto medio 
( midpoint rule) 
1.2.3.1.b Implementazione 
{ 
Si+l-at =(l- a!) S (di+l) +a fS (di) 
fex,i+l-at =(l- CtJ) fex (ti+I) + Ctffex (ti) 
{ si+l-at = s [(l- O!J) di+l + afdi] fexi+l-af = fex [(l- a,) ti+l + Ctfti] 
Se si definiscono le grandezze di+1 e vi+1 
di+l =di+ l::itvi + (~ - f3) l::it2ai 
Vi+l =Vi+ (1- /') f::ltai 
le equazioni (1.2.3.1) e (1.2.3.2) possono essere riformulate come segue: 
(1.2.3.5) 
(1.2.3.6) 
(1.2.3.7) 
Sostituendo le relazioni (1.2.3.7) nell'equazione di equilibrio (1.2.3.3) s1 ottiene la seguente 
equazione non lineare nell'incognita di+l4 
( ~-~'2' M+ 1;;:./I'C) di+l + Si+l-at + a!Cvi + etmM~ 
- ( ~~'2' M+ 1i;.{I'C) di+l +{l- Ctf) Cvi+l = fex,i+l-a1 
(1.2.3.8) 
Sia 
(1.2.3.9) 
una matrice costante, e siano 
{1.2.3.10) 
per mezzo del vettore 
(1.2.3.11) 
l'equazione di equilibrio pesato (1.2.3.8) diviene: 
(1.2.3.1::) 
4 Analogamente al metodo di Newmark anche lo schema a-HC si ritrova implementato nell'incognita spostame--
to. L'Eq. (1.2.3.8) può anche essere riscritta in termini di accelerazioni (oppure velocità). L'implemetazion~ ner 
spostamenti viene spesso preferita poichè solitamente possiede gradienti inferiori rispetto ad altre implemen:azio-, 
con il risultato di rendere più sicura la soluzione con procedimenti standard. Quando lo schema è implementa::è 
in pseudodinamica può essere preferibile un'implementazione nelle accelerazioni in presenza di un moto alla bas: 
asincrono (Pegon, 1996b ). 
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L'equazione (1.2.3.12) è non lineare e di conseguenza deve essere risolta tramite un algoritmo iter-
ativo. Ad ogni iterazione l'equazione (1.2.3.12) viene risolta solo in modo approssimato. Definito 
il residuo 
(1.2.3.13) 
L'equazione non lineare può essere risolta con lo schema di Newton-Raphson 
(1.2.3.14) 
che risulta nella soluzione del sistema 
(1.2.3.15) 
dove si è posto 
(1.2.3.16) 
(1.2.3.17) 
In particolare nel caso Trapezoidal rule si ottiene 
( d(k) ) r<Trap) G Kd(k) s<Trap) (d(k) ) -r i+l Trap = ex,i+I-a1 + i+l - i+l - i+I-a1 i+l (1.2.3.18) 
{1.2.3.19) 
e nel caso Midpoint rule, 
( 
(k) ) _ (Mid) - (k) (Mid) ( ) 
-r di+l Afid - fex,i+I-a1 + Gi+l - Kdi+l - Si+l-a1 di+l (1.2.3.20) 
e 
(1.2.3.21) 
1.2.3.l.c Analisi di accuratezza 
Come presentato al paragrafo 1.1.3.2, l'ordine di accuratezza negli spostamenti di un metodo 
three stage può essere valutato scrivendo l'algoritmo nella sua forma LMS. 
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1.2.3.l.c.1 Regola dei trapezi 
Utilizzando la regola dei trapezi, in regime non lineare la forma LMS negli spostamenti di 
un metodo (Eq. 1.1.4.20) può essere scritta come segue 
p 
:2::: [Maidi+i + ~tC,jdi+i + ~t2f3i (S (di+i)- fex,i+i)] =O 
j=O 
(1.2.3.22) 
l coefficienti ai, lj e f3i, vista la stretta analogia con il caso lineare, sono riportati nell'equazione 
(1.1.4.21). Dalla relazione (1.2.3.22) può essere definito l'errore locale di troncamento negli 
sposta menti 
l p 
T d (ti, ~t)= ~t2 .2: [Maid (ti+i) + ~tC1id (ti+i) + ~t2f3i (S (d (ti+i))- fex (ti+i))] 
j=O 
(1.2.3.23) 
L'ordine di accuratezza negli sposta menti d di un metodo LMS può essere determinato verificando 
se i parametri ai, f3.i e ì'j che lo caratterizzano soddisfano alcune condizioni, che si possono ricavare 
direttamente, se d (t), S (d) e fex (t) sono sufficientemente regolari, sviluppando in serie di Taylor 
d (ti+i) nell'espressione (1.2.3.23): 
T d (t-i, ~t)= tl~2Md (ti) l:J=O aj+ 
+~t l Md~:;) l:j=0 jai +Cd (ti) LJ=O ì'j J + 
+Md!~;) 2:~=0 taj +cd~:;) L:;=Ojlj + (S [d (ti)]- fex (ti)) L~=O(Jj+ 
[ 
Mdad~t;) ""'p f. cd2d~;) ""'p i. ] +~t dt L..ij=O 3!ai + df L..ij=O 21/i+ + O(~t2) 
(
dS[d(t;)] _ dfex(t;)) ""'p '{3, 
dt dt L..ij=O J J 
(1.2.3.24) 
Dalla relazione (1.2.3.24) possono essere facilmente ricavate le condizioni che devono essere 
soddisfatte dai coefficienti ah /j, f3i affinché il metodo sia consistente 
p p p 
L ai = LJai =L li= O (1.2.3.25) 
j=O j=O j=O 
p ~ p p 
I:~,aj = Liì'j = 2:f3j (1.2.3.26) 
j=O j=O j=O 
Affinché il metodo risulti del secondo ordine devono valere inoltre le ulteriori condizioni 
p ·3 p ·2 p 
L~~ aj =L~~ lj = 2:J!3j (1.2.3.27) 
j=O j=O j=O 
Le condizioni sui parametri appena determinate sono indipendenti da S [d (ti)] e fex (ti) e di con-
seguenza _l'ordine del metodo non è in alcun modo influenzato dalla linearità o non linearità di 
S [d (ti)] e fex (ti)· È facile osservare che i coefficienti relativi al metodo CH-a (Eq. 1.1.4.21) 
soddisfano le condizioni (1.2.3.25) e {1.2.3.26), per cui il metodo risulta consistente. Inoltre vale 
""'p t. -L..ij=O 31 O'.j - 2 - am "'p i. -;! L..ij=O 21/i- 2- al +1 
l:~=oif3i =~-al+ ì 
(1.2.3.28) 
dalle quali risulta che può essere raggiunto il secondo ordine di accuratezza se 
che riconduce alla relazione (1.1.4.7). 
1.2.3.l.c.2 Regola del punto medio 
3 
2 - a m = - - a t + 'Y 
2 
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(1.2.3.29) 
La forma LMS relativa alla regola del punto medio negli spostamenti, può essere scritta 
come segue 
dove 
p p 
L (Majdi+j + ~tC'Yjdi+j] + ~t2 L8j (S (di+j-a1)- fex,i+j-a1 ) =O 
j=O j=l 
S ( di+j-a1 ) = S ((l -a t) di+j + afdi+j-d 
fex,i+j-af = fex ((l - a f) ti+j + a f ti+j-d 
dalla quale può essere definito l'errore locale di troncamento 
p p 
(1.2.3.30) 
(1.2.3.31) 
T d (ti, ~t)= L [Majd (ti+j) + ~tC"jjd (ti+j)] + ~t2 L Dj (S (d (ti+j))- fex (ti+J)) 
j=O j=l 
(1.2.3.32) 
Sviluppando in serie di Taylor d (ti+j) nell'espressione (1.2.3.32) si ottiene 
(1.2.3.33) 
dalle quali si può notare come la condizione, al fine della consistenza, (1.2.3.25) permanga mentre 
con l'aggiunta della relazione 
(1.2.3. 34) 
L'accuratezza del secondo ordine viene invece raggiunta se 
p ·3 p ·2 p 
L ~! aj = L ~! 'Y j = L (j - a f) f3j 
j=O j=O j=l 
(1.2.3.35) 
Ancora una volta può essere notato come le condizioni sui parametri siano indipendenti da S ~d· t,) 
e fex (ti), e quindi l'ordine del metodo non è in alcun modo influenzato dalla linearità o non line2.-ità 
di S [d (ti)] e fex (ti)- l coefficienti definiti nella relazione (1.2.3.30) relativi al metodo CH-o 
risultano 
ao = am 
a1 =l- 3am 
a2 = -2+3am 
a3 = 1- affi 
l'o= a 1( -l+ 'Y) 
')'1 =-l+ 2a1 + ')'- 3')'a1 
')'2 = l - a 1 - 2')' + 3')'a 1 
')'3 = (1- a 1)!' 
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(1.2.3.36) 
È facile osservare come tali coefficienti rispettino le condizioni (1.2.3.25) e (1.2.3.34). Inoltre vale 
'\'P f!_ - 2 
Dj=O 3!ai- - am 
'\'P i_ - ;J,-
Dj=O 2!/'j- 2 al+/' (1.2.3.37) 
L~=l (j- al) 8i =~-al+')' 
che conduce ancora una volta alla relazione (1.1.4.7) al fine di un'accuratezza del secondo ordine. 
1.2.3.1.c.3 Accuratezza nelle accelerazioni 
L'accuratezza nelle accelerazioni e nelle velocità può essere mediante le stesse analisi viste 
per gli spostamenti, scrivendo il metodo in forma LMS nelle incognite accelerazioni e velocità 
anziché spostamenti. Nelle velocità si ricavano le stesse condizioni relative agli spostamenti. Le 
accelerazioni invece risultano accurate al primo ordine e possono raggiungere il secondo se alla 
condizione (1.1.4.7) viene aggiunta la condizione 
(1.2.3.38) 
scrivendo il metodo in funzione del parametro libero Poo SI può notare come questa ulteriore 
condizione venga raggiunta solo se p
00 
= 15 . 
Si può facilmente dimostrare che, nel caso di smorzamento nullo (C= 0), se gli spostamenti 
hanno accuratezza del secondo ordine (Eq. {1.1.4.7) 
{1.2.3.39) 
allora si può trovare una combinazione lineare delle accelerazioni~ e ai+ l che ha ancora accuratezza 
del secondo ordine. 
Sostituendo la relazione (1.2.3.39) nell' equazione di equilibrio pesata relativa al metodo 
(1.2.3.3) si ottiene 
(1.2.3.40) 
che vale sia nel caso della regola dei trapezi, in cui la dimostrazione è diretta, che in quello della 
regola del punto medio, visto che per !:1t ---+ O si ha 
s(mid) - f(mid) - s(trap) - rttrap) +o (!:1t2) 
i+l-of ex,i+l-of - i+l-o1 ex,t+l-of 
(1.2.3.41\ 
da cui, sfruttando l'equazione di equilibrio esatta 
Vi~O (1.2.3.42,· 
5 Come è stato notato in questo caso il metodo può essere interpretato come una variante dello schema TR. 
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si può ricavare la combinazione di accelerazioni accurate al secondo ordine 
(1.2.3.43) 
Per mezzo della stessa tecnica è possibile dimostrare che in generale, se la soluzione esatta 
d (t) è sufficientemente regolare, allora le accelerazioni hanno accuratezza del primo ordine, cioè 
d (ti) - ~ = o (~t) 
Ponendo i= O nella (1.2.3.43) e imponendo do= d (t0 ) si ottiene 
d (ti)- a1 = CXJ- am (d. (ti)- d (to)) +O (~t2 ) 
1-am 
che può essere riformulata come segue 
dove 
Al generico passo i vale 
che può essere riformulata come segue: 
dove 
E~a) = d(ti)- ~ 
c;a) = alram d (ti) 
-O< m 
- ...=Qm_ 
T}- 1-am 
Trascurando il termine dell'ordine di ~t2 si ottiene 
E(a) _ (a) "t+ E(a) i+l-Ci L..l TJ i 
Considerando le norme si ha 
da cui 
IIE~~1 11 ~ llc~a) Il ~t+ T} (llc~~1 ll 6t +T} IIE~-lll) 
~ M6t +T} ( M~t +T} IIE~~lll) 
M6t + TJM6t + TJ 2 ~~E~~1 11 
(1.2.3.44) 
(1.2.3.45) 
(1.2.3.46) 
(1.2.3.47) 
(1.2.3.49) 
(1.2.3.50) 
(1.2.3.51) 
(1.2.3.52) 
(1.2.3.53) 
dove M= maxt;E[o.tt] llc~a) Il· 
Applicando ricorsivamente la relazione (1.2.3.53) si ha 
i-1 
IIE}a) Il ~ M ~t L 1]j + 1]i IlEo l! 
j=O 
che nell'ipotesi E 0 =d (t0 ) - d0 = 0,7] i- l diviene 
La (1.2.3.55) dimostra che l'ordine di accuratezza delle accelerazioni è pari a l se 
1171 <l 
l 
a <-m 2 
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(1.2.3.54) 
(1.2.3.55) 
Si può notare inoltre che se am = a1 ne segue che M= O e quindi si ottengono accelerazioni 
accurate al secondo ordine. 
1.2.3.1.d Analisi di stabilità 
Al fine di condurre un'analisi di stabilità è utile definire gli operatori media O e differenza 
~. owero 
(1.2.3.56) 
(1.2.3.57) 
Mediante questi operatori le approssimazioni degli spostamenti e velocità relative al metodo 
di Newmark (1.1.4.1) possono essere riscritte nel modo seguente (Wood, 1990) 
~Vi= ~t {(<ii)+ ('y- ~)~<li} 
~t (vi) = ~di - ~t2 (/3- ~~) ~<li (1.2. 3.58) 
L'equazione di equilibrio pesata (1.2.3.3), vista la presenza del termine non lineare, viene 
risolta in modo approssimato tramite una procedura iterativa. Considerando il caso fex= O e C =O 
è necessario tener conto dell'errore introducendo nell'equazione stessa il termine F~err) 
Tale termine può essere reso arbitrariamente piccolo, se viene eseguito ad ogni passo un numero 
sufficiente di iterazioni. 
L'equazione (1.2.3.59) può essere riscritta 
Mll<li = -LlS(d;) + LlF;err) + (M<ii+l + S(di+l)- F;~;>)- (Mai+ S(d;)- F,o:rr ) 
(1.2 3.60) 
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Si assuma che l'energia potenziale di deformazione sia una funzione di d a valori reali6 
U(t) = U(d(t)) (1.2.3.61) 
e sia sufficientemente regolare da essere definito 
vru (d)= s (d) (1.2.3.62) 
dovevrU (d) è il gradiente di U; sia inoltre 
l 
T (t) = 2vT (t) Mv (t) (1.2.3.63) 
l'energia cinetica esatta al tempo t. 
Si assuma inoltre che 
(1.2.3.64) 
dove li dii = dT d (ipotesi di positività). La condizione (1.2.3.64) può valere anche solo localmente. 
cioè soltanto in una regione limitata dello spazio degli spostamenti d contenente l'origine. Si 
osserva che tale condizione implica 
Si definiscano 
u (d) ~ o 'v'd 
U(d) - O {:::::=;> d=O 
s (d) o {:::::=;> d = o 
l T T= -v. Mv· 
t 2 l l 
(1.2.3.65) 
(1.2.3.66) 
(1.2.3.67) 
le approssimazioni dell'energia cinetica e dell'energia potenziale all'istante ti = it1t. L'energia 
potenziale Ui può essere espressa nella seguente forma linearizzata 
U (di+l) = U (di)+ (di+l- di? S(dJ + ~ (di+l- di? ~~ id
1 
(di+l- di) 
u (di) = u (di+ l) - (di+ l - di? s (di +l) + ~ (di+ l - di? ~~ l d2 (di+ l - dJ (1.2.3.68) 
dove d 1 e d 2 giacciono lungo la linea congiungente di e di+1 , ~~ = Js (d)= Hu (d) con Js (d)= 
matrice Jacobiana di S (d) o anche Hu (d)= matrice Hessiana di U. 
L'ipotesi di regolarità dell'energia potenziale di deformazione U (d) assicura l'esistenza d. 
tutte le derivate che compaiono nelle varie espressioni. In particolare la regolarità implica la simmE-
tria di Hu (d). Dalle equazioni (1.2.3.68) è possibile ottenere la variazione dell'energia potenziale 
6 Sì veda il paragrafo 1.2.2. 
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nell'i-esimo passo (tra ti e ti+l) 
!1Ui U (di+I)- U (di)= (1.2.3.69) 
l T ( ) T 2 (di+l- di) S(di) + S(di+1) + (di+l- di) Pi (di+l- di) 
f1Ui,Lin + f1Ui,NLin 
dove 
P, = ~ (~~l., -~~ u {1.2.3.70) 
è una misura della non linearità della forza di reazione S (d). 
Nel caso unidimensionale si può dimostrare facilmente che la quantità 
(1.2.3.71) 
rappresenta la differenza tra l'area sottesa dalla curva della forza di reazione e l'area della 
approssimazione secante di tale curva nell'intervallo di - di+l (Hughes, 1976). 
La variazione di energia potenziale linearizzata nell'i-esimo passo (tra ti e ti+1) espressa in 
termini di medie e differenze è pari a 
{1.2.3.72) 
mentre la variazione di energia cinetica risulta 
{1.2.3. 73) 
Sostituendo le espressioni (1.2.3.58) (vi) e !1vi nell'espressione della variazione di energia cinetica 
{1.2.3.73) si ottiene 
!1Ti = !1d[M (éii) + ( ì- ~) !1d[Ml1ai- (1.2.3.74) 
b.t' { (!3- ~) b.aiM (a;)+ ( 'Y-D (!3- ~) b.aiMb.a;} 
che sostituita nelle realzioni di equilibrio {1.2.3.59) fornisce 
b. T; = ( <> f - <>m - ')+ D b. d[ ( b.S (d,) - b.Fj~c)) - b. dJ ( (S( d,)) - ( Fj""))) + 
(!-l+ am) !1df ( (Méii+1 + S(di+1)- F~_:r;l)- (M~+ S(dJ- F~err)))-
M { (!3- ~) b.afM (a;)+ ( 'Y- ~) (!3- ~) b.aiMb.a;} (1.2 375) 
Ricordando la (1.2.3.72) e ponendo 
A= ~a[Méii 
l1Ai = l1a[M ( ~) (1.2.3.76) 
si può scrivere 
~T + ~U L· + ~t2 (f3 - 1 ) ~A- = t t, tn 2 t 
(a!- am- ì + ~) ~df ( ~S(dJ- ~F~err)) - ~df ( (S(dJ)- (F~err))) + 
(ì- l+ am) ~df ( (M~+l + S(di+1)- F~~;))- (M~+ S(dJ- F~err)))­
~t2 ( ì- ~) (f3- ~) ~afM~~ 
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(1.2.3.77) 
Ponendo ì = ~ - am + a 1 in modo da assicurare una accuratezza del secondo ordine si trova 
(1.2.3.78) 
La (1.2.3.78) porta alla definizione di una norma dell'energia: 
A 2( l l ) E = T + U + ~t {3 - - - - (a1 - a ) A = t t t 4 2 m t (1.2.3.79) 
l T 2( l l ) l T 2vi Mvi + U (di)+ ~t (3- 4- 2 (aJ- am) 2éli M~ 
L'energia generalizzata Ei è pari al quadrato della norma dell'energia appena definita. 
Si nota che Ei =J. Ei = Ti + U (di). Di conseguenza il fatto che Ei sia non crescente non 
implica che anche Ei lo sia. Il termine dipendente dalla accelerazione è quello che" bilancia" l'effetto 
di "overshoot". Affinché l'energia generalizzata possa essere considerata una norma devono valere 
le seguenti condizioni: 
l. M simmetrica e definita positiva 
2. U (di) a valori reali e positiva7 
La soluzione numerica dell'equazione della dinamica strutturale è stabile nel senso dell'e~ 
erg1a (Hughes & Hulbert, 1988)8 :se esiste una funzione c2 = c2 (6t) tale che 'liti = i6t E (O, t j' 
. . 
st possa scnvere 
dove 
Si può osservare 
V6tE(O,oo) 
per 6t--+ O 
per 6t-+ oo 
7 Si vedano le condizioni di positività definite nella relazione {1.2.3.64 ). 
(1.2.3.80) 
(1.2 3.81) 
(1.23.K) 
8 Il limite fondamentale della definizione {1.2.3.80) di stabilità energetica sta nella di pendenza dal nul"'ìero :i 
passi n del rapporto & . La limitatezza di & è legata alla limitatezza di n. 
Eo Eo 
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• Dalla (1.2.3.80) segue 
per b.t---+ O (1.2.3.83) 
mentre dalle (1.2.3.80) e (1.2.3.81) segue 
per b.t ---+ O (1.2.3.84) 
Quest'ultima condizione è la cosiddetta conservazione asintotica dell'energia per piccoli passi 
temporali. 
• Dalla (1.2.3.80) segue 
per b.t ---+ oo (1.2.3.85) 
mentre dalle (1.2.3.80) e (1.2.3.82) segue 
per b.t ---+ oo (1.2.3.86) 
Nel caso in cui c3 =O si ha 
per b.t ---+ oo (1.2.3.87) 
Quest'ultima condizione è la cosiddetta conservazione asintotica dell'energia per grandi passi 
temporali. 
Si può dimostrare che, nel caso in cui fex= O e C = O, il metodo CH-a è stabile nell'energia 
generalizzata Èi. Si esegue nei paragrafi successivi tale dimostrazione suddivisa in tre parti dedicatt: 
rispettivamente alle relazioni (1.2.3.80), (1.2.3.81) e (1.2.3.82). 
1.2.3.1.d.1 Limitatezza dell'energia generalizzata 
Si assumano fex= O e C= O. Per l'energia di deformazione U (d) siano valide le ipotesi 
di regolarità e positività. Si assuma che il metodo iterativo (tipo Newton-Raphson) venga applt-
cato alla equazione non lineare negli spostamenti. Se t 1 rappresenta l'istante finale dell'intervallo 
temporale del quale si esegue la discretizzazione, allora 
Sia K*(j) la matrice di rigidezza efficace definita in (1.2.3.16). È possibile dimostrare cht 
se Èi = O implica Èi+l = O. 
Dimostrazione: 
• Per definizione di norma Èi =O implica di= vi = éli =O. 
• Perciò per j =O si ha -r(j) = -r(0)= O. 
• Dal momento che K*(j) è definita positiva, vale b.d~~1 =O, j >O. 
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• Segue che di+l = O 
• Dalle relazioni (1.1.4.1) e {1.1.4.2) segue che Vi+l =~+l =O. 
• Di conseguenza Ei+1 =O. 
Questo risultato permette di concentrare l'attenzione al solo caso in cui Ei > O , i ~O. 
Siano 
zi = l t .6.dfP i.6.di 
Wi = .6.t (a!- am) (f3- i-~ (a!- am)) .6.afM.6.~ (1.2.3.88) 
allora esistono Zi e wi (funzioni continue in .6.t) tali che 
zi = zi ( Ei + Ei+l) 
wi = w i (E i + E i+ 1) 
(1.2.3.89) 
Dimostrazione: 
• Se di= di+l =~=~+l =o allora zi =~=O. In tal caso Zi = Wi =O. 
• Se invece almeno uno dei quattro vettori è diverso da zero, allora Ei + Ei+1 > O. In tal caso 
Z· w-Zi = . ~ e wi = . . . 
Ei+Ei+l Ei+Ei+l 
La continuità (per .6.t E (0, oo)) è assicurata dal fatto che Ei + Ei+1 > O. 
Si possono definire le due funzioni continue di .6.t, 
l G- a!) .6.df ((Mai+l + S(di+1))- (M~+ S(dJ)) 
çi = - .6.t Ei + &+l 
Sia 
si può dimostrare che ci è una funzione continua di .6.t tale che 
l l 
--<c·<-.6.t t .6.t 
Dimostrazione: 
(1.2.3.90) 
(1.2.3.91) 
(1.2.3.92) 
(1.2.3.93) 
La continuità è una conseguenza della continuità degli addendi. La uguaglianza (1.2.3.92) 
si dimostra facilmente osservando che 
.6.Ei = i;i+l - Ei = .6.t (zi + wi +bi+ çi) ( Ei + i;i+l) = .6.tci ( & + i;i+l) 
La (1.2.3.93) si dimostra nel caso in cui Ei+b Ei > O. 
(1.2.3.94) 
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• Se ci = O non c'è nulla da dimostrare. 
• Se ci > O allora (1 - Ci.6.t) = (1 + ci.6.t) E_E; > O 
Hl 
segue che 
• Se Ci < O allora (1 + ci.6.t) = (1 - ci.6.t) Ejf > O segue che 
Sia ora 
2ci 
c·----
2'z - l - ci.6.t 
{1.2.3.95) 
Si può notare come c2,i sia una funzione continua di .6.t (1 - ci.6.t =l 0). Vale inoltre 
V.6.t E (0, oo) (1.2.3.96) 
1.2.3.1.d.2 Conservazione asintotica dell'energia per .6.t---+ O 
Al fine di dimostrare la validità della relazione {1.2.3.81 ), è necessano formulare 
esplicitamente alcune ipotesi. 
l. Parametro z (Eq. (1.2.3.89)a) 
Per .6.t sufficientemente piccolo si ha 
(1.2.3.97) 
Perciò 
(1.2.3.98) 
da cui segue 
l À. min l l À. max l -~.6.t ~ z· ~ P~ .6.t 
À.mm '-' z '-' À.mm 
M M 
(1.2.3.99) 
Infine, se si assume i>..PJ ::;; P.6.t per .6.t E (0, .6.t0 ) e ti E (O,tf), si ha 
1>..~~~ P.6.t P 2 
lzil ::;; . .6.t::;; --. .6.t = - . .6.t = z À.mm ,mm À.mm 
M AM M 
(1.2.3.100) 
La relazione (1.2.3.100) definisce il parametro z. 
2. Parametro w (Eq. (1.2.3.89)b) 
Si assume che, per .6.t E (0, .6.t0 ) e ti E (0, t1) 
(a!- etm) (f3- ~ -~(a!- etm)) .6.afM.6.~ 
lwil::;; ~ ~ .6.t::;; W.6.t =w 
Ei + Ei+l 
{1.2.3.101) 
La relazione {1.2.3.101) precedente definisce il parametro w. 
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3. Parametro b 
Per definizione b è un maggiorante dell'errore dovuto al processo di iterazione di Newton-
Raphson per la risoluzione in ciascun passo dell'equazione non lineare. Perciò b può essere 
scelto arbitrariamente piccolo. Se si sceglie 
(1.2.3.102) 
con x arbitrariamente piccolo. La relazione precedente definisce il parametro b. 
4. Parametro ç 
Per definizione vale 
ç; = _ ___!__ (~ - o:1) ~df ((Mai+:+ S~di+ 1 )) - (Ma;+ S(d;))) (1. 2_3_103) ~t E;+ Ei+1 
_ ___!__ (~ _ o:J) ~dfM~~ + ~S(dJ 
~t 2 E;+ E;-1 
Per !:.t sufficientemente piccolo, dalla (1.2.3.44) si ha 
(1.2.3.104) 
Dalla (1.2.3.58) si ottiene 
(1.2.3.105) 
Inoltre, dalla (1.2.3.60) e tenendo conto del fatto che F~err) può essere ritenuto 
arbitrariamente piccolo, si ha 
~S(d) = _l-omM~a-- M a;- S(d.) 
2 1-0J 2 2 
= - ~~~~; M~ai -M d (ti)+ O (~t) - S( d (ti))+ O (~t2 ) 
=o (~t) 
La relazione precedente definisce il parametro ç. 
Dimostrazione: 
Nelle ipotesi fatte si ha 
Per dimostrare la relazione (1.2.3.81) è sufficiente verificare che vale 
2c 
c2i ~ = c2 Vii E [O;tfj,\f~t E (O,~to) 
' 1- c~t 
e quindi 
con 
(1.2.3.106) 
(1.2.3.107) 
(1.2.3.108) 
(1.2.3.109) 
{1.2.3.110) 
(1.2.3.111) 
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1.2.3.1.d.3 Andamento dell'energia per !:1t-+ oo 
Per dimostrare la validità della relazione (1.2.3.82) si fanno le seguenti ipotesi: 
A) L'algoritmo iterativo che risolve l'equazione non lineare converge ad ogni passo alla soluzione 
esatta. 
B) F~err) ha un effetto trascurabile. 
Per determinare l'andamento energetico per !:1t -+ oo si possono trovare le succes-
SIOni per !:1t -+ oo delle velocità, delle accelerazioni e delle forze di reazione, rispettivamente 
{vi}, { ~} { Si+l-ett} e da queste ricavare le successioni della norma energetica { Éi} e dell'energia 
{Ei}· 
1.2.3.1.d.3.1 Le successioni { ~}, {vi} per !:1t-+ oo 
Le equazioni di Newmark {1.1.4.1) possono essere riformulate come segue 
V· ~ (~-(3)ai+fJ~+l !:1t 
!:1t [(l- 'Y) ai+ ')'ai+I] 
(1.2.3.112) 
(1.2.3.113) 
Si può supporre che per !:1t -+ oo la (1.2.3.112) si semplifichi (possono essere trascurati solo gli 
spostamenti), mentre la (1.2.3.113) si possa riscrivere invariata: 
!:1t ( ~ - jJ) ~ + JJ~+l ( 1.2.3.114) 
!:1t [(l- 'Y) ai+ 'Y~+I] 
Risolvendo il sistema dato dalle (1.2.3.114) nelle incognite ~+l e vi+1 si ottiene, al limite 
!:1t-+ 00, 
vi+ l (l -~) vi + (l - 2~) ai/:1t (1.2.3.115) 
~+l = - jJ~t + (l - 2~) ai ( 1.2.3.116) 
Applicando le (1.2.3.115) e (1.2.3.116) su due passi consecutivi, risolvendo perciò un sistema di 
quattro equazioni, si ottengono, al limite !:1t -+ oo, le seguenti espressioni: 
(1.2.3.117) 
(1.2.3.118) 
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Per poter ricavare una successione delle velocità e una delle accelerazioni sfruttando le (1.2.3.117) 
e (1.2.3.118), occorre trovare i valori v 1 e a1 . 
Ponendo i= O nelle (1.2.3.114) si ha, sempre al limite tlt-+ oo, 
v o 
tlt (~-/J)ao+/Ja1 (1.2.3.119) 
(l - "t) ao + 'Ya1 (1.2.3.120) 
da cui 
(1.2.3.121) 
(1.2.3.122) 
Osservazioni: 
l. Dalla relazione (1.2.3.122) è evidente l'effetto di amplificazione della velocità al primo passo. 
Si osserva che è un effetto originato dalle equazioni di Newmark, tanto più accentuato quanto 
più "( =l 2/3. Ciò significa che l'effetto di overshoot è dovuto al fatto che le approssimazioni 
temporali per gli spostamenti e per le velocità non sono coincidenti. 
2. Dalla relazione (1.2.3.121) emerge come non vi sia alcun effetto di amplificazione delle ac-
celerazioni. Ricordando l'equazione di equilibrio pesato (1.2.3.59) si può escludere anche per 
gli spostamenti la presenza di amplificazione. 
Usando iterativamente le relazioni (1.2.3.118) con la condizione (1.2.3.121) si trovano le 
successioni delle accelerazioni {ai} e delle velocità {vi} per tlt -+ oo: 
~ = 
V· = ~ 
(
4/3- 2"(- l)i-l (4/3- 2"( -l !_ 2"(- l) 
4/3 4/3 + 2 2/3 ao 
. (l - _l) (4/3- 2"(- l) i-l tlt 
?, 2/3 4/3 ao 
che possono essere scritte in funzione del parametro p
00 
A) Poo E (0, l) 
Pco =O 
~ = ( -l)n [2p~- (l- p~)np~ 1 ] ~ 
Vi= (1- PrxJ 2 [(-l)i-l~p~ 1 ] aotlt 
~ al= 2 
ai= O 
v1 = ~tlt 
vi= O 
Vi ~ 2 
(1.2.3.123) 
(1.2.3.124) 
{1.2.3.125) 
(1.2.3.126) 
(1.2.3.127) 
Poo =l 
~ = (-l)iao 
vi= ( -l)iv0 
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(1.2.3.128) 
Dalle relazioni riportate risulta evidente l'effetto di overshoot nelle velocità, legato alla 
presenza del termine ~t (---+ oo) indipendentemente dalla non linearità del problema. 
1.2.3.1.d.3.2 La successione delle forze di reazione {Si+ l-a,} per Llt ---+ oo 
La successione delle forze di reazione può essere determinata a partire dalla successione delle 
accelerazioni, tenendo conto della equazione (1.2.3.59). Si può osservare immediatamente che le 
forze di reazione devono avere un andamento simile a quello delle accelerazioni, cioè indipendente 
da ~t e convergente a O per i ---+ oo. 
Utilizzando il parametro p00 e considerando l'equazione di equilibrio iniziale si possono 
ritrovare le seguneti successioni 
Poo E (0, l) 
8 ( l)i-1 -Mao i-l(l ) [ 2 . (l 2 )] i+l-a/ = -
2 
Poo - Poo Poo - '/, - Poo (1.2.3.129) 
Poo =O 
S(d1) o 
S(d2 ) 
Mao 
(1.2.3.130) - Ma1 = --2 
S(dJ - o i~ 3 
Poo =l 
i~ l (1.2.3.131) 
Nel caso della regola di trapezi si può ricavare esplicitamente la successione { S (dJ}. 
1.2.3.1.d.3.3 La successione dell'energia { Ei} per ~t---+ oo 
Per ~t ---+ oo , sulla base di quanto visto nel paragrafo precedente, si può trascurare il 
contributo dell'energia potenziale, perciò 
A 2 ( "~) l T Eo =~t {3- 2 2aoMao (1.2.3.132) 
A l T 2 ( "~) l T E = -v. M v· + !l t ~ - - -:o~: Ma 
l 2 l l fJ 2 2""l l (1.2.3.133) 
e ricordando le successioni {vi} e { ~}. 
f::J.t2i2 (l - _l) 2 (4{3- 2'Y- l) 2i-2 ~a6Mao + (1.2.3.134) 
2{3 4{3 2 
Llt2 (f3 _1.) (4{3- 2"f- 1) 2ì-2 (4{3- 2'Y- l !_ 2'Y- 1) 2 ~ TM 
2 4{3 4{3 + 2 2{3 2 ao ao 
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Per semplificare la trattazione si esprimono le relazioni precedenti in funzione di Poc e si 
trova, al limite !1t ---+ oo, 
~ (1- Poo)2 21 T 21 T 
Eo = ( )2 !1t -ao Mao = rJo P !1t -ao Mao 4 l + Poo 2 ' 00 2 {1.2.3.136) 
e per i~ l 
{1.2.3.137) 
dove 
2i-2 2 2 z 2 2 . 2 2l ( ·2 l ( ·2)) 'TJi,p00 = Poo (1 - Poo) (l - Poo) 16 + 4(l + Poo)2 Poo - Poo(l - Poo)z + (1 - Poo) 4 
Analizzando i coefficienti rJi si trova che 
O ~ 'TJi,poo ~ l 
'TJi+l,P00 ~ 'TJi,pCXJ 
Vi~ O,p00 E [0, l] 
Vi~ O,p00 E [0, l] 
e, di conseguenza, al limite !1t---+ oo, 
Vi~ O, Vp00 E [0, l] 
dove 
c3 i p = 'TJi+I - l E [-l, O] 
' ' 00 'TJi 
e ancora 
Vi~ O, Vp00 E [0, l] 
dove 
C3p = max C3ip E [-1,0] 
' 
00 i E [O,nj ' ' = 
Infine 
{1.2.3.138) 
(1.2.3.139) 
(1.2.3.140) 
{1.2.3.141) 
{1.2.3.142) 
(1.2.3.143) 
(1.2.3.144) 
i . L : J44UJL CJ!UQ 
84 
1.2.3.1.d.3.4 La successione dell'energia {Ei} per fit---+ oo 
Per fit ---+ oo , in modo analogo al paragrafo precedente, si può trascurare il contributo 
dell'energia potenziale, perciò 
(1.2.3.145) 
(1.2.3.146) 
e ricordando le successioni {vi} e { éli} per fit ---+ oo, 
E-= f1t2i2 (1- _1_)2 (4/3- 2"(- 1)2i-2 !arMao 
1 
2/3 4/3 2 (1.2.3.147) 
che in funzione del parametro p
00
, per i ;?: l, risultano 
(1.2.3.148} 
con 
(1.2.3.149) 
Analizzando i coefficienti Xi si trova che 
Vi ;?: l, Poo E [0, l] (1.2.3.150) 
ma non si verifica 
Vi;?: O, Poo E [0, l] (1.2.3.151) 
e ciò è dovuto all'effetto dell' overshoot nelle velocità. Di conseguenza, non vale 
Vi;?: O, Vp00 E [0, l] (1.2.3.152) 
dove 
Xi+ I 
c3 · = - - l E [-l 0] ,t,poo ' 
Xi 
(1.2.3.153) 
1.2.3.1.e La dissipazione delle risposte ad alta frequenza in regime non lineare 
Nella analisi eseguita nei paragrafi precedenti si sono ottenuti alcuni risultati che, se oppor-
tunamente analizzati, permettono di conoscere il comportamento dissipativo del metodo CH-n alle 
alte frequenze: 
l. Dalla relazione (1.2.3.135) si può osservare che 
A 2 
lim Ei+ 1 = lim E~+l = (l+ 2')') + 2/3- 2"(- l 
i--+oo Ei i--+oo Ei 16(32 2/3 
(1.2.3.154) 
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ossia il rapporto tra l'energia a fine passo e l'energia a inizio passo diventa costante dopo un 
numero abbastanza elevato di passi, oppure in termini di Poo 
l. Ei+l 1
. Ei+l 2 
1m--= _1m -A-= Poo 
1-H:X) Ei t-tOO Ei 
(1.2.3.155) 
Va sottolineato che questo risultato vale indipendentemente dalla linearità o meno del prob-
lema (ovviamente deve essere verificata l'ipotesi di convergenza dell'algoritmo iterativo verso 
la soluzione esatta). 
2. Si possono ottenere risultati analoghi a quelli del punto precedente anche per la successione 
delle velocità (sempre nell'ipotesi .6.t ---+ oo). Dalla (1.2.3.124) osservando che 
si può ottenere 
vi+l ---+ Ài+tao.6.t 
vi ---+ Àiao.6.t 
{1.2.3.156} 
{1.2.3.157} 
3. In maniera analoga si può analizzare la successione delle accelerazioni per .6.t ---+ ex:;. 
Dalla (1.2.3.123) si ha 
(1.2.3.158} 
dove 
(1.2.3.159) 
4. Osservando la successione nelle forze si ottiene .6.t ---+ oo. 
Dalla (1.2.3.129) si ha 
(1.2.3.160) 
si può vedere che 
(1.2.3.161) 
valida anche nel caso della regola dei trapezi. 
5. Dalle espressioni (1.2.3.124), (1.2.3.123) e (1.2.3.129) delle successioni {vi}. ~a;}~ 
{Si+ l-ai} per .6.t ---+ oo è facile osservare che la non linearità non ha alcuna influenZ3 
sul comportamento dell'algoritmo alle alte frequenze (pur nei limiti già esposti di questa 
trattazione). 
Questo permette di affermare che la condizione (1.1.4.10) assicura anche nel caso non li:1ear~ 
la massimizzazione della dissipazione dei modi ad alta frequenza. 
1.2.3.1. f Analisi di un sistema ad un grado di libertà 
Si riportano in questo paragrafo i risultati di analisi teorico-numeriche condotte sul sistema 
non lineare ad un grado di libertà costituito dall'oscillatore di Duffing. 
1.2.3.1.f.1 Il problema modello 
L'oscillatore di Duffing è stato ripetutamente preso 1n considerazione m letteratu-
ra per la vasta classe di problemi non lineari ad un grado di libertà che può rappre-
sentare {Argyris & Mlejnek, 1991). Spesso è stato considerato un problema test al fine 
di valutare le prestazioni di algoritmi di integrazione al passo (Bar-Yoseph et al., 1996a), 
(Bar-Yoseph et al., 1996b), (Wiberg & Li, 1997b), (Wood, 1990),- (Xie & Steven, 1994). 
Gli oscillatori conservativi non forzati, formati da un sistema massa-molla sono in gell€rak: 
governati da un'equazione differenziale della forma 
mij + R (q) =O {1.2.3.162) 
dove m è la massa, R (q) è la forza interna di reazione. La relazione forza spostamento 
dell'oscillatore di Duffing è la seguente 
dove 81 e 82 sono costanti. In quanto segue si assume che m = l e 8 1 > O. Si esaminano 
sia sistemi con comportamento incrudente (hardening) (82 >O) che sistemi con comportamento 
indebolente (softening) (82 < 0). L'energia totale del sistema risulta 
l 2 l 2 l 4 
H(p, q) = 2P + 281q + 4.8182q 
che costituisce un integrale primo del problema e quindi H(p(t) ,q(t)) = H(p0 ,q0 )9 . 
{1.2.3.164) 
Data la non linearità cubica in q della forza di reazione, la soluzione del problema (1.2.3.162 
può essere espressa in termini di funzioni ellittiche di Jacobi (Tabor, 1989). Sia K (m) l'integralE 
primo completo {Abramowitz & Stegun, 1964) e si consideri il caso p0 =O. La soluzione per i 
sistema hardening diviene 
q(t) 
p( t) 
qocn( -wt, m) 
q0wsn( -wt, m)dn( -wt, m) 
(1.2.3.165 
(1.2.3.166 
dove w2 = 81(1 + 82q6) e m= 82q5/ (2 + 282q5). La soluzione risulta periodica con periodo 
T = 4K_(m) .. (1.2.3.167 
w 
La soluzione del sistema softening è periodica (Farkas, 1994) se gli spostamenti iniziali soddisfanc 
la condizione lq0l < 1/ FS;. In questo caso la soluzione può essere scritta come 
q(t) 
p( t) 
q0 sn(wt + K (m), m) 
q0wcn(wt + K (m), m)dn(wt + K (m), m) 
(1.2.3 168 
(1.2.3 169 
9 Essendo la massa del problema unitaria in questo caso i momenti p corrispondono esattamente alle vt=loc·Tà 1 
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dove C} = S 1(2 + S 2qa)/2, m = -S2q5f(2 + S2qa) con periodo dato ancora dalla relazione 
(1.2.3.167). Per condizioni iniziali generali le espressioni risultano più complicate. È comunque 
possibile trovare con metodi standard l'espansione in serie di Taylor della soluzione attorno ad un 
determinato t= ti (Hairer et al., 1987). 
1.2.3.1.f.2 Analisi di accuratezza 
L'errore locale di troncamento negli spostamenti definito nelle relazioni (1.2.3.23) per 
l'oscillatore di Duffing può essere esplicitamente calcolato; in particolare si ottengono le seguenti 
relazioni: 
• regola del trapezio 
= l S (l+ 3 28 ) 2am-2a1 -1+2-y At T 2Po 1 qo 2 f3 u 
_lS (-S + 6 2S _ 4 2S S _ 3 4S S2) 3am-l-6{3-6ot+6an+3-y A t2 
6 1 qo 1 Po 2 q o 1 2 q o 1 2 f3 u {1.2.3.170) 
+0 (6.t3 ) 
{1.2.3.171) 
Utilizzando le consuete relazioni dei parametri in funzione di p
00 
si ottengono i seguenti valori 
• regola del trapezio ( GT) 
(1.2.3.172~ 
• regola del punto medio (GM) 
(1.2.3.173: 
In quest'ultimo caso la differenza tra i moduli dell'errore di troncamento relativi alla regol;:; 
del trapezio e del punto medio risulta 
(1.2.3174 
dalla quale si evince come la migliore accuratezza dipenda dalle condizioni di inizio passo. 
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Figura 1.2.3.1: Oscillatore di Duffing: t per u0 = 1.5, v0 = 0.0 e 51 = 100 con a) Poo = 0.9 e 
b) Poo = 0.0 
1.2.3.1.f.3 Simulazioni numeriche 
Sono stati eseguiti test numerici sul problema modello per validare i risultati analitici. È 
stato assunto p (O) =O in modo da avere a disposizione la soluzione esatta per calcolare iq(ti) - q, 
e l'errore nelle velocità (momenti) iv(ti)- vii= ip(ti)- Pii· 
In Figura (1.2.3.1) è riportato il rapporto tra l'energia meccanica al primo passo e l'energia 
iniziale in funzione di S2 . Si può osservare il fenomeno dell' overshoot per !:J.t elevati ed una 
differenza di comportamento tra le regole di integrazione GT e GM per rapporti !:J.tjT prossimi alla 
frequenza di Nyquist. Al fine di evitare l'effetto dell'overshoot, nelle Figure (1.2.3.2) e (1.2.3.3} si 
riporta il rapporto tra l'energia del sistema al passo 120 e l'energia iniziale. La predizione teorica 
è confermata in quanto asintoticamente il rapporto converge ai valori predetti dalle Equazioni 
(1.2.3.123), (1.2.3.124) e (1.2.3.129), mentre si manifestano evidenti aumenti ejo decrementi 
energetici per rapporti !:J.tjT pari alla frequenza di Nyquist. Comunque l'algoritmo CH-a conserva 
le proprietà dissipative che manifesta nel regime lineare. L'errore globale della soluzione negli 
spostamenti, nelle velocità, nelle accelerazioni e nell'energia che sono riportati rispettivamente 
nelle Figure (1.2.3.4) e (1.2.3.5) confermano gli ordini di accuratezza determinati per via teorica 
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Figura 1.2.3.2: Oscillatore di Duffing, metodo CH-a regola di integrazione GT: EJ~0 per u0 = 1.5. 
Vo = 0.0, 82 = 10 e 81 = 100 con Poo = 1.0, 0.5 e 0.0 
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1.2.3.2 Il metodo TDG 
1.2.3.2.a Formulazione 
La formulazione del metodo TDG presentata al paragrafo 1.1.4.2.a può essere estesa al 
regime non lineare. A tale scopo l'equazione di equilibrio in forma del primo ordine (1.1.4.29) 
risulta 
l 
a) 
b) 
c) 
d) 
p (t) +CM-1p (t) +8 (q (t)) = fex (t) t E I= (O T) 
M-1p (t) -q (t) =O ' ' 
q (O)= <io 
(1.2.3.175) 
p (O) = Po = Mvo 
considerando la partizione definita nell'equazione (1.1.4.30), le interpolazioni polinomiali (1.1.4.32) 
delle variabili con le corrispondenti funzioni peso, la forma ai residui pesati dell'equazione {1.2.3.175) 
diviene: 
j
11 
Wq (t) (p (t)+ CM-1p (t) +8 (q (t))- fex (t)) dt+ 
JJ, Wp (t) (M-1p (t) -q (t)) dt-
Wp (til (q (til- q-l+ 
Wq (ti (p (ti -p- =O, Vwql l= l...nmax +l 
{1.2.3.176) 
che, mediante la simbologia definita dalle relazioni (1.1.4.37) conduce al seguente sistema di 
equaziOni 
{ 
Pq,j + L::;::r+l (ajl cM-1+bqp,jli) Pl = Tj (ti)Po + JI, tj (t) fex (t)dt j = 1...1ìma.x +l 
L::;::t'+l bpq,jl ql + 2:~;'1ax+l ajl M-1P1 = -Tj (ti) Po + j 11 Tj (t) fex (t) dt j = l...n:na.x +l 
{1.2.3.177) 
dove 
1 (nmax+l ) Pq,j = Tj (t) 8 L T[ (t) ql 11 l=l {1.2.3.176) 
Risolto il sistema (1.2.3.177) la famiglia di algoritmi Hnmaxnmax può essere definita con la seguen:e 
successione 
i= O, .... N- l {1.2.3.179) 
Utilizzando le funzioni di forma lineari (algoritmo Hll) definite nelle relazioni (1.1.4.39) il 
sistema (1.2.3.177) si traduce nel seguente 
dove 
l 
a) 
b) 
c) 
d) 
(1.2. 3.18C') 
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È evidente che l'onere computazionale nella risoluzione del sistema (1.2.3.177) è notevole. 
Si può tuttavia notare la linearità nei momenti in entrambi i gruppi di equazioni. Questo permette 
la riduzione del numero delle incognite ottenendo in generale un sistema del seguente tipo 
(1.2.3.182) 
ove si è definito 
p = [ Pq,l l 
q p 2 q, 
(1.2.3.183) 
dove la matrice B raccoglie gli effetti inerziali mentre il termine D 1P q è una combinazione lineare 
degli integrali della parte non lineare P q 10 . 
1.2.3.2.b Valutazione degli integrali 
La valutazione degli integrali (1.2.3.178) presenti nel sistema risulta di fondamentale sia 
dal punto di vista della qualità dei risultati sia dal punto di vista computazionale. La valutazione 
esatta in forma chiusa dei termini non sempre è a disposizione ed inoltre può rendere inutilmente 
onerosa l'operazione; sono quindi auspicabili delle regole di integrazione ben definite. 
Accanto all'integrazione esatta (E) possono essere utilizzate numerose regole di quadratura 
fra le quali: 
• regola di Gauss-Legendre ad un punto (GL-1) o due punti (GL-2); 
• regola di Newton-Cotes a due o tre punti (rispettivamente NC-2 NC-3); 
• regola del punto medio generalizzata (GM): 
(1.2.3.184) 
• regola del trapezio generalizzata ( GT) 
1t'+1 h(t)dt rv !::::.t ((1- a)h(ti) + ah(ti+I)), a E [0, 1]. 
' 
(1.2.3.185) 
Seta = (ti+ti+1)/21a regola GM si riduce alla quadratura GL-1 mentre, se a= 1/2. la rego-
la GT corrisponde alla regola NC-2. Può essere inoltre impiegata una tecnica di integrazione mista, 
che nel caso dello schema Hll si riconduce all'utilizzo della regola dei trapezi (NC-2) per la somma 
dei termini P ql e P q 2 . ed alla regola di Simpson (NC-3) per la differenza (Wiberg & Li, 1999): 
(1.2.3.186) 
chiamata interpolazione delle forze interne (IFI). La stessa regola (1.2.3.186) può essere in generale 
applicata agli schemi con polinomi interpolanti di ordine superiore. 
10 Il sistema (1.2.3.182) può essere utilizzato nella medesima forma in generale anche per algoritmi ottenuti con 
polinomi interpolanti di ordine superiore al primo (ad esempio gli schemi H22 e H33). 
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1.2.3.2.c Schema predictor-multicorrector 
L'equazione (1.2.3.182) può essere risolta ricorrendo a schemi iterativi. Come evidenziato 
dallo schema esplicito in regime lineare11 partendo da uno schema iterativo può essere proposta 
una famiglia di algoritmi derivati dallo schema base ma con proprietà diverse. 
Definendo il residuo dell'equazione (1.2.3.182) 
(1.2.3.187) 
può essere definita una procedura iterativa con la seguente forma 
(1.2.3.188) 
La scelta della matrice K* da invertire nella procedura può dare luogo a schemi di natura div-ersa 
soprattutto dal punto di vista computazionale. Come visto al paragrafo 1.1.5.3 la scelta 
K* =B 
dà luogo ad uno schema esplicito che verrà analizzato a parte nel paragrafo (1.2.4.2). Lo schema 
iterativo di Newton-Raphson è ottenuto ponendo 
aD (p(k)) 
K*(k) = B+ q 
~ (k) 
uXq 
(1.2.3.189) 
implicando ad ogni iterazione il calcolo di K* e la sua fattorizzazione. Dal punto di vista com-
putazionale può essere conveniente valutare K* ad inizio passo e mantenere costante il suo va'lore 
nelle iterazioni 
aD (p(O)) 
K*(k) = K*(o) = B+ q 
~ (O) 
uXq 
(1.2.3.190) 
è evidente che in questo modo con un'unica iterazione in regime lineare si convergerebbe alla 
soluzione del sistema e quindi al metodo Hll. In regime non lineare il numero di iterazioni può 
dar luogo a schemi con proprietà diverse ma non necessariamente peggiori rispetto all'algoritrmo 
genitore. 
Utilizzando la matrice K*(0) un passo di integrazione può essere eseguito nella seguente 
successione di operazioni 
l. Predictor (k =O) 
(1.2.3.191 
2. Assemblaggio e fattorizzazione della matrice K*(o) (Eq. 1.2.3.190) 
11 Si veda il paragrafo 1.1.5.3. 
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3. Multicorrector: per k = l fino a kmax 
(a) formazione residuo 
(1.2.3.192) 
(b) risoluzione sistema lineare 
(1.2.3.193) 
negli incrementi llx~k) 
(c) calcolo degli spostamenti 
( 1.2.3.194) 
4. Calcolo degli spostamenti al tempo ti+l = ti + llt 
(1.2.3.195) 
5. Calcolo dei momenti al tempo ti+l =ti+ llt 
La riduzione del costo computazionale rispetto all'equazione relativa al metodo (1.2.3.177) 
è data da tre fattori: i) la matrice K* ha dimensioni dimezzate rispetto al problema (1.2.3.177): ii) 
la matrice K* viene valutata ed invertita una volta sola ad inizio passo; iii) Si prescrive un numero 
fissato di iterazioni kmax· In quanto segue vengono esposte numerose analisi relative al caso con 
due passi di correzione (kmax = 2) applicato al problema modello dell'oscillatore di Duffing12 . 
1.2.3.2.d Analisi 
In questa sezione si dimostra che l'algoritmo nella forma predictor-multicorrector descrit-
ta può mantenere molte proprietà relative al regime lineare. L'analisi è basata sulla mappa di 
avanzamento nel tempo dell'algoritmo 
{1.2.3.196) 
dove yf = [ qi Pi ] . L'espressione esplicita data dalla relazione {1.2.3.196), può essere ottenuta 
mediante software di calcolo simbolico. 
1.2.3.2.d.l Accuratezza 
Si definisca l'errore locale di troncamento come13 
12 Si veda il paragrafo 1.2.3.l.f.l. 
13 Si veda il paragrafo 1.1.3.2. 
(1.2.3.197) 
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dove y (ti f = [ q0 p0 J . Se T = O ( ~tk H) l'algoritmo è detto del k-esi m o or d i ne 
(Hairer et al., 1987). Espandendo T in serie di Taylor attorno ~t= O fino ai termini principali 
(1.2.3.198) 
l'ordine di accuratezza dell'algoritmo è dato da k = min{kq -l,kp -1}. l coefficienti cq e cP 
sono utili per evidenziare la dipendenza dell'errore di troncamento dai parametri per piccoli passi 
di integrazione. 
Sì riportano in tabella (1.2.3.1) kq e cq per i vari tipi di integrazione, mentre kp e Cp sono 
raccolti nella tabella (1.2.3.2), relativamente al metodo H11. Si può osservare che gli schemi E, 
GL-2 e NC-3 conducono ad un'accuratezza del terzo ordine e gli stessi coefficienti cp. L'accuratezza 
si riduce invece al secondo ordine per gli schemi GL-1 e NC-2 ed al primo ordine per le regole GM 
e GT con a =1- 1/2. l risultati evidenziano che l'accuratezza desiderata è mantenuta se viene 
usata un'integrazione esatta (E) oppure con regole di quadratura con un numero sufficiente di 
punti. Come aspettato dall'ordine di accuratezza dello schema stesso la superiorità della regola GL 
rispetto a NC è evidente. È di interesse notare inoltre come la regola IFI conduca ad un'accuratezza 
del terzo ordine solamente nel caso lineare (82 = 0)14 . 
Nelle tabelle (1.2.3.3), {1.2.3.4) si riportano gli analoghi risultati per l'algoritmo H22 relativi 
alla regola di integrazione esatta ed alla regola IFI. 
Tabella 1.2.3.1: Algoritmo Hll: errore locale di troncamento negli spostamenti 
lllntegrnzione l 
E, GL-2, NC-3 -
7
1
2
Srqo(l + 4S2q5 + 3Siq6) 4 
IFI - 7
1
2S1qo (lBS2pg + 81 (l+ 4S2qg + 3S~q6)) 4 
GL-1 l -
12
S1Po(l + 3S2q5) 3 
NC-2 ~SlPo(l + 3S2q5) 3 
GM 
l 
2 (2o:- l) S1qo(l + S2q02) 2 
GT l -2 (2o:- l) S1qo(l + S2qo2) 2 
14 Si veda la tabella (1.2.3.2). 
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Tabella 1.2.3.2: Algoritmo Hll: errore locale di troncamento nei momenti 
"Integrazione l 
E, GL-2, NC-3 l 2 ( 2 4) -72Slpo l+ 3S2qo 4 
IFI l 2 -2,S1S2qop0 3 
GL-1 l 2 4S1S2qoPo 3 
NC-2 l 2 -2,S1S2qop0 3 
GM -~81 (2a- l) Po(l + 3S2qo2) 2 
GT ~81 (2a- l) Po(l + 3S2qo2) 2 
Tabella 1.2.3.3: Algoritmo H22: errore locale di troncamento negli spostamenti 
li Integrazione l l kq Il 
E -Si qo {l + 3 q5 82) sl +6 P~ s2 +4 q~2~~ 82+3 qò sl 82 6 
IFI S S p~ -3 q~ s1 (l+q~ s2) 1 2 Po 120 5 
1.2.3.2.d.2 Stabilità 
Il decadimento dell'energia totale in ogni passo di integrazione è una condizione sufficiente 
per la stabilità in regime non lineare (Belytschko & Schoeberle, 1975). Questo criterio energetico 
è espresso per mezzo della disuguaglianza 
( 1.2.3.199) 
dove Hi - H (Pi, qi). Se la disuguaglianza è stata dimostrata in regime lineare 
(Borri & Bottasso, 1993), per quanto concerne il non lineare il comportamento degli schemi TDG 
è stato analizzato per via numerica (Bar-Yoseph et al., 1996a), {Bar-Yoseph et al., 1996b). 
Essendo disponibile lo schema di avanzamento nel tempo (1.2.3.196), sia Hi+l che Hi 
possono essere calcolati per via simbolica. Il rapporto Hi+d Hi in funzione di ~t/T è riportato 
Tabella 1.2.3.4: Algoritmo H22: errore locale di troncamento nei momenti 
Il l ntegrazione l 
E s2 6 PB 82 { -1+3 q~ 82 }+81 ( 1+3 q~ 82 r - 1 Po 22or 6 
IFI 8 82 
( l+q~ s2 )( -2 P~ +q~ s1 +qt s1 s2} 
- 2 1 qo 1oo 5 
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nelle Figure (1.2.3.6) - (1.2.3.8) assumendo S1 = 100, q0 = 1.5 e p0 = O (Wood, 1990) per valori 
diversi di S2. La Figura (1.2.3.6) evidenzia le caratteristiche di decadenza energetica del metodo E: 
se l'energia è praticamente conservata per passi di integrazione ridotti, le proprietà di dissipazione 
energetiche sono evidenti per passi di integrazione elevati. Va notato che la dissipazione completa è 
raggiunta solo nel caso lineare (Hi+d Hi ----. O as b.tjT----. oo ). Gli schemi GL-1 e NC-2 esibiscono 
un aumento energetico non desiderato (Fig. 1.2.3.7 e 1.2.3.8) per valori particolari di S2 . Queste 
tendenze sono confermati dalle simulazioni numeriche. 
l termini principali dell'espansione in serie di Taylor di Hi+d Hi - l attorno b.t = O per-
mette di valutare il comportamento energetico dell'algoritmo per passi di tempo tendenti a zero. 
l coefficienti e la potenza di b.t dei termini principali sono riportati nella Tabella 1.2.3.5. Ovvia-
mente i risultati riflettono quelli ottenuti in termini di accuratezza riportati nelle tabelle 1.2.3.1 e 
1.2.3.2. Va notato che i termini principali relativi alle regole E, GL-2 e NC-3 risultano negativi per 
sistemi con comportamento incrudente, confermando le proprietà dissipative dell'algoritmo TDG, 
mentre con gli altri tipi di integrazione il segno può essere alterno. In sistemi con comportamento 
indebolente il segno dei termini può invece variare a seconda delle condizioni iniziali e delle pro-
prietà del sistema. Per quanto riguarda le regole di integrazione generalizzate si può notare come 
il segno del termine Hi+l/ Hi - l può cambiare a seconda della scelta del parametro a alterando 
le proprietà dissipative del metodo. Va inoltre notato come le regole GM e GT diano risultati con 
segno opposto. 
Tabella 1.2.3.5: Termini principali dell'espansione in serie di Taylor di Hi+d Hi- l 
Ili ntegrazione l 
E, GL-2, NC-3 
_
5
3PI(l + 3S5qf) + (1 + 3S2ql)(qi+S2qt)2 
1 18(2pz + 2S1qt + S1S2q[) 4 
IFI 3 l 
-
2
qipi S1S2 (2pz + 2qfSI + S2q[S1) 3 
GL-1 
S (3S2PI- S1- 4 S1S2qi- 3SlS~q[) 
3 lqiPi 3(2 2 S 2 S S 4) P i + 2 1 q i + 1 2qi 
NC-2 25 
( -3S2PI + S1 + 4SlS2qJ + 3SlS~q[) 
lPiqi ( 2 S 2 S S 4) 3 2pi + 2 l q i + l 2qi 
3 
GM 2 
(
2 
_l) S -(1 + 3S2ql)p[+Slqf(l + S2ql) 2 
a 
1 (2PI + 2S1q[ + S1S2q[) 
2 
GT 2 (2 
_l) S (1 + 3S2qt)pz-Slqf(l + S2ql)2 
a 
1 
(2pz+2Slqf+SlS2q[) 
2 
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1.2.3.2.e Simulazioni numeriche 
Sono stati eseguiti test numerici sul problema modello per provare i risultati analitici. È 
stato assunto p (O) =O in modo da avere a disposizione la soluzione esatta per calcolare l q( ti) - qi! 
e l'errore nei momenti lp(ti)- Pii· 
1.2.3.2.e.1 Sistema con comportamento incrudente 
È stato assunto S1 = 100, S2 = 10, q0 = 1.5 e p0 = O (Wood & Oduor, 1988). Medi-
ante l'espressione (1.2.3.167), il periodo della soluzione risulta T = 0.1515. Le Figure (1.2.3.9) e 
{1.2.3.10) mostrano la convergenza al tempo t= 0.1. Le pendenze delle curve rispettano i risultati 
analitici riportati nelle tabelle (1.2.3.1) e {1.2.3.2). Va notato che la pendenza aspettata dallo 
schema NC-2 è raggiunta solo per passi di integrazione b..t ridotti: la presenza di non linearità 
induce l'errore globale della soluzione ad avere oscillazioni di periodo inferiore al periodo principale 
che sono responsabili del comportamento. 
La Figura (1.2.3.11) riporta l'evoluzione nel tempo di H/ Ho fino a t = 1.5 con b..t =T/ 15. 
Questo passo relativamente grande è selezionato per rivelare eventuali tendenze di accrescimento 
energetico. È confermato che l'integrazione E è caratterizzata da un decadimento energetico 
monotono. Lo stesso comportamento è esibito dalle integrazioni GL-2 e NC-3. È evidente invece 
l'aumento energetico relativo all'integrazione GL-1 e l'eccessiva dissipazione della regola NC-2. 
La figure {1.2.3.12) riporta il diagramma di fase ottenuto con l'integrazione esatta e 
!:lt = T /100. Il passo è stato scelto in modo da analizzare il comportamento dello schema quando 
è richiesta un'elevata accuratezza. La linea continua rappresenta la soluzione esatta mentre la 
soluzione numerica è riportata per punti. l punti corrispondenti alle condizioni iniziali ed il punto 
finale sono riportati con un cerchio ed un simbolo quadrato, rispettivamente. Le simulazioni eviden-
ziano che praticamente l'orbita della soluzione numerica si sovrappone a quella esatta implicando 
che l'energia è praticamente conservata. 
1.2.3.2.e.2 Sistema con comportamento indebolente 
Si assuma S1 = 100, S2 = -1/3, q0 = 1.7 e p0 =O. Visto che lqol < 1/ FS;, la soluzione 
è periodica con periodo T = 1.5234. Le figure {1.2.3.13) e (1.2.3.14) riportano la convergenza 
dell'errore degli spostamenti e dei momenti al tempo t = l, rispettivamente. Le pendenze ancora 
una volta seguono le previsioni eseguite per via analitica riportate nelle tabelle (1.2.3.1) e (1.2.3.2) 
anche se negli schemi GL-1 e NC-2, la pendenza è raggiunta solo per passi ridotti. 
La Figura (1.2.3.15) riporta l'evoluzione di H/ H 0 fino al tempo t = 7.5 con !:lt =T /30. 
Gli schemi E, GL-2 e NC-3 seguono quanto riportato per l'oscillatore hardening, mentre GL-1 e 
NC-2 non sembrano possedere comportamenti patologici. 
La Figura {1.2.3.16) riporta il diagramma di fase per l'integrazione E per un passo tJ..t 
T /150. Si può notare come vi sia una buona accuratezza anche se il punto iniziale e quello finale 
sono chiaramente distinti indicando un certo errore in frequenza. 
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Figura 1.2.3.9: Sistema hardening: convergenza negli spostamenti al tempo t= 0.1 
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Figura 1.2.3.10: Sistema hardening: convergenza nei momenti al tempo t= 0.1 
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Figura 1.2.3.11: Sistema hardening: evoluzione temporale di H/ Ho per ~t= T /15 
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Figura 1.2.3.16: Sistema softening: diagramma di fase per tlt =T /150 
1.2.3.2.f Utilizzazione di schemi iterativi 
1.2.3.2.f.1 Il metodo iterativo di Li e Wiberg 
1.2.3.2.f.1.1 Implementazione originale 
Li e Wiberg {1996) hanno proposto in reg1me lineare l'utilizzo di schemi iterativi nella 
soluzione del sistema {1.1.4.40) per mezzo di una matrice di rigidezza effettiva di dimensioni pari 
al problema statico originario. Gli stessi autori (Wiberg & Li, 1997a), (Li & Wiberg, 1998), 
(Wiberg & Li, 1999) estendono la stessa implementazione al regime non lineare (Eq. 1.2.3.180) 
riscrivendo lo schema iterativo in termini di incrementi di velocità anziché le velocità stesse. In 
particolare, con riferimento al sistema (1.2.3.180) riscritto nelle incognite velocità anziché momenti 
(p = Mv) e privo di smorzamento, propongono uno schema iterativo siile al metodo di Jacobi 
nella seguente forma 
(1.2.3.200) 
dove 
(1.2.3.201) 
e 
rik) = Mvlk) + Plk)- p~k) - (F1 - F2)- Mvo 
r~k) = Mv~k) + Plk) + p~k)- (F1 + F2)- .Mvo 
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{1.2.3.202) 
L'estensione diretta del metodo originario al metodo presentato in termini incrementali 
merita tuttavia alcune considerazioni a partire dal semplice problema elastico lineare (S (d)= Kd); 
sapendo che 
p(k) e p(k) valgono 
l 2 
per cui 
o anche 
d1 = ~~t v1- t.6.t v2 +do 
d2 = 2~t V1 + 2~t v2 +do 
di conseguenza le iterazioni (1.2.3.200) divengono 
che, semplificando, possono essere scritte nella forma 
dove 
g = 
[ 
O -~(M+ ~~t2Kr1 M l 
-~~t2 (M+ i~t2K)-1 K O 
[ 
(M+ i~t2K) -1 ( +~F1 - ~F2 + ~Mvo- ~~tKdo) l 
(M+ !.6.t2K) -
1 
( -~tKd0 + F1 + F2 + Mvo) 
ed in particolare per un sistema ad un G.d.L. 
AIT = [ -2°112 6~ri2 ] 
6+112 
{1.2.3.203) 
{1.2.3.204) 
{1.2.3.205) 
{1.2.3.206) 
(1.2.3.208) 
(1.2.3.209) 
(1.2.3.210) 
(1.2.3.211) 
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Li e Wiberg con riferimento alla convergenza del metodo analizzano la matrice AIT· Va notato 
tuttavia che 
1\ (k-1) - (k) (k-1) 
L1Vl -VI - V1 
1\ (k-1) - (k) (k-1) 
L1V2 - v2 - v2 
(1.2.3.212) 
e quindi in realtà la vera iterazione da considerarsi risulta 
[ :l:::: ] ~ 2An· [ :l:: ] -A1r [ :l:=:: ] + g (1.2.3.213) 
e di conseguenza il metodo diviene un metodo iterativo di secondo grado (Kelley, 1995) che può 
dove in definitiva B 1T risulta 
B1T= 
[ 
o 
o 
o 
2f!2 
6+f!2 
=BIT 
o 
o 
l 
o 
6+~2 o o -4f!2 
6+f!2 
o l l -8 
g+n2 
(1.2.3.214) 
(1.2.3.215) 
e quindi condizione di convergenza del metodo è che la matrice B 1T possieda raggio spettrale 
minore dell'unità. Gli autovalori della matrice sono 
À -1,3,BIT - (1.2.3.216) 
(1.2.3.217) 
Il cui modulo è riportato nella Figura {1.2.3.17). Si può notare come il modulo dell'autovalore 
À4,B1r sia maggiore dell'unità nell'intervallo 
3J2- 2v'3 < n < 3J2 + 2v'3 (1.2.3.218) 
rendendo non convergente il metodo iterativo nel medesimo intervallo 
Va notato che il metodo può essere reso incondizionatamente convergente eliminando dai 
termini noti delle relazioni (1.2.3.200) la parte relativa a ~v~k- 1 ) e ~ v~k- 1 ), ossia utilizzando la 
semplice relazione 
{ 
~v~k) =-(M+ ~~t2K) -1 r~k)* 
!lv~k) = - (M+ ~~t2K) - 1 r~k)* . (1.2.3.219) 
In questo modo la matrice di iterazione torna ad essere A 1T e possiede un raggio spettrale minore 
dell'unità VO. Il metodo proposto originalmente per il regime lineare da Li e Wiberg è sviluppato 
risolvendo, sempre in modo iterativo, direttamente nelle velocità v~k) e v~k) e non in ~v~k) e !lv~k) 
per cui il problema non si poneva. 
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Figura 1.2.3.17: Modulo degli autovalori relativi alla matrice B 1T con la formulazione tipo Jacobi 
1.2.3.2.f.1.2 Modifica di tipo Seidel 
Come proposto recentemente in regime lineare (Chien & Wu, 2000), il metodo iterativo 
originario può essere riscritto in una forma derivata dal metodo di Seidel anziché dal metodo di 
Jacobi, aggiornando direttamente /:lv~k) con il !:lvik) appena calcolato anziché con !:lvik-l) per 
CUI 
(1.2.3.220) 
Di conseguenza, eseguendo gli stessi calcoli visti al punto precedente, in ambito lineare le iterazioni 
possono essere scritte nella forma 
[ 
(k+l) l [ (k) l [ !:l (k-1) l :~k+l) = AlT :~k) + AlT !:l :~k-1) + g (1.2.3.221) 
dove 
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Figura 1.2.3.18: Raggio spettrale della matrice B 1T con la formulazione di tipo Seidel 
Esattamente come per il metodo originario al fine della convergenza del processo iterativo va 
analizzato il raggio spettrale della matrice B 1T anziché A 1T, 
o o l o 
BIT= [ 1 2liT l o o o l o 4 o -8 - IT 6+02 6+02 
o _ so2 o 1602 (6+02)2 (6+02)2 
che possiede gli autovalori 
À1,2Bzr - o 
_ 
20 
40 =r= v( -802 - 72- 204 ) 
(6 + 02)2 
{1.2.3.223) 
{1.2.3.224) 
{1.2.3.225) 
dal valore del cui modulo (Fig. 1.2.3.18), si notare come il metodo converga incondizionatamente. 
Si può osservare inoltre come il raggio spettrale della matrice B 1T coincida con quello relativo alla 
matrice A 1T della formulazione originaria definita nella relazione (1.2.3.211), per cui la velocità di 
convergenza con la modifica alla Seidel è pari a quella ottenuta per mezzo del metodo iterativo 
originario eliminando dalle relazioni {1.2.3.200) la parte relativa a 6.vik-I) e 6.v~k-l) come proposto 
al punto precedente. 
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1.2.3.2.f.2 Formulazione negli spostamenti 
Eliminando dal sistema (1.2.3.180) le incognite momenti si ottiene un sistema del tipo 
{ 
eql) LMq2 + P1 = Mvo + LMq0 + F1 
eq2) - 1tMq1 + P2 = -1tMq0 + F2 
(1.2.3.226) 
(si vedano, per il regime lineare le relazioni 1.1.5.13 e 1.1.5.15). Per mezzo della definizione 
(1.2.3.183), la matrice jacobiana del residuo del sistema (1.2.3.226) 
(k) ( (k)) _ [ ltMq2 + P1- Mvo- ltMqo- F1 l 
r xq - 3M p 3M F 
- fl.t ql + 2 + fl.t qo - 2 
(1.2.3.227) 
risulta approssimata dalla seguente matrice 
J [ 
~tKt ltM+~tKt l 
;:::::; 3 M t!..tK t!..tK 
- t!..t +6 t 3 t 
(1.2.3.228) 
Si può, applicare un metodo iterativo simile a quello proposto Li e Wiberg direttamente al sistema 
(1.2.3.226); tuttavia, il fatto di avere sulla diagonale la sola matrice di rigidezza comporta che il 
metodo non conduca a convergenza per tlt--+ O. Il metodo può essere allora essere ottimizzato in 
modo da avere i termini della diagonale principale (o secondaria, i calcoli sono simmetrici) uguali, in 
modo da limitare l'onere computazionale, ed al contempo ottenere massime prestazioni in termini 
di convergenza. 
Se si utilizzano due combinazioni lineari delle equazioni (l.i3.226) 
z eql +t eq2 
x eq1 + y eq2 (1.2.3.229) 
e si osserva la matrice Jacobiana che ne deriva si può notare che i vincoli necessari per ottenere 
i termini nella diagonale uguali, ossia la stessa combinazione della matrice di massa e rigidezza 
risultano 
(1.2.3.230) 
operando in regime lineare (il non lineare, ne è un immediata generalizzazione) si ottiene uno 
Jacobiano pari a 
J-[ -lttM+~(t+2z)tltK l:fM+~(z+2t)tltK l 
- -~ (z + 2t) M-~ (4t- z) tltK -"KtM +~(t+ 2z) LltK (1.2.3.231) 
Se viene utilizzato un metodo iterativo simile a quello proposto da Li e Wiberg, per mezzo degli 
stessi calcoli presentati al punto 1.2.3.2.f.l.l si ottiene una matrice di iterazione che, scritta in 
termini di n per il caso a singolo G.d.L. è pari a 
(1.2.3.232) 
i cui autovalori risultano 
J( -96tf22z- 12f22z2- 108z2- 216zt- 2tf24z + f24z2 - 8t2f24 - 72t2f22) 
À A -±~~-----------------------------------------------1,2 IT- -18t + tf22 + 2f22z 
(1.2.3.233) 
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Vista la libertà di un parametro si può, senza perdita di generalità supporre che t > O (per 
t < O i risultati sono gli stessi). Affinché il metodo iterativo converga è necessari(;) che i moduli degli 
autovalori sino minori di l, e quindi è necessario che non vi siano asintoti verticali; il denominatore 
delle relazioni (1.2.3.233) deve essere di conseguenza minore di zero vn, data l'impossibilità di 
essere maggiore di zero in tutto l'intervallo: 
OSSia 
l (18 ) -18t +(t+ 2z) n2 <O segue che z < 2 n2 - l t 
l 
z <--t 
2 
( 1.2.3.234) 
(1.2.3.235) 
Per n --+ oo e n --+ O è conveniente avere un raggio spettrale nullo. Per n --+ oo si trova la 
condizione 
z = -2t {1.2.3.236) 
{la soluzione z = 4t non è accettabile) che vale anche per n --+ O (la soluzione z = O non è 
accettabile). Elevando il raggio spettrale al quadrato si ottiene una disequazione del tipo f (n2 ) < O 
con 
f (02) = (324t2 - 108z2 - 216zt) + ( -168zt- 108t2 - 12z2) 0 2 + (5z2- 7t2 + 2zt) n4 
(1.2.3.237) 
che possiede zeri in 
n2 = 18 - z + t e n2 = -6 z + 3t 
5z + 7t -z +t 
(1.2.3.238) 
Imponendo che entrambi gli zeri siano negativi in contemporanea alla negatività del coefficiente di 
0 4 risulta che il metodo converge incondizionatamente con la condizione 
7 
-3t < z <--t 
5 
(1.2.3.239) 
All'interno di questo intervallo la soluzione z = -2t è l'unica a garantire un raggio spettrale nullo 
per n--+ oo e n--+ O. In tale caso la matrice di iterazione risulta 
A1r = [ _
2 
°0 2 - 6~~2 ] 
6+0.2 
{1.2.3.240) 
che è esattamente la stessa matrice usata da Li e Wiberg (relazione 1.2.3.211). 
Con la scelta {1.2.3.236) i coefficienti z, x ed y, ponendo per semplicità t = -l risultano 
z = 2, t= -1, x= 3, y =o 
E quindi le equazioni (1.2.3.226) ricombinate divengono 
{ 
~tMq1 + 2Pl + ~tMq2 - P2 = 2Mvo + -!Mq0 + 2Fl- F2 
~tMq2 + 3Pl = +3Mvo + ~tMq0 + 3Fl 
( 1.2.3.241) 
(1.2.3.242) 
per cui lo schema iterativo, mediante l'utilizzo della matrice di rigidezza effettiva 
risulta. 
con 
K* = 2_M ~tK ~t + 2 
r (k)* - ( 1tMqlk) + 2Plk) + ~tMq~k) - p~k) ) 
l - ( 5 ) - 2Mvo + xMq0 + 2Fl- F2 
r~k)* = ~tMq~k) + 3P~k)- (3Mvo + ltMqo + 3Fl) 
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{1.2.3.243) 
{1.2.3.244) 
{1.2.3.245) 
Va notato che, vista l'analogia con il metodo di Li e Wiberg, valgono le stesse considerazioni: la 
presente implementazione comporta una mancata convergenza del processo iterativo nell'intervallo 
3J2- 2.J3 < n < 3J2 + 2.J3; il metodo risulta incondizionatamente convergente se si eliminano 
~d~k-l) e ~dlk-l) dai termini noti nelle relazioni (1.2.3.244) oppure se ~d~k) viene calcolato 
direttamente utilizzando ~dlk) anziché ~dik-l) con uno schema di tipo Seidel. In ambito non 
lineare con una forza di reazione dipendente dai soli spostamenti il metodo implementato negli 
spostamenti non necessita dell'aggiornamento nelle iterazioni delle velocità, comportando un onere 
computazionale minore a parità di prestazioni. 
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1.2.4 Algoritmi espliciti 
Gli àlgòritmi èspliciti in règ1me non lineare sono attraenti poiché aumentano di poco lo 
sforzo computazionale necessario in regime lineare. Tipicamente infatti non richiedono l'inversione 
di matrici nella procedura di soluzione. Risulta inoltre inutile la stima della matrice di rigidezza del 
sistema in analisi con un conseguente ulteriore risparmio rispetto agli algoritmi impliciti. D'altra 
parte permane il vincolo relativo allo stesso regime lineare: gli algoritmi espliciti sono necessaria-
mente condizionatamente stabili, richiedendq una limitazione sul passo di integrazione che spesso 
può essere restrittiva. 
1.2.4.1 Il metodo a-generalizzato esplicito 
Il metodo a-generalizzato esplicito (HCE-a), per la sua natura esplicita, in regime non lineare 
non necessita di particolari attenzioni nell'implementazione. Quando applicato ad un programma 
agli elementi finiti la difficoltà ulteriore, rispetto al problema lineare è legata alla formulazione degli 
elementi non lineari, necessaria per qualunque problema statico, e la conseguente routine per il 
calcolo delle forze di reazione. 
L'algoritmo può essere formulato a partire dalle relazioni (1.1.5.6) e {1.1.5.7) in funzione 
della scelta del trattamento dello smorzamento, semplicemente modificando il calcolo della forza 
di reazione. In particolare, se lo smorzamento è trattato in modo esplicito lo schema risulta il 
seguente: 
Predictor: 
vi+l =vi+ (1- 'Y) 6.t~ 
di+l =di+ 6.tvi + (~ - f3) 6.t2~ 
Equazione di equilibrio 
(1- Qm)M ~+l= fex (ti+I-a,)- QmM ai- (1- QJ) Cvi+l- Qf Cvi 
- (l - Q f) s (di+ l) - Q f s (di) 
Corrector: 
vi+l = vi+l + 'Y6.t~+l 
di+l = di+l + {36.t2~+1 
(1.2.4.1) 
mentre se lo smorza mento è trattato implicitamente (a 1 f. l) risulta 
Predictor: 
Yi+l =Vi+ (l-/) t:ltéii 
di+l =di+ t:ltvi + (~- f3) t:lt2a;. 
Equazione di equilibrio 
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((1- am) M+"(t:lt (1- a!) C) ili+l = fex (ti+l-a1)- amM ili- (1- al) Cvi+l 
-a 1 Cvi - (l - a 1) S (di+ l) - a 1 S (di) 
Corrector: 
vi+l = vi+l + "(t:ltéii+l 
di+l = di+l + {3t:lt2ili+1 
(1.2.4.2) 
Si rimanda al paragrafo successivo per verificare tramite simulazioni numeriche le proprietà 
del metodo. 
1.2.4.2 Il metodo TDG esplicito 
1.2.4.2.a Formulazione per problemi non smorzati 
La formulazione del metodo esplicito in regime non lineare ·è perfettamente paragonabile a 
quella proposta al paragrafo 1.1.5.3. L'idea base è di ottenere uno schema esplicito con elevata 
accuratezza ed un onere computazionale ridotto. Al fine di ottenere questo risultato la base di 
partenza è data da una soluzione approssimata del sistema (1.2.3.180), per mezzo di uno schema 
di tipo predictor corrector. 
Una prima via per ridurre l'onere computazionale è la riduzione del numero di incognite. In 
regime non lineare la scelta dell'eliminazione dei momenti incogniti, anziché degli spostamenti, è 
particolarmente conveniente nei casi in cui la forza di reazione dipenda esclusivamente dagli sposta-
menti. In questo modo nel processo iterativo risulta inutile l'aggiornamento delle variabili eliminate, 
con un conseguente risparmio computazionale. Come nel regime lineare possono ritrovarsi due scelte 
naturali, denominate rispettivamente formulazione a e formulazione b; in dettaglio, la formulazione 
a è ottenuta eliminando i momenti incogniti dalle relazioni di equilibrio (1.2.3.180a,l.2.3.180b), 
mentre l'eliminazione di p 1 e p 2 dalle relazioni (1.2.3.180c,l.2.3.180d) conduce alla formulazione 
b. Si ottengono le seguenti relazioni: 
• Formulazione a 
P1 = Po + Pq,2-F2-Pq,1+F1 
P2 = Po- Pq,1-Pq,2+F2+F1 
• Formulazione b (Eq. 1.1.5.11) 
P1 = ltMql + ltM~- 1tMqo 
P2 = -ltMql + ltMq2 + 1tMqo 
(1.2.4.3) 
(1.2.4.4) 
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Sostituendo le relazioni trovate nelle equazioni rimanenti si ottiene in generale un sistema 
nelle sole incognite xq con la forma definita nelle relazioni (1.2.3.182~ 
{1.2.4.5) 
dove 
• Formulazione a 
{1.2.4.6) 
• Formulazione b 
B =l, [ ~ r;: l D,= [ ~· ~v. l 
p o = [ ~q l P o + l t [ ~ l Q o + D 1 F {1.2.4.7) 
ove si è moltiplicato per-~ l'Equazione (1.2.3.180b). 
Sia x~k) la soluzione in termini di spostamenti ricavata alla k-esima iterazione in un passo 
di integrazione [ti, ti+1]. Per procedere di un passo si realizzano le seguenti operazioni. 
1.2.4.2.a .l Predictor 
Anche in regime lineare si fa uso dello stesso predictor definito nella relazione {1.1.5.16) che 
permette una discontinuità ad inizio passo, al fine di seguire l'algoritmo implicito H11. lnizializzando 
k = O, il predictor utilizzato risulta 
qio) = Qo +a fj.t2 M-lPo 
q~o) = q 0 + /j.tM-1p 0 + b /j.t2 M-1Po 
(1.2.4.8) 
dove a e b sono due parametri liberi, mentre p0 può essere dedotto dalla relazione di equilibrio 
(1.2.3.175): 
Po = fex (to) -S ( Qo) (1.2.4.9) 
1.2.4.2.a.2 ~orrector 
Definendo il residuo dell'equazione (1.2.3.182) 
(1.2.4.10) 
lo schema può essere descritto dalla relazione 
(1.2.4.11) 
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1.2.4.2.a.3 Implementazione 
La procedura di soluzione rispetto a quella descritta per il regime lineare si differenzia solo 
nella valutazione dell'integrale delle forze interne. 
l. lnizializzazione 
(a) Asse m bi aggio della matrice di massa diagonale M e del vettore delle forze di reazione interne 
S(q(t)) 
(b) lnizializzazione di Cio. :Po. S (Cio) e fex (to) 
(c) Selezione del tipo di formulazione, del numero di corrector kmax (1, 2 o 3), del valore dei 
parametri a e b e del passo di integrazione f:lt 
2. Per ogni passo f:lt (i= O, l, ... , N- l) 
(a) Calcolo della derivata temporale dei momenti al tempo ti 
(b) Calcolo del vettore P 0 (Eq. (1.2.4.6) o Eq. (1.2.4.7)) sulla ·base delle condizioni iniziali e le 
forze esterne 
• Formulazione a 
• Formulazione b 
(c) k =O 
(d) Calcolo del predictor degli spostamenti (Eq. (1.1.5.16)) al tempo ti e tH-1 
ql0) = qi + i:lt2 a M-1Pi 
q~0) = qi + 6.tM-1pi + i:lt2 b M-1Pi 
(e) Multicorrector 
1. Calcolo dell'integrale delle forze di reazione15 
P~i = ft:;+at TI( t) S (TI( t) q~k) + T2 (t) q~k)) dt 
p~~~ = h:;+at 72 (t) S ( T1 (t) qik) + T2 (t) q~k)) dt 
ii. Calcolo del residuo (Eq. 1.2.4.10) 
15 Si veda il paragrafo 1.2.3.2.b. 
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111. Calcolo dell'incremento di spostamenti (Eq. 1.2.4.11) 
IV. Calcolo dei vettori de1li spostamenti 
(k+l) _ (k) + A (k) 
ql - ql uql 
(k+l) _ (k) + A (k) 
q2 - q2 uq2 
v. k = k +l 
VI. Se k < kmax ritorna a 2( e)i 
{f) Calcolo degli spostamenti al tempo .ti+l = ti+ Ll.t 
(g) Calcolo dei momenti (Eq. (1.2.4.3) o Eq. (1.2.4.4)) al tempo ti+l =ti+ Llt 
• Formulazione a 
(1.2.4.12) 
• Formulazione b 
(1.2.4.13) 
(h) i= i+ l 
(i) Se i < N ritorna a 2a 
Il passo di integrazione Llt così come i parametri a e b sono scelti sulla base delle propri-
età dissipative in regime lineare (paragrafo 1.1.5.3.a.4) e sulle proprietà di accuratezza che sono 
rianalizzate per il regime non lineare nella sezione 1.2.4.2.b. 
Il costo computazionale in termini di memorizzazion~ può essere ridotto immagazzinando 
il vettore degli sposta menti al tempo ti, ossia qik), nel vettore degli sposta menti al tempo t:;, 
ossia qi. Ricordando che q 2 non è che il vettore qi+t. per ottenere questo risparmio, nel caso della 
formulazione a non sussiste problema; per la formulazione b, il calcolo del momento Pi+I deve 
essere suddiviso in due parti, una all'inizio della procedura, con il contributo di qi. l'altro alla fine 
della procedura, con il contributo di q 1 (si veda I'Eq. 1.2.4.4-b). l punti 2d e 2g devono essere di 
conseguenza sostituiti dalle seguenti procedure: 
l. punto 2d: 
2. punto 2g: 
q~o) = qi + LltM-1pi + Ll.t2 b M-1Pi 
Pi+l = ~tMqi 
q~o) = qi + Llt2 a M-1Pi 
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1.2.4.2.b Analisi di accuratezza e stabilità 
In questo paragrafo si realizzano analisi sul problema modello dell'oscillatore di Duffing 
(paragrafo 1.2.3.1.f.1). 
1.2.4.2.b.1 Matrice di iterazione 
Dalle equazioni (1.2.4.10) e (1.2.4.11) si può ritrovare una relazione fra le iterazioni per 
mezzo della matrice di rigidezza secante 
(1.2.4.14) 
Le iterazioni sono connesse nel modo seguente 
(k+l) - (k) + A (k+l) - (k) - B-1 (k) ( (k)) - (k) - B-1 (B (k) + p(k) - p ) Xq - Xq uXq - Xq r Xq - Xq Xq q O 
= [1- B-1 (B +D ( x~k))) J x~k) + B-1P 0 =- B-1D ( x~k)) x~k) + B-1Po 
(1.2.4.15) 
che può essere anche scritto nella forma 
(1.2.4.16) 
dove A 1T (x~k)) = -B-1D (x~k)) è chiamata matrice di itera~ione, mentre g = B-1Po è un 
vettore dipendente dalle condizioni iniziali e le forze esterne. A 1T e g in assenza di forzanti, 
risultano rispettivamente 
flt2 S1 (10+3S2q~k) 2 +6S2q~kl 2 ) ] 
90 
_ flt2 s1 ( 10+9 s2 qikl 2+3 s2 q~k) 2 ) 
60 
(1.2.4.17) 
e 
g = [ qo l 
.6.t Po + qo · (1.2.4.18) 
Un processo iterativo converge ad un soluzione (Kelley, 1995) se 
(1.2.4.19) 
dove PArr rappresenta il raggio spettrale della matrice di iterazione. Se S2 > O (ossia il sistema in 
questione è di tipo hardening), definendo c = max ( s2 q~k)2 ' s2 qik) 2)' il raggio spettrale di AlT 
è limitato da quello della matrice 
[ 
flt2 s1 (10+12 c) tlt2 s1 (10+9 c) l 
A* 1so go 
lT = _ flt 2 S1 (10+9 C) b..t2 S1 (10+12 C) 
30 60 
(1.2.4.20) 
il cui valore· risulta V316 + 4~C + 6~C2Llt2S1 . Definendo 
n= Llt.;B; 
n - v'6 {15 
GR - tf((3C+5)(C+l)) 
(1.2.4.21) 
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la relazione (1.2.4.19) si traduce nella condizione seguente 
(l.:ii1.4.22) 
La disequazione (1.2.4.22) stabilisce che se n < DeR. effettuando infinite iterazioni il processo 
converge ad un valore. Questo non significa tuttavia che se n ~ OcR il processo non converge, 
dato che la quantità in questione è solo un indicatore locale. Va inoltre notato che lo schema 
proposto si limita ad un numero di corrector inferiore a tre e di conseguenza il raggio spettrale 
della matrice di iterazione non fornisce informazioni esaustive. 
1.2.4.2.b.2 Mappa di avanzamento nel tempo 
L'analisi di convergenza dell'algoritmo esplicito può essere eseguita in regime non lineare 
per mezzo della mappa di avanzamento nel tempo che nel problema modello può essere trovata in 
modo esplicito nella forma (1.2.3.196) 
(1.2.4.23) 
dove, ricordando la simbologia riportata in Figura (1.1.4.1) 
Yo = [ ;~ l , Y1 = [ ;~ l· (1.2.4.24) 
La mappa di avanzamento nel tempo A è collegata al predictor definito dalle equazioni (1.1.5.16, 
1.1.5.17), alla matrice di iterazione A 1T ed il vettore g (Eq. 1.2.4.18). Il vettore g, dipendente 
dalle condizioni iniziali, può essere scritto nella forma 
(1.2.4.25) 
dove 
(1.2.4.26) 
Analogamente, il predictor definito nell'Equazione (1.1.5.16) può essere espresso come segue 
(O)_ q1 _ 
[ 
(O) l 
xq - q~o) - Eyo (1.2.4.27) 
dove la matrice E dipende dai parametri liberi a e b, in particolare 
(1.2.4.28) 
Gli spostamenti incogniti Xq possono essere ottenuti effettuando le kmax (1, 2 o 3) correzioni. 
Per mezzo della matrice di iterazione A 1T è semplice verificare che 
x = x(kmax) = (n~max A (x(i-1))) x(O) + ~~max-1 (ni. A (x(j-1))) g 
q q t=1 lT q q L.,.,t=O J=1 lT q 
(nkmax A ( (i-1))) E + ~kmax-1 (Tii A ( (j-1))) G Q = i=1 lT Xq Yo L..,.,i=O i=l lT Xq Yo = Yo 
(1.2.4.29) 
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dove 
(1.2.4.30) 
Una volta ottenuto xq. i momenti a fine passo possono essere calcolati mediante le relazioni 
(1.2.4.3) e (1.2.4.4) rispettivamente per la formulazione a e b 
• Formulazione a 
(1.2.4.31) 
che possono essere espressi mediante la notazione 
(1.2.4.32) 
dove 
(1.2.4.33) 
• Formulazione b 
3 l 2 
P2 = --m ql + -m q2 + -m qo 
!1t !1t !1t 
(1.2.4.34) 
che possono essere espressi mediante la notazione 
(1.2.4.35) 
dove 
W 1 = [ ~t m O J W 2 = [ -~t m lt m ] . (1.2.4.36) 
Di conseguenza la mappa di avanzamento nel tempo A può essere scritta nella seguente 
forma 
• Formulazione a 
(1.2.4.37) 
• Formulazione b 
(1.2.4.38) 
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Tabella 1.2.4.1: Proprietà di accuratezza degli schemi HllE relativi all'oscillatore di Duffing ed 
un'integrazione E 
Il Schema l 
H11Ea-1C _ srqo(l+4q;:2+3q~sn ( _ 5 + 12b) 4 -{ ~4 Po S1 2 ( 1+3qo4 S22}) 4 72 
H11Ea-2C Sf qo ( 1 +4q5 S2 +3qg s~) 4 - Sf { l+3q~S~ )FO 4 72 72 
H11Ea-3C - Sfqo ( 1+4q5S2+3qg s~} 4 - si(l+3q~s~}Po 4 72 72 
H11Eb-1C -
Sf { 1 +4q5 S2 +3q~ s~ Ì ( -5+ 12b )qo 
4 
si{ -1+8 ( -2+3 b) q5 S2+C -19+24b) q~ si)po 
4 72 24 
H11Eb-2C - Sfqo { 1+4q5 S2 +3qg s~ Ì 4 - sl{l+3q~Snpo 4 72 72 
H11Eb-3C - Si qo { 1+4q5 S2 +3qg sn 4 -
s~ { 1+3q~S?lpo 4 72 72 
1.2.4.2.b.3 Accuratezza 
L'errore locale di troncamento T può essere definito come nella relazione (1.2.3.197) 
(1.2.4.39) 
dove y (ti+l) è la soluzione esatta al tempo ti+l e y 0 = y (ti)· 
Proponendosi in quanto segue di ottenere l'accuratezza del terzo ordine anche in regime 
non lineare, l'errore locale di troncamento può essere valutato per lo schema HllEb-lC mediante 
le relazioni (1.2.4.37) con il seguente risultato 
T= [ l4 ~t4Si (1 + 3q5S2) (1 + q6S2) ( -1 + 4b + 8a) qo +O (~t5 ) l 6~t3 St (1 + 3q5S2) (1 + q5S2) (-1 + 3b + 3a) qo +O (~t4 ) . (1.2.4.40) 
l risultati sono gli stessi relativi al regime lineare: in generale l'algoritmo risulta accurato al secondo 
ordine e può raggiungere il terzo se 
l 
a=- -b 
3 
{1.2.4.41) 
Si riportano in tabella {1.2.4.1) i risultati relativi all'utilizzazione dell'espressione (1.2.4.41) con la 
notazione 
T = [ Cq~tkq + 0 ( ~tkq+lll 
Cp~tkP + 0 (~tkp+l 
dove ~tk risulta il termine principale dell'espansione in serie di Taylor rispetto a ~t. 
(1.2.4.42) 
La tabella evidenzia ancora una volta che mediante entrambe le formulazioni, dal secondo 
corrector gli schemi posseggono lo stesso errore locale di troncamento dell'algoritmo Hll implicito 
(Tab. 1.2.3.1 e 1.2.3.2), indipendentemente dal valore del parametro libero b. 
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Come già anticipato al paragrafo 1.1.5.3.a.4.4 la formulazione a è stata abbandonata per 
le sue prestazioni non soddisfacenti in regime non lineare. Si fa notare tuttavia come le sole analisi 
sul problema modello dell'oscillatore di Duffing non evidenzino alcuna patologia e confermano le 
analisi lineari. 
1.2.4.2.c Simulazioni numeriche 
Si presentano in questo paragrafo alcune analisi numeriche al fine di validare le analisi 
teoriche condotte. In particolare, oltre al problema di Duffing, si riportano i risultati di simulazioni 
condotte sul problema a due gradi di libertà costituito dal pendolo elastico, un problema non lineare 
con un moto radiale spurio (Bathe, 1982), (Kuhl & Crisfield, 1998), (Yen et al., 1998). 
1.2.4.2.c.1 Oscillatore di Duffing 
Al fine di amplificare gli effetti non lineari (Wood & Oduor, 1988), analogamente a quanto 
realizzato in precedenza, si sono assunti i seguenti valori dei parametri: 
l. Oscillatore con comportamento incrudente (hardening): 81 
e Po = 0.0. Il periodo del sistema risulta pari a 0.1515. 
2. Oscillatore con comportamento indebolente (softening): 82 
e Po = 0.0. Il periodo risulta pari a 1.5235. 
10; Qo - 1.5 
Per quanto concerne l'oscillatore hardening, si riportano nelle Figure (1.2.4.1) e (1.2.4.2) 
rispettivamente l'errore globale negli spostamenti e l'errore globale nei momenti; per eseguire un 
confronto esteso si riportano i risultati relativi al metodo H11Eb-1C con Pb = 0.4 e 0.6, al metodo 
H11Eb-3C con Pb = 0.0 e 0.4, ai metodi H11Eb-2C e HCE-a: con Pb = 0.0, 0.4 e 0.6 ed al metodo 
CD. Si evidenzia il vantaggio degli schemi H11Eb-2C/-3C che asintoticamente presentano sempre 
lo stesso errore per ogni Pb mentre generalmente gli algoritmi alle differenze finite più posseggono 
dissipazione algoritmica nelle medio-alte frequenze meno sono accurati. l risultati e l'ordine di con-
vergenza concordano con quelli riportati in tabella (1.2.4.1). L'errore globale è calcolato al tempo 
t = 0.02 ::= ~T. ben inferiore al periodo a causa di oscillazioni nell'errore dovute alla non linearità. 
Il comportamento qualitativo degli algoritmi proposti può essere colto nella Figura (1.2.4.3), dove 
si riporta l'evoluzione del rapporto ~2 per un passo di integrazione pari a flt = 0.01 ::= 1~T. Si 
può notare come tutti gli schemi dissipativi presentano mediamente un decadimento energetico; 
come l'analogo algoritmo implicito, il metodo HCE-a: manifesta oscillazioni in energia, meno evi-
denti negli schemi proposti HllEb. Le oscillazioni energetiche degli schemi HllEb sono dovuti al 
contemporaneo effetto di due situazioni: i) come nella maggior parte degli schemi di integrazione 
privi di vincoli energetici, le oscillazioni sono dovute all'integrazione approssimata del termine non 
lineare (Hughes, 1976); ii) la soluzione approssimata delle equazioni (1.2.3.180) non permette agli 
algoritmi di essere ad energia decrescente nemmeno in regime lineare, all'opposto dello schema Hll. 
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( _____ H11Eb-1C 
1-
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.J 
LO G (AT) 
H11Eb-1C p
1
o0.6 
H11Eb-2C p b -oo 
H11Eb-2C p b .o• 
H11Eb-2C p b =0.6 
H11Eb-3C p b .0.0 
H t 1Eb-3C p b .o.• 
HCE- a p b =0.0 
HCE· a p b =0.4 
HCE- a p b .0.6 
co 
HC- ap ~ =0.9 
_j 
Figura 1.2.4.1: Oscillatore di Duffing hardening: errore globale nello spostamento al tempo t= 0.02 
per i metodi HllEb-lC con Pb = 0.4 e 0.6, H11Eb-3C con Pb = 0.0 e 0.4, H11Eb-2C e HCE-a 
con Pb = 0.0, 0.4 e 0.6 e CD 
Per quanto riguarda l'oscillatore softening, in figura (1.2.4.4) si riporta l'evoluzione dell'energia adi-
mensionalizzata ~~) con un passo di integrazione pari a !:l t = 0.1 ~ 115 T. Se comparato con la 
Figura (1.2.4.3), relativa al sistema hardening, a parità di passo di integrazione adimensionalizzato 
'i! la dissipazione nel sistema di tipo softening risulta maggiore. Data l'impossibilità di dimostrare 
proprietà di stabilità nelle Figure (1.2.4.5, 1.2.4.6) è presentata l'energia adimensionalizzata Hk~t) 
al primo passo di integrazione in funzione del passo di integrazione stesso !:::t.t, rispettivamente per 
i sistemi hardening e softening. Come previsto dall'analisi della matrice di iterazione il limite di 
stabilità relativo all'oscillatore softening è più basso rispetto a quello hardening. 
1.2.4.2.c.2 Pendolo elastico a due gradi di libertà 
Un pendolo elastico (Fig. 1.2.4.7) in grandi spostamenti e deformazioni, se formulato in 
coordinate fisse globali Q1 e Q2 , è governato dalle equazioni 
· + EA P1 Lo 
· + EA P2 Lo 
0M-Lo +! (0M-Lo) 2 
Lo 2 Lo ql =O 
0M-L0 +! (0M-Lo) 2 q2 =O Lo 2 Lo 
(1.2.4.43) 
---~-~--------- ---------------- --------~---~-- -----·- ----~-----·------------;.-·4 -...- / .,.,.,...,,.,.  - ;'/ - ;'/ - ...- / - ...- / / 
L---------------------~-----------------------J 
-4 -3 -2 
L O G (H) 
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(-----~--~--~----·-""'-
1 H11Eb-1C p, .04 
l 
l --------- H11Eb-1C p 0 >0.6 
i 
~- - H11Eb-2C 
H11Eb-2C p ò .0.4 
H11Eb-2C p' .06 
H11Eb-3C p' .0.0 
H11Eb-3C p' >0.4 
HCE- a p , .0.0 
HCE- a p , .0.4 
HCE· ap , .0.6 
-- CD 
HC- ap • =0.9 
..__ __________ ___________./ 
Figura 1.2.4.2: Oscillatore di Duffing hardening: errore globale nel momento al tempo t = 0.02 
per i metodi Hl1Eb-1C con Pb = 0.4 e 0.6, H11Eb-3C con Pb =- 0.0 e 0.4, H11Eb-2C e HCE-a 
con Pb = 0.0, 0.4 e 0.6 e CD 
1.4 
0.8 -
0.6 ~ 
----- H11Eb-1C pb=04 
i 
i l __ 
l 1-----
1 
H11Eb-2C p b =0.4 
H11Eb-3C p b .0.4 
HCE· a p b =0.4 
i __ 
-- CD 
- -
0.4 0.0'---------------'0.4 __________ 0.8 ___ _ 
1.2 
Figura 1.2.4.3: Oscillatore di Duffing hardening: evoluzione del rapporto ~2 con un passo di 
integrazione D..t = 0.01 per i metodi HllEb e HCE-a con Pb = 0.4 ed il metodo CD 
2.0 l--,-------------------------------------------- -------------1-----------;;;C--p b .-0.4 -, 
l =-- --: :::: :::: 
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0.8 '1}111':'.~ ~ lt~,, l ~ ... 
"#'~·'' 
IJ 1/ l Il ' ' , ........_' ' 
~Il'''" ' ..........._ \ , ..... .  ' 
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0.4 
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Figura 1.2.4.4: Oscillatore di Duffing softening: evoluzione del rapporto ~:) con un passo di 
integrazione At = 0.1 relativo ai metodi HllEb e HCE-a con Pb = 0.4 ed il metodo CD 
3.0 
2.0 
----- H11EtJ.1C pb=0.4 
H11EtJ.2C 
H11EtJ.3C 
p b =0.4 
p b =0.4 
- - - - - HCE· a p b =0.4 
-- CD ~--- _________ __) 
/ 
/ 
/ 
l 
l 
l 
l 
l 
1.0 t-------..... =-=::_~===--
l 
1~t~2---------- - -------~oE~oot 
~t 
l 
l 
l 
l 
\' 
- ----- --------- - ----------
l.OE+OOO 
Figura 1.2.4.5: Oscillatore di Duffing hardening: evoluzione del rapporto ~~) in funzione del passo 
di integrazione At per i metodi HllEb e HCE-a per Pb = 0.4 ed il metodo CD 
3.0 .-- ·- .. ---~---·-----·----- -------------- -·-- ------- --- ----------- --- -~-- ----·· . 
:( --\ 
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=0.4 
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A t 
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Figura 1.2.4.6: Oscillatore di Duffing softening: evoluzione del.rapporto ~:) in funzione del passo 
di integrazione !1t per i metodi HllEb e HCE-a per Pb = 0.4 ed il metodo CD 
Figura 1.2.4.7: Pendolo elastico 
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Essendo un problema elastico, privo di smorzamento, il pendolo conserva l'energia meccanica tota!P 
della forma 
E- ~(p~ (t)+ Pi (t))+ V(tJt (t), fì'l (t)) 
= 2~ (pi (t)+ pj (t))+ 4EALo [ -iiff}-Lo + 4 ( -iiff}-Lo) 2] 2 (1.2.4.44) 
Il pendolo elastico può anche essere formulato nelle coordinate p e (), dove p rappresenta il modulo 
del vettore X e B è l'angolo (di rotazione) (Chung & Lee, 1994) tra X e l'asse qt. conducendo ad 
un problema non lineare anche nella variabile velocità. Va notato tuttavia che questo tipo di formu-
lazione non può essere eseguita in progra~mi standard agli elementi finiti (Crisfield & Shi, 1994) e 
quindi possono essere di interesse per applicazioni diverse rispetto al campo di interesse del presente 
lavoro. 
Kuhl e Crisfield (1998) hanno eseguito simulazioni in un pendolo elastico nel quale il periodo 
assiale era un ordine di grandezza inferiore rispetto a quello di rotazione con la conseguenza di 
dover ben integrare anche il contributo assiale. Al fine di scegliere un problema con contributo 
assiale trascurabile è stato scelto un sistema più rigido. Il pendolo è costituito da una massa 
di 10 Kg legata ad un cavo in acciaio (E = 200000 MPa) con un diametro di 3 mm e una 
lunghezza indeformata pari a Lo = 3.0443 m. Questo conduce ad una rigidezza assiale di.EA = 
200000 x 32 ~ = 1.4137 x 106 N. Le condizioni iniziali scelte sono le stesse utilizzate da Kuhl e 
Crisfield con il pendolo indeformato ed una velocità iniziale perpendicolare al raggio pari a 7.72 ~: 
qo = (Lo m, O m), p0 = (o kg~, 10 x 7.72 kg~). Con queste scelte il pendolo possiede un periodo 
di rotazione di circa 2.48 s (considerando il moto di un corpo rigido) e un periodo assiale di circa 
0.029 s (calcolato in modo disaccoppiato dalla rotazione). Il moto assiale non ha importanza sulla 
soluzione e può quindi essere considerato come un contributo spurio da dissipare. 
Nel problema del pendolo la valutazione in forma chiusa dell'integrale P q (relazione 
1.2.3.178) non è possibile. Nelle simulazioni condotte, al fine di avere un'integrazione il più possibile 
accurata è stata utilizzata la regola GL-3. 
Il comportamento patologico più volte anticipato relativo alla formulazione a, può essere 
compreso analizzando lo schema HllEa-1( ed in particolare lo schema con migliore accuratezza 
(b = t2 • Pb :::::= 0.7). Per semplicità si può analizzare la variazione di energia in un singolo passo di 
integrazione nel caso di piccole deformazioni. Senza perdita di accuratezza può essere considerata 
la condizione iniziale 
(1.2.4.45) 
Dopo un passo di integrazione è possibile calcolare la variazione di energia 
(1.2.4.46) 
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Figura 1.2.4.8: Variazione di energia relativa ai metodi Hlla-1( Pb = 0.7, Hlla-2( Pb = 0.4 e 
Hllb-2( Pb = 0.4 
Considerando16 v2 > > v1 la variazione può essere approssimata come segue 
_§_-l ;:v _!_EA2v2 P (Lo- p) ,6.4 
Eo 36 2 mL0 (Lo+ p)
2 (EAp2 + mLov~) (1.2.4.47) 
dalla quale risulta evidente che se O < p < L 0 , situazione pressoché sempre verificata, allora si 
manifesta un aumento di energia che rende instabile il metodo. La patologia della formulazione 
risulta evidente nella Figura (1.2.4.8) dove è riportata l'evoluzione del rapporto adimensionale 
dell'energia. Si può notare come una sola correzione comporta la già citata instabilità, mentre 
la seconda correzione implica un accoppiamento tra il moto assiale e quello rotazionale tale da 
dissipare anche l'energia relativa al contributo principale. Questo comportamento non si manifesta 
invece con la formulazione b (si può notare come l'energia relativa comparata alla formulazione a 
rimanga pressoché costantemente unitaria). 
Nelle Figure (1.2.4.9), (1.2.4.10) e 1.2.4.11) sono riportati rispettivamente gli errori nelle 
coordinate, nei momenti e nella rotazione() al tempo t=0.02s (corrispondente a 1~4 ). In particolare 
sono riportati i metodi HllEb e HCE-a con Pb = 0.4, il metodo CD ed il metodo Hll. Le figure 
confermano che gli schemi HllE possiedono un'accuratezza del terzo ordine e che dalla seconda 
correzione asintoticamente l'errore è lo stesso del metodo implicito parente. Le figure pongono 
in evidenza come, mediante le particolari condizioni iniziali, lo schema con una sola correzione 
HllE-1( risulti il più accurato. 
16 É il caso del problema con la condizione iniziale considerata. 
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Tabella 1.2.4.2: Pendolo elastico: n corrispondente ai contributi rotazionali ed assiali, considerat; 
disaccoppiati 
rotation 275.30 0.02 
axial 3.24 1.94 
Le simulazioni descritte nelle figure {1.2.4.13), {1.2.4.14) e {1.2.4.15), sono state condotte 
con un passo di integrazione in prossimità del limite di stabilità del metodo delle differenze centrali, 
pari a D..t = 0.009 s. Con questa scelta, se il moto assiale ed il moto rotazionale sono considerati 
indipendenti, si ottengono i valori di frequenza adimensionale riportati nella Tabella {1.2.4.2); il 
moto rotazionale dovrebbe essere bene integrato mentre quello radiale dovrebbe essere dissipato. 
L'evoluzione dell'energia totale è riportata in Figura {1.2.4.12). In pochi passi le oscillazioni 
assiali sono smorzate e l'energia si mantiene pressoché costante. Si può notare la notevole differenza 
di comportamento rispetto alla formulazione a (Fig. 1.2.4.8). Al fine di porre in evidenza la 
dissipazione del contributo assiale in Figura {1.2.4.13) è riportato lo spostamento radiale. La figura 
rimarca ancora una volta il comportamento dissipativo degli schemi HllEb. In Figura {1.2.4.14) 
è riportato l'errore nelle rotazioni. Si può notare l'alternanza in segno dell'errore all'aumentare del 
numero di correzioni. 
Analogamente a quanto eseguito per l'oscillatore di Duffing, in Figura (1.2.4.15) è riportata 
l'energia totale in funzione del passo di integrazione D..t al secondo passo di integrazione. È stato 
scelto il secondo passo, anziché il primo, poiché la particolare condizione iniziale permette agli 
algoritmi HllEb di avere un errore locale di troncamento del sesto ordine e quindi non può essere 
considerato un caso generale. 
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Figura 1.2.4.9: Pendolo elastico: errore nelle coordinate q1 al tempo 0.02s per i metodi HllEb e 
HCE~a per Pb = 0.4, il metodo CD ed il metodo Hll 
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Figura 1.2.4.10: Pendolo elastico: errore nei momenti p1 al tempo 0.02s per i metodi HllEb e 
HCE-a per Pb = 0.4, il metodo CD ed il metodo Hll 
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Figura 1.2.4.11: Pendolo elastico: errore nell'angolo di rotazione () al tempo 0.02s per i metodi 
HllEb e HCE-a per Pb = 0.4, il metodo CD ed il metodo Hll 
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Figura 1.2.4.12: Pendolo elastico: evoluzione dell'energia totale adimensionalizzata per f:l.t = 0.009 
per i metodi HllEb per Pb = 0.4 ed il metodo CD 
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Figura 1.2.4.13: Pendolo elastico: evoluzione nello spostamento assiale per 6.t - 0.009 per 
metodi HllEb per Pb = 0.4 ed il metodo CD 
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Figura 1.2.4.14: Pendolo elastico: evoluzione dell'errore di rotazione per 6.t = 0.009 per i metodi 
HllEb per Pb = 0.4 ed il metodo CD 
1.0008 
1.0000 
0.000 
------~~- ----------- -------------, 
·------ --~ 
H11Eb-1C p b =0.4 
- - H11Eb-2C p b =0.4 
H11Eb-3C p b =0.4 
----- HCE- «p b =0.4 
CD 
---
-
0.004 
A l 
l 
l 
l 
l 
l l l 
l 
l 
l 
l l 
l 
l l l l 
l 
/ 
l 
-.. .J- l 
l 
l 
0.008 0.012 
132 
Figura 1.2.4.15: Pendolo elastico: energia totale adimensionalizzata al secondo passo in funzione 
del passo di integrazione /j.t per i metodi HllEb e HCE-a per Pb = 0.4, il metodo CD ed il metodo 
Hll 
Parte 2. 
INTEGRATORI TEMPORALI APPLICATI AL 
METODO PSEUDODINAMICO 
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2.1. INTEGRATORI TEMPORALI APPLICATI AL METODO PSEUDODINAMICO 
CQ;\;VENZIONALE 
2.1.1 Introduzione 
Il metodo di prova pseudodinamico (PSD) è un tipo di test ibrido numerico sperimentale per 
valutare il comportamento di una struttura soggetta a carichi dinamici ed in particolare ad eventi 
sismici (Cardona, 1996). In esso si combinano simulazioni numeriche on-line di una struttura da 
testare, con misure sperimentali delle sue proprietà di rigidezza non lineari. In questo modo la 
metodologia permette di determinare molto realisticamente la risposta dinamica non lineare di una 
struttura utilizzando la stessa attrezzatura di un test quasi statico. Permette inoltre di fermare il 
test ad ogni istante, ispezionare la struttura valutando numerose caratteristiche quali ad esempio 
l'evoluzione del danno. Durante il test, le forze di inerzia di una struttura e le forze viscose vengono 
simulate numericamente per mezzo di una modellazione discreta quale ad esempio un metodo agli 
elementi finiti. Le forze interne e lo smorzamento isteretico vengono invece direttamente misurate 
sulla struttura. Il problema dinamico è quindi risolto per mezzo di integratori temporali step-by-
step che calcolano lo spostamento da imporre agli attuatori utilizzando oltre agli input numerici la 
misura della forza di reazione (Fig. 2.1.1.1). Il metodo può essere inquadrato come una particolare 
procedura agli elementi finiti nella quale le forze di reazione anziché essere valutate per mezzo 
di una routine di calcolo vengono misurate sperimentalmente (Shing & Mahin, 1984). Va infatti 
rimarcato che il comportamento di molte strutture spesso è difficilmente prevedibile mediante la 
sola analisi numerica. Materiali comunemente utilizzati nell'edilizia quali il cemento armato oppure 
la muratura, posseggono un comportamento marcatamente non lineare e complicato, che, spesso, è 
difficilmente prevedi bile numericamente anche per mezzo di modelli complessi e complicati da tarare. 
In questi casi l'unico metodo per ottenere risultati plausibili è il ricorso all'analisi sperimentale. 
Le prove pseudodinamiche permettono di esaminare strutture di medio grandi dimensioni. 
Il problema principale che si deve affrontare è la necessità di considerare il comportamento della 
struttura condensato in pochi punti nei quali vengono posizionati gli attuatori. Se la struttura è 
caratterizzata dall'avere effettivamente le proprie masse concentrate in alcuni punti specifici, almeno 
agli effetti di una particolare sollecitazione, allora i risultati ottenuti possono ritenersi rappresentativi 
della risposta reale. 
Una grossa potenzialità del test PSD, data dalla sua natura numerica è la possibilità di 
testare in laboratorio solo le parti critiche di una struttura e simulare numericamente la parte rima-
nente, mediante la tecnica della sottostrutturazione. Inquadrando il metodo come una procedura 
agli elementi finiti si può pensare di misurare le forze interne di particolari elementi sperimen-
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Figura 2.1.1.1: Metodo di prova pseudodinamico 
talmente, mentre i rimanenti elementi sono calcolati numericamente. In questo modo è possibile 
provare in laboratorio il punto critico di una struttura, dove normalmente sono concentrate le grosse 
non linearità, simulando numericamente il comportamento della parte rimanente. Grazie a questa 
tecnica sono state provate in passato strutture "ingombranti" come ponti realizzando in pratica 
l'esperimento sulle pile e simulando l'impalcato numericamente {Pinto, 1996). 
Data la sua natura numerica, il test è intrinsecamente collegato ad un integratore tempo-
rale. Storicamente, gli integratori espliciti sono stati i primi ad essere impiegati in prove di tipo 
pseudodinamico, principalmente per la loro semplicità di implentazione senza particolari tecniche 
per risolvere equazioni in regime non lineare. Oggi vengono impiegati soprattutto in applicazioni 
in cui è richiesta elevata velocità in fase di calcolo; è il caso, ad esempio, della nuova metodolo-
gia del test pseudodinamico continuo (Magonette et al., 1998), (Magonette et al., 2000)1, in cui 
l'implementazione dell'integratore è realizzata direttamente nell'elettronica di controllo. 
Gli integratori impliciti sono utilizzati nelle prove eseguite su strutture a molti gradi di libertà 
ed in particolare in presenza di sottostrutturazione, quando le alte frequenze restringerebbero troppo 
il passo di integrazione di un algoritmo esplicito. 
L'efficacia di un integratore è legata, oltre alla fedeltà con cui viene rappresentato il com-
portamento di una generica struttura in assenza di errori, alla ridotta sensibilità agli errori stessi 
1 Si veda il capitolo successivo (2.2.}. 
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quando questi siano presenti (Gambolati, 1992). 
Quando si analizza un integratore ai fini dell'implementazione in un codice di calcolo, l'effetto 
degli errori è legato principalmente all'arrotondamento dei risultati all'interno dell'elaboratore: la 
precisione con cui oggi vengono trattati i numeri nei calcolatori garantisce un'accurata descrizione 
dei modi principali, anche se, in strutture complesse, può risultare insufficiente per la corretta 
integrazione delle alte frequenze. Nelle prove di laboratorio l'effetto degli errori può risultare 
predominante anche per strutture molto semplici, a causa degli errori nella lettura dei dispositivi e 
nel controllore. L'effetto degli errori, oltre che dal tipo di strumentazione e dal tipo di controllore 
è legato al tipo di integratore impiegato: scopo di questo capitolo è illustrare le caratteristiche 
di propagazione degli errori degli integratori alle differenze finite analizzati nella prima parte ed 
implementati in diversi modi. 
Fatta questa premessa il capitolo è stato organizzato come segue. Nel paragrafo 2.2.2 
viene presentato il test pseudodinamico convenzionale, con particolare riferimento agli schemi di 
integrazione. Il paragrafo successivo (par. 2.1.3) presenta matematicamente il problema della sot-
tostrutturazione. Nel paragrafo 2.1.4 viene presentata l'analisi di propagazione delgi errori relativa 
agli schemi alle differenze finite presentati nella prima parte di questo lavoro2 . Il paragrafo 2.1.5 
propone l'utilizzo di metodi secant Newton nel test PSD. Il paragrafo 2.1.6 è dedicato infine all'e-
sposizione dei risultati sperimentali ottenuti su una struttura modello a 2 gradi di libertà in test 
lineari e non lineari. 
2 L'estensione degli algoritmi TDG al metodo PSD non è immediata. La loro applicazione diretta al metodo 
risulta quasi impossibile. Possono essere tuttavia proposte implementazioni semplificate che saranno oggetto di 
studi futuri. 
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2.1.2 Formulazione del test PSD 
Le potenzialità del metodo pseudodinamico si possono facilmente comprendere considerando 
l'equazione (1.2.1.1) 
Ma (t) +Cv (t) +S (d (t))= fex (t). (2.1.2.1) 
applicata direttamente in una struttura testata in laboratorio, con un imput sismico (fex (t) = 
-a
9 
(t) Ml9 , dove a9 rappresenta l'accelerazione del terreno all'istante t ed integrata con il metodo 
delle differenze centrali. Se al passo precedente è stata calcolata mediante l'elaboratore la predizione 
delle velocità al passo corrente 
(2.1.2.2) 
misurando sperimentalmente la forza di reazione della struttura si al tempo ti, si può formare il 
vettore delle forze esterne effettive 
(2.1.2.3) 
mediante il quale è possibile calcolare le accelerazioni e le velocità al medesimo istante 
(2.1.2.4) 
Conoscendo tali grandezze e gli spostamenti al passo in corso si possono facilmente calcolare gli 
spostamenti da imporre alla struttura al passo seguente 
(2.1.2.5) 
ed è così possibile procedere nell'integrazine fino al momento desiderato. È evidente che le oper-
azioni appena descritte sono le stesse di quelle realizzate in un normale programma agli elementi 
finiti con l'unica differenza di leggere la forza di reazione della struttura sperimentalmente, previa 
imposizione di spostamenti, anziché eseguire il calcolo per via numerica. La qualità dei risultati 
ottenuti è strettamente connessa alla qualità dell'attrezzatura sperimentale. In particolare, come 
verrà illustrato di seguito, risulta evidente che la qualità di un prova sarà tanto migliore quanto più 
il controllore condurrà gli attuatori nelle vicinanze dello spostamento calcolato di+l e tanto meno 
le letture eseguite sperimentalmente saranno affette da errori. 
Riassumendo, in generale le fasi con cui è realizzato uno step nel test PSD (Fig. 2.1.2.1) 
sono le seguenti: 
l. lettura dell'accelerazione al suolo ag,i e calcolo della forzante esterna fex (ti); 
2. misura della forza di reazione della struttura provata Si; 
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Figura 2.1.2.1: Metodo di prova PSD convenzionale: schema di implementazione e successione 
cronologica degli spostamenti. 
3. risoluzione delle equazioni del moto (ai e vi); 
4. calcolo degli sposta menti del passo successivo di+l; 
5. utilizzazione di di+l come spostamenti target dall'algoritmo di controllo; 
6. movimento della struttura per mezzo degli attuatori verso la pqsizione target; 
7. attesa del raggiungimento del target e ripetizione della sequenza dal punto l. 
In via teorica se il moto della struttura in esame fosse integrato per mezzo di integratori im-
pliciti incondizionatamente stabili si potrebbero utilizzare passi di integrazione elevati senza correre 
rischi di instabilità. Questa proprietà attraente degli schemi impliciti è tuttavia ostacolata, dalla 
necessità di risolvere un'equazione non lineare per procedere nell'integrazione. Thewalt e Mahin 
(1990) hanno proposto l'utilizzo di integratori impliciti, mediante un risolutore delle equazioni a 
livello analogico, direttamente nel controllore. Il metodo è stato abbandonato a causa della scarsa 
precisione della strumentazione. In seguito Shing, Vannan e Cater (1991) hanno presentato un'im-
plementazione via software di un integratore implicito con dissipazione numerica, per mezzo della 
quale l'equazione non lineare è risolta iterativamente con uno schema derivato dal metodo Newton 
Raphson. Va notato che questa metodologia richiede più movimenti degli attuatori all'interno di 
un singolo passo di integrazione, con l'effetto di allungare notevolmente il tempo di un test. 
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Una possibile alternativa è costituita dall'impiego di metodi impliciti semplificati utilizzando 
particolari ipotesi che conducono a livello sperimentale all'utilizzo di pochi correctors ossia pochi 
movimenti degli attuatori, come proposto da Nakashima e Kato (1987): si risolve in questo modo 
il problema della velocità di calcolo, introducendo però inevitabili errori di integrazione. 
Queste implementazioni in generale corrono il rischio di spostare gli attuatori oltre il risultato 
corretto con il potenziale pericolo di plasticizzare una struttura in posti errati, modificandone poi 
il comportamento successivo. 
Come evidenziato nella Figura (2.1.2.1) generalmente una prova pseudodinamica conven-
zionale, in termini di spostamento è eseguita con una successione di rampe alternate da periodi 
di attesa, durante i quali gli attuatori rimangono fermi; le rampe sono realizzate al fine di rag-
giungere lo spostamento target, mentre nel periodo di attesa è condotto il calcolo dell'algoritmo 
pseudodinamico e la comunicazione con gli attuatori. 
l periodi di attesa inducono un ulteriore potenziale pericolo costituito dal rilassamento delle 
tensioni interne, che ulteriormente può inficiare la qualità di un test. 
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-"' .;;;cnica della sottostrutturazione 
Il carattere ibrido numerico-sperimentale del metodo di prova PSD permette di combinare 
la sperimentazione in laboratorio di una parte di struttura, generalmente il punto critico, con la 
~imula?;i9ne numerica della parte rimanente di struttura. Le potenzialità offerte dalla sottostrut-
turazione sono state evidenziate in passato (Nakashima et al., 1990) e sono state anche provate 
sperimentalmente (Dermitzakis & Mahin, 1985), (Vannan, 1991), (Pinto, 1996). 
In presenza di sottostrutturazione il metodo PSD può essere inquadrato come un processo 
agli elementi finiti nel quale una parte delle fqrze di reazione della struttura analizzata sono misurate 
sperimentalmente. Nell'ottica di suddividere la struttura in due parti, una da testare in laboratorio 
ed una simulata numericamente si possono distinguere tre categorie di gradi di libertà (G.d.L.): 
l. G.d.L. relativi alla sola struttura sperimentale provata in laboratorio (suffisso L); 
2. G.d.L. in comune sia alla parte sperimentale che alla parte analitica (suffisso C); 
3. G.d.L. relativi alla sola parte analitica simulata numericamente (suffisso N). 
Mediante questa distinzione l'equazione L'equazione semidiscreta della dinamica {2.1.2.1) 
può essere esplicitata nel modo seguente: 
[ 
MLL 
Mc N 
o 
[ 
fex L (t) ] 
- fex CL (t)+ fex GN (t) 
fex N (t) 
(2.1.3.1) 
dove, a titolo di esempio, CLc è la matrice di smorzamento viscoso3 legata ai nodi di laboratorio 
per effetto di quelli di connessione con la struttura analitica ed avrà dimensione nLxnc con nL il 
numero di G.d.L. dei nodi puramente sperimentali L e ne il numero dei nodi di contatto C. SL e 
ScL denotano le forze di reazione della struttura sperimentale sui nodi L e C, mentre ScN e SN 
rappresentano la forza di reazione della struttura analitica; l'equazione (2.1.3.1) mette in evidenza 
la possibilità di misurare sperimentalmente le forze di reazione di una parte di struttura 
(2.1.3.2) 
3 Lo smorzamento viscoso non è oggetto del presente lavoro. Raramente possiede significato fisico; generalmente 
è introdotto al solo scopo di simulare smorzamenti di tipo isteretico difficilmente schematizzabili. Visto che questo 
effetto nella pseudodinamica è già misurato nelle forze di reazione, normalmente per la parte sperimentale esso è 
considerato nullo. Per ulteriori considerazioni relative allo smorzamento si rimanda al lavoro di Pegon (1996a) . 
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alle quali, al fine di integrare il moto della struttura globale, sarà sufficiente sommare il contributo 
della rimanente parte analitica 
(2.1.3.3) 
il quale, per definizione, potrà essere calcolato numericamente ad esempio con un codice agli 
elementi finiti. 
Se dal punto di vista matematico questo procedimento non pone alcun vincolo, permettendo 
di considerare una struttura qualunque, è chiaro che nella pratica sorgono numerosi problemi. 
Attualmente il vincolo più grosso è il controllo dei gradi di libertà rotazionali di una struttura: 
a fronte della difficoltà spaziale di poter realizzare un momento concentrato in un nodo si pone 
il problema della notevole precisione che si necessiterebbe per controllare le rotazioni ridotte che 
normalmente avvengono su una struttura. Questo fa si che la connessione fra la struttura analitica 
e quella sperimentale debba essere "semplice", o meglio che l'effetto della struttura analitica sia 
realmente sostituibile da forze puntuali sui nodi di contatto (vincoli di carrello, cerniera oppure 
rotazioni impedite). Diversamente le cose si complicano notevolmente. Per evitare il controllo 
dei gradi di libertà rotazionali è pratica corrente condensare gli effetti delle rotazioni sui gradi di 
libertà traslazionali. Questo implica che le matrici di massa, smorzamento e, nel caso di strutture 
elastiche, di rigidezza risultino piene (ossia ad esempio ci sia un contributo CNL non nullo), che la 
forza di reazione del sistema globale sia del tipo 
SLL (dL, dc, dN) + SLN (dL, dc, dN) 
ScL (dL, dc, dN) + ScN (dL, dc, dN) 
SNL (dL, dc, dN) + SNN (dL, dc, dN) 
Si pone inoltre l'ulteriore vincolo che la struttura si comporti linearmente nelle rotazioni. Nat-
uralmente il problema del controllo dei gradi di libertà rotazionali permane anche su un test 
pseudodinamico privo di sottostruttura analitica, ma è evidente che la limitazione risulta inferiore. 
Un altro vincolo prettamente legato alla sottostrutturazione è la gestione della parte ana-
litica. Se il numero dei G.d.L. puramente numerici è elevato, il processo per integrare l'equazione 
(2.1.3.1) può risultare oneroso. Per questo motivo in passato l'integrazione della parte numerica è 
stata fisicamente separata in un altro calcolatore rispetto al programma del test pseudodinamico 
(Buchet & Pegon, 1994). Per fare questa operazione è necessario effettuare una condensazione 
sui nodi di contatto dell'effetto dei G.d.L. numerici. Un qualunque algoritmo alle differenze fi-
nite step-by-step anche in regime non lineare si traduce in pratica nella risoluzione di un sistema 
numerico con una matrice di rigidezza effettiva (quando risolto negli sposta menti o variazioni di 
spostamenti) oppure una matrice di massa effettiva (se risolto nelle accelerazioni), ed un vettore 
di carico effettivo f* funzione della forzante esterna, delle condizioni iniziali e delle caratteristiche 
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del sistema: 
[ 
~~~ XbtJL~~~tJON K~N ] [ ~~t ] iiiiì [ !~ ~;~ ] · (2.1.3.4) 
o Kjyc KjyN .6-dN r;, (t) 
Risolvendo la terza riga del sistema nell'incognita .6-dN è possibile condensare il problema sui nodi 
di contatto 
dove 
- ftv (t) - K;.,c.6.dc 
[ 
fi, (t) l 
f(/ (t) . 
Kè*cL = KècL + (KècN - KèNK;.,-JKjyc) 
f** (t) - f* (t) - K* K*-1 f* (t) C - C CN NN N 
(2.1.3.5) 
(2.1.3.6) 
(2.1.3.7) 
1n questo modo l'effetto della struttura analitica può essere semplicemente considerato ag-
giungendo alla parte esistente di un classico programma di pseudodinamica, l'effetto sui no-
di di contatto nel vettore di carico ( -KèNK;;-Jr;, (t)) e nella matrice effettiva da invertire 
(KècN - Kè'NK;;-JKjyc). Naturalmente questa operazione non implica che i nodi numerici 
siano del tutto trascurati perché se il contributo nella matrice di rigidezza, in presenza di una 
struttura analitica lineare, si può considerare costante, l'effetto del carico esterno andrà calcolato 
di passo in passo data la sua dipendenza sia dal carico esterno che dalle condizioni iniziali che 
andranno valutate. Tale calcolo, che può essere oneroso, in passato è stato realizzato, come detto, 
in un altro calcolatore. 
Di conseguenza il flusso di operazioni necessario per eseguire un passo di integrazione nella 
pseudodinamica convenzionale, in presenza di sottostrutturazione risulta il seguente: 
l. Calcolo delle forze effettive esterne sul sistema analitico; 
2. condensazione delle forze effettive sui nodi di contatto con la struttura sperimentale; 
3. passaggio delle forze al calcolatore con il processo sperimentale; 
4. calcolo delle variabili algoritmiche (d, v ed a) della struttura sperimentale per mezzo 
dell'equazione (2.1.3.6); 
5. passaggio delle variabili sui nodi di contatto al calcolatore con il processo analitico; 
6. calcolo delle variabili algoritmiche relative alla struttura analitica con i risultati ottenuti in 
laboratorio (equazione 2.1.3.5); 
La sequenza di operazioni riportata richiede che in un primo tempo il processo sperimentale 
attenda il processo analitico (punto 3) ed in un secondo tempo quest'ultimo attenda il primo 
(punto 5). Va notato che, in linea di principio, mediante questa configurazione l'introduzione di 
non linearità nella parte analitica non costituisce di per sé una difficoltà vista l'asincronicità dei 
processi e la lunghezza dei periodi di pausa normalmente utilizzati. 
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2.1.4 Analisi di propagazione degli errori degli algoritmi 
2.1.4.1 Errori 
Come evidenziato nel paragrafo introduttivo del presente capitolo, l'efficacia di un inte-
gratore è legata, oltre alle caratteristiche analizzate nella parte l, alla ridotta sensibilità agli 
erron. 
In un test pseudodinamico le fonti d'errore sono molteplici (Combescure & Pegon, 1997). 
Dal punto di vista del codice di calcolo, l'effetto degli errori è legato principalmente all'arroton-
damento dei risultati all'interno dell'elaboratore; va notato tuttavia che la precisione con cui oggi 
vengono trattati i numeri nei calcolatori in un test PSD rende questo effetto pressoché trascurabile. 
In laboratorio sono presenti tuttavia una serie di errori aggiuntivi. Il test PSD è intrinsecamente 
collegato ad un programma di controllo del movimento degli attuatori. Ne consegue quindi una 
prima fonte di errori dovuta al fatto che lo spostamento effettivo (apice c) di fine passo si differenzi 
da quello imposto 
d,c dc d ei+l = i+l - i+l (2.1.4.1) 
Accanto all'effetto del controllore un'altra fonte di errori è la lettura dei dispositivi per cui 
d,m dm dc ei+l = i+l - i+l (2.1.4.2) 
Va notato che le differenze fra gli spostamenti misurati dz::_1 non hanno un'influenza diretta nel 
calcolo degli spostamenti durante un test. Normalmente infatti gli spostamenti che si considerano 
nell'evoluzione sono quelli calcolati di+l e non quelli misurati dz::_1 . Tuttavia gli errori hanno invece 
un'impatto diretto sulle forze di reazione misurate a causa del fatto che le forze di reazione reali 
della struttura S~+l ( d~+ 1 ) non sono associate agli spostamenti desiderati di+l· Un'ulteriore fonte 
d'errore è data infine dalla lettura delle forze 
s,m sm se ei+l = i+l - i+l (2.1.4.3) 
Approssimando al primo ordine la differenza fra le forze misurate e quelle ottenute teoricamente 
senza presenza di errori, per mezzo della rigidezza tangente, si ottiene 
(2.1.4.4) 
2.1.4.l.a Gli errori di lettura e di discretizzazione 
Le letture degli spostamenti e delle forze, se derivate da dispositivi di carattere analogico 
risultano affette da due ordini di errori (Peek & Yi, 1990a), (Peek & Yi, 1990b): 
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.... .:.LOStamento della misura dal dato reale 
2. oscillazioni di tipo elettronico 
Il primo ordine d'errore deriva normalmente dalla non linearità perfetta tra la misura voluta 
e la differenza di potenziale registrata nel dispositivo. L'effetto di questi errori si limita affinando 
il più possibile i valori dei parametri di taratura degli strumenti, per adattarli al campo di misura 
interessato dall'esperimento. Trattandosi di errori sistematici, le loro conseguenze non sono es-
tremamente gravi: semplicemente provocano una leggera sottostima (o sovrastima, a seconda del 
loro segno) della posizione ejo della risposta della struttura. L'errore in frequenza che ne segue è 
in genere limitato rispetto agli errori insiti nell'algoritmo di integrazione. 
Gli errori legati all'elettronica sono dovuti all'instabilità del segnale in uscita da sensori di tipo 
analogico, provocata dall'apparato di alimentazione, da eventuali amplificatori e dal convertitore 
analogico-digitale. Non sono errori di tipo sistematico, per cui il loro effetto può combinarsi 
in maniera imprevista provocando fenomeni di risonanza che, in particolari condizioni, possono 
rendere inutilizzabili i dati relativi alle analisi effettuate sulla struttura. A titolo di esempio, per 
quanto concerne la campagna sperimentale presentata al paragrafo 2.1.6, si è potuto notare come 
le misure ottenute abbiano carattere discreto essendo la misura rilevata di tipo digitale (derivata 
da un segnale analogico per mezzo di un convertitore A/D). Si è anche notato come l'errore legato 
all'elettronica di misura sia bene approssimato da una distribuzione di probabilità di tipo normale: 
si riportano nelle tabelle (2.1.4.1-2.1.4.2) i risultati relativi ad ognuno dei trasduttori impiegati nelle 
prove {Fig. 2.1.6.1). Il valore del moltiplicatore limite è dato dal rapporto tra il triplo della varianza 
e la risoluzione elettronica. 
2.1.4.1.b Gli errori di controllo 
Quando viene calcolato lo spostamento da imporre alla struttura, la scheda di controllo 
degli attuatori genera una funzione di awicinamento al target desiderato. Poichè il processo 
di posizionamento deve awenire con una certa stabilità ed in modo graduale, è inevitabile che 
la posizione finale raggiunta non sia esattamente quella calcolata: la differenza rappresenta il 
cosiddetto errore di controllo. 
Uno dei fenomeni più ricorrenti in questo tipo di apparati sperimentali è l' undershoot, ossia 
l'applicazione alla struttura di uno spostamento sistematicamente inferiore a quello calcolato: gli 
attuatori rimangono, per così dire, arretrati rispetto alla posizione corretta. A seconda del tipo di 
controllo si possono avere due tipi di undershoot (Combescure & Pegon, 1994): 
l. undershoot dello spostamento assoluto rispetto alla posizione di riposo, dunque di tipo sis-
tematico. Il suo effetto è simile a quello relativo all'errore di scostamento del trasduttore 
in fase di lettura: si ha una apparente alterazione della risposta della struttura e dunque 
un'errore in frequenza, senza alcun fenomeno di amplificazione 
---------------------------------
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2. undershoot dello spostamento relativo rispetto alla posizione precedente, di tipo non sistem-
atico. In questo caso l'apparente alterazione della risposta strutturale causa un progressivo 
aumento dell'energia del sistema: l'errore ha lo stesso effetto·di una forzante in fase con la 
struttura in esame. 
Nelle prove sperimentali effettuate, sono stati osservati deboli fenomeni di undershoot dello 
spostamento assoluto, mentre non si sono notati fenomeni di undershoot dello spostamento relativo. 
In seguito si riporta, in ogni caso, una analisi dell'effetto di errori assimilabili a forzanti in fase con 
la struttura, al fine di indicare quali possibili accorgimenti adottare nel caso si verifichino fenomeni 
di questo tipo. Va evidenziato che gli algoritmi di controllo lavorano in spostamenti relativi e al fine 
di essere stabili normalmente vengono tarati in modo da non avere pericolosi overshoot. Essendo 
state le prove molto lente, con variazioni di spostamento ridotte, l'errore di controllo è risultato 
minimo e non si è verificato undershoot. 
2.1.4.2 l metodi di analisi della propagazione degli errori 
L'analisi degli errori in prove di tipo pseudodinamico viene effettuata, in genere, trascurando 
gli errori di arrotondamento numerico. Questa scelta è giustificata dal fatto che la precisione con 
cui vengono trattati i numeri nel calcolatore è, usualmente, assai maggiore di quella dei dati in 
mgresso. 
Si considerino la soluzione algoritmica priva di errori 
(2.1.4.5) 
ed una soluzione con errori 
(2.1.4.6) 
L'errore commesso nell'integrazione a causa della presenza di errori può essere rappresentato 
(2.1.4.7) 
da cui si evince che, poichè sia la soluzione corretta che la soluzione numerica soddisfano l'e-
quazione di equilibrio dinamico, anche l'equazione (2.1.4.7) riferita all'errore nei parametri dinamici, 
combinazione lineare delle equazioni precedenti, soddisfa le condizioni di equilibrio. 
Qualora la risposta della struttura sia sufficientemente regolare in un intorno di di+1-a1 , 
per CUI Sia 
(2.1.4.8) 
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è possibile scrivere la seguente 
(2.1.4.9) 
dove ef+l-at indica il vettore differenza tra la posizione esatta e quella numerica, mentre il termine 
f/!1_1_a1 , che si indica generalmente come forzante d'errore, rappresenta lo squilibrio dinamico tra 
la risposta effettiva della struttura nella posizione d~l-at e quella dinamicamente equilibrata. 
L'equazione di equilibrio dinamico si scrive allora nella forma 
(2.1.4.10) 
Da quanto appena detto si desume come l'effetto degli errori sia paragonabile a quello di 
una forzante generica, che tuttavia agisce su una struttura le cui caratteristiche meccaniche sono 
variabili in relazione all'evoluzione K = K (t). È evidente come, nel caso generale testè illustrato, 
un'analisi comparativa delle varie implementazioni finora considerate risulti complessa. 
2.1.4.2.a L'analisi impulsiva in regime lineare 
In regime lineare, l'analisi della propagazione degli errori risulta semplificata. L'effet-
to degli errori può essere analizzato come quello prodotto da una comune forzante esterna 
(Peek & Yi, 1990a), (Peek & Yi, 1990b). 
Il primo passo verso l'analisi di propagazione degli errori è, ovviamente, la determinazione del 
valore della forzante d'errore. In realtà, l'evoluzione degli errori è descritta, almeno nella generalità 
dei casi, da funzioni nel tempo di variabili casuali, per cui lo studio complessivo degli effetti degli 
errori si svolge, eccetto per particolari fenomeni, tramite analisi statistiche. È possibile, tuttavia, 
trarre indicazioni sul comportamento delle varie implementazioni di un integratore dalla sua risposta 
ad un fenomeno di tipo impulsivo (Shing et al., 1991), (Combescure & Pegon, 1994). 
Un oscillatore elastico lineare ad un grado di libertà soddisfa alle seguenti relazioni 
Yi+l = A · Yi + Li (2.1.4.11) 
dove 
Li= Bgi (2.1.4.12) 
con 
g·- [ /i ] 
t- /i+l 
(2.1.4.13) 
Ora considerando il sistema soggetto ad una forzante d'errore di tipo impulsivo, per cui sia 
(2.1.4.14) 
è possibile scrivere l'equazione 
(2.1.4.15) 
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da cui si ottiene la forma ricorsiva 
(2.1.4.16) 
L'effetto di un errore di tipo impulsivo è quello di far oscillare il sistema con frequenza 
propria: l'entità dell'oscillazione è legata al tipo di integratore e di implementazione adottata. In 
generale, l'effetto dell'impulso può essere descritto semplicemente nella forma 
n 
dj= I:ck>.{ (2.1.4.17) 
k=l 
dove >.k sono gli autovalori della matrice di amplificazione, mentre ck sono dei coefficienti ampli-
ficativi. Tralasciando il contributo degli eventuali autovalori reali, è possibile riscrivere l'equazione 
(2.1.4.17) nella forma 
dj= exp ( -çwjD.t) (ci cos (wjD.t) +c; cos (wjD.t)) (2.1.4.18) 
da cui il fattore d'amplificazione d'errore 
(2.1.4.19) 
Il confronto del valore di D per due diversi algoritmi permette di confrontarne le proprietà 
di propagazione degli errori. Volutamente questo parametro non considera l'effetto a lungo termine 
della dissipazione del sistema nè, tantomeno, della dissipazione selettiva. 
Verranno di seguito analizzate le risposte di alcuni algoritmi ad un "impulso d'errore"; 
poichè un errore di lettura in forza non ha un effetto diverso da quello di una forzante vera e 
propria, verranno analizzati gli effetti degli errori di posizionamento e, qualora presenti, di lettura 
della posizione raggiunta dagli attuatori. Gli errori sulle forze di reazione verranno considerati 
esclusivamente dal punto di vista del loro effetto cumulativo. 
2.1.4.2.b Gli integratori espliciti 
L'analisi di propagazione degli errori negli integratori espliciti si rivela più immediata di 
quella relativa agli integratori impliciti. Generalmete essi sono utilizzati senza ricorrere a particolari 
strategie di correzione degli errori. Si fa notare come in linea di principio, se è disponibile una stima 
Knum della matrice di rigidezza del sistema in analisi, è possibile correggere l'errore di controllo con 
la tecnica proposta per il metodo Operator Splitting; in particolare, si può aggiungere alla lettura 
della forza considerata, il contributo stimato del mancato raggiungimento dello spostamento target: 
(2.1.4.20) 
Naturalmente questa strategia può funzionare correttamente se l'errore di controllo è predominante 
rispetto a quello di misura. Ne consegue che nelle prove PSD convenzionali, vista la lentezza delle 
prove, normalmente non è attuata alcuna correzione. Va anche rimarcato che, mediante questa 
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~t. ... llll..d, 1a forma delle curve del fattore di amplificazione dell'errore non viene alterata, ma solo 
moltiplicata per un fattore correttivo4 • 
2.1.4.2.b.1 Il metodo CD 
Un errore di lettura, o di posizionamento, da luogo ad una forzante d'errore pari a 
(2.1.4.22) 
da cui si ottiene facilmente l'equazione 
(2.1.4.23) 
coefficienti sono complessi, come d'altronde i due autovalori, almeno all'interno 
dell'intervallo di stabilità. Il valore del fattore di amplificazione D vale 
(2.1.4.24) 
riportato in forma grafica in assenza di smorzamento in Figura (2.1.4.1). Si fa notare come avvici-
nandosi progressivamente al limite di stabilità, l'effetto degli eventuali errori diviene predominante 
sulla soluzione esatta. Nel campo delle basse frequenze, invece, eventuali errori sugli spostamenti, 
siano essi di posizione o lettura, hanno scarsa importanza. L'effetto di un eventuale smorzamento 
della struttura, per i consueti valori di questo parametro, non è rilevante. 
2.1.4.2.b.2 Il metodo HCE-a con smorzamento trattato implicitamente 
La forzante d'errore presenta l'usuale forma 
(2.1.4.25) 
da cui, ricorrendo alle relazioni (2.1.4.17) e (2.1.4.18), è stato possibile determinare il valore del 
fattore di amplificazione D. 
Nel caso particolare in cui si ponga Pp = Pp = Pb = l, si detereminano i seguenti valori dei 
coefficienti degli autovalori 
c __ n( -2+02+ny -4+4e+n2) 
1 - (2+2€n)J -4+4€2+02 
n(-2+n2-nJ -4+4e+n2) 
c2 = ---'----t=-=~===~ 
(2+2€n)v' -4+4€2+n2 
(2.1.4.26) 
In generale l'espressione dei coefficienti nei casi con raggio spettrale di biforcazione non 
unitari risulta complessa. Si riporta in Figura (2.1.4.2) il valore del fattore di amplificazione D 
4 Il coefficiente moltiplicativo risulta parente dell'errore della stima della matrice di rigidezza: 
(2.1.4.21) 
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2.0 
n, 
Figura 2.1.4.1: Metodo delle differenze centrali: fattore di amplificazione dell'errore per ç =O 
in assenza di smorzamento per i valori del raggio di biforcazione di Pb = 1.0, 0.8, 0.6, 0.4, 0.2 
e 0.0 e per al = l. Se i valori sono paragonabili a quelli relativi al metodo CD, va notato 
come nell'espressione del fattore di amplificazione (Eq. 2.1.4.18, 2.1.4.19) non sia considerata la 
dissipazione numerica che contribuisce senza dubbio a calare l'effetto degli errori nelle frequenze 
medio alte. 
2.1.4.2.c Gli integratori impliciti 
L'algoritmo 
(Bursi et al., 1994), 
(Hilber et al., 1977). 
implicito più usato m pseudodinamica (Shing et al., 1991 ), 
(Buchet & Pegon, 1994), (Bursi & Mancuso, 1996) è il metodo HHT-a 
In sede di analisi degli algoritmi si è fatto notare come il metodo CH-a possa 
essere utilizzato in un range più vasto di dissipazione controllata dall'utente e con un'accuratezza 
migliore. Il metodo CH-a, ad esempio, con la scelta p
00 
= O risulta L-stabile, mentre la 
dissipazione massima ottenibile con il metodo HHT-a è pari a p00 = ~· Questo induce a favorire 
l'utilizzazione del metodo CH-a anche nell'ambito del metodo di prova PSD. In particolare, risulta 
di interesse il fatto che con elevata dissipazione numerica il metodo può risultare stabile anche se 
la stima della matrice di rigidezza usata nel calcolo è meno rigida di quella reale, che, in assenza 
di smorzamento algoritmico può rendere gli schemi instabili (Bursi et al., 1994). 
Gli algoritmi impliciti permettono di implementare delle procedure di controllo degli effetti 
dell'errore; in realtà va notato che solo gli errori di posizionamento possono essere parzialmente 
corretti: un errore di lettura non è, a priori, misurabile. 
4.0 
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2.0 
1.0 
l 
--- -- \ 
- HCE· QP b 'il.O ' 
HCE· u p b o0.2 
HCE· Q p b =0.4 
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n, 
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. /; 
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Figura 2.1.4.2: Metodo HCE-a: fattore di amplificazione dell'errore, per ç =O 
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Di seguito si analizzano separatamente gli effetti degli errori di posizionamento e di lettura 
degli spostamenti relativi allo schema CH-a, sia che l'algoritmo preveda o meno l'implementazione 
di forme di correzione d'errore. 
2.1.4.2.c.l Il metodo CH-a 
In generale un metodo alle differenze finite di tipo implicito per avanzare di un passo 
necessita della risoluzione di un sistema di equazioni della seguente forma5 
(2.1.4.27) 
dove K è una matrice comprensiva degli effetti viscosi ed inerziali. In particolare per il metodo 
CH-a integrato con la trapezoidal rule si ottengono i seguenti valori6 
L'Equazione (2.1.4.27) può essere inquadrata nella forma 
5 Si veda l'Equazione {2.1.3.4). 
6 Si veda la relazione (1.2.3.8). 
(2.1.4.28) 
(2.1.4.29) 
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dalla quale risulta evidente che la soluzione esatta relativa al metodo di integrazione si trova 
nell'intersezione tra la forza di reazione non lineare del sistema in analisi ed una retta con pendenza 
negativa pari a K che rappresenta le soluzioni dinamicamente congr.uenti. 
Per il metodo HHT-a esistono in letteratura due gruppi di tecniche di implementazione: 
• implementazione fino a convergenza {Shing et al., 1991): 
l'Equazione (2.1.4.27) è risolta con un metodo iterativo basato su una stima della matrice di 
rigidezza Knum = K0 per cui in un singolo passo di integrazione vengono realizzati numerosi 
spostamenti degli attuatori del tipo 
dove 
d (k+l) _ d(k) + Ad(k) i+l - i+l u i+l 
K* = K+Knum 
(2.1.4.30) 
{2.1.4.31) 
(2.1.4.32) 
(2.1.4.33) 
Le iterazioni vengono interrotte quando l'incremento di spostamento 6.d~~1 risulta inferiore 
ad un valore prefissato, funzione della precisione dell'attrezzatura; 
• implementazione basata sull' operator sp!itting (Nakashima & Kato, 1989): 
gli attuatori vengono portati alla posizione relativa al predictor esplicito del metodo di 
Newmark (Eq. 1.2.3.6) 
(2.1.4.34) 
e si ipotizza che valga la relazione 
(2.1.4.35) 
Questa semplificazione possiede il grosso vantaggio di velocizzare un test in quanto nonos-
tante la non linearità del problema ogni singolo passo di integrazione è realizzato con un solo 
movimento degli attuatori. 
Entrambi i tipi di implementazione se applicati direttamente rischiano di dare risultati non 
soddisfacienti; in particolare, l'implementazione a convergenza applicata direttamente porta ad 
amplificare indefinitamente gli errori quando viene utilizzato un passo di integrazione 6.t ---+ O. Al 
fine di migliorare le prestazione delle prove sono state proposte formule correttive. 
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d 
Figura 2.1.4.3: Errore di posizionamento nell'implementazione a convergenza diretta per un 
problema ad un G.d.L. 
Vista la stessa natura degli schemi, le stesse implementazioni possono essere proposte anche 
per il metodo CH-a. Possono peraltro essere fatte alcune proposte ulteriori, che sintetizzano le 
buone caratteristiche delle due tipologie presentate. 
Dagli esperimenti eseguiti risulta che il metodo basato sull' operator splitting è innaccurato 
in presenza di problemi a molti G.d.L.7 a causa del contributo delle alte frequenze. Lo schema 
può essere migliorato eseguendo un ulteriore movimento degli attuatori valutanodo il residuo (Eq. 
2.1.4.30, 2.1.4.31). 
Considerando il caso ad un G.d.L. risulta evidente che spesso la predizione esplicita conduce 
ad un valore delgi spostamenti superiore a quello finale. Questo comporta il rischio di plasticizzare 
la struttura in modo scorretto, a danno della qualità della prova condotta. Si può quindi pensare di 
realizzare il movimento degli attuatori anziché per mezzo della predizione esplicita (2.1.4.34) con 
una predizione implicita (Eq. 2.1.4.31). 
2.1.4.2.c.1.1 Implementazione fino a convergenza 
Il processo di iterazione che conduce alla soluzione delle equazioni della dinamica è inevitabil-
mente affetto da una certa imprecisione, per cui non è possibile raggiungere la soluzione esatta, se 
non a meno di un parametro di tolleranza: è la presenza di questo parametro (ed) che comporta la 
presenza di errori di posizionamento in questo tipo di algoritmi. 
• formulazione diretta 
7 Ad esempio in presenza di sottostrutturazione. 
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Per quel che riguarda gli errori di posizionamento (Fig. 2.1.4.3), introducendo la matrice R 
comprensiva degli effetti viscosi ed inerziali 
è possibile definire il residuo da usare nelle iterazioni 
e lo schema iterativo 
Lo schema viene interrotto quando 
Supponendo per eccesso 
è evidente che essendo la soluzione corretta 
f:.d(k) = _ ( [( + K) -1-1 r(k) 
l'errore reale in sposta menti commesso rispetto alla soluzione corretta risulta 
etot = - (R + K) -1 r 
_ (- )-1 (- ) (- )-1 _ (R+Knun.) d 
- - K + K K + Knum K + Knum r - ( k +K) e 
confrontando la soluzione esatta 
con la soluzione approssimata 
r = Kdl~1 + Kd}~1 - J* = (R + K) (di+l- etot) - J* 
=- (R + K) efot 
si può notare come la forzante d'errore risulti pari a 
(2.1.4.36) 
(2.1.4.37) 
(2.1.4.38) 
(2.1.4.39) 
{2.1.4.40) 
(2.1.4.41) 
(2.1.4.42) 
(2.1.4.43) 
{2.1.4.44) 
(2.1.4.45) 
Nelle Figure (2.1.4.4), (2.1.4.5) e (2.1.4.6) si riporta l'andamento del fattore di amplificazione 
dell'errore relativo al problema non smorzato nei casi p00 = l, Poo = 0.5, Poo = O. Si 
8.0 
6.0 
n, 
------------- --------- ---~ 
(_~----=- -- =-~---;=;2 
llofl.4 
R=0.6 
--------- R=O.B 
R=tO 
R=1.2 
\..___ -----------
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Figura 2.1.4.4: Metodo CH-a, implementazione a convergenza diretta: fattore di amplificazione 
dell'errore di posizionamento per p00 = 1.0 e ç =O 
'ì R=0.2 
1
. 
----- R=0.4 
-- R=0.6 
-___---_ ---~L 
~.0 
~l 
0.0 
0.0 2.0 4.0 6.0 8.0 10.0 
n, 
Figura 2.1.4.5: Metodo CH-a, implementazione a convergenza diretta: fattore di amplificazione 
dell'errore di posizionamento Poo = 0.5 e ç =O 
8.0 Il\----------------<--------------------- - -----~ 
l \1 l ~=--=--==---:::~l 
l 
~.0 r 
l 
' 1' 1 -----. --- R=0.6 l 
l i 
6.0 ~ ~\ \ l :---- ::~; i 
. \\1 L ~''-J 
\' \ 
\\ \ 
1\ \ ·~\ 
'~\ 
. ~ ----------- ..________ ---- -----2.0 
0.0 
0.0 2.0 4.0 6.0 8.0 
n. 
--; 
' 
lO. O 
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Figura 2.1.4.6: Metodo CH-a, implementazione a convergenza diretta: fattore di amplificazione 
dell'errore di posizionamento Poo = 0.0 e e= O 
analizzano in particolare gli effetti dell'errore della stima della matrice di rigidezza con il 
parametro 
(2.1.4.46) 
Si nota, ancora una volta, l'assenza di effetti della dissipazione propria della struttura nelle 
frequenze più alte, come della dissipazione selettiva nelle basse frequenze. 
Per quel che riguarda invece gli errori di lettura, la forzante d'errore ha la nota forma 
Analogamente al caso dell'errore di posizionamento, le Figure (2.1.4.7), (2.1.4.8) e (2.1.4.9) 
riportano l'andamento del fattore di amplificazione dell'errore nei casi Poo = l, Poo = 0.5, 
Poo _O. 
• formulazione C 
Per quanto riguarda gli errori di posizionamento, tenendo presente le relazioni (2.1.4.42) e 
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1.0 ~-- .. - ~ --~-~~---~ -~~-;~-2-~1-l 
R•04 
- R=0.6 ' 
R=0.8 l 
R=1.0 
0.8 l 
l 
=~~~~-j l 
l 
0.6 
l 
l ~ 0.4 
l l 
l l 
0.2 
fl 
l 
0.0 
0.0 
l 
l 
l 
~__l-l 
8.0 2.0 4.0 6.0 IO. O 
Q' 
Figura 2.1.4.7: Metodo CH-a, implementazione a convergenza diretta: fattore di amplificazione 
dell'errore di lettura negli spostamenti per Poo = 1.0 e e = O 
0.8 
0.6 
0.4 
0.2 
i 
0.0 L_ 
0.0 2.0 4.0 
1 
.. --~-~-~~ -~ l 
· · · ~ ·~ ~ · R=0.2 , 
-·-~ ··· -- R=0.4 : 
~·--- ~ R=0.6 j 
l -·~_-· - :::~ 
\'-,._____ __________ -- ------------
-~---L__- . ---- -------'------- --~------_} 
6.0 8.0 10.0 
n, 
Figura 2.1.4.8: Metodo CH-a, implementazione a convergenza diretta: fattore di amplificazione 
dell'errore di lettura negli spostamenti per Poo = 0.5 e ç = O 
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1.0 ~----- --·----------
1 
' 
---~ 
- -R=0.2 1 
' ' -- R=0.4 l 
l --·- -- R=0.6 
0.8 : ---- R=0.8 
, -·-------- R=tO 
i --- R=1.2 
0.6 
0.4 -
0.2 
0.0 
0.0 2.0 4.0 6.0 8.0 IO. O 
n. 
Figura 2.1.4.9: Metodo CH-a, implementazione a convergenza diretta: fattore di amplificazione 
dell'errore di lettura negli spostamenti per p
00 
= 0.0 e ç = O 
5p:lziod.JZicni. ~i ap:Emi+l 
jspm.odtzicni ~i arxe>t l 
d 
Figura 2.1.4.10: Errore di posizionamento nell'implementazione a convergenza con correzione C 
per un problema ad un G.d.L. 
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4.0 
(_~ ~~-~ . -=~ ~ __ -::.! "l 
~~ ~ R=06 
-~ -- · R=08 
l 
R=1 O 
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3.0 
~.o 
/ 
n, 
Figura 2.1.4.11: Metodo CH-a, implementazione a convergenza con correzione C: fattore di 
amplificazione dell'errore di posizionamento per p00 = 1.0 e ç =O 
(2.1.4.43), la soluzione approssimata fornisce un residuo 
r = (R + K) ( d~~1 +ed) - f* = (R + K) (di+!- etot +ed) - f* 
=- (R + K) (etot- ed) =- (R + K) ( (~;:;)) -l) ed=- (Knum + K) ed 
(2.1.4.47) 
si può notare come la forzante d'errore risulti pari a 
(2.1.4.48) 
Le Figure (2.1.4.11), (2.1.4.12) e (2.1.4.13) illustrano i risultati con il consueto valore dei 
parametri dell'algoritmo. 
Non si riporta l'analisi dell'effetto degli errori di lettura, coincidente con quella relativa alla 
formulazione diretta. 
2.1.4.2.c.l.2 Implementazione basata suii'Operator Splitting 
In assenza di errori un implementazione basata sull' Operator Splitting anche m reg1me 
lineare necessariamente conduce ad una matrice di amplificazione diversa rispetto a quella del 
metodo esatto funzione del rapporto tra la rigidezza numerica e la rigidezza esatta. 
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4.0 
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--- . --- R=ll.4 l 
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Figura 2.1.4.12: Metodo CH-a, implementazione a convergenza con correz1one C: fattore di 
amplificazione dell'errore di posizionamento per p
00 
= 0.5 e ç =O 
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Figura 2.1.4.13: Metodo CH-a, implementazione a convergenza con correz1one C: fattore di 
amplificazione dell'errore di posizionamento per p
00 
= 0.0 e ç =O 
160 
Il metodo. per un sistema ad un grado di libertà, si può sintetizzare nelle seguenti operazioni: 
predictor 
equilibrio dinamico 
corrector 
{2.1.4.49) 
ne consegue la seguente matrice di amplificazione (rispettivamente la prima la seconda e la terza 
colonna) e vettore di carico: 
(2.1.4.50) 
(2.1.4.51) 
{2.1.4.52) 
(2.1.4.53) 
Le figure (2.1.4.14)-(2.1.4.22) riportano rispettivamente il raggio spettrale, l'errore relativo in pe-
riodo e lo smorzamento algoritmico per p
00 
= 1.0, 0.5 e 0.0; è evidente la necessità di una buona 
stima della matrice di rigidezza. 
• Formulazione diretta 
Per quanto riguarda l'errore di posizionamento (Fig. 2.1.4.23). l'implementazione diretta 
comporta uno schema del tutto simile alle relazioni (2.1.4.37) e (2.1.4.38). La soluzione 
corretta senza errori di posizionamento fornirebbe un residuo pari a 
(2.1.4.54) 
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Figura 2.1.4.14: Metodo CH-a, implementazione basata sull' Operator Splitting: raggio spettrale 
per Poo = 1.0 
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Figura 2.1.4.15: Metodo CH-a, implementazione basata suii'Operator Splitting: errore relativo in 
periodo per Poo = 1.0 
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Figura 2.1.4.16: Metodo CH-a, implementazione basata suii'Operator Splitting: smorzamento 
algoritmico per Poo = 1.0 
0.8 f 
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0.4 l 
( =--
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R=0.2 
R=0.4 
R=0.6 
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R=1.0 
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4.0 
Q. 
6.0 8.0 10.0 
Figura 2.1.4.17: Metodo CH-a, implementazione basata sull' Operator Splitting: raggio spettrale 
per Poo = 0.5 
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Figura 2.1.4.18: Metodo CH-a::, implementazione basata suii'Operator Sp/itting: errore relativo in 
periodo per Poo = 0.5 
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Figura 2.1.4.19: Metodo CH-a::, implementazione basata sull' Operator Splitting: smorzamento 
algoritmico per Poo = 0.5 
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Figura 2.1.4.20: Metodo CH-cx, implementazione basata sull' Operator Splitting: raggio spettrale 
per Poo = 0.0 
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Figura 2.1.4.21: Metodo CH-cx, implementazione basata sull' Operator Splitting: errore relativo in 
periodo per Poo = 0.0 
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Figura 2.1.4.22: Metodo CH-a, implementazione basata sull' Operator Splitting: smorzamento 
algoritmico per p00 = 0.0 
mentre considerando un errore di posizionamento degli attuatori porta alla seguente relazione 
(2.1.4.55) 
confrontando i due residui si può notare come la forzante d'errore si possa esprimere con la 
formula 
(2.1.4.56) 
il cui andamento, in termini di fattore di amplificazione D, è riportato nelle Figure (2.1.4.24), 
(2.1.4.25) e (2.1.4.26). 
Risulta evidente una minore influenza del fattore D rispetto al parametro R (Eq. 2.1.4.46). 
Peraltro si fa notare l'instabilità possibile per valori di R maggiori dell'unità, corrispondenti 
all'utilizzazione di rigidezze numeriche inferiori rispetto a quelle reali. 
La trattazione degli errori di lettura è completamente analoga, per cui se ne tralascia l'analisi. 
• Formulazione M 
Mediante la correzione (Fig. 2.1.4.27) si può notare come 
(2.1.4.57) 
S(d) 
!Spazio solu;:ioni equilibrate l 
l 
i 
; 
l 
~ 
i 
l 
l 
' l 
l 
l 
l . 
·····················d····\···········································································~d 
IPredictor esplicito l --t-+ 
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Figura 2.1.4.23: Errore di postztonamento nell'implementazione basata sull' Operator Splitting 
diretta per un problema ad un G.d.L. 
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Figura 2.1.4.24: Metodo CH-o:, implementazione 05 diretta: fattore di amplificazione dell'errore 
di posizionamento ejo dell'errore di lettura negli spostamenti per p00 = 1.0 e ç = O 
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Figura 2.1.4.25: Metodo CH-a, implementazione OS diretta: fattore di amplificazione dell'errore 
di posizionamento ejo dell'errore di lettura negli spostamenti per Poo = 0.5 e ç =O 
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Figura 2.1.4.26: Metodo CH-a, implementazione OS diretta: fattore di amplificazione dell'errore 
di posizionamento ejo dell'errore di lettura negli spostamenti per p
00 
= 0.0 e ç = O 
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Figura 2.1.4.27: Errore di posizionamento nell'implementazione basata suii'Operator Splitting con 
correzione M per un problema ad un G.d.L. 
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Figura 2.1.4.28: Metodo CH-a, implementazione basata sull' Operator Splitting con correzione M: 
fattore di amplificazione dell'errore di posizionamento per p00 = 1.0 e ç = O 
per cui l'espressione della forzante d'errore risulta 
(2.1.4.58) 
da cui i seguenti i grafici sul fattore di amplificazione d'errore riportati nelle Figure (2.1.4.28), 
(2.1.4.29) e (2.1.4.30). 
Si tralascia ancora una volta l'analisi del coefficiente di amplificazione per gli errori di 
lettura, che, in sostanza, coincide con quella relativa agli errori di posizionamento per 
l'implementazione operator splitting diretta. 
2.1.4.2.c.1.3 Implementazione exp/icit-predictor two-pass corrector 
É possibile utilizzare il metodo 05 cercando di migliorarlo effettuando un movimento 
ulteriore degli attuatori. 
In questo tipo di implementazione, la presenza all'interno di un singolo passo di più oper-
azioni di posizionamento e di lettura comporta la necessità di tener conto di un effetto combinato 
di due errori. Operando a favore di sicurezza, il loro effetto può essere sommato in modo da 
massimizzarne le conseguenze. Di seguito si riportano i risultati conseguiti. 
In assenza di errori l'algoritmo fornisce i seguenti risultati: 
l. primo corrector 
(2.1.4.59) 
3.0 
.::a. o l 
l. O 
i 1/ 
1// ~ 0.0 ----~---- l 
0.0 2.0 
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Figura 2.1.4.29: Metodo CH-a, implementazione basata suii'Operator Splitting con correzione M: 
fattore di amplificazione dell'errore di posizionamento per p00 = 0.5 e ç =O 
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Figura 2.1.4.30: Metodo C H-a, implementazione basata sull' Operator Splitting con correzione M: 
fattore di amplificazione dell'errore di posizionamento per Poo = 0.0 e ç =O 
secondo corrector 
~d= - (k + Knumr1 r1 
= _(k+K)Ji+l-r 
K+Knum 
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(2.1.4.60) 
(2.1.4.61) 
(2.1.4.62) 
(2.1.4.63) 
(2.1.4.64) 
Queste operazioni, conducono ad una matrice di amplificazione e vettore di carico dei quali si omette 
la relazione simbolica. Le figure (2.1.4.31)-(2.1.4.39) riportano rispettivamente il raggio spettrale, 
l'errore relativo in periodo e lo smorzamento algoritmico per p
00 
= 1.0, 0.5 e 0.0; si può notare un 
miglioramento delle prestazioni rispetto allo schema senza correzione (figure 2.1.4.14-2.1.4.22). 
Supponendo ora di avere due errori di posizionamento degli attuatori ed1 , ed2 nelle due 
operazioni di spostamento 
l. primo corrector 
~d=- (k + Knum)-l T1 
= _ Kdi+t+K(d>+t-edt )-!* 
K+Knum 
(2.1.4.65) 
(2.1.4.66) 
(2.1.4.67) 
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Figura 2.1.4.31: Metodo CH-a, implementazione explicit-predictor two-pass corrector: raggro 
spettrale per Poo = 1.0 
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Figura 2.1.4.32: Metodo CH-a, implementazione explicit-predictor two-pass corrector: errore 
relativo in periodo per p00 = 1.0 
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Figura 2.1.4.33: Metodo CH-a, implementazione explicit-predictor two-pass corrector: 
smorzamento algoritmico per Poo = 1.0 
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Figura 2.1.4.34: Metodo CH-a, implementazione explicit-predictor two-pass corrector: raggio 
spettrale per Poo = 0.5 
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Figura 2.1.4.35: Metodo CH-o:, implementazione explicit-predictor two-pass corrector: errore 
relativo in periodo per Poo = 0.5 
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Figura 2.1.4.36: Metodo CH-o:, implementazione explicit-predictor two-pass corrector: 
smorzamento algoritmico per Poo = 0.5 
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Figura 2.1.4.37: Metodo CH-a, implementazione explicit-predictor two-pass corrector: raggio 
spettrale per Poo = 0.0 
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Figura 2.1.4.38: Metodo CH-a, implementazione explicit-predictor two-pass corrector: errore 
relativo in periodo per Poo = 0.0 
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Figura 2.1.4.39: Metodo CH-a, implementazione exp/icit-predictor two-pass corrector: 
smorzamento algoritmico per p00 = 0.0 
2. secondo corrector 
r2 = K d~~1 + K ( d~~1 - ed2) - f* 
= (k + K) (Knum-K di+l + Kedl + t* ) - K ed2- !* 
K+Knum K+Knum K+Knum 
= (R+K)(Knum-K) di+l + (K + K) Kedl _ Ked2 _ (}fnum-K) J* 
K+Knum K+Knum K+Knum 
f1d =- (K + Knum) -l r2 
__ (R+K)(Knum-K) J. _ (K + K) Kedl + Ked2 + Knum-K J* 
- (K~ +Knum) 2 t+ l ( ) 2 K+K (- ) 2 K+Knum num K+Knum 
(2.1.4.68) 
di +l = d~~ l + !1d 
_ Knum-Kd-- + J* _ (K+K)(Knum-K)d-- + Knum-K J* 
- K+K t+ l K+K (- )2 t+l ( ~ )2 num num K+Knum K+Knum 
_ (Knum-K)
2 J. + K+2Knum-KJ* 
- ( ~ )2 t+l (- )2 K+Knum K+Knum. 
• Formulazione diretta 
Supponendo ora di avere due errori di posizionamento degli attuatori ed1 , ed2 nelle due 
operazioni di spostamento 
l. primo corrector 
(2.1.4.69) 
2. secondo corrector 
D.d =- (k + Knum) -l r1 
_ kJi+l+K(JHl-edl )-!* 
K+Knum 
da cui si può notare come il contributo degli errori sia pari a 
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(2.1.4.70) 
(2.1.4.71) 
(2.1.4.74) 
(2.1.4.75) 
(2.1.4.76) 
(2.1.4.77) 
riportato nelle Figure (2.1.4.40), (2.1.4.41) e (2.1.4.42). Qualora non si impieghino cor-
rezioni degli errori, l'effetto combinato di due letture anomale, oppure di posizionamenti 
è il medesimo. 
• Formulazione M 
Supponendo ora di avere due errori di posizionamento degli attuatori ed1 , ed2 nelle due 
operazioni di spostamento 
3.0 ,_ 
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1.0 
-
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n. 
r-----------" 
l - -- - R=0.2 
1 
l R=0.4 l 
i 
."---
-- R=0-6 
R=O.B 
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Figura 2.1.4.40: Metodo CH-a, implementazione exp/icit-predictor two-pass corrector diretta: 
fattore di amplificazione dell'errore di posiziona mento per p
00 
= l. O e ç = O 
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Figura 2.1.4.41: Metodo CH-a, implementazione explicit-predictor two-pass corrector diretta: 
fattore di amplificazione dell'errore di posizionamento per Poo = 0.5 e ç =O 
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Figura 2.1.4.42: Metodo CH-a, implementazione explicit-predictor two-pass corrector diretta: 
fattore di amplificazione dell'errore di posizionamento per p
00 
= 0.0 e ç = O 
l. primo corrector 
2. secondo corrector 
!:::.d=- (k +Knumr1rl 
= _ Kdi+1+K(d;+l-ed1)+Knumed1-J* 
K+Knum 
d(l)e d- A i+l = i+l + ud (- r d _d· _K+K di+l-(K-Knum)e 1-J* 
- t+l K+Knum 
= Kn 14m-K di l+ (K-Knum)edl + [* 
K+Knum + K+Knum K+Knum 
r2 = k d;~~ + K (d;~~ - ed2) - f* 
= (k + K) (Knum-K di l+ (K-Knum)edl + J* ) 
K+Knum + K+Knum K+Knum 
- (K- Knum) ed2 - f* 
= (k+K)(Knum-K) di l+ (f< + K) (K-Knum)edl 
K +Knum + K +Knum 
- (K- Knum) ed2 - ( ~~Kn~~) J* 
!:::.d=- (f< + Knum) -l r2 
_ _ (K+K)(Knum-K) J. _ (f< + K) (K-Knum)edl 
- ( - )2 t+l ( - )2 K+Knum K+Knum 
+(K-Knum)ed2 + Knum-K J* 
K+Knum (K+Knum)2 
(2.1.4.78) 
(2.1.4.79) 
(2.1.4.80) 
(2.1.4.81) 
(2.1.4.82) 
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de d(l)e Ad i+l = i+l + u 
= Knum-Kd-. l+ (K-Knum)edl + r (k+K)(Knum-K)d-
K K ·+ K K K K - (- )2 i+l + num + num + num K+Knum 
_ ([{ + K) (K-Knum)edl + {K-Knum)ed2 + Knum-K J* 
(k+Knum)
2 
K+Knum (k+Knum)
2 
_ (Knum-K)
2 J. + K+2Knum-KJ* 
- ( - )2 ~+l ( )2 K+Knum K+Knum 
+ Knum-K (K- K ) edl + (K-Knum)e~ 
(k+Knum) 2 nu.m K+Knum 
(2.1.4.83) 
da cui si può notare come il contributo degli errori sia pari a 
! E- Knum-K (K- K ) edl i - K+2Knum-K num 
+(l- Knym-K ) (K- Knum) ed2 
K+2Knum-K 
(2.1.4.84) 
(2.1.4.85) 
! E = - ( K + [{ ) (K - K ) edl 
t K + 2Knu.m- K nu.m (2.1.4.86) 
riportata nelle Figure (2.1.4.43), (2.1.4.44) e (2.1.4.45). 
Non viene considerato l'effetto degli errori di lettura, identico all'errore di posizione per la 
formulazione diretta, a cui si rimanda. 
2.1.4.2.c.1.4 Implementazione implicit-predictor one-pass corrector 
Senza errori l'algoritmo fornirebbe i seguenti risultati: 
l. implicit-predictor 
(2.1.4.87) 
~d1 =- (k + Knumr1 r1 
_ (k+K)d;-r (2.1.4.88) 
-- K+Knum 
(2.1.4.89) 
corrector 
( 
- ) (l) r 2 = K + K di+1 - !* 
= ([{ + K) (Knum-K di+ f* ) _ J* 
K+Knum K+Knum 
_ (k+K)(Knum-K) d·_ Knym-K J* 
- K+Knum t K+Knum 
(2.1.4.90) 
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Figura 2.1.4.43: Metodo CH-a, implementazione exp/icit-predictor two-pass corrector con cor-
rezione M: fattore di amplificazione dell'errore di posizionaniento per Poo = 1.0 e ç = 
o 
(2.1.4.91) 
(2.1.4.92) 
Va notato che, contrariamente all'implementazione basata suii'OS, l'implementazione con predictor 
implicito non è esprimibile in forma one step three stage a causa del fatto che la forza di reazione Sf 
utilizzata ad inizio passo (Eq. 2.1.4.49) non risulta equilibrata e non risulta esprimibile totalmente 
in funzione delle variabili ai, vi, di. È tuttavia possibile ottenere una matrice di amplificazione 
aggiungendo l'ulteriore variabile Sf utilizzando le seguenti equazioni: 
Equazioni di Newmark 
Relazionidi equilibrio 
di+l =di+ fltvi + flt2 ((~- /3) ai+ f3ai+l) 
vi+l =vi+ f::lt ((1- 'Y) ai+ "(aHI) 
(1- nm) Mdi+1 + amMdi + (1- aJ) Cdi+l + a1Cdi 
+ (1- aJ) S['~_ 1 + a1Sf = (1- aJ) fi+l +affi 
Si~ l S~1 = K f::ld1 + Knumf::ld2 
Dalle relazioni (2.1.4.88) e (2.1.4.91) si può osservare come 
(2.1.4.93) 
(2.1.4.94) 
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Figura 2.1.4.44: Metodo CH-a:, implementazione explicit-predictor two-pass corrector con cor-
rezione M: fattore di amplificazione dell'errore di posizionaniento per Poo = 0.5 e ç = 
o 
dove 
e quindi 
Knum- K 
Sj = 
K +Knum 
t.d1 ~ 1 ~~/ ~ 1 : SJ ( t.tv, Ht2 ( G- jJ) a;+ fla;+l)) 
Se viene definito il vettore delle variabili 
(2.1.4.95) 
(2.1.4.96) 
(2.1.4.97) 
è possibile ottenere una matrice di amplificazione della quale si omette la relazione. Le figure 
(2.1.4.46)-(2.1.4.48) riportano il raggio spettrale relativo alla matrice di amplificazione per Poo = 
1.0, 0.5 e 0.0. 
Supponendo di avere un errore di posizionamento degli attuatori ed e di eseguire la correzione 
d'errore 
l. implicit-predictor 
(2.1.4.98) 
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Figura 2.1.4.45: Metodo CH-a, implementazione exp/icit-predictor two-pass corrector con cor-
rezione M: fattore di amplificazione dell'errore di posizionamento per p
00 
= 0.0 e ç = 
o 
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Figura 2.1.4.46: Metodo CH-a, implementazione imp/icit-predictor two-pass corrector: ragg1o 
spettrale per Poo = 1.0 
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Figura 2.1.4.47: Metodo CH-a, implementazione implicit-predictor two-pass corrector: ragg1o 
spettrale per Poo = 0.5 
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Figura 2.1.4.48: Metodo CH-a, implementazione imp/icit-predictor two-pass corrector: ragg1o 
spettrale per Poo = 0.0 
2. corrector 
D.d =- (R + Knum) - 1 r1 
_ (K+K)d;-f* 
-- K+Knum 
(1) 
di+l = di + D.d 
=d·_ (i?+K)d;-/* 
~ K+Knum 
= Knum-K di+ !* 
K+Knum K+Knum 
rz = (R + K) d~~1 - (K- Knum) ed- J* 
= (R + K) (~+Rn~~di + K+knum)- (K- Knum) ed-!* 
= (K+K)(Knum-K) di_ Knum-K J* 
K+Knum K+Knum 
dalle quali risulta che l'errore di posizionamento fornisce un forzante del tipo 
! E K +Knum ( ) i = K + 2Knum - K K - Knum 
riportata nelle Figure (2.1.4.49), (2.1.4.50) e (2.1.4.51) 
Nel caso degli errori di lettura, si ha 
187 
(2.1.4.99) 
(2.1.4.100) 
(2.1.4.101) 
(2.1.4.102) 
(2.1.4.103) 
(2.1.4.104) 
(2.1.4.105) 
Il comportamento dell'algoritmo presentato, confrontato con le implementazioni a predictor 
esplicito, risulta decisamente migliore, ed è comparabile con quello delle implementazioni a con-
vergenza. Come nei casi precedenti, il beneficio della dissipazione propria della struttura è limitato 
alle frequenze basse, mentre la dissipazione selettiva riduce il valore del fattore di amplificazione 
soprattutto alle frequenze più alte. 
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Figura 2.1.4.49: Metodo CH-a, implementazione implicit-predictor one-pass corrector con cor-
rezione M: fattore di amplificazione dell'errore di posizionaniento per Poo = 1.0 e ç = 
o 
2.1.4.3 L'evoluzione dell'errore cumulativo in presenza di errori non correlati 
Come si è avuto modo di sperimentare durante le prove8 , alcuni errori che influenzano le fasi 
di integrazione numerica durante una prova si possono descrivere come funzioni di variabili casuali 
di tipo normale: ci si riferisce in particolare agli errori di lettura, sia in forza che in spostamento. 
Data la linearità delle equazioni di propagazione degli errori, la distribuzione di probabilità 
dell'errore cumulato è ancora di tipo normale (Peek & Yi, 1990a), (Peek & Yi, 1990b). Ques-
ta considerazione è valida sia per sistemi a comportamento lineare che non lineare, tuttavia, se si 
ipotizza di analizzare un sistema elastico lineare ad un grado di libertà, è possibile, determinare sem-
plici espressioni per la matrice di varianza e covarianza della funzione di distribuzione di probabilità 
cumulata. 
L'evoluzione di un sistema elastico lineare ad un grado di libertà, soggetto esclusivamente 
all'effetto della forzante d'errore, è descritta dalla seguente relazione9 
Yi+l =L Ai· Li-i= L Ai· B · gi-i (2.1.4.106) 
j=O j=O 
da cui è possibile ricavare la matrice di varianza e covarianza del vettore delle soluzioni di fine 
8 Si veda il paragrafo 2.1.6. 
9 Si veda la relazione {2.1.4.13). 
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Figura 2.1.4.50: Metodo CH-a. implementazione implicit-predictor one-pass corrector con cor-
rezrone M: fattore di amplificazione dell'errore di posizionaniento per Poo = 0.5 e ç = 
o 
passo, ossia 
i i 
E (Yi+l. y[,_l) = LLAk. B. E (gi-k. gf_j). (Ai. B)T (2.1.4.107) 
k=O j=O 
La matrice di varianza e covarianza della forzante E (gi-k · gf-1) può essere scritta 
sfruttando la proprietà di non correlazione degli errori, nel modo seguente 
E ( T ) E ( !Ekfl-j gi-k . gi-j = fE JE 
i-k+l i-j 
- ( 
0 0 
) per k = j = i O a} 
- ( 1 ~} ) per k = j # i 
- ( ;} ~ ) per k = j - l 
( 
0o (joJ ) - per k = j +l 
(2.1.4.108) 
da cui si ottiene, per la matrice di varianza e covarianza della soluzione di fine passo, la forma 
semplificata 
i-l 
[ T ] 2"'"" k ( k)T 2 i ( i)T E Yi+l · Yi+l = (j 1 6 A · B1 · A + <7 1A · B2 · A (2.1.4.109) 
k=O 
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Figura 2.1.4.51: Metodo CH-a, implementazione implicit-predictor one-pass corrector con cor-
rezione M: fattore di amplificazione dell'errore di posizionamento per Poo = 0.0 e ç = 
o 
dove 
(2.1.4.UO) 
Dall'analisi dell'elemento nella prima colonna della prima riga della matrice E (Yi+l · yf+1), 
ad esempio, è possibile stimare l'effetto cumulato di una forzante di errori non correlati 
sull'evoluzione degli spostamenti. 
Dalla semplice osservazione dell'equazione (2.1.4.109) si rivela che 
k = 1..3, j = 1..3 (2.1.4.111) 
dove p è il raggio spettrale della matrice di amplificazione; si può notare che se l'algoritmo risulta 
privo di smorzamento numerico, la matrice E vede crescere indefinitamente il valore dei propri 
termini. 
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Figura 2.1.4.52: Metodo CH-a, implementazione implicit predictor one-pass corrector con cor-
rezione M: fattore di amplificazione dell'errore di lettura negli spostamenti per Poo = 1.0 e 
ç=O 
2.1.4.4 L'evoluzione dell'errore cumulativo in presenza di errori correlati 
È possibile che le forzanti d'errore siano successioni di valori correlati. È questo il caso di 
fenomeni legati all'apparato di prova ed alle procedure di controllo degli attuatori, quali l'errore di 
undershoot nello spostamento relativo. 
Per far fronte a questo tipo di errore, sono state introdotte le tecniche di correzione descritte 
nei paragrafi precedenti e che, in presenza di errori di posizionamento, provocano una dissipazione 
aggiuntiva di energia, a favore della stabilità della soluzione, anche se a discapito della precisione 
dei risultati. Queste tecniche tuttavia non sono in grado di limitare gli effetti degli errori di lettura, 
che non possono essere corretti e, se presentano componenti in fase con la struttura, ne amplificano 
la risposta. Si sono di conseguenza analizzate le funzioni di risposta in frequenza dei vari algoritmi 
considerati, al fine di stimarne la risposta in seguito alla presenza di una forzante generica, anche 
in fase (Combescure & Pegon, 1997). 
A tal fine, se viene preson in considerazione il sistema ad un grado di libertà m reg1me 
lineare 
(2.1.4.112) 
soggetto alla forzante sinusoidale 
!ex (t) = eillt (2.1.4.113) 
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Figura 2.1.4.53: Metodo CH-a, implementazione implicit-predictor one-pass corrector con cor-
rezione M: fattore di amplificazione dell'errore di lettura negli spostamenti per Poo = 0.5 e 
ç=O 
tramite la relazione 
' 
(2.1.4.114) 
JJ,., 
può essere ricavata la relativa funzione di trasferimento della forzante (Cannillo, 1998). 
La relazione (2.1.4.114) può essere riscritta nella forma più conveniente 
(2.1.4.115) 
con l'evidente condizione 
(2.1.4.116) 
Il modulo dei termini della (2.1.4.115) permette di stimare la funzione di trasferimento 
per spostamenti, velocità ed accelerazioni; l'effetto di maggiore interesse riguarda la variabile 
spostamento a cui si farà implicitamente riferimento nel seguito. 
2.1.4.4.a l metodi di integrazione espliciti 
2.1.4.4.a.l _ Il metodo CD 
La funzione di trasferimento per gli spostamenti risulta pari a 
Hd =- af22 
Il l - çn + a2 (l + çn) +a (02 - 2) 
(2.1.4.117) 
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Figura 2.1.4.54: Metodo CH-o:, implementazione implicit-predic~or one-pass corrector con cor-
rezione M: fattore di amplificazione dell'errore di lettura negli spostamenti per p00 = 0.0 e 
ç=O 
Si riporta in Figura (2.1.4.55) l'andamento della funzione per uno smorzamento pari allO% 
del valore critico. 
Le frequenze di risonanza vengono traslate verso destra man mano che ci si avvicina al 
limite di stabilità. Lo smorzamento proprio della struttura ha un effetto maggiore alle frequenze 
più basse, mentre è meno efficace alle frequenze intermedie. 
2.1.4.4.a.2 Il metodo HCE-o: con smorzamento trattato implicitamente 
La funzione di trasferimento per gli spostamenti risulta pari a 
Hd = ( (l+ a)( -6p2(2- 3a + a2 ) + p3(4- 3a + a 2) + 3p(4- Ila+ 5a2)- ) / 
v 2(2 - 5a + 5a2) )n2 
( 
4( -2 + 2çn + n 2 + 4a3 (1 + çn)- 4a(-2 + çn + n 2) + a2(-IO- 2çn + 5n2)- ) 
3p2 ( -l+ a)(l- 2a- çn + n 2 + a2 (1 + çn)) + p3 ( -2 + 2çn- n 2 + a(5- çn)+ 
a3 (1 + çn)- 2a2(2 + çn)) + 3p(l- çn- n 2 + a2 (1 + çn- n 2) +a( -2 + 3n2))) 
(2.1.4.118) 
Le Figure (2.1.4.56), (2.1.4.57) e (2.1.4.58) rappresentano l'andamento della funzione nel 
caso di smorzamento pari al 10% per tre valori di Pb• 1.0, 0.5 e 0.0 per il caso Pp = Ps = Pb· Si nota 
il beneficio di una maggiore dissipazione spettrale quando Pb = O. La diminuzione del parametro 
Pb comporta, per le frequenze di risonanza, una distorsione crescente man mano che ci si avvicina 
al limite di stabilità. 
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Figura 2.1.4.55: Metodo CD: funzione di trasferimento negli spostamenti H~ per ç = 0.1 
Figura 2.1.4.56: Metodo HCE-a con smorzamento trattato implicitamente: funzione di 
trasferimento negli spostamenti H~ per ç = 0.1 e Pb = 1.0 
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Figura 2.1.4.57: Metodo HCE-a con smorzamento trattato. implicitamente: funzione di 
trasferimento negli spostamenti Hi per ç = 0.1 e Pb = 0.5 
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Figura 2.1.4.58: Metodo HCE-a con smorzamento trattato implicitamente: funzione di 
trasferimento negli spostamenti Hi per ç = 0.1 e Pb = 0.0 
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Figura 2.1.4.59: Metodo CH-a, implementazione a convergenza: funzione di trasferimento negli 
spostamenti Hì per ç = 0.1 e Poo = 1.0 
2.1.4.4.b l metodi di integrazione impliciti 
2.1.4.4.b.1 Il metodo CH-a 
2.1.4.4. b.1.1 l mplementazione fino a convergenza 
La funzione di trasferimento per gli spostamenti risulta 
Hi =((a+ Poo)30 2) / 
( 
( -1 + a) 2 ( -1 + 2a) + ça(l- 4a + 3a2)f2 + a 3f22 + p~J(2- a)( -l+ a) 2 - ) 
ç(3- 4a + a 2)0 + 0 2) + p~(3( -l+ a) 2 - ç(2 + 3a- 6a2 + a3)0 + 3a02)+ 
Poo(3( -l+ a)2a + ç(l- 6a + 3a2 + 2a3)0 + 3a20 2 ) 
{2.1.4.119) 
si può notare come 
lim ( Hi) n.-.oo = l (2.1.4.120) 
Nelle Figure {2.1.4.59), (2.1.4.60) e (2.1.4.61) si riporta l'andamento della funzione di 
trasferimento per ç = 0.1 nei casi Poo = l, Poo = 0.5, Poo =O. 
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Figura 2.1.4.60: Metodo CH-a, implementazione a convergenza: -funzione di trasferimento negli 
spostamenti Hi per ç = 0.1 e Poo = 0.5 
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Figura 2.1.4.61: Metodo CH-a, implementazione a convergenza: funzione di trasferimento negli 
spostamenti Hi per ç = 0.1 e Poo = 0.0 
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2.1.4.4. b.1.2 Implementazione basata sull' Operator Splitting 
La funzione di trasferimento per gli spostamenti vale 
Hi =- (R(a'poo)3f22) / 
( 
R( -l+ a)2( -l+ 2a) + Rea(l- 4a + 3a2)n +a( l- R- 2a + 2Ra + a 2)02- ) 
Rp~(( -2 +a)( -l+ a)2 + e(3- 4a + a 2)0- 0 2)- Rp~( -3( -l+ a?+ 
e(2 + 3a- 6a2 + a 3)0- 3d12) + p00 (3R(-1 + a?a + He(l- 6a + 3a2 + 2a3)0+ 
(l - R- 2a + 2Ra + a2 + 2Ra2)02) 
(2.1.4.121) 
e, al limite delle alte frequenze, si ottiene 
lim ( Hd) - R (a+ Poo)2 
11 
O-+oo- (a- 1)2 + R (2a- l)+ 2Rap00 + Rp~ 
(2.1.4.122) 
Nelle Figure (2.1.4.62)-(2.1.4.67) si riporta l'andamento della funzione di trasferimento per e= 0.1 
nei casi Poo = l. O, Poo = 0.5, Poo = 0.0, rispettivamente per R = g e R = ~. Per R = l, il limite 
per le alte frequenze coincide con quello determinato per l'implementazione a convergenza. Nel 
caso in cui R è maggiore di l, l'effetto della dissipazione spettrale è deleterio in presenza di !lte 
frequenze, anche se queste anomalie di comportamento sono legate al decadimento delle proprietà 
spettrali dell'algoritmo. 
Si può anche osservare come vi sia una maggiore distorsione delle frequenze di risonanza 
rispetto all'implementazione a convergenza. La dissipazione della struttura è poco efficace nelle 
frequenze più alte, mentre permane l'efficienza della dissipazione selettiva che, come per il caso 
precedente, aumenta ulteriormente la distorsione della risposta in frequenza. 
2.1.4.4.b.l.3 L'implementazione explicit-predictor two-pass corrector 
L'espressione simbolica della funzione di trasferimento risulta complessa. Le Figure 
(2.1.4.68)-(2.1.4.73) riportano l'andamento della funzione di trasferimento per e = 0.1 nei casi 
Poo = l, Poo = 0.5, Poo =O, rispettivamente per R = g e R = ~- Per R = l, la funzione risulta 
la stessa uguale a quella relativa all'implementazione a convergenza. 
A differenza dell'implementazione operator splitting, si può notare una minore distorsione 
delle frequenze di risonanza. La dissipazione della struttura è, anche stavolta, poco efficace nelle 
frequenze più alte, mentre permane l'efficienza della dissipazione selettiva che, come per il ca-
so precedente, aumenta ulteriormente la distorsione della risposta in frequenza. Qualora R sia 
maggiore di l, il comportamento dell'algoritmo è decisamente più stabile. 
2.1.4.4.b.l.4 L'implementazione implicit-predictor one-pass corrector 
L'espressione simbolica della funzione di trasferimento risulta complessa. Le Figure 
(2.1.4.74)-(2.1.5.3) riportano l'andamento della funzione di trasferimento per e - 0.1 nei casi 
Poo = l, Poé = 0.5, Poo =O, rispettivamente per R = g e R = ~-
Si evidenzia una buona efficacia sia della dissipazione propria della struttura che di quella 
selettiva. La dissipazione spettrale aggiuntiva, dovuta alla particolare implementazione dell'inte-
gratore, è efficace soprattutto nell'abbattimento della risposta di strutture con frequenza relativa 
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Figura 2.1.4.62: Metodo CH-a, implementazione basata sull' Operator Splitting con R 0.8: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo = 1.0 
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Figura 2.1.4.63: Metodo CH-a, implementazione basata suii'Operator Splitting con R - 0.8: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo = 0.5 
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Figura 2.1.4.64: Metodo CH-a, implementazione basata suii'Operator Splitting con R - 0.8: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo . 0.0 
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Figura 2.1.4.65: Metodo CH-a, implementazione basata suii'Operator Splitting con R - 1.2: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo = 1.0 . 
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Figura 2.1.4.66: Metodo CH-a, implementazione basata suii'Operator Splitting con R 1.2: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e p
00 
= 0.5 
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Figura 2.1.4.67: Metodo CH-a, implementazione basata suii'Operator Splitting con R - 1.2: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo = 0.0 
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Figura 2.1.4.68: Metodo CH-a, implementazione exp/icit-predictor two-pass corrector con R = 0.8: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo = 1.0 
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Figura 2.1.4.69: Metodo CH-a, implementazione explicit-predictor two-pass corrector con R = 0.8: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo = 0.5 
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Figura 2.1.4.70: Metodo CH-a:, implementazione explicit-predictor t'NO-pass corrector con R = 0.8: 
funzione di trasferimento negli spostamenti H~ per ç = 0.1 e Poo = 0.0 
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Figura 2.1.4.71: Metodo CH-a:, implementazione explicit-predictor t'NO-pass corrector con R = 1.2: 
funzione di trasferimento negli spostamenti H: per ç = 0.1 e Poo = 1.0 
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Figura 2.1.4.72: Metodo CH-a, implementazione exp/icit-predictor'two-pass corrector con R = 1.2: 
funzione di trasferimento negli spostamenti Hi per~= 0.1 e Poo = 0.5 
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Figura 2.1.4. 73: Metodo C H-a, implementazione exp/icit-predictor two-pass corrector con R = 1.2: 
funzione di trasferimento negli spostamenti Hi per~= 0.1 e Poo = 0.0 
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Figura 2.1.4.74: Metodo CH-a, implementazione implicit-predictorone-pass corrector con R = 0.8: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo = 1.0 
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Figura 2.1.4.75: Metodo CH-a, implementazione implicit-predictorone-passcorrectorcon R = 0.8: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo = 0.5 
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Figura 2.1.4.76: Metodo CH-a, implementazione implicit-predictorone-pass corrector con R = 0.8: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo = 0.0 
propria (O) elevata, soggette a forzanti di frequenza relativa intermedia. La distorsione è limitata, 
in linea con l'implementazione a convergenza. 
2.1.5 
2.1.5.1 
Metodi secant-stiffness in algoritmi impliciti 
Algoritmi impliciti in regime non lineare 
L'equazione (1.2.1.1) per mezzo dello Jacobiano10 
J(d)=8S(d)l 
8d d 
può essere scritta nella forma linearizzata 
(2.1.5.1) 
(2.1.5.2) 
dove dP è una configurazione spaziale della struttura sufficientemente prossima alla configurazione 
dinamicamente equilibrata. 
Il metodo CH-a propone le seguenti relazioni di equilibrio (Eq. 1.2.3.3) 
(l- am) M· éli+l + amM ·eli+ (l- a!) C· vi+l + a!C ·vi+ 
(l- a!) S(di+1) + aJS(di) =(l- a!) fex,i+l + affex,i 
da cui segue, per le equazioni di Newmark, che (Eq. 2.1.4.28) 
(1-am)M+Llt'Y(l-aJ)C ·d- A(d· _ ) 
Llt2(3(1-aJ) ~+l+ 1,vt ... 
10 Si veda il paragrafo 1.2.2. 
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Figura 2.1.5.1: Metodo CH-a, implementazione implicit-predictor one-pass corrector con R = 1.2: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e p
00 
= 1.0 
Considerando quanto riportato in precedenza, l'equazione (2.1.5.4) può essere scritta nella 
forma 
(2.1.5.5) 
dove dP può essere la configurazione spaziale effettiva, non numericamente corretta, del passo 
precedente, di. oppure dell'iterazione precedente, d~!~l), in un algoritmo a più correctors, come 
può essere un algoritmo a convergenza: in quest'ultimo caso, nell'equazione di equilibrio a fine 
. . . ' d d(k) passo, s1 sost1twra i+l con i+I· 
La fase più complessa della linearizzazione della risposta strutturale è la determinazione, 
rigorosa od approssimata, dello Jacobiano J (d P); a seconda della strategia adottata si hanno 
possono avere vari tipi di processi iterativi (Geradin et al., 1986); i più utilizzati risultano 
l. processi iterativi di Newton11 
2. processi a matrice di rigidezza costante 
3. processi di approssimazione con formule di rigidezza secante 
11 Si veda ad esempio il paragrafo 1.2.3.2. 
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Figura 2.1.5.2: Metodo CH-a, implementazione implicit-predictor one-pass corrector con R = 1.2: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo = 0.5 
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Figura 2.1.5.3: Metodo CH-a, implementazione implicit-predictor one-pass corrector con R = 1.2: 
funzione di trasferimento negli spostamenti Hi per ç = 0.1 e Poo = 0.0 
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Per la loro semplicità, faciltà di implementazione e velocità di calcolo, il metodo più utilizzato 
in pseudodinamica è stato l'utilizzo di una matrice di rigidezza costante pari alla rigidezza iniziale 
(punto 2) (Shing et al., 1991), (Buchet & Pegon, 1994). Va notato tuttavia che in particolari 
condizioni (sottostima rigidezza) (Bursi et al., 1994) si possono avere processi divergenti, con la 
consegunete necessità di dover ridurre il passo di integrazione. Qualora si assicuri la convergenza 
del processo, è comunque necessario impiegare un algoritmo che permetta di effettuare un numero 
sufficiente di iterazioni da garantire una approssimazione accettabile della soluzione di fine passo: 
questo esclude automaticamente i metodi di integrazione con un numero limitato di correctors, 
mentre si adatta all'implementazione a convergenza. 
2.1.5.1.a lterazioni con la matrice di rigidezza secante (quasi-Newton) 
Una possibile alternativa all'impiego del metodo di Newton, meno potente ma anche meno 
onerosa dal punto di vista computazionale, è quella di sostituire alla matrice J una matrice di 
rigidezza numerica secante K(k+l), ottenuta grazie ai dati relativi ad uno o più passi precedenti. 
In modo più formale, si può scrivere la seguente equazione 
(2.1.5.6) 
dove e~k+I) rappresenta il residuo, in termini di sollecitazione, dell'iterazione (k + 1), mentre K(k) 
è la matrice di rigidezza relativa all'iterazione k. Formulazione alternativa della precedente, qualora 
s1 ponga 
risulta la seguente 
~d(k+l) = d(k+l) - d(k) 
~S(k+l) = g(k+l) _ g(k) 
Se si definisce ora 
(~S(k+l) _ K(k) . ~d(k+I)) . (uCk+I))T 
K(k+I) = K(k) + -"--------=-----'--'------'--
(uCk+l))r. ~d(k+I) 
dove uCk+l) è un generico vettore non ortogonale a ~d(k+I) ,risulta evidentemente 
~S(k+I) = K(k+I) . ~d(k+l) = 
= K(k). ~d(k+l) + (.6.S(k+l)_K(k) . .6_d(k+l))·(u<k+ll(. ~d(k+l) = 
( u(k+l)) T ·.6.d(k+l) 
= K(k) . ~d(k+l) + (~S(k+l) _ K(k) . ~d(k+I)) (u<k+1>{·.6.d(k+l) = 
( u(k+l)) T ·Lld(k+l) 
= K(k) . ~d(k+I) + ~S(k+l) _ K(k) . ~d(k+I) = ~g(k+l) 
La matrice K(k+l) così definita si dice matrice di rigidezza secante, mentre la matrice 
(2.1.5.7) 
(2.1.5.8) 
(2.1.5.9) 
(2.1.5.10) 
(2.1.5.11) 
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è la matrice di correzione. In realtà è possibile impiegare più di una matrice di correzione per ogni 
passo: poichè ad ogni matrice di correzione corrisponde un solo vettore di correzione, al numero di 
matrici di correzione impiegate corrisponde il rango della matrice di correzione complessiva. 
Qualora la matrice di rigidezza riesca, con le formule di correzione, a seguire il comportamen-
to della struttura con sufficiente approssimazione, è possibile impiegare metodi a ridotto numero 
di correctors con una efficienza paragonabile a quella delle implementazioni a convergenza: è pos-
sibile, inoltre, limitare l'effetto di alcuni errori di stima della soluzione insiti nelle implementazioni 
a rigidezza costante, come si avrà modo di illustrare in seguito. 
2.1.5.2 Formule di correzione della matrice di rigidezza di tipo secante 
In letteratura sono riportate numerose proposte per il calcolo della secant stiffness, che si 
distinguono per il rango e la scelta del vettore u(k+I) (Dennis & More, 1977). Le più comuni sono 
l. formule di correzione di rango l 
(a) correzione di Broyden 
(2.1.5.12) 
(b) correzione di Davi don 
(2.1.5.13) 
2. formule di correzione di rango 2 
(a) forma simmetrica di Powell della correzione di Broyden (PSB) 
K(k+l) - ( .6.S{k+l) -Kk·.6.d(k+l) )·( .6.d(k+l) )T +.6.d(k+1).( _6.S(k+l) -Kk·.6.d{k+l) t-
C - (.6.d(k+l))T·.6.d(k+l) 
.6.S(k+l) -K(k) ·.6.d(k+l) T ·.6.d{k+l)._6.d(k+l) . .6.d{k+l) T (2.1.5.14) 
( ( .6.d(k+l)) T ·.6.d(k+l)) 
(b) correzione di Davidon, Fletcher e Powell (DFP) 
(k+l)- ( .6.S(k+ll.(.6.d(k+l))T) (k} ( .6.d{k+ll.(_6.S(k+l))T) 
Kc - I - · K . I - + 
( .6.S(Hl)) T ·.6.d(k+l) ( .6.S(Hl)) T ._6.d{k+l) 
.6.S{k+l) ·( .6.S(k+l)) T 
( .6.S(k+l)) T ·.6.d(k+l) 
(c) correzione di Broyden, Fletcher, Goldfarb e Shanno (BFGS) 
(k+l) .6.S{k+Il.( .6.S(k+l)) T K - -
C - (.6.S(k+I)t·.6.d{k+l) 
K(k)._6.d(k+ll.( .6.d{k+l) t ·K(k) 
( .6.d(k+l)) T ·K(k) ·.6.d(k+l) 
(2.1.5.15) 
(2.1.5.16) 
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Dal punto di vista teorico, per rispettare il teorema di Betti, sarebbe auspicabile che le 
matrici di correzione preservino la simmetria. Va notato tuttavia che questa condizione non risulta 
necessaria al fine dell'efficienza del metodo (Pegon, 1988). Al fine di cogliere il comportamento 
dei materiali con diminuzioni di resistenza (softening) sarebbe inoltre auspicabile il fatto che la 
formula di correzione non risulti definita positiva. 
Eccetto la formula di Broyden, tutte le matrici di correzione presentate sono simmetriche, 
tuttavia la DFP e la BFGS sono definite positive, per cui le formule di correzione in via teorica 
migliori per l'applicazione in pseudodinamica risultano 
l. formule di correzione di rango l 
(a) correzione di Davidon (Eq. 2.1.5.13) 
2. formule di correzione di rango 2 
(a) forma simmetrica di Powell della correzione di Broyden (PSB) (Eq. 2.1.5.14) 
La formula PSB, come tutte le formule di rango due, è, in alcuni casi, più rapida nella 
convergenza (Murray, 1972), tuttavia è più onerosa in quanto a costo computazionale. 
In realtà, uno dei problemi più seri nell'implementazione di formule di correzione della rigidez-
za non è tanto la lentezza nella convergenza, quanto la presenza di fenomeni di instabilità numerica 
(Geradin et al., 1980b), (Geradin et al., 1980a): il problema della determinazione della rigidezza 
secante si presenta infatti, in alcuni casi, mal condizionato. Nel seguito verranno illustrate le prove 
condotte al fine di scegliere una formula di correzione e, soprattutto, una strategia di controllo 
degli errori adeguata. 
2.1.5.3 Prove di stabilità delle formule di correzione 
Al fine di valutare la stabilità in presenza di errori delle formule di correzione della rigidezza, 
si sono effettuate alcune prove sperimentali. In particolare, si sono effettuate delle prove reali su 
una delle travi impiegate per la fase sperimentale del lavoro (trave 1)12 . Si riporta nelle Figure 
(2.1.5.4-2.1.5.9) l'andamento dei termini della matrice di rigidezza ottenuti rispettivamente con la 
correzione PSB (Eq. 2.1.5.14) e la correzione di Davidon (Eq. 2.1.5.13). 
Si può notare come apparentemente la formula di Davidon sembri risentire maggiormente 
degli errori rispetto a quella relativa alla formula di Powell; l'implementazione di Davidon necessita 
infatti di un controllo di ortogonalità del prodotto di due vettori non omogenei al denominatore, 
che risentono in modo diverso degli errori sulle forze e gli spostamenti. Quantificare un fattore 
limite oltre il quale evitare (o ridurre) la correzione risulta complesso. Si fa notare tuttavia che la 
prova con correzione PSB non ha raggiunto il termine: dopo aver integrato i primi tredici secondi, 
l'algoritmo si è instabilizzato e gli attuatori hanno oltrepassato i limiti di spegnimento automatico 
distruggendo il provino (Figura 2.1.5.10). 
l2 Si veda il paragrafo 2.1.6. 
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Figura 2.1.5.4: Prove sperimentali con la formula di correzione PSB: variazione del coefficiente 
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Figura 2.1.5.5: Prove sperimentali con la formula di correzione PSB: variazione· del coefficiente 
K22 
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Figura 2.1.5.6: Prove sperimentali con la formula di correzione PSB: variazione del coefficiente 
K12 
Figura 2.1.5.7: Prove sperimentali con la formula di correzione di Davidon: · variazione del 
coefficiente K 11 
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Figura 2.1.5.8: Prove sperimentali con la formula di correzione di Davidon: variazione del 
coefficiente K22 
Figura 2.1.5.9: Prove sperimentali con la formula di correzione di Davidon: · variazione del 
coefficiente K 12 
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Figura 2.1.5.10: Collasso del provino in seguito all'instabilizzazione della correzione PSB 
l risultati delle prove sperimentali confermano la tendenza delle formule di correzione più 
rapide nella convergenza ad essere mal condizionate come una formula più semplice pur essendo 
maggiore l'onere computazionale (Geradin et al., 1980b), (Geradin et al., 1980a). 
Si è così scelto di impiegare la formula di correzione di rango uno di Davidon; ma è evidente 
che il vero problema è l'instabilità numerica dovuta agli errori sperimentali. La formula di Davidon 
formisce una matrice correzione della rigidezza, in cui la direzione dell'autovettore, il vettore di 
correzione, è data dalla cosiddetta forza non bilanciata 
per cui si ricavano semplicemente le seguenti espressioni 
! autovalore autovettore 
( 6_S(k+l) -K(k) ·6.d(k+l)) T·( 6_S(k+l) -K(k) .6_d(k+l)) 
( 6,S(k+l) -K(k) ·6.d(k+l)) T ·6.d(k+l) 
( 6_S(k+l) -K(k) ·6.d(k+l)) 
(2.1.5.17) 
(2.1.5.18) 
Per le prove sperimentali definitive, si è scelto di ridurre l'effetto della correzione della 
rigidezza, qualora l'autovettore della matrice di correzione, ,\DAv, superasse una certa frazione del 
massimo autovalore della matrice di rigidezza iniziale, >.~:" 
RID · C2AK 
( 
\IDBX) 
.6-K = .6-K · rnm l, ,\DAV (2.1.5.19) 
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Come matrice di rigidezza di riferimento nella formula di correzione, K(k), si è scelto di impie-
gare quella determinata alla fine dell'iterazione precedente, secondo le implementazioni tradizionali. 
Va comunque evidenziato che sostanzialmente le formule proposte hanno carattere empirico, così 
come la scelta del coefficiente c2 da utilizzare nella correzione, a testimonianza della difficoltà 
nell'applicazione delle formule proposte. 
2.1.5.4 Implementazione degli algoritmi 
Si riportano in seguito le implementazioni degli integratori analizzati in forma algo-
ritmica, realizzate nel software di simulazione, Mathematica 3.0 (Wolfram, 1996), e nel 
programma di controllo degli attuatori, TestStar 4.08 Program for Pseudodynamic Testing 
(CORPORATION, 1997). 
2.1.5.4.a lntegratori espliciti 
l. lnizializzazione 
(a) Selezione di Llt 
(b) Selezione del vettore di tolleranza sugli sposta menti Lldn 
(c) Se si impiega il metodo CD 
1. Imposizione am =O, af =O, (3 =O, 'Y = ~ 
11. Calcolo 
M*= M+ LltC 
2 
(d) altrimenti (si suppone che il metodo scelto sia EG- a) 
1. Selezione di Pb 
11. Imposizione Pp = Ps = Pb• af = ~ 
111. Calcolo 
2PpPs + Pp- l 
(Pp+l)(Ps+l) 
l 
'Y =-- <lm + <lf 
2 
{2.1.5,.20) 
IV. Calcolo 
(e) i=Oet=O 
(f) dc= do 
(g) Imposizione dc alla struttura 
{h) Lettura dm ed sm 
(i) So= sm 
U) Calcolo 
ao = M-1 . (fexO - c . Vo - So) 
2. Calcolo 
- 2 (l ) ~+l = di + b.tvi + b.t 2 - f3 ~ 
3. Calcolo 
4. Calcolo 
(a) dc= dm+ b..dc 
(b) Imposizione dc alla struttura 
6. Lettura dm ed sm 
8. Calcolo 
~+l= (M*)-1 · ((1- O:j)fex,i+l+ Cl.jfex,i- Cl.mM' ~ 
(l- a.1) c. vi+l- a.1c. vi- si+ l) 
9. Se non si impiega il metodo CD 
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(a) Calcolo 
10. Calcolo 
11. i= i+ l 
12. t = t + .6.t 
13. Se t < ttat 
(a) Ritorna a l passo 2 
2.1.5.4.b lntegratori impliciti 
l. lnizializzazione 
(a) Selezione di .6.t 
(b) Selezione del vettore della tolleranza sugli sposta menti . .6.dn 
(c) Selezione dei valori di am. a,, {3, ì 
(d) i=Oet=O 
(e) Calcolo 
ao = M-l . (to - c . Vo - So) 
(f) Calcolo dei vettori d0, d0 ed 80 
(g) Calcolo K* = 1(3~"'f M+ 1 1;:[ C+ (l- a! )K 
2. k =o 
3. lnizializzazione 
(a) d::(;) =di 
(b) s::(;) = Si 
(c) Calcolo ~+l= Ll;2f3(d::(;)- (~ + .6.tvi + .6.t2 (~- !3)~)) 
(d) Calcolo vi+l =vi+ .6.t(l- ì)éli + .6.t1~+1 
4. Se k =O e si impiega un exp/icit Newmark predictor 
(a) Calcolo del vettore di variazione degli sposta menti di calcolo 
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(2.1.5.21) 
5. altrimenti 
(a) Calcolo del vettore di variazione degli spostamenti di calcolo 
i. Calcolo 
lld~~1 - (K*t 1 · 
((l -a f )fex,i+l +a ffex,i + 
-(1- am)M · éli+l - amM · éli + 
-(1- al )C· vi+l- a1C ·vi+ 
-(1- a 1 )s:~) - a 1Si) 
6. Calcolo del vettore di variazione degli spostamenti di comando 
(a) Calcolo 
se lld}k) < lldj 
lld(k) > lld!l 
J J 
(a) Calcolo dc(k+l) = dm(k) + lld~(k) z+l z+l t+l 
(b) Imposizione di d~~tl) alla struttura 
(c) Lettura di d~(k+l) ed S~(k+l) z+l z+l 
{d) Se SI impiega la correzione della 
((Sm(k+l) -Sm(k))-K(dm(k+l) -dm(k)))T·(dm(k+l) -dm(k)) 
•+l •+l •+l •+l •+l •+l > 
(dm(k+l) -d~(k))T ·(d~(k+l) -dm(k)) C1 •+l •+l •+l •+l 
1. Calcolo llK con la formula di Davidon 
llK -
11. Calcolo 
( 
C ).max) 
llK = llKrnin l, ~D~V 
111. Calcolo K = K + llK 
IV. Calcolo K* = ~7t'f M + 'Y ~-,:~Y C + (l - a 1 )K 
(e) Calcolo éli+l = D.~13 (d~~+l)- (di+ lltvi + llt2 (~- ,B)~)) 
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(2.1.5.22) 
(2.1.5.23) 
rigidezza e 
(f) Calcolo vi+l =vi+ ~t(l- !)3-i + ~h3i+l 
8. altrimenti 
9. 
10. 
11. 
12. 
(a) Se k > O o non si impiega un explicit Newmark predictor 
C l l d _ dm(k) Ad(k) 1. a co o i+ 1 - i+ 1 + u i-,-l 
11. Calcolo Si+ t = s;~g> + K · Lldi~1 
111. Calcolo 3-i+l = b.J211 (di+l- (di+ Lltvi + ~t2 (!- t3)3i)) 
IV. Calcolo vi+l =vi+ ~t(l- !)3-i + ~h3i+l 
V. k = kmax 
Se k < kmax 
(a) k=k+l 
(b) Tornare al passo 4 
i=i+l 
t= t+ Llt 
Se t < ftot 
(a) Tornare al passo 2 
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Figura 2.1.6.1: Struttura modello a due G.d.L. utilizzata nelle prove sperimentali 
2.1.6 Applicazioni sperimentali 
2.1.6.1 Prove sperimentali in regime lineare 
Si è scelto di confrontare, dal punto di vista sperimentale, gli integratori espliciti dissipativi e 
l'implementazione implicit predictor one-pass corrector rispettivamente con il metodo alle differenze 
centrali e con l'integratore IHHT-a di Shing: obiettivo preminente quello di illustrare l'effetto degli 
errori sperimentali sulla soluzione del problema dinamico in questione, valutando le conseguenze 
sulla soluzione dell'impiego della dissipazione selettiva, in confronto, nel caso degli integratori 
impliciti, con la dissipazione introdotta dalla correzione C. 
2.1.6.1.a Descrizione dell'apparato sperimentale 
La struttura impiegata in questo come nei test successivi è una semplice trave incernierata 
alle estremità, in cui la forza d'inerzia esercitata da due masse, poste simmetricamente, viene model-
lata numericamente ed imposta tramite due attuatori elettroidraulici (Figure 2.1.6.1 e 2.1.6.2). Le 
prove sono state eseguite in controllo di spostamento, sia sul trasduttore (!.v.d.t.) interno che su 
un trasduttore esterno. 
2.1.6.l.b Caratteristiche dei campioni impiegati per le prove 
Sono state effettuate delle prove preliminari di identificazione in frequenza, eseguite partendo 
da due configurazioni iniziali diverse al fine di favorire la risposta della · frequenza fondamentale 
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Figura 2.1.6.2: Struttura modello a due G.d.L. utilizzata nelle prove sperimentali 
piuttosto che di quella secondaria, calcolate mediante una stima diretta della matrice di rigidezza 
del sistema. 
A seguito delle analisi in ampiezza ed in frequenza , è stato possibile ricostruire le matrici di 
rigidezza e di smorzamento viscoso equivalente della struttura esaminata. Nella tabella (2 .1.6.1) 
si riportano i valori ottenuti: la matrice di smorzamento è stata opportunamente modificaf à per 
tener conto del fatto che la dissipazione isteretica ha un effetto diverso da quella viscosa · ra e 
propria. In realtà la dissipazione interna alla struttura si potrebbe trascurare senza commettere 
grandi errori. 
Sono evidenti la variazioni della matrice di rigidezza, anche nel caso delle travi l e 2, che, 
teoricamente, sarebbero dovute essere uguali. 
2.1.6.l.c Simulazioni preliminari 
Prima di procedere con le prove sperimentali, si sono effettuate delle simulazioni numeriche. 
Al fine di verificare la possibilità di sostituire una prova sperimentale con una simulazione al calco-
latore, si sono effettuate simulazioni basate sia sui dati sperimentali, sia attraverso due modelli agli 
elementi finiti, di diversa complessità, attraverso il programma di analisi strutturale ABAQUS 5.8. 
Il sistema analizzato ha due masse concentrate pari a 200 e 2 tonnellate, ed è considerato soggetto 
ad un'azione sismica, data dall'accelerogramma del sisma di El Centro, fattorizzato a 5.657 ·10-3g . 
È stato impiegato un intervallo di integrazione di 0.02 secondi. Nelle Figure (2 .1.6.4) (2.1.6.5) 
si riporta il risultato delle simulazioni. Si fa notare come il passaggio da un modello ad elementi 
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Figura 2.1.6.3: Modello tridimensionale ad elementi she/1 a 4 nodi della struttura provata 
sperimentalmente 
a trave ad un modello tridimensionale realizzato con elementi she/1 a 4 nodi (Fig. 2.1.6.3) abbia 
consentito di migliorare la qualità dei risultati, rimanendo comunque distante dalla soluzione di 
riferimento, nonostanté la semplicità della struttura in esame. Dal punto di vista della model-
lazione, la struttura è in realtà vincolata in modo complesso (Fig. 2.1.6.6), da cui la differenza che 
si riscontra nonostante l'adozione di un modello tanto raffinato. 
2.1.6.l.d Prove pseudodinamiche 
Si riportano in seguito i risultati di una serie di prove sperimentali, effettuate sulla trave 2, 
al fine di confrontare, a livello applicativo ed in condizioni omogenee, gli integratori e le relative 
implementazioni analizzate. Per quel che riguarda gli integratori di tipo implicito, visti anche 
i risultati delle analisi teoriche, delle simulazioni numeriche e di quanto è possibile reperire in 
letteratura, ci si è limitati a confrontare il metodo CH-a implicit-predictor one-pass corrector con 
l'implementazione di Shing del metodo IHHT-a. Nell'algoritmo CH-a è stata adottata la formula di 
correzione della matrice di rigidezza. La matrice di rigidezza di iterazione iniziale è stata amplificata 
del 25% rispetto a quella misurata, al fine di rendere efficace la dissipazione nel metodo a correzione 
d'errore di Shing, Vannan e Cater. 
La scelta delle masse è tale per cui le frequenze proprie della struttura sono comprese 
nell'intervallo di stabilità degli integratori espliciti, i cui risultati possono essere confrontati con 
quelli ottenuti impiegando gli integratori impliciti. 
A causa della ridotta intensità delle forze in gioco, gli errori introdotti dalla strumentazione 
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Figura 2.1.6.4: Confronto fra i risultati di due modelli agli elementi finiti e la prova PSD: evoluzione 
dello spostamento d1 
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Figura 2.1.6.5: Confronto fra i risultati di due modelli agli elementi finiti e la prova PSD: 81 vs. d1 
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Figura 2.1.6.6: Struttura modello a due G.d.L. utilizzata nelle prove sperimentali: particolare 
collegamento al telaio 
utilizzata per le prove sono relativamente elevati: questo ha permesso di analizzare il comporta-
mento degli algoritmi in condizioni critiche, specialmente per quel che riguarda la correzione della 
matrice di rigidezza con formule di tipo secante. Si riportano di seguito i risultati ottenuti con i 
vari algoritmi; in particolare la Tabella (2.1.6.2) confronta le prestazioni degli algoritmi in termini 
di costo computazionale e di posizionamento degli attuatori. 
2.1.6.1.d.l Metodo CD 
Si riportano nelle Figure (2.1.6.7-2.1.6.10) i risultati ottenuti, con una tolleranza pan a 
6.dn = 0.06 mm. Si può notare come, a causa del fatto che la frequenza della seconda armonica 
risulta relativamente elevata, vi è una notevole amplificazione degli errori. 
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Figura 2.1.6.7: Metodo CD: evoluzione dello spostamento d1 
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Figura 2.1.6.8: Metodo CD: evoluzione della forza di reazione S1 
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Figura 2.1.6.9: Metodo CD: evoluzione dello spostamento d2 . 
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Figura 2.1.6.10: Metodo CD: evoluzione della forza di reazione S2 
2.1.6.1.d.2 Metodo HCE-a 
Con dissipazione massima, si osserva ancora una buona risposta nella frequenza principale, 
quella di effettivo interesse, ed un considerevole abbattimento delle vibrazioni dovute alla forzante 
d'errore: la differenza tra la soluzione sperimentale e quella di riferimento è relativamente contenuta . 
2.1.6.1.d.3 Metodo CH-a implicit-predictor one-pass corrector 
Sono state effettuate numerose prove con vari gradi di dissipazione ed in presenza di cor-
rezione della matrice di rigidezza con il metodo secant stiffness di Davidon visto al paragrafo 
2.1.5.2. Si riportano nelle Figure (2.1.6.15-2.1.6.18) i risultati relativi ad un'integrazione con una 
dissipazione limitata (Poo = 0.9); le Figure (2.1.6.19-2.1.6.22) riportano i risultati dei test con 
dissipazione massima (p
00 
= 0). Si può notare come, nonostante l'entità degli errori sperimen-
tali, l'implementazione di una formula di correzione della matrice di rigidezza si presenta stabile. 
L'impiego della dissipazione selettiva, al posto della correzione di Shing, permette di abbattere con-
siderevolmente gli effetti legati alla presenza di errori sperimentali (Fig. 2.1.6.22), senza intaccare 
la qualità della soluzione relativa alla frequenza principale. 
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Figura 2.1.6.11: Metodo HCE-a Pb = 0: evoluzione dello spostamento d1 
1 [s] 
o 8 12 
10.00 
5.00 
0.00 
cn 
-5.00 
-10.00 
[
---- soluzione di riferimento 
- - - HCE- ap b=O 
Figura 2.1.6.12: Metodo HCE-a Pb = 0: evoluzione della forza di reazione 81 
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Figura 2.1.6.13: Metodo HCE-a Pb = 0: evoluzione.dello spostamento d2 
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Figura 2.1.6.14: Metodo HCE-a Pb = 0: evoluzione della forza di reazione S2 
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Figura 2.1.6.15: Metodo CH-a p
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Figura 2.1.6.16: Metodo CH-a Poo = 0.9: evoluzione della forza di reazione 81 
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Figura 2.1.6.17: Metodo CH-a Poo = 0.9: evoluzione dello spostamento d2 
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Figura 2.1.6.18: Metodo CH-a p
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Figura 2.1.6.19: Metodo CH-a Poo = 0.0: evoluzione dello spostamento d1 
o 4 
i 
10.00 !-
5.00 ~ 
0.00 
l 
-10.00 
~ r ---- soluzione di riferimento 
, , -- HC- a p ~ =0.0 
l ' ~ 
t [sj 
8 12 
J 
Figura 2.1.6.20: Metodo CH-a Poo = 0.0: evoluzione della forza di reazione 81 
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2.1.6.2 Prove sperimentali in regime non lineare 
Al fine di verificare, in ambito sperimentale ed in presenza di plasticizzazioni, il comporta-
mento degli integratori proposti, sono state effettuate due prove di tipo pseudodinamico portando 
i provini a snervamento. Per ottenere una apprezzabile plasticizzazione delle travi senza giungere a 
deformazioni eccessive, sono state praticate delle incisioni sull'anima in corrispondenza delle testate 
degli attuatori, per forzare la formazione di cerniere plastiche (Figura 2.1.6.23). 
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Figura 2.1.6.21: Metodo CH-a p
00 
= 0.0: evoluzione dello spostamento d2 
Le prove sono state effettuate impiegando gli usuali valori delle masse, 200 e 2 tonnelate, 
impiegando per il sisma di progetto, rappresentato dall'accelerogramma di El Centro, un fattore di 
scala di 0.016g. Le Figure (2.1.6.24-2.1.6.26) riportano i risultati relativi alla trave no 3, integrata 
con il metodo CH-a a massima dissipazione (p
00 
= 0). Le Figure (2.1.6.27-2.1.6.29) riportano gli 
analoghi risultati relativi alla trave no 4, integrata con il metodo HCE-a a massima dissipazione 
(Pb = 0) . Si riporta infine nella Figura (2.1.6.30) il diagramma forza-spostamento 81 - d1 relativo 
alla simulazione condotta con il programma agli elementi finiti ABAQUS 5.8. 
234 
l [s l 
o 4 8 12 
2.00 
1.00 
:z: ~ 0.00 
cn 
·1.00 
---- soluzione di riferimento 
-- - - HC. ap 
00 
=0.0 
·2.00 
Figura 2.1.6.22: Metodo CH-a p
00 
= 0.0: evoluzione defla forza di reazione 52 
Figura 2.1.6.23: Intagli apportati alle travi per realizzare le prove in regime non lineare 
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Figura 2.1.6.24: Trave no 3, prova non lineare, metodo CH-a Poo - 0.0: evoluzione degli 
sposta menti 
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Figura 2.1.6.25: Trave no 3, prova non lineare, metodo CH-a Poo = 0.0: evoluzione delle forze di 
reaz1one 
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Figura 2.1.6.26: Trave no 3, prova non lineare, metodo CH-a Poo = 0.0: forza di reazione S1 vs. 
spostamento d1 (t E [0, 9.5 s]) 
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Figura 2.1.6.27: Trave no 4, prova non lineare, metodo HCE-a Pb - 0.0: evoluzione degli 
sposta menti 
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Figura 2.1.6.28: Trave no 4, prova non lineare, metodo HCE-a p
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Figura 2.1.6.29: Trave n° 4, prova non lineare, metodo HCE-a Poo = 0.0: forza di reazione sl VS. 
spostamento d1 (t E [0, 9.5 s]) 
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Figura 2.1.6.30: Simulazione in Abaqus 5.8 della prova non lineare con la mesh di 1920 elementi 
she/1: forza di reazione 81 vs. spostamento d1 (t E [0, 9.5 s]) 
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Tabella 2.1.4.1: Errori di lettura relativi al primo grado di libertà della struttura provata 
sperimentalmente (Fig. 2.1.6.2): risoluzione e distribuzione dei risultati 
Il Segnale l 3 13 Il 
Unità di misura [mm] (kN] [mm] 
Apparecchio LVDT interno cella di carico trasd uttore esterno 
Risol. elettronica 0.001033 0.003445 0.00106 
Fondo se. TEOR. 33.84934 112.8858 34.73408 
Fondo se. REALE 30 100 30.8 
Rapporto 1.13 1.13 1.13 
MEDIA 0.000172 0.271564 0.021424 
S.Q.M 4.29 * w-6 0.001328 1.94 * w-6 
VARIANZA 0.002072 0.036441 0.001393 
MOLT. LIMITE 6 33 3 
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Tabella 2.1.4.2: Errori di lettura relativi al secondo grado di libertà della struttura provata 
sperimentalmente (Fig. 2.1.6.2): risoluzione e distribuzione dei risultati 
Il Segnale 2 4 14 Il 
Unità di misura [mm} [kN} [mm} 
Apparecchio LVDT interno cella di carico trasd uttore esterno 
Risol. elettronica 0.000861 0.017224 0.001142 
Fondo se. TEOR. 28.21325 564.396 37.42106 
Fondo se. REALE 25 500 33.2 
Rapporto 1.13 1.13 1.13 
MEDIA 0.000227 -0.25403 -0.00161 
S.Q.M. 6.84 * 10-5 0.001162 4.72 * 10-6 
VARIANZA 0.008273 0.034085 0.002173 
MOLT. LIMITE 30 6 6 
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Tabella 2.1.6.1: Identificazione dei parametri di smorzamento e della matrice di rigidezza relativa 
alle travi utilizzate nelle prove sperimentali in regime lineare e non lineare 
Trave Tipo di prova Risultati delle analisi Caratt. meccaniche identificate 
v l 0.183Hz K ~ { 8.44 -7.73 ) !O'li 
l 
Formule di corr. > çl 0.63% -7.73 8.41 m 
della m. di rigid. v2 3.793Hz C= ( 8.082 -0.909) IO''-' ~ ç2 0.31% -0.909 1.095 s 
v l 0.181Hz K = { 9.42 -8.71 ) IO'li 
PSD in ~ 1.09% 
2 > çl -8.71 9.39 m 
regime lineare v2 3.981Hz c= ( 5.044 -1.009.) IO''-' ~ ç2 0.31% -1.009 1.149 s 
v l 0. 146Hz K = { 5.50 -5.081IO'li ~ 
3 
PSD in çl 0.36% -5.08 5.54 m 
regime non lin. v2 3.079Hz c= ( 10.995 -1.073.) IO''-' ~ 
ç2 0.46% -1.073 1.320 8 
v l 0.140Hz K = .( 4.83 -4.43 J lO' li 
4 
PSD in > çl 0.49% -4.43 4.88 m 
regime non lin. i v2 2.973Hz c= (. 5.441 -1.705 ) 103~ 
ç2 0.50% -1.705 1.384 s 
Tabella 2.1.6.2: Tolleranze, tempi di elaborazione e di posizionamento relativi agli esperimenti 
realizzati 
Algoritmo tolleranza D.rf" elaborazione posiziona mento 
[mm] [s] [s] 
CD 0.06 0.922 1413 
HCE-a Pb =O 0.06 0.851 1021 
CH-a Poo = 0.9 
0.06 1.252 989 implicit-predictor one-pass corrector 
CH-a Poo = 0.5 
0.06 1.212 960 implicit-predictor one-pass corrector 
CH-a Poo =O 
0.06 1.320 951 imp/icit-predictor one-pass corrector 
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2.2. IL TEST PSEUOODINAMICO CONTINUO 
2.2.1 Introduzione 
In questo capitolo si presentano gli ultimi sviluppi nel campo del test pseudodinamico (PSD) 
continuo, realizzati presso I'European Laboratory for Structural Assessment (ELSA) del Centro 
Comune di Ricerca di Ispra (VA), con particolare riferimento ad una nuova classe di algoritmi 
dedicati alla sottostrutturazione. 
Il test pseudodinamico convenzionale, presentato nel capitoli precedente, possiede una lim-
itazione intrinseca che viene esaltata con la presenza di sottostrutture analitiche: gli spostamenti 
vengono imposti ad ogni passo mediante una rampa seguita da un intervallo variabile a spostamen-
to costante nel quale vengono fermati gli attuatori, realizzate le letture degli strumenti, realizzati 
i calcoli per il passo successivo e, nel caso della sottostrutturazione, viene integrata la parte a~­
litica. Il tempo necessario per completare la procedura può essere dell'ordine di qualche secondo e 
variabile da passo a passo. Questo fatto può indurre due problemi: 
l. Si possono introdurre nella struttura dei rilassamenti spuri che possono deteriorare la qualità 
del test; 
2. lo stop degli attuatori introduce una discontinuità negli spostamenti che generare uno shock 
nella struttura testata e può creare problemi nella misura delle forze di reazione. 
Per evitare questi problemi è stato proposta la realizzazione di un test continuo: anziché 
fermare gli attuatori ad ogni passo, i servo-controllori muovono gli attuatori in modo che il provino 
segua accuratamente lo spostamento imposto (target displacement) senza discontinuità nel moto. 
Le forze vengono misurate ad ogni periodo di campionamento del servocontrollore digitale e le 
equazioni del moto vengono integrate" al volo" alla velocità del campionamento. Lo spostamento 
del passo successivo viene così determinato ed il moto della struttura procede senza interruzioni. 
Le potenzialità di un test di questa natura sono notevoli. Se da un lato si evita il problema del 
rilassamento, dall'altro il fatto di eseguire un'unica lettura di forza costituisce un ottimo filtro e 
migliora notevolmente la qualità dell'operazione. Ne risultano test molto accurati e l'ampliamento 
del range di applicazione del test a strutture strain rate sensitive quali sistemi di protezione sismica 
come gli isolatori o strumenti di dissipazione (si veda ad esempio il lavoro di Taucer 1999 ). 
Dal punto di vista pratico la realizzazione del test continuo induce delle difficoltà sia a livello 
dell'architettura dell'hardware del sistema di servocontrollo sia a livello dello schema di integrazione 
in presenza di sottostrutturazione. Per quanto riguarda il primo aspetto, non oggetto del presente 
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lavoro, ci si limita a dire che un'architettura continua necessita di uno scambio dati veloce, che 
l'algoritmo di controllo deve essere molto efficiente e possibilmente adattativo nel caso di test non 
lineari e che per reali.zzare il controllo e l'integrazione del moto ad ùn periodo di campionamento 
costante necessita di un sistema operativo rea/time in quanto non si può più considerare di avere un 
periodo di attesa a piacimento. Per ulteriori dettagli si vedano i lavori (Magonette et al., 1998)-
(Pegon & Magonette, 1999)- (Magonette et al., 2000). 
Nell'implementazione classica della sottostrutturazione il passo di integrazione viene realiz-
zato con una successione di operazioni nella quale i processi analitico e sperimentale si attendono 
l'un l'altro ad ogni passo (si veda il paragrafo 2.1.3); nel test PSD convenzionale questo fatto non 
genera problemi dato che non vi è l'obbligo di realizzare i calcoli entro un tempo preciso. Per 
come è concepito il test pseudodinamico continuo deve essere sincrono con un periodo di controllo 
ridotto. Questo si traduce nel dover eseguire tutti i calcoli in un intervallo di tempo minuscolo, 
introducendo delle difficoltà nell'implementazione della sottostrutturazione: 
l. Se la struttura analitica è complessa il processo analitico può non essere in grado di effettuare 
il calcolo persino di una struttura elastica nel periodo di controllo del processo sperimentale. 
2. Rispetto alla pseudodinamica convenzionale, nel test continuo l'integrazione è realizzata con 
passi di tempo ridotti; di conseguenza dal punto di vista algoritmico si preferisce usare lo 
schema delle differenze centrali (CD). Tuttavia se la struttura analitica è complessa il passo 
di integrazione a causa della presenza di alte frequenze potrebbe non evitare fenomeni di 
instabilità. L'ideale sarebbe poter usare un'algoritmo esplicito sulla parte sperimentale ed 
uno implicito in quella analitica. 
3. Lo scambio di informazioni tra i due processi deve essere veloce. 
Da queste difficoltà è nata l'idea di usare due diversi algoritmi per integrare le due strutture, 
con la possibilità di utilizzare anche passi di integrazione diversi. Gli algoritmi sono stati studiati 
numericamente in un primo tempo mediante l'utilizzo del programma CASTEM2000; sono stati 
poi implementati con il codice C++ ed utilizzati in laboratorio su una struttura test a 4 gradi di 
libertà di cui due sperimentali e due ( + il nodo di contatto) analitici; è stato realizzato infine uno 
studio teorico preliminare. 
Il capitolo è organizzato come segue. Nel paragrafo 2.2.2 si descrive lo schema di imple-
mentazione del test pseudodinamico continuo senza sottostrutturazione. Nel paragrafo successivo 
2.2.3 viene esteso al test continuo il concetto di sottostrutturazione presentato al punto 2.1.3 e 
vengono descritti sommariamente gli schemi di integrazione proposti; nel paragrafo 2.2.4 gli algo-
ritmi vengono analizzati matematicamente con numerose varianti sperimentate numericamente. Il 
paragrafo 2.2.5 è dedicato alla presentazione dei risultati numerici ottenuti, mentre nel paragrafo 
successi\i'o {2.2.6) si descrive l'implementazione utilizzata per realizzare i test in laboratorio. Nel 
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paragrafo 2.2.7 si riportano i risultati sperimentali ottenuti. Il paragrafo 2.2.8 è infine dedicato ad 
un'indagine teorica preliminare. 
245 
2.2.2 Il test PSD continuo in assenza di sottostrutturazione 
Una delle difficoltà maggiori nel realizzare il test continuo è la sincronizzazione fra il processo 
di controllo degli attuatori e l'integrazione numerica. Le mansioni principali di un ciclo PSD (misura 
delle forze di reazione, calcolo del moto della struttura e controllo degli spostamenti successivi) 
devono essere completate all'interno del periodo di controllo ~tst (tipicamente l o 2 ms). A questo 
scopo è stata installata una configurazione hardware avanzata che assicuri un forte accoppiamento 
e una comunicazione dati ad elevata velocità fra i servo-controllori ed il calcolatore principale 
dedicato alla risoluzione delle equazioni del moto. In più, l'algoritmo di controllo è stato migliorato 
per garantire un errore di controllo ridotto (Magonette et al., 1998). 
In un test pseudodinamico per lo più si analizza il comportamento di una struttura soggetta 
ad una sollecitazione sismica. La procedura pseudodinamica convenzionale normalmente utilizza 
come passo di integrazione lo stesso passo di campionatura delle accelerazioni di un determinato 
sisma ~T (tipicamente 5, 10 o 20 ms). Un miglioramento nella tecnica continua consiste nel 
fatto che per ogni valore discreto di accelerazione al suolo ag,i letto dal file delle accelerazioni 
viene generata una sequenza di n 8 accelerazioni tramite interpol azione dei valori ag,i e ag,i+l (ossia 
agi+ __L'agi+ L' ... , agi+ ..l;_' ... , agi+ ns-1 ). Dopo il completamento del calcolo di questi ns valori 
1 ns ' ns ' n 8 ' ns 
intermedi di accelerazione, la procedura pseudodinamica è realizzata n 8 volte, ognuna all'interno 
del periodo di campionamento del controllore ~tst; si effettuano così n 5 sottopassi al posto di un 
unico passo del test convenzionale. Lo schema di base usato nel sistema PSD continuo rimane la 
stessa di quella usata nella prova PSD convenzionale, cioè, al generico sottopasso i + .li.. del passo 
ns 
i, la sequenza di operazioni è la seguente: 
l. lettura dell'accelerazione al suolo a i+...!;_ e calcolo della forzante esterna; 
g, ns 
2. misura della forza di reazione della struttura provata si+...!;_; 
ns 
3. risoluzione delle equazioni del moto; 
4. calcolo degli spostamenti del passo successivo; 
5. utilizzo di di+til come spostamenti target dall'algoritmo di controllo; 
ns 
6. movimento della struttura per mezzo degli attuatori verso la posizione target; 
7. attesa della conclusione del periodo di campionamento del controllore ~tst e ripetizione della 
sequenza dal punto l. 
Considerando un file di accelerazione al suolo registrato ad un passo ~T ed un sistema di 
controllo digitale funzionante con un periodo di campionamento ~tst. il fattore di scala temporale 
À del test PSD è dato dalla formula 
(2.2.2.1) 
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A titolo di esemp1o, per un test PSD continuo eseguito su una struttura multipiano di grandi 
dimensioni si possono eseguire anche n 8 = 500 sottopassi che con D.tst = 2 ms e D.T = 5 ms 
danno >. = 200, il che significa che l secondo del vero terremoto necessita di 200 secondi nel test. 
In un test specifico, D.tst e D.T sono delle costanti, e quindi il fattore di scala temporale 
>. può essere aumentato o diminuito semplicemente cambiando n 8 durante l'esperimento. Come 
regola >. è diminuito fino a che l'errore di controllo eccede una tolleranza prescritta dipendente 
dalla natura e dalla complessità del test. In ogni caso, similmente alla procedura convenzionale 
(Shing & Mahin, 1984), questi errori devono rimanere molto piccoli. In pratica il valore di >. può 
variare da un valore vicino ad l per una semplice struttura test con effetti inerziali trascurabili, fino 
a valori elevati quali 100 o 200 per test su edifici multipiano a scala reale. 
Visto che nel test PSD continuo le forze di reazione vengono misurate alla frequenza del 
controllore (tipicamente LlL = 500 o 1000 Hz), per lo più la procedura non solo genera un set 
di spostamenti senza brusche variazioni ed una forzante sulla struttura che evita rilassamenti ma 
esegue anche un ottimo filtro al rumore presente nel segnale analogico della forza rispetto al t~~t 
",.11;1 < 
convenzionale che, in rispetto, utilizza meno misure. 
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2.2.3 Applicazione della sottostrutturazione alla pseudodinamica continua 
Nell'ottica di avere processi sincroni con lassi di tempo ridotti, il caso del test PSD continuo, 
si impongono tuttavia dei vincoli, come notato nel paragrafo 2.2 .. L'implementazione descritta nel 
paragrafo (2.1.3) anche se fisicamente, per velocizzare il test, è realizzata su calcolatori diversi 
nella realtà, integra un unico processo; la strategia di base per il test PSD continuo è di integrare 
separatamente il processo sperimentale ed analitico, eventualmente sia con passi di integrazione 
sia con algoritmi diversi considerando l'accoppiamento dei due sistemi in termine di forzanti ejo 
vincoli esterni. 
L'idea di utilizzare procedure partizionate che scompongono un problema di grosse dimen-
sioni in più problemi di dimensione inferiore è già stato ampiamente utilizzato in passato. Nella 
stessa ingegneria strutturale sono attualmente ambito di ricerca intensiva i metodi FETI (Finite 
Element Tearing e lnterconnecting)l che utilizzano il calcolo parallelo e scompongono le strutture 
in una serie sotto-strutture sfruttando il fatto che nella pratica la matrice di rigidezza globale di 
un sistema contiene molti zeri. Nella dinamica strutturale sono stati proposti in passato algorit-
mi che suddividono il dominio spaziale di integrazione in una parte da integrare esplicitamente 
ed una, che generalmente risulta molto rigida, trattata implicitamente, (Hughes & Liu, 1978b), 
(Hughes & Liu, 1978a), (Miranda et al., 1989). L'estensione di questi algoritmi al problema pseu-
dodinamico continuo non è immediata. l metodi FETI generalmente sono risolti con procedure 
iterative che applicate ad un test continuo rovinerebbero la continuità del test, la grossa novità 
introdotta. Per quanto riguarda gli algoritmi espliciti impliciti va notato che generalmente risolvono 
in modo implicito i nodi di contatto tra la parte rigida e quella flessibile. Nel test pseudodinamico 
questo aspetto dovrebbe essere evitato al fine di poter essere veloci nel calcolo ed eventualmente, 
in ambito non lineare non dover eseguire iterazioni. Va notato inoltre che, non prevedendo passi di 
integrazione diversi, permarrebbero i problemi relativi alla presenza di una struttura analitica comp-
lessa difficilmente computabile nel periodo di controllo. Applicazioni molto interessanti si ritrovano 
nel campo dell'interazione fluido-struttura (Fahrat, 1996) dove spesso la componente fluida viene 
integrata con algoritmi espliciti e dove sono stati sperimentati algoritmi con sottocicli per la parte 
fluida (Fahrat & Lesoinne, 1996). In particolare sono stati usati procedimenti di calcolo parallelo 
denominati para/le/ inter-field che utilizzano la seguente strategia: 
l. aggiornamento del reticolo fluida con il reticolo strutturale al tempo ti e con questa condizione 
risoluzione del fluido al passo di tempo successivo ti+l; 
2. Calcolo della struttura al tempo ti+1 utilizzando la pressione fluida al tempo ti. 
È chiaro che con questo procedimento il calcolo delle due strutture può awenire contem-
poraneamente (in parallelo) riducendo notevolmente il tempo di calcolo. La comunicazione tra 
1 Si vedano ad esempio i lavori di Park (1997) e di Fahrat (1998). 
(;+] li+2 
,\ 
li+ l 
Figura 2.2.3.1: Schema parai/el inter-field 
Figura 2.2.3.2: Schema simple inter-field 
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Computatior 
-->~:tint(t) 
_.,._.. d(t),v(t),a(t) 
Computatior 
-->~ fint( t) ' 
!\\',,, 
-·· d( t), v(t),a<!.) ,.,, 
i due processi awiene poi in un solo momento all'inizio del passo di integrazione. Con la stes-
sa filosofia sono stati anche sperimentati procedimenti con sottocicli per la parte fluida. Questi 
concetti possono essere estesi alla pseudodinamica considerando l'analogia fluido==?sottostrutwra 
sperimentale e struttura==?sottostruttura analitica per mezzo del seguente schema: ·r--
l. utilizzare le forze della parte analitica sulla parte sperimentale (fint) al tempo ti e con questa 
condizione avanzare di un passo al tempo ti+1 = ti + ~t; 
2. avanzare al tempo ti+1 la parte analitica usando come vincoli esterni gli spostamenti della 
struttura sperimentale al tempo ti. 
Tale schema è rappresentato graficamente in Figura (2.2.3.1). Lo stesso procedimento può 
essere inoltre implementato suddividendo in sottocicli l'integrazione della parte sperimentale (Fig. 
2.2.3.2). In questo modo la struttura analitica può essere risolta in un intervallo di tempo maggiore 
rispetto al periodo di controllo ~tst e quindi può essere anche di natura complessa. Questa schema, 
denominato simple inter-field, possiede uno svantaggio dovuto al fatto che le forze provenienti dalla 
struttura analitica non sono ben sincronizzate con le forze esterne. Questo ritardo è responsabile 
di una scadente accuratezza. 
Figura 2.2.3.3: Schema improved inter-field 
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Computation 
-->~flnt( t) 
-•• d(t);\{t),a(t) 
Per migliorare le prestazioni dell'algoritmo è necessario avere una predizione delle forze che 
la parte analitica esercita sulla parte numerica. Questo può essere eseguito utilizzando un passo 
di integrazione sulla struttura analitica ~t1 = 2~t doppio rispetto all'usuale, permettendo di 
conoscere in anticipo la forza di scambio fra le due parti (Fig. 2.2.3.3). Lo schema, introdotto 
nel lavoro (Pegon & Magonette, 1999), è stato denominato improved inter-field. Numerose sono 
le alternative nell'eventualità di compiere sottopassi nella sottostruttura sperimentale; indicando 
con n88 il numero di sottopassi2, la parte sperimentale é integrata con un passo ~t0 = M; ad . ~. 
un generico sottopasso i+__!__ fra ti e ti+l la forza di scambio può essere valutata semplicemente 
nss 
considerando la forza calcolata con passo doppio 
(2.2.3.1) 
oppure, visto che è possibile disporre della forza al passo precedente si possono usare entrambe le 
informazioni e migliorare le prestazioni dell'algoritmo utilizzando un'interpolazione 
{2.2.3.2) 
questo secondo è indicato in quanto segue con il termine correzione nelle forze. 
Nella possibilità di avere due processi analitici in parallelo anziché uno, può essere introdotto 
un ulteriore miglioramento eseguendo un passo di integrazione di ampiezza ~t. Questa aggiunta, 
denominata correzione negli spostamenti è indicata in Figura (2.2.3.3) con la freccia tratteggiata. 
2 L'obiettivo principale nel test sarebbe quello di integrare la struttura analitica con lo stesso passo At = AT 
di campionamento del file delle accelerazioni alla base e quindi di avere n88 = n. Per mantenere generale la 
formulazione si è preferito distinguere il passo At da AT in quanto non è necessariamente vero che un passo AT 
(per lo più variabile tra 5 e 20 ms) possa essere sufficiente per ben integrare la struttura analitica. Il passo con cui 
si integra una struttura infatti dipende sia dal tipo di forzante sia dalle caratterisitiche della struttura stessa. 
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2.2.4 Formulazione degli schemi di integrazione applicati alla pseudodinamica continua 
L'equazione del moto della struttura completa (2.1.3.1), può essere riscritta nel modo 
seguente 
ML [::;l+ C,, [:~l + r ::}~~.~;)l- fex Lob (t)]+ 
o ] [ooo] MN [ ac l + CN [Ve l + [ ScN (dc, dN) l- [ fex CN (t) l 
aN VN SN (dc, dN) fex N (t) 
(2.2.4.1) 
dove 
f (t) _ [ fex L (t) l 
ex Lab - fex CL (t) 
(2.2.4.2) 
rappresentano rispettivamente le forze esterne sui G.d.L. sperimentali, le matrici di massa e di 
smorza mento viscoso della struttura sperimentale (L) e della struttura analitica (N); Le strategie 
descritte sommariamente nel paragrafo 2.2.3 dividono l'integrazione della prima parte del sfstema 
(2.2.4.1), relativa alla struttura sperimentale, dalla seconda parte dedicata alla struttura analitica. 
L'obiettivo è di eseguire le due integrazioni con passi di tempo diversi, in cui la parte speriml~ntale 
è integrata con un passo ~t0 sottomultiplo di quello relativo alla parte analitica ~t2 = nss~to. 
due processi possono comunicare tra loro solamente ogni n88 passi della parte sperimentale. 
Le possibilità di eseguire l'integrazione descritta sono molteplici soprattutto in funzione del 
trattamento dell'accoppiamento tra sistema sperimentale e laboratorio. La strategia primaria, alla 
quale verrà riservato ampio spazio in questo capitolo, può essere così riassunta: 
' 
l. Integrazione della parte sperimentale (pedice sp) utilizzando le forze esercitate dalla struttura 
analitica (pedice an) come forze esterne; si integra in questo modo la seguente equail6ne 
ML [ aL, sp l +CL [ VL, sp l + [ SSL ((ddL, sp ddc, sp)) l = fex Lab (t)- fint (2.2.4.3) 
ac, sp Ve, sp CL L, sp C, sp 
dove 
fint = [ MccN McN J [ ac, an l + [ CccN CcN J [ ve, an 
aN, an VN, an 
[ 
fex CN (t) 
+ScN (dc, an, dN, an)- fex N (t) 
(2.2.4.4) 
2. Integrazione della parte analitica utilizzando come vincoli gli spostamenti ottenuti dalla parte 
sperimentale 
MN [ ac, an l + CN [ ve, an l + [ ScN (dc, an, dN, an) l 
aN, an VN, an SN (dc, an, dN, an) [ 
fex CN (t) l 
fex N (t) 
dc, an = dc, sp 
Ve, an= Ve, sp 
ac, an = ac, sp 
(2.2.4.5) 
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Al fine di semplificare l'esposizione e di realizzare un primo gruppo di indagini, si è supposto 
che la parte analitica fosse elastica lineare 
(2.2.4.6) 
e che le matrici di massa fossero di tipo lumped. 
Per quanto riguarda eventuali modifiche ejo altre formulazioni si rimanda al paragrafo 
2.2.4.4. 
Sono stati analizzati numericamente i seguenti algoritmi; per la parte sperimentale: 
l. metodo di Newmark esplicito, schema delle Differenze Centrali (CD: f3 = O, 1 ~) 
(Newmark, 1959); 
2. metodo di Newmark implicito non dissipativo, schema con la regola del trapezio (TR: f3 = ~, 
ì = ~); 
3. metodo a di Hulbert e Chung esplicito (HCE-a) (Hulbert & Chung, 1996); 
per quanto riguarda la parte analitica, sono stati considerati uno schema esplicito e tre 
impliciti incondizionatamente stabili: 
l. metodo di Newmark esplicito, schema delle Differenze Centrali (CD: f3 - O, ì V 
(Newmark, 1959); 
2. metodo di Newmark implicito non dissipativo, schema con la regola del trapezio (TR: f3 = ~, 
ì = ~); 
3. metodo a di Chung e Hulbert implicito (CH-a) (Chung & Hulbert, 1993); 
4. metodo Hll implicito; 
Si descrivono di seguito le formulazioni denominate simple inter-field ed improved inter-field 
riportando per esteso lo schema scaturito dall'integrazione di entrambi i processi con l'algoritmo 
delle differenze centrali. L'utilizzo di algoritmi diversi relativamente al processo sperimentale ejo 
analitico modifica solo marginalmente la formulazione: per quanto concerne la parte sperimentale 
sarà sufficiente aggiungere la forza di interazione fra i due sistemi sui nodi di contatto alla forza 
esterna: 
fex Lab eff,C = fex Lab,C (t) - fint (2.2.4.7) 
mentre per la parte analitica bisognerà considerare come vincolo esterno gli spostamenti dei nodi 
m comune. 
Una particolare nota sarà dedicata all'implementazione nella parte sperimentale 
dell' algo~itmo H CE-a. 
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Tabella 2.2.4.1: Schema simple inter-field: step generico ottenuto utilizzando lo schema CD in 
entrambre le sottostrutture 
integrazione della sottostruttura 
sperimentale 
lettura fi int 
dal processo analitico 
scrittura di di c. vi c e éli c , ' ' 
nel processo analitico 
k=O 
se k < nss 
di+ti.l = di+...L + !)..t0vi+...L 
nss nss nss 
èl.t2 +T ai+ ...L 
n•s 
- Ma vi+ti.l = vi+_k + 2 ~+..L n~s ns.s ns.s 
imposizione di di+!±! 
nss 
alla struttura 
lettura si+tl! dalla struttura 
nss 
fi~tl! = fex Lah (ti+!±!) 
:·[ o ]-s.: 
fi int t+ nss 
-C Lvi+!±! 
nss 
~+tl! = (ML + ~CL)-1 · 
nss 
fi~tl! 
nss 
- +Ma vi+ti.l = vi+ll.l 2 ~+tl! 
nss nss nss 
k=k+l 
k=O 
i=i+l 
2.2.4.1 Schema simple inter-field 
integrazione della sottostruttura 
analitica 
scrittura di fi int 
nel processo sperimentale 
lettura di c, vi c e éli c , ' ' 
dal processo sperimentale 
-fex CN (ti+l) 
i=i+l 
Lo schema descritto graficamente nella Figura (2.2.3.2) può essere formulato come riportato 
in Tabella (2.2.4.1) ove si è posto 
(2.2.4.8) 
e per la parte sperimentale si sono indicate le variabili di stato x prive di suffisso intendendo le 
grandezze relative all'intera struttura presente in laboratorio (G.d.L. L ed C): 
x=[:~] (2.2.4.9) 
Il calcolo della forzante esterna effettiva nel processo sperimentale oppure l'accelerazione usata 
come vincolo esterno sulla parte analitica evidenziano lo sfasamento delle interazioni ad ogni passo. 
Questa peculiarità è responsabile di una notevole riduzione nell'accuratezza dell'algoritmo. 
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2.2.4.2 Schema improved inter-field 
Lo schema improved inter-field, riportato in Figura {2.2.3.3), può essere implementato con 
le varianti denominate nel paragrafo 2.2.3 correzione nelle forze (FC) e correzione negli spostamenti 
(DC). 
Le formulazioni sono riportate in Tabella (2.2.4.2), mediante l'utilizzo delle variabili booleane 
FC e DC, del passo di integrazione doppio relativo all'integrazione della parte analitica 
D.tl = 2D.t (2.2.4.10) 
e si è utilizzata la nomenclatura definita nelle relazioni (2.2.4.8) e (2.2.4.9). 
Rispetto alla formulazione simple inter-field il caso improved inter-field anticipa l'inte-
grazione della parte numerica mediante un passo di integrazione doppio che permette alla parte 
sperimentale di poter avanzare nell'integrazione con un set di forze con un errore di fase minore. Il 
processo analitico, al fine di poter avere una buona accuratezza, necessita di una predizione esplicita 
delle variabili di stato sui nodi in comune. Gli spostamenti e le velocità sono predetti un'espan-
sione in serie di Taylor troncata rispettivamente al secondo (di+1,c = di,c + D.t2vi,C +~~.c) 
ed al primo ordine (vi+1,c = vi,C + D.t2~,c); le accelerazioni sono invece considerate costanti 
(~+l,c = ~.c). Questo fatto è responsabile di uno sfasamento che può essere minimizzato se la 
massa e lo smorzamento del sistema analitico sono concentrati nei soli G.d.L. analitici. 
Al fine di essere in anticipo con la parte numerica fin dal primo passo lo schema improved 
inter-field necessita di una particolare procedura di inizializzazione. Questo può essere eseguito con 
un primo passo di integrazione pari a D.t2 . 
2.2.4.3 Il metodo HCE-o: 
Particolare attenzione va posta nella formulazione del metodo HCE-o:3 . Il metodo utilizza 
dei parametri peso sulle forze inerzia li e le forze di reazione (rispettivamente con pesi O:m ed o: f) 
(2.2.4.11) 
e fa uso delle stesse approssimazioni delle variabili del metodo di Newmark con i parametri f3 e 
r· Il metodo è formulato in modo da possedere un'accuratezza del secondo ordine e, per mezzo 
del parametro libero Pb· in modo da avere una dissipazione controllata dall'utente. Hulbert e 
Chung (Hulbert & Chung, 1996) propongono diverse formulazioni in base alla presenza o meno 
di una radice spuria. Prevedono inoltre la possibilità di utilizzare sia una formulazione con lo 
smorzamento trattato implicitamente che esplicitamente. 
3 Si veda il paragrafo 1.1.5.2. 
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Tabella 2.2.4.2: Schema improved inter-fie/d: step generico ottenuto utilizzando lo schema CD su 
entrambre le sottostrutture 
integrazione della sottostruttura 
sperimentale 
lettura fi+l int 
dal processo analitico 
se (DC e FC) lettura fi int 
dal processo analitico 
scrittura di di,C, vi,C e éli,c 
nel processo analitico 
k=O 
se k < nss 
di+ll..! = di+_!_ + .6.t0vi+_!_ 
nss nss nss 
t:;.t2 +T ai+_!_ 
nss 
- +MI! vi+ll..! = vi+_!_ 2 ai+-k 
nss nss nss 
imposizione di di+tl! 
nss 
alla struttura 
lettura si+ll..! dalla struttura 
nss 
se FC 
f - f k+l i+ll..! int - i int + -;;:-
n88 ss 
( fi+l int - fi int) 
else 
fi+ll..! int = fi+l int 
fi*-+ll.lnss fex Lab (ti+ ti!) 
=·[ fi+~ int l ~·~i+~ 
nss 
-CLvi+lll 
nss 
ai+lll = (ML + ~CL)-1 · 
nss 
fi*-+ll..! 
nss - + .à!!l. vi+ll..! = vi+ll..! 2 ai+ll..! 
nss nss nss 
k=k+l 
k=O 
i=i+l 
integrazione della sottostruttura 
analitica 
scrittura di fi int e fi+l int 
nel processo sperimentale 
lettura di,C· vi,C e <li,c 
dal processo sperimentale 
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Al fine di mantenere nel test PSD un basso onere computazionale per la parte sperimentale 
si è deciso di implementare la formulazione con trattamento esplicito dello smorza mento. In questo 
caso, al fine di avere un limite di stabilità poco influenzato dallo smorzamento è preferibile avere 
la radice spuria nulla. In questo modo inoltre può essere considerato il caso privo di smorzamento 
algoritmico. Mediante le relazioni {1.1.5.6) questa scelta dà luogo alla seguenti parametri 
{2.2.4.12) 
Dal punto di vista applicativo, mediante l'uso a 1 = l, il metodo possiede l'interessante 
proprietà di utilizzare le forze di reazione al passo i per calcolare le variabili del passo successivo. 
Questo fa si che in mancanza di sottopassi, con una particolare implementazione, si eliminino tutti 
gli sfasamenti introdotti dal partizionamento negli schemi visti. In particolare può essere adottata 
un'implementazione molto simile a quella della pseudodinamica classica (vedi par. 2.1.3) che 
suddivide nella parte analitica il calcolo degli spostamenti del passo successivo nella parte dovuta 
ai soli G.d.L. puramente numerici (N) da quella dovuta agli spostamenti della parte in comune 
alle due strutture (C). In questo modo nella parte analitica non si necessita di alcuna predizione 
relativa ai nodi in comune migliorando notevolmente le caratteristiche del metodo. La presenza di 
sottopassi fa tuttavia perdere parzialmente l'effetto benefico. Lo schema dell'implementazione è 
riportato in Tabella (2.2.4.3), utilizzando direttamente la correzione nelle forze e negli spostamenti 
e considerando la massa e lo smorzamento del sistema analitico concentrati sui G.d.L. N. 
Va notato che un'implementazione di questo tipo è realizzabile solo se la struttura analitica 
si comporta in modo elastico lineare. In caso contrario anche il presente metodo dovrà essere 
implementato secondo lo schema riportato nella Tabella (2.2.4.2) perdendo il vantaggio descritto. 
2.2.4.4 Formulazioni alternative 
Le formulazioni analizzate precedentemente possono essere proposte con molte varianti. Un 
primo parametro libero, implicitamente presente nelle formulazioni presentate nelle Tabelle (2.2.4.1-
2.2.4.2) è già stato delineato nella presentazione del metodo a esplicito di Hulbert e Chung. Il fatto 
di considerare una matrice di massa lumped implica un libertà di scelta sui nodi di connessione fra la 
struttura sperimentale e quella analitica. Si può infatti supporre di concentrare l'intera massa sulla 
struttura sperimentale con l'effetto di diminuire la frequenza più alta della sottostruttura stessa 
oppure di distribuire la massa mediante dei pesi sulle due sottostrutture numerica e sperimentale. 
Come più volte sottolineato in precedenza, la soluzione proposta utilizza gli spostamenti, le 
velocità e le accelerazioni dell'integrazione sperimentale ad inizio passo, per eseguire una predizione 
di tali grandezze a fine passo ed utilizzarle come vincoli sulla parte analitica. Un'alternativa è quella 
di calcolare ad inizio passo una media pesata tra i valori sperimentali e quelli numerici (ottenuti 
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Tabella 2.2.4.3: Schema improved inter-field con correzione nelle forze e negli spostamenti, con 
parte analitica priva di massa e smorzamento nei nodi di connessione; step generico per lo schema 
con il metodo a-HCE per il processo sperimentale 
integrazione della sottostruttura 
sperimentale 
lettura fi int e fi+l int 
dal processo analitico 
scrittura di di,C 
nel processo analitico 
k=O 
fi int = fi int 
+ ( KccN - KcN (K~~*) -l KNc) · 
d· c t'-
fi in t = fi+ l int 
+ ( KccN - KcN (K~~*) -I KNc) · 
( di,C + !J.t2vi,C + ~B-i,c) 
se k < nss 
fi*.r...k... = fex Lab (ti+ ...!L) 
:· [ fi+ ~ int l ~·~i+.;, 
nss 
-CLvi+...k... 
nss 
M -lf* ai+lti.!-a1'n = L · lti.! 
nss t+ nss 
- l ai+lti.!-a - -1- . 
nss nl Om 
( ai+lti.! -am - am~+_k_) 
nss ns.t 
vi+lti.! = vi+...JL +(l - 1) !J.toai+...k... 
nss nss nss 
+1 !J.toai+ lti.! 
nss 
di+lti.! = di+...k... + !J.tovi+...k... 
~s n~ ~· 
+ ( ~ - /3) !J.t5ai+...k... + f3!J.t5ai+ltil 
nss nss 
imposizione di di+lti.! alla struttura 
nss 
lettura si+lti.! dalla struttura 
nss 
k=k+l 
k=O 
i=i+l 
integrazione della sottostruttura 
analitica 
scrittura di fi int e fi+l int 
nel processo sperimentale 
lettura~ c 
' dal processo sperimentale 
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con le predizioni). Pensando di utilizzare pesi diversi per ognuna delle variabili di stato, questa 
strategia introduce 3 parametri liberi. In dettaglio, considerando ad esempio lo schema improved 
inter-fie/d, riportato in Tabella (2.2.4.2) invece di "unire" ad inizio passo le variabili algoritmiche 
del processo analitico sui nodi di connessione a quelle sperimentali 
d· c -d· c t, , an - t, , sp 
Vi,C, an= Vi,C, sp 
<1i,c, an = <1i,c, sp 
- ~p ' 
di+2,C, an= di,C, an+ ~tlvi,C, an+ T3i,C, an 
Vi+2 C an = Vi C an + ~t13i C an 
' ' 1 ' ' ' 
<1i+2,C, an = <1i,C, an 
(2.2.4.13) 
s1 possono pesare con i valori di predizione, mediante wd, wv e Wa, rispettivamente sugli 
spostamenti, sulle velocità e sulle accelerazioni: 
dove 
di,C, an= wddi,C, sp +(l- wd) di,c, an 
Vi C an= WvViC sp + (1- Wv)ViC an 
' f ' ' ' ' 
<1i,C, an = Wa3i,c, sp + (1 - Wa) ~.c, an 
- ~ 
di,C, an= di-2,C, an+ ~tlvi-2,C, an+ T3i-2,C, an 
Vi,C, an= Vi-2,C, an+ ~tlai-2,C, an 
<1i,C, an = ~-2,C, an 
in mancanza di correzione negli spostamenti oppure 
- !::lt2 
di C an= di-l C an+ ~t2V•-1 C an+ :::::.::.2.2 ~-l C an ' , ' ' " ' ' , ' 
Vi,C, an= Vi-l,C, an+ ~t2~-l,C, an 
~.c, an= <1i-I,C, an 
con correzione. 
{2.2.4.14) 
{2.2.4.15) 
(2.2.4.16) 
Va notato che l'utilizzo di Wa = O conduce alla soluzione ~c an = <1i-2 c an = 
' ' ' ' 
<1i-4,C, an= .. = ao,c, an ossia ad una soluzione con accelerazione costante sul nodo di connessione, 
indipendentemente dalla forzante esterna con la conseguenza di non dare soluzioni corrette. 
Le formulazioni proposte posseggono una dissimmetria nel trattamento delle due partizioni 
(parte sperimentale e parte analitica) della struttura globale. l metodi di partizione del dominio 
proposti nell'ingegneria strutturale, decompongono il dominio in molte strutture analizzandole nello 
stesso modo senza assegnare loro priorità particolari. Si ritrovano in letteratura metodi che consid-
erano l'accoppiamento mediante lo "scambio" sia delle forze tra le partizioni. {Park et al., 1997) 
sia degli spostamenti (Fahrat et al., 1998). Gli stessi concetti possono essere considerati in via 
teorica sul test pseudodinamico. Per quanto concerne l'aspetto di considerare indipendenti le due 
strutture ed imporre il vincolo di congruenza, l'applicazione diretta al metodo di prova PSD contin-
uo non è proponibile viste le possibili discontinuità in spostamenti che si verrebbero a creare nella 
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parte sperimentale. Si possono così studiare delle implementazioni che utilizzano le forze di scambio 
tra le due strutture. L'aspetto sperimentale tuttavia rende complicato mantenere il miglioramento 
ottenuto in termini di sfasamento con lo schema improved inter-field. Le forze che la struttura 
sperimentale esercita su quella analitica non possono essere infatti facilmente predette. 
La formulazione con scambio di forze, presentata direttamente nel caso improved inter-field 
con correzione nelle forze e negli spostamenti in Tabella (2.2.4.4) merita alcune considerazioni. Il 
calcolo delle forze sui nodi di interfaccia può essere eseguito con lo stesso principio definito dalle 
equazioni (2.2.4.14). Ponendo 
~+2 = 
Wdf ( di,C, sp +~t l Vi,C, sp + ~~.c. sp) + (1 - Wdf) di+2,C, an ] 
di+2,N, an 
Wvf (vi,C, sp +~t1~,C, sp) + (1- Wvf)Yi+2,C, an l 
Vi+2,N, an 
Waf3i,C, sp + (1 - Waf) 3i+2,C, an l 
3i+2,N, an 
per quanto riguarda l'integrazione con passo ~t1 e 
~+l= 
Wdf ( di,C, sp + ~t2vi,C, sp + ~3i,C, sp) + (1 - Wdf) di+l,C, an ] 
di+l,N, an 
Wvf (vi,C, sp + ~t2~,C, sp) + (1- Wvf) Vi+l,C, an l 
Vi+l,N, an 
Waf3i,C, sp +_(l - Waf) 3i+l,C, an l 
3i-r-I,N, an 
(2.2.4.17) 
(2.2.4.18) 
per l'integrazione con il passo ~t2 ; le forze di interazione possono essere così valutate nel modo 
seguente 
fex CN (ti+2) 
fex N (ti+2) 
fex CN (ti+I) 
fex N (ti+I) 
(2.2.4.19) 
Per quanto riguarda gli spostamenti finali essi possono essere valutati ad inizio passo mediante 
l'Equazione (2.2.4.14). Si fa notare che i pesi definiti nelle equazioni (2.2.4.17, 2.2.4.18) (wdf· 
Wvf, Waf) per il calcolo delle forze possono essere diversi da quelli per il calcolo degli sposta menti 
(Eq. 2.2.4.14). 
Per quanto concerne l'integrazione della parte sperimentale e l'esecuzione dei sottopassi 
l'algoritmo può essere migliorato dal punto di vista dell'interpolazione delle forze fi+I int e fi+l int 
si possono inoltre proporre varianti per quanto riguarda il calcolo delle forze di interazione. Si 
può pensare infatti di andare oltre la semplice interpolazione lineare e proporre una variazione 
ad esempio parabolica oppure logaritmica. Va notato naturalmente che questo fatto implica una 
comunicazione più amplia tra i due processi ed una difficoltà aggiuntiva in caso di struttura analitica 
non lineare. 
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Considerando il caso senza sottopassi, un'ulteriore modifica può essere l'utilizzo di un fattore 
di rilassamento sulla forza di interazione oppure sulla variazione di forza. 
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Tabella 2.2.4.4: Formulazione con scambio di forze per lo schema CD-CD:step generico 
integrazione della sottostruttura 
sperimentale 
lettura fi int, an e fi+l int, an 
dal processo analitico 
scrittura di 
d·c v·c ~·c e t, , spr t, , spr ""'1, , sp 
fi+l int, sp• fi+2 int, sp 
nel processo analitico 
k=O 
se k < nss 
di+ ti..! = di+__k__ + ~t0vi+__k__ 
nss nss nss 
f!..t2 
+Tai+__k__ 
nss - ~ vi+.ti..! = vi+__k__ + 2 ai+__k__ 
nss nss nss 
imposizione di di+ll.! 
nss 
alla struttura 
lettura si+.ti..! dalla struttura 
nss 
f - f + k+l i+ ti..! int - i int ~ · 
(i;+l int - fi int) •• 
fi~ll.! = fex Lab (ti+ ti..!) 
:·[ fi+! int l ~·~i+~ 
nss 
-CLvi+.ti..! 
- (Mnss +~C )-1 f* ai+.ti..! - L 2 L . ti..! ~s *n 
- ~ ss 
vi+.ti..! = vi+.ti..! + 2 ai+.ti..! 
nss nss nss 
k=k+l 
k=O 
i=i+l 
fi+l int, sp = fex Lab (ti+l) - MLéli 
-CLvi- Si 
fi+2 int, sp = fex Lab (ti+2) - MLéli 
-CLvi- Si 
integrazione della sottostruttura 
analitica 
scrittura di fi int an e fi+l int an 
' ' 
nel processo sperimentale 
lettura di,C, sp• Vi,C, sp• éli,C, sp• fi+l int, sp e 
fi+2 int, spdal processo sperimentale 
éti= 
wddi,C, sp + (l - wd) di,C, an 
di,N, an 
WvVi,C, sp + (1- Wv) Vi,C, an 
Vi,N, an 
Wa~,C, sp + (1 - Wa) éli,C, an 
Vi+l,N, an 
Wa~+l,C, sp + (l - Wa) ~+l,C, an 
~+l,N, an 
i=i+l 
Analytical 
structure 
4ff)}N 
3' c ·. i L } Experimental 
structure 
~ 
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Figura 2.2.5.1: Schema della struttura a 4 G.d.L. provata numericamente e sperimentalmente 
Tabella 2.2.5.1: Rigidezza della struttura a 2 G.d.L. testata in laboratorio: stima con elementi finiti 
e misura sperimentale 
K 6 [ 14.592 -7.577l 
L ,num = 10 -7.577 4.335 
K = 106 [ 12.450 -6.600 l 
L,sper -6.600 3.900 
2.2.5 Analisi numeriche 
Nel rapporto (Pegon & Magonette, 1999), gli algoritmi presentati nel paragrafo 2.2.4 sono 
stati studiati numericamente su un sistema a 2 G.d.L. in un vasto range di frequenze. In particolare 
si è usato lo schema CD nella parte sperimentale e gli schemi CD e TR nella parte analitica. Per 
estendere la validità delle analisi, vista l'inapplicabilità agli schemi partizionati della decomposizione 
modale, si sono eseguite delle simulazioni numeriche con il programma CASTEM2000 su un sistema 
a 4 G.d.L. composto da una struttura sperimentale a 2 G.d .L. ed una struttura numerica con 3 G.d .L. 
(Fig. 2.2.5.1), rimanendo in ambito elastico lineare.Per quanto riguarda la struttura sperimentale è 
stata simulata numericamente la trave test in acciaio presente nel laboratorio ELSA (Fig. 2.2.5.2), 
composta da due travi quadrate di sezione 150 x 150 mm con asse distante 600 mm legate tra loro 
da piccole travi con la stessa sezione, alle quali sono collegati i martinetti ogni 1.8 m. La rigidezza 
delle travi è stata in un primo tempo valutata numericamente mediante una schematizzazione 
rudimentale agli elementi fin iti con elementi tridimensionali a 4 nodi e poi in fase sperimentale. Si 
riportano in Tabella (2.2.5.1) i risultati, seguendo la nomenclatura 
KL = [ KLL KLc l 
KcL KccL 
(2.2.5 .1) 
Si può notare come i vari termini differiscano in media di un 12% imputabile alle deformazioni 
delle connessioni non valutate nella schematizzazione agli elementi finiti. Le simulazioni numeriche 
presentate sono state eseguite per motivi cronologici con i dati numerici in un primo tempo e 
parzialmente rieseguite e/o approfondite in un secondo tempo con i dati sperimentali. 
Se la struttura riportata in Figura {2.2.5.1) è considerata come una trave continua a 4 G.d.L., 
incastrata all'estremità relativa alla parte sperimentale, per i motivi dovuti alla condensazione sui 
gradi di libertà traslazionali, presentati nel paragrafo 2.1.3, la matrice di rigidezza della trave 
diverrebbe piena. È stata per questo considerata una struttura diversa con una matrice di rigidezza 
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·Jil; 
Figura 2.2.5.2: Mensola a 2 G.d.L. utilizzata come sottostruttura sperimentale nella struttura 
globale a 4 G.d.L. 
con i termin i dei G.d.L. L relativi ai G.d.L. N nulli4 . Seguendo le prime indagini sperimentali 
presentate in (Pegon & Magonette, 1999) sono state considerate delle masse concentrate pari 
a 20 t in ogni nodo e le rigidezze della parte analitica sono state scelte in modo da avere d'è lle 
frequenze ben distinte nella struttura globale, pari a 
h= 0.48Hz h= 2.9Hz fs= 4.6Hz !4 = 9.5Hz . (2.2.5.2) 
A tale scopo è stata usata la seguente matrice di rigidezza relativa alla struttura analitica 
[ 
35.468 -32.555 9.692] 
KN = 106 -32.555 32.262 -5.578 
9.692 -5.578 7.414 
(2.2.5.3) 
La matrice di rigidezza globale usata in un primo tempo nelle simulazioni è stata di conseguenza 
la somma di KL,num e KN 
-7.577 
39.802 
-32.555 
9.692 
o 
-32.555 
32.262 
-5.578 
9.~92] 
-5.578 
7.414 
(2.2.5.4) 
4 Diventano tali ad esempio utilizzando un vincolo di cerniera tra le due strutture sul nodo di connessione, con 
la struttura numerica ulteriormente vincolata altrove in modo da non risultare labile, oppure impedendo la rotazione 
del nodo di connessione nella struttura analitica . 
Con queste scelte le frequenze delle singole sottostrutture sono risultate5 
fiL = 0.63H z /IN = 2.81H z 
hL = 4.86H z f2N = 6.51H z 
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È stato infine considerato uno smorzamento globalmente di tipo non proporzionale, ma pro-
porzionale alle sottostrutture6. In dettaglio è stato considerato un damping del 2% sia sulla sot-
tostruttura sperimentale che quella analitica7 . La struttura è stata sollecitata con un'accelerazione 
sinusoidale alla base con una frequenza vicina alla prima frequenza di risonanza 
l 
a9 (t)= 100 
sin (1.01 · 27rfit) (2.2.5.5) 
ed è stata integrata in un intervallo (0, t1] pari ai primi 6 periodi fondamentali
8 (t!= 6T1 = J
1 
). 
Sono state eseguite analisi con passo di integrazione l:lt = l:lt2 variabile tra lO~rr A e 1lrr A 9 ed un 
numero di sottopassi pari ad 2i con i = 0 .. 3, utilizzando lo schema di base descritto al paragrafo 
2.2.4. 
Per quanto riguarda lo studio dell'accuratezza degli algoritmi si è fatto uso della definizione 
di errore su una singola componente, riportata in (Pegon & Magonette, 1999), che contemplasse 
l'evoluzione dell'errore nell'intervallo di integrazione (0, t1] 
(2.2.5.6) 
2.2.5.1 Analisi di stabilità 
Le simulazioni hanno dimostrato che l'accoppiamento fra le due sottostrutture, ed in parti-
colare il trattamento "esplicito" del nodo di connessione10 , rende gli algoritmi proposti più deboli 
rispetto ai limiti teorici degli stessi presi singolarmente. In particolar modo si sono evidenziate le 
seguenti peculiarità: 
• gli algoritmi simp/e interfield si sono rivelati instabili anche per pass1 di integrazione 
estremamente ridotti, dell'ordine di 20~rr A; 
5 Per quanto riguarda la parte analitica, visto che in una prima fase le masse sono state concentrate sui nodi 
N, le frequenze sono state calcolate considerato vincolato il nodo di connessione C. 
6 Seguendo il testo (Pegon, 1996a) si è deciso di considerare uno smorzamento che potesse essere differen-
ziato sulle due sottostrutture. Se nella struttura testata, come già sottolineato, normalmente si considera uno 
smorzamento nullo, sarebbe irrealistico considerare completamente priva di smorzamento la parte numerica. 
7 cfr. nota 5 
8 Al tempo t f, con il damping utilizzato, la struttura è pressoché a regime. 
9 rr}
1 
risulta il passo di tempo critico relativo alla frequenza fondamentale della struttura globale per il metodo 
CD (OcR= 2). 
10 si veda il paragrafo 2.2.4 
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• a parità di trattamento gli algoritmi CD - TR e TR - TR possiedono limiti di stabilità tra 
loro paragonabili e lievemente superiori rispetto agli algoritmi CD- CD; 
• il metodo CD accoppiato con l'algoritmo CH-a per la parte analitica (algoritmo CD- CH-a), 
in presenza di smorzamento possiede un limite di stabilità estremamente ridotto; 
• in generale in tutti gli algoritmi le correzioni hanno effetto di migliorare il limite di stabilità del 
metodo. In particolare le singole correzioni nelle forze o negli spostamenti danno all'incirca 
lo stesso limite che risulta innalzato con la loro contemporaneità; 
• il metodo CD - Hll non migliora le proprietà degli altri algoritmi; 
• il metodo HCE-a- TR fornisce risultati buoni solo con un'implementazione improved inter-
field con correzione nelle forze e negli spostamenti; 
• sulla struttura in esame i migliori risultati si sono ottenuti con il metodo HCE-a - ~§ con 
un solo sottopasso che possiede gli stessi limiti del metodo H CE-a sull'intera struttur~! 1 ; 
.~. 
• le buone caratteristiche del metodo HCE-a- TR diminuiscono all'aumentare del numero di 
sottopassi, tanto più quanto più si riduce lo smorzamento·algoritmico; 
• tutte le instabilità rilevate possiedono una frequenza pari alla frequenza più alta del sistema 
globale, sembrano imputabili quindi ad uno smorzamento negativo e connessi ad un fenomeno 
di ritardo. 
Al fine di stimare le causa dell'instabilità si sono eseguite ulteriori indagini con lo schema 
CD - TR; in particolare si è usata una struttura analitica con ulteriori gradi di libertà e frequenze 
più elevate. Le nuove simulazioni hanno evidenziato che, come auspicato, una delle cause causa di 
instabilità è la frequenza più alta della struttura sperimentale. 
Il range dei limiti di stabilità ottenuti in rapporto al passo critico della struttura di laboratorio 
sono riportati nelle Tabelle (2.2.5.2), (2.2.5.3) e (2.2.5.4) rispettivamente per gli schemi CD- CD, 
CD - TR, TR - TR. In Tabella (2.2.5.5) sono riportati gli stessi risultati per gli schemi CD - CH-a 
e HCE-a - TR. Per quanto riguarda lo schema CD - TR, oltre che per lo schema presentato in 
Tabella (2.2.4.2),.si riportano i risultati ottenuti con spostamento del G.d.L. di connessione pari a 
f::it2 
di+l,C = di,O + ~tlvi,O + .=:p-~,c. 
Per quanto riguarda lo schema CD-TR con correzione in forza e spostamento va notato che 
entro il limite di stabilità le simulazioni hanno evidenziato il carattere lievemente dissipativo dello 
schema. 
11 Vanno naturalmente considerate tutte le limitazioni imposte dalla particolare implementazione necessitata dal 
metodo. 
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Tabella 2.2.5.2: Range del limite di stabilià per lo schema CD- CD 
Algoritmo 7r hL. fltcr 
CD - CD SI nss = l [0%, 5%] 
CD - CD SI nss = 2 [0%, 5%] 
CD - CD SI nss = 4 [0%, 5%] 
CD - CD SI nss = 8 [0%, 5%] 
CD- CD Il nss =l [20%, 21%] 
CD - CD Il nss = 2 [18%, 20%] 
CD - CD Il nss = 4 [18%, 20%] 
CD - CD Il nss = 8 [18%, 20%] 
CD - CD Il + CF nss = 2 [20%, 21%] 
CD - CD Il + CF nss = 4 [20%, 21%) 
CD - CD Il + CF nss = 8 [20%, 21%] 
CD - CD Il + CD nss = l [20%, 21%] 
CD - CD Il + CD nss = 2 [19%, 20%] 
CD- CD Il +CD nss = 4 [18%, 20%] 
CD- CD Il+ CD nss = 8 [18%, 20%] 
CD- CD Il+ CD+ CF nss = 2 [21%, 22%] 
CD - CD Il + CD + CF nss = 4 [21%, 22%) 
CD - CD Il + CD + CF nss = 8 [20%, 21%] 
Tabella 2.2.5.3: Range del limite di stabilià per lo schema CD- TR 
Algoritmo 7r h,L · fltcr 
CD - TR SI nss = l [0%, 5%] 
CD - TR SI nss = 2 [0%, 5%] 
CD - TR SI nss = 4 [0%, 5%] 
CD - TR SI nss = 8 [0%, 5%] 
CD - TR Il* nss = l [11%, 12%] 
CD - TR Il nss = l [23%, 25%] 
CD - TR Il nss = 2 [20%, 23%] 
CD - TR Il nss = 4 [20%, 23%] 
CD - TR Il nss = 8 [20%, 23%] 
CD - TR Il + CF nss = 2 [23%, 25%] 
CD - TR Il + CF nss = 4 [23%, 25%] 
CD - TR Il + CF nss = 8 (23%, 25%] 
CD - TR Il + CD a nss = l [11%, 12%] 
CD - TR Il + CD b nss = l [20%, 23%] 
CD - TR Il + CD nss = 2 [20%, 23%] 
CD - TR Il + CD nss = 4 [20%, 23%] 
CD - TR Il + CD nss = 8 [20%, 23%] 
CD - TR Il + CD + CF nss = 2 [25%, 28%] 
CD - TR Il + CD + CF nss = 4 [25%, 28%] 
CD - TR Il + CD + CF nss = 8 [20%, 23%] 
266 
Tabella 2.2.5.4: Range del limite di stabilià per lo schema TR- TR 
Algoritmo 7rf2,L · ~tcr 
TR- TR l nss =l [20%, 23%] 
TR- TR l nss = 2 [20%, 23%] 
TR- TR l nss = 4 [20%, 23%] 
TR- TR l nss = 8 [20%, 23%] 
TR- TR l +CF nss = 2 [20%, 23%] 
TR- TR l +CF nss = 4 [20%, 23%] 
TR- TR l +CF n 88 = 8 [20%, 23%] 
TR- TR l +CD b n 88 =l [25%, 28%] 
TR- TR l +CD nss = 2 [23%, 25%] 
TR- TR l +CD nss = 4 [23%, 25%] 
TR- TR l +CD n 88 = 8 [20%, 23%] 
TR- TR l + CD + CF nss = 2 [25%, 28%] 
TR- TR l + CD + CF nss = 4 [25%, 28%] 
TR- TR l + CD + CF nss = 8 [25%, 28%] 
Tabella 2.2.5.5: Range del limite di stabilià per gli schemi CD - a-HC e a-HCE - TR 
Algoritmo 7r J2,L · ~tcr 
CD - CH-a Il n 88 = l [0%, 10%] 
CD - CH-a Il + CF nss = l [0%, 10%] 
CD - CH-a Il + CD nss = l [0%, 10%] 
CD - CH-a Il + CD + CF nss = l [0%, 10%) 
HCE-a Pb = 0.0 - TR Il + CD + CF nss = l [51%, 57%) 
HCE-a Pb = 0.0- TR Il+ CD+ CF nss = 2 [64%, 72%) 
HCE-a Pb = 0.0- TR Il + CD + CF nss = 4 [72%, 100%) 
HCE-a Pb = 0.0 - TR Il + CD + CF nss = 8 [36%, 40%) 
HCE-a Pb = 0.5 - TR Il + CD + CF nss = l [51%, 57%] 
HCE-a Pb = 0.5 - TR Il + CD + CF nss = 2 [64%, 72%] 
HCE-a Pb = 0.5 - TR Il + CD + CF nss = 4 [51%, 57%) 
HCE-a Pb = 0.5 - TR Il + CD + CF nss = 8 [32%, 36%] 
HCE-a Pb = 1.0 - TR Il + CD + CF nss = l [51%, 57%] 
HCE-a Pb = 1.0 - TR Il + CD + CF nss = 2 [72%, 100%] 
HCE-a Pb = 1.0 - TR Il + CD + CF nss = 4 [45%, 51%] 
HCE-a Pb = 1.0 - TR Il + CD + CF nss = 8 [32%, 36%] 
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2.2.5.2 Analisi di accuratezza 
Le simulazioni eseguite in termini di accuratezza hanno fornito i risultati riportati nelle Figure 
(2.2.5.3-2.2.5.7). Visti i bassi limiti di stabilità dei casi simp/e inter-field e CD - CH-a si riportano 
i risultati dei metodi CD- CD, CD- TR, HCE-a- TR improved inter-field. Per quanto riguarda 
gli algoritmi HCE-a - TR si riportano solo i casi con correzione nelle forze e negli spostamenti. 
Al fine di valutare le prestazioni degli algoritmi, nelle figure si riportano anche i risultati ottenuti 
applicando gli algoritmi CD e TR con passo !:1t2 e !:1t1 alla struttura globale. 
l risultati sono così riassumibili: 
• in mancanza di sottopassi (Fig. 2.2.5.3)12: 
esclusi gli algoritmi CD - TR e TR - TR con correzione negli spostamenti, tutti gli 
schemi improved inter-field mantengono un'accuratezza del secondo ordine; l'errore 
inoltre risulta intermedio a quello fornito dall'algoritmo della struttura analitica con 
passo !:1t1 = 2!:1t2 applicato alla struttura globale e a quella dell'algoritmo sulla parte 
sperimentale con passo !:1t2; 
l'algoritmo con le migliori prestazioni risulta il metodo combinato HCE-a- TR con la 
parte esplicita priva di smorzamento algoritmico (pb = 1.0); 
la correzione in spostamento negli algoritmi CD-TRe TR- TR determina un errore 
marcato per passi di integrazione elevati, ma con un'accuratezza tendente al terzo 
ordine; 
data la mancanza di massa e smorzamento sui nodi di connessione, il metodo CD -
CD riesce a calcolare la forza di accoppiamento con un set di spostamenti congruenti 
con quelli dello schema esatto; il fatto comporta che l'algoritmo privo di correzione 
negli spostamenti abbia circa lo stesso errore dell'algoritmo CD sulla struttura globale 
di passo !:1t1 = 2~t2 , mentre la correzione porta ad avere un errore simile all'algoritmo 
CD sulla struttura globale di passo !:1t2 ; 
esclusi gli algoritmi con il metodo HCE-a sulla sottostruttura sperimentale, che come 
visto necessita di un'implementazione particolare con molte limitazioni, a parità di trat-
tamento (= con o senza correzioni) l'algoritmo più accurato risulta CD- CD, seguito 
da CD - TR ed in ultimo TR - TR. 
• eseguendo 2 o più sottopassi (Figure 2.2.5.4-2.2.5.7): 
la mancanza di correzioni in forza e spostamenti rende gli algoritmi del primo ordine ed 
ha l'effetto di condurre tutti gli algoritmi allo stesso errore; 
12 la correzione nelle forze per n88 = l non ha effetto. 
i 
l 
l 
l 
l 
l 
L O G (H) 
CD & 1 
C02 A 1 
--~~~---- iR & 1 
- - - -- - TR2 61 
----------- CO-CDII 
CO-COII+CO 
CD-lR Il 
- - -- ·- ·- CO-lRII+CO 
TR-lRII 
lR-lRII+CO 
I+:E· •P ,•1.0-lR+CF+CD 
I+:E· •P b .05- TR +CF +CO 
I+:E· •P ,.oO-lR+CF+CO 
Figura 2.2.5.3: Errore nello spostamento d1 in assenza di sottopassi (n 5 8 = l) 
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la sola correzione negli spostamenti ha un effetto dannoso sull'accuratezza, in quanto 
per un lungo tratto gli algoritmi hanno un pendenza negativa; 
la sola correzione nelle forze riporta gli algoritmi ad un'accuratezza del secondo ordine; 
la doppia correzione nelle forze e negli spostamenti fa tendere l'accuratezza al terzo 
.-- ..... 
ordine, ma, nei casi CD - TR e TR - TR in alcuni tratti l'accuratezza può risultare 
inferiore al caso privo di correzione negli spostamenti; 
il numero di sottopassi nella sottostruttura di laboratorio, rn presenza di correz1om 
nelle forze, indipendentemente dalla presenza della correzione negli spostamenti, non 
deteriora la soluzione rispetto al passo singolo; 
2.2.5.3 Analisi con formulazioni alternative 
Al fine di migliorare la stabilità del metodo sono state testate numerose varianti. 
• fattore di rilassamento sulla forza di interazione efo fattore di rilassamento sulla variazione 
di forza di rilassamento 
il risultato perde in accuratezza e non migliora la stabilità 
0::0:: 
c 
0::0:: 
0::0:: 
<.q 
<.q 
'-
-.: 
o~~-----------------.--~---------
if 
l 
::: -2 
<::l 
0::0:: 
c 
c 
~ 
4 ·--------~----------------------------------~ 
·2.00 -1.60 ·1.20 
LOG(AT) 
l 
CD & l 
CD2 &l 
CD & !In 
1R & l 
1R2 H 
CD-COU 
CO-COR+CD 
CO-CDH+CF 
co-con +CD +CF 
CD-TRU 
CD-TRH+CD 
CD-lRD+CF 
CD~ TR D+CD•CF 
1R-1Rn 
1R-1RH+CD 
lR-lRII+CF 
1R- TR Il +CD +CF 
HCE· op b =1.0-lR +Cf t CO 
HCE· •P b :0.5-lR+CF•CO 
HCE· <p b :0.0 -lR +CF t CO 
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~--------- ____ _______/ 
Figura 2.2.5.4: Errore nello spostamento d1 con nss = 2 sottopassi nella parte sperimentale 
0::0:: 
c 
0::0:: 
0::0:: 
<.q 
<.q 
'-
~ 
::: ·2 
~ 
0::0:: 
c 
c 
~ ~;:;;;;= .... -
.... ---___..,-~ ----
·2.00 
LOG(AT) 
~ 
; 
/ ---------
_ .. ·· 
-1.60 -1.20 
·--~ 
CD li 
CD2 li 
CO llln 
TR il 
TR2 & t 
CD-CDII 
CD- CO li !CD 
CD-CDII +CF 
CD- CD li !CD !CF 
CD- TRII 
CD- TRII +CD 
CD- TRII +CF 
CD- TR Il +CD +CF 
TR-TRII 
TR- TRII +CO 
TR- TRII +CF 
TR- TRII +CD +CF 
HCE- op b=1.0-TR+CF+CD 
HCE· op b:0.5-TR+CftCD 
HCE· •P b:O.O-lR+CftCO 
______/ 
Figura 2.2.5.5: Errore nello spostamento d1 con nss = 4 sottopassi nella parte sperimentale 
o • 
- .. -~·····. 
4 ~--------------------------~----------------~ 
·2.00 ·1.60 ·1.20 
LO G (H) 
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(--~----------------~-----,\ 
. co 41 . 
CD2 41 
CD !1/n • 
--------- TR H 
-- - - - -- TR2 ili 
CD-CDII 
CD-CDII+CD 
CD-CDII +CF 
CD -CDII +CD +CF 
CD-TRII 
CD- TRII +CF 
CD- TR U +CD +CF 
TR-TRII 
TR-TRII+CD 
TR-TRII+CF 
TR- TR Il +CD +CF 
HCE· ap b =1.0-TR+CF+CO 
HCE· ap b~5-TR+CF+CD 
HCE· ap b~.O-TR+CF+CO 
Figura 2.2.5.6: Errore nello spostamento d1 con nss = 8 sottopassi nella parte sperimentale 
·6 
o~.-------------------------~ 
r~/_, 
~/ 
'-
n, 
CD li 
CD2 il 
CO ltln 
------ TR li 
• 
TR2 l t 
CD-CDII 
CD-CDII +CO 
CD-CDII+CF 
CO-CDII +CO +CF 
CD- TRII 
CO- TRII +CO 
CO- TRII +CF 
CO -TR Il +CO +CF 
TR-TRII 
TR-TRU+CO 
TR- TRW+CF 
TR- TRII +CO +CF 
HCE· t p b =1.0- TR +CF +CD 
HCE· o p b ~.5- TR +CF +CO 
HCE· up b ~0-TR+CF+CO 
'----------------_/ 
Figura 2.2.5.7: Errore nello spostamento nello spostamento d1 in funzione del numero dei sottopassi 
nss nella parte sperimentale per Àt2 = 10~7T A 
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• interpolazione parabolica della forza di reazione 
(2.2.5.7) 
sono state verificate più metodologie 
interpolazione parabolica utilizzando l'accelerazione iniziale sul nodo di contatto e quella 
costante media sui nodi numerici dove 
(2.2.5.8) 
va notato che tale interpolazione differisce dallo schema standard anche senza eseguire 
sotto passi 
- interpolazione parabolica all'indietro (consistente all'implementazione standard senza 
sottopassi) 
(2.2.5.9) 
dove 
(2.2.5.10) 
interpolazione utilizzando l'accelerazione del nodo di contatto esatta 
(2.2.5.11) 
va notato che quest'ultima soluzione computazionalmente richiede un'implementazione 
particolare simile a quella proposta per il metodo H CE-a-TR13 ). 
Tutte le implementazioni migliorano l'accuratezza ma non la stabilità. 
13 Si veda il paragrafo 2.2.4.3. 
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• Formulazioni con pesi sulle variabili relative ai nodi di contatto14 
Le equazioni {2.2.4.5) evidenziano come la condizione al contorno in termini di spostamento 
sia pesante. Si può allora considerare di ridurre il vincolo imponendo la congruenza in termini 
di sole accelerazioni e velocità. A partire dalle equazioni {2.2.4.14) si sono analizzati allora i 
seguenti casi 
l. wd =O, Wv = l e Wa =l; 
2. Wd =O, Wv =O e Wa =l; 
Le simulazioni numeriche hanno evidenziato come diminuendo il grado di vincolo vi fosse una 
notevole perdita di accuratezza a fronte di un marginale miglioramento in termini di stabilità. 
• Formulazioni con scambio di forze 
Le analisi hanno evidenziato come con opportune scelte dei pesi, la formulazione con scambio 
di forze possa condurre ad un limite di stabilità superiore rispetto a quello evidenziato dal 
metodo con implementazione classica. Va tutavia rilevato come tanto più il limite di st~~ilita 
cresce quanto più l'algoritmo perde in accuratezza. 
14 Si veda il paragrafo 2.2.4.4. 
; 
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2.2.6 Implementazione degli schemi nel programma di prove sperimentali 
L'analisi numerica degli algoritmi ha evidenziato le potenzialità degli algoritmi con la doppia 
correzione nelle forze e negli spostamenti. Con lo scopo di condurre una campagna sperimentale 
si è di conseguenza provveduto ad implementare direttamente gli algoritmi con le correzioni, per 
mezzo del codice C++. compilato per il sistema operativo TNT. 
Al fine di comprendere l'implementazione è necessaria una descrizione dell'architettura 
dell'intero apparato sperimentale (Fig. 2.2.6.1-2.2.6.2). 
Il sistema presente, e testato, in laboratorio prevede che ad ogni attuatore sia dedicato un 
computer distinto con il compito di effettuare le operazioni di controllo15 e lettura dei dati relativi al 
G.d.L. governato dall'attuatore stesso. Gli obiettivi del controllo (nel caso della pseudodinamica gli 
spostamenti target) vengono comunicati ad ogni computer relativo ad un attuatore da un computer 
principale che governa tutte le operazioni tramite una memoria a doppio accesso (Dual-Ram). Per 
questo motivo il computer principale è denominato MASTER mentre i calcolatori relativi agli 
attuatori sono considerati SLAVE. 
Nel computer principale è presente un'interruzione (Ciock) a frequenza regolabile (classica-
mente !st = 500 - 1000 Hz) che ogni fltst = -
1
1 comanda direttamente un set di operazioni, poste 
st 
in una funzione denominata "Newlnt3Handler", qui chiamata per comodità interrupt, legate alla 
lettura dei dati ed all'integrazione della sottostruttura sperimentale. L'ordine temporale delle oper-
azioni è il seguente. Nelle prime fasi l' interrupt entra in comunicazione con gli slave comandando la 
lettura dei dati {forze e spostamenti) in seguito ai movimenti degli attuatori; ottenuti i dati il master 
esegue l'algoritmo di integrazione temporale calcolando i successivi target che vengono passati agli 
slave i quali a loro volta eseguono l'algoritmo di controllo. Tra la fine delle operazioni dell' interrupt 
ed il successivo dock, esiste un lasso di tempo libero nel quale possono essere eseguite operazioni 
con priorità secondarie. Sono stati implementati due tipi di priorità secondarie, una comnprensiva 
del processo di integrazione della parte analitica (che in futuro sarà eseguita su altri computer) con 
alta priorità, l'altra contenente tutte le operazioni di acquisizione, aggiornamento dello schermo 
ecc .. In base alla grandezza della struttura analitica si può decidere quanti sottopassi eseguire, in 
modo che al successivo contatto tra il processo sperimentale e quello analitico, tutte le operazioni 
siano state eseguite. 
Dal punto di vista dell'algoritmo di integrazione temporale, essendo la parte sperimentale 
integrata ogni fltst secondi, il passo di integrazione della struttura sperimentale è legato a fltst per 
mezzo del fattore di espansione dei tempi À (tlt0 = 6~·t ). La parte analitica, integrata nel processo 
in background con un passo di tempo tlt2 = n88 Llt0 , comunica con il processo sperimentale ogni 
n88 passi & controllo. 
Per quanto concerne l'implementazione pratica dei vari metodi va tenuto in considerazione 
15 Lo schema di controllo utilizzato si basa sul metodo PIO, migliorato per mezzo dell'algoritmo Minimal Contrai 
Syntesis (MCS) sviluppato a Bristol (Stoten, 1992). 
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che la prima operazione da eseguirsi nell' interrupt è la lettura delle forze di reazione della struttura 
analitica ed eventualmente la lettura delle forze provenienti dalla struttura analitica. le operazioni 
riportate nelle Tabelle (2.2.4.1 ), (2.2.4.2) e (2.2.4.3) vanno di conseguenza allora spostate in modo 
da possedere la struttura descritta. Il fatto che la struttura analitica sia inoltre integrata contem-
poraneamente a quella sperimentale, implica una piccola differenza anche per quanto riguarda la 
parte di comunicazione dei due processi. Data la priorità del processo nell' interrupt, l'integrazione 
della parte sperimentale deve cominciare con la lettura delle forze del processo analitico, mentre gli 
sposta menti per la parte numerica possono essere "comunicati" in un secondo momento. Analoga-
mente, il processo analitico parte leggendo gli spostamenti della parte sperimentale e può spostare 
in un secondo momento la scrittura delle forze di reazione. A titolo di esempio, si riporta in Tabella 
(2.2.6.1) l'implementazione CD-CD eseguita16 . 
Una particolare nota va riservata al calcolo delle forze esterne. Se nelle tabelle proposte 
sono state presentate forzanti generiche, il test pseudodinamico, viene classicamente eseguito su 
una struttura sottoposta a sollecitazioni sismiche (paragrafo 2.2.2), simulando un moto sincrono 
(o anche asincrono (Pegon, 1996b)) alla base della struttura. Questo fatto si traduce17 1n una 
forzante del seguente tipo 
fex (t) = -a9 (t) MI9 (2.2.6.1) 
dove 19 rappresenta un vettore con componente O oppure l a seconda del tipo di G.d.l. e della 
direzione del sisma. Classicamente le accelerazioni di un sisma sono raccolte in un file con un passo 
di campionatura !:,.T (tipicamente 5, 10 o 20 ms). Come già descritto nel paragrafo (2.2.2) la 
pseudodinamica convenzionale usa il passo di campionatura delle accelerazioni anche come passo 
di integrazione !:,.t = !:,.T, mentre nella pseudodinamica continua si suddivide ogni intervallo !:,.T 
o; 
in molte parti interpolando i valori. 
Se l'obiettivo principale è quello di utilizzare nss = ns (si veda il paragrafo 2.2.2) in modo 
d'avere !:,.t2 = !:,.T, nell'implementazione si è preferito tenere distinti i due passi temporali. In 
particolare il programma funziona nel seguente modo: 
l. Scelta da parte dell'utente del fattore di dilatazione dei tempi À ed del numero di sottopassi 
per la struttura sperimentale nss; 
2. calcolo, in base al passo di campionamento delle accelerazioni alla base, del numero di 
suddivisioni da eseguirsi per la parte analitica 
. (/:,.T) . ( !:,.T ) . ( !:,.TA ) Nb.tz = mt ~ = mt !:,.. = 1.nt A ; 
ut2 n88 to n88ut 8t 
(2.2.6.2) 
16 L'implementazione eseguita considera nulli la massa e lo smorzamento relativi alla struttura analitica sui nodi 
di connessione (si veda il paragrafo 2.2.4}. 
17 Nel caso di moto sincrono. 
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Tabella 2.2.6.1: Schema CD-CD improved inter-field: flusso di operazioni in uno step generico 
integrazione della sottostruttura 
sperimentale 
k=O 
se k < nss 
lettura Si+-L dalla struttura 
nss 
ft+-L = fex Lab (ti+-L) 
:· [ fi+ ~ int l ~·~i+.:, 
nss 
-CLvi+-L 
nss 
ai+-L = (ML + ~CLrl · 
nss 
fi":r_L 
nu 
-- +M.o. vi+-L - vi+-L 2 ai+-L 
nss nss nss 
di+.!tt! = di+-L + .6.t0vi+-lL 
ns1t2 nss nss 
+=~?ai+ -L 
nss 
- +M.o. vi+.!tt! = vi+_k 2 ai+-lL nss nss nss 
imposizione di di+.!tt! 
nss 
alla struttura 
se k =O 
lettura fi+l int e fi int 
dal processo analitico 
f - f + k+l i+.!tt! int - i int n. n 88 ss 
( fi+l int - fi int) 
se k =O 
scrittura di di,c. vi,C e ~.c 
nel processo analitico 
k=k+l 
k=O 
i=i+l 
integrazione della sottostruttura 
analitica 
-CNNVi+2,N 
~+2,N = (MNN + .éf-CNN) -l ft+2 
- !lli Vi+2,N = Vi+2,N + 2 ~+2,N 
fi+2 int = [ KccN KcN ] [ ddi+2,c ] 
t+2,N 
i=i+l 
scrittura di fi int e fi+ 1 intnel processo sperimentale 
3. calcolo dei passi di integrazione 
4. calcolo del valore reale di dilatazione dei tempi18 
À = Lltst 
tlto 
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(2.2.6.3) 
(2.2.6.4) 
A titolo di esempio, supponendo di avere le accelerazioni alla base registrate ogni tlT = 0.01 
s ed un Llt8 t = 0.001 s, scegliendo un fattore di dilatazione dei tempi pari a À = 100.1 ed un 
numero di sottopassi della parte sperimentale pari a n88 = 10, il programma calcola il numero di 
suddivisioni delle accelerazioni per la parte analitica 
( 
llTÀ ) (0.01·100.1) N~t2 = int nssLltst = int 10. 0.001 = 100, (2.2.6.5) 
i passi d i integrazione 
D..t = ~T = 0·01 = O 0001 sec 2 Nf).t
2 
100 . ' tlt0 = t;J' = 10°:01010 = 0.00001 sec nss f).t2 (2.2.6.6) 
ed il nuovo fattore di dilatazione temporale corretto 
À = Lltst = 0.001 = 100 
tlt0 0.00001 
(2.2.6.7) 
Con la presente implementazione il programma legge le accelerazioni alla base da un file e le 
immagazzina in un vettore a9 in cui a9,i = a9 (j · D..T) = a9 (j · n88 • N ~t2 • D..to) 19 . Al fine dell'in-
terpolazione inoltre vengono calcolati gli incrementi di accelerazione relativi rispettivamente alla 
parte sperimentale ed a quella analitica 
(2.2.6.8) 
per mezzo dei quali vengono si calcolano le accelerazioni 
ag,i+h!H,sp = ag,i+-L,sp + Llag,sp ag,i+1,an = ag,i,an + D..ag,an 
nss nss 
(2.2.6.9) 
Un'ulteriore particolarità del programma è l'inizializzazione. Bisogna considerare infatti la 
presenza di due peculiarità: 
l. il test deve poter funzionare anche per condizioni iniziali non nulle e quindi in una fase iniziale 
gli attuatori devono muoversi fino a raggiungere tali condizioni; va tenuto presente il fatto 
che questa non può essere un'azione istantanea; 
2. prima di ese·guire l'integrazione continua il processo numerico deve avanzare di un passo per 
essere in anticipo sulla parte sperimentale. 
18 Il valore definito dall'utente e quello reale coincidono se n88 Lltst è un sottomultiplo di LlT >.. 
19 Si veda il paragrafo 2.2.2 (ns = nss · Nilt2 ). 
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È stata di conseguenza implementata una rampa di canco nella quale, in base ad una 
velocità massima degli attuatori impastabile dall'utente ed allo spostamento maggiore da eseguire 
sui martinetti, si eseguono una serie di spostamenti in fase fino al raggiungimento del set di 
spostamenti voluti (1). 
Per quanto concerne il punto (2), per eseguire il primo passo sulla struttura numerica è 
necessario conoscere l'accelerazione iniziale dei nodi di connessione. Per calcolare quest'ultima 
oltre ad eseguire la rampa di carico, bisogna conoscere le forze che il sistema numerico esercita su 
quello sperimentale. Per poter implementare queste operazioni si sono usate 4 funzioni, due da 
eseguirsi nella classe relativa alla parte sperimentale20 , e due da eseguirsi nel processo analitico in 
background. In ordine cronologico di chiamata sono le seguenti: 
l. funzione lnitA/gorithml 
eseguita in background con bassa priorità, inizializza i vettori e le matrici relativi alla parte 
sperimentale, calcola il passo di integrazione !lt0 , valuta le condizioni iniziali in base alle 
quali comanda una rampa di carico; 
2. funzione lnitNumericA/gorithml 
eseguita in background con alta priorità, inizializza i vettori e le matrici relativi alla parte 
analitica, calcola i passi di integrazione Llh e !lt2 , valuta le condizioni iniziali e calcola le 
forze di interazione fra struttura analitica e sperimentale; 
3. funzione lnitA/gorithm2 
eseguita nell' interrupt, legge le forze f0, int e calcola l'accelerazione iniziale della sottostruttura 
sperimentale; 
4. funzione lnitNumericA/gorithm2 
eseguita in background con alta priorità, esegue il primo passo di integrazione, calcolando 
2.2.6.1 Funzioni e variabili implementate 
nuovi algoritmi21 , dedicati alla pseudodinamica in presenza di sottostrutturazione, sono 
stati inseriti nel programma DuaiPsd, realizzando modifiche nel progetto Dua1Psd22 classes ed in 
particolare nelle classi CDuaiPsdApp e CHighPriorityThread. 
20 l'architettura del programma prevede la presenza di 3 progetti, due relativi alle varie acquisizioni ed una 
relativa alla pseudodinamica vera e propria. Quest'ultimo progetto è suddiviso in due classi, una denominata CDu-
aiPsdApp legata all'esperimento vero e proprio, l'altra, denominata CHighPriority Thread, che esegue le operazioni 
in background con priorità alta, nella quale è inserita l'integrazione della parte analitica. 
21 Si veda il paragrafo 2.2.6.2 
22 Sviluppato dall'ing. P. Buchet. 
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2.2.6.1.a Classe CDuaiPsdApp 
Si sono modificate le seguenti funzioni: 
l. CDua/PsdApp dedicata all'inizializzazione di variabili globali e definiti i blocchi di memoria; 
2. CreateRoundBufferedAcqui e CreateContro/Acqui dedicate all'acquisizione dei blocchi di 
memona; 
3. MultiReadDua/ in cui vengono creati i blocchi di memoria; 
4. Newlnt3Handler 23 ; 
Sono inoltre state create nuove funzioni: 
l. AddMat, SubMat, MultMat, MultMatVec, MultScaMat, TransMat e ldentityMat utilizzate 
rispettivamente per eseguire rispettivamente l'addizione, la sottrazione di matrici, la molti-
plicazione matrice vettore e scalare matrice, la trasposta di una matrice e la creazione della 
matrice identità24 ; 
2. AddVec, SubVec, MultSca Vec e CopyVec nelle quali vengono realizzate le operaz1on1 
algebriche tra vettori25 ; 
3. lnitA/gorithml e lnitA/gorithm2 dedicate all'inizializzazione degli algoritmi26 ; 
4. Ramp chiamata all'interno dell' interrupt esegue quando necessario un rampa lineare di 
sposta menti; 
5. CDG/obal chiamata all'interno dell' interrupt realizza l'integrazione della struttura globale con 
il metodo delle differenze centrali; 
6. CDLab chiamata all'interno dell' interrupt integra la struttura sperimentale con il metodo 
delle differenze centrali; 
7. HCalphaLab chiamata all'interno dell' interrupt integra la struttura sperimentale con il metodo 
aH CE; 
8. OnF4 dedicata allo START-STOP da tastiera mediante il tasto F4; 
Nelle Tabella (2.2.6.2) e (2.2.6.3) si riportano le variabili utilizzate da tutti gli algoritmi. Og-
ni algoritmo inoltre utilizza ulteriori variabili; nelle Tabelle {2.2.6.4), {2.2.6.5), (2.2.6.6) e {2.2:6.7) 
si riportano rispettivamente le variabili aggiuntive relative allo schema CD sulla struttura globale, 
ed agli schemi dedicati alla sola sottostruttura sperimentale CD e HCE-a. 
23 Si veda il paragrafo 2.2.6. 
24 l vettori e le matrici utilizzate sono stati numerati in modo convenzionale con la prima componente identificata 
dall'indice l anziché O come in uso nel codice C++. 
25 Si veda la nota 24. 
26 Si veda il paragrafo 2.2.6. 
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Tabella 2.2.6.2: Classe CDuaiPsdApp: variabili utilizzate da tutti gli algoritmi (a) 
Il Variabile l funzione Il 
m dAigorithm tipo di algoritmo 
m iDofN numero totale di G.d.L. nnoF -
m iCoDofN numero dei G.d.L. di connessione ne -
m - iNumDofN numero totale dei G.d.L. analitici ne+ nN 
m iEflabDofN numero dei G.d.L. puramente sperimentali nL -
m ilabDofN numero totale dei G.d.L. sperimentali nL +ne -
m iRun(ounter numero di sessione sperimentale -
m_pdlamda fattore di dilatazione dei tempi À 
m dTS timer fltst -
m dOtO flto -
m d Ti me t -
m dBaseAcc ag i+~,sp -
' ns.s 
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Tabella 2.2.6.3: Classe CDuaiPsdApp: variabili utilizzate da tutti gli algoritmi {b) 
Il Variabile l funzione Il 
m_ dTimeStepFileAcc D. T 
m dBaseAccO ag,j -
.... 
m dBaseAccl ag,j+l -
-«W~. 
m iBaseAcclntNum Ni:!..t2. nss -
m i BaseAccloca l Cou nter contatore per l'i nterpolazione delle accelerazioni -
{m_iBaseAcclocaiCounter=O ... {Ni:!..t2 • nss- l)) 
m i BaseAcc T ota l Cou nter componente del vettore delle accelerazionni esterne j -
m d Delta BaseAcc D.ag,sp -
d Reaction Force forze di reazione della struttura sperimentale 
dStructureDisp spostamenti effettivi della struttura sperimentale lette dai 
trasduttori ottici 
dActuatorDisp spostamenti effettivi degli attuatori sperimentale lette dai 
trasduttori interni agli attuatori 
d T argetDisp spostamenti target da passare ai controllori 
m dRI forza di reazione della struttura sperimentale -
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Tabella 2.2.6.4: Classe CDuaiPsdApp: variabili utilizzate dallo schema CD sulla struttura globale 
Il Variabile l funzione 
m dDis di -
m dV el Vi -
m - dAcc éli 
m dMas M -
m dD a m c -
m_dRigNum KN 
m dEffMas matrice di massa effettiva M*= M+ ~te -
m dEffMasml (M*f1 -
m dFex forze esterne fex (t) = - ag (t) Mlg -
m dldvector vettore di l e O per imporre la forzante Ig -
m dFstar forza effettiva ft = fex Lab (ti) - ri- Cvi -
m dRtotl forza di reazione totale -
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Tabella 2.2.6.5: Classe CDuaiPsdApp: variabili utilizzate dagli algoritmi CD e o:-HCE sulla sola 
sottostruttura sperimentale (a) 
Il Variabile l funzione Il 
m - iNsp numero di sottopassi nss 
d· L t, , sp 
m dDislab di,sp = -
d· c t, , sp 
Vi,L, sp 
m dVellab Vi= -
Vi,C, sp 
~.L, sp 
m - dAcclab 3.i= 
3i,c, sp 
m dMaslab ML -
m dDamlab CL -
m dEffMaslab ML =ML +~t cL -
m dEffMaslabml (M*ft -
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Tabella 2.2.6.6: Classe CDuaiPsdApp: variabili utilizzate dagli algoritmi CD e a:-HCE sulla sola 
sottostruttura sperimentale (b) 
Il Variabile l funzione Il 
m dFexlab forze esterne fex, sp (t) = -a9 (t) MLig - . 
m d Finti fi int -
m_dFintlpl fi+l int 
m dFintlpKsN fi+til int 
n.s 
m dDeltaFint ;!-- (fi+l int - fi int) - ss 
o 
m dFstarlab f~ k - fex Lab (ti+ ....!L) - - ri+....!L -- -
nss nss nss 
fi+...JL int 
nss 
CLVi+....JL 
nss 
m dRipKsN forza di reazione struttura laboratorio ri+...JL 
nss 
m iNumProcess variabile di controllo del processo numerico -
286 
Tabella 2.2.6.7: Classe CDuaiPsdApp: variabili aggiuntive per l'algoritmo a-HCE 
Il Variabile l funzione Il 
m d EffCStifN u m l KccN - KcN (K~%*) -l KNc -
m dEffCStifNum2 KccN - KcN (K~~*) -l KNc ~ -
m drob Pb -
m_dalpham a m 
m - d beta j3 
m_dgamma l ,~, ..... 
m dlmgDtO (1 -1) Llto 
m dgDtO 1Llto 
m dls2mbDtO (~ - /3) Llto -
m - dbDtO j3Llto 
m_dlslmalpham _l_ 1-am 
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2.2.6.1. b Classe CHighPriority Thread 
È stata modificata la seguente funzione: 
l. SubStruct dedicata all'intero processo dell'integrazione della parte analitica in background; 
Sono inoltre state create nuove funzioni: 
l. AddMat, SubMat, MultMat, MultMatVec, MultScaMat, TransMat e ldentityMat utilizzate 
rispettivamente per eseguire rispettivamente l'addizione, la sottrazione di matrici, la molti-
plicazione matrice vettore e scalare matrice, la trasposta di una matrice e la creazione della 
matrice identità27 ; 
2. AddVec, SubVec, MultScaVec e CopyVec nelle quali vengono realizzate le operazrom 
algebriche tra vettori28 ; 
3. lnitNumericA/gorithml e lnitNumericA/gorithm2 dedicate all'inizializzazione degli algorit-
mi29. 
' 
4. CDNum integra la struttura analitica con il metodo delle differenze centrali; 
5. TRNum integra la struttura analitica con il metodo TR; 
6. TR4HCalphaNum integra la struttura analitica con il metodo TR adattato per interagire con 
il metodo H CE-o: nella struttura sperimentale30 ; 
Nelle Tabelle (2.2.6.8) e (2.2.6.9) si riportano le variabili utilizzate da tutti gli algoritmi. 
Ogni algoritmo inoltre utilizza ulteriori variabili; nelle Tabelle (2.2.6.10), (2.2.6.11) e (2.2.6.12) 
si riportano rispettivamente le variabili aggiuntive relative agli algoritmi con lo schema CD sulla 
sottostruttura analitica, agli algoritmi con lo schema TRe le ulteriori variabili relative all'algoritmo 
TR- HCE-o:. 
2.2.6.2 Utilizzazione del programma 
Alla partenza del programma devono essere a disposizione dell'utente i file con le acceler-
azioni alla base (poste rispettivamente nel file Lab.asc per la parte sperimentale e Num.asc per la 
parte analitica) e gli slave devono essere accesi con il programma di controllo. Lo schermo è sud-
diviso in varie finestre alle quali è possibile accedere con la combinazione Alt+ Tab. Ogni finestra è 
27 Si veda la nota 24. 
28 Si veda la nota 24. 
29 Si veda il paragrafo 2.2.6. 
30 Si veda il paragrafo 2.2.4.3. 
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Tabella 2.2.6.8: Classe CHighPriorityThread: variabili utilizzate da tutti gli algoritmi (a) 
Il Variabile l funzione Il 
mt _ dAlgorithm tipo di algoritmo31 
m t iCoDofN numero dei G.d.L. di connessione ne -
m t 
-
iNumDofN numero totale dei G.d.L. analitici ne+ nN 
,,,·,.:;;: 
m t iEfNumDofN numero dei G.d.L. puramente analitici nN -
'·~' 
m t dDtl ~t l -
m t dDt2 ~t2 -
m t d Ti me t -
m t iNTot i :o -
·:_s.,,, 
m dDisNum d· N ... :· - t, , an 
m dVeiNum Vi,N, an -
m dAccNum Si,N, an -
m t dDisCon d·c - t, , an 
m t dV e l Con Vi,e, an -
m t dAccCon Si,e, an -
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Tabella 2.2.6.9: Classe CHighPriorityThread: variabili utilizzate da tutti gli algoritmi (b) 
Il Variabile l funzione Il 
m t dMasNum MNN -
m t dDamNum CNN -
m t dBaseAcc a . - g,1.,an 
mt _ dTimeStepFileAcc t::. T 
m t dBaseAccO ag,j -
m t dBaseAccl ag,j+l -
m iBaseAcclntNum ND..t 2 • nss -
m t iBaseAcclocal(ounter contatore per l' interpolazione delle accelerazioni -
(m_ iBaseAcclocaiCounter=O ... (N D..t2 - l)) 
m t i BaseAcc T ota l Cou nter componente del vettore delle accelerazionni esterne j -
m t d Delta BaseAcc f::.ag,sp -
m t dFexNum forze esterne fex, sp (t) = -ag (t) MNig -
m t - d Finti fi int 
m t - dFintlpl fi+l int 
m t dFstarNum forza effettiva esterna -
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Tabella 2.2.6.10: Classe CHighPriorityThread: variabili utilizzate dallo schema CD sulla 
sottostruttura analitica 
Variabile funzione 
mt_dRigNum KN 
m t dEffMasNuml M~t1*- M + illiC - N - N 2 N 
m t dEffMasNum2 M~t2*- M + .MlC - N - N 2 N 
m t dEffMasNumlml (M~h*) -1 
-
m t dEffMasNum2ml (M~t2 *) -1 -
Tabella 2.2.6.11: Classe CHighPriorityThread: variabili utilizzate dallo schema TR sulla 
sottostruttu ra a n a l itica 
Il Variabile l funzione Il 
m t dRigNumNum KNN -
m t dRigNumCon KNc -
m t dRigConNum KcN -
m t dRigConConNum KcNN -
m t dEffStifNuml K~t1* - NN 
m t dEffStifNum2 K~t2* .- NN 
m t dEffStifNumlml (K~~*) -1 -
m t dEffStifNum2ml (K~~*) -1 -
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Tabella 2.2.6.12: Classe CHighPriorityThread: variabili aggiuntive per l'algoritmo TR a-HCE 
Il Variabile l funzione Il 
l mt _ dEffNCStifNum2 l {K~i}T' KNc l 
a sua volta suddivisa in più "viste" accessibili con il tasto Tab. Vi sono inoltre 3 ambienti di lavoro 
ai quali si può accedere con Ctrl+ Tab. Una delle finestre è relativa ai blocchi di memoria. Essendo 
per il momento l'implementazione dedicata alla struttura test di 4 G.d.L. di cui due sperimentali, 
sono stati previsti 6 blocchi di memoria, 4 relativi alle informazioni sui G.d.L. (variabili algoritmiche 
ecc.) chiamati NODE_x_LAB/NUM con x il numero di nodo LAB per i nodi sperimentali, NUM 
per i nodi solamente numerici (N), uno relativo ai vari trigger presenti denominato TRIGGER. uno 
relativo alle varie opzioni di calcolo denominato GLOB. In quest'ultimo sono presenti i seguenti 
parametri: 
• RampVelocity: velocità massima in mm/s dei martinetti nella rampa di carico; 
• Lamda: fattore di dilatazione temporale À; 
• Algorithm: tipo di algoritmo; sono stati implementati 4 algoritmi più la rampa: 
- 0: rampa (è possibile eseguirla anche manualmente settanta dei valori di spostamento 
finale); 
1: schema CD sulla struttura globale, senza utilizzare le nuove procedure descritte per 
la sottostrutturazione (implementazione classica); 
2: schema CD-CD; 
3: schema CD-TR; 
4: schema aH CE-TR; 
• SubStepNumber: numero di sottopassi della struttura sperimentale n55 per gli algoritmi 2, 3 
e 4; 
• Simulation: è stata introdotta la possibilità di esegu1re una simulazione numenca nella 
quale le forze di reazione della sottostruttura sperimentale sono calcolate analiticamente 
(1: simulazione 0: test reale); 
• Rob: parametro di dissipazione Pb per il metodo aH CE-TR. 
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Le variabili possono essere impostate mediante tastiera entrando nello spazio di lavoro 
che simula l'ambiente 005, scrivendo set BLOCCOMEMORIA.nomevariabile=valore; possono 
in alternativa essere salvate in un file testo con una serie di istruzioni BLOCCOMEMORJA. 
nomevariabile=valore e caricate con il comando a tastiera /oad nomefile. 
Oltre all'impostazione delle variabili gli unici tasti con una funzione disponibili sono: 
• F3: runjpause 
• F4: startjstop 
• F8: azzeramento file accelerazioni 
Inizialmente il programma nell' interrupt esegue solo le operazioni di lettura dei dati dalla 
dualram, se in modalità sperimentale (GLOB.Simulation=O), con il risultato di non eseguire nulla. 
Azionando F4 il programma inizia lizza tutte le variabili (lnitA/gorithml ), calcola tutti i parametri 
del blocco GLOB che non possono più essere variati ed eventualmente inizializza il processo anaiTÙco 
( lnitNumericA/gorithml); 
Il test vero e proprio può cominciare premendo il tasto F332 . Con lo stesso tasto può essere 
fermato e ripreso in ogni momento. Premendo il tasto F4 durante l'esperimento prima della fine 
del dominio di integrazione (pari a fl.T· numero dati di accelerazione) il test viene troncato. l dati 
dell'esperimento vengono acquisiti con la frequenza del file delle accelerazioni (ogni fl.T secondi) in 
due file, uno relativo alla struttura sperimentale (LAB.Dm33 ), l'altro a quella numerica (NUM.Dm); 
premendo un'ulteriore volta F4 si inizializza una nuova sessione sperimentale e, al fine di avere i 
dati in un nuovo file, n viene incrementato di un'unità. 
32 Se viene premuto prima di F4 non vi è alcun effetto. 
33 m è il numero della sessione sperimentale. 
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2.2.7 Prove sperimentali 
Gli algoritmi implementati sono stati ripetutamente provati in laboratorio. La fase risulta 
senza dubbio fondamentale per dimostrare l'applicabilità pratica degli algoritmi proposti. Le simu-
lazioni numeriche valutano infatti le forze di reazione analiticamente, con gli spostamenti calcolati; 
in fase sperimentale va tenuta in considerazione sia la possibilità di avere errori negli spostamenti, 
dovuti al controllore oppure ad errori di misura, sia errori di misura nelle forze esterne. Dal punto di 
vista pratico questo si traduce in propagazione di errori che possono danneggiare o meno il risultato 
di una prova. 
In una primissima fase si è identificata la rigidezza della struttura sperimentale. Questa 
operazione è stata eseguita con un metodo diretto vista l'alta qualità del controllore. Si sono 
ripetute misurazioni delle forze di reazione con spostamenti fissati {±1mm, ±lOmm) su un G.d.L. 
e nulli sull'altro e viceversa. Si è riscontrata una proporzionalità precisa nei dati mediante i quali si 
è ottenuta la matrice di rigidezza riportata nella Tabella {2.2.5.1). 
Mediante l'utilizzo dell'algoritmo CD sulla struttura globale con implementazione classica, 
si è proweduto inoltre a fare delle prove in vibrazione libera al fine di valutare lo smorzamento 
della struttura. Per eseguire prove severe dal punto di vista sperimentale, è stata considerata una 
struttura analitica priva di damping, contrariamente a quanto eseguito nelle simulazioni numeriche. 
Identificati i parametri sono stati fatti numerosi test con una forzante composta da due 
armoniche vicine alle prime due frequenze del sistema. 
2.2.7.1 Prove in vibrazione libera 
Sono stati eseguiti due test in vibrazione libera con due diverse condizioni iniziali espresse 
in m e m/s: 
0.005 
[ 
0.010 l 
l. do = -0.005 'vo = [ ~l , condizione iniziale generica; 
-0.000 
-0.0438 o . . . . . 
[ 
-0.0232l [  l 
2. do= _
0
_
0386 
, Vo = 
0 
, cond1z1one che st1mola maggiormente le pnme frequenze, 
0.0325 o 
al fine di valutare lo smorzamento con una sollecitazione simile a quella provocata da un 
SISma. 
Al fine di introdurre pochi errori i test sono stati eseguiti con un fattore di dilatazione dei 
tempi molto alto (À = 200) ed un tempo di campionamento pari a lltst = 0.001 s. 
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Figura 2.2.7.1: Evoluzione degli spostamenti d1 G.d.L. nella prova in vibrazioni libere n. l 
2.2.7.1.a Prova l 
L'evoluzione degli spostamenti della prima componente riportata in Figura 2.2.7.1, evidenzia 
come la condizione iniziale imposta abbia stimolato anche i modi ad alta frequenza della struttura. 
Eseguendo la Fast Fourier Transform dell'evoluzione degli spostamenti dei 4 G.d.L. si è ottenuto 
il risultato di Figura (2.2.7.2), dalla quale si può notare la precisione con cui possono essere 
~ 
identificate le frequenze del sistema; si può notare inoltre come la particolare condizione in realtà 
abbia stimolato poco il secondo modo di vibrare. Dalla Figura (2.2.7.2), in base al rapporto tra i 
vari guadagni nel punto di picco, e dal grafico sulla fase (Fig. 2.2.7.3) è stato possibile identificare 
gli autovettori. l risultati sono riportati in tabella (2.2.7.1). Come si può notare, paragonando i 
risultati ottenuti con l'identificazione diretta della rigidezza, riportati in tabella (2.2.7.2), a meno 
del secondo modo necessariamente impreciso per la scarsa eccitazione i risultati concordano con 
uno scarto inferiore all'l %.dovuto anche alla risoluzione in frequenza pari a 0.0978 Hz della FFT. 
Vista la precisione dei risultati è possibile ricavare l'evoluzione delle forme modali identificate (Fig. 
2.2.7.4) dalle quali si è ricavato lo smorzamento relativo ad ognuna mediante il logaritmo del 
rapporto tra due massimi consecutivi 6 
(2.2.7.1) 
con i risultati riportati in tabella {2.2.7.3). 
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Figura 2.2.7.2: FFT degli spostamenti relativi alla prova 1: guadagno 
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Figura 2.2.7.3: FFT degli spostamenti relativi alla prova 1: fase 
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Tabella 2.2.7.1: Identificazione delle frequenze e delle forme modali nella prova in vibrazione libera 
l 
l 2 3 4 
f [Hz] 0.489 2.835 4.203 9.482 
dl[mm] 0.5339 0.4582 1.0000 -0.1114 
d2[mm] 1.0000 0.1483 -0.2031 1.0000 
d3[mm] 0.9031 0.0787 -0.3602 -0.8763 
d4[mm] -0.6422 1.0000 -0.0040 0.2294 
Tabella 2.2.7.2: Frequenze e forme modali m base all'identificazione diretta della rigidezza 
sperimentale 
l 2 3 4 
f [Hz] 0.479 2.896 4.180 9.474 
dl[mm] 0.5388 0.1843 1.0000 -0.1129 
d2[mm] 1.0000 0.1621 -0.2074 1.0000 
d3[mm] 0.9028 0.4234 -0.3645 -0.8764 
d4[mm] -0.6437 1.0000 -0.0037 0.2298 
0.010 
0.005 
~- 0.000 ~ 
·0.005 -
-0.010 ~ 
0.0 0.5 1.0 1.5 2.0 2.5 
Figura 2.2.7.4: Evoluzione dei 4 modi della struttura 
Tabella 2.2.7.3: Smorzamenti identificati nella prova in vibrazione libera l 
ç 
modo l 0.189% 
modo 2 0.011% 
modo 3 0.280% 
modo 4 0.283% 
l.OE+001 
.=:I.OE+OOO ... 
"" 
/,..---- ..... ____ --4_ 
li \r---..... 
: l( ··- ·-......... 
l.OE-001 i 
0.0 4.0 8.0 
/ [Hz] 
--- --- --------
d 1 
d2 
dJ 
d 4 i 
-- --~-_/ 
12.0 
Figura 2.2.7.5: FFT degli spostamenti della struttura soggetta al test 2: guadagno 
Tabella 2.2.7.4: Smorzamenti identificati nella prova in vibrazione libera 2 
ç 
modo l 0.226% 
modo 2 -0.010% 
2.2.7.1.b Prova 2 
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Al fine di valutare lo smorzamento in condizioni paragonabili ad un sisma, è stata scelta 
una condizione con una forza di reazione non nulla solamente sull'ultimo G.d.L. (Tirelli, 2000). La 
FFT delle evoluzioni dei 4 G.d.L., riportata in Figura (2.2.7.5) evidenzia come la condizione iniziale 
abbia stimolato particolarmente il primo modo e solo parzialmente il secondo. Operando in modo 
del tutto analogo al primo test si sono ottenuti gli smorzamenti riportati in tabella (2.2.7.4).Vanno 
naturalmente ricordati i limiti delle analisi eseguite: 
• lo smorzamento in realtà non è di tipo viscoso ma di tipo attritivo e di conseguenza dipende 
dal tipo di condizione iniziale; 
• se anche lo smorzamento fosse dipendente dalle velocità, sicuramente non sarebbe di tipo pro-
porzionale, visto che è stato considerato nullo sulla parte analitica e quindi è completamente 
concentrato sulla sottostruttura sperimentale; 
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2.2.7.2 Prove in regime forzato 
Al fine di creare un test severo, ma al contempo realistico, è stata scelta una forzante sul 
sistema composta da due armoniche di frequenze vicine alle prime due frequenze della struttura 
ag (t) = 0.035 sin (2n · 0.4869 ·t)+ 0.035 sin (2n · 2.9290 ·t) (2.2.7.2) 
i coefficienti delle sinusoidi sono stati scelti in modo da ottenere sperimentalmente uno spostamento 
massimo dell'ordine di 4 cm nello stesso dominio di integrazione delle analisi numeriche (paragrafo 
2.2.5) pari ai primi 6 periodi fondamentali ( [0, t1] con t1 = 6T1 = ~ ). Al fine di simulare il vero 
funzionamento dell'algoritmo pseudodinamico implementato, le accelerazioni sono state calcolate 
con una passo di campionamento pari a D.T = 0.01 s in una prima fase e pari a D.T = 0.02 in 
una seconda ed inserite in un file; va notato che questo passo corrisponde ad un valore pari a A 
della frequenza più alta della forzante e che quindi dà luogo ad errori non più trascurabili in sede 
di interpolazione della forzante. 
Le simulazioni sono state eseguite con fattori di dilatazione del tempo decrescenti. 
Sono state eseguite 4 categorie di sperimentazioni eseguite con D.tst = 0.001 s; 
l. sperimentazioni degli algoritmi con partizione senza esecuzione di sottopassi con À pari a 
100, 50 e 25; 
2. sperimentazioni a À costante con numero di sottopassi crescente; 
3. sperimentazioni con D.t2 costante e numero di sottopassi variabile; 
4. sperimentazioni con D.t2 tale da superare i limiti di stabilità valutati con le analisi numeriche 
(paragrafo 2.2.5); 
2.2.7.2.a Prove sugli algoritmi senza sottopassi 
Per quanto riguarda il punto l, si riportano nelle Figure (2.2.7.6) e (2.2.7.7) le evoluzioni 
rispettivamente dello spostamento del G.d.L. l e della forza di reazione totale del nodo 2 ( compren-
siva dell'effetto della struttura analitica) per À = 100; si veda la Figura (2.2.5.1) per la numerazione 
dei nodi. Si può notare come gli spostamenti degli algoritmi CD globale e CD-CD si discostino da 
quelli degli schemi CD-TR e H CE-a-TR. Il fatto è dovuto ad un problema sperimentale: si è infatti 
fatto ripartire il sistema, azione che ha determinato un diverso offset nelle forze. Analizzando 
l'evoluzione delle forze si può notare come le soluzioni si sovrappongano. 
In Figura (2.2.7.8) si riporta l'evoluzione dello spostamento del G.d.L. l per À =50; si può 
notare come tutti gli algoritmi diano lo stesso risultato; il gruppo di prove è stato condotto in un 
unica sessione sperimentale. 
Le prove per À = 25 sono invece riportate nelle Figure (2.2.7.9-2.2.7.11). La Figura (2.2.7.9) 
evidenzia come gli algoritmi diano ancora la stessa soluzione, ma che tuttavia sussistano problemi 
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Figura 2.2.7.6: Evoluzione dello spostamento d1 con lo schema globale CD e gli schemi con 
partizione del dominio senza sottopassi: À = 100 
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Figura 2.2.7.7: Evoluzione della forza di reazione globale relativa al nodo di connessione fra la 
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Figura 2.2.7.8: Evoluzione dello spostamento d1 con lo schema globale CD e gli schemi con 
partizione del dominio senza sottopassi: >. = 50 
di controllo, i quali vengono evidenziati nelle Figure (2.2.7.10) e (2.2.7.11) che riportano rispettiva-
mente gli errori di controllo {la differenza tra il target displacement e lo spostamento effettivamente 
realizzato) sul primo e sul secondo attuatore; se l'errore sul secondo G.d.L. è ridotto non è così per 
il primo G.d.L. L'errore elevato probabilmente è stato dovuto all'elevata polverosità del laboratorio 
durante i test; 
2.2.7.2.b Prove sugli algoritmi con sottopassi 
Nel secondo set di test (punto 2) si è analizzata l'influenza dei sottopassi a parità di fattore di 
dilatazione temporale>.. Si riporta in Figura (2.2.7.12) il risultato ottenuto con lo schema CD- CD 
per >. = 100: si può osservare come la qualità dei risultati sia ottima anche con un numero elevato 
di sottopassi. Aumentando notevolmente il numero di sottopassi, contrariamente all'algoritmo CD 
- CD, negli schemi CD - TR e HCE-a Pb = 1.0 - TR, si può notare una lieve dissipazione della 
frequenza più alta stimolata dalla forzante; (si vedano le Figure 2.2.7.13 e 2.2.7.14). l risultati 
sono tuttavia soddisfacenti, nei margini degli errori ad esempio evidenziati nella Figura {2.2.7.6). 
2.2.7.2.c Prove sugli algoritmi con D..t2 costante 
Il terzo set di test (punto 3) è stato dedicato all'analisi dell'influenza dei sottopassi: con 
i vari algoritmi si è tenuto costante il passo di integrazione della sottostruttura analitica D..t2 ed 
è stato variato il numero di sottopassi; in particolare si è considerato D..tz = D..T = 0.01 s; con 
questa scelta il numero di sottopassi da eseguire è legato a >. dalla seguente relazione {si vedano 
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Figura 2.2.7.9: Evoluzione dello spostamento d1 con lo schema globale CD e gli schemi con 
partizione del dominio senza sottopassi: À = 25 
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Figura 2.2.7.10: Evoluzione dell'errore di controllo nel attuatore relativo al G.d.L. l con À = 25 
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Figura 2.2.7.11: Evoluzione dell'errore di controllo nel attuatore relativo al G.d.L. 2 con À = 25 
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Figura 2.2.7.12: Evoluzione dello spostamento d1 con lo schema CD-CD all'aumentare dei sottpassi 
e con À = 100 
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Figura 2.2.7.13: Evoluzione dello spostamento d1 con gli schemi con partizione con n55 100 
sottopassi e con ..\ = 100 
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Figura 2.2.7.14: Evoluzione dello spostamento d1 con gli schemi con partizione con nss - 500 
sottopassi e con ..\ = 50 
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Figura 2.2.7.15: Evoluzione dello spostamento d1 con l'algoritmo CD- CD, ~t2 =cast.= ~T= 
0.01 s, con un numero di sottopassi n 88 variabile 
le formule 2.2.6.2-2.2.6.4) 
)..~T 
nss = ~ = 10)... 
uist 
(2.2.7.3) 
Come evidenzia la formula (2.2.7.3), al fine di diminuire il numero di sottopassi è necessario au-
mentare la velocità dell'esperimento, fatto che può dar luogo a problemi di controllo aumeflt_ando 
gli errori sperimentali. Le Figure (2.2.7.15-2.2.7.17) evidenziano quest'ultimo problema: l'accu-
ratezza degli algoritmi è superiore ai problemi di controllo; se le simulazioni numeriche dimostrano 
uno scarso miglioramento all'aumentare dei sottopassi, il fatto di diminuire notevolmente il passo 
di integrazione della sottostruttura analitica porta benefici in termini di errori, grazie al migliore 
controllo degli attuatori. Contrariamente al set di prove eseguito analizzato al punto l, in cui si 
manifestavano problemi di controllo già con À = 25, questo set di test si è potuto condurre fino ad 
un fattore ).. = 15 con ottimi risultati e solo con À = 10 si sono evidenziati problemi di controllo. 
La Figura (2.2.7.17) mette inoltre in evidenza un'ulteriore aspetto; nel caso di ).. = 10 è stato 
testato l'algoritmo HCE-a: con dissipazione numerica massimizzata Pb = 0.0. Il risultato ottenuto 
si sovrappone perfettamente all'esperimento con Pb = LO che significa che la dissipazione algorit-
mica non è bastata ad eliminare gli effetti dovuti al ritardo del controllo. In Figura (2.2.7.18) si 
confrontano i risultati ottenuti a parità di À = 20: ancora una volta si evidenzia come gli algoritmi 
CD - TR e HCE-a - TR tendono a smorzare la componente ad alta frequenza, pur rimanendo i 
risultati di buona qualità. 
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Figura 2.2.7.16: Evoluzione dello spostamento d1 con l'algoritmo CD- TR, flt2 = cost. = flT = 
0.01 s, con un numero di sottopassi n88 variabile 
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Figura 2.2.7.17: Evoluzione dello spostamento d1 con l'algoritmo HCE-a: Pb = 1.0 - TR, flt2 = 
cost. = flT = 0.01 s, con un numero di sottopassi nss variabile 
0.020 
0.000 
.J).020 o 
.O 
l 
CD 
CD-COn =200 • 
CD- TRn •200 • 
HCE· a p b =0.0- TR n 
/ 
l 
j 
'~j 
'\ 
~( 
4.0 
=200 
" 
l 
l 
\ 
l 
l 
l 
l 
\ l 
l l ) 
\ 
8.0 
l 
l 
. l v~! 
l . 
306 
12.0 
Figura 2.2.7.18: Confronto dei risultati ottenuti a pari condizioni con i vari schemi 
2.2.7.2.d Prove di stabilità degli algoritmi 
L'ultima serie di test (punto 4) è stata eseguita con lo scopo di verificare le patologie 
manifestate dagli algoritmi in sede delle analisi numeriche. Le frequenze della struttura laboratorio 
ottenute mediante la matrice di rigidezza sperimentale presentata in Tabella (2.2.5.1) risultano 
fiL = 0.62H z hL = 4.50H z . (2.2.7.4) 
Valutando un passo critico pari al 20% di quello del metodo delle differenze centrali sulla 
più alta frequenza sperimentale (si vedano le Tabelle 2.2.5.2-2.2.5.3) si ottiene 
l ~t2cr = 0.2-J: = 0.014 
7r 2 
(2.2.7.5) 
È stato di conseguenza utilizzato un passo di integrazione per la struttura analitica ~t2 = ~T = 
0.02 s. l test eseguiti hanno confermato l'instabilità degli algoritmi: si può notare dalla Figura 
(2.2.7.19) come, nonostante il fattore di dilatazione dei tempi elevato (À = 50), si manifesti 
l'instabilità. Si può in particolar modo notare come la frequenza del fenomeno sia la stessa delle 
simulazioni numeriche anche se, visti gli elevati gradienti di spostamento, l'ampiezza del fenomeno 
sperimentale risulta inferiore. La Figura (2.2.7.20) conferma le proprietà del metodo HCE-o:- TR 
già sottolineata in sede delle simulazioni numeriche: il beneficio della particolare implementazione 
viene perso all'aumentare dei sottopassi. 
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Figura 2.2.7.19: Prove numeriche e sperimentali con D.t2 =cost= D.T = 0.02 s 
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Figura 2.2.7.20: Prove sperimentali con 6.t2 = D.T = 0.02 s con il metodo HCE-a Pb = 1.0- TR 
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Figura 2.2.8.1: Struttura modello per l'analisi teorica 
2.2.8 Analisi teoriche 
Gli algoritmi proposti non permettono l'applicazione dell'analisi modale a causa del diverso 
trattamento della sottostruttura analitica e di quella sperimentale. Dalle analisi numeriche eseguite 
è comunque emerso come il nodo di connessione fra le due sottostrutture fosse un punto critico. 
Al fine di avere un primo stadio di indicazioni quantitative sulle prestazioni degli algoritmi, 
si è fatto allora uno studio analitico preliminare sul sistema ad un solo G.d.L. riportato in Figura 
(2.2.8.1), nel quale sono stati eliminati i G.d.L. non di connessioneAIIo scopo di valutare le proprietà 
dei metodi proposti va considerato che il fatto di utilizzare l'anticipo della parte numerica su quella 
sperimentale rende l'algoritmo multistep essendo valutato su due passi. Per analizzare la stabilità 
si può procedere (Kelley, 1995) definendo un vettore delle variabili su due passi 
y. _ [ Yi l ~- Yi+l (2.2.8.1) 
per mezzo del quale è possibile scrivere una matrice di amplificazione nella forma 
A-[ O I l 
- Ai+2,i Ai+2,i+l 
(2.2.8.2) 
Se si considerano inoltre le formulazioni alternative proposte al paragrafo 2.2.4.4 che sepa-
rano gli spostamenti della parte analitica da quella sperimentale sui nodi di connessione, le variabili 
necessitate dall'algoritmo raddoppiano 
Yi= 
di, sp 
Vi, sp 
ai, sp 
di an 
' 
(2.2.8.3) 
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e di conseguenza la matrice A risulta di notevoli dimensioni (12x12). 
Le simulazioni numeriche a disposizione hanno evidenziato come uno dei fattori principali 
influenzanti la stabilità fosse la sottostruttura sperimentale. Vista la numerosità dei parametri liberi 
si è considerata una massa sperimentale data mL e la relativa rigidezza in funzione della pulsazione 
(2.2.8.4) 
Le caratteristiche del sistema analitico si sono invece considerate in rapporto a quello sperimentale 
mN ="1m ·mL 
kN = "'k · kL 
(2.2.8.5) 
e di conseguneza la pulsazione della struttura globale è legata a quella sperimentale dalla semplice 
relazione 
(2.2.8.6) 
Se dal punto di vista classico, con la validità dell'analisi modale questo modo di operare potrebbe 
sembrare rindondante, le simulazioni numeriche hanno evidenziato che il rapporto fra le masse 
conti in modo diverso rispetto a quello delle rigidezze. Si è voluto per questo tenere separati i due 
effetti, soprattutto nell'ottica di avere come grado di libertà la scelta del coefficiente sulle masse 
"lm· Come passo di tempo di riferimento si è considerato tlt2 mentre gli altri sono stati valutati 
(2.2.8.7) 
La matrice di amplificazione è allora stata espressa mediante la pulsazione adimensionalizzata 
relativa alla parte sperimentale 
(2.2.8.8) 
In particolare l'analisi è stata limitata all'algoritmo CD-TR in modo da avere sulla parte analitica 
uno schema incondizionatamente stabile. Si è fatto particolare riferimento inoltre al caso privo di 
sottopassi nella struttura sperimentale. 
2.2.8.1 Formulazioni con struttura numerica vincolata 
Al fine di eseguire studi generali, anzichè valutare direttamente le prestazioni degli algoritmi 
implementati, l'analisi è stata condotta sulla formulazione alternativa proposta al paragrafo 2.2.4.4 
facendo uso di massa numerica anche sul nodo di contatto ed in più utilizzando dei parametri peso 
fra le variabili predette nella sottostruttura analitica e quelle calcolate nella struttura sperimentale 
(Eq. 2.2.4.14). Si è studiato direttamente lo schema con correzione negli spostamenti. 
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La matrice di amplificazione definita neii'Eq. (2.2.8.2) diviene 
o o o o o o 
o o o -!7JkWLnL -7JknL -!nL 11m +277k!l'i WL 
o o o 2 -27]kWLflL -'T]m - 27]kflL 
Ai+2,i = 
-'T]kWL (2.2.8.9) o o o o o o 
o o o -~'T]kWLflLWv -'T]kn'iwv l n 17m +277k!lt -2 LWv WL 
o o o 2 - 27]kW LnLWa -'T] m W a - 27]knL W a -'T]kWLWa 
l & l n2 o o o 2zt WL L 
-~WLflL 1-10,2 _lO, -2+!l'i o o o 2 L 4 L WL 
Ai+2,i+l = 
-w2 -wLnL _10,2 o o o L 2 L 
n~ 1n2~ 1-wd _ 0 -l+wd _10,2 -l""twd W d L wL 2 LwL L WL 2 L WL 
-~wLnLwv 10,2 1n -2+nt o 1-Wv -n -l+wv Wv- 2 LWv -- LW 4 V WL L WL 
2 -wLO.Lwa 1n2 o o o -WLWa -2 LWa 
(2.2.8.10) 
ed in generale risulta di rango pari a 6. Al fine di ridurre al minimo i contributi spuri è conve"~nte 
poter trovare ulteriori autovalori nulli. Il rango diviene pari a 4 utilizzando un peso sugli spostamenti 
pari a wd = l e 7Jm =O. La matrice di amplifacazione così definita considera wd come un parametro 
con influenza. In realtà il parametro possiede influenza solamente eseguendo ulteriori sottopassi, ma 
nella presente situazione il fatto di partire nella struttura di laboratorio con le stesse condizioni di 
quella sperimentale fa si che gli spostamenti del nodo di contatto siano necessariamente sempre gli 
stessi, grazie al fatto che il metodo delle differenze centrali fornisce l'espressione sugli spostamenti 
uguale all'espansione in serie di Taylor fino al secondo grado. Dalle simulazione numeriche 
1
si è 
invece riscontrato come 7Jm =O desse buoni risultati. 
Se wd = l e 7Jm =O il polinomio caratteristico della matrice così definita risulta 
xs ( X 4 + ( -3 + Wv +n'i) X3 + (wv7JkO.'i- 2wv + 27Jkn'iwa- O.'i + O.'iwv + 3) X 2 ) 
+ ( wv + 7Jkn'i - l - 47JknL w a) X+ (27Jkn'i w a - 7Jkn'i) 
(2.2.8.11) 
dal quale risulta evidente che un'ulteriore autovalore può essere annullato se 
l 
Wa=-
2 
(2.2.8.12) 
con questa scelta il polinomio si riduce ulteriormente all'espressione 
X9 ( X 3 + ( -3 + Wv + fl'i) X 2 + (Wv7JkflL- 2Wv + 7JkflL- fl'i + fl'iwv + 3) X ) 
+ (wv- 7JkflL- l) 
(2.2.8.13) 
Al fine di valutare la stabilità della soluzione con le scelte operate è sufficiente verificare che le 
radici del polinomio abbiano modulo inferiore ad uno. Effettuando la trasformazione 
X= l+Z 
1-Z 
(2.2.8.14) 
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è sufficiente verificare che le radici del polinomio a coefficienti reali nella variabile Z 
n 
p(Z) = 'Laizi (2.2.8.15) 
i=O 
abbiano parte reale negativa o nulla applicando il criterio di Ruth-Hurwitz (si veda la nota 9 del 
capitolo l.l.).Per un polinomio di terzo grado il criterio si traduce nelle seguenti verifiche sui 
coefficienti 
(2.2.8.16a) 
(2.2.8.16b) 
(2.2.8.16c) 
(2.2.8.16d) 
Applicando la trasformazione {2.2.8.14) al polinomio caratteristico riportato nell'equazione 2.2.8.13 
si ottiene un polinomio con i seguenti coefficienti 
a3 = ( -4Wv + 8) + (wv + 2'TJk- 2 + Wv'TJk) 01_ 
a2 = 4wv + ( -Wv"lk- 4"lk- Wv) DJ_ 
a1 = 2il1_ + 2'TJkili- 01_wv- Wv'TJkili 
ao = Oiwv + Wv"lkili 
(2.2.8.17) 
La relazione {2.2.8.16c) è sempre rispettata, mentre la disuguaglianza a0 > O è verificata se 
Wv >O; (2.2.8.18) 
la relazione {2.2.8.16a) è rispettata asintoticamente per nL---+ O se -4wv + 8 > O ossia per 
ed è verificata sempre se 
Wv < 2 
"lk -1 
Wv > -2...:..;,:_-
1 +"lk 
(sempre verificata per "lk > l, oppure per Wv = 2). 
{2.2.8.19) 
(2.2.8.20) 
L'equazione {2.2.8.16b) è rispettata asintoticamente se Wv >O e conduce alla limitazione 
Di< 4 Wv 
Wv"lk + 4'Tlk + Wv 
(2.2.8.21) 
relazione che conduce ad una notevole diminuzione del range di stabilità del metodo delle differenze 
centrali (Oi < 4) per "lk f. O. Il range risulta massimizzato se wv = 2. 
La disuguaglianza (2.2.8.16d) conduce infine alla seguente verifica 
{2.2.8.22) 
che non è mai verificata. Ne consegue che la scelta di a0 = ! oltre all'annullamento di un ulteriore 
autovalore porta all'incondizionata instabilità del metodo. 
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Applicando allora la trasformazione (2.2.8.14) direttamente al polinomio di quarto grado 
(2.2.8.11) si ottengono i seguenti coefficienti 
a4 = (8rykO'fwa + Wv'flkO'i- 2rykO'f- 2D'f- 4wv + D'fwv + 8) 
a3 = 2 [4 + (-l- 8rykwa + 31]k) O'f] 
a2 = ( -2Wv'Tlknl- 6rykD'i + 4wv- 20'iwv + 8rykO'iwa + 20'i) 
a1 = (2rykD'f + 2D'i) 
ao = (O'fwv + Wv'Tlkn'i) 
(2.2.8.23) 
Il criterio di Ruth-Hurwitz applicato ad un polinomio di quarto grado conduce alle relazioni sui 
coefficienti che seguono 
ao >o 
a3a2 - a4a1 > O 
2 2 o a 1 a2a3 - a 1 a 4 - aoa3 > 
la relazione (2.2.8.24b) porta alla seguente limitazione sul passo di integrazione 
n2 4 HL<------
1 + 8rykwa- 3ryk 
(2.2.8.24a) 
(2.2.8.24b) 
(2.2.8.24c) 
(2.2.8.24d) 
(2.2.8.24e) 
(2.2.8.25) 
che conduce al limite delle differenze centrali per 'Tlk = O; va notato che al fine di avere un limite 
di stabilità maggiore di zero sempre, la relazione (2.2.8.25) conduce alla seguente limitazione 
(2.2.8.26) 
se Wa = ~ la limitazione (2.2.8.25) diviene 
La disuguaglianza (2.2.8.24c) è sempre verificata, mentre la relazione (2.2.8.24d) si traduce nella 
seguente verifica 
32wv + (l6Wv'Tlk + 64rykwa- 16wv- 64ryk- 64rykwawv) Oi 
+ ( 32ryk + 2wv- 12Wv'Tlk- 64rykWa + 128ry~Wa- 32ry~ ) 04 
-14ry~wv + 32ry~WaWv + 32rykWaWv - 128ry~w~ L 
>0 (2.2.8.27) 
asintoticamente (OL ---+ O) verificata se wv > O e che quindi nell'intervallo di validità conduce alla 
seguente limitazione 
(2.2.8.28) 
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:nel caso Wa = l tale limitazione diviene 
2 
4 ( 3W.u17k + Wv- 2yl(rykWv (4 + 4r}k- Wv))) 
nL < 2 2 
-16ryk + Wv + lOWv'Tlk- 16ryk + 9rykwv 
(2.2.8.29) 
che non fornisce limiti se Wv > 4 + 4ryk. 
La relazione (2.2.8.24e) conduce alla seguente disuguaglianza 
-64rykili, (1 + 'T!k) ( w4v~2ili +2 4nirykw~ +~?i -2 4nirykw2awv- 4ryk2~1wa ) >O (2.2.8.30) 
+ HL'flkWaWv- 2Wa- HL- WaWv + + Wv + HLWa 
o anche 
( -2WaWv + Wv- 2Wa + 2) + (-l+ 2wa) (2rykWaWv + 2rykWa- 'T/kWv- 'T/k +l) nr < 0 
(2.2.8.31) 
che è valida asintoticamente se 
(2 - 2wa) + (1 - 2wa) Wv < O (2.2.8.32) 
ossra se 
Wa -l l 
Wv < 2 se Wa < -
2 1- 2wa 
(2.2.8.33) 
Wa-1 l 
Wv > 21 _ 2Wa se Wa > 2 (2.2.8.34) 
La prima relazione dà luogo a valori negativi di wv in contrasto con la relazione (2.2.8.27) e quindi 
le relazioni (2.2.8.34) risultano ulteriori condizioni al fine della stabilità asintotica. Vista la forte 
limitazione in stabilità costituita dall'equazione (2.2.8.25), è utile non considerare valori di ·wa > l. 
Nell'intervallo di validità ~ < Wa ~ l le relazioni (2.2.8.34) descrivono per Wv il grafico riportato 
in Figura 2.2.8.2 e, per Wa = l si traducono nella semplice disuguaglianza 
Wv >O (2.2.8.35) 
Appurata la validità asintotica, la disuguaglianza (2.2.8.31) conduce alla seguente limitazione 
nr < l 2WaWv - Wv + 2wa - 2 ) l (2.2.8.36) 
(-l+ 2wa) (2rykWaWv + 2rykwa- 'TlkWv- 'Tlk +l 
Globalmente si ottengono buoni risultati per wa = l ,che da luogo in definitiva alle seguenti 
limitazioni: 
(2.2.8.37) 
che conducono al grafico riportato in Figura (2.2.8.3). Si fa notare come il limite si riduca notevol-
mente all'aumentare di 'Tlk e come sia sempre crescente con il peso Wv per qualunque rapporto di 
rigidezza. Le simulazioni numeriche evidenziano tuttavia che questa caratteristica positiva non si 
mantiene eseguendo sottopassi nella parte sperimentale. Non solo, se si riscontra numericamente 
che la scelta di wv = 2 è efficiente dal punto di vista della stabilità con un sottopasso, aumentando 
il numero di sottopassi si trova che la migliore scelta è quella implementata, ossia con Wv = l. 
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Figura 2.2.8.2: Minimi valori di Wv da rispettare per la stabilità asintotica 
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Figura 2.2.8.3: Limite di stabilità n L del metodo CD-TR con correzione negli sposta menti utiliz-
zando rJm = O e Wa = l in funzione della rigidezza relativa della struttura numerica fJk e del peso 
nelle velocità Wv 
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2.2.8.1.a Formulazione senza correzione negli spostamenti 
Le simulazioni numeriche eseguite hanno evidenziato come potenzialmente anche il caso con 
la sola correzione in forze può dare risultati soddisfacenti. A questo scopo è stata anche eseguita 
un'analisi di stabilità con la formulazione priva correzione in spostamenti per un solo sottopasso. 
La matrice di amplificazione che ne risulta presenta la seguente forma 
o o o 
o o o 
o o o 
o o o 
o 
-~1]kWLf2L 
2 
-'f/kWL 
1-wd 
o 
_.,knl, 
-2'f/kWLflL 
-2fl -l+wd 
L WL 
0 0 0 -~'f/kWLflLWv l-Wv- "'k!tl,wv 
-2'f/kWLflLWa O O O -"'kWLWa 
l ili. l n2 -::L. 
WL 2 w2 
L 2 
-~wLnL 1- ~nl, _ln -2+nL 4 L WL 
Ai+2,i+l = 
-wl, -wLnL -!fli 
w d [l .!!!A lfl2~ L wL 2 LwL 
-~WLflLWv lf22 1n -2+ni Wv- 2 LWv -4 LWv WL 
2 -wLflLWa lf22 -WLWa -2 LWa 
o o o 
o o o 
o o o 
o o o 
o o o 
o o o 
(2.2.8.38) 
(2.2.8.39) 
e risulta in generale di rango 8; possiede ulteriori autovalori nulli con una delle seguenti relazioni 
'f/m=O 
Wa =O 
Wv =l 
Wd =l 
(2.2.8.40) 
applicando il criterio di Ruth-Hurwitz con la scelta wa = O, Wv = l e wd = l si ritrova una 
formuazione mai stabile asintoticamente. Anche la formulazione con "1m =O e Wv = l conduce a 
risultati non soddisfacenti. La scelta wd = l e wv = l fa sì che il rango della matrice divenga 4 e 
gli autovalori siano soluzione del seguente polinomio 
r 4 + ( -2 + fli} r3 + ("'kflL + 'f/mWa +l+ 2'f/kfll_wa) r 2 
+ ( -2"1mWa- 4'f/krll,wa + "'kni) r + 'f/mWa- "'kflL + 2'f/krll,wa 
(2.2.8.41) 
che con la trasformazione (2.2.8.14), al fine della valutazione della stabilità, porta allo studio del 
segno della parte reale delle soluzioni del polinomio di quarto grado con i seguenti coefficienti 
a4 = (4 + 4'f/mWa) + (-1- 'T/k + 8'f/kWa) fll_ 
a3 = (8- 8'f/mWa) + ( -2 + 6'f/k- l6'f/kWa) fll_ 
a2 = (4 + 4'f/mWa) + ( -8'f/k + 8'f/kWa) fll_ 
a1 = 2fll, (l + "'k) 
ao = nl_ (1 + "'k) 
(2.2.8.42) 
Applicando anche al caso presente le relazioni (2.2.8.24a-2.2.8.24e), si può ritrovare il range di 
stabilità del metodo. 
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La relazione a0 >O (Eq. 2.2.8.24c) è sempre verificata. La relazione a4 >O (Eq. 2.2.8.24a) 
è sempre verificata asintoticamente con valori positivi dei parametri ( Wa > - TJ~) e conduce alle 
limitazioni 
n2 4 l +TJmWa l +"lk 
HL< se Wa < --
1 + "lk- 8rykwa 8ryk 
Imponendo a3 > O (Eq. 2.2.8.24b) si ritrovano le ulteriori limitazioni 
l 
Wa<-
"1m 
e 
n2 
4 
l-TJmWa 1-1 +3'f1k 
HL < se Wa > -----"""" 
1-3TJk+8rykwa 8 "lk 
La relazione a3a2 - a4a1 {Eq. 2.2.8.24d) conduce alla relazione 
( 
(32- 32ry~w~) + ( -48ryk + 80TJmWa'f1k- l28TJmW~'f1k- 16- 16rymwa) fli ) O 
+ (20ryk- 32TJkWa- 46ry~ + l60ry~Wa- l28TJ~W~ + 2) Qi, > 
(2.2.8.43) 
(2.2.8.44) 
(2.2.8.45) 
(2.2.8.46) 
che allo scopo della validità asintotica riporta alla relazione {2.2.8.44) e porta alla seguente 
limitazione sul passo 
(2.2.8.47) 
Imponendo a 1a2a3 - aia4 - a0a5 >O (Eq. 2.2.8.24e) si trova la seguente disuguaglianza 
( 
2WaTJm (-l+ TJmWa) + ( -4TJkWa- 4TJmWaTJk + 8TJmW~'f1k + 3'f1k + 'T/mWa) Ql ) <O 
+"lk (2wa -1) (4rykwa- 2ryk +l) nt 
che asintoticamente è valida se 
l 
O< Wa <-
"l m 
e, nell'intervallo di definizione, dà luogo alle seguenti limitazioni 
fli < min 
{2.2.8.48) 
(2.2.8.49) 
{2.2.8.50) 
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In definitiva al fine della stabilità asintotica è sufficiente la relazione (2.2.8.49). Con la scelta 
Wa = ~ e rJm = l le disuguaglianze (2.2.8.43), (2.2.8.45), (2.2.8.47) e (2.2.8.50) divengono 
nL < ~l (2.2.8.51) se Tfk < 3 
k 
nL < v~:~. (2.2.8.52) 
nL < 5ryk + 3 - J (22ry~ + 24ryk + 6) (2.2.8.53) 2 2 
2ryk + Tfk +l 
nL < J 2~,1+ l (2.2.8.54) 
che per Tfk > O si possono ridurre alla sola condizione (2.2.8.54) che conduce al dominio ripor-
tato in Figura (2.2.8.4) e che paragonato con quello riportato in Figura (2.2.8.3) dimostra come 
effettivamente il caso con correzione negli spostamenti dia risultati migliori 
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~l 
Figura 2.2.8.4: Formulazione senza correzione negli spostamenti: limite di stabilità in funzione di 
Tfk per ''1m= O, Wa =O, Wv =l, wd = l, Wa = ~ e Tfm =l 
318 
Tabella 2.2.8.1: Coefficienti relativi alla prima e terza colonna della matrice Ai+2,i (Eq. 2.2.8.55) 
~+2,i,2,1 _..!n W -ryk!Jf -71m+"'mwat+77kwdl71m+71~wdlnt.+wd[11~<fll. 2 L L 11m +17kfl2 
ai+2,i,3,1 
-w2 -17kflf -17m+71mWa[+71kWdl71m+17tw,;-tfl.L +1nd{'lkflL 
L 71m+17kn~ 
ai+2,i,5,1 -~wLnLwv -rlknt -17m+rlmWa[+17kwdl17m+17~W<ilnt +w,J[f/k!JL 
77m+77kfl2 
ai+2,i,6,1 
2 -11knL -17m +11m Wa[+71~çWd['1m +ry~wdtfll +·wd['1knt 
-WLWa 
11m +77kfl~, 
~+2,i,2,3 __ l_ n -11knL -17m +77;, wat+11m Wa[11kflf +17m Wa[+wd['1knL +217knL wd['7m+211~fl! wdl 2wL L 11m+11kfl7. 
ai+2,i,3,3 -
-71kflf -11m +11;..wa[+1/m Wa[17kflL +11m1liat+wd{'lkflt +211k!Jfwd[11m +211/:fll Wdl 
11m+11kn~. 
ai+2,i,5,3 --
1
-nLw 
-11kflt -11m +11;, Wa[+71m Wa[11kflL +11m Wal+wdl11kfli +211k!Jf Wdl1/m +2111:fll Wdf 
2wL V 11m+"'kn~. 
ai+2,i,6,3 -W a 
-17kfli -'TJm+'TJ;.Wa[+11mWa['1kfl1 +11m Wa[+wd[1'/kflL +2qk!Jf Wd["'m +21'/tfll W d[ 
"1m+"'kn2 
2.2.8.2 Formulazioni con scambio di forza 
Al paragrafo 2.2.4.4 è stata proposta una strategia che assicura la continuità fra la struttura 
sperimentale e quella analitica nel processo analitico per mezzo delle forze di interazione fra le due 
strutture, anziché mediante vincoli. Utilizzando i doppi pesi relativi al calcolo degli spostan'iénti e 
delle forze (Equazioni 2.2.4.14, 2.2.4.17 e 2.2.4.18) la matrice di amplificazione (Eq. 2.2.8.~1 per 
mezzo dei coefficienti riportati nelle Tabelle (2.2.8.1-2.2.8.5), risulta 
o 
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ai+2,i,3,6 
o (2.2.8.55) 
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(2.2.8.56) 
La matrice è in generale di rango 7 ma possiede un ulteriore autovalore nullo con una delle 
seguenti condizioni 
utilizzando il caso 
'Tfm=O 
Wa =l 
Wv =l 
Wd =l 
Waf = Wdf 
'Tfm=O 
(2.2.8.57) 
(2.2.8.58) 
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Tabella 2.2.8.2: Coefficienti relativi alla quarta e quinta colonna della matriceAi+2,i (Eq. 2.2.8.55) 
ai+2,i,2,4 
l n Wa[ W~~ 
-21JmWL L1Jk"'m+1J,.n;. 
~+2,i,3,4 2 Waf W~ -1JmWL1Jk "' ... +"'kffi. 
~+2,i,5,4 l n Wa[ W~~ -21JmWL LWv1Jk 17m+"'kn;_ 
~+2,i,6,4 2 Waf W~ -1JmW L Wa1Jk "'nt +"'~cii;. 
ai+2,i,2,5 
n2 Wa[ W~ 
-1Jm1Jk L"'m+"'kffi. 
~+2,i,3,5 2 n Wa[ Wd~ - 1JmWL L1Jk + n "1m "'le 
~+2,i,5,5 n2 Wa[ W~ -1JmWv L1Jk"'m+"'k~ 
ai+2,i,6,5 
2 n W,.f W~~ 
- 1JmWLWa1Jk L'T/,.,.+"'kn'j._ 
Tabella 2.2.8.3: Coefficienti relativi alla sesta colonna della matrice Ai+2,i (Eq. 2.2.8.55) 
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Tabella 2.2.8.4: Coefficienti relativi alla prima e terza colonna della matrice Ai+2,i+1 (Eq. 2.2.8.56) 
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Tabella 2.2.8.5: Coefficienti relativi alla quarta, quinta e sesta colonna della matrice Ai+2,i+l (Eq. 
2.2.8.56) 
ai+2,i+l,4,4 4 wrl - 7Jm41Jm+1J~cn1 
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gli autovalori della matrice non nulli risultano 
(-l+ wa), (-l+ wv), p con p radice del polinomio 
r 4 + (-2 + nl) r 3 + (377kfliWdf + WdJ) r 2 + (fliwdf + 2- Oi- 2wdf- 377kfliWdJ) r 
-l+ wdf + 77kfliwdf 
scegliendo allora 
Wa =l 
Wv =l 
(2.2.8.59) 
(2.2.8.60) 
ed applicando il criterio di Routh-Hurwitz al polinomio rimanente, ne conseguono le seguenti 
disuguaglianze 
(2.2.8.61) 
La particolare scelta wd = O fa sì che il metodo abbia lo stesso limite di stabilità del metodo delle 
differenze centrali. Va notato tuttavia che, in questo caso, l'algoritmo non risulta consistente. 
Evitando allora la scelta particolare di 77m = O si possono scegliere unitari tutti i pesi relativi agli 
spostamenti. Gli autovalori non nulli della matrice di amplificazione risultano allora le radici del 
polinomio 
(77m + 77kfll) r 4 + (fli77m- 277m+ fli77k- 277kfll) r 3 
+ (77kfliWdf + 377~fliwdf + 377mWaf77kfli + 77~Waf + 77mWaf + 77kfliWdf77m) T 2 
+ ( 277kf2I- 277kfliWdf- fli77k- 377mWaf77kfli + fli77kWdf- 377~fliwdf ) 
+277m+ fli77mWaf- 277kfliWdf77m- fli77m- 277mWaf- 277~Waf T 
-77kfli + 77~Waf + 77mWaf + 77kfliWdf77m + 77kfliWdf- 77m + 77mWaf77kfli + 77~fliwdf 
(2.2.!f62) 
che analizzato con il criterio di Ruth-Hurwitz conduce ad una serie di condizioni strettamente 
dipendenti dal rapporto fra le rigidezze 77k· Infatti oltre alle relazioni 
-77m + 77k < < 2 
77k (l + 77m) Waf l + 77m 
necessarie per la stabilità asintotica e a limitazioni ben definite 
n2 4+ 477m 
HL<---'-= 
l- 777k 
il criterio porta allo studio del segno di polinomi di ordine elevato. 
(2.2.8.63) 
(2.2.8.64) 
Si è provveduto di conseguenza a fare uno studio numerico del limite di stabilità, facendo 
variare i parametri. Vista l'elevata onerosità dello studio si è scelto di utilizzare i pesi Wdf• Wvf e 
Waf per il calcolo delle forze definiti nelle equazioni (2.2.4.17-2.2.4.18) uguali a quelli relativi al 
calcolo degli spostamenti, velocità ed accelerazioni 
(2.2.8.65) 
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Date le dimensioni del problema, si è proweduto a fare un'analisi di sensitività ai coefficienti 
Wd, Wv e Wa impostando un numero di sottopassi pari ad l, 2 e 434 e diverse combinazioni di valori 
'flm ed 'flk· In particolare si sono analizzati i seguenti casi: 
l. 'flm = l 'flk = l (( = 1.00); 
2. 'flm =l 'flk = 10 (( = 2.34); 
3. 'flm =l 'rfk = 1
1
0 (( = 0.74); 
4. 'flm = ~ 'flk = l (( = 1.15); 
5. 'flm = ~ 'flk = 10 (( = 2.70); 
6. 'flm = ! 'flk = lo (( = 0.86); 
7. 'flm = 2 'flk = l (( = 0.82); 
8. 'flm = 2 'flk = 10 (( = 1.91); 
9. 'flm = 2 'flk = 1
1
0 (( = 0.61); 
per il caso in cui la struttura numerica è uguale a quella sperimentale (punto l) si è analizzato 
un range dei pesi pari a [0, 1.1]. Le Figure (2.2.8.5-2.2.8.7) evidenziano che un peso superiori a 0.9 
non danno buoni risultati. Per le successive analisi si è per questo utilizzato un range di [0, 0.9] per 
i pesi negli spostamenti e nelle velocità, mentre per quanto riguarda le accelerazioni si è scartato il 
valore Wa = 0.0 poiché se dal punto di vista stabilità è quello che dà i migliori risultati, dal punto 
di vista accuratezza fornisce un soluzione completamente errata. Nel caso in questione i risultati 
evidenziano che per Wa > 0.5 il peso w.v ha poca influenza sui risultati, soprattutto se considerato 
per wd >O. 
L'analisi con una struttura numerica più rigida di quella sperimentale, punto 2, conferma le 
relazioni (2.2.8.63) anche per il caso con il peso sulle forze uguale a quello negli spostamenti; nel 
caso presente si traducono nella relazione 
9 
-<wa<l 20- -
(2.2.8.66) 
ha evidenziato l'instabilità del metodo per OL -t O con un peso sulle accelerazioni minore di 0.4. 
Dall'esempio riportato in Figura (2.2.8.8) con Wd = 0.5 si può notare ancora la bassa influenza 
del peso sulle velocità. La Figura evidenzia anche la notevole influenza della rigidezza analitica 
sul limite di stabilità. La caratteristica è confermata anche per il caso con bassa rigidezza (punto 
3, Fig. 2.2.8.9). Il fenomeno previsto dalle relazioni (2.2.8.63), evidenziato al punto 2, viene 
confermato anche nelle analisi con una massa analitica dimezzata e con una frequenza globale 
maggiore di quella sperimentale (punti 4-5), come riportato nelle Figure (2.2.8.10) e (2.2.8.11). Per 
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Figura 2.2.8.5: Formulazione con scambio di forza, Wdf = Wd = 0.0, Wvf = Wv, Waf = Wa, Tfm = l 
Tfk = l, nss = 1: limite di stabilità OL in funzione di Wa 
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Figura 2.2.8.6: Formulazione con scambio di forza, Wdf = Wd = 0.5, Wvf = Wv, Waf = Wa, Tfm = l 
Tfk = l, nss = 1: limite di stabilità OL in funzione di Wa 
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Figura 2.2.8.7: Formulazione con scambio di forza, Wdf = wd = 0.9, Wvf = Wv, Waf = Wa. 7Jm = l 
7Jk = l, nss = 1: limite di stabilità fh in funzione di Wa 
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Figura 2.2.8.8: Formulazione con scambio di forza, wdf = Wd = 0.5, Wvf = Wv, Waf = Wa, 7Jm = l 
7Jk = 10, n 88 = 1: limite di Stabilità f2L in funzione di Wa 
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Figura 2.2.8.9: Formulazione con scambio di forza, Wdf = wd = 0.5, Wvf = Wv, Waf = Wa, TJm = l 
'TJk = 1
1
0 , nss = 1: limite di Stabilità DL in funzione di Wa 
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Figura 2.2.8.10: Formulazione con scambio di forza, wdf = wd 
TJm = ~ TJk = l, n 88 = 1: limite di stabilità DL in funzione di Wa 
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w =0.0 
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'Il =0.1 
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Figura 2.2.8.11: Formulazione con scambio di forza, Wdf = wd = 0.5, Wvf = Wv, Waf Wa, 
'flm = ~ 'flk = 10, n88 = 1: limite di Stabilità !JL in funzione di Wa 
quanto riguarda i punti 6-7, le analisi hanno evidenziato come l'accoppiamento nella formulazione 
generi delle prestazioni completamente diverse in situazioni paragonabili: a fronte di un pulsazione 
totale paragonabile i limiti di stabilità risultano completamente diversi, a conferma ancora una 
volta delle relazioni {2.2.8.63). In particolare dalle Figure (2.2.8.12) e (2.2.8.13) si può notare 
come l'aumentare della massa analitica (7) faccia calare il limite di stabilità in relazione al caso 
con una rigidezza analitica minore (punto 6). Nelle Figure (2.2.8.14) e (2.2.8.15) si riportano i 
risultati ottenuti relativi ai punti 8-9 che ancora un volta confermano i trend sinora evidenziati. 
Per quanto riguarda tutte le analisi svolte va evidenziato che il numero di sottopassi influenza 
relativamente il dominio di stabilità del metodo ed in particolar modo non lo riduce mai. In Figura 
(2.2.8.16) si confrontano i risultati in termini di pulsazione globale adimensionalizzata nei casi con 
Wv = Wd = 0.5. 
l risultati si possono così riassumere: 
• la stabilità è notevolmente influenzata dai rapporti fra le rigidezze e le masse relative alla 
struttura sperimentale e quella analitica; 
• il peso sulle velocità nel range di interesse applicativo degli altri pesi ha scarsa influenza; 
34 Non si è proseguiti oltre a causa dell'elevata onerosità computazionale; le simulazioni numeriche hanno inoltre 
evidenziato come, con la presente formulazione, il numero di sottopassì ha un'influenza trascurabile sulla stabilità. 
326 
2.00 --·--··------------l --· ------·-~ 
1.60 
1.20 
0.80 
0.40 
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Figura 2.2.8.12: Formulazione con scambio di forza, Wdf = Wd = 0.5, Wvf - Wv, Waf Wa. 
7Jm = ~ 7Jk = l~, n 88 = 1: limite di stabilità flL in funzione di Wa 
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Figura 2.2.8.13: Formulazione con scambio di forza, Wdf = Wd - 0.5, Wvf = Wv, Waf - Wa, 
7Jm = 2 7Jk = l, n88 = 1: limite di Stabilità flL in funzione di Wa 
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~.=1 0 • ,•1.0 
q • >1 0 • • •100 
q. •1 0 • ,-o.1 
q.~~ 
q e ~.5 
q m ~.5 
q m =2.0 
q • =20 
~ • =20 
q •10 
' 
q :tO.O 
c 
q .~. 1 
q c =1.0 
Figura 2.2.8.16: Formulazione con scambio di forza, Wdf = wd = 0.5, W v f = W v = 0.5, Waf = Wa, 
n88 = 1: limite di stabilità della struttura globale çtCR in funzione di W a 
• l'accoppiamento fra la parte analitica e quella sperimentale fa sì che a parità di frequenza 
globale le prestazioni dell 'algoritmo cambino; 
• in generale valgono le relazioni (2.2.8.63) sulla stabilità asintotica; va notato in particolare 
che suddette relazioni sono sempre rispettate se 
l 2 
< W af < l l+ TJm +TJm 
(2.2.8.67) 
L'analisi ha confermato il risultato delle simulazioni: la formulazione con scambio di forze, 
rispetto agli algoritmi implementati, possiede il vantaggio di avere un limite di stabilità più alto e 
di non diminuire tale limite aumentando il numero di sottopassi. 
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2.3. CONCLUSIONI E FUTURI SVILUPPI 
2.3.1 Conclusioni 
Le analisi condotte in questo lavoro consentono di trarre numerose conclusioni. 
Per quanto concerne l'analisi teorica degli algoritmi applicati a procedure numeriche possono 
essere evidenziati i seguenti aspetti: 
• L'ordine di accuratezza degli spostamenti dello schema CH-a non è influenzato dalla non 
linearità, nell'ipotesi che i termini non lineari siano funzioni sufficientemente regolari. Nel 
caso di smorzamento nullo esiste una semplice combinazione lineare delle accelerazioni per 
la quale l'ordine di accuratezza è pari a due, mentre in generale l'accelerazione ha ordine di 
accuratezza pari a uno (anche in regime lineare). 
• L'influenza della non linearità può essere analizzata ricorrendo ad analisi di tipo energetico. 
• Il metodo CH-a è stabile nell'energia secondo la definizione di Hughes {Hughes, 1976). 
Tale risultato ha però una validità limitata poiché la definizione stessa di stabilità è poco 
restrittiva. Alcune simulazioni numeriche evidenziano un comportamento instabile, non m 
contrasto con le condizioni di stabilità dell'energia. 
• Il comportamento dissipativo dell'algoritmo CH-a alle alte frequenze, nell'ipotesi che non 
si manifestino problemi legati alla convergenza del metodo di Newton-Raphson, non è 
influenzato dalla non linearità del problema. 
• La stabilità di un algoritmo in regime non lineare è fortemente influenzata dalla convergenza 
del metodo iterativo utilizzato per risolvere l'equazione non lineare in un generico passo. In 
particolare, si riscontrano problemi di mancata convergenza o di convergenza verso soluzioni 
spune. 
• Il metodo CH-a manifesta l'effetto di overshoot nelle velocità. L'origine di tale fenomeno 
risiede nella scelta di due approssimazioni temporali diverse per gli spostamenti e le velocità. 
Il valore del parametro Poo influenza l'entità e il numero di passi nei quali si manifesta 
l'amplificazione della risposta. Se il metodo iterativo converge ad ogni passo, l'effetto di 
overshoot nel caso non lineare si manifesta come in regime lineare. 
• L'ordine di accuratezza degli spostamenti e dei momenti (e/o velocità) dei metodi TDG sia 
in regime lineare che soprattutto in regime non lineare dipende dalla regola di quadratura 
utilizzata per la valutazione degli integrali presenti. 
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• Gli algoritmi TDG possiedono prestazioni superiori a quelli basati sulle differenze finite, in 
quanto, pur presentando smorzamento di tipo numerico, non evidenziano il fenomeno di 
overshoot. 
• Le strategie di tipo predictor-multicorrector, con un numero limitato di correzioni possono 
rendere competitivi i metodi TDG anche in regime non lineare. 
• La classe di metodi HllE proposta eredita l'accuratezza del terzo ordine del metodo Hll, 
dal quale sono derivati. Possono essere inoltre utilizzati con dissipazione algoritmica definita 
dall'utente. 
• In regime non lineare, la classe di metodi HllEa presenta un comportamento patologico, 
mentre la classe di algoritmi HllEb eredita tutte le caratteristiche favorevoli relative al 
regime lineare. 
La parte relativa al metodo di prova PSD ha condotto alle seguenti conclusioni: 
• Nella soluzione delle equazioni del moto, è possibile impiegare integratori impliciti, con un 
;(' 
numero ridotto di correctors, senza commettere errori eccessivi. 
• L'impiego di valori della rigidezza numerica inferiori a quelli della rigidezza effettiva, mediante 
algoritmi dissipativi non implica necessariamente l'instabilità dell'algoritmo; in casi particolari, 
può addirittura fornire soluzioni più accurate. 
• Valori di rigidezza numerica inferiori a quelli effettivi non sono da escludere, specie se, Jp fase 
,J:. 
di integrazione delle equazioni del moto, si impiegano formule di correzione della magice di 
rigidezza stessa. '" 
.; 
• L'implementazione del metodo CH-a di tipo implicit-predictor one-pass corrector, presenta 
dissipazione alle frequenze intermedie. Tale dissipazione può risultare efficace nella limitazione 
degli effetti di errori correlati. 
• Gli algoritmi dotati di dissipazione selettiva sono superiori agli algoritmi tradizionali, non solo 
nel campo delle alte frequenze, nell'abbattimento degli effetti di errori sia di tipo correlato 
che non correlato. 
• Gli algoritmi dissipativi espliciti possono sostituire gli integratori espliciti non dissipativi senza 
incidere sui tempi di elaborazione, permettendo di limitare l'effetto degli errori senza ridurre 
il valore del passo di integrazione. 
• Le formule di correzione della matrice di rigidezza numerica, con l'impiego di un numero limi-
tato di correctors, incrementano l'efficienza degli algoritmi impliciti, permettendo di ottenere 
soluzioni accurate. 
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• A patto che si adottino opportune strategie di controllo, le formule di correzione della rigidezza 
possono essere impiegate anche in presenza di errori rilevanti nei dati. 
• L'approccio sperimentale basato sul metodo PSD, si rivela uno strumento importante nel-
l'indagine del comportamento di strutture soggette a sollecitazioni dinamiche. Nonostante le 
strutture esaminate sperimentalmente fossero estremamente semplici, le prove sperimentali 
effettuate si sono mostrate difficilmente riproducibili al calcolatore. 
• Gli schemi partizionati di tipo improved inter-field sono applicabili al metodo PSD continuo in 
presenza di sottostrutturazione. Essi possono realizzare numerosi sottopassi nell'integrazione 
della sottostruttura sperimentale per ogni passo di integrazione della struttura analitica. 
• La necessità di mantenere continuo il moto della sottostruttura sperimentale condiziona 
negativamente il limite di stabilità degli schemi proposti. 
• L'aumento del numero di sottopassi relativi alla struttura sperimentale influenza parzialmente 
il limite di stabilità degli schemi e favorisce il controllo degli attuatori, migliorando la qualità 
della risposta in termini di errore sperimentale. 
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2.3.2 Futuri sviluppi 
Le problematiche emerse durante l'elaborazione del lavoro di tesi, possono essere prese come 
spunto per future analisi. In particolare, si auspicano i seguenti sviluppi. 
• Ricerca di un metodo per la risoluzione di sistemi non lineari efficiente e rapidamente 
convergente alla soluzione esatta. 
• Analisi degli schemi di integrazione proposti in regime elasto-plastico. 
• Analisi del comportamento degli integratori temporali proposti in regime lineare e non lineare 
in presenza di forzante, al fin di valutare gli effetti del fenomeno di risonanza. 
• Elaborazione di un algoritmo lmp/icit-explicit (Miranda et al., 1989) fondato sul metodo 
C H-o:. 
• Elaborazione di un metodo HllE che conservi le caratteristiche di accuratezza relatiì0 alla 
formulazione a e le prestazioni della formulazione b. . ... . •· 
• Analisi dell'influenza della non linearità sulla propagazione degli errori. 
• Applicazione dei metodi di correzione della matrice di rigidezza, con formule di tipo secante, 
in prove sperimentali di tipo pseudodinamico con sottostrutturazione. 
• Applicazione di procedure di correzione della matrice di rigidezza di tipo localizzato, 
implementando formule di correzione che non alterino la struttura della matrice di rigidezza. 
• Miglioramento degli schemi partizionati in presenza di sottostrutturazione, con particolare 
riferimento alla stabilità. 
• Applicazione degli schemi TDG alla pseudodinamica mediante tecniche di tipo operator 
sp/itting. 
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