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Vector ﬁeld simpliﬁcation aims to reduce the complexity of the ﬂow
by removing features in order of their relevance and importance,
to reveal prominent behavior and obtain a compact representation
for interpretation. Most existing simpliﬁcation techniques based on
the topological skeleton successively remove pairs of critical points
connected by separatrices, using distance or area-based relevance
measures. These methods rely on the stable extraction of the topo-
logical skeleton, which can be difﬁcult due to instability in numeri-
cal integration, especially when processing highly rotational ﬂows.
These geometric metrics do not consider the ﬂow magnitude, an
important physical property of the ﬂow. In this paper, we propose a
novel simpliﬁcation scheme derived from the recently introduced
topological notion of robustness, which provides a complemen-
tary view on ﬂow structure compared to the traditional topological-
skeleton-based approaches. Robustness enables the pruning of sets
of critical points according to a quantitative measure of their sta-
bility, that is, the minimum amount of vector ﬁeld perturbation
required to remove them. This leads to a hierarchical simpliﬁca-
tion scheme that encodes ﬂow magnitude in its perturbation metric.
Our novel simpliﬁcation algorithm is based on degree theory, has
fewer boundary restrictions, and so can handle more general cases.
Finally, we provide an implementation under the piecewise-linear
setting and apply it to both synthetic and real-world datasets.
Keywords: Vector ﬁeld data, topology-based techniques, ﬂow vi-
sualization.
1 INTRODUCTION
Vector ﬁelds and their analysis are indispensable for many applica-
tions in science and engineering. With the increasing gap between
the size and complexity of the vector ﬁeld data from real-world ap-
plications and the limited bandwidth of our visual perception chan-
nel, it is more and more challenging for domain experts to interpret
their data in detail or as a whole. This challenge is prominent in 2D
turbulence ﬂows, where features are everywhere and feature sizes
differ by a few orders of magnitude. Vector ﬁeld simpliﬁcation aims
at reducing the complexity of the ﬂow by removing features in order
of their relevance and importance, revealing prominent behavior,
obtaining a compact representation for interpretation, and giving a
consistent and multiscale view of the ﬂow dynamics.
A considerable amount of research has been focused on vec-
tor ﬁeld simpliﬁcation based on the notion of a topological skele-
ton [14, 16]. A topological skeleton consists of critical points con-
nected by special streamlines called separatrices, which provide a
condensed representation of the ﬂow by dividing the domain into
regions of uniform ﬂow behavior. However, existing simpliﬁcation





which can be difﬁcult due to instability in numerical integration, es-
pecially when processing highly rotational ﬂows, e.g. Figure 1. Fur-
thermore, the distance and area-based relevance measures that are
commonly used to determine the cancellation ordering of critical
points typically rely on geometric proximities and do not consider
the ﬂow magnitude, an important physical property of the ﬂow.
In this paper, we propose a new vector ﬁeld simpliﬁcation
scheme derived from the recently introduced notion of robustness.
Robustness, a notion related to persistence [10, 20], is used to rep-
resent the stability of critical points and assess their signiﬁcance
with respect to perturbations of the vector ﬁeld. Intuitively, the ro-
bustness of a critical point is the minimum amount of perturbation,
with respect to a metric encoding ﬂow magnitude, that is required
to cancel it within a local neighborhood. Our contributions are:
• We propose a new simpliﬁcation strategy based on robustness,
which is hierarchical and enables the pruning of sets of critical
points according to a quantitative measure of their stability.
• Our method, compared to the distance-based metric, provides
a complementary view to topological-skeleton-based simpliﬁ-
cation. It requires neither the topological skeleton nor heuris-
tic parameters, but it does provide comparable simpliﬁcation
results for typical scenarios. Furthermore, the method can
handle more general situations and the simpliﬁcation can be
computed efﬁciently based on sublevel sets for large, complex
datasets when separatrices are difﬁcult to integrate.
• Our strategy is built on a novel simpliﬁcation algorithm based
on degree theory. The algorithm can remove critical points
in any connected subregion of the vector ﬁeld whose degree
is zero. It can handle more general boundary conﬁgurations
without requirements on the Conley index. We provide an
implementation under the piecewise-linear (PL) setting and
apply it to a number of synthetic and real-world datasets.
We do not intend to show that the robustness-based method is
necessarily better than topological-skeleton-based methods across
all scenarios. In the typical situation involving pairs of critical
(a) (b)
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Figure 1: Topological skeleton: Sinks (and saddle-sink separatrices) are red, sources
(and saddle-source separatrices) green, and saddles blue. (a) A highly rotational ﬂow
ﬁeld where the pointed critical points are close to Hopf-bifurcations. Numerical inac-
curacies may accumulate during integration and separatrices may intersect or switch.
(b)-(c) Instability of separatrices under a small perturbation: The upper right sink is
not connected with the saddle on the left in (b), but is after a small perturbation in (c).
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points connected by separatrices, such methods offer comparable
visual results. Rather, the robustness-based method can handle
more general situations, is scalable, and gives a novel, mathemat-
ically rigorous hierarchical simpliﬁcation scheme. Our method
ﬁnds, in the space of all vector ﬁelds, the one that is closest to
the original vector ﬁeld with a particular set of critical points re-
moved, according to a metric based on the L∞ norm (the maximum
point-wise modiﬁcation to the vector ﬁeld). Our results are optimal
in this norm, that is, there exists no simpliﬁcation with a smaller
perturbation.
2 RELATED WORK
Vector ﬁeld simpliﬁcation can be classiﬁed into topology-based and
non-topology-based techniques [32]. Non-topology-based tech-
niques typically focus on Laplacian smoothing of the potential
of a vector ﬁeld [18, 25, 31]. Topology-based techniques mod-
ify the vector ﬁeld topology explicitly by merging or cancelling
nearby critical points based on the notion of a topological skele-
ton [5, 14, 16, 32]. De Leeuw and Van Liere [7, 8] made use
of a geometry-based relevance measure (e.g., with respect to dis-
tance or area proximity) to determine the pair of critical points
to be cancelled. Tricoche et al. [26] focused on a piecewise ana-
lytic description for the simpliﬁed ﬁeld, which was later extended
to time-dependent 2D ﬂows [28]. Theisel et al. [24] presented a
topology-preserved compression and simpliﬁcation of vector ﬁelds.
Zhang et al. [32] introduced a framework for ﬁxed point pair can-
cellation based on Conley index theory. Chen et al. [5] extended
this idea to include periodic orbits and presented a more complete
pairwise cancellation framework. Recently, Chen et al. [4, 6] in-
troduced a multiscale hierarchy of the vector ﬁeld topology based
on the Morse Connection Graph (MCG) computed from Morse de-
composition [6]. This work was extended to address piecewise con-
stant vector ﬁelds by Szymczak el al. [23, 22]. Such representations
could be used to simplify vector ﬁelds by iteratively merging pairs
of Morse sets that are adjacent in the MCG. The order of the pairs
for cancellation depends only on the geometric characteristics of
the Morse sets, i.e., the pairs that lead to smaller merged Morse sets
will be cancelled or merged ﬁrst. Weinkauf et al. [30] introduced
a topological simpliﬁcation technique for 3D vector ﬁelds based on
the extraction of higher-order critical points. The simpliﬁcation is
assisted by a derived auxiliary 2D vector ﬁeld on a closed surface
surrounding each higher-order critical point.
Simpliﬁcations have also been proposed in a combinatorial set-
ting [19, 21]. Edelsbrunner et al. [9, 10] performed pair cancella-
tion on scalar ﬁelds deﬁned on surfaces by changing the values of
the scalar function near the ﬁxed point pair. This is equivalent to
simplifying the gradient vector ﬁeld of the scalar function. Finally,
scale space techniques [15, 20] have also been proposed to assess
the importance of a critical point for topology-based simpliﬁcation.
Robustness is closely related to the notion of persistence [10].
While persistence has been used successfully for scalar ﬁeld visual-
ization, robustness, ﬁrst introduced in [11], is speciﬁcally designed
for vector-valued data [3, 12]. Recent work [29] assigns robustness
to critical points in both stationary and time-varying settings and
obtains a structural description of the vector ﬁeld. Such a struc-
tural description implies the existence of a hierarchical simpliﬁca-
tion strategy based on robustness, which is the focus of this paper.
In general, topology-based simpliﬁcation techniques pair the
topological features for cancellation via the computation of sepa-
ratrices, which can be numerically unstable [6]. In contrast, the
proposed robustness-based method does not require this computa-
tion and, thus, is insensitive to numerical error. The simpliﬁcation
hierarchy obtained from topology-based methods is typically in-
variant to scaling (multiplying the vector ﬁeld with a scalar ﬁeld),
whereas our technique is sensitive to the change of vector ﬁeld mag-
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Figure 2: Figure adapted from [29]. Suppose the vector ﬁeld is continuous, where
sinks are red, sources are green, and saddles are blue. From left to right: vector ﬁelds
f , relations among components of Fr , and augmented merge trees. f contains four
critical points, a sink x1, a source x3, and two saddles x2 and x4. We use β , γ , ω , etc.
to represent components of certain sublevel sets.
3). The robustness-based method achieves comparable results to
the topology-based simpliﬁcation and can handle more challenging
cases in which the topology-based methods may fail (Section 5).
3 BACKGROUND
We provide relevant background in degree theory and robustness by
reviewing previous work [3, 29] with minimal algebraic deﬁnitions
and illustrating the related concepts through an example (Figure 2
adapted from [29]). We also provide introductory descriptions of
isolating neighborhoods and Laplacian smoothing [5, 32].
Degrees. For a critical point x in 2D, its degree deg(x) equals its
(Poincare´) index, that is, the number of ﬁeld rotations while travel-
ing along a closed curve centered at x counter-clockwise. Sources,
sinks, centers, and saddles have indices +1, +1, +1 and −1, re-
spectively. Furthermore, for a (path-)connected component C that
encloses several critical points, its degree deg(C) is the sum of the
respective degrees of those critical points [3]. For our robustness-
based simpliﬁcation strategy, we rely on a corollary of the Poincare´-
Hopf theorem (which is also employed by topological-skeleton-
based simpliﬁcation, e.g., [27]), which states that if a connected
component C in 2D has degree zero, then it is possible to replace
the vector ﬁeld inside C with a vector ﬁeld free of critical points.
Merge tree. To analyze a continuous 2D vector ﬁeld f : R2 → R2,
we deﬁne a corresponding scalar function (referred to as the ﬂow
magnitude function) f0 : R2 → R which assigns for each point the
magnitude (Euclidean norm) of the corresponding vector, f0(x) =
|| f (x)||2. We use Fr = f−10 (−∞,r] to denote the sublevel set of f0
for some r ≥ 0. F0 is precisely the set of critical points of f .
Increasing r from 0, the space Fr evolves and we can construct a
graph that tracks the (connected) components of Fr as they appear
and merge. This is called a merge tree (or join tree as described
in [1]). The root represents the entire domain of f0 and the leaves
represent the creation of a component at a local minimum. An in-
ternal node represents the merging of two or more components. We
further record an integer at each node, which is the degree of the
corresponding component in the sublevel set, and refer to the result
as an augmented merge tree. An initial computation of the degrees
of critical points is sufﬁcient to determine the degree of any compo-
nent of any sublevel set by computing the sum of the degrees of the
critical points lying in it [3]. An example is shown in Figure 21. The
merge tree on the right shows how the components of the sublevel
sets Fr evolve. At r = 0 there are four components that correspond
to the four critical points, each with nonzero degree. At r = r1,
components that contain x1 and x2 merge into a single component
β1, which has zero degree. When r = r2, components β1 and β2
merge into a single component γ1 with degree +1, while β3 grows
into γ2. Finally at r = r3, the single component ω1 has zero degree.
Static robustness and its properties. The (static) robustness of
a critical point is the height of its lowest degree zero ancestor in
1We do not show any components that appear after r = 0 as they have
zero degrees and do not correspond to critical points of the vector ﬁeld.
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the merge tree [2, 29]. The static robustness quantiﬁes the stability
of a critical point with respect to perturbations of the vector ﬁelds
through the following lemmas explicitly stated in [29].
We ﬁrst deﬁne the concept of perturbation. Let f ,h :R2 →R2 be
two continuous 2D vector ﬁelds. Deﬁne the distance between the
two mappings as d( f ,h) = supx∈R2 || f (x)− h(x)||2. A continuous
mapping h is an r-perturbation of f , if d( f ,h)≤ r.
Lemma 3.1 (Critical Point Cancellation [29]) Suppose a critical
point x of f has robustness r. Let C be the connected component
of Fr+δ containing x, for an arbitrarily small δ > 0. Then, there
exists an (r+δ )-perturbation h of f , such that h−1(0)∩C = /0 and
h = f except possibly within the interior of C.
Lemma 3.2 (Degree & Critical Point Preservation [29])
Suppose a critical point x of f has robustness r. Let C be the
connected component of Fr−δ containing x, for some 0 < δ < r.
For any ε-perturbation h of f where ε ≤ r − δ , the sum of the
degrees of the critical points in h−1(0)∩C is deg(C). If C contains
only one critical point x, we have deg(h−1(0)∩C) = deg(x). That
is, x is preserved as there is no ε-perturbation that could cancel it.
Revisiting the example in Figure 2, the robustness of the critical
points x1, x2, x3, and x4 is r1, r1, r3, and r3, respectively. Since
the robustness of x3 is r3, for any δ > 0, we consider a component
C⊆ Fr3+δ that is slightly larger than ω1 and contains x3 (in fact, ω1
contains all four critical points). Lemma 3.1 implies the existence
of an (r3+δ )-perturbation that cancels x3 by locally modifying the
component C. Now consider another component C′ ⊆ Fr3−δ where
r2 < r3−δ < r3, then C′ has degree +1. Lemma 3.2 states that any
(r3−δ )-perturbation preserves the degree of C′.
Isolating neighborhood and Laplacian smoothing. Previously,
topology-based simpliﬁcation has focused on cancelling pairs of
critical points that are connected by separatrices. Zhang et al. [32]
and Chen et al. [5] propose to compute an isolating neighborhood
surrounding a pair of critical points, where a critical-point-free vec-
tor ﬁeld can be found by solving a constrained optimization prob-
lem, referred to as a vector-valued Laplacian smoothing [32].
Based on Conley index theory, every boundary point of an iso-
lating neighborhood can be classiﬁed as either an entrance or exit
point. If an isolating region C in the domain contains multiple crit-
ical points and has a trivial Conley index, the ﬂow inside C can
be replaced with a new ﬁeld free of critical points [32]. A typical
situation for C to have a trivial Conley index is when its boundary
∂C consists of a single inﬂow and a single outﬂow component. As
shown in the later examples, such an isolating neighborhood is not
always easy to construct. The robustness-based method has no such
constraint and only requires the degree of C to be zero.
4 ROBUSTNESS-BASED SIMPLIFICATION ALGORITHMS
In robustness-based simpliﬁcation, we ﬁrst locate sets of critical
points that share the lowest zero-degree ancestors in the merge tree
and sort them based on their robustness values. For each set with a
common robustness r, we compute the corresponding component of
the sublevel setC⊆Fr. Since by construction deg(C)= 0, our strat-
egy can simplifyC, whereas the distance-based strategy requires an
isolating neighborhood with trivial Conley index.
4.1 Preliminary
First we introduce the relevant constructions in a smooth setting,
and then translate the corresponding language into the PL setting.
Given a 2D vector ﬁeld restricted to a degree-zero component C,
f :C →R2, we deﬁne the image space of C, im(C). For each point
p∈C, we have a vector vp = f (p)∈R2. im(C)⊂R2 is constructed
by mapping p to its vector coordinates vp. The origin in im(C)
corresponds to the critical points (0 vectors) in C. Since C ⊆ Fr, it
follows that ∀p∈C, ||vp||2 ≤ r, therefore im(C) is contained within










Figure 3: (a)-(b): Illustrative examples for uncovered (a) and covered (b) boundaries
of im(C). (c): A component and its image space with a few mappings highlighted.
Now suppose the boundary of C, denoted as ∂C, is a simple
closed curve2. Note that the above maps ∂C to S, obtaining the
image, im(∂C). We refer to the boundary of im(C) as uncovered,
if im(∂C) ⊂ S, otherwise, as covered. Figures 3(a)-(b) illustrate
these concepts. Note that both examples have zero degree. In 3(a),
the region C encloses a saddle-sink pair connected by a separatrix.
By traversing counter-clockwise along ∂C and observing how its
image im(∂C) wraps around S, we see that the boundary of im(C)
is uncovered. In 3(b), the region C encloses a saddle-sink pair not
connected by separatrix and the boundary of im(C) is covered.
In the PL setting, the vector ﬁeld f is restricted to a triangulation
K of C, f : K →R2, where the support of K, |K|=C. We construct
the image of C by mapping each vertex p ∈ K to its vector coor-
dinates vp = f (p). Through linear interpolation, this construction
also maps edges and triangles in K to edges and triangles in im(C)
(Figure 3(c)). The concept of covered and uncovered boundaries of
im(C) can be deﬁned similarly up to a small additive constant.
4.2 Algorithm Overview
Our simpliﬁcation strategy consists of four operations:
• Smoothing(C): Perform Laplacian smoothing on C;
• Cut(C): Deform the vector ﬁeld in its image space im(C) to
remove critical points in C;
• Unwrap(C): Modify the vector ﬁeld in its image space im(C)
so part of its boundary is uncovered;
• Restore(C): Set the boundary to its original value.
Three cases are classiﬁed by the Conley index of C, denoted as
CH∗(C). The operations to simplify each case are:
(a) If CH∗(C) is trivial, return C1 = Smoothing(C).
(b) If CH∗(C) is nontrivial and the boundary of im(C) is uncov-
ered, then C1 = Cut(C), and return C2 = Smoothing(C1).
(c) If CH∗(C) is nontrivial and the boundary of im(C) is covered,
thenC1 =Unwrap(C),C2 =Cut(C1),C3 =Restore(C2) and
return C4 = Smoothing(C3).
By construction, deg(C) = 0 in all three cases. Indeed, deg(C) = 0
is a sufﬁcient condition such that there exists no simpliﬁcation.
4.3 Algorithm Details
We describe the Cut and Unwrap operations in detail and discuss
the maximum amount of perturbation needed due to these opera-
tions. Smoothing is only used to achieve visually appealing results.
Cut operation. Suppose the boundary of im(C) is uncovered. The
idea behind the Cut operation is to deform im(C) such that there is
a small neighborhood surrounding the origin that is not covered by
im(C). This corresponds to the situation where there is no critical
point in C after the deformation. As shown in Figure 5(left), we



























Figure 4: (a)-(b) Locating a cut point for the Cut operation: (a) Track the angle (a.k.a. phase) of a point in im(∂C) along S as we move along ∂C counter-clockwise. (b) The
corresponding phase plot (a.k.a. angle-valued function) is shown in blue. The result of phase-unwrapping is shown in red. (c)-(e) Locating an unwrap point in Unwrap operation: (c)
Track the angle of a point in im(∂C) along S as we move along ∂C counter-clockwise. (d) The corresponding angle-valued function (shown in blue), the result of phase-unwrapping














Figure 5: Cut operation. Left: The projection of edges that intersect 	 during the Cut
operation. Right: After Cut, the light blue region represents im(C), which no longer
contains (covers) the origin and so is critical point free.
choose a point c∗ on the uncovered part of the circle S (this point is
referred to as the cut point) and deﬁne the line 	 as the line segment
beginning at the origin O and terminating at c∗. Deﬁne another line
	′, which is orthogonal to 	 and is ε away from the origin. The
point s ∈ 	′ is at a distance ε from the origin. Next, we ﬁnd all the
mesh edges vpvq (corresponding to the edge pq in K) in the interior
of im(C) that intersect with the line 	, and project their end points
onto 	′, forming the projected edge v′pv′q. In the original domain,
the vectors at p,q ∈ K are deformed from vp and vq to the vectors
v′p and v′q, respectively. Third, we locate all the mesh edges vxvy
where x ∈ ∂C (and so vx is on the boundary of im(C) and vy is
in the interior). We move the point vy to s so that the edge vxvy no
longer crosses 	 and the boundary vector remains unchanged. Since
the boundary of im(C) is uncovered, there is no edge that intersects
	 whose end points are both located on the boundary of im(C) (i.e.,
whose corresponding points are both in ∂C). This operation creates
an empty wedge around the origin (Figure 5 right), which ensures
that there are no critical points in C after the modiﬁcation. By con-
struction, the amount of perturbation is less than r+ε . When doing
Laplacian smoothing, we keep the projected vertices (end points of
the cut edges) ﬁxed to ensure that the origin is not recovered.
The procedure to ﬁnd a cut point c∗ is shown in Figure 4(a)-(b).
In (a), by traversing counter-clockwise along ∂C and observing how
its image im(∂C) (blue curve) wraps around S, we deﬁne the angle
θ of a point along S to be its phase. In (b), we showcase (in blue)
the corresponding phase plot (a.k.a. angle-valued function), that is,
a function h : ∂C → θ where θ ∈ [−π,π]. Traversing ∂C again,
we can use phase-unwrapping to give us a continuous function ϕ :
∂C → φ for φ ∈ R (shown in red) using the following equation
ϕ(i) = θ(i)−ϕ(i−1)+ 1/2+θ(i).
Since the boundary of im(C) is uncovered, it follows that
max∂C(ϕ)−min∂C(ϕ) < 2π . We set the cutting angle φ∗ as the











+π, c∗ = (r cosφ∗,r sinφ∗),
where r is the robustness parameter of the sublevel set (and the ra-
dius of the disk S, where im(C)⊂ S). By using the phase parameter
θ , we do not need to worry about PL effects when computing c∗.
Unwrap operation. If the boundary of im(C) is covered, we
must ﬁrst Unwrap the boundary before we perform the Cut pro-
cedure.The Unwrap operation is divided into the steps illustrated
in Figure 4(c)-(e). Similarly to the cut point, we determine the opti-
mal unwrap point. As before, we traverse ∂C and compute a phase
plot h : ∂C → θ , unwrapping the phase to obtain a continuous func-












where n is the smallest integer such that |min(θ) + 2nπ −
max(θ)| < π , and c∗ = (r cosφ∗,r sinφ∗). To Unwrap the bound-
ary, let X ∈ ∂C be the set of points on the boundary such that
φ(X) > φ∗ − δ , and Y ∈ ∂C be the set of points that φ(Y ) <
φ∗ + δ − 2nπ . As illustrated in Figure 4(e) , to Unwrap we set












where r is the magnitude of the vectors on the boundary (e.g., the
sublevel set parameter). The ﬁnal step is to Restore the boundary
to its original values. As in case (b), the deformation is bounded
by r+ ε . We omit the proof, but the key observation is that internal












Figure 6: SyntheticA. (a) The original vector ﬁeld: sinks are red, sources are green
and saddles are blue. (b) The topological skeleton: saddle-sink separatrices are red and
saddle-source separatrices are green. (c)-(d) 1st level simpliﬁcation: before (c) and af-
ter (d) Smoothing. (e)-(f) 2nd level simpliﬁcation: before (e) and after (f) Smoothing.
4.4 Synthetic Examples
We illustrate our robustness-based simpliﬁcation strategy on three
PL synthetic examples, highlighting the three different cases.
SyntheticA (Figure 6) corresponds to the example in Figure 2.
It involves pairs of critical points connected by separatrices. At r1,
we have a component that contains critical points x1 and x2 and at
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(a) (b) (c)
Figure 7: SyntheticB. (a) the original vector ﬁeld with its topological skeleton. (a)-(b):
Single level simpliﬁcation before (a) and after (b) by Cut and Smoothing. (c) Only
applying Smoothing does not make the region a critical point free ﬁeld.
(a) (b) (c)
Figure 8: SyntheticC. (a) the original vector ﬁeld with topological skeleton. (b)-(c)
Before (b) and after (c) simpliﬁcation by combining Unwrap, Cut and Smoothing.
r3 we have a component that contains all four critical points x1 to
x4. The simpliﬁcation hierarchy involves two steps ranked by ro-
bustness values: ﬁrst x1 and x2 are simpliﬁed, and then x3 and x4.
Since both components (marked by yellow boundary) have a trivial
Conley index, this corresponds to case (a), where only Smoothing
operations are needed. SyntheticB (Figure 7) involves a group of
four critical points that are interconnected by separatrices, which
could be simpliﬁed in a single level using a robustness-based strat-
egy. Since the component of interest has a nontrivial Conley index,
directly applying Laplacian smoothing fails (as shown in Figure
7(c)). The component’s boundary is uncovered, so we apply case
(b) of our simpliﬁcation by combining Cut with Smoothing.
SyntheticC (Figure 8) corresponds to case (c) of our algorithm.
This is an untypical case involving a pair of critical points not di-
rectly connected by a separatrix. In this case, the component of in-
terest C has nontrivial Conley index, and the boundary of its image
is covered. The robustness-based strategy cancels the critical point
pair without any issue by combining Unwrap, Cut and Smoothing
operations. We further focus on this example by illustrating the
image space of C, im(C), during various steps of simpliﬁcation in
Figure 9. In Figure 9(a), the entire boundary and disk are covered.
However, from the left phase plot in Figure 10, we can see that
the degree is 0. Once the optimal unwrapping point is computed,
we perform the Unwrap operation, giving the right phase plot in
Figure 10 and the image space in Figure 9(b), leaving the bound-
ary S uncovered. The effect of the Cut operation in image space is
shown in Figure 9(c), creating a void surrounding the origin. Lastly,
in Figure 9(d), the boundary is restored for the ﬁnal output.
Figure 9: SyntheticC. The image space is shown through the different steps: (a) origi-
nal, (b) after Unwrap, (c) after Cut, and (d) ﬁnal output after Restore.
5 RESULTS
We demonstrate our robustness-based simpliﬁcation strategy on a
number of real-world datasets. When possible, we compare our
method with distance-based simpliﬁcation. The ﬁrst real-world
dataset we explore is the top layer of a 3D simulation of global
oceanic eddies [17] for 350 days of the year 2002. The 2D time-









Figure 10: SyntheticC. Left: The phase plot, original version (blue), and the phase-
unwrapped version (red). Right: The phase plot with optimal unwrap point (orange)
and the modiﬁed phase plot with boundary uncovered (purple).
representing the ﬂow in the central Atlantic Ocean (60× 60) and
construct standard triangulation on the point samples. We select
multiple time slices from this data: OceanA contains slices #21217
and #21311; OceanB and OceanC correspond to slices #20904 and
#20821, respectively; OceanD includes a time-varying sequence of
slices from #20710 to #20715. Our second real-world dataset is
a 2D time-varying vector ﬁeld simulation of homogeneous charge
compression ignition (HCCI) engine combustion [13] represented
as a 640×640 regular grid with a periodic boundary. The data con-
sists of 299 time-steps at intervals of 10−5 seconds. We selected
slice #173 from this data, referred to as the Combustion dataset.
5.1 Topologically Equivalent Scenarios
In many scenarios, our approach produces topologically equivalent
and visually comparable results to the distance-based approach,
such as for the OceanB dataset (Figure 11(a)). The critical point
pairs of interest are highlighted by the black dashed boxes in the
top row left. The critical points are colored by their robustness val-
ues (red—low, blue—high). The upper right pair is more robust
than the lower middle pair and is further apart. The simpliﬁcation
results generated by distance-based and the robustness-based ap-
proaches are shown in the second and third rows, respectively. The
approximated isolating neighborhoods are highlighted by the white
boxes (middle row), whereas the sublevel sets the yellow enclosure
(bottom row). From the comparison, we observe that, ﬁrst, both
the distance and robustness metrics generate the same pairs of crit-
ical points, and second, the simpliﬁcation orderings determined by
these two metrics agree. A subtle difference in the resulting vector
ﬁelds is visible due to the different local regions determined by the
two metrics and different algorithms for modiﬁcations.
OceanA dataset (Figure 12 (a)-(b)) shows a more complex sce-
nario where the region encloses more than two critical points. The
vector ﬁelds in this example are from slices #21217 and #21311.
Each of these two clusters (highlighted by the black dashed boxes
in Figure 12(a)-(b)) consists of four critical points that are close in
distance and have small identical robustness values. The robustness
metric groups them as one cluster automatically and computes a re-
gion based on their sublevel set. The bottom row of Figure 12(a)-(b)
provides the simpliﬁcation results using the algorithm introduced in
Section 4. Although the distance-based method cannot group these
four critical points in one simpliﬁcation, for comparison we com-
pute an isolating neighborhood that encloses them and apply Lapla-
cian smoothing. Both methods are shown to return similar results.
Nevertheless, the robustness-based method can handle regions with
more complex boundary conﬁgurations.
5.2 Inconsistent Hierarchical Scenarios
We also identiﬁed a number of scenarios where the distance-
based and robustness-based methods disagree. One example is the
OceanC dataset (Figure 11(b)). Here, two pairs of critical points
are studied (highlighted in the top row of Figure 11(b)). Even
though the pairing of these four critical points is consistent with
both metrics, their actual simpliﬁcation orderings are different. The
distance-based method cancels the pair in the middle-right of the
domain ﬁrst, while the robustness-based method cancels the lower-
middle pair ﬁrst. Figure 13 provides another example that shows
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(b)(a)
Figure 11: (a) The OceanB dataset. (b) The OceanC dataset. For each subﬁgure: Top Row: Left – shows robustness values with the region of interest highlighted (robustness values
are colored from red to white, where red means low and white means high robustness); Right – shows the vector ﬁeld marked by critical point types along with separatrices. Middle
Row: the two-step hierarchical simpliﬁcation based on distance. Bottom Row: the two-step hierarchical simpliﬁcation based on robustness.
(a) (b) (c)
Figure 12: The OceanA dataset: (a) #20311; (b)-(c) #21217. (a)-(b) For each subﬁgure, Top Row: Left – shows robustness values with region of interest highlighted; Right – shows
the vector ﬁeld marked by critical point types and its topological skeleton. Bottom Row: results after distance-based (left) and robustness-based simpliﬁcations (right). (c) A region
(yellow boundary) with a nontrivial Conley index and uncovered boundary (top), where smoothing does not remove its critical points (bottom).
the discrepancy of the two approaches in determining the simpliﬁ-
cation ordering of critical point pairs in the time-varying setting. In
this example, we look at consecutive time steps from the OceanD
dataset. Figure 13(a) highlights the critical points of interest. The
pairings of these four critical points again agree with each other us-
ing both topological-skeleton and robustness metrics. We perform
a per-slice simpliﬁcation using the two approaches. The results are
shown in the second (distance-based) and third (robustness-based)
columns in (b)-(c), respectively. From the results, we see that the
cancellation orderings change over time using the distance-based
metric. This is due to an increased distance between the two criti-
cal points near the upper-right corner, resulting in a change of the
simpliﬁcation order. On the other hand, the robustness for these
two pairs is stable. Therefore, the robustness-based simpliﬁcation
returns a consistent outcome in this example.
5.3 Challenging Scenarios
There are a number of cases where the topological-skeleton-based
metric combined with the Laplacian smoothing technique is inca-
pable of simplifying the given vector ﬁeld. For example, for the
SyntheticB dataset shown in Figure 7, it is impossible to ﬁnd an
isolating neighborhood with a trivial Conley index that encloses all
the critical points due to the boundary condition. Therefore, even
though the obtained local region is guaranteed to be zero degree,
Laplacian smoothing fails to solve for a critical point free ﬁeld.






Figure 13: The OceanD dataset. (a) A sampled time series with pairs of critical points highlighted, where white numbers indicate time stamps. (b) #21710. (c) #21715. For each
subﬁgure (b)-(c), Top Row: The original vector ﬁeld (left) and with the separatrices (right). Middle Row: The simpliﬁcation ordering for the distance-based strategy. Bottom Row:
The simpliﬁcation ordering for the robustness-based strategy. Orderings for distance and robustness-based methods are consistent in (b) and different in (c).
Figure 14: The Combustion dataset. The bottom-up hierarchical simpliﬁcations (Top) from the distance-based strategy and (Bottom) from the robustness-based strategy.
tion 4 successfully simpliﬁes the ﬁeld. A similar situation occurs
in Figure 12(c) (OceanA slice #21217). In this example, we try to
apply Laplace smoothing in the local region computed based on ro-
bustness (top). The boundary conﬁguration of this region is rather
complex and does not satisfy a trivial Conley index. The Laplacian
smoothing based on this boundary conﬁguration fails (bottom), but
the proposed simpliﬁcation method succeeds. These two examples
showcase the utility of the proposed algorithm in solving a criti-
cal point free ﬁeld within any given regions with zero degree. This
relieves the requirement of the trivial Conley index whose corre-
sponding isolating neighborhood is sometimes difﬁcult to obtain.
Figure 8 shows a nontypical case that involves the cancellation
of a pair of critical points not directly connected by separatrix. It is
impossible for the topological-skeleton-based method to compute
an isolating neighborhood that encloses two critical points (but not
the others) not connected by separatrix [5]. Nonetheless, the ro-
bustness metric derives a local region that encloses only these two
critical points with total degree equal to zero under a certain conﬁg-
uration of the ﬂow magnitude. Hence, these two critical points may
be cancelled. Whereas this may rarely occur in the real-world data,
it illustrates the ﬂexibility and generality of the proposed method.
In practice, a simpler but similar situation may occur.
In the slice of the combustion data (Figure 14), the simpliﬁcation
results and hierarchies of the distance-based metric (ﬁrst row), and
the robustness-based metric (second row) do not agree. The corre-
sponding vector ﬁeld is a high resolution incompressible ﬂow. Con-
ventional topological-skeleton-based methods are potentially difﬁ-
cult to apply, as the separatrices either do not exist or require many
integration steps before reaching the sink/source-like critical points,
making pairing the critical points challenging. A standard solution
in 2D ﬂow is to compute the skeleton of the vector ﬁeld rotated
by 90 degrees [32]. Whereas this approach may work well for 2D
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ﬁelds, it is not straightforward in the 3D case. In addition, comput-
ing a topological-skeleton for the dual vector ﬁeld and deriving the
subsequent isolating neighborhood for a given pair is computation-
ally expensive. In contrast, the robustness-based method does not
require the computation of topology, and its computation is fast and
parallelizable, making it more practical for large datasets.
6 DISCUSSIONS
We have presented a new and complementary simpliﬁcation frame-
work that does not depend on the topological skeleton but incor-
porates topological information through robustness. Rather than
considering the geometric proximity of critical points, we consider
the minimum perturbation required to remove critical points. Our
algorithm comes with theoretical guarantees on the amount of per-
turbation we introduce. The motivation for Laplacian smoothing is
to produce more visually appealing results. However, to the best of
our knowledge, no nontrivial bounds exist on the amount of pertur-
bation introduced by such a smoothing. In practice, smoothing only
marginally increases the amount of perturbation 3.
Scalability: Our method should scale to very large datasets. The
robustness computation and the simpliﬁcation steps (e.g., Cut and
Unwrap) run in linear time in the size of the mesh. For example,
for a region of 21k vertices and 64k edges, Cut required 2 seconds
in MATLAB and 0.03 seconds in C++.
Generality: The simpliﬁcation procedure requires only that the de-
gree of the boundary be zero and so applies to a wide range of cases.
It can deal with highly rotational data (e.g., centers) as well as cases
where critical points are not connected by separatrices.
Other metrics: We use robustness and the L∞ norm (the maxi-
mum over the domain), but using other metrics such as the L2-norm,
which incorporates both the magnitude of the vectors and the area
to capture a quantity closer to the energy of a perturbation, would
be interesting. The simpliﬁcation requires only degree-zero compo-
nents and any metric could be used to construct a hierarchy. It is an
open question to ﬁnd degree-zero regions under different metrics.
Time-varying and 3D vector ﬁelds: The main challenge in sim-
plifying time-varying 2D vector ﬁelds is to achieve consistency
across time-slices, e.g., obtaining critical points correspondences at
a given simpliﬁcation level. Finally, the prospect of extending our
framework to 3D vector ﬁelds is promising. Whereas there remain
technical obstacles, certain operations (such as cutting and smooth-
ing) in our pipeline readily extend to higher dimensions. This, how-
ever, is beyond the scope of this paper but will be addressed in fu-
ture work.
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