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ABSTRACT
Deriving a simple, analytic galaxy star formation history (SFH) using observational data is a
complex task without the proper tool to hand. We therefore present SNITCH, an open source code
written in PYTHON, developed to quickly (2 min) infer the parameters describing an analytic
SFH model from the emission and absorption features of a galaxy spectrum dominated by
star formation gas ionization. SNITCH uses the Flexible Stellar Population Synthesis models
of Conroy, Gunn & White (2009), the MaNGA Data Analysis Pipeline and a Markov Chain
Monte Carlo method in order to infer three parameters (time of quenching, rate of quenching,
and model metallicity) which best describe an exponentially declining quenching history. This
code was written for use on the MaNGA spectral data cubes but is customizable by a user so
that it can be used for any scenario where a galaxy spectrum has been obtained, and adapted
to infer a user defined analytic SFH model for specific science cases. Herein, we outline the
rigorous testing applied to SNITCH and show that it is both accurate and precise at deriving the
SFH of a galaxy spectra. The tests suggest that SNITCH is sensitive to the most recent epoch of
star formation but can also trace the quenching of star formation even if the true decline does
not occur at an exponential rate. With the use of both an analytical SFH and only five spectral
features, we advocate that this code be used as a comparative tool across a large population of
spectra, either for integral field unit data cubes or across a population of galaxy spectra.
Key words: methods: data analysis – methods: observational – methods: statistical – galaxies:
star formation – galaxies: statistics.
1 IN T RO D U C T I O N
Significant insight into the star formation history (SFH) of a galaxy
can be obtained from its measured spectral features (Kauffmann
et al. 2003; Dressler 2004; Li et al. 2015; Wang et al. 2018; Zick
et al. 2018), such as specific emission lines and Lick absorption
indices (Burstein et al. 1984; Faber et al. 1985; Burstein, Faber &
 E-mail: rebecca.smethurst@physics.ox.ac.uk
Gonzalez 1986; Gorgas et al. 1993; Worthey et al. 1994; Trager et al.
1998). Similarly, the parametrization of a galaxy’s complex SFH
into a simple analytic form, has informed many of the mechanisms
which drive the evolution of galaxies across cosmic time (Tinsley
1972; Gavazzi et al. 2002; Martin et al. 2007; Kriek et al. 2010;
Simha et al. 2012; Oemler et al. 2013; Schawinski et al. 2014;
Smethurst et al. 2015; Abramson et al. 2016). Combining these
two approaches by using spectral features to infer a parametrized
SFH has recently allowed for further understanding of this complex
problem (Nogueira-Cavalcante et al. 2018; Zick et al. 2018).
C© 2019 The Author(s)
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This method is complimentary to that of full spectral fitting which
utilizes all the information available from an observation and allows
the determination of a comprehensive evolutionary history of a
galaxy spectra including age, metallicity, mass-to-light ratio, and
SFH. Such a fit is often performed with an un-parametrized SFH so
that the resulting SFH is composed of many sharp bursts of single
stellar populations (SSPs) which are not always informative in
specific science cases (for example investigating starburst galaxies,
post-starbursts or quenching galaxies). Whilst there are many
publicly available codes which provide a full spectral fit to a galaxy
spectrum (SFH; Cappellari & Emsellem 2004; Heavens et al. 2004;
Cid Fernandes et al. 2005; Ocvirk et al. 2006; Tojeiro et al. 2007;
Noll et al. 2009; Conroy, Graves & van Dokkum 2014; Chevallard &
Charlot 2016; Wilkinson et al. 2017), there are few that provide
the targeted inference of a parametrized SFH for a user’s specific
science case given measured spectral features. Such a method does
not return a comprehensive evolutionary history of a galaxy like a
full spectral fit (since the majority of age and metallicity sensitive
information is found in the continuum; ∼75 per cent Chilingarian
2009; Chilingarian et al. 2011), but it does allow for the derivation
of comparative, informative SFHs across a population of galaxy
spectra.
This method is particularly attractive with the recent influx of
data from integral field unit (IFU) surveys targeting the internal
dynamics and structure of large samples of galaxies, such as
MaNGA (Mapping Nearby Galaxies at Apache Point Observatory;
Bundy et al. 2015), SAMI (Sydney-AAO Multi-object Integral-
field spectrograph; Bryant et al. 2015), and CALIFA (Calar Alto
Legacy Integral Field spectroscopy Area survey; Sa´nchez et al.
2012). Rather than obtaining a single spectra per galaxy, these
surveys acquire multiple spectra per galaxy using configurations
of over 100 fibres.
MaNGA (Bundy et al. 2015) is an integral-field spectroscopic
survey of 10 000 galaxies undertaken by the fourth phase of
the Sloan Digital Sky Survey, SDSS-IV; Blanton et al. (2017).
The expectation is that over 100 000 spectra will be obtained by
MaNGA. Whilst this is not an unreasonable number of galaxy
spectra (the Main Spectroscopic Galaxy Sample of the Sloan
Digital Sky Survey totalled roughly 106 spectra; Strauss et al. 2002)
deriving comprehensive evolutionary histories for these will be time
consuming and complex, a feat which some groups in MaNGA
have already begun to undertake (see work on Pipe3D by Sa´nchez
et al. 2016 and on FIREFLY by Goddard et al. 2017). Although
the products from these full spectral fitting routines are incredibly
valuable and numerous, they are not always appropriate for all
science cases.
We therefore present the open source PYTHON software package,
SNITCH,1 which uses Bayesian statistics and a Markov Chain Monte
Carlo (MCMC) method to quickly infer three parameters describing
an analytical quenching SFH using a total of five absorption
and emission spectral features which are sensitive to either star
formation, age, or metallicity. With the use of both an analytic
SFH model and specific spectral features, SNITCH is best suited to
deriving the relative SFH parameters across a large sample of galaxy
or IFU spectra in order to compare differences across the population.
We do not recommend using SNITCH in order to quote the SFH
parameters of only a single spectrum due to the generalizing nature
of an analytical SFH model and the loss of the age and metallicity
sensitive information contained in the continuum. The benefits of
1http://www.github.com/rjsmethurst/snitch/
using SNITCH include its adaptability to a particular targeted science
case, a reduction in the time it takes to derive a specific analytic
SFH for a large sample of galaxy spectra and the ease of comparing
the resulting SFH parameters inferred for different spectra.
This code has been developed originally for use with MaNGA
integral field unit (IFU) spectral data cubes, however it can be
used for any spectra where measurements of the absorption and
emission (dominated by star formation gas ionization) features
are possible. Specifically, SNITCH has been developed to study the
quenching histories within spatially resolved regions of MaNGA
galaxies, therefore herein we have defined a physically motivated
SFH model parametrized by the time and rate that quenching occurs.
However, the SFH model used by SNITCH may be adapted by a user
depending on the specific science case. For example, if a user wished
to study starburst galaxies the SFH could be changed accordingly
to parametrize the time and strength of the burst.
Herein we describe SNITCH in Section 2, the expected output of the
code in Section 3, along with the rigorous testing procedures applied
to SNITCH in Section 4. Where necessary we adopt the Planck 2015
(Planck Collaboration XIII 2016) cosmological parameters with
(m, λ, h) = (0.31, 0.69, 0.68).
2 D ESCRI PTI ON O F C ODE
SNITCH takes absorption and emission spectral features and their
associated errors as inputs, assumes a quenching SFH model
and convolves it with a stellar population synthesis (SPS) model
to generate a synthetic spectrum. The predicted absorption and
emission spectral features are then measured in this synthetic
spectrum which are used to infer the best fit SFH model using
Bayesian statistics and an MCMC method.
We describe this process below, first defining our analytical SFH
model (Section 2.1), how we convolve this with SPS models to
produce synthetic spectra (Section 2.2), how these spectra are then
measured to provide predicted model spectral features (Section 2.3),
which spectral features were chosen to be used as quenching
indicators (Section 2.4) and how these are used to infer the best
fit SFH given the input parameters (Section 2.5).
2.1 Star formation history model
The parametrized quenching SFH used by SNITCH was first de-
scribed in Smethurst et al. (2015) for use in the STARPY code.2 We
summarize the description from Smethurst et al. (2015) here. The
quenching SFH of a galaxy can be modelled as an exponentially
declining star formation rate (SFR) across cosmic time as:
SFR =
{
Isfr(tq) if t ≤ tq
Isfr(tq) × exp
(−(t−tq)
τ
)
if t > tq
, (1)
where tq is the onset time of quenching and τ is the time-scale
over which the quenching occurs. A smaller τ value corresponds to
a rapid quench, whereas a larger τ value corresponds to a slower
quench. We assume that all galaxies form at t = 0 Gyr. At the point
of quenching, tq, the SFH is defined to have an Isfr (tq), which
2STARPY is the precursor to SNITCH, performing a similar inference of a
quenching SFH model using only an optical and near-ultraviolet colour.
It has previously been used to study the quenching histories of AGN host
galaxies (Smethurst et al. 2016), group galaxies (Smethurst et al. 2017) and
fast- and slow-rotators (Smethurst et al. 2018). The code is publicly available
here: https://github.com/zooniverse/starpy.
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lies on the relationship defined by Peng et al. (2010; equation
1) for the sSFR(m, tq), for a galaxy with mass, m = 1010.27M.
Previous works by (Weiner et al. 2006; Martin et al. 2007; Noeske &
et al. 2007; Schawinski et al. 2014; Smethurst et al. 2015) have
shown that this analytic SFH appropriately characterize quenching
galaxies. For galaxies which are still star forming, this model
assumes a constant SFR. The SFR at any given redshift, z (or time
of observation, tobs), can now be generated for any set of SFH
parameters.
Whilst this is the SFH we have chosen to use, it is possible for
a user to provide their own SFH function by adapting the expsfh
function in SNITCH.3
2.2 Synthetic spectra generation
We then employ SPS models in order to construct synthetic spectra
for the SFHs defined in Section 2.1. These synthetic spectra will be
measured in the same way as an observed spectrum (see Section 2.3)
in order to make a direct comparison using Bayesian statistics (see
Section 2.5) to determine the ‘best-fitting’ SFH model for a given
spectral features input.
In order to derive a realistic synthetic spectrum with our defined
SFHs we used the Flexible Stellar Population Synthesis (FSPS)4
code of Conroy et al. (2009) and Conroy & Gunn (2010), which
is written in FORTRAN, in conjunction with an existing PYTHON
wrapper5 by Foreman-Mackey, Sick & Johnson (2014). The FSPS
PYTHON wrapper makes it possible to generate spectra (or magni-
tudes) for any arbitrary stellar population in just two lines of code.
SPS methods rely on stellar evolution calculations to simulate all
stages of stellar life, stellar spectral libraries, dust models, and initial
mass functions (IMFs) to translate the evolution of a hypothetical
number of stars of varying ages and metallicities into a predicted
integrated spectrum. FSPS also integrates CLOUDY (Ferland et al.
2013) into its spectral output so that stellar emission lines can
be synthesized along with the stellar continuum. Note that other
sources of ionizing radiation (e.g. from shocks or active galactic
nuclei, AGN) are not included in the spectral emission model in
SNITCH. However, we note that if a user’s specific science case has
need for this, it would be possible to replace the spectral synthesis
function (generate spectra) in SNITCH with one that does, ii
in order to add another source of ionizing photons.6 With SNITCH in
its standard form we encourage users to ensure that contaminating
emission in an observed spectrum (from shocks or AGN) has been
removed or accounted for before using SNITCH. For example, either
by fitting multiple components to spectral emission lines or by
using a BPT diagram to exclude spectra dominated by AGN or
shock ionization. If these other sources of ionizing radiation are
not accounted for, then the measured strength of emission due
to star formation in an observed spectrum will be overestimated
and the results obtained with SNITCH will be inaccurate. This of
particular concern for users wishing to use SNITCH to study merging
or interacting galaxies and starburst systems; Rich, Kewley &
Dopita (2014) showed that upward of 60 per cent of the total Hα
emission flux in late-stage gas-rich merging ultraluminous and
luminous infrared galaxies (U/LIRGs) is caused by radiative shocks.
3Information on how to adapt SNITCH for general usage is provided with the
code in the GitHub repository: http://www.github.com/rjsmethurst/snitch/.
4https://github.com/cconroy20/fsps
5http://dfm.io/python-fsps/current/
6See footnote 3.
Similarly, Rich, Kewley & Dopita (2015) found that shocks account
for up to 30 per cent of the total Hα emission flux in all interacting
galaxies.
In SNITCH, we set up the FSPS models to produce spectra using
the Padova isochrones (Girardi et al. 2002) and MILES spectral
library (Vazdekis et al. 2016) with nebular emission, emission
from dust Draine & Li (2007), a Chabrier (2003) IMF, and a
Calzetti et al. (2000) dust attenuation curve. We also smooth the
generated synthetic spectra to have the minimum velocity dispersion
measurable by MaNGA, 77 km s−1 (Bundy et al. 2015). Spectra
are generated for the 22 metallicities provided in the MILES
models, ranging from 0.011 Z to 1.579 Z across a logarithmic
age range spanning the Universe’s history. FSPS does not allow
for chemical enrichment of stellar birth material with time, i.e. the
stellar populations have constant metallicity.7 The current version
of FSPS does not allow for the α-abundances of the stellar models
to be varied. An investigation into how varying the α-abundance
would affect the generated synthetic spectra is out of the scope of
this work.8
These spectra are generated across a logarithmically spaced four-
dimensional array in [tobs, Z, tq, τ ] in order to facilitate faster run
time during inference (see Section 2.5). These are generated for
15 tobs, 12 Z, 50 tq, and 50 τ values giving a grid of 450 000 synthetic
spectra.
Two example synthetic spectra generated with FSPS for solar
metallicity are shown by the solid black line in Fig. 1. Note that
FSPS generates spectra with flux units L Hz−1, but that our spectral
feature measurement procedure (see Section 2.3) requires the flux
in units of Å−1. The spectra both have a SFH described by the
parameters [Z, tq, τ ] = [1 Z, 10.0 Gyr, 0.5 Gyr]. Overlaid are the
fits to the continuum returned by the MaNGA DAP (see Section 2.3)
shown by the blue dashed line for the spectra observed at tobs =
10.4 Gyr, soon after quenching has begun, and the red dashed line
for the spectra observed at tobs = 13.8 Gyr, when the spectrum is
quenched.
The fits are shown by the red dashed line for a spectra which has
already quenched with [Z, tq, τ ] = [1 Z, 11.5 Gyr, 0.1 Gyr] and
by the blue dashed line for a spectra which still has some residual
star formation [Z, tq, τ ] = [1 Z, 10.0 Gyr, 1.0 Gyr] both observed
at a redshift, z = 0.1 (i.e. tobs = 12.1 Gyr).
2.3 Measuring the synthetic spectral features
This code was originally developed for a specific science case for
use with MaNGA IFU data cubes. We therefore wished to measure
our synthetic spectra generated using FSPS (see Section 2.2) in the
same way as the MaNGA data. It is for that reason that we use
the functions defined in the MaNGA Data Analysis Pipeline (DAP;
Westfall et al. in preparation and Belfiore et al. in preparation)
version 2.0.2 in order to measure the features in our synthetic
7Whilst we could attempt to provide a feature to implement chemical
evolution modelling into these models this would first be full of uncertainty
(the propagation of which would be unquantifiable unless one assumes a
simplified case where no mergers are involved, e.g. see work by Kirby et al.
2013; Chilingarian & Asa’d 2018) and secondly move us out of the regime
of a simple, informative SFH model.
8We encourage the interested user to adapt the generate spectra
function in SNITCH to take their own spectra generation code which does
allow for the α-abundance to vary from solar in order to investigate the
impact on the measured spectral features. See footnote 3 for information on
how to adapt SNITCH for general purpose.
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Figure 1. Example synthetic spectra constructed using the Flexible Stellar Population Synthesis models of Conroy et al. (see Section 2.2), shown by the
thick black solid lines, both with a SFH of [Z, tq, τ ] = [1 Z, 10.0 Gyr, 0.5 Gyr]. Overlaid are the fits to the continuum returned by the MaNGA DAP (see
Section 2.3) shown by the blue dashed line for the spectra observed at tobs = 10.4 Gyr, soon after quenching has begun, and the red dashed line for the spectra
observed at tobs = 13.8 Gyr, when the spectrum is quenched. We have also labelled each of the spectral features which are used as inputs for SNITCH (see
Section 2.4) and show their central wavelength by the dashed grey lines. The grey shaded regions show the blue- and red-side continuum regions used to
measure the Dn4000 feature. See Section 2.2.
spectra. If the user has a predefined method for measuring emission
and absorption features in their spectra, the measure spec
function in SNITCH can simply be adapted.9
Here, we lay out the MaNGA DAP functions used in SNITCH to
fit our synthetic spectra and obtain emission and absorption feature
measurements for those unfamiliar:
(i) pPXF (Cappellari & Emsellem 2004) is used to extract a fit
to the stellar continuum of a full synthetic spectrum. Here, we
use the version of pPXF coded into the MaNGA DAP using the
PPXFFit object and the MILES template spectral libraries. To do
this, we assume a ‘measurement’ error on the synthetic spectra of
10 per cent of the generated flux value.
(ii) Using the fit to the stellar continuum provided by pPXF,
we measure the emission line features in a spectrum using the
Elric object and the ‘ELPFULL’ emission line database of all
26 lines provided in the MaNGA DAP. This procedure provides
emission line fluxes, equivalent widths, and kinematics from single
component Gaussian fits.10 All strong lines are fit, as well as the
Balmer series up to H and other weaker lines.
(iii) We then measure the absorption indices in the emission line
subtracted synthetic spectrum using the SpectralIndices ob-
ject and the ‘EXTINDX’ index database of all 42 indices provided
in the MaNGA DAP. Spectral-index measurements including the
4000Å break, TiO bandhead features and the full Lick system.
9See footnote 3.
10The MaNGA DAP can provide both a Gaussian and non-parametric fit
to the emission lines. Whilst the expectation is for the non-parametric
fit to be more robust, analysis presented in upcoming work by Belfiore
et al. (in preparation) has shown that the Gaussian fit is appropriate for
most spectra, except in the presence of broad line components (partic-
ularly of Type 1 AGN which make up only 1 per cent of the MaNGA
sample).
All indices are measured at the MaNGA resolution (specified for
each index) and corrections are provided to a nominal, σ v = 0
measurement. The measurements of the Lick indices are provided
by convolving the MaNGA data to the Lick resolution.
When we use SNITCH we also apply the procedure outlined above
to our observed spectra to obtain synthetic and measured spectral
features with the same method. We encourage users to the same
where possible, either by measuring their observed spectra using the
MaNGA DAP functions coded into the measure spec function
in SNITCH or by adapting this function to use a procedure defined by
the user.11 It is imperative that the same spectral fitting procedure is
applied to both the synthetic and observed spectra to negate the issue
of model dependent emission line flux subtraction when measuring
the absorption features. We note again that users should ensure that
contaminating emission (e.g. from gas ionized by radiative shocks
or AGN) in their observed spectrum has been removed or accounted
for before using SNITCH (see Section 2.2).
2.4 Choosing which spectral features to use
Whilst there are many star formation sensitive spectral features used
previously in the literature (see comprehensive review by Kenni-
cutt & Evans 2012) here we adopted a ‘first principles’ approach.
We observed how each of the 26 emission and 42 absorption features
measured by the MaNGA DAP (see Section 2.3), changed across
the model parameter space [Z, tq, log τ ] with time of observation
to determine which spectral features were most sensitive to SFR,
metallicity, and time of observation.
We looked at how plots similar to those shown in Fig. 2 for
all 26 emission features and 42 absorption features changed for at
different ages and metallicities. This was not a blind selection, as
11See footnote 3.
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Figure 2. The variation of model spectral features across the logarith-
mically binned two-dimensional [tq, log τ ] parameter space measured at
tobs = 13.8 Gyr and solar metallicity, Z = Z. The features shown from
top to bottom are the equivalent width of the H α emission line and the
spectral absorption indices H β, HδA, Dn4000, and [MgFe]′. Note that when
a model has minimal star formation, the fitting code cannot measure an
equivalent width of Hα therefore these values are masked out in the bottom
left corner of the top panel. This figure shows how each feature is sensitive
to the changing SFH and how they can be used to break the degeneracies
that plague photometric studies of SFH. See Section 2.4.
parameters were labelled during this study, but all features were
considered across the SFH model parameter space. Many features
were degenerate with other stronger spectral features or did not
show strong enough variation with a change in metallicity, age,
or quenching parameters, ruling them out as useful features for
inference. We therefore selected the following features with which
to infer the SFH parameters:
(i) The equivalent width (EW) of the H α emission line, EW[H α],
as it is the most sensitive to changes in the current SFR;
(ii) Hβ absorption index, as it is most sensitive to any recent,
rapid quenching that has occurred;
(iii) HδA absorption index, as it is the most sensitive to A-stars
and therefore star formation that has been cut-off within the last
1 Gyr;
(iv) Dn4000 as it is most sensitive to older stars and therefore
the age of the stellar population, however there is also an age–
metallicity degeneracy for this feature so we also employ;
(v) [MgFe]′ as it is most sensitive to the metallicity of the stellar
population.
Combining the spectral features listed above allows for all the
different star formation time-scales to be probed by using indicators
of stellar populations of different ages. Of all the features listed
above only EW[Hα] and Dn4000 are sensitive to the presence of dust
(see Balogh et al. 1999). Unlike the Hα flux, which is sensitive to
the current SFR, the EW[Hα] measures the relative contribution of
the Hα emission to the underlying continuum. Since the continuum
is a proxy for stellar mass and the Hα emission arises around short-
lived O and B stars, the EW[Hα] is ideal for probing recent changes
to the SFR in the past couple of 100 Myr or so, in relation to the
total integrated star formation over the galaxy’s lifetime (see also Li
et al. 2015; Zick et al. 2018). It is worth noting that although these
features were selected using this ‘first principles’ approach, they
unsurprisingly appear frequently in many works studying galaxy
SFRs and histories, e.g. Kauffmann et al. (2003), Brinchmann et al.
(2004), Goto (2005), Moustakas, Kennicutt & Tremonti (2006),
Martin et al. (2007), Huang et al. (2013), Li et al. (2015), Wang
et al. (2018), Spindler et al. (2018), Zick et al. (2018) to name but
a few.
The variation in these five spectral features across the two dimen-
sional [tq, log τ ] SFH parameter space measured at tobs = 13.8 Gyr
and solar metallicity, Z = Z is shown in Fig. 2.
We note again here that only measurements from spectra domi-
nated by emission due to gas ionization from star formation should
be input into SNITCH (see Section 2.2). If a user has a spectra which
they think may be contaminated, we recommend modelling for or
removing this contamination before measuring the spectral features.
If this is not possible, e.g. due to spectral resolution constraints, then
we recommend omitting the EW[Hα] measurement from the list of
inputs to SNITCH (see below and Section 4.3).
Fewer than five spectral features can be provided to SNITCH,
although not providing one of the five does restrict the accuracy to
which a SFH can be inferred (see Section 4.3). An estimate of the
error on these measured values is also needed for SNITCH to run.
The more precise the measurement of the spectral feature, the more
precise the inferred SFH. It is possible for a user to adapt SNITCH to
take any number of different spectral features which are appropriate
for their scientific purpose.12
12See footnote 3.
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2.5 Bayesian inference of SFH parameters
For the SFH problem at hand, using a Bayesian approach requires
consideration of all possible combinations of the model parameters
θ ≡ [Z, tq, log τ ] (the hypothesis in this instance). Assuming that
all galaxies formed at t = 0 Gyr, we can assume that the ‘age’ of
a spectrum is equivalent to an observed time, tobs. We used this
‘age’ to calculate the five predicted spectral features, s, p, at this
cosmic time for a given combination of θ , ds,p(θ, tobs) = sp(θ, tobs).
The predicted spectral features can now directly be compared with
the five input observed spectral features ds,o = {so} which have an
associated measurement error σs,o = {σs,o}. For a single spectrum,
the likelihood of a given model P ( ds,o|θ, tobs) can be written as:
P ( ds,o|θ, tobs) =
S∏
s=1
P (so|θ, tobs)
=
S∏
s=1
1√
2πσ 2s,o
exp
[
− (so − sp(θ, tobs))
2
σ 2s,o
]
, (2)
where S is the total number of spectral features used in the inference.
Here, we have assumed that P(so|θ , tobs) are all independent of each
other and that the errors on the observed features, σ s, o, are also
independent and Gaussian (a simplifying assumption but difficult
to otherwise constrain). To obtain the probability of a set of θ
values, i.e. a SFH model, given the observed spectral features:
P (θ | ds,o, tobs), we use Bayes’ theorem:
P (θ | ds,o, tobs) = P (
ds,o|θ, tobs)P (θ )∫
P ( ds,o|θ, tobs)P (θ )dθ
. (3)
We assume the following prior on the model parameters so that the
probability drops off at the edges of the parameter space: P(θ ) = 1
if 0 < Z[Z] ≤ 1.5 and 0 < tq [Gyr] ≤ 13.8 and 0 < τ [Gyr] ≤
5.9 and P (θ ) = 2 × exp (log10[5.9]) − exp (log10[τ ]) otherwise.
As the denominator of equation (3) is a normalization factor,
comparison between posterior probabilities for two different SFH
models (i.e. two different combinations of θ = [Z, tq, log τ ]) is
equivalent to a comparison of the numerators of equation (3).
Markov Chain Monte Carlo (MCMC; Mackay 2003; Goodman &
Weare 2010; Foreman-Mackey et al. 2013) analysis provides us with
a robust method to compare the posterior probabilities for different
θ values.
MCMC allows for an efficient exploration of the parameter space
by avoiding areas with low likelihood. A large number of ‘walkers’
are started at an initial position (i.e. an initial guess at the SFH, θ )
from which they each individually ‘jump’ a randomized distance to a
new position. If the probability in this new position is greater than the
calculated probability at the original position then a ‘walker’ accepts
this change. Any new position then influences the direction of the
‘jumps’ of other walkers (true for ensemble MCMC only). This is
repeated for a specified number of jumps after an initial ‘burn-in’
phase. The length of this burn-in phase is determined after sufficient
experimentation to ensure that the ‘walkers’ have converged on
the global minimum within the defined number of steps. Here, we
use EMCEE,13 (Foreman-Mackey et al. 2013), an affine invariant
ensemble sampler written in PYTHON to explore the SFH parameter
space for a given set of measured spectral features. EMCEE returns
the positions of the ‘walkers’ in the predefined parameter space,
which are analogous to the regions of high posterior probability,
P (θ | ds,o, tobs).
13dan.iel.fm/emcee/
For each run of SNITCH, the inference run is initialized with 100
walkers with a burn-in phase of 1000 steps before a main run of 200
steps. Acceptance fractions for each walker are difficult to estimate
due to the fact that walkers often get stuck in local minima during
a run (see Section 2.6 for more information).
With each ‘walker’ jump to a new place in parameter space, a
synthetic spectra must be generated then measured, as described in
Section 2.3, to produce predicted spectral parameters. Since this is
very computationally expensive, a four-dimensional look-up table
of each of the five spectral parameters listed in Section 2.4 was
generated across a logarithmically spaced grid in [tobs, Z, tq, τ ].14
We initialised our look-up table over a non-regular grid in order
to optimize the number of useful tq values for each tobs value, i.e.
quenched SFHs with tq ≤ tobs. Those SFHs with tq > tobs had
constant SFR and so returned the same values for the spectral
parameters regardless of the tq, log τ values. This allowed us to
construct a finer array in tq for each value of tobs to pinpoint
recent changes in the SFH more precisely. Fig. 2 shows a slice
in two dimensions of this look-up table, for tobs = 13.8 Gyr and
solar metallicity, Z = Z for each of the five spectral parameters.
The look-up table is interpolated over (using a nearest neighbour
approach to speed up run time over the irregular grid) to find spectral
parameters for each ‘walker’ jump to any new position in [tobs, Z,
tq, log τ ] parameter space.
2.6 Pruning walkers stuck in local minima
After running SNITCH and inspecting the walker positions it became
apparent that the walkers of EMCEE would often get stuck in local
minima. We therefore implemented a pruning method, as described
in Hou et al. (2012), in order to remove those walkers in local
minima leaving only the global minima from which to derive
inferred SFH parameters. The method outlined in Hou et al. (2012)
is a simple one-dimensional clustering method wherein the average
negative log-likelihood for each walker is collected. This results in
L numbers; lk :
lk = 1
T
T∑
t=1
P (θk(t)| ds,o, tobs), (4)
where T is the total number of steps each walker, k, takes. θk(t)
is therefore the set of walker positions at a given step, t in the
MCMC chain. These L numbers, lk , are therefore characteristic of
the well which walker k is in, so that walkers in the same well will
have similar lk (see Fig. 3 in which walkers are coloured by their
characteristic P (θk(t)| ds,o, tobs) value).
The walkers are all then ranked in order of decreasing average
log likelihood, l(k), or increasing − log l(k). If there are big jumps
in the − log l(k), these are easy to spot and are indicative of areas
where walkers have got stuck in local minima. The difference in
− log l(k) for every adjacent pair of walkers is calculated. The first
pair whose difference is a certain amount larger than the average
difference previously is then identified like so:
− log l(j+1) + log l(j ) > Const− log l(j ) + logl(1)
j − 1 . (5)
After some trial and error, we decided on a constant value of
Const = 10 000. All the walkers with with k > j are thrown away
14This look-up table will also be made publicly available for those users who
want to use SNITCH in its original format. This is available in the GitHub
repository http://www.github.com/rjsmethurst/snitch/
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Figure 3. This figure shows the walker positions marginalized over the Z
dimension into the two-dimensional [tq, log τ ] space and coloured by their
characteristic P (θk(t)| ds,o, tobs) value (see equation 3). The higher the value
of their log probability, the more likely the model is. The lower values of log
probability for some groups of walkers suggests that these are indeed stuck in
local minima. These clusters of walkers in local minima can be ‘pruned’ (see
Section 2.6) away to leave only the global minimum in the final output. Note
that since we employ a nearest neighbours interpolation method across the
look-up table (see Section 2.5) the resulting global minimum in parameter
space traces the grid structure of the look-up table. See Section 2.6.
and only the ones with k ≤ j are kept after being identified as part of
the global minimum. This can be seen in Fig. 4 wherein the walker
positions at each step before pruning are shown in comparison to
those after pruning in the main run stage. In the cases where the
‘walkers’ did not get stuck in local minima, this pruning routine
leaves the walker chains untouched.
3 O U TPU T O F C O D E
The burn-in and main run walker positions and posterior probabili-
ties at each step are saved by SNITCH. From this three dimensional
MCMC chain charting the [Z, tq, log τ ] positions of the walkers
around parameter space, the ‘best-fitting’ [Z, tq, log τ ] values along
with their uncertainties can be determined from the 16th, 50th, and
84th percentile values of the walker positions. These values are
quoted by SNITCH at the end of a run. An example output from
SNITCH for the predicted spectral features of a single known model
SFH with a synthetic spectrum constructed with the FSPS models
(see Section 2.2) is shown in Fig. 5. This figure is also saved by
SNITCH upon completion of a run.
The required inputs for SNITCH to run on a single spectrum are at
least one, if not all, of EW[Hα], Dn4000, Hβ, HδA, and [MgFe]′ and
their associated errors and the galaxy redshift, z. To run SNITCH on
a typical laptop on the spectral features of a single spectrum takes
approximately 2 min.
4 TESTING
4.1 Consistency of spectral parameter measurements
Before testing the performance of the code, we tested the con-
sistency of the measurements of the predicted spectral parameters
generated in the look-up table (see Section 2.5 and Fig. 2). To do
this, we collated the spectral parameters for all the central spaxels
(with R/Re < 0.1 to give a reasonable sample size) of all MPL-6
MaNGA galaxies using the Marvin interface developed for MaNGA
(Cherinka et al. 2018). These are shown by the black contours in
each of the panels of Fig. 6. Overlaid are points showing the spectral
measurements for the synthetic FSPS spectra from the look-up
table. We can see that similar ranges are found for the modelled
SFHs as for the spaxels of real MaNGA galaxies, suggesting that
the models produced are appropriately generated and measured.
Note that we have not attempted to recreate the distributions across
spectral parameter space seen for this sample of real MaNGA galaxy
spectra (see Section 4.4 for such a test). We are merely showing the
spectral parameters for the set of quenching SFHs we have generated
across the four-dimensional look-up table (in particular where
tobs > 11.85 Gyr, i.e. z ∼< 0.15 rather than covering all of cosmic
time). Therefore, we do not expect to cover the full range in spectral
parameters seen for the real MaNGA galaxy spectra, since these will
also include spectra that are starbursting, have increasing star forma-
tion rates or contain younger stellar populations. Whereas SNITCH
is specifically designed to target the properties of quenching stella
r populations.
4.2 Testing precision
In order to test that SNITCH can find the correct quenched SFH
model for a given set of spectral features, 25 synthesized galaxy
spectra were created with known SFH parameters (i.e. known
randomized values of θ = [Z, tq, log τ ]) from which synthetic spectra
were generated and predicted spectral features were measured (see
Section 2.2). These were input into SNITCH, assuming a 10 per cent
error on each spectral parameter measurement, to test whether the
known values of θ were reproduced, within error, for each of the
25 synthesized galaxies. In all cases the true values reside within
the parameter space explored by the walkers left over after pruning,
which trace the global minimum of the posterior probability. SNITCH
therefore succeeds in locating the true parameter values within
the degeneracies of the SFH model for known values. However,
the spread in the walker positions generally gets broader as the
inferred τ value gets larger (i.e. longer quench) and the inferred tq
value gets smaller (i.e. earlier quench). This is a product of both
the logarithmic spacing in the look-up table generated for use in
SNITCH (see Section 2.5) and an observational effect, since spectral
signatures of a longer, earlier quench will have been washed out
over time.
This test demonstrates how SNITCH is precise in recovering
the parameters describing the true SFHs, however that precision
varies across the parameter space. The median difference between
known and inferred parameter values for 25 random SFHs is
[Z,tq,τ ] = [0.1 Z, 0.3 Gyr, 0.2 Gyr] and the maximum dif-
ference between the inferred and true values are [Z,tq,τ ] =
[0.7 Z, 3.7 Gyr, 1.4 Gyr].
4.3 Testing precision when less spectral information provided
SNITCH is designed so that not all of the spectral features have to
be provided for the code to return an inferred quenching history.
This is a particularly useful feature if the user is unable to obtain or
measure a certain spectral feature. For example, if measurements
are being obtained from archival data or a feature lies outside of the
wavelength range of their spectrum.
Users should note that quenching histories inferred given fewer
inputs results in a larger uncertainty on the quoted best fit parameters
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Figure 4. The positions traced by the EMCEE walkers with step number (i.e. time) in each of the [Z, tq, log τ ] dimensions in the post burn-in phase before
pruning (left) and after pruning (right). Walkers have got stuck in local minima (see also Fig. 3) but some have managed to find the global minimum. The
right-hand panel therefore shows how the walkers left after pruning have fully explored the global minimum around the known true values (shown by the red
lines in each panel). See Section 3.
returned by SNITCH. To quantify this we generated 10 random [Z,
tq, log τ ] values and used them to generate synthetic spectra, in
which the predicted spectral features were measured and used as
inputs to SNITCH, each time omitting one of the spectral features
from the list of inputs. The mean uncertainties on the best fit and
difference between known and best-fitting values returned when
each spectral feature is omitted are quoted in Table 1. The accuracy
in determining the metallicity, Z, parameter is most affected by the
removal of [MgFe]′ and Dn4000. The accuracy in determining the
time of quenching, tq, parameter is most affected by the removal
of Hβ, HδA, and Dn4000. The accuracy in determining the rate of
quenching, τ , parameter is most affected by the removal of HδA,
EW[Hα], and Dn4000.
For further combinations of missing parameters, we suggest
the users complete their own tests to determine how the quoted
uncertainty will change with the omission of more than one spectral
feature. However, we do not recommend using SNITCH if the number
of available spectral features is less than 4. If this is the case, the
number of inputs given to the code will be equal to or less than the
number of parameters to be inferred and the resulting SFH will be
unreliable.
4.4 Population testing
A further test of SNITCH is to determine whether the inferred SFH
parameters, [Z, tq, log τ ], can reproduce the distribution of observed
spectral features of a sample of galaxy spectra. We randomly
selected a spaxel from each of 150 MaNGA MPL-6 galaxies and
used the observed spectral parameters as inputs to SNITCH. We then
used the inferred SFH parameters returned by SNITCH to estimate
inferred spectral parameters for each of the 150 galaxy spaxels.
In order to add noise to these inferred spectral parameters, we
also added a random multiple of the error on the observed spectral
features, drawn from a Gaussian distribution with mean of 0 and
standard deviation of 1.1 (i.e. normally distributed between roughly
−3 and 3 so that the noise added to the inferred value is distributed
between ±3σ ).
Fig. 7 shows the distributions of the inferred and measured
spectral parameters and highlights how the inferred values trace
the original measured values well, in particular for the absorption
features. Once again demonstrating that SNITCH can return a precise
SFH for a galaxy spectrum.
However, we can see that SNITCH appears to struggle to reproduce
the distribution of log10EW[Hα]. This is due to the fact that the look-
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Figure 5. Example output from SNITCH showing the posterior probability
function traced by the MCMC walkers across the three-dimensional parame-
ter space [Z, tq, log τ ]. Dashed lines show the 18th, 50th, and 64th percentile
of each distribution function which can be interpreted as the ‘best fit’ with
1σ . The blue lines show the known true values which SNITCH has managed
to recover. See Section 3.
up tables which SNITCH uses are masked for log10EW[Hα] ∼< 1
(see leftmost panel of Fig. 2) as these values become unreliable
measurements due to the contamination from the nearby [NII]
doublet. Therefore the inferred SFH found by SNITCH will have
a null EW[Hα] value where star formation is minimal. This was
true for 92 of the 150 galaxy spaxels and so these values are not
plotted in the distribution shown by the red curve in the leftmost
panel of Fig. 7. We did not mask the observed EW[Hα] values in
order to provide SNITCH with five inputs for each MaNGA galaxy,
as a control, so these values are still shown in the distribution shown
by the black curve in the leftmost panel of Fig. 7.
4.5 Testing accuracy
We have shown in the previous section that SNITCH can return
precise known values for SFHs, however now we must test
its accuracy. In order to quantify this we have run SNITCH on
spectra which have previously derived SFHs. First, on those
which have had similar simple models derived (Section 4.5.1)
and then on spectra with SFHs from hydrodynamic simulations
(Section 4.5.2).
4.5.1 Comparing with other SFH inference codes
In the case of the previously fitted simple SFH models, we have
compared the results of SNITCH with the parametrized SFHs derived
by Tojeiro et al. (2013; hereafter T13) for six stacked SDSS spectra
of 13 959 red ellipticals, 381 blue ellipticals, 5 139 blue late-type
(LT) spirals, 294 red LT spirals, 1144 blue early-type (ET) spirals
and 1265 red ET spirals.15 We measured the spectral features of each
of the six stacked spectra using the method outlined in Section 2.3
and input them into SNITCH. Since T13 quoted their results in terms
of the fraction of stars formed (SFF) in a given time period, we
have followed the same method. In Table 2, we have listed the
SFF for the six samples found by T13 and the SFF for the best-
fitting parameters inferred by SNITCH along with the uncertainty.
These results are also plotted in Fig. 8, recreating fig. 7 of
T13.
We can see from these results that SNITCH broadly agrees with the
results of T13, within the uncertainties. However, the uncertainties
returned by SNITCH are much broader for blue galaxies, particular
for ET spirals, as seen in Fig. 8. This is to be expected since
SNITCH fits a quenching SFH model to a galaxy spectrum and
so would return a less accurate SFH for star-forming spectra
(see Section 4.6.1). There is also some discrepancy between the
recent SFFs inferred by SNITCH and quoted by T13 for the red
ellipticals. This is presumably because of the incredibly small SFFs
occurring at these recent epochs, which are difficult to constrain.
Quenching must therefore have occurred at early epochs in these
red ellipticals, which will dilute the spectral features giving rise to
an uncertain fit. These results suggest that SNITCH does return an
accurate parametrized model of SFH at least for galaxies which are
currently quenching or recently fully quenched (within at least the
last 2.5 Gyr, i.e. z ∼< 0.2), however when SNITCH is less accurate in
its inference of the SFH this is reflected in the large uncertainties
returned.
4.5.2 Comparing with known SFHs from hydrodynamic
simulations
We generated 8238 simulated galaxy SFHs using the LGalaxies
suite of hydrodynamic simulations (Henriques et al. 2015)16 at a
redshift of z = 0.043 (the mean redshift of the MaNGA DR14
sample) with a range of SFRs, 0 < SFR [M yr−1] < 1, and stellar
masses 109 < M∗ [M] < 1011. Of these 8238 simulated galaxies
we selected all of those flagged by LGalaxies to have a quasar
accretion rate above zero.17 This resulted in 104 simulated galaxy
SFHs. We used the FSPS models of Conroy & Gunn (2010) to
generate synthetic spectra for each of these 104 simulated SFHs (as
described in Section 2.2) and then measured their spectral features
using the MaNGA DAP functions outlined in Section 2.3. We then
input these measurements into SNITCH to derive the best fit [Z, tq,
log τ ] parameters for our simple model of SFH to compare with the
known SFH output by the hydrodynamic simulation. This test is
therefore very similar to our tests with different known SFHs that
we generated in Section 4.2, however the SFHs generated by the
hydrodynamic simulation can be classed as both more varied and
more characteristic of real galaxy SFHs in this case.
15Unfortunately Tojeiro et al. did not select a separate sample of ‘green
valley’ galaxies, which have long been considered as the ‘crossroads’ of
galaxy evolution currently undergoing quenching between the blue cloud
and red sequence (Smethurst et al. 2015). The ‘green’ galaxies are therefore
spread across the Tojeiro et al. red and blue samples.
16These simulated SFHs were kindly generated by R. Asquith at the
University of Nottingham.
17The development of this code has been driven by the desire to study the
effects of AGN feedback on the SFHs of galaxies. This threshold on the
quasar accretion rate was applied in order to supplement further study and
comparison with observations in future work. It also doubled as a convenient
way of limiting the sample size in this test of SNITCH.
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Figure 6. Consistency test between actual spectral parameter measurements of the central spaxels (with R/Re < 0.1) of all MPL-6 MaNGA galaxies (grey
contours) and those measured from the synthetic spectra generated for the look-up table (transparent black crosses; see Section 2.5). The contours enclose
(11, 39, 68, 86, 96) per cent of the spaxel measurements in each panel. We also show the tracks across cosmic time for a synthetic spectrum with constant SFR
(thick dot–dashed lines) and for a synthetic spectrum with model quenching parameters [tq, τ ] = [10.0, 0.5] Gyr (thin dashed lines; a relatively rapid quench)
for 0.2 Z, 1.0 Z, and 1.6 Z metallicities in blue, black, and red, respectively. We have not attempted to recreate the distributions across spectral parameter
space seen for this sample of real galaxy spectra (see Section 4.4 and Fig. 7 for such a test), we are merely showing the spectral parameters for the set of
quenching SFHs we have generated across the four-dimensional look-up table (in which tobs > 11.85 Gyr, i.e. z ∼< 0.15, rather than covering all of cosmic
time like the tracks shown by the dashed and dot–dashed lines), which we have shown in Fig. 2 are degenerate. See Section 4.1.
Table 1. The mean uncertainties (±1σ ) on the best fit and difference in known and best fit values ([Z, tq, τ ]) for the 10 synthesized galaxy spectra returned
when each spectral feature is omitted in turn. The accuracy in determining the metallicity, Z, parameter is most affected by the removal of [MgFe]′ and Dn4000.
The accuracy in determining the time of quenching, tq, parameter is most affected by the removal of Hβ, HδA, and Dn4000. The accuracy in determining the
rate of quenching, τ , parameter is most affected by the removal of HδA, EW[Hα], and Dn4000. See Section 4.3.
Spectral feature omitted None Hα Dn4000 Hβ HδA [MgFe]′
Average uncertainty, Z 1σ 0.2 0.3 0.2 0.2 0.2 0.4
Average uncertainty, tq 1σ 1.1 1.9 1.7 2.1 3.2 2.4
Average uncertainty, τ 1σ 0.4 0.8 0.9 0.5 0.5 0.8
Z [Gyr] 0.1 0.1 0.3 0.2 0.1 0.3
tq [Gyr] 0.3 1.3 1.6 1.5 1.9 0.8
τ [Gyr] 0.2 2.3 1.4 2.1 2.6 1.5
Figure 7. The distribution, from right to left of the log10EW[Hα], Hβ, [MgFe]′, HδA, and Dn4000 values of a random spaxel in each of 150 randomly selected
observed MaNGA galaxies (black solid line). In each panel, the distribution of the SNITCH inferred spectral parameter is shown by the red dashed line. See
Section 4.5.
Fig. 9 shows the normalized SFFs as generated by Lgalaxies
and inferred for their spectra by SNITCH for 10 randomly selected
simulated SFHs. We can see that the output from SNITCH largely
agrees, within the uncertainties, with the known SFHs of Lgalaxies.
Although not all details of the Lgalaxies SFHs are reproduced,
SNITCH identifies the most recent epoch with a dramatic change in
the SFR.
We can also generalise the SFHs generated by Lgalaxies and
inferred by SNITCH into two parameters, the time of maximum SFR,
log tmax, and the time for the SFR to drop to half of the maximum
value (log t1/2). Note, that if a galaxy’s SFR is increasing then
we cannot derive a value for t1/2. These generalised parameters
roughly trace the exponential SFH parameters of tq and τ , but
allow for a comparison to the SFHs generated by Lgalaxies
which are not constrained to an analytic form. Fig. 10 shows the
difference between the generated and inferred values of log tmax &
log t1/2. We can see that for the majority of synthetic spectra the
inferred SFH parameters are comparable to those generated by
Lgalaxies. However, there is a much larger spread in log t1/2
(shown in the right-hand panel of Fig. 10) than in log tmax
(shown in the left-hand panel), suggesting that for galaxies with
more complex SFHs, SNITCH will return a more accurate value
for the time of quenching, tq, than for the rate that quenching
occurs, log τ .
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Table 2. The mean star formation fraction (SFF) in each age bin for the six galaxy samples quoted by (T13; TSFF) and returned by SNITCH. Each value is
quoted with an uncertainty, for the T13 values this is quoted as the standard error on the mean for each bin with the same precision as T13 quote in their table
2. For the SNITCH values, the uncertainty stated is calculated from the SFH parameters at the 16th and 84th walker positions (see Section 2.5) and are quoted
to a the nearest whole number since the SNITCH uncertainties are much broader than the ones calculated by T13. The SFF and 1σ errors are given in units of
10−3. See Section 4.5.1.
Look-back time 0.01 − 0.074 Gyr 0.074 − 0.425 Gyr 0.425 − 2.44 Gyr 2.44 − 13.7 Gyr
TSFF SNITCH SFF TSFF SNITCH SFF TSFF SNITCH SFF TSFF SNITCH SFF
Red ellipticals 0.11 ± 0.047 1±11 0.32 ± 0.052 1±11 33 ± 1 2±132 966 ± 2.89 996±16
Red ET spirals 0.65 ± 0.45 10±199 2.4 ± 0.023 22±4421 36 ± 3.8 244±488241 960 ± 8.4 997±1276
Red LT spirals 1.9 ± 1.18 61±12159 5.6 ± 0.0097 113±225111 59 ± 12 315±630311 933 ± 18.7 997±1501
Blue ellipticals 2.5 ± 1.3 108±217107 11 ± 0.3 186±372184 52 ± 11 319±637315 934 ± 17.2 997±1638
Blue ET spirals 4.9 ± 1.1 80±4679 14 ± 0.14 134±74133 42 ± 5.2 211±86209 938 ± 9.2 554±437217
Blue LT spirals 6.1 ± 1.4 67±5866 11 ± 0.34 113±94109 43 ± 12 187±113184 939 ± 19.3 615±372279
Figure 8. The mean star formation fraction (SFF) in each age bin for the
six galaxy samples analysed by (T13, solid lines) and returned by SNITCH
(dashed lines). We have reproduced these plots in the exact same way as
presented in fig. 7 of T13 except that we have flipped the x-axis so that more
recent epochs are on the right-hand side for continuity with the rest of the
figures in this work. The shaded region shows the 1σ error on the predicted
SFF inferred by SNITCH. Note the logarithmic y-axis scale, given the large
uncertainty in predicted SFFs inferred by SNITCH. These results suggest that
SNITCH does return an accurate parametrized model of SFH, however when
SNITCH is less accurate in its inference of the SFH this is reflected in the
large uncertainties returned. See Section 4.5.1.
4.6 Testing performance with different SFH definitions
4.6.1 Star-forming SFHs
We must also understand how SNITCH behaves when spectral
parameters derived from a star-forming galaxy spectrum are input.
Fig. 11 shows the example output from SNITCH across the three-
dimensional parameter space [Z, tq, log τ ] for a synthetic galaxy
spectrum which is still star forming at a constant rate at the time
of observation, tobs. Note that the walkers have explored only the
parameter space where tq > tobs, i.e. the observed redshift of the
galaxy (see Section 2.2), and all possible values of log τ , since the
synthetic galaxy has not yet quenched and therefore all quenching
rates are equally likely.
4.6.2 Different Forms of Quenching SFHs
Obviously, not all galaxies will be accurately described by an
exponentially quenching SFH. In special use cases (for example
studying post starburst galaxies) a different SFH may be defined by
the user by replacing the expsfh function with their own.
However, we have also tested how SNITCH behaves when spectra
with known SFHs of different forms are input. We tested spectra
with burst, many burst, normal and lognormal models of SFH, all
of which are often used in the literature to model simple SFHs.
We found that SNITCH was always sensitive to the most recent
epoch of star formation or quenching. For the burst and many-burst
models, SNITCH returns a constant SFR up until the peak of the
last burst at which point quenching happens very rapidly. Similarly
for the lognormal and normal SFHs, SNITCH returns a best-fitting
SFH with constant SFR until the peak of the normal at which point
it declines at a rate comparable to the drop off of the Gaussian
SFH. All of these tests suggest that SNITCH is most sensitive to the
most recent epoch of star formation but can also roughly trace the
quenching of star formation even if the true decline does not occur
at an exponential rate.
5 C O N C L U S I O N S
Given the recent influx of spectral data from integral field unit
(IFU) surveys, there is need for a tool that allows a user to quickly
derive a simple, informative star formation history (SFH) in order to
compare the SFHs of spectra within a single IFU data cube or across
a large population of galaxy spectra. We have therefore developed
SNITCH, an open source PYTHON package which uses a set of five
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Figure 9. Comparison of the SFFs generated by Lgalaxies (black) and
those inferred by SNITCH (red, dashed with shaded uncertainty regions; note
that two panels have very small uncertainties) for 10 randomly selected
synthetic spectra with SFRs in the range 0 < SFR [M yr−1] < 1, and
stellar masses 109 < M∗ [M] < 1011. Note how SNITCH is sensitive to
the most recent change in the SFF. See Section 4.5.2.
Figure 10. Comparison of the difference between the calculated and
inferred time of maximum SFR (log tmax; left) and time for the SFR
to drop to half of the maximum value (log t1/2; right) for the 104 synthetic
SFHs with a non zero quasar accretion rate generated by LGalaxies. See
Section 4.5.2.
Figure 11. Example output from SNITCH showing the posterior probability
function traced by the MCMC walkers across the three dimensional
parameter space [Z, tq, log τ ], for a synthetic galaxy spectrum which is still
star forming with a constant SFR. Dashed lines show the 18th, 50th, and
64th percentile of each distribution function which can be interpreted as the
‘best fit’ with 1σ . The blue lines show the known true values which SNITCH
has managed to recover, within the uncertainties. Note that the walkers have
explored only the parameter space where tq > tobs, i.e. the observed redshift
of the galaxy (see Section 2.2), and all possible values of log τ , since the
synthetic galaxy has not yet quenched and therefore all quenching rates are
equally likely. See Section 4.6.1.
absorption and emission spectral features to infer the best-fitting
parameters describing an exponentially declining model of SFH.
To do this, SNITCH assumes a set of SFH parameters and convolves
them with a stellar population synthesis (SPS) model to generate a
synthetic spectrum. The predicted absorption and emission spectral
features are then measured in this synthetic spectrum (using the
same method developed to fit the observed spectra in MaNGA data
cubes). The predicted spectral features for many different model
SFHs are then compared to the input observed spectral features
by SNITCH to find the best-fitting SFH model using Bayesian
statistics and an MCMC method. SNITCH returns the best-fitting
time of quenching, exponential rate of quenching, and SPS model
metallicity to the input spectral features. The typical run time for a
single spectrum is around 2 min on a laptop machine.
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SNITCH was developed for specific use on the MaNGA IFU data
cubes, however, it is fully customizable by the user for a specific
science case, for example by changing the SFH model, spectral
features used in the inference or the method used to measure spectral
features in the synthetic spectra. We advocate for the use of SNITCH
as a comparative tool within an IFU data cube or across a large
population of spectra, rather than to derive a detailed SFH of a
single spectra due to the generalizing nature of the analytic SFH
model.
We have demonstrated with rigorous testing that SNITCH is both
precise and accurate at inferring the parameters describing an
exponentially declining model of SFH. These tests suggest that
SNITCH is sensitive to the most recent epoch of star formation but
can also trace the quenching of star formation even if the true decline
does not occur at an exponential rate.
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