Abstract-
Introduction
In wireless communications, shadowing causes longterm variations in the received signal. This effect is attributed to the fluctuation of the envelope due to large objects obstructing the propagation paths between the base station (BS) and the mobile station (MS). The objects may include mountains, buildings, trees, and cars. Based on experimental studies [1] [2] [3] [4] , it is generally accepted that the signal fluctuations caused by shadowing can be modelled by a lognormal process. To account for the shadowing effects in land mobile terrestrial channels, the lognormal process has been incorporated in the Suzuki model [5] , the Loo model [6] , the modified Loo model [7] , and the extended Loo model [8] . Lognormal processes play also an important role in a variety of other areas in wireless communications. In [9] and [10] , e.g., velocity estimation schemes based on the spatial correlation properties have been proposed. In [11] , Yamamoto et al. studied the impact of the shadowing correlation on the coverage of multi-hop cellular systems. Moreover, the lognormal process plays a key role in the study of the quality of service (QoS) and the performance analysis of handover procedures in wireless systems [12, 13] .
The spatial correlation properties of lognormal processes have been investigated in [14] [15] [16] [17] . In [14] , a simple analytical model for the ACF of the lognormal process was proposed by Gudmundson. He came up with a negative exponential correlation model, which has been improved later in [15] . The drawback of the Gudmundson model is that the LCR of the lognormal process is infinite. Despite this drawback, the Gudmundson correlation model has been adopted in the past by many researchers for lack of alternatives. Meanwhile, heuristic alternative correlation models can be found, e.g., in [17] , where the Gaussian and the Butterworth models have been proposed.
Recent works on empirical correlation models to characterize shadowing processes in different areas have been published in [18] [19] [20] [21] . In [21] , Zhang et al. proposed a novel spatial correlation model for shadow fading in urban macro environments. The proposed model is based on empirical results obtained from a wideband radio channel measurement campaign at 2.35 GHz in an urban area. The authors showed that the proposed model provides a good match to the empirical results and outperforms the double exponential model.
In contrast to our related work in [16, 17] , where the focus was on fundamental aspects as well as on the modelling of empirical and heuristic correlation models, we present in this paper a design method for measurement-based spatial correlation models to enable the simulation of real-world shadowing processes. The model parameters are computed by using the LPNM, which allows a quasi-perfect fitting of the spatial ACF of the shadowing simulator to that of measured channels. The concept of SOS has been applied to design the shadowing simulator. Analytical expressions are provided for the PDF, ACF, LCR, ADF, as well as for the decorrelation and coherence distance. The design concept is applied to measurement data collected in suburban and urban areas. The results show that the statistics of the proposed correlation model fit very well to those of the measured channel.
The rest of this paper is organized as follows. Section 2 reviews spatial lognormal processes. In Section 3, the shadowing simulator is derived by using the SOS principle. We also present briefly all relevant statistical properties of the shadowing simulator. In Section 4, we show how the LPNM can be applied to compute the model parameters. The evaluation of the main statistical properties of the simulation model is the topic of Section 5. In Section 6, we present some simulation results of the ergodic spatial shadowing processes. Finally, Section 7 provides the conclusion of the paper.
Review of Lognormal Processes
In the spatial domain, the shadowing effects are usually modelled by a spatial lognormal process λ(x), which can be expressed as
where µ(x) is a real-valued zero-mean Gaussian process with unit variance. The symbols σ L and m L stand for the shadow standard deviation and the area mean, respectively. The shadow standard deviation σ L is an area specific constant, and the area mean m L is determined by the path loss between the BS and the MS.
The PDF p λ (y) of λ(x) is known as the lognormal distribution
The mean m λ and the variance σ 2 λ of the spatial lognormal process λ(x) in (1) can be expressed as
respectively, where m 0 = m L ln(10)/20 and σ 0 = σ L ln(10)/20. The Gaussian process µ(x) is characterized by the spatial ACF r µµ (∆x), which is defined as r µµ (∆x) = E{µ(x)µ(x + ∆x)}, where ∆x := x 2 − x 1 denotes the spatial separation.
In [16] , it is shown that the spatial ACF r λλ (∆x) of λ(x), which is defined as r λλ (∆x) = E{λ(x)λ(x + ∆x)}, can be expressed in terms of r µµ (∆x) as follows
The mean power of the spatial lognormal process λ(x) equals the spatial ACF r λλ (∆x) at the origin, i.e., E{λ 2 (x)} = r λλ (0) = e 2(m 0 +σ 2 0 ) . 
The ACVF r c λλ (∆x) is useful to determine the coherence distance of the spatial lognormal process. The coherence distance D c is a measure for the distance between x 2 and x 1 , i.e., D c = x 2 − x 1 , beyond which the random variates λ(x 1 ) and λ(x 2 ) can be considered as statistically uncorrelated. This quantity is defined as the minimum distance, which fulfills the following equation
By substituting (5) in (6), we can alternatively compute D c by solving
If the spatial ACF r µµ (D c ) has an inverse (see Section 5.3), then D c can be expressed in closed form. Otherwise, (7) has to be solved numerically by using root finding algorithms.
Other important characteristic quantities of the spatial lognormal process λ(x) are the LCR N λ (r) and the ADF T λ − (r). The LCR N λ (r) describes how often the spatial lognormal process λ(x) crosses a given level r from up to down (or from down to up) per unit of length. In [16] , it has been shown that the LCR N λ (r) of lognormal processes λ(x) can be expressed as
where γ = −r µµ (0). Here,r µµ (0) denotes the second derivative of the spatial ACF r µµ (∆x) at the origin with respect to ∆x. The ADF T λ − (r) is the mean value for the length of the spatial intervals over which λ(x) remains below a specified signal level r. The ADF T λ − (r) is defined as [17] 
where F λ − (r) denotes the cumulative distribution function of the spatial lognormal process λ(x), which is obtained as
Simulation of Shadow Fading
As a method to model Gaussian random processes with given spatial correlation properties, the SOS principle can be applied. In view of the development of mobile communication systems, this principle became very popular, because it enables the design of efficient and flexible mobile fading channel simulators. By analogy to (1), the stochastic simulation model for a spatial lognormal process is described bŷ
whereμ(x) is called the SOS process, which has the following form
Here, c n and α n are constants representing the gains and the spatial frequencies, respectively, while the phases θ n are independent, identically distributed (i.i.d.) random variables, each having a uniform distribution over the interval (0, 2π]. Since c n and α n are constant parameters, but θ n are random variables, it follows that the resulting shadow fading simulator described by (10) belongs to the class of ergodic channel simulators [22] . The spatial ACFr µµ (∆x) ofμ(x) is defined aŝ r µµ (∆x) = E{μ(x)μ(x + ∆x)}, which can be expressed by using (11) aŝ
In [16] , it is shown that the PDFp λ (x) ofλ(x) is given byp
Furthermore, in [16] , it is also shown that a good approximation of the spatial ACFr λλ (∆x) ofλ(x) can be obtained by replacing r µµ (∆x) in (4) byr µµ (∆x), i.e.,
Consequently, the ACVFr c λλ (∆x) of the shadowing simulator can be approximated aŝ
By analogy to (6), the coherence distanceD c of the stochastic processλ(x) is the value of ∆x =D c that solves the following equation
By substituting (15) in (16), we can findD c by using the ACFr µµ (∆x) ofμ(x) and solvinĝ
Finally, by substituting (12) in (17) and by applying root finding techniques, we can numerically determine the coherence distanceD c . By analogy to (8) , the LCRN λ (r) of the simulation model can also be approximated by substituting in (8) the quantityγ = −r µµ (0) for γ, i.e.,
Obviously, a necessary condition for a good approximationN λ (r) ≈ N λ (r) is that the quantityγ is close to γ. Hence, a good design method for the model parameters c n and α n has to guarantee that we may writeγ ≈ γ. It should be mentioned for the sake of completeness that an exact solution of the LCRN λ (r) can be found in [17] . Analogously to (9), the ADFT λ − (r) of the spatial shadowing simulation model is defined aŝ
whereN λ (r) is given by (18) andF λ − (r) describes the cumulative distribution function ofλ(x), which can be obtained from (13) by usingF λ − (r) = r 0p λ (y)dy.
The L p -norm Method
The objective of this section is to compute the model parameters c n and α n such that the ACFr µµ (∆x) of the simulation model [see (12) ] is close to the ACF r µµ (∆x) of a measured channel. To solve this parameter computation problem, we apply the LPNM, which is described in detail in [23] . The LPNM is one of the fundamental methods to compute the parameters of SOS simulation models. The aim of this method is to compute the model parameters c n and α n such that the L p -norm
(21) becomes a minimum, where p = 1, 2, . . . The quantity ∆x max denotes the upper limit of the interval [0, ∆x max ] over which a good approximation r µµ (∆x) ≈r µµ (∆x) is of interest. One of the advantages of the LPNM is that the procedure allows fitting the statistical properties of the shadowing simulator to measured data of realworld channels. Measurement results of spatial ACFs r µµ (∆x) characterizing suburban and urban areas are reported in [14] . Choosing N = 25 and applying the LPNM with p = 2 to these measured ACFs r µµ (∆x) results in the model parameters listed in Table I . With the obtained parameters, the proposed measurementbased correlation model in (12) is completely defined.
Performance Evaluation of the

Measurement-Based Channel Simulator
This section discusses the performance evaluation of the designed measurement-based spatial shadowing simulator with respect to the analytical expressions in (12) , (14) , (18) , and (20) . A comparison has been made with the corresponding quantities of measured channels, which were published in [14] . In our performance study, we have also included the Gudmundson model [14] . The key parameters of this model are listed in Table II . For reasons of simplicity, the area mean m L has been set to zero. The correctness of all analytical results has been confirmed by simulation. Therefore, the spatial lognormal processλ(x) in (12) has been simulated by using the parameters c n and α n from Table I and σ L and m L from Table II . The phases θ n have been considered as i.i.d. random variables.
Evaluation of the PDF
The results of the PDF p λ (y) [see (2) ] of the lognormal process are shown by the solid line in Figure 1 . The graphs of the densityp λ (y) [see (13) ] of the shadowing simulator are represented by the dashed line, which matches perfectly the solid line. The analytical results forp λ (y) have been obtained by substituting the model parameters listed in Table I 
Evaluation of the Spatial ACF
For comparison, we use the well-known Gudmundson model [14] , which is described by the spatial ACF r µµ (∆x)
where D is called the decorrelation distance, which is an area-dependent real-valued constant (see Table II ). From (12) it can be seen that the spatial ACFr µµ (∆x) of the shadowing simulator is a function of the gains c n , the discrete spatial frequencies α n , and the number of sinusoids N. Figures 2 and 3 show that the ACFŝ r µµ (∆x) of the measurement-based simulation model fit very well to the measured spatial ACFs r µµ (∆x). The results for the Gudmundson correlation model were also presented by using the decorrelation distance D given in Table II . Figures 4 and 5 show that the quality of the approximation of the spatial ACFŝ r λλ (∆x) [see (14) ], achieved by applying the proposed measurement-based model, is much better than the approximation of the spatial ACFs r λλ (∆x) [see (4)], provided by the Gudmundson model.
Evaluation of the Decorrelation and the Coherence Distances
The decorrelation distance D of the Gudmundson model is defined as the value of ∆x for which the spatial ACF r µµ (∆x) in (22) equals 1/e, i.e., r µµ (∆x)| ∆x=D = 1/e. The decorrelation distance D of the measured channel and the decorrelation distanceD of the measurement-based simulation model have been determined and compared with D. The results for the suburban and urban area are presented in Table III. This table  includes 
Evaluation of the LCR and the ADF
A drawback of the Gudmundson model is that this correlation model results in an infinite LCR, because the second derivative of the spatial ACF r µµ (∆x) in (22) is indefinite at the origin [15] . Figure 6 depicts the approximation results of the LCRN λ (r) obtained by substituting the model parameters listed in Table I in (18) . In addition, we have illustrated the exact solution of the LCRN λ (r) by using the expression in [17, eq. (15) ]. The simulation results confirm the correctness of the exact solution, whereas the approximate solution in (18) becomes less accurate at high signal levels. Figure 7 shows us the resulting graphs for the ADFT λ − (r) of the shadowing simulator, which have been obtained by evaluating (20) using the approximate [see (18) ] as well as exact [see [17, eq. (15) ]] solutions of the LCR. The simulation results fit very well with garaphs of the ADF T λ − (r), while using the exact solution of the LCRN λ (r). 
Simulation Results
In this section, we present some simulation results of the ergodic spatial shadowing processes designed for suburban and urban areas. From (10) and (11), we can infer the structure of the proposed shadowing simulator shown in Figure 8 .
By using the model parameters c n and α n listed in Table I along with the parameters σ L and m L in Table II, the simulation of the measurement-based spatial shadowing process can be performed. The resulting deterministic lognormal processesλ (i) (x) (i = 1, 2, ...) are obtained from the stochastic processλ(x) by replacing the random phases θ n in (11) by constant quantities. By computing different sets {θ
N }, we can generate different deterministic lognormal processes λ (i) (x), all of them having the same statistics if the key parameters (c n , α n , σ L , and m L ) are kept constant. Due to the ergodic properties ofλ(x), all waveforms λ (1) (x),λ (2) (x), ... have the same statistical properties. The fading behavior of shadowing in suburban and urban areas is shown in Figures 9 and 10 , respectively. Taking into account the different scaled x-axes, one can realize that for suburban areas, the sample functioñ λ (i) (x) fluctuates very slowly compared to the fluctuations in urban areas. Figure 9 . Simulation of the measurement-based spatial shadowing processλ (i) (x) for a suburban area (N = 25).
Conclusion
In this paper, a procedure for the design of measurement-based spatial correlation models for shadow fading has been proposed. The proposed procedure is based on the SOS principle. The LPNM has been used to compute the model parameters of the SOS by fitting the spatial ACF of the shadowing simulator to that of a measured channel. The design procedure has been applied to real-world measurement data collected in suburban and urban areas. The correlation properties of the proposed shadowing simulator have been compared with those of the Gudmundson model. A comparison has also been made with respect to the goodness of fitting of the spatial ACF of the shadowing simulator to that of a measured channel. Apart from the spatial ACF, we have also studied analytically the decorrelation and coherence distance as well as the LCR and the ADF. The correctness of all analytical results has been confirmed by simulations, which demonstrated that the proposed measurementbased correlation model provides an excellent fitting to real-world channels and outperforms the Gudmundson correlation model by far.
