Abstract: Many remote sensing sensors operate in similar spatial and spectral regions, which provides an opportunity to combine the data from different sensors to increase the temporal resolution for short and long-term trend analysis. However, combining the data requires understanding the characteristics of different sensors and presents additional challenges due to their variation in operational strategies, sensor differences and environmental conditions. These differences can introduce large variability in the time-series analysis, limiting the ability to model, predict and separate real change in signal from noise. Although the research community has identified the factors that cause variations, the magnitude or the effect of these factors have not been well explored and this is due to the limitations with the real-world data, where the effects of the factors cannot be separated. Our work mitigates these shortcomings by simulating the surface, atmosphere, and sensors in a virtual environment. We modeled and characterized a deciduous forest canopy and estimated its at-sensor response for the Landsat 8 (L8) and Sentinel 2 (S2) sensors using the MODerate resolution atmospheric TRANsmission (MODTRAN) modeled atmosphere. This paper presents the methods, analysis and the sensitivity of the factors that impacts multi-sensor observations for temporal analysis. Our study finds that atmospheric compensation is necessary as the variation due to the atmosphere can introduce an uncertainty as high as 40% in the Normalized Difference Vegetation Index (NDVI) products used in change detection and time-series applications. The effect due to the differences in the Relative Spectral Response (RSR) of the two sensors, if not compensated, can introduce uncertainty as high as 20% in the NDVI products. The view angle differences between the sensors can introduce uncertainty anywhere from 9% to 40% in NDVI depending on the atmospheric compensation methods. For a difference of 5 days in acquisition, the effect of solar zenith angle can vary between 4% to 10%, depending on whether the atmospheric attenuations are compensated or not for the NDVI products.
Introduction
The ready and free access to moderate resolution remote sensing data from satellites such as Landsat and Sentinel-2 offers the potential to monitor the long (inter-annual) and short term (annual) trends in the condition of the Earth's resources at finer spatial scales. This is possible not only because of free access to the entire Landsat and Sentinel-2 archive, but also because the data are made available in surface reflectance, thereby allowing more direct comparison of the change in surface condition over time, providing accurate radiometrically and geometrically calibrated products [1] [2] [3] [4] .
However, short-term resource monitoring applications require high temporal revisit of the same region of Earth, driving a necessity to collect data approximately once a day. It is expensive and impractical to expect a single mission like Landsat or Sentinel-2 to collect high temporal data without sacrificing the existing requirements for high spatial, spectral, and radiometric fidelity. Although researchers have taken advantage of using multi-sensor datasets to fill the temporal gaps, there is an inherent issue in using more than one sensor's data due to the differences in the method of measurement, sensor parameters, calibration accuracies, and uncontrollable environmental conditions. The differences in these factors can introduce large variation in the observation, which can complicate the models used in the trend analysis. For example, Reference [5] developed an enhanced TIMESAT algorithm to model and retrieve the vegetation phenology using MODIS NDVI products that showed improved accuracy in the retrieval of phenology metrics in comparison to the original TIMESAT algorithm. The fitted trend using the original and enhanced algorithm suggests that a large variability in the MODIS NDVI observations, even for a very short time duration, are likely due to the uncompensated or residual errors from the radiometric calibrations, atmospheric compensation, and other factors. Such outlier observations are highly likely when more than one sensor is used for time-series analysis. Most of the current research focuses primarily on cross calibrating the data from different sensors by using coincident or near-coincident images over stable pseudo-invariant sites and use of the derived relationship to convert one sensor's data to the other [6, 7] . This still raises a few issues because the target of interest has an anisotropic Bi-directional Reflectance Distribution Function (BRDF), which will be viewed from different illumination and view angles depending on the sensor's orbital parameters and target's slope and geographic location. Furthermore, if the two sensors observe the same target on two different dates, changes in the atmospheric conditions can induce additional variations in the data products. Although it may not be possible to compensate for these factors accurately, it is important to understand the magnitude of the factors' affects to ascertain its impact in time-series, trend models, and change detection studies. The goal of this paper is to demonstrate (a) the potential of a simulation tool in modeling forest defoliation, (b) characterization of canopy defoliation using a simulation environment, (c) the ability to model the relationship between the sources of variation and image-derived measurements, and (d) to provide the magnitude of the factors' effects. In this work, we used a modeling approach to model and generate the spectral BRDF of a deciduous canopy for different levels of defoliation or Leaf Area Index (LAI), and have used the characterized defoliated forest signal to study the effect of the following four factors that affect the multi-sensor datasets for time-series analysis: (1) Relative Spectral Response (RSR), (2) view angle differences, (3) atmospheric differences, and (4) illumination differences.
Recently, several studies have compared the products from Landsat 8 and Sentinel 2 to characterize and normalize the differences between the two sensors [8] [9] [10] . While these studies have provided transformation or regression coefficients to generate harmonized data products and have also identified the factors in our study as the source of variation, they do not provide the effect of these factors or their relative magnitude, which is the focus of our study. The inherent issue with these studies is that, the sources of variation cannot be separated or studied independently using the images acquired by these sensors. This limitation does not impact our study because, we implement a modeling approach in a virtual environment to model and understand the complex interaction and the effect of these factors. Secondly, the differences between the data products in the previously mentioned studies are characterized in absolute units such as reflectance, which may not be readily useful for foresters. For example, an uncertainty error of 2% in reflectance on a deciduous canopy is less useful for a forester than to know the uncertainty that would result in the estimation of LAI or forest defoliation when two or more data products are used in the change detection analysis. Our study not only provides the uncertainty estimate in the form of defoliation, but also provides the residual uncertainty when the sources of variation are compensated. Future research in forest applications can make use of these uncertainty estimates to propagate the error from the source to their models, and eventually to their findings. For example, researchers interested in the estimation of LAI, level of defoliation, or biomass can propagate the uncertainties in the remotely sensed data due to calibration, sensor and environmental factors, and the compensation algorithms to their models and thereby can evaluate the error budget associated with their estimates. Although very few studies have used such uncertainty metrics in their application, with the focus and use of big data in remote sensing, many algorithms, models, and applications have to consider the intrinsic and extrinsic characteristics of data, such as our canopy spectral BRDF models, defoliation characterization models, and uncertainty estimates, to provide more useful and accurate information to the scientific community [11, 12] . Furthermore, the paradigm shift to the "big data in remote sensing" using Graphic Processing Unit (GPU) programming, cloud computing, and cloud storage supports new applications that rely on simulation environments to model complex phenomenon. For example, the generation of hyperspectral canopy BRDF measurements for different levels of defoliation requires a large number of canopy radiative transfer simulations, which are best solved using cloud computing techniques [13, 14] . The simulation process, as outlined in this study can be used as a template for similar studies where ground targets cannot be varied in a controlled setting. For example, BRDF for different land cover types as a function of phenology which are difficult to achieve using conventional methods, can be explored using simulation tools. This paper is organized as follows. In Section 2, we present the method used to model and characterize forest defoliation for different types of data products. This section also discusses the methods used to analyze the four factors evaluated in this study. In Section 3, we show the results of canopy defoliation and discuss the effect of the different factors. We conclude in Section 4 by providing the uncertainty estimates due to variations in each factor with and without the compensation techniques, and recommendations to the remote sensing community.
Materials and Methods
To accomplish the goal of this research, our approach is to simulate the surface, atmosphere, and sensor characteristics, and evaluate the effects of these four factors entirely in a virtual environment so that the limitations with unknowns in the real-data are mitigated. We used a deciduous forest canopy representing the Harvard Hardwood forest [15, 16] to model the surface characteristics and the sensor characteristics of Landsat 8 Operational Land Image (OLI) and Sentinel 2 Multi Spectral Instrument (MSI) are used as representatives to simulate remotely sensed data products. The Digital Imaging and Remote Sensing Image Generation (DIRSIG) model, a synthetic image generation tool developed by Rochester Institute of Technology (RIT), is used for simulating the interactions between the sensor, atmosphere and the canopy. The DIRSIG tool has been widely used in many research projects and its capabilities to accurately model the real-world scenes have been validated and compiled in [13, 17, 18] . The DIRSIG tool was also compared and validated against a wide range of canopy radiative transfer models used in the Radiation Model Intercomparison (RAMI-III) studies and was found to be consistent with the majority of the models such as FLIGHT, DART, Rayspread, etc. [19, 20] . Our approach to evaluate the effects of the factors can be summarized in these steps: (1) Model the forest canopy for different levels of defoliation and evaluate the BRDF for each of these varying canopies, (2) Model the sensor and atmospheric characteristics in the DIRSIG tool, (3) Characterize the level of defoliation for different types of data products such as at-sensor radiance, top of atmosphere (TOA) reflectance, surface reflectance, and NDVI, and (4) Vary the factors one at a time and evaluate its effects. An approach to model the geometry and optical properties of a forest canopy using the DIRSIG tool was presented in [13] . The study further showed that the simulated BRDF, using this approach, was found to agree with the Landsat 8 surface reflectance product to within 2% in both the NIR and red spectral bands. We used the modeled canopy from this study and extended that approach to generate canopies for varying Leaf Area Index (LAI). The biophysical variation of a forest canopy can be represented in many different ways, and we chose to represent the canopy variation in the form of forest defoliation as it severely affects the forest ecosystems, especially when defoliated due to invasive species [21, 22] . For completeness and ease of understanding, we describe the forest modeling approach briefly in this section, followed by the method used to generate the defoliated canopy BRDF.
Forest Canopy Model
A real-world forest canopy consists of trees from a few different species with varying height and Diameter at Breast Height (DBH) over an undulating surface covered with litter from twigs and dried leaves. It is difficult to model an exact replica of a real forest, and hence it is necessary to make a few assumptions on the geometric, spatial, spectral, and optical properties of the tree model to reduce the complexities of the synthetic canopy scene. The synthetic scene was based on real-world Harvard forest data, but the 3D geometry was simplified by using the tree building tool (OnyxTree, Ref. [23] ) to model the dominant and co-dominant trees. Although the tree model may not match the actual tree geometry of any specific tree in the Harvard forest, the parameters in OnyxTree were modified such that the LAI of the trees matches the LAI from the forest inventory. Similarly, the trees were placed spatially using the Poisson disc sampling method, which approximates natural placements observed in a homogeneous forest, such that the LAI of the synthetic canopy scene matches the LAI of the actual forest. Using the PROSPECT [24, 25] forward/inversion tool, the field collected reflectance spectra were inverted to estimate the transmittance for the leaves. For species, where spectral information was unavailable, spectrally close optical properties were used. Thus, a virtual canopy scene was built that closely matched the real-world optical properties and LAI of the forest.
The radiative transfer within the canopy was estimated by integrating the interaction effects (absorption, reflectance, and transmittance) from a finer scale (facets) for leaves, twigs, branches, trunk and ground to represent canopy level observations using the DIRSIG canopy radiative transfer model. The DIRSIG tool was also used as a virtual goniometer by generating integrated reflectance values for varying spectral, view, and illumination conditions. These BRDF measurements were then fitted to a widely used RossLi canopy BRDF model [26, 27] to estimate the model coefficients at finer spatial-spectral resolution in the VIS-NIR-SWIR regions. The advantage of modeling the spectral BRDF of the canopy is that we can generate higher level data products such as NDVI or other vegetation indices easily for any specific view and sun angle geometries.
Modeling Defoliation
Defoliation refers to the loss of leaves from trees due to the process of senescence or infestation (gypsy moth). In the case of pest infection, the defoliation is rapid and affects the leaf area with minimal to no changes to the leaf's optical properties. For example, if less than 50 percent of the tree crown is defoliated, most hardwoods will experience only a slight reduction in radial growth and the trees, in general, can withstand one or two consecutive defoliations [28] . Since the health of the trees seldom change due to defoliation by gypsy moth, the defoliated canopies are modeled in this study such that the optical properties of leaves do not change for varying levels of defoliated geometry.
For generating the geometry of the defoliated trees, we randomly select and remove leaf facets while keeping the secondary level branches and twigs intact. Pests that feed on leaves (e.g., chewing insects) can eat an entire leaf, edges of the leaves, chew holes in the centers of leaves, skeletonize the leaves or eat only the upper or lower portion of the leaf [29] . In the majority of these cases, pests eat parts of the leaves, and hence the approach of removing leaf facets rather than an entire leaf is a valid approximation to the actual defoliation observed in forests. The number of leaf facets in a tree can vary anywhere from 50,000 to 350,000 facets and on average has about 125,000 facets. The number of leaf facets removed for each tree model is dependent on the levels of defoliation. For example, for a 20% defoliation, 20% of the facets are randomly selected and removed from each tree model. We retain the spatial position and orientation of the trees within a canopy for all the defoliated forests. Thus, a defoliated canopy changes only in its leaf geometry (number of leaf facets), whereas the number of trees, their position, and the optical properties are unchanged across different levels of defoliation.
As in the case with the forest canopy model, we used the DIRSIG tool as a virtual goniometer to measure the reflectance in different illumination and viewing geometries. These measurements were then fit to the RossLi model [27, 30] to estimate the BRDF for each defoliated canopy. The BRDF model for each defoliated canopy provides the capability to compare the canopy reflectance as a function of different levels of defoliation or LAI, as LAI is directly related to defoliation. Modeling a high resolution forest and its defoliation in a simulation environment provides a level of control over different forest canopy attributes such as tree species, their distributions, etc. and provides the ability to estimate the canopy parameters such as LAI directly, at levels of fidelity that cannot be acquired from real-data.
Modeling the Signal for Different Data Products
The defoliated BRDF provides the ability to compare the reflectance for varying degrees of defoliation. However, in many change detection applications, it is as important to measure the relative change from the reference as absolute differences in radiometric units. Hence, in this study, we used "relative change" (see Equation (1)) as the metric for characterizing the defoliation signal.
Although the levels of defoliation can be measured in units such as LAI in the simulation environment, they cannot be directly measured from the moderate resolution remote sensing data such as Landsat and Sentinel data products. However, LAI of a canopy is typically inferred using regression or other model techniques using field measured and calibrated data products (at-sensor radiance, at-sensor reflectance, surface reflectance, NDVI, etc.). For this reason, we chose to characterize the defoliation signal for different types of data products rather than restricting it to canopy BRDF.
We used the DIRSIG tool to simulate the sensor reaching radiance of the forest canopy scene. The DIRSIG simulation consists of a scene to represent the ground (or BRDF model), a sensor to image the scene, and uses MODerate resolution atmospheric TRANsmission (MODTRAN) to model the atmosphere. In this study, the scene is modeled as a spheroid with the radius of the Earth, and its surface property is modeled using the computed BRDF of the defoliated canopy. The sensor is assumed to fly at L8 altitude and has a single detector with a ground Instantaneous Field of View (IFOV) of 30 m and uses the RSRs of the the OLI and the MSI sensors. The visibility conditions are provided to the MODTRAN [31] tape5 file to simulate the atmospheric attenuations for a mid-latitude summer atmosphere with rural aerosol .
For each defoliated canopy scene, we computed the at-sensor radiance under different sensor and environmental conditions. Table 1 shows the visibility conditions, view and sun angles, and the two RSRs used to estimate the TOA radiance using the DIRSIG tool. We restricted our simulations to the view angles in the across-track direction, as the OLI and MSI have very narrow field of view in the along-track direction (<2 • ). Similarly, we restricted the sun angles to angles expected during the growing season (Apr-Oct) over the Harvard forest. Typically, red and NIR spectral bands are used for monitoring the changes in the canopy, and therefore all the analysis are performed for these two spectral bands. The total number of simulations from 10 sun angles, 5 view angles, 4 visibility conditions, two RSRs for 9 defoliation levels result in 3600 simulations for each spectral band.
We computed the relative change (see Equation (1)) in TOA radiance for different observation conditions and for each defoliated canopy using the canopy with no defoliation as reference. The mean relative change from these observations indicate the expected change in TOA radiance due to defoliation and the standard deviation represents the deviation due to observation conditions which indicate the validity of the characterization. The estimated mean relative change is devoid of effects due to factors (SZN, VZN, visibility, RSR, etc.) as the relative change is computed between two defoliated forests (or BRDFs) under the same observation conditions. The defoliated forest signal for TOA products is characterized by modeling the expected change in TOA radiance as a function of defoliation levels (or LAI) using least squares fit to linear (y = mx + c) and exponential functions (y = ae bx + c). We initially attempted several models including polynomial-based models, and found that the exponential model performed the best across all levels of defoliation, while a linear model was a good approximation in the NIR spectrum for large LAIs (LAI: >3). Therefore, we decided to show these two models for better comparisons of what to expect from them. To evaluate the accuracy of the model fit, all the models were fitted excluding the 25% defoliation, which is used as validation data to compare the model prediction with the measured estimates. The characterization of defoliation using a functional form provides a way to estimate (interpolate) the level of defoliation for a specific "relative change" in the TOA products. We evaluated the validity of these functions by estimating the difference between the prediction and the actual value for one of the defoliated canopy levels that was not used in modeling the functions. The process to characterize the defoliated signal for other data products are similar, except that the data products are generated differently as described below. A reduction in between-scene variability for clear scenes can be achieved through a normalization for solar irradiance by converting the TOA radiance to TOA reflectance [32] . This type of data typically contains both the surface and atmospheric reflectance of the Earth and is computed as shown in Equation (2) . The mean solar exoatmospheric irradiance used for red and NIR spectral bands are 1547 W/m 2 /µm and 1044 W/m 2 /µm respectively. The earth-sun distance (d) changes with the day of the year and can be obtained from [32] . The geographic location of the Harvard forest and the L8 and S2 equatorial crossing times are used to estimate the day of the year for each solar angle from Table 1 . The estimated day of the year is used to determine the corresponding earth-sun distance from [32] . Although the variation in earth-sun distance is small within the growing season, we still estimated it for each DIRSIG simulations to avoid any errors in the estimation of the signal.
where, ρ p is the planetary reflectance L λ is the spectral radiance at the sensor's aperture d is the earth-sun distance in astronomical units ESUN λ is the mean solar exoatmospheric irradiance θ s is the solar zenith angle
Surface Refectance Derived Using ELM
The TOA radiance can be converted to surface reflectance using any number of atmospheric compensation techniques [33] . One such technique is to establish a linear relationship between reflectance panels on the ground and their corresponding at-sensor radiance, which is called as Empirical Line Method (ELM) [33] . Knowing the at-sensor radiance, one can then convert it to surface reflectance using a linear regression equation estimated from the panels, formulation of which is shown in Equation (3) . Although this technique is simple, assumption that the atmospheric parameters (L d , L u , τ) are constant over the entire region of interest is only valid and true for small regions as in our modeled canopy scene.
where, E s is the mean exoatmospheric irradiance r d is the reflectance factor of the Lambertian panel L u is the upwelled radiance L d is the downwelled radiance τ is the transmittance from the ground to the sensor θ s is the solar zenith angle
For our virtual scene, we placed two Lambertian panels of known reflectance on the ground and simulated their corresponding at-sensor radiance across all observation conditions as shown in Table 1 . Typically, an entire real image is compensated for atmospheric effects by imaging calibrated panels at the same time of image acquisition to avoid any effects due to atmospheric and solar angle differences. However, this can introduce errors as the path length of transmission changes for non-nadir view angles. Therefore, in this study, we employ two different methods of ELM, ELM (typical) and ELM (ideal). In the ELM (typical) method, all view angle observations are compensated by the same regression parameters estimated from nadir observed panels, i.e., insensitive to view angle differences as seen in typical atmospheric compensations. In the ELM (ideal) method, each simulated TOA radiance for different observation conditions is compensated by a unique set of regression parameters based on the corresponding panel observations, and therefore, this method will provide an ideal compensation for the atmospheric attenuations.
Surface Refectance from Canopy BRDF
The surface reflectance for a specific sun and view angle can be calculated directly from the DIRSIG generated defoliated canopy BRDF model. For each defoliated canopy, we computed the reflectance for 50 possible observation conditions (10 sun × 5 view = 50 BRDF) using the canopy BRDF model and the sun/view angles shown in Table 1 , which represents the typical illumination and view angles expected during the growing season over the Harvard forest for the L8 and S2 sensors. For each defoliated canopy, reflectance observations of the undefoliated canopy (0% defoliation) were used as "reference" (see Equation (1)) to compute the corresponding relative change for the 50 observation conditions, which were then averaged to estimate the mean relative change.
Thus, we have characterized the defoliation as a function of TOA radiance, TOA reflectance, and surface reflectance data products. Many applications rely on the NDVI data for the assessment of forest canopy cover, defoliation, and biomass studies, and therefore, we characterized the defoliation as a function of NDVI using these data products. It is nearly impossible to characterize the expected change from real sensor data, because, the range of forest defoliation needs to be controlled, properly assessed, and the BRDF for these levels of defoliation needs to be accurately measured. This is why a simulation environment is necessary where these variables can be controlled and analyzed independently.
Factor Effects
By characterizing the relative change in different types of products as a function of defoliation, the detection of signal in the presence of noise (effects due to the sensor and environmental factors) can be studied. The main objective of this study is to estimate the effect of these factors when there are no changes on the ground, for which we have coined the term "Noise Equivalent Defoliation (NED)". NED is defined as the amount of defoliation that is contributed due to a specific factor. In other words, the effect due to a specific factor is equivalent to the effect that would be observed when the forest defoliates by a certain amount in the absence of noise. By using defoliation as the basis, we have directly related the effect of these factors to actual changes on the ground. The NED is a useful term in understanding the sensitivity of various factors as it indicates the uncertainty in measuring the actual changes in the canopy using remotely sensed products.
In this section, we discuss the methods used to analyze the effect of different sensor and environment factors. While many factors such as slope of the terrain, aerosol differences in the atmosphere, cloud contamination, detector's responsivity, mis-registration, etc. affect the measured radiance, in this study, we focus on four dominant factors: RSR, across-track view angle, visibility, and solar zenith angle. We found the solar azimuth and along track angles for L8 and S2 were insignificant [14] , and mis-registration between the products can be reduced by better calibration and co-registration. The atmospheric effects due to different parameters such as aerosol, cloud contamination, etc. are complex and difficult to model. Hence, we chose a single variable (visibility) with fixed MODTRAN parameters (rural aerosol, mid-latitude summer, etc.) to represent the attenuations expected due to atmospheric differences between the two products. The slope of the terrain does impact the at-sensor radiance, but for time series analysis, where the same pixel on the ground is observed by two or more sensors, the terrain does not have a direct impact. However, two or more sensors observing the same ground pixel from different view angles can affect the at-sensor radiance, but most of this is captured by the effect in the across-track angles. Since it is impossible to control these factors with the real data, we used the simulated data to perform this sensitivity analysis.
RSR
The RSR for OLI (L8) and MSI (S2A) sensors are found in several literatures [34] [35] [36] [37] . In this study, we used the narrow band NIR (Band 8a) and red (Band 4) spectral bands of the Sentinel 2A response functions. Please note that a new update for the spectral response functions of Sentinel 2A was published recently, but when compared with the previous issue (2.0), the new version updates mainly changes the responses for blue and coastal aerosol bands (Bands 1 and 2 ) [8, 38] and therefore, the RSRs used in this study for NIR and red bands are consistent with the updated RSRs. The center wavelength and the shape of the RSR are similar between OLI and MSI sensors in the NIR spectral band, but are dissimilar in the red band. When the data from these two sensors are used in time-series analysis, the differences in RSR are likely to produce different responses while observing the same target. By modeling these RSRs in DIRSIG, we attempt to estimate the expected differences in different data products solely due to RSR dissimilarities. To estimate the effect of RSR, we have simulated the at-sensor radiance under different visibility conditions, across-track angles, and sun angles to represent the acquisition on different days of the year, atmospheric conditions, and viewing the target from different view angles. Figure 1 shows a pictorial representation of the simulation combinations. The ten sun angles, five view angles, and the four visibility conditions used in the simulations (200 observations) are listed in Table 1 for the two RSRs (OLI, MSI) in the red and NIR spectral bands. The mean relative change in response to different types of simulated NDVI data products from these observations and the characterized defoliation signal (exponential function) are used to estimate the effect of RSR in NED units. The relative changes between the two sensors are calculated for the same observation condition, therefore, the change measured is due to the differences in RSR alone and is not affected by other factors. We also estimated the effect of RSR for different signal levels (defoliated BRDFs) and found that the effect was independent of the signal level. Table 1 ). The ratio of the absolute difference between the two responses with respect to the OLI response is estimated as the relative variation for a single simulation and a specific BRDF. Average over all the simulations is used as an estimate of the RSR effects. Mean relative variation is also computed for all the signal levels by simulating the same combination with different defoliated BRDFs.
Research has shown that the effect due to RSR could be mitigated using Spectral Band Adjustment Factor (SBAF) techniques [39] [40] [41] . In our study, we applied two SBAF techniques to evaluate the residual effect after compensation. In the first SBAF technique, a scale factor is determined between the two sensor observations without using the shape of RSR [40] . The second technique uses the TOA reflectance of the target from hyperspectral data and the shape of the two RSRs to estimate the SBAF [39] . Both the methods suffer from the BRDF effects of the target and atmospheric differences between the two datasets. In our study, we generated two SBAFs: (1) using the first method for TOA reflectance data, and (2) using the second method with modeled canopy BRDF instead of TOA reflectance, thereby avoiding any atmospheric and BRDF effects. Equation (4) shows the formulation for SBAF computation. For the first SBAF method, we chose 100 randomly selected TOA observations from Table 1 to derive the SBAF while the second method uses 72 sun and view angle combinations to estimate the SBAF.
where, ρ λ is the TOA reflectance for a specific spectral band ρ λ is the effective BRDF reflectance (adjusted by the shape of the RSR) ρ λ is the BRDF reflectance of the canopy n is the number of sun, view , and visibility combinations randomly selected k is the number of sun, view combinations shown in Table 1 2.4.2. Across-Track View Angle Effects
The two sensors seldom view a ground target with the same view angle, as their orbital parameters and fields of view are different. The view angle difference between the two sensors to a target is dependent on the geographic location of the target. In some cases, imaging the same ground target by one sensor in the backscatter direction and the other in the forward scatter direction can result in differences as high as 30% in reflectance for canopies in the NIR spectral bands, even for a near coincident imaging. Therefore, it is necessary to estimate the effect due to view angle differences, which is dependent on the BRDF of the target.
Similar to RSR, we estimated the effect due to view angle differences for the two sensors from the simulated responses for ten sun angles, four visibility conditions and the characterized defoliated signal. The mean relative change across different view angle combinations between the two sensors result in an effect that is due to the differences in both the view angle and the RSR. We intentionally estimated this, as the real data from two or more sensors inherently exhibit this coupled effect. The effect only due to across-track view angle difference was also estimated for a unique case with two extreme view angles (±12 • ) by combining the simulated responses from the two sensors. As in the case with the RSR, we estimated the effect due to view angle differences for the different NDVI data products, both with and without the compensation for the RSR differences.
Visibility
Because the L8 and S2 sensors operate from different orbits, coincident imaging is not possible for most regions on the Earth. Even for regions where near-coincident imaging is possible, the time of acquisition still vary by about 20 min due to differences in the equatorial crossing time. Since the two sensors are less likely to image on the same day and time, any differences in the atmospheric conditions can introduce a large variation in the sensor reaching radiance and therefore it is important to estimate this effect. The effect is dependent on the severity of the differences in the atmospheric conditions and therefore, in this study, we simulated the effect for dissimilar visibility conditions. Using the responses of the two sensors observing the same ground scene under different visibility conditions averaged over ten sun angles and five view angles, we estimated the mean relative change and its corresponding effect in NED units. Although this provides the effect due to visibility differences, the estimated effect also includes the effect due to RSR differences. As in the case of view angle effect, we estimated the effect of atmospheric differences devoid of RSR for the different NDVI data products by averaging the simulated responses under different atmospheric conditions.
Solar Zenith (SZN) Effect
Typically, the two sensors acquire images of the same target on two different days and time, which not only affects the atmospheric conditions, but also the solar zenith angle. For example, two images acquired within a span of 1 hour in June over Harvard forest can differ by as much as 10 degrees in SZN. Due to the azimuthal symmetricity assumption for the forest canopies, any effect due to solar azimuth angle can be ignored, but the solar zenith angle introduces a direct cosine effect in the TOA radiance. The SZN effect is dependent on the magnitude of the difference in the SZN angles, the time of the year (seasons), and the geographic location of the forest. Using the Harvard forest's geographic location, we found that the SZN angle for the two sensors acquisition can vary anywhere between 2 to 5 degrees for same day acquisition and can be as high as 10 degrees for day offset by 20 days. Therefore, for the SZN effect estimation, we generated two sets of simulations for different view angles, RSR and atmospheric conditions: (1) for SZN difference of 5 degrees and (2) for SZN difference of 10 degrees. Unlike the visibility or view angle effects, the effect estimated in this case is independent of any other factor's effects as the relative change is averaged over similar observation conditions except for the difference in SZN angles. In general, change detection applications use TOA reflectance or surface reflectance products for their analysis, and thereby avoid the majority of the effects due to SZN differences. However, the differences in the illumination geometry can introduce residual effects due to the BRDF of the forest canopy, which we can infer from the effect in the reflectance-based NDVI products.
Results and Discussion

Defoliated Forests
The modeling of defoliated canopies in DIRSIG is useful in approximating the natural process and for studies to understand the relationship between biophysical parameters and BRDF. In this study, the BRDFs generated for the defoliated forests are used to characterize and evaluate the effect of sensor and environmental factors. Figure 2 shows the simulated RGB image for six of the nine defoliated forests demonstrating the variation for different levels of defoliation. The visual image does not show any remarkable differences even at 40% defoliation because, the LAI of the forest even at 40% is about 3, which in general is high, and secondly, the leaf facets and not the entire leaves were randomly removed, and lastly, the twigs and branches along with the leaf facets make the image look cluttered. To ensure that the modeling of defoliated forest is reasonably accurate, we computed the LAI of each defoliated forest directly from the geometry of the leaf facets and compared it against the level of defoliation. The relative change in LAI computed as
(LAI r is the LAI when there is no defoliation and LAI i refers to the LAI at different levels of defoliation), matches one-to-one with the levels of defoliation as expected (see Figure 3) .
From Figure 4 , it is observed that the reflectance for different levels of defoliation can vary anywhere between 0.2 to 0.4 in the nadir view for NIR band and much higher in the back-scattered direction, while the reflectance in general is very low in the red spectral band and varies between 0.01 to 0.03. The hot-spot effect is observed in the principal plane at the back-scatter direction for all the defoliated levels. The high NIR reflectance and low red reflectance is mainly due to the multiple scattering (transmittance and reflectance) of leaves in the NIR region, and also, the field measured leaf optical properties were for healthy green leaves during peak growing season. It is also evident from the figure that the red reflectance increases with increase in defoliation while the NIR reflectance reduces due to the reduction in NIR scattering. In general, the bi-directional reflectance vary anywhere between 5% to 60% in the NIR band and even higher in the red band, depending on the level of defoliation. It is interesting to note that the rate of increase or decrease in the reflectance for corresponding reduction in LAI in the principal or cross plane is not linear. This suggest that the studies that rely on reflectance measurement to detect the onset of defoliation require high precision sensors that can detect small changes in reflectance.
Modeling the Signal for Different Products
Radiance and Reflectance Products
The method used to simulate the TOA radiance, its conversion to TOA and surface reflectance, and the characterization of defoliation for these data products was discussed in Section 2.3. Tables 2 and 3 show the mean relative change and its standard deviation for different levels of defoliation for products that are uncorrected (TOA RAD), corrected for planetary reflectance (TOA REFL), compensated for atmospheric attenuations (ELM-ideal, ELM-typical), and modeled surface reflectance (BRF) in the red and NIR spectral bands respectively. The mean relative change is used to characterize defoliation by fitting an exponential curve of the form y = ae bx + c, as shown in Figures 5-7 for TOA radiance, ELM-ideal, ELM-typical, and surface reflectance (BRF) products.
The standard deviation (STD) is shown as error-bars in these plots. It is observed from these plots that the relative change increases with an increase in defoliation in the red and NIR spectral bands due to the increase in the red reflectance and reduction in the NIR reflectance. Please note that the relative change is a measure of the absolute difference with respect to the reference, and therefore, both the NIR and red spectral bands show an increase in relative change. Furthermore, it is evident from these figures that the exponential function characterizes the defoliated signal better than the linear function, which is the case for all the other data products (Figure 8 ). From the Tables 2 and 3 , we find that the TOA REFL and TOA RAD products are identical as the TOA reflectance varies from the TOA radiance by a scale factor (adjustment for SZN angle, irradiance), which is essentially negated when the relative change is computed. The relative change for TOA products is significantly lower than the atmospheric compensated products, which suggests that the atmospheric attenuations function as blur or low pass filter and reduces the actual variability on the ground. This feature is more prominent in the red band as the scattering of the atmosphere is higher in the red band than the NIR band. This further suggests that the variability on the ground can be better assessed using surface reflectance products than TOA products. While this is true, it is important to note that the STD is also higher for the surface reflectance products than TOA products in the red band, which indicates that the differences in the observation conditions can introduce large variability, if their effects are not corrected. This effect is also observed when the residual error in the atmospheric compensation or other correction algorithm is high as in the case of ELM-typical products, which show higher STD than ELM-ideal or BRF products. Please note that the ELM-typical method does not account for the change in transmittance due to the differences in the view angle, which introduces larger variability in the atmospheric compensated products. For surface reflectance products (ELM-ideal and BRF), the main contributor to the STD is the variation in the illumination and view geometries. Table 2 . Relative change as a function of different levels of defoliation for the products that are uncorrected (TOA RAD), corrected for planetary reflectance (TOA REFL), compensated for atmospheric attenuations (ELM-ideal, ELM-typical), and modeled surface reflectance (BRF) in the red spectral band. The mean values are used to fit an exponential curve to characterize the defoliation as a function of relative change. In the case of NIR band, the STD in the surface reflectance products are lower than the TOA products, which suggests that effect due to differences in the observation conditions are relatively small. These are explored in more detail in Section 3.3. Between ELM-ideal and ELM-typical, the STD is similar as the atmospheric attenuation is considerably lower in the NIR, resulting in negligible differences between the two atmospheric compensation techniques. The defoliation characterization between the ELM-ideal and the one directly based on the canopy BRDF model (BRF) is almost identical (see Table 3 , Figures 6 and 7) , further suggesting that a simple technique like ELM with exact view geometry has the potential to perform an accurate atmospheric compensation. The main drawback with this method is that it is impractical to deploy panels across the entire scene, time-consuming, and expensive to use the panels for generating surface reflectance products for real-world datasets. However, this technique can be very useful and is being used for calibrating and validating the atmospherically compensated products [42] . From this study, we find that a deciduous forest canopy that defoliates by 30% can induce a change as high as 10% in the surface reflectance of NIR band. Table 3 . Relative change as a function of different levels of defoliation for the products that are uncorrected (TOA RAD), corrected for planetary reflectance (TOA REFL), compensated for atmospheric attenuations (ELM-ideal, ELM-typical), and modeled surface reflectance (BRF) in the NIR spectral band. The mean values are used to fit an exponential curve to characterize the defoliation as a function of relative change.
Level of Defoliation Data Products in the Red Spectral Band
TOA RAD TOA REFL ELM-Typical ELM-Ideal
BRF µ (σ) µ (σ) µ (σ) µ (σ) µ (σ) 0% 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 10%
Level of Defoliation
Data Products in the Red Spectral Band Figure 5 . Plot of defoliation vs relative variation for TOA radiance in the red and NIR spectral bands shows an exponential trend.
NDVI Products
We characterized the defoliation for different types of NDVI products using the calculated TOA radiance, TOA reflectance, and surface reflectance (ELM-ideal, ELM-typical, and BRF) for the red and NIR bands (see Table 4 and Figure 8 ). As expected, the characteristics such as STD for the NDVI products are similar to that of the TOA and surface reflectance products as discussed earlier. However, for the NDVI products, the TOA REFL products are not identical to TOA RAD products. This is because, the irradiance in the red and NIR spectral bands are different, and therefore, the calculated NDVI is also different between the TOA RAD and TOA REFL products. In all these characterization, the STD is less than 10% of the mean, indicating that the relative change-based characterization is a useful metric to estimate the effects of the factors. Table 1 to estimate the mean relative variation. The exponential trend and the mean relative variations are similar in both the cases exhibiting the consistency with the forest signal estimation. Table 4 . Relative variation of the NDVI products for the different levels of defoliation. The values are used to relate the signal with the corresponding changes in the forest for factor sensitivity analysis. Interestingly, the plot of NDVI for different types of NDVI products (see Figure 9 ) indicate that the canopy NDVI value and its trend is dependent on the compensation techniques used to generate the NDVI products. Therefore, it is important to remember that the NDVI values of a canopy estimated from one type of data product should not be combined with the NDVI product from a different source without proper normalization. In general, the NDVI is assumed to vary linearly with LAI for sparse canopies with low LAI (ranging from 1 to 3) [43] , but from this study, it is observed that the relationship between NDVI and LAI may be better approximated by an exponential function over the full range of canopy densities. In this study, we estimated the fit accuracy of the exponential function for all the characterized curves using one of the defoliation levels as a validation point (defoliation = 25%). We compared both the linear and exponential models for all these characterized functions for the validation point, and found that the linear model introduces an error that is significantly higher than 90% for most of the data products, essentially making it undesirable to characterize defoliation signal. From Figures 5-8 , it is observed that the exponential model performs significantly better than the linear models for the validation point. The fit accuracy shown in Table 5 for the exponential model suggests that the exponential curve can estimate the defoliation from the relative change to within 10% relative error for the NDVI products and to within 2% for the NIR products. The higher error estimate for the NDVI products is mainly due to the low reflectance of the canopy (1% to 3%) in the red band. Although the validation error is seemingly large (10%), it introduces an error no greater than 2.5% in defoliation estimation for a 25% defoliated canopy. 
Level of Defoliation
NDVI Products
TOA RAD TOA REFL ELM-Typical ELM-Ideal BRF µ (σ) µ (σ) µ (σ) µ (σ) µ (σ) 0% 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
Factor Effect Analysis
We analyzed the effect of the four factors by varying one factor at a time, while keeping all the other factors at a constant level. The results for each of the factors are shown below.
RSR
The two sensors have different spectral responses (RSR), especially in the red band, which affects the derived products such as NDVI. For the NDVI products, the relative change is estimated by observing the differences under the same view, illumination and visibility conditions. Although this is a hypothetical situation, as the expectation that the two sensors image the target on the same day and time is highly unlikely, it still stands useful to understand the effects with and without the compensation for the spectral response differences for the different NDVI products.
The SBAF techniques described earlier is used to compensate for the spectral differences in the TOA and surface reflectance measurements, which are used to calculate the NDVI. In this study, we used 200 simulated TOA observations (10 sun, 5 view, 4 visibility) to estimate the mean relative change, which are then converted to NED units using the characterized exponential function for all the NDVI products. Table 6 shows the effect of the RSR differences for the compensated and uncompensated NDVI products. It is observed that the effect of RSR is dependent on the level of compensation, and in the TOA products, the effect of RSR can be as high as 20% in NED. This suggests that the estimated changes on the ground has an uncertainty of 20% due to the RSR differences if the two sensors are used directly in change detection applications. However, if the data are compensated using SBAF techniques, the uncertainty can be reduced to about 1% in the change detection applications. Interestingly, the uncertainty for SBAF compensated products is dependent on the type of method used for compensation and the type of products. For TOA reflectance products, the SBAF method using the TOA reflectance has lower uncertainty than for the surface reflectance products, while the effect is vice versa for the SBAF method using BRF. This clearly suggests that the SBAF derived method should be consistent with the type of data products used in the remote sensing applications. Table 6 . Effect of RSR for NDVI products before and after SBAF compensation. The effects are shown in NED units, i.e, the percentage implies that the effect due to RSR is equivalent to an actual level of defoliation.
Data Uncompensated SBAF (TOA REFL) SBAF (BRF) Products
Mean (STD) Mean (STD) Mean (STD)
Across-Track effect
We analyzed the across track effects for two scenarios; (1) when the across track angles are different for two sensors, (2) for the two extreme angles for the same sensors. The first scenario directly relates to the effect due to both the RSR and the across-track angles, a typical situation encountered when using the two sensor products for change detection. The second case directly relates to the case when two Sentinel-2 or other sensors with similar field of view viewing the same target from two extreme view angles (±12 • ). Although it is unlikely for OLI sensor due to its narrow field of view (±7.5 • ), nevertheless, these conditions are useful for future Landsat or any other sensors with larger FOV. The mean effect in NED shown in Table 7 is calculated by averaging the relative change across different view angle combinations (L8/S2: 7.
The STD in the table is mainly due to the large variation in the effects for the different view angle combinations. The effects estimated for the two extreme angles shown in Table 8 does not include any contribution due to the RSR differences, and the STD is attributed to the BRDF of the canopy and variations due to the visibility and illumination conditions. The high STD for the surface reflectance-based NDVI products suggests that the main contributor to the variation is due to the BRDF effects of the canopy. For the ELM-ideal products, reflectance panels are used to correct for every view angle independently and therefore the effects are similar to that of the BRF-based products. The ELM-typical NDVI products show larger effects than any other products, mainly due to the residual error in the atmospheric compensation technique. Because the ELM-typical products compensate based on the nadir panel observations, the red reflectance in the back-scatter direction (−12 • ) is over estimated due to the difference in the path-transmission and increase in the upwelled radiance. In the NIR band, the difference in transmission between nadir and non-nadir view is small, and so the reflectance estimated in NIR is unaffected. Over-estimation of red reflectance results in the under estimation of the NDVI score. However in the forward scatter direction, the red reflectance changes only marginally and the NIR reflectance is unaffected as before, leading to smaller effects.
We see that the SBAF compensation reduces the effect of view angles on an average to 8% to 10% uncertainty for the TOA products, whereas, for the ideal surface reflectance products, the effect is reduced further to 5%. In such cases, when there is residual error in the atmospheric compensation, which is highly likely in most of the atmospheric compensated products, the effect due to the view angle could be as high as 28% in NED between OLI and MSI sensors even after SBAF correction. For extreme view angles (±12 • ), the effect increases further to about 40% with a very high STD (22%), which is mainly due to the variation in the atmospheric conditions. The coupled effect of residual error in atmospheric compensation and the view angle differences can introduce large uncertainty for change detections.
Visibility Effects
The effect due to the differences in the atmospheric conditions is simulated by varying the visibility conditions for mid-latitude summer atmosphere with rural aerosol. For these simulations, the two sensors (OLI and MSI) view the target from the same view and illumination angles, but under different visibility conditions, as in the case with real sensor data, when the two sensors image on two different dates with different atmospheric conditions. Although the illumination and view angle may also differ, the view angle difference is dependent on the geographic location of the target while the illumination angle depends on the time difference between the two acquisitions. The effect estimated in this case is due to the combined effect of differences in visibility conditions and the RSR between the two sensors. As in the case for view angle, we estimated the effect with and without the SBAF correction as shown in Table 9 . The large variability (STD) is due to the varying visibility combinations between the two sensors, and the effect increases with increase in the visibility differences. For example, the effect increases as the visibility of S2 varies from 20 KM to 10 KM for the fixed visibility of 20 KM for L8. This is expected as the visibility is directly proportional to transmission, and so a larger ∆VIS causes larger differences in the transmission, resulting in a higher estimate in NED. Similarly, for the same difference in visibility between the two sensors, the effect estimate is high when the visibility is low and this is because, the optical depth is not linear but exponentially related to visibility. For example, the estimated effect in visibility between 15 KM (L8), and 10 KM (S2) is higher than the effect between 20 KM (L8) and 15 KM (S2), although the ∆VIS for both the cases are same (5 KM).
As expected, the effect is about 40% for the TOA products, as they are uncompensated for atmospheric attenuations. The effect did not vary despite the SBAF correction, as the contribution of RSR differences is insignificant compared to the contribution due to the differences in the visibility conditions of the atmosphere. In the case of atmospheric compensated products, the effect is about 15%, but when compensated for the RSR differences, the effect reduces to 8% to 1% depending on the type of compensation method for RSR and atmosphere. Because the ELM-typical method does not account for off-nadir path length differences, its effect is higher than that of ELM-ideal product. The STD for the ELM-typical method is large for the SBAF adjusted products, suggesting that the effect or the uncertainty in change detection application is dependent on both the inaccuracies of the atmospheric compensation method as well as the condition of the atmosphere. Thus in a situation where both the sun and view geometries are the same, and the RSR and atmospheric differences are accurately compensated, the residual effect can be reduced to 1% in NED, i.e., the changes on the ground can be ascertained to within 1% uncertainty. In practice, it is difficult to achieve an ideal compensation for the atmosphere, and the sun and view geometries are less likely to be similar between the two acquisitions, and therefore, it is not unreasonable to expect an uncertainty of about 10% in the change detection applications using the atmospheric compensated NDVI products.
SZN Effects
The L8 (OLI sensor) has a revisit period of 10 days and the S2 sensors (2A and 2B) each have a revisit period of 10 days, but when combined achieve a 5 days revisit period. The Landsat and Sentinel sensors can image the target to within 10 days, but operational issues in acquiring the target or presence of clouds over the target can potentially increase this duration. Therefore, we estimated the possible differences in SZN angles between L8 and S2 based on their orbital parameters over the Harvard forest, assuming that the two sensors image the target within 20 days. The estimated absolute difference in SZN angle varies from 2 degrees to 4.5 degrees for 5 days difference between L8 and S2, and about 8 degrees when they are 20 days apart during the growing season. Figure 10 shows the plot of SZN difference for an entire year over the Harvard forest, which is estimated based on the nominal equatorial crossing time of the two sensors. Since this difference is dependent on the geographical location, similar analysis over the Amazon forest (equator) showed that the SZN difference range between 5 to 7 degrees for 5 days difference for these two sensors. The difference in SZN angle tends to decrease as we move away from the equator. Therefore, in our study, we estimated the effects for the two cases: (1) when SZN difference is 5 degrees and (2) when SZN difference is 10 degrees. In our simulations, we chose the SZN angles for Landsat 8 that are expected over the Harvard forest, and adjusted the SZN by about 5 and 10 degrees for the Sentinel 2 sensors, ensuring that the chosen SZN angles are within the expected range for the Sentinel 2 over the Harvard forest. As with the other factors, the simulated TOA and surface reflectance-based NDVI products are used to estimate the effects of SZN in NED units. For these simulations, the atmospheric conditions and the view angles are assumed to be the same, while the SZN angle is varied by about 5 degrees and 10 degrees. The effect due to SZN, as shown in Table 10 , is estimated for each sensor independently and averaged together to avoid any additional increase due to RSR differences. Thus, in a situation where two sensors with similar RSRs image the target at the same view angle and atmospheric conditions, then the effect due to SZN is about 10% in NED for a ∆SZN of 5 degrees. If the data are compensated for the atmospheric attenuations, then the effect varies between 4-8% depending on the accuracy of the compensation technique. Similar analysis for ∆SZN of 10 degrees suggests that the effect doubles for twice the ∆SZN. A key thing to note is that the effect for TOA radiance and TOA reflectance products are identical because the cosine correction for SZN in the TOA reflectance product is essentially negated when the ratio of the bands are computed for NDVI products. In addition, the SBAF correction produces identical effect to that of the uncompensated products because the effects are estimated independently for each sensor, and therefore are devoid of RSR effect. In an ideal condition, when the atmospheric compensation is accurate, any change on the ground can be ascertained to within 4% uncertainty if a sensor images the target on the ground to within 5 degrees difference in SZN angle, and the uncertainty increases linearly with the difference in SZN angle. In practice, it is difficult to achieve an ideal compensation and acquisition conditions, and therefore, the expected uncertainty in the change detection studies will be higher than 4%. 
Conclusions
In this paper, we illustrated the advantage of using a virtual environment for modeling the biophysical characteristics of a forest and how it can be extended to study the effect of sensor and environmental factors that affect the remotely sensed data.
This paper discusses the in-canopy radiative approach and the impact of defoliation on the reflectance and radiance observed by sensors such as Landsat. We modeled deciduous forests with different LAI (or defoliation) by randomly removing the leaf facets of the 3D modeled trees for different levels of defoliation. Our results indicate that the reflectance for the defoliated forests in the principal and cross planes can introduce differences ranging between 2% to 60% depending on the level of defoliation (10-85%) in the red and NIR spectral bands when compared with the undefoliated canopy. For example, the relative change in forest reflectance between a non-defoliated and 30% defoliated deciduous canopy can be as high as 10% in NIR spectral band. Since many applications rely on detecting defoliation using change detection methods from satellite data, we characterized the canopy defoliation for different satellite data products which includes TOA radiance, TOA reflectance, surface reflectance, and NDVI products. From this study, we conclude that the variation in defoliation of the deciduous canopy and the relative change observed in the remotely sensed data products can be modeled using an exponential function of the form y = ae bx + c for the red and NIR spectral bands. The coefficients of this functional form varies for the different types of products, but the model fit accuracy is high and consistent across all the data products. The predictive error from this characterization was observed to be 6% and 2% in the red and NIR bands respectively, which relates to an error of about 0.5-1.5% for a 25% defoliated canopy.
In addition to the characterization of defoliation for different sensor products, we also performed a sensitivity study to assess the effect of major factors that affect the change detection analysis when data from one or more sensors are used. The study analyzed the four factors (RSR, cross-track view angle, Visibility, and solar zenith angle) one at a time, and evaluated the effects in Noise Equivalent Defoliation units, which is defined as the amount of defoliation that is contributed by a factor when there is no change in the canopy. Using this unit makes the results of this study easier to understand, as it directly relates to the expected uncertainty due to the effect of the sensor and environmental factors. In our study, we simulated the at-sensor radiance of the modeled canopy BRDF for the OLI (L8) and MSI (S2) sensors using the MODTRAN atmosphere and applied compensation algorithms such as atmospheric compensation techniques (ELM) and SBAF to demonstrate the improvements gained in the uncertainty estimates when such techniques are used. The results and finding from this sensitivity study indicate the following:
1. The effect of atmospheric differences between two scenes due to changes in the visibility conditions can introduce as much effect as would be observed when the forest defoliates by 40%, but if compensated, the effect can be reduced to 1-7% in defoliation depending on the accuracy of the atmospheric compensation algorithm. The atmospheric attenuation is observed to be the most significant factor among all the factors considered in this study. Both the USGS (Landsat) and ESA (Sentinel-2) provide TOA products as their default/standard products, and as demonstrated in this study, if the atmosphere is not compensated, the effect of atmosphere can introduce large uncertainty in the estimation of forest defoliation. 2. The effect due to RSR differences between Landsat 8 and Sentinel 2 is observed to be 20% in defoliation, but compensation algorithm such as SBAF can reduce the effect to 1-7% in defoliation depending on whether the atmospheric attenuations are compensated or not. 3. The cross-track view angle differences can introduce effects anywhere from 9% to 40% in defoliation depending on the accuracy of the atmospheric compensation algorithms. 4. For 5 days difference in acquisition between Landsat 8 and Sentinel 2 sensors, the effect of SZN angle differences can introduce effects ranging from 4% to 10% in defoliation depending on whether the atmospheric attenuations are compensated or not. 5. Analysis of effects on the real data (OLI) acquired over a period of 23 days indicates that more than half the observed changes are likely to be due to the effects of the factors.
Our study finds that atmospheric compensation is necessary for time-series and change detection applications that attempt to estimate the biophysical parameters from remote sensing data. If data from more than one sensor is used, then the atmospheric compensation algorithm should be accurate, as imperfect compensation is likely to inflate or exaggerate the actual changes on the ground. In addition, the differences in the RSR between the sensors should be compensated, and SBAF techniques as demonstrated in this paper can be useful. The differences in the view angles in the across track direction does impact the changes measured on the ground, but can be reduced using accurate atmospheric compensation algorithms. Because the BRDF is a function of view and illumination angles, view angle differences cannot be compensated completely without the knowledge of the BRDF of the surface. Similarly, the differences in solar zenith angle between the acquisitions can affect the changes measured even when compensated for the atmospheric attenuations, but its effect is dependent on the BRDF of the surface, difference in the time/day between acquisitions, and the geographic location of the biome. Most of the natural surfaces can be approximated as azimuthally symmetric surfaces, and hence the effect due to the solar azimuth angle differences can be ignored for most of the biomes. The effect in the along track direction for the Landsat 8 and Sentinel 2 sensors is negligible and can be ignored. We would like to make the following recommendations to the remote sensing community, especially when multi-temporal and multi-sensor datasets are used in the applications.
1. Target specific and sensor specific SBAF values should be estimated and provided to the user community either using the real or simulated data. Many recent studies have used SBAF techniques to normalize for spectral response differences [44, 45] , but they were predominantly estimated using pseudo-invariant sites like desert sites for calibration purposes. Since SBAF values are both target and sensor specific, modeling approach as shown here for deciduous canopy can be used to estimate for other land cover classes. 2. Understanding that the factors identified in this research can introduce real effects, future time series analysis should provide the uncertainty in their estimation that are based on the uncompensated and residual effects. Our study provides the first-order uncertainty estimates due to these factors, which can be used effectively to derive accuracy metrics in forest applications. 3. Atmospheric compensation and compensation for sensor differences (RSR) should be applied for the data used in time-series applications. The Landsat and Sentinel-2 data providers have been providing surface reflectance data on-demand, but no associated uncertainty estimates are available for these products. The atmospheric compensation algorithm proposed by [46] and used in generating Landsat surface reflectance products indicate, that it is not uncommon to expect a 6% uncertainty in surface reflectance products using their algorithm. However, this is an overall estimate, and cannot be used as per-pixel uncertainty estimates for every data products. In the future, data providers should focus on per-pixel uncertainty estimates rather than a product or algorithm level uncertainty.
4. Future research should focus on validating the accuracy of the atmospheric compensation algorithms used in generating the Landsat surface reflectance products using the real data if possible, or with the simulated data, and improve the algorithm as necessary. As shown in this study, atmospheric compensation has the potential to reduce the uncertainty in the products, but it has to be done correctly, as otherwise, it increases the uncertainty. This is one reason future research should focus on validating the surface reflectance products. Funding: This research was funded by NASA grant number NNX13AQ73.
