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We compute the optimal constant for some weighted Poincaré inequalities obtained by
Fausto Ferrari and Enrico Valdinoci in [F. Ferrari, E. Valdinoci, Some weighted Poincaré
inequalities, Indiana Univ. Math. J. 58 (4) (2009) 1619–1637].
Crown Copyright © 2010 Published by Elsevier Inc. All rights reserved.
1. Introduction
In [5], F. Ferrari and E. Valdinoci had proved few Poincaré inequalities through the stable solutions of suitable PDEs
(we refer to [3,4,7–9] for more information about stable solutions). By the choice of suitable stable solutions, they obtain
some weighted Poincaré inequalities for the Laplace operator in the Euclidean space Rn , Kohn’s sublaplace operator in
the Heisenberg group Hn , the sublaplace operator in the Engel group, the Franchi–Grushin–Lanconelli operators and the
p-laplacian in the Euclidean space Rn . In the Euclidean space, they obtain some range for the best Poincaré-constant.
Our aim in this note is to compute the best Poincaré-constants contained in [5]. In fact, we proved more general inequal-
ities with optimal constant. In the Euclidean space, we obtain the following result:









and the constant (n+αp )
p in (1.1) is sharp.











where BR = {x ∈ Rn: |x| < R} is the Euclidean ball of radius R.
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whose group structure is given by
(x, t) ◦ (x′, t′)=
(










X2 j−1 = ∂
∂x2 j−1
+ 2x2 j ∂
∂t
,
X2 j = ∂
∂x2 j
− 2x2 j−1 ∂
∂t
( j = 1, . . . ,n) are left invariant and generate the Lie algebra of Hn . The horizontal gradient on Hn is the (2n)-dimensional
vector given by
∇H = (X1, . . . , X2n) = ∇x + 2Λx ∂
∂t
,
where ∇x = ( ∂∂x1 , . . . , ∂∂x2n ), Λ is a skew symmetric and orthogonal matrix given by












and the metric ball centered at origin and with radius R > 0 associated with this gauge is
BHR =
{





For a comprehensive description of the Heisenberg group Hn , we refer to [1,2]. To this end we have









and the constant ( 2n+αp )
p in (1.3) is sharp.



















and X2 = ∂
∂x2
.
It is known that X1 and X2 generate the Lie algebra of Engel group E. The horizontal gradient on E is ∇E = (X1, X2).
For each real number λ > 0, there is a dilation naturally associated with the group structure on E which is usually
denoted as







The Jacobian determinant of δλ is λQ , where Q = 7 is the homogeneous dimension of E. The anisotropic dilation introduce
the following homogeneous norm
∥∥(x1, x2, x3, x4)∥∥E = 6
√(
x21 + x22
)3 + |x3|3 + x24.
We denote by BE the ball of radius R centered at origin with respect to the above norm.R

























We note inequality (1.5) is δλ-invariance while inequality (1.6) is not. In fact, if we set

























Thus (1.5) is invariant under the dilation δλ and we believe the best constant in (1.5) is of interest.
Theorem 1.3. The constant 1 in inequality (1.5) is optimal.
Finally, we deal with the Franchi–Grushin–Lanconelli operators, known as G = x + |x|2y , where x ∈ Rn and y ∈ Rm .
The anisotropic gauge related to G is
∥∥(x, y)∥∥G = 4
√
|x|4 + 4|y|2.
We denote by BGR the ball of radius R centered at origin with respect to the above gauge. To this end, we have:








(|∇xφ|2 + |x|2|∇yφ|2) p2 |x|α+p (1.7)
and the constant (n+αp )
p in (1.7) is sharp.










(|∇xφ|2 + |x|2|∇yφ|2) p2 . (1.8)
2. Proof of Theorem 1.1
To prove Theorem 1.1, we ﬁrst need the following results.









and the constant (n+α )p in (2.1) is sharp.p
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Φn(x) =
{− log |x|, n = 2;
1
|x|n−2 , n 3.
Then, for |x| 
= 0
∇Φn(x) =
{− x|x|2 , n = 2;
− (n−2)x|x|n , n 3.
Notice that Φn(x) is nothing but the fundamental solution of the Laplace operator on Rn . Therefore, there exists a positive










|x|n dx = c
′
nφ(0), (2.2)
where c′2 = c2 and c′n = cn/(n − 2) when n 3.
Let 
 > 0. Then 0  φ
 := (|φ|2 + 
2)p/2 − 
p ∈ C∞0 (Rn). In fact, φ
 has the same support as φ. Replace φ by |x|n+αφ































By dominated convergence, letting 
























Canceling and raising both sides to the power p, we get (2.1).
To see the constant (n+αp )




































This completes the proof of Lemma 2.1. 

















To see constant (n+αp )
p in (1.1) is sharp, we can also consider the family of functions fε deﬁned in Lemma 2.1 and pass to
the limit as ε → 0+. By applying (1.1) with φ ∈ C∞0 (BR) and α = 0, we obtain (1.2).
3. Proof of Theorem 1.2
Recall that the horizontal gradient on Hn is the (2n)-dimensional vector given by
∇H = (X1, . . . , X2n) = ∇x + 2Λx ∂
∂t
,
where ∇x = ( ∂∂x1 , . . . , ∂∂x2n ), Λ is a skew symmetric and orthogonal matrix given by






Therefore, for any φ ∈ C∞0 (Hn),
〈x,∇Hφ〉 = 〈x,∇xφ〉 + 2〈x,Λx〉∂φ
∂t
= 〈x,∇xφ〉. (3.1)
Here we use the fact 〈x,Λx〉 = 0 since Λ is a skew symmetric matrix.


















































To see the constant ( 2n+αp )
p in (1.3) is sharp, we follow [6, Lemma 2.5]. Choose φ(x, t) = u(|x|)w(t) with u(|x|) ∈
C∞0 (R2n) and w(t) ∈ C∞0 (R). Since u is radial, we have
∣∣∇Hφ(x)∣∣2 = 〈w(t)∇xu(|x|)+ 2u(|x|)Λxw ′(t),w(t)∇xu(|x|)+ 2u(|x|)Λxw ′(t)〉
= ∣∣∇xu(|x|)∣∣2w2(t) + 4|Λx|2u2(w ′(t))2 + 4〈∇xu(|x|),Λx〉u(|x|)w ′(t)







= ∣∣∇xu(|x|)∣∣2w2(t) + 4|x|2u2(|x|)(w ′(t))2.
Here we use the fact |Λx| = |x| since Λ is an orthogonal matrix. Using the following inequality (cf. [6, inequality (4)])
(
s21 + s22
)p/2  (1− λ)1−psp1 + λ1−psp2 , s1, s2 > 0, 0< λ < 1, (3.5)








(|∇xu(|x|)|2w2(t) + 4|x|2u2(|x|)(w ′(t))2)p/2|x|α+p∫
R2n



























|w(t)|p dt = 0,





























By letting λ → 0+, we can see the constant ( 2n+αp )p in (1.3) is sharp. By applying (1.3) with φ ∈ C∞0 (BHR ) and α = 0, we
obtain (1.4).
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u2 dx1 dx2 · 0 = 0.R








































































































)2 + ( ∂u
∂x2













































































This completes the proof of Theorem 1.3.
5. Proof of Theorem 1.4





∣∣φ(x, y)∣∣p|x|α dx ∫
Rn
∣∣∇xφ(x, y)∣∣p|x|α+p dx. (5.1)





∣∣φ(x, y)∣∣p|x|α dxdy  ∫
Rn+m
∣∣∇xφ(x, y)∣∣p|x|α+p dxdy. (5.2)
Therefore,












(|∇xφ|2 + |x|2|∇yφ|2) p2 |x|α+p .
To ﬁnish the proof, it is enough to show the constant (n+αp )
p in (1.7) is sharp. Following the proof of Theorem 1.2, we







Rn+m (|∇xu(x)|2w2(y) + |x|2u2(x)|∇yw(y)|2)p/2|x|α+p∫
Rn

























































Letting λ → 0+, we can see the constant (1 − λ)1−p in (1.7) is sharp. By applying (1.7) with φ ∈ C∞0 (BGR ) and α = 0, we
obtain (1.8).
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