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Abstract: The segmentation of blood-vessels is an important preprocessing step for the 
quantitative analysis of brain vasculature. We approach the segmentation task for two-photon 
brain angiograms using a fully convolutional 3D deep neural network. 
OCIS codes: (170.0180)   Microscopy, (200.4260)   Neural networks, (170.3880) Medical and biological imaging 
 
1. Introduction 
Quantitative 3D analysis of brain vasculature is challenging, but has important immediate applications such as 
medical diagnosis, surgery planning, and clinical physiology and treatment [1, 2]. Segmentation of blood vessels 
from the surrounding medium is often the first step in such an analysis. The segmented vessel network may then be 
used for a direct analysis, or detailed studies e.g. blood flow simulations. Traditionally, segmentation relied on 
parametric models such as those based on thresholding [3], region growing, active contours, and statistical models 
etc. [2]. These methods were not generalizable, and usually required prior knowledge about the tubularity of the 
vasculature for optimal performance [4]. To date, no single method can successfully segment vessels from every 
imaging modality and every organ [1]. To this end, due to their generalization capability, deep neural networks 
(DNNs) are emerging as the method of choice for 3D brain vasculature segmentation for multiphoton imaging [4-6]. 
The currently available DNN methods are either based on 2D convolutions which disregard 3D context, or are 
hybrid approaches, which do not consider 3D context in an end-to-end manner (i.e. their input is 3D, while output is 
either 2D or 1D), making both training and inference significantly time consuming. In order to rectify these 
limitations, we investigate a DNN-based approach for vascular segmentation of two-photon angiograms, which 
considers 3D context in an end-to-end manner and is also fast in training and inference. 
2.  Method 
2.1 Dataset 
The dataset for our experimentations was acquired from the cerebral cortex of C57BL/6 mice using a custom built 
two-photon microscope [7]. In order to visualize the vasculature, a green fluorescent dye (FITC) was used. Five 3D 
angiograms were acquired each from a different mouse. Annotation of vessels in the acquired data was performed 
semi-manually slice-by-slice, assisted with a custom-written Matlab software. The volumes were divided into 
training and testing subsets in a ratio of 80-20%. 
2.2 DNN Framework 
We employ a DNN to learn a statistical model relating the measured angiograms to the vessel labels. The overall 
structure is derived from V-net [8] which consists of a 3D encoder-decoder architecture. The input first passes 
through the encoder path which consists of four convolutional layers. Each layer comprises of residual connections 
which speed up convergence, and 3D convolutions with multi-channel convolution kernels which retain 3D context. 
We employ 3x3x3 convolution kernels instead of the 5x5x5 in the original V-net architecture as we observed this to 
improve training speed and memory consumption without significantly affecting the performance. Downsampling is 
performed after each layer by convolution with 2x2x2 kernels with stride 2, enabling the network to learn vessel 
features at various scales. Differently than the original V-net, we incorporate batch-normalization after each layer, 
which is known to result in faster convergence, and we use ReLU nonlinearity in every layer instead of pReLU. 
After being compressed by the encoder, the low-resolution maps pass through the decoder stage, which 
decompresses the data via convolutional upsampling using four similar convolutional layers. Skipped connections 
ensure that high resolution information is retained between the encoding and decoding stages. Due to memory 
limitations in current GPUs, it was impossible to use an entire angiogram of lateral dimensions 512x512 and axial 
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dimensions ranging from 301 to 341, as input to the network. We therefore employ patch-based training and 
inference in which the patch size of both input and output is 128x128x128. 
Loss functions like mean squared error (MSE) and mean absolute error (MAE) have been used widely in deep 
learning, however, they cannot promote sparsity and are thus unsuitable for sparse objects. In our case, less than 5% 
of the total volume in the angiogram comprises of blood vessels. Thus, the object under study is not only sparse, 
there is also a large class-imbalance between the number for foreground vs. background voxels. Thus we resort to 
balanced cross entropy as the loss function [9], which not only promotes sparsity, but also caters-for the class 
imbalance. For DNN training, we utilized the Boston University shared computing cluster with one NVIDIA Tesla 
K40 GPU with Tensorflow. The network was trained for 100 epochs using the Adam optimizer and a learning rate 
of 10-4. 
3.  Results 
We test our trained network to perform vessel segmentation on an unseen angiogram which was labeled as test data. 
It is emphasized that patches from this angiogram were not used in the training process. The results have been 
presented below in Figure 1. The predicted vasculature is found to match well with the ground truth. Further study 
and detailed investigation are underway. 
 
Figure 1: Brain vasculature segmentation using DNN. (a) Measured angiogram from two-photon microscope. (b) Labeled ground 
truth data. Binary labels depicts presence or absence of a blood vessel in the volume. (c) Vasculature predicted by our DNN 
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