We provide a comprehensive analysis of stochastic variance reduced gradient (SVRG) based proximal algorithms, both with and without momentum, in serial and asynchronous realizations. Specifically, we propose the Prox-SVRG ++ algorithm, and prove that it has a linear convergence rate with a smaller epoch length (than condition number). Then, we propose a momentum accelerated algorithm, called Prox-MSVRG ++ , and show that it achieves a complexity of O( 1 √ ǫ ). After that, we develop two asynchronous versions of the above serial algorithms and provide a general analysis under nonconvex and non-strongly convex cases respectively. Our theoretical results indicate that the algorithms can achieve a significant speedup when implemented with multiple servers. We conduct extensive experiments based on 4 real-world datasets on an experiment platform with 11 physical machines. The experiments validate our theoretical findings and demonstrate the effectiveness of our algorithms.
Introduction
In this paper, we study the following finite-sum composite minimization problem
where f (x) has L-Lipschitz continuous gradient and h(x) is convex but possibly nonsmooth. The domain Ω ⊆ R d is a convex set. This formulation arises in many machine learning, operations research, and statistics problems [1, 8] , e.g., classification or regression. In these problems, n often denotes the data size (number of samples), f i (x) denotes the loss function for sample i, and h(x) represents certain regularizer. To tackle the nonsmooth nature of function h(x), one common method is to use the proximal operator [19, 27] , which is formed as prox ηh (x) = arg min y h(y) + 1 2η ||y − x|| 2 . This proximal operator has different meanings with different h(x) functions, e.g., when h(x) is the indicator function of a closed convex set, the proximal operator becomes a projection.
Many first-order stochastic algorithms have been proposed for solving (1) . In this paper, we focus on two popular schemes, namely, the stochastic variance reduced gradient (SVRG) scheme [8, 33] and the momentum acceleration scheme [20] . These two schemes have shown great promise in practice and received much attention.
Along the line of variance reduction, many algorithms have been proposed, including SAG [28] , SAGA [4] , MISO [15] , SVRG [8, 33] , etc. By reducing the variance of stochastic gradient, these algorithms significantly accelerate algorithm convergence, e.g., converging linearly for the strongly convex problem while stochastic gradient descent (SGD) only has a the rate of O( 1 ǫ ), where ǫ is the proximity to the optimal value. Among these algorithms, SVRG [8, 32] receives much consideration because of its low memory cost. Although it was originally designed for strongly convex objectives, its (and its variants') convergence property for non-strongly convex problems, i.e., general convex, has also been studied recently, e.g., [2, 24] . However, existing results cannot explain some common observations in practice. For instance, the epoch length is empirically set to be much smaller than the theoretical optimal value condition number (or n) for achieving a good performance. In this paper, we establish a novel argument inspired by momentum technique analysis and obtain new theoretical findings for SVRG based proximal methods that shed light into these observations. The momentum acceleration technique originated by Nesterov, e.g., [20] , on the other hand, has also been shown to achieve speedup over first-order algorithms, e.g., AC-SA algorithm in [10] . Recent works including [1, 6] further combine SVRG with momentum, and achieve a gradient complexity of O( 1 √ ǫ ), by introducing two auxiliary momentum variables. We show that Algorithm 2 with one momentum variable can also achieve O( 1 √ ǫ ) complexity for nonsmooth problems. Reducing the number of momentum variables from two to one is nontrivial. It makes our algorithm more concise and provides a new way to utilize momentum.
To make our algorithms suitable for implementation in large-scale systems, we further propose two asynchronous versions of SVRG based proximal methods (asynchronous Prox-SVRG and asynchronous Prox-MSVRG ++ ). Existing works on SVRG based asynchronous algorithms often assume strong convexity [18, 25, 34] or do not consider a nonsmooth composite structure [17, 25, 34, 7] . Therefore, the performance under more general conditions is still missing. We try to fill this gap and establish results without requiring such assumptions.
Contributions
In this paper, we make the following main contributions.
• We propose a new algorithm called Prox-SVRG ++ for solving (1) . Prox-SVRG ++ can be viewed as a variant of the FSVRG algorithm in [29] , with the key difference in epoch length selection. By adopting a novel argument inspired by momentum acceleration analysis, we show that Prox-SVRG ++ achieves linear convergence with a much smaller epoch length (than the condition number).
• Based on the analysis of Prox-SVRG ++ , we propose a momentum accelerated algorithm, Prox-MSVRG ++ , for nonsmooth problems and show that it achieves a gradient complexity of O( n+ √ nL √ ǫ ). Compared to results in [1, 6] , our algorithm has a simpler form and makes use of a single auxiliary momentum variable. This provides an alternative way for achieving acceleration.
• We prove that the asynchronous implementation of Prox-SVRG [32, 26] achieves a complexity of O(n + Ln 2 3 ǫ ) for nonconvex objectives and achieves a linear speedup. We establish our results without requiring two common assumptions in the asynchronous literature, i.e., strong convexity and sparsity, e.g., [18, 34] .
• We further study asynchronous Prox-MSVRG ++ , and show that it achieves a gradient complexity ofÕ( 1 √ ǫ ). To the best of our knowledge, this is the first momentum acceleration result without assuming strong convexity in the asynchronous setting. Moreover, our results confirm that momentum based algorithms prefer a high gradient accuracy for achieving acceleration, a result also observed in [1, 9] .
• We conduct experiments with 4 real-world datasets on a 11-server testbed, to validate our theoretical results.
The results demonstrate that our schemes outperform existing algorithms.
Other Related Work
(SVRG based schemes) [2] proposed SVRG ++ and proved the current best known gradient complexity of O(n log 1 ǫ + L ǫ ) for convex objectives in the SVRG family. [24, 26] focused on nonconvex objective functions and proved an O( 1 ǫ ) complexity, among which [26] considered an objective with regularizer function h(x). Many works also combined Nesterov or momentum acceleration technique to SVRG to achieve the optimal rate O( 1 √ ǫ ) [1, 6, 22, 13] . Closest to our work are [29] , which proposed the FSVRG algorithm, and [30] , which provided an acceleration scheme with one auxiliary variable. However, we show that when there is no regularizer and the step size is properly chosen, FSVRG is equivalent to the original SVRG algorithm, which does not have any momentum acceleration component. [30] , on the other hand, considers only smooth objectives. Moreover, both works do not consider the asynchronous setting.
(Asynchronous schemes) Designing asynchronous algorithms has been another area of active research. Asynchronous versions of SGD and stochastic proximal gradient have been investigated both in theory and practice, though only achieving a slower O( 1 ǫ 2 ) rate [23, 12] . Asynchronous variance reduction based algorithms are also proposed to accelerate convergence. Besides the work mentioned above, many other work, e.g., [16] , analyze the lock-free asynchronous implementations assuming strongly convex objectives. [5] provides a new analysis of asynchronous Proximal SVRG with a block separable h(x).
Our work distinguishes itself from the above results as follows. (i) We conduct a comprehensive analysis for SVRG based proximal algorithms, and consider both serial and asynchronous implementations. (ii) We relax the strong convexity and sparsity assumptions commonly assumed for asynchronous algorithms. This makes our results more general and have a larger scope of applications.
Preliminary
In this paper, we adopt gradient complexity for measuring the efficiency of first-order algorithms, which equals to the total number of gradient calculations for obtaining an ǫ-error point x. 1 This metric has been commonly adopted in the literature, sometimes under different names, e.g., [2, 24] .
Stochastic Variance Reduced Gradient (SVRG)
SVRG is designed for retaining the efficiency of SGD and the fast rate of GD. It carries out the update process in epochs, each containing m inner iterations. At the beginning of each epoch s, it records a snapshotx s−1 and computes its full gradientμ. Then, in each inner iteration, it forms the following (variance reduced) stochastic gradient:
Existing results show that SVRG attains a linear rate if the epoch length is greater than the condition number of the objective. The key reasons for this acceleration lie in the facts that∇f i s k (x s k ) is unbiased, and that the variance
Notation
We denote x * as an optimal solution of (1). For x s k , the superscript s indicates the s-th epoch, the subscript k denotes the k-th inner iteration. For a set I s k , |I s k | denotes its size.
wherex 0 is the start point of our algorithms. ∇f i (x) is the stochastic gradient calculated on a sample i. d is the dimension of x. n equals to the number of samples. We also define ρ(b) n−b b(n−1) for short, where b is a positive constant. || · || represents for L 2 -norm if without special annotation. The notationÕ(f ) denotes O(f · polylog(f )).
Assumptions
We state the assumptions made in this paper. These assumptions are mild and are often assumed in the literature, e.g., [8, 2] .
Assumption 2. Function F (x) is µ-strongly convex, such that for any x ∈ Ω:
Assumption 3. The stochastic gradient is unbiased, i.e., for the sampled mini-batch I s k with size b,
Moreover, the random variables sampled in different iterations are independent.
Algorithm 1 Prox-SVRG ++ 1: Input: S, m, b,x 0 , θ 0 , η 0 ; 2: for s = 1, 2, ..., S do 3: update θ s and η s ; 4: x s 0 = y s 0 =x s−1 ;
for k = 1 to m do 7: uniformly and independently sample a mini-batch I s k with size b from {1, ..., n};
10:
x s k =x s−1 + θ s (y s k −x s−1 ); 11: end for 12:x s = 1 m m k=1 x s k ; 13: end for 14: Output:x S .
A New Proximal Gradient with SVRG
In this section, we propose an SVRG-based algorithm Prox-SVRG ++ to solve (1), which is a variant of the FSVRG algorithm in [29] , with the key difference in epoch length selection. The algorithm is shown in Algorithm 1. It adopts a mini-batch scheme to both reduce the variance of stochastic gradient and accelerate convergence.
Prox-SVRG ++ differs from other SVRG based proximal algorithms, e.g., [32, 2] , in the way auxiliary variable y s k and parameters η s and θ s are used. Due to equating the variables at the beginning of every epoch, it can be verified that Algorithm 1 and SVRG in [8] are equivalent if h(x) = 0 and the step-size used by SVRG equals to η s θ s . Note that in this case, FSVRG is also equivalent to SVRG (except for an exponential epoch length), and hence does not have momentum acceleration. In this section, we prove the convergence of Prox-SVRG ++ , whereas [29] attempted to analyze FSVRG with a momentum acceleration argument.
Analysis
We state the performance of Prox-SVRG ++ in the following theorem. Recall that ρ(b) 
Denote κ L µ , the condition number of F (x). We have the following immediate corollary, which generalizes the theoretical findings of [8] . 
In particular, (a) If m = 2κ and θ = 1 2 , define α (1 − θ + 2κθ 2 m ) = 3 4 . The gradient complexity of Algorithm 1 equals to
4:
end for
It is worth noting that Part (b) of Corollary 1 is obtained based on a much smaller epoch length compared to [32] , showing that SVRG-based algorithm can also achieve good performance in this case.
where κ L µ is the condition number of F (x).
Proof of (a). Under conditions in Corollary
From Algorithm 1 we known that the total number of gradients calculated in s epochs is sn + smb. We can choose a small b to satisfy θ + ρ(b) ≤ 1. Thus, the gradient complexity of Algorithm 1 is O((n + κ) log 1 ǫ ). Using the same augment, we obtain result in (b).
Remarks. There usually exists a tradeoff between the epoch length m and the theoretical gradient complexity, especially when κ is large (κ is often approximated by n in practice). Note that the results in Corollary 1 present linear rate convergence in two parameter settings and show that, if m is enlarged to 2κ from 2κ β , the gradient complexity becomes smaller. However, if m is large, x s k−1 may move far away fromx s−1 , which introduces a large variance in∇f I s k (x s k−1 ) and slows down convergence in practice [2] . Therefore, m is often empirically chosen to be smaller than κ when it is large. However, existing theoretical results only show that SVRG attains a linear rate when m ≥ κ [32, 8] . Our new results in Corollary 1(b) shed light into why a much smaller m can also achieve a linear rate. Moreover, we show in the next section that the procedures of Prox-SVRG ++ can be easily extended to contain momentum acceleration.
Momentum Acceleration of Prox-SVRG ++
Steps 9-10 in Algorithm 1 are common steps in momentum or Nesterov-based algorithms [1, 13] . The update of x s k combines history informationx s−1 and the latest auxiliary variable y s k . However, this "momentum" information is lost at the beginning of each epoch, since y abandons its accumulated step and is restored tox s−1 . Thus, Algorithm 1 does not possess momentum acceleration.
In this section, we show that the momentum step in Algorithm 1 can make a difference if we slightly change the initialization of x, y at the beginning of each epoch. Specifically, in Algorithm 2, called Prox-MSVRG ++ , y s 0 inherits its value of the last epoch and x s 0 is updated using the accumulated momentum (Step 4, which is different from FSVRG). The other steps remain unchanged as in Algorithm 1. We show in the following theorem that these two simple (but critical) changes bring a significant acceleration. Note that a similar scheme was proposed in [30] . However, their scheme is designed for smooth problems, whereas we analyze the nonsmooth setting. Moreover, we extend Prox-MSVRG ++ to the non-strongly convex asynchronous setting.
The above result shows that the acceleration from
can be achieved with just one auxiliary variable, Table 1 summarizes the gradient complexities and numbers of auxiliary variables of several closely related acceleration algorithms. It can be seen that Prox-MSVRG ++ achieves a lower complexity with less auxiliary variables. [1] , Catalyst [13] , AMSVRG [22] , ASMD [6] , APCG [14] for non-strongly convex objective. The abbreviation 'AVs' stands for "auxiliary variables".
Algorithm
Gradient complexity # of AVs
Till now, we have provided analysis of Prox-SVRG ++ and Prox-MSVRG ++ , both being serial (centralized) algorithms. In the following sections, we focus on analyzing the convergence property of asynchronous Prox-SVRG and asynchronous Prox-MSVRG ++ .
Asynchronous Proximal SVRG
Asynchronous algorithms are widely used in large-scale machine learning and optimization problems , where tasks are often jointly solved by multiple servers (threads in multi-core system). In this section, we investigate the asynchronous Prox-SVRG algorithm studied in the literature before, e.g., [18] , and focus on the consistent read setting, i.e., during execution, the algorithm guarantees the atomic operation on the whole vector of x. As a result, the value of x each worker reads always equals to certain x values after a complete update. Such asynchronous implementations have been adopted in parameter servers [11] and asynchronous distributed neural networks [3] .
However, the analysis of asynchronous Prox-SVRG often assumes strong convexity or sparsity of the objective. Below we provide a new analysis under more general conditions.
Algorithm
We start with the implementation setting and describe the algorithm. Consider a system consisting of one master and multiple workers, e.g., parameter-servers. The master maintains the latest updated variable x and a clock. Each worker ω has access to the full datasets and keeps a disjoint partition D ω of data with size n ω . All workers work independently and communicate with the master to access x.
As shown in Algorithm 3, at the beginning of each epoch, the master broadcasts a snapshot variablex s−1 . Then, each worker calculates the gradient ∇f ω (x s−1 ) and sends it to the master. After that, the master machine combines these information to compute the full gradientμ. Then, in the inner iteration, each worker uniformly and independently samples a mini-batch I s t with size b, to form the stochastic gradients shown in Step (w 3 ). After that, it sends them to the master.
Upon receiving the gradients, the master combines them with the full gradientμ to calculate the stochastic variance reduced gradient (Steps m 3 and m 4 ), without requiring them to be synchronized. Here, in order to ensure the atomic operation of x, we assume that when the x value being updated, workers cannot read its value. This "consistent read" condition can be efficiently guaranteed in computer network and is commonly assumed in the literature [12, 7] .
Since the workers asynchronously pull and push data during inner iterations, at time t, the master may use delayed gradients calculated based on a previous state x s D(t) , where D(t) ≤ t. While this can cause the "stale" gradient problem, we show in Theorem 3 that the negative influence of delayed gradient vanishes asymptotically, provided that the gradient delay is reasonably moderate. Also note that there is a synchronization at the beginning of each epoch. This is a typical requirement of the SVRG method [25] , and does not impact performance since we only perform it once per epoch. 
Convergence Analysis
We first state an additional assumption needed for the gradient delay. This assumption can often be satisfied in practical computing systems and is commonly assumed in the literature, e.g., [12, 25] .
Assumption 4. The maximum gradient delay is upper bounded for all time by some finite constant τ > 0, i.e., t − D(t) ≤ τ , ∀t.
In this section, we remove the convex condition of f (x), making our results cover more applications in practice. In this case, instead of F (x) − F (x * ), we apply the gradient mapping term G η (x) = 1 η [x − prox ηh (x − η∇f (x))] to measure the convergence property. This metric is commonly used in analyzing nonconvex proximal algorithms, such as [26, 31] . It can be verified that ||G η (x)|| = 0 when x is a stationary point. Thus, an ǫ-error point x implies ||G η (x)|| 2 ≤ ǫ. 
, denote x out as the output of Algorithm 3, then
Moreover, the gradient complexity is O(n + Ln 2 3 /ǫ).
Remarks. The above gradient complexity is the same as that of serial Prox-SVRG [26] . Thus, a linear speedup can be attained, because workers take actions in parallel. Note that using gradient complexity to measure speedup is a common practice in the literature, e.g., [12, 18, 7] . To better demonstrate the efficiency of our algorithms, we also For master: provide the running time speedups in experiments. In addition, we relax the strong convexity and sparsity assumptions in related work on asynchronous Prox-SVRG [18] . Recent work [7] proved an O(n + Ln ǫ ) complexity for obtaining a stationary point with the step size O( 1 Ln α ) for asynchronous SVRG. We focus on a more general nonsmooth composite problem and the above result shows that we can use a step size that is independent of n, and achieve a lower gradient complexity. 
Momentum Accelerated Asynchronous Prox-MSVRG ++
In the analysis of serial algorithms, we have established the acceleration of momentum to Prox-SVRG ++ . In this section, we show that momentum also applies in asynchronous implementations. The procedures of the master node is summarized in Algorithm 4, and the steps for workers are the same as Algorithm 3. The performance of asynchronous Prox-MSVRG ++ is summarized as follows. To the best of our knowledge, this is the first analysis for momentum accelerated asynchronous Proximal SVRG without strong convexity or sparsity assumptions. We obtain anÕ( 1 √ ǫ ) complexity, which improves upon the O( 1 ǫ ) of Theorem 3. Note that the upper bound of τ is decreasing. From the theory perspective, this is consistent with the view that momentum acceleration requires accurate gradients [1, 9] . In other words, momentum methods may require a smaller delay in gradient computation.
We show in the following Corollary 3 that by choosing an increasing mini-batch size, we can loose the upper bound of τ . Moreover, our experiments with real-world data in Section 9 also show that Prox-MSVRG ++ achieves a remarkable acceleration. (does not have to decrease), then
where S ≤ n 
Evaluation
In this section, we conduct experiments to evaluate the convergence rates and speedup properties of our algorithms. We evaluate K-class logistic regression [34] on real-world datasets including covtype, real-sim, rcv1 and mnist from LibSVM website, 2 where mnist is a big multi-class dataset (Please see Supplementary Material for experimental details about the datasets). To demonstrate the comparisons clearly, we plot training curves near the optimal solution (truncate near the end). Experimental Setup. We compare three asynchronous algorithms, i.e., Prox-MSVRG ++ (Algorithm 4), Prox-SVRG (Algorithm 3) and Prox-SGD (simply replace u s t in asynchronous Prox-SVRG to ∇f I s t (x s D(t) )). We configure an experimental environment in a cluster with 11 physical machines. Each machine has 16 cores and 16GB memory. The communication among machines are handled by OpenMPI. 3 For Prox-SGD, we use a diminishing learning rate {0, 0.1, . . . , 1}, and s is the epoch index. For Prox-SVRG, we use η mentioned above as the learning rate (these rules for SGD and SVRG are commonly used in the literature). For Prox-MSVRG ++ , θ s is set according to its definition and η s = η θs . Moreover, the step size used for each algorithm is tuned to achieve the best results. We normalize the feature vector as in work [25] .
Convergence. Figure 1 depicts the convergence of objective versus time of three algorithms using 4 workers, where x * is obtained by running serial Prox-SVRG [32] until convergence (similar to [26] ). It can be seen that Prox-MSVRG ++ has a faster convergence rate than Prox-SVRG and Prox-SGD in the asynchronous setting.
Speedup. Next, we evaluate the speedup property of Prox-MSVRG ++ with different numbers of workers in Figure  2 (the left graph). The speedup of N workers is defined as the ratio of the time consumed by serial Prox-MSVRG ++ to that under using N workers (for achieving the same loss). The experimental results on 4 datasets show a significant speedup of Prox-MSVRG ++ when increasing the number of workers.
To precisely measure the acceleration efficiency, we plot the speedup of Prox-MSVRG ++ over Prox-SVRG with different numbers of workers in the right graph of Figure 2 , which equals the ratio of time consumed by Prox-SVRG to that of Prox-MSVRG ++ (both with the same number of workers). It can be seen that Prox-MSVRG ++ has remarkable improvements upon Prox-SVRG.
Momentum Acceleration. In order to present the efficiency of Prox-MSVRG ++ , we further compare it with other related momentum accelerated methods, including Katyusha ns [1] , Catalyst (based on SVRG) [13] , ASMD [6] , on the K-class logistic regression problem [34] . We setup the experimental environment in the same computer cluster as above. For these methods, we use their default settings as in the original papers, and optimize the learning rates and momentum rates. The experimental results are shown in Figure 3 , which validates the efficiency of Prox-MSVRG ++ .
Conclusion
We develop a novel analysis for SVRG based proximal methods and their momentum acceleration for nonsmooth composite optimization. Through Prox-SVRG ++ , we show that a linear rate can also be attained when the epoch length is chosen to be smaller than the condition number of the objective. Then, we change the beginning value of each epoch in Prox-SVRG ++ to develop the momentum accelerated Prox-MSVRG ++ and prove that it has a complexity of O( 1 √ ǫ ). To satisfy the need of large scale parallel computing, we further develop two asynchronous versions of SVRG based proximal methods, both with and without momentum. We present a new analysis under mild conditions, i.e. removing strong convexity and sparsity assumptions. Specifically, we consider a nonconvex objective in the analysis of the non-momentum accelerated asynchronous Prox-SVRG. The theoretical results show that a remarkable speedup can be achieved with asynchronous implementations. Finally, we present experimental results to validate our theoretical findings.
Supplementary Material 11 Experimental Details
We evaluate four real world datasets from LibSVM website 4 , including rcv1, real-sim, covtype and mnist. Details and experiment parameters about these four datasets are shown in Table 2 . For binary class datasets, we use L 1 and L 2 regularizers, and adopt L 2 and nuclear norm for multi-class datasets, their corresponding weights can also be found in Table 2 . 
Proofs of the Serial Algorithms
In this section, we provide the full proofs of Theorems 1, 2 and Corollaries 1, 2 for the serial algorithms, where the proof techniques in [29] are adopted. We first have the following result from [21] regarding the Lipschitz smooth property of f (x), which will be used in our later analysis.
then the following inequalities hold [21] .
The following lemma is a widely used technical result in composite optimization, which is called 3-Point-Property. Lemma 1 in [10] provides its detailed proofs and extensions.
Lemma 2. If y s k is the optimal solution of
where function φ(y) is convex over a convex set χ. Then for any y ∈ χ, we have [10] φ(y)
Proof of Theorem 1
Proof. Since 
Using Lemma 2 with φ(y) = h(y) + ∇ f I s k (x s k−1 ), y − y s k−1 and y = x * , we have
Since f (x) is Lipschitz smooth, we obtain
Therefore, We first bound T 1 as follows.
where we use
Then, T 2 can be bounded as
where ρ(b) n−b b(n−1) . Here the first inequality comes from Young's inequality and the the second inequality follows from Equation (15) in [35] (version v1, which is a technical report of [36] ). In the third inequality, we use E||x − Ex|| 2 ≤ E||x|| 2 . The last inequality follows from the Lipschitz smooth condition (10) of f i (x). Substituting (17) and (18) into (16) , we get
Putting it back into (19) , we obtain that
where the second equality follows from η s = 1 2Lθs . Summing the above from k = 1 to m, and usingx s = 1 m m k=1
x s k , we obtain
Proof of Theorem 2
Proof. Since we only change the initialization of x, y in each epoch, and the new x s 0 , y s 0 still satisfy Step 10 in Algorithm 1 when k = 0. Thus, several proof steps in section 12.1 still hold in this case. Following the proof of Theorem 1 (start from (13)), we can get (22) . Using y s 0 = y s−1 m , we have that
Dividing both sides by θ 2 s , summing up from s = 1 to S, and using 1−θs
, we obtain:
This completes the proof.
Proof of Corollary 2
Proof 
Proof of Theorem 3
We analyze the convergence of Algorithm 3 in this section, where a proof technique of Lyapunov function in [26] is adopted.
Proof. Since x s t+1 = prox ηh (x s t − ηu s t ), applying Lemma 2 in [26] , for any z ∈ R d , we have
Letting z =x s t+1 in (26) and z = x s t in (27) , summing them together, and taking expectations, we have
(28) Using Young's Inequality, we see that
Therefore,
Next we bound T 2 . We have:
where the first inequality results from Equation (15) in [35] (version v1, which is a technical report of [36] ). The second inequality uses E||x − Ex|| 2 ≤ E||x|| 2 , and the third inequality follows from the Lipschitz smoothness property of f i (x). On the other hand, T 4 can be bounded as follows.
Here the first and third inequality follow from ||
The second inequality uses the Lipschitz smooth property of f i (x). Therefore, T 2 can be bounded as
Substituting (34) in (30), we obtain
is a decreasing sequence which satisfies c m = 0 and c t = c t+1 (1 + β) + ηL 2 ρ(b). The value of β (β > 0) will be specified in the following. We have
Summing it up from t = 0 to m − 1, since
Let β = 1 m , now we want to deserve the constraint of τ that makes sure c t+1 (1 + 1 β ) + L 2 − 1 2η + ηL 2 τ 2 ≤ 0. From c m = 0 and c t = c t+1 (1 + β) + ηL 2 ρ(b), we obtain the bound of c 0 as follows.
Let η = σ L , where 0 < σ < 1 3 . In order to ensure c t+1 (1 + 1 β ) + L 2 − 1 2η + ηL 2 τ 2 ≤ 0, we only need c 0 (1 + 1 β ) + L 2 − 1 2η + ηL 2 τ 2 ≤ 0, and it suffices to prove
Because ρ(b) = n−b b(n−1) ≤ 1 b , the above condition becomes
Let m = ⌈n
then we obtain the constraint
. Suppose the delay bound τ and step size η satisfy this constraint, then Equation (37) becomes
Since η ≤ 1 2L , we have
Summing the above inequality over s = 1 to S, we get
where x * is the optimal solution. Substituing the convergence measurement G η (x s t ) = 1 η (x s t −x s t+1 ), we finally obtain 
where the second equality uses x s t+1 − x s t = θ s (y s t+1 − y s t ). Therefore,
where the first inequality uses (48), and the second inequality follows from x s t+1 = θ s y s t+1 + (1 − θ s )x s−1 and the convexity of h(x). We apply (47) in the third inequality. T 1 can be bounded as follows. 
where the convexity and Lipschitz smoothness of f (x) are adopted in the first inequality. Putting it back in Equation (49), we get 
