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Solutions of polynomial equation over Fp and new bounds of
additive energy∗
Ilya Vyugin and Sergey Makarychev
Abstract
We present a new proof of Corvaja and Zannier’s [2] the upper bound of the number of
solutions (x, y) of the algebraic equation P (x, y) = 0 over a field Fp (p is a prime), in the case,
where x ∈ g1G, y ∈ g2G, (g1G, g2G – are cosets by some subgroupG of a multiplicative group
F
∗
p
). The estimate of Corvaja and Zannier was improved in average, and some applications
of it has been obtained. In particular we present the new bounds of additive and polynomial
energy.
1 Introduction
We study an algebraic equation
P (x, y) = 0 (1)
over a field Fp (or its algebraic closure Fp), where p is a prime number. Suppose that P ∈ Fp[x, y]
is an absolutely irreducible polynomial of two variables x and y. Let G be a subgroup of F∗p
(multiplicative group of Fp). We study the upper bound of the number solutions of equation
(1), such that x ∈ g1G, y ∈ g2G.
The first result of such a type belongs to Garcia and Voloch [3]. Their result has been
improved by Heath-Brown and Konyagin [4]. They proved using Stepanov method (see [4],[7])
that for any subgroup G ⊂ F∗p, such that |G| < (p− 1)/((p− 1)1/4 +1) and an arbitrary nonzero
µ the number of solutions of the linear equation
y = x+ µ (2)
such that (x, y) ∈ G × G, does not exceed 4|G|2/3. In the other words they studied such a
problem for linear equations (1). The case of such systems was studied in [9],[6].
Corvaja and Zannier [2] have obtained the following theorem.
Theorem 1 (Corvaja and Zannier, [2]). Let X be a smooth projective absolutely irreducible
curve over a field κ of characteristic p. Let u, v ∈ κ(X) be rational functions, multiplicatively
independent modulo κ∗, and with non-zero differentials; let S be the set of their zeros and poles;
and let χ = |S|+ 2g − 2 be the Euler characteristic of X \ S. Then
∑
ν∈X(κ)\S
min{ν(1− u), ν(1− v)} 6
(
3
3
√
2(deg udeg v)1/3, 12
deg udeg v
p
)
, (3)
where ν(f) denotes the multiplicity of vanishing of f at the point ν.
∗The research was carried out at the IITP RAS at the expense of the Russian Foundation for Sciences (project
N 14-50-00150).
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Corollary 2 of the paper [2] gives us the estimate
#|{(x, y) | P (x, y) = 0, (x, y) ∈ g1G× g2G}| 6 max
(
3
3
√
2(mnχ)1/3|G|2/3, 12mn|G|
2/3
p
)
,
where (m,n) is a bidegree of the polynomial P (x, y), χ is the Euler characteristic of the curve
(1), g1G and g2G are costes by a subgroup G. The proof of Theorem 1 using Wronskians method
over fields of positive characteristics. At first we give a new proof of such a type estimate using
Stepanov method (see Theorem 2) and at the second we modify the proof of Theorem 1 and
improve the estimate in average by Konyagin’s modification of Stepanov method (see Theorem
3).
Theorem 2. Let P (x, y) be a polynomial of the form (1)), of bidegree (m,n), P (0, 0) 6= 0,
degP (x, 0) > 1, G is a subgroup of F∗p, 100(mn)
3/2 < |G| < 13p3/4, g1, g2 ∈ F∗p, and
M1 = {(x, y) | P (x, y) = 0, x ∈ g1G, y ∈ g2G}. (4)
Then the following estimate holds #M1 6 16mn
2(m+ n)|G|2/3.
The new results of the paper concerns with the estimates in average and estimates of the
additive and polynomial energies. Let us consider a homogeneous polynomial P (x, y) of degree
n. We estimate a sum L of numbers of solutions of the set of equations:
P (x, y) = li, i = 1, . . . , h. (5)
Theorem 2 gives us the trivial bound L 6 16mn2h(m+ n)|G|2/3.
Theorem 3. Let us consider a homogeneous polynomial P (x, y) of degree n, such that
degP (x, 0) > 1, P (0, 0) 6= 0 and a set of equations (5) such that l1, . . . , lh belong to different
cosets giG, and h < min(
1
81 |G|4/3, 13pt−4/3). Then the sum Nh of numbers of solutions of the set
of equations (5) does not exceed 32h3/4n5|G|2/3.
2 Corollaries and applications
Let A,B be subsets of a field Fp. The additive energy is defined by
E(A,B) = #{(x1, y1, x2, y2) | x1 + y1 = x2 + y2, x1, x2 ∈ A, y1, y2 ∈ B},
and we denote E(A,A) by E(A). The additive energy plays an important role in many problems
of additive combinatorics as well as in number theory (see e.g. [8],[5]).
We consider some generalization of the additive energy which we call a polynomial energy.
Polynomial energy is the following
EqP (A) = #{(x1, y2, x2, y2) | P (x1, y1) = P (x2, y2), x1, y1, x2, y2 ∈ A},
where P (x, y) ∈ Fp[x, y] is a polynomial. We will consider polynomials P (x, y) of bidegree (m,n)
such that degP (x, 0) > 1.
Corollary 1. Let P (x, y) be a polynomial of bidegree (m,n) such that degP (x, 0) > 1 and
G be a subgroup of F∗p. Then the number of solutions (x, y, z, w) of the equation
P (x, y) = P (z, w)
such that x, y, z, w ∈ G, does not exceed 17mn2(m+ n)|G|8/3.
2
Proof. Let us fix two variables, for example, z and w. Theorem 2 gives us that if P (0, 0) −
P (z, w) 6= 0, then the number of solutions (x, y) of the equation P (x, y) = P (z, w) does not
exceed 16mn2(m + n)|G| 23 . The condition P (0, 0) − P (z, w) 6= 0 can be not satisfied only for
n|G| pairs (z, w) ∈ G × G. Note that for each fixed z and t the number of solutions does not
exceed 16mn2(m+n)|G|2/3 if P (0, 0)−P (z, w) 6= 0. So let us obtain that the number of solutions
of the polynomial equation
P (x, y) = P (z, t)
does not exceed 16mn2(m+ n)|G||G||G|2/3 + n2|G|2 6 17mn2(m+ n)|G|8/3. ✷
Theorem 4. Let us suppose that 100(mn)3/2 < |G| < (p3) 1217 . Then the following holds: if
q 6 3 then
EqP (G) 6 C(n, q)|G|
7q+16
12 ;
if q = 4 then
E4P 6 C(n, q)|G|1+
2q
3 ln |G|;
if q > 5 then
EqP (G) 6 C(n, q)|G|1+
2q
3 ,
where C(n, q) depends only on n and q.
Let us consider the sets f(G) = {f(x) | x ∈ G} and g(G) = {g(x) | x ∈ G}, where G is a
subgroup of F∗p, and f, g ∈ Fp[x].
Corollary 2. Let G be a subgroup of F∗p, and f, g ∈ Fp[x], deg f = m, deg g = n and
100(mn)3/2 < |G| < 13p3/4. Then
E(f(G), g(G)) 6 16mn2(m+ n)|G|8/3.
Proof. It is easy to see that
E(f(G), g(G)) 6 |{(x1, y1, x2, y2) | f(x1) + g(y1) = f(x2) + g(y2), x1, x2, y1, y2 ∈ G}| = (6)
= |{(x1, y1, x2, y2) | f(x1)− f(x2) = µ = g(y2)− g(y1), x1, x2, y1, y2 ∈ G,µ ∈ Fp}|. (7)
We obtain the following
E(f(G), g(G)) 6 16mn2(m+ n)2|G|2/3|G|2 = 16mn2(m+ n)|G|8/3.
✷
3 Proof of Theorem 2
3.1 Stepanov method with polynomials of two variables
Let us consider a polynomial Φ ∈ Fp[X,Y,Z] such that
degX Φ < A, degY Φ < B, degZ Φ < C,
or in the other words
Φ(X,Y,Z) =
∑
a,b,c
λa,b,cX
aY bZc, a ∈ [A], b ∈ [B], c ∈ [C], (8)
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where [N ] = {0, 1, . . . , N − 1}. Consider the following polynomial
Ψ(x, y) = Φ(x, xt, yt), (9)
which satisfies to the following conditions:
1) all roots (x, y), such that x ∈ g1G, y ∈ g2G, of the equation (1) are zeros of system{
Ψ(x, y) = 0
P (x, y) = 0
(10)
of the order at least D.
2) the greatest common divisor of polynomials Ψ(x, y) and P (x, y) is a constant.
If these conditions are satisfied then the generalized Be´zout’s theorem gives us the upper
bound of the number N of roots (x, y) such that x ∈ g1G, y ∈ g2G:
N 6
degΨ(x, y) · degP (x, y)
D
6
(A− 1 + (B − 1)t+ (C − 1)t)(m + n)
D
. (11)
A pair (x, y) is the solution of the system (10) of the order at least D, if P (x, y) = 0 and
Ψ(x, y) = 0 and derivatives
dk
dxk
Ψ(x, y) = 0, k = 1, . . . ,D − 1
vanishes on the curve P (x, y) = 0.
3.2 Lemmas
Lemma 1. Let Q(x, y) ∈ Fp[x, y] be a polynomial such that
degxQ(x, y) 6 µ, degy Q(x, y) 6 ν
and P (x, y) ∈ Fp[x, y] be a polynomial such that
degx P (x, y) 6 m, degy P (x, y) 6 n.
Then the condition
P (x, y) | Q(x, y)
on coefficients of the polynomial Q(x, y) can be given by n((ν − n+ 2)m + µ) 6 (µ + ν + 1)mn
homogeneous linear algebraic equations.
Proof. Consider the polynomial
P (x, y) = fn(x)y
n + . . .+ f1(x)y + f0(x), deg fi(x) 6 m
and the polynomial
Q0(x, y) = Q(x, y)fn(x) = g0,ν(x)y
ν + . . . + g0,1(x)y + g0,0(x).
Let us construct the polynomials Qi(x, y) = gi,ν−i(x)y
ν−i+ . . .+gi,1(x)y+gi,0(x), i = 1, . . . , ν−
n+ 1 such that
Qi(x, y) = Qi−1(x, y)− gi−1,ν−i+1(x)
fn(x)
P (x, y).
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It is easy to see that degy Qi(x, y) < degy Qi−1(x, y) and
gi−1,ν−i+1(x)
fn(x)
— is a polynomial, because
fn(x) | gi−1,ν−i+1(x) and deg gi,j(x) 6 µ+ (i+ 1)m.
Consequently, P (x, y) | Q(x, y) if and only if Qν−n+1(x, y) ≡ 0. The polynomial Qν−n+1(x, y)
has n((µ + (ν − n + 2)m) coefficients which are homogeneous linear forms of coefficients of
polynomial Q(x, y). We have n((ν − n+ 2)m+ µ) homogeneous linear algebraic equations. ✷
Lemma 2. Let us consider a polynomial Q ∈ Fp[x, y] and an irreducible polynomial
P (x, y) = fn(x)y
n + . . .+ f1(x)y + f0(x)
of bidegree (m,n). If P (x, y) | Q(x, yt), and t | (p − 1), then P (x, 0)⌊t/n⌋ | Q(x, 0).1
Proof. We have the following P (x, y) | Q(x, yt). Let us substitute y = gy˜, where g ∈ G – is
the group of t-roots of 1, to the polynomial P (x, y) 7−→ Pg(x, y˜) = P (x, gy˜). It is easy to see
that
Pg(x, y) | Q(x, yt)
for any g ∈ G polynomials Pg(x, y) are irreducible. The leading coefficient of the polynomial
Pg(x, y) is f0(x)g
n. There are at least ⌊t/n⌋ elements g1, . . . , g⌊t/n⌋ ∈ G such that gn1 , . . . , gn⌊t/n⌋
are pairwise distinct. Note that the free terms of the polynomials Pg1(x, y), . . . , Pg⌊t/n⌋(x, y)
are the same. Consequently, we have that the polynomials Pg1(x, y), . . . , Pg⌊t/n⌋(x, y) relatively
prime, and
(Pg1(x, y) . . . Pg⌊t/n⌋(x, y)) | Q(x, yt).
Here we have that
(Pg1(x, 0) . . . Pg⌊t/n⌋(x, 0)) | Q(x, 0),
and considering that P (x, 0) = Pg(x, 0) for any g ∈ F∗p we obtain the statement of the Lemma
P (x, 0)⌊t/n⌋ | Q(x, 0).
✷
Lemma 3. Let
Ψ(x, y) =
∑
a,b,c
λa,b,cx
axbtyct, a ∈ [A], b ∈ [B], c ∈ [C],
be a polynomial, nAB 6 t, coefficients λa,b,c do not vanish simultaneously, P (x, y) be an irre-
ducible polynomial and degy P (x, y) = n, P (0, 0) 6= 0. Then P (x, y) does not divide Ψ(x, y).
Proof. Let us denote cmin = mina,b,c:λa,b,c 6=0 c. Consider the polynomial Ψ of the form
Ψ(x, y) = ycmintΨ˜(x, y).
It is easy to see that
Ψ˜(x, y) =
∑
a,b,c:c>cmin
λa,b,cx
axbty(c−cmin)t +
∑
a,b
λa,b,cminx
axbt, a ∈ [A], b ∈ [B], c ∈ [C].
So, if P (x, y) | Ψ(x, y) then P (x, y) | Ψ˜(x, y) and
P (x, 0)⌊t/n⌋ | Ψ˜(x, 0)
by Lemma 2 and Ψ˜(x, 0) 6= 0. It can not be true if P (x, 0) has at least one nonzero root and
the number of members of polynomial Ψ(x, 0) does not exceed t/n (t > nAB). ✷
1⌊x⌋ – is the largest integer less than x.
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3.3 Derivatives and differential operators
Let us express derivatives d
k
dxk
y on the algebraic curve P (x, y) = 0. Consider the polynomials
qk(x, y) and rk(x, y), k ∈ N, which are defined by induction
q1(x, y) = − ∂
∂x
P (x, y), r1(x, y) =
∂
∂y
P (x, y),
and
qk+1(x, y) =
∂qk
∂x
(
∂P
∂y
)2
− ∂qk
∂y
∂P
∂x
∂P
∂y
− (2k − 1)qk(x, y) ∂
2P
∂x∂y
∂P
∂y
+ (2k − 1)qk(x, y)∂
2P
∂y2
∂P
∂x
,
rk+1(x, y) = rk(x, y)
(
∂P
∂y
)2
=
(
∂P
∂y
)2k+1
, k = N.
Derivatives of algebraic function y(x) which are defined by the equation P (x, y) = 0 have the
following expressions d
k
dxk
y = qk(x,y)rk(x,y) , k ∈ N. Actually, we have the following expressions
d
dx
y =
q1(x, y)
r1(x, y)
= −
∂
∂xP (x, y)
∂
∂yP (x, y)
,
dk+1
dxk+1
y =
qk+1(x, y)
rk+1(x, y)
=
∂qk
∂x
(
∂P
∂y
)2
− ∂qk∂y ∂P∂x ∂P∂y − (2k − 1)qk(x, y) ∂
2P
∂x∂y
∂P
∂y + (2k − 1)qk(x, y)∂
2P
∂y2
∂P
∂x
rk(x, y)
(
∂P
∂y
)2 .
Let us obtain the following lemma.
Lemma 4. Degrees of polynomials qk(x, y) and rk(x, y) satisfy to the following bounds
degx qk(x, y) 6 (2k − 1)m− k, degy qk(x, y) 6 (2k − 1)n− k + 1,
degx rk(x, y) 6 (2k − 1)m, degy rk(x, y) 6 (2k − 1)(n − 1), k ∈ N.
Proof. It is easy to see that degx q1(x, y) 6 m− 1, degy q1(x, y) 6 n and
degx qk(x, y) 6 degx qk−1(x, y) + 2m− 1 6 (2k − 1)m− k,
degy qk(x, y) 6 degy qk−1(x, y) + 2n− 1 6 (2k − 1)n − k + 1.
For the polynomial rk(x, y) the statement is obvious. ✷
Let us define the differential operators
Dk =
(
∂P
∂y
)2k−1
xkyk
dk
dxk
, k = N. (12)
It is easy to see that the following relations holds
Dkx
axbtyct = Rk,a,b,c(x, y)x
axbtyct, (13)
DkΨ(x, y)|x,y∈G = Rk(x, y)|x,y∈G,
with some polynomials Rk,a,b,c(x, y) and Rk(x, y). Let us obtain the following Lemma 5.
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Lemma 5. Degrees of polynomials Rk,a,b,c(x, y) and Rk(x, y) satisfy to the following bounds
degxRk,a,b,c(x, y) 6 2(2k − 1)m 6 4km degy Rk,a,b,c(x, y) 6 2(2k − 1)(2n − 1) + 1 6 4kn
degxRk(x, y) 6 A+ 4km degy Rk(x, y) 6 4kn.
Proof. This follows easily from Lemma 4 and formulas (12),(13). ✷
Let us consider the system 

P (x, y) = 0
∂P
∂y
(x, y) = 0
. (14)
Polynomials P (x, y) and ∂P∂y (x, y) are relatively prime, because P (x, y) is irreducible. It means
that Be´zout’s theorem gives us the bound L 6 (m + n)(m + n − 1), where L is the number of
roots of the system (14) (see [1]).
We have the following lemma.
Lemma 6. If Ψ(x, y) = 0 and DjΨ(x, y) = 0, j = 1, . . . , k − 1 then at least one of the
following alternatives holds: either
- (x, y) is a root of the order at least k the system (14);
- x = 0 or y = 0 or ∂P∂y (x, y) = 0.
Proof. This is a direct consequence of the formula (12). ✷
3.4 End of the proof of Theorem 2
Let us suppose that P (x, y) is the absolutely irreducible polynomial. Define the following pa-
rameters
A =
⌊
t2/3
n
⌋
, B = C = ⌊t1/3⌋
D =
⌊
B2
4mn2
⌋
.
Consider the polynomial (9) and the system (10). The condition
DkΨ(x, y) = 0 if P (x, y) = 0 and (x, y) ∈ g1G× g2G, k = 0, . . . ,D − 1 (15)
can be calculated by means of Lemmas 5 and 1. The condition (15) is equivalent to the set of
mn
D−1∑
k=0
(4km+4kn+A+1) = (A+1)Dmn+2mn(m+n)D(D− 1) 6 ADmn+2mn(m+n)D2
homogeneous linear algebraic equations of variables λa,b,c . This system has a nonzero solution
if the inequality holds
2D2mn(m+ n) +DmnA < ABC. (16)
The inequality (16) is the following
2D2mn(m+ n) +DmnA < t4/3
m+ n+ 2mn
8mn3
<
1
2
t4/3
n
=
⌊
t2/3
n
⌋
⌊t1/3⌋2 = ABC,
7
and it is satisfied if t > 8t3/2. The conditions of Lemma 3 hold
t > nAB = n
⌊
t2/3
n
⌋
⌊t1/3⌋,
and conditions
degΨ(x, y) < A+Bt+ Ct < p, degP (x, y) < m+ n < p
hold too. It is easy to see that by (11) and Lemma 6 we obtain the following bound
N 6
(m+ n)(A+Bt+ Ct)
D
6 16mn2(m+ n)t2/3,
because t > 100(mn)3/2 and, consequently,
⌊
B2
4mn2
⌋
> B
2
4mn2
− 1 > 34 t
2/3
4mn2
.
Consider the case of reducible polynomial P (x, y) over the field Fp. Consider the polynomial
P (x, y) as a product of irreducible polynomials Pi(x, y):
P (x, y) =
s∏
i=1
Pi(x, y).
Let us denote degrees as following degx Pi(x, y) = mi, degy Pi(x, y) = ni, and m =
∑s
i=1mi,
n =
∑s
i=1 ni. The set M1 ⊆ ∩si=1M1,i, where
M1,i = {(x, y) | Pi(x, y) = 0, x ∈ g1G, y ∈ g2G}.
Consequently, we have the estimate
#M1 6
s∑
i=1
16min
2
i (mi + ni)|G|2/3 6 16mn2(m+ n)|G|2/3.
Theorem 2 is proved. ✷
4 Proof of Theorem 3
Let us consider the equations
P (x, y) = l (17)
and the equation
P (x, y) = γ, (18)
with l and γ such that l ∈ γΓ, where Γ is a subgroup of n-powers of F∗p and l/γ /∈ G. Then
l = γµn for some µ ∈ F∗p and the equation P (x, y) = l = γµn is equivalent to the equation
P
(
x
µ ,
y
µ
)
= γ. Actually, if x, y ∈ G then xµ , yµ ∈ µ−1G. Consequently, the number of solutions
of equation (17) with restriction x, y ∈ G is equivalent to the equation (18) with restriction
x, y ∈ µ−1G. Also, note that µ−1G ∩G = ∅.
Let us consider some set of equations (5). It is easy to see that li = γµ
n
i , i = 1, . . . , h and
µ−1i G∩µ−1j G = ∅, i 6= j. The sum of numbers of solutions (5) is equal to the number of solutions
of equation (18) with restriction (x, y) ∈ ⋃hi=1(µ−1i G× µ−1i G).
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Let us update Stepanov method. To construct a polynomial (8) such that all roots of
equations (5) be roots of (8) of orders at least D.
Take the following parameters
A = ⌊h−1/2t2/3⌋, B = C = ⌊h1/4t1/3⌋
D =
⌊
h−1/2
t2/3
4n3
⌋
.
The condition
DkΨ(x, y) = 0 if P (x, y) = 0 and (x, y) ∈
h⋃
i=1
(µ−1i G× µ−1i G)
can be calculated by means of Lemmas 5 and 1. The condition (15) is equivalent to the set of
homogeneous equations
n2
D−1∑
k=0
(8kn +A+ 1) = (A+ 1)Dn2 + 2n3D(D − 1) 6 ADn2 + 2n3D2
This system has a nonzero solution if
h(ADn2 + 4n3D2) < ABC. (19)
Obviously, if t > 8h3/2 then the following holds
h
(
h−1
t2/3
4n3
n2 + h−14n3
t4/3
16n6
)
< ⌊h−1/2t2/3⌋⌊h1/4t1/3⌋2. (20)
Finally, we obtain that the estimated number satisfy the following bound
Nh 6 n
2n((A− 1) + (B − 1)t+ (C − 1)t)
D
< 32n5h3/4t2/3.✷
5 Proof of Theorem 4
Let us estimate the number EqP (G) of solutions (x1, y1, . . . , xq, yq) of the system
P (x1, y1) = P (x2, y2) = · · · = P (xq, yq), xi, yi ∈ G, i = 1, . . . , q. (21)
The number of solutions of (21) is equal to the following sum
EqP (G) =
∑
c∈Fp
(#{(x, y) | P (x, y) = c; x, y ∈ G})q (22)
The number of solutions (x, y) of equation
P (x, y) = C, (23)
such that x, y ∈ G does not exceed 16n3|G|2/3.
Consider cosets r1G, . . . , rsG, s =
p−1
t .
P (x, y) = C, x, y ∈ G. (24)
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Let us separate equations (24) by |G| groups
P (x, y) = gri, x, y ∈ G, i = 1, . . . , s,
for each g ∈ G.
On the one hand we estimate the sum
∑h
j=1#{(x, y) | P (x, y) = hgij ; x, y ∈ G} 6
32h3/4n5|G|2/3 by Theorem 3, and on the other hand the total number of solutions of all equa-
tions (24) (for all C ∈ Fp) does not exceed |G|2. It means that the following holds
h∑
j=1
(#{(x, y) | P (x, y) = grij ; x, y ∈ G})q 6
3q · 23q+2n5q
4− q h
1−q/4|G|2q/3, q 6 3.
is the Let us consider the case when this sum the largest. It is easy to see that this case is
reached if h = 132n4 t
1/3 for each of t cosets. Now we obtain the following upper bounds for
EqP (G):
EqP (G) 6 |G|
3q · 23q+2n5q
4− q
( |G|
32n4
)1−q/4
|G|2q/3 < C1(n, q)|G|
7q+16
12 , q 6 3,
and C1(n, q) =
3q2
17q
4
−3n6q−4
4−q . If q > 5, then it is easy to see that E
q
P (G) < C2(n, q)|G|1+
2q
3 ,
where C2(n, q) =
3q ·23q+2n5q
q−4 , and E
4
P 6 C3(n, q)|G|1+
2q
3 ln |G|, where C3(n, q) = 3q−1 · 23qn5q. ✷
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