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1. INTRODUCTION 
A number of authors [I, 5, 6, 7, 121 have studied the moment equations of 
a linear system as represented by a continuous Markov process and as 
described by an Ito stochastic differential equation. 
We present here a technique described by [6] for deriving the moments of 
a continuous stochastic system, and then approximating the system to a linear 
one using the methods described by [3]. 
A technique can then be found for the closure and preservation of moment 
properties using [4]. 
2. MOMENT EQUATIONS OF CONTINUOUS STOCHASTIC SYSTEM 
Consider a system x(t) defined by the Ito s.d.e. 
dx(t) =f(x; t) dt + A@; t) dw(t) (1) 
or in component form: 
dx,(t) = f&; t) dt + f A&, t) da+&), i = l,..., n, (14 
k 
where x(t) is the n-dimensional state vector of the system; x(O), or its proba- 
bility density function P(.x, 0), is given;f(x; t), nl(x; t) are the known system 
dynamics, with components or elementsf, and A,, ; d is a stochastic increment 
in the Ito sense, Doob [lo]; all sums, z;, have a lower limit of 1, and the 
* This research was supported in part by the National Research Council of Canada 
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indicated upper limit; and m(t) is an m-dimensional Wiener process with the 
following incremental properties 
E[dw,(t)] = 0, i-1 ,..., m 
E[dw,(t) dw,(t)] = 2&(t) dt, i,j = l,..., n 
E[dw(t)(dw(t))=] = 2D(t) dt. 
The system x(t) exists as a mathematical concept, convenient for analytic 
purposes, and any continuous stochastic processes arising in physical or 
engineering situations has certain smoothness properties which prevent it 
from being a continuous Markov process. An account of the differences 
between continuous Markov (diffusion) processes and physical processes is 
given in [8, 121. The Stratinovich definition of a stochastic integral [9] is 
now used by some authors [8, I I] to describe a physical process, which is 
given by 
At(t) = f&c; t) dt + f &(x; t) dw,(t), i = l,..., tz, (113) 
k 
where a is a stochastic increment in the Stratonovich sense. The relation 
between (la) and (lb) when they define the same diffusion process s(t) [9, 1 I] 
is that 
f<(.xy t) =j$c; t) + c i gp -4&; t)@k,(t), i = I,..., n. 
The probability density P(x, t) of the system (1) satisfies the Fokker-Planck 
differential equation: 
(2) 
with suitable initial conditions P(r, 0), and where ( )ij denotes the {jth 
component of matrix argument. 
Consider now B(x; t), an arbitrary function of x(t), whose partial derivatives 
B, and B, s are continuous and bounded on any interval of x(t). We derive 
a differenti;{ equation for the expected value of B(x; t); E[B]. Using d as a 
finite forward increment operator over the time increment dt, we have, using 
Taylor’s series, 
AB = i B,, Axi + ; i B,,,, A.q Ax, + O(Ax As’). (3) 
1 1.1 
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From the properties of the Ito s.d.e. (l), we have 
E[dx ) x] =f.& + O(h) 
and 
(4) 
E[Ax hT 1 x] = 2ADATdt + O(h). 
Taking the conditional expectation of (3) given X, we have 
(5) 
E[dB ( x] = i Bz,f 8 At + f Bg,z,(ADAT),j At + O(dt). (6) 
i i.j 
Now taking the expected value of (6), we have a E[E[dB 1 x]] = E(dB). 
E[dB] = 2 E[Bqf $1 di + t E[Bs,,(ADAT)i,] At + O(dt)* (7) 
i z.j 
Dividing through by dt and taking limit as At + 0, and interchanging E[ ] 
and d operators on left-hand side, we obtain the ordinary differential equation 
9 = i E[Bz,fi] + i E[Bz<,(ADAT),J 
i i.i 
(8) 
The first, second, and third moments of a system can now be found by 
substituting B(X) = X, , x,Xj , XiXjXk , respectively. This agrees with other 
previous results [I, 5, 6, 71 for a linear system. 
The moment equation defined by (8) is not very useful, however, when the 
system is nonlinear since A-order moments does not involve moments of 
order n or less on the right-hand side. 
Example 1. Consider the scalar equation 
dx = (-x + x2) dt + x dw, where E[dw dw] = 20 dt. 
Using (8), substituting B(x) = x, x2, xn and letting 
Vi = 
s 
Xi dG(x; t) = E[xE], i = 1, 2,... 
withdG>OandSdG= l,wehave 
VI ‘= -v, + 0, , Vl(O> = Cl, 
02 ’ = -2v, + 2v, -/- 2D0, , Q(O) = c, , 
% ’ = [-n + n(n - 1) D] et, + nv,,, , v,(O) = c, . 
Example 2. Consider another scalar equation 
dx = (-x + x2) dt + dw. 
(9) 
(10) 
(11) 
(12) 
(13) 
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Using (8) again we have: 
01 ‘= -vu1 + 02 , 
212 ' = -241, -I- 2v, -I- 20, 
V?i ’ = -nv, + nv,,, + n(n - 1) &-a, 
3. LINEARIZATION 
In (2.12) we arrived at a nonlinear differential equation of the form 
% ’ = [-n + n(n - 1) D]v, + n~,+~, v,(O) = c, . 
If D is a constant and small, we may have [-n + n(n - 1) D] < 0; i.e. 
D < l/(11 - 1), and system is then stable for ~(0) = c,, sufficiently small. 
This is a restatement of the Poincare-Lyapunov stability theorem [14]. 
However, when n becomes larger, then l/(n - 1) becomes smaller and 
would eventually be less than D; so that system would now be unstable. The 
method employed in [3], i.e., for a large we put v,,,, = 0, can therefore not be 
used in this example but is applicable in (2.16). A better form of linearization 
as used in [4] is to put 
%+1 = Fl aknvk, (1) 
and the mean-square closure procedure requires that the mean-square error 
/y (%+l - jl aknvk)z df (2) 
is to be minimized with respect to the quantities akn , which is taken to be 
time-independent. 
The above equation is not very applicable unless the ok’s are known in 
advance. In many cases this is not known so that in evaluating the minimizing 
. . 
quantities akn some approximation of vk must be used. This type of cal- 
culation is very tedious for higher-order moments even if a good approx- 
imation to v, is known. 
A simple form of linearization is to put 
x2 = ax 
in (2.9), or taking the expected value, 
v2 = av, . 
(3) 
(4 
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Using a mean-square norm as a measure of approximation, we choose a to 
minimize the quantity 
J 
-; (v* - ml)2 dt. (9 
The a is readily determined by the condition 
s 
a 
vlv2 dt = a 
0 s 
a 
v12 dt. (6) 
0 
Substituting (3) into (2.9) yields the expression 
dx = -(l -u)xdt fxdzu, (7) 
and using (2.8), we arrive at the approximate moment equations given by 
VI ’ = -(l - a) VI, 4) = Cl, (8) 
02 ’ = -2(1 - a) v2 + 2Dv, , v,(O) = c2 9 (9) 
% ‘=--n(l-~~)z~~++n(n-l)Dv,, %(O> = c, 9 (10) 
for n > 1. 
The above equations would obviously be more accurate for lower order 
moments since a simple form of linearization (3) is used. 
Solving now for (8) and (9) assuming a < 1 and substituting in (2.6) 
we arrive at the following equation for a: 
c2 ---= 
3(1 - a) - 20 
The approximate moment equations for (2.13) could be similarly solved. 
Using (3), (6), and (2.8) we arrive at the following equations: 
Vl ’ = -(l - u) vr ) Vl(O> = Cl , (12) 
v2 ’ = -2(1 - a) v2 + 20, v,(O) = c,, (13) 
% ‘- - -n(l - a) V, + n(n - 1) Dv,-, , %(O) = G (14) 
with the equation for a given by 
20 (c2 - 20) 
1 - a + 3(1 - Cz) = 2(1”” u)’ (1% 
The values of z!~ (or ~,+r) found in (10) and (14) could now be substituted 
back in (2.12) and (2.16), which is then solved for a closer approximation to 
moment equations. 
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4. CLOSURE AND PRESERVATION OF IVIOMENT PROPERTIES 
In Section 3 we showed how to derive the approximate moment equations of 
a scalar equation. However, certain moment inequalities must be fulfilled; for 
example we must have 
v, > v12 (1) 
for t > 0. There is no guarantee that such inequalities are satisfied by 
the moment equations found. -1 simple closure technique given in [4] is 
applied. For the sake of completeness we quote the results: 
LEMMA. Let Y be the solution of the linear matrix differential equation 
Y’ = BY + YBT, Y(0) = c, (4 
where B is an arbitrary real matrix and BT denotes the transpose. If c 
is positive dejinite, then Y(t) is positive dejinite for t > 0. The proof follows 
from the representation 
Y(t) = eDtceBTf. (3) 
Consider thefirst two moment equations of (2.10) and (2.1 l), and the associated 
matrix system 
c: ::I’ = (-,“r v2 -Z’1 + v2 17 -2~ + 2v, + 2Dv,. 
where v,, = 1 and v,given by the solution of (3.10) with n = 3. Let 
6, b,, 
’ = b, 6, ’ ( )
(4) 
(5) 
where b, , b, , b, , b, are real parameters to be determined and the associated 
matrix system 
(1: ::,’ = B (1: ::I + (1: ::I BT. & (6) 
We wish to determine the elements b, , b, , b, , b, so that 
0 
-v1 + v, -2v,y;; : 2Dv) - ’ (1; :;, - (1; :j BT ([ (7) 
is a minimum, where we get 
// Y II2 = 1’ tr(YYT) dt = .r, (XY:~ dt. 
F 2.3 
(8) 
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If u,, = 1, then in (4.4) we can take b, = b, = 0. The resulting equations 
of (4.6) are 
Ul ’ = b,u, , 40) = Cl f 
% ’ = 2b,u, , u2(0) = c2 
The results of the lemma in Section 4 ensures that the matrix 
‘Uo % ( ) *1 u2 , (10) 
obtained from (4.6), is positive definite. 
The minimizing procedure in (7) leads to the value of b4 , after the solution 
of a, and wz from (4) and et, from (3.10) has been substituted in. The solution 
of (9) gives 
u1 = cleblt and u 2 = c e2b4t 2 * w 
Since ~~s/zcs = c12/c2 , the moment inequality is clearly preserved. 
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