The multiple access scheduling decides how the channel is shared among the nodes in the network. Typically scheduling algorithms aims at increasing the channel utilization and thereby throughput of the network. This paper describes several algorithms for generating an optimal schedule in terms of channel utilization for multiple access by utilizing range information in a fully connected network. We also provide detailed analysis for the proposed algorithms performance in terms of their complexity, convergence, and effect of non-idealities in the network. The performance of the proposed schemes are compared with non-aided methods to quantify the benefits of using the range information in the communication. The proposed methods have several favorable properties for the scalable systems. We show that the proposed techniques yields better channel utilization and throughput as the number of nodes in the network increases. We provide simulation results in support of this claim. The proposed methods indicate that the throughput can be increased on average by 3-10 times for typical network configurations.
Abstract-The multiple access scheduling decides how the channel is shared among the nodes in the network. Typically scheduling algorithms aims at increasing the channel utilization and thereby throughput of the network. This paper describes several algorithms for generating an optimal schedule in terms of channel utilization for multiple access by utilizing range information in a fully connected network. We also provide detailed analysis for the proposed algorithms performance in terms of their complexity, convergence, and effect of non-idealities in the network. The performance of the proposed schemes are compared with non-aided methods to quantify the benefits of using the range information in the communication. The proposed methods have several favorable properties for the scalable systems. We show that the proposed techniques yields better channel utilization and throughput as the number of nodes in the network increases. We provide simulation results in support of this claim. The proposed methods indicate that the throughput can be increased on average by 3-10 times for typical network configurations. T HE recent advances in sensor technology have resulted in development of low-cost, low-power sensors, which are capable of sensing, data processing, communication, etc. Many sensor networks have a large number of sensor nodes, which are densely deployed over a wide geographical region to track a certain physical phenomenon [1] , [2] . These sensors could have a fixed topology, as in the case of smart sensors used in structural health monitoring [3] or have a dynamic topology, as in the case of sensors mounted on autonomous robots for applications discussed in [4] , [5] , [6] .
In sensor networks, there are many situations where every node needs to transmit a message to every other node at regular intervals. This type of communication is typically required for information dissemination across the network to accomplish various tasks such as localization, routing, distributed control and computation. For example, in [7] , [8] firefighter agents share information at regular intervals through point to multi-point communication, where every agent broadcasts sensor data, like position, temperature, visibility, etc., to all other agents. This enables every firefighter to know relevant information about other firefighters, thereby increasing the efficiency of operation. This type of communication can also be found in the cooperating swarm of micro unmanned aerial vehicles (UAVs) as shown in Fig. 1 . These are low payload carrying, scaled down quadrotor platforms with relevant sensors mounted on them [6] . Constant updates (communication) between sensors are essential in many UAV networks, as they need to coordinate to accomplish the required tasks. These updates could include sensor data, position information, etc. Similar regular broadcast communication by sensor nodes can also be found in other swarm networks as discussed in [4] , [5] . Reporting the health of the sensor node to all other nodes in wireless sensor networks (WSN) described in [9] requires regular communication by the sensor nodes. In underwater acoustic (UWA) sensor networks broadcast communication of similar nature is used for time-synchronization, coordination, self-configuration and localization [10] , [11] . All these networks employ some form of all-to-all broadcast communication between nodes. Sensor networks in which each sensor has to share information constantly with the other sensors through all-to-all broadcast can be accomplished efficiently by communicating through a shared broadcast channel. As the density of the sensor network increases, the effective bitrate per sensor, R s , drops, since the total bitrate, R b , supported by the shared broadcast channel is fixed. In many sensor networks, there exists a long propagation delay in communication in relation to the scheduled access duration (packet length) 1 of the shared channel. This can arise either due to low propagation speed of the physical layer signal in the medium or large distances between sensors (geometric size of the topology). For example, in UWA sensor networks, the propagation of acoustic physical layer signal in water is five orders of magnitude slower than in wireless radio channel, coupled with the large distances between sensors in oceans make the above scenario common in these networks. Similar scenarios exist in few wireless sensor networks employing impulse radio UWB (IR-UWB) and millimeter wave (mmWave) technologies. In IR-UWB and mmWave channels with high directivity gain can have delay spread of order of few tens of nano-seconds, thus can have small access schedules [12] , [13] , [14] .
Our intention in this paper is to develop an efficient broadcast schedule to access the shared channel for the sensor network by exploiting the propagation delays between sensor nodes. We define one report cycle (update cycle), T R , as the total time duration during which all the nodes in the sensor network have transmitted and received one message packet to and from all the other nodes in the network. We use this performance metric to assess performance of various schemes proposed in the paper.
Related Work and Contributions
The main aim of the paper is to propose methods that optimize the multiple access schedule by exploiting the spatialtemporal aspect of the channel for the problem discussed in Section 1. As will be shown in Section 2, this can be posed as an optimization problem, the solution for which is nonconvex and computational complexity scales exponentially with the increase in the number of nodes. The are several works in UWA networks, where this problem is addressed, particularly for accomplishing tasks such as self localization. For example, in [15] , the interference free all-to-all broadcast in the UWA sensor networks is posed as an optimization problem, which is similar to the problem formulation in Section 2. A suboptimal solution is obtained in [15] using a heuristic method, which relaxes the constraints to enable schedule computation for the nodes in a sequential order. However, a better schedule can be obtained, by increasing the computational complexity by changing the optimization problem, so that it can be solved using convex methods, traveling salesman problem (TSP) and iterative path-adjusting methods proposed in this paper. This is discussed further in Section 3. Broadcast schedule construction for a partially connected network for localization tasks is discussed in [16] , which allows transmissions on distinct sub channels. A special case of this formulation with a single channel construction can be considered for solving the problem considered in this paper. However, to ensure that the acoustic signals in UWA networks do not collide in the space between anchors nodes (where possible sensorsnodes may exist) more stringent constraints are enforced. This may not be applicable for electromagnetic wave based WSN networks as there is no separation between the anchor-node and ordinary sensor-node in the communication and only interference at the receive node needs to be nulled. This is further discussed in Section 3.1. Chen et al. [17] discuss the broadcast schedule construction for a UWA network using the traveling salesman approach. This is similar to the TSP problem discussed in this paper. However, in [17] , UWA anchor-nodes cannot transmit before it has received the message from the previous node in the sequence to avoid collision of acoustic waves at the sensor nodes. This will result in a symmetric TSP problem. In the context of a general all-to-all communication in WSN this constraint is not needed and this will manifest the problem as an asymmetric TSP problem as shown in Section 3.2. All the posposed methods discussed above (including the ones discussed in this paper), require a centralized sensor network, with a powerful coordinator node, which exploits the position information from all participating nodes for all-toall broadcast schedule construction. In the networks, where the centralized configuration is not possible or position information of the nodes is unavailable, the algorithms proposed in [18] , [19] can be employed, however, as will be shown in Section 6, solving the broadcast schedule optimization problem using position information can significantly improve performance.
In the work proposed in [20] , an adaptive push system for information dissemination is designed. Here the broadcast schedule is created at the server for a network with varying client node demands using learning automata (LA). Similar scheduled communication on a broadcast channel for dedicated traffic flow is discussed in [10] , [21] . In contrast to these papers, we are interested in all-to-all communication with fair access 2 to all the nodes in the network to the broadcast channel as discussed in Section 1.
There also exists standard time division multiple access (TDMA) schemes such as slotted floor acquisition multiple access (FAMA) where regulated transmissions for all the nodes can be accomplished [22] . However, in a regular time division channel, the shared common channel is slotted in time and each one of the N nodes of the sensor network will have access to a time slot which is a uniform fraction of the report cycle, T R . As shown in Section 2, as the radius of the sensor network topology and the number of nodes in it increase, the throughput per sensor and the update rate decrease. By exploiting the range information, orthogonality can still be maintained for overlapping time slots which leads to higher capacity. For ideal positioning of nodes, the throughput can be increased by N times, leading to a significant performance gain. Even when the positions of nodes are randomly distributed, the performance boost can be substantial in practice. For the realistic examples studied in this paper, the throughput is increased by an order of magnitude (10 times for 100 node configurations with outliers as discussed in Section 6) compared with a regular scheme.
The main contributions of this paper are as summarized below.
We introduce three novel methods, which exploit the range information for efficient communication for the broadcast problem discussed. 2. Fair access here indicates that within one report cycle, T R all the nodes in the network will get one access to the shared common channel for transmitting one packet.
We analyze these methods in terms of computational complexity. We discuss the performance analysis of these methods for different topologies and contrast them with standard multiple access protocols such as code division multiple access (CDMA). We discuss the sensitivity of these protocols to the non-idealities such as range and synchronization errors. We will demonstrate the methods using a simple three node network shown in Fig. 2 . This will aid us in explaining the algorithms clearly. Subsequently, we will demonstrate the performance of the proposed methods in different network topologies of varied sizes. We use the report cycle, T R , as a metric to assess performance, with the objective to minimize this parameter.
The rest of the paper is organized as follows: In Section 2, we discuss the system model and formulate the problem. In Section 3, we propose algorithms which exploit the range information to provide efficient communication between nodes. In Section 4, we study the effect of synchronization and range errors on the proposed algorithms. In Section 5, we compare the effective bitrate per sensor, R s , of the proposed algorithms with the code division multiple access approach. In Section 6, we evaluate the proposed methods for a large number of nodes with different topologies and demonstrate the performance gain of utilizing the range information. Finally, in Section 7 we discuss the conclusions.
SYSTEM MODEL AND PROBLEM FORMULATION
Consider a general setup of a fully connected sensor network with N nodes. For the sake of the discussion, we set the access duration (message packet length) per node to be t ¼ 100 time units. We define the path equivalent message length as L ¼ mt length units, where m is the velocity of the physical layer signal in the propagation medium. The message packets are said to be correctly received, if the packets do not interfere, i.e., there is no collision of packets at the receiving node.
Orthogonalization with Scheduled Transmission
In a network of N nodes, if we assume that the K ¼ ð N 2 Þ range values are available, one approach to orthogonalize the transmission is by creating a sequential schedule, where each node gets to transmit a message every T D time units, where T D is given by
where D is the maximum of the K range values, With this approach, one report cycle, T R is given by
To exemplify the above discussion, we consider a three node peer-to-peer network as shown in Fig. 2 . For the sake of discussion, the nodes are labeled as A, B, and C. From (1), we get
From (2), notice that the report cycle, T R , increases linearly with the number of nodes in the network (N) and the radius of the network topology (D). Therefore, as the number of nodes or the geometric size of the network increases, T R , will increase, resulting in inefficient utilization of the shared common channel; thus, requiring an improved communication method. In many networks, the geometry of the sensor placements is such that the difference in propagation time for the message packets to arrive at nodes are larger than the duration of the message packets themselves. These situations arise in many sensor networks which have small message packets to be shared with other sensors, resulting in a very small value of L. This situation could also arise in future 5G networks, where the physical layer packet lengths of devices in a macro cell are much smaller (on the order of a few microseconds) compared to the cell dimensions (on the order of a few kilometers) [23] , [24] , [25] , [26] . We can reduce the report cycle of the network by exploiting this fact. Consider a sensor network in which the path difference between any two nodes is greater than L. Then, concurrent transmissions will result in message packets arriving at different times at each node, hence all transmissions are orthogonal. In general, for an N node network to ensure concurrent orthogonal transmissions, the network should fulfill the conditions jd ki À d kj j ! L 8i; j; k 2 ½1; 2; . . . ; N j i; j 6 ¼ k and i 6 ¼ j;
where i; j and k denote the distinct nodes in the network and d ki and d kj denote the distance from the kth node to node i and node j respectively. Thus, the report cycle, T R , is equal to the maximum path delay, T D , in the network, instead of NT D for scheduled transmission as discussed before. For example, consider the three node network shown in Fig. 2 . Suppose, the dimensions of d AB , d BC , and d CA does not follow the specifications of Table 1 and if jd AB À d AC j ! L, then the signal transmitted simultaneously at nodes B and C will arrive at node A at different times, and hence A can correctly receive them. Similarly, jd BA À d BC j ! L and jd CA À d CB j ! L will ensure correct message packet reception at nodes B and C respectively. Thus, all the three nodes can concurrently transmit, and the report cycle can be completed in T D .
In general sensor networks, (4) is rarely fulfilled. When a network with N nodes has a particular geometric configuration, which does not meet condition (4), we can reduce T R by introducing a delay D i to each node i 2 ½1; 2; . . . ; N. The D i s are adjusted such that the message packets do not interfere at the receiving nodes. The D i s form the time schedule during which the ith node needs to transmit. The optimal schedule is obtained by solving the following optimization problem Fig. 2 . Peer-to-peer ad-hoc sensor network with three nodes. d AB , d BC , and d CA are the path lengths between nodes A, B, and C such that
where
8i; j; k 2 ½1; 2; . . . ; N j i; j 6 ¼ k and i 6 ¼ j:
Here, p i ðtÞ; i 2 ½1; 2; . . . ; N, denotes the physical layer signal of the message packet, J k denotes the interference due to the received message packets at node k, and J indicates the total interference in the system. The d ki represents the pathdelay between the kth node and ith node and is given by d ki =m. The report cycle with this approach is given by
8i; j 2 ½1; . . . ; N and i 6 ¼ j:
To illustrate the solution of the optimization problem (5), we once again consider the 3 node network shown in Fig. 2 . The configuration defined in Table 1 is used for path lengths. In Table 1 , the path differences between nodes do not meet the constraint defined in (4) . That is, if all the nodes transmit simultaneously, they will interfere with each other. For example, if at time t ¼ 0, all the nodes A, B and C concurrently transmit their message packets, then the received signal at nodes A, B and C are shown in Fig. 3a .
To accomplish short report cycle without interference in the example discussed above, the optimization (5) is solved using the grid search method with t ¼ 100 ns, m ¼ 3 Â 10 8 m=s, and L ¼ 30 m. In this method, we set D A ¼ 0; assuming that all nodes are synchronized to node A, J is computed by varying D B and D C over the interval
, where T D is given by (1) . The solution for the optimization problem using the grid search method yields D B ¼ 84 ns and D C ¼ 150 ns. With these delays introduced in nodes B and C, the signals are not interfering, as shown in Fig. 3b . Node C, will transmit last after a delay of 150 ns and the resulting report cycle using (6) is 620 ns.
System Aspects
Consider a centralized sensor network, with a powerful coordinator node, which broadcasts a beacon message with a time-stamp and the registration request. The ordinary nodes will respond with their location information after synchronizing their clock using the time stamp in the beacon. 3 This communication can employ a conventional TDMA scheme on a control channel. The coordinator solves the optimization problem (5) using the range values of the participating nodes to prepare the broadcast schedules for the nodes. This information is encapsulated into a control packet and transmitted to all the participating nodes. Periodically the central node need to collect the information from the participating nodes to resolve the optimization problem to cater to the change in topology due to the node mobility or node failures in the network. Note that the physical control channel on which the registration request and the broadcast schedules are communicated are different from the shared common channel used for all-to-all communication. Even with a powerful coordinator the solution of (5) is not possible as the scale of the network grows. In the later sections, we will discuss how a practical solution for (5) can be achieved.
Even though the nodes clocks are synchronized during the initialization process, the synchronization can be lost due to the clock drift, jitter etc. In many sensor networks, synchronization is accomplished using a message passing technique as proposed in timing-sync (TSYNC) or reference broadcast synchronization (RBS) protocols [27] , [28] . Network synchronization ensures that all the nodes in the network have the same time scale. We also assume that exact range information is available. Recently, there has been some work on estimation algorithms for joint ranging and synchronization. These are proposed in [29] , [30] . These algorithms can yield joint accuracy levels up to few centimeters for range and few nanoseconds for synchronization. We study the behavior of the proposed algorithms in the presence of range and synchronization errors in Section 4.
SCHEDULING ALGORITHMS
Using the grid search method to solve (5) is costly, as the algorithm complexity, Oðq N Þ, increases exponentially with the number of nodes in the network. Here, q indicates the size of the quantized grid of interval 0; T D ½ used in the grid search. In this section, we propose three distinct methods to solve the above problem, each having benefits over the other depending on the network geometry, complexity, etc.
Consider the arrival of messages at node k from nodes i and j as shown in Fig. 4 . We can treat the arrived message packets as boxes of width t, and thus the message packets will not interfere if the corresponding boxes do not overlap. Therefore, we can construct an optimization problem as
. . . ; N j i; j 6 ¼ k and i 6 ¼ j:
This formulation is similar to the optimization problem discussed in [15] . In [15] , a sub-optimal solution for (7) using a heuristic algorithm is proposed, in which the first constraint is enforced, such that instead of all j 6 ¼ i, only j ¼ 1; 2; . . . ; i À 1 are considered to solve for D i , one by one. Starting with D 1 ¼ 0, and for each i from 2 to N, smallest D i ! 0 needed to avoid collision of packets from Node-j (whose delays are already known from previous iteration as j ¼ 1; . . . ; i À 1) is computed. In contrast to [15] , our proposed algorithms solves the above optimization problem using convex method, TSP and iterative path-adjusting methods. 
Convex Algorithm (CA)
The optimization problem defined in (7) is not a convex problem since the equality constraints are not affine. The problem can however be made convex by introducing additional constraints. If we have predetermined the order in which the message packets should arrive at a particular node, we can make sure that the corresponding boxes do not overlap using a simple linear inequality. For example, in Fig. 4 , the inequality would be
Thus, we have isolated the non-convexity of the optimization problem into selecting the order in which the message packets should arrive at the different nodes. Suppose, we consider a sequential schedule, in which node i þ 1, will transmit after node i, then we can construct the optimization problem as
In (9), i goes from 1 to N À 1, as there is no node with index N þ 1, and k 6 ¼ i; i þ 1. This is a convex optimization problem, as the objective function is convex, and all the inequality constraints are convex. The problem can be solved as a general linear program [31] , [32] , but algorithms with lower complexity can be constructed by exploiting the structure of the problem. We found that the most efficient way to solve (8) is to minimize the delays D i sequentially in order of increasing i. We note that D iþ1 is minimized when it is zero or when (9) is tight for at least one k. For the first node, the smallest possible delay is D 1 ¼ 0 and for subsequent nodes the smallest possible delays are given by
This results in a solution where none of the delays can be decreased without violating either (9) or (10), meaning that we have found an optimum of (8) . The algorithm can be thought of as sliding the boxes corresponding to transmission i þ 1 to the left along the time axis until one of them hits 0 or a box from transmission i.
In the above formulation, we have only considered interference between messages from nodes which come directly after each other in the node order. Given that node i does not receive a message from itself, it may be possible for messages from node i À 1 and node i þ 1 to interfere when they are received at node i. This can however never happen, as (9) implies that
for i ¼ 2; 3; . . . ; N À 1. This is shown in Appendix A, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TMC.2017.2688417. Given that N delays need to be computed and that N path delays must be considered in each computation, the algorithm has a complexity of OðN 2 Þ. If the node order is set to A, B, C, in the configuration defined in Table 1 , this method produces the same solution as the grid search method, within the grid search tolerance. 4 Even though the formulated problem is convex, for the N-node scenario, sequential ordering may not be the optimal order with the lowest report cycle. Selecting an optimal order is in itself a combinatorial optimization problem [33] , [34] . However, for most practical scenarios, we can select an arbitrary order and solve the convex problem as demonstrated in Section 6. 4. Note that the convex solution does not always produce the optimal solution to (5) , and thus may not always match the result from the grid search method.
If we consider a configuration of [16] for the B-MAC broadcast packet scheduling problem, with only anchors in a fully-connected single-channel configuration, then the proposed B-MAC scheduling problem is similar to the optimization problem of Section 4.1. However, they are not exactly the same. For example, the constraint (7) in [16] , is more stringent as it ensures that the the acoustic signals in the UWA network does not collide in the space between anchors nodes. This is not applicable for electromagnetic wave based WSN networks as there is no separation between the anchor-node and ordinary sensor-node in the system and only interference at all the node locations need to be nulled. This is accomplished efficiently through the constraint defined in (12).
Optimizing the Node Order by Solving a TSP
The problem of selecting a good node order can be formulated as an asymmetric traveling salesman problem [35] , where the cost matrix is derived from the path delays. To be able to do this, we modify the problem so that the nodes transmit in a cyclic order where a second message from the first node is placed directly after the first message from the last node. Then we solve a TSP problem which minimizes the time between two transmissions from the same node. In [17] , [36] authors discuss the broadcast schedule construction for a UWA network using the traveling salesman approach, here anchor-nodes cannot transmit before they have received the message from the previous node in the sequence to avoid collision of acoustic waves at sensor nodes. This will result in a symmetric TSP problem. In the context of a general all-to-all communication in WSN this constraint is not needed and this will manifest the problem as an asymmetric TSP problem as shown later. Finally, we consider the N different ways in which the cyclic order can be broken into a linear order, and select the alternative which minimizes the report cycle in the original problem.
The objective of the traveling salesman problem is to find the cheapest tour which visits a number of cities exactly once. The input to the problem is a cost matrix, C, where its element c ij is the cost of going from city i to city j [35] . In our problem, we let each city correspond to a node in the network. We define the cost matrix so that c ij is the minimum difference between the delays of node j and node i, allowed by (9) , given that j comes directly after i in the node order. Given that we are looking at a cyclic order, node 1 takes the role of node N þ 1 in (9), and we do not need to take the constraints (10) into consideration. If node j comes directly after node i in the selected order, we have that
In other words, the delay of any node is equal to the delay of the previous node, plus the cost
By adding up all of the costs associated with the successive node pairs in the transmission order (TSP tour), we therefore get the time between two transmissions made by the same node. The problem of minimizing the time between two transmissions made by the same node can therefore be formulated as a TSP where the cost matrix is defined by c ij . For the three node configuration shown in Fig. 2 , the algorithm is graphically illustrated in Fig. 5 .
The TSP is known to be NP-hard [33] , [34] , [37] , but there are algorithms that can find exact solutions for small problems, and other algorithms that can find approximate solutions for larger problems [38] , [39] . Many techniques employ heuristic approaches for finding the approximate solution [40] , [41] , [42] . The best approximate algorithms, often produce optimal or very close to optimal solutions, for large networks with hundreds of nodes. Furthermore, the approximate algorithms can be run multiple times with different starting points and thereby achieve much better performance [43] . We have chosen to use the TSP solver LKH [40] , which is based on the Lin-Kernighan heuristic. For a problem with 100 nodes, LKH requires less than a second to produce a solution which has a high probability of being optimal. In LKH, all of the costs in matrix C, must be integers and therefore we mapped the costs in each problem to the the interval between 0 and 10 6 using an affine mapping and rounded them to the closest integers. We used version 2.0.7 of LKH with the default settings for all problems.
The report cycle will depend on which node in the TSP cycle is selected as node 1. Therefore we consider all of the N possible choices for node 1 and solve the convex problem defined in Section 3.1 for each one of them to see which alternative results in the shortest report cycle. Given that we can reuse the costs that we computed in (14) when we compute the delays in (11) , the problem of choosing a first node has complexity OðN 2 Þ. The overall complexity is therefore dominated by the TSP solver, which has an average complexity that scales approximately as OðN 2:2 Þ [40] . We may introduce some sub-optimality by transforming the problem into a problem with transmitters in a cyclic order, and LKH may also not find the exact optimum of the TSP. The gap to optimality would however be negligible for most practical applications.
Iterative Path-Adjusting Algorithm (IPA)
The CA reduces the algorithm complexity by allowing suboptimality due to the fixed ordering. On the other hand, the TSP algorithm improves over the CA, by choosing a better order without increasing the algorithmic complexity on average. One problem with both the algorithms is their inefficiency when (4) holds for most of the nodes (i.e., nodes are scattered far-apart compared to L). For a random node configuration, we can in theory ensure that (4) holds by making the message length t small enough. If t is decreased by dt, the report cycle of the algorithms will however only decrease by Ndt, as the algorithms cannot change the order in which messages are to be received at the nodes. This results in poor performance when t is small in comparison to the path delays of the network. To overcome this problem, we propose an alternative algorithm called iterative path-adjusting algorithm. We show in the later sections that this algorithm outperforms the convex formulation with strict ordering as defined in (9) , and the TSP algorithm, when the sensor nodes are scattered wide apart.
In this algorithm, we adjust the path differences between nodes, d ki and d kj to satisfy (4) in an iterative way. Adjusting the path difference is the same as introducing delays at nodes i and j, so that the signals from i and j do not interfere at node k. The algorithm is described below in three steps followed by an example on a three-node network.
1. Start the first iteration with l ¼ 0 (l þ 1 denotes the iteration number) and k ¼ 1, with d 0 ki ¼ d ki . For a topology having N nodes, add additional path lengths d lþ1
Di k and d lþ1 Dj k , 8i; j 2 ½1; 2; . . . ; N; i; j 6 ¼ k;i 6 ¼ j to nodes i and j to satisfy (4). Thus, the new path lengths are given by
Note that to satisfy (4), the path-length needs to be added to one of the nodes i or j. In this algorithm, we set d lþ1 Di k ¼ 0 and add additional path length d lþ1
Dj k only to node j.
Repeat
Step 1, by selecting all nodes one by one (k ¼ 1; 2; . . . ; N) in the network. Each time, carry over additional path lengths added d l ki þ d lþ1 Di k and d l kj þ d lþ1 Dj k . The total adjusted path lengths at the end of iteration l are given by
for k 2 ½1; 2; . . . ; N and k 6 ¼ i. This completes an iteration. 3. Repeat Steps 1 and 2 until the total adjusted path length for each node does not change across iterations, meaning that the following condition holds for all k 2 ½1; 2; . . . ; N
This indicates that (4) is met for all nodes simultaneously.
The proposed method is illustrated with the three node network shown in Fig. 2 , with the configuration defined in Table 1 . Fig. 6a shows that the addition of an additional path length of 20 ¼ ð30 À ðd AC À d AB ÞÞ is required at node C to meet the constraints in (4) so that signals from B and C do not collide at A. Similarly, Figs. 6b and 6c add additional path lengths to the previous topology to avoid collisions at nodes B and C respectively. At the end of the 1st iteration, the total path lengths for all of the nodes are given in Fig. 6d .
The second iteration is illustrated in Fig. 7 . Notice that we carried the new topology with added path lengths from the previous iteration ðd 1 DA ; d 1 DB ; d 1 DC Þ to iteration 2 and at the end of iteration 2, the total added path lengths are (d 2 DA ; d 2 DB ; d 2 DC Þ ¼ ð0; 25; 45Þ. Now the iteration is stopped as it meets the conditions defined in Step 3. Fig. 6 . Iteration 1 for the three node network shown in Fig. 2 with the configuration defined in Table 1 .
Translating the path lengths into path delays by dividing by the speed of light, c, results in ðD A ; D B ; D C Þ % ð0 ; 84 ; 150Þ ½ns. This is the same result as with the grid search and convex methods. This algorithm is analyzed in the next section.
Analysis of IPA
In order for the arriving signals not to interfere, (4) needs to be satisfied. We define the path matrix, M, where each element of M, d ki , denotes the distance between node k and node i. The IPA adjusts the path matrix in such a way that the path lengths to node k from other nodes (represented by the kth row in the matrix M), have path differences greater than L. For an N node network, the algorithm starts with the original path matrix, M 0 , as given in (19) . The path adjusted matrix after the lth iteration is represented as M l 
Note that d kk ¼ 0;8k 2 ð1; 2; . . . ; NÞ. Also, matrix M 0 is symmetric, that is d ki ¼ d ik . The path adjusted matrix, M l , has elements, d l ij . The ith row of the path adjusted matrix M l is denoted as
similarly, the ith column is denoted as
where T denotes the transpose operator. To perform step 1 of the algorithm, there are many possibilities for additional path lengths d l Di k and d l Dj k , such that the arriving signals at node k, have effective path length difference greater than L. In this paper, in order to make the arriving signals to node k from nodes i and j satisfy jd l ki À d l kj j ! L, we will add path lengths only to j, if j > i. That is, if jd l ki À d l kj j < L and j > i then
Dj k 1; 8i; j 2 ½1; 2; . . . ; N; i; j 6 ¼ k; i 6 ¼ j; and j > i: (25) Where, 1 is ½1; 1; . . . ; 1 T and the process, defined in (22), (23) , (24) , and (25) is repeated for k ¼ 1; 2; . . . ; N sequentially to complete an iteration. The iterations with l ¼ 0; 1; 2; . . . are performed until in (24), d lþ1 Dj k ¼ 0; 8i; j; k 2 ½1; 2; . . . ; N; i; j 6 ¼ k and i 6 ¼ j is met. At each iteration, the elements from M l are used for (22) , (23) , (24) , and (25) .
During each iteration, when (22) is met, the additional path is added only to one of the nodes (the node on the right). Therefore, as the iterations increase, the path adjusted matrix, M, will converge to the state with its elements jd l Ã ki À d l Ã kj j ! L; 8i; j; k 2 ½1; 2; . . . ; N; i; j 6 ¼ k and i 6 ¼ j; (26) where, l Ã þ 1, denotes the number of iterations required for convergence. At this state the arriving signals to any node k from nodes i and j will satisfy (4). The effective adjusted path is given by
and the equivalent added delay for node, i, is D i ¼ d l Ã Di =m. The average algorithmic complexity for IPA is evaluated by a least square polynomial fit to the average computational time (in ticks) consumed by the algorithm for networks of different sizes. The procedure followed, along with the results, are discussed in Appendix B, available in the online supplemental material. From the results of the Appendix B, the average complexity of the IPA algorithm is OðN 3 Þ.
A summary of the average complexities of the proposed methods is shown in Table 2 . For CA, the average case and the worst case complexity are the same, therefore in networks, where the real-time guaranties are needed CA is more amenable than TSP and IPA. The IPA opens up for a higher flexibility regarding the order of the transmissions. Thus, it provides better throughput compared to the convex algorithm as shown in Section 6. In mobile sensor networks, the convex approach with fixed ordering among the nodes opens up for schedule-based communication and ranging; thus, node information need not be encoded in the packets [44] . On the other hand, IPA requires transmission overhead since the node information has to be included in the packets, as the order of packet reception is not predetermined. However, the overhead of encoding the node information in the packet (log 2 N bits) is not significant.
The performances of the orthrogonalization, CA, TSP, and IPA under large scale networks with different geometric formations are studied in the Section 6. Fig. 7 . Iteration 2 for the three node network shown in Fig. 2 with the configuration defined in Table 1 . 
EFFECT OF SYNCRONIZATION AND RANGE ERRORS
In the discussion so far, we assumed that the sensor clocks are synchronized and the available set of range estimates (d ij s) are accurate. Accurate network synchronization can be achieved by synchronizing the sensor clocks to the global positioning system (GPS) clocks or in GPS deficient systems by using the protocols discussed in Section 2. Accurate range estimation can be accomplished by using TOA methods. The best performance in terms of mean-square-error (MSE) for an unbiased estimator is given by the Cramer Rao lower bound (CRLB) and for a time of arrival (TOA) estimation problem this is given by [45] , [46] 
where b, is the effective signal bandwidth defined by
where SðfÞ, is the Fourier transform of the transmit pulse, sðtÞ. Since many technologies like UWB use extremely large bandwidths, they can be used for precise range estimation. Practical UWB hardware with ranging and communication capabilities with range estimation accuracy of a few centimeters are discussed in [47] , [48] . In practice, clock synchronization is not perfect and there will be range errors. This will result in message packets colliding at the receiving nodes. The synchronization error can be approximated as a zero mean normal distribution as shown in [49] , [50] . In wideband radio frequency systems [51] , [52] , problems such as multi-path fading, background interference, and irregular signal propagation characteristics make range estimates inaccurate. The range error can also be approximated as a zero mean normal distribution [53] , [54] .
We assume that synchronization and range errors are independent and the net effect will result in the packet arrival time to be randomly shifted from the intended position. The distribution of this random shift from the true position can be approximated to a Gaussian distribution, N ð0; s 2 e Þ. This shift in time of arrival of the message packets at the receiving node can cause interference due to packet collisions. This problem can be reduced by adding a guard interval, , to the equations of the CA, TSP, and IPA. This can be done by expanding the message packet length t to t 0 ¼ t þ in (9) and (4) . Where can be used to trade off between tolerable interference and the report cycle time (update rate). We can show that
s e erfc À1 ð2ð1 À PÞÞ;
where 1 À P denotes the percentage during which neighboring packets collide due to the range and synchronization errors. For example, to have 95 percent collision avoidance between neighboring packets, we need to have ¼ 1:65s e . The network level performance in presence of range and synchronization errors, using the above method, for proposed algorithms are studied in Section 6.
COMPARISON WITH CDMA SYSTEMS
In CDMA based multiple access, each node i is assigned a unique spreading code, u i u i , such that u i u i ? u j u j ; 8i 6 ¼ j. Each sensor transmit the packets continuously by spreading the message with its code. At the receiver, each sensor node despreads the signal using its unique code. Thus, in principal the report cycle can be completed in Nt ½s. However, this scheme is not well suited for the all-to-all broadcast scenario described in Section 1, due to the interference originating from the near-far problem of CDMA [55] . Unlike in many CDMA systems, this problem cannot be resolved using the classical power-control feedback. To further illustrate this, consider two 3-node networks shown in Fig. 8 . In Fig. 8a , d AB ¼ d BC ¼ d CA and when all the nodes transmit messages concurrently with same power level, the received message signals from all the nodes are at the same power level, and orthogonality of the different spreaded signals holds. Thus, the signal belonging to different sensors in all-to-all broadcast can be de-spread without any interference at all the nodes. In general, for an N node network to have interference free communication, we need the topology to have, d ij ¼ , where , is some constant. This is a rare scenario and typically does not occur in practice. Now, consider a network, Fig. 8b , with d BC > d CA > d AB , and a parallel transmission of an all-to-all broadcast with same power level at all nodes. The sensor node B receives signals from A and C at different power levels, and thus B will face severe interference when separating the signals from A and C. Similar situation occur for the received signal at A and C. The feedback power control does not solve the problem for all-to-all broadcast, as adapting the power in one node to remove interference can create interference to other nodes. As the number of nodes increases, the interference free parallel transmission becomes infeasible. 5 Another scenario where continuous transmission is not possible are in networks which require cyclical communication. Here the transmission in the current cycle of a sensor depends on the data it received from all the other sensor nodes in the previous cycle of all-to-all communication. This kind of communication is found in distributed control and distributed computation applications as discussed in [7] , [8] , [56] .
However, we can exploit the spatial-temporal aspect of the underlying channel, where the propagation delay between nodes are much longer than the access interval. Here each of the N nodes transmit concurrently for a duration of t, once every T D seconds. Due to the random topology, and large propagation time, the arrived pulses are spread out in time, thereby reducing the interference. It can be shown that if a spreading code of length, M ! N is used and the shared common channel can support a Fig. 8 . Two distinct three-node configurations.
5.
For some network geometries, the interference free all-to-all communication problem can be solved as an optimization problem. bitrate of R b ½bps, the effective bitrate per sensor, R s , is given by
For the proposed algorithms in the paper, in each report cycle, T R , each node in the network will get to transmit a message packet once for the duration, t, seconds. Therefore the effective throughput per sensor can be computed as
In the Section 6, we demonstrate in simulation the effective bitrate per sensor, R s , as a function of the number of nodes, N, to show how the position information exploited in the proposed algorithms offer better performance compared to a CDMA based approach.
SIMULATION STUDY
In the beginning of Section 2.1, we mentioned that we can orthogonalize the message packets by separating consecutive transmissions by a time interval equal to the maximum path delay in the network. For the configuration in Table 1 , the report cycle, T R , can be computed as below
However, if the path difference between nodes in the network topology satisfies (4), then all the nodes can concurrently transmit; thus one report cycle can be completed in the time duration equal to the maximum path delay in the network plus the packet length, that is 470 ns. More often (4) is not met. Under these circumstances we can minimize the report cycle by solving (5) . We modified the problem so that it can be casted as a convex optimization problem. For the configuration in Table 1 , we showed that, ðD A ¼ 0 ns; D B ¼ 84 ns; D C ¼ 150 nsÞ solves (8), therefore node C will transmit last after a delay of 150 ns and complete the report cycle. So one report cycle for the configuration in Table 1 is
8i; j 2 ½A; B; C and i 6 ¼ j
Thus, the reduction in the report cycle equals 56 percent.
To study the performance of the proposed methods for large networks, we form two different formations; one with outliers, where a few sensor nodes are far apart from the rest; and another with no-outliers, where the sensor nodes are scattered uniformly. The performance is reported in terms of the time required to complete one report cycle using the proposed methods.
Random Geometric Formation with No Outliers
For performance analysis with no outliers, we create a random geometric formation by scattering the nodes in a plane. Fig. 9 . Network geometry with six nodes scattered randomly in a 2-D plane. Received message packets at each node after introducing the computed delays from Table 3 for network topology in Fig. 9a are shown for different algorithms. Notice that the message packets do not interfere. The color of the message packet is mapped to the node as shown in Table 4 .
The coordinates ðx; yÞ are drawn from a Gaussian distribution as shown below ðx; yÞ $ N ð0; s 2 Þ; N ð0; s 2 Þ À Á :
A typical topology of 6 nodes with s ¼ 50 ½m is shown in Fig. 9a . The transmission schedules for interference mitigation, using different proposed algorithms are given in Table 3 .
With these delays introduced, the received packets will not interfere with each other. The received packets at each node are shown in Figs. 9b, 9c , and 9d for CA, 6 IPA and TSP algorithms proposed in this paper. Each color in Fig. 9 is mapped to the messages from a specific node, as shown in the Table 4 .
Report cycle, T R , for the given set of delay values computed using CA, TSP and IPA are given by max i;j ðD i þ d ij Þ þ t. For the example network shown in Fig. 9a , the report cycles are given by 3.54, 2.22, and 1:86 ms for CA, TSP, and IPA respectively.
From Figs. 9b and 9c , notice that the IPA is less constrained than the convex approach; the convex formulation requires that the order of the received message packets is the same at each receiving node. This is not the case for the IPA algorithm. This ensures tighter schedules and explains the better performance of the IPA algorithm.
To assess the performance over a large number of nodes N, we performed Monte-Carlo simulations. We swept the number of nodes, N, from 10 to 100 in steps of 10 and for each N, 32 distinct random geometric formations were constructed as per (37) . The averaged report cycle is reported in Fig. 10 . Fig. 10 compares the proposed algorithms to the technique of orthogonalization with scheduled transmission discussed in Section 2.1. Notice that for a 100 node randomly scattered network with s ¼ 50 ½m, T R is reduced to approximately 1/10 for the TSP algorithm and 1/3 for the fixed order convex algorithm and the IPA algorithm. However, if the radius of the network is scaled by a factor of 100 by changing the variance s l ¼ 100s, the IPA performs better than the TSP algorithm as explained in the earlier section and confirmed in simulation by Fig. 11 .
The effective rate per sensor for the CDMA approach and the proposed algorithms are as given by (31) 7 and (32) . Fig. 12 , shows the rate per sensor for CDMA and the proposed algorithms, assuming R b ¼ 1 Gbps and t ¼ 100 ns. Notice that the proposed algorithms yield better performance in terms of bitrate per sensor, R s , compared to CDMA.
Random Geometric Formation with Outliers
In this section, we will study the performance of geometric formations of the sensor network with a few sensor nodes far apart from the rest. To create this topology, we construct N nodes distributed according to a mixture of two Gaussian distributions. These distributions are as given below Notice that as the number of nodes increases, the proposed techniques yield better performance relative to the orthogonal schedule. Fig. 11 . Performance of proposed methods as a function of N. Notice that as the number of nodes increases, the IPA algorithm yields better performance relative to TSP when the network radius is larger compared to packet length.
6. In simulations, we employ a sequential order for CA, i.e., in (11), i, is varied from 1; . . . ; N À 1, with D 1 ¼ 0.
7. In simulations, for (31) equality is considered.
The node location is selected from (38) with probability of 2/3, and from (39) with probability 1/3. We set s ¼ 50 and s 0 ¼ 300; thus for a large N, 1/3 of the nodes will be outliers. A typical topology with six nodes is shown in Fig. 13a .
The transmission schedules for interference mitigation, by solving the CA, IPA, and TSP are given in Table 5 .
With these delays introduced, the received packets will not interfere with each other. The received packets at each node are shown in Figs. 13b, 13c, and 13d for the CA, IPA and the TSP algorithms proposed in the paper. Each color in Fig. 13 is mapped to the message from a specific node, as shown in Table 4 . For the example network shown in Fig. 13a , the report cycles are approximately given by 4.73, 4.23, and 3:29 ms for the CA, TSP, and IPA respectively.
To assess the performance over a large number of nodes N, we performed Monte-Carlo simulations similar to the no-outlier case with 32 distinct random geometric formations constructed from the mixture distribution of (38) and (39) with probabilities of 2=3 and 1=3 respectively. The average report cycle is reported in Fig. 14.  Fig. 14 compares the proposed algorithms to the technique of orthogonalization through scheduled transmission discussed in Section 2.1. Notice that for a network with 100 nodes, T R is on average reduced to 1=8 using TSP algorithm. This means that the net communication or update rate can be increased by a factor of 8 on average for the network topology with outliers. Thus, a sensor network with geometric formations having a few outlier nodes can have higher communication rate using the proposed algorithms. The further away Fig. 13 . Network geometry with nodes scattered randomly in a 2-D plane with outliers. Received message packets at each node after introducing the computed delays from Table 5 for the network topology in Fig. 13a are shown for different algorithms. Notice that the message packets do not interfere. The color of the message packet is mapped to the node as shown in Table 4 .
these outlier nodes are, the greater the benefits will be, as the algorithms can pack the information packets more efficiently there by optimally utilizing the shared common channel.
Performance in the Presence of Synchronization and Range Errors
With the configurations for the no-outlier topology as discussed in the Section 6.1, we performed Monte-Carlo simulations to assess the average sensitivity of the algorithms to range and synchronization errors. If there were no synchronization and range errors, then the network would have exchanged NðN À 1Þ packets of width t, without any interference, using the proposed algorithms. However, due to the errors, packets can interfere and we define the fraction of interference free communication in the network, F , as
where I i , denotes the overlapped area of the packets at the receiving node i. The trade-off between the guard interval, , and report cycle, T R , is to first pack the transmissions as closely as possible to reduce T R and then increase the guard interval, , in the optimization problem, based on the environment to decrease the sensitivity to range and synchronization errors. Fig. 15 , shows the average performance of F , using Monte-Carlo simulations for 20 nodes with 100 distinct topologies constructed using the no-outlier case described earlier, with t ¼ 100 ½ns.
CONCLUSION
In this paper, we proposed a methodology for utilizing the range information to arrive at transmission schedules for high density sensor networks. Connected sensor networks need high rates of communication on a shared channel in order to have high update rates. Therefore, an optimal schedule for accessing the shared common channel needs to be designed for efficient communication. To accomplish this, an optimization problem is formulated using range information for interference mitigation. A solution for the optimization problem is found by CA, TSP and IPA methods. The proposed methods are compared to the traditional time-sharing technique of separating consecutive transmissions by a time interval equal to the duration of maximum path delay in a network. The performances of the algorithms are assessed for different types of networks with varied sizes. Two different geometric formations are considered, one with a random placement of nodes with no outliers and one with outliers. The results are demonstrated in Figs. 10 and 14. A comparison with CDMA based multiple access is also presented in Fig. 12 . The analysis of performance degradation due to non-idealities such as synchronization and range errors is reported in Fig. 15 . The three proposed algorithms performs better than CDMA or orthogonalization by scheduling one node for maximum path delay in the network. As demonstrated in Fig. 14, the performance gains are higher, if the networks have few outliers in them. Each of the proposed algorithms has a clear edge over others depending on the type of the network. For example, TSP performs better than IPA and CA for general networks, however, when the network is geometrically larger in relation to the path equivalent message length, L, then IPA performs better than the TSP and CA as suggested by Fig. 11 . IPA never performs worse than the convex algorithm. From the simulation results, it appears that the IPA will give the same solution as the CA in the worst case scenario, however, the formal proof is not known to the authors. The proposed methods assumes full connectivity, extending the methods for a partially connected network is a topic of further research. Table 2 summarizes the average complexities of the algorithms. For IPA and TSP, the worst case complexities are Fig. 15 . Interference in the system of 20 Nodes, in presence of imprecise range and clock jitter. By increasing the guard interval, , by setting higher P, as in (30), the interference performance can be traded with report cycle. For large s e , the collisions are unavoidable despite the guard interval.
not known and for CA, the worst case and the average case complexities are same. Thus, IPA and TSP may not be useful in networks where real-time guarantees are needed for the schedule computations. The impact of the synchronization and range errors on the algorithms are studied. As expected, the tighter schedules are more susceptible to the interference due to the imperfect ranging and synchronization. Typical system design involves, first packing the transmissions as closely as possible to have low report cycle using the algorithms discussed and then increasing the guard interval, , to decrease the interference as illustrated in Fig. 15 . The performances of the proposed methods are demonstrated in simulations in order to assess the performance gains without platform or network dependencies. The inhouse transceiver developed in our lab can yield very precise range information on the order of a few centimeters, as reported in [47] . These transceivers could be mounted on the sensors for joint ranging and communication [47] , [48] , [57] . The results from the simulations of the proposed schemes indicate that a significant improvement in performance in terms of communication rate can be achieved by using the proposed schemes. These findings opens up research for implementing the schemes on our in-house transceiver hardware and evaluating the performance of inhouse transceiver hardware mounted sensor networks of different sizes and varied geometric formulations.
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