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Abstract. This paper considers the precedence constrained knapsack problem. More speciﬁcally, we are
interested in classes of valid inequalities which are facet-deﬁning for the precedence constrained knapsack
polytope. We study the complexity of obtaining these facets using the standard sequential lifting procedure.
Applying this procedure requires solving acombinatorial problem. Forvalid inequalities arising fromminimal
induced covers, we identify a class of lifting coefﬁcients for which this problem can be solved in polynomial
time,byusingasupermodular function, andforwhichthevalues ofthelifting coefﬁcients haveacombinatorial
interpretation. For the remaining lifting coefﬁcients it is shown that this optimization problem is strongly NP-
hard. The same lifting procedure can be applied to (1,k)-conﬁgurations, although in this case, the same
combinatorial interpretation no longer applies. We also consider K-covers, to which the same procedure
need not apply in general. We show that facets of the polytope can still be generated using a similar lifting
technique. For tree knapsack problems, we observe that all lifting coefﬁcients can be obtained in polynomial
time. Computational experiments indicate that these facets signiﬁcantly strengthen the LP-relaxation.
1. Introduction
The knapsack problem is a classical problem in combinatorial optimization. In this
problem, there is a set V of items, V Df 1 ; 2 ;:::;ng and a knapsack with capacity
b 2 ZC. Each item i 2 V has a value ci 2 Z, and a weight wi 2 ZC. The problem is
to ﬁnd a maximum value subset of the set of items whose total weight does not exceed









aixi  b (2)
xi 2f 0 ;1 g iD1 ;:::;n (3)
The knapsack problem has received considerable attention, not only because it has
several important applications in itself, but also because it arises as a substructure in
many combinatorial problems.
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Thispaperstudiesthe precedenceconstrainedknapsackproblem,whichgeneralizes
the knapsack problem by including a partial order on the items. We say that there is
a precedence constraint from item i to item j if item j can be included in the knapsack
only if item i is included. Thus, xi D 0 ) x j D 0. The set of precedence constraints
canberepresentedbyadirectedgraph D.V; A/,wherethenodeset V is theset ofitems,
and each precedence constraint is represented by a directed arc in A. The precedence
constraints are given by
xi  x j .i; j/ 2 A (4)
The precedenceconstrainedknapsackproblem(PCKP) is nowformulatedby(1)-(4).In
thispaper,weareinterestedinfacet-deﬁninginequalitiesfortheprecedenceconstrained
knapsackpolytope,andmorespeciﬁcally,thecomplexityofobtainingthesefacetsusing
lifting techniques. The remainder of this section discusses PCKP, the literature on its
polyhedral structure, and the contributions of the present paper.
As is the case for the ordinary knapsack problem, PCKP is an interesting problem
in itself, which also arises naturally as a substructure in several other combinatorial
problems. Consider for instance a tool management problem that arises in automated
manufacturing,where each part requires a speciﬁc set of tools in order to be processed.
Hence,a partcan onlybe processedon a machineif the requiredtoolsare loaded.In our
model this would correspond to a precedence constraint from tool i to job j if tool i is
requiredtoprocessjob j.Theknapsackconstraintstemsfromthelimitedcapacityofthe
toolmagazine.Crama [8] and Stecke and Kim [19]discuss severalproblemscontaining
both knapsack and precedence constraints in the context of tool management, and
provide pointers to literature on related combinatorial problems, of which we mention
only a few here. Mamer and Shogan [14] and Hwan and Shogan [12] consider capital
constrainedrepairkitselectionproblems,whichalsohavebothknapsackandprecedence
constraints.A similar formulationarises instrip miningwheredigginginlowerlayersis
impossiblewithoutdigginginhigherlayers(seeJohnsonandNiemi[13]).Shaw[17]and
ChoandShaw[7]employadecompositiontechniquetotacklenetworkdesignproblems,
for which the precedence constrained knapsack problem arises as a subproblem (see
Cho and Shaw [6] and Shaw and Cho [18]).
Garey and Johnson [10] prove that the decision version of PCKP is NP-complete in
the strong sense, but solvable in pseudopolynomial time if the underlying precedence
graph is a tree (see Johnson and Niemi [13] for a dynamic programming algorithm).
Hence, in order to solve the general PCKP to optimality, a further understanding of the
structureoftheprecedenceconstrainedknapsackpolytopecanbeexpectedtoaccelerate
general integer programming schemes, as it has led to more powerful exact solution
methods for ordinary knapsack problems (see Crowder, Johnson and Padberg [9]). For
polyhedral results on the ordinary knapsack problem we refer to Balas [3], Balas and
Zemel [4] and Zemel [21]. Hartvigsen and Zemel [11] discuss the complexity of the
recognition of (lifted) valid knapsack inequalities.
As is observed by Boyd [5], problems which are deﬁned entirely by precedence
constraints can be solved using standard LP-techniques, since a set of precedence
constraints itself deﬁnes a totally unimodular matrix and hence, a polyhedron with
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arising from K-covers and (1,k)-conﬁgurations. He identiﬁes conditions under which
these inequalities deﬁne facets of a lower dimensional polytope, in which case lifting
may lead to a facet of the precedence constrained knapsack polytope itself. Park and
Park [16] consider a special case of K-covers which they refer to as minimal induced
covers. In general, inequalities arising from minimal induced covers will not deﬁne
facets of the precedence constrained knapsack polytope. Park and Park [16] consider
a lifting technique to obtain valid inequalities. The reader may observe that all of
the aforementioned classes of valid inequalities are natural extensions of classes of
inequalities for the ordinary knapsack problem.
In this paper, we present various new results on facets of the PCKP-polytope. In
Section 3 we state a class of lifting orders which guarantees that valid inequalities of
the PCKP-polytope can be lifted to obtain facet-deﬁning inequalities for the polytope,
usingastandardsequentialliftingprocedure.Forvalidinequalitiesarisingfromminimal
inducedcoversand (1,k)-conﬁgurationswe identify the lower dimensionalpolytopefor
which valid inequalities arising from minimal induced covers and (1,k)-conﬁgurations
are facet-deﬁning. We speciﬁcally consider valid inequalities arising from minimal
inducedcovers;the variablesfor whichliftingcoefﬁcientshaveyet to be determinedare
partitioned into two classes. For one of these classes, we establish a relation between
the lifting coefﬁcients and the number of components in two related subgraphs of D.
Based on this characterization, these lifting coefﬁcients can be seen to be computable
in polynomial time. For the second class of lifting coefﬁcients however, we prove that
their computation is strongly NP-hard. A special case of the PCKP which has received
considerableattentionisthetreeknapsackproblem,inwhichtheunderlyingprecedence
graph is a tree. Aghezzaf, Magnanti and Wolsey [2] for instance, study the polyhedral
structureof the problem.Our results allowformore generalgraphstructuresand extend
their ﬁndings. Moreover, our results easily imply that, for the tree knapsack problem,
all lifting coefﬁcients can be obtained in polynomial time. In Section 4 we consider
validinequalities arisingfromK-covers.For these validinequalitiesstandardsequential
lifting techniques cannot always be applied. We show that by applying a related lifting
procedure facets of the PCKP-polytope can still be obtained. To illustrate the effect of
lifted inequalities and their applicability in integer solution procedures, we report our
computational results in Section 5.
2. Notation
Throughout this paper, the following deﬁnitions and notation will turn out to be con-
venient. For .i; j/ 2 A, item i is called a predecessor of item j and item j is called
a successor of item i. For all W  V, we denote by F.W/ Df j2VnW j9i1 2
W V .i1;j/ 2 A;9i2 2 W V .j;i2/ 2 Ag the set of elements in V n W which
are both a successor of an element in W and a predecessor of an element in W,b y
P . W /Dfj2VnW j9i 2W V.j;i/2 AgnF . W /the set of predecessors of a set W
excluding items in W and F.W/,b yT . W /DW[P . W /[F . W /the set of predecessors
of set W including W, and by R.W/ D V n T.W/ the set of remaining items (variables).
For ease of exposition, P.fig/;T.fig/ and R.fig/ will be denoted P.i/;T.i/ and R.i/,r e -
spectively. Furthermore, for all W  V deﬁne a.W/ D
P
i2W ai. Note that if .i; j/ 2 A164 R.L.M.J. van de Leensel et al.
and .j;k/ 2 A, then, by transitivity of the precedence relations, .i;k/ can be assumed
to be an element of A.A r c si nAinduced by transitivity will be omitted in the ﬁgures.
Moreover, arcs .i; j/ are depicted downward.
The following two assumptions can be made without loss of generality.
Assumption 1. The directed graph D is acyclic.
If D containsa cycle, nodes(variables)in this cycle must either all be includedin, or all
be excluded from the knapsack. Hence, the cycle can be contracted into a single node,
with cumulative value and weight coefﬁcient.
Assumption 2. a.T.i//  b , for all i D 1;:::;n:
This simply implies that for every item i there exists a feasible solution in which it
is included in the knapsack. Items violating this assumption can be deleted from the
problem instance.
3. Minimal induced covers and (1,k)-conﬁgurations
In the literature on the polyhedral structure of the knapsack problem, minimal cover
inequalities have been investigated (see for instance Balas [3], Balas and Zemel [4]).
In order to generalize these concepts to PCKP, we must take into account that if an
item i is included in the knapsack, so must all the items in T.i/. In Subsection 3.1
we therefore consider a straightforward generalization of minimal covers, the so-called
minimalinducedcover(see Park and Park [16]).We show howvalid inequalities forthe
precedence constrained knapsack polytope can be strengthened using standard sequen-
tial lifting techniques. Different lifting orders are discussed, and we derive sufﬁcient
conditions for classes of valid inequalities under which lifting leads to facet-deﬁning
inequalities for the PCKP-polytope.
Given a minimal induced cover C  V, we give a combinatorial characterization
of the value of the lifting coefﬁcients for the variables in P.C/ in Subsection 3.2.
This leads to the conclusion that these values can be computed in polynomial time.
Subsection 3.3 shows that the computation of lifting coefﬁcients for variables in R.C/
is, in general, strongly NP-hard, but solvable in polynomial time in the special case
where the underlying precedence graph is a tree. Finally, Subsection 3.4 concludes this
section with an illustrative example.
3.1. Generic sequential lifting
Item i 2 V and j 2 V are called incomparable if both .i; j/= 2Aand .j;i/= 2A .As e t
WVis called incomparable if the elements in W are pairwise incomparable. Note
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Deﬁnition 1. C  V is a minimal induced cover (MIC) if
 C is incomparable
 a.T.C// > b
 a.T.C/nfig/  b , for all i 2 C
In words, a minimal induced cover is a set of incomparable items, which together do
not ﬁt in the knapsack, whereas all but one of them do ﬁt in the knapsack together.
The above deﬁnition follows the work of Boyd [5]. An alternative deﬁnition would be
to replace a.T.C/nfig/  b, for all i 2 C by a.T.Cnfig//  b , for all i 2 C. In fact,
the latter inequality appears in the deﬁnition of minimal induced covers of Park and
Park [16]. However, on close inspection it can be veriﬁed that the results of Park and
Park [16] are derivedunderconditionsfor which the two deﬁnitionscoincide.Since our
results are only applicableunder the current deﬁnition,we follow the original deﬁnition
of Boyd [5].
For C  V a MIC, the following inequality is valid:
X
i2C
xi j C j−1( 5 )
We refer to this inequality as the MIC-inequality.
We deﬁne X to be the set of feasible solutions of the PCKP, and conv.X/ to be the
convexhull of the set X. Furthermore,for any W1;W2  V such that W2 \T.W1/ D; ,
we deﬁne the subset XW1jW2 D X \f x2f 0 ;1 g njx i D1, for i 2 W1,a n dx iD0, for
i 2 W2g.F o rWV,w ed e n o t eb yx Wthe characteristic vector of W,t h a ti s ,x W
i D1,
if i 2 W,a n dx W
i D0, otherwise.
Proposition 1. (see Boyd [5]) The dimension of conv.X/ is jVj.
Proof. ThevectorsxT.i/,i D 1;:::;jVjtogetherwiththezerovectorgivejVjC1afﬁnely
independent vectors in conv.X/ (note that we use Assumption 2 here).
u t
Proposition 2. Let C  V be a MIC. Then (5) is facet-deﬁning for conv.X P.C/jR.C//.
Proof. By Proposition 1, the dimension of conv.X P.C/jR.C// is jCj. We specify jCj
afﬁnely independent vectors in conv.X P.C/jR.C// satisfying (5) at equality. Let  j D
xT.C/nfjg, for all j 2 C. It can easily be checked that the vectors  j; j 2 C satisfy the
inequality at equality and are afﬁnely independent.
u t
Proposition 2 enables us to lift the variables in P.C/ and R.C/ into the MIC-
inequality using the following technique (see Nemhauser and Wolsey [15]). Let Bn D
f0;1gn.F o rs o m ej, suppose Y  Bn, Y0 D Y \f x2B nj xj D0 g ,a n dY1DY\fx2
B njxj D1 g . If the inequality
X
i6Dj
ixi  0 (6)166 R.L.M.J. van de Leensel et al.
is facet-deﬁning for conv.Y1/ and Y0 6D ;,t h e n
X
i 6Dj
ixi Cj.1− xj/  0 (7)
is facet-deﬁning for conv.Y/ if












Similarly, if (6) deﬁnes a facet for conv.Y0/ and Y1 6D ;,t h e n
X
i 6Dj
ixi Cjxj  0 (9)
deﬁnes a facet of conv.Y/ if












In order to apply this lifting technique repeatedly to MIC-inequalities, we have to be
careful with the order in which the variables are lifted. Otherwise we might, at some
point, violate the condition Y0 6D ; when applying (8) or the condition Y1 6D ; when
applying (10).
Deﬁnition 2. For W  V ,  is called a PFRS-order (predecessors ﬁrst, remain-
ing variables second) for W if  is a one-to-one mapping  V P.W/ [ R.W/ !
f1;:::;jP.W/ [ R.W/jg satisfying the following conditions:
(i) .i/< .j / if i 2 P.W/; j 2 R.W/
(ii) .i/< .j / if i; j 2 P.W/ and j 2 P.i/ (reversed topologicalorderingonP(W))
(iii) .i/< .j / if i; j 2 R.W/ and i 2 P.j/ (topological ordering on R(W))
Note that under Assumption 1 such an order always exists. Given a MIC C  V and
a PFRS-order  for C, for all elements j 2 P.C/ [ R.C/ we deﬁne
p.j/ Df i2P . C /[R . C /j.i/< .j / g (predecessors of j in order )
s.j/ Df i2P . C /[R . C /j.i/> .j / g (successors of j in order )
During the lifting process, variables in P.C/ [ R.C/ are lifted sequentially, and hence,
the lifting problem for a variable j 2 P.C/ is deﬁned as follows:
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which is valid for conv.X/, determine
















Likewise, for a variable j 2 R.C/ the lifting problem is deﬁned as follows:






i.1 − xi/ C
X
i2R.C/\p.j/
ixi j C j−1 (13)
which is valid for X, determine





















 C  V be a MIC with its corresponding valid inequality (5)
  be a PFRS-order for C.
 lifting coefﬁcients for variables in P.C/ be determined according to (12)
 lifting coefﬁcients for variables in R.C/ be determined according to (14)






i.1 − xi/ C
X
i2R.C/
ixi j C j−1 (15)
deﬁnes a facet of the PCKP-polytope conv.X/.
Proof. We construct jVj afﬁnely independent vectors in conv.X/, satisfying the in-
equality at equality. For j 2 C,l e tjbe deﬁned as in the proof of Proposition 2. For
all j 2 P.C/,l e tjbe the vector for which the maximum in (12) is attained. W.l.o.g.
assume that 
j
i D 1 for all i 2 P.C/ \ s.j/,a n d
j
i D0, for all i 2 R.C/. Likewise,
for all j 2 R.C/,l e t jbe the vector for which the maximum in (14) is attained.
W.l.o.g., assume that 
j
i D 0, for all i 2 R.C/ \ s.j/. Then it is easy to verify that the
vectors j; j 2 V, satisfy the inequality at equality, and moreover,are afﬁnely indepen-
dent.
u t
In order for the lifting procedure that consists of repeatedly solving (12) and (14)
to be applicable, the maximum that is taken in (12) and (14) has to be well deﬁned.
This is not the case, if the subset over which the maximum is taken is empty. We
conclude that the procedure is only valid if, at each iteration, the subset is nonempty.
In the current framework,of lifting MIC inequalities, this propertyis ascertained by the168 R.L.M.J. van de Leensel et al.
ordering conditions stated in Deﬁnition 2. This result, of course, can be generalized to
wider classes of valid inequalities, which may even be deﬁned on subsets which need
not necessarily be incomparable.
Theorem 2. Let W  V, and let Tx  0,w h e r e j D0for j = 2 W, be a facet-
deﬁninginequality for conv.X P.W/jR.W//. Then, lifting the variables in P.W/ and R.W/
asspeciﬁedin(8)and(10)inPFRS-orderyieldsafacetofthePCKP-polytopeconv.X/.
Proof. Let W  V.I fWD; ,t h e nX P . W / j R . W /DX , no lifting has to be done, and
hencethe theoremobviouslyholds.So assume W 6D ;. As we are givena facet-deﬁning
inequality, XP.W/jR.W/ 6D ;,whichimpliesthatthevectorxP.W/ 2 X (i.e.a.P.W//  b/.
Now it onlyremains to provethat at everystep of the liftingprocess thesubset on which
the maximum in (8) and (10) is deﬁned is nonempty. Under a PFRS-order ,w h e n
lifting j 2 P.W/,s i n c ea . P . W /\s .j //  a.P.W//  b, the vector xP.W/\s.j/ is in
the corresponding subset. When lifting j 2 R.W/, the vector xT.j/ is in the subset at
hand.
u t
The conditions on the PFRS-order in Deﬁnition 2 are such that at each step of the
lifting process the variables which are ﬁxed do not violate the precedence constraints,
and the variables which are ﬁxed to one do not violate the knapsack constraint. Instead
of considering a PFRS-order in which all elements in P.W/ are lifted before elements
in R.W/, we might also allow for more general lifting orders, in which an element in
R.W/ can be lifted before all predecessors in P.W/ are lifted. The existence of such an
order is again guaranteed by Assumption 1. Next, we derive necessary and sufﬁcient
conditionsfor which this class of more general ordersyields facet-deﬁninginequalities.
Deﬁnition 3. For W  V ,  is called a valid order for W if  is a one-to-onemapping
 V P.W/ [ R.W/ !f 1 ;:::;jP.W/ [ R.W/jg satisfying the following conditions:
(i) .i/< .j / if i; j 2 P.W/ n W and j 2 P.i/
(reversed topological ordering on P(W))
(ii) .i/< .j / if i; j 2 R.W/ n W and i 2 P.j/ (topological ordering on R(W))
Theorem 3. LetW  V,andletTx  0,wherej D0for j = 2 W,beafacet-deﬁning
inequalityfor conv.XP.W/jR.W//.Letbeavalidorderfor W. Lettheliftingcoefﬁcients
of the variables in P.W/ and R.W/ be determined as in (8) and (10). Then the resulting
inequality is facet-deﬁning for conv.X/ if and only if a..P.W/ \ s
j / [ T.j//  b,f o r
each j 2 R.W/.
Proof. Let W  V.I fWD; ,t h e nX P . W / j R . W /DX , no lifting has to be done, and
hence the theorem obviously holds. So assume W 6D ;. Using inductive arguments,
when lifting a variable x j we are given a facet-deﬁning inequality for the polytope
conv.X P.W/\s
j jR.W/\s
j /.I fj2P . W /then by nonemptyness of the above polytope
and the deﬁnition of a valid order, the subset on which the maximum as in (8) is
deﬁned is nonempty since the vector xP.W/\s.j/ is in the corresponding polytope. If
j 2 R.W/, then the condition on the weights as mentioned in the theorem guarantees
thatthe subseton which the maximumis deﬁnedas in (10)is nonemptysince the vectorLifting valid inequalities for the precedence constrained knapsack problem 169
x.P.W/\s.j//[T.j/ is in the corresponding polytope. Conversely, assume the condition is
not satisﬁed for a j 2 R.W/. When lifting the corresponding variable, the subset on
which the maximum is deﬁned is empty.
u t
It is easy to see that conditions .i/ and .ii/ in Deﬁnition 3 cannot be removed since
then immediately the subset on which the maximum is deﬁned in the lifting procedure
will become empty. Hence the class of valid orders in Deﬁnition 3 is the most general
class of orders which can be considered for the standard lifting procedure as deﬁned by
(8) and (10). Note that the above result paves the way for lifting other classes of valid
inequalities. Here, we mention(1,k)-conﬁgurationsand state the polytopefor which the
corresponding valid inequality is facet-deﬁning.
Deﬁnition 4. Let
 C [f tgVbe incomparable, with t = 2 C
 C [f tgbe a cover and a.T.C [f tg / nftg/  b
 Q [f tgbe a minimal (induced) cover, 8Q  C with jQjDkwhere 2  k j C j
then C [f tgis called a (1,k)-conﬁguration.
For a (1,k)-conﬁgurationthe following inequalities are valid:
.r − k C 1/xt C
X
i2Z.r/
xi  r (16)
where r is such that k  r j C jand Z.r/ is any subset of C, with jZ.r/jDr.
Proposition 3. Let C [f tgVbe a (1,k)-conﬁguration, and let Z.r/ be any subset






to provethe proposition,we constructr C1 afﬁnelyindependentvectorsin the polytope
satisfying the inequality at equality. We assume without loss of generality that the
elements are numbered such that 1;:::;r denote the elements in Z.r/ and r C 1 denotes
element t.




> > > > > > <
> > > > > > :
1 j 2f i ;:::;i C k − 2g
0 j 2f 1 ;:::;rgnf i;:::;i C k − 2g
1 j D r C 1
1 j 2 P.C [f tg /
0 j2R . C[f tg /[. CnZ. r //




> > > > > > <
> > > > > > :
1 j 2f i ;:::;rg[f 1 ;:::;i C k −r − 2g
0 j 2f iCk−r−1 ;:::;i − 1g
1 j D r C 1
1 j 2 P.C [f tg /
0 j2R . C[f tg /[. CnZ. r//170 R.L.M.J. van de Leensel et al.
and deﬁne yrC1 as
yrC1 D
8
> > > <
> > > :
0 j D r C 1
1 j 2 Z.r/
1 j 2 P.C [f tg /
0 j2R . C[f tg /[. CnZ. r //
Then it can easily be veriﬁed that the vectors yi;i D 1;:::;r C 1 are afﬁnely indepen-
dent.
u t
Applying Theorem 2 or 3 now yields that the elements of V n .Z.r/ [f tg /can now
be lifted in PFRS-order or valid order so as to obtain a facet of conv.X/.
3.2. Lifting predecessors of a minimal induced cover using a PFRS-order
In general, calculating j by (8) or (10) requires solving a difﬁcult maximization
problem.In fact,forPCKP, the optimizationproblemsin (12)and(14)are inturnPCKP
problems. In this Subsection we show that the lifting problem of predecessors under
a PFRS-order has a combinatorial interpretation that leads to an algorithm that solves
the lifting problem in polynomial time. In contrast, in Subsection 3.3, it is shown that
the lifting problem for the remaining variables is strongly NP-hard.
Deﬁnition 5. Let C  V be a MIC. For W  P.C/ let f.W/ be the number of (weak)
components in the subgraph of G induced by W [ C.
Lemma 1. f is supermodular: for all W1  W2  P.C/ and i 2 P.C/nW2 it holds
that
f.W1 [f ig /− f.W 1/ f.W 2[f ig /− f.W 2/
Proof. Choose W2  P.C/ and W1  W2 arbitrarily. Notice ﬁrst that, since we only
considerW1  P.C/and W2  P.C/,eachcomponentofasubgraphinducedby W1[C
or W2[C containsatleastoneelementc 2 C.Further,since W1  W2,itmustholdthat
if c1 2 C and c2 2 C are in different components of the subgraph induced by W2 [ C,
then they also are in different components of the subgraph induced by W1 [ C.
Now,consideracomponentof W2[C[fig,containingvertices Q,andletKDQnC.
SincethiscomponentcontainsatleastoneelementofC,thesubgraphinducedby Qnfig,
consists of a strictly positive number of say k components. Let K j; j D 1;:::;kbe
the nodes in the intersection of W2 and the j-th of these components (the components
may be numbered arbitrarily), and similarly, let Cj; j D 1;:::;k be the nodes in
the intersection of C and the j-th of these components. The subgraphs induced by
K j [ Cj; j D 1;:::;kform the distinct components of W2 [ C.
We ﬁrst consider the case where i 2 Q. Since for all j D 1;:::;k, the subgraphs
induced by K j [ Cj contain at least one element of C, and since they are distinct
components of the subgraph induced by W2 [ C, there must be distinct cj 2 Cj; j DLifting valid inequalities for the precedence constrained knapsack problem 171
1;:::;k such that i 2 P.cj/; j D 1;:::;k.U s i n gt h a tW 1 W 2 , we establish that
all cj; j D 1;:::;kare in distinct components of the subgraph induced by W1 [ C.
Let K0
j be the set of elements of P.C/ that are in the component containing cj in
the subgraph induced by W1 [ C. Then, K0
j  K j,s i n c eW 1 W 2 . Further, since
i 2 P.cj/; j D 1;:::;k,t h e s ekcomponents K0
j are in a single component of the
subgraph induced by W1 [ C [f ig .L e tK 0be the intersection of the set of nodes in
this component and the nodes in P.C/,a n dl e tC 0be the other nodes in the component.
Hence, the component Q of the subgraph induced by .W2 [ C [f i g /containing i,
whichconsists of k distinctcomponents K1[C1;:::;Kk[Ckof the subgraphinduced
by W2 [ C, contains as a subgraph a component K0 [ C0 of the subgraph induced by





subgraph induced by W1 [ C, such that K0
j  K j for j D 1;:::;k. Thus it holds that
f.W2 \ Q/ − f..W2 \ Q/ [f ig / f.W 1\Q/− f.W 1\Q/[f ig /
Onthe otherhand,ifi = 2 Q, QnfigDQ , andhencethe subgraphinducedby Qnfig
consists of one component of the subgraph induced by W2 [ C, namely the component
induced by the vertices in Q. Now consider the set Q \ C, and observe that i is not
a predecessor of any of the elements in Q \ C. Consider a component Q0 in W1 [ C
for which it holds that Q0  Q.S i n c eiis not a predecessor of any vertex in Q,i ti s
not a predecessor of any element of Q0, and thus, Q0 is a component of W1 [ C [f ig .
Hence, in this case we have that
0 D f.W2 \ Q/ − f..W2 \ Q/ [f ig /D f.W 1\Q/− f..W1 \ Q/ [f ig /
Since each component of W1 [f igis contained in a component of W2 [f ig , and since
the components of W2 [f igare, by deﬁnition, disjoint, this implies that
f.W2/ − f.W2 [f ig / f.W 1/− f.W 1/[f ig /
as required.
u t
Deﬁnition 6. Let C  V be a MIC and let P.C/ Df 1 ;:::;mg. Then, for i 2 P.C/,l e t
γ ibe deﬁned by
γi D f.f1;:::;i − 1g/ − f.f1;:::;ig/: (17)
Thus, γi represents the reduction in the number of components by adding node i and
the arcs constituting the precedence relations in which i is involved to the subgraph of
G induced by C [f 1 ;:::;i−1g. As node i is in P.C/, this automatically implies that
γi  0.
Proposition 4. Let C  V be a MIC and W  P.C/ with W Df 1 ;:::;mg. Consider




γi Dj C\Kj−1172 R.L.M.J. van de Leensel et al.
Proof. We use induction on the elements in W.F o riD1, consider any component K
of the subgraph induced by C [f ig . If component K does not contain node i,t h er e s u l t
follows immediately,as both the summation of the coefﬁcients γi in K and jC \ Kj−1
equal zero. If component K does contain node i, this node is connected with jC \ Kj
nodes in the component K. Hence, jC \ Kj components have been merged into one
component,such that the reductionin the numberof components γi equalsjC \ Kj−1.
Next assume that the result holds for the graph induced by C [f1;:::;i −1g.L e tK
be any component of the graph induced by C [f 1 ;:::;ig.I fKdoes not contain node i,
the result follows directly from the induction hypothesis. If K does contain node i,
then node i merges a number of componentsof the graph induced by C [f 1 ;:::;i − 1g
together, say components K1;:::; Kk. Note that this implies γi D k − 1. Consequently,
X
i2K\f1;:::;ig
γi Dj C\K 1j−1C::: Cj C\K kj−1Ck−1Dj C\Kj−1
u t
In the sequel we will use a special ordering on the elements from P.C/, namely,
a reversed topological ordering, i.e. a one-to-one mapping  V P.C/ !f 1 ;:::;jP.C/jg
satisfying .i/< .j /for i; j 2 P.C/ and j 2 P.i/. The following theorem shows that
under a reversed topological ordering γj is exactly the lifting coefﬁcient j, as deﬁned
in (12), for j 2 P.C/.
Theorem 4. LetC  V beaMICandlet beareversedtopologicalorderingon P.C/.
If the lifting coefﬁcientsγi are determined accordingto (17) underthe order , then for






γi.1 − xi/ j C j−1 (18)
isvalid andfacet-deﬁningforthepolytopeconv.X AjR.C//,w her eADf  − 1.jC1 /;:::;
−1.jP.C/j/g.
Proof. To show validity of (18) it sufﬁces to show this for j D −1.jP.C/j/.F o r
other values of j validity then follows from the fact that we restrict the set of feasible
solutions by setting the variables in f−1.j C 1/;:::;−1.jP.C/j/g to 1. Let x be an
arbitraryfeasiblesolutionwith xi D 0foralli 2 R.C/.DeﬁneC 0Df i2C j x iD1 g ,and







γi.1 − xi/ Dj C 0jC
X
i2W





j C 0jCj Cj− f. W /j C j−1
The ﬁrst inequality follows from the supermodularity of f,w h e r et h eγ iare obtained
using the sequence of P.C/ D −1.1/;:::;−1.jP.C/j/ and the γ0
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the subsequence of −1.1/;:::;−1.jP.C/j/ deﬁned by W. Using (17), observe that P
i2W γ0
i equals f.;/ − f.W/ Dj C j− f . W / . Finally, f.W/ equals the number of
componentsin the graph induced by C [ W.I fWD; ,t h e n f. W /Dj C j , and the result
follows from C0  C since C is a MIC. If W 6D ;, it follows from solution vector x that
nodes in C0 are not successors of nodes in W. Hence, in the graph induced by C [ W
the nodes in C0 are jC0j individual components. As there is at least one component
containing elements in W, it follows that f.W/ j C 0jC1, which completes the proof
of the validity of (18).
Toshowthat(18)isfacet-deﬁning,weuseinductionontheelements j D −1.1/;:::;
−1.jP.C/j/. It sufﬁces to display a feasible solution  j with 
j
j D 0, 
j
i D 1, i 2
f−1.j C 1/;:::;−1.jP .C/j/g,a n d
j
i D0f o ri2R . C / , satisfying (18) at equality
(see Nemhauser and Wolsey [15] Proposition 1.1., page 261). To construct this vector
consider the graph induced by C [f  − 1 . 1 /;:::;−1.j/g.L e tKbe the component





1 i 2 T.C/nK
0 otherwise










i / Dj C n KjC
X
i 2P . C / \K
γ i
Dj C n KjCj C\Kj−1
Dj C j−1
where the second equality follows from Proposition 4.
Hence, for j D −1.1/ the vector  j satisﬁes the requirements. Next assume that
the result holds for all i 2f  − 1 . 1 /;:::;−1.j − 1/g. Hence, we are given C C j − 1
afﬁnely independent vectors which all have their ith component equal to 1 for i 2
P.C/nf−1.1/;:::;−1.j −1/g. By deﬁning  j as in the above and following the same





Theorem 4 shows that f can be used in a lifting process to obtain facet-deﬁning
inequalities.Thecoefﬁcientsγi representthe reductionin the numberofcomponentsby
adding node i and the arcs constituting the precedence relations in which i is involved
to the subgraph of G induced by C [f 1 ;:::;i−1g. This reduction number can be
determined using a set union algorithm such as developed by Tarjan [20]. If n is the
number of nodes in the graph, and m is the number of arcs, the algorithm runs in
O..n C m/..n C m/;n//,w h e r e..n C m/;n/ is a functional inverse of Ackerman’s
function [1].174 R.L.M.J. van de Leensel et al.
3.3. Lifting of non-predecessor variables of a minimal induced cover
Althoughthemaximizationproblemin(8)isNP-hardingeneral,forPCKPtheresulting
problemin (12)canbesolvedin polynomialtimewhenliftingpredecessorsofa MICC.
For variables in R.C/, the maximization problem in equality (14) is also essentially
a PCKP, but will turn out to be NP-hard in general. To give a formal proof of this
statement, we introduce the following problem deﬁnitions:
Clique (see Garey and Johnson [10])
INSTANCE: Graph G D .U; E/, and a positive integer K, with 3  K j Uj .
QUESTION: Does G contain a clique of size K or more?
Note that the assumption K  3 does not change the complexity of the problem.
PCKP-MIC-R(C)-lifting
INSTANCE:
 Instance I of PCK P, consisting of a directed acyclic graph DI D .V I; AI/, a knap-
sack capacity BI 2 ZC,a n df o ra l li2VIav a l u ec I
i 2Zand a weight aI
i 2 ZC.
 AM I CCI VI
 A PFRS-order I on V InCI






i.1 − xi/ j C Ij−1
obtained by applying the lifting procedure as deﬁned in (12) to the variables in
P.CI/ under PFRS-order I.
 I 2 Z
QUESTION: Is the lifting coefﬁcient for the ﬁrst variable in R.CI/ under order I,a s
deﬁned in (14), less than or equal to I?
Theorem 5. PCKP-MIC-R(C)-lifting is NP-complete in the strong sense.
Proof. It can easily be checked that PCKP-MIC-R(C)-lifting is in NP. Hence it sufﬁces
to show that Clique reduces to PCKP-MIC-R(C)-lifting. To this purpose, the graph
G D .U; E/ will be transformed into an instance DI D .V I; AI/, in which there is
a node for each u 2 U and for each e 2 E. The nodes correspondingto U will function
as predecessors of nodes corresponding to E. As shown in Subsection 3.2, a lifting
coefﬁcient of a predecessor is equal to the reduction in the number of components.
Under the assumption that, for all u 2 U, the degree j.u/j2, this reduction, and
hence the lifting coefﬁcients, are enforced to be 1. Since we are looking for cliques of
size at least 3, this assumption causes no loss of generality.
Let G D .U; E/ be an instance of Clique, let K be any integer satisfying
3  K j Uj ,a n dl e tbe any orderon the nodesin U, i.e.,U Df  − 1. 1 /;:::;−1.n/g.
We deﬁne an index set J, consisting of nodes u 2 U which are currently not adjacent to
a node with higher index. Hence,
J Df u2Uj69 w2UV.w/ > .u/;fu;wg2E gLifting valid inequalities for the precedence constrained knapsack problem 175
Extend the graph G to Q G D . Q U; Q E/; where
Q U D U [
[
u2J
fQ ugI Q EDE[
[
u 2J
f u ;Q u g
Furthermore, let Q K D K,a n dQ an order on Q U such that .u/ DQ .u/,f o ru2U .
Then, since nodes in Q U have degree 1, G contains a clique of size K  3 if and only if
Q G contains a clique of size Q K.
Next, we determine a subset L  E whose elements share a common predecessor
in the directed graph to be introduced shortly. Let .u/ be the set of edges incident to
node u in graph Q G. Then, the set L is determined by the following algorithm, which is
to be explained shortly:
L D; IWD Q E I /* initialisation */
for u DQ  − 1 . 1 /to Q −1.jUj/ do
begin
let e 2 W \ .u/;




This algorithm processes the vertices u 2 Q U in increasing order of their indices, and
considers the intersection of .u/ and W,w h e r eWinitially consist of all edges in Q E.
In each iteration, the algorithm selects an arbitrary edge e in the intersection of .u/
and W, and eliminates all edgesin .u/ from W. Exceptfor e, the thus eliminated edges
a r ea d d e dt oas e tLwhich is initially empty. Notice that such an e always exists since
each vertexu 2 U is adjacent to a higher indexvertex in Q U. Notice also that all edges in
W \.u/nfegare in E since vertices in U only contain edges to Q U, and hence in Q E n E,
if they are not adjacent to a higher index vertex in U, and should this be the case, then
they contain only one such edge (which per force is chosen to be e).
Now, we are able to deﬁne the instance I with directed graph DI D .V I; AI/ where




To complete the instance I of PCKP-MIC-R(C)-lifting, let cv 2 Z for all v 2 V I,a n d
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Q K3 C a.Q/

u D q
Now consider Q E. In order to include all e 2 Q E in the knapsack, we must also include all
items in P. Q E/, which means in this case that all u 2 Q U and Q must be in the knapsack.












only j Q Ej−1 elements from Q E can be included in the knapsack. This yields that Q E is





1 i D Q
Q .i/C1 i 2 Q U
jQ UjC2 iDq
and the corresponding facet-deﬁning inequality after lifting Q and Q U be given by
X
i2 Q E
xi C .jLj−1 /. 1−xQ/C
X
i2 U
. 1−x i/jQ E j−1 (19)
Theliftingcoefﬁcientscanbeexplainedasfollows.Noticethatbytheconstructionof AI,
Q connects jLj elements of Q E, and thus adding Q yields a reduction in the number of
components of jLj−1. Further, by the construction of DI, there are jUj edges not
connected to Q. Now, using our assumption all vertices u 2 U have j.u/j2, each
vertex u 2 U connects the edge e selected in the Q .u/−th iteration of the previously
described algorithm to the component which became connected when xQ was lifted.
Hence u D 1 for all u 2 U. Finally, the vertices Q u 2 Q U can be seen not to cause
a reduction in the number of components at all, and hence have coefﬁcient Q u D 0.
Finally, let




Cj Uj− Q K:
#
We leave it to the reader to verify that the above transformation from G,v i a Q G ,t o
instance I is polynomial.Lifting valid inequalities for the precedence constrained knapsack problem 177
Next let us consider the problem (14) that arises when lifting xq, the only variable
in R.CI/. When lifting variable xq according to (14), nodes q and Q must be included
in the knapsack.
We are now going to show that Q G contains a clique of size Q K  3 if and only if the
maximal value of the lifting coefﬁcient for variable xq is less than or equal to I.
.)/ If G contains a clique of size Q K, then by including the nodes u in Q U [ Q E corres-
ponding to the vertices and edges in the clique in the knapsack together with Q and q,
we have a cumulative weight
Q K
Q K C .
Q K
2/





Q K3 C a.Q/

D BI. Thus





Cj Uj− Q K
#
as required.
.(/ Let the value of the lifting coefﬁcient for xq (being q  I) be obtained by
a solution in which i items (say) corresponding to nodes u 2 U in the graph Q G are
included in the knapsack. Let us ﬁrst assume i > Q K. Then the weight in the knapsack










Q K3 C a.Q/
3
5 > BI
which yields a contradiction. Hence i  Q K. Assume i < Q K. Then,











Cj Uj− Q K
#
D I
for Q K  3. Again a contradiction. Let us ﬁnally consider the case where i D Q K.T h e n
by the above reasoning we ﬁnd q  I which together with q  I implies that


























vertices from Q E must be included in the knapsack, and
moreover,these verticesmust havetheir predecessorsin the graphin the knapsack.This
can only be achieved if these vertices are in E, and hence we have found a clique of
size K in the graph G.
u t
Although lifting variables for a PCKP is strongly NP-hard in general, in the special
case where the precedence graph is a tree and the size of the coefﬁcients in the given
valid inequality is polynomially bounded, then lifting coefﬁcients can be obtained in
polynomial time.178 R.L.M.J. van de Leensel et al.
Theorem 6. Given a PCKP for which the precedence graph is a tree, and a valid
inequalitywith coefﬁcientswhose size is boundedby a polynomialin the size of the tree,
then all lifting coefﬁcients can be determined in polynomial time.
Proof. Lifting a variable requires solving a tree knapsack problem on a subtree of the
original tree. Tree knapsack problems with possibly negative objective coefﬁcients can
be solved in pseudo-polynomial time O.nQ2/by an extension of a standard dynamic
programming algorithm for tree knapsacks (see for instance Jonson and Niemi ([13]),
where Q is an upperboundon the maximumvaluethat can be achievedin the optimiza-
tion problem. If all coefﬁcients of the inequality are polynomially bounded in the size
of the original tree, then Q is polynomially bounded, and therefore the tree knapsack
problem can be solved in polynomial time.
u t
3.4. An example

































































ai D 4; i 2f 1 ;:::;7g
ai D 5; i 2f 8 ;:::;11g
ai D 7; i 2f 12g
b D 37
Fig. 1. Example
cover for which two different PFRS-orders are stated and a (1,k)-conﬁguration for
which only two valid inequalities out of the total set as deﬁned by (16) are listed. The
resulting facet-deﬁning inequalities are listed below. The combinatorial interpretation
of the predecessors of a minimal induced cover can be seen from this table, which also
illustrates that different PFRS-orders can lead to different facets. The reader may note
that manymore coversand (1,k)-conﬁgurationsare present in the probleminstance (see
also Section 5).Lifting valid inequalities for the precedence constrained knapsack problem 179
Table 1. A minimal induced cover and (1,k)-conﬁguration for problem instance in Fig. 1
C t type Z.r/ lifting order
{1,2,5,6,7} – MIC – 8,9,10,11,3,4,12
{1,2,5,6,7} – MIC – 8,10,9,11,3,4,12
{1,2,5} 12 (1,2)-conf {1,2} 7,8,9,10,11,3,4,6
{1,2,5} 12 (1,2)-conf {1,2,5} 7,8,9,10,11,3,4,6
Resulting facet-deﬁning inequalities for Table 1:
x1 C x2 C x5 C x6 C x7 C .1 − x8/ C 2 .1 − x9/ C.1 − x11/ C x12  4
x1 C x2 C x5 C x6 C x7 C .1 − x8/ C 2 .1 − x10/ C.1 − x11/ C x12  4
x1 C x2 C .1 − x8/ C.1 − x11/ C x12  2
x1 C x2 C x5 C .1 − x8/ C .1 − x9/ C.1 − x11/ C2 x12  3
4. K-covers
In this section, we discuss valid inequalities arising from K-covers. Although this class
of inequalities is a direct generalization of minimal induced covers, it is not always
immediately clear for which subset of the polytopethe correspondingvalid-inequalities
are facet-deﬁning. One way to obtain facets for the PCKP-polytope would be to follow
two steps: ﬁrst, the exact polytope for which the valid inequality is facet-deﬁningcould
be determined and next, the same lifting procedure as mentioned in Section 3 could be
applied. In this section, we show that if the ﬁrst step is skipped, and a different lifting
procedure is applied, again facets for the PCKP-polytope are obtained.
Deﬁnition 7. C  V is a K-cover if
 C is incomparable
8 S  C , with jSjDKit holds that a.T.S// > b,b u ta . T .S / nfig/  b;8i 2 S.
Let C  V be a K-cover, then
X
i2C
xi  K − 1 (20)
is a valid inequality for the PCKP-polytope.
Figure 2 shows that if C  V is a K-cover the subset XP.C/jR.C/ can be empty,
in which case the aforementioned lifting procedure cannot directly be applied to the
variablesin P.C/[R.C/. InthisexampleC Df 1 ;2 ;3 ;4 gisa 3-cover,but X P.C/jR.C/ D
;. In fact, the correspondingvalid inequality is facet-deﬁning for conv.Xf9;10;11gjR.C//.
Below we deﬁne a different lifting procedure which is still deﬁned on P.C/ [ R.C/
and generates facet-deﬁning inequalities. Note that the only differencebetween the two
lifting procedures consists of the polytope over which the maximization problem is








































ai D 2; i 2f 1 ;2 ;3 ;4 g
a iD7 ; i2f 5 ;6 ;7 ;8 g
a iD1 ; i2f 9 ;10g
ai D 3; i 2f 11g
b D 30
Fig. 2. Example k-cover
Deﬁnition 8. Let C be a K-cover and  be a PFRS-order for C which represents the
orderofliftingvariables.Lettheliftingcoefﬁcientforavariable j 2 P.C/bedetermined
by













and for a variable j 2 R.C/ by

















 C  V be a K-cover
  be a PFRS-order for C
 the lifting coefﬁcients for variables in P.C/ be determined according to (21)
 the lifting coefﬁcients for variables in R.C/ be determined according to (22)






i.1 − xi/ C
X
i2R.C/
ixi  K − 1 (23)
a) is valid, and i  0, for all i 2 P.C/ [ R.C/Lifting valid inequalities for the precedence constrained knapsack problem 181
b) deﬁnes a facet of the PCKP-polytope conv.X/.
Proof. Both validity and nonnegativity of the lifting coefﬁcients can be proved easily
using inductive arguments. We will prove the remainder of our claim by constructing
jVj−1 linearly independentvectors (directions) in the face described by the inequality.
These vectors are constructed as the difference of two vectors, both with the following
properties:
(i) the vector satisﬁes the knapsack constraint;
(ii) the vector satisﬁes the precedence constraints;
(iii) the vector satisﬁes the lifted inequality at equality.
Properties (i) and (ii) imply that the vector is in conv.X/, whereas property (iii)
guaranteesthat the vectoris in the face describedbythe inequality.Forease of notation,
let P0.C/ Dfj2P . C / j  jD0 gand P>.C/ Dfj2P . C / j  j>0 g . Note that for each
i 2 P>.C/ the number of items in C which are not successors of i is less than or equal
to K −2. If therewere morethan K −2 items in C which are notsuccessors of i, say set
S  C consisting of K − 1 items, then the maximization problem in (21) for variable
xi would have value at least K − 1 since the items in T.S/ could be set to one. In other
words, if S  C contains K −1 elements, then i is a predecessorof at least one element
from S. This property is used at several occasions in the remainder of the proof.
LetC Df 1 ;:::;jCjg.ForjD1;:::;jCj−1letCj Cnfj; jC1gwithjC jjDK− 2.
Next, deﬁne
j D xT.C j[fj;jC1g/nfjC1g
  j D xT.C j[fj;jC1g/nfjg
yj D j −   j
Then the vectors yj; j D 1;:::;jCj−1 are clearly linearly independent. Moreover,
j satisﬁes properties (i) and (ii) by deﬁnition: we take K items from C and all their
predecessors; after that we remove one of the items from the K items chosen. Clearly,
the vector j also satisﬁes property (iii): we have K − 1 elements from C, and thus the
ﬁrsttermoftheleft-handsideof(23)equals K−1.Sincetheothertermsarenonnegative
and the equation is valid, we must have that equality holds. For vector   j,( i ) ,( i i ) ,a n d
(iii) can be shown similarly.
For j 2 P0.C/,l e t jbe the vector for which the maximum in (21) is attained.
Let C j Df i2C j 
j
i D1 g . Thus, 8i2T.C j/
j
i D 1. Moreover, we may assume that
8i62T.Cj/
j
i D 0: Clearly, this maintains feasibility with regard to both the knapsack
constraint, and the precedenceconstraints. It remainsto show that the maximumin (21)
is not decreased. If i 2 C n C j 
j
i D 0 by deﬁnition of C j.I fi2P . C /nT . Cj/ , setting

j
i D 0cannothavea decreasingeffectonthe maximumin (21),since.1−xi/becomes
positive, and the objectivecoefﬁcient of .1−xi/ in (21)is nonnegative.Ifi 2 R.C/,t h e












1 i 2 T.Cj/[ P.j/[T.P>.C/\s.j//
0 otherwise
Note that j −   j is the j-th unit vector, since j 2 T.j/ but j = 2 T.C j/ [ P.j/ [
T.P>.C/\s.j//(Notethat
j
j D 0,see(21)).Itremainstoshowthatand satisfy(i),
(ii),and(iii).Toshowthattheknapsackconstraintissatisﬁed, weconstructanextension
ofthatdoesso.Let N C j beanextensionofC j with K−1elementsfromC.Ifj2T .N Cj/
take an arbitrary i 2 C n N C j. Otherwise choose i 2 C n N C j such that j is a predecessor
ofi. By deﬁnitionof K-covers,the set T.N C j [fig/nfigsatisﬁes the knapsackconstraint.
Clearly, T.C j/ and T.j/ are subsets of T.N C j [f ig/nfig. Furthermore, P>.C/  T.N C j/,
since T.N C j/ contains K − 1 elements from C. Thus, P>.C/ \s.j/  T.N C j/, and thus
T.P>.C/ \ s.j//  T.N C j/,a n dT .N Cj/T .N Cj[f ig /nf ig .
The precedence constraints hold by construction of j.
To show that (iii) is satisﬁed by j, we show that j obtains the same value in the
maximum of (21) as  j, i.e., K − 1. This is true because j is an extension of  j with
elements from s.j/ [fjg . This trivially holds for P>.j/\ s.j/ and fjg. It also holds
for the predecessors of both sets, i.e., T.P>.j/\s.j// and T.j/ by the deﬁnition of .
Since elementsfroms.j/have no contributionto the maximumof (21)j and  j have
the same value.Next, the terms in the maximumof (21) are a subset of the terms in (23)
with a value of K − 1. The remaining terms are nonnegative, and hence, by validity of
the inequality,thereforezero. Thus,(23)is satisﬁed at equality.Similar argumentsshow
that (i), (ii), and (iii) hold for  .
Next, let j 2 P>.C/,a n dl e tjbe the vector for which the maximum in (21) is
attained. W.l.o.g. assume that 
j
i D 0f o ri2R . C /and for i 2 P.C/ such that i is not
a predecessor of an element in C which is set to one. As indicated in the above, we can
againextendthesolution
j
i to a solution  j,in whichallvariablesin T.P>.C/\s.j//
are includedin the knapsack.Next, letj be any vectorwith K −1e l e m e n t si nCequal
to one, and 
j
i D 0, for i 2 R.C/. Analogously as in the above, one can verify that   j
and j satisfy properties (i)-(iii). Deﬁne yj D j −   j,t h e ny
j
j D1a n dy
j
i D0, for
i 2 P>.C/ \ s.j/ and i 2 R.C/.
Finally,for j 2 R.C/,letjbethevectorforwhichthemaximumin(22)isattained.
W.l.o.g., assume that 
j
i D 0, for i 2 R.C/ \ s.j/.L e tCj Cwith jC jjDK−1.
Next, deﬁne
j D  j
  j D xT.C j/
yj D j −   j





We leave it to the reader to verify that the jVj−1 vectors as deﬁned in the above
are linearly independent.
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The following example shows that Theorem 7 does not necessarily hold if we allow
























a i D 4 ; i 2f 1 ;:::;4g
ai D 2; i 2f 5 g
a iD10; i 2f 6 g
bD10
Fig. 3. Example 2




is a valid inequality. If we ﬁrst lift variable x6 according to (22) and then x5 according
to (21) we obtain the inequality
4 X
iD1
xi C 2x6  2
which is valid but not facet-deﬁning for conv.X/.
5. Computational results and concluding remarks
Togaininsightintheeffectivenessoftheproposedfacetsinthispaper,reconsidertheex-
ampleofSubsection3.4.Inthissmallexample36coverswerefound,whichbyapplying
different PFRS-orders led to a total of 63 diferent facet-deﬁning inequalities. Further-
more seven K-covers were found (11 different facets), and 24 (1,k)-conﬁgurations
(leading to 100 different facets).
In the ﬁve problem instances in Table 2 nodes in the same "layer" of the graph are
given the same, but randomly chosen, objective function coefﬁcient. For each of these
5 problem instances, the value of the LP-relaxation, the IP-value and the value of the
LP-relaxation after adding all 174 facets to the description were computed.
These results indicate that the effect of the valid inequalities may be signiﬁcant.
Problem instance obj1b represents a situation where nodes in layer three (i.e. nodes 1
through 7) have a low objective coefﬁcient compared to the other nodes.
Next,9objectivefunctionsinwhicheachnodeisgivenarandomobjectivecoefﬁcient
were generated. Different ranges of objective coefﬁcients were tested. Table 3 reports
on the computational results for these problem instances.184 R.L.M.J. van de Leensel et al.
Table 2. Computational results for problem instance in Fig. 1
problem LP-value LP + facets IP-value %gap closed
obj1 49.3 47.8 46 45%
obj1a 57.0 51.8 48 58%
obj1b 104.0 104.0 100 0%
obj1c 242.0 235.9 227 41%
obj1d 270.6 244.6 225 57%
Table 3. Computational results for problem instance in Fig. 1
problem LP-value LP + facets IP-value %gap closed
obj2 124.0 119.1 119 97%
obj3 116.0 110.3 110 95%
obj4 104.6 97.0 97 100%
obj5 179.8 176.0 176 100%
obj6 231.7 228.3 226 60%
obj7 233.7 223.7 222 85%
obj8 274.0 251.4 248 87%
obj9 53.5 51.5 51 80%
obj10 43.2 41.0 41 100%
The results show that a large proportion of the gap can be closed by including the
facets proposed in this paper. In fact, only PFRS-orders were considered in the tests,
hencemorevalidinequalitiescanbeincludedbyallowingformoregeneralliftingorders
as indicated in this paper. Finally we state some remarks on possible future research
directions.
Firstly, note that problem instance obj1c shows that for certain problem instances
thefacet-deﬁninginequalitiesdiscussedinthispaperarenotveryuseful.Directgeneral-
izations of otherwell-knownclasses of validinequalities forregularknapsackproblems
could of course form a fruitful area for future research. Next, to incorporate such in-
equalities into a branch-and-cut procedure, the separation problem must be addressed.
Again, generalizations of separation heuristics for ordinary cover inequalities can be
investigated. Thirdly, the difference in the deﬁnition of a minimal induced cover used
in this paper and by Boyd ([5]), and the deﬁnition employed by Park and Park ([16])
deserves more research. Finally, the lifting procedure as proposed in Section 4 is only
proventobeavalidprocedureforvalidinequalitiesarisingfromK-covers.Infact,inthe
proof detailed information from the deﬁnition of a K-cover is used. The question arises
whether these lifting ideas can also be used for different and/or more general classes of
valid inequalities.
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