Abstract -We derive a new achievable rate region for the user cooperation channel [2], which exceeds the best known result for this channel [3] . Since the user cooperation channel includes many other known channels as a special case, the new rate region provides improved achievable rates for these cases. The most notable example is that of the Gaussian relay channel , for which we present a new closed form inner bound (Corollary 2) higher than the only known result (Theorem 5 in Cover and El Gamal) for many channel conditions.
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I. Channel Model
We consider a discrete memoryless user-cooperation channel (UCC) [2] which is a 2-user channel with two inputs x1 and x2, the output y, and two feedback outputs y1 and y2 to the first and second user, respectively. The signals x1, x2, y, y1, and y2 are taking values from the set of alphabets X1, X2, Y, Y1, and Y2, respectively. The channel is denoted by (X1 × X2, p(y, y1, y2|x1, x2), Y × Y1 × Y2) where the channel transition probability is given by p(y, y1, y2|x1, x2).
II. Main Results

Theorem 1 For the discrete memoryless user cooperation channel (X1 × X2, p(y, y1, y2|x1, x2), Y × Y1 × Y2), an achievable rate region is given by the closure of all rate pairs (R1, R2)
given by
for some pmf 's, where
The proof of the achievability is based on three main techniques: (i) the superposition block Markov encoding technique to exploit the feedback signals and introduce the cooperation between the encoding process for consecutive blocks, (ii) the idea of backward decoding (or restricted decoding) introduced in [3] , and (iii) the idea of source coding with side information [4] which helps to compress the transmission of the feedback signals to the destination.
We derive two corollaries to this theorem for the UCC and relay channel. Although, the best known rate for the Gaussian relay channel is limited to the rate of direct link for many cases of interest, Corollary 2 shows the true potential of relaying by providing a rate which is always higher than the rate of the direct transmission (unless h0 = 0 or h2 = 0) [1] . N2) at the receiver of the destination, user 1, and user 2, respectively, the following rate region is achievable
where 
