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Abstract 
This study is conducted by using agent based modelling to simulate the worker 
interactions within a workplace and to see how the interaction can have impact on the 
workplace dynamics. There are six chapters in this research and each chapter contributes 
to the content as follows. 
Chapter 1 consists of the background, research outcome, research methods and research 
importance and significance. Chapter 2 contains a literature review on agent based 
modelling, Deffuant’s Relative Agreement (RA) model, Hegselmann and Krause’s 
Bounded Confidence (BC) model. Chapter 3 lists out the detail of the methodology 
applied in this study. Two new models (Bounded Confidence with Bias model and 
Relative Agreement with Bias model) are built based on the theoretical foundation of two 
existing models aforementioned. One new factor, namely bias, is added into the new 
models. By adding this factor, it raises several issues which are to be studied. For example, 
will one agent deliberately ignore the other agents’ opinion when bias presents? Will 
agents still reach a consensus under the influence of bias? Will positive bias (catering to 
other agents) make the agents reach consensus faster? Chapter 4 presents visualisation of 
the outcome of all of the four models. In Chapter 5, intensive and extensive discussion 
over the result in Chapter 4 is accomplished. Finally Chapter 6 presents conclusions by 
producing an overview of the findings. It also emphasises the contribution of this study to 
the existing research. Limitations of this research will be reported also.  
In summary, the addition of bias makes the model more realistic and practical. However, 
this is only one of the psychological states that will influence the outcome of the interaction. 
Many similar elements mentioned in Chapter 6 will undoubtedly contribute to the outcome 
of such models. 
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1Chapter 1:  Introduction 
1.1 BACKGROUND 
Social interaction, as per Rummel (1975), in the sense of sociological ideology, 
refers to the acts, actions and practices of two or more people reciprocally directed towards 
each other. In another words, it is about any behaviour that tries to affect or consider each 
other’s subjective purpose or experience. Rummel (1975) also mentioned that social 
interaction is not necessarily defined by physical relation, behaviour or even physical 
distance. Rather, it is a matter of subjective orientation directed mutually towards each 
other. Goldstone et al. (2008) also proposed a term call “group behaviour” in which  the 
social interaction between workers takes place and the processes such as opinions, 
attitudes, growth, feedback loop and adaptations will be identified and have influence over 
the interaction. In addition, worker interaction serves the purposes of fulfilling the need of 
a worker who has been a part of the collective and works as a basis for the worker to 
interact with some specific people in the organisation (Jex & Britt, 2008). Hence, social 
interaction in a workplace is a critical foundation of how the organization or company will 
run.   
Interpersonal interactions of workers at their workplace have always played a 
crucial role in the overall workplace dynamics. There is a significant body of research in 
this area showing that positive effects to job involvement, job satisfaction, and 
organisational commitment will be obtained if workers are receiving support and have 
good interpersonal relationships with their colleagues. On the other hand, unwanted effects 
are also observed due to negative interpersonal relationships such as personal burnout, 
absenteeism and stress (see among others Price and Mueller, 1981; Riordan and Griffeth, 
1995; Hodson, 1997; Ducharme and Martin, 2000; Nielsen et al., 2000; Morrison, 2004; 
Wagner and Harter, 2006) and even psychological distress, anxiety, powerlessness, 
alienation, burnout and depression (House, 1981; House, Strecher, Metzner, & Robbins, 
1986; House & Wells, 1978). In addition, industrial and organizational psychology 
emphasizes the importance of the worker interaction. It is shown that workers engaged in 
jobs with more interactions with colleagues have higher satisfaction and better mood 
during work time (Krueger and Schkade, 2008). For some portions of the population, 
negative experience at work, especially lack of interaction, will increase the risk of 
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problem drinking, substance abuse and other harmful behavioural health outcomes 
(Fennell, Rodin, & Kantor, 1981; Harris & Fennell, 1988). Social support ensuing from 
the social interaction helps reduce the rate of worker turnover. (Price and Mueller, 1981; 
Riordan and Griffeth, 1995; Nielsen et al., 2000; Morrison, 2004; Mossholder et al., 2005). 
In a US survey of managers, it was found that more than 85% approved of worker 
interactions which subsequently elevated to workplace friendships (Berman, West & 
Richter, 2002).  
Apparently, interactions among colleagues play a vital role in decreasing or even 
avoiding the negative effects potentially suffered by the worker within a workplace. Not 
only do interactions among workers benefit the workers themselves, as mentioned above 
but also contribute in serving the purpose of enhancing the work efficiency of each worker, 
and groups they are in, producing a good atmosphere within the company which produces 
motivation, potentially elevating the reputation of a company.  
Interaction among people with different opinions can produce changes to opinions, 
academically termed as “opinion dynamics”. Lorenz (2007) mentioned that the term 
“opinion dynamics” epitomises a broad class of different models, having been distinct in 
terms of formalisation, heuristics and areas of interest such as collective decision making, 
arriving at consensus or not, political parties, the spreading and prevalence of minority 
opinions and extremism. 
According to Galam (2000, 2002), Schweitzer & Holyst (2000) and Sznajd-Weron 
& Sznajd (2000), discrete opinions have dominated previous research due to them being 
remarkably analogous with spin systems of physics.  
Consider a population of agents who possess different opinions about some 
particular issues. After considering the opinions from other agents, an agent will adjust his 
opinion based on those opinions. Nonetheless, there is one possible way to consider the 
conditions on such an interaction: the idea of Bounded Confidence. This condition sets a 
bound to the willingness of an agent to take another agents’ opinion into consideration: if 
the other agents’ opinions are too different from that of the first agent, then they will not 
be adopted for adjusting its own opinion.  
In this thesis, two main agent-based models are reviewed, applied and extended: 
Deffuant’s Model of Relative Agreement (RA model) (Deffuant et al., 2000; Deffuant, 
2006; Deffuant et al, 2002) and the Hegselmann-Krause Bounded Confidence model (BC 
model) (Hegselmann & Krause, 2002; Dittmer, 2000, 2001; Krause 1997, 2000, Lorenz, 
2007). Prior to discussing these two models, it is worthwhile to mention the preceding 
3 
 
 
 
models that inspired and triggered the construction of the RA model and the BC model 
specifically: the Axelrod model on dissemination of culture is what inspired the RA model 
to be subsequently built (Axelrod, 1997). Initially, the Axelrod model was applied onto 
agri-environemnt policies in the European Union (Lorenz, 2007; Axelrod, 1997). On the 
other hand, DeGroot's (1974), Chatterjee & Seneta’s (1977) and Lehrer & Wagner’s 
consensus models (1981) underpinned the foundation on which Krause (1997, 2000) built 
the nonlinear version of the consensus model. 
In terms of the system of interaction, the RA model and the BC model differ 
significantly. Agents in the RA model interact with other agents randomly and in a 
pairwise sense. After the interaction, concession on opinions will either be made or not. 
On the other hand, each agent’s opinion in the BC model approaches the average opinion 
of all other agents as long as the average opinions are within the range of that agent’s 
confidence. These are the basic ideas about the BC model and the RA model that underpin 
the construction of the subsequent models with bias developed in this thesis. 
Such models are referred to as continuous opinion dynamics models (Deffuant et 
al., 2000; Hegselmann & Krause, 2002; Krause, 2000) whereas other relevant models such 
as Galam’s majority-rule model (2002), the Sznajd model (2000, 2002, 2003) and the 
Voter model (1975, 1983, 1984, 1985, 1986) are considered discrete opinion dynamics 
model which will not be considered here.  
Continuous opinion dynamics have a number of advantages which make them the 
obvious choice in this study. First, the continuous nature of system variables in continuous 
models allow continuous variation and thus allows the model to better describe the 
changes in between two states. Discrete models will only provide the differences of two 
states. Second, opinions change from time to time continuously within an interaction 
system. If only discrete changes are studied, there will be a lot of information missing. In 
another words, instead of changing opinions from No to Yes or vice versa, one can actually 
change from No to Probably No, Not Sure, Probably Yes and Yes in continuous form. 
Finally, the third advantage is, as noted by Foster (2006), that the continuous models 
provide the convenience in providing the descriptive power of verbal argumentation and 
to decide what different hypotheses imply.   
This research employs an agent-based modelling approach. Apart from the fact 
that continuous modelling itself contains several advantages, the agent-based approach is 
also advantageous. Taber & Timpone (1996) presented several positive features for agent-
based modelling including its flexibility, range of expressiveness, modularity and ability 
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to be executed in a parallelised way. Schweitzer (2003) and Helbing et al. (1997) 
combined agent-based modelling with their models in simulating the interaction with the 
environment, showing the adaptability and co-existence of this model to and with other 
kinds of different model. These two features are also shown in the research done by Parker 
& Epstein (2011) and Esptein (2009) studying evacuation of people during poisonous gas 
attacks using gas kinetic continuous models together with agent-based models. In terms 
of the economy, some assumptions are idealised and not well supported empirically. To 
solve this dilemma, multi-agent-based models can help overcome the limitation of the 
“perfect egoist” phenomenon by relaxing the aforementioned assumptions (Aaron, 1994). 
Finally, according to Lorenz (2007), agent-based modelling helps to test hypotheses. It 
acts as a magnifier to understand the context better. Through modelling the relationships 
on the basis of individuals in a rule-bound way, it produces emergent phenomena without 
setting any a priori presumption of the macroscopic system properties.  
Additionally, it should be noted that the use of the term “continuous” in the context 
refers to the opinion and not to the time. As per Lorenz (2007), it is highly likely for 
opinions in continuous opinion dynamics systems to be able to be expressed in real 
numbers. However, there is possibility for compromising to take place in the middle such 
as tax rates, prediction about macro-economic variables, political spectrum and so on. 
Therefore, continuous agent based models including the Bounded Confidence and the 
Relative Agreement models are mainly discussed and applied in this present research.   
Nonetheless, it is not to say that there is no limitations for agent-based modelling. 
There are, in fact, several disadvantages that might impose restrictions on the use of the 
strategy. 
First, it is reasonably possible for the modelled phenomena which is quite complex 
(Helbing, 2010). Olson’s (1971)’s public-good games show that some phenomena need a 
more integrated way of dealing with interactions with many agents, rather than using only 
an agent-based model. Second, the range of validity of an agent-based model is always 
overestimated, as per Helbing et al. (2010). Third, multi-agent simulation may require a 
lot of computational power. For example, need for extensive simulation runs a large 
number of agents, and visualisation of simulation requiring further computational power  
(Helbing, 2012). The choice of time discretisation also needs extra attention because 
extremely large or extremely small time steps might lead to incorrect results (Helbing, 
2012). Finally, fluctuations or noise may always appear and cannot be neglected. Helbing 
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(2010, 2011) showed that noise-free models may present totally different outcomes from 
the models with noise.  
1.2        AIM, OBJECTIVES AND RESEARCH QUESTIONS 
The aim of this research is to provide a description of the interactions between 
workers in a workplace using computational and mathematical models based on the RA 
model and BC model, so as to develop a conceptual framework for modelling the 
interaction wherein bias toward other agents exists and is to be quantified. In order to 
achieve this aim, the following objectives were discerned and identified:  
• To identify key elements needed within the interaction between agents   
• To study the existing models: RA model and BC model and review them in detail.    
• To integrate different types of information from the existing models, presenting 
various dimensions of the model output and explaining the reasoning behind the outcome.  
• To develop a new agent-based model based on those two aforementioned models.   
• To examine the impact of the workers‟ interactions on the workplace.  
Therefore, several research questions have to be addressed:  
• What information is needed to develop a new agent-based model of worker 
interactions? 
• How is the new agent-based model developed and implemented?  
• How does the outcome of the simulation of new agent-based model differ from 
existing models?  
• What is the impact of the outcomes on the workplace dynamics? 
1.3       RESEARCH METHOD 
This study is based on a conceptualisation of the current literature which provides 
the Relative Agreement Model (Deffuant et al., 2000; Deffuant, 2006; Deffuant et al., 
2002) and Bounded Confidence Model (Hegselmann & Krause, 2002; Dittmer, 2001; 
Krause, 2000) which are both agent-based models.  
This study consists of five stages which are summarised below. 
First, this research investigates how workers interact with each other and what the 
influence of the interaction has on the workplace dynamics. The literature review prompts 
the investigation of the BC & RA model, the methodologies utilised by other researchers, 
the mathematical model applied and the data and visualisation methods.   
Second, further investigation of the Hegselmann-Krause Bounded Confidence 
Model (Hegselmann & Krause, 2002; Dittmer, 2001; Krause, 2000) and Deffuant et al.’s 
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Relative Agreement Model (Deffuant et al., 2000:Deffuant, 2006; Deffuant et al., 2002)  
will be done. Studying how the models work forms the basis for subsequent models 
developed in the present research which integrate the characteristics of BC model and RA  
model with the additional psychological element of bias.  
Third, after considering the BC & RA models, the study proceeds to define new 
model component namely the attention coefficient, environment coefficient, concentration 
coefficient, bias coefficient, bias factor as well as the underlying theories to explain these 
coefficients and variables. 
Fourth, a new mathematical model focusing on human interaction in workplaces 
is developed. Integration of the aforementioned coefficients and variables into the existing 
model will be achieved. The coding of the model will be done with the mathematical 
software, MATLAB.  
Fifth, the model is simulated and visualisation of the results and analysis will be 
completed. Prior to the new model, simulations of the BC model and the RA model will 
be presented. Results will be depicted accordingly and analysis over the results will be 
executed. Newly constructed models are built based on the BC & RA model.                                  
1.4       RESEARCH IMPORTANCE AND SIGNIFICANCE 
This research produces a contribution to the applied opinion dynamics literature 
and knowledge both theoretically and practically.  
Theoretically, it deepens the comprehension towards the opinion dynamics and 
interactions among people particularly focusing on the research related to workers. This 
study expands on the basics of the existing BC and RA models. Both previous models 
address only the interaction among agents without investigating further whether opinion 
readjustment after interaction might have been due to some psychological factor prior to 
the interaction. That is the what-if scenario: what happen if an agent has already developed 
bias towards the agent he/she is about to interact with?  
Practically, there has been little research addressing psychological issues within 
the opinion dynamics literature. Existing research focuses on the consensus reached after 
certain amounts of interaction with little regard for the underlying psychological issue.  
Hence, the results of this study will be unique. The conceptual framework, approaches and 
methodological tools used in this study can contribute to organisational psychology 
research by improving the decision making process, enabling people to express opinions 
in an objective and unbiased way and enhancing the collaboration among workers and 
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thereby improving the dynamics of the organisation. Apart from that, it will also have 
impact on conditions such as safety at the workplace, prejudice from co-workers, bullying 
culture among workers and similar issues.  
1.5        SUMMARY 
In summary, Chapter 1 describes the background, research outcomes, research 
methods and research importance and significance.  
Chapter 2 presents a literature review of several areas: first, a general introductory 
literature review on agent based model will be completed. In the wake of that, respective 
reviews on Deffuant’s Relative Agreement Model and Hegselmann and Krause’s 
Bounded Confidence Model will be accomplished.  
Chapter 3 elaborates on the methodology used in this study. It fully develops the 
two fundamental mathematical theories, namely the RA model and BC model which will 
be depicted explicitly. Based on the rationale of these two models, two new models will 
be constructed to demonstrate how inter-agent bias can be modelled. These two models 
are referred to as the Relative Agreement with Bias Model (RAB Model) and Bounded 
Confidence with Bias Model (BCB Model). Meanwhile, literature review demonstrated 
merely basic interaction among agents without considering any psychological aspect i.e. 
bias which plays a crucial role in influencing the outcome of an interaction. The 
hypothetical scenario wherein bias will influence the outcome intuitively will be as 
follows:  
Agent A meets agent B. Under the presumption that they are randomly paired to 
converse and update their opinions accordingly (as per relative agreement model) or they 
interact provided both their opinions are not too dissimilar from each other’s (as per 
bounded confidence model), there is relatively high percentage of possibility that 
convergence of opinions will arrive eventually. Nonetheless, what if bias, be it towards 
the topic discussed or people they are interacting with, pre-exists before the interaction 
takes place? Will one deliberately disagree with whatever opinions the other is presenting? 
Will the biasedness subconsciously make one totally ignore other’s opinions albeit that 
other’s opinions are in fact very similar to his? These are to be discussed further in the 
subsequent chapters.  
Chapter 4 displays the results produced by the simulation of the four models: BC 
model, RA model and the newly developed RAB Model and BCB Model. Comparison of 
the results given by the four models will be presented also.  
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Chapter 5 discusses results from Chapter 4 by comparing the simulations of each 
model for a wide variety of parameters. It provides some practical implications related to 
how these models can be applied. It will also examine how the interactions among workers 
impact upon the organisation.  Examples will be given of how the model provides 
managers with guidelines on how to discern or even predict the potential outcome of the 
interaction among workers under specific circumstances, so as to build a harmonious, 
trustworthy, bias-free organisational environment. The aforementioened research question 
will be answered in this section.  
Chapter 6 presents conclusions by revisiting the research questions and producing 
an overview of the findings. Within this section, contributions of this study to the existing 
theory will be emphasised, and limitations of this research will be reported. Directions for 
the future research will also be presented. 
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2Chapter 2:  Literature review 
2.1 REVIEWS OF AGENT-BASED MODELLING 
There are many ways in which human behaviour, social interaction and other 
sociological topics can be mathematically modelled. The methods can be range from 
qualitative to quantitative in nature with the term “modelling” taking on different 
meanings and leading to different implications. Longley and Batty (2003) defined 
modelling as creating a simplified representation of reality of one or more processes that 
occur in the real world.   
In the basic sense, models can be static or dynamic with the former being where 
the input and output correspond to the same point in time and the latter presenting a later 
point in time than the input (Longley et al, 2005). Castle and Crooks (2006) provided 
further explanation on static and dynamics models: static models provide indictors that 
can provide some predictors of impacts; sensitivities or vulnerabilities whereas the 
dynamic models aim to project quantifiable impacts into the subsequent stages and are 
normally applied to predict or even assess the “what-if” conditions.  
A mathematical model can also be either individual or aggregate, as per Castle and 
Crooks (2006). Modelling occurs with any kind of system by applying a string of rules 
about the behaviour of the elements within the system. The behaviour of a crowd can be 
modelled via rules that are to characterise the behaviour of every individual albeit the 
practicality is quite low (Castle & Crooks, 2006). Goodchild (2005) used the example of 
the density of people in a crowd as a way to depict the continuous-field models in which 
this problem, namely the low practicality, is tackled by replacing individual objects with 
continuously varying estimates of abstracted properties. Apart from that, individual 
objects can be aggregated into the larger whole and the behaviour of the system will be 
modelled via these aggregates (Castle & Crooks, 2006). Nonetheless, they also point out 
that there are disadvantages with the aggregate system in which the data are compounded 
in modelling when the focus is upon interaction and dynamics.  
Due to advances in computational power, individual-level modelling has become 
a more feasible option. The computer modelling approach of Benenson et al. (2004)’s 
computer modelling research applied the automata approaches which in fact have been a 
huge development in individual-level modelling. Castle and Crooks (2006) defines 
“automata” as a “processing mechanism with characteristics that change over time based 
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on its internal characteristics, rules and external input”. Agent-based modelling is one of 
the particularly popular automata tools frequently used in social science.  
Bonabeau (2002) depicted that the agent-based concept is a mindset or idea rather 
than a solid, non-abstract technology wherein a system is narrated and described as per its 
constituent parts. Agent-based models have been applied on different disciplines, so as to 
cause the difficulty for scholars to be able to derive a consistent and concise meaning. 
Russell et al. (2003) proposed that the word “agent” is just a tool for analysing rather than 
a clear-cut classification where entities can be categorized as agents or non-agent. Castle 
and Crooks (2006), however did mention that an agent’s behaviour has to be adaptive to 
the environments, be able to learn and change their behaviours accordingly.   
Wooldridge and Jennings (1995), Epstein (1999), Macal and North (2010) came 
out with some features that help to identify what “agent” means:  
• Autonomy: Being autonomous means that agents manage to process information 
and exchange information with other agents in order to make independent 
decisions. They can also interacting with other agents freely without having their 
autonomy affected.  
• Heterogeneity: Agents allow the development of autonomous individuals. The 
existence of groups of agents is allowed. However, agents with high resemblance 
with each other will be combined together.  
• Active: Being active means they do not rely on others to have influence over a 
model system. There are several subclasses in being active: agents are considered 
pro-active /goal-directed if they have goals to achieve in terms of their behaviour; 
agents can also be reactive/perceptive by having awareness towards their 
environment. Being provided with prior knowledge, they are aware of the 
obstacles and other entities;   
• Bounded Rationality: it also plays a crucial role in agents. Parker et al. (2003) 
mentioned that rational-choice models normally presumed that agents are 
complete rational optimisers with full access to information, foresight and infinite 
analytical ability, so as to enable them to solve complex optimization problems 
deductively to enhance their well-being and balance long term or short term 
payoffs with respect to uncertainty. Notwithstanding, the empirical validity of the 
aforementioned model is questioned due to the contradiction in between 
axiomatic foundations and the experimental evidence. In order to detect the 
limitations of these presumptions, agents are then configured with “bounded” 
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rationality. Rather than executing a model containing agents with optimal solution, 
inductive, discrete and adaptive options are made by the agents that help move 
nearer to their goals; Agents need to be able to be interactive or communicative 
to one another; Mobility of agents are of some importance too. Moving around 
the space with a model allows a vast range of potential uses; finally, it comes to 
the adaptation or learning of the agents. Agents can be adaptive and hence 
produce Complex Adaptive System (Holland, 1995), are able to change their state 
in order to adapt to a form of learning or memory and also are able to adapt at 
individual level (e.g. learning alters the probability distribution of rules that 
compete for attention) or the population level (e.g. learning alters the frequency 
distribution of agents competing for reproduction). 
Castle and Crooks (2006) presented a description of agent-based models. Such 
models consist of multiple, interacting agents located within a model or simulation 
environment. Normally the relationship between the agents is specified in some different 
ways from reactive to goal-directed. Agents can behave synchronously or asynchronously 
in accordance with the planned schedule. The environment plays a crucial role in defining 
the space in which agents operate. An agent can be spatially explicit by having a location 
in geometrical space although it itself may be static; if their location within the 
environment is not related, this shows that agent is spatially implicit.  
The agent-based approach is well recognized to have a number of modelling 
advantages. Generally, these can be summarised are as follows:  
▪ First, it manages to capture the abrupt, unexpected and even surprising 
behaviour, such as self-organisation, adaptation and chaos, which are 
normally the features of a complex system. This phenomenon is called 
emergent phenomena (Couclelis, 2002). Epstein & Axtell (1996) 
mentioned that emergent phenomena are characterised by steady 
macroscopic patterns from interaction of individual entities. It is not 
possible to reduce the whole system into different parts. Furthermore, 
emergent phenomena can present the properties that are, in a logical sense, 
independent from that of the system’s parts, as per Epstein & Axtell (1996). 
Nonetheless, Epstein (1999) did mention a setback due to characteristics 
of emergent phenomena: it makes understanding and prediction harder and 
the results might be counterintuitive. Bonabeau (2002) described 
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situations where agent-based models can be of particular use in capturing 
emergent behaviour:  
▪ Interaction between agents can be non-linear, discontinuous or discrete. 
Agent based model can be used if describing the discontinuity of 
individual behaviour is difficult, as is the case for example when modelling 
using differential equation.   
▪ Agent based model helps design a population of agents with heterogeneity. 
Heterogeneity permits the specific agents to exist with varying degrees of 
rationality. This is dissimilar to the aggregate differential equations which 
work to smooth out the fluctuations even though fluctuation can be critical 
under certain conditions: a system can be linearly stable but susceptible to 
large perturbation.  
▪ Aggregated equations normally presume global homogenous mixing. 
However, the topology of an interaction dynamics will always lead to 
deviations from afore-predicted aggregate behaviour.   
▪ Agents exhibit of complex behaviour such as learning and adaptation. 
Agent-based model is a more suitable and natural method for simulating 
the system consisting of real-world entities, compared to the other 
modelling approaches (Castle & Crooks, 2006). For example, 
conceptualising and modelling how people are evacuated from a building 
during an emergency is easier than developing the equations that govern 
the dynamics of the densities of those evacuated population. Furthermore, 
agent-based modelling counter-intuitively manages to help study the 
aggregate properties. Bonabeau (2002) noted that agent-based modelling 
is more useful than other approaches when the behaviours of the agents 
are random and stochastic and also pointed out that the activities are a more 
natural way to describe a system than are processes. In addition, the 
aggregate transition rates cannot be used to define the individuals’ 
behaviour. Compared to other modelling approach, agent-based is thought 
to have more flexibility, especially on geospatial modelling. Its flexibility 
can be reflected in several ways: First, agent-based model can be defined 
in any given environment, e.g. a city, a road network, a computer system 
and so on; second, the mobility of agents, in term of undiscovered 
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variables and parameters, makes agent-based modelling a more flexible 
approach. Aside from that, behaviours can be adjusted according to the 
interactions at a specific direction and distance. It also helps tune the 
complexity of agents such as degree of rationality, ability of learning and 
evolving, etc. Finally, it can also adjust levels of description and 
aggregation.  
Nonetheless, agent-based modelling has some limitations that might curtail one’s 
interest in using it. Couclelis (2002) mentioned that should agent-based modelling be used, 
the level of description for each and every phenomenon has to match the model’s 
construction or else it might not work as the way it should have. Castle and Crooks (2006) 
also mentioned that there are some variables which are hard to be quantified, calibrated 
and justified such as complex psychological state, subjectivity which affects individual’s 
choices and irrationality of behaviour. These variables will make the development, 
execution and interpretation of the output of the model even harder and more complicated. 
2.1.1    Agents 
According to Gilbert & Terna (2000), agents within agent-based models always 
interact within an environment. Agents might not be referred only to individuals but can 
also either be separate computer programs or unique parts of a program utilised to 
represent social actors – individual persons, organisations such as firm, factory and so on 
or even bodies such as nation and states. Gilbert & Terna (2000) also emphasised that 
being able to interact is a pivotal characteristic for agents. Under the interaction, 
information will be conveyed to each other and through this process, agents learn from 
these messages. There are two forms for the messages: it can be verbal conversation 
between agents or non-verbal information such as observation onto other agents. Agent-
to-agent interaction distinguishes agent-based modelling from other kinds of computation 
models. 
2.1.2 Opinion Dynamics 
Agent-based models are of paramount importance in social science. It has been 
widely applied in the field of opinion dynamics especially in the development of political 
opinions. Extremists’ opinions within a population are a frequent phenomenon which can 
be explained using agent-based model. In the wake of extremists’ opinions, several 
historical incidents have shown that some initial opinions from minority considered as 
extreme can somehow become the prevailing norm among majority. Gilbert (2007) listed 
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out several historical facts wherein extremists’ opinions prevailed subsequently: in the past 
decades, initial minority of radical Islamists were able to convince large populations in the 
Middle East countries; Fashion also reflects how extremists’ opinions become the norm 
among the majority people, for example some different kinds of dressing (Gilbert, 2007). 
On the other hand, bipolarisation of opinions happens among the population. Take politics 
as an example:  according to Bartels (2000), people tend to vote for the party they prefer 
for a long period.  It is very rare for one to vote for different party intermediately although 
Dalton et al. (2000, 2007) mentioned about swinging voters who are not affiliated with a 
particular party.  
According to Gilbert (2007), every agent commences with an opinion with a 
certain level of uncertainty. Assume that several extremists exist, possessing either the 
most positive or negative opinions. Normally, extremists are always having very low 
uncertainty due to the reason that it is very unlikely for them to change their mind. Gilbert 
(2007) mentioned that with the existence of extremists, the simulation will reach a steady 
state with all agents adopting the extremists’ opinions and joining them at one or the other 
end of opinion continuum. Hence, Gilbert (2007) suggested that if the extremists are 
removed from the simulation, the population tends to reach convergence in term of 
opinions.   
 In the sense of modelling, an agent-based model is applied as a media to run and 
observe the agent-based simulations. Due to its ability to simulate individual actions of 
agents with diversity and to measure the subsequent system behaviour and outcome over 
time, agent-based model becomes extremely useful to study the effects of processes that 
work with multiple scales and organizational levels (Brown, 2006). Bonabeau (2002) did 
emphasize that the roots of ABM are within the simulation of human social behaviour and 
individual decision-making process.  
Previous studies have resulted in empirical models for opinion dynamics and 
bounded confidence (Hegselmann & Krause, 2002), existence of extremism in continuous 
opinion models (Deffuant, 2006) and in relative agreement model (Deffuant, 2002), 
mixing belief (Deffuant, Neau & Amblard, 2000), mass opinion (Zaller, 1992), reaching 
a consensus (de Groot, 1974) the Zaller-Deffuant model Receipt-Accept-Sample model 
(RAS model) (Zaller, 1992) and Galam model (Galam, 2000, 2002) so on. These authors 
focus more on how the algorithms of the models function and what effects these models 
will produce, rather than on the data which are used to calibrate the system.   
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In this research, agent-based modelling is mainly applied. By comparing to other 
methods, agent-based modelling is described to be more intuitive, as per Bonabeau (2002) 
since the dynamics of the whole model system is indicated in accordance with individual 
agent. The robustness of agent-based modelling has been reflected mainly by psychology 
(Smith & Conrey, 2007) and computational engineering (Wooldrige, 1997) due to its 
advantage of integrating the conceptual or theoretical and mathematical dimensions of a 
model system.   
Meadows and Cliff (2012) mentioned two models of opinion dynamics based on Bounded 
Confidence Model by Hegselmann and Krause (2002) and Relative Agreement Model by 
Deffuant (2002, 2006). However it was discovered that two seminal papers regarding 
Relative Agreement model by Deffuant (2002 & 2006) had not only no prior independent 
replications of the key empirical results for the RA model presented in 2002 paper but also 
found that, even though the results are good in agreement with each other, both of which 
differ quite significantly from those by Deffuant and other co-authors. Consensus is 
expected to arrive because all opinions are expected to be equal at the end of the meeting 
intuitively. Otherwise, another meeting will be required in order to reach the consensus. 
However, as per de Groot (1974), there is a strict proof of this convergence. De Groot 
(1974) stated that under some specifications and conditions, consensus is typically 
obtained in the middle group. In another words, the consensus is merely an average of the 
initial opinion, so to speak. However, the de Groot model has yet to succeed in explaining 
the occurrences with the real-world examples of big amount of populations and/or 
extremely large groups constituting of extremist opinions. Some modifications on the de 
Groot’s basic model have been made in order to produce more realistic outcomes with 
different initial parameters. In order to better the model so that it edges more to the real-
life event, Krause (2000) built a similar model based on de Groot’s (1974) by adding in a 
condition: an individual with given opinion has a quantifiable conviction about that 
opinion and will only consider the opinions of others only if theirs are not too dissimilar 
from their own. Without this condition, there is a big possibility in the de Groot model, a 
group of participants with an initial opinion at one end will finish with a completely 
opposite opinion. Furthermore, the de Groot model itself made an implication that this 
would happen every time these circumstances take place. Asymmetries of influence 
dynamics in the model mean that it does not necessarily produce symmetric population-
level results and this makes more intuitive sense from a psychological perspective: people 
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who are not certain with their own opinions will not be as convincing as a person with a 
strong conviction.  
            To explore more variety of the model aforementioned, Deffuant (2002, 2006) 
extended from the Bounded Confidence model by creating Relative Agreement model. 
Two aspects are altered in Deffuant’s model: changing the way the agents interact, from 
presenting the opinion in sequence followed by a group-wide evaluation of opinions to 
interacting between two random agents and changing the way agents update their opinions 
from considering only others’ opinion provided it fell within the bounds of its own 
opinions to giving weight by the size of the overlap between the two agents’ boundaries 
then recalculating an agent’s opinion and its uncertainty after the interaction. By having 
these two changes, Deffuant’s model provides better realism since in reality, people do 
not consider the opinion of every other member of the population whereas Bounded 
Confidence model might work better under certain kind of restrictions. However, a long 
length of time is needed to run the Deffuant’s Relative Agreement model so that the 
number of interactions will ensue with the forming of stable clusters.   
2.2 REVIEW OF THE BOUNDED CONFIDENCE MODEL (BC MODEL) 
Krause (2000) developed a mathematical model in which the agents would only 
consider others’ opinions provided that others’ opinions are not too dissimilar from their 
own. In most of the cases, agents’ opinions are represented by scalars. However, opinions 
consist of several factors. Deffuant (2002) mentioned that the BC model can be seen as a 
non-linear model due to the fact that agents influence each other only if the distance 
between their opinions is below a threshold. Meadows and Cliff (2012) did however 
elaborate this in detail: normally an agent will have quantifiable conviction about the 
opinion they have in their mind. This condition is of necessity because without it, there is 
a big possibility for what follows to happen: in the de Groot model (1974), a group of 
agents could be gathered with initial opinions such that one agent with an initial opinion 
at one extreme could end up with a totally opposite opinion. It will happen to the situation 
where all agents have an opinion at one end with the exception of one agent whose opinion 
is at the complete different end. In another words, one agent with opinion totally different 
with other agents’ will actually influence all the other agents by making them change their 
opinions to the other extreme. De Groot (1974) also implies that this will happen every 
time these kinds of conditions take place.   
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Hence, with the existence of the threshold, an expert will be very convinced of 
their own opinion, thus ignoring experts with opinions which are quite different from 
theirs. In other words, another expert’s opinion has to fall within the bounds of the former’s 
opinion confidence or it will be ignored. Krause (2000) later added in a further condition 
by allowing the agents different levels of confidence in their own opinions: a weight on 
their own opinions. Nonetheless, this is to add some complexity to the model: some 
experts can be over confident in their own opinion and only consider others‟ which are 
very close to their own whereas other experts will be more open to divergent opinions. 
However, complexity can be a positive sign: heterogeneity is then added. Although most 
of the opinion dynamics models presume the homogeneity in each agent and that every 
agent is sharing the same confidence level, it is however quite improbable to happen 
because in the real world, various factors, be it physiological or psychological, will 
actually influence the confidence level to different extent. Thus, it is suggested (Kou et al., 
2012) that each agent should have different confidence levels. The heterogeneous bounded 
confidence model suits better for the opinion formation with different confidence levels. 
2.3 REVIEW OF THE RELATIVE AGREEMENT MODEL (RA MODEL) 
According to Deffuant (2002), the Relative Agreement Model is an extension to 
the aforementioned Hegselmann-Krause Bounded Confidence model. The RA model 
distinguishes itself from the BC model in two ways: first, instead of agents interacting by 
presenting their opinion in proper order accompanied by evaluation of opinions from other 
agents in BC model, agents in the RA model are randomly chosen to interact. After 
presenting their own opinion, they will update their opinions based on others’ opinion; 
second, the RA model differs from the BC model in how the opinions are updated. For the 
BC model, agents only take another agent’s opinion into consideration when it falls within 
the bounds of the agent’s own opinion. However, for RA model, the size of the overlap in 
between two agents’ boundaries decides the weights which are used to reassess the other 
agent’s opinion and its uncertainty after the interaction. In the RA model, there is a 
continuous variation of the influence based on the distance between the opinions. During 
the interaction, the agents influence not only each other’s uncertainties but also each 
other’s opinions. Extremists that are a small proportion of people with much polarised 
opinions (low uncertainty) play a crucial role in the RA model. In particular, agents with 
extreme opinion can have a significant influence over the other agents, so as to make the 
whole population become extremists: either both ends of opinions are having same 
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number of extremists or one of the extreme ends becomes dominant. Conclusively, an 
agent’s influence will change depending on the height of his or her uncertainty level. This 
will make the extremists more influential. If the distance between the opinions is taken 
into account, there will be a continuous variation of the influence which will not be found 
in the BC model. Additionally, the influence is exerted onto both the uncertainties and 
each other’s opinions. 
2.4 DERIVATION AND RATIONALE OF NEW MODELS 
Before we proceed to how the bias factor is added into the equations, some reviews 
are done on how bias is embedded into the model of opinion dynamics. Schweitzer et al. 
(2013) introduced a systemic bias which uniformly exerts influence on the agents 
whenever the interaction begins. In the study, the bias appears in some forms in terms of 
the interpretations such as the influence of the predominant and highly-biased mass media 
and the presence of the strongly opinionated members of a decision board who, 
consciously or unconsciously, affect the debate and steer the discussions. The purpose for 
them to add in bias is to increase in the opinion change of agents when interacting with 
other agents whose opinion is affected by the bias. Simultaneously, it also proportionally 
decreases the opinion change of those agents who interact with other agents with the 
opinions with no bias. Should the interactions be absent, the agent’s opinions are then 
unaffected by any systemic bias.  
The part of this study is focusing on the methodology of deriving two new models: 
Bounded Confidence with Bias Model (BCB model) and Relative Agreement with Bias 
Model (RAB Model). Existing models such as BC model and RA model provide us with 
interaction based on similarity between agent’s opinion and the others’ and adjustment of 
own opinion after interacting with other random agents, respectively. New models will 
provide another condition which may or may not be having influence over the subsequent 
outcome: the bias.  
Hypothetically, bias, be it against the agent one is talking to or over the topic the 
interaction is about, plays as a role to impose influence over the subsequent outcome of 
the interaction. The existence of bias implies that the interaction which should have 
produced convergence might instead produce several clusters or even no clusters at all. 
Nonetheless, the opposite situation will also exist: will bias make the outcome have more 
convergence?  
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In this study, instead of using convergence factor µ from the original models (both 
BC and RA), Concentration Coefficient Ω will be applied.  There are two factors which 
consist of the Concentration Coefficient: the first factor is Environment (represented as ε) 
and the second factor is Attention (represented as α). The intervals for both factors will be 
within 0 and 1. In Environment, 0 represents too noisy, affecting concentration whereas 1 
represents silence, not affecting concentration; in Attention, 0 represents not paying 
attention whereas 1 represents paying full attention (eye contact). Hence, in this context, 
both environment and attention happening at the same time contribute to the formation of 
Concentration Coefficient.   
Having bias is either consciously, subconsciously or unconsciously existing in 
each or everyone’s mind. Within an organisation, it is “normal” to say that everyone is 
having some sorts of “impression” towards other colleagues. And this kind of “impression” 
is what consists of bias. Impression can be positive and negative. The interval for the 
biasedness coefficient β will be within -1 and 1 due to the negative or positive impression.  
The rationale for this “bias” to work is as follows: in both BC and RA models, 
agents go straight into interacting with other agents with similar ideas or updating their 
opinions accordingly after interacting randomly with other agents. In both cases, bias 
could have taken place before any interaction starts.  
In this research, bias works in this way: within a workplace, one worker is to have 
interaction with another works. Under the assumption that it is a workplace of same 
department and this has the implication that the workers at least know one another to 
certain extent, it is more or less workers are having different kinds of impression towards 
each other, be it about his behaviours, the rumour about him or his personality. These three 
aspects normally consist of the bias that people have against each other. 
2.5 COMPARISON WITH OTHER MODELS 
With the reviews on agent based modelling, opinion dynamics, Bounded 
Confidence Model and Relative Agreement Model being established, the derivation and 
rationale of the two new models: Bounded Confidence with Bias Model (BCB Model) 
and Relative Agreement with Bias Model (RAB Model) are then discussed based on them. 
Nonetheless, it is necessary to make some comparisons with other models which are 
different to and have little to no influence over the aforementioned BCB Model and RAB 
Model.  
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Axelrod (1997) developed a model of dissemination of culture based on two 
assumptions: first people are more likely to interact with others who share many of their 
cultural attributes and second these interactions have the proclivity to increase the number 
of cultural attributes they share in which culture is denoted as the set of individual 
attributes that are subject to social influence. Within this model, agent interacts with other 
agent randomly based on the probability proportional to the amount of opinions they both 
have consensus on. Vectors of opinions in this model consist of integers. Nonetheless, 
Axelrod’s model does not use bounded confidence. Instead, the amounts of opinions both 
agree on define the proximity of opinions.  
Laguna et al (2003) improved Axelrod’s model by adding bounded confidence to 
it. Two agents interact only under the condition that the Hamming distance between them 
is less than a threshold. Hamming distance in this context is referred to as the number of 
different components. This has the implication of being similar to the distance of opinions 
in between two agents and the overlapping of the agents’ opinion boundaries in Bounded 
Confidence model and Relative Agreement Model respectively.  
Voter model (Cox & Griffeath, 1983, 1984, 1985, 1986)) uses binary opinion to 
each agent which is to simplify the whole dynamics to simple answers of yes or no. With 
each time step, one agent is chosen randomly to interact with another agent to adopt his 
opinions. Since the opinion is simplified to two types, bounded confidence does not apply 
here. There is an extension of Voter model: Constrained Voter model (Vazquez et al., 
2003) which categorises agents to three types: leftists, centrists or rightists. Intermediate 
opinion is applied and leftist and rightists can only interact with centrists with no 
communication at all between leftists and rightists.  
In term of opinion dynamics model, agent changes their opinions after interacting 
with other agents. They do this either by an imitative process in discrete model or by 
edging the values of their opinions towards or backwards the values of other agents’ 
opinions.  Continuous Opinions- Discrete Actions (CODA) model (Martins, 2008, 2012) 
is the mixed version of both and agents can only express their opinions in binary form. 
There is a probability an agent with one end of opinions ends up in another end with every 
time step. Besides, past interaction plays a role in agents’ psychological state. Observance 
of verbalisation limits can be found in CODA model.   
Discretised versions of Relative Agreement Model (Stauffer et al, 2004) always 
round the opinions to the nearest integer. In the case of binary opinion of RA model, an 
agent always has the probability equivalent to the convergence parameter of the model to 
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adopt other agents “opinions” (Stauffer et al, 2004). Under the condition of multiple 
opinions and with the opinions varying from one another, there is always a probability of 
0.5 for one agent to adopt the opinions of other agents (Stauffer et al, 2004).  
By applying the Bounded Confidence Model, Zaller (1992) proposed a model of 
mass opinion, called Receipt-Accept-Sample (RAS) model, with the effect of bounded 
applied. Information accumulated by the participants from the media being encoded in the 
form of a probability distribution. Although the criterion of bounded confidence is applied, 
it depends on the actual state of consciousness of a given participant. However, there will 
be a side effect: memory effect, with which participants’ behaviour will be influenced. 
Notwithstanding, previous experience helps increase the participants’ ability to receive 
new messages and the most salient idea contributes to constructing the opinions of the 
participants. One positive thing about this model is that it captures the time evolution of 
the social system and is driven mostly by the information from the media (Malarz, Gronek, 
& Kułakowski, 2011). It does, however, need to address that this model can help achieve 
consensus with lower value for threshold, unlike Deffuant’s model which need a large 
enough threshold to reach consensus. There are arguments on the bias of the information 
from the media due to the fact that there is not criterion to measure this bias.  
Participants are more prone to “absorbing” the info they want to know from the 
media. Accessible information is always so sophisticated that they are always neglected. 
Malarz, Gronek, &  
Kułakowski, (2011) proposed that to cure the bias, the coordination centre needs 
to be chosen arbitrarily to be absolutely true. The results of Canadian elections of 1988 
(Dobrzynska & Blais, 2005) confronted the original version of Zaller’s model. It is pointed 
out that as per the statistical data the most aware persons do not form their opinions based 
on their predisposition. This agrees with Malarz et al (2011)’s result: most aware persons 
have no predispositions, if only the mutual exchange of opinions does not repress the 
mental independence.  One big disadvantage of this model is that it is still far from realism 
since infinitely long time, infinite number of agents and infinite number of messages are 
consciously evade in modelling 
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3Chapter 3:  Methodology 
3.1 PREVIEW 
This chapter describes in detail the existing mathematical models as well as the 
new models for which they form the foundation. It provides an in-depth description of the 
conceptual framework that was designed for this study. Due to its nature, data collection 
via registration, interviews, survey, observation and its analysis are not needed in the 
research. These models are examined by exploring the relevant model parameter spaces 
by way of computational simulation and this computational simulation is also described. 
Section 3.2 to section 3.4 will focus on the mathematical construction of the different 
models: the BC model, RA model, BCB model and RAB model whereas section 3.5 will 
describe the computational approach employed to simulate the mathematical models. 
3.2 MATHEMATICAL CONSTRUCTION OF THE BOUNDED 
CONFIDENCE MODEL 
Assume that there is an opinion formation processes involving a group of agents. 
In an ordinary interaction, an agent will consider others’ opinions, to some extent, in 
forming his/her own revised opinion. Agents tend to impose “weight” on others’ opinions. 
Hence, within a discrete time period, revised opinions are formed by adopting some 
weighted average of opinions. This is then repeated to produce the dynamics. Intuitively, 
the process is expected to be a repeated opinion averaging one which shortens the distance 
of newly formed opinions from different agents and leads to consensus. One specific 
example of a model for such a process is the Hegselmann-Krause model. Mathematically, 
BC model (Helselmann & Krause, 2002; Dittmer, 2000, 2001; Krause, 1997, 2000; 
Lorenz, 2007) can be explained as follows. 
Let n be the number of agents in the group and denote agent by i where 1 ≤ i ≤ n. 
At discrete time period  𝑡 = 1, 2, …  , the interaction process between agents will be 
modelled. The opinion of an agent is represented by a real number 𝑥𝑖(𝑡) with  𝑥𝑖(𝑡) ∈
[0,1]. We then have the vector 𝑥(𝑡) = (𝑥1(𝑡), … , 𝑥𝑛(𝑡)) which is the opinion profile of 
the population at time t. For the “weight”, given by an agent i on the opinion of agent j, 
we write 𝑎𝑖𝑗  with 𝑎𝑖𝑗 + 𝑎𝑖2 + ⋯ + 𝑎𝑖𝑛 = 1 and𝑎𝑖𝑗 > 0. Hence, the updated averaged 
opinion is formulated mathematically by  
𝑥𝑖(𝑡 + 1) = 𝑎𝑖1𝑥1(𝑡) + 𝑎𝑖2𝑥2(𝑡) + ⋯ + 𝑎𝑖𝑛𝑥𝑛(𝑡), 
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The explanation is that agent i adjusts his/her opinion in period t + 1 by weighting 
by aij the opinion 𝑥𝑗 of agent j at time t for all agents. According to Hegselmann & Krause 
(2002), if an agent puts on a positive weight on the other’s opinion, a consensus will be 
approached for every initial opinion profile after time t; contrarily, if a negative weight is 
put on other agent’s opinion by an agent, a consensus is quite unlikely to be achieved for 
every initial opinion profile. It is important to note that this weighting can change with 
time or with opinion. That is to say 𝑎𝑖𝑗 = 𝑎𝑖𝑗(𝑡, 𝑥(𝑡)) can be a function of t and/or of 𝑥(𝑡). 
A special case is where weights are zero, i.e. agent i ignores all other opinions, 𝑎𝑖𝑖 = 1 
and 𝑎𝑖𝑗 = 0 for 𝑗 ≠ 𝑖 , resulting in a static 𝑥(𝑡). 
Now, we may write this in matrix form by collecting the weight: 𝐴(𝑡, 𝑥(𝑡)) =
[𝑎𝑖𝑗(𝑡, 𝑥(𝑡)] where A has n rows and m columns. Then the general matrix form of the 
model can be written as 
                                    𝑥(𝑡 + 1) = 𝐴(𝑡, 𝑥(𝑡))𝑥(𝑡) for 𝑡 ∈ 𝑇,   
T  is defined as all the possible time steps such as seconds, minutes, hours, days 
and so on. 
If weights are fixed, the general matrix form of the model will become the classical 
model (Krause, 1887, 2000; Dittmer, 2000, 2001; Deffuant et al., 2000; Weisbuch et al., 
2001) 
                        𝑥(𝑡 + 1) = 𝐴𝑥(𝑡) for 𝑡 ∈ 𝑇, 
where A is a fixed stochastic matrix and x(t) is a column vector of opinions at time t. T  is 
defined as all the possible time steps such as seconds, minutes, hours, days and so on. De 
groot (1974) originally used this form for opinion pooling. 
Deffuant (2006) also mentioned that every agent in the BC model has a threshold 
i.e. uncertainty about their own opinions. If the opinions from the other agents are beyond 
this uncertainty, they will be ignored. Furthermore, the agents can have different level of 
uncertainties, as per Deffuant et al. (2002). Agents who are moderate in terms of his/her 
opinions tend to have larger uncertainty whereas agents who are extreme in term of their 
opinions have very low uncertainty. Moderate agents with larger uncertainty will update 
their opinions accordingly more often after interaction whereas extremists with low 
uncertainty will be found to cling onto their opinions regardless of the other agents’ 
opinions seem. Hegselman & Krause (2002) mentioned that an agent considered an 
average effect of his/her neighbours whereas Deffuant et al. (2001) only considered 
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pairwise interaction. The dynamics of the uncertainty is basically the same as the dynamics 
of the opinions (Deffuant, 2006). 
Hence, when an agent with opinion x and uncertainty u interacts with other agents 
with opinion 𝑥′  and uncertainty 𝑢′, this interaction can be shown mathematically by: 
𝑥 = 𝑥 + µ ∙ (𝑥′ − 𝑥), 
𝑥′ = 𝑥′ + µ ∙ (𝑥 − 𝑥′), 
𝑢 = 𝑢 + µ ∙ (𝑢′ − 𝑢), 
𝑢′ = 𝑢′ + µ ∙ (𝑢 − 𝑢′), 
where µ is the convergence parameter. In the case with confidence coefficient is applied 
(Deffuant, 2002), convergence factor µ will have two states: constant and adjustable. For 
the former, convergence decays exponentially in terms of threshold, variances and etc. 
versus the number of updates experienced by agents. For the latter, convergence decays 
hyperbolically as the inverse number of updates.  Nonetheless, confidence factor is not 
considered. Hence, the convergence factor is normally set at a value in the interval of [0, 
0.5]. At each time step any two random agents meet. They update their opinion when the 
difference of their opinions is smaller in terms of magnitude than a threshold d. Threshold 
d can be comprehended as the openness of an agent to discussion. Both agents with 
opinion 𝑥 and 𝑥′ and that |𝑥 − 𝑥′| < 𝑑, opinions will then be adjusted according to the 
systems shown above. If µ << 1, agents do not respond strongly to other’s opinions; while 
for µ =1, agents will give up own opinions in favour of another’s opinion. In this research, 
the interval for µ is between 0 and 1.  
In conclusion, in this model the opinion dynamics is formed by the evolution in 
𝑥(𝑡) and 𝑢(𝑡) over time, resulting from the interaction between the agents.  
3.3 MATHEMATICAL CONSTRUCTION FOR THE RELATIVE 
AGREEMENT MODEL  
Consider a population of n agents. Each agent i has associated with two variables: 
an opinion denoted xi and its uncertainty regarding that opinion denoted ui . We consider 
an agent’s opinion to sit on a continuum between -1 and +1 and denote the opinion value 
of agent i at time t by 𝑥𝑖(𝑡) ∈ [−1,1], 𝑖 = 1, 2, … , 𝑛.  Initial opinions xi are drawn 
randomly from a uniform distribution between -1 and +1. After the first interaction, agent 
i and j will update their opinion and uncertainty. Same goes to the other pairs of agents 
within a time-step. This process will be iterated until constant opinions and uncertainties 
are obtained. These interactions have the potential to change the agents’ opinions. If the 
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uncertainty is narrow, the implication is that only agents with similar mindsets will affect 
a particular agent’s opinions. Meanwhile, a wide uncertainty region means that an agent 
is quite likely to be influenced by other agents regardless of nature of other agents’ 
opinions.  
Like the BC model, the RA model takes into account the uncertainty held by an 
agent in its own opinions. However, any change in the opinion xi of agent j influenced by  
 
Figure 1: agent i with opinion 𝑥𝑖  and uncertainty 𝑢𝑖  has influence over agent j with opinion 𝑥𝑗  and 
uncertainty𝑢𝑗. ℎ𝑖𝑗 is then the overlap between xi and xj and 2𝑢𝑖 − ℎ𝑖𝑗  is the part of i  not overlapping with j. 
For the right side, dotted, lines are position of the opinion segments before interaction and plain line after. 
 
agent i is proportional to the overlap between both opinion segments (the agreement), 
divided by the uncertainty of the influencing opinion segment (hence the name “relative” 
agreement model). Different uncertainties from agents will produce asymmetry on the 
influence due to the division mentioned. (see Figure 1). 
Some assumptions are made in the construction of the model, and these should be 
noted explicitly. First, the network size m wherein agents interact with other agents is set 
constant. The set of agents that constitutes of the network does not change over time.  
Second, the convergence factor µ is set constant. Third, the uncertainty level remains the 
same for every agent although realistically it is quite impossible for every agent to have 
same uncertainty level. 
We refer to the u-radius uncertainty region around each agent’s opinion as the 
opinion segment and denote the segments for two agents, i and j by 
𝑠𝑖 = [𝑥𝑖 − 𝑢𝑖 , 𝑥𝑖 + 𝑢𝑖] ,  
𝑠𝑗 = [𝑥𝑗 − 𝑢𝑗 , 𝑥𝑗 + 𝑢𝑗] . 
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We then have the overlap-width given by 
ℎ𝑖𝑗 = min(𝑥𝑖 + 𝑢𝑖 , 𝑥𝑗 + 𝑢𝑗) − max(𝑥𝑖 − 𝑢𝑖, 𝑥𝑗 − 𝑢𝑗) , 
which means the non-overlapping region can be represented as  
2𝑢𝑖 − ℎ𝑖𝑗   , 
Then the agreement between i and j is given by the difference between the overlapping-
width and the non-overlapping region or  
ℎ𝑖𝑗 − (2𝑢𝑖 − ℎ𝑖𝑗) = 2(ℎ𝑖𝑗 − 𝑢𝑖) , 
and finally the relative agreement is   
(ℎ𝑖𝑗 − 𝑢𝑖)
𝑢𝑖
 
Then we employ the following update rules for the two agents’ opinions and uncertainties. 
 
If ℎ𝑖𝑗 < 𝑢𝑗, then 
 𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + µ (
ℎ𝑖𝑗
𝑢𝑗
− 1) (𝑥𝑗(𝑡) − 𝑥𝑖(𝑡)) , 
𝑢𝑖(𝑡 + 1) = 𝑢𝑖(𝑡) + µ (
ℎ𝑖𝑗
𝑢𝑗
− 1) (𝑢𝑗(𝑡) − 𝑢𝑖(𝑡)) , 
If ℎ𝑖𝑗 > 𝑢𝑖 , then  
𝑥𝑗(𝑡 + 1) = 𝑥𝑗(𝑡) + µ (
ℎ𝑖𝑗
𝑢𝑖
− 1) (𝑥𝑖(𝑡) − 𝑥𝑗(𝑡)) , 
𝑢𝑗(𝑡 + 1) = 𝑢𝑗(𝑡) + µ (
ℎ𝑖𝑗
𝑢𝑖
− 1) (𝑢𝑖(𝑡) − 𝑢𝑗(𝑡)) . 
Here, µ is a convergence factor and it represents the magnitude of the strength with 
which workers adapt to each other’s opinion. If µ << 1, agents do not respond strongly to 
other’s opinions; while for µ =1, agents will give up own opinions in favour of another’s 
opinion. In this research, the interval for µ is between 0 and 1.  
For ℎ𝑖𝑗 = 𝑢𝑗 , agent i does not have influence over agent j and vice versa. The 
(
ℎ𝑖𝑗
𝑢𝑖
− 1) becomes 0, making the existing system into 
𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) , 
𝑢𝑖(𝑡 + 1) = 𝑢𝑖(𝑡) , 
𝑥𝑗(𝑡 + 1) = 𝑥𝑗(𝑡) , 
𝑢𝑗(𝑡 + 1) = 𝑢𝑗(𝑡) . 
In this case, agents do not change their opinion at all. 
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For  ℎ𝑖𝑗 < 𝑢𝑗 ,  it turns the (
ℎ𝑖𝑗
𝑢𝑖
− 1) into negative value, which will then change 
the µ into negative value. Nonetheless, it will still produce outcome with plots which make 
no sense in terms of patterns and convergences. Hence, µ has to within [0, 1] in this 
research.  
3.4 MATHEMATICAL CONSTRUCTION FOR BCB MODEL AND RAB 
MODEL 
To construct a mathematical model that extends the BC model and RA model, 
incorporating bias, the following assumption is made: all agents have some pre-existing 
level of bias regarding the opinions of other agents. Prior to interacting with another agent, 
each agent reflects upon their bias and opinions about the other agent. Hence, the model 
for the bias on interactions is given by: 
𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) +  𝛽(𝑥𝑏(𝑡) − 𝑥𝑖(𝑡)) , 
𝑥𝑗(𝑡 + 1) = 𝑥𝑗(𝑡) + 𝛽 (𝑥𝑏(𝑡) − 𝑥𝑗(𝑡)). 
We again assume n is the numbers of agents in the group with i, j used to denote 
different agents where 1 ≤ 𝑖, 𝑗 ≤ 𝑛  and t is the time period where 𝑡 = 0,1,2, …  The 
opinion of agent i at time t is denoted as 𝑥𝑖(𝑡) and that of agent j at time t is denoted 
as  𝑥𝑗(𝑡) . xb represents the pre-existing ‘biased opinion/impression towards the other 
agents’. This arises due to numerous possible causes such as rumours (both good and bad) 
about the other agents, feelings towards other agents and observation of other agents’ 
behaviour. β is the bias coefficient. A negative value represents negative bias such as bad 
rumours about other agents or poor feeling towards other agent whereas a positive value 
represents positive rumours about a certain agent and good feeling towards certain agents. 
Hence, if agent i is to interact with agent j, under the existence of bias, agent i is 
going to “interact” with his own inferred bias to form a first impression about agent j. The 
“opinions” about agent j can be either positive or negative. Positive opinions bears the 
possibility that agent i tends to cater to agent j’s opinions so as to alter agent i’s own 
opinion to curtail the difference between its opinion and agent j’s opinion, albeit agent i’s 
initial opinion might be quite dissimilar to agent j’s. Another possibility might be that 
under the influence of positive opinions, agent i chooses to interact with agent j even 
though the initial dissimilarity of opinions would have hindered them from starting any 
interaction at all otherwise. 
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Meanwhile, negative opinions mean that agent i has a negative impression of agent 
j. The possibilities here are twofold: first, it could be that the negative impression is so 
overwhelming that agent i decides not to interact with agent j at all; second, it could be 
that under the influence of negative opinion, agent i still interacts with agent j but will not 
result in agent i adjusting his/her opinion even though agent i agrees with agent j to some 
certain extent.   
Recall the original dynamic equations of the bounded confidence mode given by  
𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) +  µ(𝑥𝑗(𝑡) − 𝑥𝑖(𝑡) , 
𝑥𝑗(𝑡 + 1) = 𝑥𝑗(𝑡) +  µ(𝑥𝑖(𝑡) − 𝑥𝑗(𝑡) . 
To integrate bias into the Bounded Confidence Model, the original Bounded 
Confidence model will transform to:  
𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + µ{𝑥𝑗(𝑡) − [𝑥𝑖(𝑡) + 𝛽(𝑥𝑏(𝑡) − 𝑥𝑖(𝑡))]} , 
𝑥𝑗(𝑡 + 1) = 𝑥𝑗(𝑡) + µ{𝑥𝑖(𝑡) − [𝑥𝑗(𝑡) + 𝛽(𝑥𝑏(𝑡) − 𝑥𝑗(𝑡))]} . 
For this new model, the convergence factor µ will not be applied. Rather a 
concentration coefficient Ω is used to replace it instead. Hence, the final Bounded 
Confidence with Bias model can be depicted mathematically as follows: 
𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝛺{𝑥𝑗(𝑡) − [𝑥𝑖(𝑡) + 𝛽(𝑥𝑏(𝑡) − 𝑥𝑖(𝑡))]}  , 
𝑥𝑗(𝑡 + 1) = 𝑥𝑗(𝑡) + 𝛺{𝑥𝑖(𝑡) − [𝑥𝑗(𝑡) + 𝛽(𝑥𝑏(𝑡) − 𝑥𝑗(𝑡))]}  . 
with Ω denoting the concentration coefficient, where 0 ≤ 𝛺 ≤ 1. 
The concentration coefficient consists of two factors: Environment (represented as 
ε) and Attention (represented as α) with 0 ≤ ε ≤ 1 and 0 ≤  α ≤ 1. 0 represents a very 
noisy environment resulting in difficulty paying attention whereas ε =1 represents an 
environment where paying full attention is easily achieved. The multiplication of both 
elements (the environment and the attention) gives the concentration coefficient Ω.  
In this model, bias affects the dynamics in different possible ways. First, it can 
decrease the uncertainty level of an agent when interacting with an agent against whom 
he or she has bias. Also, positive bias tends to increase an agent’s uncertainty level. In 
order to cater to the agent they like, they might change their opinion easily in favour of the 
opinion of the agent even though the ‘updated’ opinion is not aligned with their origin of 
position.  
Similarly, recall the original equations of the Relative Agreement Model. We 
again replace the convergence factor µ with a concentration coefficient Ω to give: 
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𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + Ω (
ℎ𝑖𝑗
𝑢𝑗
− 1) (𝑥𝑗(𝑡) − 𝑥𝑖(𝑡))  
𝑥𝑗(𝑡 + 1) = 𝑥𝑗(𝑡) + Ω (
ℎ𝑖𝑗
𝑢𝑖
− 1) ( 𝑥𝑖(𝑡) − 𝑥𝑗(𝑡) ) 
When bias presents, the original model will be transformed as below: 
𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + Ω (
ℎ𝑖𝑗
𝑢𝑗
− 1) (𝑥𝑗(𝑡) − [𝑥𝑖(𝑡) + 𝛽(𝑥𝑏(𝑡) − 𝑥𝑖(𝑡))])    
𝑥𝑗(𝑡 + 1) = 𝑥𝑗(𝑡) + Ω (
ℎ𝑖𝑗
𝑢𝑖
− 1) (𝑥𝑖(𝑡) − [𝑥𝑗(𝑡) + 𝛽(𝑥𝑏(𝑡) − 𝑥𝑖(𝑡))]) 
We refer to this new model as the Relative Agreement with Bias model. Comparing this 
model to the original RA model, there are two difference that can be identified: first, the 
convergence factor is replaced by the concentration coefficient; second, bias is added into 
the equation. hij (the overlapping region of both agent i and agent j is the same in both RA 
model and RAB model. 
3.5 COMPUTATIONAL METHOD 
            Agent-based model simulations can be implemented computationally using most 
computer languages such as Java, C, C++ and so on. Helbing & Balietti (2012) mentioned 
that SWARM and Repast are more user-friendly software packages, having low-level 
libraries for agent-based model. For the beginners, they recommend Netlogo and Sesam 
due to their simple graphical modelling environments. MASSIVE has also been developed 
recently for the simulation of very large crowds, which could also be used for non-human 
agents. In this study, I use MATLAB for computational simulations and experimentation 
due to several reasons. First, I had studied several mathematical subjects which allow me 
to handle MATLAB better than other software. Second, it allows me to test algorithms 
immediately without recompilation. For example, I type a command line, execute it and 
will immediately see the results. Another reason is that there is a lot of mathematical 
models being written in MATLAB code, enabling me to look for resources without any 
obstacles. Also, when there is a typo or error, it will remind you immediately. Hence, 
instead of worrying about every command line, I only need to make sure that the 
mathematical logic behind the model is not off the track and the numbers or variables that 
I type in are the correct ones. 
 
3.5.5    Model validation 
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            Brockfield et al. (2004) suggested that a high goodness of fit during model 
calibration does not actually imply a high predict power. In many cases, the problem of 
over-fitting does exist.  
Ideally, the model’s parameters can always be measured independently via 
estimation from experts. According to Helbing & Balietti (2012), the parameters are 
always narrowed down to reasonable range if there is a meaning for the parameters. 
However, it will be different case if the parameters have no meaning.   
I validated the model by dividing the empirical or experimental data into two parts: 
calibration and validation dataset (Helbing, 2009). The former is used to determine the 
model parameters and the latter is used to measure the goodness of fit obtained with the 
calibration dataset. To make this calibration and validation procedure independent of the 
way, the original data is subdivided, the whole procedure is executed either for all 
subdivisions into calibration and validation datasets or for a representative statistical 
sample of all possibilities. Distribution of model parameters will be produced due to the 
fact that the subdivisions have a separate set of parameters in the calibration step. Out of 
these distributions can one decide the average or most likely parameters and confidence 
level. The distribution of goodness-of-fit values obtained in the validation steps will reflect 
the predictive power of the model. However, there is still another way to determine the 
power of a model: determine the number of stylised facts that a model can produce. 
Helbing et al (2009) mentioned that a model which produces many different observations 
qualitatively well is preferred over a model with goodness-of-fit being quantitatively better.  
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4Chapter 4:  Results 
In this chapter, the outcome of the simulations will be presented for all four models 
considered in this thesis. For the BC model and RA model, the simulations show an 
exploration of the uncertainty value, agent interaction network and number of agents 
whereas for the BCB model and RAB model, bias factor, concentration coefficient and 
number of agents are studied. The final section of the results shows the comparisons of 
visualisation of BCB and RAB model under the influence of varying the uncertainty value.   
4.1 PERFORMING AGENT BASED MODEL SIMULATIONS 
Before presenting any results, the way the simulations are performed is going to 
be discussed as follows: 
4.1.1    Choice of time discretisation 
            The choice of time step ∆t in this study is in time step. The reason is that it most 
closely represents the order of magnitude of the length of a workplace conversation 
without identifying what unit the time has to be in. Setting the time step in unit (seconds, 
minutes or hours) is, per se, quite subjective because there is no definite rule to actually 
define the unit of the time step. Hence, in the subsequent section, I will address the time 
step as time step itself i.e. 5 time steps. 
4.2 PRESENTATION OF RESULTS 
In this section the results of simulations of the Bounded Confidence Model, 
Relative Agreement Model, and Bounded Confidence with Bias Model and Relative 
Agreement with Bias Model will be presented.  
Before we proceed further, due to random initial conditions each simulation will 
result in different outcomes even though values of the parameters are held constant. Here 
we present results from each model for 10 simulations and discuss the resulting outcomes 
and patterns. 
4.2.1    Bounded confidence model 
The result presented here is a representative one, with the number of agents being 
500 and the time of interaction being 250 time steps. Each agent is to interact with 100 
other agents at each time step. The uncertainty radius is set as 0.30 and the convergence 
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factor µ is 0.01. The simulation is run 10 times. Figure 1 shows the representative model 
outcomes. 
 
Figure 1a: 500 hundreds agents are given 250 time steps with each of them interacting with 100 other agents 
at each time step. Uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 10 
times and shown is a representative simulation. 
 
Figure 1b is the zoomed-in version of Figure 1a. Basically, they are the same. The 
only difference is that the plot in Figure 1b applies only 12 time steps, instead of 250 steps. 
As time progresses, agents’ opinion level tend to converge at opinion level of 0.5. 
The outcome of this simulation indicates that using a bounded confidence approach to 
model the workers’ interactions and together with this parameter set produces the 
convergence of opinions at around 0.5.  
Using the above simulation as a basis, we now consider how the workers’ opinions 
and overall dynamics change for particular changes in the parameter values. 
 
Effect of changes to uncertainty values 
To investigate the result of varying the workers’ uncertainty levels, we simulate the 
bounded confidence model with uncertainty levels of  u=0.05, 0.20 and 0.50 while holding 
the other values constant and equal to those in the base simulation from the start of this 
section. We note that the speed of convergence of agents’ opinions increases when the 
uncertainty value is increased. The reason is that a higher uncertainty level makes agents  
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Figure 1b: Shown are the first 12 interaction steps of the representative simulation presented in Figure 1a. 
 
more susceptible to other agents’ opinion, so as to change their opinions accordingly.  For 
an uncertainty value bigger than 0.50, essentially the same results are obtained, namely, 
opinion convergence in a very short time. Figure 2a, 2b and 2d show the results for three 
uncertainty values: 0.05, 0.20 and 0.50 respectively.  
As the value of uncertainty parameter increases, the agents have more opinion-
modifying interactions. Hence, fewer and more defined opinion clusters appear. In Figure 
2a, we can see many less defined clusters, reflecting that agents have very narrow 
uncertainty range and only pick other agents with similar opinions. When the uncertainty 
increases to 0.50, figure 2b presents only two clusters, instead of numerous clusters in 
Figure 2a. Figure 2c and Figure 2d show, however, as uncertainty values approach 1, 
agents have wider uncertainty region and become more receptive to other agents’ opinions. 
This implies that the number of clusters is related to the value of uncertainty in an inverse 
way. Agents who have high uncertainty value, tend to be more prone to listening to other 
agents’ opinion, so as to update their own opinion with newly received information. 
 
Effect of changes to agents’ interaction network sizes 
Demonstrated here is how workplace dynamics vary due to changes in the agents’ 
interaction network size. With other parameters held constant, namely the number of  
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Figure 2a: 500 hundred agents interact over 250 time steps with each agent interacting with 100 other agents 
at each time step. The uncertainty radius is 0.05 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
 
 
 
Figure 2b: 500 hundred agents interact over 250 time steps with each agent interacting with 100 other agents 
at each time step. The uncertainty radius is 0.20 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
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Figure 2c: Shown are the first 12 interaction steps of the representative simulation presented in Figure 2a. 
 
 
Figure 2d: 500 hundred agents interact over 250 time steps with each agent interacting with 100 other agents 
at each time step. The uncertainty radius is 0.50 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
 
agents being 500, 100 realisations of the model over 250 time steps, with uncertainty value 
equal to 0.30 and µ equal to 0.01, the simulations will be carried out with agent networks 
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of size 20, 150 and 300 respectively. Figure 3a, 3c and 3e show the outcomes under the 
influence of varying network. It is shown that whenever the agents’ interaction network  
 
 
Figure 2e: Shown are the first 12 interaction steps of the representative simulation presented in Figure 2c. 
 
increases, the convergence becomes faster. As shown in Figure 3a and Figure 3b which is 
the zoomed in version of Figure 3a, there is one only one cluster and it takes in between 
25 to 35 time steps to form the convergences. Nonetheless, if we look at the Figure 3c, 
Figure 3d which is the zoomed-in version of 3c and Figure 3e, Figure 3f which is the 
zoomed-in version of 3e, convergences happen in around 3 and 2 time steps, respectively. 
It implies that simulmaller interaction network sizes make agents need longer time to reach 
consensus with other agents. When the network size is smaller, it has the disadvantage that 
the diversity of the opinions from different agents decreases. When the diversity decreases, 
agents tend to have fewer options to utilise in updating their opinions. Hence, in order to 
reach consensus, with the interaction network size being smaller, longer time steps are to 
be needed for the agents to receive various opinions from smaller interaction network. 
 
Effects of changes of agent population size 
             Now, let us investigate the effect of the total number of agents on the simulation 
outcome. With other parameters set constant (number of time steps = 250, u = 0.30 and µ 
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=0.01, each agent interacting with 100 other agents in each time step), the number of 
agents is to be varied. In particular, simulations with 100, 250 and 1000 agents are  
 
 
Figure 3a: 500 hundred agents interact over 250 time steps with each agent interacting with 20 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
 
 
Figure 3b: Shown are the first 12 interaction of the representative simulation presented in Figure 3a. 
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considered. Again, we carry out 100 realisations of the model and Figure 4a, 4c and 4e 
present the outcomes of simulations for the agent population: 100, 250 and 1000 
respectively. 
 
 
Figure 3c:500 hundred agents interact over 250 time steps with each agent interacting with 150 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
 
 
Figure 3d: Shown are the first 12 interaction of the representative simulation presented in Figure 3c. 
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             It is apparent that when the number of agents increases, the clarity of the opinion 
clusters within the interaction continuing over the 250 time steps are becoming clearer and 
denser. This makes sense because the more agents engage in interacting with each other, 
 
 
Figure 3e:500 hundred agents interact over 250 time steps with each agent interacting with 300 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
 
 
Figure 3f: Shown are the first 12 interaction of the representative simulation presented in Figure 3e. 
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the cluster formed by multiple lines with each line representing one agent, will become 
clearer and denser. With all the other parameters held constant, the changes to population 
of agents is able to produce different clustering effects. Agents tend to achieve consensus 
in quite a short time steps which are all around 4 time steps (observed from Figure 4b, 4d 
and 4f), no matter what the agent population size is. This implies that agent population 
size might have nothing to do with the converging time. 
 
 
Figure 4a: 100 hundred agents interact over 250 time steps with each agent interacting with 100 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
 
4.2.2    Relative agreement model 
Again, a representative simulation is presented, with the number of agents being 
500 and the time of interaction being 250 minutes. Each agent is to interact with 100 other 
agents at each time steps. The uncertainty radius is set as 0.30 and the convergence factor 
µ is 0.01. The simulation is run 10 times. Figure 5a and 5b show the outcome of the 
representative simulation. 
As time progresses, most of agents’ opinion levels tend to converge at an opinion level of 
0.6 whereas those with interaction level of lower than 0.25 does not form any cluster. 
Those agents who do not form clusters are the agents who refuse to update their opinions. 
The reasons that make these agents maintain their opinions can be that they cannot find 
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other agents with similar opinions or even they have found agents with similar opinions, 
they refuse to change their opinions after interacting with other agents. The outcome of 
 
 
Figure 4b: Shown are the first 12 interaction of the representative simulation in Figure 4a. 
 
 
Figure 4c:250 hundred agents interact over 250 time steps with each agent interacting with 100 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
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this simulation indicates that using the relative agreement method to model the workers’ 
interactions with same parameters the bounded confidence model used and producing the 
convergence of opinions at opinion level of 0.6 for most of the agents and no convergence  
 
 
Figure 4d: Shown are the first 12 interaction of the representative simulation in Figure 4c. 
 
 
Figure 4e:1000 hundred agents interact over 250 time steps with each agent interacting with 100 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
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at all at opinion level of 0.25 and lower, show that the ‘relative’ term makes the 
commencement of the interaction among agents harder than that of the bounded 
confidence model. In the remainder of this section, using the above simulation as a basis,  
 
 
Figure 4f: Shown are the 12 interaction of the representative simulation of Figure 4f. 
 
 
Figure 5a: 500 hundred agents interact over 250 time steps with each agent interacting with 100 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
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we now consider how the workers’ opinions and overall dynamics change for particular 
changes in various parameter values. 
 
 
Figure 5b: Shown are the first 20 interaction of the representative simulation presented in Figure 5. 
 
Effects of changes in uncertainty values 
Simulating the model with several values for uncertainty, namely 0.05, 0.20 0.50 
and with other values set unchanged, it can be seen that as with BC model, convergence 
gets quicker when the uncertainty value is increased. However, there will still be some 
agents with opinion level lower than certain values forming numerous clusters and not 
converging. When the uncertainty value gets higher, say 0.60 and above, more clusters are 
formed and yet no convergence is achieved. 100 simulations are run and Figure 6a, 6c and 
6e show the plot for the outcome for uncertainty values of 0.05, 0.20 and 0.50 respectively. 
With uncertainty value of 0.05, it can be seen that many clusters are forming across 
the opinion level between 0.05 and 0.9. It can be seen that people with different opinion 
level between 0.1 and 0.9) are still forming clusters within certain period of time steps. 
Nonetheless, those agents with opinion level lower than 0.05 are so confident with their 
own opinions that they are unwilling to update their opinions at all and this makes the 
clusters not formed at all. Here, smaller clusters are formed less than 15 time steps. 
However, the biggest cluster takes almost 50 time steps to form. When the uncertainty 
value increases to 0.20, it becomes clearer that convergence starts to happen at only two 
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opinion levels: in between 0.7 and 0.8 and in between 0.3 and 0.4. Most of the agents’ 
opinion converge in a less than 50 time steps, with the bigger cluster spending almost 40 
time steps and the smaller cluster less than 10 time steps. This reflects that agents’ 
uncertainty regions are becoming wider and willing to listen to other and adjust their 
opinions accordingly. 
 
 
Figure 6a: 500 hundred agents interact over 250 time steps with each agent interacting with 100 other agents 
at each time step. The uncertainty radius is 0.05 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
 
When the uncertainty value increases to 0.50, agents become less certain and 
confident with their opinions. Based on the plot, it can be seen that convergences happen 
in a very short period at the opinion level between 0.5 and 0.6 and in less than 40 time 
steps agents are already arriving at consensus. 
In conclusion, with the uncertainty level being increased, agents tend to reach 
consensus by converging at a particular opinion level and the clusters are becoming lesser 
and eventually turn into one big convergence 
 
Effect of changes to agents’ interaction network sizes 
         Demonstrated here is how workplace dynamics vary due to the changes in the agents 
network size involved in the interaction process. With other parameters held constant and 
unchanged, namely number of agents being 500, 100 realisations of the model over 250 
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time steps with uncertainty value being equal to 0.3 and µ being equal to 0.01, the 
simulation will be carried out under the conditions of agent networks being 20, 150 and 
300 respectively. Figure 7a, 7c and 7e are presented with network size 20, 150 and 300  
 
 
Figure 6b: Shown are the first 50 interaction of the representative simulation in Figure 6a. 
 
 
Figure 6c: 500 hundred agents interact over 250 time steps with each agent interacting with 100 other agents 
at each time step. The uncertainty radius is 0.20 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
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respectively. 
         From Figure 7a and 7b, it can be told that with each agent interacting with only 20 
other agents and under the condition of other parameters being unchanged, convergence  
 
 
Figure 6d: Shown are the first 50 interactions of the representative simulation presented in Figure 6c. 
 
 
Figure 6e: 500 hundred agents interact over 250 time steps with each agent interacting with 100 other agents 
at each time step. The uncertainty radius is 0.50 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
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Figure 7a: 500 hundred agents interact over 250 time steps with each agent interacting with 20 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
 
starts to happen at the opinion level of 0.6. 
Most of the agents reach consensus at around 25th time steps. For the rest of the 
agents who have opinion levels of 0.25 and lower, they do not converge at all, implying 
the lack of consensus in terms of opinion. 
From Figure 7c and 7d，convergence starts to happen in less than 5 time steps, 
with other parameters being held constant and agent interaction network being 150. Most 
of the agents reach consensus in terms of their opinions in between opinion level of 0.6 
and 0.7. Those with opinion level of 0.25 and lower fail to update their opinions 
accordingly, causing the disappearance of the convergence. 
From Figure 7e and 7d, with agents’ interaction network being 300, by comparing 
with Figure 7c and 7d, it can be observed that the pattern of the convergence and the 
opinion level with which they converge at are basically identical. The only difference 
among them is the time steps needed for the convergence to take place. Figure 7c and 7d 
show that agents need less than 5 time steps to reach consensus in terms of their opinion 
with the rest of the agents with opinion level lesser than 0.3 choosing to insist on their own 
opinion, being not able to reach consensus. 
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Figure 7b: Shown are the first 50 interactions of the representative simulation presented in Figure 7a. 
 
Conclusively, it can be told that the bigger the agents’ interaction network, the 
lesser the time needed to reach consensus. High number of the interaction each agent has 
with other agents implies high number of opinions available to be utilised to update each 
agent’s own opinion. High number of opinions produces high diversity in term of the 
opinions and high diversity in the opinions means agent has more resource available to 
determine whether they should update their opinions. 
 
Effects of changes of agent population size 
Now, let us investigate the effect of the total number of agents on the simulation 
outcome. With other parameters set constant (number of time steps = 250, u = 0.30 and 
µ =0.01, each agent interacting with 100 other agents in each time step), the number of 
agents is to be varied. In particular, simulations with 100, 250 and 1000 agents are 
considered. Again, we carry out 100 realisations of the model and Figure 8a, 8c and 8e 
present the outcomes of simulations for the agent population: 100, 250 and 1000 
respectively. 
Figure 8a and 8b shows that with the number of agent population being 100, 
agents start to converge at opinion level in between 0.6 and 0.7. Those with opinion level 
equal or less than around 0.25 do not converge at all. The time steps needed for the  
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Figure 7c: 500 hundred agents interact over 250 time steps with each agent interacting with 150 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
 
 
Figure 7d: Shown are the first 20 interactions of the representative simulation presented in Figure 7c. 
 
convergence to happen is more than 5 time steps. Agents in Figure 8c and 8d with the 
number of agent population being 250 converge at opinion level of 0.6. Those with opinion 
level less than 0.25 do not converge. The time steps need for reaching consensus is around  
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7. Figure 8e and 8f present the convergence present by agent reaching consensus in terms 
of opinion at the opinion level of 0.6. Agents with opinion level less than 0.3 do not 
convergence. Those agents who reach consensus spend around 10 time steps.  
 
 
Figure 7e: 500 hundred agents interact over 250 time steps with each agent interacting with 300 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
 
 
Figure 7f: Shown are the first 20 interactions of the representative simulation presented in Figure 7e. 
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Figure 8a: 100 hundred agents interact over 250 time steps with each agent interacting with 100 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
 
Conclusively, it can be deduced that with the number of agents increasing, the time 
needed for the convergence to happen becomes longer, going from 5 to 10 time steps. 
Another phenomenon which is worth mentioning is that with the number of the agents 
going up, the clarity of the clusters becomes clearer. This actually is reasonable because 
each line represents an agent. The more the agents are, the more the lines will be. Hence, 
with the clusters consisting of more line, their clarities are then enhanced. 
 
4.2.3    Bounded confidence with bias model 
To investigate the capability of this model, simulations are run using MATLAB. 
The simulation shown in Figure 9 will be used as a representative one, with the number of 
agents being 500, number of time steps being 250, each agent interacting with another 100 
agents and the number of agents “interacting” with their own mind, potentially leading to 
bias, being 100. The uncertainty is set at 0.25 and the bias factor β is set to 0.00. The 
attention coefficient α and environment coefficient ε are multiplied to give the 
concentration coefficient Ω and so the values of both coefficients can be used 
interchangeably. Hence, for this representative model, the values of the attention 
coefficient and environment coefficient are 0.15 and 0.85 or vice versa.  
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Under the influence of no bias (with bias factor set to 0), it is within expectations 
that there are still numerous clusters formed. Through the plot (Figure 9), it can be seen 
 
 
Figure 8b: Shown are the first 20 interactions of the representative simulation presented in Figure 8a. 
 
 
Figure 8c: 250 hundred agents interact over 250 time steps with each agent interacting with 250 other agents 
at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation is run 
10 times and shown is a representative simulation. 
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that there are about three clusters formed with numerous small clusters scattering around. 
While two biggest clusters take around 50 time steps to cluster, the rest takes less than that  
to converge. However, it can be observed that there are many people being unable to  
 
 
Figure 8d: Shown are the first 20 interactions of the representative simulation presented in Figure 8c. 
 
 
Figure 8e: 1000 hundred agents interact over 250 time steps with each agent interacting with 1000 other 
agents at each time step. The uncertainty radius is 0.30 and the convergence factor µ is 0.01. The simulation 
is run 10 times and shown is a representative simulation. 
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Figure 8f: Shown are the first 20 interactions of the representative simulation presented in Figure 8d. 
 
update their opinions even after long time period of interaction with others. These agents 
are addressed as “opinionated agents”. Another phenomenon to be mentioned is that there 
are also agents who seem to be “opinionated agents” abruptly converge into a cluster.  
 
Figure 9: 500 hundreds agents are given 250 time steps with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Attention coefficient is 0.15 and environment coefficient is 0.85. Bias factor is 0. 
The simulation is run 10 times and shown is a representative simulation. 
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Figure 10a: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
is 0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias 
coefficient of β is -0.30. The simulation is run 10 times and shown is the representative simulation. 
 
 
Figure 10b: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
is 0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias 
coefficient of β is -0.80. The simulation is run 10 times and shown is the representative simulation. 
0 50 100 150 200 250
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Number of time steps
O
p
in
io
n
 l
e
v
e
l
Changes in individuals' opinion over time
0 50 100 150 200 250
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Number of time steps
O
p
in
io
n
 l
e
v
e
l
Changes in individuals' opinion over time
57 
 
 
 
These agents are termed as “pseudo opinionated agents”.  This phenomenon will be 
discussed in Chapter 5: Discussion. 
 
The effect of negative bias factor 
Now, we consider the influence of the bias factor. With other variables (the 
number of agents being 500, number of time steps being 250, agents interacting with 
another 100 agents, the number of agents considering their internal bias being 100, an 
attention coefficient of equalling 0.15, the environment coefficient set to 0.85 and 
uncertainty of 0.25) held constant, the bias coefficient was varied to consider its effect on 
the opinion dynamics. Three representative simulations for negative bias factor values of 
-0.3, -0.8 and -1 are visualised in Figure 10a, 10b and 10c, respectively. 
Figure 10a presents one large cluster forming which need more than 200 time steps 
for convergence and around another five smaller clusters which need less than 50 time 
steps. Figure 10b shows that a bigger cluster who need more than 50 time steps to converge. 
The other 5 smaller clusters need lesser than 50 time steps to form. Meanwhile, Figure 10c 
presents one big cluster spending more than 50 time steps. The rest is the smaller clusters 
which need less than 50 time steps. By comparing the three plots (see Figure 10a, 10b and 
10c), it can be seen that when the bias factor value changes from -0.3 to -1, the size and 
the amount of the clusters become bigger and higher. The difference between bias factor 
values of -0.8 and -1 are not too obvious, with both of them having smaller and high 
amount of clusters. Nonetheless, when the bias factor value of -0.3 are made comparison 
with that of -0.8 and -1, the difference becomes obvious, with bias factor value of -0.3 
presenting a big cluster, indicating the opinion consensus for some agents. 
It is inconclusive to tell any significant difference among these three graphs but it 
does imply that when the negative bias factor value is small, it is still quite possible for the 
agents to reach certain level of convergence in terms of opinions. 
 
The effects of positive bias factor 
After considering the negative bias factor values, we proceed to the situation when 
bias factor values are positive, indicating the existence of positive bias from one agent 
toward the other agent. With other variables again held constant, positive value of bias 
coefficient were investigated. Three representative simulations for positive bias factor 
value: 0.3, 0.8 and 1.00 are visualised in Figure 11a, 11b and 11c, respectively. Figure 11a 
shows a big cluster at opinion level of 0.5, needing less than 100 time steps to form  
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Figure 10c: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
is 0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias 
coefficient of β is -1.00. The simulation is run 10 times and shown is the representative simulation. 
 
 
Figure 11a: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
is 0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias 
coefficient of β is 0.30. The simulation is run 10 times and shown is the representative simulation. 
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Figure 11b: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
is 0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias 
coefficient of β is 0.80. The simulation is run 10 times and shown is the representative simulation. 
 
 
Figure 11c: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
is 0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias 
coefficient of β is 1.00. The simulation is run 10 times and shown is the representative simulation. 
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convergence. The other nine are smaller clusters, needing less than 50 time steps to 
converge. There are one big clusters and another six smaller clusters in Figure 11b. The 
biggest cluster needs more than 100 time steps to form cluster whereas another six smaller 
clusters need less than 50 time steps to form clusters. Figure 11c has seven clusters in total, 
consisting of 1 big cluster and another 6 smaller clusters. The biggest cluster needs less 
than 100 time steps to form cluster whereas the other smaller clusters need less than 50 
time steps to converge. There are not any significant difference out of three figures but it 
is noticeable that when the positive bias coefficient increases, the clusters get lesser by 
decreasing from 10 at Figure 11a to 7 in Figure 11b and 11c. Positive bias enables the 
agents to cater to the other agents’ opinions. The opinion consensus achieved might be 
confounded by the false agreement of one agent to another agent. False agreement means 
that even though the agent seems to update his/her opinion after interacting with the other 
agents, the consensus achieved is merely the product of one agents preferring the other 
agents. 
 
The effects of changes of the concentration coefficient under the influence of the positive 
bias value 
Now, we consider the effect of the changes of the concentration coefficient under 
the influence of positive bias factor. With other variables (the number of agents being 500, 
number of time steps being 250, agent interacting with another 100 agents, the number of 
agents considering their internal bias being 100, the bias factor of 0.30 and uncertainty of 
0.25), the concentration coefficient was varied to consider its effect on the opinion 
dynamics. Three representative simulations for concentration coefficients are 0.1, 0.5 and 
0.9 and are visualised in Figure 12a, 12b and 12c, respectively. 
Figure 12 a shows that under the condition of concentration coefficient of 0.1, there 
are six clusters being from, with two big cluster with another four small clusters with low 
clarity. First big cluster is formed at opinion level around 0.3 and the second one is formed 
at opinion level of 0.4, with the time steps needed to form cluster being both over 100 and 
with second big cluster needing more time steps than first big cluster. Figure 12b shows 
one bigger cluster with more than 11 smaller clusters with some of them having low 
clarities. The biggest cluster needs around 50 time steps to form cluster at opinion levels 
of 0.6 whereas the rest of the smaller cluster needs less than 50 time steps to form cluster 
along the whole opinion level bar, covering all value from 0.1 to 0.9, except 0.6. Figure 
12c presents 8 clusters in total, with the biggest one being formed at opinion level of 0.3  
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Figure 12a: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
is 0.25. Bias coefficient of β is 0.30. The concentration coefficient is 0.1. The simulation is run 10 times and 
shown is the representative simulation. 
 
 
Figure 12b: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
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is 0.25. Bias coefficient of β is 0.30. The concentration coefficient is 0.5. The simulation is run 10 times and 
shown is the representative simulation. 
 
Figure 12c: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
is 0.25. Bias coefficient of β is 0.30. The concentration coefficient is 0.9. The simulation is run 10 times and 
shown is the representative simulation. 
 
in less than 100 time steps and the rest of the smaller clusters scattering along opinion level 
of different values. i.e.  
Conclusively, there is not much pattern from the graph showing certain kind of 
trend but it is noticeable that high (0.9) and low (0.1) concentration coefficient make a 
certain amount of agent need longer time to form cluster whereas medium level of 
concentration coefficient (0.5) produces several clusters which need lesser time steps to 
converge. Hence, it is reasonable to say that time steps needed to form cluster might have 
correlation to the value of concentration coefficient. 
 
The effects of changes of the concentration coefficient under the influence negative bias 
value 
Now, we consider the effect of the changes of the concentration coefficient under 
the influence of positive bias factor. With other variables (the number of agents being 500, 
number of time steps being 250, agent interacting with another 100 agents, the number of 
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agents considering their internal bias being 100, the bias factor of -0.30 and uncertainty of 
0.25), the concentration coefficient was varied to consider its effect on the opinion  
 
Figure 13a: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
is 0.25. Bias coefficient of β is -0.30. The concentration coefficient is 0.1. The simulation is run 10 times and 
shown is the representative simulation. 
 
 
Figure 13b: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
0 50 100 150 200 250
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Number of time steps
O
p
in
io
n
 l
e
v
e
l
Changes in individuals' opinion over time
0 50 100 150 200 250
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Number of time steps
O
p
in
io
n
 l
e
v
e
l
Changes in individuals' opinion over time
64 
 
 
 
is 0.25. Bias coefficient of β is -0.30. The concentration coefficient is 0.5. The simulation is run 10 times and 
shown is the representative simulation. 
 
Figure 13c: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 100. The uncertainty value 
is 0.25. Bias coefficient of β is -0.30. The concentration coefficient is 0.9. The simulation is run 10 times and 
shown is the representative simulation. 
 
dynamics. Three representative simulations for concentration coefficients are 0.1, 0.5 and 
0.9 and are visualised in Figure 13a, 13b and 13c, respectively. 
Figure 13a shows around 10 clusters with the biggest one converging at opinion 
level of 0.45 in less than 50 time steps. The rest of the smaller clusters scatters around the 
opinion level in between 0.15 to 0.35 and 0.55 to 0.9. None of their time steps exceeds 50 
time steps. Figure 13b presents one big cluster converging at the opinion level of 0.64 
spending more than 150 time steps and another 5 smaller clusters converging at the 
opinion level of different values. All of the time steps are lesser than 50. Figure 13c shows 
a big cluster at opinion level of 0.6 needing more than 200 time steps to converge and 
around 4 smaller clusters scattering along opinion level from 0.1 to 0.3. Their time steps 
are all smaller than 50. 
In conclusion, under the influence of negative bias factor value, the higher the 
concentration coefficient, the lesser the clusters there is. 
 
The effects of change of the agent population size who consider their internal bias 
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With other variables held constant (number of agent = 500, number of time = 250, 
number of agent interaction = 100, uncertainty = 0.25, alpha being 0.15 and epsilon being  
 
 
Figure 14a: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 50. The uncertainty value is 
0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias coefficient 
β is -0.30. The simulation is run 10 times and shown is the representative simulation. 
 
Figure 14b: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 250. The uncertainty value 
is 0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias 
coefficient β is -0.30. The simulation is run 10 times and shown is the representative simulation. 
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0.85 or vice versa and beta being -0.30), the number of agent considering their internal 
bias is the variable to be examined. Figure 14a, 14b and 14c show the plots with different 
values of the numbers of agent who consider their internal bias which are 50, 250 and 500. 
 
 
Figure 14c: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 500. The uncertainty value 
is 0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias 
coefficient β is -0.30. The simulation is run 10 times and shown is the representative simulation. 
 
Figure 14a shows that there are 6 clusters in total with the biggest one needing 
more than 100 time steps and the rest less than 50 time steps. Figure 14b presents with 5 
clusters with the biggest cluster needing more than 100 time steps and 50 time steps for 
the rest. Figure 14c has 8 clusters, the biggest one needing more than 50 time steps and 
the rest less than 50 time steps. From the obtained information, there is not any obvious 
pattern to tell what is going on but when the number of the agents who consider their 
internal bias is around 250, there are two big clusters formed, indicating the suitable 
amount of these agents to exist and facilitate the interaction process. 
In conclusion, 250 seems to be a more suitable amount for the agents who consider 
their internal bias to exist in the system to help facilitate the interaction. 
 
4.2.4    Relative agreement with bias model 
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To investigate the capability of this model, simulations are run using MATLAB. 
The simulation shown in Figure 15 will be used as a representative one, with the number 
of agents being 500, number of time steps being 250, each agent interacting with another 
100 agents and the number of agents “interacting” with their own mind, potentially leading 
to bias being 100. The uncertainty is set at 0.25 and the bias factor β is set to 0.00. The 
attention coefficient α and environment coefficient ε are multiplied to give the 
concentration coefficient Ω and so the values of both coefficients can be used 
interchangeably. Hence, for this representative model, the values of the attention 
coefficient and environment coefficient are 0.15 and 0.85 or vice versa.  
Under the influence of no bias (with bias factor equalling 0), it is within the 
expectation that there are still numerous clusters formed. Through the plot, it can be seen 
that there are about five clusters formed. While the biggest clusters take around more 
than150 time steps to cluster, the rest takes less than 100 time steps to form clusters. 
However, it can be observed that there are also a big amount of people being unable to 
update their opinions even after long time period of interaction with others. 
Another phenomenon to be discussed is that there are many agents appearing in 
the plot without forming any clusters with any other agents, indicating the unwillingness 
of the agents to interact with other with different opinion level or even the same opinion 
level. In the remaining discussion, agents who exhibit such behaviour are termed as 
“opinionated agents”.  “Pseudo opinionated agents” will also be mentioned. The details of 
these two phenomenon will be discussed in Chapter 5: Discussion. 
 
The effects of negative bias factor 
Examined is the influence of negative bias factor with other variables still held 
constant (the number of agents being 500, number of time being 250, each agent interacts 
with another 100 agents and the number of agents “interacting” with his own mind leading 
to potential bias being 100, the attention coefficient equalling 0.15 and the environment 
coefficient equalling 0.85 or vice versa and uncertainty of 0.25), three representative 
values for negative bias factor which are -0.3, -0.8 and -1 will be tested to see if any 
significant change can be detected due to this varied values. Figure 16a, 16b and 16c show 
three representative graphs under the influence of different bias factor values -0.3, -0.8 and 
-1.00 can be visualised as follows. 
From Figure 16a, it can be observed that, there is one big cluster accompanied with 
another two smaller clusters. The biggest cluster is formed with the time steps needed 
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being more than 150 whereas for the other two smaller clusters, the bigger one has low 
clarity in terms of its converging shape and is formed under 100 time steps. The relatively 
 
 
Figure 15: 500 hundreds agents are given 250 time steps with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Attention coefficient is 0.15 and environment coefficient is 0.85. Bias factor is 
0.00. The simulation is run 10 times and shown is the representative simulation. 
 
smaller one is formed under time steps of 50. Figure 16b depicts four clusters with the 
biggest one needing more than 50 time steps. Nonetheless, the clarity of the converged 
cluster is low. Another three smaller clusters need less than 50 time steps to form clusters. 
Figure 16 c presents around 10 clusters with the biggest cluster formed needing less than 
100 time steps. The other smaller clusters are all formed along opinion level of 0.33 to 
0.95 with none of the time steps exceeding 50 time steps. All of the clusters are having 
low clarity, reflecting the fact that there are not too many agents willing to update their 
opinions accordingly.  
In conclusion, when the negative bias factor value is low (-0.3), the opinion 
consensus can be achieved by many agents. Nonetheless, when the value increases to -0.8 
and -1, big cluster cannot be seen and more small clusters are formed, indicating that 
agents tend to agree only with small amounts of other agents and low possibility for the 
big opinion consensus to be achieved. 
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Figure 16a: 500 hundreds agents are given 250 time steps with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Attention coefficient is 0.15 and environment coefficient is 0.85. Bias factor is -
0.30. The simulation is run 10 times and shown is the representative simulation. 
 
 
Figure 16b: 500 hundreds agents are given 250 time steps with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Attention coefficient is 0.15 and environment coefficient is 0.85. Bias factor is -
0.80. The simulation is run 10 times and shown is the representative simulation. 
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Figure 16c: 500 hundreds agents are given 250 time steps with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Attention coefficient is 0.15 and environment coefficient is 0.85. Bias factor is -
1.00. The simulation is run 10 times and shown is the representative simulation. 
 
The effects of positive bias factor 
After examining the negative bias factor value, we proceed to the situation when 
bias factor values are positive. With other variables (the number of agents being 500, 
number of time being 250, each agent interacts with another 100 agents and the number 
of agents “interacting” with his own mind to come out with potential bias being 100, the 
attention coefficient equalling 0.15 and the environment coefficient equalling 0.85 or vice 
versa and uncertainty of 0.25) held unchanged, three representative values for negative 
bias factor value: 0.3, 0.8 and 1.00 will be used to produce the visualisation (see Figure 
17a, 17b and 71c) below. 
In Figure 17a, several clusters are formed on different opinion levels. The biggest 
cluster is formed opinion level of around 0.53 with the time steps needed being more than 
100. The other 5 smaller clusters are formed on different opinion levels. All of them need 
less than 50 time steps to form. Figure 17b has one big cluster and 3 smaller clusters. Big 
cluster is formed with the time needed being more than 200 time steps. Finally, there is 
only one big cluster formed in Figure 17c with numerous opinionated agents at the  
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Figure 17a: 500 hundreds agents are given 250 time steps with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Attention coefficient is 0.15 and environment coefficient is 0.85. Bias factor is 
0.30. The simulation is run 10 times and shown is the representative simulation. 
 
 
Figure 17b: 500 hundreds agents are given 250 time steps with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Attention coefficient is 0.15 and environment coefficient is 0.85. Bias factor is 
0.80. The simulation is run 10 times and shown is the representative simulation. 
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background. It is formed at opinion level of around 0.6 and the time step is bigger than 
250.  
Conclusively, when the positive bias factor value increases, people tend to cater to 
other people’s opinion, causing the proclivity of clusters to be lesser and eventually 
become only one. Nonetheless, even with positive bias value of 1.00 (the highest value), 
there are still numerous opinionated agents in the background.   
 
The effects of changes of the concentration coefficient under the influence positive bias 
value 
This part is about testing the relative agreement with bias model under varying 
concentration coefficient with other variables held constant (the number of agents being 
500, number of time being 250, each agent interacts with another 100 agents and the 
number of agents “interacting” with his own mind to come out with potential bias being 
100, uncertainty being 0.25, the bias factor value being same 0.30). Three representative 
values for concentration coefficients which are 0.1, 0.5 and 0.9 are utilised to see what 
changes they will produce via the simulations. Figure 18a, 18b and 18c will be presented 
as representative graphs to show the changes. 
 
Figure 17c: 500 hundreds agents are given 250 time steps with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Attention coefficient is 0.15 and environment coefficient is 0.85. Bias factor is 
1.00. The simulation is run 10 times and shown is the representative simulation. 
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Figure 18a: 500 hundreds agents are given 250 minutes with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Concentration coefficient equals to 0.1. Bias factor is 0.30. The simulation is run 
10 times and shown is the representative simulation. 
 
In Figure 18a, it can be detected there are one biggest cluster formed at opinion level of 
0.5 accompanied by eight smaller cluster scattering at different opinion level. The biggest 
cluster spends more than 50 time steps to form convergence whereas the rests spend less 
than 50 time steps. Figure 18b shows two clusters with the biggest one formed at opinion 
level of 0.45 and the smaller one at 0.57. The bigger one takes more than 100 time steps 
to vaguely form a convergence whereas the smaller one takes less than 50 time steps. 
Finally, it comes to Figure 18c in which there is only one cluster formed at opinion level 
of 0.35 and the taken time steps are more than 100. 
Conclusively, it can be deduced from the patterns of three graphs that when the 
concentration coefficient becomes higher, under the influence of positive bias, the clusters 
get lesser and agents are more inclined to reaching consensus in terms of their opinions. 
Nonetheless, it will reflect another problem – is concentration itself having influence over 
the result or it is the combined effect of the concentration and the positive bias? The 
following study is about replacing the positive bias with negative bias and seeing how both 
concentration and negative bias work together. 
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Figure 18b: 500 hundreds agents are given 250 minutes with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Concentration coefficient equals to 0.5. Bias factor is 0.30. The simulation is run 
10 times and shown is the representative simulation. 
 
 
Figure 18c: 500 hundreds agents are given 250 minutes with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Concentration coefficient equals to 0.9. Bias factor is 0.30. The simulation is run 
10 times and shown is the representative simulation. 
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The effects of changes of the concentration coefficient under the influence negative bias 
value      
After testing the concentration coefficient with other variables (the number of 
agents being 500, number of time being 250, each agent interacts with another 100 agents 
and the number of agents “interacting” with his own mind to come out with potential bias 
being 100, uncertainty being 0.25, the bias factor value being same -0.30) held constant 
and positive bias factor value, now we proceed to do the same testing with negative bias 
factor value.  
Three presentative values for concentration coefficient which are 0.1, 0.5 and 0.9 
are utilised to see what changes they will produce. Figure 19a, 19b and 19c will be 
presented as representative graphs for the changes. 
Figure 19a produces two clusters which are formed at opinion level of 0.5 and 0.7. 
While both of them exceed 50 time steps to converge, none of them actually reaches 100 
time steps. Although the clusters are not well formed in Figure 19b, it is still able to tell 
that there are three clusters formed at opinion level of 0.35, 0.38 and 0.57 with only the 
biggest cluster exceeding 50 time steps. There is only one cluster formed in Figure 19c at 
opinion level of 0.35. The time steps needed is more than 200. 
In conclusion, it seems like when the concentration is increased within the 
interaction, agents still manage to reach consensus by converging even though they are 
under the influenced of negative bias. This answers to the previous section in which the 
question of whether it is the concentration that has influence over the converging clusters 
or it is the combined effect of the concentration and positive bias. Based on the results, 
agents still manage to reach consensus and when the value of the concentration coefficient 
reaches 0.9, it produces one cluster. Although some agents are able to reach consensus in 
terms of opinions with other agents, the opinionated agents are still prevailing. It is fair to 
say that if bias is added into the model, the existence of opinionated agents seems 
unavoidable. 
 
The effects of change of the agent population size who consider their internal bias 
 
With other variables held constant (number of agent = 500, number of time = 250, 
number of agent interaction = 100, uncertainty = 0.25, alpha being 0.15 and epsilon being 
0.85 or vice versa and bias factor value being -0.30), the number of agent making 
“interaction” with his own mind to form potential bias before interacting with other people  
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Figure 19a: 500 hundreds agents are given 250 minutes with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Concentration coefficient equals to 0.1. Bias factor is -0.30. The simulation is run 
10 times and shown is the representative simulation. 
 
Figure 19b: 500 hundreds agents are given 250 minutes with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Concentration coefficient equals to 0.5. Bias factor is -0.30. The simulation is run 
10 times and shown is the representative simulation. 
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Figure 19c: 500 hundreds agents are given 250 minutes with each of them interacting with 100 other agents 
at each time step. The number of agents interacting with his/her own mind to come out with bias is 100. 
Uncertainty radius is 0.25. Concentration coefficient equals to 0.9. Bias factor is -0.30. The simulation is run 
10 times and shown is the representative one simulation. 
 
 
Figure 20a: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 50. The uncertainty value is 
0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias coefficient 
β is -0.30. The simulation is run 10 times and shown is the representative simulation. 
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Figure 20b: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 250. The uncertainty value 
is 0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias 
coefficient β is -0.30. The simulation is run 10 times and shown is the representative simulation. 
 
 
Figure 20c: Shown plot is the opinion dynamics for 500 agents in 250 time steps interacting with another 100 
agents at each time step. The number of agents considering their internal bias is 500. The uncertainty value 
is 0.25 and the attention coefficient and environment coefficient are 0.15 and 0.85 respectively. Bias 
coefficient β is -0.30. The simulation is run 10 times and shown is the representative simulation. 
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is the variable to be examined by setting them as 50, 250 and 500. Figure 20a, 20b and 
20c will be presented representatively to show the effect of the change of the population 
size of the agents who consider their internal bias. It can be seen that there is one big cluster 
and 4 smaller clusters in Figure 20a. The biggest one is for at opinion level of 0.45 
spending almost 100 time steps whereas the other four smaller clusters are formed at 
opinion level of 0.34, 0.63, 0.67 and 0.78. However, the time steps spent for this four 
clusters are less than 50. Figure 20b presents 3 relatively bigger clusters together with 
another 4 smaller clusters. Opinion level of 0.5, 0.6 and 0.75 are where 3 bigger clusters 
are formed and all of them need more than 50 time steps. Meanwhile, the other 4 smaller 
clusters are formed at opinion level of 0.17, 0.25, 0.33 and 0.4. The time steps needed are 
less than 50. Finally, Figure 20c presents with one big cluster formed at opinion level of 
0.5 and eight smaller clusters formed at opinion level of 0.07, 0.17, 0.34, 0.62, 0.75, 0.8, 
0.85 and 0.9. Apart from the time steps needed for the big cluster being around 200, all 
the other smaller clusters have spent less than 50 time steps. 
In conclusion, it can be observed that when the population size of agents who 
interact with their internal bias before interacting with other agents increases, the numbers 
of the clusters increases too. The explanation for this phenomenon is that when the agents’ 
population size increases, the amount of bias increases. Bias makes those agents either the 
opinionated agents or reach consensus with small amount of other agents who have similar 
opinions and stop updating their opinions anymore. 
 
The effects of changes of uncertainty values for both Bounded Confidence with Bias 
model and Relative Agreement with Bias model. 
This is the section where the effect of changing the uncertainty value of both BCB 
model and RAB model will be studied. The hypotheses are that agents with high 
uncertainty are more susceptible to change their opinions after interacting with other 
people. Through multiple interaction, these agents will end up agreeing with one another. 
It is when the big convergence takes place. On the other hand, agents with low uncertainty 
are always clinging to their own opinion and are unlikely to change their opinions 
accordingly. Hence, in the end agents might end up no having a big convergence in 
opinions or having numerous clusters. With other variables held constant i.e. number of 
agents = 500, number of time = 250, number of agent interaction =100, number of agent 
making interaction with its own biasedness = 100, concentration coefficient =0 .1275  
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which is the product of the multiplication of attention coefficient and concentration  
coefficient, biased factor value = 0.30 uncertainty level with be tested on three values: 0.1, 
0.5 and 1 for both BCB and RAB models. There are eight graphs in total. The comparisons  
 
Figure 21a: This is the BCB model. 500 hundreds agents are given 250 minutes with each of them interacting 
with 100 other agents at each time step. The number of agents interacting with his/her own mind to come out 
with potential bias is 100. The uncertainty radius is 0.1. The attention coefficient is 0.15 whereas environment 
coefficient is 0.85. The bias factor is 0.30. The simulation is run 10 times and shown pattern is the 
representative one. 
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Figure 21b: Shown is the first 30 interaction of the representative simulation presented in 21a. 
are made between graphs produced by the BCB model and RAB model. Figure 21a and 
21b are compared with Figure 21c and 21d by showing the visualisations of BCB model  
 
Figure 21c: This is the RAB model. 500 hundreds agents are given 250 minutes with each of them interacting 
with 100 other agents at each time step. The number of agents interacting with his/her own mind to come out 
with potential bias is 100. The uncertainty radius is 0.1. The attention coefficient is 0.15 whereas environment 
coefficient is 0.85. The bias factor is 0.30. The simulation is run 10 times and shown pattern is the 
representative one. 
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Figure 21d: Shown is the first 30 interaction of the representative simulation presented in 21c. 
 
Figure 21e: This is the BCB model. 500 hundreds agents are given 250 minutes with each of them interacting 
with 100 other agents at each time step. The number of agents interacting with his/her own mind to come out 
with potential bias is 100. The uncertainty radius is 0.5. The attention coefficient is 0.15 whereas environment 
coefficient is 0.85. The bias factor is 0.30. The simulation is run 10 times and shown pattern is the 
representative one. 
 
Figure 21f: This is the RAB model. 500 hundreds agents are given 250 minutes with each of them interacting 
with 100 other agents at each time step. The number of agents interacting with his/her own mind to come out 
with potential bias is 100. The uncertainty radius is 0.5. The attention coefficient is 0.15 whereas environment 
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coefficient is 0.85. The bias factor is 0.30. The simulation is run 10 times and shown pattern is the 
representative one. 
 
Figure 21g: This is the BCB model. 500 hundreds agents are given 250 minutes with each of them interacting 
with 100 other agents at each time step. The number of agents interacting with his/her own mind to come out 
with potential bias is 100. The uncertainty radius is 1.00. The attention coefficient is 0.15 whereas 
environment coefficient is 0.85. The bias factor is 0.30. The simulation is run 10 times and shown pattern is 
the representative one. 
 
Figure 21h: This is the RAB model. 500 hundreds agents are given 250 minutes with each of them interacting 
with 100 other agents at each time step. The number of agents interacting with his/her own mind to come out 
with potential bias is 500. The uncertainty radius is 1.00. The attention coefficient is 0.15 whereas 
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environment coefficient is 0.85. The bias factor is 0.30. The simulation is run 10 times and shown pattern is 
the representative one. 
and RAB model under uncertainty level of 0.1, respectively; Figure 21e and 21f are 
compared to show the visualisations of both models under uncertainty level of 0.5, 
respectively. Finally, it is Figure 21g and 21h that are compared to show the visualisations 
of both models under uncertainty level of 1.0, respectively. Shown bellows are the eight 
graphs mentioned. 
From Figure 21a, numerous clusters can be seen along the opinion level y-axis. It 
shows that there are some agents who have consensus on opinions with other agents. 
However, the background of the plot reveals plenty of opinionated agents who refuse to 
agree to any other agents by showing straight opinion lines from the beginning to the end. 
Figure 21b basically shows the same pattern of plot as Figure 21a does.  Although the time 
steps seem to be short, it is meaningless due to the fact that most of the agents are 
opinionated agents. Conclusively, when the uncertainty value is low, people will insist on 
their own opinion very strongly. Only minority of the agents will update their opinions 
after interacting with other agents. Figure 21c and 21d basically are the same as Figure 
21a and Figure 21b. The only difference is the former is the simulation of RAB model and 
the latter is that of BCB model.  
Figure 21e and Figure 21f show the plots of visualisation for both BCB model and 
RAB model respectively under the uncertainty level of 0.5. The nearer the uncertainty 
level to 1, the more uncertain agents are with their opinions. In another words, they are 
more inclined to changing their opinions accordingly. Hence, Figure 21e shows two 
clusters of the convergence at around opinion level of 0.65 and 0.3. The time steps needed 
for both clusters are more than 250 and around 200 respectively. At the background, there  
 
are still many opinionated agents who choose not to change their opinions. Meanwhile, it 
can roughly tell that there is a big convergence for RAB model in Figure 21f. Although 
the form of the convergence has low clarity, it does reflect the fact that agents are already 
starting to reach consensus in terms of their opinion. Time steps needed seem to be more 
than 250. Conclusively, when the uncertainty value is increased, it enables the agents to 
be more open-minded and susceptible to new information from other agents 
Figure 21g, under the highest uncertainty level of 1, presents a nicely formed 
convergence with no opinionated agents detected. The convergence forms at around 
opinion level of 0.5. The time steps needed for the cluster to converge seem to be more 
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than 250. In conclusion, the highest uncertainty level means that agents will change their 
opinions easily. From the graph, it is observable that none of them is the opinionated agent. 
While Figure 21g is presenting the almost perfect form of convergence, RAB 
model however shows no convergence at all (see Figure 21h). There is a lack of even 
badly formed clusters, but full of opinionated agents. It can be told that almost, if not all, 
agents are on their own opinions, turning into opinionated agents.  
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5Chapter 5:  Discussion 
In this chapter, the results presented earlier will be discussed in detail. Overall, 
there are four main sections discussing the outcomes of the four models considered in this 
thesis. For the first two models: the BC model and the RA model, the effects of varying 
three model parameters are studied while other variables are held constant. Specifically, 
we investigate changes to the parameters governing uncertainty, the agents’ interaction 
network size and the total number of agents; for the BCB model and RAB model, we 
investigated variations in bias level (both negative and positive), concentration coefficient 
under both positive and negative bias and the number of agents making self- interaction 
to form biased opinions.  
 
5.1         BOUNDED CONFIDENCE MODEL 
A representative simulation was presented for the BC model (see Figure 1a and 
1b) in chapter 4, is used to provide a reference point before investigating the three 
aforementioned variables. This enables comparison with subsequent simulations using 
different parameters from the control plot so that any distinguished differences can be 
identified and studied. From the control simulations it can be seen that agents’ opinions 
converge rapidly and form a well-defined cluster at around opinion level of 0.5. This 
reflects unity in opinion from the agents: all the agents arrive at consensus. 
Varying the uncertainty level from the control value of 0.30 to 0.05, 0.20 and 0.50 
results in agents changing from having multiple clusters, to only two clusters and 
eventually to one well-defined cluster. This confirms the fact that people with high 
uncertainty tend to be more ‘flexible’ in terms of their opinions. This implies that the 
workers in a workplace tend to have a better chance of reaching consensus on a certain 
topic if they are more ‘open-minded’. This helps the organisation to be able to reach a 
decision easily after some amount of meetings. Notwithstanding, reaching consensus 
easily does not always mean the decision is right or everyone is actually agreeing to the 
majority’s opinion. It can be that everyone is too polite to stand out in terms of their 
opinions. Instead, they choose to cater to others’ opinions by fitting in with them. There is 
also a possibility that a false-consensus effect happens among the agents wherein people 
tend to overestimate and assume within or after the interactions that their own opinions, 
beliefs, preferences, values and habits are reasonable, normal and justified and are typical 
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of those of others. An uncertainty level of 0.20 might be a good choice for covering 
multiple aspects of opinions since it produces two big clusters which represent two 
different opinions. Two different opposite opinions will always produce contrary opinions 
and contrary opinions always cover more aspects of issues with which people will expand 
their consideration and tend to make as few mistakes as possible. While the uncertainty 
level of 0.05 is making the agents converge to different opinion clusters that of 0.50 
actually helps the agents reach consensus in terms of opinions. Nonetheless, one unified 
opinion is not always the best opinion. Some shortcomings might be just ignored under 
the influence of the reached consensus. 
By testing the agents’ interaction network with different numbers of agent: 20, 150, 
300, all the simulations result in three distinct convergences. Three consensus of opinions 
can be seen with different rates of convergence. The plots show that the number of 
interactions each agent has with other agents is inversely proportional with the time needed 
for convergence. This implies the diversity of opinions contributes to shortening the 
forming of the convergences. In another words, agents have the proclivity to change their 
opinions accordingly and converging into the majority rapidly if they are needed to interact 
with more agents. Should quick agreement onto a certain topic be needed within an 
organisation, it is advised, as per the outcome of this model that more agents be involved 
in the interaction. 
Now, consider the amount of agents involved in the interactions. Based on the 
outcome, the more the agents are involved, the better and more defined the convergences 
are formed. Based on the outcome, it shows that all the agents manage to reach consensus 
but as mentioned before, single convergence might not be a good thing for the 
development of the organisation. Several well defined clusters will cover more aspects 
and produce more afterthoughts than one single convergence wherein many agents chose 
to fit in just to cater to the majority. There is another reason that causes the high similarity 
of three convergences in terms of convergence time under different amount of agents 
involved in the interaction: the uncertainty levels of all agents are set equal. Hypothetically, 
agents with different uncertainty values would, otherwise, produce different kinds of 
outcomes. 
With the three variables discussed above, it is of paramount importance to point 
out that agents in bounded confidence model only consider other agents who have similar 
opinions to their own. This pre-condition itself, to say the least, might already have 
confounded the functionality of the three variables discussed above due to the fact that 
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dissimilarity of opinions between agents will itself exclude many possibilities of potential 
interaction to take place. 
 
5.2         RELATIVE AGREEMENT MODEL 
In this section, variation to the same three parameters as discussed for the BC 
model will be studied for Relative Agreement model. A representative presented for each 
model in chapter 4, is used to provide a reference point before investigating the three 
aforementioned variables. This enables comparison with subsequent simulations using 
different parameters from the control plot so that any distinguished differences can be 
identified and studied.  Under the conditions of same variables being held constant, some 
representative simulations are achieved. Instead of forming one well-defined convergence 
at an opinion level of 0.5 like the Bounded Confidence model did, there is one convergence 
formed at an opinion level of around 0.6 for some agents while the rest of the agents do 
not converge. In fact, agents having opinion levels lower than 0.25 are the opinionated 
agents: agents who do not change their mind from the beginning to the end of the whole 
process.  
Three different uncertainty levels: 0.05, 0.20 and 0.50 are tested with this model. 
High uncertainty level reflects the willingness of agents to update their opinion after they 
interact with other agents. A single convergence happens already by increasing the 
uncertainty level to 0.50. However, like what happened for the bounded confidence model, 
false-consensus effects might take place and agents tend to fit in to the majority by catering 
to the opinions of other agents. Theoretically, agents with high uncertainty levels might 
contribute to rapid convergence in terms of opinion but a 0.20 uncertainty level might be 
a good fit for the coverage of different aspects of the opinion since, according to the plot, 
it produces a polarised opinion clustering which might inspire an organisation decision 
maker to actually take more issues which would have been neglected in a single 
convergence case into consideration.  
The influence of agents’ interaction network size is probed for the Relative 
Agreement model. From the representative simulations (see Figure 7a, 7c and 7e), it can 
be observed that when the agents’ interaction network size is getting bigger, the time 
needed for the agents to reach consensus is reduced. Again, the bigger the interaction size 
is, the bigger the diversity in the opinions presented by the agents is. Unlike the agents 
who are in the Bounded Confidence model, there are opinionated agents present in the 
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Relative Agreement model. These opinionated agents are unwilling to change their 
opinions accordingly. 
Based on the outcome, the more the agents are involved, the better and more 
defined the convergences that are formed. According to the representative simulations (see 
Figure 8a, 8c and 8e), it shows that only some of the agents manage to reach consensus 
and the rest of the agents maintain as the opinionated agents. Nonetheless, as mentioned 
before, single convergence might not be a good thing for the development of the 
workplace. One or two well defined clusters will cover more aspects and produce more 
afterthoughts than one single convergence wherein many agents choose to fit in just to 
cater to the majority. However, the opinionated agents act at the opposite sides of the 
agents who reach consensus by converging at a certain level of opinion. Hence, this 
enables the coverage of most of the potential aspects. There is another reason that causes 
the high similarity of three convergences in terms of convergence time under different 
amount of agents involved in the interaction: the uncertainty levels of all agents are set 
equal. Hypothetically, agents with different uncertainty values would, otherwise, produce 
different kinds of outcomes. 
Conclusively, the existence of the opinionated agents is what differentiated the 
relative agreement model from the bounded confidence model, in terms of the results. 
 
5.3         BOUNDED CONFIDENCE WITH BIAS MODEL 
A bias factor is added into the existing bounded confidence model so that agents 
who are to interact with other agents are ‘pre-set’ to have bias towards some other agents. 
In this modified model, a concentration coefficient and bias factor values are created and 
quantified to be integrated into the existing model. A representative simulation is created 
with other values held constant but three changes made: uncertainty level equals to 0.25; 
bias factor value is set as 0 with 0 representing no bias, value lower than 0 representing 
negative bias and value higher than 0 representing positive bias; The concentration 
coefficient consists of an attention coefficient and an environment coefficient with the 
former set as 0.15 and the latter as 0.85. 
In the representative simulation (see Figure 9), under the influence of zero bias, 
several clusters can be seen. However, there is still a lot of opinionated agents who choose 
to maintain their own opinion. In another words, even though they find some agents who 
have similar opinions as theirs, they still are not capable of adjusting their opinion. Due to 
the bias factor being zero which means the absence of bias, it can be assumed that the 
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existence of opinionated agents might be due to several factors such as low concentration 
coefficient, low uncertainty level or the small number of agents. Additionally, another 
phenomenon that needs to be addressed is the pseudo-opinionated agents. There are agents 
who cling to their opinion for a certain period but abruptly choose to converge into a 
cluster. This has similarity to the cocktail party effect. Bronkhorst (2000), Shinn-
Cunningham (2008), Wood & Cowan (1995) and Conway et al. (2001) all mentioned this 
phenomenon in which people tend to focus their auditory attention on certain verbal 
stimulus from other people while filtering out a range of other stimuli. They are able to 
immediately detect important words from unattended stimuli such as hearing their name 
in another conversation or hearing a specific incident which is of interest. For the same 
phenomenon to happen within interactions, it might manifest in two conditions: one might 
be that the agents interact with other agents who have similar opinions as theirs but do not 
update their opinion. After some period, one might suddenly be interested in a group of 
people having interaction which is of one’s interest. Hence, the agent just steps into the 
group and agrees with it near the ending of the interaction; another condition might be that 
agents choose not to interact with anyone but eavesdrop. Eventually they choose a group 
of agents who are about to reach, or already reaching consensus, to blend in.  
A negative value of bias factor means that agents have a high proclivity to ignore 
other agents’ opinions by not updating theirs even though they have interacted with the 
agents with similar opinions, instead of catering to other agents’ opinion by agreeing to it 
like the positive bias factor value reflects. The three simulations under three different 
values of -0.30, -0.80 and -1.00 and with other variables held constant, still show some 
clusters, instead of no clusters at all. Under this circumstance, it has the implication that 
even though workers within a workplace are showing bias towards one another, it is still 
possible for partial consensus (represented by clusters) to be reached. However, there are 
still many opinionated agents who will never be able to reach consensus with other agents.  
A positive value for the bias factor means that agents show positive bias by 
agreeing to others’ opinions with less hesitation. In this context, they might not agree with 
what other agents say but still choose to agree with them. In this case, three positive bias 
factor values: 0.30, 0.80 and 1 are chosen and investigated with other variables held 
constant. Numerous clusters (see Figure 11a, 11b and 11c) can be seen with the time 
needed to converse being less than that for negative bias factor value simulations. With 
the value increased to 0.80, the number of the clusters decreases from 10 to 7. However, 
the time period needed for the biggest cluster to form is prolonged. Notwithstanding, there 
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are still many opinionated agents who choose to cling to their own opinions. At the value 
of 1, there are still around 7 clusters but the time needed for the biggest cluster to converge 
decreases significantly. Within an organisation, people who cater to other people’s 
opinions are thought to agree rapidly other people’s opinion and this is confirmed via the 
simulations. The short time period taken to converge might imply that agents tend to agree 
blindly to whatever is said by other agents without much considering what the other agents 
have said. This more or less reflects that validity is still acceptable within the consensus 
reached by those agents. Again, under the influence of positive bias factor value, there are 
still agents who just will not fit into any cluster.  
Now, we probe the effect of the concentration coefficient under the influence of 
the positive bias value. With other variables held constant, the concentration coefficient is 
tested for three values: 0.1, 0.5 and 0.9 with positive bias factor value set at 0.30. From the 
plots (see Figure 12a, 12b and 12c), it can be told that high (0.9) and low (0.1) 
concentration coefficient make certain amount of agents need longer time to form clusters 
whereas medium level of concentration coefficient (0.5) produces several clusters which 
need less time to converge. This implies that paying little attention and too much attention 
during the interaction will cost more time than paying a mid-range level of attention. The 
reasons can be that paying little attention makes agents tend to ignore or forget what other 
agents have said and spend more time repeating those mentioned opinions. On the other 
hand, paying too much attention means that agents tend to consider every detail of 
opinions presented by the other agents. This will definitely prolong the convergence time.  
Now, the bias factor value is replaced with a negative one: -0.30 and other variables are 
held constant. The same set of concentration values (0.1, 0.5 and 0.9) are tested. From the 
plots (see Figure 13a, 13b and 13c), the clusters seems to be fewer but there is a big 
convergence for the plots with concentration values of 0.5 and 0.9 showing the consensus 
being reached by a certain amount of agents. Under the influence of a negative bias value, 
a high concentration coefficient contributes to the decrease of the number of clusters. 
Hence, concentration from workers is a necessity in an organisation, be it during the 
meeting or colleagues conversing about work-related issues.  
The effect of the number of agents making interacting with their own mind to form 
bias is studied for three different values: 50, 250 and 500. Other variables are held constant 
and the bias factor value is set at -0.30. Several clusters are formed for all the simulations 
(see Figure 14a, 14b and 14c). Another situation is that the number of clusters is 
proportional to the number of agents forming bias: the bigger the number of agents 
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forming bias, the more the number of clusters is. Nevertheless, with the increase of the 
number of agents who consider their internal bias, the biggest cluster needs shorter time 
to converge. This is quite counter-intuitive due to the fact that agents who have bias will 
normally either not agree with other agents’ opinions or choose to ignore them and be an 
opinionated agent. The explanation could be that when the population size of the agents 
who have bias increases, the diversity of the opinion increases too. In this context in which 
the biggest cluster needs a shorter time to converge when the mentioned population size 
increases, the diversity of opinions outdoes the influence of the population size of the 
biased agents. 
 
5.4         RELATIVE AGREEMENT WITH BIAS MODEL 
The bias factor is combined into the existing Relative Agreement model so that 
agents form bias before the interaction commences. All the other modifications are 
basically the same as those made to create the BCB model: a concentration coefficient and 
bias factor values are created, quantified and integrated into the existing RA model and 
other values are held constant: the uncertainty level is set at 0.25; bias factor value is set 
as 0 with 0 representing no bias, a value lower than 0 representing negative bias and a 
value higher than 0 representing positive bias. The concentration coefficient consists of an 
attention coefficient and an environment coefficient, with the former set as 0.15 and the 
latter as 0.8. The differences between the BCB model and the RAB model are basically 
the same as the differences between the Bounded Confidence model and the Relative 
Agreement model. 
A representative simulation for the RAB model is presented under the influence 
of bias value of zero (see Figure 15). Apart from the fact that opinionated agents and 
pseudo opinionated agents who can be seen regularly, the plot shows three clusters formed 
with numerous small clusters scattering around. While two biggest clusters take around 
50 time steps to cluster, the rest takes less than that to converge. Many opinionated agents 
can be seen with them being unable to make adjustments to their opinions after interactions. 
Low concentration coefficient, low uncertainty level, small amount of agents can all 
contribute the existence of opinionated agents. Nonetheless, since it is a model with bias, 
it is quite reasonable for some agents to be biased throughout the whole interaction process. 
Pseudo-opinionated agents can also be detected. The cocktail party effect (Bronkhorst, 
2000, Shinn-Cunningham, 2008, Wood & Cowan, 1995 and Conway et al., 2001) as 
mentioned previously is also seen in this model.  
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By changing the bias factor to negative values, agents choose to neglect other 
agents’ opinions by not updating theirs even though they have already found those agents 
with similar opinions and interacted with them. Three representative simulations for 
negative bias factor values of -0.30, -0.80- and -1.00 are visualised (see Figure 16a, 16b 
and 16c). From the simulations, it can be observed that when the negative bias factor value 
is increased from -0.30 to -1.00, the number of cluster increases too. This implies that 
having small negative bias does contribute to the agents reaching opinion consensus by 
forming larger and fewer clusters. Nonetheless, there are still many opinionated agents in 
the background. 
Three positive values (0.30, 0.80 and 1) of bias factor are also tested. As with the 
BCB model, positive bias implies the tendency of agents catering to other agents’ opinions 
by agreeing to whatever opinions they are offering. Apart from the fact that fewer clusters 
form when the value approaches 1, there is another phenomenon observed in these three 
plots: the clusters become bigger. This has the implication that more agents are reaching 
consensus. However, due to the underlying catering-to-other-agents meaning of the value, 
the reliability of the consensus reached might be questionable: is that really the outcome 
of multiple interactions or is that just the consequence of constantly catering to multiple 
agents? Also, there are still many opinionated agents at the background. 
The concentration coefficient is also examined under the condition of other 
variables being held constant and the bias factor value being positive. From those 
representative simulations shown in Figure 18a, 18b and 18c, it can be observed that when 
the concentration coefficient becomes higher with the influence of positive bias, the 
clusters tend to become fewer and agents tend to converge in terms of their opinion, 
showing a certain level of opinion consensus. Nonetheless, it brings out another problem: 
are the outcomes of the simulation the results of the concentration itself or is it the 
combined effect of the concentration and the positive bias? This question can be answered 
in the subsequent paragraph in which the negative bias is applied instead of the positive 
bias. 
Again, the concentration coefficient is examined but under the condition of other 
variables held constant and bias factor value being negative. Agents are still capable of 
reaching consensus under the influence of negative bias factor value. Furthermore, when 
the concentration coefficient reaches 0.9, there is only one cluster, showing that some 
agents reach consensus in terms of their opinions. Hence, this provides the answer to the 
question whether it is the outcome of the concentration itself or the combined effect of 
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concentration and the positive bias. It can now be sure that concentration itself is enough 
for the agents to converge. 
Examining the effect of the number of agents considering their internal bias is 
accomplished under the condition of other variables being held constant. Three values of 
number which are 50, 250 and 500 are examined. From the outcomes (see Figure 20a, 20b 
and 20c), we see that the higher the number of agents who consider their internal bias, the 
more clusters are formed. It makes sense because the increase of the population size of the 
agents who consider their internal bias corresponds with an increase of the overall bias too. 
And, bias makes those agents either become the opinionated agents or reach consensus 
with a small amount of other agents who have similar opinions and stopped updating their 
opinions already. 
Additionally, comparison of BCB model and RAB model under the influence of 
varying uncertainty value is also done. Other variables are held constant with the bias 
factor value fixed at 0.3. Three sets of uncertainty values are tested: 0.1, 0.5 and 1. Both 
Figure 21a and 21c do not show much difference with two models under the uncertainty 
value of 0.1. Numerous clusters are formed. This points out the fact that with agents 
clinging to their own opinion strongly (low uncertainty), it is impossible for them to reach 
any kind of convergence. Many of the opinionated agents do not even try to change their 
opinions at all. Figure 21e and 21f present the difference of the two models under the effect 
of same uncertainty value: 0.5. For the BCB model, the number of opinionated agents 
decreases tremendously to only a few whereas there are still plenty in RAB model 
simulations. Both models represent different kind of ways to commence the interaction. 
From the plots, it can be assumed that BCB model works “better” in making the obstinate 
or bias agents change their minds. The common point for both figures is that the existence 
of pseudo-opinionated agents are still prevailing. Figure 21g and 21h show the 
visualisation plot under the uncertainty level of 1 (agents are very unsure about their own 
opinions). The respective figures for both BCB model and RAB model are showing the 
opposite outcome: while BCB model is showing a near perfect plot with agents being 
highly uncertain about their own opinion, they are more inclined to interact and reach a 
consensus subsequently. On the other hand, with the RAB model, not even a small cluster 
is seen. In fact, everyone turns into opinionated agents by maintaining their own opinion 
permanently. This has the implication that the way agents commence the interaction is of 
paramount importance. Different ways of interacting will contribute to totally opposite 
outcomes. 
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6Chapter 6:  Conclusions 
By adding bias into the Bounded Confidence model and the Relative Agreement 
model, it seems that many agents tend to stick to their opinions regardless of the influence 
of the bias. Nonetheless not every agent maintains their original opinions. Many of them 
tend to update their opinions even though they are under the influence of bias. Relatively, 
the BCB model and RAB model present higher numbers of agents who choose not to 
update their opinions compared to BC model and RA model. This reflects the fact that in 
real human interactions bias does have influence over the interactions in both conscious 
and subconscious ways. It is right to say that previously existing models might not actually 
reflect the reality of the interactions among people and in this case, workers. In ideal, bias-
free environments, agents might converge in term of their opinions easily. In real life, 
under the influence of several factors, including bias, many of the agents just choose to 
stick to their opinions from the beginning to the end of a set of interactions. 
Putting bias into consideration during the interaction process of the workers will 
unavoidably make the whole process harder. Nonetheless, with the BCB and RAB models, 
it can help not only in deciding but also predicting what the best value is for different kinds 
of parameters such as the number of agents, the concentration level  and etc in order to 
create the best workplace environment for the workers.  
In future works several limitations need to be addressed. First, the representation 
of bias might not be best done in the way it is quantified here in this research. The 
definition of bias in this research is merely based on agent’s interaction with their own 
memory, rumours or impression about the other agents and this is not extensive inclusive. 
Second, other factors which might or might not be very influential have not been studied. 
For example, dissatisfaction towards their job or their superiors causes the agents to vent 
their anger towards the other agents, the personality of the agents which causes the 
interactions to be unproductive, limitations of knowledge towards certain topics and so on. 
A more complete model of human interaction should certainly take these particular kinds 
of influence into account. 
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