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HIGHLY COMPRESSED TWO-DIMENSIONAL TEXTS 333of Lempel–Ziv compression for 1D-texts, or in strings with shortened
descriptions as in (Nordic J. Comput. 4 (1997) 172–186), or in hierarchical
graphs described by context-free graph grammars. A given 2D-text T with
many internal repetitions can have a hierarchical description which may be
exponentially smaller and which can be given as an input for a pattern-
matching algorithm which gives information about T . Such a hierarchical
description is given in terms of a straight-line program, or SLP (see Nordic J.
Comput. 4 (1997) 172–186) or, equivalently, of a 2D grammar. We consider
compressed pattern matching, where the input consists of a 2D-pattern P and a
hierarchical description of a 2D-text T , and fully compressed pattern matching,
where the input consists of hierarchical descriptions of both the pattern P and
the text T . For 1D strings, there exist polynomial-time deterministic
algorithms for these problems for similar types of succinct text descriptions
(J. Comput. System Sci. 52 (2) (1996) 299–307; ‘‘Proceedings of the 27th
Annual Symposium on the Theory of Computing,’’ pp. 703–712; ‘‘Proceedings
of the 5th Scandinavian Workshop on Algorithm Theory,’’ Springer-Verlag,
Berlin, 1996; Nordic J. Comput. 4(2) (1997), 172–186). We show that the
complexity dramatically increases in a 2D setting. For example, compressed
2D-matching is NP-complete, fully compressed 2D-matching is SP2 -complete,
and testing a given occurrence of a 2D compressed pattern is co-NP-complete.
On the other hand, we give efﬁcient algorithms for the related problems of
randomized equality testing and testing for a given occurrence of an
uncompressed pattern. We also show the surprising fact that the compressed
size of a subrectangle of a compressed 2D array can grow exponentially, unlike
the 1D case. # 2002 Elsevier Science (USA)1. INTRODUCTION
We consider a special form of highly compressed 2D-texts, i.e., 2D arrays with
entries from some ﬁnite alphabet. A 2D-text T is represented by a straight-line
program (SLP), that uses constants from the alphabet and two types of assignment
statements (see Fig. 1):
Horizontal concatenation: A B{C, which horizontally concatenates 2D-texts B
and C of equal height.
Vertical concatenation: A B C, which vertically concatenates 2D-texts B and
C of equal width.. 1. Graphical illustration of horizontal concatenation { and vertical concatenation  of
gles.
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where the result of the last statement is the compressed 2D-text. The derived 2D-text
is denoted P ¼ DecompressðPÞ, and we say that P is a compressed form of P.
The area of P, denoted jPj, can be exponential in jPj. For this reason, it is possible
for the text-matching problems discussed in this paper to lack polynomial time
algorithms.
The hardest computational problem discussed here is fully compressed matching:
Instance: two SLP’s P and T, representing the pattern and the text.
Question: does DecompressðPÞ occur in DecompressðTÞ as a contiguous
subarray?
We can change the way we formulate a problem instance by representing the
pattern directly, i.e., as an array P, rather than as an SLP that is its compressed form.
This deﬁnes the compressed matching problem. We may also add to the problem
instance the coordinates of a location within the text, and ask whether the text
contains an occurrence of the pattern with this location as its lower left corner. By
representing the pattern in the compressed and uncompressed form, we deﬁne the
fully compressed pattern-checking and compressed pattern-checking problems.
The complexity of basic string problems for 1D texts is polynomial (see [4, 7, 9,
11]). Surprisingly, the complexity jumps if we pass to two dimensions.
If P ¼ DecompressðPÞ, write widthðPÞ for the number of columns of P, heightðPÞ
for the number of rows of P, and Pi;j for Pi;j. We number rows and columns starting
from 0.
In some of our proofs, we identify Boolean vectors with integers from
f0; . . . ; 2n  1g, where n is the vector length (usually implied from context). In our
notation, we have a correspondence between a vector %x ¼ ðx0; x1; . . . ; ; xn  1Þ 2
f0; 1gn and the number x ¼
Pn1
j¼0 xj2
j.
2. EXAMPLES OF COMPRESSION OF 2D-TEXTS
Example 1. Hilbert’s curve can be viewed as an image which is exponentially
compressible in terms of SLP’s. An SLP which describes the nth Hilbert’s curve, Hn,
uses six (terminal) symbols , , , , , , and 12 variables i, i, i, i, i,
i, i, i, i, i, i, i, for each 04i4n. A variable with index i represents a
text square of size 2i  2i containing part of a curve. The dots in the boxes show the
places where the curve enters and leaves the box.
The 2D-text T ¼ 3 describing the 3rd Hilbert’s curve is shown in Fig. 2. It is
composed of four smaller square 2D-texts 2, 2, 2 and 2 according to one of
the composition rules.
The 1 1 text squares are described as follows:
Fig. 2. An example of a 2D-text T and a pattern P. The pattern occurs twice in the text. The black
dots indicate how T was deﬁned with statement 3 ð 2{ 2Þ  ð 2{ 2Þ.
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variables i; i; i. These variables are composed according to the rules:
Example 2. Let Zi;j denote the all-0’s rectangle of size i  j, such an i  j 2D-
text. Trivially, we have:
Observation 2.1. For each i; j > 0 there exists an SLPZi;j with size below
2ðlog i þ log jÞ þ 1 such that Zi;j ¼ DecompressðZi;jÞ.
In our constructions, we will use the Zi;j as building blocks when we need
rectangles ﬁlled with 0’s. We can instead substitute 1 (or any other symbol); write Ei;j
and Ei;j to denote the respective texts and SLP’s.
Example 3. The compressed size of a subrectangle of a compressed 2D array A
can be exponential with respect to the compressed size of A, though such a situation
cannot occur in the 1D case. This phenomenon appears to be responsible for the
increase in the time complexity of the pattern-matching problem in the case of two
dimensions.
Theorem 2.2. For each n there exists an SLP of size n describing a text image An
and a subrectangle Bn of An such that the smallest SLP describing Bn has exponential
size.
Proof. We can generate, using an SLP of size OðnÞ, a 2n  ð2n þ 1Þ bit pattern Sn,
where the ﬁrst column of Sn is all 1’s, and the remaining square consists of 1’s on the
main diagonal and 0’s elsewhere.
Using another OðnÞ statements, we form a ð2nþ1  1Þ  ð2n þ 1Þ2n 2D-text Tn
which contains 2n copies of Sn, and where each copy of Sn intersects the central row
of Tn at a different row (see Fig. 3). Each copy of Sn is shifted down by one with
respect to the preceding copy. We claim that the central row of Tn cannot be
described by an SLP of size less than 2n.
Fig. 3. Text T3: black squares indicate the location of 1’s, white squares and rectangles indicate 0’s.
White rectangles show how Ti is formed from Ti1. The gray band shows the row where the numbers of 0’s
between consecutive 1’s give all the numbers in the range from 0 to 2n  1. There are eight copies of S3,
each copy shifted down by one with respect to the previous one.
BERMAN ET AL.336Observe that the SLP that describes the central row is a context-free grammar in
Chomsky normal form. For each integer k 2 f0 . . . 2n  1g; 10k1 is a substring of
that row. Let Ak be a minimal variable which derives a substring including 10
k1, i.e.,
Ak  BkCk, where Bk derives a string which has 10p as a sufﬁx and Ck derives a
string which has 0kp1 as a preﬁx, for some p. The Ak must be distinct. Thus, the
grammar must have at least 2n variables. ]
3. EQUALITY TESTING IN RANDOMIZED POLYNOMIAL TIME
We reduce equality of two 2D-texts A and B to equality of two polynomials
PolyAðx; yÞ and PolyBðx; yÞ. Assume that the symbols are integers in some small
range. For an nm SLP Z deﬁne its corresponding polynomial
PolyZðx; yÞ ¼
Xn1
i¼0
Xm1
j¼0
Zi;jx
iyj :
Observation 3.1. Let A and B be two 2D-texts. Then A ¼ B,
PolyA  PolyB.
Lemma 3.1. Given an SLP Z, one can compute, in polynomial time, an SLP that
computes PolyZ.
Proof. We prove, by induction on jZj, that we can ﬁnd SLP’s that compute
PolyZðx; yÞ; xheightðZÞ and ywidthðZÞ.
The basis is trivial. Assume that we can ﬁnd corresponding polynomials for
variables B and C where jBj; jCj5jZj and the last statement of Z is A B{C.
We append the SLP for the previous statements (corresponding to B and C) with
A Bþ ywidthðBÞC;
ywidthðAÞ  ywidthðBÞ:ywidthðCÞ;
xheightðAÞ  xheightðBÞ;
where we treat expressions such as ‘‘ywidthðAÞ’’ as variables of the new SLP. The case
of A B C is symmetric. ]
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[15] (see also [14]).
Lemma 3.2. Let P be a non-zero polynomial of degree at most d. Assume that we
assign to each variable in P a random value from a set O of integers of cardinality R.
Then
ProbfPð %xÞ=0g51
d
R
:
Theorem 3.2. There exists a polynomial time randomized algorithm for testing
equality of two 2D-texts, given their SLP’s.
Proof. Let n be the total size of compressed description of A; B. Denote
deg ¼ maxfdegreeðAÞ; degreeðBÞg:
The value of deg corresponds to the maximum size of the 2D-texts, and we have
deg4cn for some constant c. By Lemma 3.2, we can test equality of A and B in a
randomized way, by selecting random values x0; y0 of variables, say in the range
½1 . . . 4  deg and testing y1 ¼ y2, where y1 ¼ PolyAðx0; y0Þ and y2 ¼ PolyBðx0; y0Þ.
This guarantees that the probability of test correctness is at least 1
2
. The test can be
repeated a logarithmic number of times to guarantee that the probability of failure is
at most 1
n
.
However, there is one technical difﬁculty. The numbers y1; y2 are exponential
with respect to deg and could need an exponential number of bits. In that case, we
are not able to compute them in polynomial time. Hence instead of computing and
comparing the exact values of y1; y2, we choose a random prime number p from the
interval ½1 . . . n2 and compute the values y1; y2 modulo p. We refer the reader to
Theorem 7.5 and the discussion in Example 7.1 of [15], for details about randomized
testing of the equality of two number using modular arithmetic and prime numbers
with an exponentially smaller number of bits than the numbers to be tested.
If the computed values y1 mod p and y2 mod p are different, then the polynomials
are different. Otherwise, by Lemma 3.2, the polynomials are identical with high
probability. The computation of y1 mod p and y2 mod p, where p is a prime number
with polynomially many bits, can be done in polynomial time with respect to n. This
completes the proof. ]
Open problem: We have given a fast randomized algorithm for the equality of two
compressed 2D-texts. We conjecture that there is a polynomial time deterministic
algorithm for this problem.
4. COMPRESSED 2D PATTERN-MATCHING
First, we consider the Point test problem: compute the symbolTi;j for givenT; i
and j.
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Proof. Assume that we must compute Ti;j for given i; j and T. Let T
k be the
SLPT truncated to the ﬁrst k statements. In linear time, we can ﬁnd heightðTkÞ and
widthðTkÞ for k ¼ 1; . . . ; jTj. Now, suppose that the last statement of T is
A B{C, the kth statement of T is B . . . ; and the lth statement is C  . . . If
j5widthðTkÞ, then we must ﬁndTki;j, otherwise we must ﬁndT
l
i;jwidthðTkÞ. The case
of A B C is similar. ]
Theorem 4.1. Compressed matching for 2D-texts is NP-complete.
Proof. To see that compressed matching is in NP, we express this problem as the
following property of pattern P and SLP R:
9ði; jÞf8k5heightðPÞ; l5widthðPÞ: Pk;l ¼ Riþk;jþlg:
The equality inside the braces can be tested in polynomial time (Lemma 4.1), hence
we have expressed the problem in the normal form for NP.
To show NP-hardness, we will use a reduction from 3SAT.
Consider a set of clauses C0; . . . ; Ck1, where each clause is a disjunction of three
literals with binary variables from the set fx0; . . . ; xn1g. The 3SAT question is
whether there exists x such that 04x42n  1 and Cið %xÞ ¼ 1 for i ¼ 0; . . . ; k  1. By
using the correspondence between an integer x 2 f0; 1; . . . ; 2n  1g and %x, its vector
of binary digits, we will view a clause as a 0/1 function with arguments in
f0; 1; . . . ; 2n  1g. From this point of view, the 3SAT question is whether there exists
x52n such that Cið %xÞ ¼ 1 for i ¼ 0; . . . ; k  1. (Fig. 4).
To reduce this question to compressed pattern matching, we deﬁne a k  2n 2D-
text A by Ai;x ¼ CiðxÞ. The above 3SAT question is now equivalent to the question of
whether A contains a column consisting entirely of 1’s. Because k, the column
height, is the size of the 3SAT instance, we can use this column as the explicitly given
text that will be searched for in the 2D-text A. To make it an instance of the
compressed matching problem, we need to compute a small SLP A such that
A ¼ DecompressðAÞ.
We can ﬁnd such an SLP with OðknÞ statements. For each clause Ci, the ith row of
A; Ai, is deﬁned solely by the clause Ci and the number of variables. We will show
how to ﬁnd an SLP Ai such that Ai ¼ DecompressðAiÞ. Combining Ai’s together
and adding k  1 statements that stack the rows above each other yields the desired
SLP.
To illustrate how Ai can be deﬁned, we give the details of one example. Assume
that, for some p5q5r, the clause Ci is xp_:xq_xr. Suppose that an SLP B
decompresses to a string of length 2r1 that represents clause xp_:xq viewed as a
function of the ﬁrst r 1 variables, or, equivalently, with arguments from
f0; . . . ; 2r1  1g, and that B is the variable deﬁned by the last statement of B. Let
Er1 be an SLP that decompresses to 1
2r1 . Then we can obtain an SLP A0i that
represents xp_:xq_xr as a function of the ﬁrst r variables by appending B with
Ai  Er1B. To obtain Ai, we add n r statements of the form Ai  Ai{AI .
Fig. 4. The table of valuations of variables in lexicographic order and the construction of the kth row
of the array A, assuming that Ck ¼ ðx1_ x2_ x3Þ. The 9th valuation is 10010 since it is the binary-
representation of the number 9 read from the least signiﬁcant digit. The sequence of valuations of ðx1_
x2_ x3Þ has period 01111111 of size 8. Each row of A is well compressible (as highly periodic), so A is also
well compressible as a (vertical) concatenation of only OðnÞ rows.
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string of length 2q1 that represents the clause xp as a function of the ﬁrst q 1
variables. We obtainB by appendingD with B D{Eq1 and r q 1 statements
B B{B. One can see that this approach can be inductively extended to clauses of
arbitrary length. We start our construction with statements E0  1; E1  E0{E0
; . . . ; Er1  Er2{Er2 and Z  0. Here Z ¼ fZ  0g corresponds to the empty
clause as a function of 0 variables, the basis of our inductive construction. ]
5. FULLY COMPRESSED PATTERN CHECKING
The problem of fully compressed pattern checking at a given location is to check,
given SLP’s P and R and a pair ðk; lÞ, whether the pattern P ¼ DecompressðPÞ
occurs within the text R ¼ DecompressðRÞ with its lower left corner at position ðk; lÞ.
We write SSP for the Subset Sum Problems (problem SP13 of [8]). An instance of
co-SSP is a vector of positive integer weights w ¼ ðw0; . . . ; wn1Þ and a target value t;
the question is whether w %x=t for all x52n, where w %x is an ‘‘inner product,’’ that is,Pn1
i¼0 wi %xi, where the product of an integer and a Boolean is computed by ﬁrst
casting the Boolean as the integer 0 or 1.
Fig. 5. The table Tw for the vectors w ¼ ð Þ; w ¼ ð3Þ; w ¼ ð3; 5Þ and w ¼ ð3; 5; 7Þ. The black squares
indicate 1’s. The gray band shows that Z1;8 occurs in T
w at position (0,13) and thus no subset sum of
f3; 5; 7g equals 13.
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1þ
Pn1
i¼0 wi rows and 2
n columns; the symbol Twx;i is the truth value
of ‘‘w %x ¼ i’’.
Lemma 5.1. There is an SLP T that describes Tw.
Proof. Let wðiÞ ¼ ðw0; . . . ; wi1Þ. We recursively construct an SLP Ti
that describes TwðiÞ (see Fig. 5 for an example). T ¼Tn is then the desired
SLP.
Deﬁne T0 as fT0  1g (this is the sum checking text for the empty vector). To
show how to deﬁne Ti from Ti1, we examine how T
wðiÞ can be constructed from
Twði1Þ. The left half of TwðiÞ corresponds to the subset sums of fw0; . . . ; wig in which
wi does not participate (because the respective binary digit of the column number is
0), so it is identical to Twði1Þ except that each column should be extended by wi many
0’s. Let Zi be an SLP such that DecompressðZiÞ is a text consisting of wi rows and
2i1 columns, all ﬁlled with 0’s. According to our observation, the left half of TwðiÞ
can be described by adding the statement Li  Zi Ti. By similar reasoning, the
right half can be described by adding Ri  Ti Zi. To obtain Ti, we add
Ti  Li{Ri. ]
Theorem 5.1. Fully compressed pattern checking for 2D-texts is co-NP-complete.
Proof. To prove co-NP-hardness, we reduce co-SSP to the pattern-checking
problem. Our co-SSP question is equivalent to the question of whether the tth row of
the sum checking text Tw consists entirely of 0’s.
The SLP Z1;2n generates the pattern consisting of one row of 2
n 0’s. Then ðt; 0Þ is
the position where we should check for this pattern in Tw. By Lemma 5.1, we can
compute an SLP T that describes Tw and has polynomial size. ]
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Recall that the fully compressed matching problem is to determine, given two
SLP’s which are the compressed forms of a pattern and a text, whether the pattern
occurs within the text. We prove that this problem is SP2 -complete (see [16] for an
explanation of the class SP2 ).
Theorem 6.1. Fully compressed matching for 2D-texts is SP2 -complete.
Given a compressed pattern P and a compressed 2D-textT, a positive answer to
the fully compressed 2D pattern-matching question is equivalent to the following:
ð9i; jÞð8k5widthðPÞÞð8l5heightðPÞÞfPk;l ¼Tiþk;jþlg:
By Lemma 4.1, the equality in this formula can be checked in polynomial time, hence
the problem can be formulated in the normal form of SP2 problems.
The proof of SP2 -hardness requires two lemmas.
Lemma 6.1. There exists a log-SPACE function f with f ðF Þ ¼ ðu; v; tÞ for any
3CNF formula F , where u and v are vectors of non-negative integers, t is an integer, and
ð8x52nÞfF ð %xÞ  ð9y52mÞfu %xþ v %y ¼ tgg;
where n is the number of variables of F , and vectors u and v have n and m coefficients,
respectively.
Proof. Assume that F has a clauses with three literals, b clauses with two literals
and c clauses with one literal. In our construction, the number of coefﬁcients in v is
m ¼ 7aþ 3b. We will describe all coefﬁcients of u and v, as well as the threshold t, as
vectors of 6aþ 4bþ 2c bits. Moreover, while describing a number d, we will view %d
as a concatenation %d1 %d2 . . . %daþbþc, where %dk is the fragment of %d corresponding to
clause Ck. The fragments corresponding to a clause with l literals will have length 2l.
We describe only the case of a clause with three literals in detail, as the other cases
are similar, only simpler.
Assume that clause Ck contains three variables, xh; xi; xj . Coefﬁcients of u
correspond to the variables of F . The fragments of %uh; %ui and %uj corresponding to Ck
are 000100; 000010 and 000001, respectively. The vector v contains seven coefﬁcients
corresponding to those truth assignments for xh; xi and xj that satisfy clause Ck.
There are seven such assignments; if vg corresponds to the assignment b0b1b2, then
the fragment of %vg that corresponds to Ck is 000ð1 b0Þð1 b1Þð1 b2Þ. The
fragments of the coefﬁcients of u and v that are not speciﬁed by these rules consist
only of 0’s. Finally, the fragment of %t that corresponds to Ck is 100111.
Consider now x52n such that F ð%vÞ is true. Then the fragment of u %x corresponding
to a clause Ck is 000b0b1b2, where b0b1b2 is a truth assignment satisfying Ck (note
that x satisﬁes all the clauses of F ). Let vl be the coefﬁcient of v corresponding to this
truth assignment. We set yl to 1, and for each other l
0 that corresponds to another
truth assignment for Ck, we set yl0 to 0. The fragment of v %y that corresponds to Ck is
the same as the respective fragment of vl . The fragment of u %xþ v %y that corresponds
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fragment of t, we have u %xþ v %y ¼ t.
Now suppose that there exists y such that u %xþ v %y ¼ t. If, for every clause Ck,
exactly one of the entries corresponding to the truth assignments that satisfy Ck has
coefﬁcient 1 in the vector y, and if the addition is performed without carries, then
each Ck is satisﬁed. It can be proved by induction that this is indeed the case (note
that in our string representations of numbers, we write the least signiﬁcant bit ﬁrst).
We leave the details to the reader.
Finally, the method of creating ðu; v; tÞ is sufﬁciently regular to be done by a
deterministic log-SPACE Turing machine. ]
Deﬁne the S2SSP problem as follows:
Instance: Vectors of positive integers u and v, of length m and n, respectively, and
integer t.
Question: Is ð9x52mÞð8y52nÞfu %xþ v %y=tg true?
We will reduce S2SSP to fully compressed pattern matching. This reduction will
ﬁnish our proof because of the following lemma.
Lemma 6.2. The S2SSP problem is SP2 -complete.
Proof. Consider now an arbitrary property L of binary strings that belongs to
SP2 . In its normal form, L is represented as
LðxÞ  9y18y2 Pðx; y1; y2Þ;
where P is a polynomial time predicate. Because P  NP\ co-NP, the predicate P
can be represented as
Pðx; y1; y2Þ  :ð9y3F ðx; y1; y2; y3ÞÞ;
where F is a 3CNF formula (computed using space which is logarithmic in the size of
x in unary). Let ‘‘’’ denote concatenation of vectors. By the previous lemma,
F ðx; y1; y2; y3Þ  9y4 uðx  y1  y2  y3Þ þ vy4 ¼ t;
where ðu; v; tÞ can be computed in logarithmic space from F . Deﬁne %u; %v; %w and %t so
that uðx  y1  y2  y3Þ þ vy3 ¼ %wxþ %uy1 %vðy2  y3  y4Þ and %t ¼ t %wx.
By substitution and De Morgan’s laws, we have
LðxÞ  9y18y2:ð9y39y4 uðx  y1  y2  y3Þ þ vy4 ¼ tÞ
 9y18y28y38y4 uðx  y1  y2  y3Þ þ vy4=t
9y18y28y38y4 %wxþ %uy1 %vðy2  y3  y4Þ=t
9y18ðy2  y3  y4Þ %uy1 %vðy2  y3  y4Þ=%t:
In the last statement, we can represent the 0=1 vectors y1 and y2  y3  y4 as some %x
and %y. In this way it becomes an instance of S2SSP. Thus, we have shown how L can
be reduced to S2SSP. ]
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show how to translate an instance of S2SSP into an instance of the fully compressed
matching problem. Consider an instance of S2SSP given by ðu; v; tÞ. Let r ¼
Pm
i¼0 ui
and s ¼
Pn
i¼0 vi. If r > t, then this instance can be answered in the positive, because
we can use x ¼ 2m  1: for every y52n, u %xþ v %y ¼ rþ v %y > t. The situation is similar
if s5t, because then we can use x ¼ 0: for every y52n, u %xþ v %y ¼ v %y4s5t.
Therefore, we may assume that r4t4s.
Recall the deﬁnition of the sum checking text Tw from our proof of Theorem 5.1:
Twx;i ¼ 1 if and only if w %x ¼ i. We translate the formula
ð9x52mÞð8y52nÞfu %xþ v %y=tg
into an instance of the fully compressed matching problem.
Let U be the 2D-text Tu and let V be the 2D-text Tv with all columns reversed.
Recall that Za;b is the a b 2D text consisting entirely of 0’s. Recall, also, that the
dimensions of U and V are ðrþ 1Þ  2m and ðsþ 1Þ  2n, respectively.
The pattern P has a single row consisting of 1 followed by 2m þ 2n zeros. Assume
that we combine the SLP’s that describe U , V and the necessary Z’s. Then we can
create the SLP T for our text by adding several statements that implement the
following assignment:
T  ðZtr;2m U  Zst;2mÞ{V{Zsþ1;2m :
Figure 6 shows the structure of the resulting text. Observe that we have three groups
of columns in T : the ﬁrst 2m columns are the columns of U , padded on the top and
the bottom with zeros. The next group consists of 2n columns of V , and the third
group consists of 2m zero columns. Because the pattern length is 2m þ 2n þ 1, if itFig. 6. Text T and a possible location of the pattern P.
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contains an entire row of V .
Suppose that a copy of the pattern occurs in T in row i. Because this pattern
contains a 1 from row i  ðs tÞ of U ¼ Tu, we know that i þ t s ¼ u %x for some
x52m. Because this pattern contains entire ith row of V , we know that in row
number s i of Tv there are only 0’s. Thus for every y52n, v %y=s i and
consequently u %xþ v %y=i þ t sþ s i ¼ t. Thus, our S2SSP instance has a positive
answer.
On the other hand, if we assume that the answer is positive, then there exists x that
makes it true. By calculations similar to those above, one can show that the pattern
starts in position ðx; u %xþ s tÞ. This concludes the proof of Theorem 6.1. ]
7. COMPRESSED PATTERN CHECKING
Recall that the compressed pattern-checking problem is to check whether an
uncompressed pattern P occurs at a position ðx; yÞ of a 2D-text T given by an SLP
T. Let n be the size of T (the number of statements) and N be the size of T (the
number of symbols). Denote by m the length of a longer side of P. The compressed
pattern-checking problem can be solved easily in polynomial time.
Theorem 7.1. (Naive Algorithm). There is an algorithm for the compressed
pattern-checking problem which works in OðnjPjÞ time.
Proof. We use an algorithm for the point test problem jPj times, for each symbol
of P separately. Using this approach, we obtain, by Lemma 4.1, an algorithm for the
compressed pattern-checking problem which works in OðnjPjÞ time. ]
We improve this, ﬁrst to OðjPj þmnÞ which is better for not extremely elongated
(for instance square) patterns, and then to OðjPj þ nþm log N log mÞ, which is better
if the text is not extremely well compressed, i.e., if log N log m ¼ oðnÞ.
In practical situations, if it happens that N ¼ OðncÞ, where c is a constant, then
log N ¼ Oðlog nÞ (clearly log m5log N since pattern must be smaller than the text).
Combining these two algorithms, we obtain an algorithm for compressed pattern-
checking problem which works in OðjPj þ nþmminflog N log m; ngÞ time.
Theorem 7.2. (Two Improvements). Let m ¼ maxfwidthðPÞ; heightðPÞg. Then
the compressed checking problem can be solved in:
(1) OðjPj þmnÞ time, which is OðjPj þ n
ﬃﬃﬃﬃﬃ
jPj
p
Þ for square patterns, or
(2) OðjPj þ nþ ðm log NÞðlog mÞÞ time, which is OðjPj þ nþm  log n  log mÞ
for N ¼ nOð1ÞÞ.
We prove each point separately. The idea behind the algorithms is to consider
point tests in groups, called queries. We identify V with the 2D-text which is
generated by a variable V in the SLP T. A query is a triple ðV ; p; RÞ, where V is a
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P. This query is answered positively if V contains a subrectangle R0 with lower left
corner p that has the same content as R.
The rectangle R is represented by a pair ðs; tÞ of positions of the lower left and
upper right corners of R in P. Obviously, if pþ t s is not a position in the text V ,
the query is answered negatively.
A variable V is a base if it is deﬁned inT with a statement of the form V  a. In
this case, the answer to the query ðV ; p; RÞ is positive if and only if p ¼ ð0; 0Þ and
R ¼ ½a. We can answer such a query in Oð1Þ time. If V is not a base, then it is
deﬁned with a statement of the form V  A{B or V  A B. In this case, we
reduce the answer to queries that involve V to the answers to queries that involve A
and/or B. Observe that, in this case, A and B are deﬁned in T before V .
The queries are divided into three classes: strip queries, edge queries and corner
queries (see Fig. 7). Let ðV ; p; RÞ be a query. Let R0 be the rectangle of the same shape
as R which is positioned at p in V . ðV ; p; RÞ is a corner query if R contains at least one
corner of the pattern. ðV ; p; RÞ is an edge query if R0 contains one side of V . There
are four types of edge queries depending on which side of V is contained in R0. We
call these down, left, right and up queries. A special case of an edge query is a full
query. It is an edge query ðV ; p; RÞ such that p ¼ ð0; 0Þ and R is of the same shape as
V . ðV ; p; RÞ is a strip query if R is a strip (i.e., a set of consecutive rows or columns)
of the pattern, and R0 is a strip of V .
Algorithm CHECKING
{input: an SLP T, a pattern P and a position p
output: true iff P occurs at p in a text described by Tg
begin
V1; V2; . . . ; Vn  consecutive variables in the SLP T;
Q ðVn; p; PÞ;
for i n downto 1 do
Q0  all Vi-queries from Q; Q QQ0;
if Vi is base then
for each q 2 Q0
if answer to q is false then return false
else
for each q 2 Q0 do ðÞ
Q Q[ SplitðqÞ
return true
end
Assume that A B{C or A B C is an assignment for A in the SLPT. The
algorithm CHECKING for the checking problem uses a procedure SplitðqÞ, where q
is a query. The procedure SplitððA; p; RÞÞ replaces the A-query ðA; p; RÞ with
equivalent B-queries and C-queries, as illustrated in Fig. 8. Let R0 be a rectangle of
the same shape as R positioned at p in A. Then division of A into B and C,
according to the assignment for A, causes either R0 to be wholly contained in B or C,
or to be divided into two smaller rectangles, one of which is in B and the other in C.
In the latter case, the split of a query is called a division of the query. Observe that a
Split of a full query is a division.
Fig. 7. Queries ðV ; p; RÞ. Big rectangles represent rectangles V. Black subrectangles represent
rectangles R0. p is a position of a lower left corner of R0 in V.
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of Split operations. In turn, they can be classiﬁed into those that lead to divisions,
and the rest. The number of divisions is bounded as follows.
Lemma 7.1. The total number of all divisions of queries during the work of the
algorithm is at most jPj  1.
Proof. The proof is a consequence of a well-known fact that a full binary tree (in
the sense each internal node is of degree 2) with s leaves has s 1 internal nodes. The
structure of divisions is a tree. Each division corresponds to an internal node and
there are jPj leaves. Hence, there are at most jPj  1 divisions. ]
The number of non-division splits depends heavily on the data structure
which is used to represent the variable Q. If Q is represented by lists of V -queries,
then Split(q) and Q Q[ SplitðqÞ can be implemented to work in constant
time. Then the number of non-division executions of Split can be bounded by
Oðm nÞ.Fig. 8. Division and non-division splits of a query. Here A B C. Note R1 ¼ S T1 and
R2 ¼ T2.
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Proof. We show that the number of non-division splits is Oðm nÞ. Consider the
set Q in some step of the algorithm. The pattern subrectangles which are in queries in
Q are disjoint. It is sufﬁcient to prove that the number of non-full queries in Q is
OðmÞ. The ones which are not full cover the boundary of P. Since the size of the
boundary of P is OðmÞ, the number of non-full queries is OðmÞ.
If Q is represented by lists of V -queries, the time complexity of the algorithm
CHECKING is OðjPj þmnÞ. This completes the proof of the ﬁrst point of
Theorem 7.2. ]
Now we pass to the proof of the second point of Theorem 7.2. We describe a data
structure for Q which allows a time complexity of OðjPj þ nþm log N log mÞ, which
is better for texts which are not very highly compressed. Before we present the
algorithm we need an auxiliary lemma.
Lemma 7.2. In each step of algorithm CHECKING, the set Q contains at most
four corner queries and m strip queries.
Proof. At each stage of the algorithm, pattern subrectangles from queries cover
some disjoint fragments of the pattern. Since there are four corners of the pattern,
the number of corner queries is at most four. Strip queries contain either whole rows
or columns of the pattern. Since the pattern subrectangles in queries of Q are
disjoint, if there are strip queries in Q containing columns of the pattern, there are no
strip queries containing rows of the pattern. Since there are at most m rows and
columns in the pattern the result follows. ]
For each type of query in Q, we have a different data structure. All corner queries
are stored in a list. For each type of edge query, and for each variable in the SLPT,
we have at most one edge query of this type which we call the champion. Strip queries
are stored in 2–3 trees (see [1]), one for each variable ofT. The queries in these 2–3
trees are ordered according to their second parameter (the position p).
Initially, Q ¼ fðVn; p; PÞg, so there is only one query, a corner query in Q. Hence,
all lists for edge queries and all 2–3-trees are empty.
To explain our new approach for edge queries, it sufﬁces to explain how to
implement the line Q Q[ SplitðqÞ, i.e., how we add edge queries to Q. Assume we
want to add a V -query q to Q. If q is a left-edge V -query and there is no left-edge
V -query champion in Q, then q becomes the left-edge V -query champion. If there is
a left-edge V-query champion q0 in Q, we use the following property.
Observation 7.3. Let R and R0 be pattern subrectangles contained in queries q
and q0, respectively, where R is smaller than R0. Then, the answer for both q and q0 is
true if and only if the answer for q0 is true and R occurs in R0 at position ð0; 0Þ.
The algorithm checks whether R occurs at ð0; 0Þ in R0. If not, the algorithm stops
and returns false. Otherwise, the new left-edge query champion is q0, and q is
removed.
Corner queries are handled in the same manner.
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for all strip Vi-queries in one step. The strip Vi-queries are stored in a 2–3
tree. Assume the assignment for Vi is Vi  B{C (the approach for Vi  B{C
is similar). Then either the horizontal line dividing B and C in Vi divides
all strip queries into strip B-queries and strip C-queries or it divides strip queries
into two groups: a group of strip B-queries and a group of C-queries. In the ﬁrst
case, we ﬁrst split (which is a division) the Vi queries into B- and C-queries and then
merge the resulting 2–3 trees with the 2–3 trees for B and for C. In the latter case, we
split the 2–3 tree for Vi into two parts. The ﬁrst one is merged with the 2–3 tree for B
and the second one with the 2–3 tree for C. To perform this split correctly, we
modify the positions in C-queries while moving them from the Vi tree to the C tree.
Instead of modifying the information in each element of the tree, we store, in each
vertex, an offset which is the difference between a position in the query and the
corresponding actual position. Initially, for each tree, there is only one offset.
However, since the trees will be split and joined, we must allow offsets at each vertex
of the tree.
Recall that 2–3 trees provide operations split and join in Oðlog sÞ time, where s is
the number of element in the input trees. Suppose the strip queries in the algorithm
contain rows. Merging two 2–3 trees T1 and T2 is done in the following recursive
way. Let q1 ¼ ðV ; ðp1; 0Þ; R1Þ and q2 ¼ ðV ; ðp2; 0Þ; R2Þ be the ﬁrst queries in T1 and
T2, respectively. Assume p15p2, the other case being similar. First, we split T1 into
two 2–3 trees T 0 and T 00, where T 0 contains queries ðV ; ðp; 0Þ; RÞ with p4p2 and T 00
contains queries with p > p2. Next, we recursively merge T 00 with T2, obtaining a tree
T . Finally, we join the tree T 0 with T .
Observe that merging 2–3 trees may result in a large number of splits of 2–3 trees.
Fortunately, the number of splits which are used in merges is Oðm log NÞ, as we can
prove by arguments similar to those of [7].
Lemma 7.3. The number of splits of 2–3 trees in algorithm CHECKING is
Oðm log NÞ.
Proof. Suppose that only strip queries which contain rows of the pattern
arise during execution of the algorithm. For a set of strip V -queries S ¼
ðV ; ðP1; 0Þ; R1Þ, ðV ; ðp2; 0Þ; R2Þ; . . . ; ðV ; ðpk; 0Þ; RkÞ with p14   4pk, deﬁne a poten-
tial function:
F ðSÞ ¼ 2 log p1 þ 2 logðwidthðV Þ  pkÞ þ 2
Xk1
i¼1
logðpiþ1  piÞ:
The potential is allocated to queries and left and right boundaries of V
in the following way. The potential for the left boundary is log p1, the
potential for the right boundary is logðwidthðV Þ  pkÞ, and the potential for a
query q ¼ ðV ; ðpi; 0Þ; RiÞ is logðpi  pi1Þ þ logðpiþ1  piÞ, where p0 ¼ 0 and
Pkþ1 ¼ widthðV Þ.
If we put a query ðV ; ðp; 0Þ; RÞ between queries q0 ¼ ðV ; ðpi; 0Þ; RiÞ and
q00 ¼ ðV ; ðpiþ1; 0Þ; Riþ1Þ, then the interval ½pi; piþ1 is divided by p into two pieces,
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ðpiþ1  piÞ. This means that the potential of either q0 or q00
decreases by at least one. Similarly, the potential of either a boundary of V or of
some query decreases by at least one if p5p1 or p > pk. This means, in turn, that
merging two 2–3 trees decreases the potential function by at least the number of
splits which occur during merging.
The potential function starts from 0 since there are no strip queries at the
beginning of the algorithm. It increases when new strip queries are created by a
division of a corner query or a division of a strip query.
Assume that an assignment for V in T is V  B{C. If a strip V -query is split
into a strip B-query and a strip C-query, we assume that the B-query inherits the
potential of the V -query and the C-query gets a new potential, which is the same as
the potential of B, and which is smaller than 2 log N. Boundaries of B inherit the
potential from boundaries of V and, if there are no strip C-queries, the boundaries of
C get a potential which is at most log N.
Assume that an assignment for V in the SLPT is V  B{C. In this case, the B-
and C-queries which are obtained by splitting strip V -queries inherit their potential
from the corresponding V -query.
Since, during the work of the algorithm, at most m strip queries get a new
potential, and the others inherit it, the potential function F can increase up to at
most 4m log N. Hence, the total number of splits in merges of 2–3 trees is 4m log N.
This completes the proof. ]
The splits of 2–3 trees which are not used in merging 2–3 trees are the ones which
occur in ðÞ. The total number of those splits is bounded by n, so the total cost of
them is Oðn log mÞ. We show now how to avoid this component in the time
complexity function of CHECKING. Consider one such split. The boundary
between B and C in V divides the interval between the last B-query and the ﬁrst C-
query into two parts causing the potential of one of the queries to decrease by 1, so
this split is one of the Oðm log NÞ splits from last lemma. This reasoning does not
work if all Vi-queries are moved either to the tree for B or the tree for C. However,
such a split can be done in constant time by modifying the offset in the root of the
2–3 tree for Vi.
Proof. (of the second point of Theorem 7.2) By Lemma 7.1, the total
cost of all divisions of queries is OðjPjÞ. We compute total cost of splits
which deals with edge queries. A new edge query is obtained by splitting either
an edge query, a corner query or a strip query. In the main loop of the algorithm,
we deal only with Vi-queries. Since, by Lemma 7.2, there are at most four
corner queries in Q and at most four edge Vi-queries which are champions, after
splitting them we obtain at most eight edge queries. Over all executions of the main
loop, we obtain at most 8n edge queries from edge queries and corner queries. From
all strip queries, we may obtain m edge queries, so the total cost of dealing with edge
queries is OðnþmÞ. The total cost of dealing with strip queries is determined by the
total number of splits of 2–3 trees, which, by Lemma 7.3, is Oðm log N log mÞ. This
completes the proof. ]
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