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LONG-TIME ANDERSON LOCALIZATION FOR THE
NONLINEAR SCHRO¨DINGER EQUATION REVISITED
HONGZI CONG, YUNFENG SHI, AND ZHIFEI ZHANG
Abstract. In this paper, we confirm the conjecture of Wang and Zhang (J.
Stat. Phys. 134 (5-6): 953–968, 2009) in a long time scale, i.e., the displace-
ment of the wave front for 1D nonlinear random Schro¨dinger equation is of
logarithmic order in time |t|.
1. Introduction
Anderson localization was originally discussed by Anderson [And58] in the con-
text of wave propagation of non-interacting quantum particles through random
disordered media. Since this seminal work, a great deal of attention has been paid
to this topic both in physics and mathematics community. The Anderson model is
a discrete linear Schro¨dinger operator defined on ℓ2(Zd)
H0 = −ǫ1∆+ λvn(ω)δnn′ , (1.1)
where ∆ is the discrete Laplacian: (∆q)n =
∑
|e|1=1
qn+e (with |e|1 =
d∑
i=1
|ei|) and
(vn(ω))n∈Zd is a family of identical independent distributed (i.i.d.) random vari-
ables with uniform distribution on [0, 1] (i.e., dvn(ω) = χ[0,1](ωn)dωn). The con-
stant ǫ1 ≥ 0 is the coupling for describing the strength of random disorder. We say
that H0 has Anderson localization (AL) if its spectrum is pure point with exponen-
tially decaying eigenfunctions. In many cases, we are interested in the dynamics of
the time dependent (linear) Schro¨dinger equation associated with H0
iq˙ = H0q, (1.2)
where q ∈ ℓ2(Zd). The standard spectral theorem of self-adjoint operators deduces
that (1.2) has a unique global solution q(t) = e−itH0q(0) for each initial data q(0) ∈
ℓ2(Zd). The evolution operator e−itH0 is unitary for each t ∈ R and thus preserves
the ℓ2-norm. If we want to know more precise information about the wave packet
propagation, we can introduce the concept of dynamical localization (DL) for H0:
for any α > 0 and q(0) ∈ ℓ2(Zd),
sup
t∈R
∑
n∈Zd
(1 + |n|)2α|qn(t)|2 <∞, (1.3)
where q(t) = e−itH0q(0) and |n| = max
1≤i≤d
|ni|. The DL implies that the particle is
concentrated near the origin uniformly for all time.
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The first mathematical rigorous proof of localization for random operators was
due to Goldsheid-Molchanov-Pastur [GMP77] for 1D continuous random Schro¨dinger
operators. In high dimensions, Fro¨hlich-Spencer [FS83] proved, either at high dis-
order (i.e., ǫ1 ≪ 1) or low energy, the absence of diffusion for Anderson model
by developing the celebrated multi-scale analysis (MSA) method. Based on MSA
of [FS83], [FMSS85, DLS85, SW86] finally obtained the Anderson localization at
either high disorder or low energy. An alternative method for the proof of local-
ization for random operators, known as the fractional moment method (FMM),
was developed by Aizenman-Molchanov [AM93]. Remarkably, by employing FMM,
Aizenman proved the first DL for Anderson model [Aiz94].
When a nonlinear perturbation is added in (1.2), we are led to the study of the
so called nonlinear Schro¨dinger equations with a random potential. In this paper,
we focus on the following 1D nonlinear Schro¨dinger equation (NLSE)
iq˙j = ǫ1(qj−1 + qj+1) + vj(ω)qj + ǫ2|qj |2qj , (1.4)
and in particular the solution q(t) of (1.4) with an initial state q(0) ∈ ℓ2(Z) as
t→∞. The NLSE also has important applications in a variety of physical systems,
especially the Bose-Einstein Condensation [DGPS99] (we refer to [FKS12] for an
excellent review on NLSE). Since in nonlinear case the spectral theorem becomes
invalid, the study of AL for a NLSE seems vacuous. However, in linear case the
famous RAGE Theorem (see [Kir08] and [AW15]) claims that H0 has pure point
spectrum if and only if, for any q(0) ∈ ℓ2(Z),
lim
N→∞
sup
t∈R
∑
|j|>N
|qj(t)|2 = 0, (1.5)
where q(t) = e−itH0q(0). Thus, it is natural to define AL for a NLSE via (1.5) by
noting that (1.4) is globally well-posed for any initial data belongs to ℓ2(Z).
The first result towards nonlinear AL for NLSE with i.i.d. random potential
was obtained by Fro¨hlich-Spencer-Wayne [FSW86]: they showed that, with high
probability and weak nonlinearity, any sup-exponentially localized initial state al-
ways stayed in a full dimensional KAM tori. Their proof is based on an extension
of the KAM techniques. Later, if the initial state is polynomially localized, by
using Birkhoff normal form method, Benettin-Fro¨hlich-Giorgilli [BFG88] got that
the propagation remains localized in very long-time for some dD lattice nonlin-
ear oscillation equations with i.i.d. Gaussian random potential. We also mention
the recent work of Bourgain-Wang [BW08], in which some quasi-periodic solutions
were constructed for some random NLSE by combining Nash-Moser iteration and
the improved MSA. The most important result for nonlinear AL with non-localized
initial state was due to Wang-Zhang [WZ09]: they proved the first “truly” long-time
AL for the 1D NLSE. More precisely, they established that Given A ≥ 2, δ > 0,
let q(0) ∈ ℓ2(Z) be any initial state satisfying ∑
|j|>j0>0
|qj(0)|2 ≤ δ. Then there exist
ε = ε(A) > 0, C = C(A) > 0 such that for 0 < ǫ = ǫ1 + ǫ2 ≤ ε and t ≤ δC−1ǫ−A,∑
|j|>j0+N
|qj(t)|2 ≤ 2δ
with probability at least 1 − exp
(
− j0N e−2Nǫ
(CA)−1
)
and N = N(ǫ, A) ≥ A2. In
this theorem, they required actually both high disorder and weak nonlinearity (i.e.,
3ǫ2 ≪ 1). The proof depends on some type of Birkhoff normal form borrowed from
Bourgain-Wang [BW07]. Fishman-Krivolapov-Soffer [FKS08] obtained the long-
time exponentially DL (i.e., with (1+|n|)2α being replaced by the exponential bound
in (1.3)) of time t ≤ ǫ−22 under just weak nonlinearity assumption. Their proof
differs from that of Wang-Zhang and is based on perturbation theory combined with
FMM of Aizenman-Molchanov [AM93]. Subsequently, some results of [FKS08] have
been improved to time of order ǫ−A2 for any A ≥ 2 [FKS09] by the same authors,
but the proof is partly rigorous: in some parts it relies on conjectures that they
tested numerically.
Wang-Zhang’s result mentioned as above indicated that if ǫ ≤ ε(A), long-time
AL holds of order Tǫ ∼ ǫ−A, and as a result the wave front N depends on time in
the following way
N ∼ (lnTǫ)2+. (1.6)
In addition, it was proven in [Wan08] that the growth of Sobolev norms is at most
logarithmic in t. These enable them to raise the conjecture:
Conjecture 1.1 ([WZ09]). As t→∞, the displacement of the wave front N is of
order t0
+
(possibly logarithmic).
The main motivation of the present paper comes from this conjecture. In fact,
we prove the following main result.
Theorem 1.2. Given δ > 0, for all initial datum q(0) ∈ ℓ2(Z), let j0 ∈ N be such
that ∑
|j|>j0
|qj(0)|2 < δ.
Fix 0 < α < 1/100. Then there exist constants ε = ε(α) > 0 and C = C(α) > 0
such that the following holds: for 0 < ǫ := ǫ1 + ǫ2 < ε and for all
|t| ≤ δ · exp
(
|ln ǫ|2
200 |ln ln ǫ|
)
one has ∑
|j|>j0+N(ǫ)
|qj(t)|2 < 2δ
with probability at least
1− Cǫα,
where
N(ǫ) =
∣∣∣∣ ln ǫ200 ln ln ǫ
∣∣∣∣2 .
Remark 1.1.
• As an easy corollary, one has for |t| ≤ Tǫ = δ · exp
(
|ln ǫ|2
200|ln ln ǫ|
)
,
N(ǫ) ∼ lnTǫ.
Moreover, Tǫ →∞ in the exponential rate as ǫ→ 0. This confirms Wang-
Zhang’s conjecture in a long time scale.
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• Our result can’t be derived directly from Wang-Zhang’s by choosing A ∼
|ln ǫ|
|ln ln ǫ| . It is because the perturbation ε(A) in their argument depends sen-
sitively on A. In order to improve Wang-Zhang’s polynomial bound to the
exponential one, it requires new ideas.
We then outline the proof. The main scheme of our proof is definitely adapted
from Bourgain-Wang [BW07] and Wang-Zhang [WZ09], which uses Birkhoff normal
form type transformations to construct barriers centered at some ±j0, j0 > 1 of
width N , where the terms responsible for propagation are small enough. However,
while our localized time is significantly much longer, our argument can also be
viewed as both a clarification and at the same time streamlining of [WZ09]. This
is due to several important technical improvements that we add to Wang-Zhang’s
scheme:
(1) One important highlight is that, we make use of ℓ1-norm (with an expo-
nential weight) rather than ℓ∞-norm for the Hamiltonian. This will lead to
more clear and effective estimate on some key ingredients, such as the Pois-
son bracket, symplectic transformations and particularly the small divisors
when performing the Birkhoff normal form. In addition, we deal with those
elements in a separated fashion, which makes the proof more tractable.
(2) Another issue we want to highlight is that we introduce new ideas origi-
nated from Benettin-Fro¨hlich-Giorgilli [BFG88] in our proof. In the itera-
tion scheme, we always assume that both the width N of the barriers and
the total iteration steps M are non-negligible as compared with the per-
turbation ǫ. Then our main result follows from optimal choices of N,M
depending on ǫ. To achieve this goal, one needs to take care of all terms in
the barriers and thus needs to use the ℓ1-norm.
The structure of the paper is as follows. Some important facts on Hamiltonian
dynamics, such as the Poisson bracket, symplectic transformation and non-resonant
conditions are presented in §2. The Birkhoff normal form type theorem is proved in
§3. The estimate on the probability when handling the small divisors can be found
in §4. The proof of our main theorem is finished in §5.
2. Structure of the transformed Hamiltonian
We recast (1.4) as a Hamiltonian equation
iq˙j = 2
∂H
∂q¯j
,
where
H(q, q¯) =
1
2
∑
j∈Z
vj |qj |2 + ǫ1
∑
j∈Z
(q¯jqj+1 + qj q¯j+1) +
1
2
ǫ2
∑
j∈Z
|qj |4
 . (2.1)
As is well-known, the ℓ2-norm of the solution q(t) is conserved, i.e.,∑
j∈Z
|qj(t)|2 =
∑
j∈Z
|qj(0)|2 for ∀ t ∈ R.
5In order to prove the main result, we need to control the time derivative of the
truncated sum of higher modes
d
dt
∑
|j|>j0
|qj(t)|2 . (2.2)
In what follows, we will deal extensively with monomials in qj . Rewrite any mono-
mials in the form ∏
j∈Z
q
nj
j q¯
n′j
j . (2.3)
Let
n = (nj , n
′
j)j∈Z ∈ NZ × NZ.
We define
supp n = {j ∈ Z : nj 6= 0 or n′j 6= 0},
∆(n) = sup
j,j′∈supp n
|j − j′|,
|n| =
∑
j∈Z
(nj + n
′
j).
If nj = n
′
j for all j ∈ supp n, then the monomial (2.3) is called resonant. Otherwise
it is called non-resonant. Note that non-resonant monomials contribute to the
truncated sum in (2.2), where resonant ones do not. We define the (resonant) set
as
N = {n ∈ NZ × NZ : nj = n′j for ∀ j} . (2.4)
Given j0 and N ∈ N, let
A(j0, N) := [j0 −N, j0 +N ] ∪ [−j0 −N,−j0 +N ] .
Definition 2.1. Given a Hamiltonian
H(q, q¯) =
∑
n∈NZ×NZ
H(n)
∏
supp n
q
nj
j q¯
n′j
j ,
for j0, N ∈ N and r > 2, we define
‖H‖j0,N,r =
∑
n∈NZ×NZ
supp n∩A(j0 ,N)6=∅
|H(n)| · |n| · r∆(n)+|n|−1 (2.5)
and
‖H‖Lj0,N,r = sup
j∈Z
∑
n∈NZ×NZ
supp n∩A(j0 ,N)6=∅
∣∣∂vjH(n)∣∣ · |n| · r∆(n)+|n|−1, (2.6)
where v = (vj)j∈Z is the potential. Define
|||H |||j0,N,r = ‖H‖j0,N,r + ‖H‖
L
j0,N,r
.
Definition 2.2. Given
H(q, q¯) =
∑
n∈NZ×NZ
H(n)
∏
supp n
q
nj
j q¯
n′j
j
6 HONGZI CONG, YUNFENG SHI, AND ZHIFEI ZHANG
and
G(q, q¯) =
∑
m∈NZ×NZ
G(m)
∏
supp m
q
mj
j q¯
m′j
j ,
the Poisson bracket of H and G is defined as
{H,G} := i
∑
n,m∈NZ×NZ
∑
k∈Z
H(n)G(m)(nkm
′
k−n′kmk)qnk+mk−1k q¯n
′
k+m
′
k−1
k
∏
j 6=k
q
nj+mj
j q¯
n′j+m
′
j
j
 .
We have the following key estimate.
Proposition 2.3 (Poisson Bracket). For j0, N ∈ N, let a and b satisfy
[a, b] ⊂ [j0 −N, j0 +N ].
Let
H(q, q¯) =
∑
n∈NZ×NZ
H(n)
∏
supp n
q
nj
j q¯
n′j
j
and
G(q, q¯) =
∑
m∈NZ×NZ
G(m)
∏
supp m
q
mj
j q¯
m′j
j
with
supp n ⊂ [−b,−a] ∪ [a, b] for any n. (2.7)
Then for any 0 < σ < r/2, we have
|||{H,G}|||j0,N,r−σ ≤
1
σ
|||H |||j0,N,r · |||G|||j0,N,r. (2.8)
Proof. First of all, we write
{H,G} =
∑
l∈NZ×NZ
{H,G}(l)
∏
supp l
q
lj
j q¯
l′j
j ,
where
{H,G}(l) = i
∑
k∈Z
 ∗∑
n,m∈NZ×NZ
H(n)G(m) (nkm
′
k − n′kmk)
 (2.9)
and the sum
∗∑
n,m∈NZ×NZ
is taken as
lj = nj +mj − 1, l′j = n′j +m′j − 1 for j = k,
lj = nj +mj, l
′
j = n
′
j +m
′
j for j 6= k.
Secondly, let
G˜ =
∑
m∈NZ×NZ
supp m∩A(j0 ,N)=∅
G(m)
∏
supp m
q
mj
j q¯
m′j
j
and then following (2.7), one has
{
H, G˜
}
= 0. Hence, we always assume that
G =
∑
m∈NZ×NZ
supp m∩A(j0 ,N)6=∅
G(m)
∏
supp m
q
mj
j q¯
m′j
j . (2.10)
7Without loss of generality, we assume that H and G are homogeneous polyno-
mials with degrees n∗ and m∗ respectively, i.e.,
H(q, q¯) =
∑
n∈NZ×NZ
|n|=n∗
H(n)
∏
supp n
q
nj
j q¯
n′j
j
and
G =
∑
m∈NZ×NZ,|m|=m∗
supp m∩A(j0 ,N)6=∅
G(m)
∏
supp m
q
mj
j q¯
m′j
j .
Since r > 2 and 0 < σ < r/2, one has
1 < r − σ < r. (2.11)
In view of (2.11) and
∆(l) ≤ ∆(n) + ∆(m),
one has ∑
l∈NZ×NZ
∣∣∣∣∣∣
∑
k∈Z
∗∑
n,m∈NZ×NZ
H(n)G(m) (nkm
′
k − n′kmk)
∣∣∣∣∣∣ (r − σ)∆(l)
≤
∑
n,m∈NZ×NZ
|H(n)| |G(m)|
∑
k∈Z
(nkm
′
k + n
′
kmk) (r − σ)∆(n)+∆(m)
≤
 ∑
n∈NZ×NZ
|H(n)| · |n| · r∆(n)
 ∑
m∈NZ×NZ
|G(m)| · |m| · r∆(m)
 . (2.12)
In view of (2.9), (2.12) and using |l| = |n|+ |m| − 2, we have
‖{H,G}‖j0,N,r−σ
≤ (|n|+ |m| − 2) (r − σ)|n|+|m|−3
×
 ∑
n∈NZ×NZ
|H(n)| · |n| · r∆(n)
 ∑
m∈NZ×NZ
|G(m)| · |m| · r∆(m)

≤ 1
σ
 ∑
n∈NZ×NZ
|H(n)| · |n| · r∆(n)+|n|−1
 ∑
m∈NZ×NZ
|G(m)| · |m| · r∆(m)+|m|−1
 ,
where the last inequality is based on
(|n|+ |m| − 2)(r − σ)|n|+|m|−3 ≤ 1
σ
r|n|+|m|−2.
Using (2.7), (2.10) and Definition 2.1, we have
‖{H,G}‖j0,N,r−σ ≤
1
σ
‖H‖j0,N,r · ‖G‖j0,N,r . (2.13)
Finally, recalling
∂vj (H(n)G(m)) = ∂vjH(n) ·G(m) +H(n) · ∂vjG(m)
and following the proof of (2.13), one has
‖{H,G}‖Lj0,N,r−σ ≤
1
σ
(
‖H‖Lj0,N,r · ‖G‖j0,N,r + ‖H‖j0,N,r · ‖G‖
L
j0,N,r
)
. (2.14)
8 HONGZI CONG, YUNFENG SHI, AND ZHIFEI ZHANG
Combining (2.13) and (2.14), we finish the proof of (2.8). 
Proposition 2.4. Let H and G be given by Proposition 2.3. Assume further that( e
σ
)
|||H |||j0,N,r ≤
1
2
. (2.15)
Then ∣∣∣∣∣∣G ◦X1H ∣∣∣∣∣∣j0,N,r−σ ≤ 2 |||G|||j0,N,r ,
where X1H is the time-1 map generated by the flow of H.
Proof. First of all, we expand G ◦X1H into the Taylor series
G ◦X1H =
∑
n≥0
1
n!
G(n), (2.16)
where G(n) =
{
G(n−1), H
}
and G(0) = G. We will estimate
∣∣∣∣∣∣G(n)∣∣∣∣∣∣
j0,N,r−σ by
repeatedly using of Proposition 2.3:∣∣∣∣∣∣∣∣∣G(n)∣∣∣∣∣∣∣∣∣
j0,N,r−σ
=
∣∣∣∣∣∣∣∣∣{G(n−1), H}∣∣∣∣∣∣∣∣∣
j0,N,r−σ
≤
(n
σ
)(
|||H |||j0,N,r
) ∣∣∣∣∣∣∣∣∣G(n−1)∣∣∣∣∣∣∣∣∣
j0,N,r− (n−1)σn
≤
(n
σ
)2 (
|||H |||j0,N,r
)2 ∣∣∣∣∣∣∣∣∣G(n−2)∣∣∣∣∣∣∣∣∣
j0,N,r− (n−2)σn
. . .
≤
(n
σ
)n (
|||H |||j0,N,r
)n
|||G|||j0,N,r .
Then
1
n!
∣∣∣∣∣∣∣∣∣G(n)∣∣∣∣∣∣∣∣∣
j0,N,r−σ
≤
(
e |||H |||j0,N,r
σ
)n
|||G|||j0,N,r , (2.17)
where we use the inequality nn < n!en. Hence combining (2.16) and (2.17), we
obtain ∣∣∣∣∣∣G ◦X1H ∣∣∣∣∣∣j0,N,r−σ ≤∑
n≥0
(
e |||H |||j0,N,r
σ
)n
|||G|||j0,N,r
≤ 2 |||G|||j0,N,r ,
where the last inequality is based on (2.15). 
Remark 2.1. In general, we have∣∣∣∣∣∣G ◦X1H −G∣∣∣∣∣∣j0,N,r−σ ≤ eσ · |||H |||j0,N,r · |||G|||j0,N,r , (2.18)
and ∣∣∣∣∣∣G ◦X1H −G− {G,H}∣∣∣∣∣∣j0,N,r−σ ≤ ( eσ)2 |||H |||2j0,N,r · |||G|||j0,N,r . (2.19)
Let
ǫ = ǫ1 + ǫ2, (2.20)
and introduce the non-resonant conditions.
9Definition 2.5. (Non-resonant conditions) Given ǫ > 0, α ∈ (0, 1/100) and
N ∈ N, we say that the frequency v = (vj)j∈Z is (ǫ, α,N)-nonresonant if for any
0 6= k ∈ ZZ, ∣∣∣∣∣∣
∑
j∈Z
kjvj
∣∣∣∣∣∣ ≥ ǫ
α
N∆2(k)|k|∆(k)+1 . (2.21)
3. Analysis and Estimates of the Symplectic Transformations
We now construct the symplectic transformation Γ by a finite step induction.
At the first step, i.e., s = 1 (in view of (2.1))
H1 = H =
1
2
∑
j∈Z
vj |qj |2 + ǫ1
∑
j∈Z
(q¯jqj+1 + qj q¯j+1) +
1
2
ǫ2
∑
j∈Z
|qj |4
 , (3.1)
which can be rewritten as
H1 = D1 + Z1 +R1
=
1
2
∑
j∈Z
v1j |qj |2 +
∑
n∈NZ×NZ
Z1(n)
∏
supp n
∣∣qnjj ∣∣2 + ∑
n∈NZ×NZ
R1(n)
∏
supp n
q
nj
j q¯
n′j
j ,
where
v1j = vj , Z1(n) =
ǫ2
4
, R1(n) =
ǫ1
2
.
From (2.20), we see that
‖H1 −D1‖j0,N,r ≤ 10Nr3ǫ (3.2)
and
‖H1 −D1‖Lj0,N,r = 0,
which implies
|||H1 −D1|||j0,N,r ≤ 10Nr3ǫ.
3.1. One step of Birkhoff normal form. Let
Ns = N − 20(s− 1), s ≥ 1. (3.3)
Lemma 3.1. Let v1 = (v1j)j∈Z satisfy the (ǫ, α,N)-nonresonant conditions (2.21).
Assume 0 < σ < r/2 and
26e
σ
· 10N3r3ǫ1−2α ≤ 1
2
. (3.4)
Then there exists a change of variables Γ1 := X
1
F1
such that
H2 = H1 ◦X1F1 = D2 + Z2 + R2
=
1
2
∑
j∈Z
v2j |qj |2 +
∑
n∈NZ×NZ
n∈N ,|n|≥4
Z2(n)
∏
supp n
∣∣qnjj ∣∣2 + ∑
n∈NZ×NZ
R2(n)
∏
supp n
q
nj
j q¯
n′j
j .
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Moreover, one has
|||F1|||j0,N,r ≤ 26 · 10N3r3ǫ1−2α, (3.5)
|||Z2|||j0,N,r−σ ≤ 10Nr3ǫ
(
1∑
i=0
2−i
)
, (3.6)
|||R2|||j0,N,r−σ ≤ 10Nr3ǫ
(
1∑
i=0
2−i
)
, (3.7)
and
|||R2|||j0,N,r−σ ≤ 10Nr3ǫ
(
26e
σ
· 10N3r3ǫ1−2α
)
, (3.8)
where
R2 =
∑
n∈NZ×NZ
R2(n)
∏
supp n∩A(j0,N3) 6=∅
q
nj
j q¯
n′j
j . (3.9)
Furthermore, for any A ≥ 3 the following estimate holds∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
∆(n)+|n|=A
(|Z2(n)|+ |R2(n)|)
∏
supp n
q
nj
j q¯
n′j
j
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
j0,N,r−σ
≤10Nr3ǫ
(
26e
σ
· 10N3r3ǫ1−2α
)A−3
. (3.10)
Proof. By the Birkhoff normal form theory, one knows that F1 satisfies the homo-
logical equation
Lv1F1 = R1, (3.11)
where the Lie derivative operator is defined by
Lv1 : H 7→ Lv1H := i
∑
n∈NZ×NZ
∑
j∈Z
(nj − n′j)v1j
H(n) ∏
supp n
q
nj
j q¯
n′j
j
and
R1 =
∑
n∈NZ×NZ
R1(n)
∏
supp n∩A(j0,N2) 6=∅
q
nj
j q¯
n′j
j .
Unless n ∈ N (see (2.4)), one has
F1(n) =
R1(n)∑
j∈Z(nj − n′j)v1j
.
Note that frequency v1 satisfies the nonresonant conditions (2.21). Then we have
|F1(n)| ≤ |R1(n)| ·
(
ǫ−α ·N ·∆2(n) · |n|∆(n)+1
)
. (3.12)
Noting that |n| ≤ 2 and ∆(n) ≤ 1, then
‖F1‖j0,N,r ≤ ‖R1‖j0,N,r · ǫ−α ·N · 22 ≤ 22 · 10N2r3ǫ1−α, (3.13)
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where the last inequality is based on (3.2). On the other hand, for any j˜ ∈ Z we
have
∂vj˜F1(n) =
∂vj˜R1(n)∑
j∈Z(nj − n′j)v1j
− R1(n)(∑
j∈Z(nj − n′j)v1j
)2 · ∂vj˜
∑
j∈Z
(nj − n′j)v1j
 .
Then following the proof of (3.13), one has
‖F1‖Lj0,N,r ≤ 25 · 10N3r3ǫ1−2α. (3.14)
Then we finish the proof of (3.5) by using (3.13) and (3.14).
Using Taylor’s formula yields
H2 := H1 ◦X1F1 = D1 + Z1
+ {D1, F1}+R1 +
(
X1F1 − id− {·, F1}
)
D1 +
(
X1F1 − id
)
(Z1 +R1)
= D2 + Z2 +R2
:=
1
2
∑
j∈Z
v2j |qj |2 +
∑
n∈NZ×NZ
n∈N ,|n|≥4
Z2(n)
∏
supp n
∣∣qnjj ∣∣2 + ∑
n∈NZ×NZ
R2(n)
∏
supp n
q
nj
j q¯
n′j
j ,
where by (3.11),
R2 = (R1 −R1) +
(
X1F1 − id− {·, F1}
)
D1 +
(
X1F1 − id
)
(Z1 +R1)
=
∑
n∈NZ×NZ
R2(n)
∏
supp n
q
nj
j q¯
n′j
j ,
and (
X1F1 − id− {·, F1}
)
D1 := D1 ◦X1F1 −D1 − {D1, F1},(
X1F1 − id
)
(Z1 +R1) := (Z1 +R1) ◦X1F1 − (Z1 +R1).
In the first step, we have v2 = v1 and Z2 = Z1, which implies D2 = D1 and
Z2 = Z1. Hence, the estimate (3.6) holds true.
Write
R2 = R2 + (R2 −R2),
where R2 is defined by (3.9). By (2.18) and (2.19) in Remark 2.1 and (3.11), for
any 0 < σ < r/2 one has
|||R2|||j0,N,r−σ ≤
( e
σ
)
· |||F1|||j0,N,r · |||H1|||j0,N,r
≤ 10Nr3ǫ
(
26e
σ
· 10N3r3ǫ1−2α
)
,
where the last inequality follows from (3.2) and (3.5). This finishes the proof of
(3.8). Similarly, we have
|||R2 −R2|||j0,N,r−σ ≤ 10Nr3ǫ+ 10Nr3ǫ
(
26e
σ
· 10N3r3ǫ1−2α
)
≤ 10Nr3ǫ
(
1∑
i=0
2−i
)
,
where the last inequality is based on (3.4).
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Finally, the estimate (3.10) follows from (3.2) and (3.5) by using by induction
about A. Precisely, the term in R2 comes from
1
j!Z
(j)
1 and
1
j!R
(j)
1 for some j ∈
N, where Z
(j)
1 =
{
Z
(j−1)
1 , H
}
, Z
(0)
1 = Z1, R
(j)
1 =
{
R
(j−1)
1 , H
}
and R
(0)
1 = R1.
Following the proof of (2.17) and noting that ∆(l) ≤ ∆(n) + ∆(m) and |l| ≤
|n|+ |m| − 2, we finish the proof of (3.10). 
3.2. Iterative Lemma.
Lemma 3.2. For s ∈ N and 1 ≤ s ≤ √N − 1, consider the Hamiltonian Hs(q, q¯)
of the form
Hs = Ds + Zs +Rs
=
1
2
∑
j∈Z
vsj |qj |2 +
∑
n∈NZ×NZ
n∈N ,|n|≥4
Zs(n)
∏
supp n
∣∣qnjj ∣∣2 + ∑
n∈NZ×NZ
Rs(n)
∏
supp n
q
nj
j q¯
n′j
j .
Let vs = (vsj)j∈Z satisfy the (ǫ, α,N)-nonresonant conditions (2.21). Assume that
0 < σ < r/2 and
(10(s+ 1))
10(s+1) · 26e
σ
·N3(s+1)r3ǫ1−2α ≤ 1
2
, (3.15)
|||Zs|||j0,N,r−(s−1)σ ≤ 10Nr3ǫ
(
s−1∑
i=0
2−i
)
, (3.16)
|||Rs|||j0,N,r−(s−1)σ ≤ 10Nr3ǫ
(
s−1∑
i=0
2−i
)
, (3.17)
|||Rs|||j0,N,r−(s−1)σ ≤ 10Nr3ǫ
(
(10s)10s · 26e
σ
·N3sr3ǫ1−2α
)s−1
, (3.18)
where
Rs =
∑
n∈NZ×NZ
Rs(n)
∏
supp n∩A(j0,Ns+1) 6=∅
q
nj
j q¯
n′j
j . (3.19)
Furthermore, assume for any A ≥ 3 the following holds∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
∆(n)+|n|=A
(|Zs(n)|+ |Rs(n)|)
∏
supp n
q
nj
j q¯
n′j
j
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
j0,N,r−(s−1)σ
≤10Nr3ǫ
(
(10s)10s · 26e
σ
·N3sr3ǫ1−2α
)A−3
. (3.20)
Then there exists a change of variables Φs := X
1
Fs
Hs+1 = Hs ◦X1Fs
=
1
2
∑
j∈Z
v(s+1)j |qj |2 +
∑
n∈NZ×NZ
n∈N ,|n|≥4
Zs+1(n)
∏
supp n
∣∣qnjj ∣∣2
+
∑
n∈NZ×NZ
Rs+1(n)
∏
supp n
q
nj
j q¯
n′j
j .
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Moreover, one has
|||Fs|||j0,N,r−(s−1)σ ≤
(σ
e
)( (10s)10s · 26e
σ
·N3sr3ǫ1−2α
)s
, (3.21)
|||Zs+1|||j0,N,r−sσ ≤ 10Nr3ǫ
(
s∑
i=0
2−i
)
, (3.22)
|||Rs+1|||j0,N,r−sσ ≤ 10Nr3ǫ
(
s∑
i=0
2−i
)
, (3.23)
|||Rs+1|||j0,N,r−sσ ≤ 10Nr3ǫ ·
(
(10(s+ 1))10(s+1) · 26e
σ
·N3(s+1)r3ǫ1−2α
)s
,
(3.24)
where
Rs+1 =
∑
n∈NZ×NZ
Rs+1(n)
∏
supp n∩A(j0,Ns+2) 6=∅
q
nj
j q¯
n′j
j .
Moreover, we have∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
∆(n)+|n|=A
(|Zs+1(n)|+ |Rs+1(n)|)
∏
supp n
q
nj
j q¯
n′j
j
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
j0,N,r−sσ
≤10Nr3ǫ
(
(10(s+ 1))10(s+1) · 26e
σ
·N3(s+1)r3ǫ1−2α
)A−3
. (3.25)
Proof. As done before, we know that Fs will satisfy the homological equation
LvsFs = R˜s,
where
R˜s(q, q¯) :=
∑
n∈NZ×NZ
Rs(n)
∏
supp n∩A(j0,Ns+1)6=∅
∆(n)+|n|≤s+2
q
nj
j q¯
n′j
j . (3.26)
By the direct computations, one has
Fs(n) =
Rs(n)∑
j∈Z(nj − n′j)vsj
,
unless n ∈ N . Since the frequency vs satisfies the (ǫ, α,N)-nonresonant conditions
(2.21), we get
|Fs(n)| ≤ |Rs(n)| · ǫ−α ·N ·∆2(n) · |n|∆(n)+1. (3.27)
In view of (3.18) we have
‖Fs‖j0,N,r−(s−1)σ
≤ 10Nr3ǫ
(
(10s)10s · 26e
σ
·N3sr3ǫ1−2α
)s−1
· ǫ−α ·N ·∆2(n) · |n|∆(n)+1
≤
(
10N2r3ǫ1−α (4s)4s
)( (10s)10s · 26e
σ
·N3sr3ǫ1−2α
)s−1
, (3.28)
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where the last inequality is based on ∆(n) + |n| ≤ s+ 2. Similarly, one has
‖Fs‖Lj0,N,r−(s−1)σ ≤
(
10N3r3ǫ1−2α (4s)8s
)( (10s)10s · 26e
σ
·N3sr3ǫ1−2α
)s−1
.
(3.29)
In view of (3.28) and (3.29), one has
|||Fs|||j0,N,r−(s−1)σ ≤
(
20N3r3ǫ1−2α (4s)8s
)( (10s)10s · 26e
σ
·N3sr3ǫ1−2α
)s−1
≤
(σ
e
)( (10s)10s · 26e
σ
·N3sr3ǫ1−2α
)s
,
which finishes the proof of (3.21).
Using Taylor’s formula again shows
Hs+1 := Hs ◦X1Fs
= Ds + {Ds, Fs}+ Zs +Rs +
(
X1Fs − id− {·, Fs}
)
Ds +
(
X1Fs − id
)
(Zs +Rs)
= Ds+1 + Zs+1 +Rs+1
=
1
2
∑
j∈Z
v(s+1)j |qj |2 +
∑
n∈NZ×NZ
n∈N ,|n|≥4
Zs+1(n)
∏
supp n
∣∣qnjj ∣∣2
+
∑
n∈NZ×NZ
Rs+1(n)
∏
supp n
q
nj
j q¯
n′j
j .
Precisely, let
Gs+1 = {Ds, Fs}+Rs +
(
X1Fs − id− {·, Fs}
)
Ds +
(
X1Fs − id
)
(Zs +Rs)
=
∑
n∈NZ×NZ
Gs+1(n)
∏
supp n
q
nj
j q¯
n′j
j ,
and then one has
Ds+1 = Ds +
∑
n∈NZ×NZ
n∈N ,|n|=2
Gs+1(n)
∏
supp n
q
nj
j q¯
n′j
j , (3.30)
Zs+1 = Zs +
∑
n∈NZ×NZ
n∈N ,|n|≥4
Gs+1(n)
∏
supp n
q
nj
j q¯
n′j
j ,
Rs+1 =
∑
n∈NZ×NZ
n/∈N
Gs+1(n)
∏
supp n
q
nj
j q¯
n′j
j .
Write
Rs+1 = Rs+1 + (Rs+1 −Rs+1),
where
Rs+1 =
∑
n∈NZ×NZ
Rs+1(n)
∏
supp n∩A(j0,Ns+2) 6=∅
q
nj
j q¯
n′j
j .
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By (2.18) and (2.19) in Remark 2.1 and (3.21), one has
|||Rs+1|||j0,N,r−sσ ≤
( e
σ
)
|||Fs|||j0,N,r−(s−1)σ |||Zs +Rs|||j0,N,r−(s−1)σ
≤
(
(10s)10s · 26e
σ
·N3sr3ǫ1−2α
)s
· 10Nr3ǫ
(
s−1∑
i=0
2−i
)
≤ 10Nr3ǫ ·
(
(10(s+ 1))10(s+1) · 26e
σ
·N3(s+1)r3ǫ1−2α
)s
,
which finishes the proof of (3.24). Similarly, we have
|||Rs+1 −Rs+1|||j0,N,r−sσ ≤ 10Nr3ǫ
(
s∑
i=0
2−i
)
,
where the last inequality is based on (3.15). This finishes the proof of (3.23).
Similarly, one has
|||Zs+1|||j0,N,r−sσ ≤ 10Nr3ǫ
(
s∑
i=0
2−i
)
,
which finishes the proof of (3.22).
Finally, the estimate (3.25) follows from the proof of (3.10).

3.3. Birkhoff Normal Form Theorem.
Theorem 3.3 (Birkhoff Normal Form). Consider the Hamiltonian (3.1) and
assume that the frequency v = (vj)j∈Z satisfies the (ǫ, α,N)-nonresonant conditions
(2.21). Given any r > 2, there exists an ǫ∗(r, α) > 0 such that, for any 0 < ǫ <
ǫ∗(r, α) and any M ∈ N with M < √N − 1 and
N =
∣∣∣∣ ln ǫ200 ln ln ǫ
∣∣∣∣2 , (3.31)
there exists a symplectic transformation Γ = Γ1 ◦ · · · ◦ ΓM such that
H˜ = H1 ◦ Γ = D˜ + Z˜ + R˜
=
1
2
∑
j∈Z
v˜j |qj |2 +
∑
n∈NZ×NZ
n∈N ,|n|≥4
Z˜(n)
∏
supp n
q
nj
j q¯
n′j
j
+
∑
n∈NZ×NZ
R˜(n)
∏
supp n
q
nj
j q¯
n′j
j ,
where ∣∣∣∣∣∣∣∣∣Z˜∣∣∣∣∣∣∣∣∣
j0,N,r/2
≤ 20Nr3ǫ, (3.32)∣∣∣∣∣∣∣∣∣R˜∣∣∣∣∣∣∣∣∣
j0,N,r/2
≤ 20Nr3ǫ, (3.33)
and∣∣∣∣∣∣∣∣∣R˜∣∣∣∣∣∣∣∣∣
j0,N,r/2
≤ 10Nr3ǫ ·
(
(10(M + 1))10(M+1) · 26e ·N3(M+1)+1r2ǫ1−2α
)M
,
(3.34)
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with
R˜ =
∑
n∈NZ×NZ
R˜(n)
∏
supp n∩A(j0,N/2) 6=∅
q
nj
j q¯
n′j
j . (3.35)
Furthermore, for any A ≥ 3 the following estimate holds∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
∆(n)+|n|=A
(
|Z˜(n)|+ |R˜(n)|
) ∏
supp n
q
nj
j q¯
n′j
j
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
j0,N,r/2
≤10Nr3ǫ
(
(10(M + 1))10(M+1) · 26e ·N3(M+1)+1r2ǫ1−2α
)A−3
. (3.36)
Proof. First of all, note that the Hamiltonian (3.1) satisfies all assumptions (3.16)–
(3.20) for s = 1, which follows from (3.2).
Secondly, for given r > 2 and 0 < α < 1/100, we take ǫ∗ = ǫ∗(r, α) > 0 such
that
(10N∗)20N
∗ · 210er2 · (ǫ∗)1−2α ≤ 1
2
,
where
N∗ =
∣∣∣∣ ln ǫ∗200 ln ln ǫ∗
∣∣∣∣2 .
Then for any 0 < ǫ < ǫ∗(r, α) and any 1 ≤ s ≤ M , the assumption (3.15) holds
with σ = r2N . Moreover, one has
r − sσ ≥ r −M · r
2N
≥ r/2.
In view of (3.3) and for any 1 ≤ s ≤M , one has
Ns+1 = N − 20s ≥ N − 20M = N − 20
√
N ≥ N
2
,
which implies [
j0 − N
2
, j0 +
N
2
]
⊂ A(j0, Ns) ⊂ [j0 −N, j0 +N ] .
Finally, the (ǫ, α,N)-nonresonant condition (2.21) holds for vs = (vsj)j∈Z which
will be proved in the next section. Then using Iterative Lemma, one can find a
symplectic transformation Γ = Γ1 ◦ · · · ◦ ΓM such that
H˜ := HM+1 = H1 ◦ Γ
which satisfies (3.32), (3.33) and (3.34). 
4. Estimate on the measure
Given N > 0, n ∈ NZ and 1 ≤ s ≤
[√
N
]
− 1, define the resonant set Rs(n) by
Rs(n) =
vs = (vsj)j∈Z|
∣∣∣∣∣∣
∑
j∈Z
(nj − n′j)vsj
∣∣∣∣∣∣ < ǫ
α
N∆2(n)|n|∆(n)+1
 .
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Let
R(j0) =
[
√
N]−1⋃
s=1
Rs(j0),
where Rs(j0) = ∪s(∗)n Rs(n) and the union
⋃s(∗)
n is taken for n satisfying supp n ∩
A(j0, Ns+1) 6= ∅ and ∆(n) + |n| ≤ s+ 2.
Now we will prove that there exists a constant C = C(α) > 0 such that
mes(R(j0)) ≤ Cǫα.
It suffices to show that
mes(Rs(j0)) ≤ Cǫα/N. (4.1)
Consider first s = 1. It is easy to see that there exists a constant C1 = C1(α) > 0
such that
mes(R1(n)) ≤ C1ǫ
α
N∆2(n)|n|∆(n)+1 .
Then one has
mes(R1(j0)) ≤
∑
supp n∩A(j0,Ns+1)6=∅
∆(n)+|n|≤s+2
mes(R1(n))
≤ C1ǫα
∑
supp n∩A(j0,Ns+1)6=∅
∆(n)+|n|≤s+2
1
N∆2(n)|n|∆(n)+1
≤ C˜1ǫα/N,
where C˜1 is an absolutely positive constant. This finishes the proof of (4.1) for
s = 1.
For 2 ≤ s ≤ M , let W (s) =
(
W
(s)
j
)
j∈Z
with W
(s)
j = vsj − v1j and Ws =∑
j∈Z
W
(s)
j qj q¯j . One sees that vsj − v1j = 0 unless ||j| − j0| ≤ N + 1. Moreover, in
view of (3.18), one has
|||Ws|||j0,N,r−(s−1)σ ≤ 20Nr3ǫ.
From Schur’s test, ∣∣∣∣∣∣∣∣∂W (s)∂V
∣∣∣∣∣∣∣∣
ℓ2→ℓ2
≤ 40Nr3ǫ(s+ 2) ≤ 40N2r3ǫ, (4.2)
as ∆(n) ≤ s + 2 and s ≤ M < N . Moreover, (4.2) implies that the frequency
modulation map V → V˜ (s) = V +W (s) satisfies
e−1 ≤ (1− 40N2r3ǫ)2N+2 ≤ ∣∣∣∣∣det ∂V˜∂V
∣∣∣∣∣ ≤ (1 + 40N2r3ǫ)2N+2 ≤ e.
Hence, one has
mes(Rs(n)) ≤ C1eǫ
α
N∆2(n)|n|∆(n)+1 ,
and
mes(Rs(j0)) ≤ C˜1eǫα/N,
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which finishes the proof of (4.1) with C = C˜1e.
5. Proof of main theorem
Now we are in a position to complete the proof of Theorem 1.2.
Proof. In view of Theorem 3.3, one obtains the H˜(q˜, ¯˜q) in new coordinates. Then
the new Hamiltonian equation is given by
i ˙˜q = 2
∂H˜
∂ ¯˜q
. (5.1)
We get by using (5.1) that
d
dt
∑
|j|>j0
|q˜j(t)|2 =
 ∑|j|>j0 |q˜j(t)|
2
, D˜ + Z˜ + R˜

=
 ∑|j|>j0 |q˜j(t)|
2
, R˜

=4Im
∑
|j|>j0
¯˜qj(t)
∂R˜
∂ ¯˜q
=
∑
n∈NZ×NZ
R˜(n)
∑
|j|>j0
(nj − n′j)
∏
supp n
q˜
nj
j
¯˜q
n′j
j .
In view of (3.35), we decompose R˜ into three parts:
R˜ = R˜(1) + R˜(2) + R˜(3),
where
R˜(1) = R˜,
R˜(2) =
∑
n∈NZ×NZ
R˜(n)
∑
|j|>j0
(nj − n′j)
∏
supp n∩A(j0,N/2)=∅
∆(n)≥M+4
q˜
nj
j
¯˜q
n′j
j ,
R˜(3) =
∑
n∈NZ×NZ
R˜(n)
∑
|j|>j0
(nj − n′j)
∏
supp n∩A(j0,N/2)=∅
∆(n)≤M+3
q˜
nj
j
¯˜q
n′j
j . (5.2)
Using (3.34) and (3.36) implies∣∣∣∣∣∣∣∣∣R˜(1) + R˜(2)∣∣∣∣∣∣∣∣∣
j0,N,r/2
≤ 20Nr3ǫ ·
(
(10(M + 1))10(M+1) · 26e ·N3(M+1)+1r2ǫ1−2α
)M
.
Take
M =
[√
N
]
− 1 ≈
∣∣∣∣ ln ǫ200 ln ln ǫ
∣∣∣∣ .
Then one has ∣∣∣∣∣∣∣∣∣R˜(1) + R˜(2)∣∣∣∣∣∣∣∣∣
j0,N,r/2
≤ ǫ · exp
(
− |ln ǫ|
2
200 |ln ln ǫ|
)
, (5.3)
where we use 0 < α < 1100 and ǫ≪ 1.
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Now consider the monomials in R˜(3). Recalling that
∆(n) ≤M + 3 < 2
√
N,
if supp n ∩ A(j0, N/2) = ∅, then
supp n ⊂ (−∞,−j0) ∪ (j0,∞) .
Hence the terms in (5.2) satisfy ∑
|j|>j0
(nj − n′j) = 0 (5.4)
Using (5.3) and (5.4), one has
d
dt
∑
|j|>j0
|q˜j(t)|2 ≤ ǫ · exp
(
|ln ǫ|2
200 |ln ln ǫ|
)
.
Integrating in t, we obtain∑
|j|>j0
|q˜j(t)|2 ≤
∑
|j|>j0
|q˜j(0)|2 + ǫ · exp
(
− |ln ǫ|
2
200 |ln ln ǫ|
)
t. (5.5)
Note that the symplectic transformation only acts on the N -neighborhood of
±j0. We obtain ∑
|j|>j0+N
|qj(t)|2 ≤
∑
|j|>j0
|q˜j(t)|2,
which together with (5.5) gives∑
|j|>j0+N
|qj(t)|2 ≤
∑
|j|>j0
|q˜j(0)|2 + ǫ · exp
(
− |ln ǫ|
2
200 |ln ln ǫ|
)
t.
On the other hand, the Hamiltonian preserves the ℓ2-norm. So we have∑
|j|>j0
|q˜j(0)|2 =
∑
j∈Z
|qj(0)|2 −
∑
|j|≤j0
|q˜j(0)|2 <
∑
|j|≤j0−N
|qj(0)|2.
Choosing j¯0 large enough and letting j0 ∈ [j¯0, 2j¯0] such that∑
|j|>j0−N
|qj(0)|2 < δ,
then for
|t| ≤ δ · exp
(
|ln ǫ|2
200 |ln ln ǫ|
)
,
one has ∑
|j|>j0+N
|qj(0)|2 ≤ 2δ.

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