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1.1. PAPEL DE LA SIMULACIÓN EN PRODUCCIÓN 
Los incrementos en la productividad proporcionados por el desarrollo tecno-
lógico y los avances en la organización de procesos han sido, desde los inicios de 
la revolución industrial, un factor clave para la mejora de las condiciones de vida 
de la sociedad. Cuanto menor sea el coste de la mano de obra para la producción 
de un bien, más recursos pueden ser destinados a su mejora o a otras actividades 
de mayor valor. Los cambios en los métodos de producción han estado asociados, 
sin considerar las complejas relaciones de causalidad involucradas, a importan-
tes cambios sociales. En una fase inicial de la revolución industrial, el trabajo 
humano era el recurso fundamental de producción, abundante, de bajo coste y 
baja cualificación. Posteriormente, los avances tecnológicos y la aparición de las 
líneas de producción con alta especialización en los trabajos, favorecieron la 
transformación a una sociedad de consumo, con mayor calidad de vida y bienes-
tar, una mayor formación y cualificación en el trabajo y una demanda y exigen-
cias de calidad crecientes por parte de los consumidores. En las últimas décadas, 
los avances en la automatización de procesos y el fenómeno de la globalización 
han llevado a que el peso de los sectores de producción industrial en las econo-
mías más desarrolladas haya decaído considerablemente. En la actualidad se 
presenta una gran diversidad en el grado de desarrollo tecnológico de cada sec-
tor así como una distribución geográfica muy heterogénea. 
En cuanto al fenómeno de la globalización, las enormes diferencias que se 
encontraban inicialmente entre países en vías de desarrollo y países desarrolla-
dos se han ido reduciendo progresivamente. Los sectores productivos de los 
países emergentes se caracterizaban en el pasado por una reducida capacidad 
tecnológica y el bajo coste y cualificación de la mano de obra. Actualmente las 
diferencias tecnológicas han perdido relevancia como factor diferenciador. Por 
ejemplo, muchas de las empresas tecnológicamente más avanzadas producen 
mayoritariamente en países en vías de desarrollo, y los costes laborales presentan 
una lógica tendencia a la homogeneización de acuerdo con la progresiva elimi-
nación de barreras comerciales y la reducción de los costes logísticos. Por otra 
parte, la globalización de la demanda y las exigencias crecientes en cuanto a cali-
dad, inmediatez, personalización y competitividad en precios de los consumido-
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res, han potenciado una fuerte competencia en innovación y una tendencia a la 
moderación de márgenes en muchos sectores. 
Todo ello ha creado nuevos retos para el diseño y mejora de los sistemas de 
producción. El objetivo fundamental de mejora de la competitividad y maximi-
zación de la eficiencia debe de ser compaginado con una operación flexible que 
permita adaptarse con agilidad a los frecuentes cambios en las condiciones del 
mercado. Los métodos de organización de la producción deben, en consecuencia, 
proporcionar herramientas que faciliten el diseño robusto de estos sistemas en 
un entorno dinámico y fuertemente variable. Además, estos métodos deben re-
coger adecuadamente la diversidad en los niveles de avance tecnológico y gra-
dos de automatización que se encuentran en la práctica. 
Uno de los principales retos que se presentan en la organización de la pro-
ducción es la presencia e interacción de múltiples fuentes de variabilidad que 
afectan a cualquier actividad productiva. Cambios en las cantidades y caracterís-
ticas de los productos demandados, en las propiedades de los bienes y servicios 
que alimentan el proceso, en la disponibilidad y la eficiencia de los recursos em-
pleados, en las operaciones realizadas y procedimientos seguidos y en las cir-
cunstancias del entorno en que se desarrolla dicha actividad, requieren de la 
continua adaptación y mejora de los sistemas de producción con el objetivo de 
alcanzar y mantener una posición de ventaja competitiva sostenible en el tiempo. 
Las variaciones en tiempos de ciclo, disponibilidad de máquinas por fallos o en 
las lógicas de operación, causan pérdidas de capacidad efectiva de un sistema de 
producción y conducen a la generación de almacenes intermedios con los que 
amortiguar su impacto negativo. A su vez, la disposición de estos almacenes 
intermedios conduce al incremento del trabajo en curso y el consiguiente impac-
to negativo sobre los resultados de la empresa. 
Distintas prácticas de producción popularizadas en las últimas décadas 
(Machuca, Flynn, and Morita 2011), como Lean Manufacturing o Just in Time, 
proponen diferentes métodos que permiten acotar, reducir o mantener bajo con-
trol las diversas fuentes de variabilidad existentes. En Lean Manufacturing, los 
principios de las 5s actúan de forma directa sobre algunos de los factores causan-
tes de variabilidad y pérdidas de rendimiento mediante la estandarización de 
procedimientos, la ordenación y limpieza de las zonas de trabajo y asegurando la 
sostenibilidad de los procesos de mejora organizacional. Objetivos Lean como 
son la eliminación de despilfarros, la mejora de la calidad y la reducción de 
tiempos de espera y operaciones que no añadan valor al producto, contribuyen a 
lograr un proceso sincronizado y ágil en el que las pérdidas de rendimiento cau-
sadas por la variabilidad son minimizadas y la respuesta del sistema a cambios 
en su entorno es más rápida. Just in Time, por su parte, implica el cambio de 
procesos controlados por lógicas push a procesos controlados por lógicas de tipo 
pull. Métodos de control de la producción propuestos en Just in Time, como es el 





mizando el trabajo en curso. Para lograr la operación Just in Time de manera 
eficiente hay que limitar el impacto negativo que la variabilidad ejerce sobre el 
rendimiento, de forma que la operación con búferes reducidos no produzca pér-
didas relevantes de capacidad efectiva. 
Todas estas técnicas son generalmente útiles para incrementar la eficiencia de 
un proceso, pero son limitadas porque, en la práctica, siempre se van a dar for-
mas de variabilidad que no serán susceptibles de ser eliminadas de forma facti-
ble o económicamente rentable. Por ello, el diseño de un sistema productivo de-
berá ser robusto a estas formas de variabilidad siendo capaz de operar eficiente-
mente ante las distintas circunstancias que se presenten. 
Los métodos cuantitativos desarrollados para el análisis y la mejora de los 
sistemas de producción hacen amplio uso de modelos probabilísticos que repre-
senten el efecto de las fuentes de variabilidad presentes. Con el fin de proporcio-
nar soluciones a estos problemas, se han desarrollado diversas aproximaciones 
analíticas que buscan relacionar las variables de respuesta del sistema con los 
modelos estadísticos usados para describir la variación de las variables de entra-
da al mismo. La naturaleza de estos modelos estadísticos depende de múltiples 
factores como son la disponibilidad de datos, la complejidad del sistema o los 
objetivos concretos del análisis. Sin embargo, el tratamiento analítico no es posi-
ble o no resulta práctico, salvo en algunos casos teóricos básicos, y por ello se 
suele acudir a soluciones aproximadas cuya validez en cada caso de aplicación 
debe ser evaluada. En las aplicaciones a casos reales lo más habitual es el empleo 
de métodos computacionales. Entre éstos, la simulación de eventos discretos 
destaca como la herramienta más extendida (Jahangirian et al. 2010) por su natu-
ral adecuación al modelado de procesos. 
La simulación de eventos discretos es una reconocida herramienta Lean para 
la mejora de procesos gracias a la capacidad que proporciona para modelar sis-
temas presentes en el mundo empresarial sin las restricciones impuestas por las 
hipótesis que toda formulación analítica asume. Este tipo de simulación compar-
te una base común con las técnicas analíticas en tanto que requiere la definición 
de modelos matemáticos de los elementos del sistema y de sus relaciones. Pero el 
mecanismo que emplea para la obtención de resultados se diferencia en que, en 
lugar de obtener relaciones matemáticas entre variables, se recrean mediante 
computación secuencias de eventos de cambio en los estados del sistema y se 
muestrean las variables de respuesta de mayor interés. Dichos eventos son gene-
rados de acuerdo con las especificaciones establecidas por los modelos matemá-
ticos de los elementos individuales.  
Para lograrlo, se debe partir de una definición de los objetivos de análisis que 
indiquen qué resultados se desea obtener. El proyecto de simulación conlleva 
entonces una fase inicial de definición de los modelos matemáticos de elementos 
y relaciones, a partir de la incorporación de conocimiento experto y la obtención 
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de datos que permitan el ajuste de modelos estadísticos. De esta manera se ob-
tiene un modelo conceptual que es implementado en software y que debe ser 
verificado para comprobar que no haya errores en su implementación. Seguida-
mente, este modelo se debe validar para asegurar que las estimaciones de las 
variables de respuesta son una representación suficientemente fiable del compor-
tamiento del sistema. Un modelo validado puede finalmente ser empleado para 
experimentación, mediante la cual se obtienen los resultados que dan respuesta a 
los objetivos del estudio.  
Entre las ventajas que proporciona la simulación para la mejora de procesos 
productivos, destacan las siguientes: 
 Capacidad de modelado de sistemas complejos en los que las interacciones 
entre elementos originan comportamientos del sistema no inmediatamente 
deducibles a partir del comportamiento de los elementos individuales. 
 Posibilidad de evaluación del rendimiento de un sistema bajo situaciones hi-
potéticas sin necesidad de actuar sobre él. 
 Diversidad en los niveles de resolución del modelo que permite aplicar la 
herramienta a sistemas con diferentes escalas y de acuerdo a diferentes espe-
cificaciones de precisión en los resultados. 
 Alto grado de introspección y profundidad que se logra en el análisis del sis-
tema, posibilitando que analistas no expertos en un proceso aprendan sobre 
el mismo y puedan llegar a proporcionar resultados mejores que personal 
experto del proceso. 
La simulación de eventos discretos es una herramienta que ha demostrado su 
utilidad práctica en múltiples casos y que es empleada por múltiples empresas, 
consultoras, ingenierías y grupos de investigación desde su expansión en las 
décadas 1980-1990. Sin embargo su grado de impacto no siempre ha estado a la 
altura de las expectativas creadas y de las ventajas que se esperan de su uso en 
los casos reales de aplicación. Una desventaja importante que presenta, espe-
cialmente de cara a su empleo en el entorno de las pequeñas y medianas empre-
sas, es el elevado coste de un proyecto de simulación en comparación con otras 
técnicas de análisis más simples. Este coste no es necesariamente compensado 
por los retornos generados por las mejoras logradas. Otros factores han sido 
también señalados como retos a resolver en la aplicación de la simulación. Entre 
ellos se pueden mencionar las dificultades que a menudo se dan para lograr la 
correcta comunicación entre expertos del sistema y los desarrolladores del mode-
lo, o la incorporación de lógicas de decisión subjetivas tomadas por personal del 
proceso que condicionan de manera importante su rendimiento. 
Por otro lado, algunos autores y usuarios de simulación han apuntado en sus 
trabajos a una tendencia a la sobrestimación de capacidades de producción y 
subestimación de costes en las aplicaciones de simulación al estudio de sistemas 





citar los modelos de simulación de una planta de fabricación de Volvo mencio-
nado en (Neumann et al. 2006). En este trabajo se comparan los costes estimados 
por los modelos simulación con los costes de la planta para dos configuraciones 
alternativas de la línea de fabricación. En ambos casos los costes estimados son 
claramente inferiores a los reales. Cuantificar en qué medida estas desviaciones 
están presentes en los casos reales de simulación resulta una tarea difícil, espe-
cialmente porque la gran mayoría de publicaciones sobre casos de simulación no 
presentan resultados referidos a la implementación real de las soluciones obteni-
das, pero no deja por ello de ser un aspecto relevante a considerar de cara al em-
pleo práctico de la simulación. 
Los sesgos en los resultados proporcionados por un modelo de simulación 
deberán considerarse en el contexto de la validación del modelo. El propósito de 
la validación es comparar el modelo conceptual y los resultados obtenidos con el 
sistema objeto de análisis, evaluando si las diferencias resultan relevantes en el 
contexto del caso. Por tanto, se podría argumentar que si en algunos trabajos de 
simulación se observan sesgos de sobrestimación de la capacidad y subestima-
ción de costes, serán debidos a una validación deficiente. Sin embargo, en los 
proyectos de simulación no siempre se cuenta con datos suficientes o la posibili-
dad de realizar pruebas con las que llevar a cabo una validación fiable de los 
resultados. Limitar la aplicación de la simulación a aquellos casos en que se pue-
da realizar una validación en condiciones ideales supone asumir una fuerte res-
tricción sobre sus ámbitos de uso, que, por ejemplo, excluiría su aplicación al 
diseño de nuevos procesos. Por tanto, identificar las causas de los sesgos presen-
tes en un modelo y estudiar qué métodos de modelado son más robustos contri-
buye a incrementar la competitividad de la simulación como herramienta de 
mejora de procesos. 
Dos aspectos genéricos de la metodología de simulación con potencial para 
causar estas desviaciones están relacionados con los sesgos cognitivos del analis-
ta y con los modelos probabilísticos habitualmente empleados. En primer lugar, 
el sesgo cognitivo de sobre-confianza que un analista tiende a presentar con res-
pecto a los resultados de su análisis, es un primer factor que puede contribuir a 
reducir la precisión de las estimaciones. Si el analista cree que la precisión de los 
modelos estadísticos que maneja es mayor de la que realmente es, tenderá a in-
troducir menor variabilidad en el modelo de la que existe en el sistema. Entonces, 
el impacto negativo de la variabilidad sobre el rendimiento no será correctamen-
te evaluado y las capacidades efectivas del sistema resultarán sobrestimadas y 
los costes de ineficiencias subestimados. Otro factor de relevancia está relaciona-
do con los modelos probabilísticos que habitualmente se emplean para la des-
cripción de las variables que caracterizan un proceso productivo. Los trabajos de 
diversos autores, presentados con detalle en el capítulo 3 de Antecedentes, sugie-
ren una gran sensibilidad de los resultados de un modelo de simulación a un 
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aspecto que no es habitualmente considerado en los estudios de simulación: la 
estructura de autocorrelación de una serie temporal de variables del sistema. 
Los modelos probabilísticos habitualmente empleados parten de los modelos 
utilizados en las formulaciones analíticas de la teoría de colas. Dichos modelos 
analíticos parten de hipótesis simplificadoras para posibilitar su tratamiento 
matemático. Una de las asunciones más frecuentes es, por ejemplo, la hipótesis 
de que los tiempos de ciclo de máquinas, tiempos entre fallos y tiempos entre 
llegadas de productos u órdenes de trabajo son independientes entre sí y están 
idénticamente distribuidos (i.i.d.). Esta hipótesis, necesaria para poder obtener de 
manera exacta las soluciones analíticas de algunos modelos de colas básicos, 
puede ser fácilmente substituida por otras más realistas mediante simulación. En 
este último caso, la introducción de efectos de autocorrelación no representa una 
dificultad desde el punto de vista de la implementación, ejecución y experimen-
tación. Aunque los simuladores comerciales, por defecto, sólo suelen incluir dis-
tribuciones estadísticas asumiendo la hipótesis i.i.d. o el uso de tablas de datos 
históricos, por lo general permiten la implementación de modelos probabilísticos 
personalizados. 
Por tanto, conocer, mejorar y estudiar la validez de los modelos probabilísti-
cos empleados para representar el efecto de la variabilidad sobre los sistemas de 
producción facilitará el desarrollo de modelos de simulación con mayor preci-
sión en sus resultados y con mayores garantías sobre su validez. 
1.2. CASO DE APLICACIÓN 
El trabajo desarrollado a lo largo de esta tesis parte de los problemas encon-
trados en la simulación de una planta de fabricación de losas de pizarra para 
cubiertas. Esta planta representa, en primer lugar, un entorno novedoso de apli-
cación de la teoría de simulación puesto que no se ha encontrado ningún trabajo 
de simulación previo en este sector. El sector pizarrero español, mayoritariamen-
te localizado en Galicia y en el Bierzo, supone aproximadamente el 80% de la 
producción mundial de pizarra. Está caracterizado por un elevado aislamiento 
geográfico que ha influido en un bajo desarrollo tecnológico y falta de transfe-
rencia de otros sectores industriales. Sólo recientemente se ha generalizado la 
automatización de varios de sus procesos y muchas de las operaciones siguen 
teniendo una fuerte componente manual. 
El tipo de proceso se puede caracterizar como una línea de producción de ti-
po desensamblaje en la que a partir de material extraído de cantera se obtienen 
losas de pizarra para cubiertas de distintos formatos y calidades. La principal 
causa de pérdidas de rendimiento y dificultad para la organización del proceso 
viene dada por la elevada variabilidad de las características de los insumos de 
proceso, por tratarse de un producto natural de características heterogéneas. 





que proporcionara una base para la monitorización del rendimiento y la toma de 
decisiones. Así, la fuerte variabilidad en las características del producto era re-
suelta mediante un control reactivo en que un encargado de planta decidía prio-
ridades en los formatos de trabajo y asignaba personal a los distintos procesos en 
base a su experiencia. El bajo grado de estandarización de procedimientos y re-
glas de operación constituía otra circunstancia agravante de la elevada variabili-
dad del proceso y una dificultad tanto para el modelado y análisis como para la 
implementación de propuestas de mejora. Todo ello conforma un caso de difícil 
aplicación de la metodología de modelado y simulación. 
En la ejecución del proyecto, en una primera fase, se hizo uso de la herra-
mienta de modelado y simulación (M&S) como un procedimiento sistemático 
para la caracterización del proceso y para la propuesta de mejoras en el sistema 
de información, así como la recopilación de datos y decisión sobre la resolución 
adecuada de los modelos (Del Rio Vilas et al. 2009). Se adoptó una metodología 
de modelado convencional en la que a partir del análisis de vídeos, visitas a 
planta y los partes de producción disponibles, se identificaron actividades, recur-
sos y lógicas de operación, se ajustaron distribuciones a tiempos de ciclo y se 
obtuvieron algunos datos promedios de tasas de salida y repartos entre formatos 
de producto y datos para validación. Todo esto condujo al desarrollo de un mo-
delo de simulación de la planta en el simulador de eventos discretos 3D Delmia 
Quest en cuya validación se detectaron dos problemas fundamentales: 
 El modelo inicialmente desarrollado no recogía adecuadamente la variabili-
dad observada en la planta en los niveles de ocupación de los recursos de 
transporte y zonas de almacenamiento intermedias. Los buffers de trabajo en 
curso resultaban claramente subestimados. 
 Se subestimó la variabilidad en las tasas de salida. Aunque los valores me-
dios de las cantidades producidas de cada formato correspondían a los ob-
servados en la planta (se comprobó que las tasas de entrada y transforma-
ción de material fueran representativas de la operativa normal de la planta), 
las desviaciones estimadas por el modelo a partir de variabilidad introducida 
en forma de distribuciones de tiempos de ciclo (asumiendo la hipótesis i.i.d.) 
y en el reparto en los diversos formatos empleados, eran aproximadamente 
iguales a la mitad del valor obtenido a partir de datos de la planta. 
Todo ello suponía una sobrestimación de las capacidades de la planta así 
como una subestimación de los costes, de manera similar al sesgo observado en 
otros trabajos de simulación como el indicado anteriormente (Neumann et al. 
2006). Por todo ello, se consideró que las hipótesis introducidas en el modelado 
podían ser incorrectas y se optó por un análisis en mayor profundidad sobre los 
efectos que la alta variabilidad en las características del producto y la alta com-
ponente humana del proceso ejercían sobre el rendimiento del proceso.  




Esta tesis se centrará en el análisis mediante modelado y simulación (M&S) 
de sistemas productivos en los que las diversas fuentes de variabilidad presentes 
sean un condicionante fundamental de su rendimiento y representen el mayor 
reto para su análisis y mejora. Para la denominación de dichos sistemas se em-
pleará el término sistemas altamente variables. La definición aquí proporciona-
da no pretende ser una definición formal de las características de este tipo de 
sistemas, sino una definición informal que recoja un conjunto de cualidades que 
pueden ser identificadas por un director de planta o un profesional de simula-
ción con el fin de caracterizar un proceso. Un sistema altamente variable será 
entendido como un sistema que presente las siguientes características: 
 Están presentes fuentes de variabilidad que no pueden ser controladas de 
una manera eficiente. 
 Las fuentes de variabilidad son un factor determinante del rendimiento del 
sistema y el diseño del mismo estará orientado a limitar su impacto. 
 La interacción entre las fuentes de variabilidad y los elementos del sistema 
originan un comportamiento complejo que no puede ser determinado de 
manera inmediata a partir del comportamiento individual de sus partes. 
La aplicación de la metodología M&S en sistemas altamente variables reque-
rirá de una mayor fidelidad en el modelado de la variabilidad presente y, posi-
blemente, las hipótesis habitualmente asumidas no serán aplicables. El propósito 
fundamental de la tesis es profundizar en el conocimiento de los modelos esta-
dísticos de sistemas productivos de cara a facilitar la aplicación de la metodolo-
gía M&S. Para ello, se analizó el modelado de datos complejos, de acuerdo con la 
definición establecida por (Sokolowski and Banks 2010) y se investigó su impacto 
sobre los resultados de simulación en cuanto a la precisión de las estimaciones 
realizadas y la calidad de las decisiones tomadas. 
En concreto, el trabajo desarrollado consistió en el análisis de dos tipos fun-
damentales de modelos: los modelos de autocorrelación y los modelos de varia-
bilidad en múltiples escalas temporales. Los efectos de autocorrelación son de 
interés para analizar aquellas variables para las cuales las hipótesis de indepen-
dencia e idéntica distribución de sus observaciones no son adecuadas para repre-
sentar su variabilidad temporal. Los modelos de múltiples escalas temporales 





modelos ajustados para variaciones en una escala temporal, no se logre la esti-
mación correcta de la variabilidad presente en escalas de agregación mayores. 
La incorporación de estos modelos en proyectos de simulación plantea retos 
que afectan principalmente a las fases de desarrollo del modelo conceptual, el 
análisis de datos y la validación. Su implementación no representa un reto en 
cuanto a que la mayoría de simuladores existentes permiten de una manera u 
otra la implementación de rutinas que extiendan las funciones implementadas 
por defecto para la generación de números aleatorios y lógicas de decisión. Los 
principales retos planteados son: 
 Desde el punto de vista del desarrollo del modelo conceptual del sistema, la 
correcta identificación de fuentes de variabilidad que deben introducirse en 
el modelo y la selección de expresiones matemáticas que contemplen los 
efectos adecuados de correlación o la variación en distintas escalas tempora-
les. El desarrollo de modelos conceptuales se alimenta fundamentalmente 
del área de organización de la producción, por lo que los avances en el cono-
cimiento sobre el comportamiento de los procesos de producción constituyen 
una contribución fundamental para la mejora de la fidelidad de los modelos 
de simulación. 
 En cuanto al análisis de los datos de entrada, el modelador debe realizar 
pruebas estadísticas sobre los datos que a menudo son obviadas en los estu-
dios de simulación. Las hipótesis asumidas deben ser validadas y la signifi-
cación de los modelos propuestos evaluada. En este sentido es necesario dis-
poner identificar qué modelos estadísticos permiten modelar el comporta-
miento de las variables de un proceso, qué propiedades presentan y qué téc-
nicas de estimación pueden ser usadas. 
 La validación de modelos en que los que se introduzcan efectos de autoco-
rrelación y dependencia del estado en las series temporales generadas, re-
quiere una validación más compleja en la que se compruebe efectivamente 
que las series temporales de las variables de respuesta del modelo represen-
tan el comportamiento del sistema con la precisión requerida. 
Con el fin de contribuir a la resolución de las cuestiones planteadas, en esta 
tesis se combinaron dos aproximaciones complementarias de investigación: la 
simulación de modelos teóricos de líneas de producción y el estudio de un pro-
yecto real de simulación de un proceso altamente variable. Los objetivos específi-
cos del trabajo llevado a cabo fueron los siguientes: 
 Hacer una revisión de los trabajos previos en los que se haya estudiado el 
efecto de la autocorrelación y el efecto de la escala temporal en la varianza de 
una serie. Esto requirió la revisión de los modelos básicos de líneas de pro-
ducción presentes en la literatura, los trabajos sobre efectos de autocorrela-
ción en producción y teoría de colas y las técnicas estadísticas adecuadas pa-
ra el modelado de estos efectos. 
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 Estudiar el impacto de los efectos de autocorrelación y variabilidad en múl-
tiples escalas temporales en los resultados de simulación de líneas de pro-
ducción teóricas. Se buscó comprender el sentido, magnitud y relevancia de 
los efectos producidos sobre las medidas de rendimiento del proceso, con el 
fin de proporcionar guías que ayudasen a determinar qué efectos deben ser 
considerados y cuál es su impacto esperado sobre los resultados. En concreto 
los problemas de diseño de una línea de producción analizados fueron: 
o El dimensionamiento de capacidad de los recursos de producción, parti-
cularmente los buffers intermedios de conexión del proceso. 
o El reparto óptimo de buffers para una capacidad total de los buffers fija-
da. 
o El sistema de control de la producción de una línea de fabricación. 
 Analizar la aplicación de los modelos estudiados a un caso real de una línea 
de producción y estudiar la relevancia práctica de su uso. El caso de aplica-
ción seleccionado fue la línea de fabricación de pizarra presentada en el capí-
tulo 1 de Introducción. Se compararon los resultados de simulación y los 
efectos esperados de propuestas de mejora para dos aproximaciones de mo-
delado: una aproximación convencional en que se asumieron hipótesis i.i.d. 
para modelar la variabilidad de los parámetros del proceso y otra en que se 
incluyeron efectos de autocorrelación y dos escalas temporales de variación 
del proceso. Este caso pretendió servir como validación de la aplicabilidad y 
relevancia práctica de los modelos propuestos. 
La consecución de los objetivos expuestos del trabajo supone una contribu-
ción al estudio de líneas de producción y a la aplicación de la metodología M&S 
en entornos en los que habitualmente presenta dificultades. Todo ello ayuda a 
comprender algunos aspectos prácticos en el uso de la simulación de procesos, 
mejorará la precisión de los resultados obtenidos y facilitará el desarrollo de 







El trabajo desarrollado en esta tesis se encuadra fundamentalmente en el es-
tudio científico de sistemas de producción, dentro del área de la organización 
industrial. Sin embargo, el énfasis del trabajo se realiza en cómo la metodología 
de modelado y simulación debe de ser aplicada de forma efectiva a estos siste-
mas, siendo la simulación considerada actualmente por algunos autores una 
disciplina propia y de aplicación en múltiples áreas. La particularización al análi-
sis de sistemas altamente variables conlleva a su vez que en esta tesis se hará 
amplio uso de técnicas estadísticas investigando su aplicación en este ámbito.  
Dada la variedad y amplitud de las áreas de conocimiento involucradas en el 
trabajo llevado a cabo en esta tesis, en este capítulo se realizará una revisión bi-
bliográfica de las publicaciones científicas más relevantes relacionadas con los 
objetivos del trabajo. Aunque en algunos casos se trata de áreas que habitual-
mente no interaccionan entre sí, por ejemplo no se ha encontrado ninguna publi-
caciones en el ámbito de la simulación de producción que haga uso de resultados 
del fenómeno de Hurst., se buscará agrupar los trabajos publicados en las distin-
tas áreas bajo temáticas comunes desde el punto de vista de los objetivos. 
En primer lugar se realizará una revisión general de los principales proble-
mas estudiados en relación con los sistemas productivos presentando el estado 
del arte en aquellos problemas en que se ha centrado el trabajo posterior. Esta 
revisión es seguida por una descripción básica de la metodología de modelado y 
simulación junto con una revisión de los principales problemas estudiados en su 
aplicación al análisis de sistemas productivos y las principales dificultades que se 
presentan en los proyectos de simulación. A continuación, el análisis de datos de 
entrada y datos de salida de proyectos de simulación es revisado en profundidad, 
haciendo hincapié en los modelos estadísticos habitualmente empleados para 
incorporar la variabilidad en sistemas de producción. Especial atención se presta 
a la consideración de los efectos de autocorrelación en el análisis de líneas de 
producción ya que es un aspecto relevante por sus efectos sobre el rendimiento 
pero poco estudiado y habitualmente no tenido en cuenta en la práctica. 
3.1. SISTEMAS DE PRODUCCIÓN 
El estudio científico de los sistemas productivos se puede agrupar bajo dos 
enfoques complementarios. Por un lado, desde un punto de vista eminentemente 
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práctico, se puede considerar el estudio de los sistemas desarrollados por la in-
dustria con el fin de determinar las soluciones adecuadas para cada caso y lograr 
su mejora. Bajo este enfoque, los sistemas objeto de estudio no son inmutables, 
sino que evolucionan conforme se adoptan nuevas estrategias para incrementar 
la competitividad o se desarrollan nuevos productos. Por tanto, el conocimiento 
en esta área ha de estar sometido a la continua evolución y adaptación a medida 
que surgen nuevas ideas y nuevos conceptos de producción.  
Por otro lado, se puede considerar el desarrollo de modelos matemáticos que 
contribuyen a resolver los problemas planteados en el diseño y operación de 
sistemas productivos. Estos modelos, habitualmente englobados dentro del cam-
po de la investigación operativa, son en esencia genéricos y por tanto pueden ser 
aplicados en muchas otras áreas de estudio o recibir contribuciones de muchos 
otros ámbitos. La investigación per se en estos ámbitos se justifica por el mero 
hecho de realizar una contribución al cuerpo de conocimiento de la matemática.  
Por la contra, la investigación aplicada en sistemas productivos ha de ser 
siempre encuadrada en el contexto de los sistemas empleados por la industria, 
contribuyendo a su innovación y mejora. En este sentido, el trabajo desarrollado 
en la tesis busca realizar una contribución al empleo de una herramienta de me-
jora de procesos como es la simulación. En concreto, se persigue facilitar su uso 
en casos en los que la alta variabilidad en las condiciones del proceso plantea 
retos de cara a la consecución de modelos suficientemente precisos. No se busca 
el desarrollo de nuevos modelos matemáticos, sino la aplicación de modelos que 
no se vean limitados por las hipótesis habitualmente empleadas y determinar su 
potencial para el incremento de la eficiencia global de la simulación, contem-
plando tanto el incremento en la precisión como el efecto en los costes de desa-
rrollo. 
Los problemas que surgen en la organización de sistemas productivos son 
muy variados y están fuertemente ligados a factores como la tipología del proce-
so considerado o el horizonte temporal considerado. Se pueden destacar, por su 
relevancia y extensa bibliografía, cuestiones como la programación de tareas 
(scheduling), el equilibrado de líneas de producción, el control de la calidad o el 
mantenimiento, entre otros. El trabajo desarrollado en esta tesis se centrará en 
dos problemas genéricos que se presentan en la amplia mayoría de sistemas pro-
ductivos: el dimensionamiento de capacidad y el control de la producción. 
3.2. DIMENSIONAMIENTO DE LA CAPACIDAD 
Un aspecto clave en el diseño de un sistema productivo es decidir cuántos 
recursos de cada clase se van a necesitar para alcanzar de forma eficiente los 
objetivos de producción propuestos. Todo sistema de producción va a requerir 
del empleo de un conjunto de recursos limitantes que actúan como un conjunto 





tivas definirán la capacidad del sistema, tal y como se estudia ampliamente en la 
teoría de limitaciones (Watson, Blackstone, and Gardiner 2007). Lograr atender a 
un máximo de demanda con el mínimo de recursos ha conducido a la formula-
ción de diversos problemas en función del tipo de proceso. Como ejemplo se 
puede citar el equilibrado de líneas de producción, que en la mayoría de sus 
formulaciones es un problema de optimización NP-complejo que surge al buscar 
la asignación óptima de tareas a centros de trabajo de tal forma que se minimice 
el número de estaciones de trabajo (Lusa 2008; Scholl and Becker 2006). 
La aproximación adecuada al problema de determinar la capacidad de los 
recursos de una planta depende en gran medida de los horizontes temporales 
que se contemplen, de las restricciones que afecten a la disponibilidad de recur-
sos y de la morfología y reglas operativas del sistema considerado. Así, por 
ejemplo, si consideramos el problema de decidir la plantilla de operarios que se 
deberá de disponer durante los próximos meses para satisfacer un escenario de 
demanda dado, el marco adecuado para la resolución de este problema es el de 
la planificación agregada de la producción (Tenhiälä 2011; Rego et al. 2011). Por 
otro lado, si consideramos el modelado de una línea de producción como un 
sistema de colas, entonces las capacidades de los buffers y el número de servido-
res en paralelo de cada estación de trabajo serán factores determinantes del ren-
dimiento de la línea (J. M. Smith, Cruz, and Van Woensel 2010).  
Las líneas de producción son modeladas como sistemas de colas con el fin de 
evaluar el impacto que la variabilidad en factores tales como los tiempos de ciclo, 
los procesos de llegada de productos u órdenes de trabajo. Véanse por ejemplo 
las revisiones sobre el estado del arte de aplicación de teoría de colas en produc-
ción (Govil and Fu 1999; Papadopoulos and Heavey 1996) para un análisis deta-
llado de las aplicaciones de estos modelos en producción. En un trabajo reciente, 
Shanthikumar et al. (2007) hacen una revisión de los modelos estudiados en teo-
ría de colas que son adecuados para modelar líneas de fabricación de semicon-
ductores por los altos niveles de variabilidad que se dan en las características de 
los productos procesados. 
 
Figura 1. Modelo genérico de una línea de producción con buffers intermedios. 
De entre los diversos enfoques con que se estudia la capacidad de sistemas 
productivos, esta tesis se centrará en el análisis de la capacidad de líneas de pro-
ducción modeladas, en su sentido más genérico, como sistemas de colas. La Fi-
gura 1 representa de forma esquemática el modelo de una línea de producción. 
Cada cuadrado representa un servidor y cada círculo representa a un buffer in-
termedio. En líneas de fabricación se empleará el término máquina indistinta-
B1M1 M2 BN-1 MNB2 BN-2 MN-1…
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mente del término servidor entendiendo que en una línea de producción real 
podrían corresponder tanto a operaciones automatizadas como manuales. 
La dificultad para determinar la capacidad de un sistema con exactitud pro-
viene de los complejos efectos de interacción que se suelen dar entre sus elemen-
tos. En caso de que las capacidades de los buffers de conexión entre servidores 
sean limitadas, la aleatoriedad en tiempos de servicio y ocurrencia de fallos con-
duce a la generación de colas y a la ocurrencia de fenómenos de bloqueo y falta 
de alimentación (J. M. Smith, Cruz, and Van Woensel 2010). Éstos, a su vez, se 
traducen en pérdidas de capacidad efectiva de la línea de producción con respec-
to a la que sería esperable si no hubiese aleatoriedad en el sistema. Los efectos de 
bloqueo, asumiendo buffers de capacidad limitada, se propagan por la línea ori-
ginando complejos efectos de interacción entre los factores dados por las capaci-
dades de los elementos del sistema. 
Aunque en este capítulo estemos considerando la capacidad de los servido-
res (entendida como el número de entidades que pueden ser procesadas en para-
lelo en un servidor) y de las colas de una línea de forma conjuntamente, en la 
literatura han sido habitualmente tratados por separado. Ambos son problemas 
relacionados en cuanto a que al actuar sobre el número de servidores en paralelo 
de una estación de trabajo se está actuando sobre el tamaño de las colas que ge-
nera (y en consecuencia sobre las probabilidades de bloqueo de otros servidores) 
y si se actúa sobre las capacidades de los buffers también se modifican las proba-
bilidades de bloqueo de unas estaciones sobre otras de forma directa. Algunos 
trabajos como el de (Frederick S. Hillier and So 1995) tratan ambos problemas 
conjuntamente, obteniendo soluciones para los casos en que las variables de de-
cisión son la capacidad de servidores, de buffers o los tiempos medios de ciclo de 
las máquinas. 
Precisamente, otro problema relacionado con los anteriores es el de la asig-
nación de carga de trabajo a las estaciones del sistema (Vidalis, Papadopoulos, 
and Heavey 2005). En este caso las variables de decisión son los tiempos medios 
de ciclo de los servidores del sistema, que actúan sobre el nivel de ocupación de 
cada servidor y en consecuencia sobre la generación de colas. Por ello su efecto 
es análogo al que se logra al modificar la capacidad de los servidores, con la dife-
rencia de que los cambios en la ocupación ocurren de forma continua (el tiempo 
de ciclo es una variable continua) y no de forma escalonada (la capacidad es un 
entero). Habitualmente, la determinación de la capacidad de los servidores y la 
carga de trabajo de cada estación se resuelve con anterioridad a la optimización 
de la capacidad de los buffers; pero, tal y como muestra Hillier (2006), ambos 
problemas no son realmente separables sino que la forma óptima de repartir la 
carga de trabajo y los buffers depende de la relación entre los costes de los buf-
fers y los beneficios proporcionados por la tasa de producción. Como muestra de 
similitud entre estos problemas, se puede observar que la denominada forma de 





cuanto a reparto de los buffers en las líneas de producción también se obtiene al 
optimizar el reparto de la carga de trabajo.  
3.2.1. Dimensionamiento de la capacidad de servidores 
La optimización de la capacidad de los servidores es un problema que no só-
lo se estudia en producción, sino también en el diseño de servicios, en redes de 
comunicaciones o en sistemas informáticos. Dentro del área de producción el 
número de trabajos que han estudiado este problema es menor que el de trabajos 
que se centran en la optimización de la asignación de buffers. Este problema se 
presenta principalmente en la fase de diseño de una línea, en la que deben de 
tomarse decisiones sobre el tipo y número de máquinas que se deberán de dis-
poner en paralelo en cada etapa del proceso. Véanse como ejemplos el trabajo de 
Boxma et al. (1990) que trata dos problemas de decisión del número de máquinas 
o el trabajo de Donohue et al. (2002) que emplea un algoritmo de programación 
dinámica para decidir conjuntamente el tipo y número de máquinas de cada tipo 
que requerirá el proceso. Este mismo problema ha sido también estudiado me-
diante la realización de experimentos de simulación para un modelo de una 
planta real de plásticos, como se presenta en el trabajo de Kumar et al. (2006) 
Otros trabajos consideran el estudio del número de recursos por encima del mí-
nimo necesario para alcanzar el objetivo de producción que se deben disponer 
para reducir la cantidad de trabajo en curso, lo que se denomina la “capacidad 
de protección” (Kadipasaoglu et al. 2000).  
Un caso particular de aplicación de este problema es el dado por aquellas lí-
neas en las que por algún motivo no se pueden o no es aconsejable disponer de 
buffers intermedios. Hillier (1989) y posteriormente Andriansyah (2010) presen-
tan dos trabajos en este sentido. El primero de ellos realiza una exploración ex-
haustiva de repartos óptimos de la capacidad para una capacidad total de la 
línea establecida mediante técnicas exactas asumiendo distribuciones exponen-
ciales o Erlang de tiempos de ciclo. Sus resultados muestran la extensión del 
fenómeno de “bóveda” a este problema. Es decir, las estaciones de trabajo del 
centro de la línea son las que en las soluciones óptimas deben disponer de una 
mayor capacidad. En el segundo trabajo se presenta un método aproximado para 
la optimización multiobjetivo del reparto de las capacidades basado en el méto-
do generalizado de expansión (Kerbachea and MacGregor Smith 1987). 
3.2.2. Dimensionamiento de buffers 
El problema de dimensionamiento de buffers es un problema de optimiza-
ción entera NP-complejo del que se encuentra una amplia bibliografía. La revi-
sión del estado del arte más reciente ha sido publicada por Demir et al. (2012) 
recopilando los principales trabajos a partir de 1998. Otras amplias revisiones 
anteriores son las publicadas por Gershwin y Schor (2000) o Park (1993). La ma-
26 Modelos de Series Temporales para la Simulación de Procesos Industriales 
 
yor parte de problemas no son tratables de forma analítica, salvo para líneas de 
pocos servidores y asumiendo distribuciones tipo-fase (que son las dadas por 
aquellos procesos estocásticos obtenidos por una sucesión de procesos de Pois-
son). Por ello, el mayor esfuerzo ha sido dedicado al desarrollo de heurísticas y 
metaheurísticas (Chow 1987). 
En función de la tipología de las líneas estudiadas, diversos autores han pro-
puesto esquemas de clasificación de las variantes tratadas del problema. Demir 
et al. (2012) agrupa las tipologías de líneas en: 
 Líneas en serie. 
 Líneas mixtas serie-paralelo. 
 Redes genéricas de colas. 
 Líneas de ensamblaje. 
 Sistemas de fabricación flexible. 
 Células de fabricación. 
Otra distinción importante debe de hacerse entre líneas fiables y no fiables. 
En las líneas fiables suele tenerse en cuenta la variabilidad en tiempos de ciclo 
(Harris and Powell 1999). En las líneas no fiables se consideran fenómenos de 
ocurrencia de fallos que inhabilitan los servidores durante periodos generalmen-
te aleatorios de tiempo (Nahas, Ait-Kadi, and Nourelfath 2006). Además, en fun-
ción de la variable de respuesta que interesa optimizar, Demir et al. (2012) dife-
rencia aquellos casos centrados en la optimización de la tasa de producción, del 
trabajo en curso, de los costes, de la rentabilidad o de otras variables como pue-
dan ser el nivel de servicio al cliente o los tiempos de espera. 
Con respecto a la formulación del problema de optimización, cabe destacar 
las siguientes formulaciones comúnmente adoptadas. La variable   
(         ) será un vector de     enteros que indica las capacidades de los 
buffers de la línea de   servidores. La función  ( ) indicará la tasa de produc-
ción de la línea dada por una configuración de las capacidades de buffers. La 
función  ( ) indicará el trabajo en curso promedio de la línea para una configu-
ración de las capacidades de buffers dada. 
 Maximización de la tasa de salida para una capacidad total de las colas fijada 
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(1) 
 Minimización de la capacidad total de las colas para una tasa de producción 
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 Minimización del trabajo en curso para una capacidad total de las colas fija-
da  . 
    ( ) 
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(3) 
En todo algoritmo de optimización propuesto para la resolución de este pro-
blema se identifican dos componentes complementarias: el método de evalua-
ción empleado para estimar el valor de la función objetivo dada una solución de 
distribución de los buffers y el método de generación de las soluciones que serán 
evaluadas.  
En cuanto a los métodos de evaluación, como sólo existen soluciones analíti-
cas para los pocos casos indicados anteriormente, se acude principalmente a 
técnicas aproximadas, bien sean basadas en métodos analíticos aproximados 
(Gershwin and Schor 2000; Kerbachea and MacGregor Smith 1987; Park 1993) o 
basados en simulación (Yamamoto, Abu Qudeiri, y Marui 2008; Amiri and 
Mohtashami 2011). Los métodos aproximados desarrollados en teoría de colas se 
pueden agrupar a su vez en diferentes categorías según el mecanismo que em-
pleen para aproximar el comportamiento de la cola.  
Los métodos de descomposición se basan en la idea de dividir un sistema de 
colas en un conjunto de subsistemas que sean resolubles de forma exacta. Dado 
que en un sistema con buffers de capacidad limitada todos estos subsistemas 
afectarán unos a otros, en realidad se cometerá un cierto error en la generaliza-
ción de los resultados locales al comportamiento global de la red. Pero, por lo 
general, estos métodos proporcionan algoritmos computacionalmente eficientes 
y cercanos a la solución exacta. Su principal limitación proviene del hecho de que 
sólo sean aplicables a casos en que las distribuciones de tiempos de servicio, 
procesos de llegadas y fallos sean exponenciales, constantes o geométricas. Al-
gunos ejemplos son presentados en (Demir, Tunalı, and Eliiyi 2012; Shi and 
Gershwin 2009; Gershwin and Schor 2000). 
El método generalizado de expansión (Cruz, Van Woensel, and Smith 2010; 
Kerbachea and MacGregor Smith 1987) es aplicable a un conjunto más amplio de 
sistemas dado que contempla el empleo de distribuciones generales y también 
permite modelar servidores de unión o separación en los que el flujo de entida-
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des converge en una línea o se reparte en varias líneas, como es típico en líneas 
de ensamblaje y desensamblaje. Este método opera en tres fases. En la primera, 
entre cada par de estaciones     de la línea, se introduce una cola infinita      
auxiliar que sólo es visitada por las entidades si el buffer   (de la estación situada 
aguas abajo) está lleno. Los tiempos de servicio en esta cola auxiliar y las proba-
bilidades de bloqueo son estimados a partir de modelos aproximados. Finalmen-
te, los tiempos de permanencia en esta cola auxiliar son incorporados a los tiem-
pos de servicio de la estación   aguas arriba y de esta manera, iterativamente, se 
obtiene una estimación de los efectos de bloqueo sobre todo el sistema.  
El método de agregación (Alexandre Dolgui, Eremeev, and Sigaev 2007; A 
Dolgui et al. 2002) es otro tipo de método que se basa en, iterativamente, substi-
tuir un par de colas de la red por una única cola cuyos tiempos de residencia 
sean una aproximación al tiempo que las entidades permanecen en el conjunto 
de dos colas contiguas. A su vez, esta cola agregada será agregada a otra cola de 
la línea y así sucesivamente hasta que se llegue a una única cola que represente a 
todo el sistema. 
Uno de los principales enfoques adoptados para la resolución del problema 
de asignación de buffers es la obtención de reglas generales que caractericen las 
soluciones óptimas. Estas reglas pueden ser entonces aplicadas por profesionales 
del área de producción para decidir dónde establecer los buffers de una línea. Un 
trabajo destacable en esta ámbito es el realizado por Conway et al. (1988) en el 
que estudia tanto líneas de producción equilibradas como no equilibradas apor-
tando evidencia sobre la robustez del “fenómeno de bóveda”. Sus resultados 
también muestran que en líneas equilibradas dos distribuciones de las capacida-
des de buffer que sean imágenes especulares con respecto al centro de la línea 
tienen el mismo rendimiento y que en líneas equilibradas el empleo de buffers 
tiene un efecto mayor que en líneas no equilibradas. 
Powell y Pyke (1996) encuentran que en líneas no equilibradas las diferencias 
entre las ocupaciones de los servidores deben de ser elevadas (del orden de un 10% 
a un 30%) para originar soluciones que difieran de la forma simétrica de “bóveda” 
que se obtiene para el caso de línea equilibrada. También exponen el llamado 
“principio de descomposición del dimensionamiento de buffers” que consiste en 
que en caso de introducir un buffer de capacidad unitaria, éste debería de ubi-
carse en el lugar en que una cola infinita tuviera un mayor efecto sobre el rendi-
miento. Dado que una cola infinita impide la propagación de los fenómenos de 
bloqueo de la línea, decidir la ubicación de un buffer equivale a buscar la des-
composición de la línea en dos partes tales que el menor rendimiento de entre las 
dos sea máximo.  
Otros artículos en esta línea han sido publicados por Papadopoulos y Vidalis 
(2001) y por Enginarlar et al. (2002). El estudio de los mismos fenómenos pero en 





yendo que el principio de descomposición también es aplicable (aunque resulta 
más difícil de emplear por la carencia de un inicio y fin de la línea). Además ob-
servaron que en líneas cerradas equilibradas las soluciones tienden a distribucio-
nes homogéneas de los buffers que sólo son alteradas por desequilibrios en la 
línea (como el producido por un cuello de botella) y que estos resultados son 
robustos con respecto a cambios en la longitud de la línea. 
Con respecto a las técnicas de optimización, lo que previamente ha sido de-
nominado como “métodos generativos”, se debe resaltar en primer lugar que la 
naturaleza combinatoria del problema ha conducido a que se hayan desarrollado 
técnicas heurísticas y metaheurísticas que permitan su resolución en un tiempo 
aceptable a efectos prácticos. Los casos pequeños (con pocos buffers intermedios) 
pueden ser resueltos simplemente mediante una enumeración exhaustiva de las 
soluciones. Pero dado que el número de combinaciones posibles crece de manera 
exponencial con respecto a la longitud de la línea de producción, es un procedi-
miento inviable para las largas líneas que se suelen encontrar en la práctica, que 
en muchos casos abarcan decenas e incluso centenares de procesos intermedios. 
A continuación se presenta una lista de los tipos de métodos de optimización 
más habitualmente tratados en la literatura junto con artículos recientes repre-
sentativos de cada caso. 
 Métodos de programación matemática, específicamente programación entera 
mixta (M. A. Ribeiro, Silveira, and Qassim 2007). 
 Programación dinámica (Diamantidis and Papadopoulos 2004). 
  Métodos de búsqueda local: 
o Descenso de gradiente (Seong, Chang, and Hong 2000). 
o Método de Powell (M. J. Smith and Cruz 2005). 
o Método de búsqueda local “Degraded Ceiling” (Nahas, Ait-Kadi, and 
Nourelfath 2006). 
 Heurísticas específicas para la resolución de este problema (Aksoy and 
Gupta 2005; Harris and Powell 1999; Papadopoulos and Vidalis 2001; 
Zequeira, Valdes, and Berenguer 2008). 
 Métodos de superficie de respuesta (Lee and Ho 2002). 
 Metaheurísticas. 
o Búsqueda tabú (Demir, Tunalı, and Eliiyi 2012). 
o Algoritmos genéticos (Cruz, Van Woensel, and Smith 2010; Yamamoto, 
Abu Qudeiri, and Marui 2008). 
o Colonia de hormigas (Nahas, Nourelfath, and Ait-Kadi 2009). 
o Métodos híbridos que combinan metaheurísticas con otras técnicas de 
resolución (Alexandre Dolgui, Eremeev, and Sigaev 2007; Amiri and 
Mohtashami 2011). 
Para concluir, debemos resaltar en primer lugar que el dimensionamiento de 
buffers para líneas en serie y con distribuciones exponenciales o constantes en 
duraciones de tareas o tiempos entre fallos es un problema ampliamente estu-
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diado y para el que se dispone de abundantes y eficientes técnicas de optimiza-
ción. Sin embargo, el tratamiento de casos en los que estas condiciones no se 
cumplan y para tipologías de sistemas de producción más complejos ha sido 
mucho menos estudiado. La simulación destaca como la herramienta más versá-
til para predecir el rendimiento de un sistema de colas bajo condiciones genéricas 
de operación.  
Demir et al. (2012) propone como líneas futuras de investigación en este ám-
bito el desarrollo de formulaciones del problema en que la función objetivo reco-
ja el impacto económico de una configuración de buffers (bien mediante costes o 
beneficios generados), el desarrollo de métodos híbridos de optimización que 
han mostrado buenos resultados en su aplicación a otros problemas de optimiza-
ción combinatoria y dar un mayor énfasis a la implementación de los métodos 
desarrollados, por ejemplo mediante el desarrollo de software que facilite su 
empleo por parte de profesionales del área. 
3.3. CONTROL DE LA PRODUCCIÓN 
3.3.1. Clasificación de sistemas de control 
Los sistemas de control de la producción desempeñan la función de determi-
nar cuánto y cuándo se debe de producir en un sistema de producción 
(Liberopoulos and Dallery 2000; Burbidge 1990). Por ello, el nivel de decisión en 
que actúan es el operativo, gestionando el lanzamiento de órdenes de produc-
ción, el flujo de productos y la entrada de materiales en el proceso. En el aparta-
do anterior se han tratado los problemas de dimensionamiento de recursos, que 
en una planta de fabricación se presentan en la fase de diseño o al realizar cam-
bios en la planta o el proceso; es decir, deben de ser resultados en un nivel de 
decisión táctico. Por la contra, los problemas planteados por el control de la pro-
ducción surgen en la operativa diaria de la empresa y deben de proporcionar un 
uso óptimo de los recursos dispuestos para alcanzar los objetivos de producción. 
Pero, pese a ser dos problemas que se presentan en niveles de decisión distintos, 
no por ello están desconectados. El sistema de control de la producción condi-
ciona las necesidades de recursos de la planta y su distribución óptima e, igual-
mente, la definición del sistema de control tendrá que tener en cuenta qué recur-
sos se van a emplear y qué restricciones les afectan. 
La investigación sobre sistemas de control de la producción se centra por un 
lado en el desarrollo de nuevos sistemas de control y mejora de los existentes y 
por otro lado en determinar bajo qué condiciones unos sistemas de control son 
más eficientes que los otros. A su vez, los sistemas de control de la producción se 
pueden agrupar en diferentes categorías en función de aspectos variados como 
las tipologías de procesos para los que hayan sido diseñados o las variables de 





clasificaciones, una división básica establecida por Burbidge (1968) diferencia los 
sistemas de control atendiendo al mecanismo empleado para regular el flujo de 
órdenes en el proceso. Así se identifican: 
 Sistemas controlados por órdenes, como se da en el caso de las empresas que 
fabrican contra pedido. Se trata de sistemas de producción en los que no 
existe un inventario de productos terminados sino que se fabrican única y 
exclusivamente los pedidos realizados por los clientes. Por tanto el propósito 
del sistema de control es asignar las órdenes a los centros de trabajo y priori-
zar convenientemente las tareas de manera que se minimicen los tiempos de 
respuesta al cliente y los costes. Entre los problemas englobados dentro de 
esta categoría destacan la planificación de proyectos (como por ejemplo se 
emplea en la construcción naval o la industria aeronáutica) y algunas aplica-
ciones de los problemas de scheduling. 
 Sistemas controlados por stock. Se emplean para casos en que haya una pro-
ducción serializada en que la acumulación de stocks de productos termina-
dos o en curso se vea justificada por la existencia de una demanda suficiente 
y sostenida en el tiempo. Las decisiones pueden ser tomadas de manera cen-
tralizada o descentralizada en cada estación del sistema y básicamente con-
sisten en decisiones de fabricar o detener la fabricación en función de los ni-
veles de buffer que haya en diversos elementos. A diferencia del caso ante-
rior, las órdenes de trabajo no necesariamente tienen por qué corresponder a 
pedidos ya realizados por el cliente sino que pueden corresponder a previ-
siones de demanda futura. 
 Sistemas de flujo de producción programado. En este caso el propósito del 
sistema de control es elaborar de forma centralizada un plan maestro de 
producción que recoja qué cantidades se van a fabricar en cada elemento y 
en qué momentos. Al igual que en el caso anterior, la demanda no tiene por 
qué corresponder con pedidos ya realizados por el cliente sino que puede co-
rresponder a una previsión. 
 Sistemas híbridos que combinen las características anteriores. 
Los sistemas controlados por stock son los habitualmente empleados en lí-
neas de producción con alta repetitividad en productos por su sencillez de im-
plementación y razonable eficiencia. No suelen ser adecuados para sistemas de 
producción contra pedido, con una gran variedad en productos o con flujos de 
materiales muy complejos (Germs and Riezebos 2010) ya que la acumulación de 
stocks intermedios o finales de un gran variedad de productos conduciría a cos-
tes muy elevados. Los sistemas de flujo de producción programado son a su vez 
más adecuados para entornos con poca repetitividad en productos (Cesar, 
Fernandes, and Filho 2011). 
En esta tesis el análisis se centrará principalmente en líneas de producción 
con alta repetitividad en productos (la característica de heterogeneidad definida 
previamente hace referencia a variabilidad en las características que afectan a 
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tiempos de procesamiento y no a diversidad en sí en los productos procesados). 
Por ello, se presentarán a continuación las líneas de investigación actuales en 
sistemas de control en base a stock o sistemas híbridos más destacables por su 
aplicación en líneas de producción estudiadas. 
Una diferenciación fundamental de los sistemas de control de stocks se esta-
blece también en base al sentido del flujo de órdenes. En los sistemas de empuje 
(Push) el flujo de órdenes de producción tiene el mismo sentido que el flujo de 
productos, es decir, es un flujo que avanza hacia la dirección aguas debajo de la 
línea de producción. Por otro lado, en los sistemas de arrastre (Pull) el sentido de 
avance de las órdenes de trabajo es contrario al flujo de producto. Las órdenes de 
trabajo avanzan aguas arriba en el proceso conforme se van recibiendo pedidos 
del cliente. En la práctica los sistemas suelen ser mixtos en cuanto a que suele 
haber algunas zonas del proceso que operen en modo Push y otras en modo Pull. 
En este caso se necesitan elementos intermedios que actúen como interfaces entre 
ambos tipos de zonas. Por ejemplo, un buffer puede recibir productos por empu-
je y sólo enviarlos aguas abajo por arrastre. Esto es típico por ejemplo en proce-
sos Push en los que al final del mismo hay un almacén de productos terminados 
del que salen unidades conforme se produce la llegada de pedidos de los clientes. 
3.3.2. Sistemas Push 
Los sistemas Push son los más sencillos de implementar ya que no requieren 
de ningún elemento adicional al propio producto para posibilitar el flujo de ór-
denes de trabajo. La llegada de un producto a la entrada de una estación de tra-
bajo es señal de que se requiere su procesamiento, siendo este condicionado úni-
camente a posibles reglas que atiendan al estado de los buffers aguas abajo o 
aguas arriba del servidor. El sistema Push más simple consiste en fabricar siem-
pre que sea posible, esto es, siempre que la estación de trabajo no se vea blo-
queada por otras estaciones de trabajo o buffers con capacidad limitada aguas 
abajo. Este mecanismo de control es el habitualmente considerado en los mode-
los de sistemas de colas de sistemas productivos y por tanto se puede asumir que 
los trabajos presentados en la sección anterior cubren adecuadamente su estudio. 
Dada su sencillez, esta regla de operación no es un objetivo de estudio en sí sino 
que desde el punto de vista de los sistemas de control lo asumiremos como un 
caso base con el que se compararán otros mecanismos de control. 
La regla de control de producción mediante punto de corte es una regla de 
operación Push en que se produce todo lo posible hasta alcanzar un nivel de 
stock determinado en los buffers del proceso. Fue desarrollada inicialmente para 
el control de líneas de producción no fiables en que la principal fuente de varia-
bilidad en el proceso son las ocurrencias aleatorias de fallos en las máquinas 
(Akella and Kumar 1986). Se ha demostrado que en el caso de que los tiempos 





Markov homogéneos esta regla de operación es óptima y en otros casos en que 
no sean aplicables se han desarrollado extensiones de las mismas que contem-
plan las políticas de mantenimiento (Berthaut et al. 2010). La limitación funda-
mental de este tipo de aproximaciones exactas al problema, en que se formula un 
problema de optimización estocástico con el fin de determinar las reglas de con-
trol óptimas, es que sólo son resolubles para un conjunto limitado de casos espe-
ciales, como el mencionado anteriormente (Dallery and Liberopoulos 2000). 
Otros sistemas de control de naturaleza Push, como los sistemas de revisión 
de inventario continuos o periódicos emplean reglas para determinar las canti-
dades de producción basadas en el nivel de stock en alguno o algunos de los 
buffers del proceso. Ya que habitualmente son reglas empleadas para decidir 
cuánto producir al nivel del conjunto de una planta entera (y no al nivel de cen-
tro de producción), no se entrará en mayor detalle. El interés fundamental de su 
estudio se engloba dentro de la logística. 
3.3.3. Sistemas Pull 
Como se indicó en un ejemplo anterior, la parte final de los procesos suele 
operar en modo Pull a su salida ya que es dónde se reciben los pedidos de los 
clientes. Salvo en el caso de contratos de suministro que especifiquen cantidades 
periódicas y fijas de entrega o casos especiales en que se pueda asumir una de-
manda constante e ilimitada por parte de los clientes, el proceso de llegada de 
órdenes de los clientes tendrá una naturaleza Pull. Los tiempos de espera admi-
tidos por el cliente son los que en última instancia determinarán que se deba 
disponer de un stock de productos terminados (para satisfacer la demanda in-
mediatamente) o que se deba trabajar contra pedido (por ejemplo que el cliente 
demande productos únicos que no sean serializables). 
Por ello, para la gran mayoría de casos, el sistema Pull se puede ver como el 
sistema de control más natural ya que es el que representa en última instancia las 
decisiones de consumo. El empleo de sistemas Push responde a razones de con-
veniencia en la organización de una planta pero conlleva necesariamente la acu-
mulación de stocks de productos intermedios que tienen un coste. El Just In Time 
popularizado a partir de la década 1980 incidió sobre este aspecto fomentando el 
desarrollo de sistemas Pull o que al menos hagan uso de sus principios con el 
objetivo de limitar la generación de buffers intermedios tratando de no perjudi-
car el nivel de servicio al cliente. 
El sistema Kanban desarrollado por Toyota (New 2007) es uno de los siste-
mas Pull más ampliamente estudiados. Es un sistema adecuado para controlar el 
flujo de materiales en líneas en que se dé una alta repetitividad en productos que 
ha dado lugar a muchas variantes desde su concepción inicial como parte de los 
sistemas de producción de Toyota hasta su extensión a muchas otras industrias 
(Lage Junior and Godinho Filho 2010). El mecanismo empleado para la transmi-
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sión de órdenes de trabaja aguas arriba en la línea se basa en el empleo de tarje-
tas indicativas de qué productos intermedios son requeridos por cada estación 
de trabajo y en qué cantidad. No se permite la fabricación de una unidad si no se 
ha recibido un tarjeta de las estaciones aguas abajo indicando su necesidad. De 
esta manera, las tarjetas (que normalmente serán más de una) cumplen la fun-
ción de limitar la formación de stocks de productos intermedios. Un problema 
fundamental que se presenta entonces en el diseño de un sistema Kanban es el 
dimensionamiento del número de tarjetas permitidas en cada etapa del proceso 
(Price, Gravel, and Nsakanda 1994). Este problema es similar al problema pre-
sentado en el apartado anterior de dimensionamiento de buffers. 
Otro sistema de gran relevancia, que combina mecanismos Pull y Push es el 
dado por las líneas CONWIP (Spearman, Woodruff, and Hopp 1990). En este 
tipo de sistemas la entrada de materiales en la línea de producción opera en mo-
do Pull en tanto a que sólo se permite la entrada de unidades cuando se han 
producido salidas. Sin embargo, el flujo por las etapas intermedias del proceso 
funciona en modo Push. De esta manera se logra mantener el trabajo en curso 
constante y de ahí su nombre. En este sentido, una línea CONWIP en serie sería 
equivalente a una línea cerrada operando en modo Push, ya que la entrada de 
materiales activada por la salida del proceso tendría el mismo efecto que los 
productos terminados fueran enviados a la entrada para reprocesar. Por tanto los 
trabajos de teoría de colas referidos a líneas cerradas serían de aplicación (Staley 
and Kim 2012; Yuzukirmizi and Smith 2008). 
El parámetro fundamental a optimizar en una línea CONWIP es entonces el 
trabajo en curso. De acuerdo con la ley de Little, en régimen permanente el traba-
jo en curso estará relacionado con la tasa de producción del sistema, establecién-
dose por tanto dos objetivos contrapuestos dados por los beneficios generados 
por una mayor tasa de producción frente a los costes producidos por el incre-
mento del inventario. Una restricción que se asume habitualmente, y que simpli-
fica notablemente el problema de optimización, es que los buffers intermedios 
tengan capacidad suficiente para contener a todo el trabajo en curso que no esté 
siendo procesado (Lavoie, Gharbi, and Kenné 2010). Esto puede conllevar unos 
costes de capacidad de almacenamiento muy elevados o no ser factible en mu-
chos casos, aunque tal y como se menciona en este artículo, no es un aspecto al 
que se haya prestado atención suficiente en la literatura. 
Estos dos sistemas de control han servido como base para el diseño de otros 
sistemas, como el sistema híbrido Kanban-CONWIP (Bonvik, Couch, and 
Gershwin 1997). En este caso, la entrada de materiales en la línea es regulada de 
manera análoga a una línea CONWIP y el flujo de materiales entre estaciones es 
regulado mediante tarjetas Kanban. Otra extensión, a su vez, del sistema híbrido 
Kanban-CONWIP es el sistema de control basado en comportamiento 
(Paternina-Arboleda and Das 2001). En este, además de las reglas de autorización 





productos en la línea en situaciones excepcionales como máquinas averiadas o 
demanda no satisfecha. 
Se pueden encontrar numerosos estudios comparando el rendimiento de 
ambos métodos de control, que además suelen ser comparados con el sistema 
Push básico de referencia que se indicó anteriormente, analizando aspectos tales 
como el nivel de servicio a clientes, el trabajo en curso, los tiempos totales de 
fabricación o la tasa de producción para un nivel dado de recursos de la línea. 
Por lo general, los resultados publicados indican que el sistema CONWIP logra 
una mayor eficiencia en relación al trabajo en curso generado para alcanzar una 
tasa de producción definida (Framinan, González, and Ruiz-Usano 2003), aun-
que hay discrepancia en los resultados de algunos autores (Gstettner and Kuhn 
1996). Los sistemas híbridos, por su parte, han mostrado resultados mejores que 
los dos sistemas por separado (Bonvik, Couch, and Gershwin 1997). 
Como líneas de investigación futura apuntadas por autores en el área se 
puede mencionar por una parte el desarrollo de nuevas técnicas híbridas que 
faciliten la extensión de conceptos de los sistemas de control presentados ante-
riormente (CONWIP y variantes del Kanban) a entornos de baja repetitividad en 
productos o de mayor complejidad en el flujo de materiales (Cesar, Fernandes, 
and Filho 2011). 
En este sentido ha habido abundantes propuestas en la literatura, tales como 
los sistemas Kanban extendidos (Dallery and Liberopoulos 2000), el sistema de 
control descentralizado (Lödding, Yu, and Wiendahl 2003) o el sistema POLCA 
(Riezebos 2010). Por lo general, estos sistemas combinan el empleo de reglas de 
autorización a nivel de centro de trabajo parecidas a las empleadas en Kanban o 
CONWIP junto con el empleo de un sistema central que se encarga de realizar 
una planificación de las órdenes que se van a procesar ordenándolas o asignán-
doles prioridades. Este tipo de sistemas han sido menos investigados en la litera-
tura y por tanto hay más dudas sobre bajo qué condiciones realmente presentan 
mejoras con respecto a otros sistemas. Además, la comparación de sistemas en 
casos prácticos es limitada y se requieren más estudios que evalúen el rendi-
miento de los sistemas de control en plantas reales (o al menos en modelos de 
plantas reales) atendiendo también a dificultades de implementación que se pre-
sentan en la práctica. Lage Junior y Godinho Filho (2010) muestran una notable 
irregularidad en el estudio de sistemas de control en casos reales frente a mode-
los puramente teóricos.  
Una última observación relevante que se debe de hacer, y relacionada con la 
anterior, es que en la mayoría de los artículos mencionados que presentan com-
paraciones entre sistemas de control se hace sobre modelos hipotéticos de líneas 
de producción con hipótesis similares. Generalmente se asumen procesos de 
llegada de órdenes de Poisson, distribuciones de fallos exponenciales y tiempos 
de ciclo constantes o con distribuciones normales o exponenciales. Otros casos 
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que pueden ocurrir en la práctica (como el que posteriormente será presentado 
dado por la presencia de autocorrelación en las series temporales del proceso) no 
son considerados en las publicaciones mencionadas y apenas se encuentran casos 
que los traten. 
Un ejemplo en el que sí se asumen hipótesis “no habituales” es el trabajo de 
Hejn Nielsen (2007) en el que se investigan líneas con autocorrelación en los 
tiempos de servicio incluyendo el efecto del empleo de reglas de priorización de 
trabajos por mínimo tiempo de procesamiento (SPT, shortest processing time). En 
este caso en particular, la regla SPT contrarresta los efectos negativos que la au-
tocorrelación provoca en un caso en que se empleen reglas FIFO para la gestión 
de las colas. La cuestión de qué rendimiento presentan los sistemas de control en 
este tipo de entornos no ha sido tratada en la bibliografía. 
3.4. SIMULACIÓN DE PROCESOS INDUSTRIALES 
3.4.1. Usos de la simulación en producción 
La metodología de modelado y simulación ha sido ampliamente empleada 
para el estudio de sistemas de producción y existe una extensa bibliografía al 
respecto. Como evidencia que apoya esta afirmación podemos citar los siguien-
tes trabajos: 
 La revisión bibliográfica publicada por Pannirselvam (1999) muestra que un 
28,56% de los artículos publicados en un conjunto de siete revistas científicas 
destacadas del ámbito de dirección de operaciones en la década 1990 em-
plearon como metodología de investigación la simulación, siendo la segunda 
metodología más usada después de “modelado”. 
 El estado del arte en usos de la simulación en el mundo de la empresa entre 
1997 y 2006 publicada por Jahangirian et al. (2010) es una muestra evidente 
de la variedad de usos y problemas que han sido tratados mediante simula-
ción en el ámbito de la dirección de operaciones. 
 De acuerdo con las conclusiones de la revisión de casos de aplicación en si-
mulación de Smith (2003), la simulación es una de las herramientas de análi-
sis que más flexibilidad y utilidad ha mostrado tanto para el diseño de sis-
temas de producción como para apoyar la toma de decisiones a nivel opera-
tivo.  
Aunque sea un tema objetivo de muchos estudios, un factor que ha limitado 
en múltiples ocasiones la investigación científica en los usos de la simulación en 
producción son los requerimientos de confidencialidad que habitualmente con-
llevan los trabajos para empresas (Bangsow 2012) por la importancia que tienen 





En concreto, los dos problemas presentados en las secciones anteriores, el 
dimensionamiento de recursos y el control de la producción, son habitualmente 
resueltos mediante simulación cuando se trata de casos reales. Como se ha visto, 
las formulaciones analíticas (bien mediante técnicas exactas o aproximadas) son 
empleadas en muchos trabajos teóricos que buscan proporcionar soluciones bási-
cas para casos genéricos con hipótesis simplificadoras. Aun así, en estos trabajos 
la simulación es empleada como herramienta de validación de las soluciones 
analíticas obtenidas. En los casos reales de estudio de sistemas de producción, 
estas soluciones analíticas no suelen ser utilizadas bien porque no se cumplen las 
hipótesis requeridas para su empleo, porque la simulación conlleva menos coste 
o porque tiene más capacidad para ser comprendida y aceptada por el cliente 
(Schmeiser 2001). Como ejemplo representativo, Banks (2010) afirma que durante 
más de 30 años de práctica de consultoría no se le presentó ningún caso real que 
pudiera ser convenientemente resuelto mediante las formulaciones analíticas de 
teoría de colas. 
Esta conveniencia del empleo de la simulación se convierte en una necesidad 
cuando se considera el estudio de sistemas complejos de producción. La gran 
cantidad de recursos que han de ser involucrados para la fabricación de muchos 
productos y que interaccionan entre sí origina comportamientos emergentes de 
los sistemas que no pueden ser explicados de manera inmediata de la considera-
ción de sus partes (Clymer 2009). Las soluciones a los problemas presentes en 
este tipo de entornos pueden resultar contra intuitivas y no suelen ser alcanza-
bles mediante formulaciones analíticas exactas o aproximadas. Como ejemplo de 
esta casuística se puede citar el trabajo de Alfaro (2006) que estudia fenómenos 
de comportamiento caótico en sistemas de producción. De acuerdo con sus resul-
tados, la aparición de regímenes de comportamiento caótico en sistemas de fa-
bricación flexibles se produce bajo determinadas condiciones de carga de trabajo 
y ciertas reglas de control. Este comportamiento puede ocasionar grandes des-
viaciones con respecto a las predicciones hechas y las planificaciones establecidas 
con el consiguiente riesgo de incumplimiento de plazos y desviaciones. La he-
rramienta de análisis empleada es la simulación. 
El trabajo publicado por Jahangirian et al. (2010) representa uno de los estu-
dios más recientes que han explorado en profundidad los usos de la simulación 
en el ámbito de la dirección de operaciones. Para ello realizaron un análisis de 
281 artículos científicos en los que se empleaba la simulación como metodología. 
De ellos, un 49,1% son soluciones de casos reales, un 43,4% estudios sobre casos 
hipotéticos y un 7,5% trabajos metodológicos sobre simulación. Además, del total 
de 281 artículos, un 40,6% de ellos emplean simulación de eventos discretos y un 
10,3% simulación mixta discreta/continua, repartiéndose el resto entre simula-
ción continua, Montecarlo, agentes, etc. Sus resultados también muestran un 
importante incremento en el uso práctico de la simulación en el periodo estudia-
do (49% del total) con respecto a los resultados de un estudio realizado entre 
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1970 y 2000 por Shafer and Smunt (2004) que presentaba un 14% del total de 
artículos sobre casos prácticos. Entre las áreas de aplicación, por orden de núme-
ro de publicaciones, destacan: 
1. Scheduling. 
2. Ingeniería de procesos y fabricación. 
3. Administración de la cadena de suministro. 
4. Servicios. 
5. Planificación estratégica. 
6. Transporte. 
7. Dirección de proyectos. 
8. Planificación de la capacidad. 
El trabajo de Smith (2003) presenta una amplia revisión de casos de uso de la 
simulación de sistemas de producción. Los casos de uso presentados son clasifi-
cados de acuerdo a dos categorías: diseño de sistemas de producción (49% de las 
publicaciones) y toma de decisiones a nivel operativo (41% de las publicaciones). 
El restante 10% corresponden a publicaciones sobre software de simulación y 
trabajos metodológicos. Los casos de uso dentro de cada categoría los clasifica 
atendiendo a los principales problemas que son resueltos mediante simulación. 
Referidos al diseño de sistemas de producción: 
 Diseño general del sistema y layout (17,4%). El problema de dimensiona-
miento de capacidad tratado en esta tesis se englobaría en este punto. 
 Diseño de sistemas de manejo de material (27,2%). Uno de los puntos trata-
dos en el caso de estudio del capítulo 6 de la tesis corresponde a este pro-
blema. 
 Diseño de sistemas de fabricación celular (23,9%). 
 Diseño de sistemas de fabricación flexible (31,5%). 
Referidos a la toma de decisiones a nivel operativo: 
 Planificación de operaciones y scheduling (33,8%). 
 Control de producción (37,7%). El diseño de sistemas de control uno de los 
dos problemas fundamentales tratados en esta tesis.  
 Reglas de operación (5,2%). 
 Análisis de rendimiento (23,4%). 
De acuerdo con sus conclusiones el análisis de la bibliografía muestra una 
tendencia al continuo crecimiento en el uso de la simulación en casos prácticos 
desde sus orígenes. Este crecimiento lo asocia a los siguientes factores relaciona-
dos con el desarrollo del software de simulación: 
 Incremento de la potencia de cálculo de los ordenadores. La reducida poten-
cia de cálculo de los primeros equipos limitaba obviamente la escala y reso-





este es un factor menos relevante ya que la potencia de cálculo de los equi-
pos convencionales suele ser suficiente para la mayoría de aplicaciones. De 
hecho, algunos autores recomiendan centrar los esfuerzos de modelado en 
un buen diseño de la fase de experimentación para evitar que la gran capaci-
dad de cálculo que se dispone en la actualidad lleve a hacer un uso ineficien-
te de estos recursos (Sanchez and Wan 2009). 
 Mejora de las interfaces gráficas y mayor facilidad de uso del software de 
simulación. El desarrollo de software de simulación que permite la imple-
mentación de modelos a alto nivel ha reducido significativamente las barre-
ras de entrada para el uso de la simulación. Por otra parte, ha ayudado a re-
ducir los costes de desarrollo de modelos a disminuir el tiempo de imple-
mentación y a facilitar la experimentación, verificación y validación.  
 Mayor integración con las bases de datos y sistemas de gestión empresarial. 
Al habilitarse interfaces que permiten la conexión de los modelos de simula-
ción con bases de datos, hojas de cálculo y aplicaciones externas, se ha facili-
tado en gran medida el uso de la simulación no solo para el diseño de siste-
mas de producción sino también para la toma de decisiones a nivel operativo 
(O’Kane, Spenceley, and Taylor 2000). 
3.4.2. Desarrollo de modelos de simulación 
La metodología de simulación conlleva un conjunto de fases genéricas que 
deben ser llevadas a cabo para lograr el desarrollo de un modelo que sea una 
representación adecuada del sistema real de acuerdo con los siguientes atributos 
(Sokolowski and Banks 2010): 
 Fidelidad. Entendida como el grado en que el modelo presenta un compor-
tamiento análogo al sistema real. 
 Resolución. Referida al nivel de detalle del modelo en la especificación del 
comportamiento de sus elementos. 
 Escala. Entendida como la extensión del modelo en cuanto al número de 
elementos que lo conforman. 
Un concepto relacionado con los anteriores, pero que los extiende y que es 
ampliamente utilizado en la literatura de simulación, es el de validez del modelo. 
La validez de un modelo implica que la fidelidad, resolución y escala cumplan 
los requerimientos establecidos para su uso en una aplicación específica. 
Las fases de desarrollo de un modelo de simulación han sido descritas por 
múltiples autores de forma diferente, aunque suelen presentar una notable simi-
litud entre sí. Las diferencias entre autores consisten principalmente en el nivel 
de agregación de fases y subfases y en la nomenclatura empleada (Stewart 
Robinson 2004). La Tabla 1 presenta una comparación de las fases del proyecto 
de simulación definidas entre tres libros de referencia en simulación de eventos 
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discretos (Stewart Robinson 2004; Banks et al. 2010) o de simulación con un enfo-
que más general (Sokolowski and Banks 2010). 
Tabla 1. Comparación de fases de un proyecto de simulación entre autores. 
Robinson, 2004 Banks et al., 2010 Sokolowski y Banks, 2010 
Desarrollo de modelo 
conceptual. Subfases: 
- Formulación del 
problema. 
- Formulación de obje-
tivos. 
- Diseño conceptual del 
modelo. 
- Adquisición y análisis 
de datos. 
Formulación del problema 
Formulación del problema 
 
Establecimiento de objetivos y 
planificación 
Investigación de técnicas de resolución 
Modelización conceptual Investigación del sistema 
Adquisición de datos 
Formulación del modelo conceptual 
Representación del modelo 
Cualificación del modelo 
Implementación software 
del modelo 




Verificación, validación y acreditación 
del modelo ejecutable 
Experimentación 
Validación 
Verificación, validación y acreditación 
de datos 
Diseño experimental Diseño experimental 
Ejecución de simulaciones y 
análisis de resultados 
Experimentación 
Verificación, validación y acreditación 
del modelo experimental 
Implementación en el 
sistema real 
Documentación de resultados 
Presentación de resultados Implementación en el sistema 
real 
Aunque la definición de fases de un proyecto de simulación asume una se-
cuencia de pasos aproximadamente lineal, en la práctica el desarrollo de proyec-
tos de simulación difiere notablemente de este modelo lineal (Stewart Robinson 
2004). En un proyecto real abundan los retrocesos a fases anteriores, principal-
mente ligadas a los procesos de verificación y validación (Balci 1998), y el desa-
rrollo en paralelo de tareas. 
La relación entre fases de un proyecto de simulación y sus duraciones ha si-
do estudiada experimentalmente por Tako (2011). Este autor describe la realiza-
ción de un experimento en el que seis profesionales del mundo de la simulación 
fueron observados durante la resolución mediante simulación de un mismo pro-
blema. Como método para la obtención de datos relativos a las tareas desarrolla-
das en cada período de tiempo se empleó el análisis de protocolos verbales, que 
es una técnica de investigación principalmente usada en el campo de la psicolo-
gía cognitiva. Este método requiere que los sujetos del estudio “piensen en alto”, 





sibilitar el estudio de los procesos cognitivos que tienen lugar (Ericsson and 
Simon 1984). Sus principales hallazgos fueron: 
 Prácticamente todas las fases del desarrollo del trabajo de simulación estu-
vieron presentes desde el inicio hasta el final en los procesos cognitivos de 
los sujetos, variando principalmente el porcentaje de tiempo destinado a ca-
da actividad. En sus resultados se observa una relación con la secuencia li-
neal de fases previamente descrita; por ejemplo, la conceptualización del 
modelo recibió más atención al inicio y la experimentación al final. Pero la al-
ternancia entre fases fue constante a lo largo del tiempo de realización del 
trabajo. 
 La mayor relación entre fases se dio entre el desarrollo del modelo concep-
tual, la implementación del modelo y la verificación y validación. Este resul-
tado es compatible con las recirculaciones habitualmente descritas entre las 
fases de un proyecto de simulación (Banks et al. 2010) en cuanto a que el in-
cumplimiento de las pruebas de validez conlleva la revisión del modelo con-
ceptual y del modelo ejecutable. 
 La fase de desarrollo del modelo conceptual es la primera actividad en un 
trabajo de simulación una vez se ha recopilado información del problema y 
planteado los objetivos. Diversos autores han resaltado su importancia fun-
damental de cara a la consecución de un modelo válido que proporcione 
buenos resultados tanto en la experimentación como en la implementación 
de soluciones (Ward 1989; A. M. Law 1991). Aunque habitualmente se dife-
rencia de la implementación del modelo, los resultados de Tako (2011) mues-
tran que estas dos fases apenas se diferenciaron en la práctica. Especialmente 
en el caso de los profesionales con más experiencia, la propia implementa-
ción del modelo sirvió como forma de representación conceptual del modelo 
sin necesidad del empleo de diagramas o documentación adicional. Este re-
sultado debe de ser matizado teniendo en cuenta que los casos de simulación 
propuestos fueron de pequeña escala. La necesidad de empleo de técnicas 
específicas de modelado conceptual y formalización de esta actividad se hace 
más necesaria cuando se considera el desarrollo de modelos a gran escala o 
complejos (Chwif, Barretto, and Paul 2000). 
Otro aspecto de relevancia práctica se refiere a las duraciones y costes aso-
ciados de las fases del proyecto de simulación. Algunos autores han estudiado la 
relación entre la carga de trabajo de las distintas tareas y su posible relación con 
el grado de éxito final del proyecto. Shannon (1998) propuso la regla 40-20-40. 
Según ésta un 40% del trabajo se debe dedicar a las tareas de formulación del 
problema, adquisición y análisis de datos y modelado conceptual. La implemen-
tación del modelo debería representar otro 20% del trabajo y el 40% restante las 
fases de verificación, validación, experimentación y análisis de resultados. Sin 
embargo, el análisis de encuestas a profesionales del área muestra resultados que 
difieren de esta regla. De acuerdo con los resultados de Hollocks (2001), los es-
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fuerzos de modelado representan aproximadamente un 40%, las fases previas al 
modelado un 20%, la experimentación un 20% y las fases posteriores a la expe-
rimentación un 15%. Por otro lado, Wang y Brooks (2007) observaron la relación 
existente entre la experiencia del modelador y el esfuerzo dedicado a cada fase 
encontrando que los sujetos más experimentados dedican mayor tiempo al mo-
delado conceptual, implementación del modelo ejecutable y verificación y vali-
dación mientras que los menos experimentados dedicaron mayor tiempo a las 
tareas de recopilación y análisis de datos y generación de informes. 
Por último, el marco adecuado para la gestión de proyectos de simulación y 
las metodologías adecuadas de planificación y control del proyecto han sido 
estudiadas por Pidd y Robinson (2007). En este trabajo desarrollaron un modelo 
de clasificación bidimensional de los distintos tipos de usos de simulación. Los 
dos aspectos tenidos en cuenta fueron las tres aproximaciones de modelado más 
habituales (desarrollo de software, modelado visual interactivo y modelado par-
ticipativo) y tres modos de uso (experimentación formal, experimentación explo-
ratoria y uso facultativo).  
3.4.3. Retos y dificultades en el uso práctico de la simulación 
Como se ha visto anteriormente, la metodología de simulación es una herra-
mienta con gran potencial de aplicación para el estudio y mejora de sistemas de 
producción. Sin embargo, no por ello está exenta de riesgos en su uso práctico y 
en algunos casos un uso inadecuado de la misma puede conducir a resultados 
imprecisos, malas decisiones o costes excesivos que luego no se ven compensa-
dos por el beneficio de la solución obtenida. Por ello una parte de los trabajos de 
investigación en simulación se han centrado en determinar qué factores pueden 
conducir al fracaso o éxito de un proyecto, el desarrollo de guías de buenas prác-
ticas y el análisis de las causas de fracaso de algunos proyectos. 
Banks y Gibson (1997) propusieron un conjunto de diez reglas para identifi-
car en qué casos no se debe aplicar la simulación. Además, posteriormente publi-
caron otras once reglas para identificar en qué ocasiones sí es adecuada (Banks et 
al. 2010). De acuerdo con estas reglas, la simulación no es adecuada si: 
 El problema es resoluble mediante sentido común. Aunque debe tenerse 
cuidado con que en algunos casos reales las soluciones óptimas son contra-
intuitivas. 
 Hay alguna técnica analítica que permita resolver el problema. A este respec-
to se debe matizar que las técnicas analíticas en ocasiones pueden ser más 
costosas que la propia simulación o requerir del empleo de fórmulas mate-
máticas demasiado complejas y que no sean fácilmente comprendidas o em-
pleadas por parte de los analistas o del personal de la empresa para la que se 
desarrolla el trabajo (Schmeiser 2001). Además, el empleo exclusivo de técni-





a la acreditación del modelo y presentación de resultados que son las funcio-
nes de visualización gráfica que la mayoría de software actual proporciona. 
 Es menos costoso realizar cambios en el sistema que desarrollar el modelo de 
simulación. 
 Los costes de desarrollo del modelo exceden los beneficios potenciales. 
 No se dispone de recursos suficientes para desarrollar el modelo. 
 No se dispone de plazo suficiente para desarrollar el modelo. 
 No se dispone de datos ni de estimaciones sobre las que basar el desarrollo 
del modelo. 
 No se dispone de ningún medio para validar el modelo. 
 Los directivos de la empresa para la que se realiza un trabajo de simulación 
tienen expectativas no realistas sobre el mismo. 
 El comportamiento del sistema es demasiado complejo o no puede ser defi-
nido. Por ejemplo en lo relativo a la modelización del comportamiento hu-
mano, cuyas reglas de actuación pueden ser en muchos casos excesivamente 
complejas o no ser susceptibles de transformar en un conjunto definido de 
reglas implementables en el modelo. A este respecto se debe de mencionar 
que una línea de investigación de gran relevancia en la actualidad es el desa-
rrollo de técnicas que faciliten la modelización suficientemente precisa del 
comportamiento humano por la gran importancia práctica que presenta en 
muchas aplicaciones (Papelis and Madhavan 2010). 
McHaney et al. (2002) realizaron un estudio mediante encuesta en el que 106 
usuarios de simulación (de un total de 503 a los que se envió la encuesta) res-
pondieron a un conjunto de cuestiones relativas al grado de presencia de un 
conjunto de 77 factores en un proyecto de simulación exitoso y otro fallido en el 
que hubieran participado. Las cuestiones planteadas están relacionadas en gran 
parte con las características del software empleado o con aspectos organizativos 
y poco con aspectos metodológicos. Pero de su trabajo se derivan conclusiones 
de interés sobre la importancia de muchos aspectos en el grado de éxito de un 
proyecto. La Tabla 2 presenta los principales resultados. 
Dado que la mayor parte de aspectos metodológicos de la simulación fueron 
consultados desde el punto de vista de su implementación en el software, no se 
pueden extraer conclusiones generales sobre la metodología de simulación ya 
que aunque el software no implemente un método, éste puede ser llevado a cabo 
externamente. Entre los factores que no se encontraron significativos se incluyen: 
 Características del software no significativas: la capacidad de aplicación a 
múltiples problemas, disponer de atributos de entidad y variables globales, 
análisis de datos de entrada, interfaces externas, incorporación de un módulo 
de análisis de datos de entrada, robustez del generador de números aleato-
rios, implementación de números aleatorios comunes, distribuciones inclui-
das por defecto en el software, capacidad para implementar distribuciones 
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personalizadas, depuración mediante registro de eventos, depuración inter-
activa, facilidad de aprendizaje, disponibilidad de tutoriales online y recur-
sos web, capacidades de animación y costes de mantenimiento. 
 Características del software poco significativas, con efectos resaltables y con 
valores de significación próxima a 0.05: modelado conciso de sistemas com-
plejos, soporte de macros, generación de un periodo de calentamiento, cálcu-
lo de intervalos de confianza, creación de informes personalizados, análisis 
de datos de salida, interfaz amigable y portabilidad de animaciones. 
Tabla 2. Factores que influyen en el éxito de un proyecto de simulación según McHaney et al. 
(2002) 
Factores favorables Factores no significativos al 95% Factores desfavorables 
- Experiencia previa del analis-
ta en simulación. 
- Documentación del software 
de simulación. 
- Capacidad del modelo para 
ser ejecutado en múltiples 
plataformas. 
- Facilidad de entrada de datos 
en el software. 
- El software permite la crea-
ción de ficheros externos. 
- El software permite la crea-
ción de gráficos de salida de 
alta resolución y con buena 
calidad. 
- Aproximación estructurada al 
desarrollo del modelo. 
- Adquisición del software 
anterior al desarrollo del mo-
delo. 
- Consistencia del proyecto con 
los objetivos corporativos. 
- Software adquirido no exclu-
sivamente para el proyecto. 
- Proyecto beneficiado por un 
adecuado trabajo en equipo y 
cooperación. 
- Formación reglada del analis-
ta en simulación. 
- Experiencia del analista en el 
sistema estudiado. 
- Fiabilidad, estabilidad y 
frecuencia de actualizaciones 
del software de simulación. 
- Características del proveedor 
de software: reputación y tra-
yectoria, servicio técnico, pro-
gramas de formación. 
- Otras características del soft-
ware. 
- Requerimientos de hardware. 
- Complejidad del sistema 
modelado. 
- Resolución del modelo. 
- Velocidad lenta de ejecución 
del software. 
- Limitación en el tamaño del 
modelo impuesta por el soft-
ware o hardware. 
- Costes de adquisición del 
software. 
- Costes de modificación de 
modelos. 
- Costes de formación en el uso 
del software. 
- Costes operativos asociados al 
software. 
 
Otros autores han tratado la cuestión de qué prácticas de simulación son más 
adecuadas y sobre qué puntos se debe prestar atención de cara a lograr el desa-
rrollo exitoso de un trabajo de simulación ofreciendo recomendaciones en base a 
su experiencia (Sturrock 2011; Clark and Krahl 2011; Sharda and Bury 2011; 
Sadowski 2007; Schmeiser 2001). Estos trabajos son útiles en cuanto a que recopi-
lan conjuntos de observaciones basadas en la experiencia de expertos en la mate-
ria que proporcionan guías prácticas para el desarrollo de proyectos de simula-





principal limitación viene obviamente dada por no basarse en el empleo de una 
metodología de investigación rigurosa y por ello sus conclusiones pueden ser 
discutibles. 
Robinson (2002) planteó un marco conceptual para analizar la calidad de 
proyectos de simulación. Frente a la habitual valoración de un modelo de simu-
lación en relación con su validez, este autor propone la adopción de un concepto 
más amplio de calidad de un modelo en base a tres componentes: contenido, pro-
ceso y resultados. La calidad del contenido hace referencia al grado en que se 
cumplen las especificaciones técnicas del modelo. La calidad del contenido es 
analizable mediante las técnicas de verificación, validación y acreditación y es el 
aspecto al que más atención suelen prestar los analistas. La calidad del proceso 
hace referencia a la forma en que se desarrolla el modelo y al grado de cumpli-
miento de las expectativas de los clientes o usuarios de la simulación. Este aspec-
to es especialmente relevante en aquellos casos en que el propósito del proyecto 
de simulación es guiar un proceso de cambio organizacional y por tanto el conti-
nuo intercambio de información entre analistas y clientes es tan importante o 
más que los propios resultados del modelo. La calidad del resultado hace refe-
rencia al grado en que los resultados del proyecto fueron efectivamente implan-
tados y condujeron a mejoras reales para el cliente o usuario de la simulación. 
Este aspecto es el que a largo plazo marcará fundamentalmente la percepción 
que el cliente tenga de los resultados del proyecto y de la simulación como he-
rramienta.  
A partir de la encuesta a veinte consultores de simulación y clientes empre-
sariales identificó un conjunto de 19 indicadores de calidad de un proyecto que 
servirían para el seguimiento y análisis a posteriori del grado de satisfacción del 
cliente con el desarrollo de un proyecto orientado a la mejora continua. Los re-
sultados de estas encuestas apoyan la validez del marco conceptual propuesto, 
aunque el autor reconoce dificultades en la implementación práctica de su pro-
puesta y señala la necesidad de más investigación. Sin embargo, hasta la fecha no 
hay publicaciones que continúen esta línea de trabajo. 
Por otro lado, muy pocos trabajos han tratado la cuestión de qué precisión y 
éxito en la implementación suelen presentar los resultados de los proyectos de 
simulación. La mayor parte de artículos sobre casos de uso de simulación se limi-
tan a presentar los resultados del modelo, sin mencionar si las predicciones reali-
zadas se cumplieron en la práctica o si los beneficios obtenidos compensaron 
finalmente los costes de desarrollo del proyecto. Williams y Ülgen (2012) men-
cionan en su trabajo que en diversos proyectos de simulación en el sector de la 
automoción en que participaron el grado de precisión de las estimaciones reali-
zadas fue del 5% para un horizonte temporal de 1 año y medio a 2 años y medio. 
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3.5. MODELADO DE DATOS DE ENTRADA 
3.5.1. Recopilación y análisis de datos 
La recopilación de datos y su análisis son fases críticas en un proyecto de si-
mulación en tanto a que la validez de los resultados del modelo estará limitada 
por la calidad y precisión de los datos de entrada al mismo. El empleo de las 
técnicas de inferencia estadística oportunas y la selección y ajuste de modelos 
estadísticos adecuados son aspectos cruciales en el desarrollo de modelos basa-
dos en datos y sobre los que se ha centrado una rama importante de la investiga-
ción metodológica en simulación. 
Los datos de entrada de un modelo son habitualmente clasificados de acuer-
do con las tres situaciones que se pueden presentar en la práctica (M. Pidd 2003): 
 Categoría A. Datos de los que se dispone previamente al desarrollo del mo-
delo y por tanto son conocidos. 
 Categoría B. Datos de los que no se dispone al inicio del proyecto pero que 
pueden ser obtenidos. 
 Categoría C. Datos de los que no se dispone y que no pueden ser obtenidos 
mediante observación. 
El caso C es el más desfavorable desde el punto de vista de la validez del 
modelo ya que implicará una mayor incertidumbre sobre los resultados y meno-
res posibilidades de realización de pruebas de validez. Las dos aproximaciones 
comunes para el tratamiento de estos datos son la estimación en base a criterio 
experto y el análisis de sensibilidad (S Robinson 2004). Cuando los datos son 
estimados por expertos del proceso, se suelen plantear cuestiones que permitan 
definir los parámetros de una distribución uniforme, triangular o beta (Averill M 
Law 2011). Este método plantea diversos problemas que son analizados en el 
trabajo de Onggo (2012) relativo a un caso de estudio de simulación de un hospi-
tal. 
La distribución triangular es ampliamente utilizada en este tipo de situacio-
nes debido a que su forma se aproxima a las distribuciones de tiempos de ciclo 
de tareas que suelen presentar asimetría positiva. El ajuste de los parámetros se 
realiza entonces consultando sobre el tiempo mínimo de duración de la tarea, el 
máximo y el tiempo más probable o el tiempo medio. Dependiendo de cómo los 
expertos del proceso interpreten esta pregunta, se estarán introduciendo medias 
más o menos altas. Si el valor proporcionado se interpreta como la moda, debido 
a la habitual asimetría que presentan los tiempos, la media será más elevada. 
Además, la asunción de una distribución triangular conlleva que la cola derecha 
de la distribución sea menos gruesa de lo que es con las distribuciones de tiem-





el empleo de distribuciones beta preferiblemente a las triangulares, excepto que 
haya motivos adicionales para recomendar la triangular. 
Los datos de categoría A y B requieren del empleo de técnicas de análisis si-
milares, con la diferencia de que los datos B necesitarán a mayores de la planifi-
cación de un trabajo de muestreo que permita la obtención de muestras represen-
tativas bien mediante observación manual o registro informático. En función de 
las propiedades estadísticas de estas muestras, Mielke (2010) propone una clasi-
ficación de acuerdo con los siguientes tipos: 
 Datos simples. Se puede asumir que las muestras son independientes entre sí 
y están idénticamente distribuidas (hipótesis i.i.d.). En este caso las tres apro-
ximaciones habituales serían emplear los datos de la muestra directamente 
en la simulación, emplear la distribución empírica o una distribución teórica. 
 Datos complejos. No se cumplen las condiciones anteriores. Dentro de este 
grupo se dan las siguientes situaciones: 
o No se dispone de datos. 
o Datos multivariantes. Las distintas series de datos del modelo no son in-
dependientes entre sí sino que presentan algún tipo de dependencia que 
debe ser descrita mediante su distribución conjunta. 
o Series temporales estacionarias con autocorrelación. 
o Series temporales no estacionarias. 
Esta clasificación no está establecida en función de propiedades estadísticas 
de los procesos considerados sino en base a su nivel de aplicación habitual y 
cobertura por parte del software de simulación. Aunque la mayor parte de apli-
caciones integradas en el software de simulación (como ExpertFit o StatFit) se 
limitan a ofrecer métodos para el ajuste y selección de datos simples bajo la 
asunción i.i.d. (Bahar Biller and Gunes 2010a), la sensibilidad de los resultados 
del modelo con respecto a la presencia de autocorrelación o no estacionaridad 
puede ser muy relevante (Williams and Ülgen 2012). El software comercial de 
simulación no incluye por lo general rutinas por defecto para modelar los efectos 
de autocorrelación en las series de datos ni los procesos estocásticos propuestos 
en la literatura que son de aplicación en estas situaciones. Aun así, la implemen-
tación de estos procesos no suele presentar dificultades resaltables ya que bien 
mediante editores de ecuaciones, programación de funciones personalizadas y 
otros procedimientos equivalentes se suele soportar la completa personalización 
de las funciones de generación de números aleatorios. 
Conjuntamente, el proceso de recopilación y análisis de datos de entrada es 
una de las fases más costosas de un trabajo de simulación, suponiendo por tér-
mino medio un 30% de la duración de un proyecto (A. Skoogh and Johansson 
2007). Por ello, diversos autores han propuesto metodologías estructuradas de 
gestión de los datos de entrada que proporcionan guías de actuación para limitar 
la duración de estas actividades y sobre todo evitar problemas que conduzcan a 
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demoras importantes en el desarrollo del proyecto (Perera and Liyanage 2000; 
Onggo 2012; Anders Skoogh and Johansson 2008). Por lo general, estos trabajos 
proporcionan indicaciones para la rápida identificación de los datos de entrada 
en la fase de modelado conceptual y procedimientos sistemáticos para recopilar 
y validar los conjuntos de entrada evitando los principales problemas asociados 
a esta fase: que los datos sean insuficientes o no representativos (afectando a la 
validez del modelo), que se recopilen conjuntos demasiado extensos implicando 
sobrecostes o que se recopilen los datos inadecuados, en el formato inadecuado o 
con una precisión diferente a la requerida. 
3.5.2. Ajuste y selección de distribuciones 
De las metodologías de análisis de datos de entrada utilizadas en simulación, 
el ajuste y selección de distribuciones es la más habitualmente descrita y con 
mayor detalle en los textos sobre simulación. El principal problema que surge en 
la aplicación de estas técnicas es que toda muestra de datos está sometida a alea-
toriedad en el proceso de muestreo y los estadísticos empleados para determinar 
qué distribución ajusta mejor los datos pueden fácilmente llevar a seleccionar 
distribuciones diferentes de la que describe a la población (Bahar Biller and 
Gunes 2010a). Por ello la mayoría de autores no sugieren el empleo de un méto-
do determinado sino la realización de diferentes pruebas y la selección final de la 
distribución de acuerdo al conocimiento cualitativo que se tenga sobre el proceso 
de acuerdo con el tipo de procesos estocásticos que son descritos por las distri-
buciones teóricas (Averill M Law 2011).  
El proceso de ajuste de una distribución a un conjunto de datos consta de los 
siguientes pasos (Bahar Biller and Gunes 2010a): 
1. Seleccionar un conjunto de distribuciones candidatas que sean adecuadas 
para modelar el proceso estocástico considerado de acuerdo con la informa-
ción que se disponga del sistema. 
2. Estimar los parámetros de la distribución. Aquí es habitual el empleo del 
método de los momentos o de máxima verosimilitud. 
3. Validar el ajuste evaluando la bondad de ajuste de cada distribución. Para 
ello se emplean tests de bondad de ajuste y procedimientos gráficos. Los más 
comunes son:  
a. Test de Chi-cuadrado. 
b. Test de Kolmogorov-Smirnov. 
c. Test de Anderson-Darling. 
d. Gráficos de densidad de la distribución ajustada en conjunto con el his-
tograma de la muestra. 
e. Gráficos de probabilidad (P-P). 





4. Seleccionar la distribución. La selección de una distribución concreta entre 
un conjunto de alternativas es a menudo una decisión dificultosa ya que es 
frecuente que más de una distribución supere los tests de bondad de ajuste y 
las diferencias entre ellas sean pequeñas. Los procedimientos gráficos habi-
tualmente proporcionan una buena indicación, siendo los más aconsejables 
los diagramas de probabilidad o de cuantiles. Según Banks (2010), el propio 
p-valor de los tests de bondad de ajuste es una medida válida para seleccio-
nar la distribución. Sin embargo esta solución plantea problemas que han si-
do resaltados por otros autores:  
a. En primer lugar, ni el estadístico de los tests de bondad de ajuste ni 
tampoco su p-valor son medidas específicas de comparación entre 
modelos. En su lugar existen otras alternativas basadas en teoría de 
información o en métodos bayesianos que proporcionan criterios es-
pecíficos para comparación entre modelos como son el criterio de in-
formación de Schwartz (SIC), el criterio de información de Akaike 
(AIC) o el criterio de información de Hannan-Quinn (HQIC).  
b. Debido a la aleatoriedad en el proceso de muestreo, el mejor ajuste 
puede ser presentado por una distribución que no sea adecuada para 
modelar el proceso estocástico considerado. Por ello las decisiones re-
lativas a la selección de la distribución no deben de ser tomadas au-
tomáticamente por el software de análisis que se emplee sino que de-
ben de ser supervisadas por criterio experto (Bahar Biller and Gunes 
2010a; S Robinson 2004; Bahar Biller and Nelson 2002). 
En los casos en que no se consigue encontrar una buena distribución para 
ajustar los datos, se suele recurrir al empleo de la distribución empírica (A. M. 
Law 2007). 
Por otro lado, si no se dispone de datos o la muestra es demasiado pequeña 
para que los métodos estadísticos de ajuste de distribuciones se puedan emplear 
con confianza, algunos autores proponen el uso de distribuciones flexibles para 
las cuales basta con definir sus momentos principales para obtener una aproxi-
mación suficientemente razonable. Algunas familias de distribuciones frecuen-
temente usadas en simulación son las distribuciones beta, Johnson, Pearson o las 
curvas de Bezier (Averill M Law 2011; Cheng 2011). Las distribuciones beta son 
empleadas para modelar datos acotados en los que la función de densidad es 
polinómica. 
Las distribuciones Johnson (Johnson 1949) pueden ser empleadas para varia-
bles no acotadas (Su) y para variables positivas (Sb). Se obtienen mediante una 
transformación de la distribución normal y requieren de la definición de cuatro 
parámetros que corresponden a los cuatro primeros momentos: media, desvia-
ción, asimetría y curtosis. Las distribuciones de Pearson IV son otra familia de 
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interés, en este caso para variables no acotadas, que proporcionan gran flexibili-
dad para modelar datos con fuerte asimetría o cuyas colas sean más gruesas que 
la normal (Cheng 2011). Por otro lado, las curvas de Bezier pueden ser usadas 
para aproximar funciones de densidad de cualquier forma a partir de la defini-
ción de un conjunto finito de puntos (Kuhl et al. 2009). Su limitación es que están 
definidas para variables acotadas, pero permiten modelar distribuciones bimoda-
les o multimodales. 
En los casos en que dos o más variables de un modelo no sean independien-
tes entre sí e interese modelarlas mediante su distribución estadística conjunta, 
existen algunos métodos desarrollados para ajustar distribuciones multivariantes. 
La medida más básica del grado de asociación entre variables es la dada por la 
matriz de covarianzas de la muestra y los coeficientes de correlación correspon-
dientes. La limitación de estas medidas es que sólo permiten detectar relaciones 
de dependencia lineales pero pueden conducir a errores en el caso de que la rela-
ción de dependencia sea más compleja. Otros métodos como las medidas de 
correlación por rangos permiten salvar estas limitaciones. 
En la literatura se pueden encontrar diversos métodos para el ajuste y gene-
ración de modelos de distribuciones multivariantes. Biller y Ghosh (2004) ofrecen 
una revisión de los principales métodos desarrollados incluyendo la generación 
por regiones de aceptación/rechazo, los métodos basados en distribuciones con-
dicionales, las distribuciones de Bézier para múltiples dimensiones, el método de 
cópulas, la estimación por densidad de núcleo o el empleo de familias de distri-
buciones flexibles como las distribuciones Johnson. Biller y Gunes (2010a) pro-
ponen un método basado en el empleo de modelos bayesianos que además per-
mite introducir en el modelo no solo la variabilidad asociada a la aleatoriedad 
generada por la distribución sino además a la incertidumbre que pesa sobre los 
parámetros de la distribución. Los modelos basados en Copulas (B. Biller 2009) 
constituyen una de las familias de modelos más frecuentemente empleadas en 
simulación por la flexibilidad y facilidad de modelado que ofrecen. Permiten 
modelar relaciones de dependencia a partir de pocos parámetros y para múlti-
ples tipos de distribuciones marginales que se suelen encontrar en la práctica. 
3.5.3. Modelos de series temporales estacionarias con autocorrela-
ción 
Es práctica común en la simulación de procesos industriales que se adopte la 
hipótesis de independencia e igualdad de distribución de la muestra (i.i.d.). 
Asumir esta hipótesis sin realizar ninguna comprobación en los datos puede 
conllevar importantes riesgos de pérdida de precisión de los resultados y validez 
del modelo(S Robinson 2004; Bahar Biller and Nelson 2002). Aun siendo la serie 
temporal de datos estacionaria, y por tanto la distribución de la variable constan-





pendientes entre sí. Cuando se presenta dependencia entre las observaciones 
sucesivas de la variable la serie temporal mostrará autocorrelación, que es defi-
nida como el coeficiente de correlación entre pares de observaciones de una 
misma muestra separadas por un intervalo de tiempo. 
Para series temporales discretas, que son las que habitualmente se conside-
ran en simulación de eventos discretos, el coeficiente de autocorrelación de or-
den   será: 
   
   (       )
   ( )
 (4) 
Además, para referirse a la covarianza de una variable con sus retardos (au-
tocovarianza) se suele emplear la notación       (       ). 
Los modelos más básicos que se pueden considerar para la modelización de 
efectos de autocorrelación para simulación son el conjunto de modelos ARMA 
(modelos autorregresivos de media móvil), desarrollados por Box y Jenkins 
(1976). Este conjunto de modelos permiten modelar series temporales estaciona-
rias con funciones de distribución normales. Permiten modelar cualquier función 
de autocorrelación que se desee con tal de que la distribución marginal de las 
variables de la serie sea normal. El modelo ARMA(p,q) viene dado por la si-
guiente ecuación: 
   ∑       
 
   
 ∑       
 
   
    (5) 
Donde     (    ) es un proceso de error blanco gaussiano con media 0 y 
desviación estándar   . Los índices   y   indican el máximo desfase del modelo 
para los términos autorregresivos y de media móvil respectivamente. 
Debido a que el único tipo de distribuciones marginales que permiten repre-
sentar son normales, las aplicaciones de modelos ARMA en simulación de proce-
sos industriales son más bien limitadas (Banks et al. 2010). Por ello se han desa-
rrollado otros métodos para la generación de series estacionarias con cualquier 
distribución marginal, entre los que destacan los modelos TES y ARTA, basados 
en métodos de transformación de distribuciones (B. Biller and Ghosh 2004). 
Los modelos ARTA (modelo autorregresivo transformado a cualquier distri-
bución) fueron propuestos por Cario y Nelson (1996) y se basan en la generación 
de una serie estacionaria con distribución libre a partir de la transformación de 
un proceso autorregresivo de orden   mediante la función de distribución inver-
sa. 
Sea    la serie temporal estacionaria que se desea modelar con una distribu-
ción general especificada por su función de distribución   (  ). Sea    una serie 
temporal dada por un proceso autorregresivo de orden   con desviación están-
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dar igual a 1. La transformación ARTA consiste en generar la serie    a partir de 
la siguiente ecuación: 
     
  ( (  ))    
  ( (∑       
 
   
   )) (6) 
Donde   representa la función de distribución normal estándar y     (    ) 
es un proceso de error blanco gaussiano tal que su desviación estándar    vendrá 
dado por: 
  
    ∑     
 
   
 (7) 
Siendo    el coeficiente de autocorrelación de orden   del proceso autorregre-
sivo. Esta selección de    garantiza que la distribución marginal de    sea una 
normal estándar  (   ). Notar que     (  ) es una serie temporal estacionaria 
con distribución marginal uniforme  (   ). 
Dado que la transformación mediante la función de distribución inversa     
garantiza que la serie temporal    presente la distribución deseada, el problema 
fundamental que se presentará en el ajuste será la adecuada selección de los pa-
rámetros del proceso autorregresivo    que permitan generar la estructura de 
autocorrelación buscada. El problema que se plantea a este respecto es que dado 
que por lo general la transformación     no es lineal, no se garantiza que la fun-
ción de autocorrelación de    sea idéntica a la de   . Por lo general, será distinto, 
aunque de acuerdo con Banks et al. (2010) las diferencias en la práctica serán por 
lo general pequeñas. 
En el primer artículo publicado por Cario y Nelson (1996) no se presentan 
métodos específicos de ajuste de los parámetros del proceso autorregresivo que 
reproduzcan la estructura de autocorrelación de la serie   . En los ejemplos pro-
puestos adoptan el empleo de las ecuaciones de Yule-Walker para estimar los 
parámetros del proceso autorregresivo ignorando la distorsión introducida por 
la transformación. Cario y Nelson (1998) desarrollaron posteriormente métodos 
numéricos para el ajuste de procesos ARTA que fueron implementados en el 
software ARTAFACTS. Posteriormente, Biller y Nelson (2005) desarrollaron el 
método ARTAFIT, que permite el ajuste de procesos ARTA con distribuciones 
marginales de la clase Johnson. El método de ajuste de las series se basa en una 
adaptación del método de mínimos cuadrados ponderados. 
Otro grupo de modelos empleados en simulación son los procesos TES (B. 
Melamed and Hill 1995), acrónimo que significa “modelos de transformación y 
expansión de la muestra”. Esta familia de modelos, de manera análoga a los mo-
delos ARTA, también se basa en la generación de la serie temporal a partir de la 





ral estacionaria con distribución marginal uniforme  (   ) y autocorrelación. A 
diferencia del caso anterior, la serie temporal con distribución marginal  (   ) 
no se obtiene a partir de un proceso AR sino que se emplea un procedimiento 
específico de generación basado en los algoritmos de generación de números 
pseudoaleatorios. 
Los modelos TES fueron propuestos por Melamed (1991). Permiten la gene-
ración de series temporales con cualquier coeficiente de correlación de primer 
orden y también pueden representar diversas estructuras de autocorrelación 
para mayores desfases. Existen dos variantes:      que permite la generación de 
series con coeficientes de autocorrelación de primer orden positivos y      para 
coeficientes de autocorrelación de primer orden negativos. El proceso      para 
la variable   




    
〈    
    〉        
 (8) 
Donde   
  es el parámetro inicial dado generado como una variable aleatoria 
 (   ),    es una serie temporal i.i.d. con una distribución a especificar y    el 
operador módulo-1 〈 〉    ⌊ ⌋. De acuerdo con la definición dada, el proceso 
  
  puede interpretarse como un camino aleatorio en una circunferencia de longi-
tud unitaria ya que la operación módulo-1 implica que si     
     es mayor que 
1 se le reste el entero inferior de manera que vuelva a resultar en un valor entre 0 
y 1. Esta operación sería equivalente a completar una vuelta completa a una cir-
cunferencia de perímetro 1 y por tanto volver a su origen (Altiok and Melamed 
2001). El proceso      para la variable   
  se obtiene a partir del anterior me-




            
    
              
 (9) 
La distribución marginal de   
  es una distribución uniforme  (   ). La fun-
ción de autocorrelación dependerá de la elección de la distribución de   . A par-
tir de este proceso, se obtiene entonces mediante transformación por la función 
de distribución inversa la serie temporal con la función de distribución marginal 
deseada. Supongamos que se desea que la serie temporal    presente la distribu-
ción marginal con función de distribución  , entonces: 
    
  (  
 ) (10) 
O bien, si se desea que el primer coeficiente de autocorrelación sea negativo: 
    
  (  
 ) (11) 
La capacidad de los procesos TES para generar diferentes patrones de auto-
correlación de la serie viene dada por la elección de la distribución marginal    
llamada “función generadora de densidad”. Aunque se podría emplear cualquier 
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tipo de distribución, en los trabajos publicados sobre estas series se han emplea-
do funciones de densidad escalonadas o una simple función uniforme  (   ) 
donde los parámetros   y   determinan la estructura de autocorrelación (Altiok 
and Melamed 2001). Por tanto, el ajuste de un proceso TES a una muestra de 
datos requiere de la definición de dos elementos: la función de distribución mar-
ginal de la muestra   y los parámetros de la función generadora de densidad, 
que en el caso anterior serían   y  . Melamed et al. (1992) desarrollaron una apli-
cación llamada TESTool que permite la selección de los parámetros de la función 
generadora mediante métodos gráficos. Posteriormente, Jelenkovic y Melamed 
(1995) desarrollaron un algoritmo de regresión no lineal mediante mínimos cua-
drados ponderados. Por otro lado, Jagerman y Melamed (1995) desarrollaron 
estimadores para los parámetros del modelo e intervalos de confianza simétricos. 
Otro método que permite modelar gran diversidad de procesos y estructuras 
de autocorrelación son los procesos de llegadas de Markov (MAP), propuestos 
por Lucantoni et al. (1990). Un proceso MAP contiene un conjunto de estados 
cuyos tiempos de permanencia en los mismos estará definido por una distribu-
ción exponencial. Al contemplarse el tiempo de permanencia en cada estado, la 
transición a otros estados estará gobernada por un modelo probabilístico en el 
que una de las posibilidades será la transición a un estado absorbente con tiempo 
de permanencia nulo cuyo acceso representará una llegada al sistema. Aunque 
sus propiedades a nivel teórico son bien conocidas y es un tipo particularmente 
tratable de forma analítica entre las cadenas de Markov, el ajuste a partir de una 
muestra de datos requiere del empleo de técnicas de optimización complejas 
(Horvath and Telek 2002). 
Bause et al. (2009) realizaron una comparación entre el empleo de modelos 
MAP, AR y ARTA con distribuciones marginales de tipo Johnson. Para ello eva-
luaron la calidad de ajuste de conjuntos de datos simulados y datos de tráfico de 
paquetes en internet mediante la comparación visual entre las funciones de den-
sidad y la función de autocorrelación de la muestra y de los modelos ajustados. 
Sus resultados muestran que en los ejemplos teóricos los procesos MAP tienen 
dificultades para alcanzar un buen ajuste conjunto de la distribución marginal y 
estructura de autocorrelación. Sin embargo, para los datos de tráfico de internet 
los modelos MAP muestran un mejor rendimiento. Este resultado debe matizarse 
teniendo en cuenta que estas series temporales presentan distribuciones margi-
nales multimodales y estructura de autocorrelación de larga memoria que está 
fuera del rango de aplicación de los modelos ARTA ajustados. Los autores seña-
lan la mayor dificultad de ajuste de los modelos MAP. 
3.5.4. Efectos de autocorrelación en sistemas productivos 
La primera cuestión que surge al considerar la posibilidad de introducir los 





casos reales de series temporales de sistemas productivos que presenten estas 
características. Algunos autores han presentado resultados de análisis de series 
temporales de algunos sistemas que confirman la existencia de casos en que hay 
efectos de autocorrelación significativos. Altiok y Melamed (2001) presentan 
gráficas de autocorrelación con desfase entre 1 y 5 obtenidas para las muestras 
de datos de tiempos de ciclo en plantas de fabricación de semiconductores 
(Schomig and Mittler 1995), en tiempos entre fallos de componentes de helicóp-
teros (Luxhoj and Shyur 1995) y de una operación de empaquetado de comida 
procesada en unas instalaciones de la Universidad de Rutgers. Un ámbito del 
que se dispone de ejemplos de series temporales con notables efectos de autoco-
rrelación proviene de dos sectores de procesamiento de materias primas de ori-
gen natural. En ambos casos, se estudia el desarrollo de gráficos de control de 
calidad para productos cuyas características heterogéneas presentan correlación 
entre entradas sucesivas al proceso. En el primero de los casos, Young y 
Winistorfer (2001) estudian los efectos de autocorrelación sobre el desarrollo de 
gráficos de control en tiempo real para la industria maderera. Posteriormente, 
Mertens et al. (2009) desarrollan un sistema de control con técnicas de inteligen-
cia artificial para el control de calidad en la producción de huevos.  
Los ejemplos anteriores son muestras de sistemas de fabricación en los que se 
dan efectos de autocorrelación. Sin embargo, no es posible analizar en qué medi-
da estos efectos son habituales en la práctica a partir del estudio de la bibliografía 
ya que no es habitual que en los casos de estudio de sistemas de producción se 
proporcionen las muestras de datos para análisis o que se proporcionen los resul-
tados de un análisis de autocorrelación. 
Otra cuestión de gran relevancia es si para el problema específico de organi-
zación de la producción que se pretender resolver los resultados son sensibles a 
los efectos de autocorrelación. Si un modelo no fuera sensible a dichos efectos, su 
incorporación conllevaría una complejidad innecesaria, sobrecostes y por tanto 
no debería de ser llevada a cabo, de acuerdo con las recomendaciones habitual-
mente establecidas sobre el nivel de resolución de un modelo (Sturrock 2011). 
Por tanto, en el contexto de esta tesis, interesará plantear la cuestión de si los 
efectos de correlación afectan a los resultados de los modelos empleados en los 
problemas de dimensionamiento de recursos y control de líneas de producción. 
Como se ha visto en los apartados 3.2 y 3.3, los modelos de redes de colas 
permiten el modelado de líneas de producción, con las salvedades hechas sobre 
su empleo práctico. Pero aunque la simulación sea la herramienta de análisis más 
útil en la práctica, los resultados de teoría de colas no dejan de proporcionar 
información útil sobre el comportamiento de los sistemas de producción. Los 
principales trabajos aplicables a sistemas de producción sobre los efectos de au-
tocorrelación provienen de la teoría de colas y de las aplicaciones de teoría de 
colas a redes de comunicaciones ya que, como señalan Altiok y Melamed (2001), 
estos efectos no han sido estudiado en la literatura clásica sobre producción.  
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Livny et al. (1993) demostraron que la inclusión de autocorrelación en los 
tiempos de servicio de una cola y en los tiempos entre llegadas al sistema afecta 
de forma significativa a los tiempos medios de espera y longitudes de cola. De 
acuerdo con sus resultados, para una cola con tiempos de llegada y de servicios 
exponenciales y ocupación del 50%, un coeficiente de autocorrelación de 0,25 
incrementa los tiempos de espera en un 80% mientras que una autocorrelación 
negativa de -0,55 los reduce en un 32%. Para coeficientes de correlación elevados 
como 0,85, los tiempos de espera se multiplican por 200. Patuwo et al. (1993) 
llegan a resultados similares estudiando el efecto que coeficientes de autocorrela-
ción positiva tienen sobre la generación de colas, identificando un importante 
incremento de las mismas. 
Altiok y Melamed (2001) analizan mediante modelos analíticos el impacto 
que tendría sobre la precisión de los resultados la omisión de los efectos de auto-
correlación en un conjunto de tres casos de estudio típicos de producción: una 
estación de trabajo con distribuciones de tiempo y llegadas exponencial y auto-
correlación en el proceso de llegada, una estación de trabajo con llegadas de Poi-
sson y autocorrelación en tiempos de fallo con distribución general y un sistema 
de producción Pull con una estación de trabajo. Para el caso de estudio de siste-
ma Pull analiza el impacto de autocorrelación en el proceso de demanda, en 
tiempos entre ocurrencia de fallos y en tiempos de reparación. Para introducir los 
efectos de autocorrelación hace uso de procesos estocásticos TES (explicados en 
el apartado anterior). De acuerdo con sus conclusiones, los efectos de autocorre-
lación tienen un gran efecto sobre diversos indicadores de rendimiento tales 
como los tiempos de espera, el trabajo en curso, el stock de productos terminados 
o el nivel de servicio al cliente. El efecto sobre los tiempos de espera y trabajo en 
curso es fuerte tanto para sistemas con alta como baja ocupación, mientras que el 
impacto sobre el stock de producto terminado y el nivel de servicio a clientes 
presenta diferencias según el nivel de ocupación. La Tabla 3 resume las conclu-
siones de este artículo. 
Balcioglu et al. (2007) desarrollaron fórmulas analíticas que permiten resol-
ver de forma aproximada por lo general, y exacta para algunos casos particulares, 
colas GI/D/1 en las que el servidor este está sometidos a fallos con autocorrela-
ción en los tiempos de ocurrencia. Sus resultados apoyan a los trabajos previos 
en cuanto a que coeficientes de autocorrelación positiva implican mayores tiem-
pos de espera. La precisión del método analítico desarrollado es evaluada me-
diante simulación, mostrando errores cercanos al 1% y del 4% en el peor de los 
casos. Posteriormente, estos autores extendieron esta metodología para el análi-
sis de colas G/G/1 con autocorrelación en el proceso de llegadas y además propu-
sieron métodos reparto y concentración del flujo que permitiera la aplicación a 
redes de colas (Balcıoglu, Jagerman, and Altıok 2008). Sus resultados de experi-





precisión, alcanzándose un error del 28% en el caso más desfavorable. Los erro-
res habituales se encuentran en la franja 1%-5%. 
Tabla 3. Efecto de la autocorrelación sobre indicadores de rendimiento de un proceso productivo 





Efecto con ocupación 
baja 
Efecto con ocupación 
alta 
Tiempo de espera Tiempo entre llegadas Alto Alto 
Trabajo en curso Tiempo entre fallos Alto Alto 
Stock de productos 
terminados 
Tiempo de entrega del 
proveedor 
Bajo Moderado 
Tiempo entre llegadas 
de pedidos 
Moderado Alto 
Tiempo entre fallos Bajo Alto 
Tiempo de reparación Bajo Moderado 
Nivel de servicio 
Tiempo de entrega del 
proveedor 
Bajo Moderado 
Tiempo entre llegadas 
de pedidos 
Moderado Alto 
Tiempo entre fallos Bajo Alto 
Tiempo de reparación Bajo Moderado 
Por otro lado, Nielsen (2007) hace una revisión crítica de los trabajos anterio-
res y plantea dudas sobre la relevancia práctica de sus conclusiones. En este caso, 
emplea simulación para evaluar el impacto sobre los tiempos de espera en colas 
M/M/1 de efectos de autocorrelación modelados mediante procesos TES. La au-
tocorrelación se introduce tanto en el proceso de llegadas como en los tiempos de 
servicio. Realiza los siguientes experimentos: 
 Reproduce los resultados de Livny et al. (1993) en un experimento de 1 répli-
ca. 
  Realiza un análisis más detallado que Livny et al. (1993) para valores del 
coeficiente de autocorrelación de primer orden entre -0,5 y 0,5. 
 Obtiene los resultados anteriores para dos configuraciones alternativas de los 
parámetros del proceso TES con igual valor del coeficiente de autocorrela-
ción de primer orden. Los resultados difieren significativamente entre las 
dos configuraciones. 
 Grafica las funciones de autocorrelación para las variables de entrada y el 
tiempo entre salidas del sistema para los dos escenarios indicados y el caso 
base de no autocorrelación. 
 Propone una aproximación para valorar el grado de “realismo” de la función 
de autocorrelación a partir de la comparación con una cola M/M/1/SPT 
(donde SPT hace referencia al criterio de prioridad por mínimo tiempo de 
servicio). La función de autocorrelación que obtiene difiere del caso anterior. 
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 Estudia el caso en que la entrada a una cola M/M/1 es la salida de una cola 
M/M/1/SPT y el caso en que es la salida de una cola con autocorrelación mo-
delada mediante procesos TES. Sus resultados muestran un mayor parecido 
entre el proceso de salida de la cola M/M/1/SPT y el proceso TES que con 
respecto a la salida de la cola modelada mediante TES. 
 Estudia el caso de colas M/M/1/SPT con autocorrelación en los tiempos de 
servicio dada por un proceso TES. Sus resultados indican que el efecto sobre 
los tiempos de espera es bajo. 
El autor concluye que aunque la autocorrelación sí afecta al proceso de gene-
ración de colas y por tanto al rendimiento del proceso, sus efectos son muy sen-
sibles respecto a la forma en que se configure el proceso TES y para valores pe-
queños del coeficiente de autocorrelación puede reducir los tiempos de espera. 
Además, indica que mediante una adecuada selección de las reglas de control se 
pueden contrarrestar los efectos negativos sobre el rendimiento, por ejemplo, 
mediante la regla SPT. Sin embargo, este artículo presenta algunas carencias de 
rigor metodológico, errores conceptuales y opiniones no apoyadas en pruebas 
empíricas o trabajos previos que plantean dudas sobre la validez y relevancia de 
sus conclusiones: 
 Algunos de los resultados de la simulación han sido obtenidos para simula-
ciones de 1 réplica o son presentados sin ninguna medida de dispersión de 
los resultados, por lo que no es posible extraer conclusiones sobre su signifi-
cación. 
 Con el fin de identificar qué procesos TES de los generados presentan carac-
terísticas más “realistas”, el autor asume como base de comparación los pro-
cesos de salida de una cola M/M/1/SPT. Concluye que el tipo de proceso más 
realista es el que presenta unas características más cercanas al comporta-
miento de esta cola. Esta asunción no se basa en ninguna evidencia experi-
mental y por tanto la conclusión es arbitraria. Además, asumir un criterio de 
prioridades SPT implica limitar el análisis a aquellos sistemas en que es po-
sible conocer los tiempos de procesamiento con anterioridad a su procesa-
miento. Por tanto, este resultado no sería extensible a muchos sistemas de 
producción como los estudiados en esta tesis en que la incertidumbre sobre 
la variabilidad de tiempos de proceso es precisamente uno de los factores de 
interés. En cualquier caso, la argumentación está mal construida ya que para 
definir el modelo de autocorrelación “realista” parte de un modelo sin auto-
correlación y por tanto la aproximación propuesta no responde a la pregunta 
planteada. 
 El autor describe uno de los tipos de procesos TES modelados como proceso 
de “larga memoria” a partir de la interpretación subjetiva de una gráfica de 
autocorrelación en la que se aprecia el decaimiento subamortiguado de la 
función de autocorrelación con el incremento del desfase. El autor ignora la 





proceso en que la función de autocorrelación presenta decaimiento potencial 
en lugar de decaimiento exponencial. Aunque el autor no proporciona resul-
tados que permitan el análisis riguroso de la función de autocorrelación, el 
tipo de gráfica corresponde con las habitualmente obtenidas en la simulación 
de procesos autorregresivos con coeficientes de autocorrelación negativos. 
Por todo ello, las objeciones que plantea con respecto a los resultados de au-
tores previos (Livny, Melamed, and Tsiolis 1993; Altiok and Melamed 2001) de-
ben de ser tomadas con cautela y la hipótesis propuesta de que el empleo de la 
regla de prioridad SPT lleve a que la importancia práctica de la autocorrelación 
sea baja no está apoyada por sus resultados. Sin embargo, sí prueba mediante 
ejemplos la importancia que la consideración de toda la función de autocorrela-
ción (y no solo de los coeficientes de desfase 1 o 2) tiene sobre los resultados. Sus 
conclusiones de mayor relevancia son ésta y que las reglas de control de la pro-
ducción (como en este caso particular es la regla SPT) pueden interactuar con los 
efectos de autocorrelación originando repercutiendo sobre los resultados. 
3.5.5. Series temporales de memoria larga 
La función de autocorrelación de un proceso se define como la función que 
proporciona el coeficiente de autocorrelación de una serie temporal con respecto 
al desfase. En los modelos de series temporales presentados anteriormente la 
función de autocorrelación presenta decaimiento exponencial. Es decir, que la 
autocorrelación es una función exponencial decreciente del desfase. Sin embargo, 
las series temporales de diversos sistemas presentan decaimiento de tipo poten-
cial, lo que habitualmente se denomina como procesos de larga memoria ya que 
los coeficientes de correlación de alto orden presentan valores comparativamente 
mucho mayores que en los procesos con decaimiento exponencial. 
Decaimiento exponencial: 
        
   (12) 
Decaimiento potencial: 
        
   (13) 
Donde   y   son dos constantes que dependen del tipo de serie considerada. 
Una definición alternativa de la propiedad de memoria larga de un proceso 
es la establecida por Hipel y McLeod (1978). Según esta definición, un proceso se 
considerará de memoria larga si la serie obtenida como el sumatorio de los coefi-
cientes de autocorrelación es divergente. Es, por tanto, una definición más res-
trictiva que la anterior ya que implica que la función de autocorrelación presente 
decaimiento potencial y su exponente sea menor o igual a uno (   ). 
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El estudio de este tipo de series se inició con el trabajo de Hurst (1951) que, al 
estudiar las series temporales de evolución anual del caudal del Nilo entre los 
años 622 y 1284 observó la tendencia de los años de sequía o de lluvia a concen-
trarse más de lo que sería esperable asumiendo independencia o los modelos de 
autocorrelación habituales. Este efecto habitualmente se denomina el fenómeno 
“Hurst” y ha sido observado en series temporales de muchos otros sistemas, 
tales como las variaciones de potencia del viento, las temperaturas medias globa-
les o las oscilaciones del Atlántico Norte (Koutsoyiannis 2002). 
Aunque otros tipos de series temporales también pueden poseer la propie-
dad de memoria larga (o alternativamente llamada dependencia de alto rango), 
algunos de los procesos más estudiados en la literatura y con aplicaciones en 
muchos ámbitos son las series temporales fractales. Las series fractales poseen la 
propiedad de auto-similitud, que para procesos estocásticos consiste en la con-
servación de la distribución de la serie en diferentes escalas temporales. La pro-
piedad de auto-similitud fue enuncia como sigue por Mandelbrot y Van Ness 
(1968): 
 (   )      ( ) (14) 
Este tipo de leyes potenciales son características de numerosos sistemas 
reales y, de acuerdo con Bak (1995), suelen aparecer en sistemas con comporta-
miento “auto-organizativo”. Este tipo de comportamiento se da en sistemas en 
los que el comportamiento individual de sus elementos depende de la evolución 
del sistema en su conjunto.  
Según Bak et al. (1987) un sistema dinámico que tenga como atractor un pun-
to crítico presentará comportamiento auto-organizativo que será invariante en 
diferentes escalas temporales o espaciales, de forma análoga a las transiciones de 
fase en torno a puntos críticos estudiadas en termodinámica. La ley potencial 
relativa a la propiedad de auto-similitud, a la función de autocorrelación o de las 
frecuencias (el espectro de ruido rosa     investigado por los autores) serían 
entonces un reflejo de la invariabilidad con respecto a la escala originada por el 
punto crítico. Este tipo de comportamiento es uno de los mecanismos plausibles 
de generación de la complejidad en un sistema. 
La interpretación física de los fenómenos de auto-similitud, comportamiento 
auto-organizativo y leyes potenciales ha dado lugar a cierto debate en la literatu-
ra. En el caso que originó el estudio de este tipo de series (el análisis de series 
hidrológicas) resulta fácil de comprender que se encuentre dependencia entre 
observaciones sucesivas. Piénsese por ejemplo en un período anormalmente 
lluvioso que incrementa la cantidad de agua acumulada en la cuenca y por tanto 
el caudal de ese período y de los siguientes a medida que se descarga el agua 
almacenada estará relacionado. Este fenómeno proporciona una explicación físi-





serie. Sin embargo, la explicación del fenómeno de Hurst resulta menos intuitiva. 
A parte de la explicación relacionada con el comportamiento auto-organizativo 
de un sistema, Bhattacharya et al. (1983) mostraron que un sistema que presente 
tendencias determinísticas sostenidas en el tiempo pero que vayan variando 
estaría afectado por el fenómeno Hurst. Vanmarcke (1983) demostró también que 
un sistema que presente la superposición de variaciones estocásticas en diferen-
tes escalas temporales, aunque cada una de estas componentes verifique las hi-
pótesis i.i.d., globalmente desarrollaría un comportamiento análogo al fenómeno 
de Hurst. Por otro lado, Mesa y Poveda (1993) proponen una explicación para la 
dependencia de alto rango en la muestra que no se basa en un mecanismo de 
memoria del sistema sino en lo contrario: una propiedad de “ausencia de memo-
ria” del sistema que debe de ser entendida como que el proceso no “recuerda” el 
valor de su media en el pasado. 
Los principales procesos de larga memoria estudiados en la práctica son: 
 Procesos estacionarios: el ruido gaussiano fraccional (fGn) y el modelo frac-
cional integrado autoregresivos y de media móvil (F-ARIMA o ARIFMA). 
 Procesos de incrementos estacionarios: el movimiento browniano fraccional 
(fBn). 
Los procesos de incrementos estacionarios son habitualmente empleados pa-
ra modelar procesos de difusión o en aplicaciones tales como las series tempora-
les financieras. También han sido empleados para describir los procesos de gene-
ración de tráfico en redes de comunicaciones e internet. Desde el punto de vista 
de procesos industriales su rango de aplicación es más limitado ya que los pará-
metros de un proceso suelen ajustarse a unos rangos determinados. Por sus posi-
bilidades de aplicación en la simulación de procesos industriales, nos centrare-
mos en los procesos estacionarios. Aunque no por ello se descarta la posibilidad 
de encontrar casos en que el uso de procesos de incrementos estacionarios sea de 
utilidad. 
El ruido gaussiano fraccional (fGn) es un proceso estocástico estacionario que 
presenta auto-similitud con respecto a la agregación de sus elementos en diferen-
tes escalas temporales y que fue propuesto por Mandelbrot y Van Ness (1968). 
En primer lugar, definiremos la serie   
( )
 que representa la agregación de la serie 
   en la escala    . Es decir: 
  
( )
 ∑   
   
  (   )     
 (15) 
Entonces, definiremos el proceso fGn como un proceso estocástico que verifi-
ca la siguiente propiedad: 












Donde   representa la igualdad en distribución y   (   ) es el exponente de 
Hurst que caracteriza el nivel de autocorrelación en la serie. 
El proceso fGn coincide con el ruido blanco gaussiano en que su distribución 
marginal también es normal. Sin embargo, su definición implica que, al variar la 
escala temporal, la varianza de la muestra presenta una evolución diferente de la 
que presentaría si la serie cumpliera la hipótesis i.i.d. o presentara una función de 
autocorrelación exponencial como en el caso de los procesos ARMA. A partir de 
(14) se puede obtener inmediatamente que: 
  
( )
        (17) 
Donde    es la varianza de la serie    y   
( )
 de la serie agregada en la escala  . 
Para un proceso i.i.d. o para un proceso ARMA a una escala lo bastante elevada, 
se puede obtener fácilmente que: 
  
( )
      (18) 
Estos dos resultados anteriores implican que la dispersión de una muestra 
extraída de una serie de ruido gaussiano fraccional puede diferir notablemente 
del comportamiento esperado aplicando el teorema central del límite. Si se asu-
me la hipótesis i.i.d. o si el decaimiento de la función de autocorrelación es expo-
nencial, entonces para     se verifica la ecuación (18). Sin embargo, si el expo-
nente de Hurst es mayor que , el crecimiento de la varianza de la muestra será 
mayor que en el caso de independencia y por tanto el teorema central del límite 
no será de aplicación. Debido a la importancia del papel que se concede a este 
teorema en la enseñanza de la estadística y su relevancia desde el punto de vista 
de los métodos básicos de inferencia, se comprende entonces que las propieda-
des estadísticas del proceso fGn pueden resultar poco intuitivas. 
La función de autocorrelación del proceso fGn viene dada por la siguiente 
expresión (Koutsoyiannis 2002): 
  
( )
    
 
 
[(   )   (   )  ]      (19) 
Como se puede comprobar, la función de autocorrelación presenta decai-
miento potencial que además no depende de la escala temporal considerada, es 
decir, que no depende de  . 
El movimiento browniano fraccional (fBm) es un proceso no estacionario que 
se obtiene a partir de los incrementos estacionarios generados por un proceso 
fGn. En este proceso la varianza de la diferencia entre el valor de la serie en dos 





al desfase. Si    y    son los valores de la serie temporal para dos valores de la 
serie, entonces la varianza de la diferencia viene dada por la siguiente expresión 
(Qian 2003): 
 [(     )
 
]  |   |      (20) 
Donde   es la desviación estándar de la distribución marginal del proceso de 
incrementos fGn. Para     ⁄  se obtiene un crecimiento lineal de la varianza 
con el desfase como corresponde al movimiento browniano convencional 
|   |    . La función de autocorrelación resulta ser: 
 [     ]  
  
 
[    |   |      ] (21) 
El proceso F-ARIMA fue propuesto de forma independiente por Hosking 
(1981) y Granger y Joyeux (1981). Representa una generalización de los modelos 
ARIMA en que al operador de retardo B se le permite adoptar exponentes deci-
males a partir del empleo del desarrollo en series de Taylor. El operador de re-
tardo B es un operador empleado en el estudio de procesos ARIMA cuya defini-
ción es, para la serie   : 
         (22) 
Empleando los operadores de desfase, un modelo ARIMA(p,d,q) presenta la 
siguiente forma genérica: 
(  ∑     
 
 
   
)  (   )     (  ∑     
 
 
   
)     (23) 
Donde         y    representa un proceso de ruido gaussiano blanco. 
El proceso F-ARIMA se define de manera análoga al proceso ARIMA con la 
diferencia de que el parámetro   es un número real en el intervalo (    ). Esta 
generalización del modelo se logra mediante el empleo de la serie de Taylor para 
la función (   ) , ya que la aplicación del operador de retardo un número frac-
cional de veces no tendría sentido en sí misma. Por tanto, este modelo se expresa 
como sigue: 
(  ∑     
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    (  ∑     
 
 
   
)     (24) 
Que también se puede expresar como sigue: 
(  ∑     
 
 
   
)  ∑(
∏          
  
(  ) )
 
   
    (  ∑     
 
 
   
)     (25) 
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Nótese que el factorial de un número decimal puede evaluarse mediante la 
función gamma     (   ). 
Hosking (1981) demostró que para valores de     y si todas las raíces del 
polinomio   ∑     
  
      están fuera de un circulo unitario entonces el pro-
ceso es estacionario. Adicionalmente, si      y las raíces del polinomio 
  ∑     
  
      están fuera del circulo unitario la serie temporal es invertible. 
En el caso del proceso F-ARIMA(0,d,0), se obtiene un proceso análogo al fGn 
pero con       ⁄ . A partir de la definición anterior se puede demostrar 
(Hosking 1981) que la función de autocorrelación presenta decaimiento potencial. 
   
(  )  (     )  
(   )  (   ) 
 (26) 
Para     se obtiene: 
   
(  )  
(   ) 
       (27) 
Nótese que si     entonces la función de autocorrelación sería igual a 0 pa-
ra todos los valores, como corresponde con el ruido blanco gaussiano, excepto 
para el caso    . En el caso de un proceso F-ARIMA(p,d,q) la función de auto-
correlación cambia por el efecto de los términos autorregresivos y de media mó-
vil. Sin embargo, para valores suficientemente elevados del desfase, el efecto del 
operador con exponente fraccional domina la función de autocorrelación frente 
al resto de términos comunes con el modelo ARIMA(p,0,q) cuyo amortiguamien-
to es exponencial (Hosking 1981). 
La ventaja del modelo F-ARIMA frente al fGn es que al definir más paráme-
tros puede adaptarse a patrones de autocorrelación más complejos, concretamen-
te para los términos de bajo orden que pueden ser convenientemente modelados 
por el componente autorregresivo y el de media móvil. 
Un ámbito en el que este fenómeno ha sido bastante estudiado es en el análi-
sis de redes de comunicaciones. Las series temporales de intensidad de tráfico en 
los nodos de la red suelen presentar las propiedades de larga memoria y auto-
similitud que son características de las series temporales fractales (Beran et al. 
1995; Jelenkovic, Laznr, and Semret 1997). Esta característica afecta de manera 
notable al dimensionamiento de los buffers de almacenamiento de paquetes en 
los nodos en lo que es un problema similar al dimensionamiento de buffers en 
producción y que habitualmente se resuelve mediante teoría de colas. 
Desde sus orígenes hasta la actualidad, el análisis de intensidad de tráfico en 
internet y redes de área local LAN ha mostrado propiedades de larga memoria y 
autosimilitud a diferentes escalas. Este fenómeno fue observado en los primeros 





entre las características del tráfico generado mediante modelos markovianos y el 
tráfico observado (Fowler and Leland 1991; Duffy et al. 1994). A partir de estas 
observaciones, Norros (1994) desarrolló un modelo de colas que emplea un pro-
ceso fBm para modelar las llegadas al sistema. Este modelo muestra que las pro-
piedades de memoria larga en el proceso de llegadas tienen un efecto importante 
sobre los resultados del modelo. 
Resnick y Samorodnitsky (1997) estudiaron los efectos del fenómeno de 
Hurst en la longitud de cola. Para ello propusieron un proceso de llegadas esta-
cionario con distribución marginal de tipo exponencial pero con una estructura 
de autocorrelación con decaimiento potencial. El proceso se construye a partir de 
un proceso gamma de Levy (es decir, un camino aleatorio en que los incrementos 
en la media se realizan mediante saltos puros que ocurren según una distribu-
ción gamma) obteniendo una media móvil de los incrementos en el proceso 
gamma. A partir de las propiedades del proceso estocástico demostraron que la 
distribución de la longitud de cola es de colas gruesas (de hecho la densidad de 
probabilidad en la cola presenta decaimiento potencial) y obtuvieron una apro-
ximación analítica para calcular la probabilidad de que la cola se vea desbordada. 
A su vez, mediante simulación, compararon las longitudes de colas que se obtie-
nen considerando la función de autocorrelación de memoria larga frente al pro-
ceso de Poisson. Sus resultados muestran una notable divergencia fruto de la 
propiedad de memoria larga, en consonancia con el trabajo anteriormente men-
cionado. Las longitudes de cola generadas son considerablemente mayores que 
bajo la hipótesis de independencia. 
Posteriormente, Neidhardt y Wang (1998) estudiaron el efecto sobre la pro-
babilidad de desbordamiento de buffers producido por el fenómeno de Hurst 
considerando diferentes niveles de agregación de la serie temporal. Para modelar 
el proceso de llegada de paquetes emplearon el modelo fBm y por tanto no es 
directamente comparable con el caso anterior. Para estudiar su efecto desarrolla-
ron un modelo analítico que proporciona una estimación de la probabilidad de 
desbordamiento de la cola en función de la escala temporal y del exponente de 
Hurst. Sus resultados muestran que no necesariamente incrementos en el expo-
nente de Hurst conducen a mayores colas. Para cada valor del exponente de 
Hurst obtienen una escala temporal crítica en que se maximiza la probabilidad 
de desbordamiento del buffer. Para dos valores de Hurst diferentes, hay una 
escala temporal en que las varianzas del proceso se igualan. En función de cómo 
estén ubicadas las escalas características de cada exponente de Hurst con respec-
to a este valor crítico se obtienen como resultado diferentes regiones en las que 
uno de los dos procesos presenta mayores probabilidades de desbordamiento. 
Este comportamiento ha sido verificado experimentalmente (Krishnan 1996). 
Grossglauser y Bolot (1999) estudiaron los métodos de modelado de tráfico a 
diferentes escalas temporales revisando críticamente los modelos anteriormente 
propuestos en la literatura y comparando sus resultados con un modelo de tráfi-
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co fluido propuesto por ellos. Sus resultados muestran que los modelos de me-
moria larga no conducen necesariamente a resultados más precisos ya que pue-
den fallar en el modelado de las distribuciones marginales del proceso o en la 
función de autocorrelación a diferentes escalas. Los autores argumentan que el 
esfuerzo de modelado no se debe centrar en las colas de la distribución (que in-
dican que tampoco en los procesos de memoria larga tienen por qué ser realistas) 
sino en que en las escalas temporales relevantes se recoja adecuadamente la dis-
tribución marginal, sus momentos y la estructura de autocorrelación. Concluyen 
además que los modelos de series temporales “clásicos” (como los modelos mar-
kovianos) pueden ser válidos siempre y cuando se adapten para representar las 
características anteriormente indicadas en las escalas temporales de interés. 
Otros trabajos posteriores que estudiaron el mismo fenómeno obteniendo re-
sultados similares fueron: 
 Heyman (2000) estudió las implicaciones en el desbordamiento de buffers de 
distribuciones de llegada con varianza muy elevada o infinita, concluyendo 
que ambos casos presentan características similares y que la convergencia a 
estado estacionario puede ser tan lenta que no tenga relevancia práctica. 
 Dahl y Willemain (2001) estudiaron el impacto de las series temporales de 
larga memoria en colas mediante simulación. 
 Clegg y Dodson (2005) estudiaron el empleo de procesos markovianos mo-
dulados para la generación de series temporales de memoria larga. 
 Ribeiro et al. (2006) desarrollaron aproximaciones analíticas para estimar las 
probabilidades de desbordamiento de buffer en diferentes escalas tempora-
les. Sus resultados permiten aproximar con precisión procesos de llegadas 
fBm. 
 Li y Lim (2008; 2010) estudiaron modelos de colas con procesos de larga 
memoria de Cauchy. 
 Tsoukatos y Makowski (2008) compararon los efectos sobre las probabilida-
des de desbordamiento de buffer de modelos de larga memoria y de decai-
miento exponencial, encontrando que las diferencias se hacen notar princi-
palmente para capacidades de buffer elevadas. 
 Hae-Duck (2009) estudió mediante simulación el comportamiento de colas 
con memoria larga en el proceso de llegadas y el empleo de métodos de aná-
lisis de resultados para la caracterización del régimen estacionario. 
 Clegg et al. (2010) realizaron una revisión crítica de los modelos de genera-
ción de tráfico en internet y evaluación del rendimiento de buffers. Señalaron 
que aunque haya habido importantes avances a nivel teórico, son necesarios 
modelos más simples, fáciles de parametrizar y que representen mejor las ca-
racterísticas del tráfico real de cara a facilitar su empleo práctica. Resaltaron 
además la necesidad de estudiar mecanismos y desarrollar sistemas de con-






 Rizk y Fidler (2012) estudiaron los efectos del tráfico con propiedades de lar-
ga memoria en redes de colas en tándem, mediante modelos analíticos que 
les permitieran establecer cotas para el rendimiento del sistema. 
3.5.6. El factor humano en la simulación de procesos industriales 
Dos factores que han condicionado de manera fundamental el papel del fac-
tor humano en la industria durante las últimas dos décadas han sido las mejoras 
en automatización de procesos y la globalización. Los avances en inteligencia 
artificial, robótica y automatización han contribuido al incremento de la produc-
tividad mediante mejoras tecnológicas y reducido las necesidades de mano de 
obra, principalmente en tareas de fuerte carga física, alta repetitividad, toleran-
cias muy reducidas o riesgos para la salud. Por otro lado, la eliminación de ba-
rreras comerciales y la mejora de los sistemas de transporte y logística han con-
tribuido a la externalización de actividades de fabricación a plantas ubicadas en 
países emergentes con bajos costes laborales. Estas plantas suelen estar caracteri-
zadas por combinar equipos con alta componente tecnológica y fuerte automati-
zación para tareas críticas con otras tareas con requerimientos de mano de obra 
intensiva llevados a cabo por mano de obra poco cualificada. Estos dos factores 
han contribuido a la reducción de las necesidades de personal de la industria y a 
la transferencia de empleo hacia el sector de servicios. 
Sin embargo, no por ello se ha reducido el papel central que desempeña el 
factor humano en un sistema productivo. Por un lado, frente al ideal de fuerte 
automatización de procesos y la visión mecanicista del trabajo manual que pre-
dominó en épocas anteriores como en las décadas 1970 y 1980, en la actualidad se 
reconoce el valor fundamental que aporta el factor humano en un sistema pro-
ductivo: la flexibilidad y capacidad de adaptación (Bley et al. 2004). La fuerte 
competencia en los mercados internacionales, la demanda creciente de productos 
personalizados, la personalización en masa, la reducción del ciclo de vida o la 
reducción de los tamaños de lote de los productos son factores que han reforzado 
el valor aportado por los recursos más flexibles que tiene una empresa y que son 
sus trabajadores.  
Bley et al. (2004) hacen referencia a dos estudios realizados en la industria 
alemanda y publicados en 2001 que ponen de manifiesto la insatisfacción de la 
dirección de fábricas que desarrollaban procesos de ensamblaje y desensamblaje 
con excesos previos en automatización de sus líneas. Según éstos, muchas de las 
plantas más automatizadas son las que menos rentables resultaron ser y una 
parte importante de las empresas estaban llevando a cabo desinversiones en 
automatización en el momento de realización del estudio. Las causas apuntan 
fundamentalmente a la dificultad de lograr mediante una línea totalmente auto-
matizada la flexibilidad y pequeños tamaños de lote que se persiguen en los ac-
tuales conceptos de producción (Lean Manufacturing, Just In Time…). En un 65% 
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de los casos la causa argumentada era la reducción en los tamaños de lotes, en un 
57% el requerimiento de mayor flexibilidad en la capacidad y otras causas tam-
bién comunes incluían las elevadas inversiones asociadas a la automatización 
(41%), la alta flexibilidad de los productos (39%), la baja disponibilidad asociada 
a fallos en las líneas (38%) o el interés por aprovechar mejor la cualificación de 
los operarios (38%). 
En este sentido, los avances tecnológicos en robótica y automatización tien-
den en la actualidad a constituir un complemento al trabajo humano liberando 
recursos de tareas de bajo nivel y poco valor añadido y permitiendo que los tra-
bajadores desempeñen tareas de más alto nivel donde las características de flexi-
bilidad y adaptabilidad son fundamentales. Como ejemplo paradigmático de 
esta evolución se puede mencionar el ejemplo de una empresa del sector de cap-
tura, transporte y distribución de pescado congelado ubicada en Vigo. En sus 
instalaciones portuarias para descarga de pescado congelado de los buques tenía, 
en 2012, tres almacenes activos refrigerados donde se mantiene el producto a -20º 
C. El primero de los almacenes fue construido en la década 1950 y es totalmente 
manual en el sentido que la carga y descarga de material se realizad mediante 
carretillas elevadoras operadas por el personal de la empresa. El segundo alma-
cén fue instalado en la década 1970 y está totalmente automatizado, no requiere 
de la entrada de ningún operario excepto para tareas de mantenimiento. El tercer 
y último almacén, instalado en la década 2000, está parcialmente automatizado 
de manera que sólo requiere de dos operarios para realizar las operaciones de 
carga y descarga. Estos operarios emplean carretillas elevadoras con sistemas 
automatizados de posicionamiento y optimización de las operaciones de carga y 
descarga que logran que las necesidades de personal sean muy inferiores al pri-
mer almacén mencionado pero sus costes de operación y mantenimiento sean 
notablemente inferiores al sistema totalmente automatizado, además de tener 
una mayor disponibilidad. 
Por otro lado, aunque en el pasado los bajos costes de la mano de obra en 
países en desarrollo haya desincentivado el empleo de técnicas avanzadas de 
mejora de procesos (como es la simulación de eventos discretos) o la mejora en 
las condiciones de trabajo, es de esperar que el proceso de convergencia de estas 
economías con los países desarrollados conduzca al incremento de los costes 
salariales y a la mayor necesidad de organizar mejor estos procesos y optimizar 
el uso de los recursos de producción. En esta clase de procesos intensivos en 
mano de obra, las mejoras alcanzables mediante la aplicación de métodos de la 
ingeniería de factores humanos son muy relevantes. 
La consideración del factor humano en la simulación de procesos industria-
les requiere de un tratamiento específico con respecto al resto de sus elementos 
que sin embargo no ha sido conveniente cubierto en la literatura. Los principales 





 La variabilidad en el rendimiento humano. Frente a máquinas y robots cuyos 
tiempos de operación son prácticamente constantes y la principal fuente de 
variabilidad que introducen son la ocurrencia de fallos, los tiempos de ope-
raciones están sometidas a una importante variabilidad que, además, depen-
de de múltiples factores sobre los que no se tiene control. Efectos individua-
les, de motivación, de aprendizaje, agotamiento o distintos procesos fisioló-
gicos originan variaciones complejas en la duración de los tiempos de trabajo 
que determinan la capacidad de un sistema (Doerr and Arreola-Risa 2000; T. 
S. Baines et al. 2005). 
 La ergonomía. Los aspectos relacionados con el riesgo postural, la fatiga, las 
restricciones de alcance, movimientos y campo de visión, las condiciones de 
iluminación y ruido entre otros, son aspectos que condicionan la productivi-
dad y que además pueden afectar seriamente a la salud del trabajador 
(Kazmierczak and Neumann 2007). Sin embargo, algunos estudios sobre las 
condiciones de trabajo en plantas de fabricación Lean o sistemas Just In Time 
han mostrado que el impacto de los actuales conceptos de fabricación puede 
ser negativo debido al mayor estrés asociado a los mayores requerimientos 
de ritmo de trabajo, control de producción, variabilidad en la carga de traba-
jo o posibles problemas en la dinámica de grupos (Niepce and Molleman 
1998; Delbridge, Lowe, and Oliver 2000). Otros autores sin embargo han en-
contrado efectos positivos (Saurin and Ferreira 2009) por lo que no existe un 
consenso sobre esta cuestión. Desde el punto de vista de simulación, las téc-
nicas de análisis ergonómico son implementadas en modelos digitales hu-
manos (DHM) cuyo estudio no será tratado en esta tesis. 
 El comportamiento humano. Los procesos de toma de decisiones humanos 
están basados en una combinación de reglas lógicas e intuición cuyo mode-
lado es muy dificultoso por depender tanto de la experiencia previa del suje-
to, como de sus decisiones pasadas, expectativas o características inherentes 
a su personalidad. La aplicación en el ámbito de la dirección de operaciones 
de modelos y métodos del área de la ciencia del comportamiento ofrece 
grandes perspectivas (E Bendoly, Donohue, and Schultz 2006; Elliot Bendoly 
et al. 2010). 
El tratamiento de los factores humanos en simulación es precisamente una de 
las líneas de investigación en simulación más notables señaladas por múltiples 
autores (Williams and Ülgen 2012; Papelis and Madhavan 2010; Banks et al. 2010; 
S Robinson 2004; T. Baines et al. 2004). Estos autores resaltan la necesidad de 
desarrollar modelos que permitan contemplar los aspectos anteriormente indica-
dos y estudiar con qué resolución deben ser implementados, qué técnicas de 
validación y análisis de resultados deben ser empleadas y qué impacto tienen 
estos modelos desde el punto de vista de las soluciones encontradas para la me-
jora de sistemas de producción. 
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CAPÍTULO 4 
Modelos de series tempora-
les para simulación de líneas 
de producción 
La definición establecida en el Capítulo II referente al concepto de proceso al-
tamente variable responde a una definición operativa que permite identificar 
unas circunstancias de producción caracterizadas por los tres atributos anterior-
mente indicados: presencia de fuentes de variabilidad no controlables, su efecto 
determinante en el rendimiento del sistema y con un comportamiento complejo. 
No pretende ser una definición formal y por tanto es susceptible a interpretacio-
nes subjetivas, pero no por ello deja de ser un concepto útil para el profesional de 
simulación ya que le permitirá identificar un conjunto de atributos del sistema 
que afectarán a la ejecución del proyecto de simulación y a las metodologías que 
deberá aplicar en la resolución del caso. 
4.1. MODELIZACIÓN CONCEPTUAL 
Una primera fase del proyecto de simulación que se verá influenciada por las 
circunstancias de alta variabilidad en el proceso productivo es el desarrollo del 
modelo conceptual. Específicamente, modelar la variabilidad presente en el sis-
tema requerirá identificar correctamente las fuentes de variabilidad relevantes 
que afectan al rendimiento. Esta identificación es un paso previo a la posterior 
selección de variables que deben ser muestreadas en la fase de análisis de datos 
de entrada y a la elección y ajuste de modelos estadísticos. 
Aunque la mayoría de referencias sobre simulación destacan la importancia 
de la modelización conceptual – por ser la fase en la que se seleccionan qué ele-
mentos serán incluidos en el modelo y las relaciones lógicas entre ellos – pocos 
trabajos proponen técnicas que ayuden en su desarrollo, dejando fundamental-
mente que sea el conocimiento experto sobre el sistema, la intuición del modela-
dor o su experiencia los medios que determinen como llevarla a cabo.  
En este trabajo se propone la adopción de un enfoque PPR (producto, proce-
so, recurso) para la identificación y caracterización sistemática de las fuentes de 
variabilidad. Este enfoque PPR ha sido adoptado por Dassault Systems en el en-




torno de fabricación digital Delmia proporcionando un soporte natural para la 
categorización de los elementos de un proceso productivo. Un ejemplo de la 
adopción de este enfoque es presentado por del Rio Vilas et al. (2009) y por 
Crespo Pereira et al. (2012). En este caso los distintos elementos del sistema son 
asignados a las tres clases fundamentales dadas por los productos, procesos y 
recursos más un entorno en que se desarrolla la actividad. 
En esta tesis se extienden los conceptos presentados en los trabajos previos 
indicados y se establece la relación entre las propiedades estadísticas de las fuen-
tes de variabilidad identificadas y los modelos estocásticos adecuados para su 
representación. En la Tabla 4 se presenta una enumeración de los principales 
grupos de elementos que conforman un sistema productivo y su entorno junto 
con una identificación de las fuentes de variabilidad que comúnmente los afectan. 
Esta tabla puede ser adoptada como una guía para el desarrollo de un modelo 
conceptual en la que relevancia para el caso en cuestión de cada una de las fuen-
tes deberá ser juzgada en base a criterio experto, el conocimiento que se tenga 
sobre el sistema y posteriormente testeada en la fase de análisis de datos de en-
trada. 
Tabla 4. Enfoque PPR para la identificación de fuentes de variabilidad y principales inductores de 
variabilidad en una línea de fabricación. 
Clase de 
elementos 
Elemento Fuente de variabilidad 
Productos 
Cada uno de los productos 
fabricados 
Propiedades físicas del insumo. 
Opciones personalizables del producto. 
Mix de producción. 
Tasas de transformación de los insumos. 
Recursos 
Máquinas Fallos y mantenimiento. 
Factores humanos 




Dinámicas de grupo. 
Procesos Proceso de llegada de materia-
les u órdenes 
Tiempos entre llegadas. 
Cantidades de productos. 
Actividades de procesamiento 
e inspecciones 
Tiempos de ciclo. 
Secuencia de órdenes de trabajo. 
Almacenaje Reglas de gestión de stocks. 
Transportes Tiempos de viaje. 
Lógicas de enrutamiento. 
Entorno Empresa Logística. 
Decisiones comerciales. 
Decisiones financieras. 
Entorno socioeconómico Decisiones políticas. 
Marco legislativo. 
Mercado laboral. 
Medio ambiente Condiciones ambientales: temperatura, luz, hume-
dad, etc. Contaminación. 
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La identificación de las fuentes de variabilidad relevantes se traducirá en la 
definición de un conjunto de variables características del proceso cuya evolución 
temporal será descrita por un modelo estocástico. Recordemos de la definición 
establecida para sistemas altamente variables que las fuentes de variabilidad a 
las que nos estamos refiriendo son no controlables. Aquellas componentes que sí 
que puedan ser controladas de acuerdo con las condiciones del problema en 
cuestión entrarán en el modelo como parámetros o variables de decisión que 
deberán de ser diferenciadas de las fuentes de variabilidad no controlables. 
Los modelos probabilísticos y expresiones matemáticas que permiten descri-
bir las propiedades estadísticas del conjunto de variables de interés serán ajusta-
dos a partir de los datos recopilados en la fase de análisis de datos de entrada. 
Sin embargo, en la propia fase de modelado conceptual, será conveniente reali-
zar un primer análisis cualitativo de las fuentes de variabilidad presentes que 
permita establecer las condiciones para el muestreo de datos y las hipótesis de 
partida para el análisis estadístico. Todas las hipótesis asumidas y conjeturas 
realizadas deberán validarse (idealmente) mediante los métodos adecuados de 
análisis estadístico, aunque frecuentemente en la práctica no es posible lograrlo y 
por ello es necesario confiar en criterio experto. 
Con el fin de caracterizar el comportamiento de las fuentes de variabilidad 
presentes, un primer aspecto que deberá ser tenido en cuenta en su análisis es la 
escala temporal en la que serán apreciables sus variaciones. La escala temporal la 
podemos establecer de acuerdo a dos clases de unidades de medida: relativas al 
proceso o relativas al calendario. Las escalas temporales relativas al proceso vie-
nen dadas por la secuencia temporal de ciclos de ejecución del proceso. En la 
Tabla 5 se muestra una lista de las escalas temporales que frecuentemente serán 
representativas de un proceso de fabricación. 
Otro aspecto relacionado con las escalas temporales del proceso es el nivel de 
agregación de los datos muestreados. Frecuentemente, los datos que son recopi-
lados de un proceso son muestreados agregando información en distintas escalas 
temporales. Esta agregación no se introduce generalmente en el modelo concep-
tual, aunque sí puede convertirse en una restricción con respecto a su resolución 
ya que la disponibilidad de datos condiciona los elementos y relaciones que 
pueden ser introducidos en él. 
Tabla 5. Escalas temporales de variación de un proceso. 
Escalas temporales relativas al proceso Escalas temporales relativas al calendario 
- Ciclos de ejecución del proceso. 
- Lotes de producción. 
- Turnos de trabajo. 
- Horas, minutos, segundos. 
- Días, semanas, meses, trimestres, años... 
Algunas características del comportamiento de las fuentes de variabilidad 
presentes pueden darnos información sobre las propiedades estadísticas de las 




variables y en consecuencia sobre los modelos estocásticos que podrán ser ajus-
tados en la fase de análisis de datos de entrada. Estas propiedades corresponden 
a las distintas situaciones de datos de entrada propuestas por Sokolowski y 
Banks(2010): datos simples o datos complejos (ausencia de datos, no estacionari-
dad, correlación entre variables o autocorrelación de una variable consigo mis-
ma). 
Esta relación se puede establecer a partir de una descripción del comporta-
miento del sistema proporcionada por expertos del sistema. Algunas de las si-
tuaciones que pueden ser identificadas son las siguientes: 
 Comportamiento en “rachas” de las variables del sistema. En caso de que va-
riables de naturaleza aleatoria tiendan a presentar persistencia en sus valores, 
el observador percibirá periodos en los que los valores son anormalmente 
elevados y periodos en los que son anormalmente bajos (lo que está ligado a 
la presencia de autocorrelación en las series temporales). En esta situación, 
será esperable que las hipótesis habitualmente asumidas de independencia e 
igualdad de distribución no serán aplicables. Esta situación será ampliamen-
te analizada en las secciones 4.2 y 4.3. 
 Evolución temporal de la variable. En aquellos casos en que se proporcione 
información sobre la tendencia o estacionalidad de las variables de interés la 
asunción de que los valores medios o la distribución son constantes no será 
válida y por tanto se deberán adoptar modelos no estacionarios. 
 Asociación entre variables. Habitualmente en un proceso se pueden dar rela-
ciones de asociación entre distintas fuentes de variabilidad que pueden ser 
identificadas a priori por expertos del sistema. En estos casos se deberán 
emplear modelos que recojan efectos los efectos de correlación presentes en 
los datos. 
 Variabilidad en distintas escalas temporales. En ocasiones el comportamien-
to del sistema es relativamente estable en determinados periodos de tiempo 
de una escala temporal reducida pero cambios en las condiciones de opera-
ción en escalas temporales mayores originan variaciones importantes. Este 
comportamiento puede implicar la adopción de modelos no estacionarios, 
aunque no necesariamente ya que pueden estar asociados al fenómeno de 
Hurst que también se presenta en series estacionarias. En general, identifica-
remos una situación de variabilidad en múltiples escalas temporales como 
un caso en que un modelo definido para una escala temporal no permita ex-
plicar la variabilidad observada en otra escala temporal diferente. Esta cues-
tión será tratada en profundidad en la sección 4.4. 
En resumen, como metodología para el desarrollo del modelo conceptual 
proponemos seguir los siguientes pasos: 
1. Identificar los elementos del sistema y categorizarlos de acuerdo con un 
enfoque PPR. 
74 Modelos de Series Temporales para la Simulación de Procesos Industriales 
 
2. Para cada elemento identificar las fuentes de variabilidad relevantes de 
acuerdo con la tabla anteriormente mostrada. 
3. Determinar el conjunto de variables que introducen en el modelo el efecto 
de la variabilidad presente. 
4. Para cada fuente de variabilidad seleccionada caracterizar: 
a. Escala temporal. 
b. Nivel de agregación de datos y restricciones para el desarrollo del 
modelo. 
c. Propiedades estadísticas. 
4.2. ESTIMACIÓN DE MODELOS ARTA 
Como se ha visto en el capítulo de antecedentes, los modelos ARTA (autore-
gresivos a cualquier distribución) presentan dos características que los vuelven 
especialmente interesantes desde el punto de vista de su empleo en simulación: 
permiten modelar series temporales con cualquier distribución marginal y gene-
rar diversas funciones de autocorrelación a partir del proceso autorregresivo 
AR(p) que se usa para la generación de los valores de la serie. Sin embargo, dos 
aspectos dificultan su empleo práctico: 
 Los métodos de ajuste de procesos ARTA publicados en la literatura y que se 
han presentado en la sección 3.5 son técnicas específicas que no están dispo-
nibles en las herramientas estadísticas generalistas ni tampoco en el software 
comercial de simulación. Los autores que propusieron esta familia de mode-
los (Marne C. Cario and Nelson 1996) desarrollaron herramientas de softwa-
re específicas que permiten realizar el ajuste. 
 Las herramientas de software comercial no suelen incorporar esta familia de 
modelos (por ejemplo ni Delmia Quest, Simio, ExtendSim ni la librería de 
simulación DesmoJ los incorporan) sino que requiere de una implementación 
específica. 
En las secciones posteriores de este capítulo se hará uso de los modelos AR-
TA para el estudio de los efectos de autocorrelación en sistemas de producción. 
En este apartado se tratará la estimación de estos modelos a partir de datos con el 
fin de facilitar su empleo en casos reales. 
4.2.1. Estimación mediante máxima verosimilitud 
Con el objetivo de proporcionar un método que permita ajustar procesos 
ARTA a partir de una muestra de datos empleando herramientas de software 
estadístico convencionales, en esta sección se presentará la aplicación del método 
de máxima verosimilitud para el ajuste de esta familia de procesos. Para ello será 
necesario obtener en primer lugar la función de verosimilitud para una muestra 




de   datos de un proceso ARTA(p), donde   es el orden del proceso de autoco-
rrelación. Se empleará la siguiente notación: 
 {          } es una muestra de   valores de un proceso     ( ) de orden 
  e  ⃗  (       ) es la variable aleatoria multidimensional que representa 
los valores de dicha muestra. 
 {          }  es una muestra de   valores de un proceso autorregresivo 
  ( ) de orden   con distribución marginal  (   ) y  ⃗  (       ) es la va-
riable aleatoria multidimensional que representa los valores de dicha mues-
tra. 
       (       ) es la función de autocovarianza de la serie   ( ) que puede 
ser obtenida mediante las ecuaciones de Yule-Walker a partir de sus paráme-
tros        . 
   [   (     )]  [ |   |] es la matriz de autocovarianzas de la muestra de n 
valores del proceso   ( ) en la que    es la desviación estándar del proceso 
de error gaussiano blanco definido en la ecuación. 
Asumiremos además que el proceso autorregresivo es invertible y en conse-
cuencia estacionario. La condición de invertibilidad se establece a partir de la 
factorización del polinomio de desfases: 
(  ∑     
 
 
   
)    (∏(     )
 
   
)      (28) 
El proceso es invertible si se puede transformar en un modelo de la forma 
  ( ), en lo que constituye la representación de Wold para un proceso   ( ): 
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)    (  ∑   
 
 
   
)    (29) 
La condición de invertibilidad consiste en que los valores    deben ser meno-
res a 1 en valor absoluto ya que entonces cada término del producto puede ser 
desarrollado en forma de serie de Taylor, es decir, |  |   . Esta factorización se 




siendo    las raíces del polinomio. Por tanto la condición de invertibilidad es 
equivalente a |  |   . Ha de tenerse en cuenta que éstas pueden ser valores 
complejos. Se puede demostrar que la condición de invertibilidad es una condi-
ción necesaria y suficiente de estacionaridad de un proceso AR(p). 
La función de verosimilitud se obtiene a partir de la distribución conjunta de 
una muestra condicionada a unos valores dados de los parámetros del modelo 
estadístico: 
 ( ⃗|       )    ⃗( ⃗        ) (30) 
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Donde  ⃗ denota el vector de variables de una muestra de tamaño  ,   ⃗⃗ denota 
la función de distribución conjunta para el vector de variables de la muestra y 
        denotan los   parámetros de la función de distribución conjunta. 
Para un proceso autorregresivo de orden  , la función de distribución con-
junta de la muestra es una distribución normal multivariante con matriz de cova-
rianza  : 
 ( ⃗|       )  (  )
   ⁄  | | 
 




     ⃗
 (31) 
A partir de la función de distribución conjunta de la muestra del proceso au-
torregresivo podemos obtener la función de distribución conjunta de la muestra 
del proceso ARTA mediante transformación, empleando la transformación in-
versa a la dada por la ecuación (6): 
     
  ( (  ))      
  (  (  )) (32) 
La función de distribución conjunta de la muestra {  } vendrá dada entonces 
por la siguiente expresión: 
  ⃗⃗( ⃗        )    ⃗ ( 
  (  ( ⃗))         )  | | (33) 
Donde | |  |
 (      )
 (     )
| es el valor absoluto del jacobiano de la transformación 
y    (  ( ⃗)) es el vector que se obtiene aplicando la transformación ARTA in-
versa al vector  ⃗. 
El jacobiano de la transformación se obtiene a partir de las derivadas de la 
función de transformación inversa: 
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Que es equivalente a: 
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      (35) 
Donde    es la función de densidad de la distribución marginal de la variable 
  y   (   ) es la función de densidad de la distribución normal estándar. 
Por tanto el jacobiano resulta: 
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 (36) 
Dado que las funciones de densidad son positivas, se asegura que el jaco-
biano tenga valores positivos para cualquier valor posible de las variables del 
modelo. 
Suponiendo que la distribución marginal de    depende de   parámetros 
  (  |       ) y substituyendo en (31) se obtiene la función de verosimilitud 
para el proceso ARTA: 
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(37) 
Que tomado logaritmos resulta en la función logarítmica de verosimilitud: 
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(38) 
Substituyendo el logaritmo de la función de densidad de la distribución 
normal estándar, resulta: 
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(39) 
En la expresión anterior, los términos de la función de verosimilitud se pue-
den interpretar como sigue: 
 El término 
 
 
∑    (  (  ))
 
 
    
 
 
∑   
  
    
 
 
 ̂  es el momento de segundo 
orden de la muestra de la serie transformada   . Si la muestra proviniese 
efectivamente de la distribución    con los parámetros         entonces la 
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serie   , de acuerdo con la definición de proceso ARTA, presentaría una dis-
tribución normal estándar y por tanto, para n suficientemente grande, este 
término debería de ser igual a 
 
 
∑   
  
    
 
 
. Por tanto, este término nos dará 
una indicación de si la distribución marginal seleccionada es adecuada para 
representar los datos ya que para los valores de los parámetros del proceso 
estimados por máxima verosimilitud su valor deberá ser cercano al valor an-
teriormente indicado. 
 Por otro lado, el término ∑   (  (  ))
 
    es la función logarítmica de verosi-
militud para la distribución marginal.  
 El término 
 
 
  | |  
 
 
  (  
 | |)  
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  | |  
 
 
  | | ya que      por 
la condición impuesta de que la distribución marginal del proceso transfor-
mado es una normal estándar.   denota la matriz de autocorrelación del pro-
ceso   ( ) y es la contribución a la entropía de una distribución normal mul-
tivariante asociada a su varianza y a los efectos de autocorrelación. La má-
xima entropía se da en el caso de que no exista autocorrelación en la muestra, 
ya que entonces | |  |  |   . Este término favorece que en la optimización 
el valor de los parámetros del proceso autorregresivo sean próximos a 0. 
 El término restante,  
 
 
 ⃗     ⃗ , es la función de verosimilitud de un proceso 
AR(p) descontando el término de entropía anteriormente indicado. Dado 
que la matriz de covarianzas es una matriz semidefinida positiva, este tér-
mino siempre será negativo ya que  ⃗     ⃗   .  
La estimación de los parámetros del modelo ARTA mediante el método de 
máxima verosimilitud se plantea entonces como un problema de optimización en 
el que se deberá obtener el conjunto de parámetros de la distribución marginal y 
del proceso autorregresivo que maximicen la función de verosimilitud. En la 
práctica, por conveniencia, se plantea el problema análogo de minimización del 
negativo de la función logarítmica de verosimilitud: 
     ( ⃗|               ) 
          
  ∑     
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|  |    
(40) 
La restricción indicada establece que la serie temporal sea invertible, lo que 
garantiza su estacionaridad. En caso de que una solución de prueba dada por un 
conjunto de parámetros del proceso autorregresivo no cumpla la condición de 
invertibilidad, se considera una solución infactible. 
Adicionalmente, en función de las características de la distribución marginal 
seleccionada, se pueden requerir restricciones adicionales que limiten el rango de 
valores adoptados por los parámetros de la distribución        . Por ejemplo, si 




se está ajustando una distribución exponencial, su media deberá ser mayor o 
igual a cero. 
La obtención del estimador de máxima verosimilitud de los parámetros de-
penderá de la distribución marginal específica que se desee modelar. Sin embar-
go, derivando la función logarítmica de verosimilitud con respecto a los paráme-
tros del modelo se pueden obtener algunas propiedades relevantes sobre los 
parámetros. 
Derivando la función de verosimilitud con respecto al parámetro de la distri-
bución marginal    se obtiene: 
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(41) 
La expresión anterior se puede escribir de un modo más conveniente usando 
el vector  ⃗     (  ( ⃗⃗)) que es el vector de la muestra transformada mediante 
la transformación ARTA. La ecuación entonces resulta: 
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Que es igual a: 
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    (43) 
Y finalmente resulta: 
∑
 
  (  )
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  ⃗ (      )
  ⃗
   
  (44) 
Donde 
  ⃗⃗
   
 [
 
  (  )
 
   ( ⃗⃗)
   
]. 
El término izquierdo de la ecuación anterior corresponde a la ecuación que 
sería empleada para obtener el estimador de máxima verosimilitud asumiendo 
que    es i.i.d. Por tanto se ve que el estimador de máxima verosimilitud para el 
proceso ARTA en general difiere del que se obtendría sin autocorrelación. Esa 
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diferencia depende del término  ⃗ (      )
  ⃗⃗
   
 que depende de la matriz de 
autocovarianzas del proceso autorregresivo y por tanto de los parámetros del 
proceso AR. Una conclusión evidente de este hecho es que el problema de opti-
mización formulado para la obtención de los estimadores de máxima verosimili-
tud es en general no separable y por tanto los parámetros del modelo autorregre-
sivo de y de la distribución marginal deben de ser estimados conjuntamente. 
En los casos en que  ⃗ (      )
  ⃗⃗
   
   entonces la estimación de los paráme-
tros del proceso se reduce al método de máxima verosimilitud asumiendo mues-
treo aleatorio. Se ha observado que en la práctica el valor  ⃗ (      )
  ⃗⃗
   
 suele 
ser muy bajo por lo que en muchas situaciones las diferencias entre el ajuste ob-
tenido por el método de máxima verosimilitud conjunto para los parámetros de 
la distribución marginal y del proceso autorregresivo no es relevante.  
Esta observación condujo a proponer un método de ajuste simplificado para 
los parámetros del proceso ARTA que será denominado como “método simplifi-
cado en dos pasos”. En este caso el ajuste de los parámetros del proceso se reali-
zará obteniendo en primer lugar los parámetros de la distribución marginal 
  ̂     ̂ y a continuación, a partir de estos valores, obtener la muestra transfor-
mada y ajustarla mediante el método de máxima verosimilitud para procesos AR. 
Es decir, en primer lugar se obtienen las estimaciones de los parámetros de la 
distribución marginal   ̂     ̂ a partir del sistema de ecuaciones: 
∑
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    (45) 
Y a continuación se obtienen los parámetros estimados   ̂     ̂ del modelo 
autorregresivo a partir del sistema de ecuaciones: 
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Como se ve, la estimación de los parámetros del modelo autorregresivo de-
pende también de la muestra transformada y por tanto de los parámetros de la 
distribución marginal. Sin embargo en el método simplificado en dos pasos se 
puede realizar la estimación de los parámetros del modelo autorregresivo sin 
tener en cuenta su interacción con los parámetros de la distribución marginal. 




4.2.2. Implementación en R 
Dada la formulación del problema de ajuste de un modelo ARTA presentada 
en la sección anterior, es posible estimar sus parámetros para una distribución 
marginal seleccionada y un proceso autorregresivo de orden p empleando los 
métodos numéricos habitualmente disponibles en un software estadístico. En el 
trabajo desarrollado en esta tesis se ha realizado una implementación en R del 
método empleando exclusivamente rutinas de sus librerías estándar. Como solu-
ción inicial para el método numérico de optimización se parte de la solución 
proporcionada por el método simplificado en dos pasos. 
El procedimiento de cálculo se resume en los siguientes pasos: 
1. Asumiendo la hipótesis i.i.d., obtener una estimación inicial de los pará-
metros de la distribución marginal    ̂      ̂ empleando el método de 
máxima verosimilitud. 
2. Transformar los datos de la muestra empleando la distribución ajustada 
en el paso 1. 
3. Obtener una estimación inicial de los parámetros    ̂       ̂  del proceso 
autorregresivo ajustando un proceso AR(p) para los datos transformados 
en el paso 2. 
4. Evaluar el valor de la función de verosimilitud de la solución inicial da-
da por los parámetros ajustados en los pasos 1 y 2 
    ( ⃗⃗|  ̂     ̂    ̂       ̂ ). 
5. Definir un valor de referencia suficientemente bajo de la función de ve-
rosimilitud que será asignado a las soluciones no factibles (que no cum-
plen las restricciones del problema). Se puede usar como valor    |  | 
donde   es una constante a la que asignar un valor elevado como 100. 
6. Mediante un procedimiento numérico, en este caso un algoritmo de tipo 
Newton implementado en la función nlm de R, obtener el conjunto de 
valores de los parámetros que minimizan el negativo de la función loga-
rítmica de verosimilitud. Así se obtiene la solución   ̂     ̂   ̂     ̂ 
que es el estimador de máxima verosimilitud del proceso ARTA. 
A continuación se muestra el código implementado en R para la evaluación 
de la función de verosimilitud del proceso ARTA. Los argumentos de la función 
son: 
 phi: Vector con los parámetros         del proceso autorregresivo. 
 x_t: Datos de la serie temporal. 
 pfunc: Función de distribución marginal inversa. 
 dfunc: Función de densidad de la distribución marginal. 
 …: Parámetros         de la función de distribución marginal. 
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La función de verosimilitud se obtiene como sigue: 
llARTA <- function (phi, x_t, pfunc, dfunc, ...) { 
 # Número de datos de la muestra: 
 n <- length(x_t) 
 # Orden del proceso autorregresivo: 
 p <- length(phi) 
 # Transformación ARTA de la muestra en una variable con distribución normal 
estándar: 
 z_t <- pfunc(x_t, ...) 
 z_t <- qnorm(z_t, 0, 1) 
  
 # Verificación de la restricción de invertibilidad: 
 rootsLag <- polyroot(c(1, -phi)) 
 if (length(rootsLag[abs(rootsLag) <= 1]) > 0) { 
  return(list(likelihood=NA)) 
 } 
  
 # Obtención del vector de autocovarianzas del proceso autorregresivo: 
  ro <- as.double(ARMAacf(ar = phi, lag.max = n-1)) 
  result <- list(acf = ro) 
     
 # Construcción de la matriz de autocovarianzas del proceso autorregresivo a 
partir de sus parámetros: 
  sig <- sigmaMatrix(phi, n) 
   
  # Calculo del determinante de la matriz de autocovarianzas: 
  d_sig <- det(sig) 
   
  result$determinant <- d_sig 
   
  # Evaluación de la función logarítima de verosimilitud: 
  L <- -1/2*log(d_sig) 
  result$term1 <- as.double(L) 
  L <- L - 1/2 * (t(z_t) %*% (solve(sig) %*% z_t)) 
  result$term2 <- as.double(- 1/2 * (t(z_t) %*% (solve(sig) %*% z_t))) 
  L <- L + sum(log(dfunc(x_t, ...))) 
  result$term3 <- as.double(sum(log(dfunc(x_t, ...)))) 
  L <- L + 1/2*sum(z_t^2) 
  result$term4 <- as.double(1/2*sum(z_t^2)) 
   
  result$likelihood <- -as.double(L) 
   
  return(result) 
} 
4.2.3. Validación de los estimadores con experimentación numérica. 
Una vez obtenidos los estimadores del proceso ARTA, interesa saber si estos 
estimadores presentan unas propiedades que los hagan útiles desde el punto de 
vista de su empleo en un modelo de simulación de eventos discretos. Desde un 
punto de vista teórico las propiedades que habitualmente se analizan de un es-
timador son: 




 Sesgo. Si el valor esperado del estimador presenta una desviación con res-
pecto al valor del parámetro. 
 Consistencia. Consiste en si el estimador converge en probabilidad al valor 
del parámetro o no. 
 Eficiencia. Es una medida de la varianza del estimador. Cuanto mayor sea la 
eficiencia de un estimador menor será el tamaño de muestra necesario para 
obtener una estimación con una precisión requerida. 
 Suficiencia. Indica si un estimador extrae toda la información que una mues-
tra contiene sobre el parámetro. 
Aunque los estimadores de máxima verosimilitud no sean necesariamente 
eficientes para muestras pequeñas, generalmente, asumiendo ciertas condiciones 
de regularidad de la distribución, son consistentes y eficientes para grandes 
muestras. Esto hace que el método propuesto garantice que al menos con mues-
tras grandes sea posible realizar el ajuste de los parámetros del modelo para las 
distribuciones marginales que suele interesar emplear en simulación de procesos 
industriales. 
En la sección 4.2.1 se ha proporcionado una definición del estimador de má-
xima verosimilitud para el proceso ARTA genérico en la que no se ha especifica-
do una distribución marginal concreta. Tampoco se da una expresión analítica 
para el estimador sino que su obtención se expresa como un problema de opti-
mización no lineal. Todo esto lo hace útil desde el punto de vista de la aplicación 
de métodos numéricos, pero no permite realizar un estudio analítico de las pro-
piedades del estimador. 
Por ello en esta sección se ha optado por el estudio mediante experimentos 
numéricos de los sesgos producidos por el método de máxima verosimilitud en 
casos representativos del análisis de datos de entrada para simulación. Esto no 
permite generalizar las conclusiones para cualquier situación, pero sí validar si 
es un método adecuado para los casos de interés que habitualmente se presentan 
en el estudio de un sistema de producción. 
Para ello se planteó un experimento numérico consistente en generar me-
diante simulación de Montecarlo muestras de N valores de una serie temporal 
siguiendo un proceso ARTA conocido y posteriormente ajustarlas al proceso 
ARTA empleando la técnica expuesta. Además, también se han obtenido las 
estimaciones mediante el método de ajuste en dos pasos. De esta manera se pue-
de estudiar si el proceso de ajuste introduce sesgos relevantes en la estimación en 
función del tamaño de la muestra para cualquier variable de interés y también si 
el método en dos pasos proporciona una precisión suficiente. En este experimen-
to numérico podemos distinguir dos posibles fuentes de variaciones en los valo-
res estimados con respecto a los valores empleados en la generación: 
 El sesgo introducido por el proceso de generación aleatoria de la muestra 
que es empleada para ajuste. 
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 El sesgo introducido en el ajuste por el método de máxima verosimilitud. 
El diseño del experimento ha sido planteado con el fin de considerar el efecto 
de los siguientes factores: 
 La distribución marginal. En este caso se han escogido dos: la distribución 
exponencial y la log-normal. La distribución exponencial es de gran interés 
ya que es la que habitualmente caracteriza los procesos de llegadas bien sea 
de insumos a un proceso o pedidos y órdenes de trabajo. La distribución log-
normal también es de gran interés ya que es una distribución adecuada para 
representar duraciones de actividades humanas. Esto se debe a que recoge la 
asimetría que habitualmente se da en los tiempos de ciclo y es una función 
relativamente sencilla que sólo depende de dos parámetros que son los que 
fundamentalmente determinan el proceso de generación de colas: los dos 
primeros momentos de la distribución. Los parámetros de la distribución 
log-normal escogidos fueron       y       y de la distribución exponen-
cial    . En el caso de la distribución log-normal, el proceso ARTA resul-
tante se corresponde con un proceso autorregresivo logarítmico convencio-
nal ya que en este caso la transformación ARTA se reduce a     
   . Por 
tanto en este caso no se deberían de observar diferencias apreciables entre el 
método en dos etapas y el método de máxima verosimilitud. El estudio de 
esta distribución será adoptado como medio para validar los métodos de 
ajuste implementados. 
 El tamaño de la muestra. Al incrementar el tamaño de una muestra habi-
tualmente se reduce la varianza de un estimador. Desde este punto de vista 
interesa determinar si los tamaños de muestra con que se cuenta en un traba-
jo de simulación de eventos discretos permiten una estimación razonable-
mente precisa de los parámetros del modelo. En este caso se consideran tres 
posibles tamaños de muestra: 40, 100 y 200 observaciones. 
 Los coeficientes del modelo autorregresivo. Con el fin de determinar si los 
propios valores del modelo autorregresivo afectan a la estabilidad del méto-
do numérico empleado o a la varianza del estimador, se han generado resul-
tados para los valores del coeficiente de primer orden entre -0,75 y 0,75 con 
incrementos de 0,25. 
Para cada tratamiento del experimento se realizaron un total de 200 réplicas. 
Las variables de respuesta medidas abarcaron: 
 Las medias y desviaciones de la muestra original ( ̅ y  ) obtenidas en cada 
réplica de la simulación, el proceso ARTA ajustado por máxima verosimili-
tud (  ̂ y   ̂) y el ajuste obtenido por el método en dos pasos (   ̂ y    ̂). Para 
ello se muestrearon las diferencias     ̅    ̂,      ̅     ̂,         ̂ y 
          ̂. La comparación entre la media y desviación de la muestra y 
de los modelos ARTA ajustados proporciona una medida del sesgo introdu-
cido en los dos primeros momentos de la distribución marginal como conse-




cuencia del proceso de ajuste sin tener en cuenta la desviación introducida en 
el proceso de muestreo. 
 Los coeficientes de autocorrelación de primer y segundo orden de la muestra 
original (   y   ), el proceso ARTA ajustado por máxima verosimilitud (  ̂ y 
  ̂) y el ajuste obtenido por el método en dos pasos (   ̂ y    ̂). Estas variables 
proporcionan una medida de los sesgos introducidos por el método de ajuste 
en la función de autocorrelación. 
 Los parámetros del modelo ARTA iniciales, los del proceso ARTA ajustado 
por máxima verosimilitud y el ajuste obtenido por el método en dos pasos. 
La comparación entre estas variables proporciona una medida del sesgo con-
junto introducido por el proceso de muestreo y de ajuste por máxima vero-
similitud. 
Para analizar los resultados se han empleado el test T para la media o dife-
rencia de medias asumiendo como hipótesis nulas las siguientes: 
 Que los sesgos introducidos por el proceso de ajuste en la media y desvia-
ción de la distribución son nulos:   ̅   ,   ̅   ,      y      . 
 Que los sesgos introducidos por el proceso de ajuste en el primer y segundo 
coeficiente de autocorrelación del proceso son nulos:      ̂   ,      ̂   , 
      ̂    y       ̂   . 
 Que los sesgos introducidos en la estimación de los parámetros del proceso 
ARTA son nulos:      ̂   ,       ̂   ,      ̂   ,       ̂   , 
    ̂   ,      ̂    ,      ̂    y       ̂   . 
El análisis de los resultados del experimento se ha centrado en la obtención 
de intervalos de confianza del 95% para las variables de respuesta indicadas 
anteriormente. La Tabla 6 y la Tabla 7 muestran los resultados para los sesgos 
con respecto a la media y desviación estándar de la muestra. Las diferencias es-
tadísticamente significativas se indican en negrita y con un asterisco a la derecha 
de la mitad del ancho del intervalo. De estos primeros resultados se puede con-
cluir: 
 Los sesgos observados para la media y la desviación de la distribución log-
normal son por lo general bajos, con órdenes de magnitud entre 1% y 0,01%, 
lo que es una precisión aceptable desde el punto de vista del desarrollo de un 
modelo de simulación de una planta. Las principales diferencias se observan 
para los casos con un bajo número de datos en la muestra (40) y alta autoco-
rrelación positiva o negativa como es esperable. En general, la presencia de 
autocorrelación positiva, especialmente, se traduce en una necesidad de 
muestras mayores ya que se ha de calibrar un modelo con más parámetros y 
la convergencia de los estadísticos de autocorrelación es más lenta que esta-
dísticos como la media muestral. 
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Tabla 6. Sesgo relativo en la estimación de la media y desviación del modelo ARTA con respecto a 
la muestra para la distribución logN(2,5, 0,5). 200 réplicas del experimento. 
Phi N   ̅      ̅      
-0.75 
40 0.03% ± 0.17% -1.89% ± 1.20%* -0.15% ± 0.07%* -2.88% ± 1.03%* 
100 0.06% ± 0.08% -0.24% ± 1.09% -0.01% ± 0.06% -0.52% ± 1.08% 
200 -0.02% ± 0.05% -0.54% ± 0.76% -0.03% ± 0.04% -0.66% ± 0.76% 
-0.5 
40 -0.14% ± 0.12%* -2.41% ± 1.16%* -0.14% ± 0.08%* -2.46% ± 1.14%* 
100 0.01% ± 0.06% -0.25% ± 0.94% -0.02% ± 0.06% -0.28% ± 0.95% 
200 -0.02% ± 0.05% -0.57% ± 0.73% -0.02% ± 0.05% -0.54% ± 0.73% 
-0.25 
40 -0.03% ± 0.12% -1.05% ± 1.36% -0.04% ± 0.10% -1.05% ± 1.35% 
100 0.04% ± 0.08% 0.44% ± 1.19% 0.04% ± 0.08% 0.44% ± 1.19% 
200 0.02% ± 0.05% 0.28% ± 0.81% 0.02% ± 0.05% 0.27% ± 0.81% 
0 
40 -0.04% ± 0.11% -0.87% ± 1.33% -0.03% ± 0.10% -0.85% ± 1.33% 
100 -0.07% ± 0.07%* -0.83% ± 0.99% -0.07% ± 0.07%* -0.84% ± 0.99% 
200 0.01% ± 0.05% -0.04% ± 0.81% 0.00% ± 0.05% -0.04% ± 0.81% 
0.25 
40 -0.12% ± 0.13% -0.24% ± 1.56% 0.01% ± 0.12% -0.11% ± 1.58% 
100 0.06% ± 0.09% 0.17% ± 1.09% 0.04% ± 0.07% 0.15% ± 1.09% 
200 0.00% ± 0.06% 0.04% ± 0.88% 0.01% ± 0.05% 0.04% ± 0.88% 
0.5 
40 -0.06% ± 0.33% -2.34% ± 1.52%* -0.14% ± 0.11%* -2.26% ± 1.49%* 
100 0.03% ± 0.11% -0.51% ± 1.01% -0.02% ± 0.07% -0.55% ± 1.03% 
200 -0.01% ± 0.07% -0.47% ± 0.85% -0.01% ± 0.06% -0.46% ± 0.85% 
0.75 
40 0.29% ± 0.60% -1.87% ± 1.68%* -0.13% ± 0.13%* -2.30% ± 1.61%* 
100 -0.20% ± 0.30% -1.68% ± 1.33%* -0.10% ± 0.09%* -1.78% ± 1.20%* 
200 0.00% ± 0.17% -0.65% ± 1.26% -0.02% ± 0.08% -0.75% ± 1.24% 
Tabla 7. Sesgo relativo en la estimación de la media y desviación del modelo ARTA con respecto a 
la muestra para la distribución exponencial. 
Phi N   ̅      ̅      
-0.75 
40 1.30% ± 2.32% 5.60% ± 3.70%* 3.28% ± 3.50% 7.57% ± 5.06%* 
100 0.56% ± 1.53% 3.22% ± 2.67%* 1.84% ± 2.32% 4.50% ± 3.58%* 
200 0.71% ± 1.13% 1.67% ± 2.00% 0.88% ± 1.75% 1.84% ± 2.69% 
-0.5 
40 2.35% ± 2.89% 5.50% ± 3.72%* 3.50% ± 3.23%* 6.65% ± 4.27%* 
100 -0.44% ± 2.12% 1.66% ± 2.72% 0.17% ± 2.36% 2.27% ± 3.08% 
200 -0.29% ± 1.36% 0.23% ± 1.89% -0.04% ± 1.54% 0.49% ± 2.17% 
-0.25 
40 -1.74% ± 3.65% -0.31% ± 4.22% -1.99% ± 3.73% -0.56% ± 4.39% 
100 3.06% ± 2.33%* 5.24% ± 2.60%* 3.33% ± 2.38%* 5.51% ± 2.74%* 
200 -0.03% ± 1.65% 0.19% ± 1.99% 0.12% ± 1.67% 0.35% ± 2.08% 
0 
40 -4.13% ± 4.25% -0.75% ± 4.47% -3.64% ± 4.27% -0.25% ± 4.54% 
100 3.14% ± 2.84%* 5.55% ± 3.11%* 3.09% ± 2.83%* 5.50% ± 3.11%* 
200 0.85% ± 2.03% 1.08% ± 2.22% 0.85% ± 2.03% 1.09% ± 2.22% 
0.25 
40 6.19% ± 5.35%* 7.88% ± 5.49%* 6.16% ± 5.38%* 7.85% ± 5.40%* 
100 0.54% ± 3.78% 3.32% ± 3.89% 0.28% ± 3.82% 3.07% ± 3.85% 
200 -0.13% ± 2.70% 0.03% ± 2.84% -0.13% ± 2.74% 0.03% ± 2.83% 
0.5 
40 8.23% ± 7.43%* 13.97% ± 7.51%* 7.30% ± 7.47% 13.04% ± 7.37%* 
100 3.19% ± 4.58% 6.33% ± 4.67%* 2.55% ± 4.65% 5.69% ± 4.59%* 
200 1.80% ± 3.26% 3.29% ± 3.42% 1.49% ± 3.27% 2.98% ± 3.33% 
0.75 
40 4.50% ± 10.97% 20.24% ± 10.11%* 1.98% ± 11.34% 17.72% ± 10.22%* 
100 8.24% ± 7.37%* 15.12% ± 6.83%* 7.71% ± 7.81% 14.59% ± 7.07%* 
200 7.05% ± 5.36%* 10.12% ± 5.29%* 6.88% ± 5.61%* 9.95% ± 5.36%* 




 En el caso de la distribución exponencial los sesgos observados son clara-
mente mayores, del orden de puntos porcentuales. Esto se explica por un la-
do por el mayor coeficiente de variación que el de la distribución empleada 
en el caso anterior (el CV de una exponencial es 1) y porque un único pará-
metro del ajuste ( ) ha de capturar los dos momentos de primer orden de la 
muestra que aunque estén relacionados por el error de muestreo nunca serán 
iguales. 
 En las tablas no se aprecian diferencias relevantes entre los sesgos asociados 
al empleo del método de máxima verosimilitud conjunto y el método de má-
xima verosimilitud simplificado en dos etapas. 
Por otro lado se han obtenido los sesgos en la estimación de los parámetros 
del proceso ARTA original mediante ambos métodos de estimación. En la Tabla 
8 y en la Tabla 9 se muestran los intervalos de confianza del 95% para la media 
de las diferencias entre los parámetros de la muestra y del proceso generador de 
la muestra. Aquellos intervalos de confianza cuya media es distinta de 0 con un 
nivel de confianza del 95% se resaltan en negrita. De los resultados de las tablas 
se puede concluir: 
 Los sesgos en la estimación de los parámetros del proceso ARTA log-normal 
son similares entre ambos métodos, lo que lleva a concluir que en el caso de 
esta distribución el método simplificado de ajuste en dos etapas es asumible 
en la práctica. El empleo del método de máxima verosimilitud no proporcio-
na mejoras relevantes. 
 En el caso de la distribución exponencial, con respecto a la estimación del pa-
rámetro  , el número de casos que muestran sesgos significativos es similar 
para ambos métodos (11 frente a 10) y las diferencias entre ambos son de 
magnitudes similares entrando dentro del error de muestreo propio del ex-
perimento numérico (las diferencias entre ambos son del orden de magnitud 
de los intervalos de confianza). Sin embargo, con respecto al parámetro   , 
las diferencias entre los dos métodos sí son relevantes. El método de máxima 
verosimilitud conduce a sólo 8 casos con sesgos significativos frente a los 12 
casos del método en dos pasos. Además, el orden de magnitud de los sesgos 
de estimación es significativamente mayor para el método en dos pasos para 
los casos con altos o bajos valores del coeficiente de autocorrelación del pro-
ceso. Por ejemplo para el caso        el sesgo con el método de máxima 
verosimilitud es de -0.49% ± 0.97% frente al sesgo con el método en dos pa-
sos que es -6.80% ± 1.53%. 
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Tabla 8. Sesgo relativo en la estimación de los parámetros del proceso ARTA para la distribución 
logN(2,5, 0,5). 200 réplicas del experimento. 
Phi N      ̂      ̂      ̂       ̂       ̂       ̂  
-0.75 
40 0.08% ± 0.17% -3.42%±2.37%* 2.55%±1.37%* 0.09% ± 0.17% -2.73%±2.41%* 2.62%±1.37%* 
100 -0.08% ± 0.10% -0.62% ± 1.95% 0.96% ± 0.96% -0.07% ± 0.10% -0.44% ± 1.97% 0.97%±0.96%* 
200 -0.02% ± 0.07% -0.57% ± 1.25% 0.88%±0.67%* -0.03% ± 0.07% -0.48% ± 1.26% 0.88%±0.67%* 
-0.5 
40 -0.15% ± 0.28% -1.55% ± 2.05% 1.39% ± 2.02% -0.16% ± 0.28% -1.52% ± 2.06% 1.46% ± 2.01% 
100 0.04% ± 0.16% -0.01% ± 1.28% 0.42% ± 1.28% 0.05% ± 0.16% -0.02% ± 1.27% 0.43% ± 1.28% 
200 0.12% ± 0.12% 0.03% ± 0.96% 0.26% ± 0.85% 0.12% ± 0.12% 0.01% ± 0.95% 0.26% ± 0.85% 
-0.25 
40 -0.05% ± 0.33% 0.03% ± 1.79% -2.45%±2.14%* -0.04% ± 0.33% 0.02% ± 1.79% -2.41%±2.14%* 
100 0.10% ± 0.19% -0.99% ± 1.12% 0.18% ± 1.41% 0.10% ± 0.19% -0.99% ± 1.13% 0.19% ± 1.40% 
200 -0.09% ± 0.16% -0.55% ± 0.77% 0.29% ± 1.03% -0.09% ± 0.16% -0.54% ± 0.77% 0.29% ± 1.03% 
0 
40 0.29% ± 0.41% -1.66%±1.45%* -1.46% ± 2.20% 0.29% ± 0.41% -1.68%±1.45%* -1.45% ± 2.20% 
100 0.27% ± 0.28% -1.31%±0.93%* -1.48%±1.36%* 0.27% ± 0.28% -1.31%±0.93%* -1.48%±1.36%* 
200 -0.01% ± 0.18% 0.10% ± 0.66% -0.78% ± 0.92% -0.01% ± 0.18% 0.10% ± 0.66% -0.78% ± 0.92% 
0.25 
40 -0.31% ± 0.54% -3.73%±1.67%* -5.36%±2.10%* -0.37% ± 0.55% -3.73%±1.67%* -5.38%±2.09%* 
100 -0.04% ± 0.37% -1.08%±1.07%* -0.80% ± 1.38% -0.03% ± 0.38% -1.08%±1.07%* -0.81% ± 1.38% 
200 -0.13% ± 0.24% -0.68% ± 0.70% -1.32%±1.01%* -0.13% ± 0.24% -0.67% ± 0.70% -1.32%±1.01%* 
0.5 
40 0.08% ± 0.80% -3.26%±1.90%* -5.75%±1.94%* 0.11% ± 0.81% -3.39%±1.89%* -5.80%±1.93%* 
100 0.33% ± 0.47% -2.32%±1.19%* -2.93%±1.20%* 0.35% ± 0.47% -2.34%±1.19%* -2.94%±1.20%* 
200 -0.49%±0.37%* -0.57% ± 0.87% -1.10%±0.87%* -0.49%±0.37%* -0.59% ± 0.87% -1.10%±0.87%* 
0.75 
40 -0.75% ± 1.11% -11.03%±2.4%* -9.95%±1.85%* -0.59% ± 1.11% -11.11%±2.4%* -10.0%±1.85%* 
100 -0.56% ± 0.67% -5.19%±1.70%* -3.50%±0.97%* -0.62% ± 0.67% -5.01%±1.70%* -3.51%±0.97%* 
200 0.25% ± 0.51% -1.70%±1.32%* -1.26%±0.69%* 0.24% ± 0.52% -1.64%±1.33%* -1.26%±0.69%* 
Tabla 9. Sesgo relativo en la estimación de los parámetros del proceso ARTA para la distribución 
EXP(1). 200 réplicas del experimento. 
Phi N     ̂      ̂      ̂       ̂  
-0.75 
40 0.45% ± 0.88% -0.45% ± 0.72% 2.43% ± 1.74%* 5.78% ± 1.84%* 
100 -0.01% ± 0.56% -0.07% ± 0.49% 1.27% ± 1.17%* 2.95% ± 1.11%* 
200 0.47% ± 0.41%* -0.03% ± 0.37% 0.64% ± 0.87% 1.18% ± 0.70%* 
-0.5 
40 1.28% ± 1.42% -1.72% ± 1.67%* 2.42% ± 1.63%* 1.90% ± 1.83%* 
100 -0.17% ± 1.01% -1.21% ± 0.99%* 0.44% ± 1.18% 0.55% ± 1.18% 
200 -0.12% ± 0.65% -0.12% ± 0.67% 0.13% ± 0.77% 0.76% ± 0.83% 
-0.25 
40 0.14% ± 1.85% -0.56% ± 2.21% -0.11% ± 1.90% 0.04% ± 2.15% 
100 1.76% ± 1.18%* -0.53% ± 1.35% 2.04% ± 1.21%* 0.46% ± 1.38% 
200 0.08% ± 0.82% -1.21% ± 0.92%* 0.24% ± 0.83% -0.67% ± 0.93% 
0 
40 -1.15% ± 2.10% -5.26% ± 2.72%* -0.66% ± 2.11% -3.69% ± 2.31%* 
100 2.11% ± 1.46%* -0.65% ± 1.59% 2.06% ± 1.45%* -0.70% ± 1.50% 
200 0.69% ± 1.02% -0.41% ± 1.08% 0.69% ± 1.02% -0.40% ± 1.04% 
0.25 
40 4.95% ± 2.90%* -3.67% ± 2.27%* 4.92% ± 2.91%* -5.11% ± 2.04%* 
100 1.32% ± 1.92% -2.40% ± 1.38%* 1.06% ± 1.96% -3.43% ± 1.36%* 
200 0.41% ± 1.35% -0.72% ± 0.95% 0.41% ± 1.37% -1.00% ± 1.00% 
0.5 
40 8.03% ± 4.02%* -0.30% ± 1.74% 7.10% ± 4.01%* -4.47% ± 1.82%* 
100 3.28% ± 2.34%* -0.61% ± 1.02% 2.64% ± 2.38%* -2.48% ± 1.19%* 
200 1.73% ± 1.70%* 0.23% ± 0.73% 1.42% ± 1.68% -0.46% ± 0.86% 
0.75 
40 10.82% ± 5.98%* -0.49% ± 0.97% 8.30% ± 6.24%* -6.80% ± 1.53%* 
100 8.11% ± 3.94%* -1.45% ± 0.64%* 7.58% ± 4.31%* -3.34% ± 0.85%* 
200 5.62% ± 2.74%* -0.60% ± 0.47%* 5.45% ± 2.94%* -1.73% ± 0.69%* 




 Los sesgos de estimación del parámetro   de ambas distribuciones y del pa-
rámetro   para la log-normal son significativamente negativos en la mayoría 
de casos probados con un coeficiente de autocorrelación positivo, lo que 
quiere decir que en el proceso de muestreo y estimación se tiende a subesti-
mar la presencia de autocorrelación en la serie. Este sesgo es más acusado 
para la distribución exponencial con un coeficiente de autocorrelación alto 
empleando el método en dos etapas. El empleo del método propuesto de 
máxima verosimilitud conduce a menores sesgos de estimación. 
 El sesgo de estimación del parámetro   es significativamente positivo para 
los casos con coeficiente de autocorrelación positiva de alto orden con ambos 
métodos. Esto implica que la presencia de autocorrelación conduciría a so-
breestimar la tasa de llegada a un proceso. Además en este caso el incremen-
to del tamaño de muestra, aunque conduce a una reducción importante del 
sesgo, conduce a la necesidad de empleo de muestras de gran tamaño. Con 
200 datos en la muestra los errores de estimación son del 5% que es el orden 
de magnitud habitual de los errores de un modelo de simulación menciona-
do por algunos autores. Si la muestra no presenta autocorrelación o esta es 
de baja magnitud (0,25) entonces los sesgos son de un orden de magnitud 
asumible en simulación de procesos industriales. 
Finalmente, podemos concluir que el método de verosimilitud propuesto 
produce resultados similares a los del método simplificado en dos etapas para la 
mayor parte de casos analizados excepto para la distribución exponencial con un 
valor alto del coeficiente de autocorrelación. En este caso la estimación de máxi-
ma verosimilitud conduce a menores sesgos en la estimación del parámetro  . 
Por otro lado los resultados muestran que en el ajuste de procesos de Poisson a 
partir de muestras de datos, que es una tarea habitual en simulación de procesos 
industriales, la presencia de autocorrelación puede conducir a sesgos muy rele-
vantes en la estimación tanto de la media de la serie como de los propios efectos 
de autocorrelación. El método de máxima verosimilitud propuesto ayuda a limi-
tar la magnitud de los sesgos de estimación de los efectos de autocorrelación 
aunque no de la tasa de llegadas. 
4.3. AUTOCORRELACIÓN EN TIEMPOS DE CICLO 
Una desviación con respecto a la hipótesis i.i.d. fundamental que se puede 
dar en las series temporales de tiempos de ciclo de un proceso de producción 
viene dada por la presencia de autocorrelación. Aunque la sola presencia de au-
tocorrelación en los tiempos de ciclo no conduce necesariamente a que el sistema 
presente un comportamiento altamente variable de acuerdo con la definición 
establecida anteriormente, el comportamiento en rachas de las variables del pro-
ceso puede tener un efecto similar al incremento en el coeficiente de variación de 
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un proceso y será tomado como punto de referencia para el análisis de modelos 
estadísticos más complejos en el resto del capítulo. 
Aunque algunos autores ya han estudiado previamente el efecto de la auto-
correlación en un sistema de colas llegando a las conclusiones de que la autoco-
rrelación positiva incrementa los tamaños de cola y la autocorrelación negativa 
los reduce, en esta sección se ampliará el análisis de sus efectos con los siguientes 
objetivos: 
 Determinar el efecto que los coeficientes de autocorrelación de orden supe-
rior a 1 tiene sobre el rendimiento de una línea de producción. 
 Determinar si la presencia de autocorrelación origina cambios en la configu-
ración óptima de capacidad de buffer en una línea, es decir, si es relevante 
desde el punto de vista del problema de asignación de buffers. 
 Determinar si su presencia afecta a las conclusiones que se adoptarían en un 
estudio comparativo entre distintos sistemas de control de un proceso. 
El fin de este estudio es proporcionar un marco de referencia para que en 
aquellos casos prácticos en que se detecte autocorrelación en las variables de un 
proceso se pueda determinar a priori qué consecuencias se derivar para el pro-
yecto de simulación. Desarrollar un modelo estadístico que incluya efectos de 
autocorrelación requiere a menudo de series de datos mayores que en aquellos 
modelos que no incluyen su efecto, por lo que si a priori se puede descartar que 
sea un aspecto relevante para los objetivos de análisis entonces se podrá reducir 
el coste de las actividades de adquisición y análisis de datos. 
Como metodología de análisis se ha optado por la simulación debido a que el 
modelado analítico de líneas de producción no es viable excepto para líneas cor-
tas y bajo hipótesis simplificadoras respecto a las distribuciones de los tiempos 
de ciclo y tiempos entre llegadas. El estudio se ha centrado en líneas de produc-
ción en serie ya que conforman la tipología más básica de un proceso de simula-
ción en la que el rendimiento de la línea viene determinado por los fenómenos 
de bloqueo y falta de alimentación característicos de cualquier sistema de pro-
ducción. La aplicación de los resultados a líneas de producción más complejas 
requeriría de un estudio específico del caso aunque en multitud de situaciones 
prácticas la aproximación por una línea en serie proporciona una buena estima-
ción inicial de los efectos que estarán presentes en la planta. 
El modelo adoptado es el habitualmente empleado en los modelos teóricos 
de líneas de producción. El proceso se inicia con una entrada de entidades en el 
sistema que en este caso será asumida como una fuente de capacidad infinita, es 
decir, siempre habrá entidades disponibles para procesar. La línea consta de un 
total de N máquinas con N-1 buffers intermedios. La Figura 2 muestra un dia-
grama del proceso. 





Figura 2. Modelo de línea en serie adoptado para el estudio de los efectos de autocorrelación. 
Las máquinas del proceso serán asumidas de capacidad 1, es decir, que sólo 
puede procesar una entidad al mismo tiempo. Los buffers tendrán capacidad    
donde   hace referencia al índice del buffer en la línea comprendido entre 1 y N-1.  
Los tiempos de ciclo de las máquinas seguirán un proceso ARTA en que la 
distribución marginal será una log-normal. La elección de la distribución log-
normal se basa en que es una distribución para valores positivos (la distribución 
normal por ejemplo conduciría a la posible generación de tiempos de ciclo nega-
tivos), que presenta asimetría y que es una distribución plausible para modelar 
duraciones de tareas variables como operaciones manuales. La asunción de 
tiempos de ciclo log-normales implica asumir que la variabilidad en los tiempos 
de ciclo sería originada por el producto de un conjunto de varios factores de 
variabilidad que son independientes entre sí. Esta asunción concuerda con la 
observación empírica de que los coeficientes de variación de tiempos de tarea 
presentan valores similares independientemente de la escala temporal de dura-
ciones de la tarea. Esta observación apoya la adopción de un modelo multiplica-
tivo de errores. 
La asunción de que hay entidades siempre disponibles para procesar en la lí-
nea se corresponde con el análisis que se realizaría en el caso de un estudio de 
capacidad. En un estudio de capacidad de una línea se introduce la mayor tasa 
posible de entrada de entidades en el proceso   y se determina la tasa de salida 
observada  . La tasa de salida para condiciones de máxima alimentación será 
denominada capacidad de la línea. En función de la relación existente entre la 
capacidad de la línea y la capacidad que tendría si todos los tiempos de ciclo 
fueran constantes se definirá el rendimiento   de la línea. 
Utilizando la notación habitual en teoría de colas se definirán: 
    será la tasa de servicio de la máquina  . Se obtendrá a partir de la media de 
tiempos de ciclo de la máquina     como    
 
 (   )
. 
   será la tasa de entrada efectiva en el sistema (entradas   menos rechazos) 
que por conservación de la masa debe de ser la misma para todas las máqui-
nas de la línea siempre y cuando el sistema se encuentre en régimen perma-
nente. 
Si los tiempos de ciclo fueran constantes entonces la capacidad de la línea 
vendría dada por la tasa de servicio de la máquina más lenta de la línea, esto es, 
por el cuello de botella:           . 
B1M1 M2 BN-1 MN…
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Si los tiempos de ciclo presentan variabilidad (   (   )   ) entonces se 
formarán colas y si la capacidad de los buffers intermedios es finita existirá la 
posibilidad de que se colapsen bloqueando la línea o que se queden sin alimen-
tación originando cortes de alimentación aguas abajo. En este caso la tasa de 
producción de la línea será inferior a la del caso anterior. El rendimiento de la 
línea se define entonces como: 
  
 
    
 
 
     
 (48) 
Por otro lado se definirá la ocupación de cada máquina    como la relación 




La tasa de producción de la línea   será determinada mediante simulación 
ante las dificultades previamente mencionadas para el desarrollo de modelos 
analíticos bajo hipótesis generalistas como las que serán investigadas en este 
capítulo. 
4.3.1. Efecto en el dimensionamiento de capacidad. 
El primer experimento de simulación planteado tiene como propósito anali-
zar cómo diferentes valores de los coeficientes de autocorrelación influyen en el 
rendimiento de la línea de producción. La distribución marginal del proceso se 
ha mantenido constante e igual a una distribución log-normal con media 10 y 
desviación 3 de tal forma que el coeficiente de determinación del proceso es 0,3 
que es un valor representativo de operaciones manuales. Para ello se han consi-
derado los siguientes factores del experimento: 
 Los dos primeros parámetros del proceso AR generador del proceso ARTA 
   y   . Como niveles de los factores se han considerado los valores -0,5, 0 y 
0,5. 
 La capacidad de los buffers de la línea   que ha sido establecida con el mis-
mo valor para todos los buffers:     . Se han considerado dos niveles 
    y    . 
 El número de máquinas N del proceso que ha sido establecido en 5 y 10. 
La variable de respuesta analizada en el experimento ha sido el rendimiento 
de la línea   tal como fue definido anteriormente. Debido a que el problema de 
dimensionamiento de la capacidad de una línea consiste en determinar las capa-
cidades mínimas de los buffers y máquinas tales que permitan obtener una tasa 
de producción dada, el rendimiento de la línea proporciona un indicador directo 
y de fácil de interpretación para determinar si el dimensionamiento de la línea se 
ve afectado por la presencia de autocorrelación. Si el rendimiento   varía con el 
coeficiente de autocorrelación entonces afecta a la cantidad de recursos que se 
deben disponer con el fin de obtener una tasa de producción dada. 




El experimento llevado a cabo consiste en un diseño factorial completo de los 
factores con los niveles anteriormente indicados. No se han descartado las inter-
acciones de orden superior ya que en líneas de producción es frecuente que pre-
senten efectos significativos. Para cada tratamiento se han realizado un total de 
500 réplicas.  
La Tabla 11 muestra los efectos de los factores evaluados mediante regresión 
por mínimos cuadrados asumiendo como niveles de referencia de los factores 
    ,     ,     y    . Para cada efecto se muestra el intervalo de con-
fianza del 95% (IC, mitad del ancho del intervalo de confianza), el error relativo 
de estimación y su significación de acuerdo con los test T para los parámetros. La 
Tabla 10 muestra el resultado del análisis de la varianza de los factores y sus 
interacciones. 
Tabla 10. Análisis de la varianza para los factores del experimento y sus interacciones. 
Factor e interacción g.d.l. Estadístico F p-valor Sig. 
B 2 3,91E+04 <2e-16 *** 
Phi1 2 1,14E+05 <2e-16 *** 
Phi2 2 6,93E+04 <2e-16 *** 
N 1 1,48E+04 <2e-16 *** 
B:Phi1 4 5,59E+02 <2e-16 *** 
B:Phi2 4 1,44E+02 <2e-16 *** 
Phi1:Phi2 4 1,70E+04 <2e-16 *** 
B:N 2 5,26E+01 <2e-16 *** 
Phi1:N 2 6,33E+02 <2e-16 *** 
Phi2:N 2 5,53E+02 <2e-16 *** 
B:Phi1:Phi2 8 5,97E+01 <2e-16 *** 
B:Phi1:N 4 2,45E+00 0.0443 * 
B:Phi2:N 4 1,23E+00 0.2964  
Phi1:Phi2:N 4 1,07E+02 <2e-16 *** 
B:Phi1:Phi2:N 8 4,20E-01 0.91  
Códigos de significación: “.” significativo al 90%, * significativo al 95%, ** significativo al 
99% y *** significativo al 99,9%. 
Como puede apreciarse en la Tabla 10 las interacciones entre factores son 
significativas excepto para la interacción de cuarto orden entre todos los factores 
y la de tercer orden entre  ,    y  . Esta observación justifica la necesidad de 
adoptar un diseño factorial completo y confirma tanto la complejidad del com-
portamiento de la línea de producción como el fuerte carácter no lineal de la 
dependencia entre el rendimiento de la línea, la capacidad de los buffers, la lon-
gitud de la línea y la presencia de autocorrelación en tiempos de ciclo. Ha de 
notarse que aunque se consideró la adopción de un modelo de regresión poten-
cial para la inferencia de los resultados del experimento en lugar de lineal las 
diferencias observadas no justificaron su reemplazo. 
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El experimento de simulación prueba con un alto grado de significación que 
los dos coeficientes de autocorrelación del proceso ARTA afectan al rendimiento 
de la línea por lo que su omisión afectaría a su correcto dimensionamiento. Si en 
una línea con autocorrelación positiva se ignora su efecto el resultado será la 
subestimación de las pérdidas de rendimiento por bloqueo y cortes de alimenta-
ción y por tanto la línea de producción no alcanzaría los objetivos de producción 
fijados (los efectos principales de        y        son negativos). Por la con-
tra, si se ignora efecto de autocorrelación negativa, las pérdidas de rendimiento 
de la línea estarían siendo sobreestimadas y los recursos asignados serían excesi-
vos (los efectos principales de         y         son positivos). 
La interacción entre los factores presenta no linealidades notables por lo que 
las interacciones de alto orden no pueden ser ignoradas. Como se aprecia en los 
resultados, el rendimiento de la línea presenta una evolución diferente al variar 
la capacidad de los buffers en función del tipo de autocorrelación presente. De la 
interpretación de los resultados de la Tabla 11 se derivan las siguientes conclu-
siones:  
 Las interacciones B:Phi1 y B:Phi2 entre la capacidad de los buffers y los coe-
ficientes de autocorrelación son negativas excepto para el caso en que 
      . Esto implica que los incrementos en el rendimiento de la línea pro-
porcionados por el incremento de la capacidad de los buffers son menores 
con autocorrelación que en el caso sin ella excepto para un coeficiente de au-
tocorrelación positivo de primer orden. 
 Las interacciones entre los parámetros del modelo ARTA    y    son negati-
vas para los casos en que los dos factores presentan igual signo y positivas 
en caso contrario.  
 Las interacciones de tercer orden entre la capacidad de los buffers y los pa-
rámetros    y    son positivas en los casos en que         y negativas en 
el caso contrario. Este resultado implica que el hecho de que coeficiente de 
correlación de segundo orden sea positivo reduce el incremento en el rendi-
miento de la línea con respecto al esperable por el incremento en la capaci-
dad del buffer en caso de que el coeficiente de primer orden sea negativo. 
Asimismo  el incremento en el rendimiento es mayor al esperable por el efec-
to de incremento de capacidad de buffers para el caso en que el coeficiente 
de segundo orden es negativo. 
 Se observa que si el coeficiente de autocorrelación de primer orden es positi-
vo y el segundo es negativo entonces el rendimiento de la línea es bajo para 
una capacidad reducida de los buffers pero se incrementa de forma de forma 
significativa al incrementar la capacidad del buffer.  
 Por la contra, si el coeficiente de autocorrelación de primer orden es negativo 
y el segundo es positivo entonces el rendimiento de la línea es alto para una 
capacidad reducida de los buffers y no se incrementa de forma de forma sig-




nificativa al incrementar la capacidad del buffer sino que en este caso la in-
teracción es perjudicial. 
Tabla 11. Efectos principales e interacciones para el efecto de la capacidad de buffers da la línea 
(B), número de máquinas (N) y parámetros    y   del proceso ARTA.  
Factor y nivel 
Efecto 
sobre   
IC Error Rel. Sig. 
Intercepción (B=1, Phi1=0, Phi2=0, 
N=5) 
90.11% 0.10% 0.11% *** 
B2 3.76% 0.15% 3.89% *** 
B3 5.20% 0.15% 2.81% *** 
Phi1-0.4 3.43% 0.15% 4.27% *** 
Phi10.4 -4.16% 0.15% -3.52% *** 
Phi2-0.4 2.51% 0.15% 5.83% *** 
Phi20.4 -2.75% 0.15% -5.32% *** 
N10 -1.71% 0.15% -8.57% *** 
B2:Phi1-0.4 -0.86% 0.21% -24.03% *** 
B3:Phi1-0.4 -1.42% 0.21% -14.55% *** 
B2:Phi10.4 0.21% 0.21% 97.61% * 
B3:Phi10.4 0.72% 0.21% 28.93% *** 
B2:Phi2-0.4 -0.25% 0.21% -83.04% * 
B3:Phi2-0.4 -0.60% 0.21% -34.47% *** 
B2:Phi20.4 -0.41% 0.21% -49.98% *** 
B3:Phi20.4 -0.04% 0.21% -483.50% 
 
Phi1-0.4:Phi2-0.4 -1.50% 0.21% -13.83% *** 
Phi10.4:Phi2-0.4 1.52% 0.21% 13.64% *** 
Phi1-0.4:Phi20.4 2.69% 0.21% 7.70% *** 
Phi10.4:Phi20.4 -3.49% 0.21% -5.92% *** 
B2:N10 0.22% 0.21% 95.63% * 
B3:N10 0.31% 0.21% 67.19% ** 
Phi1-0.4:N10 0.38% 0.21% 53.83% *** 
Phi10.4:N10 -0.65% 0.21% -31.66% *** 
Phi2-0.4:N10 0.22% 0.21% 93.72% * 
Phi20.4:N10 -0.62% 0.21% -33.31% *** 
B2:Phi1-0.4:Phi2-0.4 0.18% 0.29% 160.80% 
 
B3:Phi1-0.4:Phi2-0.4 0.33% 0.29% 89.44% * 
B2:Phi10.4:Phi2-0.4 0.56% 0.29% 52.15% *** 
B3:Phi10.4:Phi2-0.4 0.48% 0.29% 61.48% ** 
B2:Phi1-0.4:Phi20.4 -0.17% 0.29% -173.37% 
 
B3:Phi1-0.4:Phi20.4 -0.43% 0.29% -68.06% ** 
B2:Phi10.4:Phi20.4 -1.02% 0.29% -28.74% *** 
B3:Phi10.4:Phi20.4 -1.55% 0.29% -18.84% *** 
B2:Phi1-0.4:N10 0.05% 0.29% 647.45% 
 
B3:Phi1-0.4:N10 -0.16% 0.29% -177.58% 
 
B2:Phi10.4:N10 -0.02% 0.29% -1406.96% 
 
B3:Phi10.4:N10 0.12% 0.29% 236.01% 
 
B2:Phi2-0.4:N10 0.28% 0.29% 105.73% . 
B3:Phi2-0.4:N10 0.09% 0.29% 315.35% 
 
B2:Phi20.4:N10 0.08% 0.29% 358.64% 
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Factor y nivel 
Efecto 
sobre   
IC Error Rel. Sig. 
B3:Phi20.4:N10 -0.08% 0.29% -385.06% 
 
Phi1-0.4:Phi2-0.4:N10 -0.05% 0.29% -620.02% 
 
Phi10.4:Phi2-0.4:N10 0.33% 0.29% 87.41% * 
Phi1-0.4:Phi20.4:N10 0.34% 0.29% 85.57% * 
Phi10.4:Phi20.4:N10 -0.84% 0.29% -34.66% *** 
B2:Phi1-0.4:Phi2-0.4:N10 -0.23% 0.41% -177.48% 
 
B3:Phi1-0.4:Phi2-0.4:N10 -0.06% 0.41% -663.26% 
 
B2:Phi10.4:Phi2-0.4:N10 -0.07% 0.41% -581.28% 
 
B3:Phi10.4:Phi2-0.4:N10 -0.06% 0.41% -723.56% 
 
B2:Phi1-0.4:Phi20.4:N10 0.03% 0.41% 1398.22% 
 
B3:Phi1-0.4:Phi20.4:N10 0.19% 0.41% 216.01% 
 
B2:Phi10.4:Phi20.4:N10 0.03% 0.41% 1217.28% 
 
B3:Phi10.4:Phi20.4:N10 0.00% 0.41% -34489.47% 
 
Códigos de significación: “.” significativo al 90%, * significativo al 95%, ** significativo al 99% y *** 
significativo al 99,9%. 
Los resultados obtenidos confirman los resultados previamente publicados 
en la literatura relativos al efecto de la presencia de autocorrelación en un siste-
ma de colas y en una línea de producción. La presencia de efectos de autocorre-
lación positiva de primer orden causa una reducción en el rendimiento de la 
línea y a su vez la autocorrelación negativa incrementa el rendimiento. A mayo-
res, se proporcionan nuevos resultados no previamente publicados por otros 
autores que muestran la complejidad del comportamiento de la línea en función 
de la presencia o no de autocorrelación en los tiempos de ciclo. La diversidad de 
posibles efectos ya había sido apuntada por (Hejn Nielsen 2007) aunque debido a 
su elección de procesos TES, cuya interpretación de los parámetros del modelo es 
menos directa que en el caso de los procesos ARTA, y al empleo de un conjunto 
más reducido de experimentos no se había proporcionado una descripción cuali-
tativa de los factores que causan este comportamiento. 
Los modelos TES presentan además una desventaja comparativa con los mo-
delos ARTA por el mecanismo que emplean para generar autocorrelación. De 
acuerdo con la definición dada para un modelo TES con autocorrelación positiva 
(8) si el valor de la serie uniforme   
  en un instante de tiempo presenta un valor 
cercano a 1 y se está empleando una distribución uniforme  (   ) para generar 
el término    es posible que se generen saltos de valores próximos a 1 a valores 
próximos a 0 por la operación de módulo 1. Por ejemplo si se están empleando 
             y   
      los valores de la serie en el siguiente instante de 
tiempo presentarían una distribución uniforme en los intervalos (     ) y (     ). 
Esto hace que aunque el proceso TES definido pretende generar autocorrelación 
positiva el salto entre valores altos y bajos de la serie crea un efecto de autocorre-
lación negativa opuesto al buscado. Por ello se entiende que los resultados (Hejn 
Nielsen 2007) deben de ser interpretados con cautela ya que no se corresponden 




con experimentos en los que se haya controlado adecuadamente la autocorrela-
ción presente en la serie. 
4.3.2. Efecto en la distribución de buffers. 
El segundo experimento de simulación planteado tuvo por objetivo evaluar 
en qué medida la presencia de autocorrelación en los tiempos de ciclo puede 
afectar a la disposición óptima de los buffers en una línea. Para ello el análisis se 
ha centrado en la validación y obtención de reglas empíricas de asignación de 
buffers en la línea bajo diferentes situaciones de presencia de autocorrelación. 
Los experimentos de simulación realizados han consistido en estimar el ren-
dimiento de la línea para diferentes valores incrementales de la capacidad de los 
buffers. Se han llevado a cabo dos experimentos: el primero orientado a la de-
terminación de los efectos de incrementos de la capacidad de buffers y el segun-
do orientado a la obtención de las configuraciones óptimas para el problema de 
asignación de buffers presentado en la sección 3.2.2. Las distintas configuracio-
nes de buffer son evaluadas bajo distintos escenarios de valores de los coeficien-
tes de autocorrelación. Por un lado se consideran los casos en que todas las má-
quinas presentan autocorrelación en tiempos de ciclo y por otro lado los casos en 
los que solo una máquina o un grupo localizado de máquinas presentan autoco-
rrelación. 
En el primer experimento se consideran solamente incrementos de 1 unidad 
en la capacidad de los buffers partiendo de 0. De esta forma se responde a la 
cuestión de en qué máquinas de la línea incrementar la capacidad de los buffers 
proporciona una mejora mayor. 
En el segundo experimento se han estudiado de forma detallada las configu-
raciones óptimas de buffer para un valor dado de la restricción de capacidad 
total de buffers de la línea, de acuerdo con el planteamiento del problema de 
optimización de la capacidad de los buffers proporcionado en la revisión del 
estado del arte. Partiendo de la línea en serie del apartado anterior, se han obte-
nido todas las configuraciones posibles para una capacidad total de buffers va-
riando entre 0 y 6. Mediante simulación se han determinado las configuraciones 
de buffer que proporcionan los máximos valores del rendimiento de la línea en 
cada caso. A partir de las configuraciones óptimas obtenidas para cada escenario 
se derivan las reglas heurísticas de asignación de buffers en la línea. 
Experimento 1: Efecto de incrementos unitarios en la capacidad de buffers. 
En este experimento los escenarios introducidos de presencia de autocorrela-
ción han sido: 
 Ninguna máquina presenta autocorrelación. 
 Para todas las máquinas       . 
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 Para todas las máquinas      excepto la máquina 3 para la cual        
que ocupa la posición central en la línea. 
 Para todas las máquinas      excepto la máquina 2 para la cual        
que ocupa una posición intermedia en la línea pero rompe la simetría. 
 Para todas las máquinas      excepto la máquina 1 para la cual        
que ocupa un extremo de la línea rompiendo la simetría. 
 Escenarios complementarios a los anteriores en los cuales el coeficiente de 
autocorrelación es        . 
El número total de réplicas establecido para cada escenario fue      . El 
primer análisis realizado fue un análisis de la varianza para determinar si existen 
efectos de interacción significativos entre la ubicación de buffers en la línea y los 
distintos escenarios de autocorrelación introducidos. En este caso se contrasta la 
hipótesis nula de que las interacciones entre los factores son nulas. En este análi-
sis los factores considerados fueron: 
 Los diferentes escenarios de autocorrelación explicados anteriormente dados 
por los valores    de los tiempos de ciclo de las máquinas. Cada escenario 
indicado anteriormente representa un nivel de este factor. Se codifican escri-
biendo los valores    para cada máquina separados por guiones bajos. Por 
ejemplo “0_0_0,4_0_0” indica que todas las máquinas tienen      excepto 
la tercera de la línea que tendría       . 
 La capacidad de cada uno de los cuatro buffers   ,    ,    y   . Se codifican 
escribiendo los valores    para cada buffer separados por guiones bajos. Por 
ejemplo “0_1_0_0” indica que todos los buffers tienen capacidad cero excep-
to el segundo que tiene capacidad 1. 
En la Tabla 12 se muestran los efectos principales de los factores y sus inter-
acciones para un diseño completo. Para cada efecto se indica el p-valor y la signi-
ficación del ANOVA. Como se puede observar en la tabla, las interacciones entre 
el factor de autocorrelación y las diversas combinaciones de capacidad de buffers 
resultan significativas en muchos casos. Principalmente, se observan interaccio-
nes positivas en los casos en que se trata de la interacción entre los efectos de 
autocorrelación y las capacidades de buffers que están más alejados entre sí. En 
los casos de buffers contiguos no se observan efectos de interacción significativos. 
Por ejemplo las interacciones Phi:B1:B3, Phi:B1:B4 y Phi:B2:B4 son significativas 
mientras que las interacciones Phi:B1:B2 y Phi:B3:B4 no lo son. La interacción 
Phi:B2:B3 es poco significativa. 
El hecho de que las interacciones entre la ubicación de la capacidad de buf-
fers y los efectos de autocorrelación sean significativas prueba que la presencia 
de autocorrelación en los tiempos de ciclo puede afectar a las soluciones del pro-
blema de asignación de buffers. Sin embargo, no implica que este tipo de efectos 
tengan relevancia práctica para el problema de optimización de buffers ya que 
para ello ha de tenerse en cuenta el orden de magnitud de las interacciones y si 




los cambios en la disposición de buffers conducen a incrementos en el rendi-
miento de la línea que compensen el mayor esfuerzo de modelado. 
Tabla 12. Análisis de la varianza para los factores ubicación de buffers y y sus interacciones. 
Factor e interacción g.d.l. Estadístico F p-valor Sig. 
Phi 8 6248,68 < 2e-16 *** 
B1 1 7432,617 < 2e-16 *** 
B2 1 15847,947 < 2e-16 *** 
B3 1 16048,562 < 2e-16 *** 
B4 1 7667,717 < 2e-16 *** 
Phi:B1 8 50,304 < 2e-16 *** 
Phi:B2 8 114,965 < 2e-16 *** 
B1:B2 1 18,329 1,86E-05 *** 
Phi:B3 8 118,648 < 2e-16 *** 
B1:B3 1 659,77 < 2e-16 *** 
B2:B3 1 18,212 1,98E-05 *** 
Phi:B4 8 53,29 < 2e-16 *** 
B1:B4 1 771,603 < 2e-16 *** 
B2:B4 1 695,192 < 2e-16 *** 
B3:B4 1 16,45 5,00E-05 *** 
Phi:B1:B2 8 0,974 0,45386  
Phi:B1:B3 8 11,148 6,94E-16 *** 
Phi:B2:B3 8 1,784 0,075 . 
B1:B2:B3 1 21,368 3,80E-06 *** 
Phi:B1:B4 8 11,151 6,85E-16 *** 
Phi:B2:B4 8 9,968 5,57E-14 *** 
B1:B2:B4 1 94,236 < 2e-16 *** 
Phi:B3:B4 8 0,672 0,71654  
B1:B3:B4 1 96,734 < 2e-16 *** 
B2:B3:B4 1 22,622 1,97E-06 *** 
Phi:B1:B2:B3 8 1,045 0,3989  
Phi:B1:B2:B4 8 2,499 0,01036 * 
Phi:B1:B3:B4 8 2,819 0,00399 ** 
Phi:B2:B3:B4 8 0,809 0,59483  
B1:B2:B3:B4 1 31,473 2,03E-08 *** 
Phi:B1:B2:B3:B4 8 1,636 0,10876  
Códigos de significación: “.” significativo al 90%, * significativo al 95%, ** significativo al 
99% y *** significativo al 99,9%. 
Con el objetivo de comprobar si los cambios tienen relevancia práctica se de-
tallan a continuación los resultados específicos de los experimentos que ilustran 
los cambios en la distribución de buffers causados por la presencia de autocorre-
lación y permiten valorar su repercusión práctica. 
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Figura 3. Gráfica de efectos de la ubicación de 1 buffer en el rendimiento para los casos de igual 
autocorrelación en todas las máquinas de la línea. El nombre de las series codifica el parámetro   
de cada una de las máquinas de la línea separadas por guiones bajos y las categorías de columnas 
codifican la capacidad de cada uno de los buffers intermedios separados por guiones bajos. 
En primer lugar, la Figura 3 muestra los efectos asociados a la ubicación de 
un único buffer de capacidad 1 en la línea con respecto al caso sin buffers. Las 
columnas verdes representan los efectos para el caso sin autocorrelación y las 
columnas rojas y azules los efectos de los casos con autocorrelación con respecto 
al caso base. Puede observarse que la ubicación de capacidad de buffers en posi-
ciones centrales (0-1-0-0 y 0-0-1-0) proporciona un mayor efecto que en los ex-
tremos de acuerdo a lo que es esperable por el fenómeno “bóveda”. La presencia 
de autocorrelación negativa en todas las máquinas tiene un efecto homogéneo en 
todas las combinaciones de buffers que no altera el comportamiento con respecto 
al caso sin autocorrelación. Sin embargo, en el caso de autocorrelación positiva se 
observa que aunque las posiciones centrales siguen siendo las más ventajosas, el 
incremento con respecto a las ubicaciones de buffers en los extremos es menor. 
Este resultado sugiere que la intensidad del fenómeno bóveda es menor en el 
caso de autocorrelación positiva. 
En segundo lugar se han obtenido los efectos asociados a la ubicación de dos 
buffers de capacidad uno en la línea para los casos anteriores de autocorrelación 
negativa y positiva. La Figura 4 representa los efectos con respecto al caso sin 
buffers y sin autocorrelación. Puede observarse un comportamiento análogo al 
de la gráfica anterior. 
0_0_0_0 1_0_0_0 0_1_0_0 0_0_1_0 0_0_0_1
Efecto_Base 0.00% 1.46% 3.13% 3.17% 1.47%
0.4_0.4_0.4_0.4_0.4 -0.70% 0.82% 2.13% 2.10% 0.74%


























En el caso de autocorrelación negativa el incremento en el rendimiento en 
función de la ubicación de los buffers es análogo al caso sin autocorrelación. Sin 
embargo, para el caso de autocorrelación positiva aunque el caso de mayor ren-
dimiento sigue siendo la ubicación central de los buffers, como corresponde al 
fenómeno de bóveda enunciado, la sensibilidad del rendimiento a los cambios en 
la ubicación es menor. Las ubicaciones centrales de los buffers 1-0-1-0, 0-1-0-1 y 
0-1-1-0 presentan mejoras relativamente menores a los casos anteriores. 
 
Figura 4. Gráfica de efectos de la ubicación de 2 buffer en el rendimiento para los casos de igual 
autocorrelación en todas las máquinas de la línea. 
La Figura 5, Figura 6, Figura 7 y Figura 8 muestran los mismos efectos en es-
te caso para los escenarios en que únicamente se introduce autocorrelación de 
una máquina de la línea. Las máquinas seleccionadas fueron M1, M2 o M3 ya 
que de acuerdo con la teoría de líneas de producción una línea equilibrada ten-
drá un comportamiento simétrico con respecto a su punto central y por ello los 
escenarios con autocorrelación en las máquinas 4 y 5 serían imágenes especulares 
de los casos 1 y 2. 
Ahora las diferencias entre el caso sin autocorrelación (efecto base) y el caso 
con autocorrelación son de un orden de magnitud bajo y por tanto los efectos 
observados son poco significativos y de escasa relevancia práctica. Sin embargo 
son útiles para determinar en qué forma la presencia de autocorrelación puede 
alterar el reparto óptimo de buffers. Se aprecian los siguientes efectos de interés: 
0_0_0_0 1_1_0_0 1_0_1_0 1_0_0_1 0_1_1_0 0_1_0_1 0_0_1_1
Efecto_Base 0.00% 3.92% 5.72% 3.82% 6.42% 5.78% 3.93%
0.4_0.4_0.4_0.4_0.4 -0.70% 2.98% 4.12% 2.86% 4.66% 4.11% 3.06%
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 En el caso de autocorrelación negativa en un extremo de la línea (-
0,4_0_0_0_0), la ubicación de un buffer contiguo a esa máquina (1_0_0_0) 
conduce a un rendimiento inferior al caso en que se sitúa en el extremo 
opuesto (0_0_0_1), incrementándose de 1.48% a 1.70% (Figura 5). De forma 
análoga el efecto del caso (1_1_0_0) es menor al del caso (0_0_1_1), pasando 
de 3.91% a 4.13%. 
 En el caso de autocorrelación positiva en un extremo de la línea 
(0,4_0_0_0_0), la ubicación de un buffer contiguo a esa máquina (1_0_0_0) 
conduce a un rendimiento superior al caso en que se sitúa en el extremo 
opuesto (0_0_0_1), bajando de 1.37% a 1.15% (Figura 7). De forma análoga el 
efecto del caso (1_1_0_0) es mayor al del caso (0_0_1_1), pasando de 3.74% a 
3.65%. 
 En el caso de autocorrelación negativa en el centro de la línea (0_0_-0,4_0_0), 
la ubicación de buffers en posiciones centrales (0_1_1_0) presenta un incre-
mento en el rendimiento superior al del caso base (6.71%-6.42% = 0.29%) 
mientras que la ubicación de buffers en los extremos (1_0_0_1) presenta un 
decremento (3.71%-3.82% = -0.11%). 
 En el caso de autocorrelación positiva en el centro de la línea (0_0_0,4_0_0), 
la ubicación de buffers en posiciones centrales (0_1_1_0) presenta una reduc-
ción en el rendimiento con respecto al caso base (5.95%-6.42% = -0.47%) 
mientras que la ubicación de buffers en los extremos (1_0_0_1) presenta un 
incremento (3.88%-3.82% = 0.6%). 
Las dos primeras observaciones implican que la presencia de autocorrelación 
positiva en una zona de la línea tiende a favorecer la ubicación de buffers en 
zonas contiguas mientras que la autocorrelación negativa origina el efecto con-
trario. Las dos otras observaciones corresponden a una disminución del fenó-
meno de bóveda en el caso de presencia de autocorrelación positiva y un fortale-
cimiento de la misma en el caso opuesto. Este resultado es acorde a los anterior-
mente expuestos.  





Figura 5. Gráfica de efectos de la ubicación de 2 buffer en el rendimiento para los casos de igual 
autocorrelación en todas las máquinas de la línea. 
 
Figura 6. Gráfica de efectos de la ubicación de 2 buffer en el rendimiento para los casos de igual 
autocorrelación en todas las máquinas de la línea. 
0_0_0_0 1_0_0_0 0_1_0_0 0_0_1_0 0_0_0_1
Efecto_Base 0.00% 1.46% 3.13% 3.17% 1.47%
-0.4_0_0_0_0 0.15% 1.48% 3.32% 3.36% 1.70%
0_-0.4_0_0_0 0.09% 1.73% 3.27% 3.18% 1.53%
























0_0_0_0 1_1_0_0 1_0_1_0 1_0_0_1 0_1_1_0 0_1_0_1 0_0_1_1
Efecto_Base 0.00% 3.92% 5.72% 3.82% 6.42% 5.78% 3.93%
-0.4_0_0_0_0 0.15% 3.91% 5.84% 3.96% 6.53% 5.93% 4.13%
0_-0.4_0_0_0 0.09% 3.98% 5.88% 4.06% 6.55% 5.86% 3.80%
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Figura 7. Gráfica de efectos de la ubicación de 2 buffer en el rendimiento para los casos de igual 
autocorrelación en todas las máquinas de la línea. 
 
Figura 8. Gráfica de efectos de la ubicación de 2 buffer en el rendimiento para los casos de igual 
autocorrelación en todas las máquinas de la línea. 
0_0_0_0 1_0_0_0 0_1_0_0 0_0_1_0 0_0_0_1
Efecto_Base 0.00% 1.46% 3.13% 3.17% 1.47%
0.4_0_0_0_0 -0.26% 1.37% 2.88% 2.93% 1.15%
0_0.4_0_0_0 -0.09% 1.24% 2.86% 3.15% 1.56%
























0_0_0_0 1_1_0_0 1_0_1_0 1_0_0_1 0_1_1_0 0_1_0_1 0_0_1_1
Efecto_Base 0.00% 3.92% 5.72% 3.82% 6.42% 5.78% 3.93%
0.4_0_0_0_0 -0.26% 3.74% 5.42% 3.62% 6.03% 5.31% 3.65%
0_0.4_0_0_0 -0.09% 3.58% 5.37% 3.61% 6.12% 5.42% 4.11%




























Experimento 2: Solución óptima al problema de asignación de buffers. 
En este experimento los escenarios introducidos de presencia de autocorrela-
ción han sido: 
 Ninguna máquina presenta autocorrelación (0_0_0_0_0) (Caso base de refe-
rencia). 
 Para todas las máquinas        (0,4_0,4_0,4_0,4_0,4). 
 Para todas las máquinas         (-0,4_-0,4_-0,4_-0,4_-0,4). 
 Disposición asimétrica de los coeficientes de autocorrelación: Para las má-
quinas 1 y 2        y para las máquinas 4 y 5        . La máquina 3 no 
presenta autocorrelación (0,4_0,4_0_-0,4_-0,4). 
 Disposición en forma de bóveda invertida de los coeficientes de autocorrela-
ción. Los coeficientes de autocorrelación para las máquinas 1 y 5 se estable-
cen como        y el coeficiente de autocorrelación para la máquina 3 (po-
sición central) se hace         (0,4_0_-0,4_0_0,4). 
En este caso los valores simulados de las capacidades de los 4 buffers de la 
línea corresponden a todas las combinaciones de los parámetros    tales que 
∑   
 
      donde   varía entre 0 y 6. El total de combinaciones es de 190 por lo 
que se omiten los valores. Para cada valor fijado de   como restricción y escena-
rio de autocorrelación el objetivo de este análisis es obtener los valores    que 
maximizan el rendimiento. 
Dado que la estimación del rendimiento se realiza mediante simulación está 
sometida a errores aleatorios de muestreo que deben de ser tenidos en cuenta a 
la hora de identificar qué soluciones son óptimas y entre cuáles las diferencias 
observadas no son estadísticamente significativas. Dado que la determinación de 
la configuración óptima por simulación requiere comparar las medias de diver-
sos experimentos de simulación, se ha de adoptar un criterio de comparación 
para múltiples medias de forma que se garantice el control sobre el nivel de sig-
nificación de los resultados. El empleo de intervalos de confianza para las medias 
o para diferencias de medias conduciría a la subestimación del riesgo de tipo I. 
En este caso se ha optado por el empleo del método de la diferencia significa-
tiva honesta de Tuckey para la comparación de medias múltiples por ser un mé-
todo ampliamente extendido y habitual en diseño de experimentos. La diferencia 
significativa   para la comparación de las medias de  tratamientos viene dada 
por la ecuación   
       (   )  
√   
, donde        (   ) es el valor de la distribu-
ción estudentizada de rangos tal que  (         (   ))   . Sus grados de 
libertad son  y  (   ), donde   es el número de réplicas del experimento de 
simulación que es igual para todos los tratamientos. El número de réplicas esta-
blecido ha sido      . 
El número de medias comparadas   depende del valor de la restricción B ya 
que el número de combinaciones posibles se incrementa con B.  
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Tabla 13. Ubicaciones óptimas de buffer para una línea de 5 máquinas sin autocorrelación en 
tiempos de ciclo. 

































La Tabla 13 muestra las soluciones óptimas en función del valor de la restric-
ción B junto con las inmediatamente posteriores en la lista y cuyas diferencias no 
son significativas de acuerdo con el método de Tuckey. La columna % de coinci-
dencia indica el porcentaje de soluciones coincidentes con el resto de escenarios 
de autocorrelación evaluados. Por tanto proporciona una medida del grado de 
sensibilidad de las soluciones del problema de asignación de buffers a los casos 
de autocorrelación introducidos. 
En este caso el comportamiento de las soluciones obedece a los principios 
explicados en el capítulo de antecedentes y previamente documentados por otros 
autores. Los resultados muestran el fenómeno “bóveda” por el cual la asignación 
de buffers en el centro de la línea (por ejemplo las soluciones 0_1_1_0 o 1_2_2_1) 
conduce a soluciones óptimas. Además se observa la indiferencia entre solucio-
nes simétricas. Por ejemplo la diferencia entre 1_1_2_1 y 1_2_1_1 es casi nula.  




Tabla 14. Ubicaciones óptimas de buffer para una línea de 5 máquinas con igual autocorrelación 
positiva. 


































El siguiente caso analizado consistió en la optimización de una línea de pro-
ducción con autocorrelación positiva de igual magnitud en todas las máquinas. 
Los resultados presentados en la Tabla 14 muestran que las soluciones óptimas 
no difieren de forma significativa del caso base sin autocorrelación. En este caso 
se observa el mismo predominio del fenómeno de “bóveda” e igualdad entre 
soluciones que sean imágenes especulares. El óptimo encontrado difiere para B=3 
(ya que es 1_1_1_0 mientras en el caso sin autocorrelación fue 0_1_1_1), pero esta 
diferencia no es significativa ya que la pequeña diferencia encontrada se explica 
por los errores de muestreo. Por tanto, aunque en los resultados se encontró un 
ligero debilitamiento de los efectos relativos al efecto bóveda, este fenómeno no 
se traduce en una alteración relevante de las soluciones óptimas al problema de 
asignación de buffers.  
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Tabla 15. Ubicaciones óptimas de buffer para una línea de 5 máquinas con igual autocorrelación 
negativa. 


































El escenario de autocorrelación negativa en todas las máquinas conduce a re-
sultados similares al del caso con autocorrelación positiva. Los resultados pre-
sentados en la Tabla 15 muestran que las soluciones óptimas no difieren de for-
ma significativa del caso base sin autocorrelación. Se observan tanto el fenómeno 
de bóveda como la igualdad entre soluciones que sean imágenes especulares. La 
similitud con los dos escenarios anteriores es casi completa por lo que se puede 
concluir que la presencia de autocorrelación positiva o negativa de forma homo-
génea en la línea (es decir, para líneas equilibradas) no altera de forma relevante 
la disposición óptima de buffers en la línea. La presencia de autocorrelación en 
estos casos sólo afecta el rendimiento, por lo que su omisión en un modelo con-
duciría a una sobreestimación o subestimación de la productividad real de la 
planta. Sin embargo, en la práctica resulta una circunstancia excepcional el en-
contrar una línea perfectamente equilibrada. Los dos escenarios siguientes se 
centran en casos con asimetría en la presencia de autocorrelación.  




Tabla 16. Ubicaciones óptimas de buffer para una línea de 5 máquinas con autocorrelación positi-
va en las dos primeras máquinas y negativa en las dos últimas. 
















4 1_1_1_1 0.818879 100% 
5 
1_2_1_1 0.830014 









El primer escenario analizado de asimetría en los coeficientes de autocorrela-
ción consistió en la simulación de una línea con autocorrelación positiva en un 
extremo y negativa en el contrario. La Tabla 16 muestra los resultados que como 
se ve, en general siguen siendo similares a los casos anteriores. Sin embargo se 
aprecian diferencias relevantes. Por un lado, para el caso B=2 la solución 1_0_1_0 
aparece segunda en la lista por debajo de la solución correspondiente al fenó-
meno bóveda 0_1_1_0. Sin embargo la solución 0_1_0_1 no aparece en la lista al 
presentar una diferencia superior a la diferencia de Tuckey. En el caso B=5 la 
solución 2_1_1_1 aparece en la lista por encima de 1_1_2_1 por lo que adopta la 
forma de bóveda. Pero las diferencias más significativas se observan para B=6, 
caso en que la mejor solución resulta ser 2_2_1_1. La solución correspondiente al 
fenómeno bóveda ocupa el puesto cuarto en la lista por debajo de las soluciones 
con mayores buffers en el inicio de la línea en el que se han ubicado las máquinas 
con autocorrelación positiva. 
Por ello estos resultados conducen a concluir que la disposición asimétrica de 
autocorrelación en la línea conduce a soluciones en las que los buffers deben ser 
idealmente ubicados en la proximidad de las máquinas con autocorrelación posi-
tiva.  
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Tabla 17. Ubicaciones óptimas de buffer para una línea de 5 máquinas con autocorrelación positi-
va en los extremos y negativa en el centro. 






























El último escenario simulado corresponde a una disposición en forma de bó-
veda invertida de los coeficientes de autocorrelación de las máquinas. La Tabla 
17 muestra las soluciones óptimas obtenidas. Cabe destacar que en los casos has-
ta B=5 las soluciones de reparto óptimas corresponden a las reglas habituales del 
fenómeno de bóveda observadas en el caso base. Sin embargo en el caso B=6 se 
observa una inversión del comportamiento descrito según el fenómeno de bóve-
da. En este caso la solución óptima hallada es 2_1_1_2. Aun así las diferencias 
entre la solución óptima, la solución en forma de bóveda y otras próximas como 
la 2_1_2_1 o la 1_1_2_2 son relativamente menores a los casos anteriores. 
Estos resultados permiten concluir que la ubicación de máquinas con autoco-
rrelación positiva en los extremos contrarresta el fenómeno bóveda causando que 
todas las soluciones que proporcionan un reparto aproximadamente homogéneo 
de los buffers presenten rendimientos similares. 
A modo de resumen se ha elaborado la matriz presentada en la Tabla 18 que 
muestra el porcentaje de soluciones óptimas coincidentes entre cada par de esce-
narios de autocorrelación. Los resultados confirman que los dos escenarios con 
un reparto no homogéneo de la autocorrelación difieren en mayor medida con 
los escenarios de reparto uniforme de la autocorrelación, tanto si es positiva co-
mo negativa. 




Tabla 18. Matriz de % medio de coincidencia entre las soluciones óptimas para los distintos esce-
narios de autocorrelación. 
 
0.4/0.4/0.4/0.4/0.4 -0.4/-0.4/-0.4/-0.4/-0.4 0.4/0.4/0/-0.4/-0.4 0.4/0/-0.4/0/0.4 0/0/0/0/0 
0.4/0.4/0.4/0.4/0.4 100% 100% 33% 50% 67% 
-0.4/-0.4/-0.4/-0.4/-0.4 100% 100% 33% 50% 67% 
0.4/0.4/0/-0.4/-0.4 33% 33% 100% 67% 67% 
0.4/0/-0.4/0/0.4 50% 50% 67% 100% 50% 
0/0/0/0/0 67% 67% 67% 50% 100% 
Finalmente los resultados de los experimentos descritos en esta sección lle-
van a las siguientes conclusiones de interés: 
 La presencia de autocorrelación en los tiempos de ciclo de un proceso puede 
conducir a cambios significativos en las soluciones al problema de asigna-
ción óptima de buffers. Estas diferencias son más relevantes si la disposición 
de los coeficientes de autocorrelación a lo largo de la línea no es uniforme o 
es asimétrica. 
 Si los coeficientes de autocorrelación son iguales para todas las máquinas de 
la línea las configuraciones óptimas de buffer coinciden con las de una línea 
equilibrada con tiempos de ciclo i.i.d. 
 La estrategia óptima para ubicación de buffers en una línea con autocorrela-
ción positiva consistiría en asignar los mayores buffers de forma contigua a 
las máquinas con autocorrelación positiva, respetando un reparto similar al 
de la disposición en bóveda. Si la autocorrelación de una máquina es negati-
va, al contrario, se podrán ubicar buffers de menor capacidad en su proximi-
dad. 
Además, se ha observado que las diferencias entre las distintas soluciones de 
buffer son de pocas décimas de punto porcentual entre las soluciones óptimas y 
las cercanas al óptimo. Por ello el beneficio que se puede obtener de la aplicación 
de métodos de optimización exactos es bajo mientras que el coste computacional 
es alto. Si la evaluación de una solución se hace mediante simulación el número 
de réplicas necesarias para obtener una estimación significativa de los efectos de 
un reparto concreto de buffers son notablemente elevadas. En este caso se reali-
zaron 500 réplicas pese a tratarse de una línea de sólo 5 máquinas. Para líneas 
reales en las que aumenta el número de máquinas y procesos de forma conside-
rable el coste computacional de las simulaciones necesarias para distinguir entre 
dos soluciones de asignación de buffer puede ser excesivo. Por otro lado, el or-
den de magnitud de los errores de los métodos analíticos de modelado de siste-
mas de colas excede el orden de magnitud de las diferencias entre soluciones de 
asignación, por lo que su utilidad real para la optimización de líneas es limitada. 
4.3.3. Efecto sobre el control de producción. 
El tercer experimento tuvo por fin determinar si las conclusiones que se deri-
van con respecto al mejor sistema de control del proceso son sensibles a la pre-
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sencia de autocorrelación en la línea. En este caso se ha optado por comparar las 
dos estrategias de control más básicas y adecuadas para líneas de producción en 
serie: un sistema de control por empuje (push) frente al sistema CONWIP. El 
funcionamiento de las líneas CONWIP fue presentado en el capítulo 3 de revi-
sión bibliográfica. Su única diferencia con una línea en serie operando en modo 
push es que la entrada de entidades en el sistema se bloquea en el momento en 
que se alcanza un determinado nivel de trabajo en curso (WIP). 
La comparación entre una línea en serie de empuje y una línea CONWIP se 
ha realizado desde dos puntos de vista: 
 Para un mismo valor establecido de la capacidad total de los buffers B de-
terminar qué opción proporciona el mayor rendimiento. 
 Para un mismo nivel de trabajo en curso WIP determinar qué opción propor-
ciona el mayor rendimiento. 
En el primer caso se está determinando qué configuración es más adecuada 
para aquellas líneas en que los costes asociados a los buffers vienen dados fun-
damentalmente por los costes asociados a la capacidad física de almacenamiento 
y por tanto se busca qué opción, para un coste fijado, proporciona la máxima 
producción. En el segundo caso se obtiene qué alternativa de configuración es 
más adecuada para una situación en que los costes de almacenamiento dependan 
de la cantidad del trabajo en curso, por ejemplo debido a que se incurra en altos 
costes de oportunidad, a que el producto presente una rápida obsolescencia o 
que sufra algún tipo de proceso de degradación como en productos perecederos. 
Para definir los escenarios del experimento se ha partido de la misma línea 
en serie de 5 máquinas estudiada en los apartados anteriores. En este caso se han 
considerado los siguientes escenarios de autocorrelación en tiempos de ciclo: 
 Coeficiente de correlación positivo        igual para todas las máquinas. 
 Caso sin efectos de autocorrelación. 
 Coeficiente de correlación negativo         igual para todas las máquinas. 
Como factores del experimento es este caso se tiene además las capacidades 
de los 4 buffers intermedios    que en este caso se han asumido todas iguales y la 
cantidad de trabajo en curso máxima admitida en el sistema   . El trabajo en 
curso debe ser menor o igual a la capacidad total de los buffers más el número de 
máquinas ya que en caso contrario no habría espacio en el sistema para que pu-
dieran entrar todas las entidades, es decir,      ∑   
 
   . 
Para simular la línea CONWIP el método más simple es emplear una línea de 
producción cerrada con un número de entidades igual a WIP. De esta forma se 
asegura que en el sistema nunca haya más de WIP entidades y que en el momen-
to en que una entidad termina de ser procesada es reenviada al inicio del proceso 
de forma análoga a si se iniciase el procesamiento de una nueva entidad. Para 
asegurar la correcta sincronización del proceso de reentrada se dispone de un 




buffer de conexión entre la salida y la entrada con capacidad WIP de tal forma 
que todas las entidades pudieran ser albergadas en el mismo en caso de que se 
produjeran bloqueos en el inicio de la línea. En el momento en que se inicia la 
simulación todas las entidades se ubican en el buffer auxiliar de reentrada de 
forma que el sistema está inicialmente vacío al igual que en los casos anteriores. 
La Figura 9 muestra un diagrama del modelo empleado. 
 
Figura 9. Diagrama del modelo de línea CONWIP adoptado. 
Con respecto a los escenarios definidos relativos a las capacidades de buffer, 
se han considerado los siguientes casos: 
 La capacidad de los buffers ha sido asumida de igual valor para todos los ca-
sos. Los niveles introducidos han sido      y     . 
 Para cada escenario de capacidad de los buffers se han definido un conjunto 
de escenarios de los valores WIP máximos (      ). Los valores considera-
dos han sido los siguientes: 
o Para el caso      se han introducido los valores       desde 6 hasta 
el máximo de 9. 
o Para el caso      se han introducido los valores       desde 7 hasta 
el máximo de 13. 
La Figura 10 presenta los resultados de la simulación con 500 réplicas por es-
cenario para el caso en que la capacidad de los buffers es 1. El escenario con 
         es análogo a una línea Push convencional ya que el máximo número 
de entidades en la línea es igualmente de 9 y el mecanismo de control CONWIP 
no entraría por tanto en acción. Los resultados muestran cómo a medida que se 
incrementa la restricción de        se incrementa el rendimiento de la línea 
dado por la tasa de producción. Este es el comportamiento esperable, y la deci-
sión sobre si el sistema CONWIP debe ser empleado o no depende de la relación 
entre los costes del trabajo en curso y los beneficios adicionales por una mayor 
tasa de producción.  
Se observa que para una restricción fuerte del trabajo en curso         el 
rendimiento y el trabajo en curso medio (WIP) no dependen de la presencia de 
autocorrelación. A medida que se incrementa       el rendimiento aumenta, 
con incrementos marginales decrecientes. Los incrementos son mayores en el 
caso de autocorrelación negativa y menores con autocorrelación positiva, lo que 
sugiere que la presencia de autocorrelación negativa hace que el sistema de con-
B1M1 M2 B4 M5B2 M3 B3 M4
Buffer 
Reentrada
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trol Push (        ) proporcione un mayor rendimiento que la autocorrela-
ción positiva. En este otro caso las pérdidas de rendimiento por adoptar el meca-
nismo de control CONWIP son relativamente menores. 
 
Figura 10. Gráfica de rendimiento y trabajo en curso (WIP) de una línea CONWIP con buffers de 
capacidad 1. 
En el segundo experimento realizado se obtuvieron los rendimientos y traba-
jo en curso medio para una capacidad de los buffers igual a 2. La Figura 11 mues-
tra los resultados, donde se puede apreciar que para          o superior las 
diferencias entre los resultados del sistema de control CONWIP y Push son mí-
nimas en cuanto a rendimiento pero de mayor magnitud en cuanto a trabajo en 
curso medio. En este caso puede observarse que las diferencias entre los tres 
escenarios de autocorrelación se producen en las magnitudes absolutas del ren-
dimiento pero la evolución con respecto a la restricción       es análoga. Los 
tres casos presentan un incremento en el rendimiento parecido, con incrementos 
marginales fuertemente decrecientes, sobre todo en el caso de autocorrelación 
negativa ya que es el presenta un rendimiento más elevado. 
5 6 7 8 9
ρ | ϕ=-0.5 76.85% 90.28% 93.49% 94.21% 94.23%
ρ | ϕ=0 76.20% 86.65% 89.32% 90.11% 90.20%
ρ | ϕ=0.5 75.18% 82.32% 84.06% 84.69% 84.86%
WIP | ϕ=-0.5 3.842 5.659 6.358 6.727 6.759
WIP | ϕ=0 3.812 5.556 6.190 6.521 6.575





































Figura 11. Gráfica de rendimiento y trabajo en curso (WIP) de una línea CONWIP con buffers de 
capacidad 2. 
Por ello en este caso no se observa un cambio destacable en el efecto del sis-
tema de control en el rendimiento más allá del efecto ya explicado anteriormente 
de que la presencia de autocorrelación positiva lo reduce y la autocorrelación 
negativa lo incrementa. 
4.4. VARIABILIDAD EN MÚLTIPLES ESCALAS TEMPORALES 
4.4.1. Modelo de variabilidad en dos escalas temporales 
En los apartados anteriores se ha considerado el efecto que la variabilidad en 
los tiempos de ciclo ejercía sobre el rendimiento de un proceso. Los modelos 
habitualmente empleados en teoría de colas recogen también la variabilidad en 
los tiempos entre llegadas de entidades al sistema, por lo que en ambos casos el 
7 8 9 10 11 12 13
ρ | ϕ=-0.5 93.83% 95.68% 96.49% 96.81% 96.90% 96.89% 96.89%
ρ | ϕ=0 90.10% 92.16% 93.13% 93.70% 93.71% 93.78% 93.89%
ρ | ϕ=0.5 85.08% 86.79% 87.78% 88.28% 88.41% 88.45% 88.55%
WIP | ϕ=-0.5 6.530 7.324 8.018 8.534 8.736 8.807 8.836
WIP | ϕ=0 6.463 7.212 7.892 8.377 8.675 8.710 8.740
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estudio se ciñe al modelado de variabilidad en la escala temporal de ciclos de 
ejecución del proceso. 
Sin embargo, frecuentemente se encuentran fuentes de variabilidad de un 
proceso cuyo efecto sobre el rendimiento se mantiene aproximadamente constan-
te de un ciclo de ejecución al siguiente y cuyas variaciones sólo se aprecian en 
escalas temporales mayores. Así por ejemplo el rendimiento de un trabajador 
puede depender de factores motivacionales o fisiológicos como el cansancio que 
suelen variar entre distintos días, originando variabilidad en los tiempos de ciclo 
de un proceso en la escala temporal de jornadas de trabajo. Los mismos efectos 
se pueden apreciar dentro de las distintas horas de una jornada, los días dentro 
de la semana o en otros horizontes temporales mayores. 
En determinados procesos, los factores ambientales pueden también jugar un 
papel destacado. Los cambios en las condiciones de iluminación, temperatura o 
humedad pueden afectar tanto a los propios procesos de transformación física de 
un producto como a la productividad de los factores de producción, principal-
mente los trabajadores que operan en la línea. Como ejemplo destacado puede 
citarse la operación de un buque factoría dedicado a la pesca de merluza publi-
cado por Rego Monteil et al. (2012). Este es un ejemplo destacado de variabilidad 
en diversas escalas temporales puesto que, a mayores, a la variabilidad de las 
características del insumo del proceso (unidades de pescado vivo recién captura-
das) se suma la variabilidad entre diferentes lances de los aparejos de pesca que 
originan importantes cambios en la distribución estadística de las características 
de los insumos en la escala temporal de horas. 
Las variaciones en los procesos de demanda también constituyen otra fuente 
de variabilidad importante en un proceso, actuando tanto sobre las cantidades 
producidas como sobre los propios productos que se fabrican en una línea. Estas 
variaciones suelen presentar una destacada componente estacional y efectos rela-
tivos al día de la semana, aunque dependen fuertemente del sector y del merca-
do particular de cada producto. 
Una diferenciación importante que ha de establecerse entre estas fuentes de 
variabilidad en distintas escalas temporales se refiere a la posibilidad de modelar 
su tendencia y efectos estacionales o no. Si estas variaciones presentan una ten-
dencia en sus cambios o algún patrón de variación cíclica entonces la metodolo-
gía adecuada para la simulación del proceso es el empleo de los modelos no esta-
cionarios. En la literatura relativa a simulación de procesos el ejemplo más habi-
tual y destacable de modelos no estacionarios se refiere a los modelos de proce-
sos de Poisson no homogéneos. 
Este trabajo sin embargo se centrará en el modelado de la variabilidad en 
múltiples escalas temporales en los casos en que no es posible establecer una 
tendencia. Este estudio también sería aplicable en el caso anterior, una vez elimi-
nada la componente de tendencia de las series temporales. 




El estudio se centrará en la consideración de dos escalas temporales: el ciclo 
de ejecución del proceso y otra escala temporal mayor asociada a efectos horarios 
o ligados al calendario (que podrían ser horas, días, semanas o meses por ejem-
plo). La escala temporal mayor será relativa al período temporal de duración   y 
los sucesivos periodos serán identificados por el subíndice  . Las variables aso-
ciadas a los ciclos de ejecución serán identificadas por el subíndice   cuyo valor 
será definido como el número de entidades procesadas desde el inicio del perio-
do temporal   hasta el paso de la entidad considerada. 
El modelo general que se adoptará en este estudio se basa en la asunción de 
que la distribución marginal de los tiempos de ciclo permanece constante a lo 
largo del tiempo pero sus parámetros varían según el período temporal  . Enton-
ces el proceso de variación de los tiempos de ciclo será descrito por la distribu-
ción: 
       (          ) (49) 
Dónde: 
      se refiere a la duración del ciclo de ejecución   del servidor considerado 
durante el periodo temporal  . 
    se refiere a la distribución marginal de los tiempos de ciclo. 
            son los   parámetros de la distribución marginal. 
Ha de notarse que aunque la asunción de distribución marginal constante es 
evidentemente restrictiva, en la práctica existen familias de distribuciones lo 
suficientemente flexibles y generales como para que este modelo genérico permi-
ta su aplicación en un gran número de casos prácticos. 
La evolución de los parámetros de la distribución será entonces descrita por 
una serie temporal estacionaria cuya distribución marginal será: 
       (          ) (50) 
Dónde: 
      es el parámetro   de la distribución marginal de los tiempos de ciclo con 
       . 
    es la distribución marginal del parámetro  . 
           son los     parámetros de la distribución marginal del parámetro  . 
El modelo propuesto implica que la serie temporal de tiempos de ciclo no es 
estacionaria ya que su función de distribución depende del periodo   de la escala 
temporal mayor. Por otro lado, es un modelo que permite la consideración de 
diferentes tipos de autocorrelación mediante el empleo de modelos ARTA. Dado 
que en los modelos ARTA se especifican por separado la distribución marginal 
de la serie temporal y los efectos de autocorrelación mediante un proceso auto-
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rregresivo, en este caso los parámetros      de la distribución marginal de los 
tiempos de ciclo pueden ser igualmente generados mediante un proceso estocás-
tico con periodo temporal   mientras que la dependencia entre observaciones 
consecutivas de la variable puede es modelada mediante un modelo autorregre-
sivo. 
 
Figura 12. Ejemplo de serie temporal de tiempos de ciclo para un modelo con variabilidad en dos 
escalas temporales. 
La Figura 12 muestra un ejemplo de serie temporal de tiempos de ciclo (línea 
azul) con variabilidad en dos escalas temporales: los ciclos de ejecución y perio-
dos constantes de duración  . En este ejemplo la distribución marginal de los 
tiempos de ciclo depende del parámetro    cuya distribución marginal depende 
de un parámetro  . 
La definición genérica proporcionada presenta una dificultad de cara a su 
empleo en un modelo de simulación relativa a la generación de los tiempos de 
ciclo durante el cambio de un periodo   al siguiente    . Debido a que la distri-
bución cambia de un periodo al siguiente, si la generación de un tiempo de ciclo 
iniciado al final del periodo   conduce a un ciclo que termina en     entonces el 
valor generado con la distribución en   no es válido. Para ello se propone la co-
rrección descrita a continuación y basada en el método de simulación de Monte-
carlo. 
Sea    una serie temporal con distribución marginal  (   ) usada para gene-
rar los valores de los tiempos de ciclo mediante la función de distribución inver-
sa de la variable     . Es decir,        
  (  ). Sea      el instante de tiempo en que 






















ciclo   del proceso de producción. Entonces el método de corrección lo emplea-
remos para obtener la duración del tiempo de ciclo      asumiendo que el valor 
        
  (  )      , es decir, que de acuerdo con el valor generado mediante la 
distribución uniforme el ciclo terminaría en el periodo    . 
El método de corrección propuesto se basará en dividir el valor generado por 
la distribución uniforme en dos valores correspondientes a los intervalos   e     
que serán transformados en el valor del tiempo de ciclo mediante la inversa de la 
distribución en cada intervalo. Entonces el tiempo de ciclo se obtendrá como: 
     (          )        
  (       (          )) (51) 
En la ecuación indicada            es el tiempo restante desde el inicio del ci-
clo   hasta el final del intervalo que corresponde al valor que sería generado con 
la distribución durante el periodo   (    ). A partir de este valor se obtiene el valor 
de la distribución uniforme que hubiera conducido a un tiempo de ciclo      
     , es decir,     (          ). Este valor será menor al valor    generado aleato-
riamente ya que         
  (  )              (          ). Entonces, el valor 
restante para completar el ciclo será generado mediante la distribución inversa 
para el periodo     mediante       
  (       (          )). 
El procedimiento es compatible con el empleo de modelos ARTA ya que en 
dicho modelo el proceso AR es inicialmente transformado en una variable alea-
toria uniforme U(0,1) y por tanto es de aplicación el método indicado. 
4.4.2. Efectos de autocorrelación en dos escalas temporales. 
La serie temporal de tiempos de ciclo va a presentar propiedades estadísticas 
diferentes en el caso del modelo con dos escalas temporales con respecto a las 
propiedades de los procesos empleados en los apartados previos. En este aparta-
do se realizará un estudio de los efectos que tiene la consideración de las dos 
escalas temporales de variabilidad sobre el rendimiento de una línea de produc-
ción simulada en el software Delmia Quest V5R20. La variabilidad en los pará-
metros de los tiempos de ciclo será modelada mediante procesos AR de primer 
orden. Adicionalmente se estudiarán dos morfologías de líneas de producción: 
una línea en serie y una línea de ensamblaje. La línea de ensamblaje será estu-
diada ya que es uno de los tipos de línea de producción más frecuentemente 
empleados en la práctica y se buscará comprobar si los resultados obtenidos con 
una línea en serie son aplicables a este caso. 
Todos los parámetros de los procesos han sido seleccionados de tal forma 
que los resultados de un escenario sean comparables a los demás. Se consideran 
las siguientes condiciones de la simulación: 
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 En la entrada del proceso hay siempre entidades disponibles para iniciar el 
proceso. 
 La distribución marginal de los tiempos de ciclo es una log-normal cuya me-
dia varía de acuerdo con un proceso autorregresivo. Para su generación se 
emplea la siguiente expresión en la que    sigue una distribución log-normal 
con media 1 y desviación 1/3 de tal forma que  (    )     y el coeficiente de 
variación de los tiempos de ciclo es 1/3    
 (    )
 (    )
     : 
           (52) 
 Las capacidades de todos los buffers intermedios son establecidas iguales a 1. 
 La variable de respuesta en la simulación es el rendimiento de acuerdo a la 
definición establecida en (48). 
En este caso la variabilidad en las escala temporal mayor   es generada me-
diante un proceso AR(1) dado por la ecuación siguiente: 
       (      )     (53) 
Siendo   el parámetro del proceso igual al coeficiente de autocorrelación de 
primer orden,   la media de tiempos de ciclo a largo plazo y    un proceso de 
error gaussiano blanco con desviación   . La media a largo plazo fue establecida 
en todos los casos en    . 
El primer experimento llevado a cabo consistió en la simulación de una línea 
en serie de tres máquinas como la indicada en la Figura 13. El modelo incluye la 
fuente generadora de entidades, tres máquinas, dos buffers intermedios, el su-
midero y dos elementos de control que generan y almacenan las series tempora-
les de producción y tiempos de ciclo. En el experimento se realizaron 200 simula-
ciones de 2000 unidades de tiempo con un tiempo de calentamiento de 100 uni-
dades de tiempo. 
 
Figura 13. Modelo Quest de línea en serie de 3 máquinas. 
Los factores considerados en el experimento fueron: 
 La longitud del periodo de generación de la serie temporal de parámetros de 
la distribución  . La relación     en este caso proporciona un indicador de la 
relación entre las dos escalas temporales.   es la media a largo plazo de los 




tiempos de ciclo y por ello define la escala temporal de los ciclos del proceso 
mientras que   es la escala de variación de la distribución del proceso. Para 
este valor se consideraron los niveles   {           }. 
 El parámetro   del modelo AR(1). Para este parámetro se consideraron los 
niveles   {                     }. 
 La desviación estándar el proceso AR(1)   . Se consideraron los niveles 
   {     }. El caso      corresponde a un modelo en que no se introduce 
variabilidad en la escala temporal  , es decir, se corresponde con un modelo 
de tiempos de ciclo i.i.d. 
Tabla 19. Rendimiento de la línea en serie de 3 máquinas en función de   y    (intervalos de con-
fianza del 95%). 
T 5 10 50 100 
           92.21%±0.07% 92.18%±0.07% 92.17%±0.07% 92.20%±0.07% 
       
       90.88%±0.08% 89.22%±0.10% 87.39%±0.20% 87.41%±0.29% 
       91.20%±0.08% 90.53%±0.08% 89.60%±0.12% 89.34%±0.16% 
      90.92%±0.08% 90.41%±0.10% 89.69%±0.14% 89.72%±0.18% 
      90.29%±0.09% 89.78%±0.11% 89.46%±0.21% 89.24%±0.29% 
      87.28%±0.19% 87.13%±0.26% 87.25%±0.55% 86.87%±0.64% 
Los resultados de la simulación se muestran en la Tabla 19 y en la Figura 14. 
Tal y como se puede ver la relación entre la escala temporal mayor y la escala de 
ciclos de ejecución afecta de manera muy importante al rendimiento de la línea 
con respecto al caso base. De los resultados se pueden resaltar las siguientes con-
clusiones: 
 Al incrementarse la relación entre las dos escalas temporales     el impacto 
sobre el rendimiento de la línea es menor para todos los escenarios de   . Sin 
embargo también se aprecia que los decrementos marginales son decrecien-
tes. 
 En los escenarios con autocorrelación negativa para el valor     el rendi-
miento es mayor o igual al del caso sin autocorrelación. Sin embargo, a me-
dida que se incrementa la relación     los casos con autocorrelación negativa 
reducen de manera muy relevante el rendimiento de la línea de tal forma 
que para       el caso        es similar a      . 
 Los casos con autocorrelación positiva afectan de forma muy significativa al 
rendimiento de la línea. Puede observarse además que en el caso de autoco-
rrelación positiva de un valor muy elevado (     ) el rendimiento es muy 
bajo para todos los valores de   y apenas se incrementa con la relación entre 
las dos escalas. Este resultado implica que la presencia de correlación positi-
va de alto orden en múltiples escalas temporales reduce en gran medida el 
rendimiento del proceso independientemente de la escala. 
 Al incrementarse     se incrementa la desviación de la variable de respuesta 
tal y como muestran las amplitudes de los intervalos de confianza. Este re-
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sultado implica en primer lugar que la variabilidad en la tasa de producción 
de la línea será mayor, por lo que un proceso que experimente variaciones no 
estacionarias en múltiples escalas temporales presentará una mayor variabi-
lidad en su tasa de producción y requerirá por tanto de mayores stocks de 
seguridad de productos terminados. Además, la obtención de resultados 
significativos requerirá de simulaciones más largas y los tamaños de muestra 
para ajuste de los modelos estadísticos deberán ser mayores. 
 
Figura 14. Rendimiento de la línea en serie de 3 máquinas en función de   y   . 
El otro caso simulado consistió en una línea de ensamblaje con tres máquinas 
tal y como muestra la Figura 15. A partir de dos máquinas que procesan los dos 
insumos del proceso en paralelo, sus productos confluyen en una tercera máqui-
na que realiza el ensamblaje. El ensamblaje se realiza entre una pieza de cada 
una de las dos entradas. Los dos productos para ensamblar se almacenan en 
buffers separados de igual capacidad 1. 
 
Figura 15. Modelo Quest de línea de ensamblaje de 3 máquinas (2-1). 
Las condiciones de experimentación y escenarios de análisis son idénticos a 























se muestran en la Tabla 20 y la Figura 16. Como se puede ver no difieren signifi-
cativamente de los observados en el caso de la línea en serie y por tanto las con-
clusiones obtenidas son aplicables a este caso. 
Tabla 20. Rendimiento de la línea de ensamblaje de 3 máquinas en función de   y    (intervalos 
de confianza del 95%). 
T 5 10 50 100 
           92.26%±0.07% 92.24%±0.06% 92.18%±0.06% 92.19%±0.06% 
       
       90.96%±0.08% 89.13%±0.10% 87.16%±0.22% 87.20%±0.32% 
       91.39%±0.07% 90.62%±0.09% 89.54%±0.13% 89.29%±0.19% 
      91.15%±0.09% 90.47%±0.09% 89.79%±0.13% 89.87%±0.19% 
      90.40%±0.10% 89.87%±0.11% 88.93%±0.14% 89.09%±0.27% 
      87.39%±0.19% 87.32%±0.31% 86.30%±0.49% 87.14%±0.80% 
 
Figura 16. Rendimiento de la línea de ensamblaje de 3 máquinas en función de   y   . 
4.4.3. Relación con el fenómeno de Hurst. 
En el capítulo de Antecedentes se vio que de los modelos de series tempora-
les empleados en simulación de eventos discretos los únicos en que se ha estu-
diado de forma específica la relación entre la varianza de la serie y la escala tem-
poral son los modelos de series de larga memoria empleados para el análisis de 
redes de comunicaciones. En la revisión bibliográfica llevada a cabo no se encon-
tró ningún trabajo que analizara de forma específica cómo la escala temporal de 
análisis afecta a la varianza de las variables de una línea de producción. Esto se 
debe principalmente a que bajo la hipótesis i.i.d. que es adoptada en la mayoría 
de los trabajos el teorema central del límite implica que la varianza de la series 
temporales agregadas tienda a incrementarse linealmente con la escala temporal 
independientemente de las distribuciones concretas del modelo (siempre y 
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Para explicar este comportamiento se parte de la serie temporal    (que po-
dría ser tanto los tiempos entre llegadas como los tiempos de ciclo del proceso). 
La serie temporal agregada en la escala temporal   vendrá dada entonces por 
  
( )  ∑   
 
   . Entonces la varianza de la serie agregada   
( ), por el teorema cen-
tral del límite y para   suficientemente elevado, será igual a: 
  [  
( )]      [  ] (54) 
Si no se cumple la hipótesis i.i.d. debido a la presencia de autocorrelación en 
la serie pero ésta puede ser modelada por un proceso autorregresivo con decai-
miento exponencial de la función de autocorrelación entonces se sigue mante-
niendo la relación lineal entre las varianzas, aunque cambia la constante de pro-
porcionalidad. 
Por ejemplo, asumiendo que la serie temporal    sigue un proceso autorre-
gresivo de primer orden AR(1) con autocorrelación igual al parámetro   del pro-
ceso, entonces se puede obtener fácilmente la varianza de la serie agregada. Esta 
varianza será: 
  [  
( )]    [∑  
 
   
]      [  ]   ∑ ∑    (     )
 
     
 
   
 (55) 
Empleando la notación habitual para definir la función de autocovarianza 
   (     )       y teniendo en cuenta que para un proceso AR(1) la función de 
autocovarianza es          
|   | entonces resulta: 
  [  
( )]     (   ∑ ∑  
|   |
 
     
 
   
) (56) 
Calculando el sumatorio del subíndice   queda: 
  [  
( )]     (  
  
   
(∑    
 
   
  )) (57) 
Que finalmente resulta en: 
  [  
( )]       (  
  
   
)       
  (    )
(   ) 
 (58) 
Para   suficientemente elevado la expresión anterior es aproximadamente 
igual a: 
  [  
( )]       (  
  
   
) (59) 




Con lo que se comprueba que el incremento de la varianza con la escala es li-
neal aunque se encuentra multiplicado por un factor que depende del coeficiente 
de autocorrelación de la serie   
  
   
. Para casos con autocorrelación positiva la 
pendiente de la recta de varianza frente a   será mayor a 1 y para casos con auto-
correlación negativa será inferior a 1. 
La evolución de la varianza de la serie agregada en función de la escala tem-
poral difiere de la que se observaría en caso de producirse el fenómeno de Hurst. 
En este caso la varianza en función de la escala temporal sería, según (17): 
  [  
( )]         (60) 
Donde en los casos con        el crecimiento de la varianza con la escala 
será de un orden superior al que se obtendría asumiendo i.i.d. Si    es una serie 
temporal i.i.d. e    es una serie temporal afectada por el fenómeno de Hurst, y 
ambas tienen igual varianza en sus distribuciones marginales, entonces la rela-
ción entre sus varianzas en función de la escala temporal será aproximadamente: 
  [  
( )]
  [  
( )]
       (61) 
Que cuando    , siendo      , también tenderá a infinito. 
El modelo definido en esta sección para modelar series temporales con dos 
escalas de variación permite aproximar series que presenten el fenómeno de 
Hurst ya que al introducir variabilidad en una escala temporal mayor a los ciclos 
de ejecución del proceso entonces se podrá logar que para esa escala temporal la 
varianza del proceso agregado sea igual a la que se obtendría con el fenómeno de 
Hurst mientras que para la escala de ciclos de ejecución seguirá siendo igual a la 
varianza de la distribución marginal. 
En este caso se adoptará un modelo multiplicativo similar al empleado en el 
experimento de simulación del apartado previo. Siendo   el subíndice relativo al 
periodo de tiempo de la escala temporal   y   el subíndice relativo a la escala 
temporal de ciclos de ejecución, entonces para la serie      se considerará el mode-
lo: 
             (62) 
En el cual el proceso    modela variaciones en la media de la variable en pe-
riodos de tiempo de longitud   y      modela la variabilidad entre ciclos de ejecu-
ción. La media de la distribución de      será 1 de forma que la media del proceso 
sea  [    ]     y el coeficiente de variación de la variable durante el periodo   
   
 [    ]
 [    ]
  [    ] sea la desviación de     . 
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Entonces el valor agregado de la serie   
( ) para   observaciones de la varia-
ble será, para un valor suficientemente elevado de la escala temporal: 
  
( )     ∑    
 
   
 (63) 
Que, asumiendo que los valores      son i.i.d. permite la aplicación del teore-
ma central del límite que implica que la distribución de la variable    ∑     
 
    
sea una normal con media   y varianza      . 
Entonces la varianza de la serie agregada, ya que las variables    y    son in-
dependientes, se obtiene (por las propiedades de la varianza de un producto de 
variables aleatorias) como: 
  [  
( )]                [  ]      
    [  ] (64) 
Donde   es la media de la serie    empleada para generar la variabilidad en 
la escala temporal mayor. 
La expresión anterior es igual a: 
  [  
( )]   (         [  ]  (    
 )) (65) 
Si se hace     
      entonces se puede buscar el valor de la varianza del 
proceso de la escala temporal   tal que la varianza sea igual a la que se obtendría 
bajo el fenómeno de Hurst: 
    
         
 [  ]  (    
 ) (66) 
Como para   suficientemente elevado      entonces esta expresión se 
puede aproximar como sigue: 
  [  ]     ( 
      ) (67) 
Esta última ecuación permite comprobar que la consideración del modelo 
con dos escalas temporales proporciona una aproximación a una serie temporal 
afectada por el fenómeno de Hurst. Por tanto los resultados obtenidos en el apar-
tado anterior son extensibles, como una aproximación, a procesos productivos en 
los que haya variables como tiempos de ciclo que presenten “memoria larga”. 
Sin embargo, el hecho de que los modelos con dos escalas temporales permi-
tan aproximar este tipo de procesos, no implica necesariamente que un proceso 
con variabilidad en múltiples escalas sea originado por el fenómeno de Hurst. Es 
igualmente posible que la variabilidad en una escala temporal superior a los 
ciclos de ejecución del proceso sea causada por algún fenómeno específico del 
proceso productivo que en escalas mayores no se ajuste al fenómeno de Hurst. 




Estos casos serán reconocibles porque el crecimiento de la varianza de la serie 
con la escala temporal para escalas superiores a   será lineal.  
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CAPÍTULO 5 
Caso de estudio: planta de 
fabricación de pizarras 
En este capítulo se presenta el caso de estudio consistente en el desarrollo de 
un modelo de simulación para la mejora de una planta de fabricación de pizarras. 
Este caso representa un ejemplo paradigmático de un proceso de producción 
altamente variable debido a la componente fundamentalmente humana de los 
trabajos que se llevan a cabo para la fabricación de la pizarra y sobre todo a las 
propiedades físicas heterogéneas del material extraído en cantera.  
Esta variabilidad intrínseca del producto afecta a todas las etapas del proceso 
productivo porque la presencia de impurezas y defectos en el interior del mate-
rial no es descubierta hasta que ha sido transformada en las etapas finales del 
proceso en las láminas que se emplean para fabricación de cubiertas. Además, el 
proceso de extracción de la piedra en cantera y sus propiedades heterogéneas a 
lo largo de la misma causan persistencia en las características del producto pro-
cesado que tiene su reflejo en la presencia de autocorrelación en las series tempo-
rales de parámetros del proceso. 
El desarrollo del proyecto de simulación se llevó a cabo con el fin de lograr 
una mejora del proceso en cuanto a los siguientes objetivos: 
 Incrementar el conocimiento del proceso y de la productividad de los diver-
sos recursos de producción. 
 Rediseñar el layout con el fin de hacer un proceso más eficiente. 
 Reducir los costes de producción asumiendo que se mantiene la misma tasa 
de producción a través de la reducción de operaciones innecesarias, el núme-
ro de operarios y el trabajo en curso. 
El desarrollo del modelo requirió de un trabajo intensivo en la recopilación y 
análisis de datos e implementación de rutinas en Delmia Quest V5R20 que fue el 
simulador escogido por sus funcionalidades de simulación 3D.  
Modelar el proceso de variación temporal de las propiedades del material ex-
traído y otros parámetros del proceso requirió del desarrollo de un modelo con 
dos escalas temporales de variación de los parámetros, relativas a los tiempos de 
ciclo de ejecución del proceso y a sus ciclos de producción. Por ello el sistema 
constituye un caso de aplicación directa de la teoría sobre modelado de series 




temporales para simulación líneas de producción desarrollada en el capítulo 
anterior.  
A lo largo del capítulo se proporcionará una descripción del proceso produc-
tivo, se presentará el modelo conceptual desarrollado que recoge los principales 
parámetros así como un análisis cualitativo de sus relaciones en el que se basó la 
asunción de varias hipótesis del modelo, se mostrarán los resultados y conclu-
siones extraídas del análisis estadístico de los datos recopilados, se explicará de 
forma resumida la implementación del modelo y se analizarán los resultados de 
los modelos de simulación desarrollados. Por un lado se expondrán las diferen-
cias obtenidas entre un modelo de simulación que incluye las dos escalas tempo-
rales mencionadas y otro que no las incluye, mostrando cómo el correcto mode-
lado de la variabilidad en ambas y los efectos de autocorrelación fueron aspectos 
necesarios para lograr desarrollar un modelo válido del sistema. Por otro lado se 
presentarán los resultados obtenidos en la simulación de un nuevo diseño de 
planta basado en principios de fabricación Lean y cómo la estrategia inicialmente 
adoptada de maximizar el espacio dedicado a buffers de almacenamiento inter-
medio en la práctica empeoraba el comportamiento de la línea. 
5.1. DESCRIPCIÓN DEL PROCESO 
La fabricación de láminas de pizarra para cubiertas es una actividad altísi-
mamente costosa en términos de eficiencia. Baste decir que en casos como el que 
nos ocupa, donde se persigue la obtención de los productos de mayor valor aña-
dido del mercado en cuestión, únicamente un 3% del material extraído en cante-
ra se convierte en producto final. La transformación de un bloque de pizarra de 
varias toneladas en una fina lámina de sólo varios milímetros de espesor requie-
re un elevado consumo energético así como la dedicación de importantes niveles 
de recursos tanto materiales como humanos.  
El proceso en su conjunto está sometido a la variabilidad intrínseca de la 
piedra natural que determina a su vez la naturaleza reactiva del sistema de pro-
ducción. El desarrollo de un modelo de simulación de eventos discretos propor-
ciona un entorno sistemático de análisis para la caracterización de lo que es en la 
actualidad un sistema altamente dinámico, variable e intensivo en mano de obra. 
La industria de producción de pizarra se caracteriza por ser un sector muy 
tradicional en el que se ha producido un escaso desarrollo tecnológico además de 
una transferencia tecnológica muy reducida desde otros sectores. Se trata de una 
industria en la que se transforma material natural, y en consecuencia, con carac-
terísticas y calidades muy heterogéneas, y en la que se hace un uso intensivo de 
mano de obra en unas condiciones duras y exigentes físicamente para el trabaja-
dor. Por otro lado, es una industria minera con escaso impacto ambiental en 
cuanto a requerimientos energéticos, en la que los residuos sólidos generados 
resultan inertes, pero con un importante impacto paisajístico provocado funda-
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mentalmente por la bajísima tasa de aprovechamiento que actualmente se puede 
alcanzar del material extraído. 
El proceso productivo se inicia en cantera con la extracción de la pizarra en 
bloques de gran tamaño denominados rachones. Para esto, se emplean explosivos 
de baja potencia que dan como resultado formas muy irregulares que afectan a 
las etapas posteriores del proceso en lo que a capacidad de aprovechamiento del 
material y definición de medios y tareas se refiere. 
 
Figura 17. Operación de Extracción en Cantera. 
Estos bloques son luego transportados a la nave de elaborado y acumulados 
en un patio de almacenaje de material de cantera. Este almacenaje de rachones 
permite hacer frente a las variaciones en la tasa de producción de extracción en 
cantera, que es muy variable debido a la fuerte heterogeneidad de las vetas de 
pizarra, además del efecto de factores ambientales. 
La primera etapa de obtención de la pizarra es una exfoliación basta median-
te una pala cargadora por medio de un sistema de pinza y martillo percutor. Esta 
primera división del material tiene la función de conseguir bloques con dimen-
siones en altura adecuadas para la posterior operación de serrado. Estos bloques 
son introducidos en la nave y cargados mediante una grúa de pinzas en las cintas 
transportadoras que los conducen a las mesas de corte. 
  
Figura 18. Operaciones de Corte y Entrada de Rachones en la Nave de Serrado. 
 
El resultado del corte en las sierras son bloques de tamaño adecuado para la 
fase posterior de labrado, en la cual se produce la exfoliación de la pizarra en 
láminas del espesor deseado. Las puntas, bordes y partes no aprovechables de 




los bloques son vertidos en una cinta de residuos que los transporta al exterior 
de la nave a una tolva de recogida de desechos. El proceso requiere también de 
importantes cantidades de agua para mantener las pizarras húmedas, ya que en 
caso contrario, no sería posible su exfoliación. Además, cumple la función de 
absorber el polvo generado. Esta presencia de agua en la planta origina un am-
biente de trabajo frío y húmedo, especialmente duro en invierno. 
  
Figura 19. Operaciones de Serrado Longitudinal y Transversal de los Rachones para la obtención 
de Bloques. 
El transporte de piezas serradas hasta la fase de labrado tiene lugar a través 
de un sistema de cintas transportadoras seguido de un carro motorizado dirigido 
por un operario que es el encargado de distribuirlas entre los labradores, procu-
rando que no queden en ningún momento escasos de suministro. 
 
Figura 20. Captura de un modelo de Simulación preliminar de la operación de Labrado junto con 
la operación real. 
Los bloques de pizarra se abren en láminas en el denominado proceso de la-
brado, que es una operación manual muy delicada ya que es en la que se les pro-
porciona el espesor final deseado, y por lo tanto crítica para la obtención de un 
producto de calidad con un alto valor añadido. El trabajo desarrollado por los 
labradores consiste primeramente en subdividir los bloques que les llegan en una 
operación denominada tareo en bloques de espesor manejable (28mm), para a 
continuación llevar a cabo el propio labrado en el que obtienen las láminas de 
espesor final (generalmente 3,5mm). En esta fase es en la que se producen la ma-
yor parte de los desperdicios de material, ya que hasta que no se abre el bloque 
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no se sabe si realmente es válido para la producción de láminas para cubiertas. 
La presencia de impurezas puede dar al traste con todo un bloque que deberá ser 
retirado mediante una cinta transportadora de residuos que discurre anexa infe-
riormente a los puestos de labrado. 
 
Figura 21. Captura de un modelo de Simulación preliminar de la operación de Labrado junto con 
la operación real. 
La tarea de labrado es una operación dura para el operario ya que se desarro-
lla de pie en posición fija, en un ambiente frío y húmedo. El labrador está some-
tido a la reacción a cargas dinámicas de impacto repetidas que ejerce sobre los 
bloques de pizarra, partiendo de una posición del brazo elevada, resultando todo 
ello en una ponderación ergonómica manifiestamente negativa. Además exige 
un alto grado de pericia y experiencia por parte del labrador en el conocimiento 
de la mejor manera de atacar un bloque para sacar el máximo rendimiento al 
material. Así, si bien se trata siempre de obtener láminas del formato de produc-
to de mayor valor añadido (32cm × 22cm × 3,5mm) si las dimensiones u otras 
propiedades del bloque impiden conseguir estas características deseadas, el la-
brador reduce el tamaño de la lámina para que pueda ser aprovechada como un 
producto de menor calidad. En el argot de la industria, a aquellos formatos que 
son formulados como objetivo comercial de fabricación se les denomina “cua-
dradas”, mientras que las láminas que son producto de una operación de apro-
vechamiento de cuadradas para otros formatos de menor valor comercial, se dice 
que son “caídas” a “puntas”. 
 
Figura 22. Mesas de Salida de un Puesto de Labrado: Láminas “Cuadradas” a la izquierda (32×22); 
Lotes de “Puntas” en el centro (30×20) y a la derecha (27×18). 




Las piezas labradas son luego transportadas a los puestos de corte en los que 
se ajustan las formas y dimensiones a sus valores nominales comerciales. Este 
proceso de transporte parte de láminas agrupadas en lotes seleccionados de 
acuerdo con el espesor y dimensiones para el corte. A la salida de cada puesto de 
labrado los lotes son recogidos por un segundo carro motorizado de transporte 
guiado por un operario. Éste realiza el transporte de los mismos a una mesa de 
rodillos en la cual va acumulando lotes hasta que reúne una cantidad que consi-
dere suficiente para su transporte(normalmente entre ocho y diez lotes), median-
te empuje manual, hasta el otro extremos de la mesa, donde son recogidos por 
un tercer carrito, éste completamente manual. Desde este carrito los lotes son 
distribuidos a la máquina de corte correspondiente, además de llevarse a cabo un 
almacenaje temporal de los excesos de material sobre otro grupo de mesas de 
rodillo que actúan de esta manera como pulmones para la alimentación de las 
máquinas en caso de falta de suministro, bien por caída de alimentación eléctrica 
en la planta, bien por una baja tasa de aprovechamiento material en la operación 
de labrado que da lugar a un flujo de lotes bajo. 
 
Figura 23. Operación de Reparto de Lotes procedentes del Labrado a las correspondientes Máqui-
nas de Corte. A la derecha, buffers de conexión. 
El corte se realiza en tres modelos de máquinas de corte automáticas y dos de 
corte manual. Las máquinas de corte manual son de tipo cizalla, empleadas am-
pliamente en el sector, y las máquinas de discos para el corte de láminas redon-
deadas. Las máquinas de corte automático difieren en el sistema de alimentación, 
habiéndolas a su vez también de alimentación automática por medio de un sis-
tema lineal de ventosas, de alimentación manual lámina a lámina y finalmente, 
de carga manual de un mecanismo de noria de alimentación. 
A la salida de las máquinas de corte se realizan las tareas de clasificación, re-
cuento y embalaje de las láminas producidas. Este proceso se desarrolla de forma 
totalmente manual mediante operario especializados en revisar una a una las 
láminas para su posterior agrupamiento por lotes en base a su calidad superficial 
y espesor. Las pizarras son así clasificadas como de calidad Primera, Tradicional 
y Estándar según las valoraciones del mercado al que van dirigidas, en este caso 
mayoritariamente Francia. Naturalmente, de un proceso de fabricación ajustado 
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se deriva una mayor obtención de láminas de calidad Primera y por ende un 
producto de mayor valor añadido. 
La operación de recuento y clasificación es una operación muy delicada en 
tanto que exige un adiestramiento importante del operario para distinguir vi-
sualmente a qué grupo pertenece cada lámina. Errores en esta clasificación pue-
den dar lugar a una pérdida de confianza por parte del cliente. Por eso, es espe-
cialmente importante el estudio de unas condiciones de trabajo óptimas para su 
desarrollo efectivo, que constituyen un análisis hasta ahora inédito en el sector. 
 
Figura 24. Tareas de Clasificación (Control de Calidad), Recuento y Embalaje. 
Una vez efectuada esta fase de agrupamiento de lotes, éstos son colocados en 
los palés correspondientes y compactados con una maza para lograr un mayor 
aprovechamiento volumétrico de los mismos. Aquellas láminas que se detecta-
ron como defectuosas se recirculan para su reproceso a formatos menores, si es 
posible, o son rechazadas si no se pueden aprovechar. Para asegurar que las can-
tidades enviadas son las correctas, dado el riesgo de reclamación de un cliente 
por recibir un envío con menos láminas de las acordadas, se efectúa un doble 
recuento de las láminas, el primero en el momento del agrupamiento tras la clasi-
ficación, y el segundo una vez que son dispuestas en el palé. 
5.2. MODELO CONCEPTUAL 
Como primer paso del desarrollo del modelo, y a partir de la información re-
copilada y analizada sobre el proceso, se llevó a cabo el desarrollo del modelo 
conceptual. Para ello se identificaron las variables que definen las tasas de pro-
ducción en cada una de las etapas, los parámetros que afectan a las relaciones de 
transformación de productos y las restricciones de capacidad de la línea. 
En este trabajo se ha adoptado un modelo con dos escalas temporales de va-
riación del proceso: los ciclos de ejecución y los días o jornadas de trabajo (son 
equivalentes ya que la fábrica trabaja a un turno). La selección de las mismas 
responde a dos razones. En primer lugar, la consideración de la escala temporal 
diaria responde a la percepción del personal de la planta de que hay cambios 
importantes en las características del producto procesado en la cantera que co-




rresponden a la heterogeneidad del producto extraído. Estos cambios son perci-
bidos como una alternancia entre periodos de días buenos y días malos que no 
son fácilmente predecibles ya que no se conocen las características exactas de 
material hasta que no ha sido extraído. En segundo lugar la información dispo-
nible de la planta presenta una agregación diaria de los registros de producción 
imposibilitando un estudio de la variación de los parámetros del proceso en la 
escala temporal horaria o en otras menores mediante muestras suficientemente 
grandes. Los datos relativos a la escala temporal de ciclos de ejecución tuvieron 
que ser obtenidos mediante observación directa que es más costosa y por tanto 
las posibilidades de obtener muestras de gran tamaño son limitadas. 
A lo largo de esta sección se detallará la notación empleada en el modelo. Pa-
ra ello primero se presentan a continuación los subíndices que permiten identifi-
car las múltiples combinaciones de formatos y calidades de productos presentes 
así como los recursos principales: 
  : Formato. Los valores posibles para los productos finales son 32, 30 y 27 
que corresponden a los principales formatos procesados 32×22cm, 30×20cm y 
27×18cm. Para los productos intermedios obtenidos como resultado de la 
operación de labrado se emplean los dos formatos de dicha operación: O pa-
ra el formato objetivo (las denominadas “cuadradas”) y S para el formato se-
cundario de “caídas” (las denominadas “puntas”). Si se omite en una varia-
ble entonces la variable representa la suma de las tasas de producción para 
todos los formatos. 
  : Subíndice de calidad. Los valores empleados son P para primera calidad, 
T para tradicional y STD para calidad estándar. Si se omite en una variable 
entonces la variable representa la suma de las tasas de producción para todas 
las calidades. 
  : Subíndice de espesor. Los valores posibles son 3.5mm que corresponde al 
espesor de mayor valor añadido y 4.5mm que es un espesor más grueso em-
pleado para aprovechar material que no puede ser labrado a 3.5. 
  : Subíndice para ciclos de ejecución del proceso. En los casos en que es em-
pleado la variable hace referencia a la serie temporal de valores para la escala 
de ciclos de ejecución. 
  : Subíndice para días. Es empleado en aquellas variables de las que interesa 
modelar series temporales en la escala diaria. 
  : Subíndice de labradores. 
5.2.1. Tasas de producción y parámetros del proceso. 
Las siguientes variables indican tasas de unidades de producto por unidad 
de tiempo. 
  : Tasa de rachones que alimentan la línea. 
  : Bloques. 
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   : Bloques consumidos por el labrador  . 
      : Lotes labrados en función del formato (O o S) por el labrador  . 
    : Lotes cortados por formato. 
        : Lotes recirculados del formato    a   . 
       : Lotes clasificados y embalados en función del formato, calidad y es-
pesor. 
La Figura 25 muestra un diagrama del proceso de producción en el que se 
representan todas las actividades de procesamiento y los buffers intermedios de 
almacenamiento de la línea. Tal y como puede apreciarse el proceso es funda-
mentalmente lineal y corresponde a una morfología de línea de desensamblaje en 
la que a partir de un producto inicial se obtienen múltiples productos finales. 
Existen recirculaciones de unas líneas a otras pero que no implican bucles cerra-
dos de flujo de productos y que por tanto no alteran su estructura lineal. 
Las tasas de producción anteriormente especificadas están expresadas en 
unidades de producto diferentes que corresponden a las unidades de agregación 
del producto propias de cada etapa del proceso. Para definir las relaciones de 
transformación entre las mismas es necesario tener en cuenta un conjunto de 
parámetros que se presentan a continuación: 
    : Partes “tareadas” por bloque (subdivisiones de la operación “tareo”). 
   : Espesor de “tareo” de los bloques. 
   : Espesor de lámina. 
     : Número de láminas labradas por formato. 
    : Número de láminas por lote cortado (no depende del formato). 
    : Número de láminas por lote recirculado (no depende del formato). 
      : Número de láminas por lote embalado. Corresponde al tamaño de 
los pallets que dado que tienen un volumen establecido implican diferente 
números de láminas en función del formato y el espesor pero no de la cali-
dad. 
El reparto del material en las distintas categorías de productos terminados 
requiere de la definición de las siguientes tasas de transformación: 
    : % de láminas que se labran con cada uno de los dos formatos de labrado 
(“cuadradas” y “puntas”). 
     : % de láminas labradas que se desechan en el proceso de labrado y que 
por tanto constituyen residuos. 
       : % de láminas que se clasifican en cada categoría de formato, calidad y 
espesor. 
       : % de láminas de cada formato que se desechan en la clasificación. 
          : % de láminas de formato    que se recirculan a    en la clasifica-
ción. 
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5.2.2. Balances de producto. 
Para cada una de las etapas del proceso se realizaron los balances de los pro-
ductos que relacionan las variables anteriormente definidas. 
Balance de labrado: 
            
  
  
 (     )     (68) 
Balance de corte: 
          
    
   
 ∑        
   
   
    
 (69) 
Balance de clasificación y embalaje: 
           
   
     
 (      )  (  ∑        
    
)        (70) 
             
   
   
 (       )           (71) 
5.2.3. Análisis cualitativo de las fuentes de variabilidad e hipótesis 
asumidas. 
El proceso de fabricación de la pizarra es percibido tanto por los gestores de 
la planta como por los trabajadores como muy variable. De acuerdo con su per-
cepción, el sistema muestra las siguientes características: 
 Las propiedades físicas del material de pizarra extraído son muy heterogé-
neas y variables a lo largo del tiempo. Esto origina días “buenos” en los que 
el material puede ser labrado fácilmente y muestra buena calidad en la clasi-
ficación frente a días malos en los que se producen grandes pérdidas de ma-
terial. 
 El cuello de botella del sistema varía de forma dinámica entre la zona de la-
brado y clasificación en función de la calidad del material. Si el material es 
bueno se produce congestión en la zona de clasificación y embalaje mientras 
que si el material es malo son los labradores los que se encuentran saturados. 
 Son necesarios grandes buffers intermedios de capacidad para hacer frente a 
las variaciones en las características del producto. En ciertas condiciones el 
trabajo en curso se acumula y por ello la configuración del layout se hace de 
tal forma que se aproveche al máximo el espacio disponible para almacenar 
material. En otras condiciones las colas de material en curso se consumen y 
la planta opera por debajo de su capacidad. 




Las variables definidas que caracterizan el proceso de producción están so-
metidas a variabilidad por múltiples causas que origina fluctuaciones estocásti-
cas en el rendimiento de la línea. Por ello, aunque este modelo analítico ha sido 
planteado con el fin de identificar las variables relevantes, para la obtención de 
resultados se ha empleado el modelo de simulación que será explicado poste-
riormente. 
Una vez identificadas todas las variables relevantes del proceso y sus rela-
ciones se procedió a realizar un análisis cualitativo de las fuentes de variabilidad 
de acuerdo con las guías presentadas en la sección 4.1. 
Variabilidad en el producto: 
En este proceso las características heterogéneas del material extraído en la 
cantera causan que las propiedades físicas del producto varíen afectando a los 
parámetros del proceso. Estas variaciones afectarán a los siguientes parámetros: 
 Espesor de lámina (  ). Esta variable presenta una distribución estadística 
condicionada por la calidad del material procedente de cantera y la habili-
dad del labrador considerado. Se pueden dar dos objetivos de producción: 
centrarse en láminas labradas a 3,5mm o a 4,5mm. El formato de 3,5mm de 
espesor presenta la ventaja de que permite producir más láminas por tonela-
da de roca extraída en cantera y por tanto se repercuten los costes de cantera 
sobre un número mayor de unidades. Además los precios del producto de 
3,5mm son mayores dado a que es percibido como de mayor calidad por el 
cliente final. Desde el punto de vista del modelo de simulación puede asu-
mirse constante ya que excepto que se produzca un cambio en los criterios 
comerciales el procedimiento de labrado no cambia. El espesor de una parte 
tareada es establecido de forma siempre igual a partir del útil de trabajo de-
nominado guillo y por ello aunque haya variaciones de una lámina a otra los 
tiempos de producción no se ven afectados. 
 Los desechos en el proceso de labrado (   ). En función de las características 
físicas de la piedra y de la presencia de impurezas (sobre todo hilos de cuar-
zo) los labradores se ven obligados a desechar parte de los bloques que reci-
ben. Por tanto la calidad del producto que entra en el proceso determina de 
forma muy importante la generación de desechos en el labrado. Este factor 
no es controlable sino que depende totalmente de la zona de cantera que se 
esté trabajando y de la concentración de imperfecciones que haya en cada 
fragmento. 
 Los porcentajes de láminas clasificadas en cada categoría (      ,       y 
        ). En la clasificación los operarios chequean la calidad de cada una de 
las láminas de pizarra cortadas y las asignan a las categorías correspondien-
tes. Por tanto estos porcentajes dependen fundamentalmente de las caracte-
rísticas del producto que llega de cantera. Si tiene más imperfecciones será 
clasificado en categorías de menor calidad o recirculado para su aprovecha-
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miento en formatos menores (por ejemplo si tiene impurezas en una de las 
esquinas). Respecto a esta variable, se asumirá que las tasas de reparto en 
cuanto a los tres criterios (formato, calidad y espesor) son independientes en-
tre sí. Esta asunción fue contrastada con los datos disponibles verificando su 
validez. Por tanto se simplificó el modelo haciendo               . Los 
desechos en la clasificación responden a defectos de calidad no detectados en 
la etapa de labrado. 
Variabilidad en los recursos: 
Los recursos de producción del proceso son sus operarios por lo que el prin-
cipal componente de variación en los recursos viene dado por su productividad. 
 Por un lado caben esperar las habituales variaciones de rendimiento por 
efecto de la motivación, cansancio, temperatura o aprendizaje. 
 Adicionalmente la habilidad de los labradores determina de forma muy im-
portante su rendimiento. Esta variabilidad se aprecia por un lado en la rela-
ción entre las láminas que logran labrar en el formato objetivo frente al for-
mato secundario (  ) y por otro lado en sus ritmos de trabajo dados por el 
número de bloques que pueden labrar por unidad de tiempo. 
Variabilidad en el proceso. 
El proceso es controlado por un encargado que toma decisiones en base a su 
experiencia e intuición. Inicialmente no existía ningún procedimiento sistemático 
para decidir cuándo y qué se produce sino que era el encargado el que daba in-
dicaciones a la plantilla en función de las prioridades marcadas por la dirección. 
Muchas de las decisiones relativas al enrutamiento de piezas o la organización 
del puesto de clasificación y embalaje dependen de los propios operarios. Todo 
ello conduce a que el control del proceso sea llevado a cabo de forma reactiva y 
medianamente centralizado.  
El único sistema de registro de datos de operación consistía en guardar tota-
les diarios de producción y de labrado de los que sólo los de producción eran 
notificados a la dirección. Todo ello dificulta las posibilidades de mejora de la 
línea en los aspectos de control de producción ya que se requerirían como datos 
de entrada información más detallada y con mayor frecuencia de actualización 
sobre el estado del sistema. 
Las decisiones relativas al control y organización del proceso afectan enton-
ces a algunos de los parámetros de la siguiente forma: 
 La tasa de serrado de rachones se ajusta de forma que la tasa de entrada de 
bloques en la planta (B) permanezca aproximadamente constante y haya los 
mínimos cortes de alimentación a los labradores.  
 Las horas de trabajo de los labradores varían en función de las decisiones 
tomadas por el encargado relativas a horas extras. No existe un procedimien-




to de decisión sino que en función de su percepción de carga de trabajo deci-
de cuántas horas deben de producir. Este es un aspecto que no se ha mode-
lado de forma explícita en el modelo aunque se ha tenido en cuenta en el 
proceso de análisis de datos ya que depende de sus criterios subjetivos que 
pueden variar en cualquier momento. 
 Los tamaños de los lotes generados en el proceso (               ) que se 
tienden a mantener constantes aunque en un estudio inicial se determinaron 
los tamaños adecuados de lote en cada etapa. 
 Los formatos labrados y cortados que, aunque se suelen mantener constantes, 
ocasionalmente se modifican para atender a demandas puntuales de sus 
clientes. 
5.3. ANÁLISIS DE DATOS DE ENTRADA 
Las características particulares del proceso productivo de la pizarra son un 
bajo grado de automatización con preponderancia del factor humano, escasez de 
registro y datos de producción y una elevada variabilidad introducida por el 
hecho de tratar productos naturales cuyo procesado es fuertemente dependiente 
de la calidad del material extraído en cantera. Todo ello se traduce en que el 
apartado más crítico para conseguir construir un modelo de la planta para simu-
lación representativo de la realidad, sea la obtención de información suficiente-
mente representativa. Esto implica, en primer lugar, la definición de elementos 
constitutivos del sistema productivo a partir de la cual identificar las variables 
que describen adecuadamente el proceso. 
La obtención de información sobre el proceso era un objetivo de gran impor-
tancia para la empresa, en tanto que es un elemento imprescindible para la toma 
de decisiones orientadas tanto al incremento de la productividad como a la mejo-
ra de las políticas comerciales. La planificación y diseño de esta fase del proyecto 
se llevó a cabo partiendo del análisis de los requerimientos de información del 
modelo de simulación, aunque su utilidad para la empresa va más allá de los 
objetivos del trabajo específico aquí presentado. Dada la incertidumbre inicial 
sobre la importancia de determinados fenómenos o la validez de las asunciones 
adoptadas, se llevó a cabo de forma simultánea la implementación del modelo y 
el análisis de los datos de entrada. De esta forma en aquellos casos en que se 
tenían dudas sobre si una hipótesis era asumible o no se llevó a cabo la imple-
mentación en el modelo de las alternativas consideradas para determinar si afec-
taban significativamente a los resultados de la simulación. Si el efecto sobre los 
resultados no resultaba ser relevante se aceptaba la hipótesis más básica pero si 
las diferencias se probaban significativamente relevantes entonces se consideraba 
la necesidad de profundizar en el análisis. 
No es el objetivo de este trabajo presentar de forma detalla todos los análisis 
llevados a cabo en la fase inicial del proyecto que ya han sido publicados en (Del 
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Rio Vilas et al. 2009). En esta sección se resumen los criterios llevados a cabo en 
la recopilación de la información y se presentarán los modelos estadísticos ajus-
tados para modelar la variabilidad en la escala temporal de ciclos y de jornadas 
de trabajo. 
5.3.1. Toma de datos. 
La recopilación de datos del sistema de producción (proceso y entorno) su-
puso la realización de cuatro visitas a la planta de la empresa además de la reali-
zación de varias reuniones de seguimiento. En estas visitas se tomaron fotogra-
fías, se grabaron vídeos y se midieron tiempos mediante cronómetro de las dis-
tintas operaciones. Con estas visitas se caracterizaron los elementos constitutivos 
del proceso y se obtuvieron datos de tiempos de ciclo de las diversas actividades 
por lo que se pudo llevar a cabo la caracterización completa de la variabilidad en 
la escala temporal de ciclos de ejecución. 
El análisis de los tiempos de ciclo de las tareas se realizó a través de los datos 
tomados en planta y del análisis de los vídeos. Como ejemplo de las tablas elabo-
radas para cada operación se muestra un ejemplo en la Figura 26 de los tiempos 
de proceso de uno de los labradores grabados en vídeo.  
 
Figura 26. Ejemplo de una tabla de datos de tiempos de un labrador. 
Sin embargo la realización de un número limitado de visitas no permite la 
caracterización de la variabilidad en escalas temporales mayores que en este caso 
desempeñan un papel muy destacado. Por ello los datos tomados en la planta se 
complementaron con los registros del sistema de información vigente en la plan-
ta, basado en partes de producción diarios de cantidad de lotes de pizarra pro-
ducidos por labrador y de pallets de producto terminado. 
Los datos disponibles de registros de producción fueron almacenados en una 
base de datos en Microsoft Access en la cual se crearon tablas para almacenar 
registros de lotes labrados así como de pallets clasificados. Adicionalmente, en la 
base de datos se incorporaron tablas de precios, plantillas de informes sobre re-
sultados de simulación y una interfaz gráfica básica que permitiera a los directi-
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vos de la planta disponer de análisis estadísticos actualizados de las tasas de 
producción con posterioridad al final del proyecto. 
5.3.2. Ajuste de distribuciones. 
El ajuste de los modelos para describir los tiempos de ciclo y tiempos entre 
llegadas se realizó a partir de las observaciones de los vídeos fundamentalmente 
y algunas observaciones directas con cronómetro. Para la estimación paramétrica 
de las variables en las que se asumió i.i.d. se empleó el método de máxima vero-
similitud implementado en el software orientado a ajuste de distribuciones Stat-
fit. Como método de validación del ajuste a las distribuciones seleccionadas y 
para la comparación entre distribuciones candidatas se emplearon diagramas de 
cuantiles QQ y los resultados del test de Kolmogorov-Smirnov. 
Las variables ajustadas fueron: 
 El proceso de llegadas de los bloques de alimentación al proceso. En este ca-
so se empleó un proceso de Poisson para modelar el tiempo entre llegadas. 
Además, como frecuentemente se producían llegadas simultáneas de más de 
un bloque, para cada evento de llegada se modeló el número de bloques re-
cibidos mediante su distribución empírica. 
 Tiempos de carga y descarga de los carros de transporte de lotes así como 
sus velocidades. Dado que el número de observaciones disponible era bajo y 
no es una variable que afecte de forma muy significativa al proceso (los ca-
rros no actúan como cuellos de botella sino que tienen una capacidad holga-
da) se realizó el ajuste simplemente por distribuciones triangulares que al 
menos recogieran el coeficiente de variación de sus tiempos. 
 Tiempos de ciclo de las máquinas de corte. Sus tiempos de ciclo vienen da-
dos por los ciclos de entrada y salida de piezas en las cuchillas de corte y por 
ser operaciones automatizadas son prácticamente constantes. Por ello se 
asumieron tiempos constantes. Sin embargo el tamaño de los bloques que re-
ciben o que salen de los mismos presenta una cierta variabilidad que afecta a 
los tiempos de ciclo totales ya que las operaciones de carga y descarga de la 
máquina tienen duraciones constantes independientemente del tamaño del 
lote. Para simular los tamaños de lote se emplearon distribuciones uniformes 
entre los límites físicamente admisibles de altura de los mismos. 
 Tiempos de ciclo de los clasificadores y de las tareas de embalaje. Los resul-
tados de Statfit condujeron a la selección de una distribución triangular. El 
CV de los mismos presentó un valor próximo a 0,3 que corresponde a los va-
lores habituales en operaciones manuales anteriormente indicados. 
Los tiempos de ciclo de los labradores fueron estudiados con más detalle ya 
que se trata de la operación más compleja, con mayores costes salariales y en la 
que habitualmente se ubica el cuello de botella. En este caso en un análisis inicial 
se observó una alta correlación entre los tiempos de ciclo por bloque labrado con 
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el número de partes tareadas y con la tasa de aprovechamiento de un bloque, 
definida como el porcentaje de láminas que no se desechan. Un bloque de mayor 
tamaño requiere de más tiempo para su labrado ya que se extraen un número 
mayor de láminas. Por otro lado, las operaciones de desechar láminas o grupos 
de láminas requieren menores tiempos ya que el labrador simplemente debe 
tirarlas a una cinta de residuos contigua mientras que una lámina labrada debe 
de ser clasificada por formato y situada en uno de los bloques de salida. 
Para tener en cuenta la relación entre este par de variables se ajustó un mode-
lo de regresión. En un estudio inicial se probó el ajuste mediante un modelo li-
neal y también el empleo de regresión de Poisson. Sin embargo ambos modelos 
presentaban problemas de validez de las hipótesis de los residuos y el modelo 
por el que finalmente se optó fue por un modelo potencial tal y como indica la 
ecuación (72).  
     
   (     )
    (         )
   
     (72) 
Dónde: 
     es el tiempo de ciclo por bloque procesado del labrador para el ciclo  . 
     es el número de partes tareadas de un bloque en el ciclo  . 
       es el porcentaje de láminas desechadas del bloque procesado en el ciclo 
 . 
    es un término de error que sigue una distribución normal con media 0 y 
desviación   . 
   ,     y     son los parámetros del modelo. 
Este modelo potencial recoge los efectos del número de partes tareadas y la 
tasa de aprovechamiento del material sobre el valor esperado del tiempo de ciclo. 
Este valor esperado está multiplicado por un término de error (   ) que sigue una 
distribución log-normal. Esta forma funcional del modelo es adecuada desde un 
punto de vista conceptual ya que tiene en cuenta la observación empírica de que 
los tiempos de ciclo de operaciones humanas presentan un coeficiente de varia-
ción CV independiente de la escala temporal de la actividad. Además, la distri-
bución log-normal es una distribución frecuentemente observada en el modelado 
de tiempos de ciclo de operaciones humanas que corresponde a un proceso de 
generación de la variabilidad como el producto de un gran conjunto de causas 
independientes entre sí. 
Tabla 21. Parámetros ajustados por regresión para el modelo de tiempo de ciclo de labrado. 
Parámetro Estimado p-valor 
   2,192 1,74E-15 
    1,367 1,87E-16 
    0,620 0,00054 




La Tabla 21 muestra los valores ajustados de los parámetros mediante regre-
sión. Como se ve, todos los parámetros son significativos. 
Los parámetros ajustados del modelo implican que la relación entre los 
tiempos de ciclo y el tamaño de los bloques es no lineal. A medida que aumenta 
el tamaño de los lotes el tiempo de ciclo aumenta con un exponente 1’367. Este 
resultado es razonable ya que los bloques manejados son de gran peso y el la-
brador ha de realizar movimientos físicamente exigentes para ubicarlos en su 
puesto de trabajo. Por otro lado, el porcentaje de aprovechamiento del bloque 
presenta la relación anteriormente indicada consistente en que al aumentar los 
residuos se reducen los tiempos. 
La relación no lineal entre las variables lleva a que la tasa de trabajo del la-
brador (expresada en bloques procesados por unidad de tiempo) dependa del 
tamaño de los bloques recibidos. La Figura 27 muestra la evolución de los tiem-
pos de ciclo en segundos en función del número de partes tareadas para distintos 
porcentajes de deshechos. También muestra la evolución de la tasa de produc-
ción en bloques por minuto para distintos valores del porcentaje de deshechos. 
 
Figura 27. Tiempos de ciclo y tasa de producción en función del número de partes tareadas de un 
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5.3.3. Análisis de series temporales. 
El análisis de la variabilidad en la escala temporal diaria se realizó a partir de 
las series temporales de datos de producción que fueron obtenidas a partir de 
una muestra de partes de producción correspondientes a 250 jornadas de trabajo. 
Los campos disponibles en los registros incluyeron: 
 El número de lotes diarios labrados por formato y labrador. 
 Las horas trabajadas por cada labrador. 
 Número medio de láminas que conforman un lote de cada formato (mues-
treo aleatorio). 
 Número de pallets embalados por formato y calidad. 
 Número de láminas en cada pallet. 
 Precio por lámina de venta de cada pallet. 
 Máquina de corte de la que procede el material embalado en un pallet. 
Los campos de información disponibles limitaron el nivel de detalle con el 
que se pudo llevar a cabo el estudio de las series temporales. Con el fin de cen-
trar el análisis en aquellos parámetros más relevantes se partió de las ecuaciones 
de balance de material en la línea (68) a (71). Estas ecuaciones relacionan los pa-
rámetros del proceso. Dado que la tasa de alimentación de bloques al proceso se 
puede asumir aproximadamente constante (tan solo depende del ritmo de ex-
tracción en cantera y se dispone de buffers de gran capacidad para amortiguar 
las oscilaciones en dicho ritmo), el rendimiento de la línea depende de todas las 
tasas de transformación de material y parámetros indicados en dichas ecuaciones. 
Muchos de estos parámetros permanecen fijos, como los tamaños de lote. Entre 
aquellos que están sometidos a variaciones en función de la calidad del producto 
entrante o de las decisiones del encargado de planta se seleccionaron los siguien-
tes por ser los más relevantes y estimables a partir de los datos de producción. 
      : El porcentaje de láminas que se labran con formato objetivo. El porcen-
taje de láminas en formato secundario es entonces     . Está condicionado 
por la calidad del material pero también por las prioridades establecidas por 
el encargado. 
       : El porcentaje de láminas labradas que se desechan en el proceso de la-
brado que es un indicador de la facilidad para labrar el material extraído. 
       : El porcentaje de láminas que se clasifican y embalan en formato 
32×22cm. Está condicionado por la calidad del material pero también por las 
prioridades establecidas por el encargado. 
      : El porcentaje de láminas que se clasifican de primera categoría. Es un 
indicador directo de la calidad del producto extraído en cantera. 
      : El porcentaje de láminas que se clasifican y embalan con espesor “fuerte” 
de 4,5mm. Está condicionado por la calidad del material pero también por 
las prioridades establecidas por el encargado. 
      : El porcentaje de láminas que se recirculan. 




      : La tasa de rechazos en la operación de clasificación. 
La tasa de deshechos en la clasificación no es directamente obtenible a partir 
de la muestra, pero a partir del balance entre las láminas labradas y las embala-
das su estimación es inmediata: 
        
       
       
 (73) 
Las variables       y      no se almacenaban de forma directa en los registros 
de producción. Por ello para su estimación fue necesario adoptar asunciones 
adicionales basadas en el conocimiento del proceso y las indicaciones proporcio-
nadas por el personal de planta. Aunque estas asunciones se sabe que no son 
realmente ciertas afectan a variables que tienen un efecto menor sobre los resul-
tados y son válidas en cuanto a valores promedios. 
 Se asume que la tasa   de alimentación de bloques al proceso es constante. 
Por tanto a partir de los partes de producción se puede estimar la tasa de 
desechos en labrado a partir del balance de producto: 
        
      
       
 (74) 
 Se asume que la relación entre los formatos 30×20cm y 27×18cm permanece 
constante en el material embalado. 
 Se asume que la relación entre las calidades tradicional y estándar permane-
ce constante. 
 Se asume que la tasa de recirculaciones es igual para los formatos 32×22cm y 
30×20cm. Entonces la tasa de recirculaciones se puede estimar a partir de los 
datos de la muestra teniendo en cuenta la diferencia entre las láminas produ-
cidas del formato objetivo y las láminas finalmente embaladas de 32×22cm 
pero no desechadas en la clasificación: 
       
          
(       )            
 (75) 
Una vez seleccionado el conjunto de 7 variables más características del pro-
ceso se obtuvieron sus medias, desviaciones y coeficientes de autocorrelación a 
partir de la muestra. La Tabla 22 muestra los valores. Tal y como se puede ver en 
la tabla varios de los parámetros del proceso muestran elevada autocorrelación 
positiva. Por ello se consideró adecuado el ajuste de un modelo para dichas va-
riables que tuviera en cuenta dichos efectos. 
Otro aspecto de gran relevancia en relación con los parámetros característicos 
del proceso indicados es la dependencia entre los mismos. Los siete parámetros 
no pueden ser tratados de forma independiente ya que todos ellos están relacio-
nados con la calidad del material extraído en la cantera o con decisiones relativas 
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al control de producción. La omisión de estas dependencias conduciría a una 
subestimación de la varianza de la tasa de producción como suele suceder en los 
casos en que se asume independencia erróneamente.  
Tabla 22. Medias, desviaciones y coeficiente de autocorrelación de 1er orden para los parámetros 
característicos del proceso. 
                                           
Media 67.72% 87.46% 78.15% 79.37% 41.47% 7.73% 27.93% 
Desv. Est. 7.37% 3.66% 10.89% 9.57% 12.06% 5.70% 9.09% 
Autocor. 0.55 0.64 0.54 0.27 0.35 0.93 0.28 
Para modelar esta dependencia existen diversas técnicas estadísticas dispo-
nibles. Una primera opción descartada fue el empleo de modelos de regresión 
para estimar unas variables en función de las otras. En este caso ninguno de los 
parámetros se puede asumir como la variable explicativa de las demás sino que 
son otras variables latentes en el modelo las que verdaderamente causan las rela-
ciones de dependencia. Dado que tampoco se disponía de un conjunto de varia-
bles indicadoras que proporcionaran algún tipo de ventaja en la simulación tam-
bién se descartó el empleo de un modelo de ecuaciones estructurales.  
Las dos técnicas consideradas fueron el empleo de modelos VAR (modelos 
de vectores autorregresivos) y los modelos AR convencionales sobre un conjunto 
de variables transformadas a partir de la muestra original mediante componen-
tes principales. Los modelos VAR ofrecen la posibilidad de modelar diversas 
relaciones de dependencia entre los valores de una serie temporal con múltiples 
variables y sus retardos. Su desventaja radica en que el número de grados de 
libertad del modelo suele volverse excesivo ya que se consideran todos los posi-
bles efectos cruzados de una variable sobre las demás. En este caso se realizaron 
algunas pruebas iniciales en las que la mayor parte de los parámetros no resulta-
ron ser significativos, por lo que una vez que se obtuvieron buenos resultados 
con el segundo método se descartó el empleo de modelos VAR. Por ello la meto-
dología seguida constó de tres pasos: 
 En primer lugar, se estandarizaron las series temporales iniciales para quitar 
la componente de tendencia y homogeneizar sus varianzas. 
 En segundo lugar, se obtuvieron las componentes principales de la serie es-
tandarizada. De entre las componentes principales se seleccionaron aquellas 
que conjuntamente explicaron un 80% de la varianza total de la muestra. 
 En tercer lugar se realizó el ajuste de modelos AR(1) para las series tempora-
les de las componentes principales. Se descartaron modelos autorregresivos 
de mayor orden ya que los parámetros adicionales no fueron significativos. 
También se realizó el ajuste de un modelo VAR para estudiar posibles de-
pendencias entre los retardos de las series temporales de las componentes 
principales, sin hallar ningún efecto significativo. 




Los resultados del análisis de componentes principales se muestran en la Ta-
bla 23. Los componentes principales seleccionados fueron los cuatro primeros, 
que representaron un 80,3% de la varianza total de la muestra. La tabla muestra 
los parámetros que relacionan el valor de cada uno de los componentes principa-
les con los parámetros del proceso. A partir de estos valores es posible identificar 
a qué fuentes de variabilidad hacen referencia. 
 El componente 1 (  ) está ligado a la variación conjunta de la tasa de aprove-
chamiento de los bloques labrados, el porcentaje de láminas finalmente clasi-
ficadas de formato 32×22, los deshechos en clasificación y el porcentaje de re-
circulaciones con signo negativo. Por tanto valores altos del mismo corres-
ponden a una situación en la que los labradores aprovechan mucho material, 
hay pocas recirculaciones y producen mucho producto del formato buscado 
pero la tasa de deshechos en clasificación es alta. Este componente está prin-
cipalmente relacionado con la calidad del material recibido en cuanto a su 
facilidad para ser labrado y para original la producción de láminas del for-
mato 32×22cm. 
 El componente 2 (  ) relaciona una alta producción en el labrado de lotes del 
formato objetivo con una alta producción del formato 32×22cm pero bajo 
aprovechamiento de los bloques recibidos por los labradores y menor cali-
dad del producto embalado. Este componente está por tanto relacionado con 
situaciones en las que se busca una alta producción de láminas en el formato 
32×22cm a costa de reducir más material y aprovecharlo menos. 
 El componente 3 (  ) está fundamentalmente ligado a la producción de ma-
terial de primera calidad. La producción de material de alta calidad se asocia 
con un mayor porcentaje de labrado en el formato objetivo y una mayor tasa 
de recirculaciones. 
 El componente 4 (  ) está principalmente asociado al porcentaje de láminas 
“fuertes” de 4.5mm en la línea. Se asocia positivamente con una mayor pro-
ducción del formato objetivo en el labrado y con una menor calidad del pro-
ducto final. 
Tabla 23. Componentes principales para los parámetros del proceso. 
Componente             
        0.466 -0.254 - -0.152 
     - 0.566 -0.377 0.236 
        -0.537 0.162 0.116 - 
      0.451 0.232 0.109 0.151 
     - -0.343 -0.819 -0.258 
     -0.492 - -0.234 - 
     - -0.397 -0.112 0.897 
Desv. Estándar 1.667 1.344 0.981 0.914 
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En la Tabla 24 se observan los parámetros y las ecuaciones de los modelos 
AR(1) ajustados. En todos los casos el análisis de los residuos de los modelos AR 
satisfizo las hipótesis de normalidad y de homocedasticidad. Los parámetros 
ajustados son significativos para todos los componentes, lo que prueba la exis-
tencia de autocorrelación positiva en las variables del proceso en la escala tempo-
ral diaria.  
Un modelo teórico simplificado de este tipo de situaciones fue descrito en el 
capítulo 4. Los resultados del análisis mostraron que la consideración de los efec-
tos de autocorrelación en una situación de este tipo es fundamental para lograr 
un modelo representativo. Su omisión conduciría a la subestimación de las pér-
didas causadas por la variabilidad en la línea de producción. 
Tabla 24. Modelos AR(1) para los componentes principales. 
Componente    p-valor Ecuación del modelo 
   0.71488 <2e-16 
                      
dónde       (       ) 
   0.61937 <2e-16 
                      
dónde       (       ) 
   0.45178 1.17e-10 
                      
dónde       (       ) 
   0.21142 0.00493 
                      
dónde       (       ) 
Como se vio en el capítulo 4, la presencia de variabilidad en distintas escalas 
temporales puede responder a la presencia del fenómeno de Hurst en las varia-
bles del proceso. En este caso no fue posible investigar de forma directa la ocu-
rrencia de este fenómeno a partir de muestras de datos en la escala de ciclos de 
ejecución del proceso ya que las muestras de datos resultaron del todo insufi-
cientes para su análisis. Por ello se optó por estudiar el incremento de la varianza 
en la agregación de las series temporales diarias de parámetros del proceso de las 
que sí se dispuso de muestras más amplias. 
Para ello se optó por estudiar el efecto sobre la varianza de las series de com-
ponentes principales agregadas en periodos de   días. El número de periodos 
agregados estudiado se situó entre 1 y 40. Como método para evaluar la posible 
ocurrencia del fenómeno de Hurst se optó por la comparación entre la varianza 
de la muestra agregada en estas escalas con la varianza esperable para un proce-
so autorregresivo. Se consideró la opción de emplear test desarrollados para 
contrastar valores del exponente de Hurst diferentes a 0,5 implementados en R, 
pero la potencia de los test para los tamaños de muestra disponibles no fue sufi-
ciente para obtener conclusiones relevantes. 




De acuerdo con la ecuación (58) la varianza de la muestra agregada se incre-
menta linealmente con   con pendiente aproximadamente igual a   
  
   
. Para 
contrastar la posible ocurrencia del fenómeno de Hurst se graficaron en escala 
logarítmica las curvas de varianza frente a escala temporal. La curva correspon-
diente a las observaciones de la muestra fue comparada con las curvas generadas 
mediante simulación de Montecarlo correspondientes a los cuantiles de la distri-
bución de varianzas para cada escala   asumiendo que el proceso estocástico es 
un proceso autorregresivo AR(1) con el coeficiente de autocorrelación de primer 
orden igual al de la muestra de cada componente. 
En escala logarítmica la pendiente aproximada de la gráfica de valores ob-
servados, en caso de corresponder al proceso autorregresivo, ha de tender a 1 a 
medida que aumenta   y sólo sería diferente si el exponente de Hurst fuese dis-
tinto a ½. Sin embargo para valores pequeños de   los restantes términos de (58) 
no son despreciables y por tanto la pendiente difiere de 1. Los cuantiles de la 
distribución permiten detectar qué nivel de confianza se tiene sobre la hipótesis 
de que la serie temporal de la componente corresponde a un proceso AR(1). 
Los resultados del análisis indicaron falta de evidencia del fenómeno de 
Hurst en las escalas temporales analizadas de hasta 40 jornadas de trabajo. La 
Figura 28 muestra los resultados para la primera componente principal de los 
parámetros del proceso. Se puede ver que los valores de la muestra se encuen-
tran situados en torno al tercer cuartil de la distribución de varianzas. Esto impli-
ca que el p-valor de la hipótesis de que la serie se ajusta a un proceso AR(1) sería 
aproximadamente igual a 0,5 en caso de plantearse un test bilateral. Por tanto se 
ve que no se encuentra evidencia que conduzca a rechazar el modelo autorregre-
sivo ajustado. 
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Figura 28. Varianza frente a escala temporal de agregación para la componente principal 1 en 
escala logarítmica y cuantiles de la distribución de varianzas asumiendo un modelo AR(1) (gene-
rados por simulación mediante una muestra de 10.000 valores). 
En el caso presentado se puede concluir que aunque los efectos de variabili-
dad en la escala temporal de jornadas de trabajo son relevantes y por ello han 
sido modelados mediante procesos autorregresivos, no se ha encontrado eviden-
cia de la ocurrencia del fenómeno de Hurst y por tanto este modelo sería ade-
cuado para reproducir la varianza en escalas temporales mayores. Sólo se han 
podido validar los resultados para una escala temporal de 40 días de producción 
por lo que el resultado podría no ser extensible a escalas mayores. 
5.3.4. Análisis de diferencias individuales de los labradores. 
La actividad de labrado de las pizarras es la que implica mayores costes la-
borales y que ejerce una mayor influencia sobre el rendimiento de la planta. Tal y 
como se aprecia en la Tabla 22, se producen aproximadamente un 32% de deshe-
chos por término medio y además es la etapa en la que se realiza la clasificación 
inicial de las piezas entre el formato objetivo y los secundarios por lo que esta 
clasificación afectará a las posteriores recirculaciones y sobrecostes originados en 
el producto final.  
Es una operación que depende en gran medida de la habilidad del labrador y 
por ello es normal que se observen diferencias destacadas entre la productividad 
de cada uno de ellos. Esta circunstancia fue apuntada por los gestores de la plan-
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proceso. Por ello se realizó el estudio detallado de las diferencias en sus produc-
ciones mientras que para el resto etapas del proceso se omitió este análisis. 
Para modelar el efecto de las variaciones individuales se definieron los efec-
tos individuales    como la relación entre la tasa de producción media de lotes de 
un labrador con respecto a la media global de labrado: 
   
   
  
 (76) 
La variabilidad asociada al factor humano se ve afectada además por efectos 
de comportamiento motivacionales o relativos a dinámicas de grupo. En este 
caso los gestores de la planta indicaron una posible competencia entre los labra-
dores por incrementar su ritmo de trabajo con respecto a los demás (por causa 
del plan de incentivos vigente) y se barajó la posible ocurrencia de fenómenos de 
comportamiento en grupo, tales como la “regresión a la media” descrita por 
Schultz et al. (2009). 
Con el fin de determinar si estos efectos estaban presentes en las series tem-
porales de producción, se llevó a cabo un análisis estadístico orientado a la com-
probación de dos hipótesis: 
 H1: Las variaciones diarias de cada labrador respecto a su media está asocia-
das a las variaciones de la media del resto de trabajadores. Esta hipótesis está 
relacionada con causas de variación comunes para todos los labradores. La 
principal causa común de variación es la calidad del material recibido ya que 
si la planta recibe bloques con muchas imperfecciones todos los trabajadores 
se verán afectados por una mayor tasa de deshechos y en consecuencia una 
menor producción tal y como explica el modelo de tiempos de ciclo ajustado. 
 H2: Existe una relación entre la tasa de producción de un trabajador y la de 
aquellos que tiene en su campo de visión. Esta hipótesis implicaría la presen-
cia de efectos motivacionales como la regresión a la media o que la compe-
tencia por el producto recibido causa correlación entre las tasas de produc-
ción de operarios próximos. Dado que la disposición de los trabajadores en 
la línea es tal que sólo ven a un labrador, la presencia de este efecto causaría 
que la serie temporal de producciones de un trabajador podría usarse para 
predecir las variaciones diarias en la tasa de producción del labrador que lo 
tiene en su campo de visión. 
En este análisis ha de tenerse en cuenta el efecto causado por la posible vali-
dez de la hipótesis H1 en el test para H2 y viceversa. Por ello el planteamiento de 
un test para ambas hipótesis se basó en el ajuste de un modelo de regresión que 
contemplara los dos estadísticos que miden ambos efectos. 
Como paso inicial se procedió a estandarizar las series temporales de pro-
ducción de cada uno de los labradores. Para ello se define      como la tasa de 
producción estandarizada del operario   en el día  . 
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         ̅̅ ̅̅
    
 (77) 
Dónde    ̅̅ ̅̅  es la media de la tasa de producción para el operario   y      su 
desviación estándar. 
Por otro lado se define la serie     
  como la serie temporal estandarizada para 
el labrador   de la media de tasas de producción del resto de operarios. Entonces 
esta variable se obtiene como: 
    
  
 
    
 ∑
         ̅̅ ̅̅
       
 (78) 
Dónde    es el número de labradores. 
Con el fin de plantear un test de hipótesis para H1 y H2 se planteó el siguien-
te modelo de regresión que recoge los dos efectos descritos en las hipótesis. 
Además incluye un término autorregresivo ya que, como se vio, las series tem-
porales del proceso tenían autocorrelación. El modelo fue ajustado mediante el 
método de mínimos cuadrados generalizados. 
              
       (          (       
 )      
 )    
 (                  
      
 (            (       
 )        
 ))       
(79) 
Dónde      es un proceso de error blanco gaussiano. 
Los parámetros del modelo de regresión indicado son empleados para plan-
tear los test de hipótesis: 
 Para contrastar H1 se parte de la hipótesis nula H0:       . En caso de re-
chazar H0 se acepta H1.      se interpreta como el efecto de la media del resto 
de labradores en el que se está modelando. 
 Para contrastar H2 se parte de la hipótesis nula H0’:       .      se interpreta 
como el efecto en el rendimiento del operario   de la tasa de producción del 
operario que tiene en su campo de visión (    es el siguiente en la línea) 
una vez sustraída la relación entre la producción del operario     y la me-
dia del resto de operarios     
 . Es decir, este efecto se mide mediante la varia-
ble           (       
 )      
  de tal forma que se compensa el efecto de la va-
riación por causas comunes entre todos labradores. El término    (       
 )  
    
  recoge el efecto sobre el rendimiento del labrador     de las causas de 
variación comunes. 




Tabla 25. Resultados de ajuste del modelo para contraste de H1 y H2. 
 
Labrador 
1 2 3 4 5 6 7 
   ̅̅ ̅̅  762.85 601.73 752.02 863.18 710.66 643.58 864.28 
     127.46 67.34 88.69 99.80 98.34 71.18 102.98 
   1.03 0.81 1.01 1.16 0.96 0.87 1.16 
     0.824 0.744 0.828 0.750 0.508 0.775 0.501 
p-valor <1E-3 <1E-3 <1E-3 <1E-3 <1E-3 <1E-3 <1E-3 
     0.206 0.0139 0.0216 0.0992 0.1066 -0.1245 - 
p-valor 6e-48 0.8681 0.7049 0.2227 0.1755 0.0788 - 
   0.095 0.244 0.177 0.062 0.212 0.299 0.337 















La Tabla 25 muestra los valores ajustados mediante regresión por mínimos 
cuadrados generalizados de los parámetros      y      además de las tasas medias 
de producción, desviaciones, efectos individuales    y el parámetro del modelo 
autorregresivo de errores junto con un intervalo de confianza del 95% para su 
valor. Los resultados fueron obtenidos en R y llevan a concluir: 
 Que la hipótesis nula H0 es rechazable en todos los casos con riesgo de tipo I 
inferior a 0,001. Por tanto se confirma que hay una influencia evidente de las 
causas de variación comunes en el rendimiento de los operarios, previsible-
mente debido al impacto de la calidad del producto en los deshechos de la-
brado. 
 Que la hipótesis H0’ no es rechazable en general para la mayor parte de la-
bradores estudiados. Tan solo el labrador 1 mostró un p-valor muy reducido 
que no es explicable como un error de tipo I del test. Por tanto, aunque no se 
puede descartar totalmente la inexistencia de fenómenos de regresión a la 
media o de imitación entre puestos contiguos, los efectos no son de un orden 
de magnitud suficiente para afectar significativamente a los resultados por lo 
que no serán tenidos en cuenta. 
 Todas las series presentan autocorrelación positiva de magnitudes similares 
tal y como se había adelantado anteriormente. 
Estos resultados implican que en el modelo de simulación se puede asumir 
que los efectos asociados a la posición relativa de un labrador en la línea pueden 
ser ignorados (H0’ no rechazada). Queda por tanto tan sólo por resolver la inte-
gración de los modelos de variación en ciclos de ejecución y variabilidad en la 
escala temporal de días de trabajo así como incorporar los efectos individuales. 
Una primera dificultad en este paso viene dada porque la adopción de la hipóte-
sis H1 implica la existencia de fuentes de variabilidad comunes sobre las tasas de 
producción de los operarios pero no informa si estas diferencias se dan en sus 
ritmos de trabajo (simplemente porque los operarios trabajan a un mayor ritmo 
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sin que haya cambios en el aprovechamiento del material) o si tienen que ver con 
las propiedades del material.  
Entre las dos opciones planteadas, la primera de ellas se considera poco 
plausible ya que implicaría que el ritmo de trabajo de un operario dependiera del 
de sus compañeros entre un 50% y un 80% (tal y como muestran los valores del 
parámetro     ) mientras que no se pudo probar la relación entre el ritmo de tra-
bajo de un operario y el de su compañero más cercano. Es de esperar que si los 
mecanismos de imitación, regresión a la media o competencia entre trabajadores 
fueran relevantes entonces esta correlación fuera positiva ya que el principal 
estímulo que determinaría el efecto sería el ritmo trabajo del operario que está en 
su campo de visión. Otro mecanismo que sí podría explicar las variaciones con-
juntas en el ritmo de trabajo son los factores ambientales (como las condiciones 
meteorológicas o cualquier otra circunstancia social que afecte a todos los opera-
rios simultáneamente). Sin embargo, es poco creíble que dichos factores repre-
sentaran entre un 50% y un 80% de las variaciones en el ritmo de trabajo y sería 
un resultado que no sería compatible con las observaciones habituales de siste-
mas de producción. 
Por la contra, el modelo de tiempos de ciclo de labrado ofrece una explica-
ción plausible de las causas de variación comunes que además es compatible con 
las observaciones del personal de la planta y que son las características de la 
pizarra labrada. De acuerdo con este modelo los tiempos de ciclo dependen tanto 
de la calidad del producto recibido como del tamaño de los bloques. Por tanto 
los cambios en el aprovechamiento del material de entrada originarán cambios 
en la tasa de producción que afectaría a todos los operarios. Como verificación 
rápida se puede ver que el coeficiente de variación de la serie temporal de la 
tasas de deshechos de un bloque es de un 10,9% (Tabla 22) que a partir del mode-
lo de tiempos de ciclo de labrado (72) implica un coeficiente de variación apro-
ximado de 10,7% en la tasa de producción. Este coeficiente de variación represen-
ta aproximadamente un 85% del coeficiente de variación observado para la tasa 
de producción individual de los labradores (Tabla 25) y por tanto constituye una 
causa verosímil de variación común. Dado que las variaciones en tiempos de 
ciclo y en el tamaño de los bloques labrados también contribuyen a esta variabi-
lidad, la validación completa de esta asunción se realizó a través de los resulta-
dos de la simulación que serán tratados en la siguiente sección. 
Finalmente el modelo de tiempos de ciclo de labrado se completó añadiendo 
los efectos individuales. Las observaciones de planta sugieren que los tiempos de 
ciclo de distintos labradores eran diferentes entre sí mientras que los porcentajes 
de aprovechamiento del material, aunque también son diferentes, presentan 
menores diferencias. Por tanto se optó por introducir los efectos individuales en 
los tiempos como factor multiplicativo ya que los coeficientes de variación de los 
trabajadores suelen ser más homogéneos.  




El modelo adoptado se muestra a continuación. En él se aprecian las dos es-
calas temporales de días de trabajo y ciclos de ejecución. 
            
   (     )
    (           )
   
     (80) 
Donde     es el número de partes “tareadas” de un bloque que es modelado 
mediante su distribución empírica y    es el efecto individual del operario  . 
Las variaciones en la escala temporal de días de trabajo afectan a los tiempos 
de ciclo a través de la tasa de deshechos         cuyos valores medios diarios       
son generados mediante el modelo de series temporales descrito anteriormente. 
En la escala temporal de ciclos de ejecución se obtiene el número de láminas de 
un bloque de acuerdo con una distribución binomial en la que       es la probabi-
lidad de que una lámina sea producida frente a ser rechazada. Por tanto la distri-
bución seguida por el número de láminas producidas por un bloque (    ) es 
      (          ). El valor de la tasa de deshechos para el bloque   se obtiene 
entonces como                 . 
5.4. IMPLEMENTACIÓN Y VALIDACIÓN DE MODELOS 
El modelo de simulación de la planta fue implementado en Delmia Quest 
V5R20. El modelo fue parametrizado tomando como referencia el modelo con-
ceptual descrito en la sección 6.2 de este capítulo. Dado que el simulador no in-
cluía componentes en sus librerías estándar que permitiesen simular la evolución 
de los parámetros en las dos escalas temporales consideradas (todas las distribu-
ciones implementadas en Quest se emplean para modelar variabilidad en la esca-
la temporal de ciclos de ejecución) se desarrolló una macro específica en el len-
guaje SCL empleado por el simulador que permitió implementar el proceso de 
generación de las series temporales de los parámetros.  
Por otro lado, Delmia Quest es un simulador de eventos discretos 3D por lo 
que se pudo garantizar la semejanza cinemática y geométrica de todos los ele-
mentos del modelo, como por ejemplo las cintas transportadoras, carros de 
transporte y mesas de rodillos. Esta característica fue especialmente relevante 
desde el punto de vista de la simulación de la zona de embalaje en la que la ubi-
cación variable de los pallets en la planta tiene un efecto importante sobre las 
distancias recorridas por los embaladores y por tanto sobre su rendimiento. 
Aunque en esta tesis se omiten los detalles sobre la implementación por no 
ser relevantes desde el punto de vista de los objetivos de la investigación realiza-
da, cabe destacar que fue necesario un importante trabajo de edición de las lógi-
cas de los elementos estándar de Quest y de programación de rutinas para im-
plementar correctamente las lógicas seguidas en las diferentes etapas del proceso. 
Esto se debe fundamentalmente a que los elementos de Quest permiten modelar 
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con facilidad tareas automatizadas pero resultan insuficientes para modelar ta-
reas manuales sujetas a reglas de decisión complejas. 
En el desarrollo del modelo de simulación la principal duda plateada se refi-
rió a la adopción de un modelo con dos escalas temporales de variabilidad. Por 
un lado, las variaciones en ciclos de ejecución del proceso causan necesariamente 
variación en las escalas temporales superiores que a fin de cuentas no son más 
que una agregación de múltiples valores en la escalas de ciclos. La cuestión es si 
las variaciones en la escala de ciclos del proceso, de acuerdo con los datos obte-
nidos en planta, son suficientes para explicar la variabilidad observada en las 
tasas de producción del proceso. 
En caso de que la planta de producción estuviese sometida a variaciones en 
sus parámetros en la escala temporal de jornadas de trabajo se tendría una situa-
ción parecida a la explicada en el apartado 4.4.2 en la que se estudiaron los cam-
bios en el rendimiento como consecuencia de la relación entre los periodos de las 
dos escalas temporales y la presencia de autocorrelación. En este caso la relación 
aproximada entre la jornada y un ciclo de labrado es de 240 por lo que de acuer-
do con los resultados obtenidos podría tener un efecto muy relevante. En el 
ejemplo hipotético con un coeficiente de autocorrelación de 0,4, el rendimiento 
de la línea bajaba de un 92% a un 89%. En el caso de la planta estudiada, que no 
operaba en condiciones de plena ocupación de la capacidad, las diferencias en 
los resultados se deberían de observar en los niveles de trabajo en curso. 
Con el fin de determinar si la escala temporal de jornadas de trabajo debe ser 
incorporada de forma explícita en el modelo se decidió realizar la comparación 
entre dos alternativas de modelado: con o sin la escala de variación diaria. Adi-
cionalmente en este análisis se decidió añadir una tercera opción de modelado 
para comprobar si las diferencias individuales de los labradores ejercen un papel 
relevante sobre los resultados de la simulación o pueden ser ignoradas. Por ello 
en la fase de validación de resultados se planteó la comparación entre estas tres 
alternativas de modelado: 
 Un modelo que incluyese únicamente la variabilidad en la escala temporal 
de ciclos de ejecución (M1). 
 Un modelo que combinase la variabilidad en la escala temporal de ciclos y el 
modelo de series temporales presentado (M2). 
 Una extensión del modelo M2 en la que se incluyesen además los efectos in-
dividuales de los labradores (M3). 
La experimentación consistió en la generación de muestras mediante simula-
ción de 200 jornadas de trabajo para su comparación con los datos disponibles de 
la planta. Las estadísticas recopiladas de los modelos de simulación abarcan tan-
to los mismos datos de producción que son registrados en la planta real y a partir 
de los cuales se realizó el estudio de series temporales como otros datos de los 




que no se dispone información de la planta tales como niveles de ocupación de 
recursos y buffers. Las estadísticas obtenidas incluyeron: 
 Series temporales de producción diaria de labrado y embalado con los mis-
mos campos de información que los registros de producción de la planta real. 
 Promedios diarios de ocupación de los recursos (máquinas y trabajadores) 
así como los porcentajes de tiempo que permanecen bloqueados por sus buf-
fers de conexión. 
 Promedios diarios de llenado de los buffers. 
Las series temporales simuladas de registros de producción proporcionan la 
principal referencia para llevar a cabo la validación de los modelos. Otras varia-
bles producidas por el modelo no pueden ser validadas mediante datos debido a 
que no se dispone de registros. En estos casos se optó por realizar la valoración 
mediante criterio experto, comparando el comportamiento observado en el mo-
delo con el comportamiento descrito de la planta. 
La validación del modelo de simulación permite valorar conjuntamente si las 
hipótesis asumidas en el desarrollo del modelo pueden ser aceptadas en tanto 
que conduzcan a un modelo suficientemente preciso para la aplicación buscada. 
Algunas de las hipótesis asumidas pudieron ser contrastadas a partir de los da-
tos recopilados, como la presencia de fuentes de variación comunes en la pro-
ducción de los labradores o la no relevancia de los efectos de correlación entre 
ubicaciones contiguas. Sin embargo otras asunciones como que las diferencias 
individuales entre trabajadoras ejercen su efecto en los tiempos de labrado en 
lugar de las tasas de aprovechamiento no pudieron ser validadas con datos. En 
estos casos la validación de los resultados de simulación proporciona un medio 
suficiente para determinar si conjuntamente son aceptables. 
Por ello el primer conjunto de resultados obtenidos y mostrados en la Tabla 
26 se obtuvo con el fin de comparar los resultados de los principales parámetros 
del proceso con los de la planta real. La comparación se realiza a partir de las 
medias y desviaciones para la planta real y los tres modelos implementados. La 
significación de las diferencias se contrasta mediante el test T para la diferencia 
de medias con varianzas desiguales (prueba T de Welch) y el test F para la com-
paración de varianzas desiguales. Las muestras son independientes entre sí por-
que han sido realizadas aleatorizando las semillas de aleatoridad del generador 
de números aleatorios de Quest. La hipótesis de normalidad es asumible tal y 
como se comprobó en el análisis de datos. La única asunción que no es válida 
para el planteamiento del test es la de independencia de las muestras. En este 
caso se observó autocorrelación en las series. Sin embargo, para muestras gran-
des como es el caso (de 200 valores) los test empleados son suficientemente ro-
bustos. 
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Tabla 26. Comparación entre medias y desviaciones de los parámetros del proceso para los 3 mode-
los desarrollados y la planta real. 
 Estadístico                                           
Real 
Media 0.837 0.875 0.781 0.794 0.415 0.077 0.279 
Desviación 0.091 0.037 0.109 0.096 0.121 0.057 0.091 
M1 
Media 0.828 0.874 0.803 * 0.779 * 0.412 0.087 * 0.244 *** 
Desviación 0.021 *** 0.005 *** 0.074 *** 0.042 *** 0.05 *** 0.039 *** 0.053 *** 
M2 
Media 0.841 0.876 0.788 0.784 0.424 0.085 0.243 *** 
Desviación 0.079 * 0.034 0.13 * 0.061 *** 0.13 0.054 0.093 
M3 
Media 0.818 * 0.869 0.822 *** 0.77 ** 0.423 0.095 *** 0.247 *** 
Desviación 0.069 *** 0.032 * 0.118 0.057 *** 0.135 0.051 0.095 
Códigos de significación para la hipótesis nula de igualdad con la planta real: * significativo al 95%, ** significativo 
al 99% y *** significativo al 99,9%. 
En los resultados de la Tabla 26 puede apreciarse que para todos los paráme-
tros observados las medias son relativamente próximas a las de la planta. El mo-
delo 1 muestra diferencias significativas para varios casos aunque el modelo, al 
igual que el modelo 3, que es el que presenta mayores diferencias en las medias. 
El modelo 2 es el que mejores resultados proporciona para todos los parámetros 
excepto el porcentaje de láminas fuertes de espesor 4,5mm. En este último caso 
todos los modelos conducen a una subestimación del porcentaje de láminas fuer-
tes ligeramente superior al 3%. Aunque esto muestra que los modelos serían 
mejorables, esta diferencia puede ser ignorada porque la presencia de láminas 
fuertes sólo afecta a la operación de embalaje y al ser de una magnitud tan pe-
queña no se producirían cambios relevantes en los resultados del estudio.  
Con respecto a las varianzas, sí se aprecia claramente que el modelo conduce 
a la subestimación sistemática de la variabilidad presente en la planta. Para todos 
los parámetros las desviaciones son muy inferiores a las de la planta, destacando 
el porcentaje de láminas labradas en el formato objetivo cuya desviación en M1 
es de 0,005 mientras que en la planta es 0,037. Esta diferencia es muy relevante ya 
que la proporción de láminas labradas con formato objetivo determina el reparto 
del material entre las líneas de corte y clasificación así como de la ocupación de 
los carros intermedios. Por tanto una estimación incorrecta del mismo conlleva-
ría errores en la estimación de la ocupación de la utilización de estas líneas para-
lelas y especialmente a diferencias en la operativa de los carros que las conectan 
entre sí.  
El M2 es el que presenta los resultados más próximos a la planta real en 
cuanto a varianzas, aunque también hay algunas diferencias significativas.  Tres 
de los siete casos muestras diferencias estadísticamente significativas que corres-
ponden a las tasas de residuos en labrado y clasificación y a la tasa de láminas 
finalmente labradas en formato 32×22cm. Estas diferencias son de magnitudes 
claramente inferiores que las relativas al modelo 1 por lo que se puede asumir 
que M2 reproduce de forma más adecuada el comportamiento de la planta. 




Los resultados del modelo 3 en cuanto a la varianza son más próximos a los 
del modelo 2, aunque ligeramente peores. Hay también tres casos con diferencias 
significativas, aunque su nivel de significación es aún mayor. Para todos los pa-
rámetros excepto la tasa de deshechos en clasificación mostraron varianzas de 
valor mayor que en el caso M2. Este resultado sugiere que la consideración de los 
efectos individuales de los trabajadores en los tiempos de ciclo no mejora el po-
der predictivo del modelo sino que incluso podría empeorarlos aunque las dife-
rencias halladas entre ambos no son suficientes para garantizarlo. 
En el análisis anterior se han comparado los dos primeros momentos de la 
distribución de los parámetros característicos del sistema. Sin embargo en el 
análisis de los datos de entrada se vio que estos parámetros estaban correlacio-
nados entre sí y que además sus series temporales mostraban autocorrelación. 
Por ello se realizó una segunda comparación consistente en aplicar la misma 
metodología usada anteriormente de análisis de componentes principales y ajus-
te de modelos autorregresivos.  
Los resultados pueden verse en la Tabla 27 y muestran los coeficientes de los 
componentes principales para los parámetros del proceso calculados con cada 
uno de los tres modelos así como de la planta real. Se puede ver en la tabla que 
en general el modelo 2 presenta una mayor similitud en sus componentes princi-
pales con la planta real que la que muestra el modelo 1 o el 3. La fila de la tabla 
“diferencias con caso real” indica la longitud del vector de diferencias entre las 
componentes de cada uno de los modelos con el caso real. En todos los casos la 
longitud del vector de diferencias es menor para el modelo 1 lo que implica que 
es el que mejor refleja la estructura de correlación entre variables de la planta 
real. 
Por otro lado la fila con las desviaciones estándar de los componentes princi-
pales de la Tabla 27 muestra que las componentes principales de los modelos 2 y 
3 representan un porcentaje de la varianza de sus muestras más similar al de la 
planta real que el modelo 1. En el modelo 1 las diferencias entre las varianzas del 
primer componente y el cuarto componente son menores que en la planta y los 
modelos 2 y 3.  
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Tabla 27. Componentes principales y autocorrelación de las series estandarizadas de parámetros 
de la planta real frente a los modelos de simulación. 
 
Caso             
        











     
Real 
 
0.566 -0.377 0.236 
M1 
   
-0.663 
M2 -0.247 0.472 -0.505 0.206 
M3 -0.452 0.355 
 
0.536 
        
Real -0.537 0.162 0.116 
 
M1 -0.149 0.736 -0.135 
 
M2 -0.536 0.133 0.234 -0.126 
M3 -0.508 -0.227 -0.176 -0.251 
      
Real 0.451 0.232 0.109 0.151 
M1 0.678 
   






     
Real 
 
-0.343 -0.819 -0.258 
M1 
 
0.168 -0.706 0.34 
M2 0.121 -0.334 -0.58 0.602 
M3 0.31 -0.217 -0.349 0.734 






   
M2 -0.502 -0.385 
  
M3 -0.298 -0.565 
 
0.206 
     
Real 
 
-0.397 -0.112 0.897 












0.703 1.452 0.926 1.706 
0.438 0.709 0.813 0.903 
0.753 0.973 1.098 1.601 
Desviación 
Real 1.667 1.344 0.981 0.914 
M1 1.465 1.158 1.073 1.011 
M2 1.572 1.364 0.988 0.964 
M3 1.544 1.452 1.010 0.913 
   
Real 0.715 0.619 0.452 0.211 
M1 -0.540 -0.475 -0.413 0.014 
M2 0.432 0.286 0.354 0.154 
M3 0.548 0.088 0.126 0.224 
   p-valor 
Real <2e-16 <2e-16 0.000 0.005 
M1 <2e-16  0.000 0.000 0.844 
M2 0.000 0.000 0.000 0.049 
M3 <2e-16 0.217 0.074 0.001 
Sin embargo las mayores diferencias observadas entre el modelo 1 y los dos 
restantes se dan en los coeficientes de autocorrelación de las series de componen-




tes principales. La presencia de autocorrelación en este caso fue analizada me-
diante el ajuste de un modelo autorregresivo de primer orden AR(1) obteniendo 
su parámetro de primer orden    por regresión de mínimos cuadrados generali-
zados junto con el p-valor de la prueba de significación para el mismo. Mientras 
que los modelos 2 y 3 muestran parámetros del modelo autorregresivo positivos 
en consonancia con la planta real, el modelo 1 muestra autocorrelación negativa 
en todos los casos excepto para el cuarto componente que no resulta significativa.  
Todos estos resultados implican que las propiedades estadísticas de los pa-
rámetros más relevantes del proceso productivo difieren notablemente entre el 
modelo 1 y la planta real. Los modelos 2 y 3 también presentan algunas diferen-
cias significativas con los parámetros observados de la planta, aunque mucho 
menores que las del modelo 1. Entre ambos modelos, el modelo 2 resulta preferi-
ble ya que sus diferencias con la planta real son ligeramente menores para la 
mayor parte de variables estudiadas y además es un modelo más simple que no 
requiere especificar los efectos individuales de los labradores. 
Adicionalmente a la comparación entre los resultados de los modelos y los 
datos disponibles de la planta se llevó a cabo un análisis del comportamiento de 
los buffers y ocupación de los recursos de producción tanto para el modelo 1 
como los modelos 2 y 3 comparándolo al comportamiento observado de la planta. 
El comportamiento descrito de la planta por sus gestores se resume en cuatro 
características fundamentales: 
 Característica 1. La carga de trabajo de los labradores es muy variable. Bajo 
algunas circunstancias de operación se encuentran saturados mientras que 
en otras ocasiones tienen tiempos muertos por falta de alimentación. 
 Característica 2. El porcentaje de aprovechamiento del material labrado es 
muy variable. Esto origina a su vez una gran variabilidad en la tasa de ocu-
pación de los operarios aguas abajo de labrado con periodos en que las ope-
raciones de corte y clasificación se encuentran saturadas y periodos de alta 
ocupación. 
 Característica 3. Los buffers de conexión entre la zona de labrado y la zona 
de corte experimentan grandes variaciones periódicas en sus niveles de ocu-
pación. Se dan periodos de alta ocupación de la planta aguas abajo en que los 
buffers se saturan con periodos de baja ocupación en que los buffers se va-
cían. 
 Característica 4. El cuello de botella del proceso cambia de forma dinámica 
entre la zona de clasificación y embalaje y la zona de labrado en función de 
las circunstancias de producción. 
La Tabla 28 muestra los resultados con los modelos 1 y 2 relativos a ocupa-
ciones de los operarios de labrado, clasificación y embalaje así como los carros 2 
y 3. También se muestran las ocupaciones de los buffers de conexión entre labra-
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do y corte (B.L, B.LC y B.COR) y los buffers de clasificación. La última fila con-
tiene los valores medios del porcentaje de tiempo bloqueado del carro 3. Ambos 
modelos presentan diferencias notables en su comportamiento. En líneas genera-
les el modelo 2 presenta una mayor variabilidad en los promedios diarios de 
cada una de estas variables, como se aprecia tanto en sus rangos como en sus 
desviaciones estándar. 




 Media Desv. Max. Mín. Media Desv. Max. Mín. 
Ocupación 
OP.L 88,0% 2,2% 98,1% 87,5% 88,8% 3,4% 100,0% 81,8% 
CT.2 78,5% 1,8% 82,5% 73,4% 75,7% 6,9% 91,5% 57,7% 
CT.3 59,8% 1,4% 62,8% 56,0% 57,2% 6,4% 71,7% 41,3% 
OP.CLA32 85,6% 3,8% 96,2% 76,6% 87,0% 7,1% 98,2% 61,4% 
OP.CLA30 40,0% 3,4% 51,0% 30,8% 38,7% 7,7% 54,9% 20,6% 
OP.CLA27 23,8% 3,2% 33,7% 17,3% 23,6% 5,1% 38,3% 11,5% 
OP.E32 81,2% 3,4% 89,9% 72,7% 82,3% 7,0% 93,3% 61,9% 
OP.E30 77,8% 4,8% 90,3% 62,8% 75,8% 14,6% 99,5% 35,1% 
OP.E27 45,1% 4,0% 53,8% 34,8% 43,7% 8,9% 72,5% 20,0% 
Buffer 
B.L 4,042 0,731 6,909 2,581 4,369 1,104 8,495 2,391 
B.LC 0,809 0,473 6,711 0,679 12,048 12,328 27,467 0,501 
B.COR32 0,878 0,663 4,986 0,402 3,266 2,862 9,594 0,332 
B.COR30 0,536 0,623 7,422 0,320 1,532 2,555 11,724 0,157 
B.COR27 0,139 0,021 0,217 0,096 0,211 0,142 0,701 0,030 
B.CLA32 3,474 1,420 8,368 1,377 5,630 2,619 8,934 0,876 
B.CLA30 1,876 2,001 17,643 0,322 3,570 4,802 17,372 0,146 
B.CLA27 0,206 0,129 0,626 0,040 0,261 0,235 1,638 0,022 
Bloqueo CT.3 0,4% 1,9% 17,9% 0,0% 21,6% 22,2% 58,7% 0,0% 
Dónde: 
- OP.L: Operarios de labrado.  
- CT.2: Carro 2 de transporte a la salida de labrado. 
- CT.3: Carro 3 de alimentación a las máquinas de corte. 
- OP.CLA: Operarios de clasificación de cada formato (32×22, 30×20 o 27×18). 
- OP.E: Operarios de embalaje de cada formato (32×22, 30×20 o 27×18) 
- B.L: Buffer de alimentación a los labradores. 
- B.LC: Buffer de conexión entre labrado y corte (mesas de rodillos intermedias entre carro 2 y carro 
3) 
- B.COR: Buffer previo a las máquinas de corte en función del formato (32×22, 30×20 o 27×18). 
- B.CLA: Buffer previo a las máquinas de clasificación en función del formato (32×22, 30×20 o 27×18). 
La Tabla 29 y la Tabla 30 muestran los p-valores de los test para diferencia de 
medias y de varianzas entre los resultados de los modelos M1 y M2 para todas 
las variables analizadas. Como se puede ver, ambos modelos difieren de forma 
significativa tanto en la mayor parte de medias como en las varianzas. Los valo-
res p para las diferencias de medias dan valores mayores ya que tal y como se 
puede ver en la Tabla 28, las diferencias relativas entre ambos modelos son cla-
ramente inferiores. Las diferencias menos significativas se observan en las ocu-




paciones de los operarios que clasifican y embalan los formatos 30×20cm y 
27×18cm. En este caso se trata de los operarios con una menor ocupación y que 
reciben un producto secundario por lo que la influencia sobre los resultados del 
modelo 2 de variabilidad en múltiples escalas temporales es relativamente me-
nor. Las mayores diferencias en las medias de ocupación entre los modelos se 
encuentran en los carros 2 y 3 ya que son los encargados de realizar el transporte 
entre los buffers de conexión de la zona de labrado y corte y por tanto su ocupa-
ción se ve afectada por la variabilidad en los repartos por formatos, recirculacio-
nes y bloqueos causados por los buffers. 
En el caso de las medias y varianzas de buffers se observa que las diferencias 
entre los modelos son muy significativas en todos los casos. Comparando los 
valores de la Tabla 28 se aprecia que el modelo 1 sistemáticamente subestima las 
ocupaciones de los buffers generadas por el modelo 2. Por ejemplo, los resulta-
dos llegan a cambiar de 0,8 entidades almacenadas en el buffer de conexión de 
labrado a corte según M1 a más de 12 de media con M2. 
Tabla 29. Valor-p del test para diferencia de medias y varianzas entre M1 y M2 de las ocupaciones. 
 
OP.L CT.2 CT.3 OP.CLA32 OP.CLA30 OP.CLA27 OP.E32 OP.E30 OP.E27 
Dif. Medias 0,007 <1e-3 <1e-3 0,016 0,025 0,657 0,035 0,063 0,044 
Dif. Varianzas <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 
Tabla 30. Valor-p del test para diferencia de medias y varianzas entre M1 y M2 de las ocupaciones 
de buffer y bloqueo del carro 3. 
 
B.L B.LC B.COR32 B.COR30 B.COR27 B.CLA32 B.CLA30 B.CLA27 CT.3 
Dif. Medias <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 0,005 <1e-3 
Dif. Varianzas <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 <1e-3 
Estos resultados muestran que ambos modelos reproducen las características 
del comportamiento de la planta anteriormente explicadas. Las ocupaciones de 
los labradores presentan variaciones entre valores próximos al 100% para algu-
nos días (en M2 se dan días de plena ocupación) y valores en torno al 80% para el 
modelo 2 y 87% para el modelo 1. Por tanto la característica 1 de la planta indi-
cada está presente en ambos modelos, pero el modelo 2 se ajusta mejor a la des-
cripción dada. Lo mismo ocurre con las tasa de ocupación de clasificadores y 
embaladores. En el modelo 2 se observan variaciones entre días con una ocupa-
ción de los clasificadores del 98% y días con una ocupación del 62%. En el mode-
lo 1 las diferencias se reducen a variaciones entre el 96% y el 72%. 
Con respecto a la característica 3, se observa en las tablas que los rangos de 
variación de las ocupaciones de buffers son ostensiblemente superiores en el 
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modelo 2 que en el modelo 1. La Figura 29 muestra las ocupaciones totales de los 
buffers de conexión entre labrado y corte junto con la ocupación de los buffers de 
conexión entre corte y clasificación. En la gráfica se aprecia una diferencia muy 
relevante entre el comportamiento de la planta generado por ambos modelos. 
Mientras que en el modelo 1 se aprecia una cierta variabilidad dentro de unos 
rangos de variación similares, en el modelo 2 se produce una alternancia entre 
periodos de gran saturación de los buffers y periodos de baja ocupación. Este 
comportamiento corresponde a la característica 3 del comportamiento de la plan-
ta descrita por los gestores de la planta. 
 
Figura 29. Comparación entre los buffers acumulados previos a corte y previos a clasificación de 
M1 y M2. 
Por otro lado, la Figura 30 muestra una gráfica comparativa entre los resul-
tados de los modelos 1 y 2 para las ocupaciones de los labradores y clasificadores. 
En líneas generales se aprecia la mayor variabilidad en el comportamiento del 
modelo 2, especialmente en el caso de la ocupación de los clasificadores que pre-
sentan días de muy baja ocupación en comparación al modelo 1 mientras que en 
la mayor parte de días su ocupación es superior. Aunque en la gráfica es difícil 
apreciarlo, de una análisis de ambas series temporales se obtiene que en un 1,4% 
de los días la operación de clasificación se convierte en el cuello de botella según 
el modelo 1 (la de mayor ocupación) frente a un 7% de los días según el modelo 2. 
Este resultado implica que la característica 4 relativa a la ubicación variable del 
cuello de botella está presente en el modelo 2 y en muy bajo grado en el modelo 1. 
Por tanto desde este punto de vista también el modelo 2 refleja de manera más 
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Por último, la Figura 31 muestra la ocupación de los carros 2 y 3 según am-
bos modelos. Se observa la gran diferencia en la variabilidad reflejada por ambos. 
 
Figura 30. Comparación entre la ocupación de labrado y clasificación de M1 y M2. 
 
Figura 31. Comparación entre la ocupación de los carros de M1 y M2. 
Como conclusión de los resultados presentados en este apartado, se puede 
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escalas temporales de variabilidad permitió obtener un modelo capaz de reflejar 
la alta variabilidad presente en el comportamiento de la planta real. Comparan-
do los resultados del modelo 1 que no incluía más que la variabilidad en los ci-
clos de ejecución del proceso con el modelo 2 que sí incluía los efectos de variabi-
lidad entre jornadas se observa que el modelo 2 es el que mejor reproduce tanto 
la autocorrelación de los parámetros del proceso como la ubicación dinámica del 
cuello de botella o la persistencia de periodos de alta ocupación de los buffers y 
periodos de baja ocupación. 
Por todo ello, en la fase de estudio de propuestas de mejora se optó por el 
modelo 2. 
5.5. MEJORA DEL PROCESO 
El desarrollo de propuestas de mejora del proceso de producción se funda-
mentó en la aplicación de ideas y conceptos de fabricación Lean adaptándolas a 
las características de la planta y del proceso. En un principio la alta variabilidad 
en las características de la pizarra llevaba a considerar que la aplicación de prin-
cipios Lean no sería adecuada o sería de muy difícil adaptación ya que las fuen-
tes de incertidumbre en el proceso son elevadas y no es posible alcanzar un con-
trol eficiente sobre la mayoría de ellas. La razón principal es que no es posible 
conocer las características de la piedra en cantera hasta que no ha sido extraída, 
posteriormente serrada y finalmente labrada. A medida que el bloque de mate-
rial va pasando por las sucesivas etapas de transformación, se van encontrando 
las diferentes impurezas interiores que originan pérdidas de material y menor 
calidad en los productos finales y, en el momento de desarrollo del proyecto, no 
existía ningún procedimiento que de forma económicamente rentable pudiera 
proporcionar una clasificación previa del material para evitar el procedimiento 
de productos que serían finalmente rechazados. 
Las líneas de actuación acordadas con la dirección de la empresa consistieron 
en el rediseño del layout y la simplificación de operaciones. Un objetivo de para 
la empresa era la reducción de personal aunque la alta ocupación de la planta 
llevó desde un inicio a que las posibilidades de mejora en este sentido fueran 
muy reducidas. 
Por todo ello se procedió a llevar a cabo un rediseño del proceso buscando la 
forma de simplificarlo en la medida de lo posible y eliminar tareas sin valor aña-
dido como transportes y almacenamientos intermedios. La solución propuesta se 
muestra en la Figura 33 que puede ser comparada con el layout inicial de la Figu-
ra 32. En esta solución se realizaron los siguientes cambios: 
 Eliminación del carro 3 y de la mesa de transporte entre los carros. Los buf-
fers de las máquinas de corte fueron conectados de forma directa con el carro 
2 que adicionalmente ha de transportar los lotes de piezas recirculadas. 





Figura 32. Modelo para el layout original de la planta. 
 
Figura 33. Modelo para el nuevo layout propuesto de la planta. 
 Rediseño de la zona de embalaje, reduciendo el número de pallets, acercán-
dolos a los puestos de clasificación y facilitando el acceso para su retirada 
una vez llenos. 
 Los cambios propuestos implican en primer lugar una eliminación de una 
operación de transporte innecesaria y una reducción importante de los buf-
fers de almacenamiento intermedios, especialmente entre la salida de labra-
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do y el inicio de corte aunque también se reducen las capacidades de los buf-
fers previos a la clasificación. Esta tipo de configuración era rechazada en un 
inicio por los gestores de la planta ya que la razón por la cual se había lleva-
do a cabo el diseño inicial de la planta con la doble operación de transporte 
era con el fin de maximizar el espacio dedicado a zonas de almacenamiento 
intermedio previas a corte y también en la clasificación como medio para re-
ducir el impacto negativo de la variabilidad en el proceso. 
El nuevo layout fue simulado empleando el modelo con variabilidad en las 
dos escalas temporales. La Tabla 31 muestra los resultados de las ocupaciones 
medias, desviaciones y rangos para las mismas variables que fueron estudiadas 
con el layout inicial. Así mismo se muestran los resultados de los test T y F em-
pleados para contrastar la hipótesis nula de que el nuevo layout no proporciona 
una mejora. Para ello se emplean los test unilaterales para diferencia de medias y 
de varianzas adoptando con las hipótesis nulas           y    
     
     
frente a las hipótesis alternativas           y 
   
 
   
    . 
Tabla 31. Ocupación de recursos, buffers y bloqueo de elementos para el nuevo layout y p-valor de 
la hipótesis nula de que el nuevo layout no proporciona mejora. 
 
 
Nuevo Layout Sig. Mejora 
 Media Desv. Max. Mín. Media Desv. 
Ocupación 
OP.L 87,7% 4,7% 100,0% 79,6% 0,004 1,000 
CT.2 70,1% 9,0% 92,8% 43,8% <1e-3 1,000 
OP.CLA32 85,1% 9,0% 100,0% 61,9% 0,011 1,000 
OP.CLA30 34,0% 8,0% 56,7% 13,6% <1e-3 0,705 
OP.CLA27 28,4% 6,5% 45,1% 13,8% 1,000 1,000 
OP.E32 67,4% 6,4% 83,3% 43,4% <1e-3 0,090 
OP.E30 55,5% 14,7% 95,8% 20,2% <1e-3 0,538 
OP.E27 46,1% 11,2% 73,9% 20,4% 0,992 0,999 
Buffer 
B.L 0,9372 1,6384 8,9362 0,1046 <1e-3 <1e-3 
B.COR32 0,3407 0,2703 1,9918 0,0346 <1e-3 <1e-3 
B.COR30 0,228 0,222 1,7115 0,0365 <1e-3 <1e-3 
B.COR27 3,0328 2,1494 7,9224 0,518 1,000 <1e-3 
B.CLA32 0,6771 0,7422 4,5029 0,0211 <1e-3 <1e-3 
B.CLA30 0,3093 0,2719 1,4695 0,0251 <1e-3 <1e-3 
B.CLA27 1,9% 7,0% 45,0% 0,0% <1e-3 <1e-3 
Bloqueo CT.2 87,7% 4,7% 100,0% 79,6% - - 
Los resultados de la Tabla 31 muestran en primer lugar que las ocupaciones 
de todos los operarios excepto del encargado de la clasificación de láminas de 
formato 27×18cm son menores con el nuevo layout. Este resultado es comprensi-
ble teniendo en cuenta que el proceso de llegada de láminas de los formatos se ve 
alterado por la nueva disposición. En la disposición original la línea de corte del 
formato 27×18cm se encontraba en la posición más cercana al inicio de las opera-
ciones del carro 3. Además, la geometría del puesto se ha modificado. Mientras 




que en el plano original la disposición de los pallet de 27×18 era más simple por 
trabajarse habitualmente solo dos formatos, en la nueva disposición se recogen 
posiciones para un número mayor de formatos. Por ello, aunque la ocupación del 
operario se incrementa ligeramente, como se trata del operario menos ocupado 
este aumento no se considera un problema mientras que se obtiene la ventaja de 
poder trabajar un mayor número de calidades. Las mejoras más significativas se 
logran en los clasificadores y embaladores encargados del resto de formatos. En 
la operación de clasificación se logra una pequeña mejora pasando de un 87% a 
un 85% por lo que su relevancia es escasa. Sin embargo en el caso de los embala-
dores se logra bajar de un 82% con el layout inicial a un 67% para el formato de 
32×22cm y de un 75% a un 55% en el caso del operario con formato 30×20cm. Esta 
reducción en la ocupación permitiría disponer de más tiempo para llevar a cabo 
las operaciones de clasificación y recuento con más calma o realizar tareas de 
apoyo o limpieza en otras partes de la línea. Además, en caso de incrementos en 
la demanda, la planta podría responder sin necesidad de contratar a nuevos em-
baladores o en caso de reducciones en la demanda se podría prescindir de uno 
de ellos. 
En los labradores se produce una pequeña mejora asociada principalmente a 
la reducción de los bloqueos a su salida bajando de un 88,8% de ocupación me-
dia a un 87,7%. Esta mejora no es de gran relevancia práctica aunque contribuye 
a que los operarios se encuentren menos saturados de trabajo. 
Las desviaciones de la ocupación de los operarios sin embargo aumentan li-
geramente en el caso de los labradores y en el de los clasificadores de 32×22cm 
mientras que no es así en otros casos. Este resultado es de menor importancia 
relativa al anterior ya que sólo implica que las variaciones entre días son mayo-
res mientras que los rangos de variación no varían perceptiblemente. 
Por otro lado, en los niveles de ocupación de los buffers se aprecian mejoras 
importantes. En todos los casos excepto en el buffer de alimentación a la máqui-
na de corte de 27×18 se observan mejoras muy significativas. El buffer de alimen-
tación a esta máquina en la nueva disposición de layout se encuentra en un ex-
tremo de la línea por lo que estará afectado por una mayor variabilidad en el 
ritmo de llegada de los lotes. Sin embargo se trata del formato de menor valor y 
con menor tasa de producción por lo que se considera un resultado poco relevan-
te. La diferencia más significativa se produce en los buffers de entrada de labra-
do. Estos buffers en la disposición inicial presentaban un nivel de ocupación 
elevado de 4 bloques de media por buffer. En el nuevo layout este valor se reduce 
a menos de 1, lo que implica por un lado que se pueden reducir sus dimensiones 
y que se mantiene menos trabajo en curso.  
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El trabajo en curso total en los buffers intermedios de la planta se puede 
comparar transformando todas las longitudes de buffer en láminas teniendo en 
cuenta los tamaños de lote almacenados en cada caso. En total, en los buffers 
intermedios hay 2970 piezas almacenadas de manera permanente con el layout 
inicial. Este número se reduce a 490 con el nuevo layout. Por tanto se ve que el 
nuevo layout proporciona una mejora muy destacable en cuanto a reducción de 
trabajo en curso. 
 
Figura 34. Comparación entre la ocupación media de los buffers precios a corte y a clasificación 
con el layout inicial (M2) y el nuevo layout (NL). 
Adicionalmente se puede comparar el comportamiento de la planta bajo las 
dos configuraciones de layout mediante las gráficas de evolución diaria de los 
buffers. En la Figura 34 se pueden ver las evoluciones diarias simuladas del total 
de buffers previos a corte y clasificación en ambos casos. La diferencia en el 
comportamiento es evidente. Mientras que en el layout inicial se produce la alter-
nancia entre periodos de alta saturación de buffers y periodos de baja ocupación 
el comportamiento de la planta con el nuevo layout es mucho más homogéneo. 
La reducción en los niveles de inventario en curso es relevante tanto en el corte 
como en la clasificación, pero especialmente en el caso de las operaciones previas 
a corte ya que se elimina el carro 3 y la mesa de conexión entre labrado y corte. 
Estas operaciones de transporte intermedio actuaban inicialmente como un em-
budo a través del cuál debía pasar todo el flujo de productos amplificando la 
variabilidad en el proceso de generación de colas. Se ve por tanto que aunque era 
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frente a la variabilidad en las propiedades de la pizarra, el efecto real sobre la 
planta era el contrario al deseado. 
En la Figura 35 se ilustra la evolución diaria del nivel de ocupación de los 
operarios de labrado, clasificación y embalaje. En cuanto a este aspecto el com-
portamiento de la planta es similar con ambas configuraciones de layout aunque 
la ocupación de los embaladores se reduce notablemente. El comportamiento del 
sistema en cuanto a la ubicación del cuello de botella es análogo a la situación en 
la planta inicial. Habitualmente se sitúa en la operación de labrado y en un 7% de 
los días en la clasificación. 
 
Figura 35. Ocupación media de los labradores, máquinas de corte y clasificadores con el nuevo 
layout (NL). 
En este apartado se ha visto cómo la simplificación del layout de la planta ba-
jo un enfoque Lean conduce a una mejora pese a que inicialmente la percepción 
de sus gestores era la opuesta como consecuencia de la alta variabilidad presente. 
El nuevo diseño fue simulado teniendo en cuenta la variabilidad presente en las 
series temporales de parámetros del proceso y permite reducir el comportamien-
to observado en la planta inicial consistente en la alternancia entre periodos de 
alta y baja ocupación de los buffers intermedios. El nuevo diseño de layout per-
mite reducir los costes asociados a las operaciones de transporte intermedio y 
trabajo en curso e incrementa la disponibilidad de los operarios de embalaje. 
El desarrollo de un modelo de simulación con dos escalas temporales de va-
riabilidad fue una herramienta necesaria para diagnosticar los problemas presen-
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de modelado y simulación en que únicamente se hubieran tenido en cuenta las 
distribuciones de llegadas, tiempos de ciclo y generación aleatoria de los diver-
sos productos no hubiera permitido analizar correctamente los problemas origi-
nados por el layout inicial ni hubiera permitido valorar correctamente los benefi-
cios proporcionados por su mejora. 





Conclusiones y Trabajo Fu-
turo 
A lo largo de esta tesis se han analizado diversos modelos de series tempora-
les aplicables a la simulación de líneas de producción. Los modelos estudiados se 
ubican en la clase de datos “complejos” de acuerdo con la clasificación estableci-
da por Mielke (2010) para datos de entrada de modelos de simulación y que son 
los que menos atención han recibido en la literatura pese a que diversos autores 
han resaltado la importancia de modelar adecuadamente la dependencia entre 
las diversas variables que incluye un modelo. En la revisión bibliográfica llevada 
a cabo se observó que los trabajos que han contemplado el uso de modelos de 
series temporales sin la hipótesis de independencia e igualdad de distribución 
(i.i.d.) son escasos y se ciñen en la mayoría de casos a estudios teóricos. En esta 
tesis se han estudiado fundamentalmente dos tipos de desviaciones con respecto 
a la hipótesis i.i.d.: la presencia de autocorrelación en las series temporales y el 
modelado de variaciones en múltiples escalas temporales. 
El trabajo llevado a cabo representa una contribución tanto al conocimiento 
sobre el comportamiento de líneas de producción como a la metodología de si-
mulación de eventos discretos aplicada a sistemas de producción. Con respecto 
al área de producción, se ha investigado el comportamiento de líneas de produc-
ción en situaciones de presencia de autocorrelación en los tiempos de ciclo y 
variabilidad en dos escalas temporales. El estudio ha permitido evaluar las im-
plicaciones que estas circunstancias tienen de cara al dimensionamiento de re-
cursos y el control de la producción. En lo referente a la metodología de simula-
ción, se han estudiado modelos estadísticos que facilitan la modelización de sis-
temas productivos en casos de incumplimiento de la hipótesis i.i.d. por la presen-
cia de autocorrelación o variabilidad en múltiples escalas temporales. 
Los resultados del estudio teórico presentado en el capítulo 4 han sido apli-
cados a un caso de estudio que constituye un ejemplo paradigmático de sistema 
de producción altamente variable. En la planta analizada, el desarrollo de un 
modelo de simulación con variaciones en dos escalas temporales (ciclos de ejecu-
ción del proceso y jornadas de trabajo) se convirtió en un medio necesario para 
obtener un modelo válido. El modelo de simulación permitió caracterizar la 
complejidad en el comportamiento del sistema relativa a la acumulación de tra-
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bajo en curso y determinar que el diseño inicial del proceso, que forzaba que 
todo el flujo de producción circulara a través de un único elemento de transporte 
intermedio, amplificaba su variabilidad provocando el efecto contrario al que se 
había buscado en su diseño. El proceso fue finalmente mejorado a partir de la 
adopción de principios de fabricación Lean en un entorno en el que eran conside-
rados inadecuados por la presencia de múltiples fuentes de variabilidad no con-
trolables. 
Como conclusión fundamental de esta tesis se resalta la importancia que el 
correcto análisis de las propiedades estadísticas de las series temporales de un 
proceso productivo tiene de cara al desarrollo de modelos válidos de sistemas de 
producción. La teoría de series temporales ha sido amplia y satisfactoriamente 
aplicada en muchos otros campos de conocimiento tales como la economía, la 
ingeniería financiera o el tratamiento de señales. Sin embargo, en numerosos 
textos sobre simulación de eventos discretos ha sido relegada a un papel secun-
dario, presentándose como una opción de modelado excepcional o ignorándose 
por completo. Como hechos representativos de esta situación se pueden destacar 
que ninguna de las herramientas de software de simulación empleadas en esta 
tesis incluye por defecto ningún modelo para la simulación de series temporales 
o el hecho de que aplicaciones para ajuste de distribuciones integradas en el 
software de simulación, como ExpertFit o StatFit, no contemplan ni tan siquiera 
tests específicos para detectar el incumplimiento de las hipótesis i.i.d. 
Los resultados de los experimentos de simulación llevados a cabo muestran 
efectos relevantes asociados a la presencia de autocorrelación en las series de 
tiempos de ciclo de los procesos y, de forma todavía mayor, a la presencia de 
variabilidad en múltiples escalas temporales. La omisión de dichos efectos con-
lleva un importante riesgo de errores en el dimensionamiento de recursos y, en 
menor medida, en la asignación óptima de buffers. 
La posible presencia de efectos de “memoria larga” o el fenómeno de Hurst 
en las variables de un proceso supone un importante riesgo de cara a la extrapo-
lación de los resultados de un modelo ajustado a partir de datos correspondien-
tes a una escala temporal a otras escalas temporales mayores, ya que si los efec-
tos de dependencia de alto rango son ignorados la varianza de las variables del 
proceso en escalas temporales mayores será subestimada. Se ha visto que las 
series temporales afectadas por el fenómeno de Hurst pueden ser aproximadas 
en un rango determinado de escalas temporales mediante modelos con variabili-
dad en múltiples escalas temporales. 
Aunque en el caso de estudio presentado no se encontró evidencia conclu-
yente sobre la ocurrencia del fenómeno de Hurst (la necesidad de adoptar mode-
los de variabilidad en múltiples escalas temporales no responde exclusivamente 
a este fenómeno) los resultados obtenidos sí muestran que un modelo ajustado 
exclusivamente para la escala temporal de ciclos de ejecución del proceso hubie-




ra conducido a la subestimación de la variabilidad presente en la planta. Este 
resultado implica que, en el desarrollo de un modelo de simulación, ha de pres-
tarse especial cuidado al análisis de las escalas temporales para las cuales se 
desean obtener resultados (en función de los objetivos del proyecto) y debe ga-
rantizarse que el modelo representa adecuadamente la variabilidad presente en 
el sistema real para todas las escalas temporales de interés. 
En los apartados posteriores se detallan las principales conclusiones obteni-
das relativas a los modelos teóricos presentados en el capítulo 4, el caso de estu-
dio del capítulo 5 y las líneas de trabajo futuras. 
6.1. RESULTADOS RELATIVOS A LOS MODELOS TEÓRICOS IN-
VESTIGADOS 
Los modelos de series temporales más ampliamente estudiados por su versa-
tilidad y potencia para modelar la estructura de autocorrelación de una serie son 
los modelos de la familia ARIMA. Sin embargo, presentan la limitación de que 
sus distribuciones marginales son normales, lo que disminuye las posibilidades 
de aplicación en modelos de simulación de procesos industriales. La mayor parte 
de variables que se han de modelar en un proceso de simulación son tiempos 
entre eventos y duraciones de procesos, que han de ser positivos, y por tanto la 
distribución normal no es conceptualmente válida, aunque para coeficientes de 
variación reducidos pueda ser una aproximación válida. Por ello en el capítulo 
de antecedentes se realizó una revisión exhaustiva de los modelos empleados en 
simulación de eventos discretos para estas situaciones.  
Los dos principales grupos de modelos son los modelos TES y ARTA, ambos 
basados en la transformación de una serie temporal generadora en la que se in-
troduce autocorrelación. Esta serie generadora es posteriormente transformada 
de forma que la serie temporal de la variable de interés presente la distribución 
marginal deseada. Entre ambos tipos de modelos se optó por la profundización 
en los modelos ARTA por usar como proceso generador modelos autorregresi-
vos cuyo conocimiento ha sido ampliamente desarrollado dentro de la estadística. 
Además, los procesos TES presentan la desventaja de que no es posible estable-
cer una asociación directa entre los parámetros del modelo y los coeficientes de 
autocorrelación generados, debido a la ocurrencia de discontinuidades en el pro-
ceso generador (tal y como se indicó en la sección 4.2). 
Los procesos ARTA parten de procesos autorregresivos y, aunque la no li-
nealidad de la transformación empleada dificulta su estudio analítico en casos 
genéricos, sí se puede establecer una conexión directa entre los parámetros del 
proceso generador y los coeficientes de autocorrelación del proceso transforma-
do. Sin embargo, los artículos publicados sobre el mismo no proporcionan méto-
dos generales y adecuados para su ajuste a partir de datos. Los métodos desarro-
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llados por Cario y Nelson (1998) fueron implementados en una solución de soft-
ware específica y se basan fundamentalmente en procedimientos gráficos y mé-
todos numéricos aproximados. Posteriormente, Biller y Nelson (2005) desarrolla-
ron un método para el ajuste de procesos con distribuciones marginales de la 
familia Johnson. Ante la carencia observada de un método de ajuste suficiente-
mente general aplicable a las diversas distribuciones marginales que se pueden 
encontrar en la práctica, se procedió a obtener las expresiones genéricas de la 
función logarítmica de verosimilitud y las ecuaciones que permiten la estimación 
de los parámetros. La formulación propuesta permite una fácil implementación 
en software estadístico y por tanto facilita la estimación paramétrica del modelo 
en casos reales. 
Se ha encontrado que la aplicación del método de máxima verosimilitud para 
la estimación de los parámetros de un proceso ARTA conduce a la formulación 
de un problema de optimización no lineal en el que la estimación de los paráme-
tros de la distribución marginal no es generalmente separable de los parámetros 
del proceso autorregresivo. Sin embargo, se ha visto que el empleo de un proce-
dimiento simplificado en dos etapas, en el que primero se obtiene por máxima 
verosimilitud la estimación de los parámetros de la distribución marginal y pos-
teriormente se ajusta el proceso autorregresivo para la muestra de datos trans-
formada, suele proporcionar buenos resultados. Este método simplificado en dos 
etapas es adoptado como punto de partida para la generación de las soluciones 
iniciales en la aplicación de un método de optimización numérico implementado 
en R. 
Con el fin de validar el método desarrollado se llevó a cabo su implementa-
ción en R y se muestrearon los sesgos originados en la estimación de los paráme-
tros del modelo mediante simulación de Montecarlo. El estudio se centró en pro-
cesos ARTA con distribución marginal log-normal o exponencial y diferentes 
tamaños de muestra. Aunque para muestras reducidas el método de máxima 
verosimilitud conduce habitualmente a sesgos en la estimación, y estos se ven 
reflejados en los resultados de los experimentos numéricos llevados a cabo, para 
muestras grandes proporciona estimadores consistentes y eficientes siempre y 
cuando se verifiquen ciertas condiciones de regularidad de la distribución. Los 
resultados de la experimentación numérica muestran que, en general, tanto el 
método de máxima verosimilitud como el método simplificado en dos pasos 
proporcionan estimaciones similares, excepto en la estimación de los parámetros 
del modelo autorregresivo para la distribución exponencial con coeficientes de 
autocorrelación elevados. 
Por ello se puede concluir que se ha propuesto un método eficaz que permite 
ajustar modelos ARTA, independientemente de la distribución marginal consi-
derada, empleando software estadístico convencional. Aunque la implementa-
ción realizada sea obviamente mejorable buscando formas de implementar el 
método computacionalmente más eficientes y haya la posibilidad de encontrar 




estimadores más eficientes para muestras pequeñas realizando correcciones so-
bre su definición, el método desarrollado garantiza la posibilidad de ajustar un 
modelo estadístico que contemple los efectos de autocorrelación en las series 
temporales bajo las condiciones más generales que se pueden dar en un proyecto 
de simulación. 
Los modelos ARTA fueron posteriormente aplicados para el estudio de los 
efectos de autocorrelación en líneas de producción. Los resultados de autores 
previos (Livny, Melamed, and Tsiolis 1993; Altiok and Melamed 2001) mostraron 
que la presencia de autocorrelación positiva en las variables del proceso (tiempos 
entre llegadas, tiempos de ciclo o tiempos entre fallos) incrementa la acumula-
ción de trabajo en curso y en consecuencia reduce el rendimiento de la línea. Sin 
embargo estos autores no estudiaron más que casos con coeficientes de autoco-
rrelación de primer orden y no consideraron el efecto que los cambios en la capa-
cidad de buffers de la línea o en su longitud ejercen sobre los resultados ni cómo 
estos factores interaccionan entre sí. Por ello se llevó a cabo un experimento fac-
torial completo mediante simulación para evaluar todas las posibles interaccio-
nes entre estos factores y los dos primeros coeficientes de autocorrelación de la 
serie temporal. El estudio se centró en la presencia de autocorrelación en tiempos 
de ciclo, aunque los efectos en los tiempos entre llegadas o tiempos entre fallos 
serían similares. 
Las conclusiones de este experimento se resumen como sigue: 
 Los factores considerados presentan interacciones significativas de alto or-
den por lo que han de tenerse en cuenta en la experimentación con modelos 
de simulación de plantas que presenten autocorrelación. 
 El comportamiento del sistema para coeficientes de autocorrelación positiva 
de primer orden es análogo al previamente descrito por otros autores. 
 Se han observado interacciones positivas en los casos en que los dos prime-
ros parámetros del proceso autorregresivo son de signos opuestos e interac-
ciones negativas en el caso contrario. 
 Se han observado interacciones negativas entre el incremento en la capaci-
dad de los buffers y la presencia de autocorrelación, excepto para el caso con 
autocorrelación positiva de primer orden. Este hecho implica que en los ca-
sos con autocorrelación negativa o positiva de orden mayor a 1 el incremento 
en la capacidad de los buffers causa incrementos marginales decrecientes en 
el rendimiento. 
 La longitud de la línea no presenta interacciones relevantes con la capacidad 
de los buffers y la presencia de autocorrelación simultáneamente lo que im-
plica que el comportamiento descrito para una línea de 5 máquinas es gene-
ralizable a una línea de mayor longitud, aunque el rendimiento de la línea 
sea menor por su mayor longitud. 
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Posteriormente se llevó a cabo otro conjunto de dos experimentos con el fin 
de determinar si las soluciones al problema de asignación óptima de buffers den-
tro de la línea se ven afectadas por la presencia de autocorrelación. En el primer 
experimento se analizó cómo la ubicación de buffers de capacidad unitaria origi-
na diferentes efectos en función de su posición en la línea y en el segundo caso se 
obtuvieron las soluciones óptimas al problema de asignación de buffers y se 
compararon bajo diferentes escenarios de autocorrelación. Los resultados de los 
análisis condujeron a las siguientes conclusiones: 
 La forma de “bóveda” de la solución de reparto óptima es robusta frente a la 
presencia de efectos de autocorrelación en los tiempos de ciclo cuya disposi-
ción en la línea sea equilibrada. 
 La presencia de autocorrelación positiva reduce la intensidad de los benefi-
cios proporcionados por la forma de “bóveda”. 
 Las diferencias entre las soluciones obtenidas en los distintos escenarios de 
autocorrelación fueron reducidas, aunque resultaron significativas en los ca-
sos con disposición no homogénea de los efectos de autocorrelación. 
 En los casos en que una máquina o un grupo de máquinas de la línea presen-
ten autocorrelación positiva pero no los restantes (o ésta sea negativa), la 
asignación de buffers en posiciones contiguas incrementa el rendimiento de 
la línea. 
Por tanto se concluye que en la asignación de buffers en líneas que presenten 
autocorrelación en tiempos de ciclo la forma de bóveda proporciona una solu-
ción de partida adecuada para obtener un buen reparto. Sin embargo la distribu-
ción no equilibrada de los coeficientes de autocorrelación conduce a desviaciones 
importantes con respecto a la forma de bóveda. En estos casos se deberá dar 
prioridad a la asignación de buffers en posiciones cercanas a las máquinas con 
autocorrelación positiva y lejanas a las máquinas con autocorrelación negativa. 
En la revisión bibliográfica llevada a cabo no se encontró ninguna publicación 
que hubiese descrito estos efectos. 
Por último se realizó la comparación entre dos sistemas de control para lí-
neas de producción: una línea de empuje (Push) frente a una línea CONWIP de 
trabajo en curso constante. Para ello se obtuvieron resultados relativos a rendi-
mientos de la línea y promedios de trabajo en curso para diferentes restricciones 
de trabajo en curso máximo con el sistema CONWIP frente a la línea Push. Los 
resultados obtenidos muestran pocas diferencias entre el comportamiento de 
líneas con autocorrelación positiva o negativa y los casos sin ella.  
Por ello se puede considerar que no se han encontrado efectos relevantes 
causados por la presencia de autocorrelación sobre la elección del sistema de 
control adecuado para una línea de producción. La única divergencia reseñable 
entre los escenarios de autocorrelación considerados se refiere a que, en los casos 
con fuertes restricciones en el trabajo en curso, las líneas CONWIP presentaron 




una menor diferencia relativa con la línea Push análoga que en los casos sin auto-
correlación o autocorrelación positiva. Esto podría favorecer la adopción de sis-
temas de control CONWIP en líneas con capacidad de los buffers reducida, auto-
correlación positiva en los tiempos de ciclo y fuertes restricciones de trabajo en 
curso. 
Por otro lado se investigaron los efectos sobre el rendimiento de la línea cau-
sados por la presencia de variabilidad en dos escalas temporales y autocorrela-
ción en la escala temporal mayor. En este caso se consideraron como escalas 
temporales los ciclos de ejecución del proceso y otra escala mayor en la que se 
introducen los efectos de autocorrelación. El rendimiento de la línea fue simula-
do en función de la relación existente entre las duraciones de estas dos escalas 
temporales y del coeficiente de autocorrelación en la escala temporal mayor em-
pleando un modelo multiplicativo para integrar los efectos en las dos escalas. 
Los resultados mostraron importantes cambios en el rendimiento de la línea 
en función de la relación entre las escalas temporales y la posible presencia de 
autocorrelación. Se encontró una importante reducción en el rendimiento de la 
línea asociado al incremento de la longitud de la escala temporal mayor, aunque 
sus incrementos marginales fueron decrecientes. Por ello, para escalas tempora-
les elevadas no se producen diferencias relevantes entre sus efectos sobre el ren-
dimiento de la línea. La presencia de autocorrelación positiva también redujo el 
rendimiento y adicionalmente, en este caso, se observó que la presencia de auto-
correlación negativa para escalas temporales elevadas condujo a efectos negati-
vos sobre el rendimiento contrariamente a lo que ocurre en escalas temporales 
menores. 
En la revisión bibliográfica no se encontró ningún trabajo que hubiera estu-
diado previamente los efectos relativos a la escala temporal sobre el rendimiento 
de un proceso, exceptuando los estudios realizados sobre redes de comunicacio-
nes con intensidad de tráfico afectada por el fenómeno de Hurst. Sin embargo la 
perspectiva de estos trabajos es diferente ya que está orientada fundamentalmen-
te al dimensionamiento de buffers de servidores de conexión con el fin de mini-
mizar las probabilidades de desbordamiento y los volúmenes de entidades que 
fluyen por el sistema de colas son mucho mayores que los que se dan en líneas 
de producción. Además, las restricciones de los modelos difieren así como las 
distribuciones de tiempos de servicio. Por ello, aunque proporcionan una refe-
rencia de interés, los efectos relativos a las escalas temporales de variación deben 
de ser investigados de forma específica en sistemas de producción. 
6.2. RESULTADOS RELATIVOS AL CASO DE ESTUDIO 
El caso de estudio detallado en el capítulo 5 constituye un caso representati-
vo de un proceso productivo altamente variable debido al efecto que las propie-
dades heterogéneas del material extraído en la cantera tienen sobre todo el pro-
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ceso. Además, se trata de un proceso que depende en gran medida de operacio-
nes manuales y en el que las decisiones de control son tomadas por un encarga-
do de planta en base a su experiencia. Todo ello contribuye a generar un proceso 
con grandes variaciones en el aprovechamiento y la calidad de las piezas proce-
sadas así como de la carga de trabajo de sus distintas etapas. 
La estrategia tradicional adoptada en el sector para compensar la presencia 
de esta variabilidad consistía en asignar el mayor espacio posible para buffers de 
conexión y disponer de grandes cantidades de trabajo en curso con las que com-
pensar estos cambios. 
En este contexto se llevó a cabo el desarrollo de un proyecto se simulación 
con el fin de reducir costes, manteniendo la tasa de producción, eliminando eta-
pas innecesarias y simplificando el proceso. El proyecto se inició con el plantea-
miento de un modelo conceptual que recogiera las principales variables que de-
finen su rendimiento y las relaciones entre las mimas. A partir de este modelo se 
identificó un conjunto de parámetros principales cuyas variaciones determinan 
de forma fundamental el rendimiento de la línea.  
Posteriormente se recopilaron datos de tiempos de ciclo de las distintas ope-
raciones involucradas y se analizaron los registros de producción diarios dispo-
nibles de la planta. De este análisis se pudieron obtener las distribuciones esta-
dísticas correspondientes a las duraciones de las distintas tareas en la escala 
temporal de ciclos de ejecución. Para la operación de labrado, que es la que su-
ponía el mayor coste mano de obra y en la que se producían más deshechos de 
material, se ajustó mediante regresión un modelo potencial que recoge el efecto 
sobre los tiempos de ciclo tanto del tamaño de los bloques recibidos como del 
porcentaje de aprovechamiento de material que se obtiene. 
Para los parámetros principales del proceso se realizó un estudio de series 
temporales. En primer lugar se empleó un análisis de componentes principales 
para seleccionar un conjunto de cuatro parámetros que conjuntamente represen-
taban un 80% de la varianza total y que permitían modelar las relaciones de co-
rrelación entre los parámetros. Posteriormente la evolución temporal de estas 
componentes principales fue ajustada mediante procesos autorregresivos de 
primer orden después de haber desestimado el empleo de modelos de vectores 
autorregresivos VARS y descartado la presencia de raíces unitarias. 
Con el fin de determinar la posible presencia del fenómeno de Hurst en las 
series temporales de los parámetros se realizó un estudio comparativo entre el 
incremento de la varianza observado en las series y el que sería esperable de 
acuerdo con los modelos AR ajustados. En este caso no se encontró evidencia del 
fenómeno de Hurst, por lo que la presencia variaciones importantes y autocorre-
lación en la escala temporal de jornadas de trabajo puede entenderse asociada a 
factores persistentes a lo largo de un día y a cambios en las propiedades del ma-




terial extraído en cantera que tienden a mantenerse en valores similares de una 
jornada a la siguiente. 
Por otro lado se investigó la posible presencia de efectos de variabilidad aso-
ciada al comportamiento de los operarios encargados del labrado y a las diferen-
cias individuales en su habilidad. En este caso los resultados, obtenidos a partir 
del ajuste de un modelo de correlación para las series temporales de totales de 
producción diaria de cada trabajador, mostraron la presencia de causas de varia-
ción comunes muy significativas (achacables principalmente a los cambios en la 
calidad del material procesado) pero no se encontraron efectos significativos 
ligados al comportamiento. 
El modelo fue implementado en Delmia Quest V5 R20 y se llevó a cabo una 
experimentación inicial con el objetivo de llevar a cabo su validación y determi-
nar qué hipótesis de modelado debían de ser tenidas en cuenta. Para ello se 
comparó, en primer lugar, entre un modelo en el cual sólo se introdujo la variabi-
lidad en la escala temporal de ciclos de ejecución (M1) con un modelo en que se 
consideraron por un lado la escala de los ciclos de ejecución y por otro lado las 
variaciones diarias en los parámetros del proceso (M2). El modelo M2 se formuló 
a partir de la integración de los modelos de series temporales y los modelos de 
variación en tiempos de ciclo. 
Una hipótesis de modelado descartada fue la consideración de las diferencias 
individuales entre operarios. Aunque en la práctica sí están presentes y fueron 
observadas en los datos de producción, desde el punto de vista de las variables 
de interés del modelo no proporcionaban efectos relevantes por lo que se proce-
dió a su eliminación. 
Los resultados mostraron que el modelo M1 que sólo contemplaba las varia-
ciones en la escala temporal de ciclos del proceso no era capaz de reproducir la 
varianza ni la autocorrelación observada en la planta para los parámetros del 
proceso en la escala temporal de días. El modelo M1 tampoco fue capaz de re-
producir adecuadamente el comportamiento de la planta descrito por los gesto-
res de la planta. El modelo M2 sí se encontró capaz de reproducir de forma satis-
factoria todos estos aspectos de la planta real y por tanto se optó por su elección. 
Por ello la planta analizada se trata de un caso en que la adopción de un mo-
delo de simulación con múltiples escalas temporales fue necesaria para conseguir 
el desarrollo de un modelo válido del sistema. En este caso no se encontró evi-
dencia concluyente de la presencia del fenómeno de Hurst. Por ello este proceso 
puede ser citado como un ejemplo en el que la varianza en una escala temporal 
(los días) no puede ser explicada a partir de la varianza en otra escala temporal 
menor (los ciclos de ejecución) pero esto no se debe necesariamente a efectos de 
larga memoria de las series sino a circunstancias particulares de las fuentes de 
variabilidad del proceso. En este sentido, los resultados obtenidos apoyan la 
postura defendida por Grossglauser y Bolot (1999) referida a que en proyectos 
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reales el esfuerzo de modelado debe ser centrado en la correcta caracterización 
de las propiedades estadísticas de las series temporales en las escalas de interés. 
El modelo desarrollado fue empleado, una vez validado, para estudiar pro-
puestas de cambio consistentes en la simplificación del proceso, eliminación de 
operaciones de transporte intermedio y buffers y reordenamiento de las zonas de 
embalaje y clasificación. Los cambios propuestos se basaron en principios de 
fabricación Lean que no habían sido tenidos en cuenta previamente en la planta 
debido a la adopción de una estrategia de maximización de los buffers de pro-
ductos intermedios con el fin de reducir la alta variabilidad percibida. Los resul-
tados de la simulación de la planta con estos cambios mostraron importantes 
beneficios en la reducción de costes de operaciones sin valor añadido y trabajo en 
curso.  
Estos resultados muestran cómo una metodología de análisis inadecuada o la 
adopción de soluciones a partir de la percepción subjetiva de la variabilidad de 
un proceso pueden conducir a pérdidas en el rendimiento de una línea y sobre-
costes. Por ello el empleo de modelos de series temporales que reflejen de forma 
adecuada las propiedades estadísticas de las variables de un proceso se ha mos-
trado como una herramienta útil y necesaria para lograr una aplicación exitosa 
de la metodología de modelado y simulación, particularmente en su adopción en 
entornos productivos altamente variables. 
6.3. FUTURAS LÍNEAS DE INVESTIGACIÓN 
El trabajo desarrollado en esta tesis destaca la importancia de investigar mo-
delos de series temporales para su aplicación en la simulación de procesos indus-
triales. En este sentido se podría, por un lado, buscar la adaptación de modelos 
de series temporales empleados en otros campos y, por otro, proponer variacio-
nes o transformaciones de estos modelos que permitan representar adecuada-
mente las propiedades estadísticas de los procesos presentes en sistemas de pro-
ducción. 
Los procesos ARTA constituyen una familia de procesos que, aunque en la 
actualidad no suele ser empleada en la práctica, presenta un importante poten-
cial de aplicación dentro del ámbito de la simulación de procesos industriales 
por la facilidad con que permite controlar la distribución marginal de la serie así 
como de la estructura de autocorrelación. El empleo de procesos TES resulta 
desaconsejable salvo que algún criterio específico del caso aconseje su adopción. 
Con respecto a estos procesos el método de máxima verosimilitud propuesto 
permite el ajuste de sus parámetros, aunque en la experimentación realizada se 
encontraron sesgos significativos en la estimación. Por ello una línea de mejora 
en este sentido consistiría en la búsqueda de correcciones en los estimadores de 
máxima verosimilitud que compensara los sesgos de estimación. También hay 




oportunidades de mejora en la implementación en R de la función de máxima 
verosimilitud. 
Por otro lado, se puede considerar también la obtención analítica de expre-
siones para los estimadores de máxima verosimilitud de procesos con distribu-
ciones marginales concretas de interés, de forma que no se requiera del uso de 
métodos de optimización numéricos. Sin embargo, debido a la no linealidad de 
las ecuaciones resultantes se estima que sólo en unos pocos casos particulares se 
puedan obtener soluciones analíticas. La obtención de los estimadores facilitaría 
el estudio de sus propiedades o la propuesta de correcciones. 
Una carencia detectada en la literatura sobre sistemas productivos es la difi-
cultad para llevar a cabo estudios que permitan identificar qué tipos de modelos 
suelen funcionar mejor en la práctica y qué hipótesis pueden ser adoptadas. Esta 
información sería útil ya que proporcionaría una guía para los profesionales de 
simulación a la hora de plantear la recopilación, análisis de datos y simulación de 
un proceso. Para ello sería conveniente que en las publicaciones sobre casos 
reales de simulación se dedicara más especio a explicar qué hipótesis fueron 
asumidas sobre las variables del proceso y en qué criterios se fundamentó su 
adopción. 
Con respecto a los efectos de autocorrelación en las líneas de producción, el 
estudio llevado a cabo ha sido amplio y ha permitido caracterizar el comporta-
miento de las líneas con autocorrelación y su interacción con múltiples factores. 
Los resultados podrían ser extendidos a otras configuraciones de procesos o al 
estudio de sistemas de control de la producción más complejos. Este trabajo se ha 
centrado en el análisis de líneas de producción por tratarse de la configuración 
más básica y que se corresponde con la tipología del proceso analizado en el caso 
de estudio. Sin embargo el comportamiento de otros tipos de proceso tales como 
talleres o sistemas de células de fabricación flexibles también podría ser analiza-
do bajo este enfoque. 
En relación al problema de asignación óptima de buffers en una línea, se con-
sideran como opciones de desarrollo futuro el desarrollo de modelos analíticos 
que permitan tener en cuenta los efectos de autocorrelación o el estudio compa-
rativo de algoritmos de optimización para casos con autocorrelación en los tiem-
pos de ciclo. 
Por último hay una cuestión que no ha sido resuelta en este trabajo y que de-
bería ser analizada en futuros estudios. Esta cuestión se refiere a los métodos de 
ajuste de modelos de series temporales con múltiples escalas temporales de va-
riabilidad. En el caso de estudio, esta cuestión fue resuelta integrando los mode-
los ajustados para las dos escalas temporales por separado. Para casos en que las 
dos escalas temporales difieran mucho entre sí la ecuación (65) implica que la 
aproximación será aceptable. Sin embargo, si se trata de dos escalas temporales 
similares entonces se han de tener en cuenta ambos modelos conjuntamente. 
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