Viscous fingering experiments in Hele-Shaw cells lead to striking pattern formations which have been the subject of intense focus among the physics and applied mathematics community for many years. In recent times, much attention has been devoted to devising strategies for controlling such patterns and minimising the growth of the interfacial fingers. We continue this research by reporting on numerical simulations, based on the level set method, of a generalised Hele-Shaw model for which the geometry of the Hele-Shaw cell is altered. In particular, we investigate how imposing time-dependent injection rates and/or tapering the gap between the Hele-Shaw plates can be used to minimise the development of viscous fingering when an inviscid fluid is injected into a viscous fluid over a finite time period. Our results suggest that imposing these modifications can significantly suppress the growth of interfacial instabilities compared to the standard configuration for which the plates are parallel. Further, we illustrate how the number of non-splitting fingers can be controlled by injecting the inviscid fluid at a time-dependent rate while the gap between the plates is increased. While these nonstandard configurations have been studied mathematically using linear stability analysis, our numerical scheme is able to accurately describe the full nonlinear dynamics of the problem. Our simulations compare well with previous experimental results for various injection rates and geometric configurations.
Introduction
A standard Hele-Shaw cell is an experimental device (figure 1) consisting of two parallel plates separated by a small gap filled with a viscous fluid. Fluid flow in this device has received significant attention largely due to the interfacial patterns that form when an inviscid fluid is injected into the viscous fluid. These viscous fingering patterns form due to the Saffman-Taylor instability (Saffman and Taylor 1958) , and are characterised by their distinctive branching and tip-splitting behaviour. Closely related interfacial instabilities appear in a wide variety of phenomena, including saturated flow in porous media (Homsy 1987) , the growth of bacterial colonies (Ben-Jacob et al. 1992) , the crystal solidification (Mullins and Sekerka 1988) , and fractal growth due to diffusion limited aggregation (Witten and Sander 1983) amongst others, and the Hele-Shaw framework is often used as a model to describe these processes (Ben-Jacob and Garik 1990; Liang 1986; Li et al. 2004; Mirzadeh and Bazant 2017) .
In practice, the presence of fingering instabilities may be unwanted, for example in the application of oil recovery. As such, there is a significant body of research devoted to devising strategies for controlling the pattern formation and/or suppressing the viscous fingering (Rabbani et al. 2018 ). The majority of these studies consider injecting the inviscid fluid at a time-dependent flow rate, while in recent times researchers have proposed to alter the geometry of the Hele-Shaw cell to affect the fingering pattern. Examples of such alterations include separating the plates in a time-dependent fashion (Zheng et al. 2015) , tapering the Hele-Shaw plates so that they are no longer parallel (Al-Housseiny et al. 2012; Bongrand and Tsai 2018; Dias and Miranda 2013; Jackson et al. 2017; Lu et al. 2018; Stone 2017) , and replacing one of the plates with an elastic membrane Lister et al. 2013; Pihler-Puzović et al. 2013 , 2014 , 2018 . In the present study, we shall report on fully nonlinear simulations of scenarios which combine some of these non-standard configurations, computed using a numerical scheme based on the level set method.
We have in mind two broad strategies for controlling viscous fingering instabilities in a Hele-Shaw experiment. The first involves injecting a prescribed amount of inviscid fluid over finite period of time, while minimising the development of the fingering pattern. For a standard Hele-Shaw cell with parallel plates, linear (Dias et al. 2012) , piecewise ) and sinusoidal (Lins and Azaiez 2017) injection rates have been predicted to suppress the growth rate of the instabilities in comparison to the equivalent constant injection rate. We shall revisit this line of enquiry by allowing the plates to be tapered as in and Bongrand and Tsai (2018) . The second broad control strategy with which we shall be concerned involves adjusting the flow rate and the geometry of the experimental apparatus in an attempt to prevent ongoing tip splitting so that the pattern evolves with a predetermined number of fingers. For example, numerical, weakly nonlinear and experimental studies indicate that for a standard Hele-Shaw cell, an injection rate with the scaling Q " t´1 {3 can produce N -fold symmetric bubbles whose shape is independent of the initial condition, and can be controlled by the strength of the injection rate (Brener et al. 1990; Li et al. 2004 Li et al. , 2009 . Analogous results are suggested in the study of Zheng et al. (2015) , who apply linear stability analysis and experimental results to provide evidence that a constant number of fingers should develop if the parallel plates are separated via the scaling b " t 1{7 . Again, we shall revisit these ideas using our fully nonlinear simulations.
The majority of mathematical studies concerned with the viscous fingering in nonstandard Hele-Shaw geometry are performed using linear stability analysis. While linear stability analysis provides a valuable tool for studying nonlinear problems, its relevant is restricted to sufficiently small times such that the interface is near circular and nonlinear effects are negligible. Thus, we must resort to numerical techniques to study the long term behaviour of the solutions. Typically, numerical solutions to the standard Hele-Shaw problem are found using the boundary integral method, which requires that the pressure of the viscous fluid to be harmonic (Dai and Shelley 1993; DeGregoria and Schwartz 1986; Li et al. 2009; Shelley et al. 1997) . However, in general this is no longer true when the gap between the plates becomes a function of time and/or space, and thus more flexible schemes are required. As such, we shall employ a robust numerical scheme based on the level set method, presented in Appendix A. This scheme is capable of describing the complex interfacial patterns which develop in the Hele-Shaw cell, and produces solutions consistent with experimental results. From these simulations, we provide insight into how altering the time-dependent injection rate and the physical geometry of a Hele-Shaw cell influence the evolution of the inviscid-viscous fluid interface which extend well beyond the limitations of linear stability analysis.
The outline of this paper is as follows. In §2, we summarise a generalised model for Hele-Shaw flow in a non-standard geometry, for which the gap between the plates depends on both time and space. In §3, we compare numerical simulations for the standard Hele-Shaw configuration (parallel stationary plates with constant injection rate) with experimental results and predictions from linear stability analysis. We show that the numerical simulations agree with predictions from linear stability analysis for small time, and reproduce key morphological observed in experiments for large time. In §4, we consider the control strategy of injecting a prescribed amount of fluid over fixed period of time, and present numerical results indicating that both tapering the gap between the plates and/or implementing a time-dependent injection rate can be used to reduce the growth of interfacial instabilities. Subsequently, in §5, we treat the control strategy of preventing tip-splitting and show that careful implementation of a time-dependent gap and/or injection rate can control the number of viscous fingers that develop. Finally, in §6 we conclude by discussing the results and suggesting possibilities for future work.
Mathematical model

Governing equations
The geometry we have in mind involves the injection of an incompressible inviscid fluid (with flow rate Q) through a small orifice in the centre of a Hele-Shaw cell otherwise filled with a viscous fluid (figure 1). We assume the two fluids are immiscible and denote the simply connected domain of inviscid fluid by Ωptq and the interface between the two fluids by BΩ. In our model, the viscous fluid is infinite in its extent, and so while the problem is driven by injection of an inviscid fluid at a point, we can also interpret the flow as being driven by a suction of viscous fluid from infinity. A feature of our model is that we allow the small gap between the plates, b, to depend on both space and time.
We use a two-dimensional model of Hele-Shaw flow that is derived by averaging Stokes flow over the small gap between the plates. Denoting p, q and µ as the pressure, velocity and viscosity of the viscous fluid, the governing field equations are
∇p, x P R 2 zΩptq, (2.1) that the fluid's volume is conserved, and reduces to the traditional divergence free condition, ∇¨q " 0, in the standard configuration for which the plates are parallel and stationary. Note that we shall ignore the pressure gradients in the inviscid domain Ωptq, which makes this a one-phase Hele-Shaw model. By substituting (2.1) into (2.2), we have the Reynolds lubrication equation
3)
The boundary conditions on the interface are
The dynamic boundary condition (2.4) incorporates the effects of surface tension, where σ is the surface tension parameter and κ is the signed curvature of the interface in the lateral direction. The term 2{b in (2.4) represents the curvature in the transverse direction for the case where the fluid is perfectly wetting (Rabbani et al. 2018) . The kinematic boundary condition (2.5) equates the velocity of the interface to the velocity of the viscous fluid on the interface. We note that both viscous stresses and the effect of a thin wetting film left behind by the viscous fluid are ignored. The far-field boundary condition is
where Q is a time-dependent flow-rate at which the inviscid fluid is injected. Our model is summarised by a schematic in figure 2.
We note in passing that the complementary problem with viscous fluid in Ωptq and inviscid fluid in R 2 zΩptq has attracted interest in the literature. For that scenario, the lifting-plate configuration causes fingers to develop inwards. This problem has been studied through a combination of experimental, analytical, and numerical techniques (Chen et al. 2005; Lindner et al. 2005; Nase et al. 2011; Shelley et al. 1997 ), but will not be pursued here.
Numerical scheme
Many numerical schemes used to study viscous fingering in a standard Hele-Shaw cell, where the governing equation for pressure (2.3) reduces to Laplace's equation ∇ 2 p " 0, implement a boundary integral method (Dai and Shelley 1993; DeGregoria and Schwartz 1986; Li et al. 2009; Shelley et al. 1997) . However, for non-standard HeleShaw configurations, i.e. when the gap between the plates is spatially and/or temporally dependent, the pressure is no longer harmonic and boundary integral methods become a less desirable option. For our study, we utilise the level set method, proposed by Osher and Sethian (1988) , which is based around the idea of representing interfaces implicitly as the zero level set of a higher dimensional hypersurface. We note that other flexible numerical schemes based on front tracking methods have been used to study viscous fingering in non-standard Hele-Shaw cells (Fast and Shelley 2004; Pihler-Puzović et al. 2014 ). One advantage of the level set method is that it can be used describe the evolution of complex interfacial patterns using a uniform grid, eliminating the need to generate meshes that adapt as the interface evolves. The level set method has previously been used to study interfacial instabilities in a variety of moving boundary problems, including Hele-Shaw flow (Hou et al. 1997; Lins and Azaiez 2017) and Stefan problems (Chen et al. 1997) . We summarise the details of our scheme in Appendix A.
Review of standard configuration
Most mathematical studies investigating the influence of manipulating the geometry of the Hele-Shaw cell on viscous fingering are performed using linear stability analysis. While this approach provides a useful tool for understanding the qualitative behaviour of solutions, as well as for deriving strategies for controlling viscous finger development, it is only accurate for small time and, as such, does not capture the full nonlinear dynamics of the problem. In this section, we review linear stability analysis for the standard HeleShaw problem where the plates are parallel and stationary (b constant) and the inviscid fluid is injected at a constant rate Q. Further, we show that our numerical simulations are consistent with predictions made by linear stability analysis when time is sufficiently small, and can accurately reproduce experimental results for longer times.
Considering (2.1)-(2.6) in polar coordinates pr, θq with p " ppr, θ, tq and the interface BΩ denoted by r " spθ, tq, we assume a perturbed circular solution
where ε ! 1. The leading order radius of the interface becomes
. Figure 3 . pa-cq Experimental results from Chen (1987) , reproduced with permission from Springer Nature, comparing the development of viscous fingers for different injection rates and pd-f q the corresponding numerical simulations. The gap thickness between plates is 7.5ˆ10´3 cm, and the injection rate and final times (left to right) are: Q " 2ˆ10´3 mL/s and t f " 65 s; Q " 4.5ˆ10´4 mL/s and t f " 490 s; and Q " 1.4ˆ10´4 mL/s and t f " 1650 s. Numerical solutions are plotted in time intervals of t f {10. Simulations are performed on the domain 0 ď r ď 5 and 0 ď θ ă 2π using 750ˆ942 equally spaced nodes.
The resulting differential equation for the nth mode of perturbation is (Paterson 1981) 
where the most unstable mode of perturbation, n max , is predicted to be
Equation (3.4) comes from setting Bp 9 γ n {γ n q{Bn " 0 and solving for n. As such, n max is not an integer, and so in practice the most unstable mode is the closest integer to n max . Note that, given s 0 is an increasing function of time, then n max also increases in time, which means the most unstable mode predicted by linear stability is a dynamic property (while not strictly relevant for fully nonlinear pattern formation, this observation is closely related to the ongoing tip-splitting that occurs for longer times).
In figure 3 we compare experimental results performed by Chen (1987) with our numerical simulations, and test some predictions made by linear stability analysis. This figure illustrates the classic pattern formation in a standard Hele-Shaw configuration for three different injection rates in decreasing order (noting that in each case, the same amount of fluid is injected into the cell). For early times, we can apply (3.4) to predict the number of fingers that are produced. Using figure 3peq as an example, equation (3.4) (with the appropriate parameter values) predicts that n max « 9 for small times, suggesting that 9 fingers should initially form. A manual count of the onset of "fingers" in 3peq shows this prediction is consistent with the numerical simulation.
Another straightforward result from (3.3) is that, for fixed σ, b and µ, increasing the flow rate Q results in a positive contribution to 9 γ n {γ n , which has a destabilising effect on each mode. Further, we see from (3.4) that increasing Q has the effect of increasing the rate at which the most unstable mode increase. These observations are consistent with the experimental measurements performed by Chen (1987) (and many others), which appear to show that increasing the injection rate results in larger wave numbers becoming more unstable, leading to branching and tip-splitting. Of course, for later times, nonlinear effects become significant and linear stability analysis no longer provides an accurate description of the solution. In this nonlinear regime, our numerical simulations are able to reproduce the main morphological features of these experiments for the different injection rates considered, as we can see by comparing images in each column of figure 3. We view this comparison as a preliminary test of our numerical method.
Minimising growth of viscous fingering pattern
In this section, we investigate strategies for controlling viscous fingering when a prescribed amount of the inviscid fluid is injected over a finite period of time. To begin, we consider whether imposing a time-dependent injection rate and/or linearly tapering the gap between plates can be used to suppress the development of viscous fingers. While these strategies have been studied previously using linear stability analysis, we extend this work by performing fully nonlinear numerical simulations to better understand the effectiveness of these strategies.
We consider two metrics for measuring how severe a fingering pattern is at the interface, namely the isoperimetric ratio
where L and A are the arc length and area enclosed by the interface, and the ratio of the tip to base radii, which we refer to as the circularity ratio (the "roundness"), defined as
Both I and C will be unity when the interface is circular and increase as the instabilities cause the interface to deform away from a circle. In this section, the initial condition of the interface is
where θ 0 is a uniformly random number between 0 and 1. Simulations are performed on the domain 0 ď r ď 7.5 and 0 ď θ ă 2π using 750ˆ628 equally spaced nodes. For each parameter combination considered, 10 simulations are performed, and I and C are averaged over these simulations.
Time-dependent injection rate
The first strategy we consider is proposed by Dias et al. (2012) , who, using linear stability analysis and optimal control theory, derived a time-dependent injection rate when the plate gap thickness is uniform. By seeking solutions of the form of (3.1) and (3.2), Dias et al. showed that the growth rate of the most unstable perturbations to the circular solution, s 0 , when the inviscid fluid is injected over the time interval 0 ď t ď t f , are minimised when
where s 0 p0q " R 0 and s 0 pt f q " R f . The average of (4.4) over this time period is
We are interested in comparing results from the linear injection rate (4.4) with a constant injection rate where Q "Q, so that in both cases the same amount of fluid is injected over the fixed time period. Figure 4 presents numerical solutions for the constant (top row) and linear (second row) injection rates. The columns from left to right are for increasing values ofQ. We observe that the linear injection rate appears to inhibit viscous fingering, and in particular, tip-splitting is delayed resulting in shorter fingers than the corresponding constant injection case. These are only visual observations. Focusing on the representative caseQ " 1.6 mL/s (third column of figure 4), a more quantitative measure is provided in figure 5(a) , where the isoperimetric ratio I is plotted against time for both injection schemes. Initially, the isoperimetric ratio of the linear injection rate case (second curve from top in figure 5(a)) grows much more slowly than the constant injection rate case (top curve), which is simply because the linear injection rate is lower than the constant injection rate for the first half of the simulation, and so the interface is less unstable. For later times, the isoperimetric ratio of the linear injection rate case grows faster corresponding to times for which the linear injection rate is faster. Despite this switch in behaviour, the overall effect of the linear injection rate (4.4) is to greatly reduce the isoperimetric ratio at the final time t f when compared to the constant injection rate. These numerical results provide new quantitative evidence for how well Dias et al. (2012) 's 'optimal' flow rate works in practice (we return to figure 5(a) below).
To investigate the robustness of the linear injection strategy asQ is varied, we compute both the isoperimetric ratio I and the circularity ratio C according to (4.1) and (4.2) at t " t f for both the constant and linear injection rates, shown in figure 6 . The results for the constant injection rates are denoted by the (blue) upward triangle, while the linear injection rate is indicated by the (red) downward triangles. Recall that for each data point, 10 simulations are performed and the error bars indicate plus or minus one standard deviation. Over the range ofQ values considered, both of the measures I and C are considerably lower for the linear injection rate case compared to the constant injection rate. Thus we conclude the linear injection scheme is successful in greatly reducing the fingering pattern, regardless ofQ.
Tapered Hele-Shaw geometry
We consider the configuration where the gap between the plates is linearly tapered in the direction of the flow such that
together with a constant rate. The parameter α " pbp0q´b 0 q{r 0 controls the gradient of the taper. The influence of tapering the plates of a Hele-Shaw cell has been studied using linear stability analysis in both channel and radial geometry (Al-Housseiny et al. 2012;
Q " 0.6 mL/sQ " 1.2 mL/sQ " 1.6 mL/sQ " 2.2 mL/s Figure 4 . Comparison of numerical simulations with different injection schemes and plate gap taperings. The parameterQ (mL/s) is the average injection rate over the duration of a simulation. For a particular column, the same amount of inviscid fluid is injected over the same time period, which is (left to right) t f " 25.62 s, 12.81 s, 9.61 s, and 6.99 s. First row is interface profiles with parallel plates such that b " 0.2 cm with constant injection rate,Q mL/s. Second row is constant gap thickness b " 0.2 cm and linearly increasing injection rate (4.4) with R0 " 0.5 and R f " 5. Third row is constant injection rate with tapered plates of the form of (4.6) with r0 " 7 cm, b0 " 5ˆ10´3 cm, and α " 5.3ˆ10´2. Fourth row is time-dependent injection rate computed from the solution to (4.13) with R0 " 0.37 and R f " 5, where the gap between plates is the same as row three. Profiles are plotted in time intervals of t f {10. For all simulations, the initial volume of the bubble is approximately 0.157 mL, and the volume at t " t f is 15.7 mL.
Figure 5. paq Isoperimetric ratio for different injection schemes and plate tapering configurations, all with the same average injection rateQ " 1.6 mL/s and the final time t f " 9.605 s. From top to bottom, the solid curves denote configurations with: (blue) gap thickness b " 0.2 cm and constant injection rate; (red) b " 0.2 cm and linear injection rate (4.4) with R0 " 0.5 and R f " 5; (yellow) tapered plates of the form (4.6) with b0 " 5ˆ10´3 cm, r0 " 7 cm, and α " 5.3ˆ10´2 with constant injection; and (green) tapered plates of the form (4.6) with b0 " 5ˆ10´3 cm, r0 " 7 cm, and α " 5.3ˆ10´2, with injection rate computed from solution to (4.13) with R0 " 0.37 and R f " 5. In all cases, the shaded region represents one standard deviation above and below the mean. pbq Sketch of different injection rates as a function of time. Solid line (blue) is constant injection rate, dashed line (red) is optimal injection rate for parallel plates, and dotted line (green) is optimal injection rate for the tapered plate configuration (α ą 0). The total amount of inviscid fluid injection over the time intervals r0, t f s is the same for all injection rates. Figure 6 . paq Isoperimetric (4.1) and pbq circularity (4.2) ratios at the final time t " t f for different injection schemes and plate tapering. The parameterQ (mL/s) is the average injection rate over a simulation, and the final time is t f " 99π{20Q s. Upward (Ĳ, blue) and downward (İ, red) facing triangles denote the standard configuration with parallel plates b " 0.2 cm, while left (đ, yellow) and right ( §, green) facing triangles denote the case where the plates are tapered as in (4.6) with b0 " 5ˆ10´3 cm, r0 " 7 cm, and α " 5.3ˆ10´2. For Ĳ and §, the inviscid fluid is injected at a constant rate,Q. For İ, injection rate is (4.4) with R0 " 0.5 and R f " 5. For đ, the injection rate is computed from the solution to (4.13) with R0 " 0.37 and R f " 5. Figure 7 . pa-cq Experimental results from Bongrand and Tsai (2018) , reproduced with permission from the American Physical Society, comparing the viscous fingering pattern for different injection rates and plate configurations, and pd-f q the corresponding numerical simulations. The gap thickness is of the form (4.6) with pdq Q " 2{3 mL/s, b0 " 0.12 cm, α " 0, and t f " 14 s, peq Q " 2{3 mL/s, b0 " 1.5ˆ10´2 cm, α " 6.67ˆ10´2, r0 " 7 cm, and t f " 30 s, and pf q Q " 11{6 mL/s, b0 " 5ˆ10´2 cm, α " 4.75ˆ10´2, r0 " 7 cm, and t f " 4.5 s. Black scale bars represent a length of 2 cm.
Al-Housseiny and Stone 2013
where 9 s 0 " Q{2πbps 0 qs 0 , which suggests the most unstable mode of perturbation is
Of course, by setting α " 0, (4.7) and (4.8) reduce to (3.3) and (3.4). When injecting the inviscid fluid at a constant rate, we can infer from (4.7) and (4.8) that tapering the plates in a converging configuration acts to slow the growth of the most unstable mode of perturbation compared to the corresponding parallel plate case (this behaviour is analogous to the time-dependent injection rate considered in §4.1). This tapered Hele-Shaw problem is considered experimentally by Bongrand and Tsai (2018) , who investigate the effect of α, b 0 , and Q on the interfacial instabilities. In particular, Bongrand and Tsai show that for a particular value of α, there is a critical injection rate, Q c , such that for Q ă Q c , the interface remains stable over the duration of the experiment. To demonstrate that our numerical solutions of (2.1)-(2.6) are consistent with the experimental results of Bongrand and Tsai (2018) , we compare simulations with these experiments for different values of α, b 0 , and Q, shown in figure 7. For parallel plates (α " 0) our simulations are able to reproduce the classic viscous fingering patterns observed experimentally ( figure 7(a),(d) ). When the plates are converging (α ą 0) and the injection rate is sufficiently low, experimentally it is observed that the interface is stabilised, which is reproduced by our numerical simulations (figure 7(b),(e)). For a faster injection rate, the interface is unstable and develops fingers that appear slightly different to traditional viscous fingers (although the mechanism is presumably the same); our numerical solution is able to reproduce this morphology (figure 7(c),(f)).
Returning to our control strategy which involves injecting the same volume of inviscid fluid over a fixed period of time, we compare numerical solutions in figure 4 for both α " 0 and α ą 0 for four different constant injection rates. We see that tapering the plates in the direction of flow (third row of figure 4) delays tip-splitting and produces shorter fingers compared to the corresponding parallel plate configuration (first row of figure 4). Furthermore, for the lowest of the four injection rates,Q " 0.6 mL/s (first column of figure 4), tapering the plates completely suppresses the development of viscous fingers over the duration of the simulation.
To better quantify how the interfacial instabilities develop when the plates are tapered over the duration of a simulation, we compare the isoperimetric ratio I for the tapered and parallel plate configurations for a particular flow rate, shown in figure 5paq . Initially, the isoperimetric ratio for the tapered configuration (third from top (yellow)) grows much more slowly than the parallel plate configuration (top curve (blue)), while for later times it increases at a faster rate. However, as with linear injection strategy discussed in §4.1, despite the increase in I in the later stages of the simulation, tapering the plates results in an overall reduction of I at the final time t " t f compared to the corresponding parallel plate configuration.
Both the isoperimetric ratio I and circularity ratio C at the final time t " t f are shown in figure 6 for various values ofQ. For all parameter combinations tested, tapering the plates (right-facing triangles) produces a much more circular interface than the parallel plate case (upward-facing triangles). A further comparison can be made between the tapered plate case (right-facing triangles) with the linear injection case of §4.1 (downward-facing triangles). Here, the general trend is that the measures I and C are lower for the former than the latter; however, the trend in figure 6paq indicates that I at t " t f may increase above the linear injection rate case forQ ą 2.2 mL/s. We discuss this issue further in §6.
Tapered plates with time-dependent injection
In §4.1 and §4.2, we demonstrate that employing either the linearly increasing injection rate (4.4) (in a parallel plate configuration), or tapering the gap between the plates according to (4.6) (with a constant injection rate) results in a less unstable interface than the corresponding constant injection case with parallel plates. We now go further by, in the spirit of Dias et al. (2012) , deriving an optimal injection rate that minimises viscous fingering when the gap thickness is of the form of (4.6). We also perform numerical simulations to investigate the effectiveness of this configuration.
To derive the relevant optimal injection rate, we assume that 12µ 9 s 0 s 2 0 {σb 2 " 1 such that the most unstable mode of perturbation can be approximated by
Furthermore, (4.7) evaluated at n " n max reduces to
As explained by Dias et al. (2012) , the goal is to determine an injection rate which minimises the integral (4.11) which is found from the solution to the Euler-Lagrange equation
By substituting (4.10) into (4.12), we arrive at the second order nonlinear differential equation 3bps 0 q: s 0 ptq`2α 9 s 2 0 " 0, (4.13) with boundary conditions s 0 p0q " R 0 and s 0 pt f q " R f . When α " 0, (4.13) reduces to : s " 0, the same equation derived by Dias et al. (2012) . While an explicit expression for s 0 ptq cannot be found, we can solve for (4.13) numerically and compute the optimal injection rate as Qptq " 2π 9 s 0 s 0 bps 0 q. The result of this computation is presented in figure  5pbq , where we compare the optimal injection rate for the tapered and parallel plate cases. This figure illustrates that the optimal flow rate for the tapered geometry with α ‰ 0 (the dotted (green) curve) is non-monotone in such a way that it is initially lower than the corresponding constant rate (solid (blue) curve), reaches a maximum that is greater than the constant rate, and then decreases so that both rates are roughly equal at t " t f .
To illustrate the effect of implementing our new optimal injection rate when the plates are tapered, we include numerical results in the fourth row of figure 4. To ensure the comparison with the previous three configurations is fair, we ensure the solutions are computed for the same average flow rates (we useQ " 0.6, 1.2, 1.6 and 2.2 mL/s in columns 1-4, respectively) over the same period of time. Imposing a time-dependent injection rate when the plates are tapered significantly changes the morphology of the interface. Specifically, the interface appears to remain stable until near the very end of the simulation, where numerous fingers form over the final time interval. It is interesting to note these fingers appear significantly shorter than the fingers which develop for the other configurations, as we discuss below.
For the representative case representative caseQ " 1.6 mL/s (third column of figure 4), the isoperimetric ratio is shown in figure 5(a) . We see that when the plates are tapered and the injection rate is optimal (bottom curve), the interface remains essentially circular for almost all of the simulation. For late times, the isoperimetric ratio sharply increases as short fingers (observed in the fourth row of figure 4) begin to develop. Despite this increase, the isoperimetric ratio is smaller at t " t f compared to the other three configurations we have considered (top three curves of 5(a)). In figure 6 , we compare both the isoperimetric and circularity ratios computed at t " t f for all four configurations as a function ofQ. This figure shows that both I and C are significantly reduced for the optimal injection/tapered plate configuration over the entire range of parameters investigated.
Controlling number of fingers
Numerous theoretical and experimental investigations have been performed to determine strategies for controlling the number of non-splitting fingers that develop in a Hele-Shaw cell. Using linear stability analysis, Zheng et al. (2015) proposed that if the gap thickness and injection rates are of the form
Figure 8. Top row shows experimental results from Zheng et al. (2015) where the plates are separated according to b " b1t 1{7 , each produced for a different value of the control parameter J, reproduced with permission from the American Physical Society. Rows 2 to 4 are numerical simulations with distance between plates and injection rate of the form (5.1) for different values of αQ and α b . For row 2, Q " 1.2t´1 {3 mL/s, b " 0.12 cm and (left to right) σ " 3.264, 2.257, 1, and 0.808 g/s 2 . For row 3, Q " 1.2 mL/s, b1 " 0.205t 1{7 cm, and (left to right) σ " 0.410, 0.284, 0.126, and 0.102 g/s 2 . For row 4, Q " 1.2t´1 { mL/s, b " 0.15t 1{14 cm, and (left to right) σ " 1.337, 0.925, 0.409, and 0.331 g/s 2 . For all simulations, µ " 1{12 g/cm¨s.
then the expected number of fingers is
2) Figure 9 . Normalised spectra of two different solutions to (2.1)-(2.6). For paq Q " 1.2 mL/s, b " 0.205t´1 {7 cm, µ " 1{12 g/cm¨s, and σ " 0.126 g/s 2 . For pbq, Q " 1.2t´1
1{14 cm, µ " 1{12 g/cm¨s, and σ " 0.409 g/s 2 . Both of these parameter combinations give J « 242.
where
is a dimensionless control parameter. Li et al. (2009) showed using numerical simulations that when α Q "´1{3 and α b " 0, the interface will tend to N -fold symmetric shapes as time increases. Furthermore, the case α Q " 0 and α b " 1{7 has been investigated experimentally by Zheng et al. (2015) , who were able to produce interfaces with different numbers of non-splitting fingers. To date, however, configurations where both α Q ‰ 0 and α b ‰ 0 have not been considered either experimentally or numerically. In this section, we perform nonlinear numerical simulations to study the extent to which imposing a time-dependent gap thickness and/or injection rate can be used to control the number of fingers that develop and, if so, whether (5.2) is an accurate predictor of the number of fingers. Performing linear stability analysis on the circular solution to (2.1)-(2.6), we find that 4) and the most unstable mode of perturbation is
(5.5) By setting db{dt " 0, (5.4) and (5.5) reduce to (3.3) and (3.4). We can infer from (5.4) that increasing the gap between the plates, db{dt ą 0, contributes a negative offset to the 9 γ n {γ n , resulting in a stabilising effect. By considering the regime (5.1) with s 0 ptq " s 0 p0q and |db{dt| ! 1, it follows that the number of fingers N is approximated by n max in (5.5). This result suggests that when the inviscid bubble is sufficiently large, the most unstable mode according to linear stability analysis remains constant and, as such, the interface will develop a constant number of fingers.
To illustrate the effect of choosing (5.1), we compute numerical solution of (2.1)-(2.6) for different values of α Q , α b , and J, shown in figure 8. This figure also shows experimental results from Zheng et al. (2015) who considered α Q " 0 and α b " 1{7. Simulations are performed by considering a circular interface of radius 1 cm perturbed by modes 2 to 20 with uniformly random phases. Simulations are performed on the domain 0 ď r ď 15 and 0 ď θ ă 2π using 800ˆ335 equally spaced nodes. The interface is evolved until its mean radius is 10 cm, which is approximately the same size in Zheng et al. (2015) when the experiment is concluded.
For each combination of α Q and α b considered, the interfaces in figure 8 develop nonsplitting fingers, which increase in number as the control parameter J increases. One observation we made by analysing all of our numerical results is that the extent to which interfaces evolve to N -fold symmetry shapes is varied. For example, we compute the spectral density of two different interfaces, both of which have developed 8 fingers, and present the results in figure 9 . In part (a), we consider the case α Q " 0 and α b " 1{7, for which the most prevalent component is the 8th mode, and the amplitudes of all other modes, apart from the harmonic mode 16, are not significant. We consider this example to be close to an 8-fold symmetric shape. On the other hand, in part (b) we consider a case with α Q "´1{6 and α b " 1{14. Again, the most prevalent contribution is from the 8th mode; however, there are also significant contributions from modes 6, 7, and 9. These results suggest that while a constant number of non-splitting fingers appear to develop when we hold the control parameter J constant, in practice nonlinear interactions between modes of perturbations influence the evolution of the interface over the duration of the simulation.
To understand the relationship between the control parameter, J, and predicted number of fingers from (5.5), we performed a series of numerical simulations. For each combination of parameters, 10 simulations are performed, and the number of fingers at t " t f are averaged and illustrated in figure 10 . Also shown is the closest integer to the most unstable mode. We see for smaller values of J, the average number of fingers that develop is consistent for each combination of α Q and α b . On the other hand, for larger values of J, the number of fingers observed from the numerical simulations is less than the number predicted by linear stability analysis. We discuss this discrepancy in §6.
Discussion
We have conducted a numerical investigation into determining how manipulating the geometry of the classic Hele-Shaw cell experiment can be used to control viscous fingering patterns. By utilising a numerical scheme based on the level set method, we have been able to compute fully nonlinear numerical solutions both when the gap between the plates is spatially and time dependent. We have shown that our numerical solutions of (2.1)-(2.6) compare well with a variety of experimental results for different injection rates and plate configurations. Furthermore, we have been able to determine relationships between these manipulations and their influence on interfacial instabilities which extends beyond the limitations of linear stability analysis.
In §4, we considered several strategies for minimising viscous fingering when a fixed amount inviscid fluid is injected over a finite time interval. In particular, we investigate how imposing a time-dependent injection rate and/or tapering the plate gap influences the morphology of the interface. By performing a series of numerical simulations, we have shown that each of these configurations produces a less unstable interface at t " t f than the standard configuration with constant injection rate and parallel plates. In particular, our results indicate that injecting at a wisely chosen (non-monotone) time-dependent rate when α ą 0 is the most effective configuration for minimising instabilities. Note that ours are the first fully numerical results for these three non-standard configurations.
It is interesting to note the different morphological features that are produced by the tapered plate configurations. In particular, when t f´t ! 1, the interface quickly develops numerous short fingers which appear different to the standard Hele-Shaw patterns. One example of interest relates to the tapered case with constant injection (third row of 4 and the right-facing triangles in figure 6 ). Here, asQ increases, the isoperimetric ratio I increases at a rate that is clearly higher than the other configurations, while the increase in circularity ratio C is not so dramatic. Thus for high flow rates we are observing interfaces that are highly complex but whose fjords are not as deep as in the standard pattern.
Another example relates to the tapered case with optimal injection (fourth row of 4). Here, the morphology is significantly different from the standard case, and in fact this interfacial pattern resembles the short flat-tipped "stubby" fingers observed both experimentally and numerically by Pihler-Puzović et al. (2012 (2014, 2018 ). Thus we have demonstrated an apparent smooth transition from the standard Hele-Shaw problem to the pattern formation with a deformable boundary, for which the upper boundary is locally tapered.
In §5, we performed nonlinear simulations to determine whether imposing a timedependent injection rate and/or plate gap can be used to control the number of fingers which develop. For each of the configurations considered, we were able to produce interfaces which have 5 to 9 non-splitting fingers, as well as stable interfaces (i.e. 1 "finger"). Furthermore, we have shown that for values of the control parameter J that we consider, the number of fingers observed from these simulations are in reasonable agreement with the number predicted by linear stability analysis.
While linear stability analysis provides a reasonable description of the behaviour of the solutions for small times, the nonlinear simulations presented in §5 give further insight into the evolution of the interface over a longer time period. Specifically, while our simulations show that solutions to (2.1)-(2.6) can develop non-splitting fingers, these interfaces generally do not develop N -fold symmetry. This is consistent with the experimental results of Leshchiner et al. (2010) and Zheng et al. (2015) , who show that slight variations in the initial shape of the bubble can lead to variations in the width and length of the non-splitting fingers. Furthermore, for larger values of J, the number of fingers observed from simulations appears to be less than that predicted from linear stability theory.
For the special case α Q "´1{3 and α b " 0, a possible explanation for both of these discrepancies is that the simulations were not performed over a sufficiently long time period (simulations presented in this section were performed using a domain size similar to that of a typical experimental Hele-Shaw cell (Zheng et al. 2015) ). It was shown numerically by Li et al. (2009) that, for this case, the interface develops N -fold symmetry independent of the initial condition over an extremely long time period. From a mathematical perspective, the likely reason for this N -fold symmetric long-time attractor is that the problem with α Q "´1{3 and α b " 0 (stationary plates with Q " t´1 {3 ) has self-similar solutions of the form p " t´1 {3 P pX, Y q, where pX, Y q " px{t 1{3 , y{t 1{3 q (Ben Combescot and Ben Amar 1991) . On the other hand, for all the other configurations with (5.1), there are no self-similar solutions. For example, for α Q " 0 and α b " 1{7 (lifting plates with constant injection), the ansatz p " t´3 {7 P pX, Y q, where pX, Y q " px{t 3{7 , y{t 3{7 q is the obvious candidate for a self-similar solution, but the term 2{b in (2.4) scales the wrong way. Therefore, we can tentatively conclude that for randomly chosen modes of perturbation in the initial condition, the interface does not evolve to an perfect N -fold symmetric shape with N fingers predicted by (5.5), except for the special case α Q "´1{3 and α b " 0. Either way, these questions are worthy of further enquiry.
φ as a signed distance function, re-initialisation is periodically performed by solving Bφ Bτ`S pφqp|∇φ|´1q " 0, (A 4) to stead state where
and τ is a pseudo time variable. A major limitation of the level set method is that solutions can suffer from volume loss (or gain). To alleviate this problem, we implement the particle level set method, which combines the Eularian level set method with a marker particle based Lagrangian approach. The particle level set method, first proposed by Enright et al. (2002) , extends the traditional level set method by placing massless marker particles around the interface. These particles are advected using the same velocity field as the level set function. As the particles do not suffer from mass loss, the level set function can be corrected if the particles are found to incorrectly cross the interface. We refer the reader to Enright et al. (2002) for details on how to implement the particle level set method, as well as examples illustrating its effectiveness.
A.2. Solving for F By defining n " ∇φ{|∇φ| as the outward facing normal of the interface, then we have the expression for F This satisfies (2.5) on the interface, and provides a continuous expression for F in the viscous fluid region. However, to solve (A 3) we require an expression for F over the entire computational domain. Moroney et al. (2017) proposed that the speed function can be extended into the inviscid fluid region by solving the biharmonic equation
By solving (A 7), this ensures that F " V n on the interface and gives a continuous expression for F away from the interface. The sign of φ is used to determine nodes inside the interface that need to be included in the biharmonic stencil. As such, the location of the interface does not need to be known explicitly, similar to the level set method itself. We note that this velocity extension process is a variant of a thin plate spline in two dimensions. We refer the reader to Moroney et al. (2017) for further details.
A.3. Solving for pressure
To evaluate the speed function F , we must first compute the pressure field. We consider (2.1)-(2.6) in polar coordinates with p " ppr, θ, tq and the location of the interface is given by r " spθ, tq. Thus In order to solve for the pressure at nodes that are not adjacent to the interface, we discretise (A 8) using a standard central finite difference scheme. Denoting β " rb 3 {12µ,
