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OPTIMAL LONG TERM INVESTMENT MODEL
WITH MEMORY
AKIHIKO INOUE AND YUMIHARU NAKANO
Abstract. We consider a financial market model driven by an Rn-valued
Gaussian process with stationary increments which is different from Brownian
motion. This driving noise process consists of n independent components, and
each component has memory described by two parameters. For this market
model, we explicitly solve optimal investment problems. These include (i)
Merton’s portfolio optimization problem; (ii) the maximization of growth rate
of expected utility of wealth over the infinite horizon; (iii) the maximization
of the large deviation probability that the wealth grows at a higher rate than
a given benchmark. The estimation of paremeters is also considered.
1. Introduction
In this paper we study optimal investment problems for a financial market model
with memory. This market model M consists of n risky and one riskless assets.
The price of the riskless asset is denoted by S0(t) and that of the ith risky asset
by Si(t). We put S(t) = (S1(t), . . . , Sn(t))
′, where A′ denotes the transpose of
a matrix A. The dynamics of the Rn-valued process S(t) are described by the
stochastic differential equation
dSi(t) = Si(t)
[
µi(t)dt+
∑n
j=1
σij(t)dYj(t)
]
, t ≥ 0,
Si(0) = si, i = 1, . . . , n,
(1.1)
while those of S0(t) by the ordinary differential equation
(1.2) dS0(t) = r(t)S0(t)dt, t ≥ 0, S0(0) = 1,
where the coefficients r(t) ≥ 0, µi(t), and σij(t) are continuous deterministic func-
tions on [0,∞) and the initial prices si are positive constants. We assume that the
n× n volatility matrix σ(t) = (σij(t))1≤i,j≤n is nonsingular for t ≥ 0.
The major feature of the modelM is the Rn-valued driving noise process Y (t) =
(Y1(t), . . . , Yn(t))
′ which has memory. We define the jth component Yj(t) by the
autoregressive type equation
(1.3)
dYj(t)
dt
= −
∫ t
−∞
pje
−qj(t−s) dYj(s)
ds
ds+
dWj(t)
dt
, t ∈ R, Yj(0) = 0,
where W (t) = (W1(t), . . . ,Wn(t))
′, t ∈ R, is an Rn-valued standard Brownian
motion defined on a complete probability space (Ω,F , P ), the derivatives dYj(t)/dt
2000 Mathematics Subject Classification Primary 91B28, 60G10; Secondary 62P05, 93E20.
Date: May 5, 2006.
Key words and phrases. Optimal investment, long term investment, processes with memory,
processes with stationary increments, Riccati equations, large deviations.
1
and dWj(t)/dt are in the random distribution sense, and pj ’s and qj ’s are constants
such that
(1.4) 0 < qj <∞, −qj < pj <∞, j = 1, . . . , n
(cf. Anh and Inoue [1]). Equivalently, we may define Yj(t) by the moving-average
type representation
(1.5) Yj(t) =Wj(t)−
∫ t
0
[∫ s
−∞
pje
−(qj+pj)(s−u)dWj(u)
]
ds, t ∈ R
(see [1, Examples 2.12 and 2.14]). The components Yj(t), j = 1, . . . , n, are Gaussian
processes with stationary increments that are independent of each other. Each Yj(t)
has short memory that is described by the two parameters pj and qj . In the special
case pj = 0, Yj(t) reduces to the Brownian motion Wj(t). Driving noise processes
with short or long memory of this kind are considered in [1], Anh et al. [2] and
Inoue et al. [20], for the case n = 1.
We define
Ft := σ (σ(Y (s) : 0 ≤ s ≤ t) ∪ N ) , t ≥ 0,
where N is the P -null subsets of F . This filtration (Ft)t≥0 is the underlying
information structure of the market modelM. From (1.5), we can easily show that
(Y (t))t≥0 is a semimartingale with respect to (Ft) (cf. [1, Section 3]). In particular,
we can interpret the stochastic differential equation (1.1) in the usual sense. In
actual calculations, however, we need explicit semimartingale representations of
Y (t). It should be noticed that (1.5) is not a semimartingale representation of Y (t)
(except in the special case pj = 0). For,Wj(t) involves the information of Yj(s) with
s < 0 and vice versa. The following two kinds of semimartingale representations of
Y (t) are obtained in [2, Example 5.3] and [20, Theorem 2.1], respectively:
Yj(t) = Bj(t)−
∫ t
0
[∫ s
0
kj(s, u)dYj(u)
]
ds, t ≥ 0, j = 1, . . . , n,(1.6)
Yj(t) = Bj(t)−
∫ t
0
[∫ s
0
lj(s, u)dBj(u)
]
ds, t ≥ 0, j = 1, . . . , n,(1.7)
where, for j = 1, . . . , n, (Bj(t))t≥0 is the so-called innovation process , i.e., an R-
valued standard Brownian motion such that
σ(Yj(s) : 0 ≤ s ≤ t) = σ(Bj(s) : 0 ≤ s ≤ t), t ≥ 0.
Notice that Bj ’s are independent of each other. The point of (1.6) and (1.7) is that
the deterministic kernels kj(t, s) and lj(t, s) are given explicitly by
kj(t, s) = pj(2qj + pj)
(2qj + pj)e
qjs − pje−qjs
(2qj + pj)2eqjt − p2je
−qjt
, 0 ≤ s ≤ t,(1.8)
lj(t, s) = e
−(pj+qj)(t−s)lj(s), 0 ≤ s ≤ t,(1.9)
with
(1.10) lj(s) := pj
[
1−
2pjqj
(2qj + pj)2e2qjs − p2j
]
, s ≥ 0.
We have the equalities
(1.11)
∫ t
0
kj(t, s)dYj(s) =
∫ t
0
lj(t, s)dBj(s), t ≥ 0, j = 1, . . . , n.
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Many authors consider financial market models in which the standard driving
noise, that is, Brownian motion, is replaced by a different one, such as fractional
Brownian motion, so that the model can capture memory effect. To name some
related contributions, let us mention here Comte and Renault [7, 8], Rogers [30],
Heyde [16], Willinger et al. [32], Barndorff-Nielsen and Shephard [5], Barndorff-
Nielsen et al. [4], Hu and Øksendal [18], Hu et al. [19], Elliott and van der Hoek [9],
and Heyde and Leonenko [17]. In most of these references, driving noise processes
are assumed to have stationary increments since this is a natural requirement of
simplicity. Among such models, the above model M driven by Y (t) which is a
Gaussian process with stationary increments is possibly the simplest one. One
advantage of M is that, by the semimartingale representations (1.6) and (1.7) of
Y (t), it admits explicit calculations in problems such as those considered in this
paper. Another advantageous feature of the modelM is that, assuming σij(t) = σij ,
real constants, we can easily estimate the characteristic parameters pj , qj and σij
from stock price data. We consider this parameter estimation in Appendix C.
For the market model M, we consider an agent who has initial endowment
x ∈ (0,∞) and invests πi(t)Xx,π(t) dollars in the ith risky asset for i = 1, . . . , n
and [1−
∑n
i=1 πi(t)]X
x,π(t) dollars in the riskless asset at each time t, whereXx,π(t)
denotes the agent’s wealth at time t. The wealth process Xx,π(t) is governed by
the stochastic differential equation
(1.12)
dXx,π(t)
Xx,π(t)
=
[
1−
∑n
i=1
πi(t)
] dS0(t)
S0(t)
+
∑n
i=1
πi(t)
dSi(t)
Si(t)
, Xx,π(0) = x.
Here, we choose the self-financing strategy π(t) = (π1(t), . . . , πn(t))
′ from the ad-
missible class
AT :=
{
π = (π(t))0≤t≤T :
π is an Rn-valued, progressively measurable
process satisfying
∫ T
0 ‖π(t)‖
2dt <∞ a.s.
}
for the finite time horizon of length T ∈ (0,∞), where ‖ · ‖ denotes the Euclidean
norm of Rn. If the time horizon is infinite, we choose π(t) from the class
A := {(π(t))t≥0 : (π(t))0≤t≤T ∈ AT for every T ∈ (0,∞)} .
Let α ∈ (−∞, 1) \ {0} and c ∈ R. In this paper, we consider the following three
optimal investment problems for the model M:
V (T, α) := sup
π∈AT
1
α
E [(Xx,π(T ))α] ,(P1)
J(α) := sup
π∈A
lim sup
T→∞
1
αT
logE [(Xx,π(T ))α] ,(P2)
I(c) := sup
π∈A
lim sup
T→∞
1
T
logP
[
Xx,π(T ) ≥ ecT
]
.(P3)
The goal of Problem P1 is to maximize the expected utility of wealth at the
end of the finite horizon. This classical optimal investment problem dates back
to Merton [25]. We refer to Karatzas and Shreve [21] and references therein for
work on this and related problems. In Hu et al. [19], this problem is solved for
a Black–Scholes type model driven by fractional Brownian motion. In Section 2,
assuming pj ≥ 0 for j = 1, . . . , n, we explicitly solve this problem for the model
M. Our approach is based on a Cameron–Martin type formula which we prove in
Appendix A. This formula holds under the assumption that a relevant Riccati type
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equation has a solution, and the key step of our arguments is to show the existence
of such a solution (Lemma 2.1).
The aim of Problem P2 is to maximize the growth rate of expected utility of
wealth over the infinite horizon. This problem is studied by Bielecki and Pliska
[6], and subsequently by other authors under various settings, including Fleming
and Sheu [11, 12], Kuroda and Nagai [22], Pham [28, 29], Nagai and Peng [27],
Hata and Iida [13], and Hata and Sekine [14, 15]. In Section 3, we solve Problem
P2 for the model M by verifying that a candidate of optimal strategy suggested
by the solution to Problem P1 is actually optimal. In so doing, existence results
on solutions to Riccati type equations (Lemmas 2.1 and 3.5) play a key role as
in Problem P1. The result of Nagai and Peng [27] on the asymptotic behavior of
solutions to Riccati equations, which we review in Appendix B, is also an essential
ingredient in our arguments.
The purpose of Problem P3 is to maximize the large deviation probability that
the wealth grows at a higher rate than the given benchmark c. This problem is
studied by Pham [28, 29], in which a significant result, that is, a duality relation
between Problems P2 and P3, is established. Subsequently, this problem is studied
by Hata and Iida [13] and Hata and Sekine [14, 15] under different settings. In
Section 4, we solve Problem P3 for the market model M. In the approach of
[28, 29], one needs an explicit expression of J(α). Since our solution to Problem P2
is explicit, we can solve Problem P3 forM using this approach. As in [28, 29], our
solution to Problem 3 is given in the form of a sequence of nearly optimal strategies.
For c < c¯ with certain constant c¯, an optimal strategy, rather than such a nearly
optimal sequence, is obtained by ergodic arguments.
2. Optimal investment over the finite horizon
In this section, we consider the finite horizon optimization problem P1 for the
market model M. Throughout this section, we assume α ∈ (−∞, 1) \ {0} and
(2.1) 0 < qj <∞, 0 ≤ pj <∞, j = 1, . . . , n.
Thus pj ≥ 0 rather than pj > −qj (see Remark 2.6 below).
Let Y (t) = (Y1(t), . . . , Yn(t))
′ and B(t) = (B1(t), . . . , Bn(t))
′ be the driving
noise and innovation processes, respectively, described in Section 1. We define an
Rn-valued deterministic function λ(t) = (λ1(t), . . . , λn(t))
′ by
(2.2) λ(t) := σ−1(t) [µ(t)− r(t)1] , t ≥ 0,
where 1 := (1, . . . , 1)′ ∈ Rn. For the kernels kj(t, s)’s in (1.8), we put
k(t, s) := diag(k1(t, s), . . . , kn(t, s)), 0 ≤ s ≤ t.
We denote by ξ(t) = (ξ1(t), . . . , ξn(t))
′ the Rn-valued process
∫ t
0 k(t, s)dY (s), i.e.,
(2.3) ξj(t) :=
∫ t
0
kj(t, s)dYj(s), t ≥ 0, j = 1, . . . , n.
By (1.1), (1.2), (1.6), and (1.12), the wealth process Xx,π(t) evolves according to
dXx,π(t)
Xx,π(t)
= r(t)dt + π′(t)σ(t) [λ(t)− ξ(t)] dt+ π′(t)σ(t)dB(t), t ≥ 0,
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whence, by the Itoˆ formula, we have, for t ≥ 0,
Xx,π(t) = x exp
[∫ t
0
{
r(s) + π′(s)σ(s) (λ(s)− ξ(s)) −
1
2
‖σ′(s)π(s)‖2
}
ds
+
∫ t
0
π′(s)σ(s)dB(s)
]
.
(2.4)
We define an R-valued process Z(t) by
Z(t) := exp
[
−
∫ t
0
{λ(s)− ξ(s)}′ dB(s)−
1
2
∫ t
0
‖λ(s) − ξ(s)‖2 ds
]
, t ≥ 0.
Since λ(t)−ξ(t) is a continuous Gaussian process, the process Z(t) is a P -martingale
(see, e.g., Example 3(a) in Liptser and Shiryayev [23, Section 6.2]). We define the
R-valued process (Γ(t))0≤t≤T by
Γ(t) := E
[
Zβ(T )
∣∣Ft] , 0 ≤ t ≤ T,
where β is the conjugate exponent of α, i.e.,
(1/α) + (1/β) = 1.
Notice that 0 < β < 1 (resp. −∞ < β < 0) if −∞ < α < 0 (resp. 0 < α < 1). In
view of Theorem 7.6 in Karatzas and Shreve [21, Chapter 3], to solve Problem P1,
we only have to derive a stochastic integral representation for Γ(t).
We define an R-valued P -martingale K(t) by
K(t) := exp
[
−β
∫ t
0
{λ(s)− ξ(s)}′dB(s) −
β2
2
∫ t
0
‖λ(s)− ξ(s)‖2ds
]
, t ≥ 0.
Then, by Bayes’ rule, we have
Γ(t) = E
[
K(T ) exp
{
−
1
2
β(1− β)
∫ T
0
‖λ(s)− ξ(s)‖2ds
}∣∣∣∣∣Ft
]
= K(t)E¯
[
exp
{
−
1
2
β(1− β)
∫ T
0
‖λ(s)− ξ(s)‖2ds
}∣∣∣∣∣Ft
]
for t ∈ [0, T ], where E¯ stands for the expectation with respect to the probability
measure P¯ on (Ω,FT ) such that dP¯ /dP = K(T ). Thus
Γ(t) = Zβ(t) exp
{
−
1
2
β(1− β)
∫ T
t
‖λ(s)‖2ds
}
× E¯
[
exp
{
−
1
2
β(1− β)
∫ T
t
(
‖ξ(s)‖2 − 2λ′(s)ξ(s)
)
ds
}∣∣∣∣∣Ft
]
.
(2.5)
We are to apply Theorem A.1 in Appendix A to (2.5). By (1.11), the dynamics
of ξ(t) are described by the n-dimensional stochastic differential equation
(2.6) dξ(t) = −(p+ q)ξ(t)dt + l(t)dB(t), t ≥ 0,
where p := diag(p1, . . . , pn), q := diag(q1, . . . , qn), and l(t) := diag(l1(t), . . . , ln(t))
with lj(t)’s as in (1.10). Write B¯(t) := B(t)+β
∫ t
0
[λ(s)−ξ(s)]ds for t ∈ [0, T ]. Then
B¯(t) is an Rn-valued standard Brownian motion under P¯ . By (2.6), the process
ξ(t) evolves according to
(2.7) dξ(t) = [ρ(t) + b(t)ξ(t)] dt+ l(t)dB¯(t), t ≥ 0,
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where ρ(t) = (ρ1(t), . . . , ρn(t))
′, b(t) = diag(b1(t), . . . , bn(t)) with
ρj(t) := −βlj(t)λj(t), t ≥ 0, j = 1, . . . , n,(2.8)
bj(t) := −(pj + qj) + βlj(t), t ≥ 0, j = 1, . . . , n.(2.9)
By TheoremA.1 in Appendix A, we are led to consider the following one-dimensional
backward Riccati equations: for j = 1, . . . , n
(2.10) R˙j(t)− l
2
j (t)R
2
j (t) + 2bj(t)Rj(t) + β(1− β) = 0, 0 ≤ t ≤ T, Rj(T ) = 0.
The following lemma, especially (iii), is crucial in our arguments.
Lemma 2.1. Let j ∈ {1, . . . , n}.
(i) If pj = 0, then (2.10) has a unique solution Rj(t) ≡ Rj(t;T ).
(ii) If −∞ < α < 0, then (2.10) has a unique nonnegative solution Rj(t) ≡
Rj(t;T ).
(iii) If pj > 0 and 0 < α < 1, then (2.10) has a unique solution Rj(t) ≡ Rj(t;T )
such that Rj(t) ≥ bj(t)/l2j (t) for t ∈ [0, T ].
Proof. (i) If pj = 0, then (2.10) is linear, whence it has a unique solution.
(ii) If −∞ < α < 0, then β(1 − β) > 0, so that, by the well-known result on
Riccati equations (see, e.g., Fleming and Rishel [10, Theorem 5.2] and Liptser and
Shiryayev [23, Theorem 10.2]), (2.10) has a unique nonnegative solution.
(iii) When pj > 0 and 0 < α < 1, write
(2.11) a1(t) := l
2
j (t), a2(t) := bj(t), a3 := β(1− β), t ≥ 0.
Then the equation for P (t) := Rj(t)− [a2(t)/a1(t)] becomes
(2.12) P˙ (t)− a1(t)P
2(t) + a4(t) = 0, 0 ≤ t ≤ T,
where
a4(t) :=
a22(t) + a1(t)a3
a1(t)
+
d
dt
[
a2(t)
a1(t)
]
.
Since dlj(t)/dt > 0 and β < 0, we see that
d
dt
[
a2(t)
a1(t)
]
=
2(pj + qj)− βlj(t)
lj(t)3
·
dlj
dt
(t) > 0.
We write a22(t) + a1(t)a3 as
(1− β)
[
(pj + qj)
2 − {(pj + qj)− lj(t)}
2
]
+ [(pj + qj)− lj(t)]
2,
which is positive since 0 ≤ lj(t) ≤ pj . Thus a4(t) > 0, so that (2.12) has a unique
nonnegative solution P (t) ≡ P (t;T ). The desired solution to (2.10) is given by
Rj(t) = P (t) + [a2(t)/a1(t)]. 
In what follows, we write Rj(t) ≡ Rj(t;T ) for the unique solution to (2.10) in
the sense of Lemma 2.1. Then R(t) := diag(R1(t), . . . , Rn(t)) satisfies the backward
matrix Riccati equation
R˙(t)−R(t)l2(t)R(t) + b(t)R(t) +R(t)b(t) + β(1 − β)In = 0, 0 ≤ t ≤ T,
R(T ) = 0,
(2.13)
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where In denotes the n × n unit matrix. For j = 1, . . . , n, let vj(t) ≡ vj(t;T ) be
the solution to the following one-dimensional linear equation:
v˙j(t) + [bj(t)− l
2
j (t)Rj(t;T )]vj(t) + β(1 − β)λj(t)−Rj(t;T )ρj(t) = 0,
0 ≤ t ≤ T, vj(T ) = 0.
(2.14)
Then v(t) ≡ v(t;T ) := (v1(t;T ), . . . , vn(t;T ))′ satisfies the matrix equation
v˙(t) + [b(t)− l2(t)R(t;T )]v(t) + β(1− β)λ(t) −R(t;T )ρ(t) = 0,
0 ≤ t ≤ T, v(T ) = 0.
(2.15)
We put, for j = 1, . . . , n and (t, T ) ∈ ∆,
(2.16) gj(t;T ) := v
2
j (t;T )l
2
j (t) + 2ρj(t)vj(t;T )− l
2
j (t)Rj(t;T )− β(1− β)λ
2
j (t),
where
(2.17) ∆ := {(t, T ) : 0 < T <∞, 0 ≤ t ≤ T }.
We are now ready to give the desired representation for Γ(t).
Proposition 2.2. Write
(2.18) ψ(t) := Γ(t) [−βλ(t) + {β − l(t)R(t;T )}ξ(t) + l(t)v(t;T )] , 0 ≤ t ≤ T.
Then, for t ∈ [0, T ], we have Γ(t) = Γ(0) +
∫ t
0
ψ′(s)dB(s) with
(2.19) Γ(0) = exp
[
1
2
∫ T
0
∑n
j=1
gj(s;T )ds
]
.
Proof. It follows from (2.5), (2.7), (2.13), (2.15) and Theorem A.1 that
(2.20) Γ(t) = Zβ(t) exp

 n∑
j=1
{
vj(t)ξj(t)−
1
2
ξ2j (t)Rj(t) +
1
2
∫ T
t
gj(s;T )ds
}
 .
The equality (2.19) follows from this. A straightforward calculation based on (2.20),
(2.6) and the Itoˆ formula gives dΓ(t) = ψ′(t)dB(t), where ψ(t) is as in (2.18). Thus
the proposition follows. 
Recall that we have assumed α ∈ (−∞, 1) \ {0} and (2.14). Here is the solution
to Problem P1.
Theorem 2.3. For T ∈ (0,∞), the strategy (πˆT (t))0≤t≤T ∈ AT defined by
(2.21) πˆT (t) := (σ
′)−1(t) [(1− β){λ(t) − ξ(t)} − l(t)R(t;T )ξ(t) + l(t)v(t;T )]
is the unique optimal strategy for Problem P1. The value function V (T ) ≡ V (T, α)
in (P1) is given by
(2.22) V (T ) =
1
α
[xS0(T )]
α exp
[
(1 − α)
2
∑n
j=1
∫ T
0
gj(t;T )dt
]
.
Proof. By Theorem 7.6 in Karatzas and Shreve [21, Chapter 3], the unique optimal
strategy πT (t) for Problem P1 is given by
πT (t) := (σ
′)−1(t)
[
Γ−1(t)ψ(t) + λ(t)− ξ(t)
]
, 0 ≤ t ≤ T,
which, by (2.18), is equal to πˆT (t). Thus the first assertion follows. By the same
theorem in [21], V (T ) = α−1[xS0(T )]
αΓ1−α(0). This and (2.19) give (2.22). 
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Remark 2.4. We can regard ξ(t) =
∫ t
0
k(t, s)dY (s), which is the only random term
on the right-hand side of (2.21), as representing the memory effect. To illustrate
this point, suppose that (σij(t)) is a constant matrix. Then, by (C.2) in Appendix
C, we can express Y (t), whence ξ(t), in terms of the past prices S(u), u ∈ [0, t], of
the risky assets.
Remark 2.5. From [21, Theorem 7.6], we also find that
Xx,πˆT (t) = x
S0(t)Γ(t)
Z(t)Γ(0)
, 0 ≤ t ≤ T.
Remark 2.6. Regarding (2.1), we assume this to ensure the existence of solution
to (2.10) for j = 1, . . . , n. Under the weaker assumption (1.4), we could show by a
different argument that, for j = 1, . . . , n, (2.10) has a solution if α ∈ (−∞, α¯j)\{0},
where α¯j ∈ (0, 1] is defined by
α¯j := 1 if 0 ≤ pj <∞, :=
(pj + qj)
2
l2j (0) + q
2
j
if − qj < pj < 0.
From this, we see that the same result as Theorem 2.3 holds under (1.4) if −∞ <
α < α¯, α 6= 0, where α¯ := min{α¯j : j = 1, . . . , n}. However, we did not succeed
in extending the result to the most general case −∞ < α < 1, α 6= 0. Such an
extension, if possible, would lead us to the solution of Problem P3 under (1.4) (see
Remark 3.8).
3. Optimal investment over the infinite horizon
In this section, we consider the infinite horizon optimization problem P2 for
the financial market model M. Throughout this section, we assume (2.1) and the
following two conditions:
lim
T→∞
1
T
∫ T
0
r(t)dt = r¯ with r¯ ∈ [0,∞),(3.1)
lim
t→∞
λ(t) = λ¯ with λ¯ = (λ¯1, . . . , λ¯n)
′ ∈ Rn.(3.2)
Here recall λ(t) = (λ1(t), . . . , λn(t))
′ from (2.2). In the main result of this section
(Theorem 3.4), we will also assume α∗ < α < 1, α 6= 0, where
(3.3) α∗ := max(α∗1, . . . , α
∗
n)
with
(3.4) α∗j :=


−∞ if 0 ≤ pj ≤ 2qj,
− 3−
8qj
pj − 2qj
if 2qj < pj <∞.
Notice that α∗ ∈ [−∞,−3).
To give the solution to Problem P2, we take the following steps:
(i) For the value function V (T ) ≡ V (T, α) in (P1), we calculate the following
limit explicitly:
(3.5) J˜(α) := lim
T→∞
1
αT
log[αV (T )].
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(ii) For πˆ ∈ A in (3.14) below, we calculate the growth rate
(3.6) J∗(α) := lim
T→∞
1
αT
logE
[
(Xx,πˆ(T ))α
]
,
and verify that J∗(α) = J˜(α).
(iii) Since the definition of V (T ) implies
(3.7) lim sup
T→∞
1
αT
logE[(Xx,π(T ))α] ≤ J˜(α), ∀π ∈ A,
we conclude that πˆ is an optimal strategy for Problem P2 and that the
optimal growth rate J(α) in (P2) is given by J(α) = J∗(α) = J˜(α).
Let α ∈ (−∞, 1) \ {0} and β be its conjugate exponent as in Section 2. For
j = 1, . . . , n, recall bj(t) from (2.9). We have limt→∞ bj(t) = b¯j , where
b¯j := −(1− β)pj − qj .
Notice that b¯j < 0. We consider the equation
(3.8) p2jx
2 − 2b¯jx− β(1 − β) = 0.
When pj = 0, we write R¯j for the unique solution β(1 − β)/(2qj) of this linear
equation. If pj > 0, then
b¯2j + β(1 − β)p
2
j = (1− β)[(pj + qj)
2 − q2j ] + q
2
j ≥ q
2
j > 0,
so that we may write R¯j for the larger solution to the quadratic equation (3.8). Let
Kj :=
√
b¯2j + β(1 − β)p
2
j .
Then b¯j − p2j R¯j = −Kj < 0.
As in Section 2, we write Rj(t) ≡ Rj(t;T ) for the unique solution to (2.10) in
the sense of Lemma 2.1. Recall ∆ from (2.17). The next proposition provides the
necessary results on the asymptotic behavior of Rj(t;T ).
Proposition 3.1. Let −∞ < α < 1, α 6= 0, and j ∈ {1, . . . , n}. Then
(i) Rj(t;T ) is bounded in ∆.
(ii) limT−t→∞, t→∞Rj(t;T ) = R¯j.
(iii) For δ, ǫ ∈ (0,∞) such that δ + ǫ < 1,
lim
T→∞
sup
δT≤t≤(1−ǫ)T
|Rj(t;T )− R¯j | = 0.
Proof. If pj = 0, then lj(t) = 0 and bj(t) = −qj < 0 for t ≥ 0, so that the assertions
follow from Theorem B.3 in Appendix B.
We assume pj > 0. Since
|lj(t)− pj | ≤
p2j
2(pj + qj)
e−2qjt, t ≥ 0,
the function lj(t) converges to pj exponentially fast as t→∞. Hence the coefficients
of the equation (2.10) converge to their counterparts in (3.8) exponentially fast, too.
If −∞ < α < 0, then the desired assertions follow from Theorem B.1 in Appendix
B (due to Nagai and Peng [27]). Suppose 0 < α < 1. Let a1(t), a2(t) and a3 be as
in (2.11). Since Rj(t;T ) ≥ bj(t)/lj(t)
2 and bj(t)/lj(t)
2 is bounded from below in
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∆, so is Rj(t;T ). To show that Rj(t;T ) is bounded from above in ∆, we consider
the solution Mj(t) ≡Mj(t;T ) to the linear equation
M˙j(t) + 2[a2(t)− R¯ja1(t)]Mj(t) + a3 + a1(t)R¯
2
j = 0, 0 ≤ t ≤ T, Mj(T ) = 0.
Since Mj(T )−Rj(T ) = 0 and
[M˙j(t)− R˙j(t)] + 2[a2(t)− R¯ja1(t)][Mj(t)−Rj(t)] = −a1(t)
[
Rj(t)− R¯j
]2
≤ 0,
we have Rj(t;T ) ≤ Mj(t;T ) in ∆. However, a2(t) − R¯ja1(t) → b¯j − R¯j p¯2j < 0 as
t → ∞, so that Mj(t;T ) is bounded from above in ∆, whence so is Rj(t;T ). The
desired assertions now follow from Theorem B.2 in Appendix B. 
Let j ∈ {1, . . . , n}. For ρj(t) in (2.8), we have limt→∞ ρj(t) = ρ¯j , where
ρ¯j := −βpj λ¯j .
Let vj(t) ≡ vj(t;T ) be the solution to (2.14) as in Section 2. Define v¯j by
(3.9)
(
b¯j − p
2
j R¯j
)
v¯j + β(1− β)λ¯j − R¯j ρ¯j = 0.
Proposition 3.2. Let −∞ < α < 1, α 6= 0, and j ∈ {1, . . . , n}. Then
(i) vj(t;T ) is bounded in ∆.
(ii) limT−t→∞, t→∞ vj(t;T ) = v¯j .
(iii) For δ, ǫ ∈ (0,∞) such that δ + ǫ < 1,
lim
T→∞
sup
δT≤t≤(1−ǫ)T
|vj(t;T )− v¯j | = 0.
Proof. The coefficients of (2.14) converge to their counterparts in (3.9). Also,
lim
T−t→∞, t→∞
[bj(t)− l
2
j (t)Rj(t;T )] = b¯j − p
2
j R¯j = −Kj < 0.
Thus the proposition follows from Theorem B.3 in Appendix B. 
For j = 1, . . . , n and −∞ < α < 1, α 6= 0, we put
Fj(α) :=
(pj + qj)
2λ¯2jα
[(1− α)(pj + qj)2 + αpj(pj + 2qj)]
,(3.10)
Gj(α)
:= (pj + qj)− qjα− (1− α)
1/2
[
(1− α)(pj + qj)
2 + αpj(pj + 2qj)
]1/2
.
(3.11)
Recall the value function V (T ) ≡ V (T, α) from (P1) and its representation (2.22).
In the next proposition, we compute J˜(α) in (3.5).
Proposition 3.3. Let −∞ < α < 1, α 6= 0. Then the limit J˜(α) in (3.5) exists
and is given by
(3.12) J˜(α) = r¯ +
(1− α)
2α
n∑
j=1
g¯j ,
where
g¯j := v¯
2
j p
2
j + 2ρ¯j v¯j − p
2
j R¯j − β(1− β)λ¯
2
j , j = 1, . . . , n.
More explicitly,
(3.13) J˜(α) = r¯ +
1
2α
n∑
j=1
Fj(α) +
1
2α
n∑
j=1
Gj(α).
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Proof. Recall gj(t;T ) from (2.16). By Propositions 3.1 and 3.2,
lim
T→∞
1
T
∫ T
0
gj(t;T )dt = g¯j , j = 1, . . . , n.
From this and (2.22),
1
αT
log [αV (T )] =
log x
T
+
1
T
∫ T
0
r(t)dt +
1− α
2α
n∑
j=1
1
T
∫ T
0
gj(t;T )dt
→ r¯ +
1− α
2α
n∑
j=1
g¯j as T →∞,
which implies (3.12).
We have v¯j = βλ¯j(1 − β + pjR¯j)/Kj. Also,
βp2j(pjR¯j)
2 − 2βp2j R¯jKj = βp
2
j R¯j(p
2
j R¯j − 2Kj) = βp
2
j R¯j(b¯j −Kj)
= β(b¯2j −K
2
j ) = −β
2(1− β)p2j ,
and β(1 − β) = −α/(1− α)2. Thus
v¯2j p
2
j + 2ρ¯j v¯j − β(1− β)λ¯
2
j
=
βλ¯2j
K2j
[
βp2j (1− β + pjR¯j)
2 − 2βpj(1− β + pjR¯j)Kj − (1− β)K
2
j
]
=
βλ¯2j
K2j
[
{βp2j(pjR¯j)
2 − 2βp2j R¯jKj}+ 2β(1− β)pj(p
2
j R¯j −Kj)
+βp2j(1 − β)
2 − (1− β)K2j
]
=
β(1− β)λ¯2j
K2j
[
−β2p2j + 2βpj b¯j + β(1 − β)p
2
j − {b¯
2
j + β(1 − β)p
2
j}
]
= −
β(1− β)λ¯2j
K2j
[b¯j − βpj ]
2 =
α
(1 − α)2
(pj + qj)
2
K2j
λ¯2j .
This and p2j R¯j = b¯j +Kj imply
g¯j =
α
(1 − α)2
(pj + qj)
2
K2j
λ¯2j − (b¯j +Kj).
Since (1 − α)(1 − β) = 1, it follows that
(1− α)b¯j = (1− α)[(β − 1)pj − qj ] = −pj + (α− 1)qj = qjα− (pj + qj).
Also,
K2j = (pj + qj)
2 − βpj(pj + 2qj) = (pj + qj)
2 +
α
1− α
pj(pj + 2qj).
Combining, we obtain (3.13). 
Recall ξ(t) from (2.3). Taking into account (2.21), we consider πˆ = (πˆ(t))t≥0 ∈ A
defined by
(3.14) πˆ(t) := (σ′)−1(t)
[
(1− β){λ(t) − ξ(t)} − pR¯ξ(t) + pv¯
]
, t ≥ 0,
where p := diag(p1, . . . , pn) as in Section 2, and R¯ := diag(R¯1, . . . , R¯n), v¯ :=
(v¯1, . . . , v¯n)
′.
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Recall that we have assumed (2.1), (3.1) and (3.2). Recall also α∗ from (3.3)
with (3.4). Here is the solution to Problem P2.
Theorem 3.4. Let α∗ < α < 1, α 6= 0. Then πˆ is an optimal strategy for Problem
P2 with limit in (3.6). The optimal growth rate J(α) in (P2) is given by
(3.15) J(α) = r¯ +
1
2α
n∑
j=1
Fj(α) +
1
2α
n∑
j=1
Gj(α),
where Fj’s and Gj’s are as in (3.10) and (3.11), respectively.
Proof. For simplicity, we put X(t) := Xx,πˆ(t). For J˜(α) in (3.5) and J∗(α) in (3.6),
we claim J∗(α) = J˜(α), that is,
(3.16) lim
T→∞
1
αT
logE[Xα(T )] = J˜(α).
As mentioned before, (3.7) and (3.16) imply that πˆ is an optimizer for Problem P2.
The equality (3.15) follows from this and (3.13)
We complete the proof of the theorem by proving (3.16).
Step 1. We calculate E[Xα(T )]. Define the R-valued martingale L(t) by
L(t) := exp
[
α
∫ t
0
{σ′(s)πˆ(s)}′dB(s)−
α2
2
∫ t
0
‖σ′(s)πˆ(s)‖2ds
]
, t ≥ 0.
From (2.4), we have Xα(t) = [xS0(t)]
αL(t) exp[
∫ t
0
N(s)ds] for t ≥ 0, where
N(t) := α{σ′(t)πˆ(t)}′
[
λ(t) − ξ(t) +
1
2
(α − 1)σ′(t)πˆ(t)
]
=
α(1 − α)
2
{σ′(t)πˆ(t)}′
[
(1− β){λ(t) − ξ(t)}+ pR¯ξ(t)− pv¯
]
= −
β
2
[
λ(t)− ξ(t)− (1 − α){pR¯ξ(t)− pv¯}
]′
·
[
λ(t)− ξ(t) + (1− α){pR¯ξ(t)− pv¯}
]
= −
β
2
[
{λ(t)− ξ(t)}′{λ(t)− ξ(t)} − (1− α)2{pR¯ξ(t)− pv¯}′{pR¯ξ(t)− pv¯}
]
.
Notice that we have used (1 − α)(1 − β) = 1, α(1 − β) = −β. We write
N(t) = −
1
2
ξ′(t)Qξ(t)− h′(t)ξ(t) +
1
2
∑n
j=1
uj(t),
where
uj(t) := α(α− 1)
[
p2j v¯
2
j − (1− β)
2λ2j(t)
]
, t ≥ 0, j = 1, . . . , n,
and Q = diag(Q1, . . . , Qn), h(t) = h(t;T ) = (h1(t;T ), . . . , hj(t;T ))
′ with
Qj := β
[
1− (1− α)2p2j R¯
2
j
]
, t ≥ 0, j = 1, . . . , n,
hj(t) := α(α− 1)p
2
j R¯j v¯j − βλj(t), t ≥ 0, j = 1, . . . , n.
Therefore,
E[Xα(T )] = [xS0(T )]
α exp
[
1
2
∑n
j=1
∫ T
0
uj(t)dt
]
× E¯
[
exp
{
−
∫ T
0
(
1
2
ξ′(t)Qξ(t) + h′(t)ξ(t)
)
dt
}]
,
(3.17)
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where E¯ denotes the expectation with respect to the probability measure P¯ on
(Ω,FT ) such that dP¯ /dP = L(T ).
Step 2. We continue the calculation of E[Xα(T )]. We are about to apply Theorem
A.1 in Appendix A to (3.17). Write B¯(t) := B(t)−α
∫ t
0 σ
′(s)πˆ(s)ds for t ≥ 0. Then
B¯(t) is an Rn-valued standard Brownian motion under P¯ . By (2.6), the process
ξ(t) evolves according to the n-dimensional stochastic differential equation
(3.18) dξ(t) = [γ(t) + d(t)ξ(t)]dt + l(t)dB¯(t), t ≥ 0,
where d(t) = diag(d1(t), . . . , dn(t)), γ(t) = diag(γ1(t), . . . , γn(t)) with
dj(t) := bj(t)− αpjR¯j lj(t), t ≥ 0, j = 1, . . . , n,
γj(t) := ρj(t) + αpj lj(t)v¯j , t ≥ 0, j = 1, . . . , n.
For j = 1, . . . , n, let Uj(t) ≡ Uj(t;T ) be the unique solution to the one-dimensional
backward Riccati equation
(3.19) U˙j(t)− l
2
j (t)U
2
j (t) + 2dj(t)Uj(t) +Qj = 0, 0 ≤ t ≤ T, Uj(T ) = 0
in the sense of Lemma 3.5 below, and let mj(t) ≡ mj(t;T ) be the solution to the
one-dimensional linear equation
m˙j(t) + [dj(t)− l
2
j (t)Uj(t;T )]mj(t)− hj(t)− Uj(t;T )γj(t) = 0
0 ≤ t ≤ T, mj(T ) = 0.
(3.20)
Then, from (3.17)–(3.20) and Theorem A.1, we obtain
(3.21) E[Xα(T )] = [xS0(T )]
α exp
[
1
2
∑n
j=1
∫ T
0
fj(t;T )dt
]
,
where, for (t, T ) ∈ ∆ and j = 1, . . . , n,
fj(t;T ) := l
2
j (t)m
2
j(t;T ) + 2γj(t)mj(t;T )− l
2
j (t)Uj(t;T ) + uj(t).
Step 3. We compute the limit J∗(α) in (3.6). Let j ∈ {1, . . . , n}. Write
d¯j := b¯j − αp
2
j R¯j .
Then dj(t) converges to d¯j , as t→∞, exponentially fast. Now
d¯2j + p
2
jQj = (b¯j − αp
2
j R¯j)
2 + p2jβ
[
1− (1 − α)2p2j R¯
2
j
]
= b¯2j − 2αb¯j(b¯j +Kj) + α
2(b¯j +Kj)
2 + p2jβ − α(α− 1)(b¯j +Kj)
2
= (1− α)b¯2j + αK
2
j + p
2
jβ = b¯
2
j + p
2
jβ(1 − β),
which implies
(3.22)
√
d¯2j + p
2
jQj = Kj > 0.
Thus we may write U¯j for the larger (resp. unique) solution of the following equation
when pj > 0 (resp. pj = 0):
(3.23) p2jx
2 − 2d¯jx−Qj = 0.
From (3.22), we also see that d¯j − p2j U¯j = −Kj. Let m¯j be the solution to
(3.24)
(
d¯j − p
2
j U¯j
)
m¯j − h¯j − U¯j γ¯j = 0,
where
h¯j := α(α − 1)p
2
jR¯j v¯j − βλ¯j , γ¯j := ρ¯j + αp
2
j v¯j .
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By (3.21), we have
1
αT
logE[Xα(T )] =
log x
T
+
1
T
∫ T
0
r(t)dt +
1
2α
n∑
j=1
1
T
∫ T
0
fj(t;T )dt.
However, Propositions 3.6 and 3.7 below imply
lim
T→∞
1
T
∫ T
0
fj(t;T )dt = f¯j
with
f¯j := p
2
jm¯
2
j + 2γ¯jm¯j − p
2
j U¯j + α(α − 1)
[
p2j v¯
2
j − (1− β)
2λ¯2j
]
,
so that
(3.25) J∗(α) = r¯ +
1
2α
n∑
j=1
f¯j .
Step 4. Here we show that in fact (3.16) holds. First,
p2j U¯j = d¯j +Kj = b¯j − αp
2
j R¯j +Kj = p
2
j R¯j − αp
2
j R¯j = (1− α)p
2
j R¯j ,
whence U¯j = (1− α)R¯j (which we can directly check when pj = 0). Next,
h¯j + U¯j γ¯j = α(α− 1)p
2
j R¯j v¯j − βλ¯j + (1− α)R¯j [−βpj λ¯j + αp
2
j v¯j ]
= λ¯j(−β + αpjR¯j) = −(1− α)βλ¯j [(1 − β) + pjR¯j ],
so that
m¯j =
(1− α)
Kj
βλ¯j [(1− β) + pjR¯j ] = (1 − α)v¯j .
Therefore,
f¯j = (1− α)
2p2j v¯
2
j + 2(1− α)(ρ¯j + αp
2
j v¯j)v¯j − (1 − α)p
2
j R¯j
+ α(α− 1)
[
p2j v¯
2
j − (1 − β)
2λ¯2j
]
= (1− α)
[
p2j v¯
2
j + 2ρ¯j v¯j − p
2
j R¯j − β(1 − β)λ¯
2
j
]
= (1− α)g¯j .
From (3.12), (3.25) and this, we obtain J∗(α) = J˜(α) or (3.16), as desired. 
In the proof above, we needed the following results.
Lemma 3.5. Let j ∈ {1, . . . , n}.
(i) If pj = 0, then (3.19) has a unique solution Uj(t) ≡ Uj(t;T ).
(ii) If pj > 0 and α
∗
j < α < 0, then (3.19) has a unique nonnegative solution
Uj(t) ≡ Uj(t;T ).
(iii) If pj > 0 and 0 < α < 1, then (3.19) has a unique solution Uj(t) ≡ Uj(t;T )
such that Uj(t;T ) ≥ (1− α)Rj(t;T ) for t ∈ [0, T ], where Rj(t) ≡ Rj(t;T )
is the solution to (2.10) in the sense of Lemma 2.1 (iii).
Proof. (i) When pj = 0, (3.19) is linear, whence it has a unique solution.
(ii) For pj > 0 and α < 0, we put f(x) = p
2
jx
2 − 2b¯jx − β(1 − β). Since b¯j < 0
and β(1−β) > 0, the larger solution R¯j to f(x) = 0 satisfies p2j R¯
2
j < (1−β)
2 if and
only if f((1− β)/pj) > 0. However, this is equivalent to −3pj − 2qj < (pj − 2qj)α.
Thus, if pj > 0 and α
∗
j < α < 0, then p
2
j R¯
2
j < (1 − β)
2 or Qj > 0, so that the
Riccati equation (3.19) has a unique nonnegative solution.
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(iii) Suppose pj > 0 and 0 < α < 1. For the solution Rj(t) ≡ Rj(t;T ) to (2.10)
in the sense of Lemma 2.1 (iii), we consider
Pj(t) :=
Uj(t)
1− α
−Rj(t).
Let dj(t) be as above. Then, (3.19) becomes
P˙j(t)− (1− α)l
2
j (t)P
2
j (t)− 2
[
(1− α)l2j (t)Rj(t)− dj(t)
]
Pj(t)
+ α[lj(t)Rj(t)− pjR¯j ]
2 = 0, 0 ≤ t ≤ T,
with Pj(T ) = 0. Since (1 − α)l2j (t) > 0 and α[lj(t)Rj(t) − pjR¯j ]
2 > 0, this Riccati
equation has a unique nonnegative solution. Thus the assertion follows. 
Proposition 3.6. Let α∗ < α < 1, α 6= 0, and j ∈ {1, . . . , n}. Let Uj(t;T ) be the
unique solution to (3.19) in the sense of Lemma 3.5, and let U¯j be the larger (resp.
unique) solution to (3.23) when pj > 0 (resp. pj = 0). Then
(i) Uj(t;T ) is bounded in ∆.
(ii) limT−t→∞, t→∞ Uj(t;T ) = U¯j.
(iii) For δ, ǫ ∈ (0,∞) such that δ + ǫ < 1,
lim
T→∞
sup
δT≤t≤(1−ǫ)T
|Uj(t;T )− U¯j | = 0.
Proof. We assume 0 < α < 1 and pj > 0. Since Uj(t;T ) ≥ (1 − α)Rj(t;T ) in
∆ and Rj(t;T ) is bounded from below by Proposition 3.1, so is Uj(t;T ). Let
Nj(t) ≡ Nj(t;T ) be the solution to the linear equation
N˙j(t) + 2[dj(t)− l
2
j (t)U¯j ]Nj(t) +Qj + l
2
j (t)U¯
2
j = 0, 0 ≤ t ≤ T, Nj(T ) = 0.
By (3.22), dj(t) − l2j (t)U¯j → d¯j − p
2
j U¯j = −Kj < 0 as t → ∞, so that Nj(t;T ) is
bounded from above in ∆. Since Nj(T )− Uj(T ) = 0 and
[N˙j(t)− U˙j(t)] + 2[dj(t)− l
2
j (t)U¯j ][Nj(t)− Uj(t)] = −l
2
j (t)
[
Uj(t)− U¯j
]2
≤ 0,
we have, as in the proof of Proposition 3.1, Uj(t;T ) ≤ Nj(t;T ) in ∆. Thus Uj(t;T )
is also bounded from above in ∆. Combining, Uj(t;T ) is bounded in ∆. The rest
of the proof is similar to that of Proposition 3.1, whence we omit it. 
Proposition 3.7. Let α∗ < α < 1, α 6= 0, and j ∈ {1, . . . , n}. Let mj(t;T ) and
m¯j be the solutions to (3.20) and (3.24), respectively. Then
(i) mj(t;T ) is bounded in ∆.
(ii) limT−t→∞, t→∞mj(t;T ) = m¯j.
(iii) For δ, ǫ ∈ (0,∞) such that δ + ǫ < 1,
lim
T→∞
sup
δT≤t≤(1−ǫ)T
|mj(t;T )− m¯j | = 0.
The proof of Proposition 3.7 is similar to that of Proposition 3.2; so we omit it.
Remark 3.8. We note that the proof of Lemma 3.5 (iii) is still valid under (1.4)
if there were a solution Rj(t) ≡ Rj(t;T ) to (2.10). This implies that, to prove an
analogue of Theorem 3.4 with 0 < α < 1, which is relevant to Problem P3, for (1.4),
one may show the existence of such Rj(t) when 0 < α < 1. We did not succeed in
such an extension to Lemma 2.1 (iii) (see Remark 2.6).
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4. Large deviations probability control
In this section, we study the large deviations probability control problem P3 for
the market model M. Throughout this section, we assume (2.1), (3.1), (3.2) and
(4.1) either λ¯ 6= (0, . . . , 0)′ or (p1, . . . , pn) 6= (0, . . . , 0).
For x ∈ (0,∞) and π ∈ A, let Lx,π(T ) be the growth rate defined by
Lx,π(T ) :=
logXx,π(T )
T
, T > 0.
We have P (Lx,π(T ) ≥ c) = P
(
Xx,π(T ) ≥ ecT
)
. Following Pham [28, 29], we con-
sider the optimal logarithmic moment generating function
Λ(α) := sup
π∈A
lim sup
T→∞
logE[exp(αTLx,π(T ))], 0 < α < 1.
Since Λ(α) = αJ(α) for α ∈ (0, 1), it follows from Theorem 3.4 that
Λ(α) = r¯α+
1
2
n∑
j=1
Fj(α) +
1
2
n∑
j=1
Gj(α), 0 < α < 1,
where Fj ’s and Gj ’s are as in (3.10) and (3.11), respectively.
Proposition 4.1. We have (dΛ/dα)(0+) = c¯ and limα↑1(dΛ/dα)(α) =∞, where
c¯ := r¯ +
1
4
n∑
j=1
p2j
pj + qj
+
1
2
‖λ¯‖2.
Proof. For 0 < α < 1, F˙j(α) is equal to
(pj + qj)
2λ¯2j
[(1− α)(pj + qj)2 + αpj(pj + 2qj)]
+
(pj + qj)
2λ¯2jq
2
jα
[(1− α)(pj + qj)2 + αpj(pj + 2qj)]
2 .
From this, F˙j(0+) = λ¯
2
j . This also shows that
dFj
dα
(α) ∼ λ¯2j (1− α)
−2, α ↑ 1
if pj = 0 and λ¯j 6= 0. On the other hand, for 0 < α < 1,
dGj
dα
(α) = −qj +
(1 − α)−1/2
2
[
(1− α)(pj + qj)
2 + αpj(pj + 2qj)
]1/2
+
q2j (1− α)
1/2
2 [(1− α)(pj + qj)2 + αpj(pj + 2qj)]
1/2
.
This gives (dGj/dα)(0+) = p
2
j/[2(pj + qj)]. This also yields
dGj
dα
(α) ∼
√
pj(pj + 2qj)
2
(1− α)−1/2, α ↑ 1
if pj > 0. Thus the proposition follows. 
Remark 4.2. From the proof of Proposition 4.1, we see that
dΛ
dα
(α) ∼
(1− α)−1/2
4
∑n
j=1
√
pj(pj + 2qj), α ↑ 1
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if pj > 0 for all j = 1, . . . , n, otherwise
dΛ
dα
(α) ∼
(1 − α)−2
2
∑
1≤j≤n
pj=0
λ¯2j , α ↑ 1.
For α ∈ (0, 1), we denote by πˆ(t;α) the optimal strategy πˆ(t) in (3.14). Recall
I(c) from (P3). From Theorem 3.4, Proposition 4.1, and Pham [28, Theorem 3.1],
we immediately obtain the following solution to Problem P3:
Theorem 4.3. We have
I(c) = − sup
α∈(0,1)
[αc− Λ(α)] , c ∈ R.
Moreover, if α(d) ∈ (0, 1) is such that Λ˙(α(d)) = d ∈ (c¯,∞), then, for c ≥ c¯, the
sequence of strategies
πˆm(t) := πˆ(t;α(c+ 1m ))
is nearly optimal in the sense that
lim
m→∞
lim sup
T→∞
1
T
logP
(
Xx,πˆ
m
(T ) ≥ ecT
)
= I(c), c ≥ c¯.
Remark 4.4. Theorem 3.1 in Pham [28] is stated for a model different fromM but
the arguments there are so general that we can prove Theorem 4.3 in the same way.
We turn to the problem of deriving an optimal strategy, rather than a nearly
optimal sequence, for the problem (P3) when c < c¯. We define π0 ∈ A by
πˆ0(t) := (σ
′)−1(t) [λ(t) − ξ(t)] , t ≥ 0,
where recall ξ(t) from (2.3). From (2.4),
Lx,πˆ0(T ) =
log x
T
+
1
T
∫ T
0
r(t)dt +
1
2T
∫ T
0
‖λ(t)− ξ(t)‖2 dt
+
1
T
∫ T
0
[λ(t) − ξ(t)]′ dB(t).
Proposition 4.5. The rate Lx,πˆ0(T ) converges to c¯, as T →∞, in probability.
Proof. In this proof, we denote by C positive constants, which may not be neces-
sarily equal.
For j = 1, . . . , n, we write
λj(t)− ξj(t) = [λj(t)− λ¯j ] + [λ¯j − pjK(t)] +N(t),
where K(t) =
∫ t
0
e−(pj+qj)(t−s)dBj(s) and N(t) =
∫ t
0
e−(pj+qj)(t−s)f(s)dBj(s) with
f(s) =
2p2jqj
(2qj + pj)2e2qjs − p2j
.
The process K(t), the dynamics of which are given by
dK(t) = −(pj + qj)K(t)dt+ dBj(t),
is a positively recurrent one-dimensional diffusion process with speed measure
m(dx) = 2e−(pj+qj)x
2
dx. By the ergodic theorem (cf. Rogers and Williams [31,
v.53]), we have
lim
T→∞
1
T
∫ T
0
[λ¯j − pjK(t)]
2dt =
∫ ∞
−∞
(λ¯j − pjy)
2ν(dy) = λ¯2j +
p2j
2(pj + qj)
a.s.,
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where ν(dy) is the Gaussian measure with mean 0 and variance 1/[2(pj + qj)].
Since 0 ≤ f(s) ≤ Ce−2qjs, we have
E
[
N2(t)
]
≤ C
∫ t
0
e−2qj(t+s)ds ≤ Ce−2qjt, t ≥ 0.
Also, E[K2(t)] ≤ C for t ≥ 0. Therefore,
1
T
∫ T
0
E
[
|{λ¯j − pjK(t)}N(t)|
]
dt ≤
C
T
∫ T
0
E[N2(t)]1/2dt→ 0, T →∞.
Similarly,
lim
T→∞
1
T
∫ T
0
[λj(t)− λ¯j ]
2dt = lim
T→∞
1
T
∫ T
0
E
[
(λj(t)− λ¯j)(λ¯j − pjK(t))
]
dt
= lim
T→∞
1
T
∫ T
0
E
[
N2(t)
]
dt = lim
T→∞
1
T
∫ T
0
E
[
(λj(t)− λ¯j)N(t)
]
dt = 0.
Combining,
1
T
∫ T
0
[λj(t)− ξj(t)]
2
dt→ λ¯2j +
p2j
2(pj + qj)
, T →∞, in probability.
Finally, for j = 1, . . . , n and t ≥ 0,
E
[
{λj(t)− ξj(t)}
2
]
≤ 2λ2j(t) + 2E
[
ξ2j (t)
]
≤ C
[
1 +
∫ t
0
l2j (t, s)ds
]
≤ C,
so that (1/T )
∫ T
0 [λj(t)− ξj(t)]dBj(t)→ 0, as T → ∞, in L
2(Ω), whence in proba-
bility. Thus the proposition follows. 
Theorem 4.6. For c < c¯, πˆ0 is optimal for Problem P3 with limit
lim
T→∞
1
T
logP
(
Xx,πˆ0(T ) ≥ ecT
)
= I(c), c < c¯.
Proof. Proposition 4.5 implies limT→∞ P
(
Lx,πˆ0(T ) ≥ c
)
= 1 for c < c¯, so that
lim
T→∞
1
T
logP
(
Lx,πˆ0(T ) ≥ c
)
= 0 ≥ sup
π∈A
lim
T→∞
1
T
logP (Lx,π(T ) ≥ c) , c < c¯.
Thus πˆ0 is optimal if c < c¯. 
Remark 4.7. From Theorem 10.1 in Karatzas and Shreve [21, Chapter 3], we see
that πˆ0 is the log-optimal or growth optimal strategy in the sense that
sup
π∈A
lim sup
T→∞
1
T
logXx,π(T ) = lim sup
T→∞
1
T
logXx,πˆ0(T ) a.s.
We also find that limα↓0 πˆ(t;α) = πˆ0(t) a.s. for t ≥ 0.
Appendix A. A Cameron–Martin type formula
In this appendix, we prove a generalization of the Cameron–Martin formula that
we need in the proofs of Proposition 2.2 and Theorem 3.4. We refer to Myers [26]
for earlier work.
Let T ∈ (0,∞) and let Rn×n be the set of n × n real matrices. We say that
A : [0, T ]→ Rn×n is symmetric if A(t) is a symmetric matrix for all t ∈ [0, T ]. Let
(Ω,F , P ) be the underlying complete probability space equipped with filtration
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(Ft)0≤t≤T satisfying the usual conditions. We assume that the Rn-valued process
ξ(t) satisfies the n-dimensional stochastic differential equation
dξ(t) = [a(t) + b(t)ξ(t)]dt + c(t)dB(t), 0 ≤ t ≤ T,
where B(t) is an Rn-valued standard (Ft)-Brownian motion and all the coefficients
a : [0, T ] → Rn and b, c : [0, T ] → Rn×n are deterministic, bounded measurable
functions.
Theorem A.1. Let Q : [0, T ] → Rn×n and h : [0, T ] → Rn be deterministic,
bounded measurable functions. We assume that Q is symmetric. We also assume
that there exists a bounded symmetric function R : [0, T ] → Rn×n satisfying the
backward matrix Riccati equation
R˙(t)−R(t)c(t)c′(t)R(t) + b′(t)R(t) +R(t)b(t) +Q(t) = 0, 0 ≤ t ≤ T,
R(T ) = 0.
(A.1)
Let v : [0, T ]→ Rn be the solution to the linear equation
v˙(t) + [b(t)− c(t)c′(t)R(t)]′v(t)− h(t)−R(t)a(t) = 0, 0 ≤ t ≤ T,
v(T ) = 0.
(A.2)
Then, for t ∈ [0, T ],
E
[
exp
{
−
∫ T
t
(
1
2
ξ′(s)Q(s)ξ(s) + h′(s)ξ(s)
)
ds
}∣∣∣∣∣Ft
]
= exp
[
v′(t)ξ(t) −
1
2
ξ′(t)R(t)ξ(t)
]
× exp
[
1
2
∫ T
t
{v′(s)c(s)c′(s)v(s) + 2a′(s)v(s) − tr(c(s)c′(s)R(s))}ds
]
.
Proof. We put K(t) = c′(t)[v(t)−R(t)ξ(t)] for t ∈ [0, T ]. Then, by the Itoˆ formula,
d
[
v′(t)ξ(t) −
1
2
ξ′(t)R(t)ξ(t)
]
−
[
K ′(t)dB(t) −
1
2
‖K(t)‖2dt
]
=
[
−
1
2
ξ′(t){R˙(t) +R(t)b(t) + b′(t)R(t)−R(t)c(t)c′(t)R(t)}ξ(t)
+ {v˙(t) + (b(t)− c(t)c′(t)R(t))′v(t)−R(t)a(t)}′ξ(t)
+
1
2
{v′(t)c(t)c′(t)v(t) + 2a′(t)v(t) − tr(c(t)c′(t)R(t))}
]
dt
=
[
1
2
ξ′(t)Q(t)ξ(t) + h′(t)ξ(t)
+
1
2
{v′(t)c(t)c′(t)v(t) + 2a′(t)v(t) − tr(c(t)c′(t)R(t))}
]
dt.
Therefore,
∫ T
t
K ′(s)dBs −
1
2
∫ T
t
‖K(s)‖2ds is equal to
1
2
ξ′(t)R(t)ξ(t) − v′(t)ξ(t)−
∫ T
t
(
1
2
ξ′(s)Q(s)ξ(s) + h′(s)ξ(s)
)
ds
−
1
2
∫ T
t
{v′(s)c(s)c′(s)v(s) + 2a′(s)v(s)− tr(c(s)c′(s)R(s))} ds.
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Since K(t) is a continuous Gaussian process, the process
M(t) := exp
{∫ t
0
K ′(s)dB(s) −
1
2
∫ t
0
‖K(s)‖2ds
}
, 0 ≤ t ≤ T,
is a martingale (cf. Example 3(a) in [23, Section 6.2]). Thus
E
[
exp
{∫ T
t
K ′(s)dB(s) −
1
2
∫ T
t
‖K(s)‖2ds
}∣∣∣∣∣Ft
]
= 1.
Combining, we obtain the theorem. 
Appendix B. Asymptotics for a solution to Riccati equation
Here we summarize the results on the asymptotics for a solution to Riccati or
linear equation that we need in Section 3.
For T ∈ (0,∞), we consider the one-dimensional backward Riccati equation
(B.1) R˙(t)− a1(t)R
2(t) + 2a2(t)R(t) + a3(t) = 0, 0 ≤ t ≤ T, R(T ) = 0,
where
ai(·) ∈ C([0,∞)→ R) for i = 1, 2, 3,(B.2)
a1(t) ≥ 0 for t ≥ 0,(B.3)
for i = 1, 2, 3, ai(t) converges to a¯i exponentially fast as t→∞,(B.4)
a¯1 > 0 and a¯2
2 + a¯1a¯3 > 0.(B.5)
By (B.5), we may write R¯ for the larger solution to the quadratic equation
a¯1R¯
2 − 2a¯2R¯− a¯3 = 0.
Recall ∆ from (2.17).
Theorem B.1 (Nagai and Peng [27], Section 5). We further assume
(B.6) a3(t) ≥ 0 for t ≥ 0.
Then, for T ∈ (0,∞), (B.1) has a unique nonnegative solution R(t) ≡ R(t;T ), and
it satisfies the following:
(i) R(t;T ) is bounded in ∆.
(ii) limT−t→∞, t→∞R(t;T ) = R¯.
(iii) For δ, ǫ ∈ (0,∞) such that δ + ǫ < 1,
lim
T→∞
sup
δT≤t≤(1−ǫ)T
|R(t;T )− R¯| = 0.
When the condition (B.6) is lacking, we have the following:
Theorem B.2. We assume that, for every T ∈ (0,∞), the equation (B.1) has a
solution R(t) ≡ R(t;T ) that is bounded in ∆. Then (i)–(iii) in Theorem B.1 hold.
The proof of Theorem B.2 is almost the same as that of Theorem B.1 in [27],
whence we omit it.
We turn to the one-dimensional backward linear differential equation
(B.7) v˙(t)− b1(t;T )v(t) + b2(t;T ) = 0, 0 ≤ t ≤ T, v(T ) = 0,
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where
bi(·;T ) ∈ C([0, T ]→ R) for T ∈ (0,∞) and i = 1, 2,(B.8)
lim
T−t→∞, t→∞
bi(t;T ) = b¯i for i = 1, 2,(B.9)
b¯1 > 0.(B.10)
Theorem B.3 ([27], Section 5). For T ∈ (0,∞), write v(t) ≡ v(t;T ) for the
solution to (B.7). Let v¯ be the solution of the linear equation b¯1v¯ − b¯2 = 0. Then
(i) v(t;T ) is bounded in ∆.
(ii) limT−t→∞, t→∞ v(t;T ) = v¯.
(iii) For δ, ǫ ∈ (0,∞) such that δ + ǫ < 1,
lim
T→∞
sup
δT≤t≤(1−ǫ)T
|v(t;T )− v¯| = 0.
Appendix C. Parameter estimation
In this appendix, we use the special case of our model M in which σij(t)’s are
constants, i.e.,
σij(t) = σij , t ≥ 0, i, j = 1, . . . , n.
We explain how we can statistically estimate the parameters σij , pi and qi from
stock price data. This problem, for the univariate case n = 1, is discussed in [3, 20].
Here we are interested in the multivariate case n ≥ 2. As for the expected rates
of return µi, there is as usual a structural difficulty in the statistical estimation of
them (cf. Luenberger [24, Chapter 8]), whence we do not discuss it here.
From (1.5), we see that
(C.1) E[Y 2j (t)]/t = f(t; pj, qj), t > 0, j = 1, . . . , n,
where
f(t; p, q) :=
q2
(p+ q)2
+
p(2q + p)
(p+ q)3
·
(1− e−(p+q)t)
t
, t > 0
(cf. [1], Examples 4.3 and 4.5). Notice that f(t; 0, q) = 1. From (1.6) or (1.7) and
the Itoˆ formula, the solution S(t) = (S1(t), . . . , Sn(t))
′ to (1.1) is given by
(C.2) Si(t) = si exp
[∑n
j=1
σijYj(t) +
∫ t
0
{
µi(s)−
1
2
∑n
j=1
σ2ij
}
ds
]
, t ≥ 0,
for i = 1, . . . , n. Since Y (t) has stationary increments, we may define
Vij(t− s) :=
1
t− s
cov
{
log
Si(t)
Si(s)
, log
Sj(t)
Sj(s)
}
, t > s ≥ 0, i, j = 1, . . . , n,
where cov(·, ·) denotes the covariance with respect to the physical probability mea-
sure P . By (C.1) and (C.2), we see that
Vij(t) =
∑n
m=1
σimσjmf(t; pm, qm), t > 0, i, j = 1, . . . , n.
Suppose that we are given data consisting of closing prices of n assets observed at
a time interval of N consecutive trading days. For m = 1, . . . , N and i = 1, . . . , n,
we denote by si(m) the price of the ith asset on the mth day. Notice that here the
time unit is the day. PickM < N , and, for t ∈ {1, . . . ,M}, define ui(m) ≡ ui(m, t)
by
ui(m) := log
si(m+ t)
si(m)
, m = 1, 2, . . . , N − t.
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For t = 1, . . . ,M , we consider the estimator
(C.3) vij(t) := 100
2 252
t(N − t− 1)
∑N−t
m=1
{ui(m)− ui}{uj(m)− uj}
of Vij(t), where ui := (N−t)
−1
∑N−t
m=1 ui(m). The number 252, which is the average
number of trading days in one year, converts the return into that per annum, while
the number 100 gives the return in percentage.
We estimate the values of the parameters σij , pi and qi by nonlinear least squares.
More precisely, we search for the values of them such that the following least squares
error is minimized:
M∑
t=1
n∑
i=1
n∑
j=1
[Vij(t)− vij(t)]
2 .
We show numerical results obtained from the following daily stock prices from
September 18, 1995, through September 16, 2005:
S1 : Pfizer Inc., S2 : Wal-Mart Stores Inc., S3 : Exxon Mobil Corp.
Here we use closing prices adjusted for dividends and splits, which are available at
Yahoo! Finance [33], rather than actually observed closing prices. In this example,
we have
n = 3, N = 2519, M = 100.
The estimated values of the parameters are as follows:
σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33

 =

28.7 −14.1 9.120.4 22.3 13.4
−1.8 −4.6 24.9

 ,

p1 q1p2 q2
p3 q3

 =

0.086 0.3050.261 0.044
0.076 0.098

 .
Using the signed square root SSR[x] := sign(x)
√
|x|, we write
Dij(t) := SSR[Vij(t)], dij(t) := SSR[vij(t)], t > 0, i, j = 1, . . . , n.
In Figures C.1–C.3, the dotted lines are the graphs of dij(t)’s, while the correspond-
ing solid lines represent those of Dij(t)’s that are obtained by using the nonlinear
least squares above. We see that the fitted functions Dij(t) simultaneously ap-
proximate the corresponding sample values dij(t) well for this data set. We have
repeated this procedure for various data sets and obtained reasonably good fits in
most cases.
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