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Abstract
For a general evolution equation with a Silnikov homoclinic orbit, Smale horseshoes
are constructed with the tools of [1] and in the same way as in [1]. The linear part of
the evolution equation has a finite number of unstable modes. For evolution equations
with infinitely many linearly unstable modes, the problem is still open.
MSC: 35, 37.
1 Introduction
In recent years, the existence of chaos in partial differential equations has been established
[2], [3], [1]. These studies set up a scheme for attacking problems on Chaos in PDEs.
The type of chaos studied in these works is the so-called homoclinic chaos generated in
a neighborhood of a homoclinic orbit. Two types of homoclinic orbits have been studied.
One type is the so-called transversal homoclinic orbit [4]. The other type is the so-called
Silnikov homoclinic orbit, which is non-transversal [2], [3], [1]. For lower dimensional and
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general finite dimensional systems, Silnikov studied the symbolic dynamics structures in the
neighborhoods of such homoclinic orbits [5], [6], [7], [8]. In [9] and [1], we have developed
a different construction of Smale horseshoes in the neighborhood of a Silnikov homoclinic
orbit. The advantages of our constructions have been fully addressed in [9], [1]. In this
note, we generalize the construction in [1] to more general evolution equations with finitely
many linearly unstable modes. For evolution equations with infinitely many linearly unstable
modes, the problem is still open.
2 The Set-Up
Consider the evolution equation
(1) ∂tu = Lu+N(u) ,
where L is a linear operator which is constant in time, and N is the nonlinear term.
Following are the assumptions for the setup:
(A1) u = 0 is a saddle, the linear operator L has only point spectrum as follows,
σ(L) =
{
−α ± iβ, γ, λ±j , j ∈ S
± ⊂ Z+
}
,
where α > 0, β > 0, γ > 0, Re {λ±j } ≷ 0; the number of elements in S
+ is finite,
denoted by N , α < γ, and
α < λ− = inf
j∈S−
{−Re {λ−j }} , γ < λ
+ = inf
j∈S+
{Re {λ+j }} .
(A2) The evolution equation (1) is globally well posed in a Hilbert space H, that is, there
exists a unique solution to the Cauchy problem of (1), u(t, u0) ∈ C
0[(−∞,∞),H],
u(0, u0) = u0. Moreover, we assume the regularity condition on initial data that for
any t ∈ (−∞,∞), the evolution operator F (u0)
t = u(t, u0) is C
n in u0 for some n ≥ 2.
(A3) With respect to the saddle u = 0, the evolution operator F t(u) admits a C2 smooth
linearization, i.e. there exists a C2 diffeomorphism R : H → H, such that in terms
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of the new variable u˜ = R u, the evolution equation (1) is transformed into the linear
form
∂tu˜ = Lu˜
in a neighborhood of u = 0. The conjugated evolution operator
F˜ t = RF tR−1
is still C0 in time t and C2 in u˜. In fact, we assume that the evolution equation (1)
takes the normal form: 
x˙ = −αx− βy +Gx(x, y, z, v
±),
y˙ = βx− αy +Gy(x, y, z, v
±),
z˙ = γz +Gz(x, y, z, v
±),
∂tv
± = L±v± +Gv±(x, y, z, v
±),
where G = 0 in a neighborhood Ω of 0, v+ = (v+1 , . . . , v
+
N)
′, N is the number of elements
in S+; x, y, z, and v+j
′s are real variables, and
‖eL
+t‖ ≤ c+eλ
+t , as t→ −∞ , ‖eL
−t‖ ≤ c−e−λ
−t , as t→ +∞ .
For references on such linearization results, see for example [10] etc.
(A4) There exists a Silnikov homoclinic orbit h(t) asymptotic to 0. As t→ +∞, h is tangent
to the (x, y)-plane at 0, and as t → −∞, h is tangent to the z-axis (without loss of
generality, positive z-axis) at 0. The stable and unstable manifolds of 0 are C2 smooth,
and
dim {TvW
u ∩ TvW
s} = 1 ,
where v ∈ h(t), TvW
u is the tangent space of the unstable manifold of 0 at the point
v on the homoclinic orbit h(t), similarly for TvW
s.
Remark. Proving the existence of Silnikov homoclinic orbits in partial differential equations
is a rather nontrivial question. So far, this has been done for perturbed nonlinear Schro¨dinger
equation [3] [11], perturbed vector nonlinear Schro¨dinger equation [12], and perturbed dis-
crete nonlinear Schro¨dinger equation [13]. The above and later assumptions have been either
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verified or discussed for these equations in [1] [14] [9]. The perturbed Davey-Stewartson II
equation has been studied along this direction [15] [16]. Unfortunately, existence of Silnikov
homoclinic orbits has not been proved due to some technical difficulty [16]. I would like
to comment on equations that have the potential of being casted into the above setup: 1.
perturbations of the modified KdV equation
ut + 6u
2ux + uxxx = 0 ,
2. perturbations of the derivative nonlinear Schro¨dinger equation [17] [18] [19] [20]
iut = uxx + iα(|u|
2u)x + 2|u|
2u , α > 0 ,
and 3. perturbations of the derivative nonlinear Schro¨dinger equation
iut = uxx − iαu
2u¯x + 2|u|
2u+ 2α2|u|4u .
All of the above three equations are integrable systems.
3 The Construction of Smale Horseshoes
3.1 Definitions
Definition. The Poincare´ section
∑
0 is defined by the constraints:
y = 0, η exp{−2πα/β} < x < η ,
0 < z < η, ‖v±‖ < η ;
where η is a sufficiently small constant so that
∑
0 is included in the neighborhood Ω
of 0 where the dynamics is given by the linear system.
Definition. The auxiliary section
∑+
0 is defined by the constraints:
y = 0, η exp{−2πα/β} < x < η ,
−η < z < η, ‖v±‖ < η .
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The homoclinic orbit h intersects the (z = 0)-boundary of
∑
0 at w
(+) with coordinates
denoted by
x = x∗, y = 0, z = 0, v
+ = 0, v− = v−∗ .
There exists T > 0 such that the point w(−) = F−T (w(+)) on h (where F t is the
evolution operator) has the z coordinate equal to η. Denote the coordinates of w(−) by
x = y = v− = 0, z = η, v+ = v+∗ .
Definition. The Poincare´ section
∑
1 is defined as:∑
1
=
(
F−T ◦
∑+
0
)
∩ Ω .
Definition. The map P 10 from
∑
0 to
∑
1 is defined as:
P 10 : U0 ⊂
∑
0
7−→
∑
1
,
∀w ∈ U0, P
1
0 (w) = F
t∗(w) ∈
∑
1
,
where t∗ = t∗(w) > 0 is the smallest time t such that F
t(w) ∈
∑
1.
The map from
∑
1 to
∑
0 (=
∑
0
⋃
∂
∑
0) is defined as:
P 01 : U1 ⊂
∑
1
7−→
∑
0
,
∀w ∈
∑
1
, P 01 (w) = F
T (w) ∈
∑
0
.
The Poincare´ map P from
∑
0 to itself is defined as:
P : U ⊂
∑
0
7−→
∑
0
,
P = P 01 ◦ P
1
0 .
3.2 Fixed Points of the Poincare´ Map P
On the Poincare´ section
∑
0, we center the origin of the coordinate frame at w
(+), and denote
the new coordinates by (x(0), z(0), v(±,0)). On the Poincare´ section
∑
1, we center the origin
of the coordinate frame at w(−), and denote the new coordinates by (x(1), y(1), z(1), v(±,1)),
which satisfy the constraint equation
(2) f (y)
(
x(1), y(1), z(1) + η, v(+,1) + v+∗ , v
(−,1)
)
= 0
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where for any w ∈ H,
F T (w) =
(
f (x)(w), f (y)(w), f (z)(w), f (v
+)(w), f (v
−)(w)
)
.
Denote the vector v+ in component form, v+ = (v+1 , v
+
2 , . . . , v
+
N)
′. Then we have the lemma,
Lemma 1. ∂f
(y)
∂z
(w(−)) and ∂f
(y)
∂v+
j
(w(−)) (j = 1, . . . , N) cannot be zero simultaneously.
Proof. Assume that they are zero simultaneously, then
τ · ∇f (y)(w(−)) = 0 ,
where τ is the tangent vector of h at w(−) and “∇ ” denotes gradient. Then this implies
that h is tangent to
∑
0 at w
(+). This contradiction proves the lemma.
Let ξ be one of the coordinates {z, v+j (j = 1, . . . , N)}, such that
∂f(y)
∂ξ
(w(−)) 6= 0, and denote
by v
(1)
+ the vector (z
(1), v
(+,1)
j (j = 1, . . . , N))
′ \ {ξ}, i.e. with components consisting of
{z(1), v
(+,1)
j (j = 1, . . . , N)} without ξ.
Lemma 2. In a neighborhood of w(−), the Poincare´ section
∑
1 can be represented as a C
2
function
ξ = ξ
(
x(1), y(1), v(−,1), v
(1)
+
)
.
Proof. Applying the implicit function theorem to (2).
The map P 10 has the representation
x(1) = e−αt∗(x(0) + x∗) cos β t∗,
y(1) = e−αt∗(x(0) + x∗) sin β t∗,
z(1) + η = z(0)eγ t∗ ,
v(+,1) + v+∗ = e
L+t∗v(+,0),
v(−,1) = eL
−
t∗(v(−,0) + v−∗ ) .
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The map P 01 can be approximated by its linearization at w
(−),

x(0)
z(0)
v(+,0)
v(−,0)
 = A

x(1)
y(1)
z(1)
v(+,1)
v(−,1)

,
where
A =

∂f(x)
∂x
∂f(x)
∂y
∂f(x)
∂z
∂f(x)
∂v+
∂f(x)
∂v−
∂f(z)
∂x
∂f(z)
∂y
∂f(z)
∂z
∂f(z)
∂v+
∂f(z)
∂v−
∂f(v
+)
∂x
∂f(v
+)
∂y
∂f(v
+)
∂z
∂f(v
+)
∂v+
∂f(v
+)
∂v−
∂f(v
−)
∂x
∂f(v
−)
∂y
∂f(v
−)
∂z
∂f(v
−)
∂v+
∂f(v
−)
∂v−

(w(−))
.
The constraint equation (2) can be approximated by its linearization at w(−),
B

x(1)
y(1)
z(1)
v(+,1)
v(−,1)

= 0 ,
where
B =
(
∂f (y)
∂x
∂f (y)
∂y
∂f (y)
∂z
∂f (y)
∂v+
∂f (y)
∂v−
)
(w(−))
.
With the above preparations, we can write the equations of the fixed points of P as follows
in terms of the Silnikov coordinates
{
t∗, x
(0), v(−,0), z(1), v(+,1)
}
(3)

x(0)
(z(1) + η)e−γt∗
e−L
+t∗(v(+,1) + v+∗ )
v(−,0)

= A

e−αt∗(x(0) + x∗) cos β t∗
e−αt∗(x(0) + x∗) sin β t∗
z(1)
v(+,1)
eL
−
t∗(v(−,0) + v−∗ )

+ R ,
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where R = O(e−νt∗) as t∗ → +∞ for some ν > 0. By rescaling the coordinates as follows,
{
t∗, xˆ
(0) = x(0)eαt∗ , vˆ(−,0) = v(−,0)eαt∗ , zˆ(1) = z(1)eαt∗ , vˆ(+,1) = v(+,1)eαt∗
}
,
we can rewrite equation (3) in the form
(4)

xˆ(0)
0
0
vˆ(−,0)

= A

x∗ cos βt∗
x∗ sin βt∗
zˆ(1)
vˆ(+,1)
0

+ R1 ,
where R1 = O(e
−ν1t∗) as t∗ → +∞ for some ν1 > 0, and the constraint equation (2) takes
the form
(5) B

x∗ cos βt∗
x∗ sin βt∗
zˆ(1)
vˆ(+,1)
0

+ R2 = 0 ,
where R2 = O(e
−ν2t∗) as t∗ → +∞ for some ν2 > 0. Solving the leading order term of (4) for
(zˆ(1), vˆ(+,1)), we have
(6) C
 zˆ(1)
vˆ(+,1)
 = −D
x∗ cos βt∗
x∗ sin βt∗
 ,′
where
C =
 ∂f(z)∂z ∂f(z)∂v+
∂f(v
+)
∂z
∂f(v
+)
∂v+

(w(−))
, D =
 ∂f(z)∂x ∂f(z)∂y
∂f(v
+)
∂x
∂f(v
+)
∂y

(w(−))
.
Lemma 3. The matrix C is invertible.
Proof. Assume that C is non-invertible; then there exists a nonzero vector
(
zˆ(1)
vˆ(+,1)
)
, such
that
C
 zˆ(1)
vˆ(+,1)
 = 0 ;
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thus
w = A

0
0
zˆ(1)
vˆ(+,1)
0

∈ Tw(+)W
s ∩ Tw(+)W
u
where Tw(+)W
s is the tangent space of W s at w(+), similarly for Tw(+)W
u. Since A is
invertible, w 6= 0. We also know that
Tw(+)h ∈ Tw(+)W
s ∩ Tw(+)W
u .
Since Tw(+)h is transversal to
∑
0 and w lies in
∑
0, we have
dim {Tw(+)W
u ∩ Tw(+)W
s} = 2 ,
which contradicts with Assumption (A4). This completes the proof.
Solving (6), we have
(7)
 zˆ(1)
vˆ(+,1)
 = −C−1D
x∗ cos βt∗
x∗ sin βt∗
 .
Then solving the constraint equation (5), to the leading order, we have
B

x∗ cos βt∗
x∗ sin βt∗
−C−1D
x∗ cos βt∗
x∗ sin βt∗

0

= 0 ,
which can be rewritten as
(8) ∆1 cos βt∗ +∆2 sin βt∗ = 0 .
If we assume condition
(A5) ∆1 and ∆2 do not vanish simultaneously,
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then (8) has a sequence of solutions:
(9) t(ℓ)∗ =
1
β
[ℓπ − ϕ], ℓ ∈ Z+,
where
ϕ = arctan {∆1/∆2} .
Then substituting (7) and (9) into the leading order terms of (4), we can solve for
(
xˆ(0)
vˆ(−,0)
)
to
the leading order. Finally, applying the implicit function theorem, we have the fixed point
theorem.
Theorem 1 (Fixed Point Theorem). Under the assumption (A5), there exists an integer
ℓ0 > 0, such that there exists a sequence of solutions to the equations (4) and (5) labeled by
ℓ (ℓ ≥ ℓ0):
t∗ = T
(ℓ) , xˆ(0) = x(ℓ), vˆ(−,0) = v
(ℓ)
(−,0)
zˆ(1) = z(ℓ) , vˆ(+,1) = v
(ℓ)
(+,1) ;
where, as t→ +∞,
T (ℓ) =
1
β
[ℓπ − ϕ] + o(1) .
For a complete proof of this theorem, see [1].
3.3 Smale Horseshoes
Definition. For sufficiently large number ℓ, we define the slab Sℓ in
∑
0 as follows:
Sℓ =
{
w ∈
∑
0
 η exp{−γ (T (2(ℓ+1)) − π
2β
)}
≤ z(0)(w)
≤ η exp
{
−γ
(
T (2ℓ) −
π
2β
)}
,
|x(0)(w)| ≤ η exp
{
−
1
2
αT (2ℓ)
}
,
‖v(−,1)(P 10 (w))‖ ≤ η exp
{
−
1
2
αT (2ℓ)
}
,
‖v(+,1)(P 10 (w))‖ ≤ η exp
{
−
1
2
αT (2ℓ)
}}
,
so that it contains two fixed points of P denoted by p+ℓ and p
−
ℓ .
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✻✲
2 1
4
3
ez(0)
ex(0)
ev(+,0)
ev(−,0)
⊗ ⊗
Figure 1: The product representation of Sℓ .
We choose a basis on the tangent space Tw(−)
∑
1 represented in the coordinates
(x(1), y(1), v(−,1), ξ, v
(1)
+ )
as follows:
Ex(1) =
(
1, 0, 0,∇ξ(w(−)) ◦ (1, 0, 0, 0), 0
)
,
Ey(1) =
(
0, 1, 0,∇ξ(w(−)) ◦ (0, 1, 0, 0), 0
)
,
Ev(−,1) =
(
0, 0, 1,∇ξ(w(−)) ◦ (0, 0, 1, 0), 0
)
,
E
v
(1)
+
=
(
0, 0, 0,∇ξ(w(−)) ◦ (0, 0, 0, 1), 1
)
;
where 1 represents a basis for the corresponding components. Denote by {e
x(0)
, e
z(0)
, e
v(+,0)
,
e
v(−,0)
} the unit vectors along (x(0), z(0), v(+,0), v(−,0))-directions in
∑
0. In this coordinate
frame, Sℓ has the product representation as shown in Fig.1. Under the linear map A (the
linearization of P 01 at w
(−)), the coordinate frame
{
Ex(1), Ey(1) ,Ev(−,1) ,Ev(1)+
}
is mapped into
a coordinate frame
{
Ex(1),Ey(1),Ev(−,1) ,Ev(1)+
}
on
∑
0 with origin at w
(+). In this coordinate
frame, ∇P 01 (w
(−)) ◦ ∇P 10 (w
(+)) ◦ Sℓ has the representation as shown in Fig.2 on
∑
0. We
introduce a system of curvilinear coordinates (ξu, ξs) on the (Ex(1),Ey(1))-plane such that
{ξu = 0}, {ξu = cu (a constant)}, {ξs = 0}, {ξs = cs (a constant)}
correspond to the boundaries 3, 4, 1, 2 of the annulus on the (Ex(1),Ey(1))-plane. Let E
+
ξ =
Tp+
ℓ
ξu be the tangent vector to the ξu coordinate at p
+
ℓ . We make the following assumption:
(A6) Span {e
x(0)
, e
v(−,0)
,E+ξ ,Ev(1)+
} =
∑
0 .
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ex(1)
ey(1)
1
3
4 2
p-l
p+l
xs s=c
xs=0
xu u=c
xu=0
Tp+l
xu
Ev(1)+
Ev(-,1)
ƒ ƒ
Figure 2: A geometric representation of ∇P 01 (w
(−)) ◦ ∇P 10 (w
(+)) ◦ Sℓ .
Under the assumptions (A1) – (A6), we can verify the Conley-Moser conditions [21] in the
same way as in [1], which lead to the construction of Smale horseshoes. Let W be a set
which consists of elements of the doubly infinite sequence form
a = ( · · ·a−2a−1a0, a1a2 · · · ) ,
where ak ∈ {0, 1}, k ∈ Z. We introduce a topology in W by taking as neighborhood basis of
a∗ = ( · · ·a∗−2a
∗
−1a
∗
0, a
∗
1a
∗
2 · · · ) ,
the set
Wj =
{
a ∈W
 ak = a∗k (|k| < j)}
for j = 1, 2, . . . . This makes W a topological space. The shift automorphism χ is defined
on W by
χ : W 7−→W ,
∀ a ∈W, χ(a) = b, where bk = ak+1 .
The shift automorphism χ exhibits sensitive dependence on initial conditions, which is the
hallmark of chaos.
Theorem 2 (Smale Horseshoe Theorem). Under the assumptions (A1) – (A6) for the
evolution equation (1), for all sufficiently large integers ℓ, there exists a sequence of compact
Cantor subsets Λℓ of Sℓ, Λℓ consists of points and is invariant under P . P restricted to Λℓ is
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topologically conjugate to the shift automorphism χ on two symbols 0 and 1. That is, there
exists a homeomorphism
φℓ : W 7−→ Λℓ ,
such that the following diagram commutes:
W
φℓ−−−→ Λℓ
χ
y yP
W −−−→
φℓ
Λℓ .
Proof. With preliminaries given above, the proof follows in the same way as in [1].
4 Conclusion and Discussion
In this note, we have generalized the construction of Smale horseshoes in [1] to a general
evolution equation, which indicates that our techniques [9], [1] on constructing Smale horse-
shoes in a neighborhood of a Silnikov homoclinic orbit has a much wider application. On the
other hand, so far we can only handle evolution equations with finitely many linearly unsta-
ble modes. For evolution equations with infinitely many linearly unstable modes, we cannot
invert certain linear operators in establishing the existence of fixed points of the Poincare´
map. Nevertheless, this note furnishes an initiation for studying Silnikov homoclinic orbits
for general evolution equations, thereby proving the existence of chaos for general evolution
equations.
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