Abstract. -The method of Fourier spectroscopy requires that the interferogram produced by a Fourier spectrometer be inverted by a Fourier transformation. In practice, this may be done numerically by approximating to the transform by a finite Fourier series.
Introduction. -The problem to be considered arises when an interferogram is reduced by digital or semidigital techniques. Under these circumstances the inversion is performed over a fifiite number of sampled points extending over a finite path difference. The effect of a finite path difference is well-known. It determines the width of the instrumental profile. Now, if the spectrum extends only over a finite interval, as all real spectra do, the sampling theorem tells us that there is a maximum interval (in path difference) between successive samples beyond which we may not go if we still wish to consider the sampled values as Fourier coefficients. However, as is also well-known, the use of sampling results in the appearance of (( aliases )) of the spectrum. When the minimum sampling rate is used, the aliases are in contact, in spectral space. As the sampling rate increases, the aliases move further apart, in pairs. This is illustrated in figure 1.
(*)-Present address : Department of Mathematics, University of British Columbia, Vancouver, B. C . Canada. Now it is always assumed that the aliases are completely independent of each other. It is our purpose t o show that this is not the case. There is a small interaction which appears as an intensity error in the resultant spectrum.
We shall assume for the purposes of this investigation that (i) the reduction technique uses a Fourier series approach rather than an approximation method to an integral transform, (ii) there is no phase error in the interferogram, (iii) the interferogram is not apodized.
The analysis. -Let g(v) be the spectral function limited such that g(v) = 0 outside of some finite interval a < u < b. For the purposes of this discussion, 
Let us now investigate SN(v) for a fixed value of v ; that is, as a function of N. Since L, the maximum path difference, is fixed, Ax decreases as N increases. As a result, vo increases, but a, and bk are bounded because
Since v is now a constant, we must introduce a new frequency variable into the integrals. Let this variable be o. Therefore
-0 0 I Re-arranging the terms and inverting the order of summation and integration gives, using elementary trigonometry (1).
It is more convenient mathematically, and reasonably justifiable, physically, to subtract from SN(v) one-half of the last term, so that (42) an even function. From a similar argument to the foregoing, we may show that 
and observing that the integrand is an even function of w, we find
The maximum path difference, L = N A x = N/2vo, so that
Equation (1) gives a form that, when N is greater than its minimum legitimate value, contains the intensity error due to a finite resolution (path difference) and the excess error due to the finite sampling interval.
It will be our purpose to show that as N -, co, the expression achieves an asymptotic value. There is a standard expansion (2) 
Now equation (1) can be re-written as
or, substituting the cotangent expansion:
and re-arranging
(2) We shall limit ourselves, for the moment, to the condition that u, > 2 m. That is, N has at least twice its minimum legitimate value (N = 2 Lu,, or N 2 4 Lm).
Lemma :
Remembering that u is a constant such that
we shall have, at the bounds of v for uo m (see Fig. 1 
Equation (2) can now be re-written as
5: "
sin (2 nLo)
Since the integrals have fixed limits, it is clear that the summation converges for all N 2 4 Lm. Furthermore, since the integrals are independent of N, we have mined by a second set of random numbers (R,). In ~h~ excess error E,(~) = s;(~) -s ; (~) , due to the order to be certain that the (( spectral 1) lines so produuse of only (N + 1) data points, is therefore given by ced has a finite width, 0.1 was added'to each of the numbers R2. This artificial spectrum was then sampled
Since each term of the summation goes to zero at least as fast as k/N2 when Ngoes to infinity with k a constant, it is clear that EN(v) goes to zero also at a rate not less than k/N2.
Discussion. -Although Equation (4) provides a form for the decay rate of the excess error, we have no insight into the magnitude of EN(u) as compared to S:(U). This is considered in the numerical section. However, it is clear that if g(v) is approximately ran-
is more-or-less independent of v over the integration interval. Hence it follows that E,(v) is also roughly independent of v.
We have, so far, neglected to consider the condition that m < vo < 2m. Unfortunately, we have been unable to find an analytical solution for this interval. We may, however, conjecture that EN(v) decays at a rate no less than k/N2 over the entire interval
If the rule was strictly true, a plot of E,(v) against (No/N2), where No is the minimum legitimate sampling rate, should be a straight line of slope k l~i for 0 < (NOIN) < 1. As will be seen in the following section, the rule was found to hold, to a reasonable degree of approximation, for the example chosen. We, therefore, have added reason to believe that our conjecture is true.
Numerical test.
-In order to test the validity of our approach and to gain some insight into the magnitude of this effect, it was decided to compute the error function [Equation (I)] for a specific case. Since we needed to know the true value of the spectral function f (v), we, perforce, employed an artificial spectrum. A simple geometrically shaped spectrum was tried first, but soon discarded as being too unrealistic. A more realistic spectrum was generated as follows : On a baseline of 0 to 100 cm-I we generated one at 1 001 points (that is, at each 0.1 cm-l) and punched onto cards. The highest frequency in the spectrum being 100 cm-l, it follows that the minimum legitimate value of N is 200. We investigated value of N up to 1 200, at which point the values had become essentially asymptotic. L was given the value 1 cm. The results are presented in figure 2 as a function of (N,/N)', where No = 200. With the sole exception of the extreme endpoints of the <( spectrum )), the excess error (that is, the difference between the total error and the asymptotic, finite resolution, error) is more-or-less independent of the position in the spectrum as conjectured in the analytical section. In table (I), the true value of the spectral intensity and the asymptotic error are presented for a) As stated before, all the values of the excess error at a given (NOIN) lie closely together, within a factor of two, and have the same sign. The asymptotic errors (Table I) , on the other hand, can be positive or negative.
b) The absolute magnitude of the effect, in this example, even at (NOIN) = 1, never exceeds 1 % of the asymptotic error. c) The excess error decays to zero at least as fast as I / N~, but not as fast as 1/N3. This is clear from the figure, which is plotted as a function of (No/N)2.
Taking the lower bound of the band (which is a straight line) to represent the ideal case of and knowing that No = 200, we may deduce that, for this example, k = 10.32.
Conclusion. -We believe that the following inferences may be drawn from the foregoing : 1) The excess error effect will be insignificant in the majority of cases. ii) The effect may not be negligible when precision photometry is involved. Note that it seems that the excess error is roughly constant across the spectrum and will therefore be most noticeable in spectra having strong intensity variations. A particular example that comes to mind is in the analysis of infrared hyperfine and isotope structure. At the high resolutions demanded for this work, there is a strong temptation to filter the individual emission lines and to use the lowest sampling rate possible in order to keep the data handling and reduction within reasonable bounds. However, such spectra are noted for the fact that one often has one or two extremely intense components of the line together with a number of weak satellites. Since the excess error is controlled by the strong components, there may be serious errors in the measured intensities of the weak satellite lines. In such cases it may be worthwhile to estimate the magnitude of the effect by a method of successive approximations using equation (1). Alternatively, one might use many times the minimum sampling rate in order to observe whether the appearance of the output spectrum changes with sampling rate.
This work forms part of the program of research at the Jet Propulsion Laboratory under Contract NAS7-100 from the National Aeronautics and Space Administration. P. CONNES. -The error discussed in the communication does not seem to be too serious in practice since it appears to take place only when no apodization is used. Obviously when hight photometric accuracy is wanted, apodization will be used.
E.
FELLGETT. -The speaker has already mentioned that I do not agree with the conclusions. The resolution of the difficulty would involve technical discus-
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sions of the kind that are better carried out privately. Perhaps, however, I could indicate the general nature of my objections.
There are two mistakes. The first is the assumption that the sum is always an approximation to the integral .f. In fact, Sampling Analysis tells us when this is so, and when it is not so. We can always arrange in practice that there is no approximation beyond the inevitable physical abstraction. The second mistake is to suppose that any physical measurement can produce a similacrum of a spectrum (or indeed of any other optical entity). In fact, the measurements can only give us information about the spectrum ; namely, they tell us the amplitudes of certain frequencies in the spectrum (where (( frequency 1) means a frequency component of the intensity with respect to wavelength). Since other frequencies remain totally unknown, we can never measure an intensity in a spectrum. Consequently, then there cannot be an error in the measurement of intensity, since the latter does not exist.
What we can do is to make a convenient and logically well-defined representation of the intensity distribution in the spectrum. The method of doing this, and of ensuring that the sums (and not the integrals) are exactly what is required in a numerical Fourier transformation, involve the properties of the operations comb and rept (essentially as defined by P. M. WOOD-WARD ct Information theory with applications to Radar etc ... )I, Pergamon Press, London). They also involve the orthogonal properties of the sinc function : there are easily destroyed by apodisation. This is why I believe that apodisation should be done only by experts.
