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Abstract
A channel assignment problem is a triple (V ,E,w) where V is a vertex set, E is an edge set and w is a function assigning
edges positive integer weights.An assignment c of integers between 1 and K to the vertices is proper if |c(u)− c(v)|w(uv) for
each uv ∈ E; the smallest K for which there is a proper assignment is called the span. The input problem is set to be l-bounded
if the values of w do not exceed l. We present an algorithm running in time O(n(l + 2)n) which outputs the span for l-bounded
channel assignment problems with n vertices.An algorithm running in time O(nl(l+2)n) for computing the number of different
proper assignments of span at most K is further presented.
© 2004 Elsevier B.V. All rights reserved.
1. Introduction
The channel assignment problem naturally generalizes graph coloring. A channel assignment problem is a triple (V ,E,w)
where V is a vertex set, E is a set consisting of pairs of elements of V (called edges) and w is a function assigning edges
of E positive integer weights. If e is an edge of E, the number w(e) is called the weight of the edge e. The value of w(uv)
is considered to be zero if uv /∈E. Hence we further consider channel assignment problems to be just pairs (V ,w) where
w :
(
V
2
)
→ {0, 1, 2, . . .} implicitly assuming that the edges are uv with w(uv)> 0. An assignment c of positive integers to the
vertices, i.e., the elements of V , is proper, if |c(u)− c(v)|w(uv) for each edge u, v ∈ V . The span of a proper assignment is
the maximum integer assigned to a vertex; the span of a channel assignment problem is the smallest integer k for which there is
a proper assignment of the span k. A channel assignment problem and its special case called distance graph labelling [6,7,9] can
be used to model real-world problems: The vertices can be thought as radio transmitters, integers assigned to them as frequencies
and the weights of the edges as minimal differences of frequencies which can be assigned to the transmitters corresponding to
their end-vertices without interference.
Determining the span of a channel assignment problem is very hard: the decision version of the problem for the span is NP-
complete even if the underlying graph has tree-width 3 (cf. [14]).A channel assignment problem is l-bounded if the weight of each
edge is at most l. Since the decision version of the graph coloring problem is well-known to beNP-complete, the decision problem
for the span of 1-bounded channel assignment problem is NP-complete, too. In Section 3, we ﬁnd an algorithm for computing
an optimal assignment of an l-bounded channel assignment running in time O(n(l + 2)n) and in space O((l + 2)n) where
n= |V | (Corollary 7) in a similar computation model which we assume in this paper. This improves a previous algorithm due to
McDiarmid running in time O(n2(2l+1)n) from [13], see also [12]. Our algorithm is based on a concept of separated sequences
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introduced in Section 2. Next, wemodify the algorithm to an algorithm running in timeO(nl(l+2)n)which computes the number
of proper assignments of span at most K (Theorem 8); note that the running time of the counting algorithm is independent on
K. The computational models considered in this paper are the following: in case of the ﬁrst algorithm, we assume that we are
capable to store O(n log l)-bit pointers and each operation with O(log n)-bit numbers requires a unit of time. In case of the
second algorithm, since the resulting numbers might be (log n)-bit numbers, we assume that each operation with (b)-bit
numbers requires a unit of time, if the results are(b)-bit numbers. The just presented models are implicitly assumed throughout
the paper.
2. Separated sequences
In this section, deﬁnitions and notation related to separated sequences are introduced.
Let (V ,w) be a ﬁxed l-bounded channel assignment problem in this paragraph. A sequenceV= V0, . . . , Vk−1 of k subsets
of V is non-decreasing if Vi−1 ⊆ Vi for 1 ik − 1. A sequenceV is separated if it is non-decreasing and w(vivj )j − i
for any vi ∈ Vi\Vi−1, vj ∈ Vj \Vj−1, 1 ijk− 1. In particular, ifV is separated, then Vi\Vi−1 is an independent set for
any 1 ik− 1. Note that there is no condition on the weights of the edges joining the vertices of V0 to the remaining vertices.
A consecutive subsequence of a separated sequence is separated, too. Unless stated otherwise, a (non-decreasing, separated)
sequence is a sequence formed by subsets of the vertex set in the rest.
A non-decreasing sequence V′ = V ′0, . . . , V ′k′−1 extends a non-decreasing sequence V = V0, . . . , Vk−1 if there exists i0,
max{0, k − k′ + 1} i0k − 1 such that the following holds:
Vi0+j = V ′j for 0jk − 1− i0.
The sequence V′′ = V0, . . . , Vi0 = V ′0, Vi0+1 = V ′1, . . . , Vk−1 = V ′k−1−i0 , . . . , V ′k′−1 is called an extension of V with V′
and writeV ⊕V′ for it; it will always be clear from the context which extension we have in mind if there are more possible
extensions. The extension of a separated sequence with another separated sequence is not necessarily a separated sequence in
general. However, the following holds.
Lemma 1. Let (V ,w) be an l-bounded channel assignment problem,V′ a separated sequence of length at least l + 1 which
extends a separated sequenceV. If the lengthV⊕V′ is the length ofV increased by one, thenV⊕V′ is separated.
Proof. LetV⊕V′ =V0, . . . , Vk , 1 i, jk, vi ∈ Vi\Vi−1 and vj ∈ Vj \Vj−1. If both i < k and j < k, thenw(vivj ) |i−j |
becauseV is separated. If i = k and jk − l, then w(vivj ) l |i − j | = |k − j | because the problem is l-bounded. If i = k
and j > k − l, then w(vivj ) |i − j | becauseV′ is separated. 
The span of a channel assignment problem is related to separated sequences in the next lemma.
Lemma 2. Let (V ,w) be a channel assignment problem and let K0 be an integer. The set of proper assignments of (V ,w)
with the span at most K is in one-to-one correspondence to the set of separated sequences of length K + 1, V0, . . . , VK , with
V0 = ∅ and VK = V .
Proof. Let c be a proper assignment. Let Vi={v|c(v) i} for 0 iK . The just deﬁned sequence is separated since Vi\Vi−1=
{v|c(v)= i} and |c(u)− c(v)|w(uv); the conditions V0 = ∅ and VK = V are also satisﬁed. On the other hand, we can deﬁne
for a separated sequence V0=∅, V1, . . . , VK−1, VK =V a proper assignment c(v)=min{i|v ∈ Vi}. Since V0=∅ and VK =V ,
the assignment c is deﬁned for all the vertices and its span is at most K. Because the sequence is separated, c is proper. It is
straightforward to verify that the just deﬁned correspondence is really one-to-one. 
The immediate corollary of Lemma 2 is the following:
Lemma 3. The span of a channel assignment problem (V ,w) is the smallest K such that there exists a separated sequence
V0, . . . , VK with V0 = ∅ and VK = V .
3. The algorithms
We describe our algorithms for l-bounded channel assignment problems in this section. Let (V ,w) be a given l-bounded
channel assignment problem. We write n for |V | in the rest of this paper. Gl (V ,w) is the directed graph whose vertices are all
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the separated sequences of length l and a sequenceV is joined by an arc to a sequenceV′, ifV′ extendsV andV⊕V′ is a
separated sequence of length l+1. LetV∅
l
be the (separated) sequence ∅, . . . ,∅ of length l andVV
l
be the (separated) sequence
V, . . . , V of length l. Note that Gl (V ,w) might contain loops, in particular, there are loops incident withV∅l andVVl .V∅l is
called the initial separated sequence andVV
l
the ﬁnal separated sequence. We ﬁrst show that Gl (V ,w) can be constructed in
time O(n(l + 2)n).
Lemma 4. Let (V ,w) be a channel assignment problem. There is an algorithm which outputs all the separated sequences of
length k and which runs in time O(n(k + 1)n) and in space O(n2). The number of separated sequences of length k is at most
(k + 1)n.
Proof. It is possible to design a simple backtracking algorithm based on the following one-to-one correspondence between
sequences a1, . . . , an of integers between 0 and k of length n and non-decreasing sequences V0, . . . , Vk−1 of length k:
ai =min{j |vi ∈ Vj } ∪ {k}.
The algorithm simply generates all such sequences of integers and one can check that the edges vivj , 1j < i, do not violate
the condition thatV is separated, when generating ai . This straightforwardly leads to an O(n(k + 1)n)-time algorithm. 
Lemma 5. Let (V ,w) be an l-bounded channel assignment problem.The graphGl (V ,w) can be constructed in timeO(n(l+2)n)
and in space O((l + 2)n). The graph Gl (V ,w) contains at most (l + 2)n arcs.
Proof. We create a complete (l+1)-ary treeT of depth n (the depth of a tree containing only a root is zero). The paths from the
root to the leaves inT correspond to sequences of integers between 0 and l and hence to non-decreasing sequences of subsets of
V of length l as described in the proof of Lemma 4.We use twice the algorithm from Lemma 4. First, all the separated sequences
of length l are generated and it is stored in the leaves ofT whether the corresponding sequence is separated. Next, we will store
a list of arcs leading from the corresponding vertex of Gl (V ,w) in each leaf ofT: all the separated sequencesV of length l+ 1
are generated and split to two sequencesV′ andV′′ of length l each such thatV=V′ ⊕V′′ (V can be uniquely decomposed
toV′ andV′′) and we add to the list of arcs leading fromV′ stored inT an arc fromV′ toV′′.
The data structuresT looks as follows: each internal node contains l+1 pointers and each leaf contains a single bit determining
whether it corresponds to a separated sequence and a list of pointers to leaves corresponding to its successors in Gl (V ,w). The
sum of the lengths of these lists is O((l + 2)n) which strictly dominates the space O((l + 1)(l + 1)n) needed by the rest of
the algorithm. The graph Gl (V ,w) can be immediately obtained from the leaves of T. The running time of the algorithm is
dominated by the step when the algorithm from Lemma 4 is used for the second time and it is O(n(l + 2)n).
Since each arc of Gl (V ,w) corresponds to a separated sequence of length l + 1, the number of arcs of Gl (V ,w) is at most
(l + 2)n due to Lemma 4. From this, it is clear that space O((l + 2)n) is enough to store Gl (V ,w) and hence it covers all space
demands of the algorithm. 
We are now ready to relate Gl (V ,w) to proper assignments.
Theorem 6. Let (V ,w) be an l-bounded channel assignment problem. The length of the shortest directed path betweenV∅
l
and
VV
l
in Gl (V ,w) is equal to the span of (V ,w) increased by l − 1.
Proof. Consider a shortest directed pathV0, . . . ,VL fromV∅l toVVl in Gl (V ,w). It follows from the deﬁnition of Gl (V ,w)
thatVi−1⊕Vi is a separated sequence of length l+1 (1 iL). Since (V ,w) is l-bounded, it straightforwardly follows from
Lemma 1 that V0 ⊕ · · · ⊕VL is a separated sequence of length L + l. We can construct a separated sequence V of length
L+ l − 2(l − 1) by cutting ﬁrst l − 1 and last l − 1 elements ofV0 ⊕ · · · ⊕VL. Since the ﬁrst element ofV is ∅ and the last
one is V , the span of (V ,w) is at most L− l + 1 due to Lemma 3.
We prove the opposite inequality of the statement of the theorem in this paragraph. Let K be the span of (V ,w) and V a
separated sequence of length K + 1 starting with ∅ and ending with V (it exists due to Lemma 3). V is extended to V′ by
adding l− 1 empty sets to the beginning ofV and by adding l− 1 sets V to the end. The length ofV′ isK + 2l− 1.V′ can be
split to sequencesV0, . . . ,VL of length l formed by consecutive subsequences ofV′. Note thatV0 =V∅l ,VL =VVl and
L=K + l − 1. This establishes the theorem. 
Theorem 6 implies together with Lemmas 2 and 5 the following:
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Corollary 7. There is an algorithm for computing the span of an l-bounded channel assignment problem and constructing an
optimal assignment which runs in time O(n(l + 2)n) and space O((l + 2)n).
Proof. The proof of Theorem 6 actually describes the way how to ﬁnd an optimal assignment of the problem. The shortest path
between two given vertices in a directed graph can be found in time linear in the number of arcs if the graph is represented by
adjacency lists by a simple breadth-ﬁrst search algorithm, see, e.g., [3]. 
The ﬁrst algorithm can be modiﬁed to count proper assignments.
Theorem 8. There is an algorithm for computing the number of proper assignments of span at most K for a given l-bounded
channel assignment problem and given K; the algorithm runs in time O(nl(l + 2)n) and in space O((l + 2)n).
Proof. Proper assignments of span at most K one-to-one correspond to separated sequences of length K + 1 starting with an
empty set and ending with the whole vertex set due to Lemma 2. It follows from the proof of Theorem 6 that separated sequences
of length K + 1 one-to-one correspond to directed walks (i.e., they may contain the same vertex more times) betweenV∅
l
and
VV
l
of length K + l − 1 in Gl (V ,w). We reduced the problem to computing the number of directed walks in Gl (V ,w).
Observe that Gl (V ,w) is acyclic. First, the vertices of Gl (V ,w) are topologically sorted, i.e., a sequence of vertices
V1, . . . ,VN of Gl (V ,w) is found which satisﬁes that if ViVj is an arc, then ij . A topological sorting algorithm runs
in time O(m) where m is the number of arcs of the digraph (see, e.g., [3]); this gives the time bound O((l + 2)n). Note that
V1 =V∅
l
andVN =VV
l
. For each vertex Gl (V ,w), a triple (A, p, k0) is computed where A is an array of size k0 indexed by
numbers from 0 to k0 − 1, p is a polynomial and k0 is an integer. The polynomials are represented as sequences of their coefﬁ-
cients; later we show that the degrees of all the polynomials which appear in the algorithm are at most n. We write (Ai, pi , ki0)
for a triple assigned to the vertexVi . It is demanded that the triple (Ai, pi , ki0) assigned toV
i satisﬁes the following:
The number of directed walks from the vertex
V1 =V∅
l
to the vertex Viof length k is
{
Ai [k] if 0k < k0.
pi(k) if k0k.
The triples can be computed in the order determined by the topological ordering. The triple assigned toV1 consists of an empty
array A1, a polynomial p1(k) := 1 and an integer k0 := 0. Let us assume that the triples for allVi , i < i0 have been computed.
We ﬁrst compute a triple (A′, p′, k′0) which has the same meaning as (Ai0 , pi0 , ki0 ) except that it counts the directed walks
fromV1 toVi0 which end with exactly oneVi0 . Let I be the set of those i for which there is an arcViVi0 in Gl (V ,w). The
following holds due to the deﬁnition of the triples:
k′0 := 1+maxi∈I ki ,
A′[0] := 0,
A′[k] :=
∑
i∈I,k−1<ki0
Ai [k − 1] +
∑
i∈I,k−1ki0
pi(k − 1) for 1k < k′0,
p′(k) :=
∑
i∈I
pi(k − 1).
If there is not a loopVi0Vi0 inGl (V ,w), then any walk fromV1 toVi0 ends with exactly oneVi0 and hence (Ai0 , pi0 , ki0 )=
(A′, p′, k′0). If there is a loopVi0Vi0 , then the triple (Ai0 , pi0 , ki0 ) is determined as follows:
k
i0
0 := k′0,
Ai0 [k] :=
∑
0k′k
A′[k′] for 0k < k0,
pi0 (k) :=
∑
0k′<k′0
A′[k′] +
∑
k′0k′k
p′(k′).
Using the above formulas, we can compute all the triples (there are explicit formulas for sums of type∑k
i=k′0x
 for a ﬁxed 
which can be used to calculate pi0 (k); observe that
∑k
i=k′0x
 is a polynomial in x of degree  + 1) and we can determine the
number of directed walks fromV1 =V∅
l
toVN =VV
l
having computed (AN , pN , kN0 ).
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It remains to establish the time and space demands of the algorithm. We ﬁrst realize that the length of any directed path in
Gl (V ,w) is at most nl: for any path V1, . . . ,Vk the sequence V1 ⊕ · · · ⊕Vk is a separated (and hence non-decreasing)
sequence of length k + l − 1 and it does not contain a subsequence consisting of at least l + 1 identical sets (otherwise the
sequenceV1, . . . ,Vk contained the same vertex twice). This immediately gives that k+ l−1nl and hence knl. Since ki0 is
the length of the longest directed path fromV1 toVi (this can be easily proved by induction from the formulae deﬁning ki0 for
1 iN ), the above implies that ki0nl for all 1 iN . The degree of a polynomial is increased only at a vertex with a loop;
hence the degree of pi is at most the maximum number of vertices with loops on a path fromV1 toVi . On any directed path
V1, . . . ,Vk there are at most n vertices with loops because the verticesVi with loops are precisely the vertices corresponding
to sequences consisting of l identical subsets of V , and the sequenceV1 ⊕ · · · ⊕Vk is separated (and hence non-decreasing).
We may conclude that the degree of any pi is at most n. The time and space needed by the algorithm can be now estimated: the
graph Gl (V ,w) can be constructed in time O(n(l+ 2)n) and in space O((l+ 2)n). Computation of (A′, p′, k′) requires addition
of at most nl values for each arc leading to a vertex and hence it takes total time O(nl(l + 2)n)for all the vertices of Gl (V ,w)
because Gl (V ,w) contains at most (l + 2)n arcs. In addition, at every vertex with a loop, we need extra time to compute the
actual triple from (A′, p′, k′). This extra time is at most O(q(l, n)) for some polynomial q(l, n). Since Gl (V ,w) contains at
most (l+1)n vertices, the time bound O(nl(l+2)n) dominates the extra time O((l+1)nq(l, n)) spent at the vertices with loops.
The space needed by the algorithm consists of major parts: the space needed to store Gl (V ,w) which is O((l + 2)n) and the
space needed to store the triples which is O(nl(l+ 1)n) (each triple requires a space O(nl)—O(nl) for the array A and O(n) for
the coefﬁcients of p). The bound O((l + 2)n) dominates the bound O(nl(l + 1)n). 
Note that we actually proved that the number of proper satisfying assignments of span K is a polynomial in K for sufﬁciently
large K. This result has been previously proved using other techniques in [11,16].
4. Conclusion
For the case of ordinary graph coloring (a 1-bounded channel assignment problem), our algorithm runs in time O(3n)—we
omit polynomial factors in time bounds in the whole concluding section. There are better algorithms for this special case: the
ﬁrst one with running time O(2.4422n) was obtained by Lawler in [10] and an improvement to O(2.4150n) from [5] is due to
Eppstein.All these algorithms are based on maximal independent set (MIS) technique. There are a series of papers on algorithms
for 3-coloring of graphs [1,2,4,15] and only one of them, [1], is not MIS-based. There are instances of the 2-bounded channel
assignment problem [8] for which any MIS-based algorithm outputs a span arbitrarily larger than the actual span is, so MIS-
technique does not seem to be applicable in this case. Anyway, there could be faster exact algorithms for both the bounded and
unbounded channel assignment problems based on other approaches. In particular, the following problem is open:
• Find an algorithm running in timeO(Kn) for a ﬁxed constantK for the (unbounded) channel assignment problem on n vertices
or prove that there is no such algorithm under reasonable complexity theory assumptions.
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