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1. INTROW~TION 
The canonical diffusion problem for x >, 0, t 3 0, 
u,(x, t) = K2(4) u,,(.u, f) + F(q, 4 t, u), 
4% 0) =f(x, qh (1) 
u(0, t) = 0, u.(., r) in MO, ‘ml, 
is studied in this paper. Here q is a fixed vector and may represent 
unknown parameters. The basic problems are to compute an approximate 
solution for fixed q and perhaps to identify q by using measurements at 
discrete spatial and time points. Unknown parameters can occur in the 
diffusion coefficient, in the initial function, or in the input function F. 
Attention will be given to a particular structural property for the functions 
.f and F which will induce the same property on the solution u and which is 
useful in numerical computations. 
This work complements work by Professor Banks and several co- 
workers, especially Crowley, Kunisch, Lamm, and Murphy (see [l-5, 91). 
This previous work considers problems where the space variable is 
restricted toa finite interval. Algorithms for a finite interval problem can be 
more efficient because less spatial integration is involved; however, in some 
cases, special formulas for the infinite problem will allow short cuts. Other 
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work using similar techniques for parameter estimation in functional 
differential equations includes Benz, Fennell, and Reneke [7]. 
In the infinite interval, 0 d x < co, many of the treatments of the diffusion 
problem use Fourier transforms. This involves restricting the functions F, f, 
and u to a special function space whose elements “vanish at infinity.” We 
will study the infinite interval problem in a function space for which some 
of the functions have no Fourier transforms. It will contain some of the 
previous space. This means that we can include functions F, f, and u which 
are not treated using Fourier transforms. Our function space is not new; 
however, the diffusion equation is not commonly studied in this space. This 
space will include problems where u(x, 1) is bounded as x -+ co. 
The existence, uniqueness, and continuity properties of solutions for 
appropriate classes of source terms and initial functions are established 
using semigroup theory for a Hilbert space. Approximate solutions are 
obtained in function spaces on a finite interval [0, L], where special boun- 
dary conditions suggested by a paper by Lentini and Keller [IO] are added 
at x = L. Convergence as L -+ cc to the solution in the infinite interval 
space is readily proved. The solutions to the finite interval problems are in 
turn approximated using Galerkin techniques with spline basis functions. 
Particular attention is given to cases where the first derivative of the 
initial function ,f and the source term F with respect to the space variable 
are exponentially decaying. In this case, exponential spacing for the mesh 
points of the splines can be used for rapid convergence. 
The problem considered in this work allows several types of 
generalization. The operator u --+ u,, can easily be replaced by 
u + (K2(X, f, 4) u,),, where x2(x, t, q) is continuous and bounded away 
from zero. More complicated boundary conditions can also be considered. 
The simple problem which is studied should be regarded as a prototype 
form. The development of satisfactory approximation theorems for this 
problem will be a guide in the treatment of the more general problems. 
An explicit integral representation is given for the solution u(x, I, q) for 
the infinite interval problem and an approximation u,(x, t, q) is calculated 
by integrating over a finite interval [O, L]. The rate of convergence is 
studied and the error [u(x, t, q) - u,(x, t, q)( is determined. This bound is 
similar in form to the bound given by Lentini and Keller [lo] for bounded 
solutions of ordinary differential equation. 
The parameter vector q is determined by minimizing a payoff function 
where uii are measured data at discrete positions xi, i= 1, 2, . . . m, and 
discrete times ti, j= 1, 2, . . . . n. The computational method used for selecting 
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the value of q for minimizing J, is a variant of the conjugate gradient 
method. 
The source term F is quite important in determining the time that is 
required by our algorithm. In our numerical examples, we use source terms 
for which existence is known and computation times are reasonable. 
2. THE FUNDAMENTAL SPACE AND OPERATOR 
In this section we first consider the homogeneous problem 
U, = K’U,,, 
u(x, 0) = f(-Y), 
u(0, t) = 0, u,(., t)EL,Co, ml, 
(2) 
and define a space of functions X and a symmetric self-adjoint linear 
operator with domain dense in X. Let R+ denote [0, 00) and let X denote 
the set of all functions g: R+ 3 C with g(0) = 0, g absolutely continuous 
and g’(x) in &CO, co). Then X together with the inner product 
is a Hilbert space (see [S]). Let K > 0, then for D(A) = {g in X: g” is in X}, 
let A: D(A) -+ X be defined by Ag = K2g”. Standard arguments show that 
D(A) is dense in X. For g in X and a>O, we note (see [S]) that 
is defined for ~20, is in D(A), and satisfies (a2Z--A)f= -g, and 
11~11 d K llgll for some positive constant K. Using well-known semigroup 
theory (see [6]), there is semigroup Z(t): X-r X so 
(a) for each t 2 0, Z(t) is a bounded linear operator on X and 
IlZ(t)ll G 1; 
(b) for t>O and feD(A), Z(t)feD(A) and AZ(t)f=Z(t)Af; 
(c) for t>,O and fell(A), (d/dt)(Z(t)f} exists and equals AZ(t)f; 
(d) for t, $20, Z(t) Z(s)=Z(t+s). 
009/129/l-20 
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Since A is symmetric and negative definite, 2 is a contraction semigroup. 
(A is also self-adjoint.) Thus if f is in D(A) and u(x, t)= [Z(t)f](x), u 
satisfies the boundary value problem (2). 
Next we show that if the initial function f in (2) is in D(A) and has a 
first derivative which decays exponentially, then so does the solution Z(t) f 
to (2). 
THEOREM 1. Zf g is in D(A) and Ig’(x)l <Kc’” for x20 and some 
positive numbers K and A, then 
If (Z(r)g)( dKexp(A2K2t)exp(-1.x). 
Proof We note Z(t)f(x)=lim,,,[I-(t/n)A]P”f(x). Consider the 
equation [I- (t/n) A] f = g, where Ig’(x)l 6 Ke-“” for x20. Choose 
n > (k)’ t and let y2 = n/(K2r). We obtain 
f ‘(x)=i jr e “-“‘g’(u)du+; j; e-“-““g’(u) du 
s IXI ec’\-+U)rg’(u) du. 0 
If we denote the integrals above by I,, I,, and I,, respectively, we can 
derive 
Thus If ‘I < Ke-““/(l ---‘A2t/n). For fH=[Z-(t/n)]P’fn-l= 
[I-(t/n)]-“g we have If:,I~Ke~““(1-1*K2t/n)-“. Since If’l= 
Ilim,+,f ;I we have the desired conclusion. 
Now consider the nonhomogeneous problem 
u, = K2U,, + 44 t), 
4x3 0) =f(x), 
u(0, t) = 0, u,(., t) in L,CO, ~1, 
(3) 
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where q5: R+ x R+ -+ R, d(O, t) =O, 4(x, t) is absolutely 
q5,( , t) is in L,[O, co), and 
By standard semigroup theory (see [6]), if ,f is in D(A ) then 
u(x, t)=Z(r)f+j’ Z(t-s)g(s)ds, 
0 
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continuous in x, 
(4) 
where g(t) = $( , t) is the solution of (3). Theorem 1 and this variation of 
parameters formula lead immediately to a result for the solution u of (3) 
when the initial and forcing terms have first derivatives which are 
“exponential decaying.” 
THEOREM 2. If q3 satisfies the conditions given above, I#,(x, t)l < Ke “, 
If’(x)1 dKer”-“for x30, t>O, andfED( thenfor ~20, t>O, 
lu,(x, t)] d KeF’-‘[exp(~2K2t) + t/(~2!cz)(exp(~2K2t) - l)]. 
Henceforth, we will restrict our attention to source terms 4 and initial 
functions f which satisfy the hypothesis of Theorem 2. In Section 4 we will 
see that we may use an exponential spacing for the Galerkin mesh when 
the appropriate components of (3) are “exponentially decaying.” 
3. APPROXIMATING BOUNDARY VALUE PROBLEMS 
Lentini and Keller [lo] showed that the solution of some boundary 
value problems on the interval [0, co) can be approximated by the solution 
uL of appropriate boundary value problems on intervals [0, L] for large L. 
Consider the problem 
2.4, = K2U ix ? 
44 0) = qdx), (5) 
u(0, t) = 0, u&L, t) = 0. 
To treat this problem, a new space of functions X, defined on [0, L] 
and a symmetric self-adjoint linear operator with domain dense in X, are 
defined. The space 
X, = { f: [0, L] + C, f(0) = 0, f is absolutely continuous, 
and f’(x) is in L,[O, L]} 
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(.f, g>L = joLfW g’(x) dx 
define a Hilbert space (X,, 11 [IL). For D(A,) = (f 
f’(L)=O}, let A,: D(A,) -XL be defined by A,. 
in X,, f” in X,, 
f = KY”. Standard 
arguments show D(A,) is dense in X, and the operator A, generates a 
contraction semigroup {Z,(t), t>O}. (See [S].) As before, u,(x, I)= 
[Z(r)f](x) satisfies (5). 
Next we can establish the relationship between the solutions uL and u of 
the boundary value problems (5) and (2), respectively. For feX, define 
[PJ l(x) = f(x), for 0 < x d L. Clearly P, is a continuous linear operator 
from Xonto X, and (i) D(A,) is a subset of P,[D(A)], (ii) llPJll,< llfll, 
for fEX, and (iii) lim,, ocI lIPJIlL= llfll, for fox. Now for 
fg pL’wh)1 and f'(L)=O, we have PLf~D(AL), feD(A), and 
P,Af=d [PLf]", i.e., P,A =A,P,. 
By Trotter-Kato theory [6], it follows that for any g E X and t >, 0, 
lim IlzL(t) P, g - PLZ(f) gll L= 0, L-or 
which shows uL + u as L -+ co. 
To study the rate of convergence of uL to u for this model problem, we 
can find explicit expressions for each of these quantities. Formal Laplace 
transform methods give the following solution of (2) for u(x, t), 
u(x, t)=k {Wf’(r){erf[s]-erf[z]}dr, 
0 
and it can be shown [8] that this function does satisfy (2). 
To derive a formal expression u,(x, t) for the solution of (2), we proceed 
as follows: Let f be in X and be restricted to [0, L] and let u’(x), 
-co <x < co, be an extension of this function which is odd and satisfies 
ue( L - x) = up( L + x). For position x we have 
d(x) = ( - 1)” f(x - 2nL), for 2nL<x<(2n+l)L, 
U’(X)=(-l)nj-(2(n+1)L-x), for(2n+l) L<x<2(n+ 1) L. 
The solution of the diffusion equation on - co < x < co with starting value 
24’ is 
u,(x,f)=[&] j: uc(s){exp[--g]-exp[-s]}ds 
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and satisfies (uL)JL, t) = u,(O, t) = 0. Breaking the integral into parts and 
using the symmetry properties of z.8 gives 
uf,(x, t) = i joL f’(s) f ( - 1)” [erfc(b,) - erfc(a,) + erfc(d,) - erfc(c,)] ds 
n=l 
+ 1 loL f’(s)[erfc(fi) - erfc(ol)] ds, 
where 
2nL+a+x 
a, = 
2Kfi * 
2nL-o+x 
c”= 24 ’ 
a+x 
o(=gr 
b =2nL+o-x 
n 
2lc$ ’ 
d,, = 
2nL-a-x 
2K$ ’ 
(T-X 
fl=- 
2lcJ’ 
THEOREM 3. Let u and uL be defined as above, then 
juL-uI 63min 
i 
X J’ ‘K 
J;;’ 4(L-x) 
‘} lIfllL&ev[-$$]. 
Proof Integration by parts in the equation for u gives 
u(x, t) = i jam f ‘(o)[erfc@) - erfc(cc)] da. 
Let A, = erfc(b,) - erfc(a,). Clearly A, > 0 and A,, > A, + , and 
Let ZI=tSOLf’(~)C~==(-l))nA.da, then IZ,I<tj,“lf’l lA,ldo. The use 
of the standard inequality 
exp(-b2) Q s b exp( -y’) dy d exp( -a’) b+,/G u a+JXGQG 
gives 
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On the other hand, since A, d (A/4) exp( -bi)( l/b,), we have 
Hence 
[Z,/ dmin J&i llf’l L exp (- (*Lq*rJ2). 
Similarly, let B, = erfc(d,) - erfc(c,) and 
We have 
12=; jLf’(s) f (-l)“B,ds. 
0 n=l 
IZ,I dmin 
For D = erfc(B) - erfc(cr) B (2x/,,/% K) exp( -p2), and I, = $ j? f ‘D da, 
then 
Therefore IuL - UI d lZ,l + (I,1 + lZ,[ and the results follow. 
4. GALERKIN APPROXIMATION FOR SOLUTIONS 
Let P= {x*,x2, . . . xN} be a partition of [0, L] and suppose B,(x), 
B,(x), B3(x), . . . B,.+(x) is a family of C*[O, L] real-valued functions on 
[0, L] which satisfies the boundary conditions f(0) = f “(0) = f ‘(L) = 0 
andB;‘EC’[~~,x~+~]fori=l,2 ,..., Nandk=l,2 ,..., IV-l.ForB(x)= 
CB,(x), B,(x), . . . . BN(x)lT (transpose), let X,, = {cTB(x): c any complex N 
vector}, and let H and R be the N by N matrices with ij elements 
s L H, = B;(x) B;(x) dx and R,= L B;‘(x) B;(x) dx. 0 s 0 
Assume the B, functions are chosen so that H is invertible. For 
F(x) = f TB(x), G(x) = gTB(x) in A’,,, let (F, G)LN = fT Hg, jJ FI( LN = 
[(F, F)]‘12. It can be shown that (X,,, /I IILN) is a Hilbert space [S]. For 
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Fin X,, let f= H-‘(F, B)L and [PLNF](x)=fTB(x). P,, is a projec- 
tion from X, onto X,,. 
To obtain results for I/G - P,,GII L, the standard procedure is to 
establish a generalized Rayleigh-Ritz inequality. The usual proof [S] 
gives that if f is in Hk[a, b] = {f: f ECk-‘[u, 61, fck-" is absolutely 
continuous, f ‘k’~L2[a, b], and f(a)=f(b)=O, then 
7cZk i:’ If(x)l’dx<(b-ay Jb lDkf(x)l’dx. 
0 
Moreover, we have equality if and only if f(x) = a, sin[(x - a) rr/(b - a)], 
where a, E R. 
It is now possible to show that for G in X,, and c= H-‘(G, B)L, then 
G- f CiBi 
i= 1 
for all vectors (d,, d,, . . . . dN). 
Theorem 2 suggests that when the initial function f is in a subclass of X 
with first derivative f’ which decays exponentially, mesh points in the par- 
tition P can be chosen so that they are exponentially spaced. For 6 > 0, and 
~20, let x0=0, xj=xiPI+6exp(~xiP,), i=1,2 ,..., n-l, x,=L. When 
p = 0, they are equally spaced. Another bound for (IG - P,,Glj L can be 
obtained in terms of such a partition P. 
THEOREM 4. Let P = {x,, x2, ,.., xN} be a partition of [0, L] and let 
llpll = maxi= 1.2,....n 1(X;-Xi-l) exp( -1x,-,/3)1, for A>O. For G in 
XL n H4[0, L], then 
3 
Ilei.-‘D4GII 2. 
Proof: Let G, be the third-order polynomial interpolant of G on each 
interval [xi-, , xi] with G’(xi) = G;(xj), for i = 1, 2, 3, . . . . n, G, in H4[0, L]. 
I/G-P,,Glltd IIG-G,lltd f i=, (“i-ri- I)” e--2j..k1 [I-, le”“D4G(s)(2 ds
Let A,,: X,, --r X,, be defined by A.,= P,,A,. For F= f ‘B in X,,, 
then [A,,F](x) = -K’f TRH-‘B(x). The induced operator A,, generates 
302 CHIEN AND PROCTOR 
a semigroup {Z,,(t), t 2 O}. By Trotter-Kato theory, for any G in X, and 
tao, 
lim IlZ,dt) P,,G - pLNZL(f) GII LN = 0. N-rcc 
EXAMPLE 1. We used cubic (except for quintic B,) splines suitably 
modified to satisfy the boundary conditions defined on an exponentially 
spaced partition as the basis elements in the Galerkin approximation on 
the homogeneous problem (2) with u(x, 0) = 1 - exp( -x). The exact 
solution is 
.(x,t)=i{erfc[-*]-erfc[*]-exp(-x+t)erfc[s] 
+ exp(x + t) erfc 
x+2t 
[ 11 
- 
2Ji 
The maximum error luLN - ~1 for observed points in 0 < xb 10 and 
06 t < 1 was approximately 10e4 for N= 16 and N= 31 (with a slight 
improvement for N= 31). Note that the initial function in this example has 
“exponential decay.” 
EXAMPLE 2. For the problem (3) with u,,(x) = 1 - exp( -x) and 
C&X, t) = [ 1 - exp( -x)] exp( - t), the exact solution is 
24(x, t)=; Jorn 40) [erf(-$) 
-erf(z)]-i J): exp[ -(t - u)] Z(x, u) du, 
where 
Z(x,u)=exp : [exp(x)-exp(-x)]+2erf : 
( > 0 
-exp(t)[exp(x)erf(X++) 
-exp(-x)erf(-:fq)], with A=2& 
The maximum error lnLN - uI for observed points in 0 <x ,< 10 and 
0 < t < 1 was again approximately 10e4 for N= 16 and N= 31 (with a 
slight improvement for N = 31). Note that both initial and force functions 
in this example have “exponential decay.” 
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5. PARAMETER ESTIMATIONS 
If rc2, F, and f in (1) have acontinuous first derivative in the components 
of the parameter vector q, then the solution u(x, t, q) and the 
approximating solution of (5) are continuous in q. 
THEOREM 5. Suppose {N} and {L} are increasing and unbounded 
sequences of positive integers and positive numbers respectively and that for 
each pair (N, L), qLN is the parameter vector which minimizes 
Jdq) = f f [U&Xi, ti, q) - u;,]2, 
i=, j-1 
where u;, are measured data at x = xi, i = 1, 2, .,., m  and t = tj, j= 1, 2, . . . . n. 
Further, suppose q* = lim..,, ~ qLN. Then q* is a vector which minimizes 
J(q) = f i CUbi, t,, 4)- Uij12. 
r=l j=l 
The straightforward proof is achieved by supposing q* is not a minimizer 
of J(q) and a contradiction is reached (see [ 81). 
EXAMPLE 3. For (2), let ~~ =ql, f(x) = q2( 1 -exp( -x)). Data points 
are generated from the exact solution by setting q, = q2 = 1. When one 
parameter is estimated, a line search routine is used to find the minimum 
cost. When the initial guess of any of the parameter values is 100 % in 
error, it takes less than four visits to the minimization package to converge 
to the correct values of the parameter. When two or more parameters are 
estimated simultaneously, the conjugate-gradient method is used. When 
both parameters are initially started with 10 % error, the program takes 
three visits to the minimization package to converge to the correct values 
of the parameters. 
EXAMPLE 4. For (3), let K2=q,, b=q2(1-exp(-x)) exp(-t), 
f(x) = q3( 1 - exp( -q4x)). Again the data points are generated from exact 
solution with q1 = q2 = q3 = q., = 1. When one parameter is estimated at a 
time, it takes less than four calculations to converge with the initial guess 
at 2. When two parameters are estimated as a pair, it takes two iteratives 
to converge with 0.1 % for an initial guess of each parameter in error by 
10 %. When parameters (ql, q2, q3) are estimated at the same time, it takes 
three iterations to converge within 2 % for q, and qS and 9 % for q2. 
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6. CONCLUDING REMARKS 
In this paper we have not treated cases where the function F in (1) 
depends on u (either linearly or nonlinearly). Such cases can be treated 
(when suitable hypotheses are satisfied) by using the variation of 
parameters equation (4). Numerical experiments have been conducted on 
several such problems, including a problem containing Burger’s equation, 
with good results and will be reported elsewhere. 
For another type of modification of the basic problem, consider a “bar” 
in which diffusion is taking place which is composed of two materials in 
intimate contact and which is insulated so no losses take place through the 
edges of the bar. This leads to a problem for a quantity U(X, t), where 
u, = k2u.x.x for 0 <x <d and U, = K’u,, for d < x. Other conditions are 
u,(d-, t)=a~,~(d+, t) and as usual U(X, 0) =f(x), ~(0, t)=O, u,( ., t) in 
L,[O, co). Here, of course, k, K, d, and a are given positive numbers. For 
this problem we consider the space 
X= {f: R+ + C, f(O) = 0, f absolutely continuous, and f’ in L,[O, co)}, 
where f’ is in L,[O, co) when the quantity 
is finite. This set X and the inner product 
(.L s)=j;-&l g’(W~+~;f’(x) g’(x)dx 
form a Hilbert space. Let D(A) = {f in X: f satisfies (a), (b), and (c)}, 
where 
(a) f' is continuous on [0, d) u (d, co) and f’(d-) =af’(d+), 
f “(O)=O; 
(b) f rr is absoluteiy continuous on [0, d)u (d, co) and 
k2f’(dp)= KZf’(d+); 
(c) f 'I' is in L,[O, co). 
We note that D(A) is a linear space and is dense in X. For f in D(A), we 
define Af(x) = kS”(x) for 0 <x < d, =k2f “(d-) for x = d, and = K’f “(x) 
forx>d,andwenoteA:D(A)+X.Also (Af,g)=(f,Ag)forfandg 
in D(A). For z > 0 and g in X, the equation 
(ZZ-A)f =g 
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has a solution f in D(A) and llfll < M II gl( for some constant M. Hence the 
technique used earlier will guarantee the existence of a solution and again 
we are led to a method for calculating approximations to the solution. (In 
this case no explicit formula can be found for the solution.) Corresponding 
results for functions with “exponential decay” can be obtained. 
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