Abstract-Feature extraction and representation is one of the most important components for fast, accurate, and robust visual tracking. Very deep convolutional neural networks (CNNs) provide effective tools for feature extraction with good generalization ability. However, extracting features using very deep CNN models needs high performance hardware due to its large computation complexity, which prohibits its extensions in real-time applications. To alleviate this problem, we aim at obtaining small and fast-to-execute shallow models based on model compression for visual tracking. Specifically, we propose a small feature distilled network (FDN) for tracking by imitating the intermediate representations of a much deeper network. The FDN extracts rich visual features with higher speed than the original deeper network. To further speed-up, we introduce a shift-and-stitch method to reduce the arithmetic operations, while preserving the spatial resolution of the distilled feature maps unchanged. Finally, a scale adaptive discriminative correlation filter is learned on the distilled feature for visual tracking to handle scale variation of the target. Comprehensive experimental results on object tracking benchmark datasets show that the proposed approach achieves 5× speed-up with competitive performance to the state-of-the-art deep trackers.
I. INTRODUCTION
V ISUAL tracking is a fundamental problem in computer vision with a wide range of applications, such as visual surveillance, autonomous driving, and virtual/augmented reality [1] . It refers to the task of estimating the trajectory of the target whose initial location is only given in the first frame of an image sequence. Despite significant progress in recent decades, this problem is still very challenging due to large appearance changes caused by several factors, e.g., occlusions, scale variation, and background clutter.
Deep convolutional neural network (CNN) has demonstrated impressive performance in various visual tasks, such as image classification [2] , [3] and detection [4] - [6] . The essential factor to success is to learn rich invariant features coming from multiple nonlinear transformations based on various deep learning architectures and large training datasets. Some of recent works [7] , [8] exploit that visual tracking can not only benefit from the prior knowledge with spatial-temporal structure in video sequence, but also take advantage of rich feature with deep learning. There are many works [4] , [9] , showing that features extracted by very deep or wide networks have good representative and generalization ability. That is because the pretrained CNN models provide a good prior knowledge trained from other image dataset [10] . It depends on the wellknown theoretical guarantee to the representation capacity of neural networks to a certain degree [11] . Although very deep or wide networks usually appear as best-performing systems, they are time-consuming and require large memory with multitudinous parameters in the training and inference processes. Therefore, they are not appropriate for applications with limited computing resources. To handle the problem, many model compression methods have been proposed to reduce the computational cost and the model size [12] - [15] . These model compression methods aim to obtain a fast and compact model for approximating the structure function and the hierarchical representation learned by a slower, larger deep model. In other words, there are several techniques for enabling machines to learn from other machines, e.g., distillation [14] and privileged information [16] . In this paper, we investigate the key problem of how to exploit the rich features extracting by a small mimic student CNN learned from a larger and deeper teacher CNN while preserving the discriminative and representative power of the original teacher CNN for online visual tracking.
Recently, discriminative correlation filters (DCF) based approaches [17] - [19] have gained much attention due to its high efficiency and robustness for the tracking problem. DCFbased methods mainly learn an optimal correlation filter from a limited number of training samples, in which circular structure is utilized to achieve the performance of dense sampling. Based on the convolution theorem, the filter is not only learned fast but also used tractable for quick inference in predicting the target state. In addition, the training samples can be represented by low-level hand-crafted features or deep features extracted by pretrained CNN using a large set of auxiliary datasets. Previous work [18] , [19] has shown that, there exists a strong positive correlation between the feature and DCF tracker, i.e., the stronger the feature's generalization ability is, the better the DCF tracker performs. Actually, we utilize a teacher-student paradigm, where VGG-19 [4] is used to guide the learning of the student network for tracking. Considering the universal approximation theorem [11] , CNNs can approximate a wide variety of functions. Therefore, we use the small 2168-2267 c 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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CNNs to approximate the mapping function from images to the intermediate layers of To utilize the good generalization ability of deep features from large convolutional networks and high efficiency of DCFs in accelerating the whole tracking system, we propose to learn a feature distilled network (FDN) for faster extracting representative features while distilling the knowledge from a larger convolutional network. Then the extracted features from FDN is embedded in an DCF-based framework with scale estimation and occlusion judging for robust and fast tracking.
The outline of the remaining part of this paper is as follows. We discuss related work about visual tracking and model compression in Section II. Section III introduces the proposed FDN that transfers knowledge from a large teacher network. Then we demonstrate the details of feature distilled tracker in Section IV. Experimental results are given in Section V. Section VI concludes this paper.
II. RELATED WORK
Due to the importance of the tracking problem, it has been studied extensively by many researchers over the years. Since a comprehensive review of the tracking methods is beyond the scope of this paper, we recommend the reader to [20] and [21] for a survey, and also to [22] - [24] for some empirical comparisons. In this section, we first focus on some representative trackers in the view of feature representation: tracking with hand-crafted features and tracking with deep features, and then introduce the model compression techniques.
A. Tracking With Hand-Crafted Features
Traditional object tracking algorithms mainly focus on appearance modeling, which can be categorized roughly into generative and discriminative methods [21] . Generative tracking approaches commonly learn an object reference model to locate the object by searching for the most similar image region. For example, dictionary-based trackers construct dictionaries of local or global object templates and use the integration of these templates to represent object candidates in next frame. A common method is to depict the candidates with sparse representation using p,q -norm minimization [25] - [31] . The object candidates are often generated by particle filtering [32] which is appropriate for motion translation and scale variation. Then an observation model is used to give higher confident score to candidates that are represented by the templates with less construction error. Mei et al. [25] was to represent the candidates sparsely using 1 norm minimization. Zhong et al. [26] proposed a sparsity-based collaborative model (SCM) by exploring holistic and local information. Wang et al. [27] described an online robust dictionary learning method with non-negative constraints for adaptively capturing the distinctive aspect of the object appearance. Xing et al. [28] aimed to automatically learn good templates online for constructing a multilifespan dictionary model with short-term, medium-term, and long-term dictionaries which are used to leverage the stability and plasticity residing online update in visual tracking. Zhang et al. [29] modeled particles as linear combinations of dictionary templates and mined the structure relationship between these particles. Ma et al. [30] learned multiple linear and nonlinear subspaces with key samples so as to model the local distributions of object appearances. Zhang et al. [31] proposed a context-aware exclusive sparse tracker by representing the particles with dictionary templates which included contextual information for alleviating the model drift problem. Zhang et al. [33] designed a simple two-layer convolutional networks without training for visual tracking.
Discriminative tracking methods [34] , [35] have shown to provide good tracking performance. These approaches work by posing the prediction task of target localization in the tracking problem as a binary classification problem or tracking-by-detection problem or regression problem. The classification-based trackers need a set of labeled training samples for incrementally learning a discriminative classifier with the decision boundary to separate the object from background in each frame. However, there is the sampling ambiguity problem arising with such approaches which draw samples in the previous object location predicted by the learned classifier. Slight inaccuracies in the labeled samples will degrade the classifier and gradually result the tracker to drift. There are many algorithms to handle these model update problems resulting from sample ambiguity so as to alleviate model drifts, such as multiple instance learning (MIL) tracker [36] , trackerlearning-detection (TLD) tracker [37] , structure preserving object tracking [38] , and transfer learning with Gaussian processes regression (TGPR) [39] . Babenko et al. [36] posed object tracking as an online MIL problem, where the samples are considered within the positive or negative bags which are used to train a Boosting classifier online. Kalal et al. [37] proposed the unified TLD framework where there are a short-term tracker, random fern classifier as long-term online detector and P-N learning strategies help each other by exploring the structure of unlabeled data, i.e., the short-term tracker offers the training samples with high confidence to train and update the detector, and the short-term tracker is reinitialized by the detector when it fails. Supancic and Ramanan [40] proposed a self-paced learning framework for long-term tracking. Zhang and van der Maaten [38] proposed a structure preserving model with graphical structure by incorporating spatial constraints to alleviate the model drift problem in the tracking-by-detection framework to some extent. Zhang et al. [41] proposed a novel tracking algorithm with multiple experts using entropy minimization (MEEM) for revising the quality of the past training samples. TGPR [39] learned the probability of target appearance with Gaussian processes regression with auxiliary samples remembered from the very early frames and target samples from most recent frames in a semi-supervised fashion. Random projections were introduced to select features fast for visual tracking [42] , [43] . On the other hand, Hare et al. [35] proposed structure output tracking with kernels (Struck) by exploring the spatial label distribution of the training samples as the intrinsic relative structure, which alleviated the problem of label prediction about noise samples (i.e., label ambiguity). According to the performance in the evaluation by third-party tracking benchmarks [23] , the sample ambiguity with correlation filters can be addressed by regressing the training samples with soft labels of a Gaussian or Laplacian function which is better than binary labels for learning discriminative classifier. Wang et al. [44] proposed a hybrid method by designing a novel generative method measured by weighted local cosine similarity and learning discriminative weights for visual tracking. Zhu et al. [45] proposed the part context learning to exploit the spatial-temporal hierarchical relationships for visual tracking. Liu et al. [46] proposed a vector boosting feature selection for robust visual tracking.
DCFs have been investigated by many researchers in the context of visual tracking. Bolme et al. [17] proposed to learn an adaptive correlation filter with the samples of the target appearance by minimizing the output sum of squared error. The convolution theorem is used for fast training and detection in the tracking process. Kernelized correlation filters (KCFs) [19] utilized the circulant structure of adjacent subwindows for dense sampling and used kernelized regression to reinterpret the correlation filter with multichannel features. Danelljan et al. [18] , [47] introduced color attributes in the view of feature representation and designed an independent and efficient scale estimation filter, respectively, to utilize the color property in colorful tracking sequences and handle the scale variation accurately. Zhu et al. [48] proposed collaborative correlation tracking, online template clustering with grid search [49] , and saliency proposals [50] for handling the model drift problem. Spatially regularized DCF [51] introduced a spatial regularization term to penalize the correlation filter coefficient depending on their spatial location, and proposed a novel learning algorithm to achieve the optimal filter with spatial constraint. Zhu et al. [52] proposed EdgeBox tracking where instance-specific proposals were generated by EdgeBox [53] and the proposals were integrated with online SVM for tracking. Danelljan et al. [54] proposed a novel formulation by optimizing the objective loss with both the target appearance model and the training sample quality weights for visual tracking from the perspective of the training set. All of these methods study different intrinsic characteristics of correlation filters for handling the facing major issues and improving the performance of the tracking problem, e.g., circulant structure [19] , kernel trick [19] , color attributes [47] , HOG feature [18] , [19] , and spatial constraint [51] .
B. Tracking With Deep Features
Feature extractor is one of the most components in an object tracking system which includes motion model, feature extractor, observation model, model updater, and ensemble post-processor [55] . Great successes of CNNs on many visual tasks have been witnessed. In the object tracking domain, Wang and Yeung [7] proposed a deep learning tracker by obtaining deep compact and informative image representations with a stacked denoising autoencoder network based on an auxiliary large dataset. Li et al. [56] proposed a data-driven model of multiple CNNs without pretraining for visual tracking. Hong et al. [57] proposed to learn discriminative map using pretrained CNN. Ma et al. [8] proposed hierarchical convolutional features (HCF) extracted from a pretrained CNN by exploring the spatial resolution information. Wang et al. [58] proposed online tracking with fully CNN considering the properties of CNN features offline. Nam and Han [59] described a multidomain CNNs which used a large set of videos with tracking labels to train a CNN for extracting universal target representations and then added a domain-specific layer adaptively for each sequence with online hard samples mining. We note that the aforementioned CNN trackers mainly pay attention to the performance of the trackers, few considering the running speed. Whereas, the running speed is a key factor for real-time applications. Visual tracking requires not only accuracy but also speed with device limitation, such as common mobile phones which have neither GPUs nor high computing power. We try to learn a small and fast student network while preserving the comparable tracking performance to satisfy more general cases.
C. Model Compression
In many commercial applications, it is much more crucial to reduce the time and memory cost of running a pattern recognition model in the inference process than in the training process. It is a cost sensitive and balanced problem [60] . For the situations which do not need self-adaptation and selflearning, it may only need to train a model once, then publish it for millions of terminal deployments. In many situations, the terminal is more resource-limited than the server. One useful method for reducing the cost of inference is to use model compression [12] .
The main idea of model compression is to use a fast and compact model which requires less memory and runtime in storage and inference to approximate the intrinsic function learned by a slower, larger, but well performing model. Deep models are usually over-parameterized to facilitate convergence during training phase. However, the redundancies are not necessary in inference phase. There are many different learning methods for model compression and applications with the compressed model in various domains. Ba and Caruana [13] trained a shallow model to mimic a more accurate deep model. ShrinkConnect [61] was proposed to reduce the computation of the location-sensitive deep network for cross-modality image synthesis. Hinton et al. [14] introduced knowledge distillation (KD) as a model compression framework by distilling the knowledge in ensemble models into a single student model, i.e., imitating the soft output of a larger teacher network or ensemble of networks in a teacherstudent paradigm. Romero et al. [15] designed to train a deeper but thinner student with the teacher, using not only the predicted label outputs but also the intermediate representations of the teacher as hints to supervise the training process so as to boost the student performance.
Inspired by the observation that there are many redundancies in neural network parameters [62] , Denton et al. [63] exploited filter clustering and the low-rank approximation by applying singular value decomposition to pretrained CNN model for efficient evaluation. Jaderberg et al. [64] also used low-rank decompositions of CNN filter banks with filter reconstruction optimization and data reconstruction optimization to speed up the evaluation of CNNs for fast scene text classification.
LeCun et al. [65] used second derivatives with informationtheoretic view to remove redundant parameters from a pretrained network. Han et al. [66] proposed to achieve efficient neural networks by first learning important connections, then pruning the unimportant connections, and finally finetuning the remaining connections for deploying on embedded systems. Subsequently, Han et al. [67] again extended their work to compress the deep neural networks with pruning by learning. It preserved the most important connections, and quantized the network weights with sharing, and then used Huffman coding to give more compression without affecting their classification accuracy. Further, Han et al. [68] designed a hardware accelerator called EIE which runs directly on the compressed model for the goal of sequential hardware acceleration and resource savings.
High precision parameters need many memory to store which may not be necessary in deep neural networks. Gong et al. [69] investigated different vector quantization techniques to compress the weight parameters of CNNs. Low-precision fixed point quantization-based methods were also investigated by the community. Arora et al. [70] proposed to train a sparse network with +1/0/ − 1 weights. Vanhoucke et al. [71] proposed to replace 32-bit floating point activations with a fixed-point implementation of 8-bit integer. Another fixed-point networks or quantized networks were proposed by [72] and [73] , which also were applied in object recognition [74] . To further address the model storage problem, network binarization was exploited by the researchers [75] - [79] . Chen et al. [80] proposed HashedNets which used the hashing trick to compress neural networks, where the connections were mapped into different hash bucket with a low-cost hash function for reducing model size. Soudry et al. [76] proposed expectation backpropagation to train a network with binary weights. Courbariaux et al. [78] proposed to use binary weights for forward and backward computation while keeping full-precision weights as reference. Their method achieved comparable or even higher precision than full-precision weights on MNIST, CIFAR-10, and SVHN. They further extended their work and binarized both weights and activations in [79] . Rastegari et al. [81] proposed XNORNet with binary weights and binary inputs which was also been evaluated on large-scale datasets.
There is another direction for model simplification by designing more elegant and compact model architectures. For example, inspired by inception architecture [82] and residual connections [9] , Iandola et al. [83] proposed a small CNN architecture called SqueezeNet which has fewer parameters with preserving similar accuracy comparing with AlexNet architecture [84] .
Different from the mentioned model compression frameworks which aim to improve the classification accuracy, our algorithm mainly takes advantage of a large public classification dataset (e.g., ImageNet [85] ) for learning a small network to mimic a larger and more accurate model so as to obtain effective intermediate representation. The learned intermediate representation as feature is embedded in the DCF-based tracking framework for fast, accurate, and robust tracking. To the best of our knowledge, we are the first to propose a model compression formulation to solve online visual tracking problem.
III. FEATURE DISTILLED NETWORK
This section demonstrates the details of our method. We first describes how to learn FDN and use an acceleration method to distill robust and domain-independent convolutional features for visual tracking.
A. Problem Formulation
In the field of machine learning, a softmax function can be used to transform values into class probabilities. The commonly used function is
where the z i corresponds to the logit, i.e., the value before softmax activation, τ is temperature parameter which is normally set to 1. The probability distribution gets much softer as the temperature gets higher. The KD approach [14] seeks to make the output of a student network imitating to the soft output of a larger teacher network or an ensemble of teacher networks. For this purpose, using a higher temperature to generate the softened outputs provides more information due to the information entropy. The information is about the relative similarity of the input to classes, which can not be represented by only the one value with the highest probability. More precisely, they raise the temperature of the final softmax until the teacher network produces a set of target outputs which are soft enough. Then the same temperature is used to train the small student network using the "distilled" output of the teacher network as supervision. To further boost the accuracy, they also train the student network to produce the correct labels. The training process is to optimize the following loss function:
where y T and y S are the supervised classification labels of the teacher networks and the student networks, respectively, H refers to the cross-entropy and λ is a tunable parameter to balance both cross-entropies. The terms q τ T and q τ S are the soft output of the teacher network and the student network, respectively, using the same temperature τ , and W S denotes the model parameter matrix of the student network which needs to be optimized. Please refer to [15] for more details.
B. Feature Distilled Network
In contrast to conventional KD that minimizes the crossentropies between the soft output of the student network and the teacher network, the object of our FDN is to lower the discrepancy between the outputs (responses) of hidden layers, i.e., the convolutional feature maps, of the teacher network and the student network. The student network is trained to mimic the teacher network's feature space. We imitate the output of hidden layers because the feature maps of these layers provide more useful feature representation for the DCF tracker. We formulate the loss function of teacher-student model compression as a regression problem with a training set
where x i and u i denote the ith training image and its corresponding chosen features (e.g., conv4_4 features in VGG-19 [4] ), respectively. u i is extracted from a well-trained large neural network, which is the teacher. In other word, while distilling with a CNN or its ensemble, u i is chosen from the intermediate layers of the CNN or CNNs. W S indicates a set of parameters of the student network and g(·) represents a general nonlinear transformation function from the input image to the features. Equation (3) is the loss function of learning student network that can be optimized by the stochastic gradient descent with standard back-propagation algorithm [84] . 1) Architecture: The architecture of our FDN is shown in Fig. 1 . It has four convolutional layers and three pooling layers and receives the same input image as VGG-19 which has 16 convolutional layers, five pooling layers, three fully connected layers, and a softmax layer [4] . We drop the fully connected layers and softmax layer because the object of visual tracking aims to locate targets precisely rather than to infer their semantic classes (target or background) where the fully connected layers mainly encode the semantic information. Specifically, the first convolutional layer consists of 64 filters with the receptive field of 7 × 7, the second includes 128 filters of size 5 × 5, the third has 256 filters of size 3 × 3, and the last layer owns 512 filters of size 3 × 3.
The proposed student network architecture is not only substantially smaller than the teacher network VGG-19 [4] , but also preserves the fine structure of the teacher network so as to obtain good generality for different visual tasks (e.g., object tracking and detection). There are some important advantages with our network for visual tracking. First, a deep CNN has some good hierarchies of features from coarse to fine in spatial resolution [8] . Second, even if the target objects in visual tracking are commonly small, the input size may be sufficient considering to the context region in an appropriate tracking framework, e.g., DCF [17] , [19] . Finally, a smaller network is more efficient in visual tracking problem, where online update and inference of object appearance model are necessary. Although the tracking algorithm may be more accurate with performing larger networks, it becomes slower significantly.
C. Faster Feature Distilled Network
Once the small student network is learned, the network filters in each layer of FDN can be used as a feature extractor for the DCF tracker. To obtain feature maps for the DCF tracker, a typical method is to alter the window size to the size of 224 × 224 and extract output features of the chosen layer. Then the feature maps are resized proportional to the searching window [e.g., (1/4 2 ) of the original searching window]. But for the task of tracking, the target search region is usually much smaller than 224 × 224. Scaling it up to the size 224 × 224 may affect the effectiveness of the learned filters, since the network filters are learned for images of "appropriate scales." On the other hand, if we use a smaller input image, e.g., of size 112 × 112, the output resolution of the last layer will be too coarse for the DCF tracker. Therefore, it is ideal to reduce the size of the input image while keeping sufficient resolution of the output layer for good tracking performance.
To alleviate the above problems, we adapt the shift-andstitch method in object detection [86] and segmentation [87] , to our fast feature distilled network, denoted as faster FDN. Note that the resolution discrepancy between feature maps is on account of strides in the convolutional layers as well as pooling layers. Consider a 2 × 2 pooling layer for example, the output resolution is 1/4 of the previous layer. With the goal of getting the dense output of the same size as the previous layer, we process four groups of down-sampled feature maps using shared weights and then stitch results together to get the final high resolution outputs, as shown in shown in Fig. 2 .
This operation can be performed more efficiently by modifying the convolutional filters. We drop the last pooling layer of our learned student network and modify the last convolutional filters by introducing zeros to increase their length (2×), as illustrated in Fig. 3 . By using larger filters and smaller input images, our method can not only speed up the feature extraction process but also improve the tracking accuracy.
IV. FEATURE DISTILLED TRACKING
In this section, we first present DCFs. Then, we discuss how to extract deep features in the proposed FDN and apply the extracted features in tracking. Finally, we introduce the modules of scale estimation and occlusion judge for handling the scale variation and the occlusion problem in tracking.
A. Discriminative Correlation Filter
DCF-based tracking has attracted much attention due to its high efficiency and robustness. The goal of standard correlation trackers [17] - [19] is to learn a multichannel correlation filter f from a set of training samples {(x k , y k )} t k=1 . Each training sample x k with same spatial size M × N consists of a d-dimensional feature representation extracted from an image region. In other words, a d-dimensional feature vector x k (m, n) ∈ R d is generated at each spatial location (m, n) ∈ {0, 1, . . . , M − 1} × {0, 1, . . . , N − 1}. We denote x l k as the lth feature layer of x k , where l ∈ {1, . . . , d}. The desired output y k satisfies a scalar value of some label distribution, e.g., Gaussian, corresponding to each location in the sample x k . A correlation filter f is then obtained by optimizing the following minimization problem with L 2 -loss:
Here, α k ≥ 0 denotes the weight of the ith training sample and λ ≥ 0 is the impact of the regularization term. Equation (4) can be treated as a ridge regression problem. Based on Parseval's theorem, the optimization of (4) can be transformed into the Fourier domain for fast training. Here, x k can be the distilled feature extracted from the student network. Then the correlation filterf is applied to estimate the target state in the next frame. For predicting the new object state in next frame, a sliding-window-like manner is necessary by evaluating the correlation scores on all cyclic shifts of a test sample z. Let z denotes a M × N × d feature map extracted from an image region with size M × N, d is the number of feature channels. With the convolution theorem and circulant structure [19] , the correlation scores S(z) at all locations in the image region can be computed efficiently
where · represents point-wise multiplication, the hat denotes the FFT of a function, and F −1 denotes the inverse FFT.
B. Model Update
An optimal filter for locating can be learned and updated by minimizing the output error over all the historical tracked results [17] , [19] . According to (4) and common ridge regression optimization method, the numeratorâ and denominatorb of the appearance filterf can be separately learned and updated as follows:f
where t denotes the frame index and β is the learning rate. Actually, while the object is not heavily occluded, this update strategy works well because it can capture the appearance variation slowly. When the object is heavily occluded or occluded for a long time, some incorrect update for the appearance model may result to the model drift. To alleviate the problem, we simply utilize an occlusion judging method via the correlation score and adaptively adjust the learning rate β in a common manner. If the object appearance is judged as occluded, the learning rate β is reduced; otherwise, keep the initialization value. With the correlation score T o and the lower confidence bound T , the learning rate β is adjusted as follows:
where β init is the initialization value of the learning rate β.
C. Scale Estimation
Since scale variation is a critical problem in the tracking domain, we need a scale estimation module to boost the tracking performance. A effective method [18] is to learn a independent scale filter to estimate the object scale variation. However, there are two problems about this method which need to be considered in the DCF framework. First, if the object center is predicted accurately, the scale method is good; otherwise, the accumulated location error will be larger and larger, eventually the model drift. Second, online update of scale filter needs to consider the occlusion problem.
To solve the first problem, we provide more fine-grained object location through modifying the learned FDN with shiftand-stitch method mentioned in Section III-C. To alleviate the second problem, we adopt the correlation score of the predicted object location T o to evaluate whether to update the scale filter. If T o < T , we will reduce the learning rate of the scale filter similar to Section IV-B to reduce the risk of incorrect update. While we utilize the two strategies, the performance of our FDN has a large gain which can verify the effectiveness of the proposed strategies.
V. EXPERIMENTS
Here, we perform a comprehensive evaluation of the proposed method on public challenging benchmark datasets, Object Tracking Benchmark (OTB-50) [23] and OTB-100 [88] and compare our proposed FDT tracker with state-of-theart methods. The datasets are gathered from many public sequences, which pose challenging situations, such as heavy occlusions, deformation, out-of-view, motion blur, illumination changes, scale variation, in-plane and out-of-plane rotations, background clutter, and low resolution. Our tracker is implemented in MATLAB using MatConvNet toolbox [89] and runs on an Intel i7-4770 3.50 GHz CPU or NVIDIA GeForce GTX Titan GPU, CUDA toolkit 6.5.
A. Evaluation Methodology
To evaluate the performance of our proposed approach, we follow the adopted protocol [23] , which included two evaluation metrics based on [23] and [36] : distance precision (DP), and overlap precision (OP). DP is calculated as the relative number of frames in the sequence, where the center location error (CLE) is smaller than a certain threshold. We take use of the common DP values at a threshold of 20 pixels. OP is defined as the percentage of frames, where the bounding box overlap exceeds a threshold t ∈ [0, 1] between the estimated bounding box and the ground-truth bounding box. If the overlap ratio of bounding boxes exceeds 0.5 in one frame, it is considered to be successful in tracking. We compute OP as the average successful overlap rate at some threshold with in all sequences. The results are summarized over both the datasets OTB-50 and OTB-100. We present them with precision and success plots [23] . Specifically, we take area under curve (AUC) as the measure of success plot to rank trackers, where success plot is the average of the success rates corresponding to the sampled overlap threshold.
B. Details and Parameters
Similar to the latest DCF-based tracker with HCF [8] , we also employ the deep convolutional features. In addition, the parameters related to the DCF formulation are the same as [8] , where the search region ratio is 1.8 larger than the target size, the initialization learning rate η is 0.025, and λ of (4) is 0.0001. In (9), T = 0.15. Different from [8] , which explores the hierarchies of features with different spatial resolutions, we mainly study the convolutional features imitating the output of the conv4-4 hidden layer in VGG-19 [4] . First, it has good generalization ability in many applications, such as, pedestrian and edge detection [90] and tracking [8] . It can also be applied to person reidentification, object classification, or segmentation. Second, empirical experiments on approximating the output of the conv5-4 hidden layer are not good on the tracking benchmark. This higher level features may need some more advanced deep network to estimation. Therefore the estimation with small network has a little big bias which results to the degrade of performance.
C. Feature Visualization Between VGG-19 and FDN
To compare the output features of the hidden layers of the FDN and the corresponding layers of the VGG-19, we perform our experiments on public tracking sequences from OTB-100 dataset [88] . For all sequences, we crop the context region of the object based on the ground truth in the first frame and extract the corresponding intermediate features from the network architecture of VGG-19 or FDN. Each context region of object is resized to the same size, i.e., 64 × 64 for elegance while the spatial resolution of extracted features is also transformed to the same size, i.e., 64 × 64. The results are shown in Fig. 4 . The first column is the input image. The second column is taking the max operation along the channel direction of the mimic output features extracted by FDN. The third column is taking the max operation along the channel direction of the intermediate conv4-4 output features extracted by VGG-19. The forth and the fifth are adapting the sum operation along the channel direction from FDN and VGG-19 network, respectively. As shown in Fig. 4 , we find that there are similar regions between the output of the hidden layers of the FDN and the corresponding layers of the VGG-19, especially these brighter areas. 
D. Baseline Comparison
We evaluate the impact of the feature extracted from FDN and compare it with the traditional features in the standard DCF formulation, shown in Fig. 5 . CSK [91] is based on gray feature. The extension version of CSK is KCF [19] which is based on HOG variant feature [92] . DSST [18] is also based on HOG feature [93] . CN [47] explores the color property via color naming features [94] . These traditional features (e.g., gray and HOG) achieved good progress in DCF formulation before the recent deep convolutional features are applied in the tracking domain [8] , [57] , [58] . As shown in Fig. 5 , the conv4 output feature extracted from FDN or the conv4-4 output feature extracted from VGG-Net both achieve better performance in precision plots than HOG in the KCF formulation due to the richer information encoded in the deep convolutional feature. Notice that the performance of the conv4 feature of FDN and the conv4-4 feature is similar. In Fig. 5 , there is an obvious gap between the black curve of FDN-conv4 and the turquoise curve of KCF in precision plots. Even while the threshold is 10, the precision of FDN-conv4 is 0.667 while KCF is 0.599. With scale estimation and occlusion handling, feature distilled tracking (FDT) can achieve 0.846 while DSST is 0.743 in Fig. 6 . It verifies the good generalization ability of our proposed FDN. Therefore, we consider that the distilled features is much better than HOG features.
E. Comparison of Standard FDN and Faster FDN
We evaluate the effectiveness of our faster FDN architecture as well. The results are shown in Table I . The evaluation protocol is following the metric of distance precision (DP) rate (%) center location error (CLE) used in [23] . Here, DP rate (%) is the relative number of frames in the sequence, where the CLE of the target and the ground truth is smaller than a certain threshold (e.g., 20 pixels). Note that we only use the feature maps of conv4 as features. In addition, we also test the scale estimation and occlusion handling techniques as described in Section IV-C. Table I shows that our faster FDN is about three times faster than standard FDN while its performance is better than the standard FDNs, especially after adding the scale estimation module and occlusion handling strategy. We argue that, for the task of tracking, scaling the general small target window image up to the size of 224×224 may affect the effective of the learned filters. Because the filters are optimized for images of appropriate scales. So we use the faster FDN architecture in the following experiments. For deeper understanding why scale estimation and occlusion handling produces bigger performance gain on faster FDN features than on standard FDN features, we compare the results among all sequences in the tracking benchmark OTB-50 and give the values of several sequences which have significant differences based on the metric of the DP. As shown in Table II . Precision and success plots of total performance evaluation for the 50 videos in the data set [23] (best-viewed in high-resolution). The mean precision scores for each tracker are reported in the legends. The best method with the highest performance is marked as red. In both of the two metrics based on CLE and overlap rate, our method (FDT and FDT-conv4) perform favorably better than the state-of-the-art tracking approaches. 
F. Exploring Different Feature Distilled Network Architectures
To evaluate the effectiveness of the network structure on the tracking performance, we investigate four types of neural network architectures in the views of filter variation (i.e., FDN-Double and FDN-Half) and layer variation (i.e., FDNShallower and FDN-Deeper), respectively. The architectures are shown in Table IV. In the view of filter number, FDNDouble has twice filters comparing with FDN while FDN-Half has half filters of FDN except the last layer which keeps the same filter number for preserving the output features consistent. In the number of layer, FDN-Shallower has removed one convolutional layer and one activation layer than FDN while FDN-Deeper has added one convolutional layer and one activation layer than FDN. From Table III , we find that although FDN-Double has better performance than FDN, the running speed of FDN-Double has reduced much more. Compared with FDN, FDN-Half has a three percentage loss in performance than FDN. FDN-Shallower has much worse performance than FDN. As shown in Table III , we find that FDN is a more appropriate choice as our network architecture considering of the tracking performance and the running speed.
G. Time Complexity
The time complexity of a CNN is related to the input image size and number of filters. Note that the input image size and network structure for FDN is much smaller than the VGG-19 teacher network. The proposed method has at most five layers according to the adopted feature extracted layer, whereas the VGG-19 implements at most 16 convolutional layers for extracting feature in conv5-4 layer. Meanwhile, we modified the pretrained network so that the input image size changes from 224 × 224 to 112 × 112 without performance loss in the tracking domain. Hence, FDN has much lower computational cost. The VGG-19 based HCF requires 250 ms to process an image on an Intel Core i7 CPU, while FDN only takes 40 ms, which is six times faster. The FDN costs only 8 ms on the Titan GPU. As shown in Table V 
H. OTB-50
We compare our method with nine different state-of-theart trackers. The trackers used for comparison are: HCF [8] , MEEM [41] , DSST [18] , TGPR [39] , KCF [19] , ALSA [95] , Struck [35] , SCM [26] , and TLD [37] . Their source codes or binary codes are released by the authors publicly and the default parameters are used suggested by their papers. All algorithms are evaluated in terms of the same initial positions in the first frame in [23] . For handling scale variation, we introduced scale estimation and simple occlusion handling strategies of Section IV-C into the proposed FDN tracker, denoted as FDT. In [8] , there are comprehensive comparisons showing that conv3-4, conv4-4, and conv5-4 features of VGG-19 are better than some other deep features (e.g., AlexNet features [84] ) in the DCF framework. Therefore, we only give the comparison results of VGG-19 features. Fig. 6 shows precision and success plots which contain the mean distance and OP over all the 50 sequences. The values in the legend are the mean precision score and AUC, respectively. As shown in Fig. 6 , our tracker FDT is better than the other trackers in success plots and achieve a comparable performance with the others in precision plots.
1) Attribute-Based Evaluation: Many factors can affect the tracking performance. In the recent benchmark evaluation [23] , the sequences are annotated with 11 different attributes, which are named as: occlusion, deformation, illumination variation, fast motion, motion blur, out-of-plane rotation, scale variation, background clutter, out-of-view, low resolution, and in-plane rotation. Fig. 7 shows the success plots of several different attributes.
As shown in Fig. 7 , FDT obtained the top performance compared to the state-of-the-art trackers in illumination variation, scale variation, out-of-plane rotation, and in-plane rotation. This is mainly because the conv4 deep feature extracted from our proposed FDN has good generalization ability. The two main differences between FDN-conv4 to FDT are the scale estimation and occlusion handling. In most of the attribute cases, the performance of FDT is better than FDN-conv4. The increase in tracking performance not only attributes to scale estimation, but also depends on the effective feature representation which has strong coupling relationship with the scale variation of the target and occlusion handling. Therefore, it is helpful to add the scale estimation module and occlusion handling for boosting the tracking performance.
2) Parameter Analysis: The goal of the parameter T in (9) is to account for both the structure factors and appearance variations of the target object, as well as retraining hard negatives (distracters) in the background. In order to evaluate the effect of T , we perform the experiments to compare different update thresholds. As shown in Fig. 8 , we can see that the update threshold affects the performance of our trackers heavily because it determines the learning rate and the tradeoff between adaptivity and stability of the tracker.
I. OTB-100
We also perform experiments on the OTB-100 dataset [88] containing 100 videos. Our approach is compared with the six state-of-the-art trackers. The quantitative comparisons of DP rate at 20 pixels, overlap success rate at 0.5, CLEs in Table VI . Among the existing methods, our tracker achieves the top-1 or top-2 performance. Moreover, our tracker is around five times faster than HCF analysis in Section V-G. According to our empirical experiments, their speeds in CPU-mode are as shown in Table VI .
VI. CONCLUSION
In this paper, we propose a feature distilled network (FDN) for visual tracking. FDN not only preserves the fine structure of the teacher network in feature space with less computational burden but also obtains the convolutional features for accurate and robust tracking. Moreover, the features are embedded in a scale adaptive DCF formulation for robust and fast tracking. Extensive experiments show that our tracker obtains a comparable performance in accuracy while it is faster than the state-of-the-art deep methods on the challenging tracking benchmark datasets.
