Various thermodynamic equilibrium properties of naturally abundant, hexagonal ice ͑ice Ih͒ of water (H 2 O) have been used to develop a Gibbs energy function g(T, p) of temperature and pressure, covering the ranges 0-273.16 K and 0 Pa-210 MPa, expressed in the temperature scale ITS-90. It serves as a fundamental equation from which additional properties are obtained as partial derivatives by thermodynamic rules. Extending previously developed Gibbs functions, it covers the entire existence region of ice Ih in the T-p diagram. Close to zero temperature, it obeys the theoretical cubic limiting law of Debye for heat capacity and Pauling's residual entropy. It is based on a significantly enlarged experimental data set compared to its predecessors. Due to the inherent thermodynamic cross relations, the formulas for particular quantities like density, thermal expansion, or compressibility are thus fully consistent with each other, are more reliable now, and extended in their ranges of validity. In conjunction with the IAPWS-95 formulation for the fluid phases of water, the new chemical potential of ice allows an alternative computation of the melting and sublimation curves, being improved especially near the triple point, and valid down to 130 K sublimation temperature. It provides an absolute entropy reference value for liquid water at the triple point.
Introduction
The latest development of more comprehensive and more accurate formula for thermodynamic equilibrium properties of seawater in the form of a Gibbs potential function ͓Feistel ͑2003͔͒ was based on the current scientific pure-water standard IAPWS-95 ͓Wagner and Pruß ͑2002͔͒. For an adequately advanced description of freezing points of seawater over the natural, ''Neptunian'' ranges of salinity and pressure, for the consistent description of sublimation pressures over ice and sea ice, as well as for an improved Gibbs potential formulation of sea ice thermodynamics, the development of a reliable Gibbs function of naturally abundant hexagonal ice Ih was desired, valid over a wide range of pressures and temperatures. The new function constructed for that purpose is described in this paper. Presented here is its second, corrected version with an extended data base and a modified set of coefficients, but with identical mathematical structure as its predecessor. The detailed derivation of the first version, its mathematical form, and many details of the fitting procedures employed were reported by Feistel and Wagner ͑2005͒ in an earlier paper. Both versions differ only within their ranges of uncertainties except for one quantity, the absolute entropy of liquid water, which is only now reproduced within its uncertainty as reported by Cox et al. ͑1989͒ .
After the extensive and systematic laboratory measurements of ice Ih and other solid water phases by Bridgman ͑1912a, b, 1935 The theoretical formalism of classical thermodynamics is, in the strict sense, only valid for equilibrium states. For the case of ice, this means that the thermodynamic potential is designed to describe the ideal structure of a single, undistorted crystal at a state where all possible spontaneous aging processes have passed. These conditions may not always exactly be fulfilled for the experimental data we used. Particularly in the temperature range below 100 K the related theoretical and experimental problems are complicated and still subject to ongoing research. Excessive scatter is observed in measurements of heat capacity and density in the range between 60 and 100 K ͑see Secs. 3.1. and 3.4.͒. Results of different works deviate from each other more ͑up to 0.3% in density͒ than their particular precisions suggest, so that systematic problems in sample preparations or experimental procedures must be inferred ͓Dantl and Gregora ͑1968͒, The Gibbs function derived in this paper ignores the various open questions in the low-temperature region and treats ice Ih like a stable equilibrium phase down to 0 K. This approach is supported by its very good agreement with the entropy difference between 0 K and the normal freezing point ͑see Sec. 3.5. for details͒. In consistency with experimental findings of, e.g., Brill and Tippe ͑1967͒, it does not exhibit negative thermal expansion coefficients. Adjacent ices II, III, IX, or XI ͓see e.g. Lobban et al. ͑1998͔͒ are not further considered in the following.
The first proposals to combine ice properties into a Gibbs function were published by Feistel and Hagen ͑1995͒, and by Tillner-Roth ͑1998͒. Both formulas provide the specific Gibbs energy of ice, g (T, p) , in terms of temperature T and pressure p, and are based on only restricted data selections from the vicinity of the melting curve. Feistel and Hagen ͑1995͒ had used ice properties as summarized by Yen et al.
͑1991͒
, expressed in lowest order polynomials of temperature and pressure near the melting point at normal pressure, later improved by Feistel ͑2003͒ for higher pressures using the melting point equation of Wagner et al. ͑1994͒ . TillnerRoth ͑1998͒ used the latter equation together with selected ice properties along the entire melting curve up to the triple point ice I-III-liquid, which is at about 210 MPa and Ϫ22°C ͑Fig. 1͒.
The new formulation presented in this paper improves the previously existing Gibbs functions of ice by additionally including more suitable, theoretical, as well as measured, available ice properties, covering its entire existence region in the temperature-pressure diagram. With very few exceptions, these data are restricted to only three curves in the T-p diagram, the sublimation and melting curves, and the normal pressure line ͑Fig. 1͒. They have been measured during the past 100 years and are scattered over various publications from cloud physics to geology. No experimental data were available to the authors for the region of high pressures at low temperatures. The new Gibbs potential provides reasonable values for that area, but no uncertainty estimates can be given. All temperature values of the measurements used were converted to the ITS-90 temperature scale. A list of some general constants and values is given in Table 1 for reference.
Attached in parentheses to the given values, estimated combined standard uncertainties u c are reported ͓ISO ͑1993a͔͒, from which by multiplying with the coverage factor kϭ2 expanded uncertainties U can be obtained, corresponding to a 95% level of confidence. The short notion ''uncertainty'' used in this paper refers to combined standard uncertainties or to relative combined standard uncertainties, if not stated otherwise. 
The New Equation of State

"Gibbs Potential Function…
The thermodynamic Gibbs potential function g Ih (T,p) is the specific Gibbs energy of ice Ih, which is equal to the chemical potential Ih (T, p) of ice, given in mass units. In the following, for simplicity we will generally suppress the superscript ''Ih'' for ice properties. We express absolute temperature T by a dimensionless variable, the reduced temperature ϭT/T t with triple point temperature T t , and absolute pressure p by reduced pressure ϭp/p t , with triple point pressure p t .
The functional form of g(T, p) for ice Ih is given by Eq. ͑1͒ as a function of temperature, with two of its coefficients being polynomials of pressure,
The dimensionless normal pressure is 0 ϭp 0 /p t . The real constants g 00 -g 04 and s 0 as well as the complex constants t 1 , r 1 , t 2 , and r 20 -r 22 are given in Table 2 . This list of 18 parameters contains two redundant ones which formally appeared during the transformation of six originally real parameters describing heat capacity into four complex numbers ͓Feistel and Wagner ͑2005͔͒. The complex logarithm ln(z) is meant as the principal value, i.e., it evaluates to imaginary parts in the interval ϪϽIm͓ln(z)͔рϩ ͑the number Pi, ϭ3.1415..., in this inequality is not to be confused with the symbol of reduced pressure͒. The complex notation used here has no direct physical reasons but serves for the convenience of analytical partial derivatives and for compactness of the resulting formulas, especially in program code. Complex data types are supported by scientific computer languages like Fortran or Cϩϩ, thus allowing an immediate implementation of the formulas given, without the need for prior conversion to much more complicated real functions, or for experience in complex calculus.
The residual entropy coefficient s 0 is given in Table 2 in the form of two alternative values, its ''IAPWS-95'' version is required for phase equilibria studies between ice and fluid water in the IAPWS-95 formulation ͓Wagner and Pruß ͑2002͔͒, or seawater ͓Feistel ͑2003͔͒, while its ''absolute'' version represents the true physical zero-point entropy of ice ͓Pauling ͑1935͒, Nagle ͑1966͔͒:
''IAPWS-95'' reference state ͓Wagner and Pruß ͑2002͔͒: 
Ϫ1
Superscript L indicates the liquid phase. The property u is the specific internal energy ͓Eq. ͑8͔͒. The theoretical absolute value for the internal energy is given by the relativistic rest energy, a very large number on the order of 10 17 J kg Ϫ1 , which is too impractical to be adopted here. Thus, to conveniently specify g 00 , the second free constant of the reference state defined by Eq. ͑3͒, the value of g at zero temperature and normal pressure is chosen here for simplicity to be the same for both reference states.
A collection of the most important relations of the thermodynamic properties to the equation for the Gibbs energy for ice is given in Table 3 .
Various properties of ice Ih can be computed by means of partial derivatives of the Gibbs energy. A list of all partial derivatives of g up to second order with respect to the independent variables p and T is given in Table 4 .
The Gibbs potential function, Eq. ͑1͒, has a compact mathematical structure which is capable of covering the entire range of existence of ice Ih between 0 and 273.16 K and 0 and 211 MPa. It uses 16 free parameters; 14 of them were determined by regression with respect to 522 data points belonging to 32 different groups of measurements ͑Table 5͒, the remaining two parameters are subject to the IAPWS-95 definition of internal energy and entropy of liquid water at the triple point, or alternatively, to the physically determined zero point residual entropy, Eqs. ͑2͒ or ͑3͒. The majority of the measured thermodynamic equilibrium properties are described by the new formulation within their experimental uncertainties ͑see Table 5͒ . Details on the representation of the experimental data are given in Sec. 3. Additionally, the cubic law of Debye for the heat capacity at low temperatures as well as the pressure independence of residual entropy are intrinsic properties of the potential function.
Comparison with Experiments
Of the various experimentally determined ice properties only a representative selection can be discussed here, including density, specific isobaric heat capacity, and cubic expansion coefficient at normal pressure, isentropic compressibility, as well as melting and sublimation pressures. For more details we refer the reader to the paper of Feistel and Wagner ͑2005͒.
Density
Specific volume, , i.e., the reciprocal of density, , is derived from the potential function, Eq. ͑1͒, by its pressure derivative, Eq. ͑4͒, as given in Table 3 . This equation leads to a T 4 law for first low-temperature corrections with respect to density at 0 K, in agreement with theory ͓Landau and Lifschitz ͑1966͔͒.
The density of ice has practically been determined in very different ways, e.g., by calorimetric ͓Ginnings and Corruccini ͑1947͔͒, mechanical ͓Jacob and Erk ͑1929͔͒, acoustical ͓Dantl and Gregora ͑1968͔͒, optical ͓Gagnon et al. ͑1988͔͒, x-ray ͓Brill and Tippe ͑1967͔͒ or nuclear methods ͓Röttger et al. ͑1994͔͒. Measurements of different authors often typically deviate from each other by up to about 0.3% ͑Fig. 2͒ even though the uncertainty of the particular series claimed by the experimenter may be about 0.04% ͓Dantl and Gregora ͑1968͔͒. A possible cause of this systematic scatter could be 
the density lowering effect of aging on ice crystals, which is of the same order of magnitude, another could be the very slow relaxation to equilibrium as observed by Giauque and Stout ͑1936͒. The densities 916.71(05) kg m Ϫ3 of Ginnings and Corruccini ͑1947͒ and 916.80(04) kg m Ϫ3 of Dantl and Gregora ͑1968͒ are considered the most accurate determinations at normal pressure and 0°C. The density maxima found by Jacob and Erk ͑1929͒, Dantl ͑1962͒, and Röttger et al. ͑1994͒ are located in the range of enhanced uncertainty between 60 and 90 K ͑Fig. 2͒, close to 72 K where a phase transition of ice Ih to the higher ordered ice XI is supposed to occur ͓Howe and Whitworth ͑1989͒, Petrenko and Whitworth ͑1999͔͒.
Cubic Expansion Coefficient
The cubic expansion coefficient, ␣, is obtained from specific volume and its temperature derivative, Eq. ͑10͒, as given in Table 3 . At very low temperatures, ␣(T) follows a cubic law like heat capacity, thus obeying Grüneisen's theoretically confirmed T 3 law in this limit. Several experiments have shown that linear thermal expansion of ice is isotropic in very good approximation.
Experimental data for ␣ are often derived from the relative change of lattice parameters, and they scatter significantly ͑Fig. 3͒. Several findings like those of Jakob and Erk ͑1929͒ are apparently not consistent with the Grüneisen limiting law, which predicts vanishing thermal expansion at 0 K with cubic first deviations. The similar results obtained by Röttger et al. ͑1994͒ are computed here at the temperatures of their measurements from their density polynomial (T) with new coefficients ͓A 0 ϭ128.2147, A 1 ϭ0, A 2 ϭ0, A 3 ϭϪ1.3152E Ϫ6, A 4 ϭ2.4837EϪ8, A 5 ϭϪ1.6064EϪ10, A 6 ϭ4.6097E Ϫ13, A 7 ϭϪ4.9661EϪ16 ͑W. F. Kuhs, private communication͔͒, improved with respect to the published ones. Although their polynomial for the cubic expansion coefficient is correctly constrained to approach zero at 0 K, its leading quadratic term is not consistent with the required cubic limiting law. Data like those of Lonsdale ͑1958͒ are evidently erratic. The very accurate data set of Butkovich ͑1957͒ with 
only about 1% uncertainty, measured mechanically at various ice structures above Ϫ30°C, is the only one which we used for the regression, and is in very good agreement ͑1%͒ with the current formulation.
Isothermal and Isentropic Compressibility
Isothermal compressibility of ice, T , is obtained from specific volume and its partial pressure derivative, Eq. ͑12͒, as given in Table 3 . As shown in certainties below 1% are reproduced by the current formulation within their bounds over the temperature interval 60-273 K, as are high-pressure data of Gagnon et al. ͑1988͒ at Ϫ35°C between 0.1 and 200 MPa ͑Fig. 4͒.
Specific Isobaric Heat Capacity
Compared to many other solids, the heat capacity of ice Ih behaves anomalously. It follows Debye's cubic law in the zero temperature limit, but at higher temperatures it violates the empirical Grüneisen law which states that the ratio of isobaric heat capacity and isobaric thermal expansion is independent of temperature. Near the melting temperature, most crystalline solids possess a constant heat capacity, but this rule does not apply to ice. Isobaric heat capacities were 
Specific Entropy
Classical thermodynamics defines entropy by heat exchange processes. This way, only entropy differences can be measured for a given substance, thus leaving absolute entropy undefined and requiring an additional reference value like the Third Law. For this reason, the IAPWS-95 formulation specifies entropy to vanish for liquid water at the triple point. Statistical thermodynamics, however, defines entropy theoretically and permits its absolute determination. For water vapor this was done by Gordon ͑1934͒ from spectroscopic data at 298.1 K and normal pressure, resulting in the FIG. 4. Isentropic compressibilities s from Eq. ͑13͒ at normal pressure p 0 , panel ͑a͒, and at Ϫ35.5°C, panel ͑b͒, shown as curves. D: data computed from the correlation functions for elastic moduli of Dantl ͑1967, 1968 with about 3% uncertainty shown as lines above and below, P: correspondingly computed data of Proctor ͑1966͒ with about 1% uncertainty, L: data of Leadbetter ͑1965͒, not used for regression, B: Brockamp and Rüter ͑1969͒, M: Gammon et al. ͑1980, 1983͒, and G: Gagnon et 
Both versions are equally correct, but the latter value has to be used instead of the absolute one if phase equilibria between ice and fluid water are studied in conjunction with the IAPWS-95 formulation. Evidently, however, both versions differ in their uncertainties due to the different reference points.
Specific entropy s is computed as temperature derivative, Eq. ͑5͒, of specific Gibbs energy, Eq. ͑1͒, as given in 
Sublimation Curve
From the equality of the chemical potentials of the solid and the gas phase,
the sublimation pressure p subl (T) can be obtained numerically, e.g., by Newton iteration, from Eq. ͑1͒ for ice and the IAPWS-95 formulation for vapor. Sublimation pressure measurements, available between 130 and 273.16 K, corresponding to 9 orders of magnitude in pressure from 200 nPa to 611 Pa, are described by the current formulation well within their experimental uncertainties ͑Fig. 6͒. The Clausius-Clapeyron differential equation, dp subl dT ϭ sϪs point value of this formulation, and negligible ice specific volume compared to that of the ideal gas ͑see Table 20 in the Appendix͒. The result is usually called the ClausiusClapeyron sublimation law,
Rϭ461.523 64 J kg Ϫ1 K Ϫ1 is the specific gas constant. The deviation between this very simple law, Eq. ͑18͒, and the correct sublimation pressure of this formulation, Eq. ͑16͒, is often smaller than the scatter of experimental sublimation pressure data ͑Fig. 6͒. Other, more complex sublimation formulas are in even much better agreement with the current one, like those of Jancso et al. ͑1970͒ for TϾ130 K, of Wagner et al. ͑1994͒ for TϾ150 K, or of Murphy and Koop ͑2005͒ for TϾ130 K, which remain below 0.01% deviation in sublimation pressure in those temperature regions. Thus, present experimental sublimation pressure data hardly provide a suitable means for assessing the accuracy of those formulas. Sublimation enthalpy ⌬h subl , as derived from IAPWS-95 and the current thermodynamic potential, is almost constant over a wide range of pressures and temperatures; it increases to a maximum of ⌬h subl ϭ2838.8 kJ kg
Ϫ1
at 240 K and decreases again to ⌬h subl ϭ2810.4 kJ kg Ϫ1 at 150 K ͑Table 20͒, thus justifying the success of the simple equation, Eq. ͑18͒.
Melting Curve
The melting pressure equation of Wagner et al. ͑1994͒ describes the entire phase boundary between liquid water and ice Ih with an uncertainty of 3% in melting pressure. On the other hand, the freezing temperature of water and seawater derived by Feistel ͑2003͒ is more accurate at low pressures but invalid at very high pressures. The formulation given in this paper takes the benefits of both formulas, i.e., it provides the most accurate melting temperature at normal pressure and reproduces the measurements of Henderson and Speedy ͑1987͒ with 50 mK mean deviation up to 150 MPa ͑Fig. 7͒.
Melting temperature T melt of ice at given pressure p is given by equal chemical potentials of the solid and the liquid phase,
from Eq. ͑1͒ for ice and the IAPWS-95 formulation for water. From Eq. ͑19͒, the melting temperature can be obtained numerically.
Ginnings and Corruccini ͑1947͒ measured the volume change of a water-ice mixture when heating it electrically. They determined their Bunsen calorimeter calibration factor K GC47 to be
and used it for accurate ice density determination by means of melting enthalpy ⌬h melt , liquid water density L , and mercury density Hg . This way, the uncertainty of ice den- sity is mainly given by the uncertainty of ⌬h melt , namely 0.06%, while the smaller uncertainty of the calibration factor itself is only 0.02%. In Eq. ͑20͒, the original value of K GC47 ϭ270 370 int.j.kg Ϫ1 is converted from international to absolute Joules by 1.000 165 ͓NBS ͑1948͒, Rossini et al.
͑1952͔͒.
The calibration factor is proportional to the ClausiusClapeyron slope of the melting curve at normal pressure, dT melt dp At normal pressure, Eq. ͑19͒ provides the melting temperature T melt (p 0 )ϭT melt ,p 0 ϭ273.152 519 K. Making use of the fact that triple point temperature and normal pressure are exact by definition, and taking into account the small uncertainties of the triple point pressure ͑Table 1͒ and of the Clausius-Clapeyron coefficient, Eq. ͑21͒, the possible uncertainty of this normal melting temperature is estimated as only 2 K ͓Feistel and Wagner ͑2005͔͒. This theoretical, very small uncertainty may practically be disguised by larger ones caused by varied isotopic composition, impurities like dissolved gases, or by natural air pressure fluctuations. In contrast, it may serve as a rather sensitive measure for the purity of ice and water in mutual equilibrium.
Uncertainties
Summary
Combined standard uncertainties u c reported in the following, estimated directly or indirectly from experimental data, were obtained during the numerical construction of the thermodynamic potential and exploiting its inherent consistency. Here, estimated combined standard uncertainties u c are reported ͓ISO ͑1993a͔͒, from which expanded uncertainties Uϭku c can be obtained by multiplying with the coverage factor kϭ2, corresponding to a 95% level of confidence. The short notion ''uncertainty'' used in the following refers to combined standard uncertainties or to relative combined standard uncertainties.
The fundamental information about the uncertainty of a particular quantity in a certain region of the T-p space is adopted from the uncertainties reported or estimated for the most accurate related experimental data. If such uncertainties were unavailable or inappropriate, our estimates were based on the quantitative agreement and consistency of the data considered, with respect to the present formulation. For cases without any corresponding measurements, attempts were made to derive the required uncertainties from other, measured parameters using thermodynamic rules. For these quantities in particular, more detailed derivations are described below.
A summary of estimated combined standard uncertainties of selected quantities in certain regions of the T-p space is given in Table 7 . The uncertainty of density in different regions of the T-p space is shown in Fig. 8. 
Uncertainty of Specific Entropy
Uncertainties of specific entropy are different, depending on the reference state chosen, either ''IAPWS-95'' or ''absolute.'' For both cases, we estimate uncertainties at specifically selected T-p conditions. Uncertainty estimates for differences ⌬s of specific entropy, corresponding to thermodynamic transition processes between the initial and the final states as given in Tables 8 and 9 , do not depend on the choice of the reference state and are valid for both cases: IAPWS-95 or absolute. In particular, we derive a value for the uncertainty of the specific entropy difference ⌬s between the zero point and the melting point, u c ͑ ⌬s ͒ϭu c ͓s͑ T melt, p 0 ,p 0 ͒Ϫs͑ 0,p 0 ͔͒. ͑22͒
In Table 8 , it is assumed that the specific zero-point entropy with its uncertainty ͓Pauling ͑1935͒, Nagle ͑1966͔͒ is given. All other specific entropy values are computed relative to it using the present and the IAPWS-95 formulation. The specific entropy uncertainty at the CODATA point is adopted from Cox et al. ͑1989͒ . The uncertainty of its specific entropy difference to the freezing point is estimated as
using the heat capacity uncertainty of 0.1% ͑IAPWS-95͒, i.e., u c (c p L )ϭ4 J kg Ϫ1 K Ϫ1 . For the specific freezing point entropy, the uncertainty of 1.8 J kg Ϫ1 K Ϫ1 is computed as the root mean square of 0.4 J kg Ϫ1 K Ϫ1 and 1.7 J kg Ϫ1 K Ϫ1 . With the additional specific melting entropy uncertainty of only 0.07 J kg Ϫ1 K Ϫ1 due to Giauque and Stout ͑1936͒, the uncertainty of the specific melting point entropy remains 1.8 J kg Ϫ1 K Ϫ1 . Together with the specific zero point entropy uncertainty of only 0.05 J kg Ϫ1 K Ϫ1 , we finally get the uncertainty of the specific entropy difference between the zero point and the melting point to be
This value, which is derived from essentially the uncertainties of the specific absolute entropies at the zero point and the CODATA point, is significantly smaller than the usual value of 12 J kg Ϫ1 K Ϫ1 given by Giauque and Stout ͑1936͒, obtained from the heat capacity uncertainty.
If, however, entropy is subject to the IAPWS-95 reference state, its value for the liquid phase at the triple point is zero by definition ͑Table 9͒. The uncertainty of specific entropy at the freezing point then follows from the path integral between the adjacent states,
Relative combined standard uncertainty of ice density, u c ()/, Table 7 , estimated for different regions of the T-p space. No experimental high-pressure data are available at low temperatures. 
a Value assumes an exact triple point temperature. If isotopic variations are accounted for, the additional uncertainty of the triple point temperature of 40 K must be included, see text. 
The uncertainty of specific heat capacity was taken from the IAPWS-95 formulation, that of thermal expansion was derived from the measurements of Caldwell ͑1978͒, see Feistel ͑2003͒, thus resulting in an uncertainty of 0.0002 J kg Ϫ1 K
Ϫ1
of specific entropy at the freezing point. The uncertainty of the specific melting entropy of Giauque and Stout ͑1936͒ of 0.07 J kg Ϫ1 K Ϫ1 is then the dominant contribution to the uncertainty 0.07 J kg Ϫ1 K Ϫ1 of specific entropy at the melting point. Between this point and the zero point, the uncertainty of the specific entropy difference was determined in Table 8 to be 1.8 J kg Ϫ1 K Ϫ1 . Therefore, the uncertainty of the specific residual entropy with respect to the IAPWS-95 reference state is 1.8 J kg Ϫ1 K Ϫ1 .
Uncertainty of Specific Gibbs Energy
The specific Gibbs energy of arbitrary T-p states can be computed by the path integral starting from the triple point,
͑26͒
The corresponding uncertainties can be computed, using values given in Table 7 , for the specific Gibbs energy
for the specific entropy,
and for the specific volume,
So we get for the three different regions the expressions 268 KрTр273 K, pр0.1 MPa:
Tр268 K, pр0.1 MPa:
238 KрTр273 K, pр200 MPa:
Usually, these terms can be safely simplified to those given in Table 7 .
Uncertainty of Specific Enthalpy
Expressing specific enthalpy by hϭgϩTs, we can estimate its uncertainty as
in the low-pressure region Tр273 K, pр0.1 MPa.
Uncertainty of Sublimation Enthalpy
The uncertainty of specific entropy of ice below 0.1 MPa, and therefore along the sublimation curve as well, is 1.8 J kg Ϫ1 K Ϫ1 . Supposing the IAPWS-95 specific heat capacity of water vapor at low pressures to be known with an uncertainty of u c (c p V )/c p V Ϸ0.03% and the evaporation entropy of about 9 kJ kg Ϫ1 K Ϫ1 with an uncertainty of 0.02%, we get for the specific entropy of vapor an uncertainty estimate of TABLE 9. Uncertainties u c of IAPWS-95 specific entropies s and of their differences ⌬s 
͑37͒
Summing up the ice and vapor parts, the uncertainty estimate of sublimation enthalpy is
varying between about 0.4 kJ kg Ϫ1 ͑or 0.015%͒ at 130 K and 1 kJ kg Ϫ1 ͑or 0.03%͒ at 273 K.
Uncertainty of Sublimation Pressure
For an estimate of the uncertainty of the sublimation pressure above 100 Pa, we adopt the value 0.4 Pa as provided by Jancso et al. ͑1970͒ for his experiment. Below 100 Pa, we use the Clausius-Clapeyron differential equation, Eq. ͑17͒, dp subl dT
in an approximate form with
Therefore, down to 130 K, we can estimate the relative uncertainty by u c ͓ p subl ͔/ p subl ϭ0.6%. This value is smaller than the usual experimental scatter, which is between 1% and 10% of the sublimation pressure at low temperatures ͓Mauersberger and Krankowski ͑2003͒, Marti and Mauersberger ͑1993͔͒.
Uncertainties of Melting Temperature and Pressure
Melting temperatures cannot be more accurate than the triple point temperature, which is theoretically exact by definition, but in practice uncertain within about 0.04 mK due to isotopic variations ͓Nicholas et al. ͑1996͒, White et al. ͑2003͔͒ . In the linear range of the melting curve, the experimental uncertainty of the Clausius-Clapeyron slope of the melting curve at normal pressure, Eq. ͑21͒, gives rise to uncertainties of the melting temperatures which are even smaller than 0.04 mK ͑Table 7͒. At higher pressures, about pϾ0.6 MPa, when the effect of the curvature of the melting curve becomes comparable with that uncertainty, a more general estimate is required.
The melting curve is determined by the vanishing chemical potential difference
The two integration paths are chosen to be inside the liquid and inside the vapor region of the T-p space. Since no uncertainty estimate is given by the IAPWS-95 formulation for the specific entropy of the liquid, we transform by partial integration the corresponding integral into
For pр100 MPa, we can estimate the uncertainty u c (⌬g Table 7͒ , and, at pр0.1 MPa, u c (s)ϭ2 J kg Ϫ1 K Ϫ1 ͑from Table 7͒ :
Along the melting curve up to 100 MPa, the last of these four terms is clearly dominating, which results from the uncertainty of the ice density at high pressures. At given pressure, the uncertainty in melting temperature becomes
Particularly in the medium pressure range, this uncertainty is much smaller than u c (T melt )ϭ0.5 K given by Henderson and Speedy ͑1987͒ for their data. At a given temperature, this corresponds to the relative uncertainty of the melting pressure,
This value, derived here without explicitly considering any freezing point measurements, is in good agreement with u c (p melt )/p melt ϭ3% reported by Wagner et al. ͑1994͒.
Conclusion
A new, compact analytical formulation for the Gibbs thermodynamic potential of ice Ih is presented. It is valid in temperature between 0 and 273.16 K and in pressure between 0 and 210 MPa, thus covering the entire region of stable existence in the T-p diagram. Combining various properties into a single, consistent formula allows significantly reduced uncertainties for properties ͑such as isothermal compressibility and thermal expansion coefficient͒, where the direct experimental measurements have relatively high uncertainty. Combined with the IAPWS-95 formulation of fluid water, accurate values for melting and sublimation points can be derived in a consistent manner, replacing former separate correlation functions. This method can directly be extended to other aqueous systems like seawater. Thus, a Gibbs function of sea ice and the freezing points of seawater are made available up to 100 MPa ͓Feistel and Wagner ͑2005͒, Feistel et al. ͑2005͔͒ .
Five hundred twenty two data points of 32 different groups of measurements are reproduced by the new formulation within their experimental uncertainty. The formulation obeys Debye's theoretical cubic law at low temperatures, and pressure-independent residual entropy as required by the Third Law. By deriving it from very accurately known elastic lattice constants of ice, the uncertainty in isothermal compressibility of previous formulas is reduced by about 100 times; its new value at normal pressure is 118(1) TPa Ϫ1 . The uncertainty in the Clausius-Clapeyron slope at normal pressure of previous formulas is reduced by 100 times; for the melting point lowering at normal pressure the Gibbs function of this paper provides the coefficient ϭ74.293 mK MPa Ϫ1 with 0.02% uncertainty. The absolute entropy of liquid water at the triple point is found to be 3516(2) J kg Ϫ1 K Ϫ1 . The corresponding figure of absolute entropy of liquid water at 298.15 K and 0.1 MPa is 3883.7 J kg Ϫ1 K Ϫ1 ; it agrees very well with the latest CO-DATA key value, 3882.8(1.7) J kg Ϫ1 K Ϫ1 ͓Cox et al.
͑1989͔͒.
The melting temperature at normal pressure is found to be 273.152 519͑2͒ K if the triple point temperature is supposed to be exact by definition. The deviation of experimental melting points at high pressures is about 50 mK; the uncertainty of the present formulation is estimated as 2% of the melting pressure. The density of ice at the normal pressure melting point is 916.72 kg m Ϫ3 with an estimated uncertainty of 0.01%, in excellent agreement with the value computed by Ginnings and Corruccini ͑1947͒.
Density measurements of different authors deviate by up to 0.3% in an apparently systematic manner. The hypothetical shallow density maximum at about 70 K is not reflected in this formulation, further investigation of this point seems in order for its decisive clarification, possibly in conjunction with an improved knowledge about the supposed phase transition to ice XI. The deviations in measured heat capacity at the apparent transition point at about 100 K appear to be systematic but do not rise above the average experimental uncertainty threshold. Further work is apparently required to resolve those deviations for being included into the theoretical formulation. The heat capacity c p at high pressures barely deviates from its low-pressure values; the differences are within the 2% uncertainty of c p at normal pressure.
An extension of the sublimation curve to lower temperatures and pressures will require data of water vapor heat capacities below 130 K which are not implemented in the current IAPWS-95 formulation. The c p V value at 130 K is about 4R ͓Wagner and Pruß ͑2002͔͒ and must decrease exponentially to 1.5R at 0 K due to successively vanishing contributions from vibrational and rotational excitation states of the water molecules ͓Landau and Lifschitz ͑1966͔͒. Points of this curve, required for the computation of the chemical potential of water vapor, are known down to a c p V value of about 3R at 10 K ͓Woolley ͑1980͔͒.
Experimental data for ice Ih at high pressures and low temperatures are completely missing. Phase transition curves in this region are only very vaguely known by now. Verifying the current quantitative knowledge in those ''white areas'' of the T-p diagram remains a future task.
are freely available as source code examples from the numerical supplement of a web-published article by Feistel et al. ͑2005͒. 
Appendix: Tables and Diagrams of Thermodynamic Properties of Ice Ih
The new formulation provides properties of ice Ih which have previously been measured only partly, if at all. For an overview, in this section the most important quantities derived from the potential function are provided as tables as well as displayed graphically as functions of temperature and pressure. Given are the Gibbs energy ͑Table 10, Fig. 9͒ , the density ͑Table 11, Fig. 10͒ , the specific entropy ͑Table 12, Fig. 11͒ , the specific isobaric heat capacity ͑Table 13, Fig.  12͒ , the specific enthalpy ͑Table 14, Fig. 13͒ , the cubic expansion coefficient ͑Table 15, Fig. 14͒ , the pressure coefficient ͑Table 16, Fig. 15͒ , and the isothermal compressibility ͑Table 17, Fig. 16͒ . Sublimation equilibrium states exist for arbitrarily small pressures pϾ0. The values reported in the column ''0 Pa'' refer to ice properties in the mathematical limit of an infinitely small pressure p.
Equilibria between ice and liquid water or water vapor require equal chemical potentials of water between those phases, which are available from the IAPWS-95 Gibbs energy of pure water, g L (T, p), and of water vapor, g V (T,p)
͑Wagner and Pruß 2002͒. In such cases, the Gibbs function of ice must be evaluated using the IAPWS-95 version of the residual entropy coefficient s 0 ͑Table 2͒. Therefore, the IAPWS-95 reference state with vanishing entropy and internal energy of liquid water at the triple point, Eq. ͑2͒, was used for all computations in this Appendix. A list of properties at the triple point and at the normal pressure melting point is given in Table 18 . Properties along the melting curve are reported in Table 19 , along the sublimation curve in Table 20 .
The exact locations of possible phase transition lines between ice Ih and ices II, III, IX, or XI are still relatively uncertain ͓see e.g. Lobban et al. ͑1998͔͒ and not considered in the graphs and tables below.
In the following tables, figures are reported with several digits, not strictly dependent on the experimental uncertainty of the particular quantity. In many cases, as for several properties at higher pressures, this uncertainty is simply unknown. Sometimes, differences between given figures may have smaller uncertainties than the reported absolute values themselves. Summaries of uncertainties are provided in Tables 5 and 7 . The many digits given in Table 18 are intended for use as numerical check values.
FIG. 10. Density (T,p) in kg m
Ϫ3 as a function of temperature for several pressures as indicated at the isobars in panel ͑a͒, as a function of pressure for several temperatures as indicated at the isotherms, panel ͑b͒, and isochors as functions of pressure and temperature, belonging to densities as indicated at the curves, panel ͑c͒. Values were computed from Eq. ͑4͒. 
