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1. INTRODUCTION 
In 1947, A. Selberg introduced a counting technique based upon the use 
of the quadratic form 
Q(~) = 3 (z xvj’. 
k=l “,ak 
(1.1) 
Here a, , k = 1, 2, a*., N is a set of positive integers, xi = 1, and the remain- 
ing x, are real. The quantity v  assumes the values 1, 2, *em, R. When a, is 
divisible by no integer in the interval [l, R], the sum XVI,, reduces to 1. 
Hence, if we denote by f(N, R) the number of a,, K = 1,2, e-e, N, not 
divisible by any prime p < R, we see that 
f(N, R) 9 Q(x) (1.2) 
for all real x, . Hence 
f(N, R) < m) Q(x). (1.3) 
I f  uk = R, f(N, R) is a bound for V(N), the number of primes less than or 
equal to N. In his paper [I], Selberg showed this approach can be used to 
obtain useful bounds forf(N, R), and, indeed, bounds which can be obtained 
by means of other sieve techniques. A more accessible source is [2]. 
It is tempting to consider the application of dynamic programming to the 
minimization of Q(x) with an eye toward the use of a digital computer to 
obtain numerical values. As we shall show, we can go a certain distance in that 
direction, but some interesting difficulties remain. 
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2. DYNAMICPROGRAMMING FORMULATION 
Let us begin with the problem of minimizing 
(2.1) 
over xk , K = r, Y  + 1, e.0, R. We obtain the original problem upon setting 
Y = 1, zk = 1, k = 1,2, . . . . N. Here z denotes the N-dimensional vector 
with components zi , za , *a., z, . Write 
jr(z) = min Qr(x, z). (2.2) 
Y  
The minimization process is converted into a multistage process by choosing 
first x, , then x,+i , and so on. Introduce the N-dimensional vector 
> (2.3) 
where 
d(r, k) = 1 if r I 4, 
zz 0 otherwise, 
for r, K = 1, 2, mm* . 
Then the principle of optimal&y yields the recurrence relation 
for Y  = 1,2, a.*, R - 1, with 
3. ANALYTIC SIMPLIFICATION 
It is clear that eachf,.(z) is a quadratic form, 
fit4 = (~9 Qv-4. 
(2.4) 
(2.5) 
(2.6) 
(3-l) 
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Let us use (2.5) to obtain a relation between Qr and Q,.+l . We have 
(z, QrZ) -= np (z + .v,d, ) Q,+& + A$,)). 
r 
The minimizing value of X, is 
and (3.2) becomes 
Hence 
Qr = Qr+1 - (Or+, 4 3 (Qr+l4) (4 9 Qr+14 . 
(3.2) 
(3.3) 
(3.5) 
Here a @ b denotes the Kronecker product of a and b, the matrix (a&), 
i,j = 1, 2, a.., N. Since QZR is readily obtained from (2.6), (3.5) furnishes a 
recurrence algorithm which in principle enables Q, to be obtained. 
If N is large, there are a number of points to be considered before (3.5) 
can be accepted as a feasible computational algorithm. We shall discuss these 
elsewhere. 
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