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Abstract. In this paper we apply the entropy principle to the relativistic version of the
differential equations describing a standard fluid flow, that is, the equations for mass,
momentum, and a system for the energy matrix. These are the second order equations
which have been introduced in [3]. Since the principle also says that the entropy equation
is a scalar equation, this implies, as we show, that one has to take a trace in the energy
part of the system. Thus one arrives at the relativistic mass-momentum-energy system
for the fluid. In the procedure we use the well-known Liu-Mu¨ller sum [10] in order to
deduce the Gibbs relation and the residual entropy inequality.
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1 Introduction
It has been a long history for the entropy principle to come up to the essential differential
inequality
σ := ∂tη + divxψ ≥ 0 (1.1)
in classical coordinates (t, x), x = (x1, . . . , xn) where n = 3 is the physical case. Here η
is the entropy and ψ the entropy flux, hence η = (η, ψ) are the total entropy quantities.
This principle has been successfully applied to the mass-momentum-energy system in
many physical examples. The history started ≈ 150 years ago and one can find this
principle in many books, among them Prigogine [12, Chapter III], DeGroot & Mazur [4,
Chapter III], Truesdell & Noll [14, D.II], Truesdell [13], Ingo Mu¨ller [9, Kapitel IV], to
mention a few, which were all published in the period 1954-1973. It is part of the entropy
principle that the differential equation σ = ∂tη + divxψ is an objective scalar equation,
see [2, Sec II.3], by which we mean that for the weak equation∫
(∂tζ · η +∇ζ·ψ + ζ · σ) dL
n+1 = 0
the test function ζ is an objective scalar, that is ζ ◦Y = ζ∗, where Y is the observer
transformation. This is satisfied, see [2, Sec I.5], if η is an objective scalar, that is
η◦Y = η∗, and ψ satisfies ψ◦Y = η∗X˙ +Qψ∗.
In the relativistic case one formulates the entropy principle in the form
σ :=
∑
j≥0∂yjη ≥ 0 (1.2)
with 4-dimensional coordinates y = (y0, y1, . . . , yn), again n = 3 in the physical case. As
postulate we assume that the weak version∫ ( ∑
j≥0
∂yjζ · η + ζ · σ
)
dLn+1 = 0 (1.3)
is satisfied for objective test functions ζ , that is ζ ◦Y = ζ∗. Here Y is a relativistic ob-
server transformation. This is satisfied, see [2, Sec I.5], if the 4-entropy vector η satisfies
η◦Y = DY η∗, that is, η is a contravariant vector (see the definition below).
The relativistic case one finds also in sections of the books of Ingo Mu¨ller [10] and
Mu¨ller & Ruggeri [11]. Here we take advantage of this principle (1.2) and apply it to the
relativistic system [3, (10.2)]∑
j≥0
∂yjTαj = gα for α ∈ {0, . . . , n}
N
(1.4)
which we have developed in [3]. But here we will take it only for N = 2, that is, we write
α = (k, l) with k, l ≥ 0, and we use a representation which is made for gases and fluids
Tklj = (̺vkvl + Ekl)vj + Q˜klj (1.5)
where v is the four dimensional fluid velocity, see the definition in [3, 5.2], and with the
assumptions (4.3) on E and Q˜. It should be said that the right-hand side gkl of this
system contains the Coriolis coefficients and of course external or internal forces.
245
Altogether, this system includes the mass-momentum system and a system describing
the energy matrix E. The entropy principle for gases and fluids, see section 5 and 6, forces
us to perform a trace of the energy matrix equation in order to have an entropy η which
is an objective scalar. This method is even new for the classical fluid case. You will find
the result in the final theorem s4.7. It contains the statement that the residual inequality
σ ≥ 0, that is, the entropy production (4.10) is non-negative. Also as a consequence of
the entropy principle there are some important identities. So the entropy η = η̂(̺, ε) is a
function of the density ̺ and the internal energy
ε =
1
2
(PTG−1 P)··E .
And the system (1.4) is specified by two equations, the mass-momentum and the energy
equation, see 4.4(2) and 4.5,∑
j≥0
∂yj
(
̺vkvj + vkJj +Πkj
)
= gk ,
∑
j≥0
∂yj
((̺
2
v·(P
TG−1 P)v + ε
)
vj + q˜j
)
= g ,
with
Π := p (PGPT)− S ,
q˜ :=
̺
2
(v·(P
TG−1 P)v)J+ v(PTG−1 P)Π + q ,
where the inequality restrictions are in the residual inequality σ ≥ 0, see 4.7 for details
about the entropy production σ and the total entropy η.
Both, the mass-momentum system and the energy equation are reductions of the
equations we started with. The statement 4.7 is the entropy principle in the simplest
case. More complicated versions one expects in the case that η might, for example,
depend on gradients as in the classical case, or on other vectorial quantities, because the
whole system then is more complicated.
Notation: The definition of a contravariant M-tensor T = (Tk1···kM )k1,...,kM is
Tk1···kM ◦Y =
∑
k¯1,...,k¯M≥0
Yk1 ′k¯1 · · ·YkM ′k¯MT
∗
k¯1···k¯M
, (1.6)
and the definition of a covariant M-tensor T = (Tk1···kM )k1,...,kM
T ∗k¯1···k¯M =
∑
k1,...,kM≥0
Yk1 ′k¯1 · · ·YkM ′k¯MTk1···kM ◦Y . (1.7)
Here y = Y (y∗) is the observer transformation.
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2 General moments
The version of moments of order less or equal N is∑
j≥0
∂yjTαj = gα for α ∈ {0, . . . , n}
N
(2.1)
with a tensor T = (Tβ)β∈{0,...,n}N+1 which has to be symmetric only in the first N com-
ponents of the multiindex β = (β1, . . . , βM), M := N + 1, that is, setting β = (α, j) as
in the equations, Tαj and gα are symmetric in the components of α. Here y ∈ U ⊂ R
n+1
where y = (y0, . . . , yn) and n = 3 in the physical situation. See [3, 10 Higher moments]
for more information. System (2.1) is equivalent to the weak version
∑
α
∫
U
( ∑
j≥0
∂yjζα · Tαj + ζαgα
)
= 0 for ζα ∈ C
∞
0 (U) , (2.2)
where the physical type of the system is defined by the fact that the test function ζ :=
(ζα)α is a covariant N -tensor, that is it satisfies the transformation rule
ζ∗α¯ =
∑
α
Yα1 ′α¯1 · · ·YαN ′α¯N ζα◦Y . (2.3)
This is satisfied, see [2, Chap I §5], if T satisfies the transformation rule
Tβ◦Y =
∑¯
β
Yβ1 ′β¯1 · · ·YβM ′β¯MT
∗
β¯ (2.4)
and g the transformation rule
gα◦Y =
∑
j≥0,α¯
(
Yα1 ′α¯1 · · ·YαN ′α¯N
)
′j
T ∗α¯j +
∑
α¯
Yα1 ′α¯1 · · ·YαN ′α¯N g
∗
α¯ . (2.5)
Here Y :Rn+1 → Rn+1 is any observer transformation, that is with determinant 1. Do to
the special rule (2.5) we define the “Coriolis coefficients” Cβα by the identity (see [3], for
N = 1 they are identical with the negative Christoffel symbols)
gα = fα +
∑
β∈{0,...,n}N+1
CβαTβ for α ∈ {0, . . . , n}
N
(2.6)
satisfying for all (α, γ¯, j¯) the transformation rule∑
γj
Yγ1 ′γ¯1 · · ·YγN ′γ¯NYj ′ j¯ C
γj
α1···αN
◦Y
=
∑
α¯
Yα1 ′α¯1 · · ·YαN ′α¯NC
∗γ¯j¯
α¯ +
(
Yα1 ′γ¯1 · · ·YαN ′γ¯N
)
′j¯
,
(2.7)
so that the so-called “force” f = (fα)α satisfies the transformation rule
fα◦Y =
∑
α¯
Yα1 ′α¯1 · · ·YαN ′α¯N f
∗
α¯ . (2.8)
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Here, as said above, Y is any observer transformation Y : Rn+1 → Rn+1. With this the
system (2.1) reads∑
j≥0
∂yjTαj −
∑
β∈{0,...,3}N+1
CβαTβ = fα for α ∈ {0, . . . , n}
N
(2.9)
were now T and f by (2.4) and (2.8) are contravariant tensors, and the the Coriolis
coefficients satisfy (2.7). This is the general form of the system of N -moments. In [3, 10
Higher moments] the following reduction has been performed.
2.1 Reduction. If e is the “time vector”, the (N − 1)-moments system∑
j≥0
∂yjTγj = gγ for γ ∈ {0, . . . , n}
N−1
is fulfilled for
Tγj :=
∑
i≥0
eiTγij , gγ :=
∑
i,j≥0
∂yjei · Tγij +
∑
i≥0
eigγi
This gives also a reduction of the Coriolis coefficients.
Proof. Define the test function of the N -moments system as
ζα = ζγei for α = (γ, i) .
That is, if (ζγ)γ is a covariant tensor then (ζα)α is an allowed covariant test function since
e is a covariant vector. Then
0 =
∫
R4
∑
α
(∑
j
∂yjζα · Tαj + ζα gα
)
dL4
=
∫
R4
∑
γi
(∑
j
∂yj (ζγei) · Tγij + ζγeigγi
)
dL4
=
∫
R4
∑
γ
(∑
j
∂yjζγ
∑
i
eiTγij + ζγ
∑
i
(∑
j
∂yjei · Tγij + eigγi
))
dL4 ,
which is the weak reduced equation.
Due to examples we obtain the following form of the tensor T .
2.2 Special form of T . The usual representation of the tensor T is, see for example [3,
10 Higher moments],
Tβ = ̺vβ1 · · · vβM + Π˜β . (2.10)
Here the “4-velocity” v is defined as in [3, 5.2 Velocity], that is, as a contravariant vector
v satisfying
vi◦Y =
∑¯
i≥0
Yi ′ i¯ v
∗
i¯ for i ≥ 0
with the normalization that, with e being the covariant “time vector”,∑
i≥0
eivi = 1 .
And ̺ is defined as a “spacetime mass density”, which is an objective scalar satisfying
̺◦Y = ̺∗. Then the tensor T satisfies (2.4), if Π˜ is also a contravariant tensor.
Here nothing special about Π˜ is said, see e.g. the form in (4.2).
248
3 Lagrange multipliers
The aim is to derive an entropy inequality. Therefore following Liu & Mu¨ller, see the
article [6] and the book [9] or the books [10] or [11], and also [2, III §3], we have to find
multipliers Λα for α ∈ {0, . . . , n}
N which satisfy for “all functions” (that means for a
larger set P ′ than the set P of solutions of (2.1))∑
j≥0
∂jηj − σ =
∑
α
Λα
( ∑
j≥0
∂jTαj − gα
)
, (3.1)
where η is the 4-entropy and σ the entropy production. It is part of the entropy principle
that
∑
j≥0∂jηj − σ is an objective scalar, hence in order to have the equation (3.1) it
is necessary to state the following lemma. This lemma and the following is true for all
values of (Λα)α.
3.1 Lemma. For the sum ∑
α
Λα
( ∑
j≥0
∂jTαj − gα
)
being an objective scalar it is sufficient that (Λα)α is a covariant N -tensor. Remark: Here
we make use of (2.6), that is the splitting of gα.
Proof. Let (Λα)α be a covariant N -tensor, that is
Λ∗α¯ =
∑
α
Yα1 ′α¯1 · · ·Yαm ′α¯NΛα◦Y .
We use the splitting in (2.6). Since (fα)α is a contravariantN -tensor it follows immediately
that ∑
α
Λαfα
is an objective scalar. By (2.6) it remains to consider
hα :=
∑
j≥0
∂jTαj −
∑
β
CβαTβ ,
that is, we have to show that (∑
α
Λαhα
)
◦Y =
∑
α¯
Λ∗α¯h
∗
α¯ . (3.2)
If ζ is an objective scalar, that is ζ◦Y = ζ∗ hence ∂j¯ζ
∗ =
∑
jYj ′j¯ (∂jζ)◦Y , with compact
support then
−
∫
ζ
∑
α
Λαhα dL
4 =
∫ ∑
α
(∑
j
∂j(ζΛα)Tαj + ζ
∑
β
ΛαC
β
αTβ
)
dL4
=
∫ (∑
j
∂jζ ·
∑
α
ΛαTαj + ζ
(∑
αj
∂jΛα · Tαj +
∑
αβ
ΛαC
β
αTβ
))
dL4 .
First let us treat the last term∑
αj
∂jΛα · Tαj +
∑
αβ
ΛαC
β
αTβ .
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Since (Λα)α is a covariant N -tensor, we compute for the derivatives
∂j¯Λ
∗
α¯ =
∑
α
∂j¯(Yα1 ′α¯1 · · ·YαN ′α¯N )Λα◦Y
+
∑
αj
Yα1 ′α¯1 · · ·YαN ′α¯NYj ′j¯∂jΛα◦Y .
Now, using (2.7) for the Coriolis coefficients,∑
α¯γ¯j¯
Λ∗α¯C
∗γ¯j¯
α¯ T
∗
γ¯j¯ =
∑
αα¯γ¯j¯
Λα◦Y Yα1 ′α¯1 · · ·YαN ′α¯NC
∗γ¯j¯
α¯ T
∗
γ¯j¯
=
∑
αγ¯j¯γj
Λα◦Y Yγ1 ′γ¯1 · · ·YγN ′γ¯NYj ′j¯ C
γj
α1···αN
◦Y T ∗γ¯j¯
−
∑
αγ¯j¯
Λα◦Y ∂j¯(Yα1 ′γ¯1 · · ·YαN ′γ¯N )T
∗
γ¯j¯ ,
and therefore, using that T is an contravariant (N + 1)-tensor,∑
α¯j¯
∂j¯Λ
∗
α¯ · T
∗
α¯j¯ +
∑
α¯γ¯j¯
Λ∗α¯C
∗γ¯j¯
α¯ T
∗
γ¯j¯
=
∑
α¯j¯αj
Yα1 ′α¯1 · · ·YαN ′α¯NYj ′ j¯∂jΛα◦Y T
∗
α¯j¯
+
∑
αα¯j¯
Λα◦Y ∂j¯(Yα1 ′α¯1 · · ·YαN ′α¯N )T
∗
α¯j¯ +
∑
α¯γ¯j¯
Λ∗α¯C
∗γ¯j¯
α¯ T
∗
γ¯j¯
=
(∑
αj
∂jΛα · Tαj
)
◦Y
+
∑
αγ¯j¯γj
Λα◦Y Yγ1 ′γ¯1 · · ·YγN ′γ¯NYj ′ j¯ C
γj
α1···αN
◦Y T ∗γ¯j¯
=
(∑
αj
∂jΛα · Tαj +
∑
αγj
ΛαC
γj
α Tγj
)
◦Y ,
The term with the derivative of the test function is obviously∑¯
j
∂j¯ζ
∗
∑
α¯
Λ∗α¯T
∗
α¯j¯ =
∑
jj¯
Yj ′j¯∂jζ◦Y
∑
α¯
Λ∗α¯T
∗
α¯j¯
=
∑
j
∂jζ◦Y
∑
α¯
Yj ′j¯Λ
∗
α¯T
∗
α¯j¯ =
(∑
j
∂jζ
∑
α
ΛαTαj
)
◦Y ,
so that altogether ∫
ζ
∑
α
Λαhα dL
4 =
∫
ζ∗
∑
α¯
Λ∗α¯h
∗
α¯ dL
4
hence (3.2) is satisfied.
We now use the elements of the dual basis
{e′0(y), e
′
1(y), . . . , e
′
n(y)} ⊂ R
n+1 , it is e = e′0,
{e0(y), e1(y), . . . , en(y)} ⊂ R
n+1 with e′k·el = δkl.
It is known that {e1(y), . . . , en(y)} =W (y) = {e
′
0(y)}
⊥, see [3, 3 Time and space]. General
physical statements about fluids depend only on the vector e(y) = e′0(y) orW (y) and not
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on single vectors ei(y), i ≥ 1 (as for example the space directions of crystals or the
director of liquid crystals). But we are allowed to use these vectors in proofs. In doing so
we introduce values (λγ)γ:
3.2 Definition.We define
λγ =
∑
α
Λαeγ1α1 · · · eγNαN or Λα =
∑
γ
λγe
′
γ1α1
· · · e′γNαN .
The new values λγ are objective scalars.
Proof. By this definition (λγ)γ and (Λα)α are equivalent quantities. If Λα are given as
stated we conclude∑
α
Λαeδ1α1 · · · eδNαN =
∑
α,γ
λγe
′
γ1α1
eδ1α1 · · · e
′
γNαN
eδNαN
=
∑
γ
λγe
′
γ1·eδ1 · · · e
′
γN·eδN =
∑
γ
λγδγ1,δ1 · · · δγN ,δN = λδ .
Similar the other way around.
Since we are in the proof of the main theorem we introduce an equivalent system to
the given one presented by the terms
∑
j∂yjTαj − gα. The new system is given by the
terms
∑
j∂yjT
′
γj − r
′
γ.
3.3 Equivalent system. For any vectors (Λα)α or (λγ)γ as in 3.2∑
α
Λα
( ∑
j≥0
∂jTαj − gα
)
=
∑
γ
λγ
( ∑
j≥0
∂jT
′
γj − r
′
γ
)
,
T ′γj :=
∑
α
e′γ1α1 · · · e
′
γNαN
Tαj and r
′
γ :=
∑
α
e′γ1α1 · · · e
′
γNαN
fα .
For each γ the vector
(
T ′γj
)
j≥0
is a covariant vector and r′γ is an objective scalar.
Since only fα enter in the definition of r
′
γ, it means that during the process of compu-
tation in the Liu & Mu¨ller sum the fictitious forces drop out, that is, they do not enter
the entropy principle.
Proof. The definition 3.2 and the definition of r′γ implies∑
α
Λαfα =
∑
α,γ
λγe
′
γ1α1
· · · e′γNαN fα =
∑
γ
λγr
′
γ .
And it is
r′γ◦Y =
∑
α
e′γ1α1◦Y · · · e
′
γNαN
◦Y fα◦Y
=
∑
α,α¯
e′γ1α1◦Y Yα1 ′α¯1 · · · e
′
γNαN
◦Y YαN ′α¯N f
∗
α¯
=
∑
α¯
e′∗γ1α¯1 · · · e
′∗
γN α¯N
f∗α¯ = r
′∗
γ .
Therefore, by (2.6), with
hα :=
∑
j
∂jTαj −
∑
β
CβαTβ and h
′
γ :=
∑
j
∂jT
′
γj
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we have to show that ∑
α
Λαhα =
∑
γ
λγh
′
γ . (3.3)
Now ∑
α,j
Λα∂jTαj =
∑
α,γ,j
λγe
′
γ1α1
· · · e′γNαN∂jTαj
=
∑
γ,j
λγ∂jT
′
γj −
∑
α,γ,j
λγ∂j(e
′
γ1α1
· · · e′γNαN )Tαj
and ∑
α,β
ΛαC
β
αTβ =
∑
α,δ,j
ΛδC
αj
δ Tαj =
∑
α,γ,j
λγ
(∑
δ
e′γ1δ1 · · · e
′
γN δN
Cαjδ
)
Tαj ,
therefore ∑
α
Λα
(∑
j
∂jTαj −
∑
β
CβαTβ
)
=
∑
α,j
Λα∂jTαj −
∑
α,β
ΛαC
β
αTβ
=
∑
γ,j
λγ∂jT
′
γj −
∑
α,γ,j
λγ
(
∂j(e
′
γ1α1
· · · e′γNαN ) +
∑
δ
e′γ1δ1 · · · e
′
γN δN
Cαjδ
)
Tαj
and for all (α, γ, j)
∂j(e
′
γ1α1
· · · e′γNαN ) +
∑
δ
e′γ1δ1 · · · e
′
γN δN
Cαjδ = 0 , (3.4)
since by the following theorem 3.4
−
∑
δ
e′γ1δ1 · · · e
′
γN δN
Cαjδ
=
∑
δ,β
e′γ1δ1eβ1δ1 · · · e
′
γN δN
eβNδN∂j(e
′
β1α1
· · · e′βNαN )
=
∑
β
δγ,β∂j(e
′
β1α1
· · · e′βNαN ) = ∂j(e
′
γ1α1
· · · e′γNαN ) ,
3.4 Theorem. For every (α, γ, j)
Cγjα = −
∑
β
eβ1α1 · · · eβNαN∂j(e
′
β1γ1
· · · e′βNγN ) ,
since this is true for at least one observer.
Remark: Usually true for “inertial systems”.
Proof. The transformation rule for Bγjα := −C
γj
α is according to (2.7)∑
α¯
Yα1 ′α¯1 · · ·YαN ′α¯NB
∗γ¯j¯
α¯ =
∑
γ,j
Yγ1 ′γ¯1 · · ·YγN ′γ¯NYj ′j¯ B
γj
α1···αN
◦Y
+
(
Yα1 ′γ¯1 · · ·YαN ′γ¯N
)
′j¯
.
(3.5)
Now set
Bγjα :=
∑
β
eβ1α1 · · · eβNαN∂j(e
′
β1γ1
· · · e′βNγN ) .
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Since, see [3, 4 Change of observer] and 3.5 below,
ekl◦Y =
∑
l¯≥0Yl ′ l¯e
∗
kl¯
for k, l ≥ 0, (3.6)
e′∗
kl¯
=
∑
l≥0Yl ′ l¯e
′∗
kl◦Y for k, l¯ ≥ 0, (3.7)∑
m≥0emke
′
ml = δk,l for k, l ≥ 0, (3.8)
we compute for (α, γ¯, j¯)
∑
α¯
Yα1 ′α¯1 · · ·YαN ′α¯NB
∗γ¯j¯
α¯
=
∑
α¯,β
Yα1 ′α¯1e
∗
β1α¯1
· · ·YαN ′α¯N e
∗
βN α¯N
∂j¯(e
′∗
β1γ¯1
· · · e′∗βN γ¯N )
=
∑
β
eβ1α1◦Y · · · eβNαN ◦Y ∂j¯(e
′∗
β1γ¯1
· · · e′∗βN γ¯N ) (see (3.6))
=
∑
β,γ
eβ1α1◦Y · · · eβNαN ◦Y ·
· ∂j¯
(
Yγ1 ′γ¯1e
′
β1γ1
◦Y · · ·YγN ′γ¯N e
′
βNγN
◦Y
)
(see (3.7))
=
∑
β,γ
eβ1α1◦Y · · · eβNαN ◦Y Yγ1 ′γ¯1 · · ·YγN ′γ¯N∂j¯(e
′
β1γ1
◦Y · · · e′βNγN ◦Y )
+
∑
β,γ
eβ1α1◦Y e
′
β1γ1
◦Y · · · eβNαN ◦Y e
′
βNγN
◦Y ∂j¯(Yγ1 ′γ¯1 · · ·YγN ′γ¯N )
=
∑
β,γ
Yγ1 ′γ¯1 · · ·YγN ′γ¯N eβ1α1◦Y · · · eβNαN ◦Y ∂j¯(e
′
β1γ1
◦Y · · · e′βNγN ◦Y )
+
∑
γ
δα,γ ∂j¯(Yγ1 ′γ¯1 · · ·YγN ′γ¯N ) (see (3.8))
=
∑
γ,j
Yγ1 ′γ¯1 · · ·YγN ′γ¯NYj ′j¯ B
γj
α1···αN
◦Y + ∂j¯
(
Yα1 ′γ¯1 · · ·YαN ′γ¯N
)
,
since
∂j¯(e
′
β1γ1
◦Y · · · e′βNγN ◦Y ) =
∑
j
Yj ′j¯∂j(e
′
β1γ1
· · · e′βNγN )◦Y ,
hence B satisfies (3.5). Therefore the difference
B˜γjα := C
γj
α +
∑
β
eβ1α1 · · · eβNαN∂j(e
′
β1γ1
· · · e′βNγN )
satisfies the transformation rule
∑
α¯
Yα1 ′α¯1 · · ·YαN ′α¯N B˜
∗γ¯j¯
α¯ =
∑
γ,j
Yγ1 ′γ¯1 · · ·YγN ′γ¯NYj ′j¯ B˜
γj
α1···αN
◦Y
which is homogeneous and therefore we can choose B˜ = 0.
3.5 Lemma. Because {ek ; k ≥ 0} and {e
′
k ; k ≥ 0} are dual basis we know that
δk,l = e
′
k·el =
∑
me
′
kmelm. It also implies that
∑
me
′
mkeml = δk,l.
253
Proof. Define Emk := emk = em·ek and E
′
lm = e
′
lm = e
′
l·em. Then
δk,l = e
′
k·el =
∑
m
e′kmelm = (E
′ET)kl ,
hence E ′ET = Id and thus E ′(ETE ′ − Id) = (E ′ET)E ′ − E ′ = E ′ − E ′ = 0. Therefore,
since E ′ is bijective, ETE ′ − Id = 0, that is ETE ′ = Id, which means
δl,k = (E
TE ′)lk =
∑
m
emle
′
mk ,
which is the assertion.
4 The entropy theorem
We start with the general system (2.1) in the special case N = 2∑
j≥0
∂yjTklj = gkl for k, l ≥ 0, gkl := fkl +
∑
β
CβklTβ (4.1)
by writing the multiindex α = (k, l) for k, l ≥ 0, and where all quantities are symmetric in
k and l. The system (4.1) has by definition covariant test functions, and this is satisfied
if T , f , and C satisfy the transformation rules which we have stated in (2.4), (2.8), and
(2.7). We shall consider a simple fluid which is defined by the following representation of
the tensor components Tklj for k, l, j ≥ 0
Tklj = ̺vkvlvj + Eklvj + Q˜klj , (4.2)
see 2.2, where also the properties of the mass density ̺ and the 4-velocity v are stated.
The terms in (4.2) are independent fron each other by assuming that with the “time
vector” e ∑
k≥0
ekEkl = 0 ,
∑
j≥0
ejQ˜klj = 0 . (4.3)
The usage of the time vector e says that the “time component” of E is zero and that
Q˜ has no “time derivative”. The system (4.1) therefore can be considered as the mass-
momentum-energymatrix system.
In 2.1 we have defined a reduced system of (4.1) via the covariant vector e. This
reduced system is the mass-momentum system∑
j≥0
∂yjTkj = gk for k ≥ 0 ,
Tkj :=
∑
l≥0
elTklj = ̺vkvj + Π˜kj , Π˜kj :=
∑
l≥0
elQ˜klj ,
gk :=
∑
l,j≥0
∂yjel · Tklj +
∑
l≥0
elgkl .
(4.4)
Similarly, defined as a reduction of (4.4) there is the mass equation∑
j≥0
∂yjTj = g ,
Tj :=
∑
k≥0
ekTkj = ̺vj + Jj , Jj :=
∑
k≥0
ekΠ˜kj ,
g :=
∑
k,j≥0
∂yjek · Tkj +
∑
k≥0
ekgk .
(4.5)
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Realize that we can also write
Tj =
∑
k,l≥0
ekelTklj , g =
∑
k,l,j≥0
∂yj (ekel) · Tklj +
∑
k,l≥0
ekelgkl ,
and that assumption (4.3) for Q˜ implies that J and Π˜ satisfy
∑
j≥0
ejJj = 0 ,
∑
j≥0
ejΠ˜kj = 0 for all k ≥ 0.
What is left from (4.1), after one has determined the reduced mass-momentum system
(4.4), is an equation ∑
j≥0
∂jT
E
klj = g
E
kl for k, l ≥ 0 , (4.6)
which is given in the next statement where the vector e0 satisfies
Ge′0 = −
1
c2
e0 , e = e
′
0 , (4.7)
see [3, Theorem 3.4].
4.1 Remaining system. If we define the in k and l symmetric terms by
TEklj := Tklj − e0kTlj − e0lTkj + e0ke0lTj ,
gEkl := gkl −
∑
j≥0
∂j(e0kTlj + e0lTkj) +
∑
j≥0
∂j(e0ke0lTj) .
then system (4.6) is fulfilled. For these system the reduction is zero.
Remark: There are also different representations for gEkl, see the proof.
Proof. We have∑
j≥0
∂jT
E
klj =
∑
j≥0
∂jTklj −
∑
j≥0
∂j(e0kTlj + e0lTkj) +
∑
j≥0
∂j(e0ke0lTj)
= gkl −
∑
j≥0
∂j(e0kTlj + e0lTkj) +
∑
j≥0
∂j(e0ke0lTj) = g
E
kl ,
so that (4.6) is satisfied. Now, since e = e′0 and e
′
0·e0 = 1 it follows∑
k≥0
e′0kT
E
klj =
( ∑
k≥0
e′0kTklj − Tlj
)
− e0l
( ∑
k≥0
e′0kTkj − Tj
)
= 0 ,
because by the above reduction∑
k≥0
e′0kTklj − Tlj = 0 ,
∑
k≥0
e′0kTkj − Tj = 0 .
If we now show that for any k ∑
l,j≥0
∂je
′
0l · T
R
klj +
∑
l≥0
e′0lg
R
kl (4.8)
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is equal to 0, it follows that the reduction of (4.6) vanishes. To prove this we write the
above identity for gE as
gEkl = gkl − e0lgk − e0kgl + e0ke0lg
−
∑
j≥0
∂je0l · Tkj −
∑
j≥0
∂je0k · Tlj +
∑
j≥0
∂j(e0ke0l) Tj .
Using this and the above identity for TEklj, making use of e
′
0·e0 = 1, we obtain for the
term in (4.8)∑
l,j≥0
∂je
′
0l · T
R
klj +
∑
l≥0
e′0lg
R
kl =
∑
l,j≥0
∂je
′
0l · Tklj +
∑
l≥0
e′0l(gkl − e0lgk)
−
∑
l,j≥0
e0k∂je
′
0lTlj −
∑
l≥0
e0ke
′
0l(gl − e0lg)
−
∑
l,j≥0
(∂je
′
0l · e0lTkj + ∂je0l · e
′
0lTkj)
+
∑
l,j≥0
(
∂je
′
0l · e0ke0lTj + e
′
0l∂j(e0ke0l)Tj
)
−
∑
l,j≥0
e′0l∂je0k · Tlj
=
( ∑
l,j≥0
∂je
′
0l · Tklj +
∑
l≥0
e′0lgkl − gk
)
− e0k
( ∑
l,j≥0
∂je
′
0lTlj +
∑
l≥0
e′0lgl − g
)
−∂j
(∑
l≥0
e′0le0l
)
· Tkj +
∑
l,j≥0
∂j(e
′
0le0ke0l) · Tj −
∑
l,j≥0
∂je0k · e
′
0lTlj
=
( ∑
l,j≥0
∂je
′
0l · Tklj +
∑
l≥0
e′0lgkl − gk
)
− e0k
( ∑
l,j≥0
∂je
′
0lTlj +
∑
l≥0
e′0lgl − g
)
+
∑
j≥0
∂je0k
(
Tj −
∑
l≥0
e′0lTlj
)
= 0 .
Hence the reduction of (4.6) vanishes.
This is a general lemma, that is, it holds without assumption (4.2). With this assump-
tion we perform in the next sections 5 and 6 the entropy principle to system (4.1) and
the outcome will be that the physical system we derive finally will consist of
• the reduced mass-momentum system (4.4),
• a trace of the remaining system, which will be the operation PTG−1 P.
Here the map P is defined in the following lemma and it is important that it depends
only on G and e.
4.2 Lemma.We define a linear projection P:R4 →W := {e}⊥ by
P = Id on W , P(Ge) = 0 . (4.9)
By this definition P depends only on G and e. It follows
P =
∑
i≥1
ei⊗e
′
i , also P
′ =
∑
i≥1
e′i⊗ei
if we define P′ := PT. Moreover,
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(1) the matrix PTG−1P is
PTG−1 P =
∑
i≥1
e′i⊗e
′
i .
(2) the matrix PGPT is
PGPT =
∑
i≥1
ei⊗ei .
Remark: In [3, Sec.5] we have defined Gsp = PGPT.
Proof. SinceW = span {ei ; i ≥ 1} we have by definition Pei = ei for i ≥ 1. And Pe0 = 0
since Ge′0 and e0 are proportional by (4.7). Since {e
′
k ; k ≥ 0} is the dual basis we conclude
P =
∑
i≥1
ei⊗e
′
i .
Since G−1 ei = e
′
i for i ≥ 1, see [3, Theorem 3.4], we obtain
PTG−1 P =
(∑
i≥1
e′i⊗ei
)
G−1
(∑
i≥1
ei⊗e
′
i
)
=
∑
i≥1
e′i⊗e
′
i ,
and
PGPT =
(∑
i≥1
ei⊗e
′
i
)
G
(∑
i≥1
e′i⊗ei
)
=
∑
i≥1
ei⊗ei
since the same reads Ge′i = ei for i ≥ 1.
4.3 Transformation formula of P. It holds
P◦Y DY = DY P∗ .
The matrix PTG−1 P is covariant, and PGPT is contravariant.
Proof. Consider the linear map (DY )−1 P◦Y DY . If a point z∗ ∈ W ∗ then the point
z◦Y := DY z∗ satisfies
(z·e)◦Y = (DY z
∗)·(e◦Y ) = z
∗
·(DY
T e◦Y ) = z∗·e
∗ = 0
that is z ∈W . Hence Pz = z and therefore
(DY )−1 P◦Y DY z∗ = (DY )−1 (Pz)◦Y = (DY )−1 z◦Y = z∗ .
Moreover, since e0◦Y = DY e
∗
0, it follows from Pe0 = 0
(DY )−1 P◦Y DY e∗0 = (DY )
−1 (Pe0)◦Y = 0 .
Since the linear map is determined by these two properties it follows (DY )−1 P◦Y DY = P∗.
The matrix PTG−1 P is covariant since
P∗TG∗−1 P∗ =P∗TDYTG−1◦YDY P∗
= (P◦YDY )TG−1◦Y P◦YDY =DYT (PTG−1 P)◦Y DY
and the matrix PGPT is contravariant since
(PGPT)◦Y = P◦YDYG∗DYT (P◦Y )T
= P◦YDYG∗ (P◦YDY )T = DY P∗G∗P∗TDYT
for every observer transformation Y .
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For the reduced mass-momentum equation we obtain
4.4 Theorem. If for (4.1) with (4.2), (4.3) the entropy principle is valid then
(1) the reduced mass equation becomes∑
j≥0
∂yjTj = g , Tj := ̺vj + Jj .
(2) the reduced mass-momentum system becomes for k ≥ 0∑
j≥0
∂yjTkj = gk , Tkj := ̺vkvj + vkJj +Πkj ,
Πkj = p (PGP
T)kj − Skj
The fluxes J, Π and S have the property∑
k≥0
ekΠkj = 0 ,
∑
k≥0
ekSkj = 0 ,∑
j≥0
ejJj = 0 ,
∑
j≥0
ejΠkj = 0 ,
∑
j≥0
ejSkj = 0 .
The right-hand sides g and gk are as in (4.5) and (4.4), we do not say more here about
these terms. The mass equation is, of course, contained in the mass-momentum system.
Proof. See section 6, here only this: The reduction (4.4) implies that
Tkj = ̺vkvj + Π˜kj , Π˜kj :=
∑
l≥0
e′0lQ˜klj ,
a definition which is also made in section 6, see (6.9). And the reduction (4.5) implies
that
Tj = ̺vj + Jj , Jj :=
∑
k≥0
e′0kΠ˜kj =
∑
k,l≥0
e′0ke
′
0lQ˜klj .
Now if one defines Πkj := Π˜kj − vkJj to have the correct formula in (2), see the formula
(6.11). And one derives∑
k≥0
e′0kΠkj =
∑
k≥0
e′0k(Π˜kj − vkJj) = Jj −
∑
k≥0
e′0kvkJj = 0 .
This proves the assertion, since also∑
k≥0
e′0k((PGP
T))kj =
∑
k¯,l¯≥0
Gk¯l¯
∑
k≥0
e′0kPkk¯Pjl¯ = 0 ,∑
j≥0
e′0j((PGP
T))kj =
∑
k¯,l¯≥0
Gk¯l¯
∑
j≥0
e′0jPkk¯Pjl¯ = 0
by the form of P in 4.2. That J and Π have no “time derivative”, that is,∑
j≥0
ejJj = 0 ,
∑
j≥0
ejΠkj = 0 ,
follows from (4.3) for Q˜klj.
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Now we perform a trace of the remaining system, namely we multiply by the matrix
PTG−1 P. This gives, since Pe0 = 0 and e
′
i·e0 = 0 for i ≥ 1,
(PTG−1 P)··
(
TEklj
)
k,l≥0
=
∑
i≥1
(e′i⊗e
′
i)··
(
TEklj
)
k,l≥0
=
∑
i≥1
(e′i⊗e
′
i)··(Tklj)k,l≥0 =
∑
i≥1
∑
k,l≥0
e′ike
′
ilTklj .
Therefore the multiplication of the remaining tensor TE with PTG−1 P is the same as
multiplying the original tensor T with the same matrix. We obtain
4.5 Theorem.Multiplying the system (4.1) by the matrix H := 1
2
PTG−1 P leads to the
differential equation
∑
j≥0
∂j
(
H··(Tklj)kl
)
= g , g :=
∑
k,l≥0
( ∑
j≥0
∂jHkl · Tklj +Hklgkl
)
.
If the assumption (4.2) holds, the “total energy 4-flux” is
H··(Tklj)kl =
(̺
2
v·(P
TG−1P)v + ε
)
vj + q˜j for j ≥ 0,
where in analogy to section 6 the “internal energy” ε is
ε :=
1
2
(PTG−1 P)··E =
1
2
G−1··E .
and the 4-flux q˜
q˜j = H··
(
Q˜klj
)
kl
=
1
2
∑
i≥1
∑
k,l≥0
e′ike
′
ilQ˜klj
with
∑
j≥0ej q˜j = 0, hence q˜ has no time derivative.
Proof. For a scalar test function ζ let ζkl := ζHkl consist of the test function for the
system (4.1). It follows from 4.3 that H is a covariant tensor, hence the test function is
allowed. Then
0 =
∑
k,l≥0
∫
R4
( ∑
j≥0
∂jζkl · Tklj + ζklgkl
)
=
∑
k,l≥0
∫
R4
( ∑
j≥0
∂j(ζHkl) · Tklj + ζHklgkl
)
=
∫
R4
(∑
j≥0
∂jζ ·
∑
k,l≥0
HklTklj
= H··(Tklj)kl
+ ζ
( ∑
j≥0
∂jHkl · Tklj +
∑
k,l≥0
Hklgkl
=: g
)
,
hence the new differential equation is
∑
j≥0
∂j(H··(Tklj)kl) = g , g =
∑
k,l≥0
( ∑
j≥0
∂jHkl · Tklj +Hklgkl
)
,
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where here we do not take care about g in detail. Instead we focus here on the 4-field(
H··(Tklj)kl
)
j≥0
. It is under the assumption (4.2)
H··(Tklj)kl =
(
̺H··(v⊗v) +H··E
)
vj +
∑
k,l≥0
HklQ˜klj ,
where, since e′0·v = 1 and G
−1 e0 = −c
2e′0,
2H··(v⊗v) = G
−1
··(Pv⊗Pv) = Pv·G
−1 Pv
= (v − e0)·G
−1 (v − e0) = v·G
−1 v − 2v·G
−1 e0 + e0·G
−1 e0
= v·G
−1 v + 2c2v·e
′
0 − c
2e0·e
′
0
= v·G
−1 v + c2 = v·(G
−1 + c2e⊗e)v ,
just to have a few representations of this term. Therefore one calls the following term the
“kinetic energy”
̺H··(v⊗v) =
̺
2
v·(P
TG−1 P)v =
̺
2
Pv·G
−1 Pv
and, since H = 1
2
∑
i≥1e
′
i⊗e
′
i by 4.2(1), the “internal energy”
ε := H··E =
1
2
(PTG−1 P)··E =
1
2
∑
i≥1
∑
k,l≥0
e′ike
′
ilEkl
=
1
2
G−1··(PEP
T) =
1
2
G−1··E ,
since assumption (4.2) implies PE = E. Finally for the 4-flux
q˜j :=
∑
k,l≥0
HklQ˜klj
=
1
2
∑
i≥1
∑
k,l≥0
(e′i⊗ei)klQ˜klj =
1
2
∑
i≥1
∑
k,l≥0
e′ike
′
ilQ˜klj .
For more about q˜ see the next statement.
For the following lemma we need some formulas from section 5.
4.6 Heat flux. The entropy principle implies that the 4-flux q˜ of the previous theorem
has the following representation
q˜j =
̺
2
v·(P
TG−1 P)v Jj +
∑
k¯,k≥0
vk¯(P
TG−1 P)k¯kΠkj + qj ,
where q is the “heat flux” occurring in the entropy production.
Proof. From the last theorem
q˜j :=
1
2
∑
i≥1
∑
k,l≥0
e′ike
′
ilQ˜klj =
1
2
∑
i≥1
Q˜′iij (by (5.6))
=
1
2
∑
i≥1
(
v′iv
′
iJj + 2Π
′
ijv
′
i +Q
′
iij
)
(by (5.8))
=
1
2
∑
i≥1
|v′i|
2Jj +
∑
i≥1
Π′ijv
′
i +
1
2
∑
i≥1
Q
iij
,
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where the heat flux is
q
j
:=
1
2
∑
i≥1
Q
iij
and, by the first equation in (5.6),∑
i≥1
|v′i|
2 =
∑
i≥1
∑
k,l≥0
e′ike
′
ilvkvl = v·(P
TG−1P)v .
To handle the middle term we derive from (6.10) for i ≥ 1∑
k≥0
e′ikΠkj =
∑
k≥0
e′ik
∑
i¯≥1
ei¯kΠ
′
i¯j =
∑
i¯≥1
( ∑
k≥0
e′ikei¯k
)
Π′i¯j = Π
′
ij
and therefore ∑
i≥1
Π′ijv
′
i =
∑
i≥1
( ∑
k≥0
e′ikΠkj
)( ∑¯
k≥0
e′ik¯vk¯
)
=
(∑
i≥1
e′i⊗e
′
i
)
··
(
Πkjvk¯
)
kk¯
=
∑
k¯,k≥0
vk¯(P
TG−1 P)k¯kΠkj .
Altogether the main theorem is the
4.7 Entropy theorem. Consider the system (4.1), (4.2), (4.3). The application of the
entropy principle
σ :=
∑
j≥0
∂jηj ≥ 0
leads to the “mass-momentum-energy system”. This system consists of the “mass-momentum
equation” in 4.4(2), and of the the “energy equation” in 4.5, which with 4.6 is
∑
j≥0
∂j
((̺
2
Pv·G
−1 Pv + ε
)
vj + q˜j
)
= g ,
q˜j =
̺
2
v·(P
TG−1 P)v Jj +
∑
k¯,k≥0
vk¯(P
TG−1 P)k¯kΠkj + qj .
Here the entropy and entropy 4-flux are
η := η̂(̺, ε) , η := ηv + η ′̺J+ η ′εq , η = e·η
and the entropy production is
0 ≤ σ =
∑
k,j≥0
(∑
i≥1
e′ik∂j(e
′
i·v)
)
Skj
+
∑
j≥0
∂j η̂ ′̺ · Jj +
∑
j≥0
∂j η̂ ′ε · qj + η̂ ′̺r
̺ + η̂ ′ε · r
e .
(4.10)
Proof. The proof of this theorem is contained in section 5 and 6. The splitting of the mass-
momentum-energymatrix equation into mass-momentum and energy equation is contained
in the statements 4.4 to 4.6.
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The pressure tensor Π is by 4.4(2)
Π = pPGPT − S
In the case of a gas Π = pPGPT and S = 0, therefore the first term of the entropy
production vanishes. For fluids the stress tensor S has to be chosen so that the entropy
production is non-negative. This term in the entropy production is
∑
k,j≥0
(∑
i≥1
e′ik∂j(e
′
i·v)
)
Skj
and we show in section 7 that in the classical limit it converges to the well known expression
∑
k,j≥1
∂xjvk · Skj ,
if S is given by a symmetric matrix S.
5 Evaluation of the Liu & Mu¨ller sum
In this section we consider the relativistic moments of up to second order, that is N = 2
in (2.1) and α = (k, l),
∑
j≥0
∂yjTklj − gkl = 0 for k, l ≥ 0, gkl := fkl +
∑
β∈{0,1,2,3}3
CβklTβ , (5.1)
where we have set n = 3 (the physical case). We consider fluid equations, therefore
Tklj = ̺vkvlvj + Eklvj + Q˜klj , (5.2)
∑
k≥0
ekEkl = 0 ,
∑
j≥0
ejQ˜klj = 0 . (5.3)
The first step in exploiting the entropy principle is to multiply the differential operators∑
j≥0∂yjTαj − gα by certain factors, which Liu & Mu¨ller call Lagrange multipliers (Λα)α,
see section 3, and then sum up these expressions to get
∑
α
Λα
( ∑
j≥0
∂jTαj − gα
)
.
Now we apply 3.3, that is, we replace these sum by an equivalent system of differential
operators
Lγ :=
∑
j≥0
∂jT
′
γj − r
′
γ , (5.4)
we obtain a new representation
∑
α
Λα
( ∑
j≥0
∂jTαj − gα
)
=
∑
γ
λγ
( ∑
j≥0
∂jT
′
γj − r
′
γ
)
=
∑
γ
λγLγ ,
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where the quantities of the new relation are defined by
T ′γj :=
∑
α
e′γ1α1e
′
γ2α2
Tαj , r
′
γ :=
∑
α
e′γ1α1e
′
γ2α2
fα ,
λγ =
∑
α
Λαeγ1α1eγ2α2 or Λα =
∑
γ
λγe
′
γ1α1
e′γ2α2 .
(5.5)
Now the differential operators Lγ have no Coriolis coefficients, therefore “fictitious forces”
do not appear in the entropy equation. The representation of T in (5.2) transforms by
(5.5) in the following identities for k, l ≥ 1 and j ≥ 0, if one uses the assumptions in (5.3),
T ′00j = ̺vj + Jj ,
T ′k0j = ̺v
′
kvj + Π˜
′
kj ,
T ′klj = (̺v
′
kv
′
l + E
′
kl)vj + Q˜
′
klj ,
where
v′k :=
∑¯
k≥0
e′kk¯vk¯ for k ≥ 1 ,
E ′kl :=
∑
k¯,l¯≥0
e′kk¯e
′
ll¯Ek¯l¯ for k, l ≥ 1 ,
Q˜′klj :=
∑
k¯,l¯≥0
e′kk¯e
′
ll¯Q˜k¯l¯j for k, l, j ≥ 0 ,
Π˜′kj := Q˜
′
k0j for k ≥ 1 , Jj := Q˜
′
00j .
(5.6)
In a second step we show that the system (5.1) is equivalent to the system given by
(L̺, (Lvk)k≥1 , (L
e
kl)k,l≥1) = 0, where
L00 = L
̺ ,
L0k = Lk0 = L
v
k + v
′
kL
̺ ,
Lkl = L
e
kl + v
′
kL
v
l + v
′
lL
v
k + v
′
kv
′
lL
̺
(5.7)
for k, l ≥ 1. These new operators are defined in the following theorem.
5.1 Theorem. Define for k, l ≥ 1
L̺ :=
∑
j≥0
∂j(̺vj + Jj)− r
̺ ,
Lvk := ̺
∑
j≥0
vj∂jv
′
k +
∑
j≥0
∂jΠ
′
kj +
∑
j≥0
Jj∂jv
′
k − r
v
k ,
Lekl :=
∑
j≥0
∂j(E
′
klvj) +
∑
j≥0
∂jQ
′
klj
+
∑
j≥0
(Π′lj∂jv
′
k +Π
′
kj∂jv
′
l)− r
e
kl .
Then the equations (5.7) are satisfied, if for k, l ≥ 1
Π˜′kj = v
′
kJj +Π
′
kj , Q˜
′
klj = v
′
kv
′
lJj +Π
′
ljv
′
k +Π
′
kjv
′
l +Q
′
klj
,
rvk := r
′
k0 − v
′
kr
̺ , rekl := r
′
kl − (v
′
kr
v
l + v
′
lr
v
k)− v
′
kv
′
lr
̺ ,
(5.8)
and of course r̺ := r′00.
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This follows by the same procedure as in the classical case.
Proof. That L00 = L
̺ is evident. For the velocity part
Lvk + v
′
kL
̺ = ̺
∑
j≥0
vj∂jv
′
k + v
′
k
∑
j≥0
∂j(̺vj + Jj) +
∑
j≥0
Jj∂jv
′
k
+
∑
j≥0
∂jΠ
′
kj − (r
v
k + v
′
kr
̺)
=
∑
j≥0
∂j
(
̺v′kvj + v
′
kJj +Π
′
kj
)
− (rvk + v
′
kr
̺) = L0k
if for k ≥ 1
Π˜kj = v
′
kJj +Π
′
kj , r
′
k0 = r
v
k + v
′
kr
̺ .
The energy part is
Lekl + v
′
kL
v
l + v
′
lL
v
k + v
′
kv
′
lL
̺
=
∑
j≥0
∂j(E
′
klvj) +
∑
j≥0
∂jQ
′
klj
+
∑
j≥0
(Π′lj∂jv
′
k +Π
′
kj∂jv
′
l)− r
e
kl
+̺
∑
j≥0
v′kvj∂jv
′
l +
∑
j≥0
v′k∂jΠ
′
lj +
∑
j≥0
v′kJj∂jv
′
l − v
′
kr
v
l
+̺
∑
j≥0
v′lvj∂jv
′
k +
∑
j≥0
v′l∂jΠ
′
kj +
∑
j≥0
v′lJj∂jv
′
k − v
′
lr
v
k
+v′kv
′
l
∑
j≥0
∂j(̺vj) + v
′
kv
′
l
∑
j≥0
Jj − v
′
kv
′
lr
̺
= ∂j(̺v
′
kv
′
lvj) + ∂j(E
′
klvj + v
′
kv
′
lJj +Π
′
ljv
′
k +Π
′
kjv
′
l +Q
′
klj
)
−(rekl + v
′
kr
v
l + v
′
lr
v
k + v
′
kv
′
lr
̺) = Lkl
if for k, l ≥ 1
Q˜′klj = v
′
kv
′
lJj +Π
′
ljv
′
k +Π
′
kjv
′
l +Q
′
klj
,
r′kl = r
e
kl + v
′
kr
v
l + v
′
lr
v
k + v
′
kv
′
lr
̺ .
Thus following the procedure of Liu & Mu¨ller we have for all functions
∑
α
Λα
( ∑
j≥0
∂yjTαj − gα
)
=
∑
γ
λγ
( ∑
j≥0
∂jT
′
γj − r
′
γ
)
=
∑
γ
λγLγ = λ00L00 +
∑
k≥1
2λk0Lk0 +
∑
k,l≥1
λklLkl
= λ00L
̺ +
∑
k≥1
2λk0(L
v
k + v
′
kL
̺)
+
∑
k,l≥1
λkl(L
e
kl + v
′
kL
v
l + v
′
lL
v
k + v
′
kv
′
lL
̺)
= λ̺L̺ +
∑
k≥1
λvkL
v
k +
∑
k,l≥1
λeklL
e
kl
264
where the new set of parameters is given by
λ̺ := λ00 + 2
∑
k≥1
v′kλk0 +
∑
k,l≥1
v′kv
′
lλkl ,
λvk := 2λk0 + 2
∑
l≥1
v′lλkl ,
λekl := λkl .
for k, l ≥ 1. Now we compute
λ̺L̺ +
∑
k≥1
λvkL
v
k +
∑
k,l≥1
λeklL
e
kl
= λ̺
(∑
j≥0
∂j(̺vj + Jj)− r
̺
)
+
∑
k≥1
λvk
(
̺
∑
j≥0
vj∂jv
′
k +
∑
j≥0
(∂jΠ
′
kj + Jj∂jv
′
k)− r
v
k
)
+
∑
k,l≥1
λekl
(∑
j≥0
((∂j(E
′
klvj) + ∂jQ
′
klj
) +
∑
j≥0
(Π′lj∂jv
′
k +Π
′
kj∂jv
′
l)− r
e
kl
)
= λ̺
∑
j≥0
∂j(̺vj) +
∑
k≥1
λvk̺
∑
j≥0
vj∂jv
′
k +
∑
k,l≥1
λekl
∑
j≥0
∂j(E
′
klvj)
+
∑
j≥0,k≥1
∂jv
′
k ·
(
λvkJj + 2
∑
l≥1
λeklΠ
′
lj
)
+
∑
j≥0
λ̺∂jJj +
∑
j≥0,k≥1
λvk∂jΠ
′
kj +
∑
j≥0,k,l≥1
λekl∂jQ
′
klj
−λ̺r̺ −
∑
k≥1
λvkr
v
k −
∑
k,l≥1
λeklr
e
kl ,
where for the first line on the right-hand side we prove
5.2 Lemma.We can write for every function h∑
j≥0
∂j(hvj) =
∑
j≥0
vj∂jh+
∑
j≥0,k≥0
∂jv
′
k · (hekj)
Basic expression: For each k ≥ 0 we have the following equality div ek = 0. This is true
since the situation is connected to the standard one.
Proof. It is for every function h∑
j≥0
∂j(hvj) =
∑
j≥0
vj∂jh + h
∑
j≥0
∂jvj . (5.9)
Now since by (5.6)
v =
∑
k≥0
v′kek , v
′
k = e
′
k·v ,
we get ∑
j≥0
∂jvj = div v = div
( ∑
k≥0
v′kek
)
=
∑
j≥0,k≥0
∂j(v
′
kekj)
=
∑
j≥0,k≥0
∂jv
′
k · ekj +
∑
k≥0
v′k
∑
j≥0
∂jekj =
∑
j≥0,k≥0
∂jv
′
k · ekj ,
since as we show now div ek = 0.
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Proof of basic expression. This follows since ek◦Y = DY e
∗
k, that is ek is a contravariant
vector, and therefore ( div ek)◦Y = div e
∗
k. Since the situation is connected to the standard
one we can choose Y such that e∗k = ek = const.
From 5.2, with h equals ̺ and E ′
k¯l¯
, we obtain for the first line on the right-hand side
of our expression
λ̺
∑
j≥0
∂j(̺vj) +
∑
k≥1
λvk̺
∑
j≥0
vj∂jv
′
k +
∑
k¯,l¯≥1
λek¯l¯
∑
j≥0
∂j(E
′
k¯l¯vj)
= λ̺
∑
j≥0
vj∂j̺+
∑
k≥1
λvk̺
∑
j≥0
vj∂jv
′
k +
∑
k¯,l¯≥1
λek¯l¯
∑
j≥0
vj∂jE
′
k¯l¯
+
∑
j≥0,k≥0
∂jv
′
k ·
(
λ̺̺+
∑
k¯,l¯≥1
λe
k¯l¯
E ′
k¯l¯
)
ekj .
Now we can write the first three terms on the right-hand side as a derivative of a function
η, which is later the entropy, if we let
η = η˜
(
̺, (v′k)k≥1 , (E
′
kl)k,l≥1
)
,
λ̺ := η˜ ′̺ , λ
v
k :=
1
̺
η˜ ′v′
k
, λekl := η˜ ′E′kl ,
(5.10)
since then by the chain rule
∑
j≥0
vj∂jη = η˜ ′̺
∑
j≥0
vj∂j̺+
∑
k≥1
η˜ ′v′
k
∑
j≥0
vj∂jv
′
k +
∑
k¯,l¯≥1
η˜ ′E′
k¯l¯
∑
j≥0
vj∂jE
′
k¯l¯
= λ̺
∑
j≥0
vj∂j̺+
∑
k≥1
λvk̺
∑
j≥0
vj∂jv
′
k +
∑
k¯,l¯≥1
λe
k¯l¯
∑
j≥0
vj∂jE
′
k¯l¯
,
which are the first three terms on the right-hand side. And it follows also from 5.2, with
h equals η, ∑
j≥0
vj∂jη =
∑
j≥0
∂j(ηvj)−
∑
j≥0,k≥0
∂jv
′
k · (ηekj) .
Altogether we infer that
∑
α
Λα
( ∑
j≥0
∂jTαj − gα
)
=
∑
γ
λγ
( ∑
j≥0
∂jT
′
γj − r
′
γ
)
= λ̺L̺ +
∑
k≥1
λvkL
v
k +
∑
k,l≥1
λeklL
e
kl
=
∑
j≥0
∂j(ηvj)
+
∑
j≥0,k≥1
∂jv
′
k
((
λ̺̺+
∑
k¯,l¯≥1
λek¯l¯E
′
k¯l¯ − η
)
ekj + λ
v
kJj + 2
∑
l≥1
λeklΠ
′
lj
)
+
∑
j≥0
λ̺∂jJj +
∑
j≥0,k≥1
λvk∂jΠ
′
kj +
∑
j≥0,k,l≥1
λekl∂jQ
′
klj
−λ̺r̺ −
∑
k≥1
λvkr
v
k −
∑
k,l≥1
λeklr
e
kl
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=
∑
j≥0
∂j
(
ηvj + λ
̺Jj +
∑
k≥1
λvkΠ
′
kj +
∑
k,l≥1
λeklQ
′
klj
)
+
∑
j≥0,k≥1
∂jv
′
k
((
λ̺̺+
∑
k¯,l¯≥1
λek¯l¯E
′
k¯l¯ − η
)
ekj + λ
v
kJj + 2
∑
l≥1
λeklΠ
′
lj
)
−
∑
j≥0
∂jλ
̺ · Jj −
∑
j≥0,k≥1
∂jλ
v
k · Π
′
kj −
∑
j≥0,k,l≥1
∂jλ
e
kl ·Q
′
klj
−λ̺r̺ −
∑
k≥1
λvkr
v
k −
∑
k,l≥1
λeklr
e
kl
=
∑
j≥0
∂jηj − σ ,
if for j ≥ 0
η = η˜
(
̺, (v′k)k≥1 , (E
′
kl)k,l≥1
)
,
η
j
:= ηvj + λ
̺Jj +
∑
k≥1
λvkΠ
′
kj +
∑
k,l≥1
λeklQ
′
klj
, (5.11)
and
σ :=
−
∑
j≥0,k≥1
∂jv
′
k
((
λ̺̺+
∑
k¯,l¯≥1
λe
k¯l¯
E ′
k¯l¯
− η
)
ekj + λ
v
kJj + 2
∑
l≥1
λeklΠ
′
lj
)
+
∑
j≥0
∂jλ
̺ · Jj +
∑
j≥0,k≥1
∂jλ
v
k · Π
′
kj +
∑
j≥0,k,l≥1
∂jλ
e
kl ·Q
′
klj
+λ̺r̺ +
∑
k≥1
λvkr
v
k +
∑
k,l≥1
λeklr
e
kl .
(5.12)
Therefore for solutions of (5.1)∑
j≥0
∂jηj − σ =
∑
α
Λα
( ∑
j≥0
∂jTαj − gα
)
= 0 ,
if the entropy quantities are given as in (5.11) and if σ consists of the quantities in (5.12).
For consequences see the next section.
6 Entropy as objective scalar
Here we deal with system (5.1) and the assumption (5.2) and (5.3). In this situation we
have derived in the previous section, that for solutions of (5.1)∑
j≥0
∂jηj = σ (6.1)
where the entropy 4-flux η satisfies (5.11) and the entropy production σ satisfies (5.12).
And the entropy principle σ ≥ 0 is required. It is also a postulate of the entropy principle
that the equation (6.1) has to be a scalar differential equation, which is satisfied if η is
a contravariant vector and σ an objective scalar. Now, the first term on the right-hand
side of η in (5.11) is ηv where v is a contravariant vector, therefore, if η is an objective
scalar this term is a contravariant vector. Remember that in (5.11) we have made a
constitutive relation for η depending on ̺, v′k = e
′
k·v and E
′
kl. These quantities are all
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objective scalars, but they depend on single basis vectors e′i for i ≥ 1. This would be a
non-isotropic behaviour if η depends really on one of these vectors. Such a dependence one
would not allow for a simple fluid. Therefore we come to the conclusion that η depends
only on ̺ and the trace of E ′, that is
ε :=
1
2
∑
k≥1
E ′kk =
1
2
∑
i≥1
∑
k¯,l¯≥0
e′ik¯e
′
il¯Ek¯l¯ =
1
2
(∑
i≥1
e′i⊗e
′
i
)
··E ,
which is the “internal energy” and which of course is an objective scalar as the sum of
the objective scalars E ′kk. It has been proved in 4.2 that ε is depending on E = (Ekl)k,l≥0,
the energy matrix in definition (5.2), and apart from this only on G and e, that is
ε =
1
2
(∑
i≥1
e′i⊗e
′
i
)
··E =
1
2
(PTG−1 P)··E =
1
2
G−1··E , (6.2)
where the last equality holds by assumption (5.3) on E. Thus, if the entropy η depends
only on ̺ and ε, then η is an allowed objective scalar. Therefore we assume
η = η̂(̺, ε) . (6.3)
Consequently we have for the function η˜ in (5.11)
η˜
(
̺, (v′k)k≥1 , (E
′
kl)k,l≥1
)
= η = η̂
(
̺,
1
2
∑
k≥1
E ′kk
)
,
and it follows from (5.10) that
λ̺ = η˜ ′̺ = η̂ ′̺ , λ
v
k =
1
̺
η˜ ′v′
k
= 0 ,
λekl = η˜ ′E′kl =
λe
2
δk,l , λ
e := η̂ ′ε .
With these identities and
q
j
:=
1
2
∑
k≥1
Q′
kkj
, re :=
1
2
∑
k≥1
rekk
the formula (5.11) for the entropy equation becomes
η
j
= ηvj + η̂ ′̺ Jj + η̂ ′εqj , e·η = η , (6.4)
where the last equation follows from the assumption on Q˜ in (5.3). Besides this the
entropy production (5.12) becomes
σ = −
∑
j≥0,k≥1
∂jv
′
k
((
η̂ ′̺̺+ η̂ ′εε− η
)
ekj + η̂ ′εΠ
′
kj
)
+
∑
j≥0
∂j η̂ ′̺ · Jj +
∑
j≥0
∂j η̂ ′ε · qj
+η̂ ′̺r
̺ + η̂ ′ε · r
e .
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To proceed further let us assume that, in analogy to the classical case,
1
θ
:= η̂ε(̺, ε) > 0 ,
µ
θ
:= η̺̂(̺, ε) . (6.5)
Here θ is the “absolute temperature” and µ the “chemical potential”. We define the
preliminary version
(
S ′kj
)
j≥0,k≥1
of the stress tensor by
S ′kj := θ
((
η − η̂ ′̺̺− η̂ ′εε
)
ekj − η̂ ′εΠ
′
kj
)
=
(
θη − µ̺− ε
)
ekj − Π
′
kj
for k ≥ 1, so that one gets for the entropy production the final version
0 ≤ σ = η̂ ′ε
∑
j≥0,k≥1
∂jv
′
kS
′
kj +
∑
j≥0
∂j η̂ ′̺ · Jj +
∑
j≥0
∂j η̂ ′ε · qj
+η̂ ′̺r
̺ + η̂ ′ε · r
e
(6.6)
where σ ≥ 0 by the entropy principle. If we now define the “pressure” p by
p := θη − µ̺− ε , (6.7)
which is Gibbs relation, the above definition takes the common form
Π′kj = p ekj − S
′
kj for k ≥ 1 (6.8)
We have to write this in terms of the reduced mass-momentum system (4.4)∑
j≥0
∂yjTkj = gk for k ≥ 0 ,
Tkj :=
∑
l≥0
elTklj = ̺vkvj + Π˜kj , Π˜kj :=
∑
l≥0
elQ˜klj .
(6.9)
Now, by (5.6), for k ≥ 0
Q˜′k0j =
∑
k¯,l¯≥0
e′
kk¯
e′
0l¯
Q˜k¯l¯j =
∑¯
k≥0
e′
kk¯
Π˜k¯j
or, by renaming k as k¯ and vice versa,
Q˜′
k¯0j
=
∑
k≥0
e′
k¯k
Π˜kj
hence for k ≥ 0, making use of 3.5,
Π˜kj =
∑
k¯≥0
ek¯kQ˜
′
k¯0j = e0kJj +
∑
i≥1
eikΠ˜
′
ij (using (5.6))
= e0kJj +
∑
i≥1
eik(v
′
iJj +Π
′
ij) (using (5.8))
=
(
e0k +
∑
i≥1
eikv
′
i
)
Jj +
∑
i≥1
eikΠ
′
ij = vkJj +
∑
i≥1
eikΠ
′
ij .
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Therefore, if we define for k ≥ 0 the “pressure tensor” and the “stress tensor” by
Πkj :=
∑
i≥1
eikΠ
′
ij and Skj :=
∑
i≥1
eikS
′
ij , (6.10)
we have shown
Π˜kj = vkJj +Πkj for k ≥ 0, (6.11)
and the identity (6.8) becomes
Πkj :=
∑
i≥1
eikΠ
′
ij =
∑
i≥1
eik
(
p eij − S
′
ij
)
= p
∑
i≥1
eikeij − Skj = p (PGP
T)kj − Skj (using 4.2(2)) ,
that is, the well known formula
Π = pPGPT − S . (6.12)
This shows 4.4(2), and therefore the statements about the reduced mass-momentum
system are proved. We come back to the entropy production σ in (6.6), which is not so
final since it contains the term∑
j≥0,k≥1
∂jv
′
kS
′
kj =
∑
j≥0
(∑
i≥1
∂jv
′
iS
′
ij
)
depending on S ′ =
(
S ′ij
)
i≥1,j≥0
and not on the stress tensor S =
(
Skj
)
k,j≥0
. Now, we get
from the definition (6.10)∑
k≥0
e′ikSkj =
∑
i¯≥1
∑
k≥0
e′ikei¯kS
′
i¯j =
∑
i¯≥1
δi,¯iS
′
i¯j = S
′
ij
and thus ∑
j≥0
(∑
i≥1
∂jv
′
iS
′
ij
)
=
∑
k,j≥0
(∑
i≥1
e′ik∂jv
′
i
)
Skj
=
∑
k,j≥0
(∑
i≥1
e′ik∂j(e
′
i·v)
)
Skj .
(6.13)
That this is the generalization of the term in the classical case is shown in the next session.
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7 Constitutive equation for fluids
We deal with the term (6.13) for the stress tensor S =
(
Skj
)
k,j≥0∑
k,j≥0
(∑
i≥1
e′ik∂j(e
′
i·v)
)
Skj . (7.1)
which is part of the entropy inequality σ ≥ 0 in 4.7. We show that this expression
converges as c→∞ to the well known term of the Navier-Stokes limit. By this limit we
mean that e′k → e
′
k and ek → ek as c→∞, where the limit basis are given as usual:
7.1 Limit basis.We obtain in the standard case the limits
e′0 =
[
1
0
]
, e0 =
[
1
V
]
, ei =
[
0
Qei
]
, e′i =
[
−V·Qei
Qei
]
for i ≥ 1
where DxV is antisymmetric and Q depends only on t.
Proof. We consider the standard case, that is, we assume that |e′0| = 1. Then
e = e′0 → e = e
′
0 =
[
1
0
]
with W = {e′0}
⊥
→{e′0}
⊥
=:W ,
which implies, since e′0·e0 = 1, that
e0 → e0 =
[
1
V
]
=: V
which is the definition of the vector V. The elements {ei ; i ≥ 1} are an orthonormal set
of W , that is
ei =
[
0
Qei
]
for i ≥ 1
which is the definition of the orthonormal matrix Q. Then the representation of the
elements e′i follow easily. Now with Y being a Newton transformation, Q satisfies the
transformation rule[
0
Q◦Y ei
]
= ei◦Y = DY e
∗
i =
[
1 0
X˙ Q
] [
0
Q∗ei
]
=
[
0
QQ∗ei
]
that is Q◦Y = QQ∗. Hence if Q∗ is the Identity for at least one ∗-observer, then Q◦Y is a
function of t∗ only and so Q is independent of x. Similarly, V satifies the transformation
rule [
1
V◦Y
]
= e0◦Y = DY e
∗
0 =
[
1 0
X˙ Q
] [
1
V∗
]
=
[
1
X˙ +QV∗
]
that is V◦Y = X˙ +QV∗, and therefore∑
j≥1
Qjj(∂xjVi)◦Y = ∂x∗
j
(Vi◦Y ) = Q˙ij +
∑
i≥1
Qii∂x∗
j
V∗
i
,
hence
(∂xjVi)◦Y = (Q˙Q
T)ij +
∑
i,j≥1
QiiQjj∂x∗
j
V∗
i
.
It follows that if V∗ is zero for at least one ∗-observer, then
(
∂xjVi
)
ij
is antisymmetric.
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Since ∑
k≥0
e′0kSkj = 0 ,
∑
j≥0
e′0jSkj = 0 ,
we have also in the classical limit
0 =
∑
k≥0
e′0kSkj = S0j , 0 =
∑
j≥0
e′0jSkj = Sk0 ,
therefore
S =
[
0 0
0 S
]
.
Having this in mind we compute, since v = (1, v) and[
−V·Qei
Qei
]
·v = (v −V)·Qei =
(
QT (v −V)
)
i
,
and since Q depends only on t,∑
k,j≥0
(∑
i≥1
e′ik∂j(e
′
i·v)
)
Skj −→
∑
k,j≥0
(∑
i≥1
e′ik∂j(e
′
i·v)
)
Skj
=
(∑
i≥1
[
−V·Qei
Qei
]
⊗∇
([
−V·Qei
Qei
]
·v
))
··S
=
(∑
i≥1
[
−V·Qei
Qei
]
⊗∇
((
QT (v −V)
)
i
))
··S
=
(∑
i≥1
(Qei)⊗∇
((
QT (v −V)
)
i
))
··S
=
∑
k,j≥1
∑
i≥1
(Qei)k∂xj
((
QT (v −V)
)
i
Skj
=
∑
k,j≥1
∑
i≥1
Qki∂xj
(∑
l≥1
Qli(v −V)l
)
Skj
=
∑
k,j≥1
∑
l≥1
(∑
i≥1
QkiQli
)
∂xj (v −V)l · Skj =
∑
k,j≥1
∂xj (v −V)k · Skj
=
∑
k,j≥1
(
∂xjvk − ∂xjVk
)
Skj =
∑
k,j≥1
∂xjvk · Skj ,
if S is symmetric. This is true since
(
∂xjVk
)
jk
is antisymmetric.
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