The testing problem on the first-order autoregressive parameter in finite sample case is considered. The innovations are distributed according to the exponential distribution. The aim of this paper is to study how much the size of this test changes when, at some time k, an innovation outlier contaminant occurs. We show that the test is rather sensitive to these changes.
Introduction
Consider the following autoregressive model (1) Y t = ρY t−1 + ε t t = . . . , −1, 0, 1, . . .
where the ε t 's are iid and distributed according to exponential distribution, i.e., the density of ε t is f εt (x) = e −y , y > 0.
This model is useful for modelling a wide range of phenomena which do not allow negative values (see, for example, Gaver and Levis, 1980 ).
Many authors have studied this model. Bell and Smith (1986) studied the estimating and testing problem on the parameter ρ. Turkman (1990) proposed a bayesian estimator of ρ for the same model. Now, suppose that we observe the model (2) X t = ρX t−1 + ε t + δ δ t,k 0 < k ≤ n n fixed where
instead of (1). δ is a known magnitude of contamination of model (1) which occurs at t = k. This process, called innovation oultier (IO) model, has been proposed for the first time by Fox (1972) .
Assume that all what we observe is the segment of observations (3) x 0 , x 1 , x 2 , . . . , x n n fixed and X 0 = Y 0 is distributed according to an exponential distribution of parameter 1 − ρ. When δ = 0, the process (X t ) is mean stationary. This is not true for δ = 0. We want to test Note that, in our problem, the value of the parameter ρ is known. It takes the value ρ 0 under H 0 or another one ρ 1 > ρ 0 under H 1 . Then, in the original model (δ = 0), Bell and Smith (1986, p. 2274) proposed the following statistic
and showed that, under H 0 , T (ρ) is distributed as a chi-square (χ 2 ) with 2n degrees of freedom. Also, in their paper, the authors used the KolmogorovSmirnov statistic to obtain confidence intervals for ρ. However, assessing goodness of this statistic is rather difficult and then improving the criteria is needed. In this paper, we propose to study the effect of the given contaminant δ on the size of test (4) when the observations are provided by model
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(2) instead of model (1) . Only the finite sample case is considered. A similar problem has been studied in ANOVA and Student t test in iid case (see, for example, Berkoun et al., 1996) .
The size of the test
Given a sample X 1 , X 2 , . . . , X n from model (2), the hypothesis H 0 is tested at a significance level α. If the statistic T (ρ) of Bell and Smith (1986) is used, we can find an appropriate critical value c such that the hypothesis is
Our aim is to find how much the size of the test changes if we observe the segment x 0 , x 1 , . . . , x n instead of y 0 , y 1 , . . . , y n . When we observe segment (3) from model (2), the statistic T (ρ) is rewritten as follows:
The relation between (X t ) and (Y t ) is as follows
Assume that 0 < k < n. Then, when we observe (2) for a given δ, the statistic T (ρ) becomes
Note that the statistic T * (ρ) is independent of the position k. Hence, the test is not influenced by the position of the contaminant. Also, we know that (Saporta, 1990 , p. 474)
The size s(δ) of the test is equal to 14 H. Fellag
when H 0 is true (ρ = ρ 0 ), the above formula has sense if only if
Hence, in the following, we assume that The study of the function s(δ) allows us to say that:
(i) The function s(δ) is non-decreasing.
(ii) The size vanishes when δ grows to −∞.
(iii) The maximal size is obtained when δ = c/2, i.e. α max = s(c/2) = 1.
Numerical study
In what follows, we propose to make a numerical study of the effect of a contaminant δ on the size of the test. To get an idea of how much this contaminant increases the size of the test, some numerical results are given in Table 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The analysis of these results shows that, for a given n and α, there is a probability that we accept H 0 under model (1) and reject it under model (2). For a given α, and a given n, the probability to accept H 0 under (1) and reject H 0 under (2) is
Hence,
In what follows, we present some exact values of p(c, δ). Table 2 . Exact values of P H 0 (T (ρ) < c and T * (ρ) > c).
For example, we remark that, if n = 3 and δ = 5, the probability that the acceptation of H 0 will change to its rejection is very high ( 0.8).
Application
Simulated values of the probability p(c, δ) according to the situation given by Table 2 are given in the following: Table 3 . Simulated values of p(c, δ), 10000 repetitions.
First, note that these simulation results are very similar to exact values of p(c, δ) given in Table 2 which should be read as follows: for δ = 5 and n = 20, if we repeat 10000 times a segment of process (2), the decision of acceptation of H 0 will change to rejection of the same hypothesis in 19. The first line of the table is a segment of 10 observations of the process (Y t ) (without contamination). Here, the constant c is equal to 31.41 and t(ρ) = 25.174. Then, the hypothesis H 0 is accepted. The second line contains observations obtained when the same segment is contaminated at t = 5 with δ = 5. The value of t * (ρ) = 35.174. This leads to rejection of H 0 .
Simulation power study
In what follows, we propose to study the effect of an innovation outlier on the power of the test for a given δ and a given significance level α. The basic method is simulation procedure. To illustrate numerically this effect, Table 5 We can remark that, for all values of n, -when ρ 0 = 0.4, we obatin exactly the size of the testand -when ρ 0 = 0.4 and δ = 0, we find ourselves in the original model. Then, we obtain exactly the significance level 0.05 since ρ = 0.4 is the true value used in these simulations. Also, for a given ρ 0 , when δ grows, the power increases. If ρ 0 is close to zero, the power can reach quickly the maximal value one. But, if ρ 0 is close to one, the power is zero except for very small samples. Then, one can say that, in the presence of a single innovation outlier, the size and the power of the test change.
Conclusions
The contaminant δ can increase the size of the test up to 1 (when δ approaches cδ/2) and can decrease this size down to 0 (when δ tends to −∞). Also, the power of the test is influenced by this contaminant. Then, one can affirm that the statistic used in this test is sensitive to changes of the magnitude of innovations. This makes the criterion test rather useless and a robust statistic is needed. For further investigations, one can generalize the problem by considering innovations distributed according to exponential distribution with unknown parameter θ which should be estimated. In this case, it would be interesting to make adaptive procedures for estimation of the parameters and then testing the hypothesis H 0 : ρ = ρ 0 . On the other hand, if a detection procedure allows us to decide that there is a contaminant at a position t 0 , the problem is to estimate the magnitude δ of this contaminant.
