Abstract. Let n, u ≥ 0, M be a (n+u) × n matrices over Z p , and G be a finite abelian pgroup group. We find that the probability that the cokernel of M is isomorphic to Z u p ⊕ G as n goes to infinity is exactly what is expected from Cohen-Lenstra heuristics for the classical case when u is negative.
Outline of the paper
The goal of this paper is to prove the following theorem: Theorem 1.1. Let n, u ≥ 0, M be a randomly chosen (n+u) × n matrix over Z p , and G be a finite abelian p-group. Then
Notation: For the rest of this paper, let n, u ≥ 0, M be a randomly chosen (n+u) × n matrix over Z p , and G be a finite abelian p-group group. Also, let µ be the standard Haar measure on the set of (n+u) × n matrices over Z p such that µ({(n+u) × n matrices over Z p }) = 1.
We prove Theorem 1.1 using the following lemmas: Lemma 1.2. For any (n + u) × n matrix M over Z p , the probability that M has rank n is 1.
Lemma 1.3.
If M is a random (n + u) × n over Z p , then
Note that from Lemma 1.2, the probability that M has cokernel isomorphic to Z u p ⊕T for some abelian p-group T is 1, so what the lemma really meant to say is lim n→∞ E µ (#Sur (Z
Similarly as in Lemma 1.3, what Lemma 1.4 meant is lim n→∞ E µ (#Sur (T, G)) = |G| u .
Proofs
Proof of Lemma 1.2. An alternate, more combinatorial, proof of this lemma is presented in the appendix in A.1. Here, we present a much nicer proof.
An (n + u) × n matrix has rank n if and only if it it has an n × n submatrix with rank n, so it is suffucient to show that the probability that an n × n matrix has rank n is 1. Claim 1.2.1: Fix a polynomial f in Z p over n variables. The probability of picking a random point (a 1 , ..., a n ) in (Z p ) n so that f vanishes at (a 1 , ..., a n ) is 0.
Proof of Claim 1.2.1 by induction: If n is 1, this is clear because the polynomial has finitely many roots.
Assume this is true for n -1 variables, and let f be a polynomial in n variables over Z p . At any given given point in (a 1 , ..., a n ) ∈ (Z p ) n , consider g(x n ) := f (a 1 , ..., a n−1 , x n ) as a polynomial in the one variable x n . The coefficients of g(x n ) are polynomials in n -1 variables, so by induction, the probability of picking a random point (a 1 , ..., a n ) in (Z p ) n so that all of the coefficients of the corresponding polynomial g(x n ) are 0 is 0. Thus, the probability that g(x n ) is a non-trivial polynomial is 1, so as in the 1 variable case, the probability that g(a n ) = f (a 1 , .., a n ) = 0 is 0. This completes the proof of Claim 1.2.1.
An n × n matrix has rank n if and only if its determinant is 0, and the determinant of an n × n matrix is a fixed polynomial in n 2 variables evaluated at a random point in (Z p ) n 2 . Thus, by Claim 1.2.1, the probability that an n × n matrix has rank n is 0.
Proof of Lemma 1.3. Let M be a random (n + u) × n matrix over Z p . We have
The last equality follows because ker φ has index |G| in Z n+u p , so the probability that any of the basis element maps into ker φ is |G| −1 . M is determined by where the n basis elements are mapped to, so the probability that im M ⊆ ker φ is |G| −n .
Therefore, we have
The second last equality follows because as n → ∞, #Hom (Z This completes the proof of lemma 1.3.
Proof of Lemma 1.4.
As in the note beneath the statement of Lemma 1.3, let Z u p ⊕ T be the cokernel of an (n + u) × n matrix. We have
We prove Lemma 1.4 by inducting on the order of |G|.
If G is the trivial group, then it is clear that
We proceed with the induction, and assume that the hypothesis is true for any group of order less than |G|.
where the second equality follows by Lemma 1.3 and by the induction hypothesis. To show the second equality, we may define an isomorphism φ 2 from G toĜ: For a cyclic group G 0 with generator α 0 , we map α 0 to the character α 0 → e 2πi |G| ). Then for a general finite abelian group G, we decompose G into a product of cyclic groups and extend the map the natural way by taking the product of the maps on the cyclic groups. It is easy to check that φ 2 is a well-defined isomorphism, so the second equality follows.
To show the first equality, we define a bijective map of sets φ 1 mapping a subgroup of G of order n to a subgroup ofĜ of index n. Let H ⊥ := {χ ∈Ĝ | χ(h) = 1 for all h ∈ H}, and we define φ 1 by φ 1 (H) = H ⊥ . By the universal property of quotients, given a character χ ∈Ĝ, H is contained n the kernel of χ if and only if there exists a homomorphismχ : G /H → C such that χ(g) =χ(ḡ) for all g ∈ G. Thus, every χ ∈ H ⊥ corresponds to a characterχ ∈ G /H by reduction mod H, and so H ⊥ ∼ = G /H. As in the previous paragraph, G /H ∼ = G /H, and it is easy to check that H ⊥ is a subgroup ofĜ, so H ⊥ is a subgroup ofĜ of index n. Thus φ 1 is well-defined and is injective.
It remains to check that φ 2 is a bijection: By definition of (
The proof of Claim 1.4.1 is complete.
Therefore,
This completes the proof of Lemma 1.4, and we can finally prove our main theorem. 
Then for every H A, the limit lim n→∞ P(X n ⊗ Z /aZ ∼ = H) exists, and for all G ∈ A we have
Suppose Y n is a sequence of random variables taking values in finitely generated abelian groups such that for every G ∈ A, we have
Then, we have that for every
Pick random finite p-groups Y n with probability
and denote the expectation values with respect to this probability measure E Y .
By Theorem 3.20 in [Majumder] ,
so this is a well-defined probability distribution.
We apply the following theorem, also due to Wood, to get
Let Y be a random p-group chosen with probability
Then for every finite abelian group G with exponent dividing a, we have
Let a = p|G|, and we apply Theorem 2.1 to get
and so
This completes the proof of Theorem 1.1. Similarly, we may get the following corollary for a matrix over Z:
Corollary 2.3. Let n, u ≥ 0, M be a randomly chosen (n+u) × n matrix over Z, G be a finite abelian group, and P be the set of primes dividing |G|. Then
3. Appendix
A.1 Alternative proof of Lemma 1.2.
We prove Lemma 1.2 by showing the following:
1. The rank of M is equal to n if and only if ∃ e > 0 such that (p e Z) n ⊂ im M. To be precise, what is meant by (p e Z) n ⊂ im M in the rest of this proof is whether there exists an embedding of (p e Z) n into im M.
Then by Nakayama's lemma, for all e ≥ 0, e ′ > e, P (rank M = n) ≥ P (
2. If e ′ > e > 0, P (
, which goes to 0 as e goes to infinity.
Step 1: We show that the rank of M is equal to n ⇐⇒ ∃ e > 0 such that (p e Z) n ⊂ im M.
(=⇒) rank M = n ⇐⇒ ∃ an n × n matrix of minor with nonvanishing determinant ⇐⇒ im M is minimallly generated by
Let e = max 1≤i,j≤n { ord P (v ij ) }. Then im M is minimallly generated by {v i } n i=1 ⇐⇒ (p e Z p ) n ⊂ im M (⇐=) Let e i be the standard i th basis vector. We may assume that there exists e > 0 such that p e e i ∈ im M for all i satisfying 1 ≤ i ≤ n. Then for all i, there exist v 1 , ..., v n ∈ Z n p such that Mv i = p e e i . Then M(p −e v i ) = e i for all i (if we extend the action of M to Q n p ), so there exists an n×n matrix of minors of M such that det M = 0. It follows that the rank M is n. ♣
Step 2: We finish the proof by showing that if e ′ > e > 0, then (1 − p −i ), which goes to 0 as e goes to ∞.
Therefore, for all e ≥ 0, e ′ > e,
