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Abstract: Necessary and sufficient conditions for a measure to be an ex-
treme point of the set of measures (on an abstract measurable space) with
prescribed generalized moments are given, as well as an application to ex-
tremal problems over such moment sets; these conditions are expressed in
terms of atomic partitions of the measurable space. It is also shown that
every such extreme measure can be adequately represented by a linear
combination of k Dirac probability measures with nonnegative coefficients,
where k is the number of restrictions on moments; moreover, when the
measurable space has appropriate topological properties, the phrase “can
be adequately represented by” here can be replaced simply by “is”. The
proofs are elementary and mainly self-contained.
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Let S be an arbitrary set and let Σ be a σ-algebra over S, so that (S,Σ) is a
measurable space. Let M denote the set of all (nonnegative) real-valued measures
on Σ. For any µ ∈ M and any A ∈ Σ, define the truncation µA of the measure
µ by A via the formula
µA(B) := µ(A ∩B)
for all B ∈ Σ; it is then clear that µA ∈M.
For any µ ∈ M and any A ∈ Σ, let us say that A is a µ-atom if µA(B) ∈
{0, µ(A)} for all B ∈ Σ.
For any n ∈ N and µ ∈ M, let us refer to an n-tuple (A1, . . . , An) of mem-
bers of Σ as a non-null (n, µ)-partition of S if the sets A1, . . . , An are pairwise
disjoint, A1 ∪ · · · ∪An = S, and µ(Ai) > 0 for all i ∈ 1, n; let us say that such a
partition (A1, . . . , An) is atomic if Ai is a µ-atom for each i ∈ 1, n; here and in
what follows, for any m and n in Z ∪ {∞} we let m,n := {j ∈ Z : m 6 j 6 n}.
Let F stand for the set of all Σ-measurable real-valued functions on S.
Take any k ∈ 1,∞. For each j ∈ 1, k, take any fj ∈ F , and let
f := (f1, . . . , fk).
For any µ ∈ M, let us write f ∈ L1(µ) if fj ∈ L1(S,Σ, µ) for all j ∈ 1, k, and
also let ∫
A
fdµ :=
( ∫
A
f1dµ, . . . ,
∫
A
fkdµ
)
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for all f ∈ L1(µ) and A ∈ Σ.
For any C ⊆ Rk, consider the moment set
Mf ,C :=
{
µ ∈ M: f ∈ L1(µ),
∫
S
fdµ ∈ C
}
.
In the case when C is a singleton set of the form {c} for some c ∈ Rk, let us
write Mf ,c in place of Mf ,C .
Let Λ denote a subset of M, and then consider the corresponding narrower
moment sets
Λf ,C := Λ ∩Mf ,C and Λf ,c := Λ ∩Mf ,c, (1)
again for any C ⊆ Rk and c ∈ Rk.
Consider also
Π := {µ ∈ Λ: µ(S) = 1},
the set of all probability measures in Λ.
For any (not necessarily convex) subset K of M, let exK denote the set of
all extreme points of K. Thus, µ ∈ exK if and only if µ ∈ K and for any
(t, ν0, ν1) ∈ (0, 1)×K×K such that (1 − t)ν0 + tν1 = µ one has ν0 = ν1.
The following theorem presents a necessary condition for a measure to be an
extreme point of the set Λf ,C .
Theorem 1. (Necessity). Take any C ⊆ Rk. Suppose that the following con-
dition holds:
Λ is a convex cone such that µA ∈ Λ for all µ ∈ Λ and A ∈ Σ. (2)
Take any µ ∈ exΛf ,C \ {0}. Then for some m ∈ 1, k there is an atomic non-null
(m,µ)-partition (A1, . . . , Am) of S such that the vectors
∫
A1
fdµ, . . . ,
∫
Am
fdµ
are linearly independent.
As usual, let us say that a measure µ ∈ M is a 0,1 measure if all its values
are in the set {0, 1}; so, any 0,1 measure in Λ is also in Π.
In the case when k = 1, f1 = 1 on S, and C = {1} ⊂ R1, Theorem 1 turns
into
Corollary 2. Suppose that condition (2) holds. Then any measure in exΠ is a
0,1 measure.
Proof of Theorem 1. Suppose that for some n ∈ k + 1,∞ there is a non-null
(n, µ)-partition (A1, . . . , An) of S, so that µ(Ai) > 0 for all i ∈ 1, n. Since
n > k, the n vectors
∫
A1
fdµ, . . . ,
∫
An
fdµ in Rk are linearly dependent, so that
ε1
∫
A1
fdµ + · · · + εn
∫
An
fdµ = 0 for some nonzero vector ε = (ε1, . . . , εn) ∈
(−1, 1)n. For any such vector ε, let ν± := (1±ε1)µA1+· · ·+(1±εn)µAn . Then, by
(2), ν± ∈ Λ. Moreover,
∫
S
fdν± =
∑n
1 (1± εi)
∫
Ai
fdµ =
∑n
1
∫
Ai
fdµ =
∫
S
fdµ ∈
C, so that ν± ∈ Λf ,C . Also,
1
2 (ν+ + ν−) = µ and (ν+ − ν−)(Ai) = 2εiµ(Ai) 6= 0
for some i ∈ 1, n. So, µ /∈ exΛf ,C , which is a contradiction.
Therefore, Nµ ⊆ 1, k, where Nµ denotes the set of all n ∈ N for which there is
a non-null (n, µ)-partition of S. On the other hand, the condition µ 6= 0 implies
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that 1 ∈ Nµ, so that Nµ 6= ∅. Thus, m := maxNµ ∈ 1, k. Since m ∈ Nµ, there is
a non-null (m,µ)-partition (A1, . . . , Am) of S, and the reasoning in the previous
paragraph shows that the vectors
∫
A1
fdµ, . . . ,
∫
Am
fdµ are necessarily linearly
independent. It remains to show that the non-null (m,µ)-partition (A1, . . . , Am)
of S is atomic. Indeed, suppose the contrary, so that, without loss of generality,
A1 is not a µ-atom. Then for some B ∈ Σ one has B ⊂ A1 and 0 < µ(B) <
µ(A1), and so, (B,A1 \ B,A2, . . . , Am) is a non-null (m + 1, µ)-partition of S,
which contradicts the definition m := maxNµ. Now the proof of Theorem 1 is
complete.
Assuming the conditions of Theorem 1 and using it, we shall show that every
measure µ ∈ exΛf ,C can be represented, in a certain sense sufficient for applica-
tions, by a linear combination of Dirac probability measures with nonnegative
coefficients. Recall that the Dirac probability measure δs with the mass at a
point s ∈ S is defined by the formula δs(A) = I{s ∈ A} for all A ∈ Σ, where
I{·} is the indicator function. Introduce indeed the following sets of (discrete)
measures on Σ:
∆
(k)
f
:=
{ m∑
1
aiδsi : m ∈ 0, k, (a1, . . . , am) ∈ (0,∞)
m, (s1, . . . , sm) ∈ S
m,
f(s1), . . . , f(sm) are linearly independent
}
,
and
∆(k) :=
{ k∑
1
aiδsi : (a1, . . . , ak) ∈ [0,∞)
k, (s1, . . . , sk) ∈ S
k
}
.
In the above definition of ∆
(k)
f
, in the case when m = 0 it is assumed that∑m
1 aiδsi is (the) zero (measure) and that the condition following m ∈ 0, k
between the braces is trivially satisfied. In particular, 0 ∈ ∆
(k)
f
⊆ ∆(k) ⊆ M.
Note that for any g ∈ F and
for any ν =
k∑
1
aiδsi ∈ ∆
(k), one has
∫
S
gdν =
k∑
1
aig(si).
To obtain Corollary 4 below, we shall need
Lemma 3. Take any µ ∈ M. If A is a µ-atom and g ∈ F , then there is a real
number α such that g = α µ-almost everywhere (a.e.) on A.
Proof of Lemma 3. For all β ∈ [−∞,∞], let Aβ := {s ∈ A : g(s) < β}. Then
µ(Aβ) is nondecreasing in β ∈ R and takes values in the set {0, µ(A)}. Let β∗ :=
sup{β ∈ R : µ(Aβ) = 0} ∈ [−∞,∞]. Then µ(Aβ) = 0 for all β ∈ [−∞, β∗) and
µ(Aβ) = µ(A) for all β ∈ (β∗,∞]. If β∗ > −∞ then µ(Aβ∗) = limβ↑β∗ µ(Aβ) = 0;
if β∗ = −∞ then Aβ∗ = ∅ and hence again µ(Aβ∗) = 0. Thus, in all cases
µ(Aβ∗) = 0 or, equivalently, g > β∗ µ-a.e. on A. Similarly, if β∗ < ∞ then
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µ(Aβ∗+) = limβ↓β∗ µ(Aβ) = µ(A), where Aβ+ := {s ∈ A : g(s) 6 β}; if β∗ =∞
then Aβ∗+ = A and hence again µ(Aβ∗) = µ(A). Thus, in all cases g 6 β∗ µ-a.e.
on A. We conclude that g = β∗ µ-a.e. on A. In particular, it follows that, if
µ(A) > 0, then necessarily β∗ ∈ R, because g is real-valued; and if µ(A) = 0
then g = α µ-a.e. on A for any given real number α.
From now on, take any C ⊆ Rk and take g to be any function in F such that
the integral
∫
S
gdµ exists in [−∞,∞] for each µ ∈ Λf ,C .
Corollary 4. Suppose that condition (2) holds. Take any µ ∈ exΛf ,C. Then
(i) there is a measure µ˜ such that
µ˜ ∈ ∆
(k)
f
∩Mf ,C ,
∫
S
fdµ˜ =
∫
S
fdµ, and
∫
S
gdµ˜ =
∫
S
gdµ. (3)
(ii) If, in addition,
∆
(k)
f
⊆ Λ, (4)
then it follows that µ˜ ∈ ∆
(k)
f
∩ Λf ,C.
In this corollary, one can replace ∆
(k)
f
by ∆(k) throughout.
Proof of Corollary 4. If µ = 0 then, as discussed above, µ ∈ ∆
(k)
f
, so that (3)
will hold with µ˜ = µ. It remains to consider the case µ ∈ exΛf ,C \ {0}. Then,
by Theorem 1, for some m ∈ 1, k there is an atomic non-null (m,µ)-partition
(A1, . . . , Am) of S such that the vectors
∫
A1
fdµ, . . . ,
∫
Am
fdµ are linearly inde-
pendent.
Let now f0 := g. By Lemma 3, for each pair (i, j) ∈ 1,m× 0, k there exist a
subset Bi,j of Ai and a real number ai,j such that Bi,j ∈ Σ, µ(Bi,j) = µ(Ai),
and fj(s) = ai,j for all s ∈ Bi,j .
Fix, in this paragraph, any i ∈ 1,m, and let Bi := ∩kj=0Bi,j . Then Bi ⊆ Ai,
µ(Bi) = µ(Ai) > 0 and fj(s) = ai,j for all s ∈ Bi and j ∈ 0, k. Since µ(Bi) > 0,
there is some si ∈ Bi. For any such si and each j ∈ 0, k,∫
Ai
fjdµ = ai,jµ(Ai) = fj(si)µ(Ai) =
∫
Ai
fjdµ˜,
where µ˜ := µ(A1)δs1 + · · ·+ µ(Am)δsm . Now (3) immediately follows, and then
part (ii) of Corollary 4 immediately follows by (1).
The last sentence of the corollary now follows immediately as well, because
∆
(k)
f
⊆ ∆(k).
Corollary 5. Suppose that condition (2) holds and
sup
{∫
S
gdµ : µ ∈ Λf ,C
}
= sup
{∫
S
gdµ : µ ∈ exΛf ,C
}
. (5)
Then
sup
{∫
S
gdµ : µ ∈ Λf ,C
}
6 sup
{∫
S
gdµ : µ ∈ ∆
(k)
f
∩Mf ,C
}
. (6)
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If condition (4) holds as well, then
sup
{∫
S
gdµ : µ ∈ Λf ,C
}
= sup
{∫
S
gdµ : µ ∈ ∆
(k)
f
∩ Λf ,C
}
. (7)
In (6), one can replace ∆
(k)
f
by ∆(k); one can do so in (7) too if such a
replacement is done in condition (4) as well.
Proof of Corollary 5. By part (i) of Corollary 4, the right-hand side of (5) is no
greater than the right-hand side of (6). Hence, by (5), the left-hand side of (6)
is no greater than its right-hand side.
Now, if (4) holds, then ∆
(k)
f
∩Mf ,C = ∆
(k)
f
∩Λf ,C , and hence the right-hand
side of (6) equals the right-hand side of (7), which in turn is obviously no greater
than the left-hand side of (7). So, (7) follows.
The last sentence of Corollary 5 is proved quite similarly, using the last
sentence of Corollary 4.
Applications of equalities of the form (7) can be found e.g. in [10].
Let us now indicate a number of generic cases when condition (5) holds:
Proposition 6. Condition (5) is satisfied in each of the following cases:
(i) when there exists an extreme point of the set
Λmax g; f ,C :=
{
ν ∈ Λf ,C :
∫
S
gdν >
∫
S
gdµ for all µ ∈ Λf ,C
}
;
(ii) when Λmax g; f ,C is a nonempty compact convex subset of a locally convex
space;
(iii) when Λmax g; f ,C is a nonempty compact finite-dimensional set;
(iv) when Λmax g; f ,C is a singleton set
(
that is, when the maximum of
∫
S
gdµ
over all µ ∈ Λf ,C is attained at a unique measure µ ∈ Λf ,C
)
;
(v) when the set S is endowed with the structure of a Hausdorff topological
space, the σ-algebra Σ coincides with the corresponding Borel σ-algebra
B, Λ = M, and C = {1} × I2 × · · · × Ik, where I2, . . . , Ik are arbitrary
closed convex subsets of R
(
so that all measures in Λf ,C are probability
measures
)
.
Proof of Proposition 6.
(i): Suppose that condition (i) of Proposition 6 holds, so that there exists an
extreme point of the set Λmax g; f ,C . Then it is easy to see that any such point
(say µmax) is in exΛf ,C . At that,
∫
S
gdµmax equals the left-hand side of (5).
Thus, (5) follows.
(ii, iii, iv): Suppose that condition (ii) of Proposition 6 holds. Then, by the
Krein–Milman theorem (see e.g. [8]), condition (i) of the proposition holds as
well. Thus, (5) follows. Note also that condition (iv) of Proposition 6 implies
condition (iii), which in turn implies (ii).
(v): Suppose that condition (v) of Proposition 6 holds. Then, by the arguments
in [15, Theorems 3.1 and 3.2 and Proposition 3.1] (which in turn rely mainly on
[14]), (5) follows.
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Let us now supplement the results presented above by a few other ones, which
are perhaps of lesser interest, in that they are not needed for applications such
as Corollary 5.
The following theorem supplements Theorem 1, as it presents a sufficient
condition for a measure to be extreme in the moment set. Note that condition (2)
is not needed in Theorem 7; on the other hand, here C is taken to be a singleton
set.
Theorem 7. (Sufficiency). Take any c ∈ Rk. Take any µ ∈ Λf ,c such that
for some m ∈ 1, k there is an atomic non-null (m,µ)-partition (A1, . . . , Am) of
S and at that the vectors
∫
A1
fdµ, . . . ,
∫
Am
fdµ are linearly independent. Then
µ ∈ exΛf ,c.
In the case when k = 1, f1 = 1 on S, and c = 1, Theorem 7 turns into
Corollary 8. Any 0,1 measure in Π is in exΠ (cf. Corollary 2).
Proof of Theorem 7. Take any (t, ν+, ν−) ∈ (0, 1) × Λf ,c × Λf ,c such that
(1− t)ν+ + tν− = µ. We need to show that then ν+ = ν−.
Step 1. Let us note here that ν±(B) = 0 for all B ∈ Σ such that µ(B) = 0;
that is, the measures ν± are absolutely continuous with respect to µ. This follows
because 1 − t > 0, t > 0, and for all B ∈ Σ one has 0 6 (1 − t)ν+(B) 6 µ(B)
and 0 6 tν−(B) 6 µ(B).
Step 2. Here we note that, if A is a µ-atom and a measure ν ∈M is absolutely
continuous with respect to µ, then A is a ν-atom as well and, moreover, νA =
aµA for some a ∈ [0,∞). Indeed, take any B ∈ Σ such that B ⊆ A. If µ(B) = 0
then ν(B) = 0, by the absolute continuity. Otherwise, µ(B) > 0 and µ(A\B) =
0, whence ν(A \ B) = 0; so, ν(B) = ν(A) and µ(B) = µ(A) > 0. Thus, A is a
ν-atom and νA = aµA, where a := 0 if µ(A) = 0 and a := ν(A)/µ(A) otherwise.
Step 3. From Steps 1 and 2 it follows that (ν±)Ai = a±;i µAi for every i ∈
1,m and some a±;i ∈ [0,∞). Therefore and because ν± ∈ Λf ,c, one has 0 =
c − c =
∫
S
fd(ν+ − ν−) =
∑m
1 (a+;i − a−;i)
∫
Ai
fdµ. Therefore and because the
vectors
∫
A1
fdµ, . . . ,
∫
Am
fdµ are linearly independent, a+;i−a−;i = 0 and hence
(ν+)Ai = (ν−)Ai for all i ∈ 1,m, which implies that indeed ν+ = ν−. Now the
proof of Theorem 7 is complete.
When the measurable space (S,Σ) has to do with a topology, usually one
can somewhat simplify the condition in Theorems 1 and 7 of the existence of an
atomic partition. More specifically, recall that by Corollary 4 under condition
(2) any measure µ ∈ exΛf ,C can be represented by a discrete measure µ˜ ∈ ∆
(k)
f
in the sense of (3). That was enough for applications presented in Corollary 5.
Yet, it may be of interest to know under what conditions any measure in the
set exΛf ,C is (not just represented by but) equal to a discrete measure in ∆
(k)
f
.
To address this matter, suppose from now on to the rest of the paper that
the set S is endowed with a Hausdorff topology, and let then the σ-algebra Σ
contain the corresponding Borel σ-algebra B.
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Proposition 9. Take any µ ∈ M and A ∈ Σ. Then the following statements
hold.
(i) If A is a µ-atom then card suppµA 6 1.
(ii) If card suppµA 6 1, A 6= ∅, and the measure µA is support-concentrated(
that is, µA(suppµA) = µ(A)
)
, then µA = aδs for some s ∈ A and a ∈
[0,∞).
(iii) For the measure µA to be support-concentrated, it is enough that the mea-
sure µ be a Radon one: µ(E) = sup{µ(K) : K ⊆ E,K is compact} for all
E ∈ Σ.
(iv) In turn, for every measure in M to be a Radon one, it is enough that Σ = B
and S be a Polish space (that is, a separable completely metrizable topo-
logical space); for instance, Rd or, more generally, any separable Banach
space is Polish.
(v) If µA = aδs for some s ∈ A and a ∈ [0,∞), then A is a µ-atom.
Here, as usual, card stands for the cardinality and supp for the support. Recall
that the support, suppµ, of a measure µ ∈M is the set of all points s ∈ S such
that µ(G) > 0 for all open subsets G of S such that G ∋ s; equivalently, suppµ
is the intersection of all closed subsets of S of “full” measure µ(S).
An immediate corollary of parts (i)–(iii) of Proposition 9 is the well-known
fact that every 0,1-valued regular Borel measure on a Hausdorff space is a Dirac
measure; see e.g. [1, Corollary 2.4]. As seen from [7, Example 2.3], part (iii)
of Proposition 9 would be false in general if the condition that µ be a Radon
measure were relaxed to it being regular; that is, if closed sets were used in place
of compact sets K. For a further study of properties of support sets, see e.g.
[12].
Proof of Proposition 9. For brevity, let SA := suppµA.
(i): Suppose that A is a µ-atom, whereas SA contains two distinct points, say
s1 and s2. Let G1 and G2 be open sets in S such that s1 ∈ G1, s2 ∈ G2, and
G1∩G2 = ∅. Then µA(G1) > 0 and µ(A)−µA(G1) = µA(S\G1) > µA(G2) > 0,
so that µA(G1) ∈
(
0, µ(A)
)
, which contradicts the condition that A is a µ-atom.
Thus, part (i) of Proposition 9 is proved.
(ii): Suppose that indeed cardSA 6 1, A 6= ∅, and µA(SA) = µ(A). If at
that µ(A) = 0 then µA = aδs for a = 0 and any s ∈ A. Suppose now that
µ(A) > 0. Then 0 < µ(A) = µA(SA), whence SA 6= ∅, cardSA = 1, SA = {s}
for some s ∈ S, µA({s}) = µA(SA) = µ(A) > 0, and hence s ∈ A. Also,
µA(S \ {s}) = µA(S)− µA({s}) = µA(S)− µA(SA) = 0, whence µA(B) = 0 for
all B ∈ Σ such that s /∈ B. On the other hand, for all B ∈ Σ such that s ∈ B
one has µ(A) > µA(B) > µA({s}) = µA(SA) = µ(A), whence µA(B) = µ(A).
Thus, for any B ∈ Σ one has µA(B) = 0 if s /∈ B and µA(B) = µ(A) if s ∈ B.
That is, µA = aδs for a := µ(A), which proves part (ii) of Proposition 9.
(iii): Note that, if µ is a Radon measure then µA is so too: if B ∈ Σ and K is
a compact subset of B, then 0 6 µA(B) − µA(K) = µA(B \K) 6 µ(B \K) =
µ(B) − µ(K). So, in the case when Σ = B, part (iii) of Proposition 9 follows
from the well known fact that any Radon measure on B is support-concentrated;
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see e.g. [7, page 222]
(
where the terminology “µ has a strong support” is used
in place of “µ is support-concentrated”
)
. For the readers’ convenience, let us
present here an easy proof of the latter fact, which works whenever Σ ⊇ B. By
the definition of the support of a measure, for any s ∈ S \ SA there is a set Gs
such that Gs is open, s ∈ Gs ⊆ S, and µA(Gs) = 0. Take now any compact
K ⊆ S \ SA. Since
⋃
s∈K Gs ⊇ K, there is some finite subset F of K such
that
⋃
s∈F Gs ⊇ K. So, µA(K) 6
∑
s∈F µA(Gs) = 0. Thus, µA(K) = 0 for all
compact K ⊆ S \ SA, and so, since µA is a Radon measure, µA(S \ SA) = 0 or,
equivalently, µA(SA) = µ(A). This proves part (iii) of Proposition 9.
(iv): For part (iv) of the proposition, see e.g. [13, P16, page XIII].
(v): Part (v) of the proposition is trivial.
Proposition 9 immediately yields
Corollary 10. Suppose that S is a Polish space and Σ = B. Take any µ ∈ M
and A ∈ Σ. Then A is a µ-atom iff µA = aδs for some s ∈ A and a ∈ [0,∞).
Now Theorems 1 and 7 immediately imply
Corollary 11. Suppose that S is a Polish space, Σ = B, and Λ = M. Then
exΛf ,c = ∆
(k)
f
∩ Λf ,c for all c ∈ Rk.
This latter result should be enough for most applications. Yet, one may want
to compare it with equality (7) in Corollary 5, which holds without any topo-
logical assumptions.
In conclusion, let us briefly discuss existing literature. The present paper was
mainly motivated by the work of Winkler [15], especially by the principal result
there:
Theorem 12. ([15, Theorem 2.1]). Suppose that the set Π of all probabil-
ity measures in Λ is a Choquet-simplex and exΠ ⊆ ∆(1). Then the following
conclusions hold.
(a) If C = (−∞, c1] × · · · × (−∞, ck] for some (c1, . . . , ck) ∈ Rk, then
ex(Π ∩ Λf ,C) ⊆ ∆
(1+k)
(1,f) , where (1, f) := (1, f1, . . . , fk).
(b) For any c ∈ Rk, one has ex(Π ∩ Λf ,c) = Π ∩ Λf ,c ∩∆
(1+k)
(1,f) .
By a remark in [8, Section 9], the meaning of the condition that Π is a
Choquet-simplex can be expressed as follows: Π is a convex set of probability
measures such that for the cone Γ := [0,∞)Π generated by Π and any µ1 and
µ2 in Γ there is some ν ∈ Γ such that µ1 − ν and µ2 − ν are in Γ and for any
ν˜ ∈ Γ such that µ1 − ν˜ and µ2 − ν˜ are in Γ one has ν − ν˜ ∈ Γ.
To an extent, our Theorems 1 and 7 (cf. also Proposition 9 and Corollaries 10
and 11) correspond to parts (a) and (b), respectively, of Theorem 12. One may
note that the second condition, exΠ ⊆ ∆(1), in Theorem 12 is of the same form
(corresponding to k = 0 affine restrictions on the measure in addition to the
requirement that it be a probability measure) as the conclusion ex(Π∩Λf ,C) ⊆
∆
(1+k)
(1,f) in part (a) of the theorem, where k additional affine restrictions on the
measure are present. That is in distinction with Theorems 1 and 7 of this paper
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(cf. also Corollaries 2 and 8). Moreover, the set C in Theorem 1 may be any
subset of Rk and not necessarily of the orthant form assumed in part (a) of
Theorem 12.
Also in distinction with Theorem 12, the measures in this paper are not
required to be probability ones; for instance, the set Λ may coincide with the
set M of all measures on Σ.
Condition (2) in Theorem 1 appears to be easier to check than the conditions
in Theorem 12 that Π be a Choquet-simplex and exΠ ⊆ ∆(1). In particular, (2)
is trivially satisfied in the just mentioned case when Λ = M, which appears to
be of main interest in applications; condition (2) holds as well in the examples
(a), (b), (c) in [15, page 585] – if one replaces there the sets P of probability
measures by the corresponding cones [0,∞)P . At this point one may also recall
that condition (2) (or, in fact, any other special condition) is not needed or
used to establish Theorem 7; however, the latter theorem appears not nearly as
useful as Theorem 1 in such applications as Corollary 5.
One might also want to compare condition (4) that Λ contain the set ∆
(k)
f
(or
∆(k)) of discrete measures with the condition in Theorem 12 that the set exΠ be
contained in ∆(1), even though these two conditions go in opposite directions. It
appears that (4) is generally easier to satisfy and check. Note also that condition
(4) is used in this paper only to obtain the equality (7).
One can construct an example when Π is a Choquet-simplex with exΠ ⊆ ∆(1)
while condition (2) fails to hold for the corresponding cone Λ = [0,∞)Π. For
instance, one may let Π be the set of all mixtures of the discrete probability
distributions on R and the absolutely continuous probability distributions on R
with everywhere continuous densities.
It is also easy to give an example when conditions (2) and (4) both hold
while exΠ 6⊆ ∆(1). For instance, suppose that S is any uncountable set, Σ is the
σ-algebra over S generated by all countable subsets of S, and Λ = M, so that Π
is the set of all probability measures on Σ. Then (2) and (4) are both trivially
satisfied. On the other hand, consider the 0,1 measure (say pi) on Σ that takes
the value 0 precisely on all countable sets in Σ. Then pi ∈ exΠ, by Corollary 8.
Yet, S \ {s} ∈ Σ and pi(S \ {s}) = 1 for any s ∈ S and hence pi /∈ ∆(1).
However, these two examples may seem rather artificial. It appears that the
results given here will be about as effective as those in [15] in most applications.
The methods presented in this paper seem different from and more elementary
than those of [15]. In particular, the present paper is self-contained, except for
quoting [15] and [13] concerning part (v) of Proposition 6 and part (iv) of
Proposition 9, respectively.
As pointed out in [15], the results there generalize ones in Richter [11] (for
S ⊆ R and piecewise-continuous fj’s), Mulholland and Rogers [6] (for S = R),
and Karr [4] (for compact metric spaces S).
An equality similar to (7) was given by Hoeffding [2] for S = R; in fact,
the result there holds for product measures on Rn. When S is an interval in R
and the functions f1, . . . , fk, g form a Tchebycheff system, such results can be
considerably improved: in that case, the support of extremal measures consists
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of only about k/2, rather than k, points; see e.g. [3, 5, 9].
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