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Zusammenfassung
Aktuelle Experimente mit ultrakalten Atomen bilden die Motivation fu¨r das
Studium komplexer Quantendynamik von Bose–Einstein-Kondensaten in opti-
schen Gittern, das den Gegenstand dieser Arbeit bildet. Ausgehend von diesen
Experimenten wird ein Gittermodell wechselwirkender Bosonen unter dem Ein-
fluss einer externen Kraft abgeleitet und im Weiteren der Arbeit in verschiede-
nen dynamischen Regimen untersucht. Im ersten Teil entwickeln wir dabei ein
neues Mass zur Detektion vermiedener Kreuzungen in komplexen Energiespek-
tren und wenden es auf das quantenchaotische Regime des Ein-Band Systems
an. Im zweiten und la¨ngeren Teil der Arbeit wird die Kopplung zweier En-
ergieba¨nder anhand eines Zwei-Band-Modells untersucht. Die komplexe Zeit-
entwicklung zeigt sich hierbei schon im wechselwirkungsfreien Problem in der
horizontalen und vertikalen Populationsdynamik, unter anderem in der Existenz
von Resonanzen im Interband-Transport. Des Weiteren ko¨nnen wir zeigen, dass
die interatomare Wechselwirkung zu Kollaps und Wiederkehr dieser resonanten
Interband-Oszillationen fu¨hrt und sind in der Lage alle Zeitskalen dieser kom-
plexen Interband-Dynamik vorherzusagen. Letzteres erfolgt durch ein exakt
lo¨sbares effektives Modell, das durch eine Vielzahl numerischer Ergebnisse mo-
tiviert und gestu¨tzt wird.
Abstract
Motivated by current experiments with ultracold atoms, the study of complex
dynamics of Bose–Einstein condensates in optical lattices forms the central
subject of this work. A lattice model of interacting bosons under the influence
of an external force is motivated and derived from the experimental setup.
Several dynamical regimes of this model are discussed in this thesis. In a first
part we will develop a new measure for detecting avoided crossings in complex
energy spectra and apply it to the quantum chaotic regime of the single-band
system. The second and main part of this work is dedicated to the coupling
between energy bands described in terms of a two-band model. The complex
time evolution is already apparent in the horizontal and vertical population
dynamics of the non-interacting problem. We find resonances in the interband
transport, and, in a second step, study the effect of inter-particle interactions on
these resonant oscillations. We are able to predict all time scales of the complex
interband dynamics even in the presence of interactions. This is possible via
the introduction of an effective model that is motivated and supported by a
multitude of numerical results and proves exactly solvable.
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Introduction
Ultracold Atoms
The experimental realisation of Bose–Einstein condensation with dilute gases and the un-
precedented control of these systems has created a new and fast developing field of research
inspiring many scientist [Blo08b]. By combining atomic physics, condensed matter and
quantum optics, various areas of physics are connected through this link and fascinating
experiments have become possible to test existing theories and to develop new models. In
these experiments, clouds of bosonic or fermionic atoms are cooled to very low temperatures
and can be manipulated by various external fields to create, for instance, traps and lattice
potentials or to address different internal degrees of freedom [Blo08b]. They offer the re-
alisation of many different models of quantum physics ranging as far as condensed matter
theory [Blo08b], quantum information [Blo08a], quantum chromodynamics [Rap07, Wil07],
and cosmology [Bra08].
After a focus on weakly interacting systems in the first years, the high degree of control
of almost all system parameters has allowed a study of strongly correlated quantum systems
by now [Blo08b]. Prime examples of quantum effects and of the perfect control of systems
of ultracold gases are the interference of matter waves [And95a, Gat07], where a large
regime of parameters is accessible in a single experimental setup, and the direct study of
a quantum phase transition in a cold gas realisation of the Bose–Hubbard model [Gre02a].
An extension of earlier experiments on the coupling of energy bands in weakly interacting
gases of cold atoms to the regime of stronger inter-particle interactions is now possible.
The required phase coherence of the time evolution in many-body systems for the complex
interference effects has again been demonstrated in a recent experiment with ultracold
bosons in optical lattices [Wil10].
Complex Dynamics
We take these opportunities as a motivation to study complex dynamics in quantum sys-
tems. The time evolution of a quantum state in a many-level quantum system, very often
quantum many-body models, is a central topic in many fields of physics [Aku06]. The com-
plexity arises from a large number of levels contributing to the time evolution and allowing
multiple phase interference. It can also be the result of an explicit time-dependence of the
Hamiltonian which can be translated into a many-level problem by Floquet analysis. An-
other typical feature of such complex systems is that a small perturbation can have a large
effect and that the system shows completely different behaviour at different time scales.
Direct signatures of an intriguing phase interference in these systems are present in the
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population dynamics. We will often discuss this simple observable since it bears witness of
the complex time evolution of the wave function.
There are several ways to approach a complex many-level quantum system. These
approaches could be classified as statistical, analytical, and numerical. To begin with, it
is natural to use a statistical description for a system of many contributing levels. The
difficulty lies in finding the right degree of abstraction, i.e., to remove almost all details
without removing the characteristic effects, for instance by replacing matrix elements by
random numbers and keeping only the symmetries of the original problem. Historically,
this proved successful in the description of complex nuclei and led to the development of a
systematic theory of the spectral structure of random matrices [Meh04]. It found a large
revival with the conjecture that quantum chaotic systems have the same spectral properties
as random matrices [Boh84].
Secondly, complex quantum systems do usually not allow a solution in a simple analyt-
ical way, involving only known analytical functions or a small number of integrals. One is
then forced to apply approximations in order to obtain an analytical understanding of the
system’s behaviour. The application of higher order perturbation theory and of different
bases are means to capture the effect of even small perturbations. For the dynamics they
might furthermore allow a separation of time-scales to find a useful approximate description
which can be compared to numerical simulations for further improvement.
But even in seemingly simple cases, where an exact solution is possible, this solution may
not be helpful in a better understanding of the physical system. To give a simple example,
the eigenvalues and eigenvectors of any 2, 3, or 4 dimensional matrix can always be given
exactly (the characteristic polynomial is maximally of fourth order and has an explicit solu-
tion in terms of radicals). They can be found for instance with a computer algebra system
and the number of bytes necessary to store such a solution can be taken as a measure for
its length. This length grows very quickly with the system size and where the eigensystem
of an arbitrary two-level system is only two lines long, the full four-level system takes al-
ready 18 pages (with 45 lines per page). Such a solution is thus possible, but clearly not
useful and the need to find good physical approximations is apparent already for the case
of solvable few-level systems.
A third approach is to immerge oneself into a complete numerical study of the system.
If one is able to obtain the required matrix elements (which can be an obstacle right from
the beginning on [Aku06]) and to simulate systems large enough, one faces a different
problem: The vast amount of data for a many-body (or many-level) wave function is often
too detailed and even veiling the relevant physical mechanisms at work which are, in the
end, what we are interested in and not the individual set of data points. This means one
has to distill the physical characteristics out of an abundance of numbers. However, if one
manages to get a glimpse on the basic effects, one can try to build—or even guess—effective
models and compare their predictions to further numerical data.
2
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This Work
The solutions of the Schro¨dinger equation for a periodic optical lattice are Bloch waves
and the spectrum consists of energy bands [Kit04, Blo08b]. An additional external force
gives rise to interesting phenomena such as Bloch oscillations and leads to transport of
atoms between the energy bands. This has been demonstrated for ultracold atoms in
optical lattices in various experiments [Mor01, Sia07, Zen09]. However, the situation for
deep optical lattices and the effect of interactions beyond mean-field has not yet been fully
understood. Motivated by these experiments, we will study interacting bosons in optical
lattices under the influence of a strong external force. If the force is much smaller than
the separation between the lowest energy bands, such a situation is well described by a
single-band Bose–Hubbard model. A strong coupling of many energy levels is possible in
this regime and the corresponding spectrum shows many interdependent avoided crossings.
Stronger forces lead to a significant coupling of energy bands and the Bose–Hubbard model
needs to be extended to include at least two energy bands. The main goal of this thesis will
be a non-perturbative understanding of the force-induced interband coupling of interacting
bosons in deep optical lattices. We will use a two-band Bose–Hubbard model to study
the interband transport comprehensively in the non-interacting case and to understand the
effect of weak many-body interactions on interband oscillations. In this way, we are going
to combine the two fields mentioned above in an investigation of the complex dynamics of
ultracold atoms.
The detailed outline of this thesis is as follows. We will review bosonic systems of cold
atoms, derive and discuss the Bose–Hubbard models relevant for this thesis in chapter 1.
This will also include an overview of results forming the background for our own work. In
the following chapters we will discuss different aspects of complex dynamics in the Bose–
Hubbard model. The results obtained in this work are divided into two parts which can be
read independently.
We are going to start by studying the regular and quantum chaotic regime of the single-
band model in chapter 2. We will define a new and useful tool to detect and characterise
avoided crossings in energy spectra. After its definition and an analysis of model systems,
we will apply it to the complex spectrum of the single-band model and verify random matrix
theory predictions very precisely allowing even the detection of spectral details. This study
of a quantum chaotic system realisable with ultracold atoms provides thus an example of
the statistical approach to complex quantum systems.
The following and longest part of this thesis is dedicated to the interband coupling in a
two-band Bose–Hubbard model. In chapter 3, we will begin our analysis of the interband
coupling with the non-interacting case. A non-interacting two-band model with external
force is the simplest model system for a non-perturbative study of the interband coupling
due to the external force. However, we will find that even this case does not have a simple
solution in known functions, but shows very rich and complex dynamics. We are going to
apply the analytical approach to complex quantum systems here, by using different bases
and approximative methods to gain a sound understanding of the system’s behaviour in
different regimes. We will mainly study the population dynamics between the two energy
bands and find resonances in this interband transport.
The additional effect of interparticle interactions on these resonant interband oscillations
is at the focus of chapter 4. The interparticle interaction leads to a collapse and revival of
these interband oscillations. We will collect numerical results for this phenomenon which
3
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will guide us in finding an approximate analytical description for the mechanisms at work
and we will even give an effective model that allows analytical predictions of all time scales
of the interband oscillations. Chapter 4 is accordingly an example of the numerical strategy
for understanding a complex many-level system and building of effective models. We are
going to close this thesis by a short summary of our results and an outlook on future
perspectives.
To summarise, we are going to study complex dynamics in the Bose–Hubbard model,
mainly discussing the complex spectral structure of the single-band case and the interband
coupling in the two-band model. Let us emphasize that the system is interesting in its own
respect and that many of the results of this thesis are valid independently of their realisation.
For example the tool we are going to develop for the detection and characterisation of
avoided crossings can be applied to many systems and the non-interacting two-band system
is equivalent to a driven two-level system with various possible applications. Nevertheless,
we want to motivate our results by reference to ongoing experiments and believe that many
of them can indeed be realised in systems of ultracold atoms.
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1.1 Ultracold Atoms in External Fields
The experimental realisation of Bose–Einstein condensation (BEC) in 1995 [And95b, Dav95,
Bra95], about 70 years after its prediction [Bos24], has opened a completely new and fast
developing field of research [Blo08b]. Atoms are cooled as far down as to the nano Kelvin
regime, undergo Bose–Einstein condensation and are then manipulated with additional
mangetic and electric fields. The macroscopic wavefunction of the BEC allows a direct
study of many different quantum phenomena. The applied experimental techniques, as e.g.
optical methods, permit an amazing control of almost all parameters including the strength
of the inter-particle interaction by the use of Feshbach resonances [Blo08b]. We want to
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use this first chapter to give a very brief overview on experimental scales, define central
quantities of this thesis and we would like to point out, how the central model of this thesis,
the Bose–Hubbard model, could be realised with current experiments using ultracold atoms
in optical lattice.
1.1.1 Bose–Einstein Condensation and Ultracold Gases
Let us discuss characteristics of these ultracold atomic systems. They consist of clouds
of gases (usually alkali atoms) with densities of typically 1013 − 1015 cm−3. They are
often coined “dilute gases” since these density are lower than, for instance, the density of
molecules in the air which is about 1019 cm−3 at normal conditions (compared to 1022 cm−3
in liquids and solids or 1038 cm−3 in nuclei) [Pet02]. An important feature of these systems
is the possibility to observe quantum phenomena at a macroscopic scale, which allows to
use optical means to probe them. However, Bose–Einstein condensation in dilute gases
is achieved at temperatures of 10−5 K or less, which is much smaller than for instance
the lambda point in 4He, Tλ = 2.17 K, below which superfluid phenomena are observed.
The exact critical temperature for the BEC transition of dilute gases in optical potentials
depends on the trapping potential (see [Pet02, chap. 11]).
The regime of ultracold atomic gases is not strictly identical with a Bose-condensed
dilute gas (see below). In fact, Bose–Einstein condensation is the macroscopic occupation
of a quantum state [Leg01]. More precisely, a quantum system shows BEC at any given
time t, if one or more of the eigenvalues ni(t) of the reduced single-particle density matrix
ρ(rα, r′α′; t) ≡ 〈ψˆ†(r, α)ψˆ(r′, α′)〉 =
∑
i
ni(t)χ
∗
i (r, α; t)χi(r
′, α′; t) (1.1.1)
is of the order of the total number of particles N [Leg01]. In the expression above, ψˆ(r, α)
denotes the standard bosonic field operator and α denotes additional quantum numbers,
for instance the hyperfine index and χi(r, α; t) are the single-particle eigenfunctions of
ρ(rα, r′α′; t). We have further made use of the fact, that the reduced single-particle
density matrix is hermitian and has real eigenvalues. The phrase “of order N” has a certain
vagueness, but this does not lead to problems in practise [Leg01]. There are also rigorous
mathematical results concerning the presence of BEC and the size of the condensate fraction
as a function of various system parameters. We refer the reader to [Leg01, sec. III.C]
and [Lie99, sec. 5] for a discussion thereof.
On the other hand (and following [Blo08b]), the regime of ultracold atoms has been
reached when the dilute gas is at a temperature where only s-wave scattering occurs (typ-
ically below mK). The short-ranged two-body interaction between neutral atoms is well
described by a van der Waals potential V (r) = −C6/r6 and this defines a characteris-
tic length scale r0 ≡ (2MrC6/~2)1/4 at which the kinetic energy of the relative motion
(with reduced mass Mr ) equals the interaction energy [Blo08b]. The effective potential
for scattering of states with angular momentum l 6= 0 contains a centrifugal barrier of
height Ec ≈ ~2/Mrr20. But at low enough temperatures (below 1 mK) the typical energy
E = ~2k2/2Mr in the relative motion of two atoms is below this barrier and scattering into
states with l 6= 0 is no longer possible (see [Blo08b] and [Leg01] for further details). Thus
at very low temperatures, the inter-atomic scattering is limited to s-wave scattering. This
has direct consequences for scattering of dilute atomic gases. It turns out [Blo08b], that the
scattering is completely determined by the s-wave scattering length a and the scattering of
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cold atoms can be described by the following pseudopotential [Blo08b]
V (r) =
4π~2a
2Mr
δ(r) ≡ gδ(r) ∂
∂r
(r · · · ). (1.1.2)
The last term with the partial derivative with respect to r = |r| can be omitted when the
potential acts on a function that is regular at r = 0 [Blo08b]. We will use (an effective one-
dimensional version of) this short ranged pseudopotential for the many-body model later
in this chapter. Feshbach resonances allow additionally to change the s-wave scattering
length [Blo08b], implying that external magnetic fields can be used to create attractive,
repulsive or even non-interacting gases and to tune the interaction strength.
We have clarified the regime of ultracold atoms also applicable to BECs of dilute ultracold
gases. Let us now describe how these can be manipulated by external fields.
1.1.2 Optical Lattices
A so-called optical lattice, that is an artificial crystal consisting of light, can be achieved
by shining laser light on the atoms. The oscillating electric field induces a dipole moment
in the atoms and the interaction between this dipole moment and the electric field leads
to an ac-Stark shift of the atomic energy levels (provided the laser frequency is not exactly
resonant with an atomic transition). If the light field E(r) of the laser with frequency ω is
spatially varying, this exerts a dipole force on the atoms
F =
1
2
α(ω)∇(|E(r)|2), (1.1.3)
where α(ω) denotes the polarisability [Blo08b]. Close too an atomic transition at frequency
ω0, the polarisability has the form α(ω) = |〈e|dˆE|g〉|2/[~(ω0−ω)], with the dipole operator
dˆE, and the direction of the force is determined by the detuning from the resonant frequency
ω0. The atoms move towards minima (maxima) of the laser intensity for blue (red) detuned
light, i.e. ω > ω0 (ω < ω0) [Blo08b]. The potential corresponding to the dipole force (in
this dipole approximation) is directly proportional to the laser intensity
V (r) =
3πc2
2ω30
Γ
ω − ω0 I(r), (1.1.4)
and will be used to create an optical lattice (Γ is the decay rate of the excited level).
By superimposing two counterpropagating laser beams, one can create a spatially periodic
intensity profile. If both lasers have a Gaussian beam profile, the resulting trapping potential
is given by V (r, z) = −V˜0e−2r2/w20 · sin2(kLz), where kL = 2π/λL is the wave vector of
the laser light and w0 the 1/e
2 width of the laser beam [Blo08b]. This potential is a one-
dimensional optical lattice in z-direction. One can create periodic optical lattices in higher
dimensions by overlapping similar standing waves in different directions and at different
polarisations. By choosing very deep lattice depths (by using high laser intensities) one
can create a two-dimensional array of quasi one-dimensional tubes with no contact between
different tubes. With a standing light field in the transversal direction one achieves a one-
dimensional periodical optical potential. In the center of the trap this is well approximated
as [Blo08b]
V (z) = V˜0 sin
2(kLz) =
1
2 V˜0
(
1− cos(2kLz)
) ∼ V0 cos(2kLz), (1.1.5)
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where we introduced V0 = V˜0/2 and dropped a constant energy shift in the last step. We
will use this realisation of a one-dimensional optical lattice throughout this thesis. It has
the advantage, that the lattice depth can easily be tuned by altering the laser intensity
and the lattice constant dL = λL/2 is directly given by the wave length of the laser,
being changeable as well. This lattice potential is made up of laser light and differs in
several respects from the periodic potentials found in solids. First of all, it offers the unique
feature of changing the lattice constant. Secondly, the lattice is perfect, meaning it does
not show any defects or vibrations of the lattice (absence of phonon excitations). Phonons
and defects or disorder give certainly rise to interesting physics, but the great advantage
of optical lattices is, that these different aspects can be added at a later stage in a well-
controlled manner. It is furthermore possible to add an external force to the system by
introducing a frequency shift ∆ω between the counterpropagating laser beams. If the rate
of change is d∆ω/dt, the lattice potential will be accelerated and the atoms of mass m in
the rest frame of the lattice experience an external force [Mor06]
F = ma = m
dL
2π
d∆ω
dt
. (1.1.6)
One can thus create a periodic potential plus a controllable external force. Overall, cold
atoms in optical lattices offer great possibilities to study various physical models with a
high degree of control of almost all system parameters. Most important for this thesis,
they allow the realisation of quasi one-dimensional periodic potentials with arbitrary lattice
depth and a tuneable external force.
1.2 Wannier–Stark Systems
The energy band coupling under the influence of an external force in deep optical lattices
and including interactions is the main question of this thesis. We use the present section to
discuss known results for a single-particle description and related experiments with ultracold
atoms in shallow lattices.
1.2.1 Overview
By accelerating the optical lattice it is thus possible to create a system with constant
external force. For a weakly interacting gas of ultracold atoms, the following single-particle
Hamiltonian can therefore be realised with dilute ultracold gases
H =
p2
2m
+ V0 cos(2kLx) + Fx. (1.2.1)
Such a problem is actually well-known from solid-state physics as the Wannier–Stark Hamil-
tonian, see [Glu¨02] for a recent review, describing the motion of electrons under a constant
electrical field in the otherwise periodic potential of the atoms.
There has been a long controversy about the spectrum of eq. (1.2.1). On one hand,
taking any eigenstate of the untilted system with energy, say, E0, one should obtain a full
ladder of eigenstates with energies El = E0 + ldLF by a translation over l periods of the
lattice (with lattice constant dL = π/kL). This is the so-called Wannier–Stark ladder. A
superposition of these states would then evolve periodically in time with the Bloch period
TB = 2π/dLF . On the other hand, the Hamiltonian of eq. (1.2.1) is unbounded and proven
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to have a continuous spectrum, i.e., it does not have discrete eigenvalues [Glu¨02]. This
discrepancy is resolved as follows. The spectrum is complex and the discrete eigenstates
are actually resonances embedded in the complex continuum
Eαl = Eα + ldLF − iΓα/2, (1.2.2)
where α is the band index. Put differently, we can consider the spectrum of the Wannier–
Stark problem to be discrete, if we keep in mind the finite lifetime of these states. How
can we understand this finite lifetime in a more intuitive way? Let us prepare the system
at F = 0 in the lowest Bloch band and studying its time-evolution in the presence of the
external force. The energetically lowest state at vanishing force is at the center of the lowest
Brillouin zone (at k = 0). Preparing a Gaussian wave packet centered around this energy,
it will undergo periodic oscillations within the lowest Brillouin zone under the influence of
the external force [Glu¨02]. However, when the wavepacket reaches the edge of the zone, it
comes in close contact with the first excited energy band and has a finite probability to tunnel
to the first excited band. This process can be studied in detail experimentally [Zen09] and
is usually modelled by Landau–Zener tunnelling [Glu¨02]. There, the tunnelling probability
increases exponentially with the square of the energy gap between the initial and final state
of the tunnelling process. These oscillations and partial tunnelling when the bands come
close to each other repeat themselves in higher bands and the wave packet tunnels very
fast to higher bands since the band gaps are quickly decreasing with the band index α.
Via these repeated tunnelling processes, the particle couples effectively to the continuum.
Applying only Landau–Zener theory, the expected decay rate is given by [Sia07]
ΓLZ =
ωB
2π
exp
[
− π
2
32
∆2
dLFER
]
, (1.2.3)
where ∆ denotes the bandgap, the recoil energy ER = ~
2k2L/2m is the energy scale of the
system, and ωB = dLF/~ is the Bloch frequency. The decay rate has a similar structure as
for α-decay: Tunnelling events can take place at a certain frequency ωB and their probability
has an exponential form.
The authors of [Glu¨02] also provide some simple Matlab routine which allows to
compute the Wannier–Stark resonances as scattering states. We used their method to
compute the decay rate for particles from the lowest Bloch band in an optical lattice as
a function of the external force. The chosen parameters correspond to a shallow optical
lattice as used in experiments with ultracold atoms. The decay rate is shown as a function
of the inverse external force in figure 1.1. We see that the decay rate of the lowest Bloch
band is rather small for small values of the external force. The interband coupling becomes
strong for large values of the force and also at specific resonant values of the force. Let us
now turn to the experimental observation of this interband coupling.
1.2.2 Realisation with Ultracold Atoms
The mentioned repeated tunnelling between bands and thus an effective depletion of the
lowest Bloch band has been observed in experiments with ultracold atoms [Sia07]. There,
a gas of bosonic atoms has been prepared in the ground state of the field-free Hamiltonian.
Then the force was switched on and the system was allowed to evolve in time. At a later
time, all fields were rapidly turned off, the gas evolved freely under gravity and was measured
by time-of-flight imaging. The number of atoms observed in the lowest Bloch band after a
11
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Figure 1.1: Decay rate Γ (solid line) for the lowest Bloch band in the Wannier–Stark problem
as a function of the external force F for a potential V (x) = 4ER · sin2(kLx) ∼ 2ER cos(2kLx).
Also shown is Landau-Zener prediction (red dashed line) given by ΓLZ = (2π)
−1F exp[−π2 ∆232F ]
in dimensionless units to be defined in eq. (1.3.18). We observe that the decay becomes stronger
when the external force is increased. Additionally, the decay rates are enhanced at specific values of
the external force. The basic reason of this resonantly enhanced tunnelling is explained in the main
text.
certain evolution time under the force was compared to the initial number of atoms in the
same band. Atoms that had tunnelled to higher bands acquired higher momenta and were
therefore not captured by the time-of-flight measurement. In other words, the evolution
under the influence of the force leads to an effective loss of particles from the ground band.
This loss could be fitted with an exponential decay to determine the decay rate. This
measurement of a decay rate from the ground band was performed at different values of
the external force with a gas of rubidium atoms by [Sia07].
In figure 1.2 we show the results of this experiment (details are reported in [Sia07]),
where the rate of decay from the ground band is shown as a function of the external
force. The straight line is the Landau–Zener prediction which gives a good account for the
overall decay rate. However, on top of the mono-exponential decay one observes a slight
enhancement of the decay rate for certain values of the external force. This corresponds
to specific tilts of the lattice such that the band gap between the lowest and first excited
Bloch band is an integer multiple of external force, ∆ = n · F . In this case an initial state
from the lower band is energetically degenerate with a level of the first excited band. This
effect is called resonantly enhanced tunnelling.
In the lower panel of the same figure 1.2, we show results from the same group [Sia07],
where the effect of a weak interaction onto the resonant tunnelling has been studied by
increasing the density of the atomic cloud. The interactions are rather weak and can in
fact be modelled by a mean-field approach (using the Gross-Pitaevskii equation). For us,
it is interesting to note that the weak interaction has an effect on the interband tunnelling,
already in this mean-field picture. One major question of this thesis (see chapter 4) is to
study the effect of inter-particle interactions on the interband transport beyond mean-field.
To describe such a situation, we will use a many-body model that will be motivated and
derived in the following section.
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Figure 1.2: Decay rate for particles from the ground band of an optical lattice under the influence
of an external force F (Erec and dL are fixed in the experiment). Shown are the non-interacting (top
panel) and the weakly interacting (lower panel) case for an optical lattice V (x) = 2.5ER ·sin2(kLx).
The thin dashed line in the top panel represents the mono-exponential decay rate according to simple
Landau–Zener tunnelling. The thick line correspond to numerical simulations according to [Glu¨02].
The theory is in good agreements with the experimental data, also reproducing the enhancement of
tunnelling at resonant values of the force. The lower panel shows again the numerical results with
experimental for a weakly interacting system (interaction increases from bottom to top). The data
shown here has been reported in [Sia07] and is reproduced here with kind permission of one of the
authors.
1.3 Derivation of the Bose–Hubbard Model
1.3.1 The Many-body Model
The general many-body Hamiltonian we need to discuss is given by [Fet71]
H =
∫
φˆ†(x) (H0(x) + Fx) φˆ(x)dx+ g1D
∫
φˆ†(x)φˆ†(x)φˆ(x)φˆ(x)dx, (1.3.1)
where we used the fact that the inter-particle scattering can be modelled by a contact
potential g1Dδ(x) with an effective 1D scattering coefficient g1D [Ols98]. We are now
going to derive the Bose–Hubbard model along the lines of [Tom06] from this general
many-body Hamiltonian. The single-particle part of the Hamiltonian consists of kinetic
energy, the periodic potential and the external Stark force. The field-free single-particle
part is well-known from solid-state physics
H0(x) =
p2
2m
+ V0 cos(2kLx) (1.3.2)
and the associated single-particle eigenstates are Bloch waves
H0ψ
α
k (x) = E
α
k ψ
α
k (x) with ψ
α
k (x) = e
ikxuαk (x), (1.3.3)
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with quasimomentum k restricted to the first Brillouin zone −π/dL ≤ k ≤ π/dL. The
functions uαk (x) have the same period as the lattice u
α
k (x+dL) = u
α
k (x) and are eigenstates
of the Hamiltonian Hk =
1
2m(p + k)
2 + V0 cos
(
2kLx
)
containing the quasimomentum as
parameter. Since the quasimomenta are reduced to the first Brillouin zone, the Bloch
waves are periodic functions of the quasimomentum k and can be expanded in a Fourier
series. The expansion coefficients depend on the coordinate x and are the so-called Wannier
functions (we use xl ≡ l · dL)
ψαk (x) =
√
dL
2π
∑
xl
wα(x−xl)eikxl , with wα(x−xl) =
√
dL
2π
∫
BZ
ψαk (x)e
−ikx
ldk. (1.3.4)
We note that there is an ambiguity in the definition of the Bloch functions, which can be
used to tune the Wannier functions. Indeed, if we consider a new Bloch function
ψ˜αk (x) = e
iχα(k)ψnk (x) with χα(k + 2π/dL)− χα(k) = 2πm,m ∈ N (1.3.5)
the same physical state is described. As has been shown by Kohn [Koh59], the Wannier
functions can be chosen real and exponentially decaying for all bands, i.e., |wα(x)| ∼
|x|−3/4e−hαx as x → ∞ with some hα > 0 (see [Blo08b, sec. II.C] and [Koh59, He01]).
These Wannier functions are called maximally localised and it is exactly this property that
makes them interesting for discussing deep lattices. Namely, a single-particle state localised
around a certain lattice site l is best described by a Wannier function wα(x− xl).
We expand the field operator φˆ(x) in terms of these single-particle Wannier functions
to obtain a description of local single-particle states. This expansion involves the Wannier
functions at all wells and all energy bands
φˆ(x) =
∞∑
α=1
∑
l∈Z
wα(x− xl) aˆαl . (1.3.6)
The operator aˆα†l thus creates a boson in a Wannier function for the energy band α that is
centered around xl = dLl , or for short: at site l in band α. We will truncate this expansion
to the two lowest energy bands (α = 1, 2) later in order to study the inter-band dynamics
in this many-body model. But the expansion of the field operator in terms of single-particle
functions like the Wannier functions is in general not an approximation, provided one keeps
all terms and all bands generated by the expansion.
Using the Wannier functions as single-particle basis for a Fock basis, we can write
many-body states with a finite number of particles N and lattice sites L in terms of Fock
states
|{n}〉 = |n11, . . . , n1L;n21, . . . ; . . . nαl . . .〉, such that N =
∑
α,l
nαl , (1.3.7)
with nαl ≡ aˆα†l aˆαl and the usual action of the creation and annihilation operators on Fock
states
aˆαl |{n}〉 =
√
nαl |. . . nαl − 1 . . .〉, aˆα†l |{n}〉 =
√
nαl + 1|. . . nαl + 1 . . .〉. (1.3.8)
Let us proceed and take a closer look at the expansion of the field operator in terms
of Wannier functions. When inserting eq. (1.3.6) into the many-body Hamiltonian of
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eq. (1.3.1), many different terms are generated. We will shortly discuss them and analyse
the resulting coefficients in a moment.
The periodic part of the single-particle Hamiltonian gives rise to a coupling of different
lattice sites within the same band∫
φˆ†(x)H0(x)φˆ(x)dx =
∑
α
∑
l,l′
J αl−l′ aˆ
α†
l aˆ
α
l′ ,
with J αl−l′ ≡
∫
wα(x− xl)H0(x)wα(x− xl′)dx = εαl−l′ ,
(1.3.9)
where we used that the Wannier functions can be chosen real and introduced εαl ≡
dL
2π
∫
BZ E
α
k e
ikxldk, the Fourier transform of the eigenenergies Eαk . This contribution is
usually referred to as hopping since it removes an atoms at a given lattice site l′ in band
α and creates an atom at site l in the same band. There is no hopping between differ-
ent energy bands. To obtain this result, we used the fact that the Fourier transform of
the Wannier functions, the Bloch waves ψαk (x), are eigenfunctions of the single-particle
Hamiltonian H0 and that the Wannier functions obey the normalisation∫
wα(x− xl)wα′(x− xl′)dx = δαα′δll′ , (1.3.10)
which allow to derive H0w
α(x − xl) =
∑
l′ ε
α
l′ w
α(x − xl+l′). Thus the onsite energies
and the hopping terms in the Bose–Hubbard model to be derived are a consequence of the
periodic single-particle part of the Hamiltonian.
The second single-particle term in the many-body Hamiltonian, eq. (1.3.1), contains the
external Stark force and induces an interband coupling. Inserting the expansion of the field
operator yields
F
∫
φˆ†(x) · x · φˆ(x)dx = dLF
∑
α,l
l · aˆα†l aˆαl + dLF
∑
α,α′
∑
l,l′
C αα
′
l−l′ aˆ
α†
l aˆ
α′
l′ ,
where C αα
′
l−l′ ≡
∫
wα(x− xl)xwα
′
(x− xl′)dx.
(1.3.11)
Here, we shifted the variable of integration by xl and made again use of the normalisation
of the Wannier functions. We see, that the force has two effects: 1) it tilts the lattice
and 2) it couples different bands and lattice sites. This is of particular interest for us here.
Although the Wannier functions of adjacent bands have opposite parity, the overlap integral
does not vanish due to the presence of the additional factor of x. On the other hand, the
parity property of the Wannier functions
wα(−x) = (−1)α−1wα(x), α = 1, 2, . . . (1.3.12)
implies the absence of a force induced coupling between different sites of the same band.
The third term of the many-body Hamiltonian contains the inter-particle interaction and
by inserting the expansion for the field operator we find
g1D
∫
φˆ†(x)φˆ†(x)φˆ(x)φˆ(x)dx =
∑
α1...α4
∑
l1...l4
Mα1...α4l1...l4 aˆ
α1†
l1
aˆα2†l2 aˆ
α3
l3
aˆα4l4 ,
with Mα1...α4l1...l4 ≡ g1D
∫
wα1(x− xl1)wα2(x− xl2)wα3(x− xl3)wα4(x− xl4)dx.
(1.3.13)
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The interaction thus creates and annihilates two particles at certain lattice sites in different
bands and therefore yields another coupling of different energy bands. Since the Wannier
functions are maximally localised on the lattice, the dominant contribution is given by onsite
interactions Mα1...α4l l l l . However, the parity of the Wannier functions (they are odd (even)
for even (odd) bands) will make many of these coefficients vanish.
Our general goal is to study the complex dynamics in the Bose–Hubbard model, in
particular the interband coupling and the effect of the inter-particle interaction on such a
coupling. We therefore restrict ourselves to a two-band system. The main effects of an
interband coupling should be present there and it is the simplest non-perturbative extension
of the single-band system. At that same time, a two-band system is still numerically feasible
and the interpretation of results is easier when we restrict ourselves to two vertical degrees
of freedom. The dimension of the Hilbert space for N bosons in B bands and L lattice
sites per band is given by [Kol03b]
dimH(N,B,L) = (N +BL− 1)!
N ! (BL− 1)! . (1.3.14)
We will give examples of Hilbert space sizes below. But let us note here, that the Hilbert
space of the two-band system grows roughly by a factor of 6 when increasing the number of
bosons and sites simultaneously by one. Denoting henceforth operators for the lowest band
as al ≡ a1l and for the first excited band as bl ≡ a2l , the many-body Hamiltonian reduced
to these two energy bands and onsite interaction reads (we drop the hats over operators
from now on)
H =
∑
l,l′
J
(a)
l−l′ a
†
lal′+J
(b)
l−l′ b
†
l bl′+dLF
∑
l
l·
(
a†l al + b
†
l bl
)
+dLF
∑
l,l′
Cl−l′
(
a†l bl′ + h.c.
)
+
∑
l
(
M1111llll a
†
la
†
l alal +M
2222
llll b
†
l b
†
l blbl +M
1122
llll
(
a†l a
†
l blbl + b
†
l b
†
l alal + 4a
†
l alb
†
l bl
))
.
The first two terms are the onsite energies (for l = l′) and hopping processes between
different sites in either band, followed by a tilt of the whole lattice due to the external
force. The last term in the first line is a force induced single-particle coupling of different
sites of the different bands. It will move particles from the lower band to the upper band and
will be of great importance for the inter-band transport to be studied in large parts of this
thesis. Due to its similarity to dipole coupling in atomic physics, we will often refer to this
process as dipole coupling, which helps to distinguish this single-particle interband coupling
from the interaction induced two-body interband interaction. The different interaction
terms (we already reduced our analysis to onsite interaction) for the two-band system are
given in the second line. They include onsite interaction in either bands (the first two
terms) and a two-particle coupling between the bands. The latter includes the creation of
two particles in the lower band and annihilation of two particles in the upper band at the
same time, as well as the reverse process. Finally, there is an onsite interaction between
the bands (very last term) whenever a particle in the lower band and in the upper band are
present at the same site. Throughout, we will mainly discuss repulsive interactions.
At this point, one needs to analyse the hopping and coupling coefficients further in order
to estimate the relative strength of the different processes which requires computation of
the Wannier functions.
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1.3.2 Coefficients in the Hubbard Model
The different coefficients in the Bose–Hubbard model are integrals over Wannier functions.
We can compute them by solving the eigenvalue problem for the Bloch waves
Hku
α
k (x) =
[
(p+ k)2
2M
+ V0 cos(2πx/dL)
]
uαk (x) = E
α
k u
α
k (x) (1.3.15)
and the Wannier functions are then obtained by Fourier transformation. The quasimo-
mentum k enters as a parameter in the Hamiltonian above and the eigenstates are com-
puted for each k independently yielding an infinite system of eigenfunctions with infinitely
many eigenenergies Eαk . Those depend on k and are referred to as energy bands. Since
the u(x) are periodic, u(x + dL) = u(x), we expand them in a Fourier series u
α
k (x) =∑
n∈Z c
α
k (n)e
i2πnx/dL to get a discrete eigenvalue problem for the coefficients uαk (n) that
is numerically feasible ∑
n∈Z
H(k)mnc
α
k (n) = E
α
k c
α
k (m). (1.3.16)
The Fourier space representation of H(k) = (k − i∂x)2/2m + V0 cos(2πx/dL) is easily
calculated by multiplication with exponentials and subsequent integration. It reads
H
(k)
nn′ =
(k + 2πn/dL)
2
2m
δnn′ +
V0
2
(δn,n′+1 + δn,n′−1). (1.3.17)
The eigenvalue problem is easy to handle numerically and a small basis is sufficient to
obtain the lowest few bands. The Wannier functions are then obtained from wα(x− xl) =√
dL/(2π)
∫
BZ u
α
k (x)e
−ikx
l . Special care has to be taken to ensure that the Wannier
functions are real and maximally localised [Tom06, Blo08b, He01].
Let us now introduce dimensionless units to simplify notation. The relevant length
and energy scales are determined by the parameters of the optical lattice. These are the
wavevector of the laserlight kL yielding a lattice constant dL = π/kL and the recoil energy
ER = ~
2k2L/(2m) wherem is the mass of atoms. We use these scales to make all parameters
dimensionless, i.e., we perform the substitutions
k
kL
→ k, x
dL
→ x, dLF
ER
→ F, V0
ER
→ V0. (1.3.18)
We will use these dimesionless units throughout the thesis and they have also been used
to implement a dimensionless version of eq. (1.3.17). All energies, like the coefficients in
the Hubbard model or the depth of the optical lattice, will be given in units of the recoil
energy.
Using the outlined computation of the Wannier functions, we can discuss the coefficients
in our Hubbard model. The hopping coefficients are expectation values of the untilted
single-particle Hamiltonian with respect to Wannier functions. They determine the onsite
energies per band and thus also the band gap between the lowest and first excited band.
Since the Wannier functions are exponentially localised, they decrease very rapidly when the
distance between the center of the Wannier functions is increasing. But Wannier functions
of neighbouring sites still have a significant overlap and yield a finite hopping coefficient.
The first three hopping coefficients of the two lowest bands are depicted in figure 1.3.
As the lattice depth increases, the Wannier functions become more localised on their lattice
site and the hopping decreases. Furthermore, the exponential localisation of the Wannier
17
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Figure 1.3: Absolute values of the hopping coefficients in Hubbard models as a function of the
lattice depth. Shown are the coefficients for hopping to a neighbour that is 1, 2, or 3 sites away in
the lower (left panel) or upper (right panel) band. All coefficients have been multiplied by a factor
of 2 for later comparison.
function makes the coupling between next-to-nearest neighbour sites by about one order of
magnitude smaller than between neighbouring sites. All this holds for the lowest and the
first excited band. We will therefore neglect all hopping processes beyond nearest-neighbour
hopping in the following, as is usually done in Hubbard models. Additionally, we observe
that the Wannier functions in the upper band are more extended and the resulting coupling
of neighbouring sites expressed in the hopping coefficient is larger than in the lower band.
Please note, that we show only the absolute values of the hopping coefficients above.
For example, the nearest-neighbour hopping coefficients to be kept in the following, have
opposite sign in the two lowest bands. Including only nearest neighbour hopping leads
(in the absence of interactions) to the well-known cosine dispersion and the more remote
hopping coefficients can be used to approximate the actual band structure by a Fourier
series of the form E(k) = −2∑n Jn cos(nk).
Besides a tilting of the whole lattice, the external force we introduced to the system
leads to a coupling of sites in different bands. This coupling is proportional to the strength
of the force. The constant of proportionality for coupling sites at a distance ∆l is given by
the integral over Wannier functions at the same distance multiplied by a factor of x allowing
a single-particle coupling of adjacent bands which is otherwise forbidden by the parity of
the Wannier functions. We computed the Wannier functions for the two lowest bands as
outlined above and the resulting first three dipole coefficients are shown in figure 1.4.
Very much alike the case of hopping, the coefficients decrease rapidly with the distance
between the lattice sites to be coupled. Furthermore, all couplings become smaller with
increasing lattice depth, only the onsite coupling becoming approximately constant. This is
again a consequence of the localisation of the Wannier functions. However, this does not
concern the interband dipole coupling at the same site and the coefficient C0 thus remains
almost constant at about 0.1. This onsite dipole coupling C0 is accordingly much larger
(between one and three orders of magnitude) than the dipole coupling between different
lattice sites, and as in the case of more remote hopping coefficients, we will neglect such
a dipole coupling of distant lattice sites. It would lead to a slight enhancement of the
interband coupling and we expect a small broadening of the resonance in the inter-band
coupling to be discussed later in this thesis. However, since these couplings are by at least
one order of magnitude smaller than the onsite dipole coupling this is a minor effect and
does not change the general behaviour of the system. It would only complicate an analytical
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Figure 1.4: Dipole coefficients in Hubbard models as a function of the lattice depth. Shown are
the absolute values of the dipole coefficients (C0,2 < 0 and C1 > 0). All except the onsite dipole
coupling decrease rapidly with increasing lattice depth.
understanding of the main effects to be discussed in chapter 3 and 4 of this thesis.
After discussing the different terms and coefficients in the Hubbard model, including
their relative strength and dependence on the depth of the optical lattice, we are now in a
position to sum up these efforts in stating the Hamiltonians that will be further investigated
in this thesis. Firstly, if the lowest energy band can be considered isolated due to a weak
force or very large band gap, we obtain the following single-band Bose–Hubbard model with
an external force:
H1 = −J
2
∑
l
(a†l+1al + h.c.) +
U
2
∑
l
nl(nl − 1) + F
∑
l
lnl,
with hopping between nearest neighbours only, and an onsite interaction U = 2M1111llll . The
external force tilts the lattice. We will give a short overview of known results for this model
in section 1.4 and we will study the complex spectrum of this interacting many-body model
in the second half of chapter 2.
Secondly, we have a two-band Bose–Hubbard model with several terms that lead to a
coupling of the two energy bands. Including only nearest neighbour hopping and the onsite
dipole coupling of the energy bands, we obtain the following two-band model:
H2 =
∑
l
{
lFnal − Ja2 (a†l+1al + h.c.) + Wa2 nal (nal − 1) + FC0(b†l al + h.c.) +
(∆ + lF )nbl − Jb2 (b†l+1bl + h.c.) + Wb2 nbl (nbl − 1) + 2Wxnal nbl + Wx2 (b†l b†lalal + h.c.)
}
.
We have again a tilt of the lattice sites (in either band) and the bands are separated by a
band gap ∆. The interaction coefficients are given by Wa = 2M
1111
llll , Wb = 2M
2222
llll , and
Wx = 2M
2211
llll . We will discuss this Hamiltonian in two chapters of this thesis. Namely,
we will analyse the interband coupling in the non-interacting system in chapter 3. The
population dynamics will turn out quite complex already in this case, and we will finally
study the effect of the inter-particle interaction on the dynamics in the last chapter of this
thesis, chapter 4 of this thesis.
We have reviewed the derivation of the Bose–Hubbard models of [Tom06] starting from
the general many-body Hamiltonian with a contact interaction. We shortly the discussed
the relevant approximations in this derivation as for instance neglecting hopping between
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next-to-nearest neighbours. Below in section 1.4 we are going to describe some of the
many existent results for Bose–Hubbard models in one spatial dimension. But let us first
discuss specific aspects of the experimental realisation with cold atoms of the two models
presented here.
1.3.3 Remarks on Possible Experimental Realisation
We have derived the single-band and two-band Bose–Hubbard model for ultracold atoms
in deep optical lattices in the previous section. Throughout this thesis we will discuss
both systems analytically and numerically. In the derivation we used parameters for an
experimental realisation with an optical lattice created by a single-frequency laser beam,
i.e., a potential of V (x) = V0 cos(x) (in dimensionless units) experienced by the atoms.
The single-band Bose–Hubbard model is a good description for deep optical lattices at
low temperatures (when the thermal energy is smaller than the gap to the first excited
energy band) and small external forces (F ≪ ∆). Let us use the present section for a brief
discussion of possible issues in an experimental realisation of the two-band model.
Inter-band Coupling in Optical Lattices
In section 1.2 we discussed the Wannier–Stark problem, i.e. the spectrum of a Hamiltonian
of the form H = p2 + V0 cos(x) + Fx for x ∈ R. The spectrum consists of metastable
resonances forming the Wannier–Stark ladder. We can compute the imaginary part of the
three lowest resonances which are the decay rates of the three lowest Bloch bands. These
decay rates are shown for a deep optical lattice with V0 = 8 in figure 1.5.
0 0.5 1 1.5
10−10
10−5
100
1/F
Γ 
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Figure 1.5: Decay rates for the three lowest Bloch bands as a function of the inverse force for a
deep optical lattice with V0 = 8. They have been computed similarly to section 1.2. The decay
rates decrease strongly with decreasing force (and increasing 1/F ) and show differently pronounced
peaks.
The decay rates in figure 1.5 decrease for smaller values of the external force and show
resonances as discussed in section 1.2. We can use the decay rates as shown in the figure
to estimate the lifetimes of particles in the lowest or first excited band. If we take a strong
force F ≈ 2.0 for the potential depth V0 = 8 shown in figure 1.5 we find a decay rate for
particles from the first excited band to leave towards higher bands of about Γ/F ≈ 10−4.
This corresponds to a lifetime of τ = 1/Γ = (2π)−1 · 104 TB which is the same order of
magnitude as the maximal time scales discussed in this thesis and should at least allow
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an observation of the effects to be discussed. However, this is only a rough estimate, but
it shows qualitatively that an observation of time-dependent phenomena in a two-band
Bose–Hubbard model is not directly excluded by loss of particles to higher bands in a single
optical lattice. However, future research should clearly take into account the effect of higher
bands onto the two-band model, e.g. by adding finite lifetimes to the two lowest energy
bands when discussing their coupling. This can for instance be done by computing decay
rates perturbatively as has been shown in [Tom07, Tom08] for a single-band Bose–Hubbard
model.
Isolated Two-band System: Superlattices
Another possible setup to create an isolated two-band system is to use superlattices as, e.g.,
in [Bar09] where a Bose–Hubbard Hamiltonian for atoms in a superlattice is discussed. A
superlattice is created by adding a second lattice (with a possible phase shift) to an existing
optical lattice to create a potential
V (x) = V0 cos(x) + V1 cos(2x+ φ). (1.3.19)
Here we took the simple case that the second lattice has twice the lattice constant as the
first optical lattice. Three examples for such superlattices and their four lowest energy
bands are shown in figure 1.6. Our description of the Bose–Hubbard system in the present
chapter neglected the effect of other than only two bands. Such a description is valid for
a system with two energy bands that are well separated from the other energy bands. We
need two neighbouring energy bands with a bandgap that is much smaller than the gap to
other bands.
In the first realisation shown in figure 1.6, we see a deep superlattice with no phase
shift. The four lowest energy bands corresponding to this case are also shown. The band
gap between the second and third band is slightly larger, about 10%, than between the first
(i.e. lowest) and second energy band. This means that the two lowest bands are closer
together than the second and third band. However, the two lowest energy bands are not
well separated from the others in this case.
The second example of a possible superlattice is shown in the middle panel of figure 1.6
and a phase shift of π between the two lattices has also been included. We clearly see that
two lowest energy bands are well separated from the higher energy bands. The first energy
gap is ∆1 = 0.76 and is about 15 times smaller than the separation between the second
and third energy band. The requirements for our description as a two-band system are very
well realized by this choice of lattice parameters. The present case is thereby a promising
candidate for an experimental realisation of the effects discussed in chapter 3 and 4. Please
note, that it is also possible to tune the band gap between energy bands by variation of the
phase shift. This will serve as a motivation to vary the band gap in section 4.2.2.
In the lowest panel of figure 1.6 we show another superlattices created from the superpo-
sition of two lattices with equal lattice depth. The resulting band structure shows that it
is also possible to have the second and third energy band separated from the others. For
the parameters shown in the lowest panel of figure 1.6 the minimal distance between two
isolated bands is 1.5 which is almost four times smaller than the gap to the lower or upper
neighbouring energy level. It is thus possible to create a system with two isolated energy
bands which are not the two lowest energy bands of the system.
The cases discussed in the present section clearly show that it is possible to create
isolated two-band systems with optical lattices. Additionally, we would like to mention other
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Figure 1.6: Examples for band structures of superlattices. Shown are three examples for superlattices
according to eq. (1.3.19) (left) and their four lowest energy bands (right). The specific parameter
values for the superlattices V (x) = V0 cos(x) + V1 cos(2x + φ) are directly given in the figure for
the three cases. The middle and lower panel show two isolated energy bands.
systems that allow the realisation of two isolated energy bands. Semiconductor superlattices
consist of layers of different semiconductors, e.g. GaAs or AlxGa1−xAs [Glu¨02]. The wave
function of an electron travelling through the structure can be approximated by a plane
wave in the transversal direction to the layers of semiconductors. In the perpendicular
direction, the particle experiences a series of potential barriers. The corresponding band
structure depends on the details of the system, but two minibands well separated from
other energy bands can be realised. Indeed, resonances in the interband coupling similar
to the ones we will find in chapter 3 have been discussed by a completely different method
for semiconductor superlattices in [Abu07]. Further realisations of Wannier–Stark systems
and isolated two-band systems with semiconductor superlattices can be found in [Voi88].
However, we will not discuss these systems any further. For the sake of simplicity, we will
use parameters in this thesis corresponding to a setup with a single optical lattice, such that
the parameters of the Hamiltonian can be characterised by a single quantity, the depth of
the optical lattice V0. This allows us to treat the single- and two-band Bose–Hubbard model
on the same footing. A further study should include the computation of Wannier functions
and the parameters in the Hamiltonian for a specific choice of an isolated two-band system
in order to formulate a precise experimental proposal.
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1.4 Some Background on Bose–Hubbard Models
The present section is devoted to a discussion of some results for Bose–Hubbard models
that are needed in later parts of this thesis. The aim is to provide background in addition
to the effects discussed in section 1.2 and to introduce some technical details.
1.4.1 Phase Diagram of the Single-band Bose–Hubbard model
Before discussing specific physical effects, we will review the phase diagram of the single-
band Bose–Hubbard model and exploit the translational symmetry of the model to introduce
a new basis of translational invariant Fock states.
In the absence of an external force and at low temperatures (such that the thermal
energy is smaller than the separation between the lowest bands), only the lowest energy
band needs to be taken into account. The corresponding single-band Bose–Hubbard model
with possible additional external potentials reads
H = −J
2
∑
l
(
a†l+1al + h.c.
)
+
U
2
∑
l
nl(nl − 1) +
∑
l
ǫlnl, (1.4.1)
with a hopping strength J , the interaction coefficient U = 2M1111llll and additional potentials
ǫl which might contain for instance external trapping potentials or the chemical potential.
The phase diagram of this model was studied in [Fis89] and a recent review including
experimental results can be found in [Blo08b]. The single-band Bose–Hubbard model of
eq. (1.4.1) in one dimension is not exactly solveable although the continuum version in
(the Lieb–Liniger model) is soluble and the Fermi–Hubbard model is integrable [Blo08b].
Despite this fact, the physics of the model is rather well understood. The ground state
for vanishing interaction U = 0 is given by an occupation of the lowest Bloch band with
momentum k = 0 by all N bosons
|Ψ0(N)〉(U=0) = 1√
N !
(A†k=0)
N |Vac〉 = 1√
N !
( 1√
L
∑
l
a†l
)N |Vac〉, (1.4.2)
where A†k denotes the creation operator for a particle with momentum k and L is the number
of lattice sites. The system is in a superfluid phase. The particles are completely delocalised
over the lattice in this ground state and the local particle number 〈nl〉 fluctuates. For large
systems, these fluctuations of the local particle number are Poissonian and the superfluid
ground state is indistinguishable from a coherent state |Ψ0〉 ∝ exp(A†k=0)|Vac〉 [Blo08b]
(see also section 4.2.2). The excitation spectrum is gapless in this regime and the system
has a non-vanishing compressibility κ.
In the opposite limit of strong interactions U ≫ J , the ground state (for integer filling) is
given by a product of local Fock states with one atom per site [Blo08b]
|Ψ0(N)〉(J=0) =
(∏
l
a†l
)
|Vac〉. (1.4.3)
For J > 0 the atoms start to hop on the lattice, which implies a double occupancy and costs
an interaction energy U . The spectrum is gapped with an energy gap ≈ U . The system is
insulating due to the interaction induced energy gap and is thus aMott insulator. Increasing
J leads to a gain in kinetic energy and the ground state is no longer a simple product state.
23
Chapter 1. Cold Quantum Gases and the Bose–Hubbard Model
At a certain value of J/U the kinetic energy gain wins over the repulsive interaction and the
system undergoes a quantum phase transition [Blo08b]. The critical value of J/U depends
on the dimensionality of the system. For a one-dimensional Bose gas, the critical value for
the superfluid-Mott-insulator transition is (2J/U)c = 0.26±0.01 [Els99] and the transition
is of Kosterlitz–Thouless type [Buo07].
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Figure 1.7: Schematical view of the phase diagram of the 1D Bose–Hubbard model for integer
filling based on the results of [Els99]. The characteristic Mott lobes of higher dimensional systems
become pointy in one spatial dimension.
The phase diagram of the one-dimensional Bose–Hubbard model at integer filling shows
typical Mott lobes extending into the superfluid phase. At J = 0, the system is in the Mott
insulating phase. It undergoes a quantum phase transition into the superfluid phase at finite
J/U . Experimentally one can vary the ratio of hopping and interaction strength by changing
the depth of the optical lattice. The dependence of both parameters on the lattice depth
can be given approximately without computation of the Wannier functions. The hopping
coefficient is obtained from the width of the lowest band of the Mathieu equation and
the interaction coefficient can be computed by approximating the lowest band Wannier
function by the harmonic oscillator ground state [Blo08b]. The result for one dimension is
(all energies in dimensionless units)
J(V0) ≈ 2√
π
V
1/4
0 e
−2√V0 and U(V0) = g1D
∫
|w(0)(x)|4dx ≈ g1D
√
π
2
· V 1/40 . (1.4.4)
The harmonic oscillator functions are good approximations for the Wannier functions at one
lattice site for deep lattices. However, it is not possible to use them for a computation of
the hopping coefficients since they decay much faster (∝ e−x2) than the Wannier functions
(∝ e−x). In figure 1.8, we compare these approximate values for the coefficients of the
single-band Bose–Hubbard model with the exact values from numerical computation of
the Wannier functions. The obviously different scaling behaviour of the two parameters
with the lattice depth has been used to study the superfluid-Mott-insulator phase transition
experimentally by varying the lattice depth. The analytical estimates for the hopping and
interaction coefficients as a function of the lattice depth reproduce the exact values fairly
well. Note in particular, that the interaction strength increases with the lattice depth. For
a deeper lattice the local potential walls draw closer on the Wannier function, it is squeezed
and the interaction coefficient becomes larger.
The mentioned quantum phase transition between superfluid and Mott insulator has
also been subject of a recent study using the overlap between the ground state to slightly
24
1.4. Some Background on Bose–Hubbard Models
0 2 4 6 8 10 12 14 16 18
10−3
10−2
10−1
100
V0 / ER    
Bo
se
−H
ub
ba
rd
 c
oe
ffi
cie
nt
s
Figure 1.8: Coefficients in the single-band Bose–Hubbard model as a function of the lattice depth.
Shown are the hopping coefficient (black circles) and the interaction coefficient (red squares), to-
gether with their analytical approximations, eq. (1.4.4), (dashed lines).
different parameter values [Buo07]. This overlap is denoted as fidelity
f(λ) ≡ |〈Ψ0(λ)|Ψ0(λ+ δλ)|, δλ≪ 1 (1.4.5)
and the authors used λ = J/U to study the mentioned transition in the one-dimensional
Bose–Hubbard model. The idea is rather intuitive: the ground state of the system changes
drastically at the critical value (J/U)c and the fidelity which should usually be close to
one will show a significant drop when crossing the quantum phase transition. Indeed,
the authors [Buo07] were able to perform finite-size scaling of (the second derivative of)
the fidelity and affirmed the critical value known from earlier Quantum Monte Carlo and
Density Renormalisation Group calculations [Els99]. In many cases, a quantum phase
transition can be viewed as an avoided crossing of energy levels in the spectrum of a
quantum system [Sac01]. This suggests to use the fidelity in order to detect avoided
crossings and we will later explore this idea in extending the applicability of the fidelity to
the complete spectrum of a complex quantum systems in chapter 2.
1.4.2 Fock Space and Translational Invariant Basis
After discussing the phase diagram of the one-dimensional single-band Bose–Hubbard
model, let us now have a closer look at the Fock basis. We will discuss a single-band
and two-band Bose–Hubbard model with an external force in this thesis. In either cases
it is possible to apply the following gauge transformation. We introduce new operators
a˜αl = T
†aαl T , with T = exp[−iFt
∑
l,α ln
α
l ], leading to a time-dependent Schro¨dinger
equation with a new Hamiltonian (the single-band case α = 1 is clear from the following)
H(t) = −
∑
α
∑
l
Jα
2
(
eiFtaα†l+1a
α
l + h.c.
)
+ interaction terms. (1.4.6)
The gauge transformation thus removes the tilt of the lattice at the cost of a time-dependent
phase factor for the hopping. The other terms in the Hamiltonian are unaffected by this
transformation. The time-dependence is periodic with the Bloch period TB = 2π/F .
A great advantage of this new Hamiltonian is, that it allows to reduce the numerical
complexity of the problem. The new Hamiltonian is translational invariant when imposing
periodic boundary conditions on the system
aαL+1 = a
α
1 . (1.4.7)
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There is a clear physical interpretation of this transformed Hamiltonian. The atomic cloud
can be formed to a ring shape and the optical lattice is imposed on this ring, similar to a
donut that is quenched along the circumference at equally spaced positions. The external
force can experimentally be realised by an acceleration of the optical lattice. The atoms
are sitting at the dents of the donut and experience this rotation of the ring as a force. For
us, it is important to note that the quasimomentum is a conserved quantity when periodic
boundary conditions are used and the different subspaces of fixed total quasimomentum
can be treated independently. Since there are L possible quasimomentum subspaces of
approximately equal size, the Hilbert space is reduced by a factor of order L.
To derive a representation of a translational invariant basis, we follow [Kol03b, Tom06]
and introduce a shift operator that moves the occupation numbers in each band by one
site to the right
Sˆ|n11, . . . , n1L; . . . nαi . . .〉 ≡ |n1L, n11 . . . , n1L−1; . . . nαi−1 . . .〉, (1.4.8)
where the use of periodic boundary conditions (nα0 = n
α
L) is implied. The shift operator
is the lattice equivalent of the operator of translations Ta|x〉 = |x + a〉 on the continuum
which is well known to be eipˆa with the momentum operator pˆ. The shift operator allows
to decompose the Fock basis into equivalence classes of states that can be obtained by
subsequent application of the shift operator on one representative state. We will call these
states seed states [Kol03b] and denote them as |s〉, since they form the basis to build up all
possible Fock basis states. One seed state can maximally generate L different Fock states.
We call the number of different Fock states that can be obtained from a seed state |s〉 the
cyclicity M(s) of the seed state. An M(s)-fold application of the shift operator onto one
seed state will reproduce the original state
SˆM(s)|s〉 = |s〉. (1.4.9)
In other words, the cyclicityM(s) of a given seed state |s〉 answers the question “How many
different Fock states can one create by applying the shift operator to a seed state |s〉?”.
With the help of the seed states, one can construct eigenstates to the shift operator which
form a new translational invariant basis labeled explicitly by the total quasimomentum of a
given state
|s, κj〉 = 1√
M(s)
M(s)∑
l=1
ei2πκj lSˆl|s〉 with κj = j
M(s)
, j = 1, . . . ,M(s).
(1.4.10)
The possible values of different quasimomenta are limited by the cyclicity of the state and
maximally by the number of lattice sites. Let us verify explicitly that they are eigenstates
of the shift operator
Sˆm|s, κ〉 = 1√
M(s)
M(s)∑
l=1
ei2πκlSˆl+m|s〉 = e
−i2πκm√
M(s)
M(s)−m∑
l′=1−m
ei2πκl
′
Sˆl
′ |s〉
= e−i2πκm|s, κ〉,
(1.4.11)
where we used the periodic boundary conditions. The states of eq. (1.4.10) form a new
basis and we will refer to this basis as seed basis in opposition to the original basis which
we will simply call Fock basis. Since the Hamiltonian with periodic boundary conditions
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is translational invariant and thus commutes with the shift operator Sˆ, both can be di-
agonalised simultaneously and the Hamiltonian can be decomposed into L subspaces of
different total quasimomentum. The same holds for the time-evolution operator over one
period (T denotes time-ordering)
U(TB) ≡ T exp
[
−i
∫ TB
0
H(t)dt
]
= ⊕Lj=1U (κj)(TB), (1.4.12)
the so-called Floquet–Bloch operator, which also decomposes into different blocks. We
would like to mention that there is an additional symmetry of the time-dependent Hamil-
tonian, revealed by studying the instantaneous spectrum, i.e., the eigenvalues En(t) of the
time-dependent Hamiltonian as a function of time. For integer filling (N = L) one finds
not only En(t) = En(t+ TB) but also En(t) = En(t+TB/L). More generally, if M is the
greatest common divisor of N and L, i.e. M = gcd(N,L), than En(t) = En(t+ TB/M).
This implies that the Hamiltonians corresponding to these time are related by a unitary
transformation H(t + TB/M) = Q
†H(t)Q, with a diagonal matrix Q having elements
exp[(−iEnTB)1/L] [Kol03b]. The time-evolution operator over one period can then be
written as U(TB) = [Q
†U(TB/M)]L. This fact is important for a statistical analysis of the
spectrum as done in quantum chaos studies, since all symmetries in the system must have
been considered to compare the actual level statistics with random matrix theory predictions
(see [Kol03b, Tom06] for details).
Example of Seed Basis and Hilbert Space Size
Let us discuss a specific example of how the seed state and the seed basis are constructed.
We will take a single-band example, but the extension to more bands is not difficult.
Consider N = 3 = L with a total number of Fock states of dimH = 5!/(3!2!) = 10.
There are four seed states which allow to construct the whole Fock basis. They read
|s1〉 = |111〉
|s2〉 = |201〉 creates |120〉, |012〉, |201〉
|s3〉 = |210〉 creates |021〉, |102〉, |210〉
|s4〉 = |300〉 creates |030〉, |003〉, |300〉,
(1.4.13)
where we also gave the different Fock states that can be created by application of the shift
operator. The first state has multiplicity M(s1) = 1 and the others have M(s2,3,4) = 3.
Thus the new basis in terms of seed basis states is given by the following states
|s1, 1/1〉
|s2, 1/3〉 and |s2, 2/3〉 and |s2, 3/3〉
|s3, 1/3〉 and |s3, 2/3〉 and |s3, 3/3〉
|s4, 1/3〉 and |s4, 2/3〉 and |s4, 3/3〉.
These are the ten states of the translational invariant seed basis. We note, that the three
subspaces are not of equal size dimH(κi) = 3, but the κ = 1 subspace is slightly larger
dimH(κ=1) = 4. The same holds for larger systems. The reason is, that only the seed
states with M(si) = L can contribute to the seed basis states |si, 1/L〉 but all seed states
are able to give a state with κ = 1.
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In the numerical simulations below we will compute the Floquet–Bloch operator for
different system sizes in the single-band and the two-band case. The main limitation of
this is the exponentially growing Hilbert space which requires larger amounts of working
memory to store and diagonalise the Floquet–Bloch operator. Since it is in general a full
matrix with complex elements, we need 16 bytes (in double precision) per matrix element.
The number of matrix elements is
[dimH(κ)]2 with dimH(κ) ≈ (N +BL− 1)!
N !(BL− 1)!L , (1.4.14)
the factor of 1/L stems from the reduction to one quasimomentum subspace. Please note,
that another matrix of the same size is necessary to store the eigenvectors of the Floquet–
Bloch operator. We give a few examples for the size of the Hilbert spaces for a single-band
and a two-band system below in table 1.1, together with the memory needed to store only
the Floquet–Bloch operator. If we are only interested in a specific solution of the time-
dependent Schro¨dinger equation, as we will discuss in chapter 4, we only need the non-zero
matrix elements of the Hamiltonian for an integration of the Schro¨dinger equation. This has
the advantage that the required memory scales only linear with the dimension of the Hilbert
space and physically larger systems are computable. This and the numerical procedures are
explained in more detail in appendix A.
1.4.3 Quantum Chaos in the Bose–Hubbard Model
The single-band Bose–Hubbard with and without external force exhibits quantum chaotic
behaviour in certain parameter regimes [Kol04, Kol03b]. This might be somewhat surpris-
ing, since its fermionic counterpart, the Fermi–Hubbard model, is integrable [Ess91, Pon08].
Let us discuss this in more detail after a short general review of quantum chaos.
What is Quantum Chaos?
Centuries of study of classical physics have flourished in an understanding that there are two
distinct types of motion in Hamiltonian systems: regular motion of integrable systems and
chaotic motion of non-integrable systems [Haa91]. They can be distinguished by studying
the time evolution of a set of neighbouring phase space trajectories. In a chaotic system,
any such bunch of trajectories will divert quickly, with the distance between two trajectories
growing exponentially in time at a rate called Lyapunov exponent. This distance of trajecto-
ries can also grow very quickly in regular systems but never exponentially, the corresponding
Lyapunov exponent vanishes [Haa91]. With the birth of quantum mechanics, the natural
question arose how this classical cleavage translates into the quantum realm. The answer
is not obvious since the notion of trajectory and thus of Lyapunov exponent is not appli-
cable in quantum mechanics. There are different approaches to think of chaos in quantum
mechanical systems. Since many aspects of quantum mechanics are wave phenomena, it
proved rewarding to study classical wave equations. In many cases, this has direct conse-
quences for our understanding of quantum mechanics, as for instance the two-dimensional
Helmholtz equation is mathematically the same as a two-dimensional Schro¨dinger equa-
tion [Sto¨99]. Independent of the field (classical or quantum), the non-separability of the
Hamilton–Jacobi equations shows up in the short wave length limit [Haa91]. A quantum
mechanical system is then called quantum chaotic, when its classical counterpart (~→ 0)
is chaotic. This notion is very useful in various contexts [Haa91, Sto¨99], but what should be
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dimH
(κ=1)
B=1 single–band Bose–Hubbard model
memory [GB] L = 2 L = 5 L = 8 L = 9 L = 10
N = 2
2 3 5 5 6
6.0 · 10−8 1.3 · 10−7 3.7 · 10−7 3.7 · 10−7 5.4 · 10−7
N = 5
3 26 99 143 201
1.3 · 10−7 1.0 · 10−5 1.5 · 10−4 3.0 · 10−4 5.8 · 10−4
N = 8
5 99 810 1430 2438
3.7 · 10−6 1.5 · 10−4 3.9 · 10−2 0.12 0.35
N = 9
5 143 1430 2704 4862
3.7 · 10−6 3.0 · 10−4 0.12 0.11 0.35
N = 10
6 201 2438 4862 9252
5.4 · 10−6 5.8 · 10−4 0.35 0.35 1.27
dimH
(κ=1)
B=2 two–band Bose–Hubbard model
memory [GB] L = 2 L = 5 L = 8 L = 9 L = 10
N = 2
6 11 18 19 22
5.4 · 10−7 1.8 · 10−6 4.8 · 10−5 5.4 · 10−6 7.2 · 10−6
N = 5
28 402 1938 2926 4252
1.2 · 10−5 2.4 · 10−3 0.06 0.13 0.27
N = 8
85 4862 61334 120175 222079
1.0 · 10−4 0.35 56.0 215 734
N = 9
110 9724 163438 347186 6.9 · 105
1.8 · 10−4 1.41 398 1.8 · 103 7.1 · 103
N = 10
146 18478 408694 9.4 · 105 2.0 · 106
3.0 · 10−4 5.09 2.5 · 103 1.3 · 104 6.0 · 104
Table 1.1: Hilbert space size for the κ = 1-subspace of the single-band (upper table) and two-band
(lower table) Bose–Hubbard model. Also shown is the memory needed to store the Floquet–Bloch
operator for the same subspaces and parameters in units of GB. Increasing the number of particles
and lattice sites at the same time leads to an increase of the Hilbert space size by a factor of
approximately 4 in the single-band case and of 6 in the two-band case.
understood as classical counterpart remains unclear for many quantum systems, for instance
the Hubbard models.1 A second approach attacks the problem from a different perspective
and translates integrability into quantum mechanics by using the correspondence between
1Besides the classical limit of ~ → 0 one can consider the limit of large particle number N → ∞ and
effectively replace creation and annihilation operators by complex numbers. Writing the time evolution for
amplitudes and phases separately one can derive classical Hamiltonian equations for amplitudes and phases,
which are interpreted as action and angle variables. This has been done for the Bose–Hubbard model
in [Kol07] yielding a chaotic classical system.
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the classical Poisson brackets and the commutator. More precisely, classical integrability
consists in the existence of as many mutually independent conserved quantities as degrees
of freedom in the system [Tab89]. A quantum system could then be called integrable if
the number of mutually commuting constants of motion equals the number of degrees of
freedom. However, there is no clear definition of the latter for an arbitrary quantum system.
In fact, it has been shown that there is an infinite number of conserved quantities in the
Fermi–Hubbard model [Sha86].
A different characterisation of many quantum systems with classically chaotic coun-
terpart came from nuclear physics and led to the Bohigas-Giannoni-Schmit conjecture:
Spectral fluctuations of quantum chaotic systems follow the predictions of Random Matrix
Theory (RMT) [Boh84]. Important features shared by both types of spectra are a universal
level repulsion, that is a tendency to avoid level crossings (the degree of repulsion depends
on the symmetries of the system) and spectral rigidity (small fluctuations around the aver-
age number of levels found in a interval of given length) and many more. This universality
of spectral fluctuations is widely supported by a vast amount of numerical data [Haa91] in
very diverse types of systems [Sto¨99]. Additionally, progress has recently been made towards
a semiclassical justification of these universal level fluctuations [Mu¨l04, Heu07]. This char-
acterisation of quantum chaos, that the universal features of the system’s spectrum behave
as those of an ensemble of Gaussian random matrices (with the appropriate fundamental
symmetries) has the great advantage of being applicable to any discrete quantum system
and numerically testable. It stimulated an abundance of research and has been accepted as
a different characterisation of quantum chaos [Haa91].
To give a short example, the strong coupling of many levels leading to a repulsion
of energy levels when approaching each other, results in the following behaviour. The
statistical distribution P (s) of normalised level spacings sj ≡ (Ej+1 − Ej)/〈∆E〉 can be
computed for an ensembles of random matrices. The results for a regular system and for a
quantum chaotic system with time-reversal symmetry, described by the so-called Gaussian
Orthogonal Ensemble (GOE) of random matrices, read [Haa91]
P (s) =
{
e−s Poissonian for regular systems
π
2 s e
−πs2/4 Wigner–Dyson for GOE systems.
(1.4.15)
These show that the repulsion of levels for small s in chaotic systems is in contrast to the
possibility to approach each other arbitrarily close in regular systems where P (0) has a finite
value. The level spacing distribution is a measure that can be applied when one set of energy
levels is given. However, to visualise the level repulsion characteristic in chaotic spectra, one
studies the change of the spectrum under variation of an external parameter like magnetic
or electric field, for instance. Then, the levels move as the parameter changes, some of
them approach and are then repelled from each other as the parameter varies further. This
happens for many levels and leads to a characteristic shape of a quantum chaotic spectrum
showing many avoided crossings. There are also predictions for the distribution of minimal
distances at avoided crossings in random matrices. We restate the derivation given by
Zakrzewski and Kus [Zak91] as an illustration. Two levels undergoing an avoided crossings
can be described by an effective Hamiltonian
( a g
g b
)
+ λ
(
v1 0
0 v2
)
where the basis is chosen
such that the perturbation is diagonal. All parameters are real numbers and the minimal
distance at the avoided crossing is easily computed to be c = 2g. Since all parameters are
Gaussian distributed random numbers, g is also normally distributed. Then, the normalised
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probability to find an avoided crossing of width c is given by [Zak91]:
P (c) =
2
πc¯
exp
[
− c
2
πc¯2
]
, (1.4.16)
where c¯ =
∫∞
0 cP (c)dc denotes the mean width of avoided crossings. In a regular system
on the other hand the levels do not show a strong repulsion and are allowed to come very
close. Compared to the mean level spacing, the minimal distances of avoided crossings will
be tiny and the corresponding probability distribution for the width of avoided crossings is
given by P (c) = δ(c) [Yan93], where the delta function has to be understood as “much,
much smaller than the mean level spacing”. We will give an example for this behaviour in
the following chapter.
Known Results for Quantum Chaos in Bose–Hubbard Models
The latter understanding of quantum chaos is applicable to the Bose–Hubbard model.
Kolovsky and Buchleitner studied an untilted Bose–Hubbard model at integer filling N = L
and found the statistical distribution of level spacings for J ≈ U to be in accordance with
RMT predictions (when reduced to one symmetry subspace) [Kol04]. In particular, the
Bose–Hubbard model is invariant under time reversal and the level spacing distribution
follows RMT the prediction for the corresponding GOE. This is an indication of quantum
chaotic behaviour. In quantum chaotic systems, it is a consequence of a strong coupling
of many different levels. Therefore, the authors tested two “generic” bases for the system,
Fock states with Wannier functions and Bloch waves as single particle basis. They found
that the coefficients for an expansion of the system’s eigenstates in either basis show a
broad distribution (quantised by the information entropy). The authors concluded that
the system exhibits a strong coupling of many different levels in either basis and is thus
quantum chaotic [Kol04].
In a second study, the same authors extended their results to the single-band Bose–
Hubbard model with an additional external force [Kol03b]. They applied the gauge transfor-
mation we described earlier to obtain a periodically time-dependent Hamiltonian and used
periodic boundary conditions. Then, it is not the spectrum that shows the characteristic
avoided level structure (since the eigenvalues are not meaningful in a time-dependent sys-
tem), but the quasienergy spectrum, i.e., the eigenphases of the Floquet–Bloch operator.
Studying again integer filling N = L the authors where able to show by analysing the spec-
tral structure, that the Floquet spectrum of the tilted Bose–Hubbard model is chaotic when
all parameters of the system are of comparable strength J ≈ U ≈ F , but becomes regular
for large values of the external force, i.e., when J ≈ U ≪ F [Kol03b]. It is thus possible
to study the crossover between regular and chaotic dynamics in the tilted Bose–Hubbard
model by varying the external force [Tom06].
Interband Coupling in Bose–Hubbard Models
As mentioned already, the external force does not only lead to the expected change of the
eigenstates and energy spectrum, but also induces transitions to higher energy bands. In a
single-particle picture the eigenvalues in the well-known Wannier–Stark problem acquire a
non-zero complex part, i.e., they have a finite lifetime. Tomadin et al. computed decay rates
for the tilted many-body Bose–Hubbard model by including the strongest interband cou-
plings perturbatively [Tom08, Tom07]. They opened the tilted single-band Bose–Hubbard
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model to the second energy band and found the complex eigenvalues of this open problem by
numerical diagonalisation. Quite remarkably, the presence of the regular-chaotic transition
is also visible in the statistics of decay rates of the open system [Tom06, Tom07, Tom08].
This is a first result for the interband coupling in the complex Bose–Hubbard model and
large part of this thesis is dedicated to the study of the interband coupling in different
regimes including the influence of the interparticle interaction.
Summary
This chapter is intended to serve as a background for the results in the main parts of this
thesis. We shortly reviewed ongoing experiments with ultracold atoms and the amazing
possibilities they give in controlling and manipulating bosonic gases in optical lattices.
From this starting point, we derived the Bose–Hubbard model which will be at the focus of
all following chapters. This included a short discussion of the coefficients in the Hubbard
model and the effect of an external force. We found that the force effectively tilts the
optical lattice and leads to an additional single-particle coupling of the different energy
bands. The Bose–Hubbard model with external force is thus the lattice counterpart of
continuous Wannier–Stark problem taking also inter-particle interactions into account. The
complex spectral structure triggered by the external force has shortly been reviewed and
will be at the center of our discussion in the following part of this thesis. The largest part
will later be dedicated to the complex dynamics in the interband coupling induced by the
external force and the additional effect of interactions.
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2.1 Fidelity and Avoided Crossings
The present chapter provides an example for complex spectral dynamics and we are going
to study the quantum chaotic behaviour of the single-band Bose–Hubbard model under the
influence of an external force. We will develop a tool to detect avoided crossings in complex
spectra and apply it to the Bose–Hubbard model in order to characterise the system. The
applied approach to complex dynamics will be statistical in this chapter, i.e., we are going to
compare the complex spectrum of our model with predictions from random matrix theory.
This chapter is organised as follows: We start with the development of a new tool to
detect and characterise avoided crossings in quantum spectra. This will be the overlap of
one and the same eigenstate to slightly different Hamiltonians—the fidelity. It has previously
been used for the ground state of systems undergoing quantum phase transitions. We are
going to extend its use to the complete spectrum showing how and why it is useful. We will
demonstrate and analyse this for several model systems. The second part of this chapter
will deal with the application of this measure to the Bose–Hubbard model. We will study
the crossover from regular to chaotic spectral dynamics by variation of the external force
and will be able to resolve remarkable details in the statistics of avoided crossings.
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2.1.1 Introduction: The Quantum Fidelity Measure
The fidelity of a quantum state—the overlap of a state with itself at slightly different
parameter values—has been used in recent years as a tool to detect quantum phase tran-
sitions, i.e., an abrupt qualitative change of the system’s ground state when varying an
external parameter.1 This is rather intuitive since the ground state before and after the
phase transition differ strongly (often they belong to different symmetry classes) and thus
their overlap should be minimal or even zero in the thermodynamic limit. However, systems
in nature and in numerical simulations are finite and the overlap will not vanish completely.
Instead, a phase transition in a finite system appears as an avoided crossing between the
ground state and the first excited state [Sac01].2 On the other hand, it should be possible
to apply the same idea not only to the ground state but also to higher states in order to
detect avoided crossings anywhere in the spectrum of a quantum system.
For instance, quantum chaotic systems intrinsically show many avoided crossings with a
broad distribution of widths [Haa91, Zak91, Wan00], a manifestation of a strong coupling
of many energy levels. Such a behaviour has been found in numerical studies of example
systems, such as interacting spins [Ber01] or Hubbard type models [Mon93, Kol04, Kol03b].
The applicability of fidelity can indeed be lifted from pure ground-state analysis to detect
and characterise avoided crossings in the entire spectrum of a complex quantum system.
To do this in detail will be our agenda for this chapter. We are going to introduce the
quantum fidelity measure and will study its behaviour and ability to characterise avoided
crossings in simple systems and in more complex ones. We will show that it is reliable in
detecting avoided crossings and can be applied locally, that is using only a small fraction
of the complete spectrum. We will apply it to the one-dimensional Bose–Hubbard model
with external force in the second part of this chapter to emphasize its value in application
to complex systems.
Major Definitions
Let us start with a proper definition of the systems and main quantities under consideration.
We consider a Hamiltonian depending on a real-valued parameter λ:
H(λ) = H1 + λH2 with H(λ)|n(λ)〉 = E(λ)|n(λ)〉, (2.1.1)
acting on a finite-dimensional Hilbert space H of dimension dimH. To simplify the formal
discussion, we assume that the levels do not show any degeneracy in the whole parameter
range. This can be achieved by taking one symmetry subspace. By fidelity we denote the
absolute value of the overlap between the n-th eigenstate of H(λ) and H(λ+ δλ):
fn(λ, δλ) ≡ |〈n(λ)|n(λ+ δλ)〉|. (2.1.2)
The fidelity thus depends on both the value of the external parameter λ and the distance
in parameter space δλ between the two eigenstates to be compared. Here and in the
following, we want to focus on “nearby” eigenstates, i.e., on δλ ≪ 1. Here we assume
1By quantum phase transition we mean a non-analyticity of the ground state energy as a function of an
external parameter in the thermodynamical limit [Sac01].
2This is true if the parameter-dependent and -independent part of the Hamiltonian (H2 and H1 in
eq. (2.1.1)) do not commute [Sac01] which we will always assume in the following. If they were commuting,
real crossings were possible. This can also lead to a quantum phase transition (non-analyticity of the ground
state energy) in the infinite system, but the case of non-commuting parts is more common [Sac01].
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that the parameter λ has been made dimensionless by an appropriate choice of units. The
fidelity is an overlap between slightly different states and will thus usually be very close
to one. It will differ from one only in the vicinity of an avoided crossing where the state
changes abruptly.
In order to detect and characterise avoided crossings, the change of the fidelity as a
function of λ is actually more interesting. Since the fidelity is usually close to one and—as
we will see in a moment—is proportional to (δλ)2, we introduce a function
Sn(λ, δλ) ≡ 1− fn(λ, δλ)
(δλ)2
(2.1.3)
which measures the change of the state |n〉. We denote Sn as fidelity change and we will
mainly study this function instead of the fidelity, since it contains the relevant information
about avoided crossings. Sn will be usually very small and differ significantly from zero only
near an avoided crossing. It is also well suited for numerical studies, since one can directly
compute the overlap of two states and for δλ ≪ 1 the fidelity change is only a function
of λ. Expanding the fidelity around δλ = 0 we see that
fn(λ, δλ) = 1− (δλ)2 ∂
2fn
∂(δλ)2
+O(δλ3). (2.1.4)
The fidelity must have this form since the wavefunction is normalised and the fidelity must
always be smaller than one. The latter excludes a linear term and forces the correction to
have a negative sign. Thus, for two nearby parameter values, the newly introduced function
Sn mainly gives the change of the fidelity.
The principal effect of the fidelity change Sn can be understood from perturbation
theory. We simply use the second order expression for the states to expand the wave
function |n(λ + δλ)〉 up to second order in δλ [Lan81, §38]. The according textbook
expression is given by
|n(2)(λ+ δλ)〉 = δλ
∑
m6=n
H2,mn
ωnm
|m(λ)〉 + (δλ)2
∑
m6=n
∑
k 6=n
H2,mkH2,kn
ωnkωnm
|m(λ)〉
− (δλ)2
∑
m6=n
H2,nnH2,mn
ω2nm
|m(λ)〉 − (δλ)
2
2
|n(λ)〉
∑
m6=n
|H2,mn|2
ω2nm
, (2.1.5)
where H2,nm = 〈m|H2|n〉 and ωnm = En − Em for short. Please note that there is
no first order contribution to the state |n(λ + δλ)〉 from |n(λ)〉. This appears only in
second order and the contribution is given by the very last term in eq. (2.1.5). Therefore
only this term gives a non-zero contribution to the perturbative calculation of the fidelity
fn = |〈n(λ)|n(λ + δλ)〉|. The expressions of ordinary perturbation theory are valid, since
we assumed no actual degeneracy in the system and all of the denominators are accordingly
non-zero. We compute the fidelity and thus find the first non-vanishing contribution to the
fidelity change is given by
Sn(λ) =
1
2
∑
m6=n
|〈m(λ)|H2|n(λ)〉|2
[En − Em]2 ≈
|〈n′(λ)|H2|n(λ)〉|2
2 [En − En′ ]2 , (2.1.6)
where we reduced the sum near an isolated avoided crossing to the nearest neighboring
level n′. The denominator in this expression is usually large and makes Sn a small quantity.
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Only close to an avoided crossing, two energy levels become nearly degenerate and the
fidelity change takes on large values. The above expression for the fidelity change close to
an avoided crossing has been given to serve as an illustration of how the fidelity change
works. We will use it in only one situation and in all other cases compute the fidelity change
numerically or fully exactly. We will furthermore give an example of nearly degenerate per-
turbation theory for the minimal width of an avoided crossing when discussing an extended
two-level system below.
To summarise, a quantum system showing a strong coupling of levels will have many
avoided crossings as a parameter λ is varied. The fidelity as the overlap between two
neighbouring eigenstates will usually be close to one except at avoided crossings. The
fidelity change Sn(λ) will likewise differ from zero at these avoided crossings for a large
number of λ-values in a given interval. We have now defined the main quantities of our
discussion and will study them in specific systems in the following.
Connection to Loschmidt Echo
Another, closely related quantity to the fidelity introduced above is the Loschmidt echo,
which itself is often called fidelity. We will stick to the name Loschmidt echo here, in order
to distinguish it from the fidelity as defined above. The Loschmidt echo has originally been
introduced in an attempt to translate the classical understanding of chaos to quantum
mechanics. In classical chaotic systems, a small difference in initial states will show an
exponential increase in distance between the corresponding trajectories. This cannot be
directly translated to quantum mechanics, since the unitary time-evolution fixes the initial
overlap for all times
〈ψ(t)|φ(t)〉 = 〈ψ0|U †(t)U(t)|φ0〉 = 〈ψ0|φ0〉 ∀t.
Peres introduced the Loschmidt echo in [Per84] to avoid this but at the same time transfer-
ring the idea of stability or instability against small perturbations into quantum mechanics.
The idea is not to use a slight change of the initial state but of the system, i.e. the Hamil-
tonian. The Loschmidt echo is thus defined as the overlap between two states evolving in
time according to slightly different Hamiltonians
Mǫ(t) ≡ |〈ψ|eiH0t · e−i(H0+ǫV )t|ψ〉|2. (2.1.7)
However, it turned out that things are more involved and that the Loschmidt echo of chaotic
systems does not generally decay faster or to lower values than of regular systems. But this
quantity is still widely used and, for the sake of completeness, we would like to mention the
relation to the fidelity measure used in this thesis. This can be done by either interpreting
the parameter λ as a ficticious time (or take it as linearly time-dependent) or by treating
it as an additional parameter and considering the time evolution of two slightly different
parameter dependent Hamiltonians. The first approach would actually mean to compare
one and the same wave function at different instants (t and t + δt) of its time evolution.
We will not discuss this further, but the interpretation of energy levels as ficticious particles
moving in time and undergoing scattering events (i.e. showing avoided crossings) is very
interesting and the levels can be treated as a low dimensional gas of interacting particles,
the so-called Pechukas-Yukawa gas [Haa91].
To discuss the second interpretation, we shortly rewrite our Hamiltonian and the
Loschmidt echo. The small parameter should be δλ, such that we consider a Hamilto-
nian H˜(λ) = H(λ+ δλ) = H(λ)+ δλH2. The corresponding Loschmidt echo is then given
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by
Mλ,δλ(t) ≡ |〈ψ|eiH(λ)t · e−iH(λ+δλ)t|ψ〉|2
=
∣∣∣∑
nm
c∗n(λ)cm(λ+ δλ)e
−i[Em(λ+δλ)−En(λ)]tFnm(λ, λ+ δλ)
∣∣∣2, (2.1.8)
where cm = 〈m|ψ〉 and we see that the overlap of any two eigenstates of the Hamiltonian
at different parameter values
Fnm(λ, λ
′) = 〈n(λ)|m(λ′)〉 (2.1.9)
is needed. This quantity is surely not expressable solely by the fidelity fn = |〈n(λ)|n(λ +
δλ)〉| introduced above. It is another measure of correlation between different eigenstates
and has been studied for the three-site Bose–Hubbard model in [Hil06]. Using a diagonal
approximation 〈n|m〉 ≈ δnm (as e.g. in [Per84] but see also [Hil06] for the size of off-
diagonal elements) one can establish links between the overlap of any two eigenstates and
the fidelity, but the fidelity and the Loschmidt echo are clearly not equivalent. For the rest
of this thesis, we will not discuss the Loschmidt echo any further but focus exclusively on
the fidelity fn(λ) and the fidelity change Sn(λ).
2.1.2 Detection and Characterization of Avoided Crossings
Let us now apply the fidelity and the fidelity change to study avoided crossings in specific
systems. We start with a simple, yet instructive two-level system and increase complexity
afterwards.
Two-level System
The close encounter of two energy levels in a spectrum can be described by nearly degenerate
perturbation theory, leading to an effective 2 × 2 system. It is also the simplest system
showing an avoided crossing. We take a real symmetric Hamiltonian
H(λ) =
(
−λα V
V λα
)
= α
(
−λ g
g λ
)
(2.1.10)
with a real coupling V = V ∗ between the unperturbed levels and a dimensionless coupling
strength g = V/α. Such a two-level system is also used for the RMT prediction of the
width of avoided crossings (see section 1.4.3 and [Zak91]) and is therefore also an excellent
starting point for our discussion. The eigenenergies are given by E± = ±α
√
λ2 + g2, and
show an avoided crossing at λ = 0 of width c = 2α|g| = 2|V |. The normalised and
λ-dependent eigenstates read
|E±(λ)〉 = 1√
(λ±
√
λ2 + g2)2 + g2
(
λ±
√
λ2 + g2
g
)
. (2.1.11)
Note that the normalization factor shows a more involved λ-dependence than the compo-
nents of the vector themselves. As is well known, without requiring further symmetries, the
eigenvectors can be expressed in closed analytical form for any matrix of dimension up to
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four. However, the expressions become more involved for higher dimensional systems and
render analytical expressions for the fidelity change very cumbersome and less useful.
To continue with the two-level system, we use the eigenstates to compute the fidelity
and fidelity change. For the fidelity we can directly compute the overlap 〈E±(λ)|E±(λ+δλ)〉
from eq. (2.1.11) to obtain the fidelity for the two-level system:
f±(λ, δλ) =
g2 + λ(λ+ − λ) + λ2 + λ+
√
g2 + λ2 + λ
√
g2 + λ2+ +
√
[g2 + λ2][g2 + λ2+]
2
√[
g2 + λ
(
λ±
√
g2 + λ2
)] [
g2 + λ+
(
λ+ ±
√
g2 + λ2+
)] ,
where we used the shorthand λ+ ≡ λ + δλ. To obtain the fidelity change in the limit
δλ ≪ 1, we need to expand the expression for the fidelity in a power series for δλ and
keep only the leading term proportional to (δλ)2. The final expression is the same for both
eigenstates and has a surprisingly simple form [Plo¨10b]:
S±(λ) =
1
8
(
g
g2 + λ2
)2
. (2.1.12)
This is the square of a Lorentzian and differs significantly from zero only near the avoided
crossing at λ = 0. This simple analytic formula allows a closer understanding of iso-
lated avoided crossings. For example the peak width is easily computed as σFWHM =
2g
√√
2− 1 ≈ 1.287 g. The peak is of height Smax = 1/8g2 = α2/2c2. The peak height
is thus directly related to the width (i.e., the minimal distance of the levels) of the avoided
crossing c. But only the dimensionless coupling strength g enters the peak height, and for
the actual width c = 2|V | = 2α|g|, the local slope of the levels α is needed. However,
the peak height is still a good indicator of the actual width of the avoided crossing as
we will see in further examples below. Furthermore, we see that the minimal width of an
avoided crossing that can be resolved numerically, is proportional to the numerical step
size δ when we sample the possible parameter values as λl = λ0 + l · δ. The possible
minimal value of the fidelity is zero, and correspondingly the maximum value for the fi-
delity change is Smax = (1 − 0)/δ2 and the smallest width of an avoided crossing is then
cmin = 1/
√
2Smax = δ/
√
2.
Besides the minimal distance between the repelling levels, an avoided crossing can also
be characterised by the ratio between the local energy level curvature ∂2λE(λ) and the λ-
dependent distance between the two repelling energy levels ∆(λ) = 2α
√
λ2 + g2. We call
the absolute value of this ratio renormalised curvature Cn(λ) and find by direct computation
C±(λ) ≡
∣∣∣∣ 1∆(λ) ∂
2E±(λ)
∂λ2
∣∣∣∣ = 4S±(λ) (2.1.13)
for the two-level system. This means, that the fidelity change of isolated avoided crossings
is determined by the ratio of the local energy level curvature and the energy level distance.
For higher-dimensional systems, we expand the wave function in second order perturbation
theory as before and obtain for the renormalised curvature [Pec83, Plo¨10b]
Cn(λ) =
∣∣∣∣ 2∆(λ) ∑
m6=n
|〈m(λ)|H2|n(λ)〉|2
En − Em
∣∣∣∣ ≈ 2 |〈n′(λ)|H2|n(λ)〉|2[En − En′ ]2 = 4Sn(λ), (2.1.14)
where we reduced the sum near the avoided crossing to include only the next neighbour
as before. The simple relation Cn ≈ 4Sn thus holds as long as the effect of other levels
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can be neglected close to a single avoided crossing. But even in larger system this rela-
tion is approximately valid in the vicinity of avoided crossings. Below we will show both
quantities for a joint avoided crossing of three energy levels. This cannot be described by
an effective two-level system, but the validity of the latter relation is rather good close to
the avoided crossing. It holds furthermore in the vicinity of avoided crossings of large and
complex systems as was verified numerically for the Bose–Hubbard model to be discussed
below [Lub09].
The two-level system will often be used as a cornerstone in the following discussion, since
it allows a complete understanding of the fidelity and fidelity change and represents a good
model for isolated avoided crossings in higher-dimensional systems.
Extended Two-level System
Avoided crossings in higher dimensional systems are not totally isolated, but other levels
do also contribute to the evolution of a quantum state as the parameter λ is varied. Let
us therefore study the effect of other levels onto a more or less isolated avoided crossing.
Consider two energy levels approaching each other as λ → 0 and a third level be-
ing separated by a distance ε in energy and weakly coupled to the first two levels. The
Hamiltonian for such a situation reads
H(λ) =


−λ g g13
g λ g23
g13 g23 ε

 , gij , ε ∈ R, (2.1.15)
where we limited ourselves to real couplings. Since the first two levels become nearly
degenerate and are well-separated from the third one, we can write this in degenerate
perturbation theory (see appendix D) close to the crossing as
HPT(λ) =
(
−λ+ g213ε g +
g13g23
ε
g +
g
13
g
23
ε λ+
g2
23
ε
)
+O(ε−2). (2.1.16)
This reduces the three-level system to an effective two-level system taking the effect of the
distant level perturbatively into account. The same procedure can be applied for higher
dimensional systems as explained in appendix D. The result in first order is analogous for
higher dimensional systems: The n-th level contributes to the diagonal elements of the
encountering levels 1, 2 with a term g2in/εn, where i = 1, 2 and εn is the distance to the
distant n-th level, and the contribution to the off-diagonal of the effective 2× 2-system is
given by g1ngn2/εn.
The minimal distance c between the two levels of eq. (2.1.16) is thus changed by the
influence of the distant third level in first order to
cPT = 2|g|
√(
1 +
g
13
g
23
2gε
)2
+
(
g2
23
−g2
13
2gε
)2 ≈ 2|g|(1 + g13g23
2gε
)
, (2.1.17)
where we kept only the leading order behaviour. The minimal distance in an isolated avoided
crossing is accordingly only slightly changed, provided that the coupling to the third level
is not much larger than between the two encountering levels and that the third level is
well-separated from them.
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The effect on the fidelity change by inclusion of a neighbouring level can also be
computed. We need to compute the eigenstates |E±(λ + δλ, ε)〉 of eq. (2.1.16), which is
easily done, and then take their overlap for slightly different parameter values to obtain the
fidelity, i.e., f±(λ, δλ, ε) = |〈E±(λ, ε)|E±(λ+ δλ, ε)〉|. However, their normalisation leads
to very long and cumbersome expressions and refrain from showing the explicit formula
here. Nevertheless, the fidelity change can be computed by taking the second derivative of
the fidelity at δλ = 0. The full expression is very long and difficult to grasp. We therefore
expand it in inverse powers of the distance to the third level ε. Including the first order
correction to the simple two-level system, the fidelity change under the influence of a third
not too close level is given by
S±PT(λ, ε) =
1
8
g2
(g2 + λ2)2
[
1− 2
ε
(
gg13 + λg23
)(
gg23 − λg13
)
g(g2 + λ2)
+O (ε−2)
]
. (2.1.18)
The correction due to the third level is also λ-dependent and changes the peak height at
λ = 0. Let us also include the second order correction to the fidelity change at λ = 0 here
S±PT(λ = 0, ε) =
1
8g2
[
1− 2
ε
g13g23
g
− 1
2ε2
g413 − 8g213g223 + g423
g2
+O(ε−3)
]
. (2.1.19)
If all off-diagonal matrix elements are of similar magnitude (as can be expected for instance
in random matrices), the effect of the third level is characterised by its inverse distance
to the avoided crossing. This underlines our claim that the effect of a third level on an
avoided crossing is not too strong, provided that the level is not very close. But the latter
does not take place when three levels undergo a joint avoided crossing, i.e., if there were no
off-diagonal matrix elements coupling the levels they would all cross in one point. Such a
situation cannot be reduced to an effective two-level system. We will study the behaviour of
the fidelity change in exactly this case, where the third level cannot be considered a simple
perturbation to the two-level system, i.e., when the approximation of an isolated avoided
crossing breaks down, in the next section.
Three-level System
For very dense spectra and coupling between many levels, one can encounter a situation
where three levels come together and undergo a joint avoided crossing. In an interpretation
as a gas of moving particles, this corresponds to a three-body collision. Three crossing
levels can be generated, e.g., by the following real symmetric Hamiltonian
H(λ) =


−λ a b
a 0 c
b c λ

 , a, b, c ∈ R (2.1.20)
which generalises the above two-level system and contains already features of more complex
systems. When studying spectra changing under variation of an external parameter, such
an encounter of three energy levels may arise in particular in systems where many energy
levels are coupled, as in quantum chaotic systems. The fidelity and fidelity change can be
computed exactly, but the expressions are very long (several pages) and do not help much
in understanding the fidelity’s behaviour. We stick to a discussion of numerical results here.
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Figure 2.1 shows that the fidelity change, defined in eq. (2.1.3), is able to detect and to
distinguish two nearby avoided crossings in this system. Furthermore it resembles specific
features of an avoided crossing in the shape of its peak, i.e., when two coupled levels get
very close, Sn(λ) shows a narrow peak of height S(λ = 0) = 1/(8g
2). We see already
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Figure 2.1: (a) Energy spectrum of eq. (2.1.20) for a = 0, b = 2, c = 3. All levels are coupled
and the spectrum shows two close avoided crossings; (b) Fidelity change Sn(λ) for the energy levels
of (a); (c) Renormalised curvature Cn(λ) for the energy levels of (a). (d) Energy spectrum of
eq. (2.1.20) for a = 1, b = 2, c = 3. All three levels are now directly coupled and the spectrum
shows two close avoided crossings. (e) Sn(λ) for the energy levels of (d). (f) Cn(λ) for the energy
levels of (d).
in this simple example that the renormalised curvature captures the form of the fidelity
change Sn(λ) close to an avoided crossing [Plo¨10b]. Deviations arise from the admixture of
a further level, which mainly effects the local curvature, i.e., the numerator in eq. (2.1.13).
But it also demonstrates that the fidelity change S(λ) itself is still effective in detecting
and characterising the avoided crossings. Note again, that the three levels come very close
and that the fidelity change works well in detection of avoided crossings and also that the
relation Cn = 4Sn is approximately valid as in two-level systems. We see that the fidelity
change behaves in the vicinity of the avoided crossings as in a two-level system.
What is an Avoided Crossing?
We have not yet clearly defined what is to be understood by avoided crossing. It will turn
out, that this is not completely clear and we are not aware of an unambiguous definition
in the literature that could be applied under all circumstances. Usually, one speaks of a
“close encounter of two energy levels without actual degeneracy” (e.g., in [Haa91]). The
same idea is expressed in the definition of avoided crossing given by the compendium of
chemical terminology:
Frequently, two [. . . ] states change their energy order as molecular geometry is
changed continuously along a path. In the process their energies may become
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equal at some points (the surfaces are said to cross [. . . ]), or only come relatively
close (the crossing of the surfaces is said to be avoided). [McN97]
Which strongly resembles the qualitative discussion of [Haa91]. Such a prototypical situa-
tion is depicted in figure 2.2 below. On the other hand, avoided crossings appear frequently
in the discussion of quantum chaotic spectra when an external parameter is varied and an
example is shown in the right panel of the same figure 2.2.
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Figure 2.2: Two generic examples of avoided crossings. Left: Two isolated levels come close and
repel each other. Right: Part of a quantum chaotic spectrum with many coupled energy levels
showing many interacting (i.e. interdependent) avoided crossings.
An important feature seems the close approach and repulsion of both levels. But, “close”
cannot mean to have a minimal distance that is smaller than the mean energy level spacing
(which is the characteristic scale of for level distances). The reason is that quantum
chaotic spectra typically show many avoided crossings with a broad range of distances
some of them even broader than the mean level spacing (see below). Given a complex and
involved spectrum of many interacting levels, it is difficult to judge by the eye, what exactly
constitutes an avoided crossing.
Let us have a look at an example system and compare different definitions for avoided
crossing. In the top panel of figure 2.3, we show the central part of a quantum chaotic
spectrum with the central level (marked in red) undergoing several different avoided cross-
ings. The details of the system are not important for our current discussion but will be
given in the following section 2.1.3. Please note, that all level encounters in the system are
avoided crossings, some not resolved on the scale of the figure.
Such pictures are typical of quantum chaotic spectra [Haa91, Zak91] but a clear defini-
tion of what constitutes an avoided crossing or how to detect it numerically are not given.
We want to show that the fidelity change is useful and reliable in the numerical detection
of avoided crossings. To this end, we compare two methods for detecting avoided crossings
in figure 2.3. An avoided crossing is detected as
1. local maximum of the fidelity change Sn(λ) of a state |n(λ)〉. This is marked by a
red circle in the central panel of figure 2.3 (some beyond the scale of the figure).
2. local minimum of the energy level distance ∆n(λ), where we consider ∆n(λ) :=
min{En+1(λ) − En(λ), En(λ) − En−1(λ)}. This is marked by red triangles in the
lower panel of figure 2.3 with the triangle pointing upwards for an avoided crossing
with the upper neighbouring level and downwards for the lower neighbouring level.
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In most cases (cf. figure 2.3), both criteria detect the same avoided crossings. Take
for example, the very first (λ ≈ π/16) or very last (λ ≈ π) avoided crossings in the
figure. Furthermore, they characterise the widths of the avoided crossings similarly: very
narrow avoided crossings yield a very high and narrow peak in the fidelity change and a
small minimal distance of the energy levels. And, inversely, broad avoided crossings lead
to very small and broad peaks in the fidelity change. This is in full agreement with the
expectations from the analytical treatment of the two-level system and the numerical results
for the three-level system.
But the two criteria do not coincide for all possible avoided crossings. There is a
minimum in the energy level distances around λ ≈ 5.7π/8 where the central red level and
its lower neighbour run almost parallel for some parameter values of λ. Numerically, we
detect a minimum in this distance but cannot find any level repulsion in the spectrum itself.
That is to say, the search for minima in the energy level distances can “detect” false avoided
crossings when two levels run almost parallel for some λ-values. We observed in similar and
larger spectra, that the second criterion detects usually a larger number of minima than
can be attributed to actual avoided crossings in the spectrum. The fidelity, on the other
hand, is not sensitive to these minima in energy level distance and detects only real avoided
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Figure 2.3: What is an avoided crossing? The upper panel shows the central part of quantum chaotic
spectrum, according to eq. (2.1.21) to be defined below. The central panel shows the fidelity change
Sc(λ) for the central level in the upper spectrum (also in red). Avoided crossings undergone by the
central level show up as maxima of the fidelity change (additionally marked by circles). The lower
panel shows the positions and widths of minima in the energy level distance (defined in the main
text) of the central level. The triangles point up- or downwards for avoided crossings with the upper
or lower level, respectively.
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crossings, that is when the state of the system actually changes. Taking into account that
the broad avoided crossing at λ = 2π/8 is not seen by the fidelity change of the central
level (since it is suppressed by the strong neighbouring peak) but by the fidelity change
of the upper cyan-coloured level (its fidelity change Sn+1 is not shown in the figure), we
conclude that the fidelity change detects all actual avoided crossings that are found by the
energy level distances.
The fidelity also detects avoided crossings with more remote levels. Namely, we observe
two maxima in the fidelity change in figure 2.3, where the level under consideration (the
red central level in the figure) has no obvious avoided crossing with any of its two nearest
neighbours. This is at values of λ ≈ 3.7π/8 and 5.3π/8 in figure 2.3. Taking a closer look
at the spectrum, we find that the central level is repelled from its next-to-nearest neighbour.
Particularly at the first of the two instances (λ ≈ 3.7π/8), the red and magenta level repel
each other while the cyan level between them is changing only very slowly. It is clear
that there is a significant coupling in this quantum chaotic spectrum not only between
neighbouring levels but also others and this leads to avoided crossings also between these
levels in the energy spectrum. Since there is a finite coupling between these levels and
they repel each other, i.e., they also interchange their role slightly when encountering, we
suggest to consider this as an avoided crossing too. We would like to mention that this
could clearly not be detected by considering minima in the distances of neighbouring energy
levels. However, one could include a search for minima between any two levels, but only at
the cost of more false detections. At this point, the fidelity change presents itself as a good
detector of avoided crossings in even complex energy spectra.3 We will therefore identify
avoided crossings by maxima in the fidelity change.
Summary
We introduced the fidelity as the overlap between the same eigenstate to slightly different
Hamiltonians in the first part of the present chapter. We discussed it explicitly for small
model systems here. It turned out, that the fidelity change is a useful quantity to detect
and characterise avoided crossings numerically in these model systems, even in the case of
many coupled neighbouring levels. It is more reliable than considering the minima of energy
level distances. We will thus go on by studying avoided crossings as maxima of the fidelity
change and will apply it to larger complex systems now.
3One could think of other definitions for avoided crossing, e.g. including a sign change in the first
derivative of the level curvature. However, we do not want to discuss more definitions here. We mainly
wanted to point at the surprising difficulties in this seemingly simple notion of avoided crossing.
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2.1.3 Application to Random Matrix Model
Definition and RMT Predictions
A highly dense spectrum with many and possibly overlapping avoided crossings is encoun-
tered in quantum chaotic systems as described by Random Matrix Theory (RMT) [Haa91].
A prime example having such a dense complex spectrum is the parameter dependent combi-
nation of two random matrices drawn from the Gaussian orthogonal ensemble (GOE) [Haa91,
Yan93]
H(λ) = H1 cos λ+H2 sinλ, H1,H2 ∈ GOE. (2.1.21)
Such a distribution is well-known in comparing RMT predictions to numerical simulations,
cf. [Haa91]. Numerically, the matrices H1,2 are obtained by creating large matrices with
Gaussian distributed random numbers as entries and adding the transpose of each matrix
to itself (to ensure the right symmetry). We focus on Gaussian orthogonal matrices solely
since the quantum chaotic behaviour of the Bose–Hubbard model to be studied later in
this chapter belongs to this universality class. The numerical implementation of other
universality classes is easily possible, but does not concern the Bose–Hubbard model. Note,
however, that the situation is different to the Fermi–Hubbard model with an additional
external force, where other universality classes play also a role [Pon08].
We normalise the widths of avoided crossings c → c/〈c〉, such that ∫∞0 cP (c)dc = 1.
The statistical distribution of widths of avoided is then given by the following Gaussian
distribution (see [Zak91] and chapter 1) and the cumulative distribution function by the
error function:
P (c) = 2π e
−c2/π and CDF(c) = erf
(
c√
π
)
, (2.1.22)
with erf(x) ≡ 2√
π
∫ x
0 e
−t2dt and P (c) has also been normalised (
∫∞
0 P (c)dc = 1).
Using our fidelity measure, we are able not only to detect the avoided crossings in such
a highly correlated system but also to estimate their widths. In this way we can check the
RMT prediction with high accuracy. In the vicinity of a local maximum, the fidelity change
S(λ) has a Lorentzian shape as in eq. (2.1.12) even in very dense quantum chaotic spectra.
This has been demonstrated explicitly for a joint avoided crossing of three levels and in
the last section, when we discussed what should be counted as an avoided crossing. The
example spectrum shown, was actually produced with the model of equation (2.1.21). We
can thus extract the width of the avoided crossing as c =
√
2Smax from the local maximum
Smax of the fidelity change S(λ). Again, the local slope of the levels is in principle needed
to obtain the absolute value of the width, but since we normalise the widths with respect
to their mean, this is not necessary to obtain the correct distribution. By averaging over
many avoided crossings, the fidelity allows the verification of the RMT prediction with
high accuracy [Plo¨10b]. In figure 2.4 we show the results from numerical diagonalisation
and detection of avoided crossings for large random matrices. We observe an excellent
agreement between the numerically obtained distribution of widths of avoided crossings
with the help of the fidelity and the RMT prediction. This supports our use of the fidelity
in order to detect and characterise avoided crossings in complex quantum systems.
Comparison of Methods
In a previous section we discussed the problems of defining and detecting avoided crossings
in complex spectra (cf. figure 2.3). To further support our method in using the fidelity
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Figure 2.4: Cumulative distribution of avoided crossings determined from the fidelity change maxima
for a RMT model as in eq. (2.1.21) with dimH1,2 = 1024 and λ ∈ [0, π[ showing approx. 30, 000
avoided crossings. Shown is the numerical distribution (thick solid line) in almost perfect agreement
with the RMT prediction (dashed line) CDF(c) =
∫ c
0 P (x)dx = erf(c/
√
π). Inset: Distribution of
widths of avoided crossings for the same model (histogram) and the RMT prediction (dashed line).
as a tool for both detection and characterisation of avoided crossings, we are going to
compare different methods to reproduce the results from the last paragraph. As already
mentioned, one can directly (and completely independent of the eigenstates) search for
minima in the distance between neighbouring levels. This will, however, lead to many false
detections, whenever two neighbouring levels are running more or less parallel for some
λ-values. Additionally, let us compare these two methods with a third one, combining
both. This consists in deciding about the presence of an avoided crossing by looking for
maxima of the fidelity change as before, but taking the direct distance in the spectrum in
case of detection. This has the advantage that it does not make any further assumptions
concerning the distribution of local level slopes as necessary for the fidelity.
We used the same RMT model as in the last section and the results of all three methods
are compared in figure 2.5. We observe the very same result with all three methods, the
data closely follows the RMT prediction. There is a slight difference in the number of
detected avoided crossings as expected from our earlier analysis. In the example shown in
figure 2.5, there are 3614 minima in the energy level distances, but the fidelity detects only
3451 avoided crossings. We assign the difference of 4% to a false detection of avoided
crossings via the energy level distances, as already seen in the example above. Particularly
interesting is the comparison between the first and third method, i.e., between using only
the fidelity for detection and characterisation of the crossings together with determining the
width of the crossings directly from the spectrum (after detection with the fidelity). Both
methods behave very similarly: the numerical data lies slightly above the RMT prediction
and crosses it around c = 1, to lie slightly below until c ≈ 2.5. This means that using
the fidelity for determination of the (normalised) distribution of widths yields the same
distribution as taking the spectral information directly. It again supports the assumptions
made before and underlines the use of the fidelity in charaterising avoided crossings.
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Figure 2.5: Cumulative distributions of avoided crossings detected and characterised by different
methods. Shown are (top to bottom) the distribution of avoided crossings using only the fidelity
change for detection and characterisation (top), using only minima in distances between neighbouring
energy levels (center), and combining both methods in detecting the avoided crossings with the
fidelity change but taking their width directly from the spectrum (bottom). This has been done for
a RMT model as in eq. (2.1.21) with dimH1,2 = 2
8 = 256 and λ ∈ [0, π[ (solid lines). Also shown
is the RMT prediction (dashed lines) CDF(c) =
∫ c
0
P (x)dx = erf(c/
√
π). Insets: Distribution of
widths of avoided crossings for the same models (histogram) and the RMT prediction (dashed line).
Summary
In the first part of this chapter, we introduced the fidelity as overlap between one and the
same eigenstate to a Hamiltonian at slightly different parameter values. We showed for
different model systems that it can be used to detect avoided crossings in complex spectra.
Most relevant in this context proved to be the fidelity change, which is mainly given by
the second derivative of the fidelity with respect to the distance in parameter space. This
quantity shows well-pronounced peaks when the eigenstate under consideration undergoes
an avoided crossing. The case of a two-level system could be solved analytically and is an
important cornerstone, since a near degeneracy of energy levels can be described as a two-
level system in degenerate perturbation theory. Likewise, it is the basis of RMT predictions
for avoided crossings. We also discussed the influence of a third level and of a joint avoided
crossing by three levels. Up to now, we have established the usefulness and reliability of
the fidelity when extended to the full spectra for model systems. In the following, we are
going to apply it to the more complex Bose–Hubbard model.
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2.2 Application to the Bose–Hubbard Model
2.2.1 Introduction
To further exemplify the value of our fidelity measures, we apply it to study the complex
spectral dynamics of the one-dimensional Bose-Hubbard Hamiltonian with additional ex-
ternal Stark force. This example of a many-body Wannier–Stark system can be realised
with ultracold atoms in optical lattices and the relevant parameters may be changed using
well-known experimental techniques [Blo08b] as explained in chapter 1 of this thesis.
The tilted Bose–Hubbard model can be implemented with different boundary conditions.
One can either apply a gauge transformation into the force accelerated frame of reference to
restore translational invariance or keep the original reference frame and use fixed boundary
conditions (also known as hard-wall boundary conditions.). The corresponding Hamiltonians
read
Hfbc = −J
2
L−1∑
l=1
(a†l+1al + h.c.) +
U
2
L∑
l=1
nl(nl − 1) + F
L∑
l=1
lnl (2.2.1)
for the case of fixed boundary conditions, and applying the gauge transformation as ex-
plained in chapter 1, the time-dependent Hamiltonian allowing periodic boundary conditions
is given by
Hpbc(t) = −J
2
L∑
l=1
(eiFta†l+1al + h.c.) +
U
2
L∑
l=1
nl(nl − 1), (2.2.2)
with aL+1 = a1. In both cases a
†
l (al) creates (annihilates) a boson at site l and nl = a
†
l al
is the number of bosons at site l. The parameter J is the hopping matrix element, U the
interaction energy for two atoms occupying the same site, and F the additional external
force. If periodic boundary conditions are imposed for H(t), the Hamiltonian and the
one-period Floquet Bloch operator
U(TB) = T exp
(
−i
∫ TB
0
Hpbc(t)dt
)
(2.2.3)
(T denotes time-ordering) decompose into a sum of operators for specific quasimomenta κ
(see [Kol03b] and section 1.4.2). The different subspaces can then be treated separately.
We will discuss the spectra of both Hamiltonians in the following and would like to
point out several differences between the two. First, for fixed boundary conditions we are
discussing the actual spectrum, i.e., the eigenvalues of the Hamiltonian. In the case of
periodic boundary conditions we will instead use the quasienergy spectrum, that is to say,
the eigenphases of the Floquet-Bloch operator. The latter are periodic and always fall into
an interval [−F/2, F/2]. Furthermore, the number of quasienergies for a given number of
atoms N and lattice sites L is smaller than the total dimension of the Hilbert space, since
only a single quasimomentum subspace is discussed.
In the following, we treat the force as a parameter, independent of the original system
and keep the hopping and interaction coefficients fixed. We use values J = 0.038 and
U = 0.032, for which the spectrum of the Bose–Hubbard model without external force is
known to be quantum chaotic [Kol04] (provided the N and L are large enough). Turning
on a small external force F leads to a reordering of the (quasi-) energy levels. If all three
parameters are of comparable strength, the spectrum is also chaotic [Kol04, Kol03b]. Only
when the force is much larger than the other parameters (J ≈ U ≪ F ) the (quasi-) energy
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Figure 2.6: Spectrum of the Bose–Hubbard model with fixed boundary conditions, eq. (2.2.1),
as a function of the external force F . For increasing force, the spectrum reorganises with single
levels undergoing many avoided crossings until the force is completely dominating the spectrum.
N = 4, L = 5, J = 0.038 , U = 0.032.
spectrum is dominated by the external force F and the system is regular. Varying F ,
one observes an increasing number of avoided crossings as the spectrum is changing and
additionally many broad avoided crossings as F is varied within the quantum chaotic region
for either boundary conditions. Let us now have a closer look at the spectra for both types
of boundary conditions.
Spectra of the Tilted Bose–Hubbard Systems
Starting with fixed boundary conditions and the spectrum of the Hamiltonian itself, we
give an example of a spectrum in figure 2.6. Starting from vanishing external force, the
spectrum is already quantum chaotic, i.e., it follows Wigner-Dyson statistics. An increasing
external force leads to a reorganisation of the energy levels. Along this process, they come
very close and show many avoided crossings of different widths (cf. the central part of
the spectrum in figure 2.6 for small F ). For very large values of the external force, it
dominates the spectrum, no further avoided crossings take place in the spectrum of the
Hamiltonian eq. (2.2.1). The reorganisation is complete. The spectrum is than given by
different overlapping Wannier–Stark ladders. The total number of energy levels equals the
total dimension of the Hilbert space dimH = (N +L− 1)!/(N !(L− 1)!) since there is no
decomposition into quasimomentum subspaces for fixed boundary conditions.
The quasienergy spectrum in the case of periodic boundary conditions is different from
this. Energy levels with different slopes cannot avoid each other as the force is varied since
they are restricted to a finite interval. However, since we are treating a single quasimomen-
tum subspace, all states have the same symmetry and do not show any real crossing but
only avoided crossings. We show the quasienergy spectrum of a small example system for
three different ranges of the external force in figure 2.7. Note that we show the quasienergy
spectrum as a function of 1/F to study the effect of small forces in more detail. At very
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Figure 2.7: Quasienergy spectrum of the tilted Bose–Hubbard model with periodic boundary condi-
tions, eq. (2.2.2), as a function of the external force 1/F . Note that three very different intervals
of the inverse force are shown: 1/F ∈ {[0, 100], [900, 1000], [2000, 2100]}. For increasing force,
the spectrum reorganises with single levels undergoing many avoided crossings until the force is
completely dominating the spectrum. N = 3, L = 5, κ = 1/5, J = 0.038 , U = 0.032. Please note,
that all crossings in the figure are avoided crossings, some of them not resolved on the scale of the
figure.
large force, the quasienergies are dominated by the external force as expected. When the
force is further reduced, the interaction and hopping play a stronger role and the spectrum
reorganises showing several avoided crossings. When the force is very small (second to
third panel in figure 2.7) this reorganisation is basically completed and one observes several
straight lines showing rather small avoided crossings when approaching each other. Again,
since all levels have the same symmetry but are restricted to traverse a finite region period-
ically, they cannot avert undergoing small avoided crossings. Surprisingly, and in contrast
to the tilted Bose–Hubbard model with fixed boundary conditions, the spectrum thus shows
many avoided crossings even for very small values of the external force, i.e. for large 1/F .
An even further reduction of the force (increase of 1/F ) leads to smaller avoided crossings
but the spectrum stays qualitatively the same. This difference will become clearer when
studying the number of avoided crossings in a given interval below.
Comparing both spectra leads to the conclusion, that the number of avoided crossings
in the spectra should go to zero when the external force is decreasing for fixed boundary
conditions but not for periodic boundary conditions. This means, we should observe avoided
crossings in the quasienergy spectrum for arbitrary small forces. This will be shown in the
next section by using the fidelity to detect avoided crossings in both cases. But first we
would like to discuss the detection of avoided crossings in the tilted Bose–Hubbard model
with either boundary conditions.
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Figure 2.8: Detection of avoided crossings in the tilted Bose–Hubbard model with fixed boundary
conditions. Shown is the central part of the spectrum of at tilted Bose–Hubbard model with
N = 5 = L for varying external force (top panel). The fidelity change detects the avoided crossings
of the central level. Parameters: J = 0.038, U = 0.032
Detection of Avoided Crossings
In section 2.1.2, we showed how the fidelity or the fidelity change are able to detect avoided
crossings in small model systems and in large complex random matrix models. We are now
going to do the same for our complex many-body system: the tilted Bose–Hubbard model.
In the case of fixed boundary conditions the implementation is straightforward and one
simply needs to compute the overlap between an eigenstate to slightly different Hamiltonians
in order to obtain the fidelity and fidelity change of the given eigenstate. An example for a
level from the central part of the energy spectrum is shown over a broad range of external
forces in figure 2.8. As discussed already, the level undergoes many avoided crossings as the
spectrum is reorganising along the transition from vanishing to dominating external force
F . As before, the fidelity change readily detects avoided crossings and the height of the
peak corresponds to the widths of the specific avoided crossing. The spectrum shows a
large number of avoided crossings for intermediate values of the external force, when the
reordering concerns many levels simultaneously.
The situation is more involved for the quasienergy spectrum of the Floquet-Bloch op-
erator. Since the eigenphases are periodic with period ωB = F they do not have a clear
order and one cannot speak of the n-th eigenstate in general. However, when varying the
external parameter slowly, one can follow a given state, since its quasienergy will also vary
only slowly. It that sense, one always has to look for close quasienergies at neighbouring
parameter values in order to follow a certain state and compute the fidelity or fidelity change
of that state. Specific care has to be taken, when the state under consideration approaches
the boundary of the accessible energy interval and jumps by F . We demonstrate that this
is possible in figure 2.9, where we follow one quasienergy level of the tilted Bose–Hubbard
model undergoing avoided crossings. These are detected by the fidelity change, shown in
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Figure 2.9: Detection of avoided crossings in the quasienergy spectrum of the tilted Bose–Hubbard
model with periodic boundary conditions. The upper panel shows the quasienergy spectrum nor-
malised to the interval [−1, 1]. The different levels are marked by their colour and undergo avoided
crossings. The lower panel shows the fidelity change for each level in the same colour as the level
in the top panel. Avoided crossings in the spectrum lead to clear peaks in the fidelity change. We
are able to follow a single level, even when it crosses the interval boundary and the order of levels
changes. Parameters: J = 0.038, U = 0.032, N = 3, L = 5, κ = 1/5.
the same figure. We see that the fidelity is able to detect avoided crossings in the spectrum
of the tilted Bose–Hubbard model. We are now going to use this to test our expectations
concerning the number of avoided crossings for different strengths of the external force for
either boundary conditions.
2.2.2 Density of Avoided Crossings
To illustrate the crossover between regions with few and many avoided crossings, we study
the density of avoided crossings as detected by the fidelity change Sn, when changing the
system parameter λ. In a histogram, the density of avoided crossings ρAC(λ) is defined via
ρAC(λ) · dλ = NAC(λ)/dimH, (2.2.4)
comparing the number of avoided crossings NAC(λ) in the interval [λ, λ + dλ] to the
total number of energy levels dimH. This is shown for the tilted Bose–Hubbard model
with periodic boundary conditions in the main part of figure 2.10. We observe no avoided
crossings at large F , i.e., small values of 1/F , and an increasing number of avoided crossings
that saturates around 1/F ≈ 20.
The transition between regular and chaotic spectral properties for J ≈ U and F ≪ J
and approximately integer filling in the tilted system can be visualised by comparing the
actual level spacing distribution to a Wigner-Dyson distribution using a standard statistical
χ2-test as described in appendix A (see also [Tom07]). This is displayed in the inset
of figure 2.10 along with the density of avoided crossings in figure 2.10. The fidelity
change S(1/F ) detects avoided crossings and marks the crossover from regular to chaotic
dynamics, showing the same qualitative behaviour as the spectral statistics: in regions of
good Wigner-Dyson statistics we find a high density of avoided crossings compared to a
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Figure 2.10: Density of avoided crossings ρAC in the quasienergy spectrum of the Floquet operator
for varying external force F . Parameters: J = 0.038, U = 0.032, N = 6, L = 6. The number
of avoided crossings as detected by the fidelity change increases with 1/F and saturates around
1/F ≈ 20 to an average value which is shown by the dashed line. Inset: Magnification of the region
marked by the box on logarithmic scale with a comparison to a χ2-test (with small values for good
Wigner-Dyson statistics).
smaller number of avoided crossings in the regular regime. Please be aware that a large
number of avoided crossings alone is not a criterion for quantum chaotic behaviour, instead
the avoided crossings need to follow RMT predictions as we will discuss below. We show
the density of avoided crossings here, only to illustrate the crossover from few to many
avoided crossings and to exemplify our fidelity measure.
The mentioned crossover begins for log(1/F ) ≈ 2, where the density of avoided cross-
ings rises above unity, i.e., on average each energy level undergoes more than one avoided
crossing in the unit interval. The transition is complete for log(1/F ) ≈ 3 where the χ2-test
saturates around a low value. Let us emphasize again that the density of avoided crossings
itself is not a criterion to distinguish regular level dynamics from chaotic. We only show the
density of avoided crossings to underpin the successful detection of avoided crossings by
the fidelity and to understand how the spectrum changes when the external force is varied.
In figure 2.10, we compare histrograms with equally spaced binning for a linear (main
figure) and logarithmic (inset) abscissa. Note, that the difference between the two: A
constant density in equally spaced bins on a linear abscissa will be exponentially growing
when shown on a logarithmic abscissa. This can be understood by a short calculation. If
the number of avoided crossings in an interval of length ∆f , with f ≡ 1/F is given by a
constant value NAC, the density of avoided crossings in that interval will also be constant:
ρ¯AC =
1
dimH
∆NAC(f)
∆f
−→ dNAC
df
=
1
f
dNAC
d ln f
= e−l
dNAC
dl
, with l ≡ ln f. (2.2.5)
To obtain the density as a function of l = ln f , we simply solve this differential equation and
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obtain an increasing density of avoided crossings when plotted as a function of l = ln 1/F :
∫ l
0
ρ¯AC e
l′dl′ =
∫ NAC
0
dNAC =⇒ NAC(l) = ρ¯AC · (el − 1). (2.2.6)
In this way, we have translated the approached constant density of avoided crossings to a
logarithmic abscissa in figure 2.10. The density is increasing for large values of ln 1/F , but
follows the predicted value very closely.
Turning to the Hamiltonian we fixed boundary conditions we expect a different be-
haviour of the density of avoided crossings for very large or very small values of the external
force: it should vanish, since the spectrum does not show any avoided crossings in either
regime. This is demonstrated in the top left panel of figure 2.11.
An additional advantage of the fidelity change compared to spectral statistics is that it
can be applied locally in the spectrum. This means that, if one is interested only in local
spectral properties of a system (concerning only a limited number of states), it is sufficient
to follow a small number of levels to characterise the system’s behaviour and to obtain the
same information as encoded in other methods, e.g., spectral statistics. To support this
idea, we have studied the density of avoided crossings in the tilted Bose–Hubbard model
with fixed boundary conditions of the complete spectrum and within different parts of the
spectrum. Figure 2.11 shows the different densities of avoided crossings.
Figure 2.11: Density of avoided crossings in the tilted Bose–Hubbard model with fixed boundary
conditions as a function of 0 < log(1/F ) < 10 (corresponding to 1 > F > 10−5) for L = 6 = N .
upper left: Density of avoided crossings for the whole spectrum; upper right: for the highest 50
levels; lower left: for 50 levels from the center of the spectrum; lower right: for the lowest 50 levels.
We see that the total density of avoided crossings is dominated by the center of the spectrum. It
is therefore possible to learn a lot about the system by studying a relatively small number of levels
from the center.
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We compare the densities of avoided crossings in a system of size L = 6 = N (i.e.
dimH = 1716) within different regions of the spectrum. First of all, one recognizes the
expected effect from the reorganisation of the spectrum in the density of avoided crossings
in the whole spectrum and in all parts of it: For completely dominating force (1/F close to
zero) and for almost vanishing force (1/F ≫ 1) there are no avoided crossings in the energy
spectrum. In between, the spectrum reorganises and the single levels undergo many avoided
crossings in this process. The density starts to increase around log(1/F ) ≈ 0 (corresponding
to F ≈ 1), where the Wannier–Stark ladder begins to get disturbed. There is a maximum
in the density of avoided crossings at log(1/F ) = 4.2 or F = 0.015 ≈ U/2 ≈ J/2, after
which the density starts to decrease again. This is clearly visible in the density of avoided
crossings for the total spectrum (top left panel of the figure). The other panels show the
density of avoided crossings for only 50 levels from the center, the bottom or the top of the
spectrum. We observe that the highest contribution to the density of avoided crossings is
clearly from the center of the spectrum where the spectral density is also the highest.
However, one can clearly say that the overall behaviour of the density of avoided cross-
ings in this complex many-body model is strongly indicated already by a very limited number
of states from the center: 50 out of 1716, i.e., only 3% in the example shown in the figure.
This property can be useful in different contexts or possible applications. Experimentally,
not the complete spectrum might be accessible, but only a few states. Then it is interesting
to gain as much knowledge as possible from the evolution of a limited number of states.
Furthermore, it can be of numerical advantage to consider only a few states. Using, e.g.,
the Lanczos-algorithm, one can quickly diagonalise a small part of a given Hamiltonian for
different parameter values and thus compute the fidelity of even large systems to gain a
good understanding of the overall spectral behaviour.
2.2.3 Characterising the System by Avoided Crossings
In the previous section, we discussed the density of avoided crossings in the tilted Bose–
Hubbard model as detected by our fidelity measure. But the density itself does not yet tell
us whether the system is chaotic or regular. The densities are clearly interesting in order
to understand how the system evolves from one dynamical regime into an other and they
showed that the fidelity is well able to detect avoided crossings in a dense and complex
spectrum. However, in this section we are going to use the information contained in the
fidelity to characterise the overall spectral behaviour of the different systems. The tilted
Bose–Hubbard model is regular for an arbitrary number of particles when limited to only
two lattice sites [Lin06]. On the other hand, it is known to be quantum chaotic for a higher
number of lattice sites and approximately integer filling [Kol04]. The two regimes can also
be distinguished by studying the distribution (of widths) of avoided crossings. We are going
to show that it is possible to do this by using the fidelity when applied to the complete
spectrum.
Integrable Double Well
The Bose–Hubbard model restricted to two lattice sites L = 2 is also known as the Bose–
Hubbard dimer and is in fact integrable [Mil97, Lin06]. The Hamiltonian reads
H = 1
2
[
U(n21 + n
2
2) + (2ǫ1 − U)n1 + (2ǫ2 − U)n2 − J(a†1a2 + a†2a1)
]
(2.2.7)
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and can be mapped to a spin system by introducing the Jordan-Schwinger realisation of
the SU(2) algebra [Fra01]:
S1 =
a1a
†
2 + a2a
†
1
2
, S2 =
a1a
†
2 − a2a†1
2
, S3 =
n1 − n2
2
. (2.2.8)
Introducing a fourth operator S4 = (n1 + n2)/2 which corresponds to the total angular
momentum according to S21 + S
2
2 + S
2
3 = S4(S4 + 1), we see that n1 = S4 − S3 and
n2 = S4 + S3. In terms of these spin operators, the Hamiltonian takes the nonlinear form
H = 2US4(S4 − 1) + 2US23 − 2TS1 +
ǫ2 + ǫ1
2
S4 +
ǫ2 − ǫ1
2
S3, (2.2.9)
and the integrability by Bethe ansatz methods can be shown rigorously [Lin06, Fra01] with
the help of these spin operators. The dimension of the Hilbert space is N + 1, where N
is the total number of particles. The Fock basis is easily written down, by starting with all
particles in the left well, and successively transferring particles to the other well.
The integrability of this many-body system is particularly interesting for our study
of avoided crossings. Namely, the pure absence of avoided crossings is not necessarily
a characteristic feature of an integrable system. Instead, an integrable system can have
avoided crossings, but they appear in a regular fashion and the width of the avoided crossings
will always be very small [Zak91]. Here small means to be smaller than the mean level
spacing.
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Figure 2.12: Regular spectrum of integrable double well Bose–Hubbard system as a function of the
external force F . The spectrum consists of N + 1 levels that show a very regular structure with
many tiny avoided crossings. Parameters: N = 50, J = 0.038, U = 0.032.
We show an example spectrum of the integrable Bose–Hubbard dimer in figure 2.12.
We chose a spectrum for 50 particles (and 51 energy levels) to make the spectrum not too
involved and show it as a function of the external force. We find that the spectrum of
the tilted doublewell system is indeed very regular. It shows many small avoided crossings
that are distributed in a regular fashion. For very large values of the external force these
crossings cease and the spectrum is given by the Wannier–Stark ladder.
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One observes that the structure of the spectrum changes for fixed F above certain
energy values. Below an energy Ec the levels are well separated and do not show avoided
crossings (cf. the inset of figure 2.12), whereas above, they attract and repel each other
alternatingly when the external force is varied. A part of this crossover in the spectral
structure is shown in the inset of the main figure. This crossover is a remainder from
the spectral structure of the integrable dimer without external force, the so-called sym-
metric dimer [Aub96]. The energy eigenvalues come in pairs E± that are degenerate
for J → 0 [Aub96]. By increasing J , this degeneracy is lifted and the structure of the spec-
trum changes around a certain J-dependent energy [Fra01]. Since the system is integrable
for arbitrary values of N , it is natural to treat the limit of high filling by a mean-field anal-
ysis. It turns out that the related classical system (as defined in [Aub96]) has a separatrix
at the same energy value. Interestingly, reminiscents of this integrable behaviour are also
present in this case of three lattices sites, in the Bose–Hubbard trimer [Buo04] and one
finds a similar transition in the spectrum even for higher numbers of lattice sites which to
our knowledge has not yet been analysed in the literature.
Having found avoided crossings in the spectrum of the integrable dimer, we can anal-
yse them using the fidelity in order to compare the distribution of widths with the RMT
predictions. Since the avoided crossings all have a width that is smaller than the average
level spacing, one expects a δ-like distribution. This is verified for the integrable double
well with the help of our fidelity measure in figure 2.13.
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Figure 2.13: Distribution of avoided crossings in the integrable Bose–Hubbard dimer. The width
of the avoided crossings c is very small compared to the mean level spacing 〈s〉 such that their
distribution is δ-like with a sharp peak at zero. This distribution has been obtained for a double well
Bose–Hubbard model with N = 100, J = 0.038, U = 0.032 and F ∈ [0, 1]. The histrogram reveals
that over 2000 avoided crossings were found. The tiny fraction of larger c’s stems from avoided
crossings close to the levels not showing any avoided crossings at all (see the inset of figure 2.12).
The widths of avoided crossings are tiny compared to the mean level spacing and all of the
same value except for a very small fraction that is slightly broader. Their contribution is
shown in the inset of figure 2.13 and stems from the avoided crossings shown in the magni-
fication of the double well spectrum above (figure 2.12). We conclude that the integrable
double well shows avoided crossings that follow the corresponding RMT prediction. The
fidelity is able to detect them and to verify the RMT prediction. Let us now come to the
more complex case of the chaotic regime for the tilted Bose–Hubbard model.
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Figure 2.14: Left: Solitonic levels in the complex spectrum of the tilted Bose–Hubbard model with
periodic boundary conditions. Shown is the spectrum at small F for N = 6 bosons in L = 7 lattice
sites (J = 0.038, U = 0.032, κ = 1/7). Within the chaotic sea of energy levels are a few straight
lines traversing the chaotic background.
Right: Cumulative distribution of avoided crossings determined from the fidelity change maxima for
the model of eq. (2.2.2). Shown is the numerical distribution (thick solid line), the best fit for a
mixed RMT spectrum (thick dashed line, and chaotic part γ = 0.943), and the RMT prediction for
a purely chaotic spectrum (thin dashed dotted line). Parameters: N = 6, L = 7, J = 0.038, U =
0.032, F = 1/39 . . .1/35 = 0.0256 . . .0.0286. Inset: Distribution of widths of avoided crossings
for the same model (histogram) and the best fit for a mixed RMT prediction (dashed line). The
enhancement peak close c = 0 arises from the regular “solitonic” states in the spectrum.
Chaotic Regime and Detection of Solitonic Levels
As found by [Kol03b] and discussed in chapter 1, the tilted Bose–Hubbard (for approximate
unit filling) shows quantum chaotic behaviour whenever hopping, interaction and the ex-
ternal force are of comparable strength. We will verify RMT predictions for this quantum
chaotic regime in this section by making use of our fidelity measure.
In the left panel of figure 2.14, we show another example of the chaotic spectrum
with many levels undergoing avoided crossings of different widths as the external force
is varied. For better visibility we have removed an overall linear trend in the figure and
shifted the quasienergies to the interval [−F/2, F/2]. As discussed earlier, the fidelity
allows to follow levels through the spectrum and to study the spectrum locally. On the
other hand, it means if we follow all energy levels over a certain parameter range, we can
resolve remarkable details in the full spectrum. This is done by using the fidelity change in
order to detect and characterise avoided crossings. With this method we are able to resolve
the small number of regular states [Ven10] moving on top of the chaotic background and
crossing it unperturbed [Plo¨10b]. These levels are clearly visible in the spectrum and have
been coined “solitonic” by Venzl et al. [Ven10]:
“In analogy to solitonic water waves that run through other waves without
loosing their shape, we call the states that correspond to these levels solitonic
states [Ven10].”
The corresponding distribution of avoided crossings is shown in the right panel of figure 2.14.
It has been obtained by detecting and characterising the avoided crossings by the fidelity.
The distribution is very close to the RMT prediction for a purely chaotic system but it
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Figure 2.15: Left: Solitonic levels in the complex spectrum of the tilted Bose–Hubbard model with
fixed boundary conditions. Shown is a section of the highest part of the spectrum at small F for
N = 3 bosons in L = 11 lattice sites (J = 0.038, U = 0.032). Within the chaotic sea of energy
levels are a few straight lines (marked by the red arrows) traversing the chaotic background.
Right: Cumulative distribution of avoided crossings determined from the fidelity change maxima
for the titled Bose–Hubbard model. Shown is the numerical distribution (thick solid line), the best
fit for a mixed RMT spectrum (thick dashed line, and chaotic part γ = 0.884), and the RMT
prediction for a purely chaotic spectrum (thin dashed dotted line). Parameters: N = 5, L = 6, J =
0.038, U = 0.032, F = 0.01 . . .0.02. Inset: Distribution of widths of avoided crossings for the same
model (histogram) and the best fit for a mixed RMT prediction (dashed line). The enhancement
peak close c = 0 arises from the regular “solitonic” states in the spectrum.
shows a slight deviation from the purely chaotic case coming from the admixture of regular
levels. In this case the distribution of widths of avoided crossings is the mixture between
the regular and quantum chaotic distributions
P (c) = (1− γ)δ(c) + 2γ
2
πc¯
exp
[
−γ
2c2
πc¯2
]
, (2.2.10)
with a chaotic part of weight 0 ≤ γ ≤ 1 [Yan93]. A finite regular component makes it self
visible as a strong enhancement of P (c) close to zero, cf. the inset of figure 2.14. We are
also able to estimate the size of this component by analysing the cumulative distribution
function
CDF(c) = 1− γ + γ erf
(
γc√
π
)
. (2.2.11)
The result is shown in the right panel of figure 2.14 where we plot the numerically obtained
distribution and the best χ2-fit including a finite regular component. We obtain a chaotic
part of γ = 0.943, in good agreement with counting only 8 regular levels out of 132 by direct
inspection of the spectrum. Except for the identification of single regular levels [Ven10],
this has so far not been detected in the tilted Bose–Hubbard model by other statistical
measures and underlines the value of the fidelity change as a quantity to detect avoided
crossings with high resolution in complex energy spectra [Plo¨10b].
We can perform a similar analysis in the tilted Bose–Hubbard model with fixed boundary
conditions. A section of the spectrum of this system is shown in the left panel of figure 2.15
where the solitonic levels have been marked by arrows for better identification. Again, one
observes a few number of levels moving almost unperturbed on top of a chaotic background.
These can again be detected using the fidelity by studying the distribution of avoided
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crossings. This is shown in the right panel of figure 2.15 where we observe a deviation from
the purely chaotic distribution due to the finite regular component of the spectrum. Using
a statistical χ2-test we can estimate the size of this regular component. The best χ2-fit
yields γ = 0.884 which amounts to 11.6% of regular levels.
There is a difficulty in comparing the statistically detected number of regular levels to
a direct inspection of the spectrum. There, the regular levels can be identified by their
ability to traverse the other levels without being altered. According to [Ven10], these levels
are almost identical to Fock basis states with all particles occupying the same lattice site,
e.g. |00003〉 for three atoms on five sites (meaning that one coefficient is dominating the
expansion of this eigenstate). These levels have a high energy and show a strong linear
behaviour when varying the external force (cf. figure 2.15). However, since they are located
above most of the other levels for F = 0 and some of them have positive slope (not shown
in the figure), they will only move away from the large number of chaotic levels and will
not cross them. This means they are neither detectable by the eye nor by the shape of the
avoided crossings as detected, e.g., by the fidelity. In the example shown above, there are
dimH = 286 levels altogether, such that the spectrum should contain 33 regular levels.
Some of them are easily identified and have been marked by arrows in the figure. A closer
inspection reveals more levels showing very small crossings and a straight traversing of other
levels. There are several energy levels starting at F = 0 with energies between 0.09 and
0.11 that show such a behaviour. We expect that these levels should also show higher
occupancy of single lattice sites as the solitonic levels identified in [Ven10] do. This could
be tested by analysing their distribution over the Fock basis (e.g. by studying the expansion
coefficients or measures as the inverse participation ratio in the Fock basis) and by studying
their properties before and after avoided crossings. Nevertheless, we obtain qualitatively
the same results for either boundary conditions: When all parameters are of comparable
size, the system exhibits quantum chaotic behaviour with a few regular levels on top.
2.3 Summary
We showed that quantum fidelity is perfectly suited to detect and characterise avoided
crossings in the energy spectrum. It therefore connects information about the wave function
of a system with its spectrum, without direct reference to the energy levels by using only
the overlap of wavefunctions. The fidelity of eq. (2.1.3) can be applied to characterise the
system’s behaviour locally in energy space, i.e., parts of spectrum only, as is the typical
situation in experiments where the complete spectrum is not accessible in most cases.
Since fidelity detects avoided crossings as a local measure without need of large statistics—
as would be required for testing predictions of random matrix theory on spectral lines or
wave functions [Haa91]—it is more attractive for experiments. The use of our fidelity
measure has been exemplified for simple models and for random matrix systems showing
many avoided crossings [Plo¨10b]. Since avoided crossings play an important role in many
physical situations, it should be useful in a broad range of applications and will hopefully
be applied to detect and charaterise avoided crossings in different systems.
The single-band Bose–Hubbard model is realisable with ultracold atoms in optical lat-
tices and we studied its complex spectral structure with statistical methods. We mainly
focused on the fidelity and avoided crossings, and were able to compare the behaviour of this
complex many-body system with RMT predictions at very high resolution. This revealed a
small number of regular levels that had so far been identified only by a direct analysis of a
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few single eigenstates.
The statistical approach is nevertheless limited in discussing singular features of a
complex system but is quite often the only possible route to characterise a system. In
the following chapter, we are going to study a system, which shows complexity in the time
evolution of the single-particle wave function, but has the advantage of being understandable
by analytical means.
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3.1 Introduction and Review of Single-Band Case
After our study of the single-band Bose-Hubbard model with an external Stark force, we
now turn to the two-band system. In Wannier–Stark systems generally, there is a finite
coupling between the states from the ground band to higher bands. Or to be more precise,
the eigenstates of the Wannier–Stark Hamiltonian have complex eigenvalues with a finite
imaginary part, i.e., they have a finite lifetime. How does this coupling of energy bands
translate into our lattice system? This is this main physical question we will address in this
and the following chapter. In our two-band system, the band coupling is induced by the
external force and the inter-particle interaction. To this end, we need to understand the
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interband coupling in the non-interacting system and connect it to the single-band case.
We start with the non-interacting two-band system which turns out to show surprisingly
rich and complex behaviour. We will try to solve the time-dependent Schro¨dinger equation
exactly, using different bases and different types of perturbation theory. This will give us
a good overview and understanding of different time-scales and physical regimes present
in the non-interacting two-band system. After a careful analysis of the band coupling and
time evolution in this system, we will study the effect of inter-particle interaction in the
later chapter 4.
The present chapter furthermore provides a beautiful example of complex dynamics in
quantum systems. We will find that many energy levels contribute to the time evolution
of the single-particle wave function and that it displays a complex interference. This is
mirrored in the population dynamics of the two energy bands with a superposition of many
different frequencies, resonances and different behaviour on different time-scales. Before
starting with actual calculations, we will give a short motivation and restate the Hamiltonian
as derived in chapter 1.
3.1.1 Motivation and Hamiltonian
In the present chapter, we consider a two-band tight-binding model with an additional
tilting force and study the force-induced coupling between the two Bloch bands. This has
been an active area of research for quite some time, although mainly focused on non-
interacting electrons [Fuk73, Rot95, Zha96, Bre06, Abu07]. For ultracold atoms in optical
lattices [Blo08b, Mor06], nearly closed two-band systems are also realisable using different
techniques as explained in section 1.3.3. Besides the possibility of experimental realisation,
a closed two-band model is interesting as a simple yet rich model system to study the
coupling between energy bands.
In addition to these direct realisations, the results of the present chapter extend much
further. A non-interacting system of two energy bands with an external force is equivalent
to a driven two-level system and this has applications in many areas of physics and is
still studied in different contexts [Lon10, Hau10]. The main reasons seem the richness of
possible phenomena on one hand and the possibility of analytical results on the other hand.
The long studied Rabi problem with all its extensions, as e.g. the Jaynes–Cummings model
(for both see appendix B), is a well-known example.
As discussed in chapter 1, we consider the two lowest energy bands of the non-
interacting Bose–Hubbard model introduced there. Since the interaction is zero, we have
only a limited number of terms in the Hamiltonian, which are: on-site energies, hopping
between neighbouring sites, and a coupling of the two energy bands. The Hamiltonian we
will discuss in this chapter reads explicitly
H = −Ja2
∑
l∈Z
(|al+1〉〈al|+ h.c.)− Jb2
∑
l∈Z
(|bl+1〉〈bl|+ h.c.)
+
∑
l∈Z
ǫ−l |al〉〈al|+ ǫ+l |bl〉〈bl|+ V (|al〉〈bl|+ h.c.)
(3.1.1)
with on-site energies ǫ±n = ±∆/2+nF and V = C0F the local coupling between the energy
bands. Ja(b) denote the hopping strength in band a(b). In a realisation with optical lattices,
the parameters ∆, C0, Ja, Jb depend on the depth of the lattice V0. In the following, we
consider the external Stark force F as a free parameter. The Hamiltonian in the Wannier
basis, eq. (3.1.1), is schematically depicted in figure 3.1.
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Figure 3.1: Graphical representation of the non-interacting two-band Hamiltonian. Shown is the
tilted double ladder and coupling between the bands (V ) and between neighbouring sites (Ja, Jb).
The original Wannier-Stark problem (see section 1.2) has actually a spectrum with
finite imaginary part. Including an infinite number of bands and keeping all couplings, the
Hubbard model with external force is equivalent to the continuous Wannier–Stark problem
and must therefore also show complex eigenvalues. However, the truncated version we are
considering has purely real eigenvalues. Using second quantisation and a vector notation
γl = (al, bl)
T, we see explicitly that the Hamiltonian is quadratic with a real symmetric
coefficient matrix
H =
∑
l,n
γ†l (Alδln +Bln)γn. (3.1.2)
It has thus real eigenvalues and is integrable [Lie61], although the unitary transformation
necessary for a diagonalisation might be hard to find. Namely, as we will see later, solving
this (seemingly simple) non-interacting problem is equivalent to a second order differential
equation where no exact solution in terms of elementary functions is known.
This chapter is organised as follows. We start be reviewing the single-band case,
including the spectrum and interesting effects in the time evolution, such as Bloch oscil-
lations (sec. 3.1.2). We will then approach the two-band system first in momentum space
(sec. 3.2), where we can reduce the Schro¨dinger equation to a known type of differential
equation of second order. Perturbative computations of the eigenstates and time evolution
operator in momentum space (sec. 3.2.3) and real space (sec. 3.3) will be given. We will
find resonances analogous to resonantly enhanced tunnelling in the Wannier–Stark problem
and will discuss these resonances in detail (sec. 3.4).
3.1.2 Single Band Case
We start with a short review of the single band results, as e.g. found in [Har04, Fuk73]. It
is easily solved and we will discuss the wave function and its time evolution. This is very
instructive since the horizontal dynamics on the lattice in the two-band case can partially
be understood from the single-band dynamics.
Exact Solution
The single band Hamiltonian for a non-interacting particle on a lattice under a constant
external force reads
H1 = −J/2
∑
l∈Z
(|al+1〉〈al|+ h.c.) + F
∑
l∈Z
l|al〉〈al|, (3.1.3)
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where J > 0 and |al〉 is a Wannier-state localised at site number l. To find the eigenvalues
of this Hamiltonian we make the very general ansatz
H1|φ〉 = E|φ〉 with |φ〉 =
∑
l∈Z
cl|al〉,
leading to the following secular equation
(lF − E) cl = J/2 (cl+1 + cl−1).
This strongly resembles the recursion relation for ordinary Bessel functions 2nx Jn(x) =
Jn+1(x) + Jn−1(x) (see Appendix C). The coefficients for solving the single band Hamil-
tonian are therefore Bessel functions cl = A · Jl−E/F (J/F ) with a normalisation con-
stant A. Using this ansatz |αn〉 =
∑
l Jl−n(xa)|al〉, with xa = J/F and its inversion
|an〉 =
∑
l Jn−l(xa)|αl〉 we can compute matrix elements
〈αn′ |H1|αn〉 = −J/2
(
δn,n′+1 + δn,n′−1
)
+ F
∑
l∈Z
lJl−n′(xa)Jl−n(xa). (3.1.4)
The second term can be simplified by changing the summation l→ l+n and using relations
for Bessel functions
F
∑
l
(l + n)Jl(xa)Jl+n−n′(xa) = nFδnn′ + xF/2
∑
l
Jl+n−n′ (Jl+1 + Jl−1)
= nFδnn′ + J/2
(
δn,n′+1 + δn,n′−1
)
.
The second term cancels the hopping term in eq. (3.1.4) and we obtain the eigenenergies
H1 =
∑
n
En|αn〉〈αn| with En = nF, |αn〉 =
∑
l
Jl−n(J/F )|al〉. (3.1.5)
We have thus computed the eigenenergies and eigenvectors. The spectrum is given by an
equidistant ladder of energy values, the so-called Wannier–Stark ladder. Quite surprisingly,
the energy spacing is independent of the hopping strength J . Here and in the following we
will denote hopping coefficients and Bessel function by capital J . This should not lead to
any misunderstanding since the Bessel functions will usually have integer indices for their
order and the hopping strengths will have indices a, b indicating the band.
We see, that the external force breaks the translational symmetry of the hopping term
and for any (arbitrary small) value of the force, one finds a Wannier–Stark ladder and no
sign of the free electron band structure. But when F = 0, the energy levels coincide and
the hopping couples them to obtain the lowest Bloch band ǫ(k) = −J cos(k) with Bloch
waves |k〉 =∑l eikl|al〉 as eigenstates. This is further discussed in [Glu¨02, p. 108].
Single-band Wave Function
For vanishing force, the eigenstates are delocalised Bloch waves, occupying the whole lattice.
Any finite external force leads to a localisation of the eigenstates, according to eq. (3.1.5).
The extension over the lattice is shown for different ratios of hopping strength and external
force in figure 3.2. The single-particle wave function is occupying very few lattice sites
for large forces, i.e. F ≫ J . The n-eigenstate |αn〉 is mainly localised in the interval
|l − n| < xa = J/F .
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Figure 3.2: Delocalisation of the single-band wave function in real space for various values of the
external force. Shown are the (absolute squares of the) expansion coefficients. Note that the
expansion coefficients are Bessel functions and are thus all real but not all positive.
Time evolution and Bloch Oscillations
The knowledge of the eigenstates enables us to compute the time evolution operator and
to discuss the time evolution of simple initial states. The matrix elements of the time
evolution operator read [Har04]
〈al|U(t)|al′〉 =
∑
n
〈al|αn〉e−iEnt〈αn|al′〉
= Jl−l′
(
x sin(Ft2 )
)
ei(l−l
′)(π−Ft)/2−il′Ft.
(3.1.6)
The time evolution operator is periodic in time with the Bloch period TB ≡ 2π/F . Fig-
ure 3.3 shows the results of the time evolution for two initial wave functions in real space.
On the left hand side for an initial state occupying only a single site |ψ(0)〉 = |a0〉 and
on the right for a Gaussian wave packet |ψ(0)〉 ∝ ∑n e−β(n−n0)2 |an〉 with β = 0.01 and
n0 = 10.
The single-site initial wave function spreads symmetrically in both direction of the lattice
and returns to its initial state after one Bloch period. The Gaussian wave packet on the
other hand starts to move down the lattice, according to the tilt of the lattice as determined
by the external force. But it does not “move down the hill” as a classical particle would,
instead it is moving slower and stops eventually, only to move up against the external force
back to its initial state. This counter-intuitive behaviour is termed Bloch oscillations.
This concludes our brief review of the single-band case. The external force leads to
well-known but noteworthy effects in this simple lattice system. Firstly, the external force
leads to a localisation of the eigenstates (Stark localisation) and, secondly, wave packets
show periodic oscillatory behaviour in the form of breathing modes or Bloch oscillations.
Let us now turn to the two-band system and start our analysis in momentum space.
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Figure 3.3: Time evolution in the one band system. Shown is the modulus of the single-band wave
function over time for xa = J/F = −10 and two different initial states. Left: A completely localised
initial state occupying only one site |ψ(0)〉 = |a0〉 leads to a breathing mode in the time-evolution.
Right: A Gaussian wave packet |ψ(0)〉 ∝ ∑n e−β(n−n0)2 |an〉 with β = 0.01, n0 = 10 remains a
Gaussian of nearly fixed width in the time-evolution. These are the famous Bloch oscillations in real
space.
3.2 Momentum Space Analysis
3.2.1 Hamiltonian and Absence of Explicit Solution
We are generally interested in the coupling between the two energy bands, independent from
the actual lattice site. We therefore go to momentum space: first we remove the force
term in the time-dependent Schro¨dinger equation by performing a gauge transformation
and secondly we introduce an expansion in Fourier components.
The applied force breaks the translational invariance of the system and can be removed
by a gauge transformation
ψ(x, t) = e−iFtxψ˜(x, t) (3.2.1)
such that the time-dependent Schro¨dinger equation for the new wave function reads
i∂tψ˜(x, t) = H˜(t)ψ˜(x, t) (3.2.2)
where the Stark term is absent but the momentum p is replaced by p − Ft [Kol03b] as
is easily seen by making use of p = −i∂x and ∂xef(x) = ef(x)(∂x + f ′(x)). We regain
translational invariance, such that quasimomentum is a good quantum number, but the
Hamiltonian is now time-dependent. This appears as a trick at this moment, but an
experimental realisation can be easily imagined. A one-dimensional optical lattice needs to
be produced in a ring shaped geometry, i.e. the cigar-like geometry is folded to a torus
forming an explicit implementation of periodic boundary conditions. Feasible experimental
parameters are discussed in [Ami05, Cou06] and the lattice tilt is achieved by a phase
difference as described in chapter 1.
Since the time-dependent system is translationally invariant, we introduce Fourier com-
ponents for the expansion of the wave function |ψ〉 =∑l al|al〉+ bl|bl〉, such that
a(k) =
∑
l
eilkal & b(k) =
∑
l
eilkbl.
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We obtain from the original non-interacting two-band model the following time-periodic
two-level Hamiltonian [Zha96]
H(k, t) =
(−∆2 − Ja cos(k + Ft) V
V ∆2 − Jb cos(k + Ft)
)
. (3.2.3)
We find that both unperturbed energy bands have a cosine dispersion, as expected for a
tight-binding model. They are separated by a bandgap ∆ and coupling via V , where the
band coupling is momentum-independent. Furthermore the periodicity of the Hamiltonian
in time
H(k, t+ TB) = H(k, t) with TB = 2π/F
is clearly visible in the momentum representation. Such a time-dependent two-level system
can show very rich behaviour, for instance multi-photon resonances, the Rabi-problem is
a typical example (see appendix B). Other time-dependent two-level systems like the
Landau–Zener problem are still subject to ongoing research [Zen09, Roj10] despite their
exact solution.
The time-dependent two-level system of eq. (3.2.3) appears very similar to the unquan-
tised Rabi problem H(t) =
( −∆ V cosωt
V cos ωt ∆
)
. However, it will turn out that our system is
more complicated. The Rabi problem is actually equivalent to the Mathieu equation whereas
the time-dependent Schro¨dinger equation to the Hamiltonian of eq. (3.2.3) is equivalent to
an extension of the Mathieu equation. It is called Hill’s equation and no solutions in terms
of elementary functions are known (see eq. (3.2.12) below). In fact, applying a rotation
around the y-axis by π/2 to the Rabi problem, one obtains H˜(t) =
(−V cosωt −∆
−∆ +V cosωt
)
.
The difference between the Rabi problem and our driven two-level system is the constant
gap of ∆ between the unperturbed levels in eq. (3.2.3).
The unperturbed energy bands for this two-level system are shown in figure 3.4. If the
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Figure 3.4: The unperturbed energy bands of Eq. (3.2.3) in momentum space at t = 0. A non-zero
force F leads to periodic motion within the energy bands. Parameters as for an optical lattice of
depth V0 = 4: ∆ = 4.39, Ja = 0.062, Jb = −0.62.
system was prepared in an initial state of zero momentum and the interband coupling was
negligible, it would perform periodic oscillations along the cosine dispersion of the lowest
band. Reaching the edge of the Brillouin zone, it would be reflected and return to its initial
state. This is the momentum space picture of Bloch oscillations.
We are mainly going to study the population dynamics in this and the following chapter.
We will usually start from an initial state in the lower band and solve the time-dependent
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Schro¨dinger equation. The main observable will then be the occupation of the upper band
given by
Nb(t) ≡ 〈ψ(t)|
∑
l
b†l bl|ψ(t)〉 =
∑
k
|b(k, t)|2. (3.2.4)
This definition does not specify the initial state, but it will usually be a state occupying only
the lower energy band. In the context of time-dependent two-level systems, this quantity
is then also referred to as transition probability Pa→b(t). The above definition will also
be used in the many-body problem in the following chapter. This is the observable we
are aiming at and try to obtain expressions for this quantity as well as solutions of the
time-dependent Schro¨dinger equation, e.g., in form of the time evolution operator.
The time dependent Schro¨dinger equation for the momentum space amplitudes reads
i∂t
(
a(k, t)
b(k, t)
)
=
(
−∆2 − Ja cos(k + Ft) V
V ∆2 − Jb cos(k + Ft)
)(
a(k, t)
b(k, t)
)
. (3.2.5)
This corresponds to a set of two coupled ordinary differential equations of first order. To
simplify these, we follow [Zha96] and apply the following transformation in order to obtain
a purely off-diagonal Schro¨dinger equation
a˜(k, t) = a(k, t) exp
[
− i∆· t/2− iJa
∫ t
0
cos(k + Ft′)dt′
]
b˜(k, t) = b(k, t) exp
[
+ i∆· t/2− iJb
∫ t
0
cos(k + Ft′)dt′
] (3.2.6)
This removes the diagonal terms and we obtain an equivalent Schro¨dinger equation for the
transformed amplitudes
i∂t
(
a˜(k, t)
b˜(k, t)
)
=
(
0 V e−iφ(k,t)
V eiφ(k,t) 0
)(
a˜(k, t)
b˜(k, t)
)
, (3.2.7)
where φ(k, t) = ∆ · t − ∆x[sin(k + Ft) − sin(k)] is the phase between the two Bloch
bands and ∆x = (Ja − Jb)/F . Where the pure existence of two energy bands allows
phenomena like Rabi oscillations, it is the non-trivial phase difference for the time-evolution
in both bands, related to ∆x 6= 0, that gives rise to interesting, non-trivial phenomena
to be discussed below. That is, the difference in the curvature Ja − Jb allows to collect
different phases during the time evolution in the upper or lower band. From the theoretical
point of view, it is ∆x 6= 0 leading to differential equations which are not solvable in simple
functions as we will see below. Please note, that our model is slightly different from a tight-
binding superlattice, as e.g. in [Bre06, Bre07], since we include a local on-site coupling of
the bands.
Let us discuss the special case Ja = Jb first. The non-linear time dependence of φ(k, t)
vanishes and we write the system of differential equations as a linear differential equation
of second order. Differentiating the second equation and inserting it into the first one, we
arrive at the simple equation
¨˜a+ i∆ ˙˜a+ V 2a˜ = 0. (3.2.8)
This is a linear second order equation with constant coefficients and independent of k and
is easily solved. Using the initial conditions a˜(0) = 1 and ˙˜a(0) ∝ b(0) = 0 the solution
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translates to the original amplitudes as
a(t) = cosω0t+ i
∆√
∆2+4V 2
sinω0t
b(t) = −i 2V√
∆2 + 4V 2
sinω0t, ω0 =
1
2∆˜ ≡ 12
√
∆2 + 4V 2
(3.2.9)
and |a(t)|2 + |b(t)|2 = 1 as necessary. For this simple case, we find sinusoidal oscillations,
Nb(t) = 4V 2∆2+4V 2 sin2(∆˜t/2), with an amplitude 4V
2
∆2+4V 2
and period T/TB = F/∆˜. We
will come back to this result later and compare it to numerical simulations.
The same procedure to derive a second order differential equation can of course be
applied to the general problem. But the differential equation to be solved has now time-
dependent coefficients
0 = ¨˜a+ iφ˙(k, t) ˙˜a+ V 2a˜ = ¨˜a+ i
[
∆+ (Ja − Jb) cos(k + Ft)
]
˙˜a+ V 2a˜. (3.2.10)
We make an ansatz a = y exp[iΩ(t)] and choose −2 ddtΩ = ∆+ (Ja − Jb) cos(k + Ft), in
order to remove the second term in eq. (3.2.10). We finally arrive at
0 = 2y¨ + y
[
2V 2 − iF (Ja − Jb) sin(k + Ft)
−3(∆+ (Ja − Jb) cos(k + Ft))2]. (3.2.11)
We have transformed the initial equation to one that is of the Hill type [Plo¨10a]
0 = y′′ +
[
A+Bf(x)
]
y, with f(x+ 2π) = f(x) (3.2.12)
described in [Olv10, Urw70, Mag69]. It is an extension of the well known Mathieu equation.
Unfortunately, solutions in closed form are not known. We have thus shown that the time-
dependent Schro¨dinger equation for the non-interacting two-band problem is equivalent to
an ordinary differential equation without known solutions in elementary functions. Of course
one can see differential equations as defining new functions, but we are seeking an explicit
solution expressable in known functions or a small number of integrals of known functions
here. For the rest of this chapter, we are going to study different approximate solutions
of the problem, as determined by the Hamiltonian of eq. (3.1.1) and the Schro¨dinger
equation (3.2.7).
3.2.2 Perturbative Solution and Existence of Resonances
Having established the absence of exact solutions in closed form in the last section, we
now turn to approximate solutions. We will use some simple approximations combined with
numerical results in this section to gain some insight in the physics of the non-interacting
two-band system. In the following sections we will perform more systematic calculations.
Following [Zha96], the time-evolution operator of the non-interacting two-band system
is approximately (ignoring the time-ordering) given by
U(t) ≈ exp
[
−i
∫ t
0
H(t′)dt′
]
(3.2.13)
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valid to first order in V . This yields an approximate but explicit solution of the Schro¨dinger
equation (3.2.7), namely(
a˜(k, t)
b˜(k, t)
)
= exp
[
−iV
∫ t
0
σx cosφ(k, t
′) + σy sinφ(k, t′)dt′
](
a˜(k, 0)
b˜(k, 0)
)
. (3.2.14)
Choosing, as before, occupation in the lower band as initial state, i.e. a(k, 0) = 1 and
b(k, 0) = 0, one obtains with e±i~a·~σ = 1 cos |~a| ± i|~a|−1~a · ~σ sin a for the occupation of the
upper band
|b(k, t)|2 = sin2
∣∣∣∣V
∫ t
0
eiφ(k,t
′)dt′
∣∣∣∣ , (3.2.15)
with φ(k, t) = ∆ · t−∆x[sin(k + Ft) − sin(k)] as above. We will encounter this integral
again later and discuss it extensively there. At the moment, we only want to state that it
can not be expressed by a finite number of elementary functions. We thus want to treat
it approximately. It is easy to check the same special case as above. For equal hopping
strength in both bands (∆x = 0) the integral is easily performed and one finds oscillations
between the bands
|b(k, t)|2 = sin2 ∣∣V (ei∆t − 1)/∆∣∣ = sin2(2V/∆) sin2 ∆t2 (3.2.16)
with an amplitude of sin2(2V/∆) ≈ 4V 2/∆2 and period T = 2π/∆ = F/∆ · TB. This is
similar to earlier results. A typical example of such oscillations for our parameters is depicted
in figure 3.5. The amplitude of these direct on-site oscillations is much smaller than one,
usually a few percent for realisations with optical lattices, and the period is smaller than
the Bloch period TB .
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Figure 3.5: Occupation of the upper band for equal band widths (Ja = Jb) according to the
approximate result eq. (3.2.16) for F = 2.22 and V0 = 4, i.e. V = −0.15F and ∆ = 4.39.
To obtain an idea of further physics contained in the above expression eq. (3.2.16), we
stick to some simple approximations and set k = 0. Writing eiφ = cosφ+ i sinφ and using
the addition theorems we find integrands of the form cos(∆x sin t) and sin(∆x sin t) which
are not accessible. We therefore expand the functions in a Fourier series
cos(∆x sinFt) = J0(∆x) +
∞∑
n=1
2J2n(∆x) cos(2nFt) (3.2.17)
sin(∆x sinFt) =
∞∑
n=0
2J2n+1(∆x) sin [(2n + 1)Ft] (3.2.18)
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where Jl(x) denotes the ordinary Bessel function of order l. Taking only the first terms
cos (∆x sin t) ≈ J0(∆x) + 2J2(∆x) cos 2t+O(cos 4t)
sin (∆x sin t) ≈ 2J1(∆x) sin t+O(sin 3t),
the integrals can be solved analytically and expressions of the following form (m = 1, 2)
appear
Nb(t) ∝ sin2
∣∣∣∣V sinm(∆xm ) sin[(∆−mF ) t]∆−mF
∣∣∣∣ .
The higher order terms in the the expansion lead to similar terms, indicating special be-
haviour of the system when the denominator vanishes. Thus, a truncated Fourier expansion
indicates the existence of resonances in the occupation of the upper band for ∆ ≈ mF ,
i.e., whenever the tilt between sites of different bands equals the band gap.
To test this expectation, we evolved an initial state with a(k, 0) = 1 and b(k, 0) = 0
in time for a resonant value and the resulting occupation of the upper band Nb(t) is
shown in figure 3.6. We observe small Rabi oscillations with a high frequency, and on
top of these are Rabi oscillations of large amplitude and long period T ≫ TB. The latter
oscillations only take place near resonances ∆ ≈ mF . But the actual maximum of these
large amplitude oscillations is not exactly at values Fm = ∆/m, with m ∈ N, instead they
are slightly shifted. For figure 3.6 below, we searched for the largest amplitude oscillations
of a resonance of order 2. For the parameters given there, the maximum is located at
F = 2.2207 instead of F = ∆/2 = 2.195, a shift of about one percent. Later, we will
derive a simple expression for the actual position of the resonance.
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Figure 3.6: Occupation of band 2 as a function time in resonance. We observe long period and
large amplitude Rabi oscillations with smaller and much faster oscillations on top. Parameters as in
figure 3.4 and F = 2.2207.
We performed similar time evolutions for various values of the external force F and
studied the long time average of Nb(t) [Plo¨10a]. The result is depicted in figure 3.7. It
clearly demonstrates the existence of resonances in our system whenever the bandgap is an
integer multiple of the external force. The occupation of the upper band is usually very
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Figure 3.7: Long time averages of the occupation of band 2 as function of the inverse force. There
is a clear signature of resonant behaviour when the band gap equals an integer multiple of the force:
nF = ∆. The dashed line shows the average occupation of band 2 as expected from eq. (3.2.19)
and the inset schematically shows an n = 2 resonance. Parameters as in figure 3.4.
small, of the order of a few percent, but shows sharp resonances for mF ≈ ∆. A closer
numerical study (not shown here) shows a Lorentzian shape for the lower order resonances
and the possibility of more complicated, Fano-like [Fan61] shapes for the narrower higher
order resonances. The non-resonant oscillations are well described by eq. (3.2.9). Specif-
ically, if the system is not in resonance, the mean occupation of the upper band should
follow
Nb = 1
2
4V 2
∆2 + 4V 2
=
1/2
1 + [ ∆2C0 ]
2(1/F )2
. (3.2.19)
This is shown by the red dashed line in figure 3.7 which is in good agreement with the
numerically obtained curve. We chose to show the mean occupation of the upper band
as a function of the inverse force to make the resonances equidistant. Below we will de-
rive an effective model for the system in resonance that allows a quantitative prediction of
the resonance width. Similar resonant behaviour has been observed in extensive numeri-
cal studies of the occupation of minibands for electronic motion in superlattices [Abu07].
It is furthermore the lattice equivalent of resonantly enhanced tunnelling as discussed in
section 1.2.2.
This section aimed at introducing the general physical picture of the band coupling in
the non-interacting system. We will now turn to a more detailed and systematic analysis
of the system in and out of resonance.
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3.2.3 Magnus Expansion
This section is devoted to a systematic perturbation theory for solving the Schro¨dinger
equation. The expansion technique we use is called Magnus expansion and will give us a
systematic way of calculating unitary solutions to the time-dependent Schro¨dinger equation,
perturbative in the inter-band coupling.
Introduction
Instead of solving the time-dependent Schro¨dinger equation directly, one can try to solve
the equivalent differential equation for the time evolution operator with corresponding initial
condition
i
d
dt
U(t) = H(t)U(t), U(0) = 1. (3.2.20)
A formal solution to this matrix differential equation is given by
U(t) = T exp
[
−i
∫ t
0
H(t′)dt′
]
, (3.2.21)
where the time-ordering T can only be dropped if the Hamiltonian commutes with itself
at different times, i.e. [H(t),H(t′)] = 0 ∀t, t′. The simplest approximation is to drop
the time-ordering, and one would expect corrections to this in terms of more and more
nested commutators. Such an expansion is actually well established and known as Magnus
expansion [Mag54]. A recent review with many examples can be found in [Bla09].
The approach proposed by Magnus is to express the solution to eq. (3.2.20) as the
exponential of an infinite series
U(t) = exp [Ω(t)] = exp
[ ∞∑
k=1
Ωk(t)
]
, (3.2.22)
with each term containing an increasing number (k − 1) of nested different time com-
mutators. This is well-suited for time-dependent quantum mechanical problems and the
Magnus expansion has the big advantage (compared to Dirac perturbation theory) that the
obtained time evolution operator is unitary at any order of the expansion. Furthermore,
the expansion is proven to be finite when [H(t), ∫ t′0 H(t′′)dt′′] = 0 ∀t, t′ and there are clear
mathematical results concerning the convergence of the Magnus expansion [Bla09]. The
first three terms of this series read explicitly (valid in both Schro¨dinger and interaction
picture [Pec66, Kla08])
Ω1(t) = −i
∫ t
0
H(t1) dt1 (3.2.23a)
Ω2(t) =
1
2
∫ t
0
dt1
∫ t1
0
dt2 [H(t1),H(t2)] (3.2.23b)
Ω3(t) =
i
6
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
{[H1, [H2,H3] ]+ [H3, [H2,H1] ]} (3.2.23c)
with the obvious short-hand Hm = H(tm) in the last line. There are recursion formulae
to construct higher-order commutators recursively [Bla09] and the Magnus expansion has
also been used to implement fast and efficient numerical integration routines [Bla00]. All
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orders could be summed in a recent work for a new derivation of the transition probability
in the Landau–Zener problem [Roj10]. Unfortunately, this beautiful and clear tool does not
yet appear in quantum mechanics textbooks.
Results within the Magnus Expansion
Applying the Magnus expansion to our time-dependent problem, eq. (3.2.7), we observe
that the commutator at different times does not vanish
[H˜(k, t), H˜(k, t′)] = V 2 [σx cosφ(t) + σy sinφ(t), σx cosφ(t′) + σy sinφ(t′)]
= 2iV 2σz sin[φ(t
′)− φ(t)], (3.2.24)
where φ(t) = ∆· t−∆x [sin(k + Ft)− sin(k)] and ∆x = (Ja−Jb)/F as before. Dropping
the time ordering operator in the formal solution of the Schro¨dinger equation is thus only
an approximate solution. Let us now turn to a clearer analysis of the first and higher order
results of the Magnus expansion.
First order Magnus Expansion Let us give the explicit expressions for our two-band
system. Without loss of generality, we restrict our discussion to k = 0, which can always
be achieved by shifting the time zero. In the transformed basis, the according Hamiltonian
reads
H˜(t) = V
(
0 e−iφ(t)
eiφ(t) 0
)
with φ(t) = ∆·t−∆x sin(Ft). (3.2.25)
To compute the terms in the Magnus expansion explicitly, we have to integrate the Hamil-
tonian and commutators of it over time. We will need the integral
χ(t) ≡
∫ t
0
eiφ(t
′)dt′ =
∫ t
0
ei(∆·t
′−∆x sinFt′)dt′. (3.2.26)
First of all we observe that the other needed integral is given by∫ t
0
dt′e−iφ(t
′) =
∫ t
0
dt′ cosφ(t′)− i
∫ t
0
dt′ sinφ(t′) = χ∗(t) (3.2.27)
Using the the generating function of the Bessel function exp[u(τ−1/τ)] =∑n∈Z Jn(2u)τn
for τ = e−iFt, we can write the sin in the exponent as a sum over Bessel functions
χ(t) =
∑
n∈Z
Jn(∆x)
∫ t
0
dt′ei(∆−nF )t
′
.
After integration and minor manipulations, we obtain a closed expression with the explicit
time dependence for the highly oscillatory function
χ(t) = 2
∑
n∈Z
Jn(∆x) e
iωnt/2 sin (ωnt/2)
ωn
with ωn = ∆− nF. (3.2.28)
We observe that the same result can be obtained by keeping all terms in the Fourier
expansion in the previous section 3.2.2. Applying the same procedure for similar integrals
of the same type, one finds generally
Φα,β,±ω(t) =
∫ t
0
ei(αt
′±β sinωt′)dt′ = 2
∑
n∈Z
Jn(β) e
i(α±nω)t/2 sin [(α± nω)t/2]
α± nω . (3.2.29)
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With the explicit expression for the integral defining χ(t), the first term in the Magnus
expansion is given by Ω1(t) = −i
∫ t
0dt
′H(t′) = −iV ( 0 χ∗χ 0 ) and the time evolution operator
in first order reads correspondingly [Plo¨]
U1(t) = e
Ω1(t) =
(
cos(V |χ(t)|) −iei argχ sin(V |χ(t)|)
−ie−i argχ sin(V |χ(t)|) cos(V |χ(t)|)
)
. (3.2.30)
This is the result in first order and the occupation of the upper band is given by
Nb(t) = sin2
(
V |χ(t)|) = sin2 [2V ∣∣∣∑
n
Jn(∆x)e
iωnt/2 sin (ωnt/2)
ωn
∣∣∣]. (3.2.31)
But since χ(t) is a rather involved function, we want to discuss this in more detail and give
some examples. Nevertheless, this result from first order Magnus expansion indicates some
of the complexity of this time-dependent single-particle problem eq. (3.2.3).
First of all, we observe that the time evolution operator is unitary, as expected from
the form of the Magnus expansion. Furthermore, we can again consider the limiting case
of vanishing band curvature, i.e. ∆x = 0, where we should find simple Rabi oscillations
of small amplitude. In that case, only the zero-order Bessel function survives and the
oscillating argument of the sine and cosine function in the time evolution operator reduces
to
χ(t)
∆x=0
= 2/∆ · ei∆·t/2 sin (∆· t/2).
Such that the occupation of the upper band reads
Nb(t) = sin2
(
2V
∆ sin(∆· t/2)
)
= 4
( ∞∑
n=0
J2n+1
(
2V
∆
)
sin
[
(2n+1)∆·t
2
])2
.
It is a superposition of many frequencies with rapidly decreasing amplitudes already in this
simple limit ∆x = 0. The leading term has an amplitude of (2V/∆)2 and is much smaller
than one. An example of these oscillations for short times is shown in figure 3.8.
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Figure 3.8: Occupation of the upper band as function of time for a non-resonant force from the
first order Magnus expansion, eq. (3.2.31). Shown are the full first order solution (solid line) and
the reduced solution keeping only the leading term (dashed line). Parameters correspond to V0 = 4
and F = 2.0. A comparison with a numerical solution will be given in the following figure.
Coming back to the full expression for the time-dependent integral needed in first
order, eq. (3.2.28), we can take a closer look at the resonances ∆ = mF . The vanishing
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denominator can be treated separately since limx→0 sinxtx = t, and for a resonance of order
m, this oscillatory function reads
χ(t) = Jm(∆x) t+ 2
∑
n 6=m
Jn(∆x) e
i(∆−nF )t/2 sin [(∆− nF )t/2]
∆− nF . (3.2.32)
For large times the first term will be dominating and the overall short-time averaged occu-
pation of the upper band shows large sinusoidal oscillations with unit amplitude
N resb (t) = sin2[V Jm(∆x) t]. (3.2.33)
This is exactly the resonant behaviour we observed earlier. The other high-frequency and
non-resonant terms will lead to small amplitude oscillations on top of this overall resonant
inter-band oscillations. Let us now compare the complete first order Magnus expansion
with a numerical simulation. This is shown in figure 3.9 for the occupation of the upper
band as a function of time and a resonance of order m = 2.
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Figure 3.9: Occupation of the upper band as function of time for resonant force from the first order
Magnus Expansion. Shown are the full first order solution (black line) and a numerical solution
of the full problem (red line). Parameters as in figure 3.6. The resonant force for the Magnus
expansion is F = ∆/2 = 2.195, but F = 2.2207 is the numerically found resonance position and
has been used in the simulation.
The first order Magnus expansion captures the most important features of the numerical
result. These are small amplitude oscillations with a superposition of various frequencies
(shown in the inset of figure 3.9) and an overall increase for long times, giving rise to
long period sinusoidal oscillations of amplitude one. However, the amplitude of the minor
oscillations is significantly larger than in the numerical result. Furthermore, the first order
Magnus expansion predicts resonances exactly at ∆ = mF , it does not reproduce the
small shift observed numerically. But besides these deficiencies, the first order gives a good
overview of the complex dynamics contained in the non-interacting two-band problem and
allows to capture the different dynamical regimes in a simple closed expression.
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Second Order Magnus Expansion For the second order contribution we need the
commutator computed earlier and integrate over it:
Ω2(t) = iV
2σz
∫ t
0
dt1
∫ t1
0
dt2 sin[φ(t1)− φ(t2)]
= 12V
2σz
{∫ t
0
dt1e
iφ(t1)χ∗(t1)−
∫ t
0
dt1e
−iφ(t1)χ(t1)
}
.
Using the results for χ(t), eq. (3.2.28), we can rewrite this as
Ω2(t) = −iV 2σz
∑
n∈Z
Jn(∆x)
∆− nF
{
Reχ(t)− ReΦnF,∆x,F (t)
}
,
where we used the fact that Φ−α,β,−ω(t) = Φ∗α,β,ω(t). If we abbreviate the complicated
integral as Ω2(t) ≡ −iV 2σzψ(t), we obtain the time evolution operator in second order
U2(t) = exp
[
−iV
(
V ψ(t) χ∗(t)
χ(t) −V ψ(t)
)]
=


cos(V
√
χ∗χ+V 2ψ2 )√
χ∗χ+V 2ψ2
− iV ψ sin(V
√
χ∗χ+V 2ψ2 )√
χ∗χ+V 2ψ2
−χ∗ sin(V
√
χ∗χ+V 2ψ2 )√
χ∗χ+V 2ψ2
−χ sin(V
√
χ∗χ+V 2ψ2 )√
χ∗χ+V 2ψ2
cos(V
√
χ∗χ+V 2ψ2 )√
χ∗χ+V 2ψ2
+ iV ψ
sin(V
√
χ∗χ+V 2ψ2 )√
χ∗χ+V 2ψ2

 .
(3.2.34)
As expected, this result reduces to the time-evolution operator in first order for ψ = 0 and
is unitary. Keeping in mind the structure of the time-dependent function χ(t) discussed
earlier, we see that the result of the Magnus expansion in second order is already rather
complicated. But we can still give a closed expression for the occupation of the upper band
Nb(t) = |χt|
2
|χ∗tχt + V 2ψ2t |
sin2
(
V
√
χ∗tχt + V 2ψ2t
)
, (3.2.35)
although the functions χ(t) and ψ(t) have been given only as integrals or infinite sums. Let
us compare the results from both orders of the Magnus expansion. In figure 3.10 we show
the occupation of the upper band as a function of time in first and second order Magnus
expansion. The difference between the two orders is not discernible by the eye. Thus, the
second order Magnus expansion leads only to minor corrections in the inter-band coupling.
Third and Higher Orders Nested commutators have to be computed for the third
order magnus expansion. This is easily done and the result is (we write φj ≡ φ(tj) =
∆· tj −∆x sin(Ftj) for short)[
H˜1, [H˜2, H˜3]
]
= 4(σy cosφ1 − σx sinφ1) sin[φ2 − φ3]. (3.2.36)
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Figure 3.10: Results for the occupation of the upper band as function of time in first (blue solid line)
and second order (red dashed line) Magnus expansion. We use results from a numerical integration
of the functions χ(t) and ψ(t) explained in the text. Parameters for V0 = 5 and m = 1. There is
no visible difference between the orders.
This means that the third order contribution has the same structure as the first order matrix
Ω1, but the integrals are now over three variables and more complicated
Ω3(t) =
iV 3
6
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
{
4 sin[φ2 − φ3](σy cosφ1 − σx sinφ1)+
4 sin[φ2 − φ1](σy cosφ3 − σx sinφ3)
}
≡ −iV 3
(
0 θ∗(t)
θ(t) 0
)
.
(3.2.37)
where we abbreviated the complicated integral by
θ(t) ≡ −2
3
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
{
eiφ1 sin[φ2 − φ3] + eiφ3 sin[φ2 − φ1]
}
similar to the procedure in first order. The time evolution operator has the same form as
in second order, only with the substitution χ(t) → χ(t) + V 2θ(t). We will not discuss
the function θ(t) any further. One could compute it numerically, but the direct numerical
integration of the Schro¨dinger equation requires the same numerical effort but has the
advantage of giving the (numerically) exact result.
Having computed the first three terms of the Magnus expansion (up to integrations), we
make a remarkable observation for the non-interacting two-band problem. The nested
commutators seem to have a clear structure in the sense, that even orders are proportional
to σz and odd orders consist of off-diagonal elements made up from a time-dependent
function and its complex conjugate. This could be checked by analysis of recursion formula
for nested commutators as given in [Bla09]. The time evolution operator would then be
of the form given above for second order and contain infinite sums of functions χ¯(t) =∑
n V
2nχ2n(t) and ψ¯(t) =
∑
n V
2n+1ψ2n+1(t). In consequence, the solution to Hill’s
equation would be expressable in infinitely many sums over Bessel functions. In a similar
expansion for the simpler Landau–Zener Problem (where the explicit solution of the time-
dependent Schro¨dinger equation can be given) the resummation of the Magnus expansion
has been achieved for t→∞ by [Roj10], yielding the well-known Landau–Zener result for
the transition probability. We will not follow this line of investigation here, but instead
try to find perturbative solutions that involve simple functions and have a clear physical
interpretation.
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Summary
We used the Magnus expansion for a systematic expansion of the solution of the time-
dependent Schro¨dinger equation in commutators of the Hamiltonian with itself at different
times. We gave closed analytical expressions for the first and second order results and
discussed their behaviour. We found that the first order result for the occupation of the
upper band shows already a very rich and complex time-dependence: A superposition of
many frequencies with different amplitudes and the existence of resonances. This first order
result eq. (3.2.31) gives a good overview of the possible dynamics within a single expression.
However, we have arrived at a stage, where it seems not desirable to go to higher
order terms in solving the non-interacting two-band model with the Magnus expansion. We
are not only interested in a solution in a single analytical expression as such, but we need
to compute expectation values. This is only reasonable with not too involved analytical
expressions. Therefore, we will follow another route: From the understanding we gained
so far, it is possible to distinguish different physical situations for our system exhibiting
resonances. In the subsequent sections, we will find approximate solutions away from
resonance and directly in resonance.
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3.3 Real Space Analysis
We saw that the first order Magnus expansion gives good results for the overall behaviour
of the system but that the next orders do not lead to a significant improvement, as for
example in giving better estimates for the correct resonance position. We thus go back to
real space and analyse the system’s behaviour there. This has often the advantage that
the physical content of the relevant expressions is more transparent and approximations are
easy to comprehend.
3.3.1 Transformation of Hamiltonian
We will now rewrite the non-interacting two-band Hamiltonian in a way that is well-suited
for approximate solutions in and out of resonance.
Coordinate Transformation
Starting from the original Hamiltonian in coordinate space, eq. (3.1.1), we apply the trans-
formation that diagonalises the single-band problem [Fuk73]. We introduce a new basis
|αn〉 =
∑
l
Jl−n(Ja/F )|al〉 and |βn〉 =
∑
l
Jl−n(Jb/F )|bl〉, (3.3.1)
and will always write xa(b) ≡ Ja(b)/F and ∆x = xa − xb as before. Inserting the inverse
transformation into the original problem, eq. (3.1.1), and using relations for Bessel functions,
we arrive at the Hamiltonian in the transformed basis [Fuk73]:
H =
∑
l
[
ǫ−l |αl〉〈αl|+ ǫ+l |βl〉〈βl|+ V
∑
n
Jl−n(∆x) (|αl〉〈βn|+ h.c.)
]
, (3.3.2)
where ǫ±n = ±∆/2 + nF , as in the original basis. We have thus removed the hopping
terms at the cost of a direct coupling between any two sites of the two different bands,
weighted by Bessel functions. This means the coupling between different and possibly
remote sites, which is originally mediated by on-site coupling and subsequent hoppings, can
be considered a higher order process in the original basis. But in the transformed basis,
eq. (3.3.2), this coupling is now direct with a strength modified by the factor Jl−n(∆x).
This is schematically depicted in figure 3.11.
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n
Figure 3.11: Graphical representation of the transformed non-interacting two-band Hamiltonian.
Coupling between any sites of different bands is now directly possible instead of on-site transitions
and subsequent hoppings. The coupling matrix elements are weighted by Bessel functions.
This transformed Hamiltonian will be discussed in the following sections. It has been
derived earlier by Fukuyama et al. [Fuk73], but they concentrated on proving the existence
of a Wannier–Stark ladder in the two-band problem. Furthermore, they mentioned the
solveability of the ∆x = 0 case but did not discuss resonances or the inter-band coupling
in more detail. We will do both below.
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Floquet Theory
Interestingly, the same matrix representation can be found by application of Floquet theory
to the time-periodic Hamiltonian eq. (3.2.7). We start again with the observation, that the
Hamiltonian under consideration is periodic in time and can thus be expanded in a Fourier
series
H˜(t) = H˜(t+ TB) =
∑
n∈Z
HneiωBt with ωB =
2π
TB
= F, (3.3.3)
with coefficients Hn that are themselves 2×2 matrices. Floquet theory as we want to
apply it here consists in the statement that the solution of the time-dependent problem is
equivalent to solving a larger but stationary problem [Shi63, Shi65]. Indeed, one has to
solve the eigenvalue problem for the Floquet operator HF with matrix elements
(HF )n,kαγ = Hn−kαγ + nωBδαγδnk with n, k ∈ Z; α, γ = a, b. (3.3.4)
Instead of a small but time-dependent problem, the Floquet matrix to be diagonalised is
infinitely large but constant in time. Rewriting the exponentials in sine and cosine functions,
we make again use of the Fourier expansions (see appendix C)
cos (∆x sinFt) = J0(∆x) +
∞∑
n=1
2J2n(∆x) cos(2nFt)
sin (∆x sinFt) =
∞∑
n=0
2J2n+1(∆x) sin ((2n + 1)Ft) .
(3.3.5)
We obtain the Fourier components for the Floquet operator
H0 =
(
−∆2 V
V ∆2
)
and H2n = V J|2n|(∆x)
(
0 1
1 0
)
= V J|2n|(∆x)σx
H2n+1 = sgn(n)V J|2n+1|(∆x)
(
0 −1
+1 0
)
= −isgn(n)V J|2n+1|(∆x)σy.
(3.3.6)
Let us write the Floquet operator in matrix representation to see its structure more clearly:

. . .
...
...
· · · −∆/2− F V J0 . V J−1 . V J−2 · · ·
V J0 ∆/2− F V J1 . V J2
. V J1 −∆/2 V J0 . V J−1
V J−1 . V J0 ∆/2 V J1
. V J2 . V J1 −∆/2 + F V J0
· · · V J−2 . V J−1 . V J0 ∆/2 + F · · ·
...
...
. . .


.
Instead of the time-dependent problem we now have a stationary problem but the corre-
sponding matrix is infinite. But we find that this is the same matrix as the transformed
Hamiltonian from the last section, eq. (3.3.2) in {|αn〉, |βn〉}-representation. The transfor-
mation applied in the last section and the off-diagonal representation in momentum space
derived earlier correspond to the same physical transformation.
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3.3.2 Non-resonant Regime
We applied a non-local transformation in the previous section, that led to a direct coupling
of any two sites in the different bands and removed the hopping terms. The Hamiltonian
in the transformed basis reads (with on-site energies ǫ±l = lF ±∆/2 as before)
H =
∑
l
[
ǫ−l |αl〉〈αl|+ ǫ+l |βl〉〈βl|+ V
∑
n
Jl−n(∆x) (|αl〉〈βn|+ h.c.)
]
.
For the specific system under consideration, i.e., atoms in optical lattices, both hopping
coefficients Ja, Jb are smaller than unity and (since we are interested in strong inter-band
coupling), the external Stark force F is much larger than the hopping coefficients: ∆x =
(Ja − Jb)/F ≪ 1. This means that the coupling to remote sites can be neglected for non-
resonant values of the force, since the zeroth order Bessel function is dominating. Thus,
using ∆x≪ 1 and J0(∆x) ≈ 1, the Hamiltonian away from resonance reduces to
H ≈
∑
l
[
ǫ−l |αl〉〈αl|+ ǫ+l |βl〉〈βl|+ V
(|αl〉〈βl|+ h.c.)]. (3.3.7)
It is sum of independent two-level systems and easily diagonalised. The eigenvalues and
eigenvectors read explicitly:
ω±n = n · F ±
√
∆2/4 + V 2 ≡ n · F ± ∆˜/2 (3.3.8)(
|ω+n 〉
|ω−n 〉
)
=
(
cos(Θ/2) sin(Θ/2)
− sin(Θ/2) cos(Θ/2)
)(
|αn〉
|βn〉
)
(3.3.9)
where Θ = arctan(2V/∆˜). The eigenstates are orthonormal 〈ωσl |ωσ
′
l′ 〉 = δll′δσσ′ . For
non-resonant values of the force, we have reduced the system to many independent two-
level systems, all exhibiting simple Rabi oscillations for non-vanishing force. Such a simple
behaviour was shown in figure 3.5. Inverting the eigenbasis transformation we find |αn〉 =
cos(Θ/2)|ω+n 〉 − sin(Θ/2)|ω−n 〉 and |βn〉 = sin(Θ/2)|ω+n 〉 + cos(Θ/2)|ω−n 〉 and for the
occupation of the upper band when initially zero:
|〈βm|U(t)|αn〉|2 = 1
4
δmn sin
2Θ
∣∣e−iω+n − e−iω−n ∣∣2 = δmn sin2Θ · sin2 ∆˜t2 .
In the transformed basis, the inter-band coupling is purely local and there is accordingly
no transport between different sites of the same band. On the other hand, there certainly
is horizontal transport within the bands in the original real space basis. To see this, we
compute the matrix elements of the time evolution operator in the original basis. They are
easily computed by inserting eigenstates
〈sn|U(t)|s′n′〉 =
∑
l
∑
σ=±
〈sn|ωσl 〉〈ωσl |s′n′〉e−iω
σ
l
t, with s, s′ = a, b. (3.3.10)
Expressing |αn〉 and |βn〉 in the original basis, we find
〈an|ω+l 〉 = cos(Θ/2) · Jn−l(xa) 〈an|ω−l 〉 = − sin(Θ/2) · Jn−l(xa) (3.3.11a)
〈bn|ω+l 〉 = sin(Θ/2) · Jn−l(xb) 〈bn|ω−l 〉 = cos(Θ/2) · Jn−l(xb) (3.3.11b)
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Together with the eigenenergies and Graf’s addition formula (see appendix C)∑
l
τ lJl(x)Jn+l(y) =
(y − x/τ
y − xτ
)n/2
Jn
(√
x2 + y2 − xy(τ + 1/τ)
)
the matrix elements of the time evolution operator in the original basis read explicitly [Plo¨]
〈an|U |an′〉 =
(
cos ∆˜t2 − i cosΘ sin ∆˜t2
)
e−i(n
′−n)(Ft−π)/2Jn′−n(2xa sin(Ft/2))e−inFt
〈bn|U |bn′〉 =
(
cos ∆˜t2 + i cosΘ sin
∆˜t
2
)
e−i(n
′−n)(Ft−π)/2Jn′−n(2xb sin(Ft/2))e−inFt
〈bn|U |an′〉 = −i sinΘ sin( ∆˜t2 )ei(n
′−n)Φ(xa,xb,F,t)/2Jn′−n
(√
x2a + x
2
b − 2xaxb cosFt
)
,
where tanΦ(xa, xb, F, t) = − x
2
a sin 2Ft− 2xaxb sinFt
x2a cos 2Ft− 2xaxb cosFt+ x2b
.
(3.3.12)
We see that there is a clear coupling to neighbouring sites within the same band, similar to
the single-band case we reviewed at the beginning of this chapter. This force induced motion
to other sites in the same band works in the same fashion in both bands, it is proportional to
a Bessel function whose argument is the ratio between hopping strength in the respective
band and the external force multiplied with a time-dependent factor inducing the Bloch
oscillations. But in contrast to the single band case, there is finite coupling of the bands,
leading to an occupation of both bands and present in the time evolution operator in form
of prefactors sinΘ = sin(arctan(2V/∆)) depending on the band-coupling V = C0F . As
before, these non-resonant inter-band oscillations have a period T = 2π/∆˜. The inter-band
transition matrix element of the time evolution operator 〈an|U |bn〉 shows the same time-
and coupling-dependent prefactors. But it features furthermore a complicated phase factor
eiΦ(xa,xb,F,t) and the argument of the Bessel function is more complicated than before.
Interesting and complex structures are found in the the time evolution of wave packets.
This is shown below in figure 3.12. As in the single band case, we study two different
initial states: a single-site wave function (part (a) of figure 3.12) and a Gaussian wave
packet (part (b) of figure 3.12). Shown are the time evolution within the lower band (when
initially occupying the lower band, shown in the upper panel), the same for the upper band
(when initially occupying the upper band, middle panel) and the coupling to the second
band in time and real space, when starting in the lower band (lower panel in subfigure (a)
and (b), respectively). In the time evolution of an initial single-site wave packet we observe
breathing modes and a very weak coupling between the bands as expected in the regime
of weak coupling. But the inter-band transitions (lower panel of subfigure (a)) have a rich
structure of horizontal and vertical transport in real space. We observe a combination of
breathing modes, inter-band oscillations and the effect of the time-dependent argument of
the Bessel functions. The time evolution of the Gaussian wave packet is dominated by
Bloch oscillations with an additional vertical inter-band coupling. The amplitude of the
Bloch oscillations depends on the ratio between hopping strength and external force, just
as in the single-band case, and is thus different in the two bands.
We see that the non-interacting two-band model is far from being simple, but shows
a rich and complex time evolution present in real space and momentum space, even in the
non-resonant regime. We will study the system in resonance now which will be central for
the the following chapter.
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(a) Time evolution of single-site initial state in the upper band |〈bn|U(t)|b0〉|
2 (top), lower band
|〈an|U(t)|a0〉|
2 (middle) and transition amplitudes |〈bn|U(t)|a0〉|
2 (bottom).
(b) Time evolution of Gaussian wave packet in the upper band |〈bn|U(t)|ψ
b
0〉|
2 (top), lower band
|〈an|U(t)|ψ
a
0 〉|
2 (middle), and transition amplitudes |〈bn|U(t)|ψ
a
0 〉|
2 (bottom).
Figure 3.12: Time evolution of two initial wave functions in the non-interacting two-band system.
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3.4 System in Resonance
Having found resonances in the system in section 3.2, we are now going to study the
resonant behaviour in more detail. We found numerically that the resonances are close
to but not exactly at ∆ = mF,m ∈ N and that the system shows long time sinusoidal
oscillations at resonance. The aim of this section is to find better theoretical estimates for
the resonance position and the periods of the resonant oscillations.
3.4.1 Effective Model and Analysis of Resonances
Effective Hamiltonian
The Hamiltonian in the transformed basis, eq. (3.3.2), contains a direct coupling of any
two sites from different bands, weighted by Bessel functions.
H =
∑
l
[
ǫ−l |αl〉〈αl|+ ǫ+l |βl〉〈βl|+ V
∑
n
Jl−n(∆x) (|αl〉〈βn|+ h.c.)
]
,
with ǫ±l = lF ±∆/2 as in the original basis. Written in matrix form it reads

. . .
...
...
· · · −∆/2− F V J0 . V J−1 . V J−2 · · ·
V J0 ∆/2− F V J1 . V J2
. V J1 −∆/2 V J0 . V J−1
V J−1 . V J0 ∆/2 V J1
. V J2 . V J1 −∆/2 + F V J0
· · · V J−2 . V J−1 . V J0 ∆/2 + F · · ·
...
...
. . .


.
When the system is exactly in resonance, there is a degeneracy (or near degeneracy) between
two energy levels of the two bands and the most relevant coupling in the transformed basis
is the direct one between these two levels. We marked the two nearly degenerate energy
levels and their couplings in the matrix above for a resonance of order m = 2. Reducing the
matrix to this coupling corresponds to lowest order nearly degenerate perturbation theory.
Such a reduction to an effective Rabi problem has for instance been applied by [Nak01] in a
different context concerning Josephson junctions (see [Nak01]). In a resonance of order m,
we can thus reduce the large matrix shown above to a system of independent 2×2-matrices,
keeping only the nearly degenerate levels and their direct coupling [Plo¨10a]:
H(m)res =
(
ǫ+l−m V Jm(∆x)
V Jm(∆x) ǫ
−
l
)
. (3.4.1)
This will be our effective Hamiltonian for the system in resonance. We will compare the
results from this approximate effective model to numerical simulations and higher order
corrections of nearly degenerate perturbation theory (compare also appendix D on nearly
degenerate perturbation theory).
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Position of Resonances
Before discussing the physics contained in this reduction, let us point out that we still need
better values for the resonant positions. As mentioned earlier, the simple relation ∆ = mF
is not precise enough, since it brings us close to the resonance, but does not yield inter-band
oscillations of amplitude unity. The exact position of the resonances is given at values of
the external force, where the band gap of a full diagonalisation is an integer multiple of the
applied force
E+l (F )− E−l (F ) = mF, m ∈ N with H |E±l 〉 = E±l (F )|E±l 〉.
Note that this is an implicit equation for the resonant values of the force since the eigenen-
ergies will clearly depend on the force themselves. But the exact eigenstates of the system
are not known. However, in the regime we are interested in ∆x ≪ 1 and we can use
the approximate solution, eq. (3.3.8). Thus the position of a resonance of order m is
approximately given by
mF
!
= ∆˜ =
√
∆2 + 4C20F
2 =⇒ Fm = |∆|√
m2 − 4C20
(3.4.2)
where the index m indicates a resonant value of the force of order m. Note that this
approximation breaks down for |C0| > m/2. This has never been a problem in our calcu-
lations since |C0| < 0.20 for atoms in shallow optical lattices and decreases with growing
lattice depth V0. We used this formula for all numerical computations in resonance be-
low and found it sufficient to determine the resonance position. To give an example, the
maximum in the mean occupation for lattice depth V0 = 4 in the vicinity of F = ∆/2 is
located at F = 2.2207 and the approximate formula, eq. (3.4.2) predicts Fm=2 = 2.2201
(compare to ∆/2 = 2.195). This agreement is sufficient since the resonances have a finite
width, as will be discussed below. However, higher precision can be obtained by calculating
corrections from other couplings using nearly degenerate perturbation theory. We will do
this in section 3.4.2 below and obtain a nonlinear equation for Fm. The above result has
the advantage that it gives an explicit formula for the resonance position and numerical
values that have been used in this and the following chapter of this thesis are summarised
in appendix A.
Resonant Oscillations
The independent 2×2 matrices from eq. (3.4.1) are straightforwardly diagonalised and the
occupation of the upper band (when initially zero) follows a simple Rabi formula [Plo¨10a]
N resb (t) =
4V 2J2m(∆x)
(mF −∆)2 + 4V 2J2m(∆x)
sin2
(
Ω
(m)
res t
)
, with Ω
(m)
res = |V Jm(∆x)| (3.4.3)
where we used the resonance condition ǫ+l−m − ǫ−l ≈ 0. The frequency of the resonant
oscillations is given by Ω
(m)
res and is much smaller than the Bloch frequency ωB = 2π/TB .
The periods corresponding to the resonant oscillations are thus given by
T
(m)
res =
F
2|V Jm(∆x)| TB . (3.4.4)
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To summarise, the system in resonance exhibits oscillations between the two bands of an
amplitude close to unity and on a time scale much larger than the direct on-site oscillations.
Numerical values for the periods of the resonant oscillations are given in table 3.1 below.
The periods increase quickly with the order of the resonance m and also with the lattice
Tres/TB m = 1 m = 2 m = 3 m = 4 m = 5
V0 = 2 16.09 43.25 106.39 250.18 572.84
V0 = 3 27.44 113.91 429.43 1544.55 5404.77
V0 = 4 45.11 284.82 1626.25 8849.97 46835.47
V0 = 5 71.66 676.50 5760.15 46716.18 368359.33
Table 3.1: Periods of resonant oscillations of the non-interacting two-band system. Numerical values
are given in units of Bloch periods for different lattice depths V0 and orders of resonance m. The
periods increase rapidly with the order of resonance.
depth. The reason for this behaviour is the following. Since ∆x≪ 1, the Bessel functions
can be approximated as Jm(∆x) ∝ (∆x)m/(2mm!). All parameters depend on the depth
of optical lattice, such that we obtain
T
(m)
res /TB =
2m−1m! F
(∆x)m
=
2m−1m!
mm+1
∆m+1
|Ja − Jb|m . (3.4.5)
The band gap∆ increases with growing lattice depth, but only slowly for our not too shallow
lattices (the Wannier functions can be approximated by harmonic oscillator functions and
the energy gap grows as
√
V0). It therefore cannot compensate the exponential decrease
of the hopping coefficients Ja, Jb with growing lattice depth (see eq. (1.4.4) in chapter 1),
leading to an overall increase of the resonant periods with increasing V0.
We compared the predictions for the periods of the resonant oscillations to numerical
simulations. The results are summarised in figure 3.13. We observe a very good agreement
on the logarithmic scale of figure 3.13. Additionally, the inset shows the relative error
between the predicted and numerically observed values. It is approximately 5% for the
widest resonance m = 1, but smaller than 3% for higher resonances and slightly decreasing
with increasing potential depth. The reason is that higher order corrections are proportional
to Bessel functions and their argument ∆x = (Ja−Jb)/F decreases with increasing lattice
depth, making these corrections smaller. Our results can be improved by using nearly
degenerate perturbation theory (cf. appendix D) in the transformed basis as we will discuss
in section 3.4.2 below.
Width of Resonances
The prediction for the occupation of the upper band in resonance, eq. (3.4.3), also allows
us to estimate the width of the resonances. Indeed, considering the prefactor we expect a
Breit-Wigner shape for the resonance as seen also numerically in related systems [Abu07].
The Breit-Wigner form of resonance of order m becomes obvious when averaging the
occupation of the upper band, eq. (3.4.3), over time (Fm denotes the resonant force)
N resb =
1
2
Γ2m
(1/Fm − 1/F )2 + Γ2m
, with Γm = 2
|V Jm(∆x)|
Fm∆
. (3.4.6)
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Figure 3.13: Periods of resonant oscillation exactly in resonance as predicted by the mapping on a
two-level Rabi problem, eq. (3.4.3), (dashed lines) and compared to periods from numerical time
evolution at resonant values of the force, according to eq. (3.4.2) (data points). The inset shows
the relative error between the two values.
The width (as full width at half maximum) of the resonances is accordingly given by 2Γm.
Comparing to numerical simulations (see below), the effective model presented here gives a
good estimate for the width of resonances. In particular, the width decreases very quickly
with the order of the resonance or the depth of the optical lattice, since
2Γm ≈ 4|C0|
∆
mm
2mm!
(
Ja − Jb
∆
)m
(3.4.7)
where the factor mm/2mm! is of the order one (for m = 1, . . . , 10). Using (Ja − Jb)≪ ∆,
we see that the last factor decreases very rapidly. Numerical values are given in the following
table and summarised in figure 3.14. Higher accuracy can be obtained by degenerate
perturbation theory in the resonant basis, but we will not compute them here.
width 2Γm m = 1 m = 2 m = 3 m = 4 m = 5
V0 = 2 2.28 · 10−2 8.42 · 10−3 3.49 · 10−3 1.53 · 10−3 6.87 · 10−4
V0 = 3 1.05 · 10−2 2.50 · 10−3 6.65 · 10−4 1.86 · 10−4 5.39 · 10−5
V0 = 4 5.31 · 10−3 8.25 · 10−4 1.44 · 10−4 2.65 · 10−5 5.03 · 10−6
V0 = 5 2.88 · 10−3 3.00 · 10−4 3.50 · 10−5 4.326 · 10−3 5.48 · 10−7
Table 3.2: Widths of resonances as predicted by the effective model for different lattice depths V0
and orders of resonance m. The width decreases rapidly with the order of resonance.
We are now in a position where we have reliable predictions for the off-resonant and
resonant oscillations of the system. Combining both results, we can compare them with
numerical simulations over a wide range of force values, i.e. inter-band couplings. In
figure 3.15 below, we performed time evolutions of an initial state occupying only the
lower band over very long times to ensure the system is beyond the onset of resonant
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Figure 3.14: Width of first five resonances in the occupation of the upper band for the non-interacting
two-band system as predicted by the effective model. The widths 2Γm, as given by eq. (3.4.6), are
shown as a function of the order of the resonance m and for different potential depths V0. For a
comparison with numerical data, see the following figure 3.15 below.
oscillations and afterwards averaged the occupation of the upper band over time. The
resultant average occupation of the upper band is shown as function of the external force.
These are compared to our theoretical predictions by summing both the contributions from
the average occupation in the off-resonant regime eq. (3.2.19) as well as the resonant
contribution eq. (3.4.6) described above. For the latter we could note simply sum over
the different resonances, but had to ensure that they are only taken into account close to
resonance, i.e., only in the range of near degeneracy. This was done by using an additional
cut-off.
We see that the theoretical prediction, within the approximations made above, describes
the numerical results to high degree of accuracy. The off-resonant average oscillation
match very well. Please note, that even a small deviation of the order of 10−3, such as
contributions from far-away resonances, would be visible in this logarithmic plot. The insets
show a zoom at the different resonances and confirm that the widths of the resonances are
in good agreement with our theory. The resonances show, as mentioned earlier, a more
complex structure than only Breit-Wigner shape, especially at higher resonances. They are
asymmetric there, including a dip, and more reminiscent of Fano-shaped resonances. Our
simple theory does not capture this additional structure, but still gives good estimates for
the widths, even at higher order resonances.
3.4.2 Perturbation Theory
So far we have used the lowest order nearly degenerate perturbation theory for the system in
resonance. This reduction to a two-level model enabled us to compute several observables in
a simple fashion. These were in good agreement with our numerical results. Nevertheless,
to underline the validity of our effective model, we want to compare with perturbation
theory in the untransformed basis and will also compute higher order corrections within the
transformed basis to ensure that such corrections play only a minor role.
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Figure 3.15: Mean occupation of the upper band as a function of the inverse force. Shown are
the results of numerical simulations (blue data points) together with our theoretical prediction
(red dashed line). The latter consists of a non-resonant background and Breit-Wigner resonances
according to the effective model valid near resonance. We find excellent agreement between theory
and numerics, only the asymmetry of higher order resonances is not reproduced.
Perturbation Theory in the Original Basis
We want to compare our results to nearly degenerate perturbation theory in the original
basis. Here, the resonances of different order have to be treated separately. Starting with
the first order resonance (∆ ≈ F ), one block of the Hamiltonian in the original basis
{|al〉, |bl〉} reads

. . .
...
. . . −∆/2− F V −Ja/2 .
V ∆/2− F . −Jb/2
−Ja/2 . −∆/2 V
. −Jb/2 V ∆/2 . . .
...
. . .


.
When the two central levels are nearly degenerate, it can be reduced in second order to(
−∆/2− F + V 2−J2b /4∆ V Jb−Ja2∆
V Jb−Ja2∆ −∆/2− V
2+J2a/4
∆
)
(3.4.8)
giving a Rabi frequency of Ω = 12 |V (Jb − Ja)/∆| or, using ∆ ≈ F , to a period of
T
TB
=
F 2
|V (Jb − Ja)| vs.
T
(m=1)
res
TB
=
F
2|V J1(∆x)| ≈
F 2
|V (Ja − Jb)| , (3.4.9)
96
3.4. System in Resonance
where we kept only the leading order behaviour of the Bessel function. We see that per-
turbation theory in the original basis leads to the same leading behaviour as the effective
model. But the effective model has certainly the advantage of giving an immediate result
for any order of resonance, whereas higher order resonances need to be treated in higher
order perturbation theory when using the original basis.
We show this explicitly for the second order resonance (∆ ≈ 2F ), where one bigger block
of the Hamiltonian in the original basis {|al〉, |bl〉} reads

. . .
...
. . . −∆/2− F V −Ja/2 .
V ∆/2− F . −Jb/2
−Ja/2 . −∆/2 V −Ja/2 .
. −Jb/2 V ∆/2 . −Jb/2
−Ja/2 . −∆/2 + F V
. −Jb/2 V ∆/2 + F . . .
...
. . .


.
We marked the second and second last level as being nearly degenerate. Now, using third
order nearly degenerate perturbation theory, this system can be reduced to(
∆/2− F + V 2∆ −
J2
b
4F
V
8F 2 (J
2
b + J
2
a )
V
8F 2
(J2b + J
2
a) −∆/2− F − V
2
∆ +
J2a
4F
)
. (3.4.10)
It yields a Rabi frequency of Ω = 12 |V (J2b + J2a)/(8F 2)| or, using ∆ ≈ 2F , the period of
the resonant oscillations in perturbation theory reads
T
TB
=
8F 3
|V (J2b + J2a )|
vs
T
(m=2)
res
TB
≈ 4F
3
|V (J2a + J2b − 2JaJb)|
. (3.4.11)
It differs slightly from the leading order behaviour of the transformed basis result. Higher
order resonances can be computed in a similar fashion, but the resonant basis, eq. (3.3.1),
is clearly a better starting point for further calculations.
Perturbation Theory in the Transformed Basis
The effective model derived at the beginning of this section, consisted in reducing a large
matrix with pairs of diagonal elements being nearly degenerate and directly coupled, to a
system of independent 2 × 2 matrices with these elements and their couplings only. As
mentioned before, this is lowest order nearly degenerate perturbation theory, as described
in appendix D. We found very good agreement for the periods of the resonant inter-
band oscillations and the width of the resonances between this simplified description and
numerical simulations of the full problem. In this section we want to discuss the corrections
to our effective model by higher orders of nearly degenerate perturbation theory.
The full problem in the transformed basis {|αl〉, |βl〉} reads
H =
∑
l
[
ǫ−l |αl〉〈αl|+ ǫ+l |βl〉〈βl|+ V
∑
n
Jl−n(∆x) (|αl〉〈βn|+ h.c.)
]
,
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with ǫ±l = lF ±∆/2 as before. A level of the lower and upper band are nearly degenerate
when ǫ+l−m ≈ ǫ−l or mF ≈ ∆. Using degenerate perturbation theory, we can find an
two-level system with corrections from higher order processes. Keep in mind that we have
coupling only between states from different bands. Therefore, only even orders perturbation
theory enter the diagonal elements in the effective two-level system (for second order, the
initial state couples to an unperturbed state in a different band and goes directly back to
the initial state). For the same reason only odd orders of perturbation theory contribute
to the off-diagonal elements. Following directly the expressions derived in appendix D we
obtain the following effective two-level system including contributions up to third order

ǫ+l−m +
∑
i6=l
|Vl−m−i|2
ǫ+l−m − ǫ−l
V−m +
∑
i6=l
∑
j 6=l−m
Vl−m−iVi−jVj−l
(ǫ+l−m − ǫ−l )(ǫ−l − ǫ+j )
V−m +
∑
i6=l
∑
j 6=l−m
Vl−m−iVi−jVj−l
(ǫ+l−m − ǫ−l )(ǫ−l − ǫ+j )
ǫ−l +
∑
i6=l−m
|Vl−i|2
ǫ−l − ǫ+i

 .
(3.4.12)
where we abbreviated V Jm ≡ Vm and the resonant terms (mF = ∆) have been excluded
from the summation. This reduced two-by-two system is valid in third order perturbation
theory. How large is the correction by these additional terms? The Vm = C0FJm(∆x) are
all proportional to C0 and F , the only difference stems from the different Bessel functions.
Since ∆x ≪ 1 for our parameters, it is sufficient to discuss the leading order behaviour
of the Bessel functions, Jm(x) = x
m/(2mm!), showing that they decrease rapidly with
increasing order.
We can use the above expression to find an improved estimate for the resonance con-
dition. In resonance the diagonal elements in the effective two-level system are exactly
degenerate and we obtain as new resonance condition
∆ = mF − 2
∑
i6=m
|Vi|2
∆− iF . (3.4.13)
This is a nonlinear equation for the resonant value of the external force Fm since the
coupling matrix elements also depend on the force Vm = C0FJm((Ja − Jb)/F ). One can
find numerical solutions in the vicinity of ∆ = mF to obtain better values for the resonance
condition. We did that for the already mentioned case of V0 = 4 and m = 2. The simplest
estimate is F
(0)
2 = ∆/2 = 2.195, compared to F
(3)
2 = 2.22067 in third order perturbation
theory as just described. The result from a direct integration of the Schro¨dinger equation
is F num2 = 2.2207. Remembering the finite width of the peak in the mean occupation of
the upper band (it is 2Γ2 = 3.0 · 10−4 for V0 = 4 and m = 2), the agreement is excellent.
It is also possible to compute the time evolution of an initial state in third order
perturbation theory or the occupation of the upper band. The eigenstates in third order
perturbation theory are given by
|E+l 〉(3) = − sin[Θm/2]|αl〉+ cos[Θm/2]|βl−m〉
|E−l 〉(3) = cos[Θm/2]|αl〉+ sin[Θm/2]|βl−m〉
(3.4.14)
where the angle between the different unperturbed state reads in third order
Θm = arctan

2
∣∣∣V−m +∑i6=l∑j 6=l−m Vl−m−iVi−jVj−l(ǫ+
l−m
−ǫ−
l
)(ǫ−
l
−ǫ+j )
∣∣∣
∆−mF + 2∑i6=m |Vm|2∆−iF

 . (3.4.15)
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The occupation of the upper band can now be computed similar to our earlier results for
the off-resonant system and should be compared to numerical simulations.1 Taking a closer
look at the terms in the effective two-level system, we observe that the expressions are
the same as found earlier by using the Magnus expansion, i.e. we would observe resonant
oscillations of large amplitude with many smaller oscillations on top of it. We will not
shown an explicit comparison between numerical and analytical data here, since it is clear
that the physical mechanism is well understood by now and that we are able to obtain high
accuracy by using degenerate perturbation theory. We gave an example for the mentioned
accuracy by computing the resonance position.
3.5 Summary
This chapter was devoted to the dynamics in an isolated two-band system under the driving
of a strong external force. In momentum space it is simply a two-level system with a strong
time-dependent driving. This has applications in many areas of physics since two-level
systems can still be discussed analytically to a large extent. Our study was motivated by
experiments in with cold gases in optical lattices, but the results should be valid in dif-
ferent contexts. To understand other periodically driven two-level system, we suggest the
following procedure as exemplified in the present chapter. First, introduce new amplitudes
to obtain a purely off-diagonal two-level system. Second, use Floquet theory to find the
stationary equivalent of the driven two-level system. This enables us to use nearly degen-
erate perturbation theory, which forms the third and last step. This route allowed us the
computation of transition amplitudes with very high accuracy and should be extendible to
other driven two-level systems.
We found that the external force couples the two bands, and can lead to resonant
interband oscillations. We showed that solving the time-dependent Schro¨dinger equation
for our system under strong and time-dependent driving is equivalent to a specific ordinary
differential equation for which analytical solutions in closed form are not known. We thus
turned to a perturbative analysis of the system. We applied a Magnus expansion in momen-
tum space that showed how the interband oscillations consist of a multitude of frequencies,
and that one of these dominates the long-time behaviour in case of resonance. The physical
origin of the resonances is clear in real space: whenever the tilt by the external force is such
that a lower and upper band level become energetically degenerate, the interband transport
is enhanced. This process is also known as resonant tunnelling [Glu¨99, Sia07]. Reducing
the system in nearly degenerate perturbation theory to independent two-level system for
both the resonant and non-resonant case, we were able to give approximate expressions for
the periods and amplitudes of the interband coupling in good agreement with numerical
simulations.
Alltogether, the dynamics of transport in horizontal and vertical direction of this non-
interacting two-band system is surprisingly rich and complex. Not only is it a beautiful
example of complex quantum dynamics, it is also one of the few cases where a comprehensive
analytical understanding is possible. With the addition of interactions to the system, the
dynamics becomes even more sumptuous. This will be focused on in the next chapter.
1While working on the present text, a recent publication [Hau10] discussing a driven two-level system
came to our attention. The authors apply a combination of Floquet and Van Vleck perturbation theory up
to second order. They obtain similar results and find very good agreement between second order and full
numerical simulations.
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4.1 Collapse and Revival of the Interband Oscillations
4.1.1 Introduction
We studied a non-interacting two-band Bose–Hubbard model in the previous chapter and
found well-pronounced resonances in the coupling between the two bands when the external
force is varied. We found a sound theoretical description of the interband oscillations by
the help of a basis transformation and nearly degenerate perturbation theory. It turned
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out that the time evolution is surprisingly rich with horizontal and vertical transport taking
place on the lattice simultaneously. The current chapter deals with the effect of weak
inter-particle interactions on the interband oscillations. Our main questions is: What is the
effect of inter-particle interactions on the occupation of the upper band? We will study
the dynamics of the interband oscillations as a function of time and limit ourselves to the
regime of weak interactions.
Quite generally, the interaction induces new time scales into this many-body system
leading to a dephasing or revival of the resonant interband oscillations. Surprisingly, this
bunch of new frequencies is organized such that the resonant interband oscillations show
revivals with the time of the revival depending on the details of the system under investiga-
tion. The aim of this chapter is to study this effect in detail and to derive an (approximate)
analytical description for all time scales of this interacting many-body system.
At the same time, this chapter deals with a complex quantum many-body system. The
time evolution of the wave function depends on the interference between phases from several
energy levels of the system. In contrast to the last chapter, it will not be possible to reduce
this time evolution to an effective two-level system, not even approximately. The collapse
and revival effect to be studied turns out to be a real many-body effect in this system. To
arrive at such an understanding we will be forced to use numerical simulations in order to
isolate possible physical mechanisms at work. This will later help us to formulate effective
models which themselves will be tested against numerical experiments. In this respect, we
will be applying the third approach to complex dynamics (numerics for model building) as
outlined in the introduction of this thesis.
This chapter is organized as follows. We will start by a short motivation in giving
an example for collapse and revival in a coherent time evolution in a many-body system
realised with optical lattices. Then, we are going to discuss the Hamiltonian and the
relevant scales of the system. This will be followed by a numerical study of the collapse and
revival in the resonant interband oscillations. This numerically obtained understanding of
the effect will be used to find and analytical description in the following section which will
also be compared to numerical results. In a second step it will be possible to find finite-size
corrections to our analytical model by introducing an effective spin system. We will close
this chapter with a short summary.
Collapse and Revival of a BEC in an optical lattice
The collapse and revival of a many-body wave function of interacting bosons in optical
lattices has been reported in an experiment by Greiner et al. [Gre02b]. We will shortly
describe their work and the explanation of the collapse and revival effect found there.
The effect reported in their work concerns a different system (single-band) and a different
observable (matter wave interference pattern) and is thus not directly related to our effect
to be shown later. However, we will use their method and discuss their collapse and revival
effect as an illustration here.
In the experiments of Greiner et al. [Gre02b], bosonic atoms where loaded into a deep
optical lattice (without external force), such that the system is well-described by the Hamil-
tonian
H = U
2
nˆ(nˆ− 1), nˆ = a†a,
for each lattice site. Here nˆ is the number operator, and the dynamics in the system is
determined by the interaction between the atoms. The eigenstates are Fock states |n〉 and
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the eigenenergies read En = Un(n−1)/2. The time evolution of a n-particle state is given
by |n〉(t) = exp[−iEnt]|n〉(0) in units of ~ = 1. If one prepares a coherent state
|α〉 = e−|α|2/2
∑
n
αn√
n!
|n〉
with amplitude α and mean number of atoms n¯ = |α|2 as initial state, the different Fock
states evolve independently and the time evolution of the coherent state reads
|α(t)〉 = e−|α|2/2
∑
n
αn√
n!
e−iUn(n−1)t/2|n〉.
Experimentally, a coherent state is prepared by loading the condensate into a shallow optical
lattice first (such that the hopping is dominating J ≫ U), the ground state for large systems
is then superfluid and basically given by a coherent state. After this initial state preparation
the lattice depth is strongly increased and only the interaction needs to be considered
U ≫ J . The authors now discuss the time evolution of a matter field ψ = 〈α(t)|aˆ|α(t)〉.
Initially at time zero, such a matter wave has a well defined phase and one observes a
good interference pattern in a time-of-flight measurement. But since the different Fock
states acquire different phases, the coherent state dephases and the interference pattern
will be washed out. However, for any given number of atoms n, the quantity n(n − 1)/2
is always a (non-negative) integer and the different contributions will have an equal phase
(modulo 2π) after a time tR = 2π/U . In other words, the time evolution of the signal has
a tR-periodicity. Indeed, such a revival of the interference pattern at multiples of tR has
been observed experimentally as reported in [Gre02b] (cf. figure 4.1).
Figure 4.1: Collapse and revival in the dynamical evolution of the multiple matter wave interference
pattern as observed experimentally by Greiner et al. [Gre02b]. Left: The interference pattern
after different evolution times (a-g: 0, 100, 150, 200, 250, 350, 400, and 550µs). Right: Number of
coherent atoms relative to the total number of atoms over time. Pictures taken from [Gre02b] and
reproduced here by courtesy of the Nature Publishing Group.
From a theoretical point of view, the given description completely neglects the existence of
various lattice sites. The reason is that, for very deep lattices as used for the experiments,
there is no overlap between neighbouring wells (at least on the time-scales of the observed
phenomena) and the site-index l in the Hubbard model can well be dropped. The many-
sites coherent state |α〉 is simply a product of the local coherent states ∏l|α〉l, all sites
evolving independently. Later in this chapter, we will adopt a similar reasoning for collapses
and revivals in the tilted two-band Bose–Hubbard model observed numerically.
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4.1.2 The Hamiltonian
Real Space Respresentation
Let us start our discussion by restating the Hamiltonian to be studied and the relevant
parameters. We want to describe interacting bosonic atoms in deep optical lattices under
an external force. This is well described by the Bose–Hubbard model as explained in
chapter 1. The force leads to coupling of the different energy bands and we therefore use a
two-band Bose–Hubbard model. Applying a gauge transformation to the force accelerated
frame of reference, the total Hamiltonian (cf. chapter 1) reads:
H(t) = ǫa
∑
nal + ǫb
∑
nbl + FC0
∑
(b†l al + h.c.)− 12Ja
∑
(eiFta†l+1al + h.c.)
− 12Jb
∑
(eiFtb†l+1bl + h.c.) +
1
2
Wa
∑
nal (n
a
l − 1) +
1
2
Wb
∑
nbl (n
b
l − 1)
+ 2Wx
∑
nal n
b
l +
1
2
Wx
∑
(b†l b
†
l alal + h.c.)
(4.1.1)
It consists of the onsite energies per band which are given by either plus or minus half
the band gap ǫa,b = ±∆/2. There is hopping between neighbouring lattice sites with
strength Ja(b) and the onsite interaction with strength Wa(b) for band a(b). The two
bands are coupled by a force-induced coupling having the form of a dipole coupling (with
dimensionless coupling strength C0) and by two interactions terms (both proportional to
Wx).
1 The processes in this model are schematically illustrated in figure 4.2.
hopping
 interband 
interaction
 intraband 
interaction
   dipole 
 coupling
 interband 
interaction
Figure 4.2: Schematical illustration of the interacting two-band Bose–Hubbard model. The different
processes include hopping (blue) between neighbouring sites and onsite interaction in either bands
(green), as well as an onsite coupling (red) between the bands and two terms with interband
interaction (orange and magenta).
As a guiding line, we will use experimentally relevant values for the parameters appearing
in the two-band model, determined by the depth of the optical lattice V0. The external force
will be taken as easily adjustable parameter. We will also vary the general strength of the
interaction to study interaction effects. Table 4.1 gives values for the parameters for a given
potential depth as we have used them in numerical simulations and figure 4.3 summarises
1We can reduce this expression by noting that the total particle number is the sum of the number of
particles in the lower and upper band Na +Nb = N , namely:
ǫa
X
l
nal + ǫb
X
l
nbl = ǫaN + (ǫb − ǫa)N
b = ǫaN +∆ ·N
b.
We drop the term proportional to N since it leads only to a constant shift of energy (and likewise for the
quasienergies). This Hamiltonian is actually implemented in our numerical simulations and therefore only
the bandgap ∆ is shown in table 4.1.
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this dependence. All parameters for the Hamiltonian used in numerical simulations can be
found in appendix A.
V0 ∆ C0 Ja Jb Wa Wb Wx
2.0 2.97 −0.184 0.171 −0.924 0.023 0.014 0.010
3.0 3.68 −0.164 0.102 −0.769 0.027 0.016 0.011
4.0 4.39 −0.150 0.062 −0.620 0.030 0.018 0.012
5.0 5.05 −0.140 0.038 −0.487 0.032 0.020 0.014
10.0 7.77 −0.114 0.005 −0.121 0.040 0.027 0.018
Table 4.1: Parameters of the Bose–Hubbard model for different depths of the optical lattice. The
band gap ∆ is much larger than the hopping and interaction coefficients. The hopping coefficients
have opposite sign reflecting the different curvature of the energy bands. The absolute values of
both hopping coefficients are decreasing with growing lattice depth. All three interaction coefficients
are of comparable size (with the interband interaction slightly smaller) and increase with growing
lattice depth. All parameters are given in recoil energies ER.
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Figure 4.3: Dependence of the coefficients for the two-band Bose–Hubbrad model on the depth of the
optical lattice. The Bose–Hubbard model is a good approximation for not to shallow potentials. All
energies in units of the recoil energy ER. Note that Wx appears in two processes in the Hamiltonian
with different prefactors.
Our aim is to study the effect of a weak interaction on the resonant interband oscilla-
tions. We are thus dealing with a regime of strong interband dipole coupling and visible,
i.e. not too narrow, resonances. The hierarchy of scales in this regime is characterised by
the relations
bandgap ∆ & force F ≫ hoppings Ji, interactions Wi. (4.1.2)
These relations should set only the general scene, since the details depend on the spe-
cific potential depth and order of resonance. For example, the hopping coefficients in the
different bands usually differ by approximately one order of magnitude. However, we will
always study sets of parameters as fixed by the depth of the optical lattice, such as given
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in table 4.1 above, and kindly ask the reader to return to this table or appendix A when
interested in numerical values of the parameters or scales in the system.
To study the effect of the interaction in total and motivated by the tunability of the
scattering length (cf. section 1.1.1), we introduce a general coupling strength g via the
replacement
Wi −→ gWi, i = a, b, x (4.1.3)
such that g = 0 is the case without any of the interactions. We will use g in the following to
compare different interaction strengths without the need to give all the different interaction
coefficients. When studying the effect of only some of them, we will indicate their values
separately.
Fourier Space Representation
Let us also give the momentum space representation of the two-band model by introducing
Fourier components of the operators
Ak =
1√
L
∑
l
eilkal & Bk =
1√
L
∑
l
eilkbl.
After some standard manipulation, the Hamiltonian (up to some constant terms) reads
H(t) =
∑
k
(
− ∆
2
− Ja cos(k + Ft)
)
A†kAk +
(∆
2
− Jb cos(k + Ft)
)
B†kBk
+FC0
∑
k
(
A†kBk + h.c.
)
+
gWa
2L
∑
kk′q
A†k′+qA
†
k−qAkAk′ + (a,A→ b,B)
+
2gWx
L
∑
kk′q
A†k′+qB
†
k−qAkBk′ +
gWx
2L
∑
kk′q
(
A†k′+qA
†
k−qBkBk′ + h.c.
)
.
The hopping part of the Hamiltonian becomes obviously diagonal in momentum space and
the gauge transformation ψ → ψ e−iFtx caused the effective substitution k → k+Ft. The
price to pay is the off-diagonal form of the interaction terms. The interaction is local in real
space and therefore non-local in momentum space with the standard interpretation of an
interaction process: two incoming particles with momenta k and k′ scatter with momentum
transfer q, leading to two new particles with momenta k−q and k′+q respectively. Setting
all interaction terms to zero via g = 0, we recover the momentum space representation of
the non-interacting two-band model as discussed in the previous chapter.
The momentum space version of the two-band Hamiltonian can be used as a starting
point for different approximations, or, quite generally, for an application of many-body
techniques from condensed matter theory. However, we saw that the momentum space
treatment of the system in resonance is not as transparent as the resonant real space picture
developed at the end of the previous chapter.2 We will therefore not follow this momentum
space version, but stick to the resonant real space basis. This will prove successful during
the course of this chapter.
2Additionally, we are dealing with a non-equilibrium situation (at temperature T = 0) in the present chap-
ter where quantum field theoretical methods are available but face additional complications. See [Ram07]
for an introduction to field theoretical methods in non-equilibrium quantum systems.
106
4.1. Collapse and Revival of the Interband Oscillations
4.1.3 Collapse and Revival of the Interband Oscillations
Observable and First Example
Let us recall the presence of resonances in the interband coupling from the previous chapter.
We are studying the occupation of the upper band as a function of time where the interband
coupling is introduced by the external force into the system. Fixing all parameters as being
determined by the depth of the optical lattice, we choose the force as a free parameter.
When varying the force, we found a strong increase of the mean occupation of the upper
band for certain values of the force. These correspond to the case, when two energy levels of
the lower and upper band are nearly degenerate and is analogous to the effect of resonantly
enhanced tunnelling in the continuous Wannier–Stark system [Glu¨99, Sia07]. Our aim is
now to study the effect of interactions on these resonant interband oscillations.
Our observable is again the occupation of the upper band Nb given by
Nb(t) = 1
N
〈ψ(t)|
∑
l
nbl |ψ(t)〉, (4.1.4)
which is normalised by the total particle number N and depends on the chosen initial state
|ψ0〉. This is exactly the same quantity as has been studied in the non-interacting two-band
model and defined in eq. (3.2.4). It allows a direct connection to the results obtained there.
We will only discuss approximately unit filling, N ≈ L, and focus on the following situation:
The system is prepared in an initial state |ψ(0)〉 with particles being delocalised over the
lattice and occupying the lower band only, e.g. |1, . . . , 1; 0, . . . , 0〉 for an equal number of
particles and holes per band (and similarly for non-unit filling). This state is then evolved
in time3 according to the time-dependent Schro¨dinger equation and the occupation of the
upper band is computed as expectation value according to eq. (4.1.4). Please recall that
this observable showed a surprisingly rich behaviour even in the single-particle case. It is
given by a superposition of many frequencies and shows large scale oscillations for resonant
values of the force (cf. chapter 3).
Let us come to a specific example. We choose a system for a lattice depth V0 = 4
which fixes the coefficients in the Hamiltonian. We consider a resonance of order two, i.e.
F ≈ 2.2207, and take five particles on five lattice sites per band, i.e. N = 5 = L. We
choose an initial state that is equally distributed over the lower band, as is easily prepared
experimentally, specifically we take |ψ(0)〉 = |11111; 00000〉. The exact form of the initial
state can be varied without destroying the effect (see section 4.1.4). The occupation of
the upper band is now computed for many time steps. This has been performed for a non-
interacting many-body system (g = 0) and a weakly interacting system (g = 0.1). The
result is shown in figure 4.4. For the non-interacting case, we find the behaviour known
from the previous chapter: On short time scales the two bands are only weakly coupled, the
occupation of the upper band occurring as a superposition of several oscillation frequencies
with an amplitude of a few percent only (lower panel of the figure). On longer time scales,
3The time evolution is performed numerically and we used different algorithms to check the validity of
our results. In most of the cases we used an adaptive step-size fifth order Runge–Kutta algorithm (taken
from [Pre92, chap. 16.2]) for a direct integration of the time-dependent Schro¨dinger equation. This contains
an adjustable parameter to tune the obtained accuracy. We checked, that the results obtained are sufficiently
converged with respect to a variation of this numerical parameter. A second method used was to compute
the Floquet–Bloch operator by the same algorithm and to use an eigenbasis expansion to obtain the wave
function at integer multiples of the Bloch period.
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Figure 4.4: Occupation of the upper band as a function of time for a resonance of order m = 2.
Shown are the cases of vanishing two-body interaction (g = 0, thin dashed line) and weak two-body
interaction with all interaction terms (g = 0.1, thick line). We observe a collapse and revival with
the collapse and revival times, tcoll and trev, indicated by arrows. Lower panel: Magnification of the
initial oscillation showing small non-resonant oscillations (cf. section 3.2.2 and 3.2.3) on top of the
resonant oscillations with a much longer period Tres. Parameters correspond to V0 = 4, N = 5 = L.
the resonant behaviour is dominating leading to sinusoidal oscillations with a period much
larger than the Bloch period and an amplitude of approximately 100%, i.e., the particles
undergo complete interband transitions. As the interaction is turned on, we observe a
similar behaviour on short time scales, with slight deviations from the non-interacting case,
showing the presence of additional frequencies in the interband coupling. However, the
inter-particle interaction leads to a striking effect on longer time scales: The resonant
interband oscillations decay quickly and have collapsed after a few periods, but show a
prominent revival at a later time. This first revival is then followed by several later revivals
not shown in the figure (but present in figure 4.7 and 4.8 below). We also note, that the
oscillations in the interacting system are not always in phase with the non-interacting case.
There is, e.g., a clear phase shift of π at around t = 1500TB . We interpret figure 4.4 as
follows: the new frequencies introduced to the system by the interaction lead to a dephasing
of several close-to-resonant interband oscillations but partly rephase at a later time to show
a clear but not complete revival. This interpretation will be further explained and supported
in the following sections. The time when the first revival shows its maximum will always be
denoted as revival time and has been marked by an arrow in the example of figure 4.4. The
corresponding time scale for the collapse is given by the time when the amplitude of the
original oscillation has dropped to 1/e of its initial value, which is at Nb(tcoll) ≡ (1+1/e)/2
and is also marked by an arrow in the figure. Please note again, that the observed effect
is clearly different from the one observed by Greiner et al. They studied a single-band
system without external force, where resonant oscillations between the energy bands are
not possible and the observable discussed by them was the interference pattern of the many-
body wave function and not the occupation of the upper band.
Our main goal in this chapter will be to understand this revival phenomenon and to find
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a theoretical model allowing its prediction in similar systems and an understanding of the
dependence on all parameters. The main effect has been presented in the figure above and
we are now going to compare it to other systems as well as check its dependence on the
variation of several of the system’s parameters.
Comparison to Quantum Optics
The dynamics in the interband oscillations under a weak repulsive interaction shown above
strongly resembles the phenomenon of dephasing and revival being found paradigmatically
in quantum optics. It appears in different contexts when several oscillations with close fre-
quencies are superimposed [Mey91]. Let us discuss the effect and the theoretical description
of the revival as it appears in the Jaynes–Cummings model (see also appendix B).
The dynamics of a two-level atom in a single-mode light field is well described by the
Jaynes-Cummings model, taking into account the discrete, photonic nature of the light
field. For not too strong fields, one can apply the rotating wave approximation ignoring
non-energy conserving contributions and the system is easily diagonalised. One obtains a
frequency 2g
√
n+ 1 for induced Rabi floppings between two levels of the atom that depends
on the photon number n of the light-state driving the transition and the coupling strength
g between the two-level atom and the quantised light-field. The probability for an initially
excited atom to be excited at a later time t when exposed to a beam of coherent light
is then given by a sum of Rabi floppings weighted by the coherent state photon number
distribution (characterised by an amplitude α)
p(t) =
∑
n
pn|b(t)|2 = e−|α|2
∑
n
|α|2n
n!
cos2(g
√
n+ 1 t). (4.1.5)
As figure 4.5 illustrates, this probability collapses with e−(t/tc)2 (see [Mey91, chap. 13-2]
for details) and shows a revival after a time tr. This collapse is a result of a dephasing of
0 10 20 30 40
time 
0
0.
5
1
p 
(t)
Figure 4.5: Collapse and revival for the probability to find the two-level atom stimulated by a
coherent light field in an excited state, as described by eq. (4.1.5). This is a typical example for the
collapse and revival phenomenon for a two-level atom in an external field as discussed in quantum
optics. Parameters: amplitude α = 3 and coupling g = 0.7.
oscillations at different frequencies and happens on a time scale directly connected to the
range of dominant frequencies. The revival, on the other hand, is due to the discreteness
of the frequency distribution, i.e., the sum of frequencies has a finite period. Both time
scales turn out to be inversely proportional to the coupling strength [Mey91]
t−1c ∝ g and t−1r ∝ g. (4.1.6)
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Comparing this behaviour to the interaction-induced decay of the resonant oscillations in
the two-band Bose–Hubbard model discussed above, the observed decay and revival times
should show the same behaviour with respect to the interaction strength. This conjecture
has been verified for different potential depths and the most stable resonance m = 1,
the result is shown in figure 4.6. We find exactly the same behaviour for higher order
resonances.
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Figure 4.6: Collapse times (open symbols) and revival times (filled symbols) versus the inverse many-
body interaction strength 1/g for the resonant interband oscillations in the two-band Bose–Hubbard
model. Parameters N = 5 = L and V0 = 4 (squares), V0 = 5 (circles), V0 = 6 (diamonds). Order
of the resonance: m = 1. The collapse time is defined via Nb(tcoll) = (1 + e−1)/2 and the revival
time is chosen as the first maximum in the oscillations after initial decay t > tcoll, as indicated in
figure 4.4.
This means, that the collapse and revival effect bears some similarity to the one observed
in the interaction between a quantised light-field and a two-level system. However, it is
not obvious how this analogy is to be seen in detail: The two states of the atom clearly
correspond to the two bands in our Bose–Hubbard setup, but there is not a second degree
of freedom like the light-field being characterised by simple bosonic Fock states. Instead
we have bosonic atoms occupying a tilted lattice. The difference in the systems is further
highlighted by considering the different Hilbert spaces and the absence of a simple solution
in case of the interacting two-band Bose–Hubbard model. With the help of an effective
model to be introduced in section (4.3.3) below, we will find that the analogy is indeed
limited and that the revival times behave differently in both models. Nevertheless, the idea
of a coherent state describing the light field will turn out to be useful later in an approximate
description for the scaling of the revival time. But let us first study the stability of the effect
in more detail.
4.1.4 Stability of the Collapse and Revival Effect
We found a clear collapse and revival effect in the occupation of the upper band when
the system is in resonance and weakly interacting. In the present section, we are going to
study the stability of this effect against variation of several parameters and would like to
understand the frequencies present in the system. This will be done numerically and will
guide us in the next section where we will derive an analytical expression for the revival
time.
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Variation of the Initial State
Let us first test the stability of the effect versus a slight variation of the initial state. The
initial state should contain particles in the ground band only and they should be delocalised
over the lattice. We performed numerical simulations using different seed states as initial
states. Seed basis states with κ = 1, i.e. translational invariant states (cf. section 1.4.2),
have been created from the following seed states for time evolutions:
|s19〉 = |30110; 00000〉 |s20〉 = |21110; 00000〉
|s21〉 = |12110; 00000〉 |s22〉 = |20210; 00000〉
|s23〉 = |11210; 00000〉 |s24〉 = |12020; 00000〉
|s25〉 = |11120; 00000〉 |s26〉 = |11111; 00000〉.
These are seed basis states enumerated by their position within the seed basis and they
all have multiplicity M = 5 except for the last state |s26〉 with M = 1 (cf. chapter 1 for
details). Below we show the results for the occupation of the upper band with these states
as initial states.
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Figure 4.7: Occupation of the upper band as a function of time for different initial states |ψ0〉 =
|s19, κ = 1〉, . . . , |s26, κ = 1〉 (the number of the specific initial state is indicated in the legend) and
N = 5 = L for V0 = 4,m = 2 and g = 0.1. We observe the presence of a collapse and revival
effect as long as the initial states is mainly delocalised over the lattice. The specific position of the
revival fluctuates with the initial state.
We observe a very clear collapse of the inter-band oscillations and also the presence of
a revival as long as the particles are mainly delocalised in the lower band initially. The
actual form and position slightly changes depending on the specific initial state. We also
used linear combinations of these states and found similar results, i.e., the presence of
collapse and revival with the details depending on the specific state under consideration.
The delocalisation of the initial state over the lattice appears to be important for the revival
phenomenon and will guide us in the theoretical modelling later. Note that the initial states
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that have been used are translational invariant combinations of the states given above, such
that an occupation of two atoms at a single site is also “smeared out” over the real space
lattice. Altogether, we find that the collapse and revival effect in the two-band Bose–
Hubbard model is stable against a variation of the initial state as long as the atoms are
delocalised over the lattice.
Variation of the Total Particle Number
A second point to be tested is the stability of the effect against a variation of the total
particle number. We performed numerical simulations for a fixed number of lattice sites and
increased the number of atoms in the system. The result is shown for V0 = 4, m = 2 and
g = 0.1 in figure 4.8. The initial states were chosen with the largest possible delocalisation
over the lower band, as e.g. |10101, 00000〉 for N = 3, L = 5.
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Figure 4.8: Occupation of the upper band as a function of time for different total particle number
N = 2, . . . , 7 and L = 5 for V0 = 4,m = 2 and g = 0.1. We observe a clear collapse and revival
effect for more than two particles with the specific position of the revival fluctuating with the particle
number. The two particle case exhibits a beating of two frequencies at a very long time scale, much
larger than the collapse or revival time in systems with higher particle number.
We find a good collapse and revival signal in the occupation of the upper band, provided
the number of particles is not too small. The specific position of the revival depends again
on the details of system, i.e. on the combination of N and L. However, the time of the
first revival is of the same order of magnitude trev ≈ 4000TB in all examples of figure 4.8.
A clear exception is the case of two atoms. There is not collapse and revival, but instead a
beating of two frequencies. It leads to a very slow dephasing and to a complete rephasing
(beyond the scale of the figure) at a time much later than the revival time in systems with
higher particle number. We will always distinguish between oscillations involving only two
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nearby frequencies and showing a complete rephasing by calling it beating as opposed to a
fast collapse and partial revival as present for higher particle numbers. The latter includes
the superposition of near-resonant oscillations at several frequencies.
The examples above show that the collapse and revival effect is stable against a variation
of the particle number. The exact time of the revival depends on the details of the system,
but the order of magnitude is comparable for different combinations of N,L. However, it
indicates that the collapse and revival observed in our system is a many-body effect since it
appears only for a larger number of atoms when several (not only one) new frequencies are
induced by the interaction. We will take a closer look at these frequencies in the following
section.
Identification of time-scales via Fourier analysis
Given any oscillating signal, one can identify the contributing frequencies by a simple Fourier
analysis. We will use this to shed light on the frequencies in the our signal for the occupa-
tion of the upper band. Our specific interest lies on the new energy scales introduced by
the inter-particle interaction.
Let us start with the simplest case: no inter-particle interaction and off-resonant band cou-
pling. The main contribution in the oscillation between the bands stems from the direct
onsite coupling in the Hamiltonian of eq. (4.1.1). Figure 4.9 shows the Fourier spectrum of
the occupation of band 2 for potential depth V0 = 4 and different non-resonant forces. The
corresponding time signals are similar to the ones in figure 3.5 and 3.8. We evolved a delo-
calised initial state in time, computed the occupation of the upper band and calculated the
Fourier spectrum using a discrete Fourier Transform [Pre92, chap. 12-1]. We observe that
0 1 2 3 4 5
ω / [2pi / TB]
0
10
FT
 (ω
) [
au
] 5in6, F = 1.5
5in6, F = 1.8
5in6, F = 2.0
Figure 4.9: Fourier spectrum of the occupation of band 2 for an non-interacting system and
different non-resonant forces. To each force, there is one clear peak for the direct onsite oscillation
of period T0 = 2π/
√
∆2 + 4V 2 and minor peaks (very small but clearly visible in the figure)
at the integer resonance frequencies as well as combinations of these frequencies. Parameters:
V0 = 4, N = 5, L = 6, g = 0, Tmax = 200TB and 2
14 = 4096 data points for DFT (Discrete Fourier
Transform).
the Fourier spectra of the non-interacting off-resonant interband oscillations are dominated
by a single frequency. By closer inspection of the shown spectra, one identifies more but
much smaller peaks at linear combinations of this dominant frequency with integer multiples
of the Bloch frequency ω = 2π/TB . For each value of the force, the dominant frequency
is exactly ω0 = 2π/T0 corresponding to the non-resonant on-site coupling discussed in the
previous chapter
ω0
2π/TB
= (T0/TB)
−1 = (F/∆˜)−1 =
√
∆2 + 4V 2/F. (4.1.7)
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The corresponding frequencies of these oscillations are easily computed and are given by
ω0/(2π/TB) = 2.9420, 2.4573, and 2.2154 for F = 1.5, 1.8, and 2.0 respectively. We find
a very good agreement between these theoretical values for the non-interacting off-resonant
oscillations with the peaks in the Fourier spectrum shown above. This is just a result of
our understanding of the non-interacting system, as developed in chapter 3.
Let us now turn to the collapse and revival effect in the resonant interacting system.
We are going to analyse the time-scales or frequencies in the signal for the occupation of
the upper band. We evolve the system in time up to 20, 000 TB and perform a Fast Fourier
Transform (FFT) for 220 ≈ 106 data points. This long time signal is needed, since the
revival occurs at a time scale much larger than the Bloch period TB . The number of data
points in the time signal if also quite large, but needed to obtain a good resolution. We
will use these numerical parameters throughout in the following Fourier spectra.
From studying the non-interacting system in resonance in section 3.4.1, we expect an
additional frequency for a resonance of order m in the Fourier spectrum at a frequency
Ω
(m)
res = 2π/T
(m)
res =
2|V |Jm(∆x)
F
· 2π
TB
. (4.1.8)
Figure 4.10 confirms this expectation. There is peak for the onsite oscillations at an integer
frequency 2πm/TB (since ω/(2π/TB) = ∆˜/F ≈ m ∈ N in resonance) and, additionally, a
peak in the spectrum at Ωres, yielding 3.51 · 10−3 for the parameters of the figure. Again,
linear combinations of these frequencies, are also present in the spectrum.
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Figure 4.10: Upper panel: Resonant occupation of band 2 as a function of time for two particles in
seven wells, without (black) and with (red) interaction for an optical lattice of depth V0 = 4 and
resonance m = 2. Lower panel: Fourier spectrum of the signal in the upper panel. There is a clear
peak for the resonant oscillations at Ωres = 3.51 · 10−3 and two peaks for the non-resonant onsite
oscillations at ω± = 2±Ωres. The peak at Ωres splits when the interaction between the two particles
present in the system is turned on (lower left panel). Again combinations of the various frequencies
are visible in the Fourier spectrum (lower right panel).
But the main point of the discussion concerns the interaction. Numerically, the easiest case
beyond single-particle physics is to take two particles. This is also shown in the Fourier
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spectrum in figure 4.10. We find that the interaction splits the resonance peak into two.
This might be understood from the two possible values the interaction term can take, when
only two particles are in the system, namely, the operator nsl (n
s
l − 1) (with s = a, b) yields
either 0 or 2 when acting on a Fock state in real space. The actual eigenstates might be
close to these states, since the band gap and the external force are the largest energy scales
in the system and are both diagonal in the real space Fock basis. However, this argument
ignores the interband interaction which plays a major role in the weakly interacting resonant
regime as we will see in section 4.1.5 below. Let us therefore not go into detail for the
two-particle case, but study the Fourier spectrum of the resonant oscillations with more
particles.
We performed similar numerical simulations for higher particle numbers. We also apply
a Fourier analysis and the effect on the frequency peak for the resonant interband oscillations
is shown in figure 4.11. The resonance frequency splits into as many frequencies as there
are particles in the system. This is demonstrated in figure 4.11. We see that the interaction
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Figure 4.11: Change and splitting of the resonance frequency when including interaction with
different number of particles N = 2, . . . 5. The peak for the resonance frequency splits up into as
many peaks as there are particles. Parameters: V0 = 2,m = 1, g = 0.5.
indeed induces new frequencies to the system. These lead to a splitting of the resonance
frequency into as many sub-frequencies as there are particles in the system. At the moment,
we can state this only as a numerical observation, but it will be explained by an effective
model to be introduced later in section 4.3.3. Let us further check numerically how the
splitting of the resonance frequency depends on the global interaction strength g. The right
hand side of figure 4.12 shows a clear linear dependence of the frequency splitting on the
overall strength of the interaction for the strong resonances m = 1, 2 shown in the figure.
We observed a similar behaviour for higher order resonances, however, with an additional
complication. When turning to higher resonances, as e.g. m = 5 and deeper lattices, a
interaction-induced shift of the resonance becomes important. Then, the interaction might
move the system out of resonance (depending on the strength of the interaction and width
of the resonance as discussed in section 3.4.1) and one needs to vary the force to get into
resonance again. We will not discuss this behaviour here, but stick to resonances up to
order m = 3 which are sufficiently stable against this effect.
Up to now, we have found that the interaction introduces new time scales into the
system and, to be more precise, leads to splitting of the resonance frequency proportional
to the strength of the interaction. So far we have only discussed the general influence of the
interaction, let us also check numerically if the different interaction terms cause different
effects. We computed the occupation of the upper band for a system with two particles and
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Figure 4.12: Left panel: Splitting of the resonance frequency when including interaction of increasing
strength. Right panel : The splitting of the resonance frequency is linear in the total interaction
strength g with different slopes for different resonances.
included only one of the three different interaction terms Wa,Wb,Wx in each computation.
The occupation of the upper band shows again a beating between two frequencies and
the associated periods are shown in figure 4.13 for different interaction processes and the
first two resonances. These interaction-induced times scales differ strongly, some by more
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Figure 4.13: Periods of the interband oscillations introduced by the different interaction types for
the first (left panel) and second (right panel) for 2 particles in 7 sites and g = 1.0. The periods
of oscillations slightly increases with increasing depth of the optical lattice, but the time scales are
very different for the different interaction types. However, in all cases, the effect of all interactions
together is very similar to the effect of the interband interaction Wx only.
than one order of magnitude. For the first and strongest resonance (m = 1), the time
scales for interactions within the upper or lower band are by one order of magnitude larger
then the scale for interband interaction. Interestingly, the latter almost coincides with the
interaction time scale for the completely interacting system Ttot (we will come back to
this in figure 4.15 and 4.16). The same holds for the second resonance: The interband
interaction dominates the oscillations in the fully interacting system. Why is this? Let us
study the basis states contributing strongest to the time evolution to gain a qualitative
understanding of this effect. This will be done in the next section.
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4.1.5 Eigenbasis Expansions
To understand which states and frequencies play a major role for the collapse and revival
in the resonant occupation of the upper band, we can use different types of eigenbasis
expansions.
Distribution of Initial State in Eigenbasis
For the time evolution of a given initial state, we can use either a direct numerical integration
or an eigenbasis expansion after diagonalising the problem (for both see the footnote on
page 107 and appendix A):
|ψ(mTB)〉 =
∑
n
cne
−iεnmTB |εn〉, cn = 〈εn|ψ0〉. (4.1.9)
Here we use the eigenstates U(TB)|εn〉 = e−iεnTB |εn〉 of the Floquet-Bloch operator (T
denotes time-ordering)
U(TB) = T exp
[
− i
∫ TB
0
H(t) dt
]
, (4.1.10)
since the Hamiltonian eq. (4.1.1) is explicitly time-dependent with a periodicity of TB . A
necessary ingredient in such a procedure are the coefficients cn = 〈εn|ψ0〉 given by the
overlap of the initial state with the eigenstates. This gives us the full spectrum and enables
access to the relevant energy scales of the problem and allows an identification of the most
important states participating in the time evolution. But for a physical interpretation of
the relevant eigenstates, we need to project them into a basis having a clear meaning, such
as the original Fock basis.
We computed the Floquet–Bloch operator and its eigenvectors numerically for V0 = 4
and resonance of order m = 2 for N = 4 = L. The κ = 1-subspace is of dimension
dimH = 86 and the initial state completely delocalised over the lattice is the Fock state
|1111; 0000〉. We computed the overlap of this state with all eigenstates of the Floquet–
Bloch operator, i.e. the coefficients cn, and the absolute value of these are shown in the
top left panel of figure 4.14. We show them on a logarithmic scale that has been truncated
at 0.1 to emphasize the largest of the 86 coefficients. We find that only a small number of
approximately 10 state has large values in an eigenbasis expansion of the initial state. This
allows us to hope, that the actual time evolution can be understood from a limited number
of states or, as will been shown later, in a possibly truncated basis expansion.
In the other panels of figure 4.14 we try to elucidate the properties of the relevant
eigenstates. We therefore show the projections of the seven most important eigenstates
(those that have the largest overlap with the initial state, the absolute values are given in
the axis description) onto the Fock basis. By closer inspection, we find again that some
Fock basis states play a more important role than others. We look up the Fock basis used
in the computation (the algorithm for creation of the Fock basis is given in appendix A)
and find that the following seed states appear repeatedly with large overlap in the basis
expansion of the most relevant eigenstates:
|s10〉 = |1111; 0000〉 |s22〉 = |1101; 1000〉
|s47〉 = |1100; 1100〉 |s72〉 = |0101; 1010〉
|s79〉 = |0100; 1110〉 |s82〉 = |0000; 2110〉
|s85〉 = |0000; 1120〉 |s86〉 = |0000; 1111〉.
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Figure 4.14: Overlap of initial state with eigenbasis (top left) and distribution of important eigen-
states in the original Fock basis (remaining panels). Parameters: V0 = 4, resonance of order m = 2,
N = 4 = L and g = 1.0.
These are several fock states that play an important role in the eigenbasis expansion with
particles in the lower and upper band. Comparing these states with the total Fock basis, we
see that mainly states with a small number of particles per site contribute. Put differently,
double occupancy or even higher occupancy of single lattice sites seems to be avoided. This
is rather clear, since we are considering repulsive interaction. However, this is not trivial
since we are working in a specific regime where the system is in resonance. That is to say,
to truncate the Fock basis right away can easily destroy the resonant oscillations as we shall
see below.
Taking into account that the system avoids double occupancy, what does this mean
for the collapse and revival effect we are interested in? Let us discuss the four interaction
terms present in the Hamiltonian:
Wa
2
∑
l
nal (n
a
l − 1) +
Wb
2
∑
l
nbl (n
b
l − 1) +
Wx
2
∑
l
(b†l b
†
lalal + h.c.) + 2Wx
∑
l
nal n
b
l .
The first three of these involve at least two particles per site in a Fock basis expansion
and the last one gives a non-zero contribution already when there is a single particle at the
same site in either band, as e.g. in |010; 010〉 but not in |100; 010〉. Yet the system tries to
avoid this repulsive interaction as far as possible. However, we are driving the system with
a strong force and bring it exactly into resonance, where a level from the upper band and
the lower band are energetically degenerate. Taking only these two, the lower eigenstate of
such a degenerate two-level system is the coherent superposition |φ〉 = (|1; 0〉 − |0; 1〉)/√2
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of both states.4 This takes place at all lattice sites. But since the system is in resonance
and shows such a superposition on all sites, it cannot avoid that two particles are on top
of each other in either band. This is schematically shown in figure 4.15.
superposition
 interband 
interaction
 interband 
interaction
 interband 
interaction
Figure 4.15: Schematical view of the effect of the interband interaction on the system in resonance
of order m = 2 for N = 5 = L. In resonance, the system is forced into a superposition of states
from both bands. This happens on all lattice sites and the system cannot avoid to pay an interaction
price 2Wx
∑
l n
a
l n
b
l . However, it is possible for the system to avoid double occupancy per site and
band. The atoms are shaded to indicate the superposition they are in.
If our reasoning is correct, the very last interaction term 2Wx
∑
l n
a
l n
b
l , which is con-
tributing already for single occupancy, should be most important for the collapse and revival
effect. We verified this by computing the occupation of the upper band with the same ini-
tial state as before but only this interaction term active. Our interpretation is confirmed in
figure 4.16, where the collapse and revival of the resonant interband oscillations are shown
with all interaction terms and only the latter one.
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Figure 4.16: Occupation of the upper band as a function of time for a resonance of order m = 2 as
in figure 4.4 above. Shown are the cases: vanishing two-body interaction (g = 0, thin dashed line),
weak two-body interaction (g = 0.1) with all interaction terms (thick line) and only one interaction
term 2Wx
∑
l n
a
l n
b
l (thick dashed line) included. The latter two are almost identical, indicating that
this is the most relevant two-body process for the collapse and revival observed.
Let us summarise our understanding of the most relevant interaction processes. Clearly,
the repulsive two-body interaction disfavours double occupancy of sites since this will always
4This is superposition with two degrees of freedom. In a simple Hilbert space of two two-level system, this
is just one of the four Bell states [Hor09], which are maximally entangled. We thus expect the two degrees
of freedom “upper band” and “lower band” to be entangled. However, there is a significant subtlety here
which requires an accurate analysis: the indistinguishability of the bosonic atoms. Steps in this direction
have been taken [Ami08], but a longer and more careful discussion is necessary than time and space allow
us here.
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cost an interaction energy Wa (Wb) for two particles occupying the same site in the lower
(upper) band. Starting from an initial state with population of the ground band only, the
strong force leads to a significant occupation of the upper band. Double occupied sites are
also suppressed there, but two particles may sit at the same site in either band, i.e. “on
top of each other”. Indeed, the most important interaction term in the time evolution is
2Wx
∑
l n
a
l n
b
l , since it already gives a non-zero contribution when there is only one particle
per site in each of the two bands. This is clearly visible in comparing the time evolution of
the initial state with all interaction terms and only the one mentioned. They show almost
no difference (cf. figure 4.16) and the previous results for the interaction time scales in
figure 4.13 need to be interpreted in the same way. We will use the fact that 2Wx
∑
l n
a
l n
b
l
is the most important interaction term for the collapse and revival effect in the derivation
of an analytical model below.
Truncated Fock Basis Time Evolution
When analysing which Fock basis states play the most important role in the collapse and
revival effect of the resonant interband oscillations, we found that double occupancy is
suppressed by the repulsive interaction and that states with only a single particle per site are
relevant. This was supported by the fact that the collapse and revival effect is beautifully
reproduced when only the interband interaction 2Wx
∑
l n
a
l n
b
l is present in figure 4.16.
However, this does not imply that ignoring higher occupancy right from the beginning leads
to the same effect. To check this, we used a truncated Fock basis to compute the time
evolution of our delocalised initial state |1, . . . , 1; 0, . . . , 0〉. To be specific, we set up a basis
with Fock states including maximally nmax particles per site in either band. We computed
the Hamiltonian in this reduced Fock basis and the corresponding time evolution according
to the time-dependent Schro¨dinger equation. If this truncation reproduced the physical
results, it would be particularly useful for numerical computations, since an acceptable
truncation of the Hilbert space would allow the computation of larger physical system (i.e.,
higher N,L) or faster computation for the same parameters. A truncation scheme for the
Bose–Hubbard model has for instance been used in [Sch07, Cla06]. There are furthermore
different time-adaptive Hilbert space truncation schemes [Dal04, Whi04] based on Vidal’s
time evolving block decimation idea [Vid03]. However, the numerical results shown in
figure 4.17 demonstrate that such a truncation is not reasonable in our case.
We compare the time evolution of the same initial state as before using a truncated
Hilbert space for a system with N = 6 = L in figure 4.17. We find that using Fock basis
states with at least 3 particles per site still reproduces the time evolution fairly well, but
when allowing only up to two particles per site in the Fock basis, the collapse and revival
effect is not all present. The different frequencies dephase very quickly and are not able to
rephase for a revival. We thus see, that the collapse and revival effect cannot be obtained
in a simple truncated Fock basis, but that almost the full basis is needed to describe the
resonant behaviour of the many-body system where several particles are forced to oscillate
between the two bands.
Another approach for theoretical modelling would be to follow an argument by Kolovsky
[Kol03a] that the strong force and large band gap are dominant and diagonal in the Fock
basis. Thus, so the idea, the Floquet–Bloch operator should be almost diagonal in the
Fock basis. This has been used by Kolovsky to compute an additional period imposed on
the system by adding a weak onsite intraband interaction. Let us check the validity of this
argument for the collapse and revival phenomenon under consideration numerically. Many
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Figure 4.17: Occupation of the upper band as a function of time using a reduced Fock basis for the
time evolution. Shown are time evolutions keeping Fock basis states with maximally 4 (green), 3
(blue), 2 (magenta), or 1 (orange) particle per site. This corresponds to a reduction of the Hilbert
space size to 98.8%, 92.5%, 65.4%, and 7.7% of the original size. We see that a truncation of the
Fock basis is not a good tool since the revival effect is not reproduced for a stronger truncation
although higher occupation of the basis is suppressed by the repulsive interaction. Parameters:
V0 = 4,m = 2, N = 6 = L and |ψ0〉 = |111111, 0 . . .0〉.
of the matrix elements of the time evolution operator are indeed very small and only some
of them have considerable weight. Let us set the small elements to zero and check the time
evolution keeping only dominant elements. This is done in figure 4.18 where we kept only
matrix elements larger than a certain threshold, i.e. [U(TB)]ij > η, and set all others to
zero.
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Figure 4.18: Occupation of the upper band in a truncated time evolution. The time evolution has
been performed by computing the one-period time evolution operator and taking only the largest
matrix elements. We set to zero all matrix elements smaller than η with η = 10−5 (black dashed),
10−4 (red), 10−3 (green), 10−2 (blue). We see that even comparatively small matrix elements are
needed to reproduce the revival effect in the time evolution. The system in resonance is sensitive
to small changes. Parameters: N = 5 = L, V0 = 4, m = 2, g = 0.1, |ψ0〉 = |11111, 0 . . .0〉.
We observe that dropping already quite small matrix elements destroys the collapse and
revival effect. This means that although the force might be dominant and diagonal in the
Fock basis, the resonance is a special situation and is not reproduced by this approximation.
The argument by Kolovsky can thus not be used to estimate the revival time in our system.
Truncated Eigenbasis Time Evolution
Despite the results from the last paragraph, studying the time-dependent signal for the
occupation of the upper band itself, one is guided to believe that it should be possible
to “synthesize” the signal by using only very few frequencies. These should be the most
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relevant eigenfrequencies. That is, a truncated eigenbasis instead of a truncated Fock basis
should be more efficient. Certainly, the sensitive dependence of the signal on even small
matrix elements of the time evolution operator implies that it will be difficult to compute
these eigenstates and eigenfrequencies with pen and pencil even approximately. However,
we can perform a truncated eigenbasis expansion numerically to see how many eigenstates
are needed to reproduce the signal.
We thus return to a time evolution using the eigenbasis, but take only those eigenstates
with a contribution above a certain threshold τ . Explicitly, we are going to perform a reduced
time evolution of the initial state according to
|ψ(mTB)〉 ≈
∑
n
c˜ne
−iεnmTB |εn〉, c˜n =
{
〈εn|ψ0〉 for 〈εn|ψ0〉 ≥ τ
0 otherwise
(4.1.11)
The result of such a numerical simulation using a truncated eigenbasis expansion is shown
in figure 4.19. Shown are three curves with different values for the threshold τ .
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Figure 4.19: Occupation of the upper band in a truncated time evolution. The time evolution
has been performed by diagonalising the one-period time evolution operator and keeping only the
largest eigenfrequencies, i.e. those larger then a threshold τ . For the figure we chose τ = 0.1
(black), 0.2 (red), and 0.4 (blue) corresponding to a number of nonzero (nnz) frequencies 9, 4, and
3 respectively, out 402 eigenfrequencies in total. We see that even a small number of eigenstates
is sufficient to reproduce the revival effect in the time evolution. Parameters as in the last figure:
N = 5 = L, V0 = 4, m = 2, g = 0.1, |ψ0〉 = |11111, 0 . . .0〉.
The smallest threshold shown in the figure is already rather large (compared to the
truncation of matrix elements performed earlier) with a value of τ = 0.1 and leads to the
reduced sum of 9 terms instead of the full 402 (the size of the subspace for the chosen
system). We do not show smaller values for the threshold since they basically coincide with
the shown curve. This is a surprising result: Only 9 of 402 eigenstates are sufficient to
reproduce the collapse and revival in the resonant interband oscillations. These 2.2% are in
stark contrast to a truncation of the Fock basis directly where more than 90% of the basis
states were needed to reproduce the signal. A further increase of the threshold shows that
the three or four largest eigenvalues preproduce the signal qualitatively well. We will use this
in section 4.2.4 to estimate the revival time from the result of a numerical diagonalisation
using the three most important eigenfrequencies (cf. section 4.2.4 below). Note, however,
that a further reduction to even two states is not meaningful in the present context. With
only two eigenstates there is only one energy difference, that is only one frequency in the
system and one obtains simple sinusoidal oscillations between the two bands without any
collapse, revival or beating.
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Despite this surprising numerical result, that a very small number of eigenstates allows
a reproduction of the collapse and revival signal, it does not give an analytical estimate for
the revival time since a complete diagonalisation (and projection of the eigenstates on the
initial state) is needed to “synthesize” the interband oscillations with a truncated eigenbasis
expansion.
Summary of the Numerical Results
This first section of the present chapter was devoted to introducing the system under con-
sideration, the two-band Bose–Hubbard model with an external force, and to the numerical
analysis of a collapse and revival in the resonant interband oscillations present in that sys-
tem. We discussed the Hamiltonian and the parameter regime we are interested in. This
regimes is mainly given by the resonant interband oscillations and the effect of a weak
interaction on these oscillations. We found a dephasing of different resonant oscillations
seen as a collapse of the resonant interband population dynamics with partial revivals at
later times. We went on with a numerical study of this effect. Firstly, we showed that it is
stable against variation of several parameters as the initial state, the number of particles or
lattice sites in the system as long as the particles are mainly delocalised in the initial state
and the system is not too small. The time scale for the occurrence of the revival had a
fixed order of magnitude under these changes, but the details varied.
Another important result of our many numerical experiments was a first glance at the
physical cause leading to the effect. The strong and resonant Stark force compels the
system to be in a superposition of lower and upper band states. This was also the result
of the effective model for the resonance introduced previously in chapter 3. We found that
the system tries to avoid double or higher occupancies in this process since all interactions
are repulsive. But, being split between the lower and the upper band, the system is not
able to avoid a situation with two particles “sitting on top of each other” in the course of
its time evolution. The corresponding interaction process gives the dominant contribution
to the collapse and revival effect in the resonant interband oscillations. We will use this
understanding in order to estimate the revival time theoretically in the next section.
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4.2 Theoretical Understanding
We have introduced the system and the collapse and revival effect for our two-band Bose–
Hubbard model in the previous section and want to find a theoretical description in the
following. The aim of the present section is easily stated but difficult to fulfill: We want to
derive an expression for the revival time as a function of all system parameters
wanted: trev = trev(∆, Ji,Wj , C0, F,N,L)
which should be in good agreement with our numerical results. This should ideally be done
by derivation of an effective model from the original problem. Taking into account that we
are dealing with an interacting many-body system in resonance and that the effect we want
to describe is actually a many-body effect (it does not appear for only two particles, and is
stable for several particles), this is not an easy task. In the following, we will nevertheless
find an approximate expression for the revival time that gives the right scaling with (i.e., the
qualitative dependence when varying one or more of) the parameters in the Hamiltonian.
We will rely heavily on the numerical understanding obtained in the previous section which
gives us hints which elements an approximate analytical model should contain. Comparing
possible effective models to our numerical results, we will be able to develop two models
that allow an analytical understanding of the collapse and revival effect in the resonant
interband oscillations.
4.2.1 Introduction
Let us recover the physical situation we want to describe. We are studying a two-band
Bose–Hubbard model with a strong external force. Whenever the force induced tilt of the
lattice in the non-interacting case is such that an energy level from the lower band and the
upper become energetically degenerate, we find a strongly enhanced transport between the
two bands, which we study as the occupation of the upper band as a function of time. We
call this behaviour resonant and focus precisely on this situation. Preparing an initial state
that is only occupying the lower band and is delocalised over the lattice there, we find that
a weak interaction leads to a collapse and revival of these resonant interband oscillations.
The time scale of this revival depends on the depth of the optical lattice and the order of
the resonance. We find a clear revival signal when the number of particles in the system
is not too small and in this case the time scale of the revival varies only slowly with the
particle number.
Taken together, we can thus distinguish three different time-scales in the process of
resonant interband oscillations from our study of the occupation of the upper band:
• The period of non-resonant interband oscillations, T0 ≈ 2π/∆, which does not play
a role for the collapse and revival effect,
• the period of resonant interband oscillations, T (m)res = π/|V Jm(∆x)|, for a resonance
of order m, and
• the revival time from a superposition of several frequencies close to Ω(m)res = 2π/T (m)res .
The last two time scales are of relevance for the present section and our aim is to find an
analytical expression for the last one.
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A Few Effective Models That Did Not Work
Since the oscillations appear to be a superposition of a few frequencies, one could try the
following ansatz in terms of a single-particle picture: The interaction Wa splits up the
lower band into sublevels and instead of one resonance frequency Ωres a number of closely
neighbouring resonance frequencies appears. Then we had effectively a slightly splitted
bandgap: ∆ → {∆,∆ − gWa} and expect the superposition of Rabi-oscillations with
neighbouring frequencies Ωres = |V ·Jm(∆x)| and Ωg. Remembering V = C0F and taking
F ≈ ∆/m in resonance, the new frequency should be Ωg = |C0(∆ − gWa)Jm(∆x)/m|.
The period for the complete oscillations is then periodic with
T∆ =
π
Ωres − Ωg =
2TresTg
Tg − Tres =
mFTB
|C0|Jm(∆x)Wa
1
g
.
Which is proportional to 1/g as found numerically, but gives the wrong scaling. By scaling
we mean the dependence of the revival time on the parameters of the Hamiltonian (which
are Ja, Jb,Wa,Wb,Wx,∆, N,L). This is a crude estimate and might serve to get the right
order of magnitude for the oscillation period. But it ignores that we are dealing with a
many-body problem, where more than two frequencies are generated by the interaction
and the actual signal is not a superposition of two frequencies but strongly reminds of a
collapse and revival phenomenon. Instead, it assumes the existence of a third level from the
splitting of one of the two single-particle levels. The question is, however, does this simple
estimate help us in understanding the collapse and revival effect in the resonant interband
oscillations? The answer is no. First of all, when compared to numerical simulations with
the fully interacting system, the formula does not yield the right scaling with the parameters
of the Hamiltonian. Secondly, it cannot account for the numerical fact, that one of the
interband interaction terms is dominating the collapse and revival effect. Substituting Wx
forWa in the formula above does not alter this fact, since the idea was to shift the band gap
and a further justification of how Wx should do this is needed. But after this, the scaling
would still be wrong and the many-body nature of the effect is certainly not captured. The
Wx interaction terms were the dominant contribution for the collapse and revival effect,
but this is not the correct way to incorporate them in an effective model.
Another, somehow similar, approach is to use our good understanding of the non-
interacting single-particle system and to try an “educated guess” for an effective three or
four level system. One could start with the aim of understanding a system containing two
atoms only, where the system showed a real beating between only two frequencies which
are very close to the unperturbed resonance frequency. In this fashion, we tried several
effective three or four levels models, e.g. by allowing an additional coupling of the bands
via the interband interaction. Such an extended single-particle Hamiltonian could read

−Ja cos(Ft) 0 V 0
0 −Ja cos(Ft) +Wa 0 Wx
V 0 ∆− Jb cos(Ft) 0
0 Wx 0 ∆− Jb cos(Ft) +Wb

 .
However, such or similar Hamiltonians was never in satisfactory agreement with our numer-
ical results and were not able to predict the actual frequencies even in the two-particle case.
To conclude, there seems to be no simple account in terms of an effective small single-
particle picture. In our opinion, this also excludes a good description using a mean-field
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approach. Being an effective single-particle model, any mean-field theory would contain
only two energies (for the lower and upper band states) and cannot account for the mul-
titude of frequencies needed for a collapse and revival effect. Furthermore, any mean-field
approach faces the problem of being a principally uncontrolled approximation, however use-
ful it is in many applications. We will see later, that the two successful descriptions (to be
explained below) are actually many-particle models.
Let us finally repeat that a direct application of Kolovsky’s argument (for the interaction
induced new period on top of the Bloch oscillations of single-band Bose–Hubbard model)
does not work for our problem. Kolovsky’s argument is based on the observation, that
the time evolution operator is approximately diagonal in the original Fock basis. We saw
numerically that this approximation destroys the collapse and revival effect and is thus not
able to model it appropriately. The argument does not work in our case since does not take
into account that the system we are studying is in resonance.
For our specific problem of the collapse and revival effect in the resonant interband
oscillations, we draw the following conclusion. Necessary ingredients for a successful de-
scription of the effect need to take into account: the many-body nature of the problem (a
bunch of frequencies), the resonances in the system (the original Fock basis states are not
the proper basis), and the fact that the initial state is delocalised on the lattice (otherwise
the effect is absent). Let us now come to a model including all this and allowing us to
estimate the revival times and their scaling properly.
4.2.2 Coherent State Model
Bearing in mind the required ingredients for a description of the problem, we will now
develop an effective description yielding good estimates for the revival time [Plo¨10c]. Here
is an outline: We start with the fact that the system is in resonance by transforming the
field operators to the eigenbasis of the resonant non-interacting system. Then, we use
this in transforming our initial state to this basis and in a last step compute the effect
of the interband interaction on the time evolution perturbatively. The last two steps are
technically simplified by treating our initial state as a coherent state. This will be further
justified in later in section 4.2.3.
Transformation to Resonant Basis
In chapter 3, we found a transformation for the non-interacting system in resonance, that
led to very good agreement between the expected and observed oscillation times. The
transformation removed the hopping terms but introduced a coupling of any two sites from
the different bands. For the two levels being exactly degenerate, we could reduce the system
to independent 2× 2 models. In the following we will apply the same transformation in the
interacting system, where the interaction terms (quartic in the field operators) will give rise
to non-local interactions.
To start with, we rewrite the transformation for the non-interacting system to the
resonant basis αl, βl in second quantisation and verify that it diagonalises the Hamiltonian.
The non-interacting part of the Hamiltonian is given by
H0 =
∑
l∈Z
ǫ−l a
†
lal + ǫ
+
l b
†
l bl + V (a
†
l bl + b
†
l al)− Ja2 (a†lal+1 + h.c.)− Jb2 (b†l bl+1 + h.c.),
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where ǫ±l = lF ±∆/2 and V = C0F as before in section 3.1.1. The transformation and
its inverse read
αn =
∑
l∈Z
Jl−n(xa)al & al =
∑
n∈Z
Jl−n(xa)αn, with xa = Ja/F (4.2.1)
βn =
∑
l∈Z
Jl−n(xb)bl & bl =
∑
n∈Z
Jl−n(xb)βn, with xb = Jb/F. (4.2.2)
Inserting it into the Hamiltonian and making use of
∑
l Jl−n(x)Jl−n′(x
′) = Jn−n′(x− x′),
we obtain the result already known from chapter 3
H0 =
∑
l∈Z
(
ǫ−l α
†
lαl + ǫ
+
l β
†
l βl + V
∑
l′
Jl′(∆x)(α
†
l βl−l′ + h.c.)
)
.
In resonance of order m, i.e. mF ≈ ∆, between a lower band level at site l +m and an
upper band level at site l, only one coupling matrix elements dominates and the Hamiltonian
can be reduced to independent two-level systems (depending on the order of resonance m).
The eigenenergies are then given by
ω±l(m) = (l −m/2)F ± |V Jm(∆x)| (4.2.3)
and the eigenvectors are symmetric and antisymmetric combinations of the original opera-
tors
(
µ
(m)
l
ν
(m)
l
)
=
1√
2
(
βl + αl+m
βl − αl+m
)
or
(
αl+m
βl
)
=
1√
2
(
µ
(m)
l − ν(m)l
µ
(m)
l + ν
(m)
l
)
. (4.2.4)
We will often drop the superscript (m) since it is understood that these states are resonant
basis states and the order of the resonance must be given. We verify this solution by
inserting it into the reduced non-interacting Hamiltonian in resonance H(m)0
H(m)0 =
∑
l∈Z
ω−l µ
†
lµl + ω
+
l ν
†
l νl +
1
2
(
ǫ+l − ǫ−l+m
)
(µ†l νl + ν
†
l µl). (4.2.5)
It is indeed diagonal, since ǫ+l − ǫ−l+m vanishes in resonance as demanded. For the many-
particle problem we will distinguish many-particle states in different bases in our notation.
Fock states with single-particle basis al, bl are denoted as |na1, . . . , naL;nb1, . . . , nbL〉 (just
as before) but those with single-particle basis µl, νl will be written with round parentheses
|nµ1 , . . . , nµL;nν1 , . . . , nνL). Let us now reformulate our initial state for the collapse and revival
problem with the help of these resonant basis states.
Coherent State Approximation
The ground state of the weakly interacting system without external force, i.e. in the super-
fluid regime, is well-known: All N particles occupy the zero-momentum mode of the cosine
dispersion [Blo08b] to form the following superfluid state
|Ψ0(N)〉(U≪J) = 1√
N !
(A†k=0)
N |Vac〉 = 1√
N !
( 1√
L
∑
l
a†l
)N |Vac〉, (4.2.6)
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where A†k denotes the creation operator for a particle in the lower band with momentum
k. Our focus lies on approximately unit filling n¯ = N/L = 1 and the time evolution of
states of the form |1, . . . , 1; 0, . . . , 0〉 which produced the collapse and revival effect in the
resonant interband oscillations shown earlier. This state is clearly not an eigenstate of
the system in resonance and shows a non-trivial time evolution. Note that it is the most
important contribution to the superfluid ground state in an expansion in our Fock basis, as
for example for N = 5 = L one has
|Ψ0(N = 5 = L)〉(U≪J) = 1√
5
5
[
|1 . . . 1; 0 . . . 0〉+1
8
|namax = 2; 0〉+
7
144
|namax = 3; 0〉+. . .
]
,
where |nmax; 0〉 denotes a translational invariant state with maximally nmax particles at one
site in the lower band and zero particles in the upper band. This similarity increases with
growing system size N (we postpone a more detailed discussion of this approximation to
section 4.2.3). For large enough systems the superfluid ground state of the untilted system
(and the single occupancy state |1 . . . 1; 0 . . . 0〉 likewise) becomes indistinguishable from a
coherent state [Blo08b, eq. (66)]
|Ψ0(N,L≫ 1)〉(U≪J) = e
√
NA†
k=0|Vac〉 =
∏
l
(
e
√
n¯a†
l |Vac〉l
)
≡ |ϕ; 0〉, (4.2.7)
with n¯ = N/L, and factorises into a product of local coherent states |ϕ; 0〉 ≡ ∏l|ϕ; 0〉l
with phase ϕ =
√
n¯. Let us emphasize again, that this state is not an eigenstate of the
system in resonance, neither with nor without interaction. We are going to introduce further
notation for the states in this section, which is summarised in table 4.2. We are now going
to rewrite this state in the resonant basis and to determine the effect of the interaction term
2Wx
∑
l n
a
l n
b
l when acting on this state. We start by inserting the expression for resonant
basis states a†l =
1√
2
∑
n Jl−n(xa)(µ
†
n − ν†n) to get
|ϕ; 0〉 =
∏
l
exp
[√
N
2L
∑
n
Jl−n(xa)(µ†n − ν†n)
]
|Vac〉
= exp
[√
N
2L
∑
l,n
Jl−n(xa)(µ†n − ν†n)
]
|Vac〉.
(4.2.8)
state description
|{n}〉 general Fock state
|nai ;nbi〉 two-band Fock state in standard basis
|nµi ;nνi ) two-band Fock state in resonance basis
|α〉l coherent state at site l
|α〉 product of local coherent states
|α)l coherent state at site l in resonant basis
|α) product of local coherent states in resonant basis
Table 4.2: Overview of different types of states appearing in the main text.
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Using
∑
m Jm(x)t
m = exp[x(t − 1/t)/2] for t = 1 and [µ†l , ν†l ] = 0 (which follows from
the commutation relations of a†l , b
†
l ) we find that
|ϕ; 0〉 = e
q
N
2L
P
n(µ
†
n−ν†n)|Vac〉 =
∏
n
e
√
n¯/2µ†ne−
√
n¯/2ν†n |Vac〉 =
∏
n
|ϕ˜;−ϕ˜)n, (4.2.9)
with ϕ˜ ≡ ϕ/√2. The coherent state of the lower band in resonance is thus a product of local
coherent states for both bands in the resonant basis
∏
l |ϕ˜;−ϕ˜)l ≡ |ϕ˜;−ϕ˜). The minus
sign simply accounts for the fact that the lower energy eigenstate is the anti-symmetric
combination of the basis states. The time evolution of this state (for the non-interacting
system in resonance) is not difficult to find since it is clear how to express a coherent state
in Fock basis states (which are |{nµi }; {nνi }) in this case). However, we know the time
evolution in the non-interacting case and continue to study the phase evolution created by
the interband interaction.
Result for the Revival Time
The effect of the interaction term on the phase evolution of the system can be estimated
by application of ei2gWx·t
P
l n
a
l
nb
l to our initial state. This ignores a) that the interaction
term does not commute with the non-interacting part of the Hamiltonian (we ignore the
Baker–Campbell–Hausdorff rule) and b) that the Hamiltonian does not commute with itself
at different times (which is valid to first order in the interaction strength, cf. section 3.2.3).
But both is justified for a weakly interacting system. Applying the operator explicitly, we
have
ei2gWx·t
P
l n
a
l
nb
l |ϕ˜;−ϕ˜) = exp
[
igWxt
2
∑
l
∑
l1,...,l4
Jl−l1(xa)Jl−l2(xa)Jl−l3(xb)Jl−l4(xb)×
(µ†l1 − ν
†
l1
)(µl2 − νl2)(µ†l3 + ν
†
l3
)(µl4 + νl4)
]
|ϕ˜;−ϕ˜). (4.2.10)
Since |ϕ˜;−ϕ˜) is a product of local coherent states we can ignore the sum over l and discuss
the expected behaviour. Firstly, both xa and xb are much smaller than unity and the main
contribution in the sums over l1, . . . , l4 will come from the zeroth-order Bessel functions J0.
Secondly, the product of operators gives 16 different combinations of the field operators.
But due to the prefactors given by a product of Bessel functions, the combinations with
equal indices are most important. They simply give an integer number when applied to the
product of local coherent states they are acting on. Taking these two points together, the
time evolution of this state should show an approximate revival at
trev =
4π
gWxJ20 (xa)J
2
0 (xb)
. (4.2.11)
This is the main result of this chapter [Plo¨10c]. We derived an explicit expression for the
revival time trev as a function of various parameters that has to be compared to numerical
results. It is valid for large systems and cannot account for the effect of non-universal
properties like a specific number of particles and lattice sites, but we expect it to yield the
right order of magnitude for finite systems, and in particular the correct scaling with the
parameters of external potentials. In deriving the above expression we used all ingredients
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stated earlier: We transformed to the resonant eigenbasis, used a description in terms of
the resonant basis, and the specific form of the initial state was used. In the derivation we
applied several approximations, but we will compare the result with numerical simulations
in a moment.
Comparison to Example Systems
The results of simulations for four different systems are shown in figure 4.20 with the
predicted revival times according to eq. (4.2.11). This comparison should serve as a first
example, we will show further results below.
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Figure 4.20: Collapse and revival in the dynamical evolution of initial states |1, . . . , 1; 0, . . . , 0〉 for
different potential depths and orders of resonance. Parameters: a) V0 = 3,m = 1, b) V0 = 4,m = 1,
c) V0 = 3,m = 2, d) V0 = 4,m = 2, all N = L = 5. Our analytical result for the revival time
accounts for the different orders of resonance and also for a slight shift in parameters when varying
the depth of the optical lattice. In all cases, it is close to the actual maximum of the revival. Further
comparison between theory and numerical simulations can be found below.
The figure shows the occupation of the upper band as function of time as computed
numerically showing the familiar collapse and revival effect discussed extensively earlier.
They are shown for two depths of the optical lattice (corresponding to two sets of parameters
for the Hamiltonian) and the first and second resonance in the interband oscillations. A
vertical dashed line shows the prediction for the revival time from our analytical analysis of
the previous section.
For the parameters shown, the predicted revival time is close to the actual maximum
in the revival of the interband oscillations. It follows the variation of the depth of the
optical lattice as well as the order of the resonance (entering in the arguments of the Bessel
functions via xa,b = Ja,b/Fres and Fres ≈ ∆/m) between different panels of the figure.
Thus, it seems to capture something essential of the effect. In particular, it respects the
order of the resonance which is a consequence of our transformation to the resonant basis
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and unavoidable for a proper account of the effect. Please note that the derivation of the
revival time is the same for negative g, i.e., attractive interactions. Indeed, we found the
same behaviour for the occupation of the upper band for weak attractive interactions in
exemplary numerical simulations.
Let us compare our analytical result to simulations for different system sizes. In contrast
to the previous figure, we now fix the depth of the optical lattice and the order of the
resonance, but vary the number of particles and lattice sites. This is done for V0 = 8 and a
first order resonance in figure 4.21. The specific size of the system has been parameterized
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Figure 4.21: Comparison between the estimated revival time (dashed line) according to eq. (4.2.11)
and numerical simulations (data points) for V0 = 8,m = 1, and different system sizes, parametrised
by the Hilbert space dimension. The error bars indicate the width of the revival at half maximum.
by the size of the Hilbert space under consideration (which is one subspace of fixed total
quasimomentum since the quasimomentum is a constant of motion in our translational
invariant system). The range of systems varies from 3 particles in 5 sites to a maximum
of 8 particles in 8 lattice sites. The Hilbert space for the latter configuration is as large as
dimH = 61334 and the initial state for the time evolution is the basis state |s810〉.
The revivals in the numerical simulations are shown as black squares in the figure. The
error bars do not indicate an uncertainty in the measurement of determination of the revival
time (we defined it as the maximum value of the revived oscillations). Instead, the error
bars indicate the width of the revived oscillations. This has been done to emphasize that
the maximum is usually not in the center of the revived oscillations but slightly shifted.
Furthermore we would like to indicate the complexity of the signal to a certain extent in
the figure by adding these bars.
Our theoretical prediction for the revival time is given by the thick dashed line in the
figure above. Since it cannot account for the specific size of the system, the prediction is
given by a constant for a fixed value of the depth of the optical lattice and the order of the
resonance (which is the case in figure 4.21). But we observe that it gives the right order
of magnitude for the revival time as observed in the numerical simulations. The numerical
data show a tendency to increase with growing system size, which the theoretical model
given so far cannot explain. We will, however, learn to deal with the influence of a specific
number of particles and lattice sites in two ways in sections 4.2.4 and 4.3.3.
We would like to stress that our model seems to give the right scaling when the
parameters in the Hamiltonian (which are ∆, Ji,Wx, F ) or the order of the resonance
are changed. Let us discuss this in more detail in the next section.
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Scaling in Theory and Simulations
As mentioned already, our analytical prediction for the revival time should give the right
scaling when the parameters of the Hamiltonian change, e.g. by changing the depth of the
optical lattice since ∆, Ji, and Wj depend on V0.
5 Using the expression derived above for
the revival time, we can discuss the dependence on V0 here. We will discuss the scaling
independent ofWx which itself is a function of the lattice depth. The remaining dependence
thus describes the non-trivial scaling of the revival time for a certain order of resonance.
Using the fact that the hopping is much smaller than the bandgap, we can expand the
Bessel functions and obtain the leading order behaviour for a resonance of order m as
Wxtrev
TB
≈ 1
g
8F 3
4F 2 − (J2a + J2b )
∝ 4.5
√
V0
m · g . (4.2.12)
The last result should be valid for deep lattices, since we dropped the exponentially de-
creasing hopping coefficients and used F ≈ ∆/m as well as ∆ ≈ 2.5√V0 which is a good
approximation for our units and choice of parameters. But we can of course compare the
full expression for the revival time with values from numerical simulations. This is shown
in figure 4.22 for different system sizes.
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Figure 4.22: Scaling of the numerically measured revival time with varying lattice depth V0 for
resonance order m = 1. We multiply trev by Wx since Wx also depends on V0. By this, we show
the remaining non-trivial scaling that is not an artefact of the V0-dependence of Wx. Filled symbols
are trev from numerical simulations (the particular systems are indicated as ‘N inL’ and D denotes
the Hilbert space dimension) and the thick dashed line shows our theoretical result eq. (4.2.11).
We see that our analytical prediction correctly describes the dependence of the revival
time on the parameters in the Hamiltonian, as determined by the lattice depth V0 (see
chapter 1). Again, it cannot explain the variation with increasing system size. However,
the agreement in the scaling behaviour is an important result. It shows that our model
captures essential aspects of the physical mechanism leading to the collapse and revival in
the resonant interband oscillations.
5Please note, that this has also consequences for the period of the resonant interband oscillations and
not only for the revival time. It means that changing the order of resonance or the depth of the lattice alters
several time scales at once (cf. figure 4.20 where the resonant interband oscillations have different periods
in the different panels).
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Prediction: Divergence of the Revival Time
Let us discuss a peculiar effect contained in our result for the revival time. Up to now, we
only discussed the simultaneous change of the Hamiltonian parameters by a change of the
lattice depth. However, one can also think of changing only a single parameter. Take again
the formula eq. (4.2.11) for the expected revival time
trev =
4π
gWxJ
2
0 (xa)J
2
0 (xb)
,
it should diverge whenever we encounter a zero of either Bessel function in the denominator!
How could this be achieved by a variation of parameters that is (at least in principle) exper-
imentally feasible? The first zero of the Bessel function is approximately at x0 = 2.40483.
Here, the argument of the Bessel function is xa(b) = Ja(b)/F , the ratio between one of
the hopping coefficients and the external force. But the value of the force is determined
by the order of the resonance m and the bandgap: F ≈ ∆/m. Altering the depth of
the optical lattice changes the hopping coefficients and the band gap simultaneously.6 For
the parameters we used so far, the resonant forces (for orders m = 1 . . . 5) will always be
greater than both hopping coefficients and we cannot reach a zero of the Bessel function.
However, in experiments with so-called superlattices, which are optical lattices constructed
from two lasers V (x) = V0 cos(2kLx)+V1 cos(4kLx+φ), it is possible to engineer the band
gap of a system. In this case, the force will just vary together with the band gap (for fixed
order of the resonance) and for small band gaps, one can cross zeros of the Bessel function.
We are then no longer in a regime of small xa,b and can study the expected behaviour by
approximating the zeroth order Bessel function as
J0(x) ≈
√
2
πx
cos(x− π/4), (4.2.13)
which is sufficient for our purposes here already for x > 1. It implies that the zeros of the
Bessel function are equidistant with a spacing of π. In our case, the argument of the Bessel
function in the denominator of the revival time is xs = Js/F ∝ 1/∆ with s = a, b. We thus
expect the divergences in the revival time to be equidistant when shown as a function of
the inverse bandgap. Figure 4.23 shows the expected behaviour according to our prediction
eq. (4.2.11) in more detail.
Before comparing to numerical simulations, there is an additional comment in place: When
choosing parameters for an observation of the divergence in the revival time, one has to
make sure that the period of the resonant interband oscillations does not vary too strongly
in the region of the Bessel zero. There are parameter combinations where the period of
the resonant interband oscillations is much larger than the revival time expected from our
model. The reason is that the period of the interband oscillations in resonance of order m
is given by T
(m)
res = π/|V Jm(∆x)| (cf. section 3.4.1), and is itself inversely proportional to
a Bessel function. In some cases zeros of the zeroth order and higher order Bessel functions
come very close, e.g. around x = 8.7 (the third zero of the zeroth order Bessel function
J0(x)). Such a situation should be avoided when looking for a divergence of the revival
time.
6The different scaling of two Hamiltonian parameters, exponential for the hopping strength and with an
exponent of −1/2 for the interaction strength, has in fact been used to study the superfluid-Mott insulator
phase transition experimentally [Blo08b].
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Figure 4.23: Predicted divergence of the revival time according to eq. (4.2.11). Since the revival
time in our prediction is inversely proportional to Bessel functions, we expect a divergence of the
revival time at the Bessel function zeros. The solid line shows our prediction for the revival time as
a function of the inverse band gap. Parameters (except the band gap) for V0 = 4,m = 2.
We performed numerical simulations to verify our prediction for the revival time diver-
gence. We chose all parameters as for V0 = 4, except for the band gap. Motivated by the
possibility to engineer the band gap, we varied the width of the band gap and chose small
values in order to cross zeros of the lowest order Bessel function. We chose a resonance
of second order and varied the force together with the band gap to ensure the resonance
condition. The resulting revival times as a function of the changing band gap are shown
in figure 4.24. The numerical results in figure 4.24 clearly indicate the existence of diver-
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Figure 4.24: Numerically measured revival times (with the method of section 4.2.4) for small
systems (data points) and expected revival time (dashed line) according to our coherent state
model eq. (4.2.11) as a function of the inverse bandgap. The expected divergence of the revival
time at the Bessel function zeros is confirmed by our numerical simulations. However, the positions
of the divergences are shifted compared to the expected positions. Parameters: V0 = 4,m = 2, and
‘N inL’ indicated in the legend.
gencies in the revival time. However, the divergences are not at the positions predicted by
our coherent state model. We do not have a clear explanation for this discrepancy at the
moment. We will later introduce an effective model that reproduces the collapse and revival
effect very well and is numerically more efficient (cf. section 4.3, especially figure 4.36).
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The expected divergence of the revival time can be studied in more detail then and we
will find a systematic deviation between the expected and numerically observed position of
divergence. The reasons for this deviation are probably the approximation to an effective
two-level system and the inclusion of only the dominant interaction.
Nevertheless, our numerical simulations show the presence of a divergence of the revival
time when varying the band gap and indicate again, now in a completely different fashion,
that our coherent state model captures the essential physics of the collapse and revival
effect despite its drawbacks.
4.2.3 Details of the Coherent State Approximations
We derived an analytical expression for the revival time earlier and postponed a detailed
discussion of the approximation until now.
Examples for Superfluid Ground States
We described our initial state as being similar to a coherent state and used this in cal-
culations. In fact, there are two approximations being made here. The first one is the
assumptions that our initial state is similar to the superfluid ground state of the system
without force and the second one is the claim that this superfluid state becomes practically
indistinguishable from a coherent state. We are going to discuss both now.
Let us start with the second assumption. We are well aware of the fact, that there is a
striking difference between the following two states: a coherent state does not have definite
particle number whereas our simulations are always performed for a state with fixed number
of particles. The remedy for this conflict is that the particle number fluctuations (expressed
in the moments 〈(a†a)m〉) in the latter system approaches the former as the number of
particles in increased. From a theoretical point of view this is described by SU(N) coherent
states [Per77, Mat02] (for an application to the Bose–Hubbard model see [Tri08]), which
allow a description of states that have a finite particle number but behave as coherent
states. The identification of both for large system sizes is also supported by the fact that
the ground state is known to be superfluid and that a theoretical description of this state
as a coherent state has proven successful [Blo08b].
The second claim is that the used initial state is most important in the superfluid
ground state of the system without external force. In this ground state, all N particles
occupy the zero-momentum mode and the ground state can be directly translated to real
space by using its Fourier transform
|Ψ0(N)〉 = 1√
N !
(
A†k=0
)N |Vac〉 = 1√
N !
(
1√
L
L∑
l=1
a†l
)N
|Vac〉. (4.2.14)
We can use this expression for a direct computation of this state and a comparison with
our initial state. Since we are only interested in states with occupation of the lower band,
we will drop the upper band quantum numbers for this section.
Let us compute the above expression for a few simple examples and discuss the general
case afterwards. To keep the expressions simple, we ignore the normalisation for a moment.
It is not important for the computation since we are only interested in the relative contri-
bution of different (types of) states. For the smallest non-trivial system of two sites and
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two particles we have
(a†1 + a
†
2)
2|Vac〉 =
(
(a†1)
2 + 2a†1a
†
2 + (a
†
2)
2
)
|Vac〉 = |20〉 + 2|11〉 + |02〉
= 2|11〉 + 1(|20〉 + |02〉) ≡ 2|11〉〉(1) + 1|20〉〉(2)
(4.2.15)
where the last line is written in translational-invariant combinations of the states, denoted
by a double ket | . 〉〉(M) with multiplicity M . The multiplicity was discussed already in
chapter 1, it is basically the answer to the question ”How many different states can one
create by subsequent application of the shift operator?”. We use it here, to shorten notation
and to remind ourselves that we are working in the translational invariant seed basis. For
the next larger system we find after a short computation
(a†1 + a
†
2 + a
†
3)
3|Vac〉 = 6|111〉〉(1) + 3|210〉〉(3) + 3|201〉〉(3) + 1|300〉〉(3) (4.2.16)
with translational-invariant combinations of Fock states as above. A similar computation
for a system with four particles and lattice sites yields (we skip again the details of the
computation which is a simple application of creation operators and reorganisation of states)
(a†1 + a
†
2 + a
†
3 + a
†
4)
4|Vac〉 = 24 · |1111〉〉(1)+
12 · (|2110〉〉(4) + |2011〉〉(4) + |2101〉〉(4))+ 6 · (|2200〉〉(4) + |2020〉〉(2))+
4 · (|3100〉〉(4) + |3010〉〉(4) + |3001〉〉(4))+ 1 · |4000〉〉(4) . (4.2.17)
In all of the simple cases computed so far, we found the coefficient of the state |1 . . . 1〉 to
be the largest in the expansion of the superfluid ground state.
What about the general case? Taking a closer look at the expansion, we note that the
prefactors are nothing but the coefficients in a multinomial expansion
(x1 + x2 + . . .+ xL)
N =
∑
k1+...+kL=N
(
N
k1, . . . , kL
)
· xk11 · · · xkLL , (4.2.18)
where the expansion coefficients are given by a multinomial distribution, i.e.(
N
k1, k2, . . . , kL
)
=
N !
k1! k2! · · · kL! . (4.2.19)
We are interested in the relative weight between a state with only single occupied sites and
states with one double occupied site. Their prefactors read simply(
N
1, 1, . . . , 1
)
=
N !
1! 1! · · · 1! = N ! and
(
N
2, 0, 1 . . . , 1
)
=
N !
2! 0!1! · · · 1! = N !/2,
(4.2.20)
such that the ratio of the prefactors is always 1/2 as seen in all the examples above. But
the number of possible states with only one double occupancy is N − 1 for a system of
size N = L, which implies that the state |1 . . . 1〉 has a 2(N − 1)-times larger weight
than any state with one double occupied site. In this sense, our initial state is the most
important contribution to the superfluid ground state of this finite system. We verified
by a simple numerical test where we used an initial state that is closer to the superfluid
ground state that the resulting effect is not altered. Namely, we incorporated the second
largest contributions including double occupied sites (as outlined above) and still observed
the discussed collapse and revival phenomenon. A more detailed theoretical analysis should
certainly take into account that our initial state is not a coherent state. This could be
done by repeating the computations for the derivation of an approximate revival time with
SU(N) coherent states.
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Details for the Revival Time Estimate
In the derivation of the revival time, we discussed the action of an interband interaction
term on a coherent state. We expressed the original operators al, bl by operators of the
resonant eigenbasis αl βl and encountered the following expression including several sums
over Bessel functions:
ei2gWxt
P
l n
a
l
nb
l |ϕ˜;−ϕ˜) = exp
[
igWxt
2
∑
l
∑
l1,...,l4
Jl−l1(xa)Jl−l2(xa)Jl−l3(xb)Jl−l4(xb)×
(µ†l1 − ν
†
l1
)(µl2 − νl2)(µ†l3 + ν
†
l3
)(µl4 + νl4)
]
|ϕ˜;−ϕ˜). (4.2.21)
We then argued that the most important term in the sum of Bessel functions is the ones
including only zero order Bessel functions.
Let us discuss this in more detail. We define a coefficient matrix M with four indices
(ijkl = −L/2, . . . , L/2 ∈ Z) with all products as entries
Mijkl = Ji(xa)Jj(xa)Jk(xb)Jl(xb). (4.2.22)
This matrix has [2(L + 1)]4 ≡ D4 elements but is symmetric in the first two and last
two indices, i.e. Mijkl = Mjikl and Mijkl = Mijlk, such that the number of independent
elements is only [D(D + 1)/2]2 = (2L+ 1)2(L+ 1)2.
We can estimate the size of the matrix elements by using the fact that we are in
a regime of xa,b ≪ 1 and inserting the leading order behaviour of the Bessel functions
(cf. appendix C). If all indices are zero, the product will still be of order one, namely
M0000 ∝ (1−x2a/4)2(1−x2b/4)2. On the other hand, if none of the indices is equal to zero
we find
Mijkl ∝
xi+ja x
k+l
b
2i+j+k+li!j!k!l!
for ijkl 6= 0, (4.2.23)
which is clearly much smaller than one and rapidly decreasing with all of the indices ijkl.
The remaining coefficients with only some of the indices being equal to zero should thus be
the next largest after M0000. Let us take a specific example to understand their magnitude.
We use V0 = 4 and m = 2 for the order of the resonance. Then we have xa = 0.028 and
xb = −0.280, such that we obtain as largest matrix elements
M0000 = 0.961, M±1±1,00 = ±0.0134, and M00,±1±1 = ±0.0136. (4.2.24)
We see that the matrix element M0000 used in our computation is by more than one order of
magnitude larger than any other of the quickly decreasing contributions. To compare with
further matrix elements, we plotted the absolute value of these elements on a logarithmic
scale in figure 4.25. The absolute values of the matrix elements decrease rapidly away from
M0000.
This clearly supports our approximation of ignoring all terms except the strongly leading
term. In particular, we found good agreement in the predicted and observed scaling of the
revival time with the Hamiltonian parameters. The main drawback of our computation lies
in the effect of a particular number of particles or lattice sites. We are now going to discuss
one way to understand additional finite-size corrections.
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Figure 4.25: Absolute values of Mij00 with i, j = −2,−1, . . . , 2 on a logarithmic scale. The largest
matrix element M0000 is almost unity and the others decrease very radidly.
4.2.4 Exact Diagonalisation: Eigenfrequencies
In our numerical analysis of the collapse and revival effect, we found that a surprisingly
small number of eigenstates is able to reproduce the collapse and revival signal quite well.
Using such a decomposition into the eigenbasis, eq. (4.1.9) which read
|ψ(mTB)〉 =
∑
n
cne
−iεnmTB |εn〉, cn = 〈εn|ψ0〉,
the initial state dependence of the occupation of the upper band is taken into account by
studying the weights cn of the initial state expanded in the eigenbasis.
The result of a numerical diagonalisation for a system in resonance is depicted in 4.26,
where the absolute values of the expansion coefficients with their corresponding quasiener-
gies are shown. For vanishing two-body interaction strength g = 0, the quasienergies from
the states with different occupation numbers are degenerate as expected. The energy dif-
ference between neighbouring lines of constant quasienergies corresponds to the time-scale
of the resonant interband oscillations and follows from the diagonalisation of the resonant
non-interacting system as Ωres = 2π/Tres = 2|C0FJm(∆x)|. In the non-interacting system
(g = 0), two coefficients are dominating and the difference of the quasienergies yields a
single time-scale Tres.
When the interaction is turned on, the degeneracy of different eigenstates is lifted.
The weight of states with many contributions from double or higher occupancies of sites
decrease significantly (since they are energetically disfavoured) and their quasienergies are
shifted. But, surprisingly, only a limited number of additional coefficients cn contributes
significantly in the eigenbasis expansion for g 6= 0 and they are all shifted simultaneously
by only slightly differing energies. These states are still very similar to the non-interacting
case and the observed collapse and revival signal is now determined by a this small number
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Figure 4.26: Absolute values of expansion coefficients |cn| versus the corresponding quasienergies εn
in an expansion in the eigenbasis of the Floquet–Bloch operator, cf. eq. (4.1.9). Shown are different
interaction strengths: g = 0.0 (*), g = 0.05 (circle), g = 0.1 (square), and g = 0.2 (diamond);
other parameters: V0 = 4, m = 2, N = 5 = L. We observe that different quasienergies are shifted
at different rates when increasing the interaction strength.
of expansion coefficients that are much larger than the others. If we focus on the three
largest coefficients, denoted as c1, c2, c3 and sorted by their quasienergies ε1, ε2, ε3, we
find that the latter are shifted by the interaction by different amounts. The differences
between neighbouring quasienergies, ω12 = |ε2 − ε1| and ω23 = |ε3 − ε2| (shown for the
example g = 0.2 in figure 4.26), lead to a beating between two oscillations with periods
T12, T23 ≈ Tres and the revival time will thus be given by
trev ≈ 2π
ω23 − ω12 =
T12T23
T23 − T12 . (4.2.25)
This estimate requires a numerical diagonalisation but gives a clear physical interpretation
to the revival time observed in a specific realisation with N atoms on L lattice sites.
We can perform such an analysis for different system sizes and compare the result to
the full time evolution. The revival times as predicted by eq. (4.2.25) are compared to full
numerical simulations in figure 4.27.
We find that our second prediction for the revival time, based on only the three largest
coefficients in an eigenbasis expansion, is very close to the revival times observed numeri-
cally. The drawback of the method is the requirement of a full numerical diagonalisation of
the Floquet–Bloch operator.7 It is a full, i.e. not sparce, matrix and the diagonalisation of
large matrices requires much time and working memory. Nevertheless, the approach gives
7The squares in the figure have been obtained from direct integration of the time-dependent Schro¨dinger
equation. Only the non-zero matrix elements of the Hamiltonian are necessary for this and their number
scales linearly with the Hilbert space dimension (see appendix A for details). To obtain the eigensystem, one
needs to diagonalise the Floquet–Bloch operator which is a full matrix and all (dimH)2 matrix elements need
to be stored. The computational system available allowed to use up to 20 GB of memory and N = 7 = L
was the largest system of approximately integer filling to be computable. See also table 1.1
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Figure 4.27: Comparison between estimated revival times according to eq. (4.2.25) (red circles) with
numerical simulations (black squares) for V0 = 8,m = 1, and different system sizes, parametrised
by the Hilbert space dimension of the κ = 1-subspaces. The physical system sizes are indicated as
‘N inL’ in the figure. The error bars indicate the width of the revival at half maximum. The available
computational resources did not allow an exact diagonalisation for the three largest systems.
another useful interpretation of the physical process: The eigenstates are linear combina-
tions of Fock basis states which contain single, double, or higher occupancies. When the
interaction is turned on, eigenstates with large contributions from the latter basis states
are strongly suppressed. Additionally, all eigenstates are shifted in energy by the repulsive
inter-particle interactions by different amounts, depending on their composition of basis
states. It is possible to estimate the revival time from the (differences in) energy shifts
experienced by the most important eigenstates. Namely, the revival time can be predicted
as the time for a complete beating between the three most important eigenfrequencies.
Summary
After introducing the effect of collapse and revival of the resonant interband oscillations
and analysing it numerically, we tried to find an analytical description in the present section.
We discussed different approaches that did not work and understood the necessity of several
ingredients for a successful model: A proper description must rely on the many-body nature
of the effect, and use the specific form of the initial state as well as the fact that the system
is in resonance. We presented such a model, by transforming the most relevant interband
interaction term to the eigenbasis of the resonant system and computing its effect on the
time evolution of our initial state perturbatively. We compared the result to numerical
simulations and found that it reproduces the scaling behaviour of the revival time when
varying the parameters of the Hamiltonian. Additionally, our result predicts a divergence
of the revival time for certain parameter values, which we have also detected numerically,
however, with additional details the model did not explain. Both are strong indications
that our model captures essential features of the complicated many-body effect. This
is a nontrivial result for an interacting many-body system even for the regime of weak
interactions discussed here. Furthermore, our description aimed at large systems and was
thus not able to give an account for additional finite-size corrections. We presented an
approach to circumvent this deficiency, which relied on a full diagonalisation of the system.
In the following section, we will develop an effective model, that uses essential ingredients
from both these approaches and allows an exact solution including an analytical estimate
for the finite-size effects of the revival time.
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4.3 Effective Spin Model
We were able to obtain the right scaling behaviour for the revival time in eq. (4.2.11) by
describing the delocalised (and translationsal invariant) initial state as a coherent state
and deriving the main effect of the dominant interband interaction term perturbatively. In
this section, we are going to introduce an effective spin model, that allows an additional
understanding of finite-size effects [Plo¨]. This is based on the idea developed in section 3.4.1
where we kept only the coupling between nearly degenerate levels from either band in a
description of independent two-level systems. This can be interpreted as many independent
spins and the effect of the interband interaction will be incorporated as an interaction
between the effective spins.
4.3.1 The Effective Model and First Results
Idea for the Effective Model
So far, we gained a general understanding of the physical process leading to the collapse and
revival effect in our system. Let us repeat this as a motivation for an effective model. We
are working in a resonant regime, where two energy levels are degenerate, leading to strong
interband oscillations. Due to this degeneracy, the eigenstates of the system in resonance
are superpositions of lower and upper band states. We are using weak repulsive interaction
and the system avoids double or higher occupancy of lattice sites as far as possible. But
having superpositions between lower and upper level on all lattice sites, the system cannot
circumvent two particles “sitting on top” of each other, that is one particle per band and
site. This leads to a contribution from one of the interband interaction terms and is again
shown schematically in figure 4.28.
l = 3
l = 4
l = 5
l = 2
Figure 4.28: Schematical view of the effect of the interband interaction on the system in resonance
of order m = 2. In resonance, the system is forced into a superposition of states from both bands
(the sites forming a superposition are indicated by dashed ellipses). This happens on all lattice sites
and the system cannot avoid to pay an interaction price 2Wx
∑
l n
a
l n
b
l . A new fictitious lattice
labeling scheme is also indicated in the figure.
Let us just try to model the physical situation from a different perspective. We have a
superposition of always two energy levels. Let us enumerate them such that two degenerate
levels have the same site number. This is indicated by choosing the same colours in
figure 4.28 for those particles that form a superposition and should be considered on one
lattice site in the fictitious lattice. The new site labels follow the same colours in the figure.
We still want to use periodic boundary conditions and gave the atoms at the beginning
and end of the chain accordingly colours (we did not draw ellipses around them to keep
the illustration understandable). Thinking of only one of these new sites, what would be
the Hamiltonian giving us a superposition of the upper and lower state? This would clearly
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be proportional to the σx-matrix
(
0 1
1 0
)
. The prefactor is determined by the oscillation
frequency, which we know to be Ω
(m)
res = C0FJm(∆x) for a resonance of order (m). This
part is rather clear and straightforward, it is simply a reorganisation of the basis for the
non-interacting resonant system.
The more interesting part concerns the effective interaction. Since we have always
two levels per lattice site and the number of particles and lattice sites per band, we can
think of a spin-1/2 sitting at each lattice site. We used the σz basis respresentation for
the off-diagonal elements above and thus, the lower level at each site corresponds to a
spin-down state |↓〉 and the upper level to a spin-up state |↑〉. The interband interaction
should give a contribution when (remember we reorganised the basis) a down-spin and an
up-spin are separated on the lattice by the order of the resonance. In figure 4.28 above, this
is for example the case for the spin-up at l = 4 (in red) an spin-down at l = 2 (in yellow).
This is, in essence, a way of rephrasing our understanding of the physical mechanism at
work in terms of spins. The effective Hamiltonian we use (for a resonance of order m) is
accordingly given by
Heff =
L∑
l=1
(
Vmσ
x
l + Uσ
↑
l σ
↓
l+m
)
(4.3.1)
where Vm = C0FJm(∆x) and U =
1
2gWxJ
2
0 (xa)J
2
0 (xb). The first part is as in the
non-interacting resonant system, which was also a sum of independent two-level system.
We only changed the ordering of the levels to bring degenerate levels close together. The
second part reflects the repulsion of two particles when sitting in different bands or different
spin states respectively. Accordingly, we used our knowledge of the resonant basis for the
coefficients of this effective Hamiltonian. Since we are using spin-1/2 matrices in this
effective description it can only be applied to the case of integer filling, i.e. N = L. The
number of lattice sites is per definition identical with the number of spins. The effective
Hamiltonian is also translational invariant, such that one could use a reduction to subspaces
of fixed total quasimomentum.
In the following sections we will compare the results of the effective Hamiltonian, to
those from the full two-band Bose–Hubbard model. We will start again with numerical
results and study analytical approaches afterwards.8
Numerical Results of the Effective Spin Model
First of all, we observe that the effective spin model is much easier to treat numerically,
since the needed Hilbert space is much smaller than in the original two-band Bose–Hubbard
model. Specifically, their Hilbert spaces for integer filling grow with the number of particles
as
dimHeff = 2L and dimHfull ≈ 0.26 · 6L, (4.3.2)
where the last relation is a fit to the full Hilbert space sizes of the two-band Bose–Hubbard
model for L . 15. Thus the numerical effort for simulating the spin model is highly reduced
when compared to the bosonic system. It is also rather easy to implement, about 50 lines
of Matlab code where needed to produce the curve shown below.
8In an earlier footnote, we discussed the possibility of studying the entanglement between the lower
and upper band states. Please note, that the additional complication caused by the indistinguishability of
the bosons is not present for spins. This means, the effective model is an easy playground for studying
entanglement in spin systems. The quantum Ising model for example, has been studied in [Ami08, Gri08].
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To compare the original system and the effective model, we have to translate our
observable to the spin picture. the total spin in z-direction does not—as one might guess—
correspond to the occupation of the upper band. Instead, what we actually need to do, is
to count the number of up-spins in the system:
Nb(t) = 1N 〈ψ(t)|
∑
l
nbl |ψ(t)〉 −→ N↑(t) = 1L〈ψ(t)|
∑
l
σ↑l |ψ(t)〉 (4.3.3)
which is nothing else than projecting onto the spin-up state at all lattice sites. The initial
state for the Bose–Hubbard model was characterised by occupation of the lower band only
and a delocalisation of particles there. Our typical initial state for the Bose–Hubbard model
reads |1 . . . 1; 0 . . . , 0〉. The initial state for the spin system is thus the product of all spins
down, i.e. |↓ · · · ↓〉. We have computed the time-dependent expectation value of our
observable for the parameters from the two-band Bose–Hubbard model. An example for
V0 = 10 and a resonance m = 1 is shown in figure 4.29 where we compare the population
dynamics in the two-band Bose–Hubbard model and the effective spin model.
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Figure 4.29: Occupation of the upper band in the two-band Bose–Hubbard model (solid blue line)
and number of up-spins in the effective spin model (dashed red line) for the same parameters. The
spin model reproduces most features of the complex time signal, first and foremost the collapse and
revival are in very good agreement between both models. Only the mean occupation (averaged over
time) in the spin model has a smaller value than in the Bose–Hubbard model. Parameters: V0 = 10,
m = 1, g = 0.1 and N = 5 = L.
We observe a very high similarity between the oscillations in both models. The Bose–
Hubbard and spin model show the very same collapse and revival effect. The two signals are
very close, a slight difference only in their mean value. But the maximum of the revival in
the oscillations is at exactly the same position and the width of the revivals are also identical.
This is an amazing result. These two very different model system show almost the same
behaviour in the respective observable. This is a strong indicator, that a) our reasoning
about the basic physical mechanism is a good description and b) that the effective spin
model is a good effective model as far as the occupation of the upper band is concerned.
Let us compare the results from the spin model and the full two-band Bose–Hubbard
model for different system sizes to check the scaling of this good agreement. Figure 4.30
shows the revival times obtained from numerical simulation of the Bose–Hubbard model
and the effective spin model for a deep optical lattice V0 = 8 and resonance m = 1. The
spin model allows only integer filling and we can only compare with integer filling in the
Bose–Hubbard model. The system is described by the size of the Hilbert space for the
Bose–Hubbard system, i.e., the results for the spin system are not plotted versus the size
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Figure 4.30: Revival times for systems of different sizes as indicated by the dimensionality of their
Hilbert space for the two-band Bose–Hubbard model (empty squares) and the effective spin model
(full red diamonds). The data points for the effective spin model are not shown for their Hilbert
space size, but for the case of the full Bose–Hubbard system they should model, e.g., the spin system
for L = 5 is at the same abscissa as the Bose–Hubbard system with N = 5 = L. By definition, the
spin model can only describe integer filling and there are thus less data points shown for the spin
model than for the Bose–Hubbard system. Note that bars in the figure indicate the width of the
revival, not an error in its determination.
of their Hilbert spaces. Instead, they are shown at the same position as the system they
should model, e.g., the result from a system of L = 5 spins is shown together with the
N = 5 = L Bose–Hubbard system. Similar to figure 4.29 above, we observe a very good
agreement between the results from the effective model and the Bose–Hubbard model.
Also the widths of the revivals (indicated by bars in the figure) are very similar. The only
exception forms the small system with L = 4, where the revival time in the spin model lies
below the results of the Bose–Hubbard model.
Overall, the agreement is astonishing, especially when compared to the drastic simpli-
fication from the two-band Bose–Hubbard model to the effective model of eq. (4.3.1). It
is not only the repulsive interaction that allows this strong reduction of the Hilbert space,
since we saw in section 4.1.5 that a direct truncation of the Hilbert space to only single (or
even double) occupancy per site does not at all reproduce the collapse and revival effect.
Such a reduction is also called “hard-core bosons” [Gir60, Rig04] and only valid in the limit
of strong interaction, whereas we are in a regime of weak interactions. The incorporation
of the resonance for the effective model, seems to be another important aspect of its good
agreement with the original system.
Besides the very good agreement for not too small systems, we observe an additional
linear increase in the revival time with growing system size L (the Hilbert space grows with
a power of L which is linear on the logarithmic scale in the figure). There is an increasing
trend in the revival times for the Bose–Hubbard system, too. But it is more evident in
the spin model, where one can only treat exactly unit filling. So far, it is only a numerical
observation. Let us try to understand the revival time theoretically and we will come back
to this seemingly linear increase later.
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4.3.2 Exact Solution of the Effective Spin Model
Rewriting the Hamiltonian
The smaller Hilbert space of the effective model proved advantageous for numerical com-
putations. Let us now take a closer look at the Hamiltonian itself. The effective spin
Hamiltonian reads
Heff =
L∑
l=1
(
Vmσ
x
l + Uσ
↑
l σ
↓
l+m
)
with σ↑↓l =
1
2 (1l ± σzl ) . (4.3.4)
We can insert the expressions for the spin-up and -down projectors given on the right. This
results in four terms, the first one is simply a constant (namely L/4) and can be dropped
since it will only shift the zero of energies. The second and third terms are the same but
with opposite sign and cancel each other, such that the remaining Hamiltonian reads
Heff =
L∑
l=1
(
Vmσ
x
l − 14U σzl σzl+m
)
. (4.3.5)
This Hamiltonian is known (form = 1) as the quantum Ising model in a transverse magnetic
field [Sac01]. It describes coupled spins that tend to align in z-direction but are under the
force of an applied magnetic field in x-direction.
Let us discuss the physics of this model for m = 1 following [Sac01]. We are in a
regime with weak interaction, i.e. Vm ≫ U/4. The ground state for U = 0 is given by
|0〉 =
∏
l
|−〉l with |±〉l = (|↑〉l ± |↓〉l) /
√
2, (4.3.6)
where |±〉 are the two (symmetric and antisymmetric) eigenstates of σx. Thus, in the
non-interacting ground state all spins are in the same state, the lower eigenstate of σx
which we called |−〉. What about the excitations? For the first excited state, one of the
spins will be flipped to the upper eigenstate of σx, say the one at site i, it reads
|i〉 = |+〉i
∏
l 6=i
|−〉l, (4.3.7)
and is L-fold degenerate for U = 0. The second excited state would contain two spin-
flipped states (with degeneracy
(
L
2
)
) and so on. But what is the effect of the exchange
term σzl σ
z
l+1? In first order, it leads to a coupling of spin-flips at different sites
〈i|
∑
l
σzl σ
z
l+1|i+ 1〉 = 1. (4.3.8)
The exchange term hopps the spin-flip from one site to its neighbour. Such a tight-binding
system with nearest neighbour hopping is easily diagonalised by changing to momentum
space |k〉 = 1√
L
∑
j e
ikj|j〉, such that the energy of the first excited state reads in first order
perturbation theory:
εk = Vm − 12 U cos k. (4.3.9)
We see that the perturbation lifts the degeneracy of the first excited state. The possible
excitations of the system are delocalised spin-flips travelling through the system with mo-
mentum k, we will therefore call them magnons. If we ignore scattering between these
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excitations, i.e., we treat them as non-interacting, the second excited state contains two
magnons, say with momenta k1 and k2, such that the state has total momentum k = k1+k2
and its energy is the sum of both single-particle energies E(k) = εk1 +εk2 . Within this per-
turbative approach the rest of the spectrum can also be understood qualitatively. However,
the Hamiltonian allows much more than perturbation theory.
Exact Solution via Jordan–Wigner Transformation
Interestingly, it is possible to solve the quantum Ising model exactly. This has been achieved
by Pfeuty [Pfe70] in 1971 and is quite remarkable, since the quantum Ising model with
transversal field shows a quantum phase transition. To solve the model, let us further apply
a rotation of π around the y-axis. This seems unnecessary at the moment, but will turn
out useful later. Such a rotation leads to a replacement of σx → σz and σz → −σx. The
final effective spin Hamiltonian therefore reads
Heff =
L∑
l=1
(
Vmσ
z
l − 14U σxl σxl+1
)
. (4.3.10)
The diagonalisation of this Hamiltonian involves several steps. First, we apply a Jordan-
Wigner transformation which maps the interacting spin system onto a gas of non-interacting
fermions. For the formionic system, we will go to momentum space in a second step and
finally perform a Bogolyubov transformation to actually obtain the eigenstates. Let us
discuss the single steps first and the physical content afterwards.
The basic idea of the Jordan-Wigner transformation is, that the raising and lowering op-
erators for a one-dimensional spin system behave locally, i.e. at the same site, like fermionic
operators c†l (we assume l 6= l′ here):
{σ−l , σ+l } = 1 {cl, c†l } = 1 (4.3.11a)
[σ−l , σ
+
l′ ] = δll′ {cl, c†l′} = 0. (4.3.11b)
But we already stated an important difference between spins and fermions in the second
line: Spins at differente sites commute (they are independent), but fermions anti-commute!
The solution to map spins to fermions that was found by Jordan and Wigner in 1928 [Jor28]
is to make the spins aware of the presence of other spins. This can be achieved by giving
the raising and lowering operators an additional phase involving all spin operators left of
them
c†l = σ
+
l e
−iπ Pk<l(1+σzk)/2 = σ+l
∏
k<l
σzk (4.3.12a)
cl = σ
−
l e
+iπ
P
k<l(1+σ
z
k
)/2 = σ−l
∏
k<l
σzk. (4.3.12b)
The operators c
(†)
l defined by these equations have indeed the correct fermionic commuta-
tion relations, as can be verified explicitly. They inherit them from the properties of the
spin matrices by the help of the clever phase factor. The Jordan–Wigner representation of
the spin operators therefore reads
σzl = 2c
†
l cl − 1, σ+l = c†l eiπ
P
k<l c
†
k
c
k , σ−l = cle
−iπPk<l c†kck . (4.3.13)
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We need to rewrite our effective spin Hamiltonian in terms of σz and σ± by using σx =
σ+ + σ− and can then insert the fermionic representation. The result reads
Heff =
L∑
l=1
[
2Vmc
†
l cl − 14 U
(
c†l cl+1 + c
†
l+1cl + c
†
l c
†
l+1 + cl+1cl
)]
, (4.3.14)
where we dropped a constant term (namely −LVm). This fermionic Hamiltonian does not
conserve the number of particles just as the original spin Hamiltonian did not conserve the
total z-component of the spin.9 In this fermionic representation, the resonant interband
oscillations correspond to an onsite energy and the interband interaction induces hopping
between neighbouring fermionic sites but can also create or annihilate two particles at
neighbouring sites.
The nearest neighbour coupling suggests again to switch to momentum space via ck =
1√
L
∑
l e
iklcl to obtain
Heff =
∑
k
(
2Vm − 12 U cos(k)
)
c†kck − i4 U sin(k)
(
c†−kc
†
k + c−kck
)
=
U
4
∑
k
2
(
4Vm
U − cos(k)
)
nk − i sin(k)
(
c†−kc
†
k + c−kck
)
.
(4.3.15)
This Hamiltonian involves a creation and annihilation of two fermions with momenta of
opposite direction, like one encounters in the BCS theory of superconductivity. It can
similarly be diagonalised by a Bogolyubov transformation, the final step in solving the
quantum Ising model in a transverse field, which is equivalent to our effective spin model.
We introduce new operators as linear combinations of the ones from above
ck = ukdk + ivkd
†
−k dk = ukck − ivkc†−k (4.3.16a)
c−k = ukd−k + ivkd
†
k d−k = ukc−k − ivkc†k, (4.3.16b)
and the coefficients need to be chosen such that the operators are still fermionic
{dk, d†k′} = δkk′ and {d†k, d†k′} = 0 = {dk, dk′} (4.3.17)
which implies u2k + v
2
k = 1. They can be chosen such that u−k = uk and v−k = −vk.
One can thus use a representation of the coefficients uk = cos(θk/2) and vk = sin(θk/2).
The final step is to insert the Bogolyubov transformation, eq. (4.3.16), into the quadratic
Hamiltonian of eq. (4.3.15) and to demand that terms violating particle number conserva-
tion (like d†d† and dd) vanish. This is achieved by the right choice of the free phase in the
transformation
tan θk =
sin k
cos k − 4Vm/U , (4.3.18)
as can be verified by a making use of standard trigonometric identities. The final result in
terms of the Bogolyubov quasi-particles is
Heff =
∑
k
ǫ(k)
(
d†kdk − 1/2
)
, with ǫ(k) = Vm
[
1− UVm cos k +
(
U
4Vm
)2]1/2
. (4.3.19)
9It is now clear why we performed the additional rotation around the y-axis. Without this rotation, one
can also apply the Jordan–Wigner transformation, but one would obtain a Hamiltonian with interacting
fermions (σzl σ
z
l+1 → c
†
l clc
†
l+1cl+1 + quadratic terms) which is not solvable via Fourier and Bogolyubov
transforms.
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This is the exact solution of our effective spin model. The elementary excitations of the sys-
tem are non-interacting fermions with a cosine dispersion, which we identified qualitatively
as magnons earlier. We recover the excitation energy εk = Vm− 12U cos k as was discussed
in perturbation theory in the limit of weak interactions (which is exactly the regime we
are interested in). It was thus justified to treat the elementary excitations as independent,
since they are actually given by non-interacting fermions. However, the fermionic nature
of the solution implies an important constraint for the excitations. When several magnons
are present, they must all have different momenta due to Pauli’s exclusion principle. The
spectrum of possible single-particle energies is shown for the parameters of V0 = 4 is shown
in figure 4.31.
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Figure 4.31: Single-particle spectrum for the effective spin model. Shown is the exact solution
(solid line) and the approximation for weak interactions (dashed red line). Parameters correspond
to V0 = 4 and g = 0.1, such that U/Vm ≈ 0.0118.
There is a constant contribution Vm for each excitation and a momentum dependent
contribution from the interaction that led to hopping in the fermion representation. The
many-particle state can be generated as usual as d†k1d
†
k2
· · · d†kn |Vac〉 with all k1, k2, . . . , kn
distinct and has an energy ofE(k) = ǫk1+ǫk1+· · ·+ǫkn with possible momenta kj = 2π·j/L
and (j = 1, . . . , L) for our system with periodic boundary conditions.
4.3.3 Results for the Revival Time
Identification of Contributing States
Now, that we have solved the effective model exactly and know that the excitations are
magnons with distinct momenta, we would like to understand the implications for the revival
time in the effective model. The exact solution allows the computation of any correlation
function for the system. But this is not of interest to us here. We want to perform the
exact time evolution of a given initial state. Since we know the eigenstates of the system
we can use an eigenbasis expansion
|ψ(t)〉 =
2L∑
j=1
cje
−iεjt|εj〉, (4.3.20)
with the many different many-magnon states forming the complete eigenbasis. Similar to
the truncated eigenbasis expansion in section 4.2.4, we can now determine the most relevant
coefficients and use their energies to estimate the revival time. This is done in figure 4.32
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Figure 4.32: Eigenbasis expansion in the effective spin model. Upper panel: Number of up-
spins as a function of time for initial state |↓ · · · ↓〉 showing the collapse and revival effect. Lower
panel: Coefficients of eigenbasis expansion versus the corresponding eigenenergies. The three largest
coefficients are marked by red squares and have the smallest energy in their respective subspace.
Parameters: Vm = 1 which sets Tres = π, L = 7 and F = 4.6020.
where we show the time evolution of our specific initial state together with the expansion
sorted by their energies.
The time evolution in the upper panel shows the well-known collapse and revival effect
for the number of up-spins for a system of size L = 7. In the lower panel, we show
the coefficients for the eigenbasis expansion of our initial state |↓ · · · ↓〉 sorted by their
eigenenergies. The three largest coefficients (i.e. with greatest absolute value) have been
marked by red squares. We will later use them for an approximate estimate of the revival
time as has been very successful in the truncated eigenbasis expansion for the full two-band
problem.
As expected, the spectrum of the effective spin model is divided into regions or sub-
spaces of 0, 1, . . . , L magnons which are separated by an energy Vm (set to unity in the
figure) and the n-th subspace is
(
L
2
)
-fold degenerate. We see that the most relevant ex-
pansion coefficients are those from the center of the complete spectrum. More precisely,
the three largest coefficients (marked by red squares in the figure) for a system of size L
are from the subspaces with
M − 1, M, M + 1 magnons, where M =
{
L/2 for L even
(L− 1)/2 for L odd . (4.3.21)
To estimate the revival time for the spin system, we need to know the exact energies of
the dominant coefficients. An important observation from figure 4.32 is: In each of the
three central energy bunches, it is always the energetically lowest eigenenergy that yields
the largest coefficient. We added a horizontal grid to make this clearer visible in figure 4.32.
We observed exactly the same behaviour in systems of any (numerically accessible) size and
parameter values. Therefore, we need to determine the exact values of these eigenenergies
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from our understanding of the spectrum in order to estimate the revival time from a trun-
cated eigenbasis expansion using the three dominant coefficients. We are going to do this
in a surprisingly simple way now.
Computation of the Revival Time
We know that the energy of a many-body state with M magnons is given by
EM =
M∑
l=1
(
Vm − 12U cos(kjl)
)
(4.3.22)
with kjl = 2πjl/L and each jl can take a value between 1, . . . , L. The energies for a given
number of magnons M thus arise from different choices of the momenta kjl . To obtain the
smallest possible value, we need to minimise the sum of M cosine functions with possible
arguments kjl under the constraint of all jl being different. This is an optimisation in
several variables of a nonlinear function and in general a difficult task. But, we can give
a clear physical picture, how the state of minimal energy is achieved. Starting with only
one k, the state to be filled is certainly the one closest to the minimum of the dispersion
relation, k = 0, the next k must be different and will take a state with slightly higher energy
and momentum, but still close to k = 0. This process will go on gradually until we have a
many-body state with half of the possible magnons. But this is nothing else, than having
a cosine energy band that is half filled. This is shown schematically in figure 4.33.
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Figure 4.33: The magnon sea at half filling. Show is the cosine dispersion of the single-particle
excitations. It is resolved by a finite number of points since momentum is discrete in a finite system.
We need the states of lowest energy with l magnons. This is achieved by filling the sea of possible
single-particle excitations from below. This is shown in the figure.
We show a cosine dispersion, that is resolved by L points and filled up from the center.
Since the energies we are adding up are the energies of the delocalised spin-flip excitations,
we take an analogy to solid-state physics and refer to it as the magnon sea. The total
energy in the half-filled sea is thus the lowest energy of a state containing M magnons,
with M according to eq. (4.3.21).
The revival time can then be estimated from the difference between the energies of
states with M − 1, M , and M + 1 magnons. That is we need
∆ω = (EM+1 − EM )− (EM − EM−1) = EM+1 + EM−1 − 2EM . (4.3.23)
In the picture of having a half-filled magnon sea, this means that the revival time can be
obtained by comparing the energies for the complete magnon sea (at half filling) with the
energies for one single-particle and one single-hole excitation of the magnon sea, i.e., adding
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or removing one magnon. Inserting explicitly that the energy of M magnons is proportional
to the sum of M cosine functions (the constant terms cancel) with different arguments
filling the magnon sea from below, we obtain the following frequency difference
∆ω = −1
2
U
(M+1∑
j=1
cos(kj) +
M−1∑
j=1
cos(kj)− 2
M∑
j=1
cos(kj)
)
= −1
2
U
(
cos kM+1 − cos kM
) ≈ −12U 2πL (M + 1−M) = −πL U,
(4.3.24)
where we expanded the cosine around its zero. Using our expression for U , we find that
the revival time as estimated by oscillations between the dominant frequencies, is altered
by a size-dependent prefactor
trev =
L
2π
4π
gWxJ20 (xa)J
2
0 (xb)
. (4.3.25)
This is an important result, adding a finite-size correction of L/2π to our previous prediction
eq. (4.2.11) for the revival time. We also see clearly here, that a direct analogy to quantum
optics is not sufficient to explain the collapse and revival effect in the two-band Bose–
Hubbard system. The reason is simply that the revival time in the Jaynes–Cummings
model converges quickly to a finite value, already for a small number of photonic modes
(see appendix B). But we just understood, that this is not the case for two-band Bose–
Hubbard model.
Comparison to Numerical Results
Let us compare this prediction to numerical data. First of all, the formula should describe
the result of a truncated eigenbasis expansion. There, one can estimate the revival also
numerically by using the differences between the three dominant frequencies numerically
instead of analytically, as has been done above. A comparison between a numerical estimate
using full diagonalisation of the spin model and our analytical result is shown in figure 4.34.
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Figure 4.34: Comparison of numerical and analytical estimate of revival time in the effective spin
model. Shown are the numerical estimate using full diagonalisation of the spin model (data points)
and our analytical result (dashed line). The numerical result agrees well with the numerical estimate,
indicating that the linearisation of the cosine is a good approximation already for small systems.
The agreement is better for larger systems.
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We observe very good agreement between the purely numerical result of a truncated
basis expansion and our analytical estimate for a basis truncation. This basically validates
that approximating the cosine gives surprisingly good results even for small systems and
supports the claim of a finite-size correction as given by eq. (4.3.25). Keeping in mind
the good agreement between the numerical prediction for the revival within a truncated
basis expansion as demonstrated in section 4.2.4, we expect a good agreement between the
actual maximum of the revival and the numerical estimate.
Let us compare our prediction with actual revival times as observed in the full Bose–
Hubbard model. This can be done by applying a finite-size scaling, using the analytical
prediction for the finite-size behaviour. This means, when we rescale the numerical results
for the revival time by a size-dependent factor 2π/L, the curves for different sizes should
coincide. The result of such a rescaling of numerical data as a function of the lattice depth
is shown in figure 4.35.
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Figure 4.35: Finite-size scaling of the revival times. We show the revival times from different
numerical simulations of the full two-band Bose–Hubbard model (the corresponding system sizes
‘N inL’ and the dimension of the Hilbert spaces D are indicated in the legend). The numerical
values have been rescaled by the size-dependent prefactor 2π/L according to our improved analytical
prediction. The data points for different system sizes basically coincide, indicating the validity of
our analytical prediction eq. (4.3.25).
We show a rescaling of several systems that have exactly integer or slightly smaller
filling. The curves coincide up to some small deviations that seem to increase with the
lattice depth. Nevertheless, the agreement is very good. The size-dependent prefactor in
eq. (4.3.25) as a correction to our earlier result eq. (4.2.11) for the revival time thus explains
our numerical data for integer and nearly integer filling remarkably well. We thus have a
single result describing complex systems with Hilbert spaces sizes ranging over three orders
of magnitude (as shown in figure 4.35). This is of course only possible for integer filling,
where the presented effective spin model is applicable. We believe, however, that one can
estimate the effect of slightly higher filling, corresponding to one or two more atoms in the
system, by either adding a larger spin to the effective model or using a description with
larger spins, e.g. spin 1, right from the beginning. The former is easily achieved numerically
and the latter could serve as a refined analytical model.
Divergence of Revival Time
We find that the effective spin model describes the collapse and revival effect very well. Let
us come back to the expected divergence of the revival time whenever the denominator in
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our analytical result eq. (4.3.25) is vanishing. We studied this effect already in section 4.2.2
on page 134 for the full two-band Bose–Hubbard model, but the spin model is much easier
to treat numerically and allows us to study a larger parameter range.
Motivated by the experimental possibilities with superlattices, we varied the band gap
of the system which included a variation of the external force F ≈ ∆/m since the system
has to be in resonance. However, the band gap does not enter as parameter into our
effective spin model eq. (4.3.1), since it is by definition set-up to work in resonance only
(see the discussion and motivation of the spin model in section 4.3.1). Therefore we vary the
external force to study the expected divergence whenever one of the two Bessel functions
J20 (Ja/F )J
2
0 (Jb/F ) in the denominator for the revival time vanishes. The result is shown
in figure 4.36 for a system of L = 8 spins.
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Figure 4.36: Comparison of numerical simulations and analytical estimate for the revival time in the
effective spin model. Shown are the numerical results using full diagonalisation of the spin model
similar to the procedure in section 4.2.4 (data points) and our analytical result eq. (4.3.25) (dashed
line) as a function of the inverse force. We observe very clear equidistant divergencies in the revival
time both in numerics and in the analytical result. The form of the divergencies is in qualitative
agreement but the distance between neighbouring peaks is different in the numerical and analytical
result. Parameters correspond to V0 = 4.
We find clear divergencies of the revival time in the numerical simulations. The form
of the divergencies is in good agreement with our theoretical expectation according to
eq. (4.3.25), however, our theory and numerics differ in the exact position of the peaks.
The peaks are equidistant in both cases, but the spacings between neighbouring peaks differ.
A possible explanation for this might be that we used only the three largest coefficients to
predict the revival whereas an improved theoretical estimate should include the contribution
from more or even all eigenstates to the time evolution of the initial wave function.
Additionally, the minima in the revival times as expected from our theory (the dashed
line in figure 4.36) show an upwards trend in the parameter range shown. This increase in the
minmal values stems from the two Bessel functions in the denominator as figure 4.37 clearly
shows where we compare the reciprocals of the two Bessel functions and their product. This
increase of the minima is not present in the numerical data for the revival time in figure 4.36
and the explanation might be the same as above.
Nevertheless, the existence of divergencies in the revival times is clearly visible in the
spin model and support the use of our effective model for a good qualitative understanding
of the collapse and revival effect in the resonant interband oscillations.
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Figure 4.37: Reciprocals of two Bessel functions and of their product. Shown are the absolute
values of 1/J0(xa) (thin magenta line), 1/J0(xb) (thin blue line), and 1/[J0(xa)J0(xb)] (thick
dashed red line) where xa(b) = Ja(b)/F as a function of 1/F . The figure clearly shows that increase
in the minima height is due to a divergence of the Bessel function J0(xa) at xa = Ja/F = 38.79.
Parameters Ja and Jb correspond to V0 = 4.
Summary
After an extensive numerical study and a theoretical analysis based on a delocalised initial
state and the resonant basis in earlier sections, we developed an effective spin model in
the present section, that is—quite remarkably—an exactly solvable interacting many-body
model. With the help of this model we were able to obtain an analytical prediction for
the revival time in eq. (4.3.25) adding a correction to our previous result of eq. (4.2.11)
which accounts also for the size of the system. We motivated this effective spin model
in detail, performed numerical simulations and sketched its analytical solution, as well as
the consequences for our analytical estimate of the revival time. The latter was found to
be in very good agreement with earlier numerical results and could explain all numerically
observed features of the revival for (nearly) integer filling, including finite-size effects.
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4.4 Summary
We studied a system of weakly interacting bosons in deep optical lattices under the influ-
ence of a constant external force within a two-band Bose–Hubbard model. We used our
knowledge of resonances in the interband coupling as the force is varied and studied the
effect of repulsive inter-particle interactions on the resonant interband oscillations. Using
an initial state with population of the lower band only and being delocalised there, we
found a collapse and partial revival of the interband oscillations due to the inter-particle
interaction. An extensive numerical study revealed that this effect is stable against variation
of various external parameters as the system size and the particular structure of the initial
state, provided the latter is delocalised in the lower part of the lattice. Further numerical
analysis showed that the interband interaction is the main cause for this collapse and revival
effect. The reason for this is that the resonant force brings the system into a superposition
between lower and upper band states at all sites and it is thus unavoidable to have two
particles repelling each other in either bands at the same sites (“on top of ech other”). The
other terms of the repulsive interaction play a minor role, since double occupancy of sites
is not necessary for the resonant interband oscillations.
After this numerical understanding of the system we presented different analytical ap-
proaches. They all relied on several inevitable ingredients: the presence of resonances, the
many-body nature of the effect, and the special form of the initial state. We were able
to find the right scaling with the parameters present in the Hamiltonian, by approximating
the initial state as a coherent state and computing the effect of the interband interaction
perturbatively. Later, we motivated and studied an effective spin model in order to describe
the system. This is non-trivial, since it compromises a drastic reduction of the Hilbert space
in a regime where a direct truncation, e.g. in terms of hard-core bosons, is not applicable.
The effective model is still an interacting many-body model, however with the great and
rare advantage of being exactly solvable. We used the analytical solution to derive an im-
proved analytical prediction for the revival time, including also the effects of finite-size of
the system. This allowed us to explain basically all details of the collapse and revival effect,
we observed numerically until now.
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Complex dynamics of ultracold atoms: the subject of this thesis has been twofold. We
started with a survey of ongoing experiments involving ultracold atomic gases in optical
lattices and described the amazing possibilities to realise different quantum mechanical
systems. For instance, periodic optical lattices are easily created and lead to energy bands
in the spectrum. An additional external force entails several interesting phenomena, for
example a coupling of energy bands. The situation for deep optical lattices is well described
by Bose–Hubbard models. In this thesis, we focused on the single- and two-band Bose–
Hubbard model and studied the complex dynamics of energy levels in the quantum chaotic
regime and the complex time evolution of the wave function as reflected in the population
dynamics of the two-band model. In this respect, the present work forms a contribution
to the theoretical study of cold atomic gases and also of complex quantum dynamics. We
would like to emphasize both aspects of our work.
Let us discuss these two sides in more detail. In chapter 1 we described the experimental
realisation of ultracold atoms in optical lattices including also additional external forces on
the atoms. This allows to build a many-body Wannier–Stark system. Throughout this
work, we concentrated on deep optical lattices and chose to model this with a tilted Bose–
Hubbard model. We derived it explicitly from first principles in chapter 1 and discussed
the different possible physical processes, in particular the force-induced interband coupling.
That chapter was intended to lay the foundation in terms of ultracold atoms for studying
possible sides of complex dynamics in the following chapters.
The statistical approach to a complex many-level system has been used in our discussion of
quantum chaos in the single-band Bose–Hubbard model in chapter 2. There, we developed
and analysed a new tool for the detection and characterisation of avoided crossings in
quantum spectra. We used it to compare random matrix theory predictions to the spectral
behaviour of the chaotic Bose–Hubbard model, as detected by the fidelity. We believe that
the fidelity provides an experimentally feasible and reliable tool to analyse quantum spectra,
even complex ones as encountered in quantum chaos. It allowed us to detect remarkable
details of the spectrum: a few regular solitonic levels crossing the chaotic sea.
The third and longest part of this thesis was dedicated to the interband coupling in a two-
band Bose–Hubbard model. We discussed the non-interacting two-band system in chapter 3
and found that the force-induced interband coupling leads to a complex time evolution of
the wave function. As a direct sign of this, we have studied the horizontal and vertical
transport in this two-band model. To gain a quantitative understanding of the system’s
dynamics, we applied different perturbative expansions in real space and in momentum
space. A particular feature discussed were resonant interband oscillations that take place
on long time scales and with large amplitude.
We used our knowledge of the resonant non-interacting system to study the effect of a
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weak inter-particle interaction on these resonant interband oscillations in chapter 4. The
complexity of the problem, including the many-body nature of it, with many levels con-
tributing significantly to the time evolution of a given initial state, forced us to rely heavily
on numerical results in that chapter. The weak inter-particle interaction leads to a collapse
and revival of the resonant interband oscillations, the main contribution stemming from the
onsite interaction between single particles in either band. These numerical results put us in
a position to develop two effective descriptions of the dynamics of collapse and revival in
the interband oscillations. The second of these descriptions is an extension of an effective
two-level system to include interaction which led us to build an interacting spin system
that could even been solved analytically. Here, the numerical results were an important
backbone for our analytical modelling and chapter 4 could stand as a fortunate example
of how a collaboration between numerical and analytical calculations can create effective
models for complex dynamics.
To summarise, we studied complex dynamics in the Bose–Hubbard model, with focus on
the spectral structure of the single-band model and the complex dynamics of the interband
coupling in the two-band model.
Future directions
Our findings certainly stimulate many further questions and several problems have been
left unsolved. Concerning the complex single-band spectrum, it is desirable to give a
theoretical estimate for the small regular component which we found by application of our
fidelity measure. This might be possible by studying a classical phase space corresponding
to very high filling, as exemplified in [Kol07]. Furthermore, the fidelity should be applied
to other systems as well for a better understanding of its behaviour in different contexts.
We studied the force-induced interband coupling in the two-band Bose–Hubbard model.
The non-interacting system is rather well understood now and sufficient precision for differ-
ent observables should be achievable with nearly degenerate perturbation theory of higher
order as pointed out in section 3.4.2. However, concerning the effect of inter-particle
interactions, we only took the first step. We discussed the band coupling for weak interac-
tions and strong forces. The regimes of stronger interactions and weaker forces remain an
open problem, where the effect of the interaction is difficult to predict. There is an addi-
tional band-coupling due to the interaction and one might imagine a situation where this
interaction-induced interband coupling might become the dominant band-coupling mecha-
nism. But even within the regime of weak inter-particle interactions, we discussed mainly a
single observable: the occupation of the upper band. This is a simple and intuitive quantity,
but it ignores many details of the problem. A further study of the wave function itself is
needed as well as the computation of other observables, for instance different measures of
correlation. We mentioned the possibility for entanglement in the ‘band’-degree of freedom,
which would open many applications in the field of quantum information and is itself an
interesting problem due to the indistinguishability of the bosonic atoms. Our study of the
interband coupling revealed the existence of field induced resonances. One could also take
a rather different perspective and try to engineer a certain occupation as a function of
time or even a desirable quantum state by applying carefully chosen time-dependent fields.
For example, an external force modulated by a simple sine function was shown to allow
a dynamical transition of the superfluid-Mott-insulator phase transition in the single-band
Bose–Hubbard model [Eck05, Lig07]. A future study investigating these possibilities for
complex dynamics with ultracold atoms would be very interesting.
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Appendix A
Remarks on Numerical Implementa-
tion
Many of the results in this thesis have been obtained by numerical computation. We would
like to use this appendix to give a few details on the numerical side of the problem and
to state a few of the parameters used in computations. In a last section we would like to
comment further on the statistical χ2-test used in chapter 2.
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A.1 Remarks on the Algorithms
The numerical results obtained in this work have been obtained by using mainly our own C
routines, Matlab and external libraries. Routines for the single-band Bose–Hubbard model
have been written by Andrea Tomadin (see [Tom06] for many details about the code and its
properties) and we extended them to a two-band model. Furthermore, we were able to speed
up the code significantly by 1) storing only the non-zero matrix elements of the Hamiltonian
and 2) by changing matrix-vector multiplication to vector-vector multiplication (needed for
the time-integration using a Runge-Kutta algorithm [Pre92]) and 3) partly parallelised the
code. A numerical runs usually performs the following steps: Creation of the Fock basis;
Creation of the seed basis for given quasimomentum κ; computation of the Hamiltonian
matrix elements. Depending on the problem under consideration, either the Hamiltonian
is used to compute the Floquet–Bloch operator which is afterwards diagonalised (and the
eigensystem is used for further analysis of for the computation of physical observables) or
the Hamiltonian is used to solve the time-dependent Schro¨dinger equation for a given initial
state. The former is mainly applied in chapter 1 and the latter in chapter 4. Additionally,
we wrote a code for computation of the Hamiltonian without application of the gauge-
transformation, i.e., using the original Fock basis instead of the seed basis and applied fixed
boundary conditions (see chapter 1). Let us discuss several important parts of the code
and also these three new ingredients in more detail.
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Basis Creation We need to create the Fock basis for N atoms in L lattice site for
B bands. The following algorithm creates all Fock basis vectors recursively. It has been
developed by Andrea Tomadin [Tom06] and we modified it slightly to include an arbitrary
number of bands and to start the basis as |N, 0, 0 . . .〉, |N − 1, 1, 0, 0 . . .〉, . . . which seems
a natural ordering. The code stores the Fock basis vectors in a large vector (of length
dimH) containing integer vectors (each of length B ·L). After allocation of the necessary
memory, a routine is called for creation of the basis, that takes the total number of lattice
sites for all bands and the total number of atoms as parameters. It calls itself recursively
and is given here with short comments:
void fock_basis_grow(int N, int L, Fock_basis f){
int i;
if(L == 1){ // if only one site is left
f->buffer[0] = N; // put all remaining atoms there
// and copy it into the current basis vector:
vector_copy(f->buffer, f->vector[f->current[0]], f->sites);
f->current[0]++; // go to next basis vector
}
else { // if more than one site is left
for(i = 0; i <= N; i++){ // loop over atoms
f->buffer[L-1] = i; // put 0...N atoms on the last site
// start over with less atoms and L-1 sites:
fock_basis_grow(N - i, L - 1, f);
}
}
}
Based on the basis created in this way, we now loop over all Fock basis states to find
their multiplicity in order to be able to say to which quasimomentum subspace they can
contribute. This is done by subsequent application of the shift operator and comparison with
other states of the Fock basis that have already been used for shifts. This can take rather
long for bigger systems, since all Fock basis states are shifted and afterwards compared to
many other already earlier shifted states. It can take several days for large systems, say,
N = 10 = L and two bands. To parallelise this is not straightforward since to find new
vectors and compare them with older ones is not independent of the order in which it is
performed.
Computation of Matrix Elements For any analysis of the system, it is inevitable
to compute the matrix elements of the Hamiltonian in a given basis. For a reduction
of the Hilbert space to subspaces we introduced periodic boundary conditions and the
translational invariant seed basis. Numerically, we use the original Fock basis and create
the matrix elements for the seed basis (for given total quasimomentum) explicitly. That
means, a list of seed vectors {|si〉} is computed and the corresponding seed basis states are
constructed as
|si, κ〉 = 1√
Ms
Ms∑
l=1
ei2πκlSˆl|si〉. (A.1)
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Let us first check the orthogonality of these basis states. We compute the scalar product
directly
〈s′, κ′|s, κ〉 = 1√
MsMs′
Ms′∑
m=1
Ms∑
n=1
ei2π(κn−κ
′m)〈s′|Sˆm+n|s〉
=
1√
Ms′
Ms′∑
m=1
e−i2πκ
′m〈s′| Sˆ−m|s, κ〉︸ ︷︷ ︸
ei2piκm|s,κ〉
=
1√
Ms′
Ms′∑
m=1
ei2πm(κ−κ
′)〈s′| s〉
=
Ms√
Ms′
δκκ′〈s′| s, κ〉 =
√
Ms
Ms′
δκκ′
Ms∑
n=1
ei2πκn〈s′|Sˆn| s〉 =
√
Ms
Ms′
δκκ′ δss′ .
In the second line we made use of the fact that the seed basis state are eigenstates of the
shift operator and the very last step was obtained 〈s′|Sˆn| s〉 is equal to 1 for n = Ms and
s = s′ and zero otherwise. The seed basis states are thus orthonormal as expected. In
the numerical procedures we used, the Fock basis is stored plus the relevant information to
create seed basis states out of these. To compute matrix elements 〈s′, κ|∑l(a†l+1al)|s, κ〉,
we expand both seed basis states in Fock states and then compute the expectation value
of the hopping operator. The straightforward way of computing these matrix elements uses
five loops (over left and right vector, the expansion of each, and a loop over the sites for the
hopping). However, by using the fact that the application of an operation on each lattice
site and a shift of the sites commute, i.e. [
∑
l Oˆl, Sˆ
m] = 0, one can reduce the number of
loops by one and save computation time [Tom06]. The idea is, that the application of the
hopping operator a†l+1al onto a seed state |s〉 will give a prefactor [nαl (nαl+1 + 1)]1/2 and
result in a different state which can of course be obtained from another seed state Sˆm|s′〉.
The additional shift operator can be combined with the shift operator from the expansion of
the left seed basis state and by this allowing a reduction of the necessary loops, see [Tom06]
for details.
Storing the Hamiltonian To speed up the computation (see below) we want to
change matrix-vector multiplication which is required for the Runge-Kutta time integration
to a vector-vector multiplication. The first step is to use a one-dimensional array (i.e. a
vector) for the Hamiltonian matrix. We just cycle through the upper triangle of the matrix
and record only the nonzero matrix-elements in their order of appearance. Additionally,
we store the original indices in two vectors of integers indexi[n] and indexj[n] which
give the original index i and j for the n-th nonzero matrix-element (counted in order
of appearance). Besides it is not necessary to allocate the hamiltonian vector (and the
vectors indexi, indexj) with length (dimH)2, but smaller. We can estimate the maximal
number of non-zero elements as follows. Consider the one-band Hamiltonian
H = −J
2
L∑
l=1
(eiFta†l+1al + h.c.) +
W
2
L∑
l=1
nal (n
a
l − 1). (A.2)
Inspecting the matrix element of two arbitrary states shows that the very first term can
give maximally L non-zero elements per fixed right vector, where L is the number of
sites. Another L elements for the ’h.c.’ and one diagonal element. Alltogether we can
have maximally (2L+ 1) · dimH non-zero elements which is of course much smaller than
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(dimH)2. Applying the same reasoning for the two-band model, we find the maximal
number of non-zero matrix elements is given by (8L+ 1) dimH there. The big advantage
from the numerical point of view is, that we save a lot of memory by allocating and storing
only the non-zero matrix-elements. In particular, this number scales only linearly with the
Hilbert space dimension and we can compute the time-evolution of a given initial state (as
shown very often in chapter 4) for larger systems. This cannot be applied to the Floquet–
Bloch operator which is a full matrix and one needs all (dimH)2 matrix-elements. One
could also make use of the Lanczos algorithm to find the eigenvalues and eigenvectors of
the Floquet–Bloch operator. There, one can apply Floquet theory to solve an equivalent
but larger time-independent problem. But the memory needed to obtain the eigenstates of
the Floquet–Bloch operator scales again quadratic with the Hilbert space dimension, but
the prefactor is even larger than 1, since one needs to store several copies of the lower
triangle of the Hamiltonian [Par10]. However, one can gain in computation time, but at
the cost of physical size of the system: instead of N = 10 = L one is then only able
to compute smaller systems since more memory is needed. A massive parallelisation does
not ease this limitation, since the problem grows exponentially in memory (needed for the
matrix elements) and in time (for the integration) with a factor of about 6 when increasing
both N and L by 1 in the two-band case. The only solution to go to much larger sizes, will
be to use a reduced but time-adaptive basis as in t-DMRG or other methods. But these
methods have their own restrictions and simulability of complex systems with such methods
is also known to be limited [Ven09].
Speed up the Integration We use a fourth-order Runge–Kutta algorithm [Pre92]
with adaptive step-size and an internal estimation of the error. The integration is performed
at small stepsizes such as to remain below the error bound given by the user (see [Pre92]
for Details). It is known that the Runge–Kutta integration is not a strictly unitary time
evolution but we checked that the norm of the wave function was always close to one
even for very long integration times (as applied in chapter 4). As mentioned before, we
modified the code from [Tom06] to make it faster. The step described in the previous
paragraph is most important for this: We use the vectors just described and replace matrix-
vector multiplication for the time-integration by vector-vector multiplication. To illustrate
this, let us take the above mentioned vectors and a matrix-vector product, say dpsi =
hamiltonian*psi, can be written with these vectors as
for(n=0; n<numtot; n++){
i = indexi[n];
j = indexj[n];
dpsi[i] = dpsi[i] + H[n]*psi[j];
dpsi[j] = dpsi[j] + H[n]*psi[i];
}
Note that one does not calculate the i-th component of psi and loops over i as is usually
done, but directly computes the whole vector psi. The second line is needed, since only
the upper triangle part of the Hamiltonian has been stored. In our case of a time-dependent
Hamiltonian, we can implement the time-dependent phase factors directly in this matrix-
vector product. This saves the computation of H(t) out of H in every product for the
Runge–Kutta algorithm. The amount of time saved scales non-linear with the matrix
size, for large systems we found this algorithm for the integration of the time-dependent
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Schro¨dinger equation to be up to a factor of 10 faster (when compiled with the intel
compiler on our intelmachine). This vectorisation is thus an immense gain in computation
time.
Parallelisation The third step to speed up the computation of single runs is paral-
lelisation. Please keep in mind that one can always run different parameters (like various
values of κ) independently. This will in all cases be faster than implementing a loop over
this parameter and parallelising that code (Amdahl’s law). However, when one is inter-
ested in a single parameter set and wants a fast result, it is useful to parallelise the code.
For our system, we used the fact that the different columns of the Floquet–Bloch oper-
ator can be integrated independently and the loop was parallelised with OpenMP (Open
Multi-Processing, see http://openmp.org/). It is a programming interface that allows
to implement shared-memory multiprocessing by simply adding compiler directives to the
C code.
We used external libaries to diagonalise the Floquet–Bloch operator. These were taken from
the LAPACK package, available online (http://www.netlib.org/lapack/). However, we
also had intel specific version of these libaries from the so called Intel Math Kernel
Libary package (http://software.intel.com/en-us/intel-mkl/). They can directly
be used in parallel without special attention by the programmer and have also been used
in some cases for this thesis to speed up single runs.
A.2 More Numbers
Coefficients of the Bose–Hubbard model For completeness, we give the Hamil-
tonian parameters that have been used throughout this for numerical computations with
the Bose–Hubbard model. The numbers have been obtained by computing the Wannier
functions for an optical lattice and using them for coefficients of the Hubbard model as
described in section 1.3.2. They are summarised in table A.1.
V0 ∆ C0 Ja Jb Wa Wb Wx
2.0 2.97 −0.184 0.1710 −0.9239 0.0237 0.0142 0.0100
3.0 3.68 −0.164 0.1015 −0.7685 0.0274 0.0162 0.0111
4.0 4.39 −0.150 0.0616 −0.6204 0.0301 0.0180 0.0123
5.0 5.05 −0.140 0.0384 −0.4871 0.0323 0.0199 0.0135
6.0 5.68 −0.133 0.0245 −0.3744 0.0342 0.0216 0.0146
7.0 6.26 −0.126 0.0160 −0.2839 0.0359 0.0231 0.0156
8.0 6.79 −0.122 0.0107 −0.2137 0.0373 0.0252 0.0165
9.0 7.30 −0.117 0.0072 −0.1605 0.0386 0.0258 0.0173
10.0 7.77 −0.114 0.0050 −0.1205 0.0398 0.0269 0.0180
Table A.1: Parameters of the Bose–Hubbard model for different depths of the optical lattice. All
parameters are given in recoil energies ER.
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Resonant Forces and Interband Oscillations We found that the resonant val-
ues of the force can in a good approximation as in equation (3.4.2). It is then given
by
Fm = |∆|/
√
m2 − 4C20 .
We computed the first five resonances for the non-interacting two-band model for the
parameters given in the table above. They are summarised in table A.2. Furthermore, we
V0 Fm=1 Fm=2 Fm=3 Fm=4 Fm=5
2.0 3.1941 1.5108 0.9975 0.7457 0.5956
3.0 3.8955 1.8653 1.2341 0.9231 0.7375
4.0 4.6020 2.2201 1.4707 1.1006 0.8796
5.0 5.2604 2.5501 1.6907 1.2656 1.0116
6.0 5.8923 2.8655 1.9008 1.4232 1.1376
7.0 6.4636 3.1526 2.0924 1.5669 1.2526
8.0 7.0029 3.4219 2.2718 1.7014 1.3602
9.0 7.5069 3.6739 2.4398 1.8274 1.4610
10.0 7.9804 3.9109 2.5978 1.9459 1.5558
Table A.2: Periods of resonant oscillations of the non-interacting two-band system. Numerical
values are given in units of Bloch periods for different lattice depths V0 and orders of resonance r.
The periods increase rapidly with the order of resonance.
found that the periods of the resonant interband oscillations can be described quite well
by an effective two-level system in degenerate perturbation theory, see chapter 3. They are
then computed as
T
(m)
res =
F
2|V Jm(∆x)| TB .
The full list of periods of the resonant oscillations is given in table A.3 below.
A.3 Short Remark on the Statistical χ2-test
In chapter 2 we used a statistical χ2-test to quantify how close a numerically obtained
level spacing distribution approaches the expected prediction. We showed the values of the
weighted deviation between the observed values oi and the expected values ei, where the
χ2 deviation shown in chapter 1 is defined as [Pre92, chap. 14-3]
χ2 ≡
∑
i
(oi − ei)2
ei
. (A.1)
Please note that the denominator is not squared. To obtain the probability for the the
measured distribution to be drawn from the expected distribution for k degrees of freedom
(k = 1 in our Wigner-Dyson test), one computes the so-called p-value. To avoid confusion
with the statistical χ-distribution, we will denote the numerical χ2-deviation by x in the
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V0 T
m=1
res /TB T
m=2
res /TB T
m=3
res /TB T
m=4
res /TB T
m=5
res /TB
2.0 16.09 43.25 106.39 250.18 572.84
3.0 27.44 113.91 429.43 1544.55 5404.77
4.0 45.11 284.82 1626.25 8849.97 46835.47
5.0 71.66 676.50 5760.15 46716.18 368359.33
6.0 111.13 1554.42 19578.81 234802 2737310
7.0 171.10 3510.82 64773.90 1137480 19414841
8.0 256.88 7658.01 205088.13 5226720 129457966
9.0 381.32 16355.25 629715.33 23068493 821249099
10.0 558.80 34136.77 1870804.83 97534614 4941339172
Table A.3: Periods of resonant oscillations of the non-interacting two-band system. Numerical
values are given in units of Bloch periods for different lattice depths V0 and orders of resonance r.
The periods increase rapidly with the order of resonance.
following. The probability for the measured distrubution to be drawn from the expected
distribution is given by the p-value
p = 1− CDF[χ(k, x)] = 1− γ(k/2, x/2)
Γ(k/2)
, (A.2)
where we used the statistical χ-distribution for k degrees of freedom and the lower incom-
plete gamma function
χ(k, x) =
1
2k/2Γ(k/2)
xk/2−1e−x/2 and γ(s, x) =
∫ x
0
ts−1e−tdt
Since we have one degree of freedom, we can make use of Γ(1/2) =
√
π and γ(1/2, x) =√
πerf(
√
x) to get an approximate formula
p = 1− erf(
√
x/2) = 1−√x
√
2
π
(
1− x
6
+O(x2)
)
. (A.3)
Another possibility to characterise the measured level spacing distribution would be to use
the best fit (by minimisation of some cost function) for an interpolating distribution. An
example for such a distribution interpolating a regular and quantum chaotic level spacing
distribution is given by the Brody distribution
P (s,w) = a swe−a s
w+1
where a = Γ
(
w + 2
w + 1
)w+1
, (A.4)
with the Gamma function Γ(x). It contains only one free parameter w and interpolates
between a Poissonian distribution for w = 0 and a Wigner–Dyson distribution for w = 1.
However, by applying a golden-mean fit to a given Brody distribution on which we added
some noise, we found that the fit is preferring more regular distributions. This means, that
this is not a solution to the problem of determining the degree of regularity for a given level
spacing distribution and has thus not been applied in the main text of chapter 2.
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Appendix B
The Rabi Problem & Collapse and
Revival in Quantum Optics
The models and phenomena discussed in the context of the tilted two-band model (chap-
ters 3 and 4) bear strong similarity to classical effects encountered in quantum optics.
The so-called Rabi problem and the observed collapse and revival in the Jaynes–Cummings
model play a paradigmatic role there. The present appendix should serve to review these
phenomena and to compare them to our system. We therefore apply the same methods as
in the main chapters of this thesis and point out similarities and differences.
The Rabi Problem
The original Rabi problem treated a spin-1/2-particle with magnetic moment µg in a mag-
netic field ~B. This field should have a constant part B0 in z-direction and an oscillating part
B1 cosωt in x-direction. The Hamiltonian is −~µ~B = 12µg ~B · ~σ. That is, the constant part
leads to Zeeman-splitting ±µgB0 and the oscillating field couples these two Zeeman-levels.
The Schro¨dinger equation reads
i
d
dt
(
a(t)
b(t)
)
=
(
−∆/2 2V cos(ωt)
2V cos(ωt) ∆/2
)(
a(t)
b(t)
)
, (B.1)
where we set ∆ ≡ µgB0 and V = 4µgB1 to connect to our notation. We are now going
to solve this problem in the rotating wave approximation (RWA) to obtain the well-known
Rabi result.
If the coupling was absent, the amplitudes a(t) and b(t) would evolve in time with
phases e±i∆t/2, respectively. Let us therefore go to a reference frame rotating with these
phases, i.e. to the interaction picture (not altering transition probabilities like Pa→b(t))
a˜(t) = e−i∆t/2 a(t) and b˜(t) = e+i∆t/2 b(t) (B.2)
obtaining a new Schro¨dinger equation that is purely off-diagonal (cf. eq. (3.2.7))
i
d
dt
(
a˜(t)
b˜(t)
)
= V
(
0 ei(ω−∆)t + e−i(ω+∆)t
e−i(ω−∆)t + ei(ω+∆)t 0
)(
a˜(t)
b˜(t)
)
. (B.3)
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If we are not too far from resonance, the terms e±i(ω−∆)t oscillate very slowly, and e±i(ω+∆)t
very quickly. The latter are therefore expected to average out after a few cycles. We will
neglect them and this approximation is the RWA. The problem is now easily solved: we
differentiate the equation for one of the amplitudes and insert the other one to obtain:
0 = ¨˜a+ i(∆ − ω) ˙˜a+ V 2a˜. (B.4)
This linear differential equation can readily be solved, leading to an occupation of the upper
level if initially zero, i.e. initial conditions a(0) = 1 and b(0) = 0, given by
|b(t)|2 = 4V
2
(∆ − ω)2 + 4V 2 sin
2
[
1
2
√
(∆ − ω)2 + 4V 2 t
]
. (B.5)
This is the Rabi formula. It describes an oscillation between two states, similar to to a
time-independent two-level system prepared in the lower level (which is not an eigenstate
due to the coupling of the states), where the detuning ∆ − ω has to be replaced by the
bandgap ∆ = E1 − E0. The frequency of the oscillation ΩR ≡ 12
√
(∆− ω)2 + 4V 2 is
called Rabi frequency. This concludes the standard solution known from various textbooks.
Performing the same steps as above without the RWA leads to a second order differential
equation with coefficients explicitly depending on time (cf. eq. (3.2.10) of section 3.2)
0 = ¨˜a+ 2i∆ · ˙˜a− 4V 2 cos2(ωt) · a˜ = 0 = ¨˜a+ 2i∆ ˙˜a− 2V 2(1 + cos 2ωt) a˜.
Introducing dimensionless variables τ = ωt with ∂t = ∂τ/ω = ω∂τ and measuring energies
in units of ω, i.e. δ ≡ ∆/ω and v ≡ V/ω, we recognize the similarity to the Mathieu
equation
0 = a′′ + 2iδ a′ − 2v2(1 + cos 2τ) a. (B.6)
This equation is exactly solveable and the solution (with constants of integration c1,2) reads
y(τ) = c1e
−iτδC
(
δ2 − 2v2, v2, τ)+ c2e−iτδS (δ2 − 2v2, v2, τ) .
Here, C(a, q, x) and S(a, q, x) denote the even an odd Mathieu functions [Abr68, chap. 20].
When including the appropriate initial condition the explicit time-dependent solution reads
a(τ) = e−iτδ
[
S(ǫ2, v2, τ)C ′(ǫ2, v2, 0)− C(ǫ2, v2, τ)S′(ǫ2, v2, 0)+
iδ
[
C(ǫ2, v2, τ)S(ǫ2, v2, 0)− C(ǫ2, v2, 0)S(ǫ2, v2, τ)]]
×
[
C ′(ǫ2, v2, 0)S(ǫ2, v2, 0) − C(ǫ2, v2, 0)S′(ǫ2, v2, 0)
]−1
(B.7)
where ǫ2 = δ2 − 2v2 and the prime indicates the first derivative with respect to the third
variable, i.e. C ′(a, q, x) = ∂C(a, q, x)/∂x. The Mathieu functions are well known from var-
ious problems of physics (e.g. the motion of elliptical membranes or problems with periodic
potentials) and have the special values C(a, 0, z) = cos(
√
az) and S(a, 0, z) = sin(
√
az).
However, they are difficult to use ”mainly because of the impossibility of analytically rep-
resenting them in a simple and handy way” [Fre01]. We see that the Rabi-Problem is
exactly solveable in terms of known functions, but the physical content of the solution is
not obvious. Hill’s equation can be seen as an extension of the Mathieu equation involving
two (or more) periodic functions instead of one. There are relations between the Fourier
expansions for the solutions of both equations, discussed in [Olv10]. We will not discuss
this further but we have found that the Rabi problem even beyond the RWA is exactly
solveable. However, the solution cannot be expressed in a simple way and shows already
features of more complex dynamics (cf. chapter 3).
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The Jaynes–Cummings Model: Collapse and Revival
The quantised version of the Rabi problem with linear polarization is called the Jaynes–
Cummings model. Using again the RWA, the Hamiltonian is given by [Scu97]:
HJCM = ~νa
†a+ 12~ωσz +
~Ω
2
(
aσ+ + a
†σ−
)
. (B.8)
The Jaynes–Cummings model in the RWA can easily be solved, see [Scu97] for instance.
One is then able to compute the probability for an atom to be excited when exposed to
a beam of coherent light. The result is a sum of many Rabi floppings weighted by the
coherent state photon number distribution
p(t) =
∑
n
pn|b(t)|2 = e−|α|2
∑
n
|α|2n
n!
cos2(g
√
n+ 1 t). (B.9)
An example for the collapse and revival observed in this observable has been shown in
figure 4.5 in the main text.
What happens if we take a finite number of field modes, starting from 1 and increasing
it slowly? How quickly does the system approach the state of large n? Figure B.1 shows the
results of simple numerical computations. It appears that the limit of large n is approached
Figure B.1: (Normalized) occupation of upper state as a function of time in Jaynes–Cummings
model of different finite number of field modes N = 1 . . . 12 according to Eq. (B.9). The parameters
are amplitude α = 3 and coupling g = 0.7 as in fig. 4.5 where the limit of large N is realized. Also
shown is the predicted Gaussian envelope (dashed line).
very quickly, already for about n > 10 the occupation is very close to the limiting behaviour.
171
Chapter B. The Rabi Problem & Collapse and Revival in Quantum Optics
Let us derive approximate expressions for the three time-scales of the system in the
limit of large n. These are the period of the Rabi oscillations tR, the decay time for the
oscillations tc, and the revival time tr. To be slightly more general (and following [Scu97,
chap. 6.2]), we consider detuned oscillations where the frequency of the light mode ν (the
value of the external force times the order of the resonance nF in the two-band model) is
not exactly equal to the separation Ω of the two states in the atom (the band gap ∆ in the
two-band model). We call this detuning ν −Ω = δ (i.e. ∆−nF for the two-band model).
Then the Rabi frequency for a mode with 〈nˆ〉 = n photons is given by
Ωn =
√
δ2 + 4g2〈nˆ〉, such that tR = 2π
Ωn
=
2π√
δ2 + 4g2〈nˆ〉 .
The oscillations corresponding to different 〈nˆ〉 become uncorrelated when the deviation ∆nˆ
in the photon number distribution is equal or larger then
√〈nˆ〉. One can thus estimate the
collapse time from (
Ω〈nˆ〉+√n − Ω〈nˆ〉−√n
)
tc ≈ 1.
Using n≫ √n in the limit n≫ 1 one arrives at [Scu97]
tc ≈ 2π
2g
(
1 +
δ2
4g2〈n〉
)1/2
. (B.10)
In exact resonance, the collapse time is equal to 1/2g and independent of the number of
photons. The revivals, on the other hand, take place when the phases of neighbouring
terms differ by (an integral multiple of) 2π, i.e.(
Ω〈nˆ〉 − Ω〈nˆ〉−1
)
tr ≈ 2πm with m = 1, 2, . . .
Using again Taylor expansions for 〈nˆ〉 ≫ 1, one obtains [Scu97]
tr ≈ 2πm
g
√
n
(
1 +
δ2
4g2〈n〉
)1/2
for δ 6= 0. (B.11)
For the values in the figures, this amounts to tr = 2π
√
α2/g = 26.9 which is quite good
for the first revival. A refined analysis shows, that the revivals are not equidistant, and
there are improved predictions to overcome this limitation of the above mentioned simple
model [Fer09]. However, the main effect for us is the quick convergence of the revival time
with growing number of photonic modes included as has been demonstrated in figure B.1.
There is no such convergence in the two-band model of chapter 4 with growing number
of atoms. A direct explanation of the effect described there is therefore not possible by
reference to the Jaynes–Cummings model discussed.
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Appendix C
Bessel Functions of the First Kind
Definition The Bessel functions of the first kind, denoted as Jα(x), are solutions of
Bessel’s differential equation [Abr68]
x2
d2y
dx2
+ x
dy
dx
+ (x2 − α2)y = 0. (C.1)
They are finite at the origin (x = 0) for non-negative integer α, and diverge as x approaches
zero for negative non-integer α. For integer order solutions, it is possible to define the
function by its Taylor series expansion around x = 0 which can be expressed in terms of
the hypergeometric series as
Jα(x) =
∞∑
m=0
(−1)m
m!Γ(m+ α+ 1)
(x
2
)2m+α
=
(x/2)α
Γ(α+ 1)
0F1(α + 1;−x2/4) (C.2)
where Γ(z) is the gamma function. The first four Bessel functions are shown in fig. C.1.
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Figure C.1: Ordinary Bessel functions of the first kind Jn(x) for integer values n = 0, 1, 2, 3.
Integral Representations For integer values of n, is possible to use an integral
representation:
Jn(x) =
1
π
∫ π
0
cos(nτ − x sin τ) dτ = 1
2π
∫ π
−π
e−i (nτ−x sin τ) dτ. (C.3)
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These lead to the relations used in the main text the integrals
2
π
∫ π
0
cos(∆x sin t) sin(kt)dt =
{
2Jk(∆x) for k even
0 for k odd
2
π
∫ π
0
sin(∆x sin t) sin(kt)dt =
{
0 for k even
2Jk(∆x) for k odd
(C.4)
Recurrence The Bessel function Jα satisfies the recurrence relations:
2α
x
Jα(x) = Jα−1(x) + Jα+1(x) and 2
dJα
dx
= Jα−1(x)− Jα+1(x). (C.5)
For integer order n, the following relationship is valid
J−n(x) = (−1)nJn(x). (C.6)
Asymptotics The Bessel functions have the following asymptotic expansion for non-
negative α:
Jα(x) ≈


1
Γ(α+1)
(
x
2
)α
for 0 < x≪ √α+ 1√
2
πx cos
(
x− απ2 − π4
)
for x≫ |α2 − 1/4|
(C.7)
Sum Formulae For integer order n, Jn is often defined via a Laurent series for a
generating function:
e(x/2)(t−1/t) =
∞∑
n=−∞
Jn(x)t
n, (C.8)
This leads directly to the so-called Jacobi-Anger identity:
eiz cosφ =
∞∑
n=−∞
inJn(z) e
inφ ⇒ eiz sinφ =
∞∑
n=−∞
Jn(z) e
inφ. (C.9)
Sums over products of Bessel functions can also be calculated
∞∑
l=−∞
Jn−l(x)Jn′−l(x′) = Jn−n′(x− x′),
∞∑
l=−∞
Jn∓l(x)Jl(x′) = Jn(x− x′) (C.10)
∞∑
l=−∞
τ lJl(x)Jn+l(x
′) =
[
x′ − x/τ
x′ − xτ
]n/2
Jn(g), (C.11)
with g =
√
x2 + x′2 − xx′(τ + 1/τ) in the last line.
Taylor Expansion The ordinary Bessel functions of integer order have the Taylor ex-
pansions
J0(x) = 1− 1
4
x2 +
1
64
x4 +O(x6), J1(x) = 1
2
x− 1
16
x3 +O(x5) (C.12)
J2(x) =
1
8
x2 − 1
96
x4 +O(x6), . . . Jm(x) = x
m
2mm!
+O(xm+2). (C.13)
Basically all these relations have been used in the main text and have been taken from [Abr68].
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Appendix D
Degenerate Perturbation Theory
Introduction
Following [Shi63], we consider the eigenvalue problem
(H0 + V )A = EA (D.1)
where H0 and V are hermitian matrices, E is a diagonal matrix of eigenvalues and A
the matrix of eigenvectors. As usual, H0 is assumed to be diagonal and we are seeking a
solution A in a series expansion in V . Taking the transposed equation AE −H0A = V A,
in components given by∑
k
(AikEkδkp − E0i δikAkp) =
∑
k
VikAkp,
we look at the element Aip on the left hand side and can write
Aip(Ep − E0i ) =
∑
k
VikAkp ⇒ Aip =
∑
k
VikAkp
Ep − E0i
. (D.2)
The wanted eigenvalue and eigenvector are Ep and Aip, we have two distinguish between
non-degenerate and degenerate eigenvalues:
• non-degenerate: Ep − E0i ≫ Vik for ∀i 6= p
• degenerate: Ep − E0i ≫ Vik for ∀i 6= p, q.
Let us discuss these two cases now. The first one is well known and repeated as illustration.
Non-degenerate Perturbation Theory: Ep −E0i ≫ Vik for ∀i 6= p
The above condition implies that all components of the eigenvector are small except for one:
Aip ≪ 1 ∀i 6= p. The only large component is App and we extract it from the summation
Aip(Ep − E0i ) =
VipApp
Ep − E0i
+
∑
k 6=p
VikAkp
Ep − E0i
.
The last term is small and allows a perturbative solution
Aip =
( Vip
Ep − E0i
+
∑
j 6=p
VijVjp
(Ep − E0i )(Ep − E0j )
+ . . .
)
App
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We want to find Ep and therefore take the case i = p in the last equation. Multiplication
with (Ep − E0p) yields the result
Ep = E
0
p + Vpp +
∑
i6=p
VpiVip
(Ep − E0i )
+
∑
i,j 6=p
VpiVijVjp
(Ep − E0i )(Ep − E0j )
+ . . . ,
possibly easier to recognize in the form
En = E
(0)
n + 〈n0|V |n0〉+
∑
m6=n
|〈m0|V |n0〉|2
E0n − E0m
+ . . . .
The components of the eigenvector shall not be discussed here, see [Shi63] for details.
Degenerate Perturbation Theory: Ep − E0i ≫ Vik for ∀i 6= p, q
In this case, all components of the eigenvector are small except for two: Aip ≪ 1 ∀i 6= p, q,
such that we have to exclude two components from the summation
Aip =
VipAip
Ep − E0i
+
ViqAiq
Ep −E0i
+
∑
k 6=p,q
VikAkp
Ep − E0i
.
The iterative solution reads
Aip =
( Vip
Ep − E0i
+
∑
j 6=p,q
VijVjp
(Ep −E0i )(Ep − E0j )
+ . . .
)
App
+
( Viq
Ep − E0i
+
∑
j 6=p,q
VijVjq
(Ep − E0i )(Ep − E0j )
+ . . .
)
Aqp.
By introducing the following matrices
Vlm(E) = Vlm +
∑
i6=m
VliVim
E − E0i
+
∑
i6=l
∑
j 6=m
VliVijVjm
(E − E0i )(E − E0j )
+ . . . , (D.3)
the solution can be cast in form of a block matrix equation(
E0p + Vpp(E) Vpq(E)
Vqp(E) E0q + Vqq(E)
)(
App
Aqp
)
= E
(
App
Aqp
)
. (D.4)
This eigenvalue problem for the nearly eigenvalues Ep and Eq has the solutions
E± =
1
2
(
E0p + Vpp(E) + E0q + Vqq(E)
)
± 1
2
√(
E0p + Vpp(E)− E0q − Vqq(E)
)2
+ 4|Vpq|2,
(D.5)
where E = Ep or Eq, the distinction is only a third order effect [Shi63]. The eigenstates
of the effective two-level system can also be computed by standard methods.
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