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Марковские процессы, хорошо зарекомендовавшие себя при моделиро-
вании текстовых и голосовых потоков информации, не способны от-
разить высокую вариабельность пакетного трафика вкупе с наличием
долгой памяти. Эти модели существенно недооценивают реальную на-
грузку и характеристики производительности систем. Поэтому построе-
ние более адекватных моделей трафика и исследование их свойств оста-
ется на сегодняшний день весьма актуальной задачей. В настоящей ра-
боте найдена неасимптотическая верхняя граница для длины очереди в
системе с неограниченным накопителем и входящим трафиком, харак-
теризующимся фрактальным движением Леви. Расчеты опираются на
принципы сетевого анализа с помощью огибающих кривых и не пред-
полагают стационарных режимов функционирования или асимптотик
«большого буфера» и «большого числа источников».
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Введение
Самоподобный характер и долгая память у трафика в современных телеком-
муникационных системах подтверждены многочисленными эмпирическими и ана-
литическими исследованиями [5, 8]. Наличие этих свойств объясняют тяжелыми
хвостами у распределений длин сообщений [6]. Наиболее популярными моделями,
описывающими самоподобный трафик, являются Дробное Броуновское Движе-
ние и Устойчивое Движение Леви [10, 14]. В таких условиях стандартные методы
оценки характеристик обслуживания (QоS), в том числе емкости буферов, числа
и пропускной способности каналов, времен ожидания и т.п. требуют пересмотра
из-за существенной недооценки предлагаемой нагрузки
К настоящему моменту времени существует большое количество работ, посвя-
щенных анализу характеристик 𝑄𝑜𝑆 для самоподобных моделей трафика в си-
стемах с разной конфигурацией и разными схемами обслуживания. Во многих из
них получены оценки для вероятностей переполнения буфера и потери нагрузки,
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когда объем буфера ℎ→∞. Однако проверить аккуратность этих результатов за-
труднительно из–за их асимптотического характера. Поэтому сохраняется интерес
и к неасимптотическим оценкам.
1. Необходимые сведения
Процессы Леви широко используются при описании входящих потоков в раз-
личных телекоммуникационных системах. Ниже приводится определение подоб-
ных процессов и дается описание их необходимых свойств.
1.1 Устойчивые распределения и процессы Леви
Определение 1. Случайный процесс 𝑌 =
(︀
𝑌 (𝑡), 𝑡 > 0
)︀
называется процессом
Леви, если выполнены условия:
1. 𝑌 (0) = 0 почти наверное;
2. 𝑌 имеет независимые и однородные (по времени) приращения;
3. 𝑌 является стохастически непрерывным;
4. траектории 𝑌 непрерывны справа и имеют конечные пределы слева при
𝑡 > 0.
В силу независимости и однородности приращений, распределение процесса
𝑌 полностью и единственным образом определяется распределением с.в. 𝑌 (1),
которое обладает свойством безграничной делимости.
Один из наиболее известных процессов Леви — броуновское движение (вине-
ровский процесс).
Определение 2. Процесс Леви 𝐵 = (𝐵(𝑡), 𝑡 > 0) со значениями в 𝑅1 называется
процессом броуновского движения (BM), если для любых 𝑡 > 0, ℎ > 0 приращение
𝐵(𝑡+ℎ)−𝐵(𝑡) имеет гауссовское распределение с нулевым средним и дисперсией
𝜎2 · ℎ.
Если 𝜎2 = 1, то имеет место стандартное броуновское движение. Нетрудно
показать, что
𝐾(𝑡, 𝑠) = 𝐶𝑜𝑣(𝑌 (𝑡), 𝑌 (𝑠)) = 𝜎2 min(𝑡, 𝑠).
Приращения броуновского движения имеют нормальное распределение. В силу
центральной предельной теоремы такие распределения получаются асимптотиче-
ски для нормированных сумм независимых и одинаково распределенных случай-
ных величин с конечной дисперсией. В случае бесконечных дисперсий приходим
к понятию устойчивого распределения.
Определение 3. Распределение вероятностей 𝐹 называется устойчивым, ес-
ли для любых н.о.р.с.в. 𝑋1, 𝑋2, 𝑋3, имеющих распределение 𝐹 и любых положи-
тельных 𝑎1 и 𝑎2 существуют 𝑎3 > 0 и 𝑐 ∈ 𝑅1 такие, что
𝑎1𝑋1 + 𝑎2𝑋2
𝑑
= 𝑎3𝑋3 + 𝑐,
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где
𝑑
= означает равенство по распределению.
Если 𝑐 = 0 для всех 𝑎1, 𝑎2 > 0, то распределение называется строго устой-
чивым.
Характеристическая функция для устойчивой случайной величины 𝑋 имеет
вид:
𝐸𝑒𝑖𝑡𝑋 =
⎧⎪⎪⎨⎪⎪⎩
exp
{︁
−𝜎𝛼|𝑡|𝛼
(︁
1− 𝑖𝛽 sign (𝑡) tg (︀𝜋𝛼2 )︀)︁+ 𝑖𝜇𝑡}︁, если 𝛼 ̸= 1,
exp
{︁
−𝜎|𝑡|
(︁
1 + 𝑖𝛽 2𝜋 sign (𝑡) ln |𝑡|
)︁
+ 𝑖𝜇𝑡
}︁
, если 𝛼 = 1,
где 0 < 𝛼 6 2 — показатель устойчивости; 𝛽 ∈ [−1, 1] — параметр асимметрии;
𝜎 > 0 — параметр масштаба; 𝜇 ∈ 𝑅1 — параметр сдвига.
При 𝛽 = 0 имеем симметричное относительно 𝜇 устойчивое распределение,
характеристическая функция которого при 𝜇 = 0 имеет вид
𝐸𝑒𝑖𝑡𝑋 = exp{−𝜎𝛼|𝑡|𝛼}.
Характеристический параметр 𝛼 отвечает за скорость убывания хвоста распре-
деления. Случай 𝛼 = 2 соответствует нормальному распределению — един-
ственному из устойчивых законов c конечными математическим ожиданием и дис-
персией. При 0 < 𝛼 < 2 распределение с.в. 𝑋 имеет тяжёлый хвост, поскольку
при 𝑥→∞ вероятность попадания в хвост убывает степенным образом, т.е.
𝑃 (𝑋 > 𝑥) ∼ 𝑐𝛼 · 𝜎𝛼 · 1 + 𝛽
2
· 𝑥−𝛼, 𝑐𝛼 = sin(𝜋𝛼/2)
𝜋
Γ(𝛼).
Если 0 < 𝛼 < 1, 𝜇 = 0 и 𝛽 = 1, то случайная величина 𝑋 положительна с
вероятностью 1. В дальнейшем будем говорить, что случайная величина 𝑋 имеет
стандартное 𝛼-устойчивое распределение, если 𝜇 = 0 и 𝜎 = 1.
Полезно отметить следующее важное свойство: если с.в. 𝑋 имеет 𝛼–устойчивое
распределение с параметром 0 < 𝛼 < 2, то для любого 0 < 𝛾 < 𝛼,
𝐸|𝑋𝛼|𝛾 <∞ и 𝐸|𝑋𝛼|𝛼 = ∞.
Поэтому при 0 < 𝛼 < 2 дисперсия с.в. 𝑋 и моменты порядка 𝛾 > 2 бесконечны и,
кроме того, при 0 < 𝛼 < 1 математическое ожидание с.в. 𝑋 также бесконечно.
Определение 4. Случайный процесс 𝐿𝛼 = (𝐿𝛼(𝑡), 𝑡 > 0) со значениями в 𝑅1 на-
зывается 𝛼-устойчивым движением Леви, если это процесс Леви, для которого
𝐿𝛼(1) имеет заданное устойчивое распределение.
Если у распределения 𝐿𝛼(1), 0 < 𝛼 < 1, 𝛽 = 1, 𝜇 = 0, то траектории процесса
𝐿𝛼 являются положительными и неубывающими. Такой процесс называется 𝛼-
устойчивым субординатором.
Если 𝛼 = 2, 𝜇 = 0, то мы вновь возвращаемся к процессу броуновского движе-
ния 𝐵.
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1.2 Самоподобные процессы
Определение 5. Случайный процесс 𝑋 = (𝑋(𝑡), 𝑡 > 0) называется самоподоб-
ным с показателем Хёрста 𝐻 > 0, если выполнено следующее условие
𝑋(𝑐𝑡)
𝑑
= 𝑐𝐻𝑋(𝑡), ∀ 𝑡 > 0, 𝑐 > 0,
где
𝑑
= означает равенство конечномерных распределений.
Двумя наиболее популярными примерами самоподобных процессов являются
дробное броуновское движение (𝐹𝐵𝑀) и 𝛼-устойчивое движение Леви.
Определение 6. Дробным броуновским движением с параметром Херста 𝐻 на-
зывается гауссовский процесс (𝐵𝐻(𝑡), 𝑡 > 0) с нулевым средним и ковариационной
функцией
𝐾𝐻(𝑡, 𝑠) =
1
2
[︀|𝑡|2𝐻 + |𝑠|2𝐻 − |𝑡− 𝑠|2𝐻]︀ .
При 𝐻 = 1/2 мы возвращаемся к обычному броуновскому движению.
Определение 𝛼-устойчивого движения Леви было дано выше. Этот процесс
является самоподобным с параметром 𝐻 = 1/𝛼, поскольку при 𝑥→∞
𝑃
(︀
𝐿𝛼(𝑡) > 𝑥
)︀
= 𝑃
(︀
𝑡1/𝛼𝐿𝛼(1) > 𝑥
)︀ ∼ 𝑐𝛼 · 𝑡 · 𝑥−𝛼.
Дополнительную информацию об устойчивых и самоподобных процессах мож-
но найти в книгах [7] и [13].
1.3 Фрактальное движение Леви
Пусть
(︀
𝐵𝐻(𝑡), 𝑡 ∈ 𝑅1
)︀
есть дробное броуновское движение с параметром Херста
𝐻,
(︀
𝐿1𝛼(𝑡), 𝑡 > 0
)︀
,
(︀
𝐿2𝛼(𝑡), 𝑡 > 0
)︀
— стандартные 𝛼–устойчивые субординаторы,
0 < 𝛼 < 1; процессы 𝐵𝐻 , 𝐿
1
𝛼 и 𝐿
2
𝛼 независимы. Следуя [11], дадим следующее
определение.
Определение 7. Фрактальным дробным движением Леви называется случай-
ный процесс 𝑋 =
(︀
𝑋(𝑡), 𝑡 ∈ 𝑅1)︀ со значениями в 𝑅1 такой, что
𝑋(𝑡) :=
{︂
𝐵𝐻
(︀
𝐿1𝛼(𝑡)
)︀
, 𝑡 > 0,
𝐵𝐻
(︀
𝐿2𝛼(−𝑡)
)︀
, 𝑡 < 0.
В [11] было доказано, что такой процесс является cамоподобным с параметром
Херста 𝐻1 = 𝐻/𝛼, имеет стационарные приращения и
𝑋(𝑡)
𝑑
=
(︀
𝐿1𝛼(𝑡)
)︀𝐻
𝑌, ∀ 𝑡 > 0,
где 𝐿1𝛼(𝑡) и 𝑌 есть независимые случайные величины и 𝑌 имеет стандартное нор-
мальное распределение.
В работе [1] были описаны свойства многомерного аналога фрактального дви-
жения Леви.
Пусть
(︀
𝐵𝐻(𝑡), 𝑡 ∈ 𝑅1
)︀
есть многомерное дробное броуновское движение с па-
раметром Херста 𝐻 и матрицей ковариаций Σ;
(︀
𝐿1𝛼(𝑡), 𝑡 > 0
)︀
,
(︀
𝐿2𝛼(𝑡), 𝑡 > 0
)︀
—
стандартные 𝛼–устойчивые субординаторы, 0 < 𝛼 < 1; процессы 𝐵𝐻 , 𝐿
1
𝛼 и 𝐿
2
𝛼
независимы.
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Определение 8. Многомерным дробным движением Леви называется случай-
ный процесс 𝑋 =
(︀
𝑋(𝑡), 𝑡 ∈ 𝑅1)︀ со значениями в 𝑅𝑑 такой, что
𝑋(𝑡) :=
{︂
𝐵𝐻
(︀
𝐿1𝛼(𝑡)
)︀
, 𝑡 > 0,
𝐵𝐻
(︀
𝐿2𝛼(−𝑡)
)︀
, 𝑡 < 0.
В [1] было доказано, что такой процесс является cамоподобным с параметром
Херста 𝐻1 = 𝐻/𝛼, имеет стационарные приращения и
𝑋(𝑡)
𝑑
=
(︁(︀
𝐿1𝛼(𝑡)
)︀𝐻1 · 𝑌1, . . . , (︀𝐿1𝛼(𝑡))︀𝐻𝑑 · 𝑌𝑑)︁, ∀ 𝑡 > 0,
где случайный вектор 𝑌 =
(︀
𝑌1, . . . , 𝑌𝑑
)︀
имеет многомерное нормальное распреде-
ление со средним ноль и матрицей ковариаций Σ, причем 𝐿1𝛼(𝑡) и 𝑌 независимы.
Параметр Херста 𝐻𝑗 может быть любым положительным числом. С практи-
ческой точки зрения наиболее интересен случай 1/2 < 𝐻𝑗 < 1, 𝑗 = 1, 𝑑. В этом
случае у процесса 𝑋(𝑡) есть конечное математическое ожидание и долгая память,
но его приращения имеют распределения, отличные от устойчивых.
Тем не менее можно показать, что хвосты распределений координат вектора
𝑋(1) ведут себя в точности так же, как хвосты устойчивых распределений. По-
скольку 𝑌 ∼ N(0, 1), а 𝑍𝛼 = 𝐿1𝛼(1) имеет стандартное 𝛼–устойчивое распределение,
то по теореме Бреймана [2] для больших 𝑥 > 0 и любого 𝑘 = 1, 𝑑 имеем
𝑃
(︁
(𝑍𝛼)
𝐻𝑗𝑌𝑗 > 𝑥
)︁
=
1
2
𝑃
(︁
(𝑍𝛼)
𝐻𝑗 |𝑌𝑗 | > 𝑥
)︁
∼ 1
2
𝐸
(︁
|𝑌𝑗 |𝛼/𝐻𝑗
)︁
· 𝑃
(︁
𝑍𝛼 > 𝑥
1/𝐻𝑗
)︁
∼
∼ 1
2
𝑐𝛼𝐸
(︁
|𝑌𝑗 |𝛼/𝐻𝑗
)︁
· 𝑥−𝛼/𝐻𝑗 = 𝑐𝑗(𝛼, ̃︀𝐻𝑗) · 𝑥−1/ ̃︀𝐻𝑗 ,
(1)
где ̃︀𝐻𝑗 = 𝐻𝑗/𝛼 и 𝑐𝑗(𝛼,𝐻𝑗) = 𝑐𝛼𝐸(︁|𝑌𝑗 |𝛼/𝐻𝑗)︁/2.
2. Огибающие процессы
Полезным инструментом при оценке 𝑄𝑜𝑆 являются специальные кривые, кото-
рые ограничивают поступающую в систему нагрузку (envelope processes) и опре-
деляют гарантии обслуживания (service curves) ( [3]). С их помощью получают
неасимптотические границы для длин очередей и задержек в обслуживании. За-
давая допустимую вероятность выхода за соответствующие границы, можно найти
оптимальные для данной ситуации параметры конфигурации системы. Этот под-
ход более эффективен с точки зрения перераспределения ограниченных сетевых
ресурсов, нежели методы, опирающиеся на асимптотические результаты.
Пусть {𝐴(𝑡), 𝑡 > 0}— это случайный процесс, характеризующий кумулятивную
нагрузку, поступившую в систему к моменту 𝑡. Если трафик обслуживается с
постоянной скоростью 𝑟, а буфер имеет неограниченный объем, то длина очереди
к моменту 𝑡 определяется как
𝑄(𝑡) = sup
𝑠6𝑡
{︀
𝐴(𝑠, 𝑡)− 𝑟(𝑡− 𝑠)}︀ = sup
𝑠6𝑡
{︀
𝐴(𝑡)−𝐴(𝑠)− 𝑟(𝑡− 𝑠)}︀, 𝑡 > 0. (2)
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Определение 9. Огибающая кривая (statistical envelope, se) для процесса 𝐴(𝑡)
есть неслучайная функция 𝒢(𝑡), такая, что для любых 𝑠, 𝑡 > 0 и 𝜆 > 0
𝑃
(︁
𝐴(𝑠, 𝑡) > 𝒢(𝑡− 𝑠, 𝜆)
)︁
6 𝜀(𝜆), (3)
где 𝜀(𝜆) — невозрастающая функция от 𝜆, удовлетворяющая условию
𝜀(𝜆) → 0, 𝜆→∞.
Таким образом, se-кривая задает верхнюю границу для работы, поступающей
в систему на интервале [𝑠, 𝑡], выйти за которую можно с маленькой вероятностью
(violation probability) 𝜀(𝜆).
Для трафика, обладающего «короткой памятью», вероятность отклонения ве-
личины нагрузки от средней скорости прибытия 𝑚 убывает экспоненциальным
образом (Exponentially Bounded Burstiness, EBB) [15], т.е.
𝑃
(︁
𝐴(𝑠, 𝑡) > 𝑚(𝑡− 𝑠) + 𝜆
)︁
6 𝐾𝑒−𝜃𝜆,
где 𝐾, 𝑚, 𝜃, 𝜆 > 0 — некоторые константы.
В [12] было предложено обобщение 𝐸𝐵𝐵–модели, на случай распределений,
имеющих конечные моменты всех порядков (Stochastically Bounded Burstiness,
SBB)
𝑃
(︁
𝐴(𝑠, 𝑡) > 𝑚(𝑡− 𝑠) + 𝜆
)︁
6 𝜀(𝜆),
где функция 𝜀(𝜆) удовлетворяет свойствам:
1. 𝜀(𝜆) > 0 для всех 𝜆 > 0;
2. если 𝜆1 6 𝜆2, то 𝜀(𝜆1) > 𝜀(𝜆2);
3. 𝜀1(𝑥) =
∞∫︀
𝑥
𝜀(𝑢) 𝑑𝑢 ∈ ℱ для всех 𝜀 ∈ ℱ , где ℱ — класс всех неотрицательных,
невозрастающих функций на [0,∞).
К этому классу помимо 𝐸𝐵𝐵–моделей относятся самоподобные процессы, при-
ращения которых имеют легкие хвосты. В частности, для фрактального броунов-
ского движения справедлива оценка
𝑃
(︁
𝐴(𝑠, 𝑡) > 𝑚(𝑡− 𝑠) + 𝜆
)︁
6 𝐾𝑒−𝜃𝜆𝛼 ,
где 𝐾 > 0, 𝜃 > 0 и 0 < 𝛼 < 1 — некоторые константы.
Для описания самоподобного трафика, приращения которого имеют тяжелые
хвосты, 𝑆𝐵𝐵–модель не подходит, поскольку функция 𝜀(𝑥) = 𝐾𝑥−𝛼 /∈ ℱ . Следуя
[9], для произвольного стационарного самоподобного процесса положим
𝑃
(︁
𝐴(𝑠, 𝑡) > 𝒢(𝑡− 𝑠, 𝜆)
)︁
= 𝑃
(︁
𝐴(𝑠, 𝑡) > 𝑚(𝑡− 𝑠) + 𝜆(𝑡− 𝑠)𝐻
)︁
6 𝐾𝜆−𝛼, (4)
где𝐾 > 0,𝑚 > 0 — константы, 𝐻 ∈ (0, 1) — параметр Херста, 𝛼 ∈ (1, 2) — скорость
убывания хвоста распределения. В литературе модель (4) относят к классу 𝑔𝑆𝐵𝐵
(generalized SBB).
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Определение 10. Огибающая кривая (statistical sample-path envelope, sspe) для
{𝐴(𝑠, 𝑡)}𝑠6𝑡 есть неслучайная функция 𝒢(𝑡), такая, что для любых 𝑠, 𝑡 > 0 и
𝜆 > 0
𝑃
(︁
sup
𝑠6𝑡
{︀
𝐴(𝑠, 𝑡)− 𝒢(𝑡− 𝑠, 𝜆)}︀ > 0)︁ 6 𝜀(𝜆), (5)
где 𝜀(𝜆) — невозрастающая функция от 𝜆, удовлетворяющая условию
𝜀(𝜆) → 0, 𝜆→∞.
Построение соответствующих границ для 𝐸𝐵𝐵 и 𝑆𝐵𝐵–моделей описано в [4]
и [16]. Для моделей трафика с тяжелыми хвостами в [9] доказано, что
𝒢(𝑡, 𝜆) = 𝑟𝑡 + 𝜆, 𝜀(𝜆) = ̃︀𝐾𝜆−𝛼(1−𝐻),̃︀𝐾 = 𝐾
𝛼𝐻(1−𝐻) · inf1<𝛾< 𝑟𝑚
{︂(︁ 𝑟
𝛾
−𝑚
)︁−𝛼𝐻 𝛾𝛼𝐻(1−𝐻)
log 𝛾
}︂
,
(6)
где 𝑟 > 𝑚 — скорость обслуживания трафика.
3. Основной результат
3.1 Одномерный случай
Пусть агрегированная нагрузка 𝐴(𝑡), поступившая в систему на интервале
[0, 𝑡], 𝑡 > 0, описывается случайным процессом
𝐴(𝑡) := 𝑚𝑡 + (𝜎𝑚)
̃︀𝐻𝑋(𝑡), (7)
где 𝑚 > 0 — средняя скорость прибытия, 𝜎 — масштабный параметр,̃︀𝐻 = 𝐻/𝛼, 𝑋(𝑡) — фрактальное движение Леви, описанное выше.
Поступивший трафик обслуживается с постоянной скоростью 𝑟 > 𝑚, а буфер-
ная память неограничена. В этих условиях длина очереди
𝑄(𝑡) = sup
𝑠6𝑡
{︀
𝐴(𝑠, 𝑡)− 𝑟(𝑡− 𝑠)}︀ = sup
𝑠6𝑡
{︀
𝐴(𝑡)−𝐴(𝑠)− 𝑟(𝑡− 𝑠)}︀, 𝑡 > 0
является стационарным процессом.
Пусть нагрузка, поступающая в систему, ограничена. Тогда в силу (1) имеем
𝑃
(︁
𝐴(𝑡) > 𝑚𝑡 + 𝜆𝑡
̃︀𝐻)︁ = 𝑃 (︃(𝑍𝛼)𝐻𝑌 > 𝜆𝑡 ̃︀𝐻
(𝜎𝑚𝑡) ̃︀𝐻
)︃
6 𝐾 · 𝜆−𝛼/𝐻 , (8)
где 𝐾 = 𝐾(𝛼,𝐻, 𝜎,𝑚) ≈ 𝑐(𝛼,𝐻)𝜎𝑚. Данная граница справедлива для 𝜆 → ∞.
C практической точки зрения это и есть наиболее интересная область для иссле-
дования.
Используя подход, предложенный в [9], дискретизируем временную шкалу, по-
ложив 𝑥𝑘 = 𝜏𝛾
𝑘, 𝜏 > 0, 𝛾 > 1. Для 𝑡− 𝑥𝑘 6 𝑠 < 𝑡− 𝑥𝑘−1 имеем
𝐴(𝑠, 𝑡)− 𝑟(𝑡− 𝑠) 6 𝐴(𝑡− 𝑥𝑘, 𝑡)− 𝑟𝑥𝑘−1
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и, следовательно,
𝑄(𝑡) 6 sup
𝑘
{𝐴(𝑡− 𝑥𝑘, 𝑡)− 𝑟𝑥𝑘−1}.
Тогда
𝑃 (𝑄(𝑡) > 𝜆) 6 𝑃
(︁ ∞⋃︀
𝑘=−∞
{︀
𝐴(𝑡− 𝑥𝑘, 𝑡) > 𝜆 + 𝑟𝑥𝑘−1
}︀)︁
6
∞∑︀
𝑘=−∞
𝑃
(︁
𝐴(𝑡− 𝑥𝑘, 𝑡) > 𝜆 + 𝑟𝑥𝑘−1
)︁
=
∞∑︀
𝑘=−∞
𝑃
(︃
(𝑍𝛼)
𝐻𝑌 >
𝜆 + (𝑟/𝛾 −𝑚)𝑥𝑘
(𝜎𝑚𝑥𝑘)
̃︀𝐻
)︃
6
∞∑︀
𝑘=−∞
𝐾 ·
(︃
𝜆 + (𝑟/𝛾 −𝑚)𝑥𝑘
𝑥
̃︀𝐻
𝑘
)︃−𝛼/𝐻
.
Применяя лемму 4 из [9], получаем
∞∑︀
𝑘=−∞
𝐾 ·
(︃
𝜆 + ( 𝑟𝛾 −𝑚)𝑥𝑘
𝑥
̃︀𝐻
𝑘
)︃− 𝛼𝐻
6 1̃︀𝐻(1− ̃︀𝐻) ln 𝛾
∞∫︁
𝑧
𝐾 · 𝑥− 𝛼𝐻−1
⃒⃒⃒⃒
⃒𝑧= (𝑟/𝛾−𝑚)̃︁𝐻𝜆1−̃︁𝐻
𝛾?˜?(1−?˜?)
6
6 ̃︀𝐾 · 𝜆−(1− ̃︀𝐻)/ ̃︀𝐻 .
Минимизируя полученное выражение по 𝛾 ∈ (1, 𝑟/𝑚), находим оценку для кон-
станты
?˜? =
𝐾
1− ̃︀𝐻 inf1<𝛾< 𝑟𝑚
{︃
𝛾2− ̃︀𝐻
(𝑟 − 𝛾𝑚) ln 𝛾
}︃
.
Теорема 1. Для длины очереди в системе с неограниченным накопителем, по-
стоянной скоростью обслуживания и агрегированной нагрузкой, удовлетворяю-
щей условиям (7) и (8), справедливо соотношение
𝑃 (𝑄(𝑡) > 𝜆) 6 ̃︀𝐾 · 𝜆−(1− ̃︀𝐻)/ ̃︀𝐻 , 𝜆→∞,̃︀𝐾 = 𝐾
1− ̃︀𝐻 inf1<𝛾< 𝑟𝑚
{︃
𝛾2− ̃︀𝐻
(𝑟 − 𝛾𝑚) ln 𝛾
}︃
.
(9)
3.2 Многомерный случай
Рассмотрим систему массового обслуживания, в которую поступает нагрузка
по нескольким каналам. Величину нагрузки, поступившей по 𝑗–му каналу, опре-
делим по правилу:
𝐴𝑗(𝑡) := 𝑚𝑗𝑡 + (𝜎𝑗𝑚𝑗)
1/ ̃︀𝐻𝑗𝑋𝑗(𝑡) , 𝑗 = 1, 𝑑.
Векторный случайный процесс 𝑋(𝑡) =
(︀
𝑋1(𝑡), . . . , 𝑋𝑑(𝑡)
)︀
есть дробное движение
Леви с параметром Херста ̃︀𝐻 := 𝐻/𝛼 = (︀𝐻1/𝛼, . . . ,𝐻𝑑/𝛼)︀ и матрицей ковариа-
ций Σ = (𝜎𝑝𝑞), определенный выше. Мы полагаем, что скорость обслуживания
нагрузки в 𝑗–м канале постоянна и равна 𝑟𝑗 > 𝑚𝑗 , 𝑗 = 1, 𝑑, а накопители имеют
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неограниченный объем. Тогда величина загрузки 𝑗–го канала в момент времени
𝑡 ∈ 𝑅1 описывается стационарным процессом вида
𝑄𝑗(𝑡) = sup
𝑠6𝑡
(︀
𝐴𝑗(𝑡)−𝐴𝑗(𝑠)− 𝑟𝑗 · (𝑡− 𝑠)
)︀
, 𝑡 > 0.
Пусть, как и ранее, нагрузка, поступающая в систему по каждому из каналов,
ограничена, т.е.
𝑃
(︁
𝐴𝑗(𝑡) > 𝑚𝑗𝑡 + 𝜆𝑗𝑡
̃︀𝐻𝑗)︁ 6 𝐾𝑗 · 𝜆−𝛼/𝐻𝑗𝑗 , 𝜆𝑗 →∞,
где 𝐾𝑗 = 𝐾𝑗(𝛼,𝐻𝑗 , 𝜎𝑗 ,𝑚𝑗) ≈ 𝑐𝑗(𝛼,𝐻𝑗)𝜎𝑗𝑚𝑗 .
Положим 𝜆 = 𝜆1 + . . .+𝜆𝑑 и 𝐻
* = min
16𝑗6𝑑
{︁
1− ̃︀𝐻𝑗̃︀𝐻𝑗
}︁
. Нас будет интересовать веро-
ятность того, что в момент 𝑡 длина очереди хотя бы в одном из каналов превысит
некоторое критическое значение 𝜆𝑗 , 𝑗 = 1, 𝑑. Имеем
𝑃
(︁ 𝑑⋃︁
𝑗=1
{︀
𝑄𝑗(𝑡) > 𝜆𝑗
}︀)︁
6
𝑑∑︁
𝑗=1
𝑃
(︀
𝑄𝑗(𝑡) > 𝜆𝑗
)︀
6
𝑑∑︁
𝑗=1
̃︀𝐾𝑗 · 𝜆−(1− ̃︀𝐻𝑗)/ ̃︀𝐻𝑗𝑗 ,
где ̃︀𝐾𝑗 определены в (9).
Используя тот факт, что
𝐾𝜆−𝛽 6 𝐾𝛽′/𝛽𝜆−𝛽′ , 𝐾𝜆−𝛽 6 1, 𝛽′ < 𝛽
и
min
𝜆1+...+𝜆𝑑=𝜆
𝑑∑︁
𝑗=1
𝐾𝑗𝜆
−𝛽
𝑗 =
⎛⎝ 𝑑∑︁
𝑗=1
𝐾
1/(1+𝛽)
𝑗
⎞⎠1+𝛽 𝜆−𝛽 ,
окончательно получаем оценку
𝑃
(︁ 𝑑⋃︁
𝑗=1
{︀
𝑄𝑗(𝑡) > 𝜆𝑗
}︀)︁
6
⎛⎝ 𝑑∑︁
𝑗=1
𝐾
𝐻*̃︁𝐻𝑗
(1+𝐻*)(1−̃︁𝐻𝑗)
𝑗
⎞⎠1+𝐻
*
𝜆−𝐻
*
.
Теорема 2. В рамках описанной выше модели верхняя граница для вероятно-
сти того, что хотя бы в одном из каналов длина очереди в момент 𝑡 превысит
некоторое пороговое значение 𝜆𝑗, имеет следующий вид:
𝑃
(︁ 𝑑⋃︁
𝑗=1
{︀
𝑄𝑗(𝑡) > 𝜆𝑗
}︀)︁
6
⎛⎝ 𝑑∑︁
𝑗=1
̃︀𝐾 𝐻*̃︁𝐻𝑗(1+𝐻*)(1−̃︁𝐻𝑗)𝑗
⎞⎠1+𝐻
*
𝜆−𝐻
*
, 𝜆𝑗 →∞, 𝑘 = 1, 𝑑, (10)
где 𝜆 = 𝜆1 + . . . + 𝜆𝑑.
Заключение
На практике обычно интересуются стационарными длинами очередей, т.е. про-
цессами вида
𝑄𝑗(0) = sup
𝜏>0
(︀
𝐴𝑗(𝜏)− 𝑟𝑗 · 𝜏
)︀
.
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На их основе в работах [1] и [11] были получены нижние асимптотические гра-
ницы для вероятностей переполнения буфера для трафика, порожденного фрак-
тальным движением Леви.
Неасимптотические результаты (9) и (10) также полезны в практических при-
ложениях. В частности, их можно использовать для оценки распределения задер-
жек в обслуживании трафика.
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Markovian theory effectively used in modeling of text and voice transmis-
sion is not able to reflect the high variability of packet traffic coupled with
the presence of long memory. It leads to a substantial underestimation of
the network load and a very non–accurate estimation of performance mea-
sures. Hence the construction of more adequate models of data flows and
analysis of their properties remains a very important task. In this paper
we found a non–asymptotic upper bound for queue length in the infinite
buffer queue fed by a fractal Levy motion. The analysis follows a network
calculus approach where traffic is characterized by envelope functions and
do not assume a steady state, large buffer, or many sources regime.
Keywords: fractional Brownian motion, 𝛼–stable subordinator, self–
similar processes, envelope processes, queue length.
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