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Abstract
We consider the Widom-Rowlinson model on the lattice Zd in two versions, comparing the cases of
a hard-core repulsion and of a soft-core repulsion between particles carrying opposite signs. For both
versions we investigate their dynamical Gibbs-non-Gibbs transitions under an independent stochastic
symmetric spin-flip dynamics. While both models have a similar phase transition in the high-intensity
regime in equilibrium, we show that they behave differently under time-evolution: The time-evolved
soft-core model is Gibbs for small times and loses the Gibbs property for large enough times. By
contrast, the time-evolved hard-core model loses the Gibbs property immediately, and for asymmetric
intensities, shows a transition back to the Gibbsian regime at a sharp transition time.
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21 Introduction
Dynamical Gibbs-non-Gibbs transitions have attracted much attention over the last years. This started
from an investigation of the Ising model under a high-temperature Glauber time-evolution on the lattice
in [3]. It was found that, in zero external magnetic field, the Gibbs property is lost at a finite transition
time, after which the measure continues to be non-Gibbsian. The loss of the Gibbs property is indicated
by a very long-range (discontinuous) dependence of finite-volume conditional probabilities. When such
discontinuities occur they are related to a hidden phase transition of an internal system which provides a
mechanism to carry the influence of variations of boundary conditions over very long distances. As there
are model-dependent different mechanisms of such phase-transitions, also a variety of types of associated
Gibbs-non-Gibbs transitions may occur. For more related work on dynamical Gibbs-non-Gibbs transitions
in a Glauber-evolved Ising model, and beyond, see [5],[4],[20],[18].
The present paper is an essential piece in a series of investigations in which we study Gibbs-non-Gibbs
transitions of the Widom-Rowlinson model under stochastic spin-flip-dynamics in various geometries. The
Widom-Rowlinson model is, in its original form [23], a model for point particles in Euclidean space which
carry a plus-sign or a minus-sign, and which interact via a hardcore repulsion which forbids particles
of opposite sign to become closer than a fixed radius. It is one of the simplest continuum models for
which a phase transition has been proved [1], and analyzed. An investigation of the Euclidean hard-core
Widom-Rowlinson model under a stochastic spin-flip dynamics was given in [13, 14]. In this work a strong
form of non-Gibbsian behavior, which appears to be more severe than for instance in the case of the Ising
model, was found, including full measure discontinuities of the time-evolved conditional probabilities, and
an immediate loss of the Gibbs property. The latter is quite unusual for a lattice model, see however the
examples in mean-field [12], on a tree [2], and for a transformed measure not coming from a time-evolution
in [21]
Motivated by the strong anomalies which occur for the Widom-Rowlinson model in continuum, one
becomes interested in the behavior of the model in other geometries: as a mean-field model, on the lattice,
on a tree, on more general graphs, or in a long-range Kac-version. For a recent overview, see [19].
In the present paper we focus on the Widom-Rowlinson model on the integer lattice, where we treat
and compare two versions. The hard-core version comes with a hard-core constraint which forbids particles
of opposite sign to occupy neighboring lattice sites (see also [7, 11]), the soft-core version comes with a
soft constraint where such pairs of opposite signs are not strictly forbidden, only energetically disfavored
with a repulsion constant β. The soft-core model has a mean-field analogue which was analyzed in [16],
where the loss of the sequential Gibbs property under a stochastic independent spin-flip dynamics was
found, at a finite transition time. A closed solution for the equilibrium model was given and it was shown
that the sets of bad empirical measures (discontinuity points of a limiting specification kernel) consist of
finitely many curves which evolve with time. For the Widom-Rowlinson model on a Cayley tree so far
there are detailed equilibrium results (see [24] for the hard-core model, and [17] for the soft-core model),
but no dynamical results yet.
The remainder of the paper is organized as follows. In Section 2 we introduce equilibrium models,
time-evolution and state our results. In Section 3 and Section 4 the proofs are found. Theorem 2.2
of Subsection 2.1 ensures that both models have a phase transition in equilibrium, at sufficiently large
symmetric particle intensities. The proof relies on a Peierls argument which treats both models in a
unified way. In Subsection 2.2 we discuss the Dobrushin uniqueness theory in relation to our model, and
present regions in the parameter space of a priori measures and repulsion strength for which Dobrushin
uniqueness holds, see Theorem 2.6,2.7,2.8 and Figure 1. This is first described in an equilibrium setup,
but will later be used for the dynamical model. In Subsection 2.3 our results on dynamical Gibbs-
non-Gibbs transitions are presented, starting with the hard-core model. Theorem 2.12 gives a sharp
result for the hard-core model in the percolation regime, on the immediate loss of the Gibbs property
3with full-measure discontinuities. The proof relies on a cluster representation of single-site conditional
probabilities. Theorem 2.13 describes the weaker singularities in the non-percolation regime. In both cases
the Gibbs property for the asymmetric model is recovered after a sharp time which is stated in Theorem
2.9. In view of these two theorems the dynamical lattice hard-core model behaves as the corresponding
Euclidean hard-core model, but different to the lattice soft-core model, as the following results show.
Indeed, Theorem 2.14 asserts that for the lattice soft-core model there is a short-time Gibbsian behavior,
with a proof based on Dobrushin uniqueness. Theorems 2.15 and 2.16 give more sufficient criteria for
the Gibbs property. Theorem 2.17 on the opposite ensures large-time non-Gibbsianness, by an argument
which reduces the question to the corresponding statement for the dynamical Ising model for which it is
known to be true.
2 Setup and main-results
2.1 The hard-core and soft-core Widom-Rowlinson model and phase transition
We consider the single-state space E := {−1, 0, 1} and the site space Zd. The configuration space Ω := EZd
is equipped with the product σ-Field F given by the discrete topology on E. For a finite set Λ of Zd
we write Λ b Zd. By ΩΛ and FΛ we denote the restriction to some set Λ ⊂ Zd. For neighboring sites
i, j ∈ Zd, i.e. ‖i− j‖1 = 1, we write i ∼ j. By EbΛ := {{i, j} ⊂ Zd : Λ ∩ {i, j} 6= ∅ , i ∼ j} we denote the
set of bonds in Λ ∪ ∂Λ, where ∂Λ := {j ∈ Λ : i ∼ j for some i ∈ Λ} is the outer boundary of Λ.
If a function f : Ω→ R is FΛ-measurable for some Λ b Zd then f is called local function. A function
f is quasilocal on Ω if there exists a sequence of local functions (fn)n∈N with limn→∞ ‖f − fn‖∞ = 0.
A specification γ = (γΛ)ΛbZd is a family of probability kernel γΛ from FΛc to F which satisfy the
properness condition γΛ(B|·) = 1B(·) and the consistency condition γΛ(γ∆(A|·)|ω) = γΛ(A|ω), for all
∆ ⊂ Λ b Zd, ω ∈ Λc, A ∈ F and B ∈ FΛc . A specification is called quasilocal if for every Λ b Zd and
every quasilocal function f : Ω→ R the function
γΛ(f |·) :=
∫
Ω
γΛ(dω|·)f(ω)
is quasilocal. We say a measure µ on (Ω,F) is admitted by a specification γ if the DLR-equation
µ(A|FΛc)(·) = γΛ(A|·) µ-a.s.
holds for every Λ b Zd and A ∈ F . If µ is admitted by a quasilocal specification we call µ a Gibbs
measure. We define the set of all Gibbs measures for a quasilocal specification γ by G(γ). We say a phase
transition occurs if there are multiple Gibbs measures for a specification.
The interpretation of the spin state is as follows. If ωi = 0 we say that there is no particle at site i, if
|ωi| = 1 we say that a particle is present at i, where we interpret the value −1 as particle with a negative
spin, and +1 as a particle with positive spin. We are interested in a model with hard-core repulsion in
the sense that + and −-particle are not allowed to be nearest neighbors, and also a related model with
a soft-core repulsion where particles with different sign of the spin value can be nearest neighbors but it
will be punished by a parameter β > 0.
Definition 2.1. Let h ∈ R and β, λ > 0.
• The specification γhcλ,h for the discrete hard-core Widom-Rowlinson model with parameters h and λ
is defined via
γhcΛ,λ,h(ω|η) =
1
Zhcη
IhcΛ (ωΛηΛc) e
∑
i∈Λ log(λ)ω
2
i+hωi
where IhcΛ (ω) :=
∏
{i,j}∈EbΛ 1(ωiωj 6= −1), Λ b V is the hard-core restriction, ω ∈ ΩΛ and η ∈ ΩΛc.
4• The specification γscβ,λ,h for the discrete soft-core Widom-Rowlinson model with parameters β, λ and
h is defined via
γscΛ,β,λ,h(ω|η) =
1
Zscη
e−HΛ(ωΛηΛc )
where HΛ(ω) :=
∑
{i,j}∈EbΛ β1(ωiωj = −1)−
∑
i∈Λ log(λ)ω
2
i − hωi is the finite-volume Hamiltonian,
Λ b V , ω ∈ ΩΛ and η ∈ ΩΛc.
Zhcη and Z
sc
η are called partition functions and are chosen such that γ
hc
Λ,λ,h(·|η) and γscΛ,β,λ,h(·|η) are prob-
ability measures on (ΩΛ,FΛ)
The parameters of our models can be understood as external magnetic field h, particle intensity λ and
repulsion strength β. Another useful description is to work with an a priori measure α ∈ M1(E) where
all information about the single-site behavior is contained. The relation between the descriptions is given
by h = 12 log(
α(1)
α(−1)) and λ =
√
α(1)α(−1)
α(0) . The particles interact only if they are connected with a bond
hence both specifications are local and consequently quasilocal.
Remark. In literature the hard-core Widom-Rowlinson model is usually called discrete Widom-Rowlinson
model. We introduced the prefix hard-core just to distinguish between our two models. The name of the
second model is justified by the fact that limβ→∞ γscΛ,β,λ,h(·|η) = γhcΛ,λ,h(·|η).
For our models we have the following theorem concerning phase transition.
Theorem 2.2. Let d ≥ 2 and h = 0. There exist βc, λc > 0 such that for all β ≥ βc and λ ≥ λc the
soft-core Widom-Rowlinson model has a phase transition, i.e.
|G(γscβ,λ,0)| > 1.
We will prove this theorem by a Peierls argument. Since the Peierls constant turns out to be of the
form ρβ,λ =
min{β,log(λ)}
2d+1 we get a phase transition result for the hard-core model from the estimate for
the soft-core model.
Corollary 2.3. Let d ≥ 2 and h = 0. There exists λc > 0 such that for all λ ≥ λc the hard-core
Widom-Rowlinson model has a phase transition, i.e.
|G(γhcλ,0)| > 1.
That a phase transition occurs for the two dimensional hard-core model was already proven in [10]
with percolation methods.
2.2 Dobrushin condition
A crucial part in proving the short-time Gibbs property of the time-evolved model plays Dobrushin’s
uniqueness theorem. It gives a condition for absence of a phase transition and can be handled by discrete
computations and works for strong asymmetry (i.e. high external magnetic field) or weak interacting.
We will formulate this theory for connected locally finite graphs with infinite vertex set. Later results
for models on the graph Zd\{0} are needed. So let G = (V,K) be a locally finite graph with vertex set V
and edge set K. The construction of the DLR-formalism can be adapted to this setup. By Bi we denote
the degree of the vertex i, i.e. the number of edges which are connected to this vertex, and we define the
maximal degree B = supi∈V Bi.
5For the Dobrushin theorem we need the single-site kernels
γ0i (ωi|η) := γ{i}(ωi|ηV \{i}) , η ∈ ΩV , ωi ∈ E, i ∈ V,
of a specification γ where γ0i (·|η) is a measure only on the single-site space (E,F0). Via these kernels one
can define Dobrushin’s interdependence matrix
C(γ) := (Cij(γ))i,j∈V with
Cij(γ) := sup
η,ζ∈Ω: ηV \j=ζV \j
dTV (γ
0
i (·|η), γ0i (·|ζ)).
where dTV is the total variational distance on the space M1(E). The entries Cij measure how much the
single-site kernels depend on the boundary condition, if we change one site in it. If all Cij are small then
the model depends only weakly on the boundary condition.
Definition 2.4. Let γ be a specification. If the Dobrushin constant c(γ) := supi∈V
∑
j∈V Cij < 1 and γ
is quasilocal we say that γ satisfies Dobrushin’s condition.
Let `∞ the space of bounded sequences equipped with the uniform norm. Then one can see C(γ) as
a linear operator from `∞ → `∞. The Dobrushin condition can be rephrased with the operator norm
c(γ) = ‖C(γ)‖op < 1 and hence one can see this as an contradiction argument.
Theorem 2.5. Suppose (E,F0) is a standard Borel space. If a specification γ satisfies the Dobrushin
condition then |G(γ)| = 1.
Proof. See [8, Theorem 8.7]
Of course the space E = {−1, 0, 1} equipped with the discrete topology is standard Borel. In the
following it is easier to state the results for the α description. For the hard-core model we can give an
explicit regime for Dobrushin uniqueness.
Theorem 2.6. The hard-core Widom-Rowlinson specification satisfies Dobrushin’s condition iff
• B = 1 and α /∈ {δ1, δ−1},
• 2 ≤ B <∞ and max{α(−1), α(1)} < α(0)B−1 or
• B =∞ and α(0) = 1
In fig. 1d one can see the areas of Dobrushin uniqueness (blue) on the simplex of probability measures
on E. Since the boundary condition has more influence on the single-site behavior if B is large the regions
get smaller with increasing B.
For the soft-core model we can give a formula for the entries of Cij where we have to maximize over
a finite set (see Lemma 3.7). It turns out that the entries are given as fractions of quadratic polynomials
Q1(x,y)
Q2(x,y)
in two variables and we can reformulate the condition by requiring that all B-dependent quadratic
polynomials QB(x, y) := BQ1(x, y)−Q2(x, y) have to be smaller than 0 for Dobrushin uniqueness. Since
there only finitely many such polynomials the boundary of the Dobrushin uniqueness region on the simplex
is given by the boundary of finitely many level sets of the polynomials. If the interaction between particles
is small, i.e. β is small, the specification satisfies Dobrushin’s condition for every a priori measure α (see
fig. 1a).
Theorem 2.7. If βB < 2 then the specification of the soft-core model satisfies Dobrushin’s condition for
every choice of α ∈M1(E).
6(a) B = 4, β = 0.4 (b) B = 4, β = 1 (c) B = 4, β = 1.1 (d) B = 4, β =∞
Figure 1: Regions of Dobrushin uniqueness (blue) for the soft-core model (first three) and hard-core model
(last one).
Proof. This follows by Proposition 8.8 in [8].
In fig. 1b and 1c we see that around the measures with α(i) = 1, i ∈ {−1, 1}, there are small areas
of Dobrushin uniqueness. The existence of these small areas is one of the main ingredient to prove short-
time Gibbs for the time-evolved soft-core model. For  > 0 and i ∈ E we write U i := {α ∈ M1(E) :
dTV (α, δi) < } for an -neighborhood of α = δi.
Theorem 2.8. Assume B < ∞. Then for every β > 0 there exist neighborhoods U1 , U0 and U−1 such
that for every α ∈ ⋃i∈E U i the specification for the soft-core model satisfies Dobrushin’s condition.
2.3 Time-evolution
For the time-evolved model we consider a stochastic kernel which exchanges + and − spins with the same
rate independently at each site i ∈ Zd and there is no creation or erasing of a particle. Since the transition
is independent at each site it is enough to define the transition kernel for a single-site
pt(a, b) =
1
2
(1 + e−2t)1a=b6=0 +
1
2
(1− e−2t)1ab=−1 + 1a=b=0 (2.1)
where a, b ∈ E and t > 0. We write ω ∈ Ω for a configuration at time 0 and η ∈ Ω for one at time t. Let
µ be a Gibbs measure for the hard-core or soft-core model then the time-evolved measure at time t > 0
is defined via µt(f) =
∫
Ω
∫
Ω f(η)pt(ω, dη)µ(dω).
Whether the time-evolved measure is a Gibbs measure or not, depends on the existence of a quasilocal
specification for µt. For asymmetric α ∈ M1(E), i.e. α(1) 6= α(−1), we have the Gibbs property for the
time-evolved hard-core model, for large enough t, as we will describe now. By µ+ we denote the limiting
Gibbs measure µ+ := limΛ↑ γhcΛ,α(·|ω+) coming from the all-plus boundary condition.
Theorem 2.9. Let α ∈ M1(E) with α(1) > α(−1) and µ+ ∈ G(γhcα ). Then for all t > tG :=
1
2 log
(
α(1)+α(−1)
α(1)−α(−1)
)
the time-evolved measure µ+t is Gibbs.
It is conjectured that in the asymmetric model at time zero there is no phase transition and then all
time-evolved measures would be Gibbs for t > tG. Since the DLR-equation is formulated almost surely
one has to prove for non-Gibbsianness that all specifications for µt are non-quasilocal.
7Definition 2.10. Let γ be a specification on Zd with single-site spin state (E,F0). A configuration η ∈ Ω
is called bad for γ if there exist ∆ b Zd, a local function f and ζ1, ζ2 ∈ Ω such that
lim
Λ↑Zd
|γ∆(f |ηΛ\∆ζ1Λc)− γ∆(f |ηΛ\∆ζ2Λc)| > 0.
By [8] the existence of a bad configuration for a specification γ implies the non-quasilocality of γ.
For the time-evolved hard-core model we will prove that bad configurations exist by using a cluster
representation of the model.
Definition 2.11. Let ζ ∈ {0, 1}Zd. Then C ⊂ Zd is called a cluster (or connected component) if it is
connected, that is, if for all i, j ∈ C there exists a finite sequence i = i1, . . . , ik = j ∈ Zd with im+1 ∼ im
and ζm = 1, and C is maximal with this property. The set of all clusters for ζ is denoted by C(ζ).
Further define for a finite volume Λ b Zd, CΛ(ζΛζΛc) to be the set of clusters for ζ with C ∩ (Λ∪∂Λ) 6= ∅.
Denote by CΛc(ζ) the complement of CΛ(ζΛζΛc) in C(ζ).
This decomposition of C has the advantage that for fixed ζΛc the set CΛc(ζ) = CΛc(ζΛζΛc) does not
depend on ζΛ. Since all connected components of the time zero configuration have the same sign, a
connected component will be a cluster. We say the model is in a high intensity regime if for some Λ b Zd
the event {there exists an infinite cluster with Λ ∩ C 6= ∅} =: {Λ ↔ ∞} has positive probability under
µ ∈ G(γhcα ).
Theorem 2.12. Consider the asymmetric model α(−1) < α(1), in the high-intensity regime. Then the
time-evolved hard-core measure µ+t is non-Gibbs if 0 < t < tG.
Consider the symmetric model α(−1) = α(1), in the high-intensity regime. Then, for any translation-
invariant Gibbs measure as a starting measure, the time-evolved hard-core measure µt is non-Gibbs for
all t > 0.
In both cases the sets of bad configurations have full measure with respect to the time-evolved measure.
The last statement means that the set of bad configurations for any specification of the time-evolved
measure has probability one for the time-evolved measure. In the low intensity regime the time-evolved
model is also non-Gibbs but the bad configurations form a null set.
Theorem 2.13. Consider the asymmetric model α(−1) < α(1), in the low-intensity regime. Then the
time-evolved hard-core measure µ+t is non-Gibbs if 0 < t < tG.
Consider the symmetric model α(−1) = α(1), in the low-intensity regime. Then, for any translation-
invariant Gibbs measure as a starting measure, the time-evolved hard-core measure µt is non-Gibbs for
all t > 0.
In both cases the sets of bad configurations have zero measure with respect to the time-evolved measure.
In this case there exists an almost-surely quasilocal specification for the time-evolved measure and
we say µt is almost surely Gibbs. The time zero measure µ is Gibbs and immediately after starting the
time evolution it loses the Gibbs property. In the asymmetric model it recovers the Gibbs property after
some time. For the soft-core model the case is different. Here the model is short-time Gibbs and in a low
interaction regime it is Gibbs for all times t > 0.
Theorem 2.14. Let µ ∈ G(γscβ,α). For every β and every α ∈ M1(E) there exists a time t0(β, α) such
that µt is a Gibbs measure for all times t < t0(β, α).
Theorem 2.15. Let µ ∈ G(γscβ,α). If β < log(2d+12d−1) then the time-evolved measure µt is Gibbs for all
t > 0.
8For highly asymmetric α the model is Gibbs for large times.
Theorem 2.16. Let µ ∈ G(γscβ,α), U1 , U−1 the neighborhoods given by Theorem 2.8, and α ∈M1(E) such
that the probability measure α¯ with α¯(±1) = α(±1)α(1)+α(−1) is an element of U1 ∪ U−1 . Then there exists a
time t1(β, α) such that for all t > t1(β, α) the time-evolved measure is Gibbs.
But for symmetric α the checkerboard configuration ηcb is bad for the time-evolved measure and large
times t. Its defined via
ηcbi =
{
1 if
∑d
k=1 |ik| is even
−1 if ∑dk=1 |ik| is odd . (2.2)
Theorem 2.17. Let µ ∈ G(γscβ,α) and α ∈M1(E) symmetric. Then for large enough β and λ there exists
a time t2(β, α) such that η
cb is bad for the time-evolved measure for all times t > t2(β, α).
3 Proofs for the static models
3.1 Phase transition and Peierls argument
In this part we are only interested in models with no external magnetic field therefore we will not mention
the parameter h. The existence of a Gibbs measure for the soft-core model is given by the monotonicity
property of the single-site kernels of the specification γscβ,λ and the FKG-inequality. Even more one
can prove that there exist two special Gibbs measures which are translation invariant and are given by
limΛ↑Zd γscΛ,β,λ(·|η±) = µ±(·) where η± are the all-plus and all-minus configurations, respectively. For more
information about FKG-inequality see [9].
A Hamiltonian can also be defined via a potential φ. For the symmetric soft-core model it is given by
φ∆(ω) :=

β1(ωiωj = −1) if ∆ = {i, j} with i ∼ j
− log(λ)ω2i if ∆ = {i}
0 else
for ∆ b Zd and the Hamiltonian can be written as HΛ(ω) =
∑
∆bZd,Λ∩∆ 6=∅ φ∆(ω). For the Peierls
argument we need the definition of a ground state.
Definition 3.1. Two configurations ω, η ∈ Ω are equal up to a finite set, if there exists a finite set Λ ⊂ Zd
with ηΛc = ωΛc. This is denoted by ω
∞
= η.
For those pair of configurations the relative Hamiltonian is defined by Hφ(ω|η) =
∑
∆bV (φ∆(ω)−φ∆(η)).
If Hφ(ω|η) ≥ 0 for all ω ∞= η then η is called ground state.
A ground state admits the minimal energy for a Hamiltonian and every finite change of the configuration
increases the energy. The all-plus and all-minus configurations η± are the only periodic ground states for
the symmetric soft-core model which can be proven by [6, Lemma 7.4]. To specify the location of sites
which not coincide with the spin of a ground state we define the following set K.
Definition 3.2. A site i ∈ Zd is said to be correct if there exists a ground state η# with # ∈ {+,−} such
that ωj = η
#
i for all j ∈ {k | k ∼ i} ∪ {i}. Then the set of incorrect sites is defined by
K(ω) := {i ∈ Zd : i is incorrect for any ground state}.
With K one can give a lower bound for the relative Hamiltonian of a ground state and a configuration
which differs only on finitely many sites.
9Lemma 3.3. Let ω ∈ Ω be a configuration with ω ∞= η+ or ω ∞= η− then
Hφ(ω|η±) ≥ |K(ω)|min{β, log(λ)}
(2d+ 1)
.
Proof. We only prove it for η+. The key idea is to show that if i is incorrect then there exists a
∆ ∈ B˜(i) := {{i}} ∪ {{j} | j ∼ i} ∪ {{i, j} | j ∼ i}
such that φ∆(ω) > φ˜∆ := minω∈Ω φ∆(ω). Since η+ is a ground state it is easy to see that φ˜∆ = φ∆(η+) =
− log(λ)1|∆|=1 for all ∆ ⊂ Zd.
For ωi = 0 and ∆ = {i} the potential φ∆(ω) = 0 > − log(λ). If ωi = 1 two cases are possible. Either
there exists a j ∼ i with ωj = 0 or ωj = −1. For the first case set ∆ = {j} then ∆ ∈ B˜(i) and
φ∆(ω) = 0 > − log(λ). For the second case ∆ = {i, j} can be used because φ∆(ω) = β > 0. If the
configuration at site i is equal to minus we process the same as for the case where ωi = 1. It follows for
every set ∆ which is not in ∪i∈K(ω)B˜(i) that φ∆(ω)− φ˜∆ = 0. By this the relative Hamiltonian has the
form
Hφ(ω|η+) =
∑
∆∈∪i∈K(ω)B˜(i)
(φ∆(ω)− φ˜∆).
We know that for every i ∈ K(ω) there exists an ∆i ∈ B˜(i) with φ∆i(ω)− φ˜∆i > 0 and so we can say that
i contributes 12d+1 of the difference φ∆i(ω)− φ˜∆i . With this idea it follows that
Hφ(ω|η+) ≥
∑
i∈K(ω)
1
2d+ 1
(φ∆i(ω)− φ˜∆i) ≥ |K(ω)|

2d+ 1
,
where  = min{φ∆(ω)− φ˜∆ : φ∆(ω) > φ˜∆,∆ ∈ ∪i∈K(ω)B˜(i)} = min{β, log(λ)} and the lower bound has
been proven.
The constant ρ := ρβ,λ,d :=
min{β,log(λ)}
(2d+1) is called Peierls constant. For configurations ω
∞
= η± one can
write for every Λ b Zd that
γscΛ,β,λ(ω|η+) =
e|Λ| log(λ)e−Hφ(ω|η+)∑
ω∈ΩΛ e
|Λ| log(λ)e−Hφ(ω|η+)
=
e−Hφ(ω|η+)∑
ω∈ΩΛ e
−Hφ(ω|η+) .
To prove phase transition we want to show that γscΛ,β,λ({ω ∈ Ω : ω0 = {−1, 0}}|η+) < a(β, λ) with
limβ,λ→∞ a(β, λ) = 0. For this we split K(ω) into several parts.
We say a set Λ ⊂ Zd is connected if for all i, j ∈ Λ there exists a sequence i1 = i, . . . , in = j such that
ik ∼ ik+1 and ik ∈ Λ for all k ∈ {1, . . . , n−1}. Let W ⊂ Zd. A connected set Λ ⊂W is maximal if any set
∆ with W ⊃ ∆ ) Λ is disconnected. This implies that for every configuration ω ∞= η+ the set K(ω) can be
disassembled into maximal finite connected components κ¯1, . . . , κ¯k for some finite k. Furthermore every
κ¯j splits Zd again into a finite set of maximal connected components A0, A1, . . . , Ak with κ¯cj := ∪ki=0Ai.
There exists exactly one of the Ak which is unbounded and without loss of generality we say that A0 is
this set. The pair κ = (κ¯, ωκ¯) is called a contour of ω.
Lemma 3.4. For every Ak, which is defined by the decomposition given by some contour κ, we have
ωi = η
+
i for all i ∈ ∂Ak or ωi = η−i for all i ∈ ∂Ak.
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Proof. Define the dual set ∂inA := {i ∈ A : ∃j ∈ Ac with i ∼ j}. Then for every i ∈ ∂inAk there
exists a j ∈ ∂Ak with i ∼ j. The site i has to be correct for + or − otherwise it would be an element
of K(ω) and is connected to κ¯. This implies that ωi = ωj ∈ {−1, 1}. By this it is enough show that
if there exists a i ∈ ∂inAk with ωi = 1 then all site in ∂inAk are occupied with positive spin value. It
follows by the correctness of i that the configuration of every site m ∈ ∂inAk which is connected to i has
to be positive. The set Ak is not connected but for the maximal connected components of Ak, labeled
by Ak1 , . . . , Aks , it follows by [6, Appendix B.15] that there exists for every two sets Akl , Akl′ a path
i1 = i ∈ Akl , i2, . . . , in ∈ Akl′ where ωij = ωi for every j ∈ {1, . . . , n}. This concludes the proof.
With lab(Ak) we define the label of a set Ak and say the label is positive (resp. negative) if all i ∈ ∂Ak
are occupied by plus (resp. minus) spin values. The label of the unbounded set A0 of a decomposition
given by some κ is called the type of the contour.
The next lemma is one of the core idea of the proof. It combines the Peierls constant with the idea of
splitting the incorrect set into disjoint sets.
Lemma 3.5. Let Λ b Zd, ρ = min{β,log(λ)}(2d+1) the Peierls constant and κ∗ be some contour. Then
γscΛ,β,λ({ω ∈ Ω : κ¯∗ ∈ K(ω)}|η+) ≤ e−|κ¯
∗|ρ.
Proof. First note that the relative Hamiltonian for some ω
∞
= η+ can decomposed into Hφ(ω|η) =∑
κ¯∈K(ω)Hφ(ωκ¯ω+κ¯c |η+). Since we are only interested in configuration where κ¯∗ is an element of K(ω)
we can write
γscΛ,β,λ({ω : κ¯∗ ∈ K(ω)}|η+) = e−HΛ,β,λ(ωκ¯∗ |η
+)
∑
ω : κ¯∗∈K(ω)
∏
κ¯∈K(ω)\{κ¯∗} e
−HΛ,β,λ(ωκ¯|η+)∑
ω
∏
κ¯∈K(ω) e
−HΛ,β,λ(ωκ¯|η+)
≤ e−|κ¯∗|ρ
∑
ω : κ¯∗∈K(ω)
∏
κ¯∈K(ω)\{κ¯∗} e
−HΛ,β,λ(ωκ¯|η+)∑
ω
∏
κ¯∈K(ω) e
−HΛ,β,λ(ωκ¯|η+) .
It remains to show that
∑
ω : κ¯∗∈K(ω)
∏
κ¯∈K(ω)\{κ¯∗} e
−HΛ,β,λ(ωκ¯|η+)∑
ω
∏
κ¯∈K(ω) e
−HΛ,β,λ(ωκ¯|η+)
≤ 1. For this define the site-wise flip-function
by
F κ
∗
i (ω) =

ωi if i ∈ A0
type(κ∗) if i ∈ κ¯∗
ωi if i ∈ Aj for some j and lab(Aj) = type(κ∗)
−ωi if i ∈ Aj for some j and lab(Aj) 6= type(κ∗)
,
where {A0, A1, . . . , Ak} are given by the decomposition of K.
For a configuration ω with κ¯∗ ∈ K(ω) the function F κ∗ erases the contour κ∗ but leaves every other contour
unchanged beside a possible spin flip. Write F(κ∗) for the set of configurations where the contour κ∗ has
been removed. Since the relative Hamiltonian of the soft-core Widom-Rowlinson model is invariant under
spin flip we get
e−|κ¯
∗|ρ
∑
ω : κ¯∗∈K(ω)
∏
κ¯∈K(ω)\{κ¯∗} e
−HΛ,β,λ(ωκ¯|η+)∑
ω
∏
κ¯∈K(ω) e
−HΛ,β,λ(ωκ¯|η+) = e
−|κ¯∗|ρ
∑
ω∈F(κ∗)
∏
κ¯∈K(ω) e
−HΛ,β,λ(ωκ¯|η+)∑
ω
∏
κ¯∈K(ω) e
−HΛ,β,λ(ωκ¯|η+) .
The summation over ω ∈ F(κ∗) is a restriction with respect to sum over all configuration and the fraction
can be bounded by 1.
11
For configurations ω
∞
= η+ and ω0 = 0 or ω0 = −1 there exists necessarily a contour κ∗ which is
around the site 0. By this we can prove the next lemma.
Lemma 3.6. There exists a function a(β, λ) such that limβ,λ→∞ a(β, λ) = 0 and
γscΛ,β,λ({ω ∈ Ω : ω0 ∈ {−1, 0}}|η+) ≤ a(β, λ).
Proof. For a configuration ω with ω0 = −1 there are two cases. Either the site 0 is inside the interior of
a contour κ∗ or is an element of κ∗. If ω0 = 0 then the site 0 is an element of κ∗. By this we can bound
the measure by
γscΛ,β,λ({ω : ω0 ∈ {−1, 0}}|η+)
≤
∑
κ¯∗ : 0∈int(κ¯∗)
γscΛ,β,λ({ω : κ¯∗ ∈ K(ω)}|η+) +
∑
κ¯∗ : 0∈(κ¯∗)
κscΛ,β,λ({ω : κ¯∗ ∈ K(ω)}|η+)
≤
∑
κ¯∗ : 0∈int(κ¯∗)
e−|κ¯
∗|ρ +
∑
κ¯∗ : 0∈(κ¯∗)
e−|κ¯
∗|ρ
≤
∞∑
k=2d+1
(
∑
κ¯∗ : 0∈int(κ¯∗)
|κ¯∗|=k
e−|κ¯
∗|ρ +
∑
κ¯∗ : 0∈κ¯∗
|κ¯∗|=k
e−|κ¯
∗|ρ)
=
∞∑
k=2d+1
e−kρ(#{κ¯∗ : 0 ∈ int(κ¯∗) , |κ¯∗| = k}+ #{κ¯∗ : 0 ∈ κ¯∗ , |κ¯∗| = k})
≤
∞∑
k=2d+1
(e−kρ(k(2d)2k + (2d)2k)).
The last inequality follows by [6, Lemma 3.38]. As long as e−ρ(2d)2 is smaller than 1 the sum is finite
and it follows that
γscΛ,β,λ({ω : ω0 = {0,−1}}|η+) ≤
e−ρ(2d)2
(1− e−ρ(2d)2)2 +
1
1− e−ρ(2d)2 − 1.
Since ρ = min{β,log λ}2d+1 goes to infinity for β, λ→∞ the right hand side of the inequality goes to 0 and we
can define a(β, λ) := e
−ρ(2d)2
(1−e−ρ(2d)2)2 +
1
1−e−ρ(2d)2 − 1.
We are now able to prove the phase transition for the hard-core and soft-core model.
Proof of Theorem 2.2. Due to the ±-spin-flip symmetry of the soft-core model the non-existence of a
phase transition would imply that µ+(1(ω0 = ·)) = 0 since
µ+(1(ω0 = ·)) = lim
Λ↑Zd
γscΛ,β,λ(1(ω0 = ·)|η+) = − lim
Λ↑Zd
γscΛ,β,λ(1(ω0 = ·)|η−) = −µ−(1(ω0 = ·)).
Hence it is enough for the existence of a phase transition that µ+(1(ω0 = ·)) = limΛ↑Zd γscΛ,β,λ(1(ω0 =
·)|η+) > 0. A short calculation gives
γscΛ,β,λ(1(ω0 = ·)|η+) = 1− γscΛ,β,λ(ω0 ∈ {0,−1}|η+)− γscΛ,β,λ(ω0 = −1|η+)
and γscΛ,β,λ(ω0 = −1|η+) can be bounded by γscΛ,β,λ(ω0 ∈ {0,−1}|η+). This implies γscΛ,β,λ(ω0 = 1|η+) >
1 − 2a(β, λ) and since limβ,λ→∞ a(β, λ) = 0 there exists βc and λc such that a(β, λ) < 12 for all β ≥ βc
and λ ≥ λc.
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Proof of Corollary 2.3. By Lemma 3.6 we have for λ 7→ a(λ) = limβ→∞ a(β, λ) that
γhcΛ,β,λ({ω ∈ Ω : ω0 ∈ {−1, 0}}|η+) = lim
β→∞
γscΛ,β,λ({ω ∈ Ω : ω0 ∈ {−1, 0}}|η+) ≤ a(λ)
since the Peierls constant is given in terms of the minimum of log(λ) and β. By the arguments as in proof
of Theorem 2.2 the phase transition follows.
3.2 Regions of Dobrushin uniqueness
We start with the hard-core model.
Proof of Theorem 2.6. The single-site probability measures reduce to
γ0i (·|η) =
1(ωiηj 6= −1 : ∀j ∼ i)α(·)∑
ω˜∈{−1,0,1} 1(ω˜iηj 6= −1 : ∀j ∼ i)α(ω˜i)
.
Because of the hard-core restriction, there are only 4 different probability measures. The indicator
1(ωiηj 6= −1 : ∀j ∼ i) is equal to 0 if there exists one vertex j with ωiηj = −1 and it does not matter
if there are one or more vertices connected with i which have this property. In the following for shorter
notation 1 ∈ η means that there exists a vertex j with i ∼ j and ηj = 1, and similar for the other cases.
The 4 measures are:
γ0i (A|η) =

δ0(A), if 1 and − 1 ∈ η∑
k∈A α(k)∑
k∈E α(k)
, if η contains only 0∑
k∈A α(k)1{k 6=−1}∑
k∈{0,1} α(k)
if − 1 /∈ η and 1 ∈ η∑
k∈A α(k)1{k 6=1}∑
k∈{0,−1} α(k)
if 1 /∈ η and − 1 ∈ η
.
By pair-wise comparing of the 4 measures, except the first with the second one, the proof follows.
For the soft-core model the case is different. Here one have to care how many pluses and minuses are
in the boundary condition. Therefore we denote by η±i := |{j ∼ i : ωj = ±1}| the number of pluses and
minuses connected to the site i, respectively. The next lemma gives a representation for the Cij .
Lemma 3.7. Let i, j ∈ V with i ∼ j. In the soft-core Widom-Rowlinson model Cij is given by
Cij(γ
sc
β,α) = max{
max
0≤η+
i
+η−
i≤Bi−1
α(−1)(α(0)(e−βη+i − e−β(η+i +1)) + α(1)(e−β(η+i +η−i ) − e−β(η+i +η−i +1))
(α(0) + α(1)e−βη
−
i + α(−1)e−βη+i )(α(0) + α(1)e−βη−i + α(−1)e−β(η+i +1))
,
max
0≤η+
i
+η−
i≤Bi−1
α(1)(α(0)(e−βη
−
i − e−β(η−i +1)) + α(−1)(e−β(η+i +η−i ) − e−β(η+i +η−i +1))
(α(0) + α(1)e−βη
−
i + α(−1)e−βη+i )(α(0) + α(1)e−β(η−i +1) + α(−1)e−βη+i )
,
max
0≤η+
i
+η−
i
≤Bi
η−i >0
α(1)(α(0)(e−β(η
−
i −1) − e−βη−i ) + α(−1)(e−β(η+i +η−i −1) − e−β(η+i +η−i +1))1Ai(η+i , η−i )
(α(0) + α(1)e−βη
−
i + α(−1)e−βη+i )(α(0) + α(1)e−β(η−i −1) + α(−1)e−β(η+i +1))
,
max
0≤η+
i
+η−
i
≤Bi
η−i >0
α(−1)(α(0)(e−βη+i − e−β(η+i +1)) + α(1)(e−β(η+i +η−i −1) − e−β(η+i +η−i +1))1Aci (η+i , η−i )
(α(0) + α(1)e−βη
−
i + α(−1)e−βη+i )(α(0) + α(1)e−β(η−i −1) + α(−1)e−β(η+i +1))
}
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where Ai := {(a, b) ∈ {0, . . . , Bi}2 : α(1)α(−1)e−β(b−a−1) > 1}.
If i  j then Cij = 0.
Proof. Again the single-site probability-kernels reduce to
γ0i (·|η) =
e−β
∑
i∼j 1(ωiηj=−1)α(·)∑
ω˜∈{−1,0,1} e
−β∑i∼j 1(ω˜iηj=−1)α(ω˜) .
With the definitions of η±i one can write
γ0i ({0}|η) =
α(0)
α(0) + α(1)e−βη
−
i + α(−1)e−βη+i
,
γ0i ({1}|η) =
α(1)e−βη
−
i
α(0) + α(1)e−βη
−
i + α(−1)e−βη+i
,
γ0i ({−1}|η) =
α(−1)e−βη+i
α(0) + α(1)e−βη
−
i + α(−1)e−βη+i
.
To compute Cij we fix some boundary condition η. The second boundary condition ζ shall only differ
by one site. So only 3 interesting cases exist: 1) 0↔ 1 , 2) 0↔ −1 and 3) −1↔ 1, so far it is possible.
Since the total-variation distance is symmetric we only need to check one direction.
We will only consider the first case since the computation are similar for the other cases. This means
in the first case we change a 0 in the boundary condition η to a positive spin value to get the second
boundary condition ζ. Since only one site is different we have the relation ζ+i = η
+
i + 1 and ζ
−
i = η
−
i .
Hence
2dTV (γ
0
i (·|η), γ0i (·|ζ))
= α(0)
(
− 1
α(0) + α(1)e−βη
−
i + α(−1)e−βη+i
+
1
α(0) + α(1)e−βη
−
i + α(−1)e−β(η+i +1)
)
+ α(1)
(
− e
−βη−i
α(0) + α(1)e−βη
−
i + α(−1)e−βη+i
+
e−βη
−
i
α(0) + α(1)e−βη
−
i + α(−1)e−β(η+i +1)
)
+ α(−1)
(
e−βη
+
i
α(0) + α(1)e−βη
−
i + α(−1)e−βη+i
− e
−β(η+i +1)
α(0) + α(1)e−βη
−
i + α(−1)e−β(η+i +1)
)
= 2α(−1) α(0)(e
−βη+i − e−β(η+i +1)) + α(1)(e−β(η+i +η−i ) − e−β(η+i +η−i +1))
(α(0) + α(1)e−βη
−
i + α(−1)e−βη+i )(α(0) + α(1)e−βη−i + α(−1)e−β(η+i +1))
.
Since we have to ensure in order to change a 0 to a 1 that not all sites are occupied by a particle for the
boundary condition η. Therefore one have the restriction η+i + η
−
i ≤ Bi − 1.
The fractions in Lemma 3.7 do not depend on Bi. Hence we have for i, k ∈ V with Bk ≤ Bi some
monotonicity property Ckj(γ
sc
β,α) ≤ Cij(γscβ,α) since we take the four maximums over a larger set. For the
case B = ∞ the Dobrushin constant c(γscβ,α) is only finite for α ∈ {δ−1, δ0, δ0} with value 0. This is the
reason why we need graphs with finite B.
Proof of Theorem 2.8. Since B < ∞ the set Bdg := {k ∈ N : ∃i ∈ V s.t Bi = k} is finite and note
that Cij(γ
sc
β,α) does not depend on j for all j ∼ i. Hence the Dobrushin constant can be written as
supi∈V
∑
j∈V Cij(γ
sc
β,α) = maxk∈Bdg kCk(γ
sc
β,α) where Ck = Ci˜j with Bi˜ = k.
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Take some sequence (αn)n∈N in M1(E) with limit δ1, δ0 or δ−1. Since all maximizing for c(γscβ,α) is
taken over finite sets we can pull the limit through all of it. Hence we have only to care about the fractions
inside of the max. One can see that Ck(γ
sc
β,δl
) = 0 for all l ∈ E. This implies limn→∞ c(γscβ,αn) = 0 and
therefore the existence of the neighborhoods follows by continuity.
Later for the time-evolved model only a priori measures with α(0) = 0 are important and for those
measures the fractions in Lemma 3.7 are easier to handle. To analyze this case we introduce the function
g(β,B) := −e−βB
(
e2β(1−B) +B + 1 +
√
(e2β − e2βB +B + 1)2 − 4e2β
)
(3.1)
which is related to the zeros of the polynomials mentioned after Theorem 2.6. As long as β < log(B+1B−1)
non of the polynomials have real roots and consequently they are strictly smaller than 0.
Corollary 3.8. Let α ∈ M1(E) with α(0) = 0 and B < ∞. If β ≥ log(B+1B−1) and max{α(1), α(−1)} >
2
2+g(β,B) then c(γ
sc
β,α) < 1. Furthermore, if β < log(
B+1
B−1) then c(γ
sc
β,α) < 1 for all α with α(0) = 0.
The last part implies that for small β every soft-core model with α(0) = 0 satisfies the Dobrushin condi-
tion. This bound is slightly better than what we get by an application of Theorem 2.7 since log(B+1B−1) >
2
B
for all B > 1.
Proof. For α(0) = 0 we can sum the third and fourth fraction in Lemma 3.7 because they differ only on
terms which are multiplied by α(0). Because of the monotonicity we need only to check that BiCij is
smaller than one for i with Bi = B. The above mentioned polynomials are now quadratic in one variable
and the leading coefficient is negative. One can show that only the third fraction is important, one time
with η+i = B − 1 and η−i = 1, and second time with η+i = 0 and η−i = B. By this the result follows by an
easy but long computation.
4 Proofs for the time-evolved models
We will use different methods to analyze the two models. The already mentioned cluster representation for
the hard-core model and for the soft-core model a method involving the restricted constrained first-layer
model explicitly. The first-layer corresponds to the model at time 0 and the second layer corresponds to
the time-evolved model. We need to find a quasilocal specification for the time-evolved measure and a
good starting point is to combine the specifications for the starting measures with the transition kernel
pt. We concentrate only on the hard-core case for a moment but all ideas work also for the soft-core
specification. Let ω ∈ Ω, α ∈ M1(E), Λ b Zd and t > 0 then γωΛ,α,t(dη) := γhcΛ,α(
∏
i∈Λ pt(·i, dηi)|ωΛc)
defines a probability measure on (Ω,F) at time t. Next we introduce a second finite volume ∆ b Zd
which is contained in Λ and a boundary condition η˜ ∈ Ω. Since γωΛ,α,t is a probability measure on a finite
space we can define
γωΛ,∆,α,t(f |η˜) := γωΛ,α,t(f |η˜∆c) =
∑
η∆∈Ω∆ f(η∆η˜∆c)γ
hc
Λ,α(
∏
i∈Λ\∆ pt(·i, η˜i)
∏
i∈∆ pt(·i, ηi)|ωΛc)
γhcΛ,α(
∏
i∈Λ\∆ pt(·i, η˜i)|ωΛc)
where f : Ω→ R is a bounded measurable function.
If the limit limΛ↑Zd γωΛ,∆,α,t(f |η˜) exists and does not depend on ω for all ∆ b Zd and all boundary
conditions η˜ the resulting probability kernel is a good candidate to provide a specification for the time-
evolved measure. We start with the soft-core model.
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4.1 Short-time Gibbs for the soft-core model
The idea of the proof relies on an uniform Dobrushin condition for the restricted constrained first-layer
model which is a model at time 0 with a constraint η coming from time t. We extend the approach of
[22] where only transformation kernels are investigated which are strictly positive.
Definition 4.1. Let Λ b Zd and i ∈ Zd then the i-restricted constrained first-layer model of the soft-core
Widom-Rowlinson model is defined by
γiΛ,t[η](ωΛ\i|ω¯) =
e−H
i
Λ(ωΛ\iω¯Λc )
∏
j∈Λ\i pt(ωj , ηj)α(ωj)∑
ω˜Λ\i∈EΛ\i e
−HiΛ(ω˜Λ\iω¯Λc )∏
j∈Λ\i pt(ω˜j , ηj)α(ω˜j)
where HiΛ(ω) =
∑
{k,j}∈EbΛ Φ
i
{k,j}(ω) with Φ
i
{k,j}(ω) = Φ{k,j}(ω)1i∩{k,j}=∅.
One can check that γiΛ,t defines a quasilocal specification on the graph Zd\{i} since the Hamiltonian
has finite range and
∏
j∈Λ\i pt depends only on the sites inside of Λ\i.
Theorem 4.2. Let i ∈ Zd. Then there exists a time t0(β, α) > 0 such that for all t < t0(β, α) and η ∈ Ω
the i-restricted constrained first-layer model satisfies the Dobrushin condition uniformly in η.
Proof. Since the specification is quasilocal we have only to check the condition c¯i,t := supη∈Ω c¯i,t[η] < 1
where
c¯i,t[η] := sup
i0∈Zd\{i}
∑
k∈Zd\{i}
C¯η,ii0k,t
with
C¯η,ii0k,t := sup
ω,ω¯∈ΩZd\{i},ωkc=ω¯kc
dTV (γ
i
i0,t[η](·|ω), γii0,t[η](·|ω¯)).
Note that C¯η,ii0k,t is equal to zero if i0 and k are not nearest neighbor and consequently C¯
η,i
i0k,t
does not
depend on k. This implies that c¯i,t[η] = supi0∈Zd\{i}
∑
k∼i0 C¯
η,i
i0k,t
. The η-dependence in C¯η,ii0k,t occurs only
at the site i0. Hence it is useful to split the proof with respect to the possible values of ηi0 and we can
write C¯η,ii0k,t = C¯
ηi0 ,i
i0k,t
. We start with ηi0 = 1 and obtain in this case
γii0,t[η](ωi0 |ω) =

e
−βω−,i
i0 pt(1,1)α(1)∑
ω˜i∈{−1,1} e
−∑j∼i0,j 6=i β1(ω˜iωj=−1)pt(ω˜i,1)α(ω˜i) if ωi0 = 1
0 if ωi0 = 0
e
−βω+,i
i0 pt(−1,1)α(−1)∑
ω˜i∈{−1,1} e
−∑j∼i0,j 6=i β1(ω˜iωj=−1)pt(ω˜i,1)α(ω˜i) if ωi0 = −1
where ω±,ii0 (ω) := |{j ∈ Zd\{i} : j ∼ i0 , ωj = ±1}|. Multiplying numerator and denominator by
1
pt(1,1)α(1)+pt(−1,1)α(−1) yields
γii0,t[η](ωi0 |ω) =

e
−βω−,i
i0 α˜1t (1)∑
ω˜i0
∈{−1,1} e
−∑j∼i0,j 6=i β1(ω˜iωj=−1)α˜1t (ω˜i0 ) if ωi0 = 1
0 if ωi0 = 0
e
−βω+,i
i0 α˜1t (−1)∑
ω˜i0
∈{−1,1} e
−∑j∼i0,j 6=i β1(ω˜iωj=−1)α˜1t (ω˜i0 ) if ωi0 = −1
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where
α˜
ηj
t (ωj) :=
pt(ωj , ηj)α(ωj)
pt(1, ηj)α(1) + pt(0, ηj)α(1) + pt(−1, ηj)α(−1) .
Obviously α˜
ηj
t is a probability measure on E. This implies that we are in the same situation for the
single-site kernels as in Section 3.2 with the locally finite graph Zd\{i}. Since limt→0 α˜1t (1) = 1 Theorem
2.8 implies that there exists a t˜0 > 0 such that for all t < t˜0 the C¯
1,i
i0k,t
are smaller then 12d . Similarly
it follows for ηi0 = −1 that there exists a t¯0 such that for all t < t¯0 the C¯−1,ii0k,t are smaller then 12d . For
ηi0 = 0 follows that γ
i
i0,t
[η](ωi0 |ω) = δ0(ωi0) and this implies C¯0,ii0k,t = 0 since it does not depend on the
boundary condition.
A further look reveals that the only i0-dependence of C¯
±,i
i¯0k,t
comes from the two cases that i0 and i are
nearest neighbors in Zd, or not. But by the comment after Lemma 3.7 we have C¯±1,i
i˜0k,t
≤ C¯±1,i
i¯0k,t
where
i˜0 is a neighbor of i in Zd and i¯0 is not. With t0 = min{t˜0, t¯0} it follows that for all t < t0 we have
max{C¯1,ii0k,t, C¯
−1,i
i0k,t
} < 12d . With this bound we can show that
c¯i,t ≤ sup
η∈Ω
sup
i0∈Zd\{i}
2dC¯η,ii0k,t < 2dmax{C¯
1,i
i0k,t
, C¯−1,ii0k,t} < 1
which implies Dobrushin uniqueness uniformly in η ∈ Ω.
Corollary 4.3. For all α ∈ M1(E), η ∈ Ω and β > 0 there exists an t0(β, α) > 0 such that for all
t < t0(β, α) and i ∈ Zd we have local convergence of γiΛ,t[η](·|ω¯) with limit µiic,t[η] where this measure
is the unique Gibbs measure for the i-restricted constrained first-layer model. Moreover, η 7→ µiic,t[η] is
measurable w.r.t. the evaluation σ-algebra.
Proof. The convergence follows by [8, Proposition 7.11] since there exists a unique Gibbs measure by the
Dobrushin uniqueness Theorem.
For the last part, by standard arguments it suffices to show that η 7→ µiic,t[η](A) is a measurable
function for all local events A. Now, for arbitrary η-independent boundary condition ω¯ we have that
µiic,t[η](A) = limΛ↑Zd γ
i
Λ,t[η](A|ω¯) is measurable as limit of the measurable functions η 7→ γiΛ,t[η](A|ω¯)
which take only finely many values
Corollary 4.3 remains true if we replace i with some ∆ b Zd and write
γ∆Λ,t[η](ωΛ\∆|ω¯) =
e−H
∆
Λ (ωΛ\∆ω¯Λc )
∏
j∈Λ\∆ pt(ωj , ηj)α(ωj)∑
ω˜Λ\∆∈{−1,0,1}Λ\∆ e
−H∆Λ (ω˜Λ\∆ω¯Λc )∏
j∈Λ\∆ pt(ω˜j , ηj)α(ωj)
where the ∆-restricted Hamiltonian is defined by H∆Λ (ω) =
∑
{k,j}∈EbΛ Φ
∆
{k,j}(ω) with the ∆-restricted
potential Φ∆{k,j}(ω) = Φ{k,j}(ω)1∆∩{k,j}=∅. Furthermore, t0 is uniformly in ∆ since thinning of the graph
improves the Dobrushin constant.
The reason why we look at the restricted constrained model is that with its help we can easily rewrite
γω¯t,Λ,∆,α,β and show that it has a infinite-volume limit as Λ ↑ Zd.
Lemma 4.4. Let Λ b Zd, with |Λ| ≥ 2, α ∈ M1(E) and β > 0. Then for every ∆ ⊂ Λ and every
boundary condition ω¯ ∈ Ω at time 0 and boundary condition η ∈ Ω the conditional probability γω¯t,Λ,∆,α,β
can be rewritten as
γω¯Λ,∆,α,β,t(η∆|ηΛ\∆) =
∑
ωΛ\∆∈ΩΛ\i γ
∆
Λ,t[η](ωΛ\∆|ω¯)
∑
ω∆∈Ω∆ e
−H∆(ωΛω¯Λc )∏
i∈∆ pt(ωi, ηi)α(ωi)∑
ωΛ\∆∈ΩΛ\∆ γ
∆
Λ,t[η](ωΛ\∆|ω¯)
∑
ω∆∈Ω∆ e
−H∆(ωΛω¯Λc )∏
i∈∆ α(ωi)
.
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Proof. Splitting the Hamiltonian HΛ(ωΛωΛc) = H∆Λ (ωΛ\∆ωΛc)+H∆(ωΛωΛc) and the sum in the definition
of γω¯t,Λ,∆,α,β(η∆|ηΛ\∆) over ΩΛ into one over ΩΛ\∆ and one over Ω∆ gives the desired result.
Lemma 4.5. Let α ∈ M1(E), η ∈ Ω and β > 0. Then there exists a t0(β, α) > 0 such that for all
t < t0(β, α), all ∆ b Zd and all local bounded functions f : Ω→ R it follows that
lim
Λ↑Zd
γω¯Λ,∆,α,β,t(f |ηΛ\∆) = γ∆,α,β,t(f |η∆c).
with
γt,∆,α,β(η∆|η∆c) =
∫
Ω∆c
µ∆c,t[η∆c ](dω∆c)
∑
ω∆∈Ω∆ e
−H∆(ω∆ω∆c )∏
i∈∆ pt(ωi, ηi)α(ωi)∫
Ω∆c
µ∆c,t[η∆c ](dω∆c)
∑
ω∆∈Ω∆ e
−H∆(ω∆ω∆c )∏
i∈∆ α(ωi)
.
where µ∆c [η∆c ] is the unique limit for the ∆-restricted constrained first-layer model.
Proof. First we choose t0 small enough such that the ∆-restricted constrained first-layer model satisfies
the condition of Theorem 4.2 and consequently by Corollary 4.3 we have that limΛ↑Zd γ∆Λ,t[η](ωΛ\∆|ω¯)(g) =
µ∆c [η∆c ](g) for all local bounded function g : Ω∆c → R. For some local bounded function f : Ω → R
define the function
gω¯∆,Λ(ω∆c , η) =
∑
ω∆∈Ω∆
e−H∆(ωΛω¯Λc )
∏
i∈∆
pt(ωi, ηi)α(ωi)f(η).
Since the Hamiltonian has only finite range we can choose Λ big enough such that gω¯∆,Λ is independent of
Λ and write
gω¯∆,Λ(ω∆c , η) = g∆(ω∆c , η) =
∑
ω∆∈Ω∆
e−H∆(ω∆ω∆c )
∏
i∈∆
pt(ωi, ηi)α(ωi)f(η).
Additionally, the finite range property implies that g∆ is a local function in ω and in η such that we can
rewrite
γω¯t,Λ,∆,α,β(f |ηΛ\∆)
=
∑
η˜∆∈Ω∆
∑
ωΛ\∆∈ΩΛ\∆ γ
∆
Λ,t[η](ωΛ\∆|ω¯)
∑
ω∆∈Ω∆ e
−H∆(ωΛω¯Λc )∏
i∈∆ pt(ωi, ηi)α(ωi)f(η˜∆η∆c)∑
ωΛ\∆∈ΩΛ\∆ γ
∆
Λ,t[η](ωΛ\∆|ω¯)
∑
ω∆∈Ω∆ e
−H∆(ωΛω¯Λc )∏
i∈∆ α(ωi)
=
∑
η˜∆∈Ω∆
γ∆Λ,t[η](g∆(·, η˜∆η∆c)|ω¯)
γ∆Λ,t[η](
∑
ω∆∈Ω∆ e
−H∆(ω∆·∆c )∏
i∈∆ α(ωi)|ω¯)
.
By taking the limit and with the help of Corollary 4.3 the proof is finished.
For the proof of short-time Gibbsianness we need the Dobrushin comparison Theorem which gives a
bound on the difference of two Gibbs measure where one of them is admitted by some specification which
satisfies the Dobrushin condition.
Theorem 4.6. Let γ and γ˜ be two specifications. Suppose γ satisfies the Dobrushin condition. For each
i ∈ Zd we let bi be a measurable function on Ω such that
dTV (γ
0
i (·|ω), γ˜0i (·|ω)) ≤ bi(ω)
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for all ω ∈ Ω. If µ ∈ G(γ) and µ˜ ∈ G(γ˜) then for all quasilocal bounded functions f : Ω→ R
|µ(f)− µ˜(f)| ≤
∑
i,j∈Zd
δi(f)Dijµ˜(bj)
where δi(f) = sup η,ω∈Ω
ηZd\{i}=ωZd\{i}
|f(η)−f(ω)| and D := (Dij)i,j∈Zd :=
∑∞
n=0C
n. Here Cn is the n’th power
of Dobrushin’s interdependence matrix given by γ.
Actually this theorem is one of the ingredients to prove the Dobrushin uniqueness Theorem. It
follows directly that there is at most one measure which is admitted by a specification which satisfies the
Dobrushin condition. Assume that there exists two measures µ, µ˜ ∈ G(γ) and γ is specification which
satisfies the Dobrushin condition then |µ(f)− µ˜(f)| = 0 for every local bounded function f since bi ≡ 0.
This implies µ = µ˜. We will use this theorem a bit differently now.
Lemma 4.7. Let α ∈ M1(E), β > 0 and suppose µ is an arbitrary Gibbs measure for the soft-core
Widom-Rowlinson model then there exists a time t0(β, α) > 0 such that for t < t0 the time-evolved
measure µt is admitted by the specification (γ∆,α,β,t)∆bZd.
Proof. It suffices to prove the lemma for extremal starting Gibbs measure ν since by the extremal decom-
position µ =
∫
exG(γscβ,α) ν wµ(dν) we have µt =
∫
exG(γscβ,α) νt wµ(dν). For more information about the ex-
tremal decomposition see [8, Chapter 7.3]. Let f be a F∆-measurable bounded function. For ∆ b Zd it fol-
lows by the extremality of ν that there exists a boundary condition ω¯ ∈ Ω with ν(f) = limΛ↑Zd γscΛ,β,a(f |ω¯).
Hence we have
νt(f) = ν(pt(f)) = lim
Λ↑Zd
γω¯Λ,α,β,t(f) = lim
Λ↑Zd
γω¯Λ,α,β,t(γ
ω¯
Λ,∆,α,β,t(f |·Λ\∆)).
Let Γ be a third finite subset of Zd with ∆ ⊂ Γ which allows us to estimate
|µt(f − γ∆,α,β,t(f |·∆c))|
≤ |µt(f − γω¯Γ,∆,α,β,t(f |·Γ\∆))|+ |µt(γω¯Γ,∆,α,β,t(f |·Γ\∆)− γ∆,α,β,t(f |·∆c))|
≤ |µt(f − γω¯Γ,∆,α,β,t(f |·Γ\∆))|+ ‖γω¯Γ,∆,α,β,t(f |·Γ\∆)− γ∆,α,β,t(f |·∆c)‖
= lim
Λ↑Zd
|γω¯Λ,α,β,t(f − γω¯Γ,∆,α,β,t(f |·Γ\∆))|+ ‖γω¯Γ,∆,α,β,t(f |·Γ\∆)− γ∆,α,β,t(f |·∆c)‖
≤ lim sup
Λ↑Zd
‖γω¯Λ,∆,α,β,t(f |·Λ\∆)− γω¯Γ,∆,α,β,t(f |·Γ\∆)‖+ ‖γω¯Γ,∆,α,β,t(f |·Γ\∆)− γ∆,α,β,t(f |·∆c)‖
≤ lim sup
Λ↑Zd
‖γω¯Λ,∆,α,β,t(f |·Λ\∆)− γ∆,α,β,t(f |·∆c)‖+ 2‖γω¯Γ,∆,α,β,t(f |·Γ\∆)− γ∆,α,β,t(f |·∆c)‖
where ‖γω¯Λ,∆,α,β,t(f |·Λ\∆)− γ∆,α,β,t(f |·∆c)‖ = supη∈Ω |γω¯Λ,∆,α,β,t(f |ηΛ\∆)− γ∆,α,β,t(f |η∆c)|. By this bound
it is enough to show that ‖γω¯Λ,∆,α,β,t(f |·Λ\∆) − γ∆,α,β,t(f |·∆c)‖ will be arbitrarily small if Λ is growing.
For this we introduce the functions
h1(ωΛ\∆ωΛc , η∆) =
∑
ω∆∈Ω∆
e−H∆(ω∆ω∆c )
∏
i∈∆
pt(ωi, ηi)α(ωi)
and
h2(ωΛ\∆ωΛc) =
∑
ω∆∈Ω∆
e−H∆(ω∆ω∆c )
∏
i∈∆
α(ωi)
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such that we can write
|γω¯Λ,∆,α,β,t(f |ηΛ\∆)− γ∆,α,β,t(f |η∆c)| =
∣∣∣∣∣∣
∑
η∆∈Ω∆
γ∆Λ,t[η](f(η∆)h1(·, η∆)|ω¯)
γ∆Λ,t[η](h2|ω¯)
− µ∆c,t[η](f(η∆)h1(·, η∆))
µ∆c,t[η](h2)
∣∣∣∣∣∣ .
Adding and subtracting a suitable middle term gives the bound
|γω¯Λ,∆,α,β,t(f |ηΛ\∆)− γ∆,α,β,t(f |η∆c)|
≤
∣∣∣∣∣∣
∑
η∆∈Ω∆
γ∆Λ,t[η](f(η∆)h1(·, η∆)|ω¯)
γ∆Λ,t[η](h2|ω¯)
− γ
∆
Λ,t[η](f(η∆)h1(·, η∆)|ω¯) γ∆Λ,t[η](h2|ω¯)
γ∆Λ,t[η](h2|ω¯) µ∆c,t[η](h2)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
η∆∈Ω∆
γ∆Λ,t[η](f(η∆)h1(·, η∆)|ω¯) γ∆Λ,t[η](h2|ω¯)
γ∆Λ,t[η](h2|ω¯) µ∆c,t[η](h2)
− µ∆c,t[η](f(η∆)h1(·, η∆))
µ∆c,t[η](h2)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
η∆∈Ω∆
γ∆Λ,t[η](f(η∆)h1(·, η∆)|ω¯)
µ∆c,t[η](h2)− γ∆Λ,t[η](h2|ω¯)
γ∆Λ,t[η](h2|ω¯) µ∆c,t[η](h2)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
η∆∈Ω∆
γ∆Λ,t[η](f(η∆)h1(·, η∆)|ω¯)− µ∆c,t[η](f(η∆)h1(·, η∆))
µ∆c,t[η](h2)
∣∣∣∣∣∣
≤ ‖f‖∞
µ∆c,t[η](h2)
(∣∣µ∆c,t[η](h2)− γ∆Λ,t[η](h2|ω¯)∣∣+ ∑
η∆∈Ω∆
∣∣µ∆c,t[η](h1(·, η∆))− γ∆Λ,t[η](h1(·, η∆)|ω¯)∣∣
)
.
Note that the mapping η 7→ µ∆c,t[η](h2) is F∆c-measurable. We have shown that µ∆c,t[η] is admitted by
the specification (γ∆Λ,t[η])Λb(Zd\∆) which satisfies for small t the Dobrushin condition. We can interpret
γ∆Λ,t[η](·|ω¯) to be a measure admitted by the specification (γ∆Λ∩Λ1,t[η])Λ1b(Zd\∆). Thus the single-site
specifications γ∆Λ∩{i},t[η], γ
∆
{i},t[η] are equal whenever i ∈ Λ and the total variation can be bounded by 1
in the case where i /∈ Λ. It follows from the Dobrushin comparison Theorem that
|γω¯Λ,∆,α,β,t(f |ηΛ\∆)− γ∆,α,β,t(f |η∆c)| ≤
‖f‖∞
µ∆c,t[η](h2)
∑
i∈Zd\∆
[
δi(h2) +
∑
η∆∈Ω∆
δi(h1(·, η∆))
] ∑
j∈Λc
Dij
where Dij is given by the Dobrushin interdependence matrix of the restricted constrained first-layer
model. Since the sum
∑
j∈Λc Dij is finite for every i and the i-sum is finite as h2 is a local function it
follows that
lim
Λ↑Zd
|γω¯Λ,∆,α,β,t(f |ηΛ\∆)− γ∆,α,β,t(f |η∆c)| = 0.
Taking Γ ↑ Zd and using the same arguments as for Λ the DLR-equation is proven.
The last part for proving short-time Gibbsianness is to show that γ∆,α,β,t is quasilocal for small t. For
this the Dobrushin comparison Theorem will be again a helpful tool.
Lemma 4.8. Let α ∈ M1(E) and β > 0. Then there exists a t0(β, α) such that for all t < t0(β, α) the
specification (γ∆,α,β,t)∆bZd is quasilocal.
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Proof. An equivalent condition for quasilocality is to show that for all local bounded functions f and all
∆ b Zd
lim
Λ↑Zd
sup
η,η¯∈Ω
ηΛ=η¯Λ
|γ∆,α,β,t(f |η)− γ∆,α,β,t(f |ηΛη¯Λc)| = 0.
First we choose Λ big enough such that f is FΛ-measurable and ∆ ⊂ Λ. Then we can use the same
arguments as in the proof of Lemma 4.7 to get
|γ∆,α,β,t(f |η)− γ∆,α,β,t(f |ηΛη¯Λc)|
≤ ‖f‖∞
µ∆c,t[η](h2)
(
|µ∆c,t[η](h2)− µ∆c,t[ηΛη¯Λc ](h2)|+
∑
η˜∆∈Ω∆
|µ∆c,t[η](h1(·, η˜∆))− µ∆c,t[ηΛη¯Λc ](h1(·, η˜∆))|
)
.
Now we can choose t0 small enough such that the specification of the restricted constrained first-layer
model satisfies the Dobrushin condition. Again we are in the situation where the Dobrushin comparison
Theorem will be helpful. This time we have to compare the single-site kernels of the specifications
(γ∆Λ,t[η])ΛbZd\∆ and (γ
∆
Λ,t[ηΛη¯Λc ])ΛbZd\∆ in total variational distance which coincide if i ∈ Λ. Therefore
we can bound the distance by
dTV (γ
∆
i,t[η](·|ω¯), γ∆i,t[ηΛη¯Λc ](·|ω¯)) ≤ 1i/∈Λ
By the Dobrushin comparison Theorem it follows again that
|γ∆,α,β,t(f |η)− γ∆,α,β,t(f |ηΛη¯Λc)| ≤ ‖f‖∞
µ∆c,t[η](h2)
∑
i∈Zd\∆
[
δi(h2) +
∑
η˜∆∈Ω∆
δi(h1(·, η˜∆))
] ∑
j∈Λc
Dij .
The function h2 is bounded from below by e
−β|Eb∆| and consequently µ∆c,t[η](h2) is bounded from below
by the same bound. Hence the above is smaller than
‖f‖∞eβ|Eb∆|
∑
i∈Zd\∆
[
δi(h2) +
∑
η˜∆∈Ω∆
δi(h1(·, η˜∆))
] ∑
j∈Λc
Dij .
The last expression does not depend on η and η¯. Furthermore, it goes to zero for Λ ↑ Zd.
Now we can prove the theorems for Gibbsianness of the time-evolved soft-core measure.
Proof of Theorem 2.14. By Lemma 4.5 and Lemma 4.7 there exists a specification for the time-evolved
measure. Furthermore, this specification is quasilocal by Lemma 4.8.
For β ≥ log(2d+12d−1) with Corollary 3.8 and the function g defined by (3.1) we can give an explicit
formula for t0 since for the measures α˜
±1
t we have α˜
±1
t (0) = 0. Note that if α
1
t (1) >
2
2+g(β,2d) and
α−1t (−1) > 22+g(β,2d) for some t > 0 it follows that both inequalities holds for every 0 < s < t. These
inequalities can be equivalently reformulated as t < atanh
(
α(±1)
α(∓1)
g(β,2d)
2
)
. Hence for all
t < t0 := min
{
atanh
(
α(1)
α(−1)
g(β, 2d)
2
)
, atanh
(
α(−1)
α(1)
g(β, 2d)
2
)}
the time-evolved measure µt is Gibbs.
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Proof of Theorem 2.15. Since β < log(2d+12d−1) every measure α with α(0) = 0 satisfies the Dobrushin
condition by the second part of Corollary 3.8. As a consequence the restricted constrained first-layer
model satisfies the Dobrushin condition for all t > 0 and all η ∈ Ω. The rest of the proof is an application
of the lemmas above with t0 =∞.
Proof of Theorem 2.16. The only task we have to do is to show that there exists a t1 such for all t > t1
the restricted constrained first-layer model satisfies the Dobrushin condition uniformly in η. From the
discussion of Theorem 4.2 it is enough to show that αηt ∈ U1 ∪ U−1 for all t > t1 and all η ∈ {−1, 1}.
Note that η = 0 is not important since α0t is again the Dirac measure in 0. Starting with η = 1 yields
α1t (ω) =

1
1+
α(−1)
α(1)
tanh(t)
if ω = 1
0 if ω = 0
1
1+
α(1)
α(−1) cotanh(t)
if ω = −1
.
The function t 7→ 11+q tanh(t) is a monotonically decreasing function and t 7→ 11+q cotanh(t) monotonically
increasing for q > 0. Since limt→∞ α1t = α¯ and by the continuity of tanh(t) it follows that there exists
a t¯1 such that for all t > t¯1 the measure α
1
t ∈ U1 ∪ U−1 . With the same argument it follows that there
exists an t˜1 such that for all t > t˜1 α
−1
t ∈ U1 ∪U−1 . By setting t1 = max{t˜1, t¯1} we have α±t ∈ U1 ∪U−1
for all t > t1. The proofs follows again by the above arguments, using Lemma 4.7 and Lemma 4.8 for
t > t1.
4.2 Loss of Gibbs for the soft-core model
In this part we want to show that the time-evolved soft-core measure is not Gibbs if α(1) = α(−1) and
t is large. Here it is more convenient to work with the parameters h and λ, see Definition 2.1. In [3] the
authors have proven that the time-evolved symmetric Ising model is not a Gibbs measure for large times.
We want to use this result to prove something similar for the soft-core model.
For this we define the two-layer measure
µsc,2t (dω, dη) := dµ(ω)pt(ω, dη)
on Ω × Ω where µ is a Gibbs-measure for the soft-core Widom-Rowlinson model with h = 0 and λ > 0.
Note that we get the time-evolved measure by integrating µsc,2t (dω, dη) over ω. The idea of the proof
of non-Gibbsianness is that the model conditioned on a configuration η ∈ Ω with ηi 6= 0 for all i ∈ Zd
looks like an Ising model with a magnetic field given by the conditioning and pt. In the proof of non-
Gibbsianness for the time-evolved Ising measure the checkerboard configuration ηcb ∈ Ω is used, see (2.2)
for its definition. This configuration will also be a bad configuration for the time-evolved soft-core model,
as we will see. The next lemma explains the connection between the soft-core model and the Ising model.
Lemma 4.9. Let h = 0, λ > 0 and β > 0. Assume µ is a Gibbs measure for the soft-core Widom
Rowlinson model. Then we have for any measurable function f which depends only on the configuration
at the origin for time 0 that
lim
Λ↑Zd
µsc,2t (f |ηΛ\0) =
µ0c [η0c ]
(∑
ω0∈E f(ω0) exp(−β
∑
i∼0 1ω0σi=−1)
)
µ0c [η0c ]
(∑
ω0∈E exp(−β
∑
i∼0 1ω0σi=−1)
) (4.1)
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if η ∈ Ωs := {−1, 1}Zd ∩ {η ∈ Ω : ∃Λ b Zd s.t. ηi = s ∀i ∈ Λc} for s ∈ {−1, 1}. The σi’s are random
variables distributed according to µ0c [η] which is the unique infinite-volume Gibbs measure of the Ising
system on Zd\0 with η-dependent Hamiltonian
H0Λ[η](ω) := −β
∑
{i,j}∈EbΛ\Eb{0}
1ωiωj=−1 − ht
∑
i∈Λ
ωiηi
for Λ b Zd\0 and ht := 12 log
(
pt(1,1)
pt(−1,1)
)
.
Note that we do not need the λ dependence in the Hamiltonian because η ∈ Ω±1. The part with λ
does not depend on ωΛ and will cancel out.
Proof. We only consider the case where η ∈ Ω1 since the other case follows by symmetry. The measure
on the right hand side in (4.1) is well defined since η ∈ Ω1 and therefore it differs only on a finite volume
from the all-plus configuration η+. Putting η+ into the Hamiltonian it becomes an Ising-Hamiltonian
with positive magnetic field. It is known by the Lee-Yang Theorem [6, Chapter 3] that there exists a
unique Gibbs-measure for this Hamiltonian. Therefore µ0c [η0c ] is well-defined.
Outside of Λ\0 the measure µsc,2t (·|ηΛ\0) gives also positive probability to the spin-value 0 but this
will pushed away by taking the Λ-limit. To see this we introduce a conditioning in the first-layer at
Λc− := ∂−Λ ∪ Λc with ∂−Λ := {i ∈ Λ : ∃j ∈ Λc s.t. i ∼ j} and define the interior Λo := Λ\∂−Λ. On Λ\0
the conditioning acts only local. Hence the measure can be written as
µsc,2t (f |ηΛ\0) =
∫
µ(dωΛ)f(σ0)
∏
i∈Λ\0 pt(ωi, ηi)∫
µ(dωΛ)
∏
i∈Λ\0 pt(ωi, ηi)
By the DLR-equation for the starting Widom-Rowlinson measure µ we can insert the specification kernel
for the volume Λo which yields
µsc,2t (f |ηΛ\0) =
∫
µ(dωΛ)
∏
i∈∂−Λ pt(ωi, ηi)γ
sc
Λo(f(·)
∏
i∈Λo\0 pt(·, ηi)|ω∂−Λ)∫
µ(dωΛ)
∏
i∈∂−Λ pt(ωi, ηi)γ
sc
Λo(
∏
i∈Λo\0 pt(·, ηi)|ω∂−Λ)
(4.2)
The next step is to rewrite the specification kernel to see an Ising part. It follows that
γscΛo
(
f(·)
∏
i∈Λo\0
pt(·, ηi)|ω∂−Λ
)
=
1
Z
ω∂−Λ
Λo
∑
ωΛo∈ΩΛo
f(ω0) exp
(
−β
∑
i∼0
1ω0ωi=−1
)
exp
−β ∑
{i,j}∈EbΛo\Eb{0}
1ωjωi=−1
 exp(−ht∑i∈Λo\0 ωiηi)
(2 cosh(ht))|Λ
o|−1
The cosh-term does not depend on any configuration and will later cancel out with the corresponding
term in denominator of (4.1). Define for a finite volume Λ the Ising specification γIsΛ [η] which corresponds
to the Hamiltonian H0Λ[η] on the lattice Zd\0. Then we have
γΛo
(
f(·)
∏
i∈Λo\0
pt(·, ηi)
∣∣ω∂−Λ) = Z
ω∂−Λ
Λo\0,Is[η]
Z
ω∂−Λ
Λo
γIsΛo\0[ηΛo\0]
( ∑
ω0∈E
f(ω0) exp(−β
∑
i∼0 1ω0σ˜i=−1)
(2 cosh(ht))|Λ
o|−1
∣∣∣∣ω∂−Λ
)
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where the random variables σ˜i are distributed according to the conditional measure on the right hand
side. By defining for every ηΛ\0 the probability measure ν
ηΛ\0
t via
ν
ηΛ\0
t (ϕ) =
∫
µ(dω∂−Λ)
∏
i∈∂−Λ pt(ωi, ηi)
Z
ω∂−Λ
Λo\0,Is[η]
Z
ω∂−Λ
Λo
ϕ(ω∂Λ)∫
µ(dω∂−Λ)
∏
i∈∂−Λ pt(ωi, ηi)
Z
ω∂−Λ
Λo\0,Is[η]
Z
ω∂−Λ
Λo
where ϕ is a F∂−Λ-measurable function, we get
µsc,2t (f |ηΛ\0) =
∫
ν
ηΛ\0
t (dω∂−Λ)γ
Is
Λo\0[ηΛo\0]
(∑
ω0∈E f(ω0) exp(−β
∑
i∼0 1ω0σ˜i=−1)
∣∣ω∂−Λ)∫
ν
ηΛ\0
t (dω∂−Λ)γ
Is
Λo\0[ηΛo\0]
(∑
ω0∈E exp(−β
∑
i∼0 1ω0σ˜i=−1)
∣∣ω∂−Λ) .
Note that by the uniqueness of Gibbs measures for the specification (γΛ[η])ΛbZ\0 we have
lim
Λ↑Zd
γIsΛo\0[ηΛo\0](h|ω∂−Λ) = µ0c [η](h)
for all local functions h and η ∈ Ω+. Furthermore, by uniqueness this convergence is uniform in ω [8,
Proposition 7.11]. Thus we have
lim
Λ↑Zd
∣∣∣∣∫ νηΛ\0t (dω∂−Λ)(γIsΛo\0[ηΛo\0](h|ω∂−Λ)− µ0c [η0c ](h))∣∣∣∣
≤ lim
Λ↑Zd
sup
ω
∣∣∣γIsΛo\0[ηΛo\0](h|ω∂−Λ)− µ0c [η0c ](f)∣∣∣ = 0
for all local bounded h and η ∈ Ω+. Hence it follows that
lim
Λ↑Zd
µsc,2t (f |ηΛ\0) =
µ0c [η0c ]
(∑
ω0∈E f(ω0) exp(−β
∑
i∼0 1ω0σi=−1)
)
µ0c [η0c ]
(∑
ω0∈E exp(−β
∑
i∼0 1ω0σi=−1)
)
We can repeat this argument to get the convergence for the two-layer Ising Model µIs,2t where the
starting measure µIs is a Gibbs measure for the symmetric Ising model, i.e. for η ∈ Ω+ and P({−1, 1})-
measurable function f which depends only on the configuration at time 0 we have
lim
Λ↑Zd
µIs,2t (f |ηΛ\0) =
µ0c [η0c ]
(∑
ω0∈{−1,1} f(ω0) exp(−β
∑
i∼0 1ω0σi=−1)
)
µ0c [η0c ]
(∑
ω0∈{−1,1} exp(−β
∑
i∼0 1ω0σi=−1)
)
Lemma 4.10. With the same assumption as in Lemma 4.9 for large enough β we have the existence of
a time t1(β) such that for every  > 0 and t > t1(β) there exists a set Γ b Zd with the property that for
every ∆ b Zd with Γ ⊂ ∆ the following is true
| lim
Λ↑Zd
µt(1η0=1|ηcb∆\0η+Λ\∆)− lim
Λ↑Zd
µt(1η0=1|ηcb∆\0η−Λ\∆)| > . (4.3)
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Proof. First we can write
µt(η0 = ±1|ηcb∆\0η+Λ\∆) =
∫
µsc,2t (dω0|ηcb∆\0η+Λ\∆)pt(ω0,±1).
and use Lemma 4.9 for the functions f± : {−1, 0, 1} → R given by ω0 7→ pt(ω0,±1). This implies that
lim
Λ↑Zd
µt(η0 = 1|ηcb∆\0η+Λ\∆)
µt(η0 = −1|ηcb∆\0η+Λ\∆)
=
µ0c [η0c ]
(∑
ω0∈E pt(ω0, 1) exp(−β
∑
i∼0 1ω0σi=−1)
)
µ0c [η0c ]
(∑
ω0∈E pt(ω0,−1) exp(−β
∑
i∼0 1ω0σi=−1)
)
Since pt(0,±1) = 0 we get
lim
Λ↑Zd
µt(η0 = 1|ηcb∆\0η+Λ\∆)
µt(η0 = −1|ηcb∆\0η+Λ\∆)
= lim
Λ↑Zd
µIst (η0 = 1|ηcb∆\0η+Λ\∆)
µIst (η0 = −1|ηcb∆\0η+Λ\∆)
(4.4)
where µIst is the time-evolved measure with any Gibbs measure of the symmetric Ising Gibbs model as a
starting measure. By [3] it is known that there exists a t1(β), for β which are much larger as the critical
value of the inverse temperature βIsc for the Ising model, such that for all t > t1(β) the configuration η
cb is
a bad for µIst . Hence limΛ↑Zd µIst (η0 = 1|·∆\0η+Λ\∆) is discontinuous at ηcb which implies that the right hand
side of (4.4) is also discontinuous at ηcb. This implies that limΛ↑Zd
µt(η0=1|ηcb∆\0η+Λ\∆)
µt(η0=−1|ηcb∆\0η+Λ\∆)
is also discontinuous
at ηcb. Hence, limΛ↑Zd µt(η0 = 1| ·cb∆\0 η+Λ\∆) or limΛ↑Zd µt(η0 = −1| ·∆\0 η+Λ\∆) are discontinuous at ηcb but
by symmetry both of them are discontinuous. This implies (4.3).
Proof of Theorem 2.17. Choose β  βIsc . By Lemma 4.10 there exists a time t2(β) such that for all
t > t2(β) the checkerboard configuration is bad for the time-evolved measure µt. Hence the time-evolved
measure µt is not Gibbs for all t > t2(β).
In [16] the time-evolved mean-field version of the symmetric soft-core Widom-Rowlinson model µmft,N
was investigated. For mean-field models the correct notion for the Gibbs-property is called sequentially
Gibbs. A sequence exchangeable measures (µt,N )N∈N satisfies the sequential Gibbs property if for every
sequence of configurations (ω[2,N ])N∈N with ω[2,N ] ∈ EN−1 and LN−1(ω[2,N−1]) → α ∈ M1(E), where
LN is the empirical measure, the limit limN→∞ µmft,N (ω1|LN−1(ω[2,N ])) = γmft (ω1|α) exists and does not
depend on the choice of sequence. A measure α is called bad empirical measure if the above property is
not satisfied. It was proven in [16] that the time-evolved mean-field model is not Gibbs for large t and
the first occurrence of this non-Gibbsian behavior happens for measures α ∈M1(E) with α(0) = 0. This
corresponds to configurations on the lattice, which contain only pluses and minuses. We conjecture that
such fully occupied configurations are also the first bad configuration on the lattice.
Conjecture 4.11. Let β be large enough and µ ∈ G(γscβ,λ,0). Then there exists a time tNG(β) such that
for all t < tNG(β) the time-evolved measure is Gibbs, and non-Gibbs for all t > tNG(β) where tNG(β) is
the exit-time from the Gibbsian region for the Ising-model with Hamiltonian −β∑i∼j 1ωiωj=−1
4.3 Time-evolved hard-core model
For the hard-core model we cannot use the method we established for the soft-core model. To see this,
consider the first-layer model single-site kernels with ηi0 = 1
γii0,t[η](·|ω¯) =
∏
j∼i0 1(ωi0ω¯j 6= −1)pt(ωi0 , 1)α(ωi0)∏
j∼i0 1(ω¯j 6= −1)pt(1, 1)α(1) +
∏
j∼i 1(ω¯j 6= 1)pt(−1, 1)α(ωi0)
.
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Note that numerator and denominator can both be simultaneously zero. This happens if there exist k,m
with i0 ∼ k, i0 ∼ m, ω¯k = 1 and ω¯m = −1. In this case we define the kernel to be zero. For two boundary
conditions ω¯, ω˜ ∈ Ω with ω¯j = 1 and ω˜j = −1 for some j ∼ i and ω¯k = ω˜k = 0 for all k 6= j it follows that
γii0,t[η](·|ω¯) = δ1(·), γii0,t[η](·|ω˜) = δ−1(·) and
dTV (γ
i
i0,t[η](·|ω¯), γii0,t[η](·|ω˜)) = 1.
This implies that the restricted constrained first-layer model for the hard-core case cannot satisfy the
Dobrushin condition.
For the proofs we follow the idea of [15] where the continuous hard-core Widom-Rowlinson model
was investigated. To use their method the discrete hard-core model has to be reformulated. For
splitting the information of location and spin value of a particle we define a new configuration space
Ω˜ = {(0, 0), (1,−1), (1, 1)}Zd where we identify 0 , (0, 0), 1 , (1, 1) and −1 , (1,−1). For an element
ω ∈ Ω˜ we write ωσ := (ω, σ) = ω. The first entry describes if there is a particle at some site i and
the second entry describes its spin value. With this identification we rewrite first the specification of the
hard-core Widom-Rowlinson model and then give a new formula for γω¯Λ,∆,α,t.
Lemma 4.12. Let α ∈M1(E) and Λ b Zd. Then for ωΛωΛc ∈ Ω it follows with the above identification
ω , ω¯ = (ω¯, σ¯) that
γhcΛ,β,α(ωΛ|ωΛc) =
α(0)|Λ0ω¯ |IhcΛ (σ¯Λ1ω¯0Λ0ω¯ σ¯Λc)α(1)
σ¯+Λα(−1)σ¯−Λ∑
ω˜Λ∈{0,1}Λ α(0)
|Λ0ω˜ |
∑
σ
Λ1
ω˜
∈{−1,1}Λ1ω˜ I
hc
Λ (σΛ1ω˜
0Λ0ω¯ σ¯Λ
c)α(1)σ
+
Λα(−1)σ−Λ
=: γhcΛ,β,α(ω¯Λ|ω¯Λc)
where Λ1ω¯ = {i ∈ Λ : ω¯i = 1}, Λ0ω¯ = Λ\Λ1ω¯ and σ±Λ = |{i ∈ Λ : σi = ±1}|. In addition we define the sum∑
σ
Λ1
ω˜
∈{−1,1}Λ1ω˜ I
hc
Λ (σΛ1ω˜
0Λ0ω¯ σ¯Λ
c)α(1)σ
+
Λα(−1)σ−Λ to be equal 1 if Λ1ω¯ = {i ∈ Λ : ω¯i = 1} = ∅.
Proof. We start with the left hand side
γhcΛ,β,α(ωΛ|ωΛc) =
IhcΛ (ωΛω
c
Λ)
∏
i∈Λ α(ωi)∑
ω˜Λ∈{−1,0,1}Λ I
hc
Λ (ω˜ΛωΛc)
∏
i∈Λ α(ω˜i)
.
Using the identification above we have σi = ωi and thus
IhcΛ (ωΛωΛc)
∏
i∈Λ α(ωi)∑
ω˜Λ∈{−1,0,1}Λ I
hc
Λ (ω˜ΛωΛc)
∏
i∈Λ α(ω˜i)
=
IhcΛ (σ¯Λσ¯Λc)
∏
i∈Λ α(σ¯i)∑
σ˜Λ∈{−1,0,1}Λ I
hc
Λ (σ˜ΛσΛc)
∏
i∈Λ α(σ˜i)
.
Now we have to bring a second sum into the play. We do this by adding sums over indicator function
which are equal to one, which yields
IhcΛ (σ¯Λσ¯Λc)
∏
i∈Λ α(σ¯i)∑
σ˜Λ∈{−1,0,1}Λ I
hc
Λ (σ˜ΛσΛc)
∏
i∈Λ α(σ˜i)
=
α(0)|Λ0ω¯ |IhcΛ (σ¯Λ1ω¯0Λ0ω¯ σ¯Λc)α(1)
σ¯+Λα(−1)σ¯−Λ∑
ω˜Λ∈{0,1}Λ
∑
σ˜Λ∈{−1,0,1}Λ I
hc
Λ (σ˜ΛσΛc)
∏
i∈Λ α(σ˜i)
∏
i∈Λ(1(ω˜i = σ˜i = 0) + 1(ω˜i 6= 0, σ˜i 6= 0))
.
Decompose the products over Λ into one over Λ1ω˜ and one over Λ
0
ω˜ yields
γhcΛ,α(ωΛ|ωΛc)
=
α(0)|Λ0ω¯ |IhcΛ (σ¯Λ1ω¯0Λ0ω¯ σ¯Λc)α(1)
σ¯+Λα(−1)σ¯−Λ∑
ω˜Λ∈{0,1}Λ α(0)
|Λ0ω˜ |
∑
σ˜Λ∈{−1,0,1}Λ I
hc
Λ (σ˜ΛσΛc)α(1)
σ˜+Λα(−1)σ˜−Λ ∏i∈Λ1ω˜ 1A(ω˜i, σ˜i)∏i∈Λ0ω˜ 1B(ω˜i, σ˜i)
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where A = {(ω˜, σ˜) ∈ {0, 1} × {−1, 0, 1} : ω˜ 6= 0, σ˜ 6= 0} and B = {(ω˜, σ˜) ∈ {0, 1} × {−1, 0, 1} : ω˜ =
σ˜ = 0}. If we restrict the second sum with respect to the products over the indicators we get the desired
formula.
Consequently for η ∈ Ω, ω¯ ∈ Ω and ∆ ⊂ Λ b Zd we have
γω¯Λ,∆,α,t(η∆|ηΛ\∆)
=
α(0)|∆
0
η |∑
σ
Λ1η
∈{−1,1}Λ1η I
hc
Λ (σΛ1η0Λ0η σ¯Λc)α(1)
σ1Λα(−1)σ−1Λ ∏i∈∆1η pt(σi, σˆi)∏i∈Λ\∆1η pt(σi, σˆi)∑
ω∆∈{0,1}∆ α(0)
|∆0ω |
∑
σ
Λ1ω∆ηΛ\∆
∈{−1,1}Λ1 I
hc
Λ (σΛ10Λ0 σ¯Λc)α(1)
σ1Λα(−1)σ−1Λ ∏i∈Λ\∆1η pt(σi, σˆi)
= γω¯t,Λ,∆,α,β(η∆|ηΛ\∆)
where η = (η, σˆ) and ω¯ = (ω¯, σ¯) are the identified configuration of η and ω¯. Note that for a starting
configuration ω = (ω, σ) and a corresponding evolved configuration η = (η, σˆ) the first entry of them are
equal, i.e. ω = η, due to the preservation of the particle number under the time evolution.
With this reformulation we can again rewrite γω¯t,Λ,∆,α,β by using clusters. For this we define qt :=
pt(1,1)
pt(1,−1)
and αr :=
α(1)
α(−1) .
Lemma 4.13. Let α ∈ M1(E) and ∆ ⊂ Λ b Zd. Then for all F∆-measurable bounded functions f , all
η ∈ Ω˜ and all ω¯ ∈ Ω˜ we have that
γω¯t,Λ,∆,α(f |ηΛ\∆) =∑
ω∆∈{0,1}∆
α(0)∆
0
ω
α(−1)−∆1ω f
ω¯Λc
ηΛ\∆(ω∆)
∏
C∈C∆(ω∆ηΛ\∆)(α
|C∩∆|
r 1σC∩Λc=1 + e
−∑i∈C∩Λ\∆(log(αr)+log(qt)σˆi)1σC∩Λc=−1)∑
ω∆∈{0,1}∆
α(0)∆
0
ω
α(−1)−∆1ω
∏
C∈C∆(ω∆ηΛ\∆)(α
|C∩∆|
r 1σC∩Λc=1 + e
−∑i∈C∩Λ\∆(log(αr)+log(qt)σˆi)1σC∩Λc=−1)
with
f ω¯ΛcηΛ\∆(ω∆) =
∑
σˆ
∆1ω
∈{−1,1}∆1ω f(ω∆, σˆ∆1ω0∆0ω)A(ω∆ηΛ\∆, σˆ∆1ω σˆΛ\∆1η)∏
C∈C∆(ω∆ηΛ\∆)(α
|C∩∆|
r 1σC∩Λc=1 + e
−∑i∈C∩Λ\∆(log(αr)+log(qt)σˆi)1σC∩Λc=−1)
and
A(ωΛ, σˆΛ1ω)
=
∏
C∈C∆(ω∆ηΛ\∆)
(α|C∩∆|r
pt(1, 1)
σˆ+C∩∆
pt(−1, 1)−σˆ−C∩∆
1σC∩Λc=1 +
pt(−1, 1)σˆ+C∩∆
pt(1, 1)
−σˆ−C∩∆
e−
∑
i∈C∩Λ\∆(log(αr)+log(qt)σˆi)1σC∩Λc=−1).
Proof. First we define
U σˆΛ\∆,ω¯(f, ω∆ηΛ\∆)
=
∑
σˆ
∆1ω
∈{−1,1}∆1ω
f(ω∆, σˆ∆1ω0∆0ω)
∑
σ
Λ1ω∆ηΛ\∆
∈{−1,1}Λ1
IhcΛ (σΛ10Λ0 σ¯Λc)α(1)
σ1Λα(−1)σ−1Λ
∏
i∈Λ1ω∆ηΛ\∆
pt(σi, σˆi)
and with that γω¯t,Λ,∆,α,β becomes
γω¯t,Λ,∆,α,β(f |ηΛ\∆) =
∑
ω∆∈{0,1}∆ α(0)
|∆0ω |U σˆΛ\∆,ω¯(f, ω∆ηΛ\∆)∑
ω∆∈{0,1}∆ α(0)
|∆0ω |U σˆΛ\∆,ω¯(1, ω∆ηΛ\∆)
.
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The U ’s can now be rewritten with the help of a cluster representation because the hard-core constraint
acts independently on disjoint clusters. In other words we have IhcΛ =
∏
C∈C(ω∆ηΛ\∆ω¯Λc ) I
hc
C∩Λ. Hence it
follows that
U(f, ω∆ηΛ\∆)
=
∑
σˆ
∆1ω
∈{−1,1}∆1ω
f(ω∆, σˆ∆1ω0∆0ω)
∏
C∈C(ω∆ηΛ\∆ω¯Λc )
∑
σC∩Λ
IhcC∩Λ(σC∩Λσ¯Λc)α(1)
σ1C∩Λα(−1)σ−1C∩Λ
∏
i∈Λ∩C
pt(σi, σˆi)
=: U σˆΛ\∆,ω¯(f, C(ω∆ηΛ\∆ω¯Λc))
Since f is a F∆-measurable function the last expression U σˆΛ\∆,ω¯(f, C(ω∆ηΛ\∆ω¯Λc)) is equal to
U σˆΛ\∆,ω¯(f, C∆(ω∆ηΛ\∆ω¯Λc))U σˆΛ\∆,ω¯(1, C∆c(ω∆ηΛ\∆ω¯Λc)).
By the discussion below Definition 2.11 the term U σˆΛ\∆,ω¯(1, C∆c(ω∆ηΛ\∆ω¯Λc)) does not depend on ω∆
and consequently will cancel out in γω¯t,Λ,∆,α,β(f |ηΛ\∆).
By defining f ω¯Λ
c
ηΛ\∆(ω∆) :=
U
σˆΛ\∆,ω¯
∆ (f,C(ω∆ηΛ\∆ω¯Λc ))
U
σˆΛ\∆,ω¯
∆ (1,C(ω∆ηΛ\∆ω¯Λc ))
we can rewrite γω¯Λ,∆,α,t(f |ηΛ\∆) as
γω¯Λ,∆,α,t(f |ηΛ\∆) =
∑
ω∆∈{0,1}∆ α(0)
|∆0ω |fηΛ\∆ω¯Λc (ω∆)U
σˆΛ\∆,ω¯
∆ (1, C(ω∆ηΛ\∆ω¯Λc))∑
ω∆∈{0,1}∆ α(0)
|∆0ω |U
σˆΛ\∆,ω¯
∆ (1, C(ω∆ηΛ\∆ω¯Λc))
.
We will now focus on U
σˆΛ\∆,ω¯
∆ (1, C(ω∆ηΛ\∆ω¯Λc)) and since the spin values of particles inside a single
cluster at time 0 have all to be equal, one have
U
σˆΛ\∆,ω¯
∆ (1, C(ω∆ηΛ\∆ω¯Λc))
=
∏
C∈C∆(ω∆ηΛ\∆ω¯Λc )
(
α(1)|C∩Λ|pt(1, 1)
σˆ+
C∩Λ\∆pt(−1, 1)σˆ
−
C∩Λ\∆1σC∩Λc=1
+ α(−1)|C∩Λ|pt(1, 1)σˆ
−
C∩Λ\∆pt(−1, 1)σˆ
+
C∩Λ\∆1σC∩Λc=1
)
.
Define the magnetization at time t via mC∩Λ\∆ := 1|C∩Λ\∆|
∑
i∈C∩Λ\∆ σˆi and rewrite the exponents as
σˆ±1C∩Λ\∆ = |C ∩ Λ\∆|
(1±mC∩Λ\∆)
2 . With the magnetization we can obtain for U
σˆΛ\∆,ω¯
∆ (1, C(ω∆ηΛ\∆ω¯Λc))
the expression
U
σˆΛ\∆,ω¯
∆ (1, C(ω∆ηΛ\∆ω¯Λc))
=
∏
C∈C∆(ω∆ηΛ\∆ω¯Λc )
(
α(1)|C∩Λ|pt(1, 1)|C∩Λ\∆|pt(1,−1)|C∩Λ\∆|
(
pt(1, 1)
pt(1,−1)
)mC∩Λ\∆|C∩Λ\∆|
2
1σC∩Λc=1
+ α(−1)|C∩Λ|pt(1,−1)|C∩Λ\∆|pt(1, 1)|C∩Λ\∆|
(
pt(1, 1)
pt(1,−1)
)−mC∩Λ\∆|C∩Λ\∆|
2
1σC∩Λc=−1
)
.
where we used the symmetry of pt. Now we can pull out (pt(1, 1)pt(1,−1)) 12 |C∩Λ\∆| in each term and note
that ∏
C∈C∆(ω∆)
(pt(1, 1)pt(1,−1)) 12 |C∩Λ\∆| = (pt(+,+)pt(+,−)) 12 |C∆(ω∆)∩Λ\∆|
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which does not depend on ω∆ so we put this term in some constant c which will cancel out later with the
corresponding term in the denominator. For the next step we define quantities which only depend on the
coloring at some positive time ρ
C\∆
± = (α(±1)q
±mC∩Λ\∆
2
t )
|C∩Λ\∆| and rewrite
U
σˆΛ\∆,ω¯
∆ (1, C(ω∆ηΛ\∆ω¯Λc))
= c
∏
C∈C∆(ω∆ηΛ\∆ω¯Λc )
(α(1)|C∩∆|ρC\∆+ 1σC∩Λc=1 + α(−1)|C∩∆|ρC\∆− 1σC∩Λc=−1)
= cα(−1)|∆1ω |
∏
C∈C∆(ω∆ηΛ\∆ω¯Λc )
ρ
C\∆
+ (
α(1)
α(−1)
|C∩∆|
1σC∩Λc=1 +
ρ
C\∆
−
ρ
C\∆
+
1σC∩Λc=−1).
The product
∏
C∈C∆(ω∆) ρ
C\∆
+ does not depend on ω∆ which sounds a bit strange, but if ∆ completely
contains some cluster C then ρ
C\∆
+ is equal 1. Now if |C ∩ Λ\∆| > 0 and C ∈ C∆(ω∆) then the product
depends only on the points in ∆c. This implies that the product is independent of ω∆ and we can put it
into the constant. By definition αr and qt we get
U
σˆΛ\∆,ω¯
∆ (1, C(ω∆ηΛ\∆ω¯Λc))
= cα(−1)|∆1ω |
∏
C∈C∆(ω∆ηΛ\∆ω¯Λc )
(
α|C∩∆|r 1σC∩Λc=1 + α
−|C∩Λ\∆|
r q
−∑i∈C∩Λ\∆ σˆi
t 1σC∩Λc=−1
)
.
The expression for U
σˆΛ\∆,ω¯
∆ (f, C(ω∆ηΛ\∆ω¯Λc)) can be obtained by following the same steps as above with
some additional term
∏
i∈C∩∆ pt. This concludes the proof.
Different to the soft-core case we do not take the limit of γω¯Λ,∆,α,t. It is not clear if the limit would exists.
The only parts in γω¯Λ,∆,α,t which depend on sites in ∆
c are the exponentials e−
∑
i∈C∩Λ\∆(log(αr)+log(qt)σˆi).
If we ignore these parts for infinite clusters we can define a probability kernel
Definition 4.14. Let α ∈ M1(E), t > 0 and ∆ b Zd. Then for all F∆-measurable bounded functions f
and all η ∈ Ω˜ we define
γ∞∆,α,t(f |η∆c) =∑
ω∆∈{0,1}∆
α(0)∆
0
ω
α(−1)−∆1ω fη∆c (ω∆)
∏
C∈C∆(ω∆η∆c )(α
|C∩∆|
r + e
−∑i∈C∩∆c (log(αr)+log(qt)σˆi)1|C|<∞)∑
ω∆∈{0,1}∆
α(0)∆
0
ω
α(−1)−∆1ω
∏
C∈C∆(ω∆η∆c )(α
|C∩∆|
r + e
−∑i∈C∩∆c (log(αr)+log(qt)σˆi)1|C|<∞)
with
fη∆c (ω∆) =
∑
σˆ
∆1ω
∈{−1,1}∆1ω f(ω∆, σˆ∆1ω0∆0ω)A˜(ω∆, σˆ∆1ω σˆ∆c1η)∏
C∈C∆(ω∆η∆c )(α
|C∩∆|
r + e
−∑i∈C∩∆c (log(αr)+log(qt)σˆi)1|C|<∞)
and
A˜(ω∆, σˆ∆1ω σˆ∆c1η)
=
∏
C∈C∆(ω∆η∆c )
(α|C∩∆|r
pt(1, 1)
σˆ+C∩∆
pt(−1, 1)−σˆ−C∩∆
+
pt(−1, 1)σˆ+C∩∆
pt(1, 1)
−σˆ−C∩∆
e−
∑
i∈C∩∆c (log(αr)+log(qt)σˆi)1|C|<∞).
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In the next theorem we prove that (γ∞∆,α,t)∆bZd defines a specification.
Theorem 4.15. For all t > 0 and all α ∈ M1(E) the family of probability kernels (γ∞∆,α,t)∆bZd is a
specification.
Proof. First by defining the subset of finite cluster Cf∆(ω∆η∆c) of C∆(ω∆η∆c) we can rewrite the probability
kernels as
γ∞∆,α,t(f |η∆c) =
∑
ω∆∈{0,1}∆
α(0)∆
0
ω
α(1)−∆1ω
fη∆c (ω∆)
∏
C∈Cf∆(ω∆η∆c )(1 + α
−|C∩∆|
r e
−∑i∈C∩∆c (log(αr)+log(qt)σˆi))∑
ω∆∈{0,1}∆
α(0)∆
0
ω
α(1)−∆1ω
∏
C∈Cf∆(ω∆η∆c )
(1 + α
−|C∩∆|
r e
−∑i∈C∩∆c (log(αr)+log(qt)σˆi))
with
fη∆c (ω∆) =
∑
σˆ
∆1ω
∈{−1,1}∆1ω f(ω∆η∆c , σˆ∆1ω0∆0ω σˆ∆c)A˜η∆c (ω∆, σˆ∆1ω)∏
C∈Cf∆(ω∆η∆c )(1 + α
−|C∩∆|
r e
−∑i∈C∩∆c (log(αr)+log(qt)σˆi))
and
A˜η∆c (ω∆, σˆ∆1ω) =
pt(1, 1)
|σˆ+∆|
pt(−1, 1)−|σˆ−∆|
∏
C∈Cf∆(ω∆η∆c )
(1 + e−(
∑
i∈C∩∆ log(αr)+log(qt)σˆi+
∑
i∈C∩∆c log(αr)+log(qt)σˆi)).
Note that after pulling out
∏
C∈C∆(ω∆) α
|C∩∆|
r the term after the first sum
α(0)∆
0
ω
α(−1)−∆1ω has changed to
α(0)∆
0
ω
α(1)−∆1ω
. We have to check consistency and properness of these kernels. For properness let B ∈ F∆c then
fη∆c (ω∆) = 1B since 1B does not depend on the sum. Consequently γ
∞
∆,α,t(1B|η∆c) = 1B which implies
properness. In this representation consistency follows by the usual computation.
For regimes where log(αr) + log(qt)σˆi is strictly positive we could define γ
∞
∆,α,t without the exclusion
of infinite clusters. Hence in such regimes γ∞∆,α,t might define a specification for the time-evolved measure
and is quasilocal. To find the right regime we have only to check the case where σˆi = −1 since qt > 1
and we will later assume that αr > 1. By this it follows that t > arccotanh(αr) = tG. We are now in the
same situation as in [15] and the following proofs of the lemmas are adaption of proofs in [15].
Lemma 4.16. Let α ∈M1(E) with α(−1) < α(1) and µ+ ∈ G(γhcα ). Then µ+t is admitted by (γ∞∆,α,t)∆bZd
for all t ≥ tG.
Proof. Similarly as in the proof of Lemma 4.7 it is enough to prove that
lim
Λ↑Zd
sup
η∈Ω
|γω¯Λ,∆,α,t(f |ηΛ\∆)− γ∞∆,α,β,t(f |η∆c)| = 0
for every local bounded function f . Since t > tG the exponential in γ
ω¯
Λ,∆,α,t(f |ηΛ\∆) behaves fine and goes
to zero for increasing Λ. Hence one can bound effects which are related to infinite clusters uniformly. For
further details on the proof see Proposition 4.4 in [15].
Lemma 4.17. Let α ∈ M1(E) with α(−1) < α(1) and t > tG. Then the specification (γ∞∆,α,t)∆bZd is
quasilocal.
Proof. Again the behavior at infinity does not effect the kernels γ∞t,∆,α,β in a bad way since t > tG. Hence
the specification is quasilocal. For a detailed proof see 4.5 in [15].
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Proof of Theorem 2.9. By Lemma 4.16 and Lemma 4.17 the specification (γ∞∆,α,t)∆bZd is a quasilocal
specification for the time-evolved measure. Hence µ+t is a Gibbs measure.
For the non-Gibbs part we define a similar kernel as γ∞∆,α,t but with the difference that this kernel
does not see infinite cluster.
Definition 4.18. For α ∈M1(E) and ∆ b Zd we define
γf∆,α,t(f |η∆c) =
∑
ω∆∈{0,1}∆
α(0)∆
0
ω
α(−1)−∆1ω f
f
η∆c
(ω∆)
∏
C∈Cf∆(ω∆η∆c )(α
|C∩∆|
r + e
−∑i∈C∩∆c (log(αr)+log(qt)σˆi))∑
ω∆∈{0,1}∆
α(0)∆
0
ω
α(−1)−∆1ω
∏
C∈Cf∆(ω∆η∆c )(α
|C∩∆|
r + e
−∑i∈C∩∆c (log(αr)+log(qt)σˆi))
with
f fη∆c (ω∆) =
∑
σˆ
∆1ω
∈{−1,1}∆1ω f(ω∆, σˆ∆1ω0∆0ω)A˜η∆c (ω∆, σˆ∆1ω)∏
C∈Cf∆(ω∆η∆c )(α
|C∩∆|
r + e
−∑i∈C∩∆c (log(αr)+log(qt)σˆi))
and
A˜η∆c (ω∆, σˆ∆1ω) =
∏
C∈Cf∆(ω∆η∆c )
(α|C∩∆|r
pt(1, 1)
σˆ+C∩∆
pt(−1, 1)−σˆ−C∩∆
+
pt(−1, 1)σˆ+C∩∆
pt(1, 1)
−σˆ−C∩∆
e−
∑
i∈C∩Λ\∆(log(αr)+log(qt)σˆi)).
The nice property of these kernels is that they are conditional probabilities of the time-evolved measure
µt if we exclude configurations which have infinite clusters connected to some ∆.
Lemma 4.19. Let µ+ ∈ G(γhcα ) for the asymmetric or µ ∈ G(γhcα ) for the symmetric model. Then for all
∆ b Zd and 0 < t <∞ for α(1) = α(−1) or t < tG for α(1) > α(−1) we have
µt(·|η∆c)1∆=∞(·ηΛc) = γf∆,α,t(·|η∆c)1∆=∞(·ηΛc)
for all η ∈ Ω˜ µt-a.s.. Here the event {∆ =∞} describes that ∆ is not connected to any infinite cluster.
Proof. This lemma is only useful if the event {∆ = ∞} has positive probability under µt. Since the
particles remain on their place under the time evolution we have µt(∆ = ∞) = µ(∆ = ∞). Let Λ be a
finite set which contains ∆ and satisfies mini∈Λc,j∈∆ ‖i− j‖1 > 5. With the DLR equation for the starting
Widom-Rowlinson Gibbs measure it follows that
µ(∆ =∞) = µ(γhcΛ,α(∆ =∞|·)) ≥ µ(γhcΛ,α({∀i ∈ Λ\∆ : ωi = 0}|·)) > 0.
For the proof of the above equation we define the cofinal sequence defined by the sets Λn := [−n, n]d∩Zd.
Then for all bounded F∆-measurable functions f and n sufficiently large such that ∆ ⊂ Λn it follows that
µt((f − γf∆,α,t(f |·∆c))1∆=∞) ≤ µt((f − γf∆,α,t(f |·∆c))1∆=Λcn) + 2‖f‖µ(1∆=∞ − 1∆=Λcn).
where ∆ = Λcn is the event that ∆ and Λcn are not connected with some cluster. Note, that we replaced
µt by µ since the events only depends on the locations of particles. Since 1∆=Λcn converges to 1∆=∞
point-wise as n tends to infinity the second summand converges to 0 by dominated convergence.
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For the first summand it suffices to prove the statement for extremal initial Gibbs measures ν ∈
exG(γhcα ) and then use the extremal decomposition µ =
∫
exG(γhcα ) ν wµ(dν) (see [8, Theorem 7.26]). By ex-
tremality we can choose some suitable boundary condition ω¯ such that we can write νt = limΛ↑Zd γω¯t,Λ,α =
limΛ↑Zd γhcΛ,α(pt|ω¯). Then it follows for all Λn ⊂ Λ that
µt((f − γf∆,α,t(f |·∆c))1∆=Λcn) = lim
Λ↑Zd
γω¯t,Λ,α((f − γf∆,α,t(f |·∆c))1∆=Λcn).
Note that (f − γf∆,α,t(f |·∆c))1∆=Λcn is a local function because of the indicator function. On the event
1∆=Λcn the probability kernels γ
f
∆,α,t and γ
ω¯
Λ,∆,α,t coincides which implies
µt((f − γf∆,α,t(f |·∆c))1∆=Λcn) = lim
Λ↑Zd
γω¯Λ,α,t((f − γω¯Λ,∆,α,t(f |·∆c))1∆=Λcn)
= lim
Λ↑Zd
γω¯Λ,α,t((f − f)1∆=Λcn) = 0.
The next Lemma will later imply a contradiction to the statement that there exists a quasilocal
specification for the time evolved measure.
Lemma 4.20. Let α ∈ M1(E). Then for all Λ b Zd and t > 0 for α(1) = α(−1) or t < tG for
α(1) > α(−1) there exists n0 ∈ N, a F∆-measurable bounded function f and δ > 0 such that for all
n ≥ n0
inf
η∈{∆↔Λcn}
|γf∆,α,t(f |ηΛ\∆η+Λn\Λ)− γ
f
∆,α,t(f |ηΛ\∆η−Λn\Λ)| > δ (4.5)
where η± are configurations with σi = ±1 for all i with ηi = 1.
Proof. The proof follows by the same arguments as in the proof of Proposition 4.12 of [15]. By the
assumption for the parameters one is able to manipulate the exponentials in γf∆,α,t(f |ηΛ\∆η+Λn\Λ) and
γf∆,α,t(f |ηΛ\∆η−Λn\Λ) to be smaller than 1 and bigger than one, respectively. This leads to (4.5). Note
that we do not have to bound the number of particles in Λ\∆ as in [15] since Λ\∆1ω ≤ |Λ\∆| <∞.
On configurations which have only finite clusters connected to some finite set ∆ we have shown that
the conditional probability of µt is equal to the probability kernel γ
f
∆ by Lemma 4.19 and by Lemma 4.20
we have shown that the quasilocality of γf will fail if there exist big enough clusters. This will help to
prove Theorem 2.12 and Theorem 2.13. Let ∅Λ the event that there are no particles in Λ.
Proof of Theorem 2.12. Let assume that (γ˜Λ)ΛbZd is a quasilocal specification for µt. We will derive a
contradiction. Define the integral
IδΛ,n =
∫
µ(dω)
∫
µt(dω
σˆ|ω)
1∅Λ¯n\Λn (ω)
γhc
Λ¯n\Λn,α(1∅Λ¯n\Λn (·)|ω)
1|γ˜∆(f |ωσˆΛ\∆ω+Λn\Λω
σˆ
Λcn
)−γ˜∆(f |ωσˆΛ\∆ω−Λn\Λω
σˆ
Λcn
)|>δ
where f is a bounded F∆-measurable function, µt(dωσˆ|ω) is the independent spin flip and Λ¯n,Λn b Zd
with Λ ⊂ Λn ⊂ Λ¯n, mini∈Λn,j∈Λ¯cn ‖i − j‖1 > 5 and Λn ↑ Zd. We can bound the last indicator function
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from above if we use the supremum over all configurations outside of Λ and then in a second step we use
the DLR-equation for µ
IδΛ,n
≤
∫
µ(dω)
∫
µt(dω
σˆ|ω)
1∅Λ¯n\Λn (ω)
γhc
Λ¯n\Λn,α(1∅Λ¯n\Λn (·)|ω)
1supω1,ω2 |γ˜∆(f |ωσˆΛ\∆ω1Λc )−γ˜∆(f |ωσˆΛ\∆ω2Λc )|>δ
=
∫
µ(dω)γhcΛ¯n\Λn,α
(∫
µt(dω
σˆ|ω)
1∅Λ¯n\Λn (ω)
γhc
Λ¯n\Λn,α(1∅Λ¯n\Λn (·)|ω)
1supω1,ω2 |γ˜∆(f |ωσˆΛ\∆ω1Λc )−γ˜∆(f |ωσˆΛ\∆ω2Λc )|>δ
∣∣∣∣ω
)
=
∫
µ(dω)γhcΛ¯n\Λn,α
(
1∅Λ¯n\Λn (ω)
γhc
Λ¯n\Λn,α(1∅Λ¯n\Λn (·)|ω)
∣∣∣∣ω
)∫
µt(dω
σˆ
Λ\∆|ω)1supω1,ω2 |γ˜∆(f |ωσˆΛ\∆ω1Λc )−γ˜∆(f |ωσˆΛ\∆ω2Λc )|>δ
=
∫
µt(dη)1supω1,ω2 |γ˜∆(f |ηΛ\∆ω1Λc )−γ˜∆(f |ηΛ\∆ω2Λc )|>δ.
Since the last integral is bounded by 1 it follows by dominated convergence and by the assumption of
quasilocality that the integral tends to zero as Λ ↑ Zd.
The reason for the indicator function 1∅Λ¯n\Λn (·) is that we know that ∆ and Λcn are disconnected. By
Lemma 4.19 we have
γ˜∆(f |η∆c) = µt(f |η∆c) = γf∆,α,t(f |η∆c)
on the above event. This implies that we can replace in IδΛ,n the specification γ˜ with the kernel γ
f . This
gives the lower bound
IδΛ,n =
∫
µ(dω)
∫
µt(dω
σˆ|ω)
1∅Λ¯n\Λn (ω)
γhc
Λ¯n\Λn,α(1∅Λ¯n\Λn (·)|ω)
1|γf∆(f |ωσˆΛ\∆ω+Λn\Λ)−γ
f
∆(f |ωσˆΛ\∆ω−Λn\Λ)|>δ
≥
∫
µ(dω)
∫
µt(dω
σˆ|ω)
1∅Λ¯n\Λn (ω)
γhc
Λ¯n\Λn,α(1∅Λ¯n\Λn (·)|ω)
1|γf∆(f |ωσˆΛ\∆ω+Λn\Λ)−γ
f
∆(f |ωσˆΛ\∆ω−Λn\Λ)|>δ
1{∆↔Λcn}.
By Lemma 4.20 we find a δ > 0 and a measurable bounded function such that for all n which are bigger
than some n0 the first indicator function is equal to 1. This implies that the integral over µt(·|ω) is equal
to 1 and we can bound the fraction from below by 1. Hence
IδΛ,n ≥
∫
µ(dω)1{∆↔Λcn} ≥ µ({∆↔∞}) > 0.
as we are in the percolation regime. This gives the desired contradiction. For the full measure of the bad
configuration note that limΛ↑Zd µ({Λ↔∞}) = 1.
Proof of Theorem 2.13. Again assume that (γ˜Λ)ΛbZd is a quasilocal specification for µt. Define the set
X = {i ∈ Zd : i1 ≥ 0 and ik = 0} and the configuration ζb with ζbi = (1, 1) for all i ∈ X and ζbi = (0, 0)
for all i ∈ Xc. Furthermore, we define the function
gn(ω) = 1∅Λ¯n\Λn (ω)1ωΛn=ζbΛnγ
hc
Λ¯n\Λn,α(1∅Λ¯n\Λn (·)1·Λn=ζΛn |ω)
−1
for Λ ⊂ Λn ⊂ Λ¯n b Zd with mini∈Λn,j∈Λ¯cn ‖i− j‖1 > 5. Then
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I˜Λ,n :=
∫ ∫
gn(ω)|γ˜∆(f |ω+Λ\∆ω+Λn\ΛηˆΛcn)− γ˜∆(f |ω
+
Λ\∆ω
−
Λn\ΛηˆΛcn)|µt(dηˆ|ω)µ(dω)
=
∫
gn(ω)
∣∣γf∆(f |ω+Λ\∆ω+Λn\Λ)− γf∆(f |ω+Λ\∆ω−Λn\Λ)∣∣µ(dω)
≥ δ
∫
gn(ω)µ(dω) = δ
for n big enough. On the other hand
I˜Λ,n ≤
∫
gn(ω) sup
η1,η2∈Ω
|γ˜∆(f |ω+Λ\∆ηΛc)− γ˜∆(f |ω+Λ\∆ηΛc)|µ(dω)
=
∫
γhcΛ¯n\Λn,α
(
gn(·) sup
η1,η2∈Ω
|γ˜∆(f | ·+Λ\∆ η1Λc)− γ˜∆(f | ·+Λ\∆ η2Λc)|
∣∣∣ω)µ(dω).
Because of the decoupling event gn(·) supη1,η2∈Ω |γ˜∆(f | ·+Λ\∆ η1Λc)− γ˜∆(f | ·+Λ\∆ η2Λc)| does not depend on
the configurations in Λ¯cn. This leads to
I˜Λ,n ≤ γhcΛ¯n\Λn,α
(
gn(·) sup
η1,η2∈Ω
|γ˜∆(f | ·+Λ\∆ ηΛc)− γ˜∆(f | ·+Λ\∆ ηΛc)
∣∣∣∅)
= sup
η1,η2∈Ω
|γ˜∆(f |ζbΛ\∆ηΛc)− γ˜∆(f |ζbΛ\∆ηΛc)|.
Now limΛ↑Zd supη1,η2∈Ω |γ˜∆(f |ζbΛ\∆ηΛc)− γ˜∆(f |ζbΛ\∆ηΛc)| has to be bigger than 0 otherwise it would lead
to the contradiction 0 ≥ δ > 0. Thus ζb is a bad configuration which is contradiction to the assumption
that γ˜ is quasilocal.
For the last part of the theorem let Ωf ⊂ Ω the space of configurations which contain no infinite
cluster. Then it follows by the very definition of the low intensity regime that µt(Ω
f) = 1. For η ∈ Ωf
there exists a finite Λ ⊃ ∆ such that there is no connection between ∆ and Λc. Hence
sup
ζ,χ∈Ω˜
|γ∞∆ (f |ηΛ\∆ζΛc)− γ∞∆ (f |ηΛ\∆χΛc)| = 0
and by Lemma 4.19 we have
∫
Ωf g(η)µt(dη) =
∫
Ωf γ
∞
∆ (g|η)µt(dη) for every measurable function g and
∆ b Zd.
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