We study a standard dynamic pricing problem where the seller (a monopolist) possesses a finite amount of inventories and attempts to sell the products during a finite selling season. Despite the potential benefits of dynamic pricing, many sellers still adopt a static pricing policy due to (1) the complexity of frequent re-optimizations, (2) the negative perception of excessive price adjustments, and (3) the lack of flexibility caused by existing business constraints. In this paper, we develop a family of pricing heuristics that can be used to address all these challenges. Our heuristic is computationally easy to implement; it requires only a single optimization at the beginning of the selling season and automatically adjusts the prices over time.
Introduction
Nowadays, Revenue Management (RM) practice has become very prevalent in many industries such as airlines, hospitality, fashion, ground transportation, and many others (Talluri and van Ryzin 2005, chap.10) . In a typical RM setting, the seller possesses a finite amount of inventories and attempts to maximize his revenue by selling a collection of products during a finite selling season.
Often times, replenishment of inventory is not viable during the selling season and the leftovers have little salvage value (e.g., empty hotel rooms). There are two types of RM commonly found in practice: quantity-based RM and price-based RM. In the first category, prices are fixed over the selling season and the focus is on making a dynamic resource allocation. As for the second category, prices become the key decision variables and the seller adjusts his prices as often as he wishes and sells all products until stock-out. Although the two types of RM are not mutually exclusive, market context and the seller's value proposition may dictate which of the two is more appropriate. In
The remainder of the paper is organized as follows. Section 2 describes the problem setting and the asymptotic approach we take to analyze the performance of any dynamic pricing heuristic.
The proposed heuristic LPC is formally introduced in Section 3 where we also discuss its minimal and asynchronous price adjustment properties which allow LPC to achieve good performance by adjusting the prices of only a small number of products and do so infrequently. In Section 4, we show the flexibility of LPC in choosing the prices of which products to adjust by demonstrating how to achieve equivalent revenue performances by adjusting prices of different sets of products that are "equivalent". Section 5 uses numerical experiments to show the strong performance of LPC and its modifications, and to illustrate the managerial insights drawn from previous sections.
Finally, Section 6 concludes. The proof of Theorem 1 can be found in the Online Supplement and the proofs of other results are deferred to Appendix A and B.
Problem Formulation
We consider a multi-period and multi-product pricing problem where the seller sells a catalog of n products (indexed by j), each of which is made up of a combination of m types of resources (indexed by i) whose initial inventory levels are given by C ∈ R m . As is usually the case, the number of products is much larger than the number of resources. We introduce a matrix A = [A ij ], commonly known as the consumption matrix, whose element A ij indicates the amount of resource i required by one unit of product j. Without loss of generality, we assume that the rows of A are linearly independent. The selling season is finite and divided into T periods. At the beginning of period t, the seller posts the price p t = (p t,j ). The price then induces a demand D t (p t ) = (D t,j (p t )) with rate λ(p t ) = E[D t (p t )]. As is common in the literature, we allow at most one customer arrival per period. Hence, the function λ(p t ) can also be interpreted as the arrival probability in period (A4) The absolute eigenvalues of ∇ 2 λ j (p t ) and ∇ 2 r(p t ) are bounded from above byv.
Assumptions (A1) -(A3) are similar to the standard regularity conditions in Gallego and van Ryzin (1997) . (A1) is a mild assumption to ensure basic analytical properties of the demand rate.
(A2) follows from the invertibility assumption in (A1) and is needed to guarantee that the function r(.) has a unique, bounded optimizer. The revenue functions under a vast class of demand models such as linear and logit demand satisfy these assumptions. As for (A3), the existence of turn-off prices allow us to effectively shut down the demand for any product whenever desirable. (A4) is easily satisfied in general, especially for compact Ω p . The constantsλ,r andv are independent of t.
The RM pricing problem. The optimal stochastic pricing problem can be written as:
(SPP):
where Π p is the set of all non-anticipating pricing policies and the constraints must hold almost surely. Alternatively, by the invertibility of demand function, we can also use {λ t } as the decision variables and replace p t and D t (p t ) with p t (λ t ) and D t (λ t ) respectively. We then replace the random variables in SPP by their mean and obtain a more tractable deterministic formulation below.
(DPP):
Aλ t ≤ C and λ t ∈ Ω λ , ∀t. Assumption (A5) essentially says that all products matter. It implies the optimal deterministic price is neither so low that it induces too many requests nor so high that it completely shuts down the demand of some products. As a practical rule of thumb, if some products are not profitable (i.e.
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7 λ D j = 0 for some j), they can be discarded from the catalog and we can re-run the optimization. This helps the seller to focus on the products that matter. Hence, (A5) is not restrictive at all.
Performance measure and asymptotic regime. Ideally, we would like to define revenue loss of any control π as the difference between the revenue earned under the optimal pricing policy and the revenue earned under the control. Since the former is not easy to compute, we resort to using an upper bound as an approximation. It is known that J Stoc ≤ J Det . (This is a standard result in the literature and is an immediate consequence of Jensen's inequality. We omit its proof.) Let R π denote total revenue earned under heuristic π throughout the selling season. The expected revenue loss of heuristic π is then defined as:
. Following Gallego and van Ryzin (1997) , in this paper we consider a sequence of increasing problems parameterized by θ > 0. To be precise, in the θ th problem, we scale both the length of selling season and the initial inventory levels by a factor of θ while keeping all the other parameters unchanged. If we let T (θ) and C(θ) denote the length of the selling season and initial inventory levels in the θ th problem, respectively, then T (θ) = θT and C(θ) = θC. One may interpret the parameter θ as the scale, or relative size, of the problem. (If C is normalized to 1, then θ has an immediate interpretation as the size of initial inventory levels. Alternatively, if T is normalized to 1, the scale θ can be interpreted as the size of potential demands.) Notationwise, we will simply attach (θ) as a reference to the θ th problem.
Observe that the optimal solution of the scaled deterministic problem is the same as the optimal solution of the unscaled one (i.e., λ
Minimal and Asynchronous Price Adjustments
In this section, we will develop a pricing heuristic that adjusts the prices of only a small number of products and admits a general asynchronous update schedule. We show that our heuristic guarantees a strong asymptotic performance despite the fact that it only adjusts the prices of a small number of products. This has an obvious managerial significance. For example, at Chicago O'Hare airport, United Airlines operates more than forty routes to and from the North East and another thirty or so routes to and from the West Coast and the Mountain Area (see www.united.com).
Assuming one fare class per flight, the company needs to price approximately 40 × 30 = 1, 200
itineraries from the North East to the West Coast and the Mountain Area that make one stop at O'Hare airport. Our result suggests that United only needs to dynamically price 40 + 30 = 70 itineraries instead of 1, 200. Moreover, the price of these 70 itineraries can be adjusted asynchronously instead of simultaneously.
To introduce our heuristic, we start with a notion of a base. (This is the set of products whose prices are to be adjusted under the heuristic. We will allow more adjustable prices in Section 4.) A subset of products B is said to be a base if (1) it contains exactly m products and (2) the products As will be evident shortly, a proper choice of matrix H is important to ensure that only the prices of the base products are dynamically adjusted while the prices of the non-base products are never changed. The following lemma establishes the existence of a projection matrix for any given base. 
can be interpreted as demand error during period t and the term∆ j l can be interpreted as cumulative demand errors between two subsequent updating times for product j. (For brevity, whenever there is no confusion, we will often suppress notational dependency on p t and simply write ∆ t , D t , and λ t .) Let C t denote the remaining inventory levels at the end of period t. The definition of our heuristic is given below.
Linear Price Correction (LPC)
2. At the beginning of period t > 1, do: 
. . .
Obviously, only the prices of the first m products are adjusted. Moreover, for each j ∈ B, if the current period t is such that t j l−1 < t < t j l for some l, then p t,j = p t−1,j . So, the price of product j ∈ B in the periods between two subsequent updating times does not change. To help the reader better understand the mechanism of this pricing heuristic, we give an example below. Example 1. Consider a network RM with 3 products and 2 resources. Without loss of generality, we assume that B = {1, 2} is a base. Suppose that γ 1 = {2, 5, ...} and γ 2 = {4, 5, ...} (i.e., we want to adjust the price of product 1 in periods 2, 5, etc. and the price of product 2 in periods 4, 5, etc.).
Assuming no stock-out, the price formula for the first five periods, are given by:
, and
General performance bound. We will now discuss the performance of LPC. We first provide a general bound that can be applied to arbitrary updating schedule and then we discuss its implication for several specific schedules. For the sake of generality, we will allow the choice of updating schedule to also depend on θ, i.e., γ j (θ) = {t
Let R H,γ B (θ) denote the total revenue earned under LPC with projection matrix H and updating schedules γ B := {γ j (θ)} j∈B .
Let ||.|| 2 denote the usual spectral norm of a matrix, i.e., ||X|| 2 2 equals the maximum eigenvalue of X ′ X. We state our result below.
Theorem 1. There exist positive constants Ψ andΨ independent of θ ≥ 1, the projection matrix H that selects B, and the choice of updating schedules {γ j (θ)} j∈B such that
where the terms
We want to stress: The above bound is very general. It characterizes the performance of LPC for any given base and any given updating schedule 1 , either synchronous or asynchronous. (The implications of Theorem 1 for specific schedules will be discussed below.) Note that the bound is separable over the products in the base. This suggests that the seller cannot compensate the lack of updating of one product in the base by applying more frequent updates to the remaining product(s) in the base. If there exist multiple feasible bases, the bound in Theorem 1 suggests that we use the base B and the corresponding projection matrix H that minimizes ||∇p(λ D )HA|| 2 . Although, in general, it is not possible to explicitly characterize the "optimal" base products chosen by this selection rule, it turns out that we can provide a very intuitive characterization of the "optimal"
base product for the case of single-resource RM. ). Thus, under LPC, the optimal projection matrix selects the most price-sensitive product into the base. This can be intuitively explained as follows: Among all products, product j * needs the smallest price perturbation to correct the same demand error.
Since we are using the deterministic model as our performance benchmark, ideally, we would want to have a price trajectory that stays as close as possible to the baseline price p D . This can be achieved by adjusting the product that requires the smallest perturbation. As for the more general case of single-resource RM with general demand and general capacity consumption matrix A, a similar intuition also holds: We want to pick the product whose price adjustment has the largest impact on capacity consumption.
Special updating schedules.
We will now apply the result of Theorem 1 to derive an explicit performance bound for several special updating schedules that only adjust the prices of base products and draw some managerial insights. We start with the most commonly used update schedule where prices are being adjusted periodically according to some frequencies.
There exist positive constants Ψ,Ψ, andΨ independent of θ ≥ 1 and h(θ) ≥ 1 such that the expected revenue loss of LPC is bounded by Ψ +Ψ √ h(θ) +Ψ log 2 θ.
Two comments are in order. First, if h(θ) = T (θ), then the periodic schedule reduces to static pricing and the revenue loss is O( √ θ). This bound is consistent with the result in Gallego and van Ryzin (1997) . If, on the other hand, h(θ) = 1, the revenue loss is reduced to O(log 2 θ). Since LPC requires only one optimization followed by simple price updates, it provides a significant improvement 2 over static pricing with negligible computational effort. Second, although Corollary 1 assumes a synchronous schedule, it is not difficult to derive a bound for an asynchronous periodic update schedule because the bound is separable in individual product. For example, one plausible asynchronous schedule would be to adjust the prices of base products on weekly basis, but on different days of the week. The asymptotic performance bound will remain the same as in Corollary 1. One caveat of periodic schedule is that, in order to reduce the revenue loss to O(log 2 θ), a very frequent updates of the prices of all base products (roughly Θ(θ) times) is required. But, per 2 Since θ represents the size of the problem, the percentage revenue loss under LPC is approximately log 2 θ θ × 100% whereas the percentage revenue loss under static pricing is about
x 100%. Numerically, for a problem instance with initial inventory levels equal to 100, as in a typical airplane with 100 seats, our experiments in Section 6 show a 2% improvement in revenue, which is quite significant for typical RM applications.
Article submitted to Management Science; manuscript no. our discussions in Section 1, this may not be practically feasible -or even if it is, it may not be strategically desirable due to customers' perception issue. To address this, below we propose two schedules that still guarantee O(log 2 θ) revenue loss albeit with much fewer price updates.
and there exist positive constants Ψ and Ψ independent of θ ≥ 1 such that the expected revenue loss of LPC is bounded by Ψ +Ψ log 2 θ. it is also possible to use asynchronous schedules. For example, the prices of some base products can be updated using power schedule and the prices of other base products can be updated using geometric schedule. Again, since the bound in Theorem 1 is separable over the products in the base, the O(log 2 θ) bound still holds.
The impact of adjusting the prices of fewer, or more, than m products. Since adjusting the price of all products may not be desirable, or even feasible, it is important that we understand the impact of restricting the number of adjustable products on revenue. Corollaries 1-3 partially answer this question by showing a surprising result that adjusting the prices of only m products (in the base) is sufficient to guarantee a O(log 2 θ) revenue loss. 4 This is a powerful result because, Article submitted to Management Science; manuscript no.
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in most RM applications, the number of resources m is typically much smaller than the number of products n. In particular, it provides an important managerial insight that the seller does not need to aggressively adjust the prices of all products to benefit from dynamic pricing. The result on minimal price adjustment, however, leads to two interesting questions. First, can we still guarantee the O(log 2 θ) revenue loss by adjusting the prices of fewer than m products? The answer is unfortunately negative and the revenue loss under such scenario is of order √ θ in general. To understand why this is so, consider the case where demands are separable and A = I is an m by m identity matrix. Since this corresponds to an aggregate of m independent problems (e.g., m independent one-stop flights), if we only dynamically adjust the price of m ′ < m products, then we are effectively applying static price control to the remaining m − m ′ problems, which we already know has Θ( √ θ) revenue loss in general (Jasin 2014) . Second, what is the incremental benefit of adjusting the prices of more than m products? To answer this, we again consider the case of a single-resource RM. (By minimal price adjustment property, we already know that we only need to adjust the price of one product to guarantee a significant improvement over static pricing. The question is whether adjusting the prices of more products has a significant impact on performance.) 
The above performance bound suggests that the incremental benefit of adjusting the price of an additional product decreases as the number of the adjustable products increases. To see this,
suppose that A = [1, . . . , 1] and demands are separable and identical across different products with
) for all i. Then, the bound in Theorem 2 is of order
Since the function 1/k drops quickly for small k and slowly for large k, this suggests that it is not necessary for the seller to adjust the prices of too many products to get most of the potential revenue. (See Section 5 for numerical evidence of this observation in the the action-space reduction scenario, we first compute the optimal aggregate decision variable and then disaggregate this variable to recover the optimal price for each product. However, there is no guarantee that this disaggregation will result in the adjustment of only the prices of m products. In contrast, under our scenario, the prices of n − m products are never changed. Table 2 in Appendix C.) Given that the average margins in RM industries are typically very small, only about 3% (Irvine 2014) , this highlights the practical significance of minimal adjustments for real-world implementation.) In particular, if the seller wishes to adjust the prices of more than m products to further increase revenue, then s/he only needs to consider adjusting the prices of a few more products instead of all.
Equivalent Performance via Adjusting the Prices of Other Products
Corollaries 2 and 3 in the previous section provide an important managerial insight: Managers need to update the prices of only a small subset of their products, and do so sufficiently rarely, to guarantee a strong revenue performance. Those results, however, assume that only the prices of the same m products are updated throughout the selling season. Can we do better? For example, why should we update the price of one product ten times and the other products not at all if a major concern of some practitioners is that customers get upset by frequent price changes? Can we reduce the number of price updates per product by somehow distributing the required adjustments across different products over different time periods (e.g., one price update per product for ten different products instead of ten price updates for one product)? Also, what if the seller dictates that the price of some products should not, or cannot, be changed either due to existing business constraints or contractual agreements? Can we somehow re-assign the scheduled update for these products to other "similar products"? As discussed in Section 1, although these questions have significant practical relevance and are faced by many sellers, we are not aware of any existing work in the literature addressing these issues. In this section, we will discuss a generalization of LPC that partially addresses these issues. Our proposed heuristic provides important practical insights on how to do equivalent pricing via adjusting the prices of similar products. To illustrate the basic idea, we start with two examples. 
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to dynamically adjusting n types of tickets Θ((log 2 θ)/n) times for each. This has an important managerial implication. As an illustration, consider economy seats. There are usually about 13 different fare classes for economy seats. Since a typical US passenger flight has fewer than 500 seats and log 2 (500) = 8.96, by our previous arguments, we can either adjust the price of one fare class nine times or the price of any nine fare classes once during the selling season.
Example 3. Consider a network RM problem with 3 resources and 6 products and suppose that
Obviously, B = {1, 2, 3} forms a base. Suppose that the previously prescribed schedule for B is γ 1 = {2, 3, 5}, γ 2 = {3, 4, 5}, and γ 3 = {4, 6}. Unlike in the previous example where we can arbitrarily pick any nine products, here, the choice of "similar products" is more subtle. A new set of products is similar to the original set of products if its corresponding columns (by the same index) in
can linearly represent the columns in A∇λ(p D ) that correspond to the original set of products. In our example, this means that we can replace updating {2, 3} in period 4 with {4, 5}, or replace updating {3} in period 6 with {4, 5}. We cannot directly replace the price adjustment of product 3 in period 4 with product 4 because column 4 is not parallel to column 3. But, since product 2 will be adjusted in period 4 under both the original schedule and the new schedule, we can achieve an equivalent revenue by bundling the price adjustment of product 2 and 3 in period 4 and substituting it with the price adjustment of {2, 4}.
Equivalent pricing control. We now formally state the idea behind the preceding examples.
For clarity, we assume that B = {1, . . . , m} is a base and H is a projection matrix that selects
denote the existing updating schedule for base products. We will show in this section that, for any equivalent schedule of γ B (to be formally defined below), we can construct a pricing heuristic that guarantees the same asymptotic performance as LPC under γ B .
In other words, if the seller wants to modify the current price updating schedules to a new one for strategic considerations, then we can provide a new pricing control that guarantees an equivalent performance as long as the new updating schedule is equivalent to the current updating schedule.
Before introducing equivalent schedule, we first introduce the concept of equivalent set: A set of products G ⊆ {1, . . . , n} is said to be equivalent to the set S ⊆ B (mathematically, we write: 
have the following: (3) of Lemma 3, the above update formula guarantees that only adjustable products under γ are adjusted in each period.)
Example 2 (cont'd). Consider again the single flight problem described in Example 2. Suppose that n = 3 and assume, without loss of generality, that B = {1} with the corresponding projection matrix H = (1, 0, 0) ′ . Suppose that the seller originally plans to periodically adjust the price of only product 1 at the beginning of every period using the following update formula:
To develop an equivalent pricing control, which alternates among the three products such that the price of only one product is being adjusted in every period, we construct a sequence of transformation matrices {Q t l } for each update time t l as follows. Let Q 1 be a 3 by 3 identify matrix. For j ∈ {2, 3}, denote by Q j the transformation matrix that transform the price adjustment of product 1 into price adjustment of product j. In particular, by the construction of transformation matrix
For all l satisfying l ≡ j (mod 3), set Q t l = Q j . The resulting equivalent pricing control is then given
. Assuming no stock-out, the explicit formulae of the price of all three products for the first five periods are:
Thus, in this example, we have shown how to adjust the prices of three products T /3 times each instead of adjusting the price of one product T times using equivalent pricing.
Performance result. For any updating schedule
: Q t ∈ Q t (γ)} denote a sequence of transformation matrices that correspond to γ and let R Q H,γ B ,γ denote the resulting revenue. The following theorem provides a uniform performance bound for equivalent pricing control under any updating schedule γ that is equivalent to γ B .
Article submitted to Management Science; manuscript no. Theorem 3. There exist positive constants Ψ andΨ independent of θ ≥ 1, the projection matrix H that selects B, and the choice of updating schedules γ B such that
where the terms U j 1 (T, t) and U j 2 (T, t) are defined as in Theorem 1.
Observe that the bound in Theorem 3 is similar to the bound in Theorem 1. This shows that, for any schedule γ that is equivalent to the base schedule γ B , the seller can use equivalent pricing to guarantee the same asymptotic performance as the LPC under the base schedule γ B . This result provides the seller with an extra flexibility to manage his prices.
LPC with synchronous price adjustment of more than m products. Although the LPC discussed in Section 3 allows for arbitrary asynchronous price adjustment, it is restricted to adjust the price of exactly m products. Generalizing LPC to the case of arbitrary asynchronous price adjustment of more than m products is not a trivial task and beyond the scope of this paper. It is, however, possible to use equivalent pricing to develop a version of LPC that synchronously adjusts the prices of k ≥ m products. To illustrate how to use equivalent pricing to do synchronous price adjustment for k ≥ m products, consider the LPC discussed in Section 3 where the base is B and γ j (θ) = γ 1 (θ) for all j ∈ B. Let G denote a set of k ≥ m products that span the resource space (i.e., the set of products whose corresponding columns (by the same index) in A∇λ(p D ) span R m ).
Since G ∼ B B, we can construct a transformation matrix Q as described above and apply equivalent pricing with Q t = Q for all t. The resulting price update formula is given bŷ
where the second equality follows from the second part of Lemma 3 withH being a projection The difference between LPC and LRC. As briefly mentioned in Section 1, Jasin (2014) has developed a dynamic pricing heuristic which he calls Linear Rate Correction (LRC), and it adjusts 
Numerical Experiments
In this section, we run several experiments to illustrate the theoretical results in Sections 3 and 4 as well as to highlight the applicability of our heuristic in practice and its managerial implications.
For our simulations, we use a multinomial logit demand with 10 products and 4 resources. (See Appendix C for detail.) We use T = 1 and C i = 0.1 for each resource i. Note that, per our definition, the actual number of selling periods and initial inventory levels are given by θT and θC, respectively.
For example, θ = 1, 000 corresponds to a problem instance with 1,000 selling periods and initial inventory levels equal to 100. We compare the expected revenue loss under different heuristics for a wide range of θ's. In particular, since typical RM firms sell about 100-1,000 inventories per season (e.g., mid-size airplanes have about 100-500 seats and large-size hotels can easily have more than 1,000 rooms), we use θ ranging from 500-10,000.
We denote by Static the static price control developed in Gallego and van Ryzin (1997) , and by LRC the linear rate control developed in Jasin (2014). As for our heuristics, we denote by LPC-k the LPC that simultaneously adjusts the prices of k ≥ m products in every period. (Recall that 6 Linear control has been widely studied in engineering (Ben-Tal et al. 2009 ) and finance (Calafiore 2009 ), and has only been recently studied in operations management (Bertsimas et al. 2010 , Atar and Reiman 2012 , Jasin 2014 . In general, a linear control assumes the form of a baseline control plus a linear combination of past system perturbations.
(This explains the forms of LRC and LPC.) While most existing literature on linear control focuses on finding a way to compute the optimal control parameters, our work explicitly constructs a particular form of linear control, which has certain desirable properties, and proposes a particular choice of parameters values that yields a strong performance guarantee. Needless to say, once the form is assumed, it may be possible to apply standard techniques in the literature to optimize the parameters of LPC. However, this is beyond the scope of this paper.
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to ensure LPC adjusts at most k prices, we only need to find a proper transformation matrix. We select the transformation matrix following the proposed guideline in Section 4.) Correspondingly, we use RSC-k to denote the heuristic that adjusts the prices of the same k products as in LPC-k via exact re-optimization of DPP in every period, with an additional constraint that the prices of the unadjustable products remain the same as the static price. In addition to the said heuristics, we also test two simple modifications of LPC-k that only adjust the same k prices and can improve the non-asymptotic performance of the vanilla LPC-k. The first one is a projection-based LPC where, in each period, we apply LPC update formula followed by a projection into
we denote the resulting heuristic by Proα-k. If α is small, Proα-k is very similar to static price control; if α is large, Proα-k is very similar to LPC-k. Per our discussions in Section 3, since we are using static price as our benchmark, we would ideally like to have a heuristic whose price trajectory stays as close as possible to the static price. However, since demands are random, we must also allow some room for price adjustments to account for demand variability. This motivates the use of projection as a way to control the intensity of price fluctuation. The second modification of LPC-k is a re-optimization-based LPC, denoted by Hybβ-k, where we re-optimize DPP at the first β updating times of the 2-Geometric schedule and apply LPC in the remaining periods.
Experiment 1: Performance of LPC. Figure 1 illustrates the performance of LPC-10 and other existing heuristics. Consistent with our asymptotic results, LPC-10 performs much better than
Static.
7 Figure 1 also shows that LPC-10 performs slightly worse than LRC and RSC-10, which is not surprising because both LRC and RSC-10 are known to have a slightly stronger performance guarantee of O(log θ) than LPC (Jasin 2014) . We want to stress that although RSC-10 performs very well, it is also very time-consuming (see Table 1 ). In contrast, LPC-10 is computationally very fast. Admittedly, there is still a revenue gap between the "ideal but not implementable" RSC-10
and LPC-10. The question is whether there is a cheap way to improve the performance of LPC-10 without resorting to heavy frequent re-optimizations. It turns out that we can significantly narrow the gap between RSC-10 and LPC-10 by simple modifications of LPC-10. The first plot in Figure   2 shows that Pro30-10, which enforces the prices of LPC to fluctuate within a 30% band around the static price, can reduce the revenue loss gap by almost a half. This tells us that a simple projection can have a significant impact on revenue. (In general, we can also use product-dependent 7 It is interesting to note that not all linear price controls are guaranteed to perform well. For example, under 1-Periodic schedule, one intuitively appealing linear price control ispt
A∆s. Similar to LPC, this heuristic also adjusts prices to compensate for randomness in demand realizations. But, in contrast to LPC, this heuristic adjusts the price in a myopic manner; it attempts to fully correct the errors made in the previous period in the next period. Although this heuristic appears reasonable at first sight, our numerical experiments suggest that it is not even asymptotically optimal. This highlights that developing a linear price control that has strong performance is not a trivial task. Figure 2 further shows that Hyb8-10, which combines LPC with only 8 optimizations, can reduce the revenue loss gap by more than 75%. This is fairly impressive considering the fact that, even for small θ = 500, RSC-10 already requires 500 re-optimizations. It highlights the versatility of LPC for practical implementation; in particular, we can use LPC in combination with occasional re-optimizations in the case where frequent re-optimizations is clearly not feasible. At the end of Section 3, we discussed the impact of increasing the number of adjustable products on revenue performance. Figure 4 illustrates our theoretical results. (See also Table 2 in Appendix C.) The first plot in Figure 4 shows that, in comparison to Static that adjusts no prices at all, allowing m = 4 adjustable products yields a significant reduction in revenue loss. This is due to the minimal adjustment property of LPC. Beyond the initial four products, although allowing more adjustable products further decreases the revenue loss, its incremental benefit becomes much smaller. In particular, the plot shows that the impact of allowing two additional adjustable products (see the gap between LPC-4 and LPC-6 ) captures almost half of the benefit of allowing six more adjustable products (see the gap between LPC-4 and LPC-10 ). We observe the same phenomenon in the second plot in Figure 4 for Hyb8 heuristics. This suggests that the managerial insights drawn from Theorem 2 still hold in network setting: If the seller wishes to adjust the prices of more than m products to increase revenue, then adjusting a few more products is sufficient to capture pretty much all the potential benefit of adjusting all products.
Experiment 3: Equivalent pricing with business constraints. In this experiment, we study a case where the seller has additional constraints on when and what prices to adjust. We assume that (1) the prices of products 5, 8 and 9 cannot be adjusted, (2) the prices of products 2, 3, 4 can only be adjusted in the second half of the selling season, and (3) the prices of products 6, 7, 10 can only be adjusted in the first half of the selling season. These are plausible constraints motivated by practical applications. For example, products 5, 8 and 9 can be viewed as corporate rate rooms that cannot be adjusted over time. Products 2-4 and 6, 7, 10 can be viewed as special Chen, Jasin, and Duenyas: Real-Time Pricing Article submitted to Management Science; manuscript no.
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Figure 4
Revenue impact of the number of adjustable products for LPC and Hyb8. rate rooms for certain events (e.g., conference) whose prices cannot be adjusted in a certain time window. Based on our discussions in Section 4, LPC can be automatically adapted to this setting via equivalent pricing with an original base of B = {1, 2, 3, 4}; we denote this heuristic simply as LPC.
Similar to previous experiments, we can apply re-optimized static price control with the additional constraints that certain prices cannot be adjusted in particular periods; we denote the resulting heuristic simply as RSC. It is also possible to use the modified LPC, which we denote as Proα and Hybk, accordingly. Figure 5 shows that simple modifications of LPC, which is computationally easy, can attain a similar performance as RSC which requires frequent re-optimizations and may not be implementable in practice. This highlights the versatility of LPC for practical implementation in the presence of business constraints.
Closing Remarks
In this paper, we consider a standard dynamic pricing problem and propose a new family of pricing heuristics, which we call LPC. We show that LPC provides a strong improvement over static pricing: The revenue loss is reduced from O( √ θ) to O(log 2 θ). In addition, it also has desirable features Article submitted to Management Science; manuscript no.
that can be used to address practical concerns. First, LPC only requires a single optimization and can be implemented in real-time, which makes it useful for solving large-scale problems where other computationally intensive heuristics are not viable. Second, LPC guarantees a strong revenue performance by adjusting the price of a few "important" products infrequently. This helps address the issue of acceptability of dynamic pricing in the eyes of customers due to excessive price adjustments. Third, LPC allows the seller to maintain an equivalent revenue performance via adjusting the prices of other products. This not only can be used to further reduce the number of required price changes per product, but also provides an extra flexibility for the sellers to manage his prices in the presence of various business constraints. Our simulation results show that LPC not only has a good theoretical performance but also works well numerically. Furthermore, its performance can be further improved by simple modifications such as projection and occasional re-optimizations. To conclude, we believe that our work provides novel managerial insights that make dynamic pricing more applicable and practically appealing for real-world implementation.
Throughout, we use superscript j and subscript i to indicate the j th column and the i th row of a matrix respectively. 
A.2. Proof of Lemma 2
We will prove a more general result of picking the best k prices. For any v ∈ R n define ||v||0 := |{i : vi ̸ = 0}|.
a rank one matrix, its maximum eigenvalue is just its trace. So ||xa
. Note also that the equality constraint is equivalent to ||b||2||x||2 cos(b, x) = 1, where cos(b, x) is the cosine of the angle between vectors b and x. Therefore, as long as ||x||2 = 1/ (||b||2 cos(b, x) ), the equality constraint can be satisfied. So the problem becomes minx{||a|| 
} . We bound the summation after the inequality as follows:
}
. The first equality follows since we update the price of the m products at the same time. The first inequality is the integral approximation and the last inequality follows from the fact that 0
We make further approximation of the inequality above by breaking down the summation over t into two parts, before and
where the first inequality follows from the integration approximation and the third inequality follows from the fact that 1 ≤ √ h ≤ θ − t * ≤ √ h + 1. Now we compute the summation over U j 2 (θ, t). Similarly, it suffices to bound the following:
Again, we break the summation into two parts and use integral approximation:
, where the last inequality holds because
A.4. Proof of Corollary 2
We assume without loss of generality that T = 1 and suppress the dependence on θ for brevity. Note that K(θ)
is well-defined since ∑ k s=1 s α is strictly increasing in k and is unbounded as (α+1) . We now analyze the performance bound. We first derive bound for the summation over U j 1 (θ, t). Similar to the proof of Corollary 1, it suffices to bound the following:
.
In addition, we also have that for 2
3α+4 log(α + 1) + 2 3α+4 log θ). As for the summation over
A.5. Proof of Corollary 3
We assume without loss of generality that T = 1 and suppress the dependence on θ for brevity. We first show that K ≤ 1 + log β θ. Note that since {t l } are strictly increasing integers, so K is well defined and by definition of t l we
We now analyze the performance bound. By definition, we have t l ≤ [(β − 1)θ + t l−1 ]/β + 1, so we have the following useful bound which will be used a couple of times later: for l ≤ K,
We derive an upper bound for the summation Article submitted to Management Science; manuscript no.
over U j 1 (θ, t) first. Similar to the proof of Corollary 1, it suffices to bound the following:
, where the first and the third inequalities follow from (⋆). Note that
. Now we approximate the summation over U j 2 (θ, t) as follows:
≤ m(2β − 1) log θ log β θ.
A.6. Proof of Theorem 2
We use a slight modification of LPC with synchronous 1-Periodic Schedule as follows: follow the LPC heuristic but 
Appendix B: Proofs of Section 4
B.1. Proof of Lemma 3
By the construction of Q (Yt, Gt, St) , it is straightforward to verify that A∇λ(p Figure 6 for an illustration.) This proves (1). For (2), construct 
B.2. Proof Sketch of Theorem 3
The proof of Theorem 3 follows the same outline of the proof for Theorem 1 (see the Online Supplement) with three nontrivial twists.
1) Resource Correction Equivalence. We first show that in terms of error correction, equivalent pricing is "equivalent" to LPC. In particular, letεt
. For simplicity, disregard the second order term of Taylor expansion of λt, then we have exactly the same capacity error below as (2) in the proof of Theorem 1:
, where the third equality follows by Lemma 3 part (1). . Then, the bound in STEP 2 of Lemma EC.3 in the Online Supplement becomes: The above inequality implies that:
} .
Appendix C: Simulation Parameters and Table 2 .
In all the experiments, we have 10 products and 4 resources. We use a multinomial logit demand (i.e., λt,i = exp(ai − bipt,i)/(1 + ∑ n j=1 exp(aj − bjpt,j))) with the following parameters: The following table provides revenue loss (with respect to the deterministic upper bound) and revenue improvement (with respect to the static price control) of the heuristics tested in Experiment 2. Although the two lemmas above are crucial and their proofs are quite subtle, we defer the details for now and focus on the main thread of the proof.
STEP 3
We analyse the revenue loss incurred by LPC. 
+r E[θ − τ + 1]. So, the first term after the last inequality above can be bounded as follows: = 0 by the optional stopping theorem. Therefore, we only need to derive upper bounds for the first two terms above, which will be the primary focus of STEP 4 and 5.
STEP 4
We derive an upper bound for
. Let π and µ denote the duals associated with the inventory constraints and the constraints λt ∈ Ω λ of DPP respectively. Note that neither depends on θ. By assumption (A5), the optimal solution of DPP is interior. As a result of Karush-Kuhn-Tucker (KKT) optimality condi- 
