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Introduction
1.1 Context and Motivations
Time is a critical issue in Distributed Systems where a set of processes communicate
through message exchange and do not have access to a global clock. Nonetheless
computers around the world have to timestamp electronic commerce transaction con-
sistently and a common time is required to analyze how distributed executions un-
fold. In this context a Clock Synchronization Algorithm has to ensure that physically
dispersed processes have a common knowledge of the time, that can be an approxi-
mation of the real time or simply an integer-valued counter. Consequently clock syn-
chronization becomes a fundamental building block for many distributed applications
such as process control applications, transaction processing applications orcommuni-
cation protocols that require synchronized clocks. As such, the topic has been widely
studied for many years, and several algorithms exist which address diﬀerent scales,
ranging from local area networks (LAN), to wide area networks (WAN). However
there exists an emergent class of applications and services (e.g. managing large scale
datacenters [78, 79], Cloud Computing [39], peer-to-peer enterprise infrastructures
[12]), operating in very challenging settings, for which the problem of synchronizing
clocks has been attacked only recently [10, 41]. These applications have to operate
without any assumption on deployed functionalities, pre-existing infrastructure, or
centralized control, being able to tolerate network dynamism, due to crashes or to
process joining or leaving the system, and scaling from few hundred to tens of thou-
sands of computer nodes. For instance, publish/subscribe middleware, such as the
data distribution service [35] requires synchronized clocks, however in several rele-
vant scenarios, due to security issues, or limited assumptions on the infrastructure,
it cannot assume that members of the system, either have access to an external time
source. These new algorithms have to be built with self-organization capabilities and
strong adaptability in order to support the adverse settings they are supposed to work
on. Moreover designing clock synchronization algorithms presents several inherent
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diﬃculties: 1) due to transmission delays each process cannot have an instantaneous
global view of every remote clock value; 2) even if all clocks could be started at the
same real time, they would not remain synchronized because of drifting rates (i.e. the
rate of misalignment of once synchronized clocks caused by the slight inaccuracies
of the time-keeping mechanism); 3) in distributed system composed by tens of thou-
sands of nodes, each node, due to scalability problems, cannot know each other node
in the system (i.e. its knowledge of the system is limited); 4) ﬁnally, it has to support
faulty elements, which are common in distributed systems.
A common way to resolve the clock synchronization problem in absence of
deployed functionalities such as external time sources is recurring to convergence
function-based techniques. These techniques are based on two steps in which a pro-
cess 1) estimates through a message exchange the clock value of other processes ob-
taining a so-called clock estimate of other processes; 2) uses a convergence function,
which takes as argument a set of clock estimates and returns a single clock value, to
adjust its local clock. A convergence function compute some kind of averaging on
clock estimates and usually some of them are designed to tolerate erroneous clock
estimates or faulty values.
On the other hand, a promising approach to tackle scalability problems is to em-
brace a fully decentralized paradigm in which peers implement all the required func-
tionalities, by running so called gossip − based algorithms. In this approach, due to
the large scale and geography of the system, each peer is provided witha uniform ran-
dom neighborhood, its local view, representing the part of the system it can directly
interact with. The algorithm running at each peer computes local results by collecting
information from this neighborhood. These results are computed periodically leading
the system to gradually compute the expected global result.
This thesis focuses in design of an architecture for scalable clock synchronization
in large scale application and systems obtained combining these two techniques in or-
der to overcome the diﬃculties previously described. Howeverthe limited knowledge
of the whole system raises several problems far to be solved in large scale dynamic
settings:
1. Can internal clock synchronization be achieved employing gossip paradigm
and a limited knowledge?
2. Can a gossip-based clock synchronization algorithm be resilient to byzantine
faults and malicious processes having only a limited view of the system?
3. Can the uniform random limited knowledge required by the gossip-based ap-
proach be achieved in a continuously changing environment? And what hap-
pens when this random knowledge is biased?
In the following of this chapter, we will introduce the reader to the state of the art
of clock synchronization detailing a classiﬁcation for this research ﬁeld. Moreover1.2. CLOCK SYNCHRONIZATION ALGORITHMS 3
we will introduce another classiﬁcation for uniform peer sampling algorithms that
are a building block for a wide range of distributed applications. In particular they
can be employed to provide an uniform random selection of communication partners
in gossip protocols. Based on these premises the last section 1.4 of the chapter will
be devoted to clarify the contribution of this thesis with respect to the problems just
outlined.
1.2 Clock Synchronization Algorithms
Starting from the seminal work of Lamport, that in [51] deﬁned a distributed algo-
rithm for synchronizing a system of logical clocks and specializes this algorithm to
synchronize physical clocks, and from the following works of Lamport and Melliar-
Smith [52, 53], that analyzed the problem of clock synchronization in presence of
faults deﬁning Byzantine clock synchronization, the clock synchronization became a
widely studied research ﬁeld.
This section is devoted to identify a classiﬁcation of clock synchronization algo-
rithms. Basically, we rely on two orthogonal features: 1) the role of processes in the
distributed synchronization and in time dissemination and 2) the internal successive
steps building the clock synchronization algorithms. This classiﬁcation follows and
extends the presentation given in [3].
1.2.1 Roles in Clock Synchronization Algorithms
The clock synchronization algorithms are discerned by the way how time is dissem-
inated and how every synchronization process participates in the clock synchroniza-
tion. Clock synchronization algorithms can be symmetric and asymmetric. In sym-
metric clock synchronization algorithms, each process plays the same role, while in
asymmetric ones there is a predeﬁned process, i.e. the master, which has a speciﬁc
role. Currently asymmetric structures are emerged as standard de facto in clock syn-
chronization: for instance the Network Time Protocol (NTP) [66] is the most used
solution to synchronize clocks over Internet. On the other side, a recently open re-
search ﬁeld is developing symmetric clock synchronization algorithms based on a
peer-to-peer approach where each process has only a limited view of the system.
These peer-to-peer synchronization algorithms [10, 14, 7] are able to synchronize
very large distributed systems also in absence of reference clocks and this property,
as well as an inherent fault resilience, makes them very attractive.
Symmetric Scheme
In symmetric schemes every process that participates to distributed synchronization
in an active manner, executes the whole clock synchronization algorithm. There-
fore every process disseminates its local clock to other processes and gathers their4 CHAPTER 1. INTRODUCTION
clock values, and using these clocks it adjusts its local clock. Usually the symmetric
clock synchronization algorithms are classiﬁed in two classes: ﬂooding-based and
ring-based, depending on the virtual path taken for transmitting a message from one
process to every other one. Recently, using the same rule, a new class has to be added
to this classiﬁcation: the limited view clock synchronization algorithms, also called
peer-to-peer algorithms, where a message, sent by a synchronization process, does
not reach every other process but only a subset of them.
Flooding-based Scheme In ﬂooding-based symmetric algorithms [20, 26, 27, 38,
57, 72, 75] each process sends its messages to all outgoing channels and, in non-fully-
connected networks, other processes relay these messages to their outgoing channels.
A ﬂooding-based solution is naturally fault-tolerant, i.e. it does not have a single
point of failure. However they may require up to n2 messages to disseminate a clock
information to the n processes in the system. Clearly a ﬂooding-based clock synchro-
nization can be greatly improved in its performance in presence of a communication
network providing a broadcast primitive.
Virtual Ring Scheme The virtual ring scheme [69] was developed to decrease the
number of exchanged messages in ﬂooding-based scheme. This result is obtained
connecting all processes in a virtual ring and sending only a message along this cyclic
path. As this message travels on the ring, each process adds its own data on the mes-
sage. Compared with ﬂooding-based schemes, virtual ring schemes need a smaller
number of message exchanges but need extensions in order to support failures.
Limited View Scheme In limited view scheme, messages send by a process reach
only a limited number of other processes involved in synchronization. In fact, each
process is provided with a neighborhood representing the part of the system it can
directly interact with and the algorithm running at each process computes local re-
sults by collecting information only from this neighborhood. This approach reduces
dramatically the number of exchanged messages with respect to the ﬂooding-based
scheme. These properties become a peer-to-peer algorithm very attractive in large
scale dynamic systems that can be composed by a ten of thousands of concurrently
joining/leaving processes.
Moreover in limited view algorithms, the neighborhood of a process is often a
random subset of the system obtained by mean of a peer sampling algorithm. In
such way, the graph of neighborhood relationships approximates a random graph, a
network topology with good fault resilience properties.
Finally limited view scheme can be used to obtain both external [41] and internal
clock synchronization [10, 14]. In [41] the reference clock provided by a time server
is rapidly disseminated throughout the network with a limited number of messages
exchanged in each synchronization round. The other two solutions are a part of this1.2. CLOCK SYNCHRONIZATION ALGORITHMS 5
thesis and they will be presented in the Chapter 3 and 4. For sake of completeness, in
[7] Babaoglu et al. present an algorithm for heartbeat synchronization based on the
same scheme.
Asymmetric Scheme
In asymmetric scheme, also called master-slave scheme, processes involved in the
synchronization play diﬀerent roles. Usually one dedicated process is designed as
master and provides the time to the other processes designed as slaves. In some
implementation, called master-controlled scheme, the master acts as coordinator of
the clock synchronization algorithm. It requests and collects other clocks values
(i.e. the slave clocks), estimates the required adjustments and sends them back to
the slaves [36]. On the other hand, there exists a slave-controlled scheme where the
master only provides the reference time [4, 19]. In this scheme every slave asks for
the reference time and after reception invokes the clock synchronization algorithm
and re-synchronizes its local clock. Clearly an asymmetric scheme, either master or
slave controlled, has a low cost in terms of message exchanged to obtain synchrony.
Otherwise the presence of the master represents a single point of failure. Indeed, a
single master can go down as a result of a large number of synchronization messages
or as a result of the presence of malicious processes. In these scenarios the only
solutions come from the election of a new master or a replication of masters.
Hierarchical Scheme
Some clock synchronization algorithms consider a hierarchical clock synchroniza-
tion strategy where the synchronization is spread at diﬀerent levels. The operation at
one distinct level may again be categorized either as asymmetric or symmetric. In ad-
dition, processes may participate in the clock synchronization in a diﬀerent manner.
Passive processes may synchronize their clocks but may not contribute to the overall
synchronization in contrast to active processes that will provide their time for other
processes as well. Primary processes are either equipped with a better oscillator or
may have access to an external time source, e.g. a GPS receiver, in contrast to sec-
ondary nodes. Two diﬀerent kind of hierarchical-based algorithms are NTP [66] and
CesiumSpray [81]. The ﬁrst employs a hierarchical asymmetric structure where at
the top of the hierarchy there are primary servers, directly connected to UTC sources
and so providing reference clocks. At second level, there are secondary servers: they
require time synchronization to primary servers, for instance using a slave-controlled
approach. At the bottom of the hierarchy, there are servers in users’ computers: they
synchronize themselves with secondary servers. Accordingly in this structure each
server in a level acts as a master for the servers in the level below. On the other
side CesiumSpray is based on a symmetric ﬂooding-based approach where the top of
the hierarchy “spray” the reference time to lower levels traversing each level of the6 CHAPTER 1. INTRODUCTION
hierarchy.
1.2.2 Internal Steps of Clock Synchronization Algorithms
A clock synchronization algorithm in a distributed system is basically composed by
two fundamental steps in which a synchronization process: 1) estimates through a
message exchange the clock value of other nodes obtaining a so-called clock estima-
tion of other nodes; 2) uses a clock correction function, which takes as argument a
set of clock estimates and returns a single clock value, to adjust the local clock it
manages.
Remote Clock Estimation
In order to compute a new adjustment, every process has to try to get some knowledge
of the value of remote clocks, estimating these remote clocks. In fact, due to variable
communication delays and clock drifts it is not possible to get an exact knowledge of
the remote clocks and only an estimation can be acquired.
It is crucial for any clock synchronization algorithm that the estimation is able
to produce values closely related to the remote clock values. Two techniques can be
used to estimate remote clock values: the Time Transmission (TT) and the Remote
Clock Reading (RCR). Several algorithms, like [21, 23, 53, 59], are not restricted
to work with one of these techniques but only require that the remote clock can be
estimated with a bounded error θ, where the error obviously depends on the actual
used clock estimation technique.
The Time Transmission technique In time transmission technique, a process pi
sends its local clock to other processes. A receiving process pj utilizes this value, and
other informations that the sender could include in the message, to estimate pi’s local
clock. Depending on whether or not communication delays are bounded or clock are
initially synchronized, two variants exist. In the ﬁrst case, TT requires known bounds
on the precision of the initial synchronization and on communication delays. Using
this technique, a process pi sends a clock message, containing its clock value, to
every other process at a ﬁxed local time T. Meanwhile, the same process pi collects
messages from the other processes within a particular amount of time measured on its
logical clock. Moreover, pi stores the local time at which these messages are received
and, using these informations, builds its clock estimation considering only messages
received in a predetermined time interval large enough to ensure that a message send
by a correct process is received by pi itself.
In case where communication delays are not bounded, a statistical variant to TT
has been deﬁned [4, 69]. In this variant, the absence of both initially synchronized
clocks and precise upper bounds on the transmission delays are overcome by s suc-
cessive transmissions of timestamped synchronization messages. This sequence is1.2. CLOCK SYNCHRONIZATION ALGORITHMS 7
used by the receiver to estimate the logical clock value of the sender on the basis of
message timestamps and message delay statistics. We have to note that this technique
require the knowledge of the expectation and deviation of transmission delays. Lots
of deterministic algorithms [20, 72, 75] and statistical ones [4, 70] employ a TT tech-
nique because it has a low cost in terms of message but, otherwise, it is strictly related
to the assumptions of initially synchronized clocks or to the knowledge of statistical
properties of the transmission delays.
The Remote Clock Reading technique The remote clock reading technique has
been introduced in [19] and it is able to work in absence of the knowledge about the
upper bound on communication delays. The RCRtechnique is based on the following
steps: 1) a process pi willing to estimate the local clock of another process pj sends a
request message to pj, at Ci(T0), querying pj’s time, and starts to wait pj’s response;
2) the remote process replies with a message encapsulating its clock value Cj(T1).
This message, in turn, is received at process pi at its own local time Ci(T2). With the
knowledge of the round trip delay 2D, measured on pi’s clock between the sending
of pi’s message and receipt of pj’s response, a process pi can estimate pj’s clock and
bound the error it makes when reading the clock value of process pj. In fact, the
clock of process pi can drift from real time at most ρ. Thus, the round trip delay is
not greater than 2D(1 + ρ). This upper bound for the round-trip delay can be used
to deﬁne an upper bound max for the one-way transmission delay T2 − T1 of the
pj’s replay: max ￿ 2D(1 + ρ) − min. Consequently the lower bound min and the
upper bound max deﬁne an interval in which it is possible to take any value as an
estimation of Cj(T1) : [Cj(T1) + min(1 − ρ),Cj(T1) + max(1 + ρ) − min(1 + ρ)]. For
instance in [37] the estimate is the value Cj(T1)+ D. Otherwise in order to minimize
the worst case error, it is possible to select the midpoint of the estimation interval as
the remote clock estimate. In this case the maximum clock reading error is equal to
[max(1 + ρ) − min]/2.
Note that smaller D implies smaller estimation interval and better remote clock
estimation. Consequently if a process wants to achieve a reading error smaller than
a certain speciﬁed maximum error, it must discard any reading attempt for which it
measures a round trip delay 2D > 2U, where 2U denotes the timeout delay necessary
for achieving the required reading precision.
The RCR is used in several algorithms, for instance [19, 37, 62, 69, 81]. More-
over a slightly diﬀerent version of the presented technique is used in NTP [65] to
synchronize remote clock over Internet and in the limited view scheme-based algo-
rithms [10, 14, 41]. In particular there are two fundamental beneﬁts introduced by
RCR with respect to TT: 1) its correctness does not depend on any assumption about
the message delay distribution and not rely on approximately synchronized clocks;
2) a process knows the error introduced by a remote clock estimation. However, em-
ploying a request-reply approach RCR requires twice more messages than the TT8 CHAPTER 1. INTRODUCTION
technique.
Clock Correction
The second and ﬁnal step in a clock synchronization algorithm is computing the ad-
justment for the local clock in relation with the other remote clocks. In order to cor-
rect the local clock, the synchronization process can compute some kind of function,
usually some kind of averaging of remote clock estimates produced by the remote
clock estimation step, in this case we talk about convergence-averaging techniques,
otherwise the correction can depend only on the receipt of a ﬁxed number of remote
clock values, in this case we refer to convergence-nonaveraging techniques. In the
following we outline the basic concepts underlying both techniques.
Convergence-averaging techniques In convergence-averaging techniques, using
a convergence function to compute a correct clock value starting from a set of remote
clock estimates [22, 23, 36, 53, 57, 59], or a set of time interval [62], a synchro-
nization process is able to determine a new adjustment value for its local clock. In
addition convergence-averaging techniques usually provide mechanisms for tolerat-
ing erroneous clock reading.
In the class of convergence functions that take as input a set of remote estimates,
an important convergence function was introduced in [53] and returns the average
of all clock estimates, replacing a remote clock estimate with its clock Ci(t) if the
remote clock estimate diﬀers from Ci(t) more than a constant ω. A fundamental
result was been introduced in [22] and used in [23], where was been presented a
diﬀerential fault-tolerant midpoint function. This convergence function was proven
to be optimal with respect to the best precision and accuracy achievable for logical
clocks and it is able to synchronize 3F + 1 processes where at most F of these are
faulty. In particular the diﬀerential fault-tolerant midpoint function computes the
midpoint of the union of the intervals [Cl(t),Cu(t)] and [Ci(T)−Λ,Ci(T)+Λ], where
Cl and Cu are respectively the estimated clocks of the f +1 and n− f +1 values in the
sorted list of clock estimates taken as input by the convergence function and Ci(T) is
the pi’s local time when adjusts its clock while Λ is the maximum reading error of a
remote clock.
A diﬀerent approach that employs sliding windows was been proposed in [72].
Basically the convergence function selects, among all possible window instances, a
ﬁxed size window that contains the larger number of clock estimates, starting from
the left border of a sorted array of remote clock readings. Twodiﬀerent function, pro-
posed in [72], diﬀer by the way a window is chosen when multiple windows contain
the same number of clock estimates, and by the way the correction term is computed
once the window has been identiﬁed. More speciﬁcally, if two or more instances exist
that include the same number of clock estimates an algorithm can select 1) the ﬁrst
instance from left or 2) the one with the minimum variance of included remote clock1.3. UNIFORM PEER SAMPLING ALGORITHMS 9
estimates. Then the convergence function calculates respectively the mean or the me-
dian of all clock estimates within the selected window instance. The main interest of
sliding window convergence functions is their ability to provide a synchronization
accuracy that degrades gracefully when more failures than assumed occur.
An example of convergence function that takes as input time intervals is pro-
posed in [62]. In this work, the convergence function takes a set of interval [Cj(t) −
Ej,Cj(t) + Ej] where Ej is the maximum error on pj’s clock estimate. Each interval
represents a clock estimate and the function returns an interval for the corrected clock
value deﬁned by the intersection of the intervals of the clock estimates.
Convergence-nonaveraging techniques Convergence-nonaveranging techniques
do not rely to the contents of clock estimation messages to compute a new clock as
such the convergence-averanging techniques but only to the receipt of a ﬁxed number
of messages from other synchronization processes. Usually in algorithms based on
convergence-nonaveraging techniques the number of expected messages depends on
the type and the number of tolerated faults: for instance, 2f + 1 messages to support
f Byzantine failures in a system without digital signatures; only f + 1 using signed
messages, ﬁnally in [20], only one message is required but the algorithm does not
support byzantine failures.
When a process receives all required messages, it updates its local clock with a
proper value according to diﬀerent algorithms. For instance in [75] the local clock is
corrected with value k∆T + π where k is the number of the current synchronization
round, ∆T is the round duration and π a constant. While in [20, 38] the local clock is
corrected using k∆T.
1.3 Uniform Peer Sampling Algorithms
Uniform sampling in distributed systems is an important substrate that provides the
basis for a variety of randomized algorithms. The emergence of peer-to-peer net-
works, characterized by frequent process arrivals and departures, and in which it is
diﬃcult to maintain accurate network state, provides strong motivation for this class
of algorithms. Randomized algorithms tradeoﬀ state maintenance with a stateless
model achieving lower overheads. There are several kind of algorithms that require
uniform random sampling, for instance: 1) search, replication and routing in unstruc-
tured peer-to-peer networks [33, 58]; 2) resource management such as load balancing
[6, 47]; 3) distributed data collection and decentralized rendezvous services [6, 61];
4) ﬁnally clock synchronization over peer-to-peer networks [10, 14, 41]; information
dissemination [28, 31], aggregation [43, 48, 68], and network management [82, 84].
The uniform random sampling can be more formally deﬁned as the problem to
select a process pi belonging to a distributed system with probability 1/N, where N
is the number of processes (peers) in the system. A trivial approach to this problem10 CHAPTER 1. INTRODUCTION
would be to collect the entire set of process identiﬁers and select uniformly at random
from this set. However providing each process with complete membership informa-
tions, from which a random sample or a set of samples can be drawn, is unrealistic
when the system is dynamic and it is composed by more than hundreds of thousands
of processes. Consequently several distributed approaches have been developed to
provide eﬃciently uniform random sets of samples. A common classiﬁcation of
these algorithms relies to two diﬀerent aspects: 1) the overlay network paradigms
over which they work, i.e. an uniform peer sampling service can be achieved over
both structured overlay networks [49] and unstructured ones [63]; 2) their fault re-
silience (i.e. an uniform peer sampling algorithm can be byzantine resilient or only
provides resilience to crash faults). However in the following we prefer to present
a diﬀerent classiﬁcation based on the paradigms employed by these algorithms. In
such way, we can distinguish between: 1) gossip-based or 2) random walk-based
algorithms. In the reminder of this section we brieﬂy outline their characteristics.
Finally there are a number of algorithms that are potentially useful for imple-
menting peer sampling. Scamp [32] is a reactive algorithm that attempts to construct
a static random graph topology. Randomness has been evaluated in the context of
information dissemination, and it appears that it provide each process static near-
uniform local views. Other examples have been proposed in [54, 71]; they do not
explicitly provide a peer sampling service but have been proposed to achieve ran-
domness. In the following we do not include these works in our classiﬁcation because
they do not directly realize an uniform peer sampling.
1.3.1 Gossip-Based Algorithms
In a gossip-based protocol, each process in the system periodically exchanges infor-
mations with a subset of its peers with the aim to make sure that the partial views
contain descriptors of a continuously changing random subset of the processes and to
make sure that the partial views reﬂect the dynamics of the system. The protocol con-
sists of two threads: an active thread initiating communication with other processes
and a passive thread waiting for and answering these requests. The active thread is
activated in each T time units and: 1) it selects F peers to exchange membership
information with; 2) it exchanges informations with the F selected processes send-
ing them a subset of its local view and/or receiving from them a subset of their local
views; 3) ﬁnally it computes a new view aggregating the informations obtained from
the F peers and/or received in the last T time units. Moreover the active thread re-
moves a process from the local view if it does not reply when it is contacted to send
or request informations. In the same time, the passive threads collects informations
received by other peers. Starting from this generic algorithm is possible to distinguish
diﬀerent implementations referring to three orthogonal features: the peer selection,
the view propagation and the view selection, similarly to the presentation given in
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Peer Selection The most common peer selection policies are the following: 1) the
random selection where F peers are uniform random selected from the current local
view of the node; 2) the oldest selection where the F oldest peers are selected. In the
latter case, each process has to maintain informations about the age of each entry in
its local view (i.e. the time that each process has been member of the view). Random
selection approach is employed in several works [2, 30, 76, 83], while the oldest
selection has been presented in [82]. The latter allows to rapidly remove inactive
processes from a local list. Another logical possibility is related to selection of F
peers with the lowest age (i.e. the youngest ones) but it is not currently used because
youngest peers have a view that is strongly correlated with the process’ own view, as
it is showed in [44].
View Propagation The second fundamental feature of a gossip algorithm is the
way how a process propagates its own view. There are three diﬀerent paradigm that
can be employed to spread information: 1) in the push paradigm each process sends
a subset of its local view to the selected communication partners [30]; 2) in the pull
paradigm each process asks information to another process that replies sending it a
subset of its local view [2]; 3) ﬁnally the push-pull paradigm is a hybrid between the
push and the pull paradigm previously described. Indeed in this paradigm a process
sends its local view to selected peers and concurrently asks them their local views
[76, 82, 83]. For sake of completeness we have to say that the work presented in
[2] does not employ a “pure” pull approach. In fact, the pull paradigm has the ﬂaw
that a process cannot inject information about itself, except when explicitly asked by
another process. This means that if a process disappears from processes’ local views
there is no possibility to re-inject its identiﬁer in the system. In order to solve this
problem they employ an indirect “push”: the passive thread in a process collects the
addresses of peers pulling the process itself in the last time interval T. Consequently
a process pulling information concurrently pushes its id in the local view of other
peers. Following this approach, there is a bigger emphasis on the pull with respect
to the push. However it is showed in [44] that this algorithm, considering load bal-
ancing and randomness, roughly behaves as the algorithms employing the push-pull
paradigm previously described.
View Selection This component deﬁnes how a new view is builded. In particular
it deﬁnes the relevance of new elements obtained through push or pull mechanisms
with respect to the informations already contained into the local view. In [44] several
kind of view selection algorithms have been presented: for instance, a process can
simply remove a random subset of its elements to substitute with the newest infor-
mations, or select the oldest informations for removing [83]. Usually gossip based
algorithms rely to hybrid solutions where a certain number of older items are peri-
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set composed by random elements are swapped with the processes received by other
peers [44]. In this way, each process can heal its local view, removing no longer
active peers and introducing new processes in the local view itself.
Byzantine Environment
Gossip approaches are attractive because they spread information quickly and ro-
bustly over large networks requiring simple protocols. In particular, as previously
discussed, there exists a number of gossip-based protocols designed to provide each
process with a random representation of the system.
However the power of gossip approach to spread information quickly over the
system can become its strongest weak point if it is exploited by malicious processes.
These processes can wish to spread false informations in the system, trying to destroy
the system or to control the behaviour of applications employing the gossip. Because
information spreads so quickly by mean of gossip, some authors try to slow the dif-
fusion of false informations [55, 67] modifying the behaviour of the gossip-based
algorithms. A ﬁrst answer, introduced in [60], proposes a direct veriﬁcation where a
process accepts an information only after receiving the same information from other
F + 1 peers that claim to accept them. This solution is slow to complete or impose a
high load on at least some processes. Moreover this solution and the more eﬃcient
path veriﬁcation approach introduced in [67] can be employed to diﬀuse securely
information but they are not directly applicable on the context of random sampling.
In this case the gossip paradigm is employed to generate random representation of
the whole system. On the other hand malicious processes want to over-represent
themselves in the local views of correct ones. In this case they could be able to inﬂu-
ence the behaviour of correct processes or isolate them from other correct processes.
Examples of this kind of attacks are proposed in [16, 45] and in chapter 5 we also
analyze this problem, proposing a diﬀerent attack.
We are not familiar with prior work dealing with random sampling in a byzantine
settings with two notable exception [16, 45]. Both works propose two mechanisms to
remove the over-representation of byzantine processes by maintaining multiple views
over the network, introducing rule to identify malicious peers, [45] or introducing a
novel Sampler module in order to heal a biased local view [16].
More speciﬁcally, in [45], multiple concurrent views add extra randomness and
avoid a too fast over-representation, cause the infection proceeds from distinct multi-
ple paths, slowing the infection itself. This dynamics gives each process more time to
detect the most frequent peers that appear in their views, building a knowledge base
that helps to identify suspected malicious processes. Moreover the multiple views
allow the peer sampling algorithm to slowly recover infected local views but this
recovering process can be very slow. Hence, when the whole state can be polluted
by a suﬃciently large set of malicious processes, the performance is bad, but the al-
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of malicious processes increases their impact much faster than the beneﬁt given by
multiple caches.
Another approach has been presented in [16] where each process maintains small
membership views and overcomes Byzantine attacks by a linear portion of the sys-
tem. The algorithm introduced in [16] is based on a gossip algorithm employing the
push-pull view propagation paradigm previously described. In this way the knowl-
edge about newborn processes spreads through the system and the information about
inactive processes disappears. Moreover in the same way the gossip component of
the algorithm produces a stream of addresses. The input stream may be biased, be-
cause some values may appear in it more than others but the sampling component
is able to produce a random choice of the unique inputs. The sampling component
is composed by a set of Samplers, where each one selects a random min-wise inde-
pendent function upon initialization and applies it to all input values. The input with
the smallest image value encountered thus far becomes the output returned by the
sampler. In this way the sampling component maintains a tuple of sampled elements
that are periodically probed (using pings). Finally a sampler that holds an inactive
process is invalidated. The set of sampled elements can be proved to be uniform by
mean of mathematical properties of the min-wise independent permutation and it is
used in the view selection phase to produce a new view. Authors show how, once
some correct peers become part of the sampled elements of a process, the threat of
isolation and over-representation is eliminated because malicious processes are not
able to inﬂuence the set produced by the sampling component.
1.3.2 Random Walk-Based Algorithms
Random walk algorithms are employed to solve many recurrent problems arising in
distributed systems. Theyhave been used inmanypeer-to-peer applications including
search [34], topology construction [54] and peer sampling [33, 63]. Their outcome
is used for overlay construction and for maintenance of partial local views [33, 63].
Moreover random walks have also been proposed to combat attacks in which mali-
cious processes forge identities in order to impose as multiple processes [86].
Basically in a distributed system where the local views at each process deﬁne a
graph of neighborhood relationships, a random walk over this graph is realized by
mean of a message called walker. This message, starting from a random process,
transitions through a sequence of intermediate processes with probabilities deﬁned
for each arc of the graph and ends at a destination process. Starting from this generic
algorithm is possible to distinguish diﬀerent implementations referring to two orthog-
onal features: 1) the next peer selection and 2) the stopping condition.
Next Peer Selection The ﬁrst critical part of a random walk is the implementation
of a step of the walk, i.e., selecting a process and then sending the walker to it.
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equal probability. However random walks, following this approach, do not follow any
topology-driven or application-speciﬁc guidance (i.e. at each step the walker chooses
from current outgoing links with equal probabilities). Such unguided random walks
visit processes with probabilities proportional to their degrees [5]. Consequently the
correctness of random view-based sampling depends on the network topology. If the
actual topology is diﬀerent from the assumed one, then the samples produced by the
random walk may be far from uniform [33]. Consequently there are several attempts
to exploit the applicability of biased random walks in peer-to-peer systems starting
from result introduced in the context of Markov chain [5] or employing heuristics
derived from network topologies [56, 80]. The basic idea in this work is removing the
random choice of the next hop, introducing more complex mechanisms to evaluate
the better node to send the walker.
Stopping Condition Finally the walker has to stop. The most common solution to
stop a random walk is inserting a Time-to-Live (TTL) ﬁeld in the message that is set
by the origin of the walk to be the length of the walk. The TTL is decreased at every
transition and the process that receives the random walk message with TTL = 0 is
selected as the random one. A slightly complex version has been introduced in [63]
where each process, after receiving the sampling message, picks a random number R
in [0,1] and decrements the TTL by −log(R)/di, where di is the degree of the process
originating the random walk.
Finally we have to remark that using random walks in a Byzantine settings is
problematic, because a faulty process anywhere along the path of a random walk can
render the information obtained in this walk useless. We are not familiar with works
that try to overcome this problem.
1.4 Contribution
In the previous sections we introduced clock synchronization algorithms and peer
sampling algorithms. Both techniques can be employed jointly to develop a novel
peer-to-peer architecture for a scalable internal clock synchronization. Indeed, in
the following chapters we will present algorithms for realizing gossip-based internal
clock synchronization in large scale dynamic environments, also in presence of mali-
cious processes, that employ an uniform random sampling as basic service. Moreover
we study the feasibility of an uniform random sampling and how it can be achieved
starting from a biased sampling. More speciﬁcally, after the chapter 2 where we
will present the system model and the node architecture employed in this thesis, the
contribution is divided in three chapter:
A Gossip-Based P2P Internal Clock Synchronization Algorithm In Chapter 3
in order to obtain clock synchronization we combine the gossip paradigm with a1.4. CONTRIBUTION 15
nature-inspired approach coming from the coupled oscillators phenomenon. This
phenomenon shows enormous systems of oscillators, like network pacemaker cells
in the heart or congregations of ﬂashing ﬁreﬂies, spontaneously locking to a common
phase despite the inevitable diﬀerences in the natural frequencies of individual os-
cillators. We adapt the model of coupling oscillators proposed by Kuramoto [50] to
let a very large number of computer nodes deployed over an overlay network to syn-
chronize their local clocks without an external time reference. In order to artiﬁcially
reproduce the physical phenomenon in a computer network (in which every clock can
be inﬂuenced by other clocks only by exchanging messages), each process periodi-
cally asks clock values from a random subset of other processes in order to calculate
their diﬀerence in phase. Then, following a Kuramoto-like model, these diﬀerences
in phase are combined and multiplied by a so-called coupling factor, expressing the
coupling strength, in order to adjust the local clock. This approach revealed a surpris-
ing scalability: the time to converge to a common value remains the same considering
both a few dozen nodes and thousands nodes, with even a small reduction in the latter
case. Moreover, as a general result, low coupling factors lead to better synchroniza-
tion regardless of system perturbations. On the other hand, higher coupling factors
lead to a faster locking at the cost of more dispersed values.
Finally we further improved the system behaviour by using an adaptive coupling
factor, with the objective of reducing the impact of system perturbations while still
keeping the time to converge small. This new approach has been revealed really
successful, both in the case of errors phase estimates due to network delays and in
the case of changing neighbors.
AFilter-Based Algorithm for InternalClock Synchronization inPresence ofMa-
licious Processes In Chapter 4 we introduce a ﬁltering solution based on a well-
know statistical notion, the α-trimmed mean, on the gossip paradigm and on the
nature inspired mechanism coming from the coupled oscillators phenomenon pre-
viously described. This approach has been presented to achieve a synchronization
protocol able to provide good synchronization accuracy in large scale systems where
several processes can be corrupted and show a malicious behaviour.
Indeed, thepresence ofcorrupted processes introduces anovel source of perturba-
tion in a peer-to-peer system referring to the archetypal problem for gossip protocols
called diﬀusion problem, introduced by Malkhi et al. in [67]. In the diﬀusion prob-
lem, some processes can introduce false informations but this kind of informations
cannot be accepted by correct processes. Indeed the ﬁltering mechanism, based on
the α-trimmed mean, is used to block the spread of false information injected in the
system by these corrupted processes. Speciﬁcally, every process drops some clock
values read from remote processes (the values with a maximum distance from its
clock) with the aim of eliminating all the faulty values.
In order to evaluate our solution in the worst case, we modeled the testing en-16 CHAPTER 1. INTRODUCTION
vironment assuming the presence of an adversary that can control the behaviour of
some processes. These corrupted processes can then cooperate with correct ones with
the aim of disrupting the protocol behaviour (i.e., break the synchronization). More
speciﬁcally, we ﬁrstly show how our algorithm is able to maintain good convergence
speed and resilience to error induced by network perturbation in absence of an adver-
sary. Then we introduce two performance metrics to evaluate our algorithm and show
that it is actually highly conﬁgurable in order to obtain the desired level of resilience
(according to the application needs) to attacks of the adversary, in terms of amount
of time in which an error caused by corrupted processes is present in the system and
the number of processes infected by the corrupted clock values.
An Uniform Peer Sampling Service The selection of an uniform random subset
of processes in a distributed system is a diﬃcult task, but it becomes a real challenge
in a dynamic setting in which each process stores a “continuously changing” small
local view of entire system [42]. This is due to two main sources of peer sampling
bias: unpredictable membership changes (churn or crashes) and topology changes.
In presence of an adversary that has access to the peer sampling service, this biasing
can be exploited to amplify the eﬀect of an attack at the application level because
the adversary can deduct, after some observations of the peer sampling output, those
peers sampled with high probability (target selection attack). Therefore taking the
control of these peers can cause major damage to the application with relatively little
eﬀort.
Moreover, the Chapter 5 ﬁrstly evaluates the impact of a target selection attack
in presence of peer sampling exhibiting diﬀerent bias. This performance evaluation
thus motivates the second part of the chapter where we present a Peer Sampling
Correction Module that, working over a biased peer sampling service, reduces such
bias from random samples using tractable and common hashing functions such as
linear transformation, MD5 and SHA1.
The chapter presents extensive simulation studies of the peer sampling correc-
tion module showing both convergence speed (time to deliver a near uniform sample)
and the reduction of bias. In particular, data show that good bias reduction can be
achieved by using computationally light hashing functions as the linear transforma-
tion. Finally, we show the eﬃciency of the Peer Sampling Correction module with
respect to our motivating target selection attack.Chapter 2
System Model and Node
Architecture
This chapter is devoted to identify the general system model and node architecture we
employ in the thesis. Some integrations to the assumptions presented in the following
will be introduced and discussed in the Chapter 4 and 5.
2.1 System Model
We consider a distributed system composed at any time t by a ﬁnite but unknown set
of uniquely identiﬁed processes Pt running on computer nodes interconnected by a
communication network. This set can change over time.
Moreover each process pi ∈ Pt has a ﬁnite set of neighbors. In the following we
refer to this set as the local view (Vi) of process pi. The local view of a process pi ∈ Pt
is obtained through a Peer Sampling Service [42] and for any time t the pi’s view is
assumed to be an uniform random sample of the system population. If a process pi
crashes, the Peer Sampling Service will not include anymore pi in any view.
Neighbors processes communicate by exchanging messages through the commu-
nication network, employing a point-to-point primitive, and message delays respect
some unknown bound. A message is delivered reliably to destination if both the
sender of the message and the receiver belong to the system at time of the sending
and remain both in the system for a time greater than the unknown bound on message
delay.
2.1.1 Hardware and Software Clocks
Every computer node is equipped with a hardware clock consisting of an oscillator
and a counting register that is incremented at every tick of the oscillator. Depending
on the quality of the oscillator, and the operating environment, its frequency may drift
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apart from real time. Manufacturers typically provide a characterization for ρ – the
maximum absolute value for oscillator drift, that also describes a narrow envelope of
real-time within the local hardware clock is. In order to deﬁne this envelope we have
to introduce an expression for the pulse frequency f of an hardware clock of a node.
Ignoring, for the time being, the resolution due to limited pulsing frequency of the
oscillator, the hardware clock implemented by the oscillator can be described by the
following equation:
CH(t) = ft +C0; (2.1)
where: (1 − ρ) ≤ f ≤ (1 + ρ). Moreover each process pi ∈ Pt has access to the local
hardware clock of its node. Processes cannot manipulate the value or the speed of the
hardware clocks. Instead each process pi can maintain a software clock by adding
to the underlying hardware clock an adjustment Ai(t). Consequently each software
clock Ci is also characterized by a frequency f ∈ [1 − ρ,1 + ρ] and by the following
equation:
Ci(t) = ft +C0 + Ai(t); (2.2)
Initially the hardware and software clocks are not synchronized, meaning that
they might show diﬀerent time readings following an unknown distribution. Also
any process joining the distributed system at a certain time shows an arbitrary time
reading with respect to other processes already in the system. Finally in the following
we use the term clock to denote the software clock and the term pi’s clock to denote
the software clock managed by a process pi.
2.2 Internal Clock Synchronization
Internal Clock Synchronization aims to build a "common" software clock among a
set of cooperating processes. In this thesis, the "common" clock assumes a value that
tries to minimize the maximum diﬀerence between any two local software clocks.
To do that each process can modify the local software clock by using the adjustment
function A(t).
In the internal clock synchronization realized in this thesis, the "common" clock
represents the mean of the values of the software local clock, namely the Synchro-
nization Point (i.e., SP(t) =  (t) = E[C1(t),...,Cn(t),...]), of our system, and its
aim is to minimize the standard deviation along the time among these local software
clocks. Formally,
∀t σ(t) =
v u t
1
N(t)
N(t) X
i=1
(Ci(t) −  )2 = SE(t) (2.3)2.3. NODE ARCHITECTURE 19
where SE(t) represents the Synchronization Error at time t i.e., the standard de-
viation, computed at time t, of software clock values of processes belonging to the
system at that time. Therefore the smaller SE(t) the more accurate is the synchro-
nization among the nodes.
To achieve internal clock synchronization, processes estimate the clock of other
processes by mean of a Remote Clock Reading Procedure (RCRP). More speciﬁcally,
we assume that diﬀerences between clocks of neighboring processes are estimated as
NTP does [65, 66] by mean of a request-reply message pattern.
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Figure 2.1: Node Architecture
2.3 Node Architecture
In the following we assume that each node is characterized by the architecture de-
picted in Figure 2.1. We consider each node endows a Clock Synchronization Service
(CSS) whose aim is to provide local applications with a software clock synchro-
nized with other nodes belonging to the distributed system. Consequently the Clock
Synchronization Service is responsible to manage and maintain the software clock
and make it accessible from application processes by mean of a getClock() func-
tion. The CSS is basically composed by a synchronization process running a Clock
Synchronization Procedure (CSP). The synchronization process, following the Clock
Synchronization Procedure, periodically exchanges informations with processes con-20 CHAPTER 2. SYSTEM MODEL AND NODE ARCHITECTURE
tained in its local view and uses the collected information to minimize diﬀerences
between the software clocks. In Chapter 3 and 4 we will present two diﬀerent algo-
rithms that can be employed to implement the Clock Synchronization Procedure in
large scale systems and in absence of an external time reference.
In order to ﬁll its local view, a synchronization process leverages the Peer Sam-
pling Service (PSS). The Peer Sampling Service returns a view Vi(t) of processes
in the overlay at time t to the process pi that invoked the getView() function. To
do that, the Peer Sampling Service, working on distinct nodes, interacts through the
network in order to discover and collect informations about newborn processes or
processes already in the system. Finally the selection of random samples, that will
be included in each local view, can be implemented employing the peer sampling
algorithms discussed in the previous section. Though the selection of random sample
could be aﬀected by bias, as we assumed in Section 2.1, the PSS returns uniform ran-
dom sample of the processes currently into the distributed system. In Chapter 5 we
will remove this assumption and we will evaluate the impact of a biased PSS assum-
ing the peer sampling follows a power law distribution. Moreover we will introduce
a new component in the node architecture in order to remove the bias of the Peer
Sampling Service.Chapter 3
A Gossip Based P2P Internal
Clock Synchronization Algorithm
Starting from the Clock Synchronization Service, in this chapter we want to show
how it is possible to realize a CSS in a large scale peer-to-peer system, where there
is a very large number of participants that spans several administrative domains and
there is not ﬁxed infrastructure or central control. In such system, as previously
introduced, it is not feasible to assume that every member of the system is able to
access to an external time reference. Therefore the clock synchronization should
become a property of the system spontaneously coming from cooperation among
processes responsible to manage their clocks. A novel approach to solve this problem
has been showed by the coupled oscillator phenomenon, where huge networks of
coupling oscillators spontaneously locking into synchrony.
Consequently, as we introduced in Section 1.4, we derive from the time con-
tinuous Kuramoto model, developed to describe a network of coupled oscillators, a
discrete linear coupling equation applicable to a distributed system including network
errors and discrete interaction among the entities of the system itself.
First, we studied the performance of our coupling mechanism in a static net-
work with a ﬁxed number of processes. The study shows the time needed for clocks
to synchronize with a certain error and the behaviour of the synchronization point.
Throughout an extensive experimental evaluation, diﬀerent constant coupling fac-
tors, expressing the coupling strength between a pair of clocks, are then evaluated to
investigate their eﬀect on system perturbations speciﬁc to target settings (basically
deployed on a wired computer network): (1) errors on the phase diﬀerence estimates
due to network delays and (2) process churn. As previously outlined, low coupling
factors make the system more resilient with respect to system perturbations (network
delays and clock drifts), while high coupling factor lead the system to a faster locking
on the synchronization point at the cost of a higher synchronization error. This phe-
nomenon depends on the fact that a higher coupling factor augments the sensitivity
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of a clock with respect to other clocks but it also increases the inﬂuence of system
perturbations.
Finally we introduce an adaptive coupling factor that reﬂects the age of a process
and ofits clock: ayoung process willhave ahigh coupling factor tosoon absorb clock
values from other processes, while an old process will have a small coupling factor
to limit its sensitivity to system perturbations. The rationale behind this mechanism
comes from the observation that an old clock is more aligned to the values of other
clocks than a new one. With this adaptive coupling factor, a young process, supposed
to have a value generally far from other clock values, will rapidly align its value to
others since the system perturbations have a small impact when the relative clock
diﬀerences are still large. Then, when clocks reach good values, i.e. their relative
diﬀerences are small, a lower coupling factor lets maintain these diﬀerences small
despite system perturbations. This strategy reveals to be particularly useful in case
of a dynamic system. Considering a network which starts and locks to some clock
value, the perturbation caused by a massive entrance of new processes (generally
not synchronized with the ones which already reached a synchronization inside the
network) could be dramatically reduced when compared to aconstant coupling factor.
In other words, the adoption of adaptive coupling leads the system to maintain its
stability, a property strongly needed in face of network dynamism.
The rest of the chapter is organized as follows: Section 3.1 presents the clock
coupling model along with the algorithm. The experimental evaluation is presented
in Section 3.2, while Section 3.3 discusses related works and some open problems.
3.1 The general coupling based synchronization algorithm
In this section we present the mathematical basics underlying the coupling clock
synchronization along with the clock synchronization algorithm.
3.1.1 Time Continuous Clock Coupling
Coupled oscillator phenomenon, pioneered by Winfree [85] and also described by
Kuramoto [50], was initially studied in order to analyze behaviour of coupled pendu-
lum clocks, and it was subsequently extended to describe a population of interacting
oscillators like hardware clocks. Recently this paradigm found a novel utilization in
the analysis of enormous systems of oscillators: network pacemaker cells in the heart,
congregations of synchronously ﬂashing ﬁreﬂies, etc... Assuming a certain strength
of the coupling(i.e. of the sensitivity each oscillator has to interactions with others),
these enormous systems of oscillators are able to lock to a common phase, despite
the diﬀerences in the frequencies of the individual oscillators. In a network of cou-
pled oscillator clocks, thanks to a continuous coupling of these clocks over time, they
will lock to a so-called stable point: each clock will show the same value, without
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Even though our coupling resembles the model proposed by [50, 77], it is worth
noting that Kuramoto modeled a non-linear oscillator coupling which is not directly
applicable to our problem. In fact, the non-linear oscillator used by Kuramoto to
model the emergence of ﬁreﬂies ﬂashing synchrony, models intentionally a phe-
nomenon which is characterized by several stable points (which arise due to the si-
nusoidal coupling), i.e., the system does not converge to a unique point, but it can
partition in subsystems each with a diﬀerent stable point. On the other hand, for syn-
chronizing clocks in a distributed system it is highly desirable that a single point of
synchronization exists. This leads to consider a linear coupling equation of the form:
˙ Ci(t) = fi +
φi
|Vi(t)|
|Vi(t)| X
j=1
(Cj(t) −Ci(t)), i = 1..N(t) (3.1)
The intuition behind Equation 3.1 is that a software clock has to speed up if its neigh-
boring clocks are going faster, while it has to slowdown when they are going slower.
The coupling constant φi provides a measure of how much the current clock rate
should be inﬂuenced by others. It can be shown analytically that Equation 3.1 has
a single stable ﬁxed point, and thus converges, in the case in which all the clocks
are connected to each other. Even with clocks not directly connected to each other,
the coupling eﬀect still arises. Provided that the underlying graph is connected, each
clock will continue to inﬂuence others. In the more general case of non-fully con-
nected graph, Equation 3.1 can be generalized as follows:
˙ Ci(t) = fi +
φi
|Vi(t)|
X
j∈Vi(t)
[(Cj(t) −Ci(t))], i = 1..N(t) (3.2)
3.1.2 Time Discrete Coupling with Imperfect Estimates
The coupling model described in Equation 3.2 is not directly applicable to distributed
systems as it is based on diﬀerential equations, and thus continuous time. In fact the
physical phenomenon models entities that continually sense other entities, while in
a distributed system each process is separated by others through a communication
channel showing unpredictable delays. Sensing other entities means requesting ex-
plicitly their clock values through a request-reply message pattern. Delays on mes-
sages bring to imperfect estimates of clock values to be added in the equation. Before
introducing imperfect estimates, let us consider the discrete counterpart of Equation
3.1 :24
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Ci((ℓ + 1)∆T) = Ci(ℓ∆T) + fi∆T+
+
Ki
Ni
X
j∈Vi
[(Cj(ℓ∆T) −Ci(ℓ∆T))]
i = 1..N(t)
ℓ = 1...
(3.3)
Where Ki = φif∆T and ∆T is the time interval between two successive interactions.
Let us now add the imperfect estimates of clock oﬀsets due to communication
channels. When applying Equation 3.3 in real distributed systems, the clock diﬀer-
ence (Cj(ℓ∆T) − Ci(ℓ∆T)), between two processes pi and pj, will be estimated with
an error ǫ which depends on the mechanism used to perform the estimation. As it has
been assumed in previous chapter, processes estimate remote clocks as NTPdoes (see
Figure 3.1). Consequently as in the protocol speciﬁcation, let t1 be the pi’s timestamp
on the request message, t2 the pj’s timestamp upon arrival, t3 the pj’s timestamp on
departure of the reply message and t4 the pi’s timestamp upon arrival, the request
message delay is δ1 = t2 − t1 and the reply message delay is δ2 = t4 − t3.
Figure 3.1: NTP oﬀset estimation
Under this assumption, the real oﬀset between Ci and Cj, computed by pi, is such
that the error is (δ1−δ2)/2. Note that, if the two delays are equal (channel symmetry)
the error is zero. Moreover, it has been shown that the maximum error is bounded
by ±(δ1 + δ2)/2 ≈ ±RTT/2, where RTT is the round trip time between Ci and Cj.
Thus, we can now rewrite Equation 3.3 by considering the error which aﬀects the
(Cj(ℓ∆T) −Ci(ℓ∆T)) estimation1:
1Let us note that if we consider the worst case bound on estimate error, slow channels (large RTT)
may introduce more noise than fast channels (small RTT), however, it is important to keep in mind that
the source of error is not the RTT per se, but the asymmetry, i.e., the diﬀerence between δ1 and δ2.3.1. THE GENERAL COUPLING BASED SYNCHRONIZATION ALGORITHM 25
Ci((ℓ + 1)∆T) = Ci(ℓ∆T) + fi∆T+
+
Ki
|Vi|
X
j∈Vi
[(Cj(ℓ∆T) −Ci(ℓ∆T))+
+
Ki
|Vi|
X
j∈Vi
[(
δi,j(ℓ∆T) − δj,i(ℓ∆T)
2
)]
i = 1..N(t)
ℓ = 1...
(3.4)
3.1.3 Algorithm description
Apseudocode description ofclock synchronization algorithm implementing theequa-
tion 3.4 is given in Figure 3.2. The algorithm runs at each synchronization process
pi in order to synchronize its software clock Ci with other software clocks. The al-
gorithm works on the graph deﬁned by process views and computes Ci periodically,
every ∆T time units. As a result, the algorithm at any process pi proceeds in syn-
chronization rounds, performing at every round the following steps:
1. select |Vi| neighbors to synchronize with, by means of the function getView()
(Clock_Sync() line 2). As we described in previous chapter, getView() is pro-
vided by the Peer Sampling Service.
2. estimate the diﬀerence with every neighboring clock and with itself by means
of getOf fset() function (Clock_Sync() line 42.
3. sum the diﬀerences and multiply by
Ki
|Vi| (Clock_Correction() line 1).
4. update thevalue ofCi, withanadjustment A(t)returned byClock_Correction(),
and the value of Ki, in the case it is time dependent (Clock_Sync() lines 5-6).
5. increase the value of the Agei, reﬂecting the number of successive synchro-
nizations already performed.
In particular the adaptive Ki is given by the following equation
Ki(t) = max(e−di∗max(Agei−si,0),Ki,min) (3.5)
where Ki,min is the minimum value that can be assumed by the adaptive coupling fac-
tor; d inﬂuences the exponential decay time (i.e. the time employed by the adaptive
coupling factor to reach the value Ki,min); ﬁnally si deﬁnes the Agei value after which
2getOf f set() estimates clock diﬀerences through the remote clock reading procedure previously
assumed26
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Double Ki;
function void init(){
1: Agei = 0;
2: schedule(Clock_Sync(),Ci,∆T);
3: }
function void Clock_Sync(){
1: Of fseti = ∅;
2: Vi = getView();
3: for all j ∈ Vi do
4: Of fseti = Of fseti ∪ (j,getOf fset(j));
5: Ci = Ci + ∆T +Clock_Correction(Of fseti);
6: Ki = Compute_K();
7: Agei + +;
8: }
//Compute A(t)
function Time Clock_Correction(O){
1: return
Ki
|Vi| ∗ (
P
x O(j, x),∀j ∈ Vi)
2: }
Figure 3.2: Internal Clock Synchronization Algorithm running at process pi
the exponential decay starts. Therefore young nodes have a value of Ki close to 1
absorbing thus values from other nodes while old nodes have a value of Ki equal
to Ki,min limiting thus the update of the local clock due to other remote clocks and
network delays.
3.2 Experimental evalutation
This section aims at evaluating through a simulation study the behaviour of the pro-
posed coupling algorithm in large scale scenarios. Scenarios are deﬁned with the aim
of isolating some speciﬁc aspects (e.g. churn, coupling factor eﬀect, view size, etc. ).
Tests were run on Peersim, a simulation software speciﬁcally designed to reproduce
large-scale scenarios3.
In this section we will evaluate the algorithm using the following metrics:
Synchronization Error. We will consider here the synchronization error as deﬁned
in Chapter 2.
3The simulator code for the coupling mechanism is available for download at the following address:
http://www.dis.uniroma1.it/~midlab/clocksync_sim.zip3.2. EXPERIMENTAL EVALUTATION 27
Convergence Time. The convergence time metric is deﬁned as the number of syn-
chronization rounds (SR) needed by the system to converge to a desired syn-
chronization error. More speciﬁcally, in our tests we will measure the num-
ber of synchronization rounds taken to reach a synchronization error equal to
10 sec. It should be noticed that we consider SR as the only convergence time
metrics as, once the duration ∆T of a synchronization round has been ﬁxed,
the time to reach a predeﬁned clock dispersion only depends on the number of
synchronizations.
Stability. The stability metric applies only in dynamic scenarios, i.e. scenarios with
process churn. The stability metric measures how much clocks already syn-
chronized are sensitive to the injection of new processes. A perfectly stable al-
gorithm should not allow these clocks to signiﬁcantly change the convergency
value already reached.
3.2.1 Simulation settings
The proposed algorithm is evaluated against the metrics and the scenarios described
below.
Simulation Scenarios
System with no churn and symmetric channels This scenario corresponds to a
system in which (1) no processes are added/removed during the simulation, (2) the
network delay is bounded but unknown, (3) communication channels are symmetric
δ1 = δ2 and thus no estimation error occurs and (4) processes execute the algorithm
periodically every ∆T time units, but not in a lock step mode. The round-trip time
(RTT) is modeled by means of a Gaussian distribution whose mean and standard
deviation have been derived, as described in [13] by ﬁtting several round-trip data
set measured over the Internet. To be more precise, in this scenario we consider
two diﬀerent kind of channels, slow and fast. Slow channels are characterized by
an average round trip delay of 180msec, while fast channels are characterized by
an average round trip delay of 30msec. When generating a communication graph
links between processes are randomly chosen to be of one kind or another. ∆T is the
third quartile of the slow channels RTT Gaussian distribution. This model is worth
considering as it closely matches the model underlying Equation 3.3.
System with no churn and asymmetric channels This simulation scenario adds
to the previous one communication channel asymmetry. Channel asymmetry deﬁnes
how the round-trip time is distributed between the two ways of a channel (i.e. given a
channel connecting A to B, which is the ratio between the transfer delay of a message
from A to B and the delay back from B to A). The asymmetry is modeled by means28
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of a Gaussian distribution with mean 0.5 (i.e., symmetric channel). The parameters
of this distribution are used in order to explore the sensitivity of the algorithm to
channel asymmetry, and thus to estimate clock diﬀerence errors.
System with churn and Symmetric Channels The third scenario considered in
our tests takes into account dynamics, and thus considers the evolution of the system
under the continual addition/removal of processes. In order to characterize only the
dependency of the proposed algorithm under dynamics, we ignore the estimation
errors on clock diﬀerences, thus assuming symmetric channels.
Simulation Parameters
Tests have been conducted varying the number of clocks N, the size of the local
views |Vi|, and the coupling factor K. We assume in the follows, as in previous sec-
tion, that every process has the same view size and |Vi| = v,∀i = 1,...N. In order
to test our approach under diﬀerent system scales, ranging from very small to very
large, we will be considering values of N in the set of {8,16,...,64K}. To show the
dependency with respect to a constant coupling factor K we will consider values in
the set {0.1,0.2,...,1}. Tests aimed at evaluating the adaptive coupling factor will
consider the following local coupling factor Ki behaviour: initially Ki assumes the
value 1, then it undergoes an exponential decay up to the point it reaches the 0.1
value. The dependency with respect to the size of local views is showed considering
diﬀerent values in the set {5,10,...,100}. Speciﬁc tests aimed at evaluating the de-
pendency of the synchronization error on channel asymmetry have been conducted
varying the amount of asymmetry, either using a ﬁxed value in the set {0.1,...,0.5},
or varying the variance σ2
A of the Gaussian distribution used to model it within the set
{10−3,...,10−11,0}. Tests for the dynamic symmetric scenario have been conducted
varying either the size of the stable core, i.e. the amount of processes that remain in
the system from the beginning to the end of the test, or the amount of replaced pro-
cesses for a single time unit. In tests for the static scenario with symmetric channels,
diﬀerent initial distributions are used. We will show that the synchronization error
decay does not depend on the type of the initial clock values distribution but only on
the variance of clocks, as expected from the application of a random choice of neigh-
bors. For this reason, in all successive tests we assume that the initial value assumed
by a clock, referred as X0, is a uniform random number in the interval [0,60] sec.
3.2.2 System with No Churn and Symmetric Channels
In this setting, we show how the convergence time, of the proposed algorithm, de-
pends on the system size N, the view size v, and on the coupling factor K – the case
of K adaptive is also considered – while it does not depend on the initial distribution
of clock values.3.2. EXPERIMENTAL EVALUTATION 29
Note also that as the communication channels are symmetric, and thus the neigh-
boring clock estimate is perfect, the synchronization error will tend to zero for a
number of synchronization rounds that goes to inﬁnity.
 0
 2
 4
 6
 8
 10
 12
 14
1 10
100
1000
10000
100000
S
R
Initial SE
Normal Distribution
Rectangular Distribution
Bernoulli Distribution
Figure 3.3: Convergence time dependency on Initial Distribution.
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Figure 3.4: Convergence dependency on Initial Distribution Variance and View Size.
Convergengence of the Mean-based Algorithm In order to validate these results
we analyze several diﬀerent initial distributions with a ﬁxed size of local views v =
100 and K = 1 in a system composed by 64K nodes. In Figure 3.3 we can see
the convergence time for diﬀerent amplitudes of initial SE and for three diﬀerent
distributions: the uniform random, the normal and the bernoulli described by the
same mean and variance. How we can see in Figure 3.3 there is no diﬀerence among
these scenarios, considering the same initial SE; only increasing the initial SE we can
see a larger SR. These simulation results experimentally validate the independence30
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from the shape of initial distribution that comes from the random choice of neighbors
at each round.
In addition, Figure 3.4 shows how the number of synchronization rounds SR
depends on the view size v and the variance of initial distribution. In this test K = 1
and N = 64K. The test shows as growing the view size we experienced a reduction
on the number of synchronization rounds required to reach a SE smaller than 10 sec.
System Size, Coupling Factor and Convergence Time Figure 3.5, shows how
the number synchronization rounds SR depends on the size of the system N, and on
the coupling factor K. As it can be seen from the plot, given a value of N, there
is a negative exponential dependency of K and SR. This dependency, can roughly
be approximated to an inverse dependency between K and SR, as (see Figure 3.5)
doubling K almost halves SR. On the other hand, if we ﬁx the value of K we can see
how SR grows slightly with N when K ≥ 0.5, while it remains constant, or slightly
diminishes with N when K > 0.5.
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Figure 3.5: Convergence time dependency on N and K (Static K).
AdaptiveCouplingFactor andConvergence Time Figure 3.6compares the eﬀect
of an adaptive K on the convergence time with respect a ﬁxed K. To this end, it shows
the dependence of SR from the network size for K = 1, K = 0.1 and K adaptive.
From this plot it is easy to see that K adaptive provides a performance improvement
with respect to the convergence time that is close to what obtained with a ﬁxed K = 1.
Local View Size, Coupling Factor and Convergence Time Figure 3.7 shows how
the number of synchronization rounds SR depends on the size of the local view v and
on the coupling factor K in a system composed by 64K processes. From this plot we
can see that absolute values of SR depend from K, as we have shown on Figure 3.53.2. EXPERIMENTAL EVALUTATION 31
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and 3.6, but these values only have a small dependency on the size of local views.
In fact, only with very small local views we can see an increment of SR required to
reach the deﬁned precision and growing the view size, we experienced only a small
reduction of SR that does not justify a larger overhead.
Observations on Algorithm Scalability Most distributed algorithms tend to de-
grade their performance as the scale of the systems grows, when this happens, the
scale of a system can practically exclude certain algorithmic solutions. Thus, it is
extremely important to characterize what happens to a distributed algorithm as the
number of processes involved in the computation grows. To this end Figure 3.5 and
Figure 3.6 show how the synchronization round SR changes over a very wide set of
system sizes. Contrarily to many existing clock synchronization solutions, the pro-
posed algorithm scales extremely well: in fact its performance remain constant with32
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a wide range of system size N with either static and adaptive coupling factor. This is
a very important property which makes this solution appealing for applications that
need to scale to a very large number of processes.
3.2.3 System with No Churn and Asymmetric Channels Results
In this setting, we investigate how the asymmetry impacts on the synchronization
error within which software clocks synchronize. For this scenario we won’t show
results for the convergence time as these are analogous to what is described in the
previous Section.
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Channel Asymmetry, Coupling Factor and Synchronization Error Figure 3.8
reports results obtained using aﬁxedvalue ofasymmetry for all communication chan-
nels. The system size N is ﬁxed to 64K for this plot. As the plot shows there is (1)
a linear dependency between the channel asymmetry and the synchronization error,
and (2) the value of K, as predicted by the Equation 3.4, behaves as a scaling factor
on the synchronization error. The results obtained with the use of K adaptive, are not
shown as completely overlap with those found for K = 0.1. This should come at no
surprise as the K after a transitory assumes deﬁnitively the value 0.1. The only rele-
vant diﬀerence is that, as shown in Figure 3.6, the use of K adaptive leads to shorter
convergence times.
Channel Asymmetry, Channel Delays and Synchronization Error The speciﬁc
scenario used for the previous plot is far from being realistic, as it assumes a ﬁxed
value for asymmetry. Thus, to better model realistic channel asymmetry, we used
a Gaussian distribution with mean 0.5 and studied how systems with variable sizes3.2. EXPERIMENTAL EVALUTATION 33
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Figure 3.9: Synchronization error for slow channels with a Gaussian asymmetry dis-
tribution.
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Figure 3.10: Synchronization error for fast channels with a Gaussian asymmetry
distribution.
behave with respect to synchronization error, varying the variance σ2
A of the distri-
bution. Results for slow and fast channels are reported respectively in Figures 3.9
and 3.10, where the clock standard deviation (expressed in seconds) is reported. As
the graphs show, the more channels are “symmetric”, i.e., the more the asymmetry
variance is low, the lower is the synchronization error with a clear exponential de-
pendency. It is interesting to point out that the error diﬀerence between slow and fast
channels quickly becomes negligible as soon as we consider fairly symmetric chan-
nels. These plots therefore conﬁrm that the impact of RTT on synchronization error
is not straight, but it strongly depends on channel asymmetry.34
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Figure 3.11: Synchronization error dependence on K and view size.
Local Views, CouplingFactor and Synchronization Error In Figure 3.11 we can
see the dependency of synchronization error on the coupling factor K and the view
size v. We consider K = 0.1 and K = 1. In both cases we can see the same behaviour,
i.e. increasing the view size the synchronization error decreases. In other words, the
system is more resilient to perturbations induced by the asymmetry of channels. This
result directly follows from Equation 3.4 where errors, with opposite signs, induced
by transmission channels are summed and averaged. Moreover, we can see from
Figure 3.11 that larger views have a stronger eﬀect, in terms of reduction of synchro-
nization error, in systems with coupling factor K = 1 where the synchronization error
is ﬁve times smaller with a view of size 100 than with a view of size 5.
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Figure 3.12: Synchronization error varying the percentage of message losses and
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Local Views, Message Losses and Synchronization Error Figure 3.12 describes
the behavior of our system in presence of diﬀerent percentages of message loss. The
plots show that also in presence of large percentages of message loss (up to 20% of
the messages are not delivered) the synchronization error remains almost unchanged.
Interestingly, a message loss during a synchronization round is equivalent to a “vir-
tual” reduction of the view size for that round, e.g. the synchronization error in a
system with view size 100 and 20% of message losses is roughly equivalent to the
one experienced in a system with view size 80 and 0% message losses. Due to lack of
space we do not report the case of crashes of processes. However as message losses,
crashes do not impact signiﬁcantly the synchronization error.
In addition, Figure 3.13 shows the behaviour of our system for diﬀerent view
sizes and diﬀerent asymmetry variances σ2
A (considering slow channels).
3.2.4 System with Churn and Symmetric Channels
In this setting, we investigate how process churn impacts on the synchronization error
within which clocks synchronize, as well as on the stability of clock values.
Churn, Coupling Factor and Core Synchronization Error First we evaluated
the resilience of our solution with respect to a continuous addition/removal of pro-
cesses and of their software clocks. In this test we built a system with 64K processes
and considered a ﬁxed core made up of processes that remain in the system for the
whole simulation.4 Churn is modeled by substituting 1% of the system population
at each time unit. Then we evaluated how standard deviation of clocks managing by
these processes varies when the remaining part of the system keeps changing. The
4Several studies on peer lifetime in P2P applications conﬁrms this model [40].36
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Figure 3.14: Synchronization error dependency on core network size and K value.
 0
 5
 10
 15
 20
 25
 30
5 10 25 50
S
y
n
c
h
r
o
n
i
z
a
t
i
o
n
 
P
o
i
n
t
 
V
a
r
i
a
t
i
o
n
 
(
s
e
c
)
New nodes %
Clock variation under churn with k=1.0
Clock variation under churn with k adaptive
Figure 3.15: Stability versus the number of new injected processes and K value.
evaluation was done for two extreme values of the coupling factor K (i.e. K = 0.1
and K = 1), and also using an adaptive K value. Curves reported in Figure 3.14 show
that the core size has a relevant impact on synchronization error as long as we con-
sider a ﬁxed K value. Intuitively, the larger is the core, the less processes pertaining
to it are prone to change their clock due to reads done on newly joined processes. In
this case, by adopting a small value for the coupling factor, processes belonging to
the ﬁxed core are more resilient to clock dynamics. More interesting is the behaviour
of the system when we adopt the adaptive K strategy. In this case, new processes en-
ter the system using a large K value and therefore rapidly absorb timing information
from processes in the core, while these are slightly perturbed.
Churn, Coupling Factor and Stability Figure 3.15 shows the stability of the sys-
tem to a perturbation caused by the injection of a huge number of new processes. In3.3. FINAL REMARKS 37
order to better show this behaviour we introduced during the simulation in a system
made up of 64K processes, all with clocks synchronized on a speciﬁc value, a set of
new processes (expressed in the graph as a percentage of the original system size).
Newly injected processes start with a clock value that is distant 60 seconds from the
synchronization point of processes in the original system. The plot shows how the
synchronization point varies from the original one (the distance between the synchro-
nization points is reported in seconds on the y axis) when the new network converges
again. If we assume K = 1 the system is prone to huge synchronization point vari-
ation, that, intuitively, is larger if a larger number of processes is injected. How-
ever, the introduction of K adaptive mechanism drastically reduces this undesired
behaviour, limiting the variation of synchronization point, even when the amount of
processes injected is close to 50% of the original system. These results justify the in-
troduction of an age-based adaptive mechanism for the coupling factor value tuning
as an eﬀective solution to improve the stability of systems in face of process churn.
3.3 Final Remarks
3.3.1 Related Work
We refer to the Section 1.2 for a classiﬁcation of clock synchronization algorithms.
Therefore in the following we discuss only papers regarding the theory of coupled
oscillators and clock synchronization with limited knowledge of the system.
Coupled Oscillators The work introduced in this chapter comes from the theory
of coupled oscillators. A description of the phenomenon was pioneered by Winfree
[85]. He mathematically modeled a population of interacting oscillators and discov-
ered that assuming nearly identical individual frequencies and a certain strength of
the coupling (which is a measure of the sensitivity each oscillator has to interactions
with others), a dramatic transition to a globally entrained state, in which oscilla-
tors freeze into synchrony, occurs. A valuable contribution has been subsequently
introduced by Kuramoto [50] who simpliﬁed the Winfree model by considering the
coupling strength constant for all oscillators and depending only on their phase diﬀer-
ence. Both Winfree’s and Kuramoto’s work was done assuming that each oscillator
is coupled directly and equally to all others, which means assuming a fully connected
oscillators network. However a considerable amount of work has been done also on
so called “non-standard topologies”. Satoh in [74] performed numerical experiments
comparing the capabilities of networks of oscillators arranged in two-dimensional
lattices and random graphs. Results showed that the system becomes globally syn-
chronous much more eﬀectively in the random case. In fact, Matthews et al. in
[64] note that the coupling strength required to globally synchronize oscillators in a
random network is the same as the one required in the fully interconnected case.38
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These results are encouraging but the simpliﬁed model introduced by Kuramoto,
and other mathematical model proposed to analytically study the coupling oscilla-
tor problem, describes entities that continuously interact among them, and does not
consider the non-negligible communication delay required in a distributed system to
receive information about other component of the system. Consequently in order to
describe our system, we derived from the Kuramoto model a discrete linear coupling
equation applicable to a distributed system, including network errors and discrete
interaction among the entities of the system itself.
ClockSynchronization withLimitedViewScheme Thesecond fundamental con-
cept underlying the algorithm, previously described, is the limited knowledge of the
system. A work that follows an approach similar to ours is presented in [43]. In this
chapter, gossiping is used for computing aggregate values over network components
in a fully decentralized fashion. Diﬀerently from our work, Babaoglu et al. do not
face the clock synchronization problem but they only analyze the properties of the
class of aggregate functions that their solution can compute (e.g. counting, sums and
products). Moreover they do not show the behaviour of their solution in the presence
of churn. Finally other peer-to-peer clock synchronization algorithms introduced in
[7] and [41] provide respectively external and internal clock synchronization.
3.3.2 Open Problems
The approach to clock synchronization presented in this chapter showed interesting
properties, but is susceptible to further improvements. There are mainly points we
plan to address in the next future. First, the proposed solution exploits an uniform
peer sampling to fulﬁll the local views of processes. This approach can be problem-
atic if the peer sampling service is not able to provide an uniform random represen-
tation of the system. However the real impact of this non-uniform peer sampling
service in terms of synchronization accuracy, resilience to network errors and system
dynamics is not clear. In order to clarify this point we will present some answers to
this fundamental question in Chapter 5 but we plan to further investigate this problem
in the future. Another critical aspect is studying how designing a byzantine-resilient
clock synchronization algorithm maintaining the limited view scheme employed in
the solution presented in this chapter. In order to do that in Chapter 4, we propose an
algorithm that provides clock synchronization also in presence of a huge number of
processes that show malicious behaviour. Finally the K adaptive strategy employed
in the current proposal (based on an exponentially decaying value) is only one of vari-
ous possible solutions; wetherefore plan to further investigate this aspect to, possibly,
identify the best strategy to adapt K at run-time. Moreover, the adaptive mechanism
could also be applied to ∆T: the basic idea is that stable processes, whose clocks have
possibly converged to a stable value, should “delay” further synchronization adopting
larger values for ∆T with respect to newborn processes.Chapter 4
A Filter Based P2P Algorithm for
Internal Clock Synchronization in
Presence of Corrupted Processes
In previous chapter, we showed how processes can maintain synchronized their local
clocks also in large scale scenarios and without an external time reference. On the
other hand, the unreliability of nodes, processes and communication links introduces
another variable in the problem that could limit the synchronization accuracy. Indeed,
the gossip-based algorithms, as the one introduced in the previous chapter, allow to
synchronize a large number of distributed clocks and can be adapted to tolerate a
certain number of process crashes (by adjusting the number of selected partners in
each communication round) but suﬀer the presence of failures stronger than crashes
(e.g. byzantine failures) as we discussed in Section 1.3.1 referring to gossip-based
peer sampling algorithms. In presence of byzantine failures and malicious processes
the problem of avoiding the diﬀusion of false informations becomes the dominant
factor to face for realizing a correct solution.
We introduced a ﬁltering mechanism, based on the notion of α-trimmed mean, to
block the spread of false informations injected in the system by byzantine processes.
We evaluate our solution assuming the presence of an adversary that can control
the behaviour of some processes. More speciﬁcally we deﬁne two goals in terms
of predicates for the adversary: the ﬁrst one (TP1) states that the adversary wins
if one correct process has is clock value inﬂuenced by a corrupted process. The
second goal (TP2) states that the adversary wins if each correct process has its local
clock inﬂuenced by at least a corrupted process. Then we introduce two performance
metrics, namely error persistence (i.e., number of synchronization rounds in which
at least one process experienced an error in its local clock induced by a corrupted
process with respect to the system lifetime), and infection index (i.e., percentage
of correct processes that at each synchronization round experienced an error in its
3940
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local clock induced by a corrupted process), that allow to practically asses when
TP1 and TP2 become true as a function of the number of corrupted processes and
the size of the view associated to each process. Doing so, our algorithm is actually
highly conﬁgurable in order to obtain the desired level of resilience (according to the
application needs) to attacks of the adversary, in terms of amount of time in which
an error caused by corrupted processes is present in the system and the number of
processes infected by the corrupted clock values.
The rest of the chapter is organized as follows: Section 4.1 presents some integra-
tions to the system model introduced in the Chapter 2, the model of the adversary and
the deﬁnition of precision achievable by a clock synchronization algorithm and of a
Byzantine Resilient system. In Section 4.2 is introduced the ﬁlter-based algorithm
while the experimental evaluation is presented in Section 4.3. Section 4.4 concludes
the chapter discussing related works and open problems.
4.1 Integration of the System Model
Processes can either crash or be corrupted by an adversary at any time during their
computation. A process that either does not crash or does not get corrupted during the
entire system lifetime is considered correct. At any time t the set of correct processes
will be denoted as Pt, the one of corrupted processes Ct and Pt = Pt ∪Ct.
Communication between correct processes isauthenticated andreliable eventhough
message transmission delays are unpredictable.
4.1.1 Adversary-free Internal Clock Synchronization
In Internal Clock Synchronization, processes belonging to the system have to coop-
erate in order to reach a common clock value despite the lack of an external time
reference and the presence of failures, an adversary and communication uncertainty.
In order to deﬁne the correct behaviour of our system in absence of an adversary
we introduced in the Chapter 2 the Synchronization Error that describes the precision
of synchronization at time t. Moreover in this chapter we introduce another metric:
the adversary-free Synchronization Range that, otherwise, describes the precision of
synchronization that a clock synchronization algorithm run by correct processes can
achieve. More in particular a deﬁnition of Synchronization Range is the following:
Deﬁnition 1 Adversary-free Synchronization Range Let consider I be a time in-
terval [t1,t2] (with t1 < t2) where Ct = ∅ for each t ∈ I. Moreover let RI be a
synchronization range dependent from a clock synchronization algorithm A and an
error distribution in [t1,t2] E. The system is synchronized in I iﬀ:
|SEPt(t)| < RI,∀t ∈ I4.2. THE FILTER-BASED ALGORITHM 41
4.1.2 Model of the Adversary
Atany time t a subset of corrupted processes Ct can get into the system under the con-
trol of an adversary. When a process is corrupted, the adversary can impose any value
to the local clock of the process. The adversary obeys the following assumptions:
1. the adversary knows the Synchronization Range RI for any possible time inter-
val I;
2. the adversary is able to coordinate the behaviour of corrupted processes using
out-of-band communications. Therefore the adversary is able to coordinate
a common strategy including a common starting point for the attack and let
corrupted processes impose a common local clock value.
The adversary has two goals to achieve expressed by the following target predicates:
(TP1) ∃t ∈ [t1,t2] : ∀t′ ∈ [t,t2] ⇒ (∃p ∈ Pt′ : |SEPt′(t′)| ≥ RI and |SEPt′−{p}(t′)| <
RI)
This predicate states that the adversary wins (i.e., TP1 becomes true) when,
starting from a certain time instant t there will always be at least a correct
process in the system whose clock value is infected by the adversary and the
synchronization error fails to remain within the Synchronization Range.
(TP2) ∃t ∈ [t1,t2] : ∀t′ ∈ [t,t2] ⇒
(∄k ∈ (0,|Pt′|]: ∀{pi1,..., pik} ∈ Pt′ ⇒ (|SEPt′(t′)| ≥ RI and |SEPt′−{pi1,...,pik}(t′)| <
RI))
This predicate states that the adversary wins (i.e., TP2 becomes true) when,
starting from a certain time instant t, the local clock of every correct process in
the system is infected by the adversary. In this last case there will be no two
correct processes in the system with synchronized clocks.
Let us remark that TP2 implies TP1 and the viceversa is not necessarily true.
Finally from the assumptions follows that Eclipse attacks are not possible for
the adversary. In an Eclipse attack [18], a modest number of corrupted processes
conspire to ﬁll the local view of a correct process with corrupted ones, with the goal
of dominating the neighbor set of each correct process.
4.2 The Filter-Based Algorithm
We present a solution inspired by the algorithm in [10] and in the previous chapter,
where we proposed afully decentralized algorithm able to maintain Internal Synchro-
nization in large scale systems. We develop a new clock synchronization algorithm
through the introduction of a static ﬁltering based on well-know theory of α-trimmed
mean. Using this ﬁltering mechanism, each process discards from its view, of size v,
m = (Ui − Li) elements, where Li = ⌊αmv⌋, Ui = v − Li, and αm ∈ [0,0.5).42
CHAPTER 4. A FILTER BASED INTERNAL CLOCK SYNCHRONIZATION
WITH CORRUPTED PROCESSES
4.2.1 Behaviour of a correct process
Using this solution the ﬁlter-based clock synchronization algorithm performs at each
round ℓ the following steps in a correct process pi:
1. Asks to Peer Sampling Service a random list of neighbors.
2. Evaluates the diﬀerence with every neighboring clock, using the Remote Clock
Reading Procedure.
3. Sorts the oﬀset respect its neighbors in a ordered list Oℓ∆T
i
4. Computes new clock by mean of the equation
Ci((ℓ + 1)∆T) =Ci(ℓ∆T) + fi∆T+
+
1
Ui − Li
Ui X
k=Li
[Oℓ∆T
i (k)]
(4.1)
5. Updates the value of Ci
where ∆T is the time interval between two consecutive synchronization rounds. Fi-
nally from the assumption introduced in the Chapter 2 and such as we discussed
in the Section 3.1.2, each term of Oℓ∆T
i is an estimation of the remote clock such
as if the k-th element of Oℓ∆T
i is the estimation of the clock of process pj by pi,
Oℓ∆T
i (k) = Cj(ℓ∆T) −Ci(ℓ∆T) + [δi,j(ℓ∆T) − δj,i(ℓ∆T)]/2.
4.2.2 Behaviour of a corrupted process
At any time t, a process belonging to Ct executes the same algorithm of a correct one
but it adds/subtracts a value EB(t) at the local clock computed at step 4 of the ﬁlter-
based algorithm. In the following we assume that all corrupted processes add/subtract
the same value to the their clock which results in the worst attack, from an adversary
point of view, as diﬀerent added or subtracted values could inherently reduce the
strength of the attack. Considering that the adversary knows RI (see Section 4.1.2),
EB(t) is computed by the adversary in order that if a correct process computes its new
clock value including the value of a corrupted process, the synchronization error fails
to remain within the Synchronization Range. Finally we say that a correct process
is infected when a correct process either reads a value from at least one corrupted
process (i.e., the ﬁlter is not able to discard all corrupted values) or it reads a value
from at least one infected process.4.3. EVALUATION 43
4.3 Evaluation
In this section we evaluate the behaviour of the proposed ﬁlter-base algorithm. We
ﬁrst discuss its behaviour in an adversary-free scenario where its performance can
only be aﬀected by transmission delays. Through this ﬁrst step we show how, in this
setting, the algorithm is able to quickly synchronize clocks of a large set of processes
with an error that strictly depends from the underlying communication network char-
acteristics.
In a second phase we evaluate the algorithm behaviour in a setting where an ad-
versary tries to achieve its goals (i.e., TP1 and TP2) by coordinating of a certain
number of corrupted processes. This part of the evaluation assesses how, under cer-
tain conditions, the ﬁltering mechanism is able to rule-out the inﬂuence of corrupted
processes and maintain all (or just a part of) correct processes synchronized.
The evaluation was realized through a simulation-based study conducted on the
Peersim [1] simulator and tests have been conducted varying the local view size v,
the number of corrupted processes and the parameter αm. Finally we assume, in the
following, that every process has the same view size and |Vi| = v,∀i = 1...N, where
N is the size of the system.
4.3.1 Evaluation Metrics
Throughout this section we consider to the following metrics to evaluate the algo-
rithm behaviour:
Synchronization Error. The synchronization error (SE) is the critical metric for
clock synchronization, as stated in the Chapter 2. In an ideal setting this value
should be zero, i.e. all clocks are perfectly synchronized on a same value.
Convergence Time. TheConvergence Timeisthe number ofsynchronization rounds
(SR) needed for the system Synchronization Error to fall below a desired target
value. If not diﬀerently stated, the Synchronization Error target value consid-
ered in our tests was 10 sec.
Error Persistence. The Error Persistence is deﬁned as the fraction of synchroniza-
tion rounds in which there is at least an infected process. Intuitively, this metric
measures the ability of the adversary to continuously maintain at least part of
the system under its inﬂuence; when Error Persistence is 1, at each round at
least one correct process in the system is infected and, therefore, the adversary
succeeds in reaching the goal deﬁned by TP1.
Infection Index. The Infection Index at time t is deﬁned as the ratio between the
number of infected processes and the total number of correct processes Pt. In-
tuitively, this metric measures the ability of the adversary to inﬂuence a large
fraction of the system; when the Infection Index is 1, no two correct processes44
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exist in the system with synchronized clocks and, therefore, the adversary suc-
ceeds in reaching the goal deﬁned by TP2.
4.3.2 Evaluation Scenarios
Metrics have been measured in two relevant scenarios. These scenarios were deﬁned
diﬀerently in order to isolate speciﬁc aspects relevant to the metrics under exam.
Adversary-free scenario This scenario models a system in which the set of par-
ticipating processes is static (no process is added/removed during the whole system
lifetime), the network delay is bounded but unknown and there is no adversary trying
to infect processes (i.e. ∀t,Pt = Pt). Every process executes the ﬁlter-based algorithm
every ∆T time units, but not in a lock step mode.
Network channel delays are modeled by means of a Gaussian distribution whose
mean and standard deviation have been derived by ﬁtting several round-trip data set
measured over the Internet [13]. More speciﬁcally, in this scenario we consider the
same characterization provided in the previous chapter, where channels are divided
in slow and fast channels with respectively an average round trip delay of 180msec
and of 30msec. In order to evaluate the Convergence Time and the Synchronization
Error we considered the communication channels symmetric and asymmetric respec-
tively. Limitedly to tests where asymmetric channels are assumed, the asymmetry
is modeled by means of a Gaussian distribution with mean 0.5. In order to explore
the sensitivity of the algorithm to channel asymmetry we vary the variance of the
distribution. Finally, the algorithm round duration ∆T was deﬁned, for the purposes
of these tests, as the third quartile of the slow channels RTT Gaussian distribution.
Scenario with the adversary This scenario models a system in which the set of
participating processes is static, the network delay is bounded but unknown and an
adversary is present that tries to inﬂuence the system through a set Ct of corrupted
processes (i.e. ∀t,Pt = Pt ∪ Ct). In this scenario, in order to better characterize the
dependency of the Synchronization Error from the presence of corrupted processes,
we ignore the estimation errors on clock diﬀerences caused by the communication
channels, i.e. we assume symmetric channels.
4.3.3 Results for the Adversary-Free Scenario
In this ﬁrst evaluation phase we want to investigate if a system running the ﬁlter-
based algorithm is able to reach a target synchronization range R. This evaluation
is conducted in the previously introduced adversary-free scenario. In order to un-
derstand the behaviour of the proposed algorithm we can refer to well-known results
from statistics. Our algorithm, in fact implements a α-trimmed mean. Previous works4.3. EVALUATION 45
on the trimmed mean [25] show that its variance depends on the distribution of sam-
ples in the considered population. When a normal distribution or similar lighter-tail
distributions are considered the variance of the sample mean is a lower bound for the
variance of the trimmed mean. Otherwise, when heavy-tail distributions are consid-
ered the variance of the sample mean is an upper bound for the variance of trimmed
mean. In the latter case results obtained applying the trimmed mean improve by in-
creasing the value of αm (i.e., the percentage of discarded samples) with respect to
those obtainable by means of a sample mean.
 10
 11
 12
 13
 14
 15
 16
100
80
60
40
20
0
0.10
0.20
0.40
0.45
 10
 11
 12
 13
 14
 15
 16
SR
Synchronization Round
View Size
αm
SR
Figure 4.1: Convergence Time dependency from view size and αm (|Pt| = 64000)
Figure 4.1 reports the Convergence Time of the ﬁlter-based algorithms when
varying both the percentage of discarded samples αm and the local view size v. These
results refer to a system constituted by Pt = Pt = 64K processes running over a
network characterized by perfectly symmetric channels. Clock values have been ini-
tially distributed uniformly on the range [0,60] The graph shows how Convergence
Time increases with αm and, on the other hand, decreases as the view size v increase.
This is coherent with the previously described trimmed mean properties. For a rect-
angular distribution, in fact, the trimmed mean has a variance larger than the one of
the corresponding sample mean [73]. Consequently, increasing αm, also increases
the Convergence Time needed to reach the predeﬁned target synchronization range
R = 10−8 1. Despite this, diﬀerences in the Convergence Time are limited; conse-
quently, large values for αm can be considered acceptable.
Asymmetric channels Figure 4.2 reports the Convergence Error obtained by ﬁlter-
based algorithms when varying both the percentage of discarded samples αm and
1The synchronization range was set close to 0 because, when channels are perfectly symmetric
communication delays have no inﬂuence on the Synchronization Error (see Equation 4.1).46
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Figure 4.2: Synchronization Error dependency from view size and αm (|Pt| = 64000)
the local view size v. These results refer to a system constituted by |Pt| = |Pt| =
64K processes running over a network characterized by asymmetric channels. Clock
values have been initially distributed uniformly on the range [0,60]
Due to the diﬀerent communication channel model adopted in this test, errors in
clock reads showed a heavy-tail distribution. This distribution causes the trimmed
mean to produce values with a variance smaller than the one of the corresponding
sample mean. Consequently, increasing the value of αm, the Synchronization Error
decreases, coherently with the result showed in [73]. Our results, shown in Figure
4.2, conﬁrm this behaviour and show that for this setting an upper bound on the
Synchronization Error can be obtained with αm = 0. In this case, the behaviour of
the ﬁlter-based algorithm is similar to the one showed by the algorithm proposed in
the previous chapter with coupling factor K = 1.
From the tests conducted in the two considered adversary-free scenarios we can
conclude that the ﬁlter-based algorithm is able to converge to a target synchronization
range, as long as the local view size of every process and the percentage of discarded
elements αm are correctly conﬁgured. Moreover, large values of αm are acceptable as
they aﬀect negatively only for a small factor the Convergence Time but considerably
improve the resilience of system to channel errors (i.e. reduce the Synchronization
Error).
4.3.4 Results for the Scenario with the Adversary
Let us ﬁrst note that the ﬁlter-based algorithm is able to deterministically discard all
values read from corrupted processes when each local view includes all processes in
Pt and if αm   |Pt| > |Ct|, i.e. the number of discarded elements is greater than the
number of corrupted processes. In this ideal case the behaviour of the proposed algo-
rithm with respect to the resilience to corrupted processes resembles the behaviour of4.3. EVALUATION 47
Cristian and Fetzer’s algorithm [24] with respect to the resilience to byzantine faults.
Roughly speaking, this happens if we can conﬁgure our algorithm to always discard
a number of read values greater than the maximum number of concurrent corrupted
clocks.
In more realistic setting where local view size must be limited (and this is usu-
ally much smaller than the system size), or where we do not know the maximum
number of processes corrupted by an adversary, the probability of discarding all val-
ues read from corrupted processes depends on the local view size, on the percentage
of discarded elements αm and, last but not least, on the ratio of corrupted processes
currently present in the system.
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Error Persistence. Figure 4.3 reports the Error Persistence of the system when
varying both the local view size v and the number of processes corrupted by the ad-
versary. These results refer to a system constituted by Pt = 64K correct processes
running over a network characterized by perfectly symmetric channels. The curves
show that, given a certain amount of corrupted processes, the algorithm can be conve-
niently conﬁgured in order to attain a desired Error Persistence level. If the number of
corrupted processes is too large (e.g. 30% in the plot), even using large local views,
the ﬁlter based algorithm is not able to discard all values read from corrupted pro-
cesses. When this happens the Error Persistence reaches its maximum value (i.e. 1),
and the adversary reaches its ﬁrst goal (i.e.,TP1 ﬂips to true) as it is able to continu-
ously inﬂuence the system Synchronization Error.
Maintaining the Error Persistence below a certain threshold can be exploited by
applications that can tolerate that correct processes will be synchronized for a certain
amount of time. For this class of applications, our clock synchronization algorithm
can be useful because Error Persistence can be conﬁgured through the view size,48
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the larger the view is, the lower the error will be. This means that by increasing
the view size, we enlarge the percentage of time in which all correct processes are
synchronized.
Infection Index. The Error Persistence metric does not give any hint about the
percentage of correct processes infected by values proposed by the adversary. From
this point of view evaluating the Infection Index is very important, because it allows
us to asses which fraction of correct processes is aﬀected by the adversary when Error
Persistence is equal to 1 (i.e., when TP1 is true). This assessment can be used by
applications that can tolerate a clock synchronization service in which some fraction
of correct processes is infected by the adversary.
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Figure 4.4: Evolution of the Infection Index depending from (a) the view size and (b)
the amount of corrupted processes (|Pt| = 64000, αm = 0.4)
Figure 4.4 reports the evolution during various synchronization rounds of the4.4. FINAL REMARKS 49
Infection Index varying the local view size (Figure 4.4(a)) or the number of processes
corrupted by the adversary (Figure 4.4(b)).
Note that these results are obtained with αm smaller than in previous tests in
order to work in settings where the Error Persistence is always 1. Figure 4.4 shows
a bimodal behaviour. There exists a threshold for both view size and number of
corrupted processes after which the whole system becomes infected. In this case the
number of correct processes infected is suﬃciently large to be comparable with the
number of corrupted processes. In this scenario the probability of infection, for a
non-infected correct process, grows in each round and rapidly the infection becomes
incontrollable. When the system works below this threshold we can tune the local
view size in order to limit the fraction of the system inﬂuenced by the adversary under
a desired level. Let us remark that when all the correct processes become infected
(infection index equal to one) the adversary reaches its second goal, i.e., TP2 ﬂips to
true.
Another important observation from the plots of Figure 4.4 is the following: if
the number of corrupted processes is below the threshold that leads to the whole sys-
tem infection, the percentage of the correct processes that read a value of a corrupted
process at any round can be bounded by a constant number. For example, if we con-
sider the plot depicted in Figure 4.4(b) with Ct = 0.27∗ Pt, this constant can be 0.01,
therefore at most only one process out of one hundred will be out of synchronization
at any time. Therefore this bound can be exploited by applications that can tolerate
such bound of non-synchronized correct processes. Finally, the plot in Figure 4.5 is
a compact representation of Figure 4.4(a)) and Figure 4.4(b) where the dependency
among the infection index and the view size and the number of corrupted processes is
highlighted. In this plot we show the average infection index of the system computed
with respect to a whole simulation after a transitory of 50 synchronization rounds,
in which the system stabilizes. From these plots it is very easy to compute a bound
of corrupted processes when view size and number of corrupted processes have been
ﬁxed.
4.4 Final Remarks
4.4.1 Related Works
There is very large body of work on fault tolerant clock synchronization. Below we
focus on the most relevant works and we refer to the Section 1.2 for a further analysis.
Byzantine Resilient Clock Synchronization Algorithms Since the seminal work
of Lamport [51], many papers address the problem of clock synchronization resilient
to faulty processes. Diﬀerently from our approach, these protocols are based on the
complete knowledge of the processes forming the system and on having a clique as50
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rupted processes (|Pt| = 64000, αm = 0.4)
underlying communication graph (e.g. [51, 53, 15, 24, 29]) where processes can ei-
ther execute point-to-point or broadcast communication primitives (e.g. [38]). More-
over, these protocols require each process reads the local clock of every other process
in the system and, when handling byzantine failures, there is a predeﬁned bound on
the number of correct processes in the system in order that the clock synchronization
is correct (e.g., [26, 53, 24]. The interaction among one process and all the other
processes in the system would limit severely the scalability of the algorithm in a
large scale setting, this is why in our approach each process interacts only with the
processes in its view. In this chapter we do not show a formal proof of correctness
of convergence of clock synchronization, rather we asses the impact of corrupted
processes on the eﬀectiveness of clock synchronization. In particular we estimate,
considering a certain view size and a number of corrupted processes, (i) the percent-
age of time in which at least one correct process reads from corrupted processes and
becomes infected (i.e., interval of time in which TP1 is true with respect to the sys-
tem lifetime) and (ii) the percentage of correct processes that becomes infected (i.e.,
interval of time in which TP2 is true with respect to the system lifetime).
Diﬀerently from our peer-to-peer dynamic approach, NTP uses a master-slave
approach in a static and manually-conﬁgured hierarchical topology [66]. In this hi-
erarchy, the primary time servers are directly connected to an external reference time
source (GPS, atomic clock, etc.) and are the roots of the spanning tree used to diﬀuse
clock values. Secondary time servers are represented by inner nodes in the hierar-
chy, and they synchronize their clock communicating with one or more primary time
servers. In order to be byzantine-fault tolerant NTP utilizes certiﬁcation authorities,
authentication of primary and secondary time servers and secure cryptographed com-
munications.4.4. FINAL REMARKS 51
Clock Synchronization Algorithms with Limited View Scheme Peer-to-peer so-
lutions to clock synchronization based on a gossip-based protocol are a recent re-
search ﬁeld. We know only three works that use this approach ([41, 7, 10]) and none
of them present an analysis of their behaviour in a byzantine environment. All of
them rely on a peer-sampling service and [41] is an example of external clock syn-
chronization while [7] and [10] implement internal clock synchronization.
On the model of the Adversary and Attacks The model of the adversary used
in [15] is closer to ours. They deﬁne an adversary that can corrupt processes and
orchestrate attacks and the power of the adversary depends on the number of pro-
cesses it controls. Diﬀerently from our model of adversary, their model assumes that
corrupted processes can recover.
4.4.2 Open Problems
The ﬁlter-based clock synchronization algorithm introduced in this chapter showed
interesting properties, but there are many points we plan to address in the next future.
Firstofall, theimpact ofanon-uniform peer sampling service isacrucial point for the
correct execution of our algorithm. In fact, if an adversary is able to access the peer
sampling service and to deduct processes sampled with high probability, then it could
corrupt only these processes. In this way, the adversary could be able to maximize the
presence of corrupted processes in the local views of correct processes, minimizing
at the same time the total number of corrupted ones. In that case, the adversary can
satisfy both previously stated target predicates with relatively little eﬀort. We discuss
this problem in the next chapter and, in the same chapter, we present a solution that
tries to reduce the impact of an adversary introducing a novel component in the node
architecture.
Secondly the ﬁltering mechanism employed in the proposed algorithm, based on
the α-trimmed mean, is only one of various possible solutions. More complex ﬁlters
can be introduced to maintain good fault resilient properties, reducing at same time
the number of discarded elements in each synchronization round. We plan to further
investigate this aspect to identify the best strategy to adaptively ﬁlter clock values
coming from corrupted processes.
Finally, the ﬁlter-based algorithm presents several common points with the gossip
synchronization introduced in the previous chapter. Consequently they share some
open problems, for instance the ∆T-adaptivity, so we refer to the Section 3.3 for a
further analysis.Chapter 5
A Practical Uniform Peer
Sampling Service
5.1 Introduction
Random Sampling is a common statistical practice concerned with the selection of
individual observations intended to yield some knowledge about a population. In
large scale distributed systems the population is constituted by processes (also called
peers) and a service returning random samples of this population is called Peer Sam-
pling Service. The good behaviour of many applications based on a peer sampling
service lies in the capacity of this service to provide a stream of independent uniform
samples of the membership of the system despite churn, crash etc. This capacity
is exploited by application designer to get scalable solution. Examples of applica-
tions that employ uniform random sampling are: neighbor selection in constructing
and maintaining overlay networks [33, 54], selection of communication partners in
gossip-based protocols [82, 31, 43], data caching in unstructured peer-to-peer net-
works [58], publish-subscribe [9] and clock synchronization [41, 11].
Ontheother hand apeer sampling service can beaﬀected by bias. Theﬁrstsource
of biasing is due to churn and crashes. Computing a uniform random sample takes
time and the decision taken at given moment is always based on a past membership
of the system that could have changed. If we reduce the sampling computation time,
the risk is a loss of accuracy of the sampling. The second source of bias has to do
with the usage of small views. If a process is represented more than others in local
views, this process will have more probability to be sampled than others. Recently,
it has been pointed out that this form of biasing can be also indirectly pushed by
adversaries inside the peer sampling service. For instance, adversaries can execute
internal hub attacks [16, 45].
From a theoretical viewpoint, the problem of providing uniform samples in sys-
tems with small views has been studied in distributed hash table (DHT) [49] and
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in unstructured overlay networks maintained by gossip protocols [16]. Both results
prove that uniform sampling can be achieved during periods of quiescence (i.e., when
churn ceases). Even though theoretically it does not make sense to study a notion of
uniform peer sampling in a ever-changing system, practically, it does, because both
churn and internal attacks to the peer sampling service cannot be stopped.
As a consequence no peer-sampling implementation can provide actually uni-
form sample and the biasing, in the benign case, may result in poor performance of
applications, congestion in underlying networks, or suboptimal utilization of storage
resources [11]. Moreover an adversary, able to access the PSS and to deduct pro-
cesses sampled with high probability, can cause major damages to the applications
(with relatively little eﬀort) controlling these processes.
We show that with a good target selection, an adversary can select just 1% of the
processes in the system and these ones actually represent up to 80% of the processes
in each local view1. In order to reduce this impact, we introduce a Peer Sampling
Correction Module that, working over a biased peer sampling service, reduces such
bias from random samples using tractable and common hashing functions such as
linear transformation, MD5 and SHA1. The Peer Sampling Correction module is
composed by a set of Samplers2, interconnected in a novel way, that returns near
uniform samples out of a data streaming in which processes recur with an unknown
bias. The stream is generated by the underlying peer sampling service and observing
this stream a set of samplers is able to return a near uniform random representation
of peers in the system. In this chapter we point out an interesting tradeoﬀs between
the reduction of the bias and the time taken to compute a sample by the Peer Sam-
pling Correction module. The more is the reduction, the more heavy is the local
computation.
The rest of the chapter is organized as follows: Section 5.2 introduces the target
selection attack and evaluates its impact in a system where samples are biased. Sec-
tion 5.3 introduces the architecture of the Peer Sampling Correction Module, while
Section 5.4 contains its evaluation and shows how this module can eﬀectively mit-
igate the eﬀects of a target selection attack. Finally, Section 5.5 discusses related
works and some open problems.
5.2 Challenges in presence of Biased Samples
In this section we want to outline the challenges involved in running distributed appli-
cations, that employ a peer sampling service, if the samples returned by this service
show some unexpected bias. Moreover we assume the distribution of samples fol-
lows a power-law distribution that encapsulates every source of bias (e.g. changing
1In case of uniform random samples, if the adversary select 1% of the processes in the system, it
should control 1% of the processes in each local view.
2The sampler element used in this thesis is similar to the one proposed by Keidar et al. in [16].5.2. CHALLENGES IN PRESENCE OF BIASED SAMPLES 55
on network topology or on membership, attacks, etc...). We pointed out this problem
in [11] where we employed the clock synchronization algorithm introduced in previ-
ous chapter over a peer sampling service following a power-law distribution. Results
show that the presence of a biased peer sampling introduces in the system a core of
processes, able to synchronize very fast among themselves, and acting like central
time servers with respect to other processes. Therefore, from a synchronization error
viewpoint, this creation of a core of processes in the system would create some ben-
eﬁts in terms of convergence speed. Unfortunately, this advantage is only virtual as
communication channels bringing to a process belonging to the core can rapidly get
congested because each process in the core can manage up to three order of magni-
tude more messages than the one managed by the the same process in the presence of
uniform peer-sampling. In this way the core becomes unusable for synchronization
purposes, destroying thus the synchronization.
Consequently a biased PSS can undermine the scalability properties of a system
based on limited knowledge of the system but it can introduce another weakness if
its behaviour can be deducted by an adversary. In this case the adversary can try
to exploit a target selection attack to increase the eﬀectiveness of its attacks. In the
following we introduce the target selection attack and we evaluate its eﬀectiveness in
presence of a biased peer sampling service.
Target Selection Attack We assume the presence of an adversary that ﬁrst selects
a set of target processes belonging to the system and then corrupts them in order to
attack an application that runs on the top of a PSS. When a process is corrupted, the
adversary can impose any behaviour to the process itself, through for example out of
band communications (a non-corrupted process is said to be correct). We assume the
adversary is able to access the PSS and collect the list of samples it returns (listening
phase), but the adversary cannot inﬂuence in any way the behaviour of the PSS3.
At the end of the listening phase, the adversary selects the set of target processes to
corrupt.
The goal of the adversary is to maximize the presence of corrupted process iden-
tiﬁers in the local views of correct processes, minimizing at the same time the total
number of corrupted ones.
In this attack the adversary can use the bias of the PSS and the small view size
stored in each process to achieve its goal. An example of this scenario is reported
in Figure 5.1. The adversary observes the sequence of samples output by the PSS
to estimate the current sample bias (Figure 5.1.a) and to identify processes returned
with higher frequency selecting these processes as targets (e.g. processes p5 and
p9 in Figure 5.1). This behaviour will increase the eﬀectiveness of its attack as the
3In a common system where applications and services run as distinct processes, with diﬀerent priv-
ileges, an adversary could be able to exploit the vulnerabilities of an application, corrupting it, without
taking control of the whole system. In such way the adversary cannot inﬂuence other services, espe-
cially if these services are administrative services.56 CHAPTER 5. A PRACTICAL UNIFORM PEER SAMPLING SERVICE
identiﬁers of these processes will appear in a larger number of local views belonging
to correct processes (Figure 5.1.b).
Let us remark that the target selection attack is diﬀerent from the hub attack
addressed in [16] and [45] because the latter addresses gossip-based implementations
of a PSS while the target selection attack is done at the application level using the
information output by the PSS (independently of its implementation design).
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Figure 5.1: Target Selection Attack.
In order to quantify the eﬀectiveness of this attack in presence of biased samples,
here we present experimental results based on simulations where we recreated the
previously introduced scenario; during these tests we varied the level of bias in order
to analyze the impact of the adversary on applications working with a biased peer
sampling service.
Test details Tests have been conducted simulating 1000 processes and varying the
size of local views in the range [20,100]. The other parameter that has been varied in
the test in order to explore its impact on the adversary behaviour is the shape of the
distribution of samples returned by the PSS. The sample distribution of our biased
PSS has been shaped as a Pareto distribution with parameter α varying in the set
{0.269,0.349,0.901}. These values have been chosen to recreate a scenario where
40%, 10% and 0.5% (respectively) of the processes have probability 80% of being5.2. CHALLENGES IN PRESENCE OF BIASED SAMPLES 57
returned as samples by the PSS. We also tested a scenario with perfectly uniform
samples that can be considered as a reference for our evaluation. In each test we
evaluated the Percentage of View Corruption, i.e. the average number of corrupted
process identiﬁers contained in the local views of correct processes. This number
gives a precise indication of the eﬀectiveness of the adversary’s attack. Each single
resulting value has been obtained by averaging 300 sets of samples collected from
each correct process during a simulation run.
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Figure 5.2: The average percentage of corrupted processes in each view is shown
over growing view sizes (from 20 to 100); PSSs with distinct biases are compared in
a system with 1000 processes.
Results Figure 5.2 shows the results of a test where we assumed that the adversary
took control of 1% of the entire system population choosing those processes whose
identiﬁers are the most returned by the PSS. The graph shows how the power of the
adversary grows in presence of biased samples: using small local views (i.e. smaller
than 40 elements) and a strongly biased PSS the percentage of view corruption can
reach 80%. Moreover, the percentage of view corruption remains larger than 40%
also for large local views and reduced bias. As expected if the PSS provides uniform
samples, the percentage of corrupted processes in each view is equal, on the average,
to the percentage of the entire population taken by the adversary. Finally we can ob-
serve that the percentage of view corruption for biased PSSsconverges to the uniform
PSS case only using very large local views (e.g. large as the whole system).
These results show clearly how an adversary executing a target selection attack,
in presence of a biased PSS, could easily take control of the whole system only cor-
rupting a small number of processes. Indeed the ﬁlter-based clock synchronization
algorithm, introduced in the previous chapter, is not able to provide synchronization
in presence of such a high percentile of corrupted processes in the local views (this
aspect will be further investigated in Section 5.4.3). This evidence motivates the need58 CHAPTER 5. A PRACTICAL UNIFORM PEER SAMPLING SERVICE
for a service able to correct the presence of bias in samples returned by the PSS.
5.3 Reducing bias in samples distribution
The problem of uniformly sampling processes in presence of an adversary has been
tackled in [16] for the ﬁrst time. The authors introduced a distributed algorithm,
together with its supporting architecture, that can used to build and maintain a con-
nected overlay network even in presence of corrupted (byzantine) processes. One of
the fundamental components of this architecture is the Sampler that, employing min-
wise independent permutations, is able to deliver a uniform sample out of a stream of
biased samples. However, this component was designed by the authors to converge
after a certain amount of time towards a single unbiased sample (while here we re-
quire periodically a set of unbiased samples needed to update local views) and, more-
over, its practical applicability poses non trivial problems due to the complexity of
implementing eﬃciently min-wise independent permutations whose computational
cost is exponential with respect to the size of the input [17].
In this section we introduce a Peer Sampling Correction Module (PSCM) that
can be deployed on top of a PSS to reduce the (eventual) bias in the distribution of
samples it returns. Exactly as the PSS does, our module periodically delivers a set of
samples that can be used by distributed applications to update their local views.
5.3.1 Integration of the Node Architecture
Each node in the system implements the architecture depicted in Figure 5.3. This
architecture extends the one proposed in Chapter 2 and comprises a Peer Sampling
Service, whose aim is to provide local application processes with a random sample of
processes belonging to the distributed system. In the following we assume the PSS
can deliver a new view every ∆TPSS seconds.
In order to avoid problems linked to bias in peer sample distributions (as those
discussed in Section 5.2) we introduce, above the PSS, the PSCM. Processes interact
directly with this block that oﬀers them the same getView() function that the PSS
provides. The internal architecture of the PSCM will be introduced in the following
section.
5.3.2 The Peer Sampling Correction Module
The fundamental component of the PSCM is the Sampler [16] whose behaviour
is described by the pseudo-code in Figure 5.4. Basically, the Sampler accepts as
input views (i.e. biased sets of samples of size v) returned by the PSS and produces a
single sample as output. The pseudo-code of the Sampler is composed by three parts:
a Reset() function that initializes the Sampler resetting the minID value and choosing
at random a function h from a predeﬁned set; a nextView() function that computes the5.3. REDUCING BIAS IN SAMPLES DISTRIBUTION 59
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function void Sampler.Reset(){
1: h ← randomFunc(); minID ← ⊥
2: }
function void Sampler.nextView(view[]){
1: for i = 0 to view.length() do
2: if minID = ⊥ ∨ h(view[i]) < h(minID) then
3: minID ← i
4: }
function ProcID Sampler.Sample(){
1: return minID
2: }
Figure 5.4: Sampler’s pseudo-code [16]60 CHAPTER 5. A PRACTICAL UNIFORM PEER SAMPLING SERVICE
sample minID with the minimum image h(minID) among samples observed since the
last invocation of Reset(); ﬁnally the Sample() function returns the current value of
minID.
A relevant part of the pseudo-code is the invocation of randomFunc() that ex-
tracts randomly a function h from a family of functions. We tested several families
of functions, in particular in this chapter we consider the following families:
1. linear transformation: h(x) = (ax + b)mod p
2. MD5: h(x) = MD5(a ◦ x)
3. SHA1: h(x) = SHA1(a ◦ x)
More speciﬁcally, in 1) a and b are random values and p deﬁnes the size of the
codomain of h. In particular p has to be as large as possible to minimize the proba-
bility of collisions among hash values. In 2) and 3) a is a random string concatenated
with the identiﬁer x. Consequently the initialization of a sampler lies in selecting
some random values that will be used to compute h until a new Reset() is invoked.
For the sake of simplicity in the following we assume the all samplers use functions
chosen within a samefamily in order to describe and analyze separately the behaviour
of each family of functions.
Buffer1 Bufferv Buffer2
S1 S2 Sv
v
ResetVC
Hold
v
........
........
Reset Reset Reset
Figure 5.5: Architecture of the View Corrector
Another component of PSCM is the View Corrector presented in Figure 5.5. The
View Corrector is composed by a set of v samplers, where v is the size of processes’
local views. All the samplers work concurrently: periodically receive the same input
from the underlying PSS (i.e. sets of biased samples), compute the function h on
each sample and maintain the current minimum as return value. The set of values5.3. REDUCING BIAS IN SAMPLES DISTRIBUTION 61
maintained by the diﬀerent samplers deﬁnes the set of samples returned by the View
Corrector itself. Note that, each sampler returns an independent value, as the choice
of the function h is completely independent from other samplers.
The View Corrector oﬀers two functions: ResetVC() that produces the simulta-
neous invocation of Reset() on every sampler in the View Corrector, and Hold() that
saves the current minimum of the diﬀerent samplers in a buﬀer. The set of samples
contained in the buﬀer represents the output of the whole View Corrector, therefore
an invocation to Hold() causes an update of the output of the View Corrector.
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Figure 5.6: Architecture of the Peer Sampling Correction Module
Finally, the complete architecture of the PSCM is showed in Figure 5.6. It is
composed by K View Correctors. A view selector is used to select the output of one
view corrector at time t and to use it as the output of the PSCM. The view selector is
controlled by a Scheduler that periodically (with period ∆T):
1. holds the set returned by the i-th view corrector invoking on it the function
Hold());
2. resets the i-th view corrector invoking on it the function ResetVC();
3. selects the value returned by the i-th view corrector as the return value of the
PSCM;
4. increases i mod K.
Invoking getView() a process is able to get an updated view reading the set of
sample produced by the currently selected View Corrector.62 CHAPTER 5. A PRACTICAL UNIFORM PEER SAMPLING SERVICE
5.4 Evaluation
The aim of this section is to evaluate the behaviour of the PSCM in presence of an
adversary. More speciﬁcally, in the following we analyze the behaviour of the View
Corrector component and of the PSCM as a whole in terms of quality of the random
sampling and of resilience to the adversary’s attacks.
Tests4 were run on the same settings introduced in Section 5.2.
The behaviour of the PSCM and its components is evaluated by considering the
following metrics:
Frequency. The frequency of a process at a certain time instant is the number of
occurrences of its identiﬁer in views of correct processes. In an ideal setting
all processes should have a same value of frequency; this implies that views
returned by the PSCM contain, indeed, uniform random samples.
Uniformity Error. The Uniformity Error represents the average standard deviation
of the ratio between the frequency of each correct process and the frequency
of the same one in an ideal sampling where each process has the same fre-
quency F. In an ideal setting this value should be zero, i.e. the peer samples
have exactly the same frequencies. Practically, obtaining this ideal sampling is
impossible and also pseudo-random uniform number generators show an Uni-
formity Error diﬀerent from zero.
Convergence Time. It represents the number of distinct views provided by the PSS
that a View Corrector has to evaluate before being able to provide a view with
a desired Uniformity Error. Note that, given the frequency at which the PSS is
able to provide views, this ﬁgure gives a rough idea of the time needed to the
View Corrector to provide a set of unbiased samples.
Percentage of View Corruption. The Percentage of View Corruption represents the
average ratio between the number of corrupted process identiﬁers contained in
the local views of correct ones and the size of local view. If samples are uni-
form this percentage should not exceed the percentage of corrupted processes
in the system.
The evaluation of the PSCM has been conducted in two phases. Firstly, in order
to understand the behaviour of the View Corrector submodule, we tested a PSCM
containing a single View Corrector (K = 1). In this scenario we evaluated how much
the bias present in samples returned by the PSS is reduced with time and how much
time it takes to the View Corrector to reach a desired level of Uniformity Error using
4The simulator code is available for download at the following address: http://www.dis.
uniroma1.it/~midlab/PSCMcode.zip5.4. EVALUATION 63
diﬀerent function families for its internal samplers. In this scenario no adversary is
present.
Then, in order to evaluate the PSCM as a whole and understand how much it can
reduce the power of the adversary’s attacks, we tested a PSCM constituted by K > 1
view correctors. In this scenario we evaluated the Uniformity Error and the resilience
of the whole system to adversary’s attacks varying the percentage of processes in the
system that the adversary is able to corrupt. Moreover we studied the impact of the
adversary and the PSCM on the previously proposed ﬁlter-based algorithm.
All the tests, unless stated otherwise in the text, were conducted simulating a sys-
tem with 1000 processes and representing a biased PSS through views characterized
by a Pareto distribution with shape 0.269.
5.4.1 Evaluation of the View Corrector
In this ﬁrst phase of our evaluation we want to investigate if a View Corrector is
able to reduce the Uniformity Error of biased samples produced by the PSS and,
consequently, the obtainable level of the bias reduction that it is able to provide.
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Figure 5.7: Uniformity Error evolution is shown over time; distinct PSCMs are com-
pared with uniform and biased PSSs in a system with local views of size 100.
This problem is analyzed in Figure 5.7, where it is showed how the Uniformity
Error decreases as time passes. Note that the notion of time present in the graph is
directly linked to frequency at which the PSS is able to deliver new views, i.e. each
time tick on the graph is equal to ∆TPSS seconds of real time.
The curves depicted in the graph show how the MD5 and SHA-1 families of
functions are able to provide a Uniformity Error very close to the one characterizing
an uniform PSS that employs pseudo-random functions to select samples among the
set of current active processes. The curves perfectly overlaps after Time = 150.
The linear transformation family, in the same scenario, delivers a remarkably small64 CHAPTER 5. A PRACTICAL UNIFORM PEER SAMPLING SERVICE
Uniformity Error, but it stabilizes at an asymptotic value that is larger that the one
provided by MD5 and SHA-1.
 0
 100
 200
 300
 400
 500
 600
 700
 800
 900
 1000
 1  100  200  300  400  500  600  700  800  900  1000
F
r
e
q
u
e
n
c
y
Nodes (ordered by frequency)
Biased PSS
Random Uniform PSS
PSCM (Linear)
PSCM (MD5)
PSCM (SHA-1)
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These results are conﬁrmed by the graph in Figure 5.8 where the Frequencies
of processes are shown; the results refer to a system that has reached a steady state,
i.e. a system where the View Corrector has converged to its ﬁnal output (after the
evaluation of 200 biased views). The curves show how the presence of the View
Corrector is able to drastically reduce the level of bias that becomes similar, for MD5
and SHA-1 families, to the one provided by an uniform PSS where each process has
near the same frequency F.
Let us now analyze more in detail the dependency of the Uniformity Error from
the level of bias present in samples provided by the PSS and the size of local views.
For the sake of simplicity we present only results related to linear transformation and
MD55.
In particular, Figure 5.9 reports the Uniformity Error that can be obtained using
linear transformations (Figure 5.9(a)) and MD5 (Figure 5.9(b)) varying the view size.
The curves show that, in both cases, the Uniformity Error decreases more rapidly
when the size of local views is increased and conﬁrms that only MD5 is able to
reach an Uniformity Error similar to one introduced by the uniform PSS. This result
outlines the important role that the local view size has on the time needed by View
Correctors to converge to a desired level of Uniformity Error.
Figure 5.10 reports the impact of diﬀerent levels of bias (e.g. diﬀerent shapes
for the Pareto distribution used to simulate bias in samples) on the performance of
the View Corrector and on time it needs to converge to a desired level of Uniformity
Error. The curves show that increasing the level of bias has a negative impact on the
5Results for SHA-1, not shown here, closely match those provided by MD5.5.4. EVALUATION 65
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Figure 5.9: Uniformity Error evolution is shown over time varying the size of local
views for linear transformations and MD5 families of functions; the shape of the
Pareto distribution used for biasing samples is 0.269.
time needed to converge, but does not aﬀect the ﬁnal result, i.e. the asymptotical Uni-
formity Error. This result outline the need to accurately characterize the bias present
in samples in order to correctly infer the convergence time for the View Correctors.
Indeed, this time value is a fundamental parameter to correctly conﬁgure the PSCM
and, more speciﬁcally, the number K of View Correctors needed in the PSCM itself.
5.4.2 Evaluation of the Peer Sampling Correction
In this section we evaluate the computational cost of the PSCM, with a number K >
1 of View Correctors, and we show how it is possible to conﬁgure this service to
produce new views with a desired level of the Uniformity Error at a speciﬁc rate.66 CHAPTER 5. A PRACTICAL UNIFORM PEER SAMPLING SERVICE
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Figure 5.10: Uniformity Error evolution is shown over time varying the shape of the
Pareto distribution for linear transformations and MD5 families of functions; the size
of local views is 100.
Firstly, starting from the results shown in previous section we know that it is
possible, given a speciﬁc scenario (i.e. a precise characterization of the samples bias),
calculate the number of biased views that a View Corrector has to evaluate in order
to converge to a target Uniformity Error. This number, called the sampling number
SN, can be used to guide the realization of the whole PSCM. More speciﬁcally, the
period ∆TPSCM at which the PSCM can deliver updated unbiased views is deﬁned as
∆TPSCM ≥
SN ∗ ∆TPSS
K
(5.1)
This formula directly follows from the architecture depicted in Figure 5.3.2 where
the scheduler resets the view correctors using a round-robin procedure. In this way5.4. EVALUATION 67
% of CPU Time
Linear 0.1
MD5 2.265
SHA1 3.525
Table 5.1: The percentage of CPU time spent in calculating functions is shown for
diﬀerent families of functions. The test consider a system with SN = 150 and view
size 100.
the time interval between two consecutive ResetVC() invocations on the same view
corrector is K ∗ ∆TPSCM. Due to the fact that we want this time to be greater than
SN ∗ ∆TPSS, the previous formula follows.
Using this formula we can chose the number of View Correctors K that we need
to obtain a desired update frequency of unbiased views. In particular, in order to
obtain ∆T = ∆TPSS (i.e. obtain unbiased views at the same rate of views delivered
by the underlying PSS), we must conﬁgure the PSCM composed with a number of
View Correctors K = SN.
In order to evaluate the computational cost of this kind of conﬁguration we used
a 2GHz Intel Core Duo PC where we ran an implementation of PSCM realized us-
ing the Java SE Security API for the MD5 and SHA-1 functions. We conﬁgured the
PSCM with SN = 150 and view size 100. This kind of conﬁguration requires 15000
computations of the hashing functions and in table 5.4.2 we present a summary of
the percentage of CPU Time spent by the PSCM when the underlying PSS provides
a new view each time interval ∆TPSS = 10s. These results show how it is possible
to compute a huge number of functions using very small computational time, partic-
ularly considering linear transformations. The trade-oﬀ between computational cost
and eﬃciency in bias remotion justiﬁes the employment of the linear transformation
when we want to develop a light version of PSCM or when we have only machines
with limited resources. Conversely, if more computational resources are available,
more complex hashing functions like MD5 and SHA-1 can provide application with
smaller levels of Uniformity Error.
5.4.3 Evaluation of the impact of the Adversary
Finally, we analyzed the impact of the adversary in presence of the PSCM. We
showed in Section 5.2 that the adversary, after evaluating the output of the PSS, is
able to impact a large fraction of processes in the system attacking only a small per-
centage of the system.
Figure 5.11 reports the percentage of view corruption varying the view size and
the value of SN. We can see how, also for small view sizes and small values of SN,
the PSCM is able to reduce this metric of an order of magnitude with respect to a
biased PSS. For SN ≥ 100 the percentage of view corruption reaches a level similar68 CHAPTER 5. A PRACTICAL UNIFORM PEER SAMPLING SERVICE
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Figure 5.11: The average percentage of corrupted processes in each view is shown
over growing view sizes (from 20 to 100) for distinct values of SN.
to the one showed by the uniform PSS. This means that the adversary is not able to
signiﬁcantly increase its inﬂuence on the whole system if the PSCM is deployed and
opportunely conﬁgured.
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Figure 5.12: The average percentage of corrupted processes in each view is shown
over percentage of corrupted processes inside the whole system for diﬀerent PSCMs.
Another important aspect is pointed out by Figure 5.12 where we analyze the
behaviour of the system with respect to the percentage of view corruption while in-
creasing the percentage of processes corrupted by the adversary. The graph shows
how the PSCM is able to improve the overall resilience of the system even when the
number of processes corrupted by the adversary grows. In particular, in presence
of the PSCM the percentage of corrupted processes in local views grows linearly
with the percentage of processes corrupted. When the PSCM is not adopted, i.e.5.4. EVALUATION 69
local views are updated with biased samples provided by the PSS, the ﬁgure grows
exponentially up to 70%. This result shows how, thanks to the PSCM, application
processes can obtain uniform random views also in presence of a huge number of
corrupted processes.
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Figure 5.13: The average percentage of corrupted processes in each view is shown
over percentage of corrupted processes inside the whole system varying the size of
views (from 20 to 160) for a PSCM employing linear transformations.
Figure 5.13 shows again the behaviour of the system with respect to the percent-
age of view corruption while increasing the percentage of processes corrupted by the
adversary. However, in this case the results refer only to a PSCM employing the
family of linear transformations. The diﬀerent curves depicted in the graph show this
family of functions works at its best only when the view correctors inside the PSCM
can evaluate larger views. When the size of views returned by the PSS grows, the per-
formances showed by the system equipped with the PSCMapproach those obtainable
in the ideal case.
We conclude this evaluation by showing in Figure 5.14 the behaviour of our ﬁlter-
based clock synchronization algorithm in presence ofan adversary that tries to exploit
the bias of the PSS. In particular we evaluate the Infection Index (see Section 4.3) to
measure the ability of the adversary to inﬂuence the system and disrupt the clock
synchronization. Figure 5.14 shows how the adversary can rapidly infect every pro-
cess in the system with false clock values when algorithm runs over the biased PSS,
while in presence of an uniform PSS the infection is limited to a small number of
processes (i.e. Infection Index is composed by a few spike). Moreover the presence
of the PSCM is able to dramatically reduce the level of infection. Indeed for both
PSCM, employing MD5 and linear transformations, the Infection Index shows only
a few spikes. Finally we have to remark that in this scenario there is not a noticeable
diﬀerence between a PSCM employing MD5 and another one implements using a
linear transformations.70 CHAPTER 5. A PRACTICAL UNIFORM PEER SAMPLING SERVICE
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Figure 5.14: The evolution of the Infection Index for diﬀerent PSCMs. The system
corruption is the 1% and αm = 0.05(See Section 4.2)
5.5 Final Remarks
5.5.1 Related Works
Related works have been discussed in Section 1.3 where a classiﬁcation of peer sam-
pling algorithms has been proposed. In the following we remark main problem faced
by our work with regard to other works in literature.
Peer Sampling Services resilient to byzantine attacks The problem of designing
peer sampling with small local views resilient to byzantine attack isa recent branch of
research and it has been addressed only for peer sampling services based on gossip-
ing [16, 45]. Many works on byzantine membership based on gossiping have either
considered static settings where the full membership is known at all [60, 55, 67] or
focused on maintaining full local view [46, 8] rather than samples.
Keidar et al. in [16] propose a gossip-based protocol able to realize an uniform
peer sampling service with small views in presence of byzantine processes. They
formally prove that their solution is able to guarantee an uniform random sampling
when churn into the system stops. Moreover they employ Samplers, such as we
do in this thesis, to be resilient to diﬀerent kind of attacks by byzantine processes.
Compared to their work, we take a practical approach to the realization of a peer
sampling by working on the top of a possibly biased peer-sampling service with the
aim of reducing such a bias on-the-ﬂy and without stopping churn.
On the uniformity of samples in a network Getting uniform sample in a net-
work can be done through random walk [33, 63] and DHT [49] as well as gossiping.
However the correctness of random walk-based sampling depends on the network5.5. FINAL REMARKS 71
topology. If actual topology is diﬀerent from the assumed one, then the sample pro-
duced by the random walks may be far to be uniform [33, 5]. Let us remark that there
are no study in the direction of making sampling based on random walk and on DHT
resilient to byzantine attacks.
From the performance viewpoint, there are some papers in the literature that dis-
cuss unexpected performance behaviours exhibited when the PSS does not deliver
anymore uniform samples [9, 11]. For example, in [11], the authors show how the
bias introduced by the PSS can create a core of processes acting like a central cluster
or an hub. The presence of this cluster could, in principle, create some beneﬁts for
the applications: the cluster is usually formed by peers that participate to the system
computation for long periods of time, thus increasing the overall topology robustness.
However, the presence of this cluster causes undesired behaviours as well: processes
within this cluster are usually the target of a large number of application messages,
leading to load unbalance within the application and possibly to link congestions.
5.5.2 Open Problems
The solution proposed in this chapter introduces a novel component able to signif-
icantly remove bias from a stream of samples produced by a biased PSS. However
the current proposal does not face two important aspects that we plan to investigate
in the next future: the scalability and the impact of churn.
First of all, with regard to scalability, we have to remark that tests have been run
in scenarios composed by 1000 processes and where the view size is in the range
[20,100](i.e. corresponding to the range [2%,10%] in terms of the system size). In
this kind of scenario the view size is a linear function of the system size but in order
to better understand the behaviour of the peer sampling correction module in a large
scale scenario, we plan to increase the system size in order to deﬁne a system where
local views have logarithmic size.
Secondly, the impact of process churn on the behaviour of the PSCM has to be
evaluated. Indeed, in this chapter we considered the process churn such as a source
of biasing but we do not include it directly in our evaluation. In particular we plan
to analyze how the presence of process churn could decrease the eﬀectiveness of
our solution increasing bias or introducing a relevant number of no longer active
processes in local views.Chapter 6
Conclusions
The clock synchronization has been widely studied for many years, and several ex-
isting algorithms address diﬀerent scales, ranging from local area networks, to wide
area networks. However there exists very challenging settings for which the problem
of synchronizing clocks has been attacked only recently. In this settings, applications
have to operate without any assumption on deployed functionalities, or centralized
control, being able to tolerate process crashes and churn, scaling from few hundred
to tens of thousands of computer nodes. In a similar scenario, designing a clock
synchronization algorithm raises several challenges due to the unpredictable and po-
tentially unlimited transmission delay, the huge number of processes and nodes and
the presence of faulty elements. In this thesis we outlined how gossip-based tech-
niques, convergence functions and uniform sampling mechanisms can be combined
to realize an internal clock synchronization also in presence of processes behaving
maliciously. Moreover each process involved in the synchronization knows and in-
teracts with only a limited number of other processes in the system. In order to do
that, we introduced a node architecture where processes running the clock synchro-
nization algorithm leverage a peer sampling mechanism to obtain an uniform random
representation of the system. In this way the node architecture is composed by two
building blocks: a Clock Synchronization Service executing the synchronization and
a Peer Sampling Service implementing the random sampling. Studying and design-
ing solutions for both building blocks, we were able to ﬁnd some answers to the
fundamental open problems introduced in the Chapter 1.
In particular in Chapter 3, introducing a novel gossip-based algorithm for inter-
nal clock synchronization, that stems from the work on coupled oscillators devel-
oped by Kuramoto [50], we showed that the proposed solution is able to converge
and synchronize clocks in systems ranging from very small to very large system
sizes. Moreover experimental studies based on simulations allow to establish that the
gossip-based algorithm is able to achieve small synchronization errors that strictly
depend on the quality of links used for communication (with respect to delay and
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symmetry) and on the value of the coupling factor. Finally, thanks to the employment
of an adaptable coupling factor, the proposed algorithm is also shown to be resilient
to churn.
Onthe other hand, today’s large scale distributed applications, deployed on WANs
like Internet, pose new issues in terms of security that are hardly addressed by exist-
ing solutions. These applications thus require the development of new clock synchro-
nization approaches able to reach satisfying level of synchronization while providing
the desired level of scalability and security also under attacks. Consequently Chapter
4 extends the gossip-based algorithm in order to support failures stronger than crash.
More speciﬁcally we introduced a ﬁltering mechanism that improves the resistance
to attack of an adversary that tries to degrade the level of synchronization reached
by correct processes, discarding false informations produced by corrupted processes
under control of the adversary. The simulation campaign pointed out that if the num-
ber of corrupted processes is below a given threshold, the percentage of the correct
processes that read a value of a corrupted process at any round can be bounded by a
constant number. These bounds can be used by applications that can tolerate at any
time such bound of non-synchronized correct processes.
Finally the last problem, we tried to face, regards the uniformity of the peer
sampling service and the impact of a non-uniform PSS on our system. Indeed, an
implementation of a uniform peer sampling service in a continuously evolving sys-
tem could produce a biased stream of network samples due to changing in network
topologies and churn [5]. This bias also can be enhanced by attacks that target the
internal peer sampling algorithm. The thesis has ﬁrst analyzed how an application,
working on the top of a biased peer sampling service, can be defeated easily by an ad-
versary executing target selection attack due to its capacity to select a small number
of targets that can produce a great damage to the application. Then we have intro-
duced a Peer Sampling Correction Module that is able to reduce the bias of sampling
through a simple and fully decentralized solution without additional costs in terms
of communication. The module is based on interconnection of samplers similar to
the ones presented in [16] and on the usage of well-known hashing functions. The
thesis pointed out an interesting tradeoﬀ between the reduction of bias and the com-
putational cost of this reduction at each node. Finally we have shown how this peer
sampling correction module can largely mitigate the eﬀect of a target selection attack
also using just a few samplers and lightweight hash function (e.g. linear transfor-
mation) using as an example of application the ﬁlter-based algorithm introduced in
Chapter 4.
Concluding, let us remark that each proposed solution presents some open prob-
lems that we plan to address in the next future (e.g. the deﬁnition of more complex
adaptive coupling factor and ﬁltering mechanisms and the analysis of impact of churn
on the peer sampling correction module). They have been discussed in the ﬁnal re-
marks of the respective chapters of the thesis.Bibliography
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