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Abstract
In this paper, a novel low-complexity detection algorithm for spatial modulation (SM), referred to
as the minimum-distance of maximum-length (m-M) algorithm, is proposed and analyzed. The proposed
m-M algorithm is a smart searching method that is applied for the SM tree-search decoders. The behavior
of the m-M algorithm is studied for three different scenarios: i) perfect channel state information at the
receiver side (CSIR), ii) imperfect CSIR of a fixed channel estimation error variance, and iii) imperfect
CSIR of a variable channel estimation error variance. Moreover, the complexity of the m-M algorithm
is considered as a random variable, which is carefully analyzed for all scenarios, using probabilistic
tools. Based on a combination of the sphere decoder (SD) and ordering concepts, the m-M algorithm
guarantees to find the maximum-likelihood (ML) solution with a significant reduction in the decoding
complexity compared to SM-ML and existing SM-SD algorithms; it can reduce the complexity up to
94% and 85% in the perfect CSIR and the worst scenario of imperfect CSIR, respectively, compared
to the SM-ML decoder. Monte Carlo simulation results are provided to support our findings as well as
the derived analytical complexity reduction expressions.
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I. INTRODUCTION
Multiple-input multiple-output (MIMO) systems, which is an integral part of modern wireless
communication standards, activate all transmit antennas to increase the spectral efficiency and/or
improve the bit-error-ratio (BER) performance [2]. On the other hand, activating all transmit
antennas at the same time not only creates a strong inter-channel interference (ICI) but also
requires multiple radio frequency chains. A promising technique called spatial modulation (SM)
has been studied in recent years [3]-[5] to overcome these problems in next-generation systems.
In SM [6]-[9], only one transmit antenna is activated during the transmission burst, where the
active transmit antenna is chosen out of all transmit antennas according to a part of the input
bit-stream. The active antenna transmits a phase shift keying (PSK) or quadrature amplitude
modulation (QAM) symbol, through a wireless medium, based on the rest of the input bit-stream.
At the receiver side, all receive antennas receive the delivered signal and forward it to the digital
signal processor (DSP) unit for decoding. The maximum-likelihood (ML) detector is utilized to
decode the received signal by attempting all possible combinations of the QAM/PSK symbols and
the transmit antennas, where this process depends on the number of transmit antennas, receive
antennas, and modulation order. Consequently, the ML algorithm is classified to be costly from
the decoding complexity point of view, particularly for increasing number of transmit/receive
antennas and constellation points.
Low-latency communications and energy-efficient transmission techniques are among the next
generation (5G) requirements [10]; one solution to achieve this is the design of low-complexity
decoding algorithms for the SM system. Recently, low-complexity decoding algorithms have
been proposed for the SM system in [11]-[17], and surveyed in [18]. In [11]-[13], the sphere
decoding (SD) concept of [19], [20] is exploited to provide a low-complexity detection at the
BER level of the brute-force ML detector. The authors of [11]-[13] have provided a threshold
(pruned radius for the SD) that depends on the number of receive antennas, noise variance, and
a predetermined constant, which changes for each different MIMO system. The noise variance
estimation process is an exhaustive step required for every change in the channel environment;
it can be achieved either blindly or using data-aided (DA) techniques like preamble/pilots [21]-
[22] transmission. In [14], the authors have proposed an algorithm that provides a trade-off
3between the BER performance and decoding complexity for the SM decoders. This algorithm
requires an exhaustive pre-processing step to calculate the pseudo-inverse of the channel matrix
columns. This step is mitigated in [15] by considering a sparse channel of a large-scale MIMO
system. However, the problem of noise variance dependency still exists in [15]. Furthermore,
the ML BER performance has not been achieved in [14] and [15]. The authors of [16] have
provided a low-complexity algorithm with the ML BER performance for the quadrature SM
(QSM) decoders by treating the QSM symbol as two independent SM symbols. The reduction
in the decoding complexity comes from the ordering concept, with no dependency on the noise
variance. However, further reduction in the decoding complexity can be attained. The authors in
[17] have proposed an algorithm with near-ML performance, which reduces the computational
complexity of the SM decoders based on modified beam search and ordering concepts, by
splitting the tree-search into sub-trees. It should be noted that the algorithms in [11]-[17] consider
perfect knowledge of the channel state information at the receiver side (CSIR), and no study is
presented in the case of imperfect CSIR.
In this paper, we propose a low-complexity algorithm for the SM decoders, referred to as the
minimum-distance of maximum-length (m-M) algorithm. Based on the tree-search concept, the
m-M algorithm performs only one expansion to the minimum Euclidean distance (ED) across all
tree-search branches until the minimum ED occurs at the end of a fully expanded branch. The
proposed m-M algorithm provides a significant reduction in the decoding complexity with the
ML BER performance, and requires no knowledge of the noise variance. We provide a complete
study of our proposed algorithm in the case of perfect and imperfect CSIR. In case of imperfect
CSIR, we consider two scenarios for the fixed and variable variance of the error in the channel
estimation, respectively. In addition, we derive tight probabilistic expressions for the expected
decoding complexity of the m-M algorithm for all scenarios.
The rest of the paper1 is organized as follows: In Section II, the system model of the SM
transmitter and receiver is summarized. In Section III, the proposed m-M algorithm is introduced.
In Section IV, tight analytical expressions of the m-M algorithm decoding complexity are derived
1Notations: Boldface uppercase and lowercase letters represent matrices and vectors, respectively. CN stands for a complex-
valued normally distributed random variable. ‖‖ denotes the Euclidean norm. || returns the absolute value of an element. ℜ
and ℑ denote the real and imaginary components, respectively. E {} denotes the expectation operation. Pr() is the probability
of an event. f

() denotes the probability density function (pdf) of a random variable. sum {} returns the summation of all
elements values of a vector. k! stands for the factorial operation of an integer k.
4for perfect and imperfect CSIR. In Section V, the optimality of the m-M algorithm is discussed.
The numerical results and conclusion are provided in Sections VI and VII, respectively.
II. SYSTEM MODEL
A. SM Modulator
Consider the implementation of an SM scheme for Nr × Nt MIMO system, where Nt and
Nr denote the number of transmit and receive antennas, respectively. The incoming bit-stream
is divided into two groups: the first group of log2 (Nt) bits selects the transmit antenna that
will be activated, while the second group of log2 (M) bits selects the QAM/PSK symbol that
will be delivered from that antenna, where M denotes the order of the QAM/PSK constellation.
Therefore, the number of bits delivered in every time instance by the SM system is
η = log2 (Nt) + log2 (M) , (1)
where η denotes the spectral efficiency in bits per channel use (bpcu). The active antenna
transmits st ∈ {s1, . . . , sM} through a Rayleigh fading path between the transmit antenna and
all Nr receive antennas, where st is the transmitted QAM/PSK symbol. This path represents the
transmit channel, ht ∼ CN (0, 1), which is drawn from the full channel matrix, H ∈ CNr×Nt .
Assume that the data symbol st is transmitted over ht to form the transmitted SM symbol
combination, xt ∈ {x1, . . . ,xMNt}, where xt = htst. It should be noted that the transmitted
combination is drawn from MNt different possible combinations, which result from combining
M QAM/PSK symbols with Nt transmit antennas. Due to the additive white Gaussian noise
(AWGN), the SM symbol is received as
y = xt +w, (2)
where y ∈ CNr×1 denotes the noisy received vector and w ∈ CNr×1 is the AWGN vector with
entries having zero-mean and variance σ2n (i.e., w ∼ CN (0, σ2n)). Note that QAM is considered
in this paper.
B. SM-ML Demodulation
At the receiver side, the DSP unit utilizes the ML detection algorithm to estimate the trans-
mitted combination. The ML algorithm attempts all possible combinations to find the one that
5provides the minimum ED with the received signal vector [7], which corresponds to the index
of
jˆML = argmin
j=1,··· ,MNt
‖y − xj‖2 = argmin
j=1,··· ,MNt
Nr∑
n=1
|yn − xn,j |2 , (3)
where jˆML is the index of the estimated combination using the ML detection algorithm, yn is
the n-th element of y, and xn,j is the n-th element of the j-th combination.
It should be noted that estimating the transmitted combination can be achieved using a
graphical approach, named tree-search method. Fig. 1 illustrates the tree-search concept for
the SM demodulation with M = 2, Nt = 2, and Nr = 3. In the SM tree-search method, each
possible combination of xj in (3) is represented by a tree-search branch whose length is Nr
tree-search nodes (or levels). Each node is an accumulation of the previous EDs in the same
branch, which can be represented as
di,j =
i∑
n=1
|yn − xn,j |2 , i = 1, . . . , Nr, (4)
where di,j is the node metric at the i-th level of the j-th branch. Hence, (3) can be rewritten as
jˆML = argmin
j=1,...,MNt
{dNr,j} . (5)
Thus, the ML solution for the estimated transmitted combination is denoted by xˆML and given
as
xˆML = xjˆML . (6)
The total number of nodes for the SM tree-search is MNtNr, which is 12 in the example of
Fig. 1. To estimate the transmitted combination using the ML detection algorithm, the DSP unit
exhaustively visits all nodes, which can be problematic for increasing values of M , Nt and Nr.
Thus, reducing the decoding complexity has paramount importance for real-time applications.
III. MINIMUM-DISTANCE OF MAXIMUM-LENGTH ALGORITHM
Unlike the existent SD algorithms in the literature, the proposed m-M algorithm performs
only one node expansion at a time; the expanded node is chosen to be of minimum ED across
all branches. The proposed algorithm jumps from one branch to another according to where the
6Fig. 1: SM tree-search decoder for M = 2, Nt = 2, and Nr = 3 with four branches.
minimum ED is, and stops if the minimum ED occurs at the end of a fully expanded branch
(i.e., maximum length).
For mathematical formulation, assume that v = [v1 . . . vMNt ] ∈ R1×MNt denote the vector of
visited nodes, where vj takes integer values from 1 up to Nr and represents the number of nodes
already visited of the j-th branch for j = 1, . . . ,MNt. Also, let d =
[
dv1,1 . . . dvMNt ,MNt
] ∈
R1×MNt denote the ED vector, where dvj ,j is given by (4) by setting i = vj (i.e., dvj ,j =∑vj
n=1 |yn − xn,j|2, where dvj ,j represents the ED (node metric) of the vj-th level for the j-th
branch).
Algorithm 1 summarizes the proposed m-M algorithm that is explained as follows:
Step 1: Initialize all elements of v to unity (i.e., vj = 1 ∀j), and then calculate each element
of the vector d from (4) accordingly. It should be noted that the elements of d in this step
represent the first ED of all branches (i.e., d = [d1,1 . . . d1,MNt ]).
Step 2: Determine the argument of the minimum element of d as
jmin = argmin
j=1,...,MNt
{dvj ,j}. (7)
Step 3: Increase the jmin-th element of v by one
vjmin → vjmin + 1. (8)
Note that this step ensures that the algorithm makes a single expansion to the minimum ED,
which leads to the increase of the corresponding element of the vector v by one. The maximum
value of vj ∀j that can be reached is Nr; therefore, we can define jmax as the set of indices
whose values reached Nr, as
7jmax = find (v = Nr) , (9)
where find (v = Nr) returns the indices of the elements of v that are equal to Nr. At the
beginning, jmax is buffered as an empty set, and is updated when at least one branch is fully
expanded.
Step 4: Update the jmin-th element of d by calculating the new dvjmin ,jmin from (4) based on
vjmin calculated from Step 3.
Step 5: Find the new jmin from (7) as in Step 2, and then check whether the following
condition is true or not:
jmin ∈ jmax. (10)
If jmin /∈ jmax, then go back to Step 2. Otherwise, find the index of the estimated transmitted
combination as
jˆm-M = argmin
j∈jmax
{dvj ,j}, (11)
where jˆm-M denotes the index of the estimated transmitted combination from the m-M algorithm.
Note that in case of vj = Nr ∀j in (11), the ML version in (5) is obtained. The estimated
transmitted combination from m-M algorithm, xˆm-M, is
xˆm-M = xjˆm-M. (12)
Note that the condition in (10) is called the optimality condition, and guarantees that the ML
solution will not be missed before stopping the m-M algorithm (i.e., xˆm-M = xˆML).
Fig. 2 illustrates a numerical example for the proposed m-M algorithm. Consider a 3 × 4
MIMO system with M = 2. Thus, we have 8 branches with 3 nodes/levels length. First, the
m-M algorithm initializes v by all-ones, and calculates the the first ED of each branch. The
m-M algorithm finds the minimum ED of d, which is 0.1 in our example. This ED corresponds
to the 4-th branch (jmin = 4); thus, the m-M algorithm expands this node after increasing the
4-th element of v by one (i.e., vjmin = v4 = 2 and d2,4 = 0.4). In the second iteration, the
m-M algorithm finds the new minimum ED in d (i.e., 0.2), which is placed in the first branch
(jmin = 1). Then, the first element of v is updated to be 2 and the first element of d is updated
accordingly (i.e., v1 = 2 and d2,1 = 0.5). The algorithm jumps from one branch to another
8Algorithm 1 Pseudo-code of the proposed m-M algorithm.
• Initialize v = [1 1 . . . 1] ∈ R1×MNt , jmax = 0.
• Compute the elements of d = [d1,1 . . . d1,MNt ], where d1,j = |y1 − x1,j |2 and j = 1, . . . ,MNt.
• Reserve an empty vector jmax = [.] as a buffer.
1: while n ≤ NrMNt do
2: Find the index jmin = argmin
j=1,...,MNt
{dvj ,j}.
3: if jmax is NOT empty
4: if jmin ∈ jmax
5: go to line 14.
6: else
7: go to line 10.
8: end if
9: end if
10: Set vjmin → vjmin + 1, then Update v.
11: Update the jmin-th element of d as:
dvjmin ,jmin → dvjmin ,jmin +
∣∣∣yvjmin − xvjmin ,jmin
∣∣∣2.
12: Update jmax based on jmax = find (v = Nr).
13: Set n→ n+ 1.
14: end while
• Estimate xˆm-M from xˆm-M = xjmin .
according to the location of the minimum ED across all branches, as illustrated in iterations 3,
4, and 5. Note that the m-M algorithm detects one element of v reaches Nr (i.e., full expansion
for that branch) from iteration 5, which is the 4-th branch. According to (10), the algorithm has
to check if the new minimum ED comes at a fully expanded branch or not before deciding to
stop. In our example, the algorithm will not stop at iteration 5 because there is a minimum ED at
the first branch (i.e., 0.5). Therefore, the algorithm makes a single expansion to the first branch
after updating the first element of v (i.e., v1 = 3 and d3,1 = 0.55); and then, it checks the place
of the minimum ED once more. In this example, the iteration 6 shows that the minimum ED
(i.e., 0.55) comes at the end of a fully expanded branch, which corresponds to the first branch
(i.e., jˆm-M = 1). Thus, the m-M algorithm stops and declares that the estimated transmitted
combination is the first one (i.e., the first symbol was transmitted from the first antenna).
9d = [0.2  1.2  9.0  0.1 0.8  0.3  0.9  5.2]
v = [ 1       1      1     1     1      1     1    1 ]
d = [0.2 1.2  9.0  0.4  0.8  0.3  0.9  5.2]
v = [ 1       1     1      2     1      1     1    1 ]
d = [0.5  1.2  9.0  0.4  0.8  0.3 0.9  5.2]
v = [ 2       1     1      2     1      1     1    1 ]
d = [0.5  1.2  9.0  0.4 0.8  0.7  0.9  5.2]
v = [ 2       1     1      2     1      2     1    1 ]
d = [0.5 1.2  9.0  0.6  0.8  0.7  0.9  5.2]
v = [ 2       1     1      3     1      2     1    1 ]
d = [0.55 1.2  9.0  0.6  0.8  0.7  0.9  5.2]
v = [  3       1     1      3      1     2      1    1 ]
1
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4
5
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0.6
0.8
0.3
0.7
0.9
5.2
m-M solution
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Fig. 2: A numerical example for the m-M algorithm (3× 4 MIMO-SM system and M = 2).
IV. COMPLEXITY ANALYSIS
In this paper, we consider the number of visited nodes inside the tree-search as the complexity
indicator. Since v represents the visited nodes for each branch, the summation of its elements
at the final iteration gives the total complexity of the m-M algorithm in terms of the number
of visited nodes. Consider the complexity of the m-M algorithm denoted by Cm-M = sum
{
vf
}
,
where vf is the vector v at the final iteration. Since the elements of vf are random variables
(r.v.’s), Cm-M is an r.v. as well. In this section, we provide a tight expression for the expected
complexity of the proposed m-M algorithm in the case of perfect CSIR, as well as imperfect
CSIR.
The average complexity of the m-M algorithm Cm-M can be expressed as
Cm-M = E
{
sum
{
vf
}}
. (13)
Although the m-M algorithm is a breadth-first search algorithm, its expected complexity is
equivalent to that of a depth-first SD algorithm with pruned radius, Rm-M, equal to the minimum
ED of vector d at the final iteration (i.e., 0.55 in the example illustrated in Fig. 2). Therefore,
Rm-M can be written as
Rm-M = dNr,jˆm-M =
Nr∑
n=1
∣∣yn − xn,jˆm-M∣∣2 = ‖y − xˆm-M‖2 , (14)
10
where jˆm-M given from (11) and xˆm-M are given in (7) and (12), respectively. For simplicity, we
consider xˆm-M → xt; this assumption most likely holds particularly in high signal-to-noise ratio
(SNR) (xˆm-M = xˆML since the m-M algorithm guarantees the ML solution). Thus, substituting
(2) and this assumption in (14) yields
Rm-M = ‖w‖2 . (15)
It should be noted that the pruned radius in (14) is considered the optimum threshold that
can be used in the SD-based algorithms. Since the decoding complexity of the proposed m-M
algorithm is equivalent to that of a depth-first algorithm using the optimum pruned radius in
(14), the proposed algorithm provides a better complexity than the optimum BER algorithms in
the literature.
Now, we can write Cm-M in (13) as [11], [16]
Cm-M ≈MNt +
MNt∑
j=1
Nr∑
i=1
Pr
(
di,j ≤ Rm-M
∣∣xt,H, σ2n, Rm-M) . (16)
It is worth noting that (16) is the generic form of the expected complexity, and its closed-form
solution depends on the algorithm itself. Note that (16) finds the probability of di,j being visited
when the SD radius is Rm-M (the node is considered to be visited if di,j ≤ Rm-M and vice
versa). Ideally, Pr (di,j ≤ Rm-M) under the conditions previously given should be zero or one.
The correction factor MNt in (16) is needed since the Pr (di,j ≤ Rm-M) misses almost MNt
nodes at the final iteration.
A. Perfect Channel State Information at the Receiver
To find the closed form expression of the right-hand-side of (16), the conditional probability
distribution of di,j should be determined first. From (2) and (4), we can rewrite (4) in terms of
the real and imaginary components as
di,j =
∑i
n=1
∣∣(wℜn + xℜn,t − xℜn,j)+  (wℑn + xℑn,t − xℑn,j)∣∣2
=
i∑
n=1
(R2n + I2n) , (17)
where Rn = wℜn + xℜn,t− xℜn,j and In = wℑn +xℑn,t−xℑn,j are Gaussian distributed with variances
σ2n/2, and means
(
xℜn,t − xℜn,j
)
and
(
xℑn,t − xℑn,j
)
, respectively. Consequently, di,j is a non-central
11
chi-squared r.v. with 2i degrees of freedom and non-centrality parameter γ2i,j given by [23, (Ch.
2)]
γ2i,j =
i∑
n=1
[(
xℜn,t − xℜn,j
)2
+
(
xℑn,t − xℑn,j
)2]
. (18)
The probability distribution function (pdf) of di,j for di,j ≥ 0 is calculated as [23, (Ch. 2)]
fdi,j (di,j) =
1
σ2n
(
di,j
γ2i,j
)(i−1)/2
× exp
(
−γ
2
i,j + di,j
σ2n
)
Ii−1


√
di,j γ2i,j
σ2n/2

 , (19)
where Ii−1 () is the first kind modified Bessel function of order (i− 1). Since di,j has an even
degrees of freedom, the closed form expression of the cumulative distribution function (cdf) for
(19) is given as [23, (Ch. 2)]
Pr (di,j ≤ Rm-M |xt,H, σ2n, Rm-M ) =
1−Qi
(
γi,j
σn/
√
2
,
√
Rm-M
σn/
√
2
)
, (20)
where Qi(, ) denotes the generalized Marcum function of order i.
To remove the dependency of (20) on the instantaneous value of Rm-M, an expectation over
the pdf of Rm-M should be calculated. (15) can be written in terms of its real and imaginary
components as
Rm-M =
Nr∑
n=1
[(
wℜn
)2
+
(
wℑn
)2]
. (21)
Therefore, Rm-M is a central chi-square r.v. with 2Nr degrees of freedom and its pdf, fRm-M(Rm-M),
is [23, (Ch. 2)]
fRm-M(Rm-M) =
(Rm-M)
Nr−1
σ2Nrn (Nr − 1)!
exp
(−Rm-M
σ2n
)
. (22)
From (20) and (22), the expected value of (20) over the pdf of Rm-M can be written as
Pr (di,j ≤ Rm-M |xt,H, σ2n ) =
12
∫
∞
0
[
1−Qi
(
γi,j
σn/
√
2
,
√
Rm-M
σn/
√
2
)]
fRm-M(Rm-M) dRm-M. (23)
The closed form solution of the integration in (23) can be found in [24], and then, the complexity
in (16) is expressed as
Cm-M ≈MNt +
MNt∑
j=1
Nr∑
i=1
[
1−
[
1− exp
(−γ2i,j/σ2n)
2Nr
×
[
Φ1
(
Nr, 1, 1;
1
2
,
γ2i,j
2σ2n
)
−
i−1∑
k=1
(Nr)k
2k k!
1F1
(
Nr + k; k + 1;
γ2i,j
2σ2n
)]]]
,
(24)
where (Nr)k denotes the Pochhammer symbol, Φ1 is the Humbert hypergeometric function of
the first kind, and 1F1 denotes the Kummer hypergeometric function [25].
B. Imperfect Channel State Information at the Receiver
In this subsection, the complexity of the proposed m-M algorithm in (16) is assessed in the
presence of imperfect CSIR. To the best of the authors’ knowledge, in case of imperfect CSIR,
the expected complexity is not analyzed in the literature. Assume that there is an error between
the estimated channel coefficient at the receiver side and the actual channel coefficient, which is
denoted by e ∼ CN (0, σ2e), where σ2e is the variance of the error in the channel estimation. Thus,
the estimated channel entry becomes hˆ = h + e and the combination element in (4) becomes
xn,j + eˆn,j , where eˆn,j = ensj , with sj as the QAM symbol in j-th combination with energy
of |sj|2 and en as the n-th element of vector e. In this case, for least square solution of (4),
hˆ ∼ CN (0, 1 + σ2e) depends on h with a correlation coefficient of ρ = 1/
√
1 + σ2e [26]-[27],
[28, (p. 282)]; the conditional variance of the elements of the noisy received vector, ζ2j , is given
by [27], [29]
ζ2j = Var
(
y|hˆ
)
= σ2n +
(
1− ρ2) |sj |2 . (25)
It should be noted that the σ2e may be considered as fixed or variable when SNR changes. In
theory, the error in channel estimation decreases as the SNR increases [30], [31]; therefore, we
can consider σ2e = 1/snr in case of variable σ
2
e where snr denotes the signal-to-noise ratio in
linear scale (i.e., SNR = 10log10 (snr)).
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di,j in (17) in the case of imperfect-CSIR is denoted by dˆi,j and given as
dˆi,j =
∑i
n=1
∣∣(wℜn − eˆℜn,j + xℜn,t − xℜn,j)
+
(
wℑn − eˆℑn,j + xℑn,t − xℑn,j
)∣∣2 = i∑
n=1
(
Rˆ2n + Iˆ2n
)
, (26)
where Rˆn = wℜn − eˆℜn,j + xℜn,t − xℜn,j and Iˆn = wℑn − eˆℑn,j + xℑn,t − xℑn,j are Gaussian distributed
with variances ζ2j /2, and means
(
xℜn,t − xℜn,j
)
and
(
xℑn,t − xℑn,j
)
, respectively. Consequently, dˆi,j
is a non-central chi-squared r.v. with 2i degrees of freedom and non-centrality parameter γ2i,j
given by (18), and its pdf for dˆi,j ≥ 0 becomes [23, (Ch. 2)]
fdˆi,j (dˆi,j) =
1
ζ2j
(
dˆi,j
γ2i,j
)(i−1)/2
× exp
(
−γ
2
i,j + dˆi,j
ζ2j
)
Ii−1


√
dˆi,j γ2i,j
ζ2j /2

 . (27)
Therefore, (20) becomes
Pr
(
dˆi,j ≤ Rˆm-M
∣∣∣xt,H, σ2n, σ2e , Rˆm-M) =
1−Qi
(
γi,j
ζj/
√
2
,
√
Rˆm-M
ζj/
√
2
)
, (28)
where Rˆm-M denotes the threshold of the m-M algorithm in the case of imperfect CSIR. It should
be noted that for the case of imperfect CSIR, the threshold in (21) becomes
Rˆm-M =
Nr∑
n=1
[(
wℜn − eˆℜn,t
)2
+
(
wℑn − eˆℑn,t
)2]
, (29)
where
(
wℜn − eˆℜn,t
)
and
(
wℑn − eˆℑn,t
)
are Gaussian distributed with zero-mean and variance of
ζ2t /2, where
ζ2t = σ
2
n +
(
1− ρ2) |st|2 , (30)
with st as the transmitted QAM symbol with energy |st|2.
Consequently, Rˆm-M ≥ 0 is a central chi-squared distributed r.v. with 2Nr degrees of freedom
and its pdf is given by [23, (Ch. 2)]
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fRˆm-M(Rˆm-M) =
(
Rˆm-M
)Nr−1
ζ2Nrt (Nr − 1)!
exp
(
−Rˆm-M
ζ2t
)
. (31)
From (28) and (31), the expected value of (28) over the pdf of Rˆm-M can be written as
Pr
(
dˆi,j ≤ Rˆm-M |xt,H, σ2n, σ2e
)
=
∫
∞
0
[
1−Qi
(
γi,j
ζj/
√
2
,
√
Rˆm-M
ζj/
√
2
)]
fRˆm-M(Rˆm-M) dRˆm-M. (32)
The closed form of the integration in (32) can be found in [24], and then, the complexity in
(16) is obtained as
Cˆm-M ≈MNt +
MNt∑
j=1
Nr∑
i=1
[
1−
[
1− ζ
2Nr
j exp
(−γ2i,j/ζ2j )(
ζ2j + ζ
2
t
)Nr
×
[
Φ1
(
Nr, 1, 1;
ζ2t
ζ2j + ζ
2
t
,
γ2i,j ζ
2
t
ζ2j
(
ζ2j + ζ
2
t
)
)
−
i−1∑
k=1
(Nr)k
k!
1F1
(
Nr + k; k + 1;
γ2i,j ζ
2
t
ζ2j
(
ζ2j + ζ
2
t
)
)]]]
.
(33)
V. OPTIMALITY OF BER PERFORMANCE
In this section, we discuss the BER performance optimality of the proposed m-M algorithm
based on the condition in (10). The effect of omitting this condition on the proposed m-M
algorithm is also studied. We define an indicator for the BER performance optimality as the
number of times the proposed m-M algorithm misses the ML solution, referred to as the number
of misses (NoM). In other words, the BER of the m-M algorithm will be the same as the ML
BER if the NoM equals zero and vice versa. It should be noted that NoM is an r.v. that depends
on the SNR and σ2e .
Let us invoke the general expression of the union bound error probability of SM-ML detector
as [6], [27]
Pb =
1
(η) 2η
2η∑
k=1
2η∑
l=1
δk,lE
{
Pr(ML) (xk → x˜l)
}
, (34)
where Pb is the union bound probability, Pr(ML) (xk → x˜l) stands for the pairwise error prob-
ability (PEP) of the proposed SM-ML decoder, δk,l represents the number of bit errors which
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corresponds to the instant PEP event, and the spectral efficiency η is given from (1). Let us
consider that ∆m-M is the NoM between the m-M algorithm solution and the ML solution. Now,
the PEP of the m-M algorithm is denoted by Pr(m-M) (xk → x˜l) and given as [13]
Pr(m-M) (xk → x˜l) = Pr(ML) (xk → x˜l) + Pr
(
∆m-M 6= 0) . (35)
According to (10), if the m-M algorithm detects a minimum ED at the end of fully expanded
branch, this means that no further expansion will happen in the current minimum ED (the branch
length can not be Nr + 1) and the current minimum ED is a global minimum across all other
branches. Therefore, the ML solution will not be missed (i.e., Pr (∆m-M 6= 0) = 0) and the union
bound error probability of the proposed m-M algorithm is exactly the same as (34).
To study the effect of removing the optimality condition in (10), consider an m-M algorithm
without this condition, referred to as the m-Mw algorithm. It should be noted that the m-Mw
algorithm is not a stand-alone algorithm, and it is mentioned here to discuss the optimality
condition in (10) for the proposed m-M algorithm. The m-Mw algorithm stops and declares the
solution whenever only one branch is fully expanded. In such a case, the NoM takes a non-zero
value and Pr (∆m-Mw 6= 0) 6= 0. Fig. 3 shows the average NoM versus SNR; 104 Rayleigh flat
fading channel realizations are run for each SNR value, for 8 × 8 MIMO-SM using 8-QAM.
As we can see, the NoM reduces as SNR increases and σ2e decreases. For instance, the m-Mw
algorithm misses 2020, 564 and 20 ML solution out of 104 runs at SNR of 0, 5 and 10 dB,
respectively, in case of perfect CSIR; for imperfect CSIR with σ2e = 0.2, the NoM for the m-Mw
algorithm is 2371, 1188 and 420 out of 104 runs at SNR of 0, 5 and 10 dB, respectively.
Hence, the condition in (10) ensures that the minimum ED which comes at the end of a fully
expanded branch is a global minimum across all branches; thus, the ML solution is achieved.
Additionally, omitting the condition in (10) leads to a significant BER deterioration when
compared with the ML performance.
VI. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we evaluate the behavior of the proposed m-M algorithm in terms of BER
and decoding complexity. In addition, comparisons between the m-M algorithm and SM-SD
algorithms in the literature are presented. Since the m-M algorithm provides the optimal BER
performance, we consider the SM-SD algorithms (such as given in [13] and [16]) in comparisons.
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Fig. 3: Average number of NoM of the m-Mw algorithm for 8× 8 MIMO-SM and 8-QAM.
Three scenarios are considered: a) perfect CSIR (σ2e = 0), b) imperfect CSIR with fixed σ
2
e
(σ2e = 0.1 and 0.2), and c) imperfect CSIR with variable σ
2
e (σ
2
e = 1/snr). Two spectral efficiency
values are considered: η = 6 bpcu using 8-QAM for Nr×8 MIMO-SM system, and η = 8 bpcu
using 16-QAM for Nr × 16 MIMO-SM system. The value of Nr for both cases describes the
type of the system. In the case of determined MIMO-SM system, Nr = Nt (i.e., Nr = 8 and 16
for η = 6 and 8, respectively). For under-determined MIMO-SM system, Nr < Nt (e.g., Nr = 6
and 12 for η = 6 and 8, respectively). Finally, we have an over-determined MIMO-SM system
if Nr > Nt (e.g., Nr = 10 and 20 for η = 6 and 8, respectively). Monte Carlo simulations are
(a) 8-QAM for 8× 8 MIMO-SM. (b) 16-QAM for 16 × 16 MIMO-
SM.
Fig. 4: BER comparison of determined MIMO-SM system for different decoders.
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used to obtain the presented results for all scenarios by running at least 5 × 105 Rayleigh flat
fading channel realizations.
A. BER Comparison
In this subsection, the BER performance of the SM-ML, SM-SD [13], SM-SD [16], and
proposed m-M algorithms are compared with respect to SNR. Figs. 4, 5 and 6 show the BER
performance of different SM decoders for determined, under-determined, and over-determined
MIMO-SM systems, respectively. The left sub-plots in all three figures present η = 6 bpcu, while
the right ones show η = 8 bpcu. As observed from these figures, the two SM-SD algorithms in
[13] and [16], as well as the proposed m-M algorithm provide the same SM-ML BER for all
values of σ2e (i.e., 0, 0.1, 0.2, and 1/snr). As expected, the best BER is obtained when σ
2
e = 0,
while the BER degrades for increasing values of σ2e . Unlike the BER obtained from having
σ2e = 1/snr, an error floor occurs in the case of σ
2
e = 0.1 and 0.2 even in high SNR due to the
fixed values of σ2e . The error floor is mitigated as Nr increases. For instance, the error floor of
the σ2e = 0.1 curve in Fig. 5(b) can not be reduced to 5× 10−4 when Nr = 12; when Nr = 16
in Fig. 4(b) for the σ2e = 0.1 curve, the error floor occurs at 10
−4; however, it further reduces
to 10−5 when Nr = 20 in Fig. 6(b) for the σ2e = 0.1 curve.
It can be seen from these figures that there is no preference in BER between the proposed
m-M algorithm and the other SM-SD algorithms in [13] and [16]. For all presented scenarios, the
low-complexity algorithms (the m-M algorithm, and SM-SD algorithms in [13] and [16]) provide
(a) 8-QAM for 6× 8 MIMO-SM. (b) 16-QAM for 12 × 16 MIMO-
SM.
Fig. 5: BER comparison of under-determined MIMO-SM system for different decoders.
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(a) 8-QAM for 10×8 MIMO-SM. (b) 16-QAM for 20 × 16 MIMO-
SM.
Fig. 6: BER comparison of over-determined MIMO-SM system for different decoders.
the same BER as the SM-ML detection. It is worth noting that in practice, the channel estimation
accuracy improves as the SNR increases (i.e., σ2e = 1/snr), and the ML BER performance can
be still reasonable, as seen from Figs. 4, 5 and 6.
B. Analytical Complexity Assessment
In this subsection, we evaluate the accuracy of the analytical expressions for the expected
decoding complexity of the m-M algorithm given in (24) and (33). As mentioned before,
the number of visited nodes (VNs) is used as a measure for the decoding complexity of all
algorithms in this paper. Figs. 7, 8 and 9 present the comparison results between the analytical
expressions and computer simulation results of the determined, under-determined and over-
determined MIMO-SM systems, respectively, for η = 6 and 8 bpcu. In all figures, the analytical
expression for σ2e = 0 is given from (24), while the analytical expression for σ
2
e = 0.1, 0.2
and (1/snr) is given from (33). From these figures, we observe that the analytical expressions
in (24) and (33) match the computer simulation results after SNR values of 5 dB, while some
mismatches occur at low SNR values.
It should be noted that the mismatch between the analytical expressions and simulation results
at low SNR values comes from the assumptions of xˆm-M → xt in (15). At low SNR, the
ML solution (the same as xˆm-M) misses the true solution, xt, which means that ‖y− xt‖2F >
‖y − xˆm-M‖2F . In other words, the threshold Rm-M in (15) used for the analytical expressions will
be greater than the actual threshold in (14), which leads to the count of more nodes than the
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(a) 8-QAM for 8× 8 MIMO-SM.
(b) 16-QAM for 16× 16 MIMO-SM.
Fig. 7: Complexity of determined MIMO-SM system for the proposed m-M algorithm.
reality. By increasing the SNR, the ML solution most probably estimates the true solution; the
assumption of xˆm-M → xt becomes more reliable. In the case of σ2e = 1/snr, σ2e becomes very
high at low SNR values (e.g., σ2e = 1 at zero SNR) which dramatically affects the accuracy of
(33).
As it can be seen from these figures, the derived analytical expressions in (24) and (33)
accurately describe the decoding complexity of the proposed m-M algorithm in both perfect
and imperfect CSIR especially at high SNR values for determined, under-determined, and over-
determined MIMO-SM systems.
C. Complexity Comparison
In this subsection, we compare the complexity of the proposed m-M algorithm with the optimal
BER performance SM-SD algorithms ([13] and [16]). It should be noted that the threshold of the
SM-SD algorithm in [13] is optimized to provide the optimal BER. The comparison goal is to
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(a) 8-QAM for 6× 8 MIMO-SM.
(b) 16-QAM for 12× 16 MIMO-SM.
Fig. 8: Complexity of under-determined MIMO-SM system for the proposed m-M algorithm.
determine the decoding complexity reduction ratio between the desired and SM-ML algorithms,
which is given as
CR =
MNtNr − CΛ
MNtNr
= 1− CΛ
MNtNr
, (36)
where CR denotes the complexity reduction ratio, MNtNr is the decoding complexity of the ML
detector, and CΛ denotes the decoding complexity of the target algorithm with Λ ∈ {m-M, SM-SD [13], SM-SD [16]}.
The minimum number of nodes that can be visited by any algorithm is a one fully expanded
branch (i.e., Nr nodes) in addition to the nodes of the first row in the tree-search (i.e., MNt− 1
nodes). Thus, we can define the maximum reduction in the decoding complexity ratio that can
be achieved by any algorithm, CmaxR , as
CmaxR = 1−
Nr +MNt − 1
MNtNr
. (37)
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(a) 8-QAM for 10× 8 MIMO-SM.
(b) 16-QAM for 20× 16 MIMO-SM.
Fig. 9: Complexity of over-determined MIMO-SM system for the proposed m-M algorithm.
Figs. 10, 11 and 12 show the complexity reduction ratio in (36) versus different values of
SNR for determined, under-determined, and over-determined MIMO-SM systems, respectively.
Each figure contains four sub-figures which represent all scenarios of σ2e (i.e., 0, 0.1, 0.2, and
1/snr), while each sub-figure presents the two available spectral efficiencies, η = 6 and 8 bpcu.
According to (37), CmaxR = 86.1% and 93.4% in Fig. 10 for η = 6 and 8 bpcu, respectively;
CmaxR = 82% and 91.3% in Fig. 11 for η = 6 and 8 bpcu, respectively; and CmaxR = 88.6% and
94.6% in Fig. 12 for η = 6 and 8 bpcu, respectively.
In the case of σ2e = 0 and 1/snr, the proposed m-M algorithm provides the best reduction
in the decoding complexity ratio over the SM-SD [13] and SM-SD [16] algorithms. The m-M
algorithm as well as the other two algorithms reach to CmaxR at high SNR. It should be noted
that when η increases, the decoding complexity ratio increases for all algorithms. In the case of
fixed σ2e (i.e., 0.1 and 0.2), no algorithm reaches C
max
R . However, the proposed m-M algorithm
provides the best reduction in the decoding complexity ratio for all values of SNR. Also, as σ2e
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(a) σ2e = 0. (b) σ
2
e = 1/snr.
(c) σ2e = 0.1. (d) σ
2
e = 0.2.
Fig. 10: Complexity reduction comparison of determined MIMO-SM system for different decoders.
increases, the reduction in complexity gain of the m-M algorithm over the other two algorithm
increases.
As it can be seen from these figures, the proposed m-M algorithm provides a better complexity
reduction ratio in the low SNR in the case of perfect CSIR and variable σ2e . Moreover, it has the
superiority over the existing SM-SD algorithms for all values of SNR in the case of imperfect
CSIR with fixed σ2e . In addition, the m-M algorithm is more robust to the increase of σ
2
e than
the existing SM-SD algorithms.
D. Complexity Reduction Sensitivity
We have noticed from Figs. 10, 11 and 12 that the reduction in the decoding complexity
ratio for the m-M algorithm increases as the MIMO-SM dimensions (M , Nt, and Nr) increase.
However, we need to determine which dimension affects more the complexity reduction ratio.
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(a) σ2e = 0. (b) σ
2
e = 1/snr.
(c) σ2e = 0.1. (d) σ
2
e = 0.2.
Fig. 11: Complexity reduction comparison of under-determined MIMO-SM system for different decoders.
In this subsection, we assess the reduction in the complexity ratio versus only one MIMO-SM
dimension.
In Fig. 13, the decoding complexity reduction ratio of the m-M algorithm is assessed versus the
QAM order, M , for the 16×16 MIMO-SM system. It can be seen that the complexity reduction
ratio slightly increases as M increases. For example, for σ2e = 0.2, the complexity reduction ratio
increases from 76% to 78.5% at M = 8 and 128, respectively. Thus, the complexity reduction
ratio of the proposed m-M algorithm is sensitive to the slightly change of M .
In Fig. 14, we evaluate the decoding complexity reduction ratio of the m-M algorithm versus
Nt at Nr = M = 16. It can be noticed that the increase of the decoding complexity reduction
is negligible in comparison with the case of variable Nt. Consequently, the change of Nt has
almost no effect on the decoding complexity ratio of the m-M algorithm.
The decoding complexity reduction is evaluated versus different values of Nr in Fig. 15 for
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(a) σ2e = 0. (b) σ
2
e = 1/snr.
(c) σ2e = 0.1. (d) σ
2
e = 0.2.
Fig. 12: Complexity reduction comparison of over-determined MIMO-SM system for different decoders.
Fig. 13: Complexity reduction of the proposed m-M algorithm for Nt = Nr = 16 and variable M .
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Fig. 14: Complexity reduction of the proposed m-M algorithm for M = Nr = 16 and variable Nt.
Fig. 15: Complexity reduction of the proposed m-M algorithm for Nt = M = 16 and variable Nr.
Nt = M = 16. We can see from this figure that the complexity reduction ratio increases from
68% at Nr = 4 to 90% at Nr = 128 for σ2e = 0, and from 64% at Nr = 4 to 82% at Nr = 128
for σ2e = 0.2. Thus, the decoding complexity of the m-M algorithm increases logarithmically as
Nr increases.
Finally, we can see from these figures that the decoding complexity reduction ratio of the
m-M algorithm is sensitive to the change of Nr, while is nonsensitive to the changes of Nt or
M .
E. Discussions
As seen from our comprehensive comparisons, the proposed m-M algorithm provides sig-
nificant reduction in the decoding complexity basically without BER performance loss. For
SM systems, compressive sensing (CS)-based algorithms have been recently proposed in [32]-
[34] to provide sub-optimal BER performance with a reduction in the decoding complexity.
These CS-based algorithms exploit the sparsity of the SM signals to provide low-complexity
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detection at the expense of BER deterioration. Normally, the CS-based algorithms are suitable
for over-determined MIMO-SM systems (i.e., Nr > Nt) to reduce the BER performance gap
versus the ML solution. The authors of [34] have proposed an enhanced Bayesian CS (EBCS)
algorithm to provide low-complexity detection with near ML BER performance. The minimum
decoding complexity of the EBCS algorithm in [34] can be achieved at high SNR, which is
about O(NrN2t ) +O(NrNt) +O(Nt) +O(Nr) floating point operations (flops). Since the ML
decoder costs 9MNrNt flops, the maximum complexity reduction that can be achieved from [34]
when compared with the ML decoder in high SNR is 87.2% and 88.1% for 12× 8 MIMO-SM
with 8-QAM and 20× 16 MIMO-SM with 16-QAM, respectively. As shown in Fig. 12-(a) and
(37), the proposed m-M algorithm provides 88.6% and 94.6% complexity reduction after 15 dB
for 12× 8 MIMO-SM with 8-QAM and 20× 16 MIMO-SM with 16-QAM, respectively. Thus,
the proposed algorithm has a higher complexity reduction without any BER performance loss
when compared with the ML decoder.
Another recent low-complexity algorithm that provides a near-ML BER performance is pro-
posed in [17] by dividing the tree-search into Nt subtrees with 2Nr levels (for the real-form
representation of (3)) and M branches. The transmit and receive antennas are ordered to reach
the solution faster. In the first subtree, the algorithm visits a different number of nodes in each
level, K = [k1 k2 . . . k2Nr ], where ki represents the number of best nodes that should be kept
in the i-th level and expanded in the next level. The minimum ED at the final level is used as a
pruned radius for scanning the next Nt−1 subtrees by applying the SD concept in [11]. In high
SNR, the minimum decoding complexity of the algorithm in [17] is (
∑2Nr
i=1 ki) + M(Nt − 1)
visited nodes plus the cost of Eq. (5) in [17]. As discussed in (37), the proposed m-M algorithm
can visit only (2Nr +MNt− 1) nodes to achieve the optimum BER performance. For instance,
for a 4 × 4 MIMO-SM system with 64-QAM and K = [64 26 26 8 8 2 2 1] as mentioned in
[17], the minimum decoding complexity of [17] in high SNR is 329 visited nodes plus the cost
of Eq. (5) in [17], while our proposed algorithm visits only 263 nodes to achieve the optimum
BER performance in high SNR (almost high SNR is after 15 dB, as shown in Figs. 10, 11 and
12). Thus, the m-M algorithm provides a lower decoding complexity than the algorithm in [17]
without losing the optimality of BER performance.
For high rate SM transmissions, one of the suggested solutions is to use a high value of Nt.
Two systems are proposed to provide high rate transmission using smaller Nt; 1) generalized
SM (GSM) which activates more than one transmit antenna at a time [35], and 2) quadrature
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SM (QSM) which delivers the symbols using the in-phase and quadrature dimensions [36]. At
the receiver side, the GSM and QSM systems have a similar tree-search structure to the SM,
and hence, the proposed m-M algorithm can be applied in a straightforward manner.
VII. CONCLUSION
This paper has proposed a novel low-complexity decoding algorithm for MIMO-SM systems,
referred to as the m-M algorithm. The m-M algorithm provides a significant reduction in the
decoding complexity in terms of the number of nodes which are visited during the algorithm run.
The proposed algorithm guarantees achieving the ML solution by employing a single expansion
to the minimum ED across all tree-search branches, and stopping if this minimum ED occurs at
the end of a fully expanded tree-search branch. Furthermore, tight expressions for the expected
decoding complexity of the m-M algorithm have been derived. The proposed algorithm and
analytical expressions have been assessed in three different scenarios: perfect CSIR, as well as
imperfect CSIR with a fixed and a variable channel estimation error variances, respectively. All
scenarios have been investigated for different types of MIMO-SM systems including determined,
under-determined, and over-determined systems. The numerical results have shown that the
proposed algorithm provides the best reduction in the decoding complexity over existing optimal
SM-SD algorithms. The future work may focus on the development of the soft-decoding version
of the m-M algorithm.
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