A method is suggested which allows truncation of the virtual space in Cholesky decomposition-based multiconfigurational perturbation theory ͑CD-CASPT2͒ calculations with systematic improvability of the results. The method is based on a modified version of the frozen natural orbital ͑FNO͒ approach used in coupled cluster theory. The idea is to exploit the near-linear dependence among the eigenvectors of the virtual-virtual block of the second-order Møller-Plesset density matrix. It is shown that FNO-CASPT2 recovers more than 95% of the full CD-CASPT2 correlation energy while requiring only a fraction of the total virtual space, especially when large atomic orbital basis sets are in use. Tests on various properties commonly investigated with CASPT2 demonstrate the reliability of the approach and the associated reduction in computational cost and storage demand of the calculations.
I. INTRODUCTION
The occurrence of large nondynamical electron correlation effects 1 is all but rare in the electronic structure of molecules. To mention a few such situations, radical species are examples, as they have unfilled valencies in their electronic ground state. Atoms with low-lying excited states such as transition metals and heavy elements also exhibit strong nondynamical correlation effects as a consequence of having a number of near degenerate electronic configurations. More generally, at the dissociation limit for chemical bonds, along reaction paths in most chemical and photochemical reactions, and often for excited electronic states a qualitatively correct description of the wave function is possible only if the most significant electronic configurations are represented. The demand for a physically correct description of such systems has lead, among other approaches, [2] [3] [4] [5] to the definition of the complete active space self-consistent field ͑CASSCF͒ wave function 6 as the mean-field approximation.
In this approach, one selects a number of electrons and orbitals, the so-called active space, and includes in the CASSCF wave function all possible electronic configurations derived from distributing these electrons into the active orbitals. The dynamical correlation required for achieving also quantitative interpretations is then recovered by a subsequent second-order perturbative correction. 7, 8 Combining CASSCF with multiconfigurational perturbation theory ͑CASPT2͒ stands today as a unique protocol for a balanced study of multiple spin states and electronic ground and excited [9] [10] [11] [12] states of molecules.
Although the computational scaling of the CASSCF method is factorial in the size of the active space, an adequate description of the nondynamical electron correlation usually requires only a moderate number of active orbitals, even in large molecules. Recent attempts to reduce the costs of a CASSCF/CASPT2 calculation have therefore focused on how to cope with the computational bottlenecks related to the steep increase in the number of two-electron integrals with system size and atomic orbital ͑AO͒ basis set quality. With the advent of Cholesky decomposition ͑CD͒-based CASSCF algorithms, 13, 14 the costs of such calculations have been reduced drastically, to a level comparable to HartreeFock ͑HF͒ wave function optimization, allowing CD-CASSCF with 1000-2000 basis functions to be performed routinely.
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The situation is more involved for the subsequent CD-CASPT2 treatment. 13 For large AO basis sets, the number of configuration state functions to be included in the first-order wave function ͑see Ref.
19͒ is a serious limitation to the applicability of the method to systems in the hundred-atom regime. In particular, due to the presence of external excitations ͑two orbital index belonging to the virtual orbital subspace͒, the dimensionality of the linear equations for CASPT2 amplitudes grows quadratically with the number of virtual orbitals. It is therefore of paramount importance to explore routes that could effectively reduce the size of the virtual orbital space by introducing approximations that do not jeopardize the accuracy of the method. There are numerous attempts in this direction which have been proven suc-cessful in, e.g., coupled cluster ͑CC͒ theory, 20 and we show in the following how these ideas allow for reduced-scaling multiconfigurational perturbation theory.
II. THEORY
The entire molecular orbital space splits into two parts: The ͑doubly or partially͒ occupied orbitals and the virtual orbitals. While the former have a clear physical meaning as one-particle functional representation of the electron density, the virtual orbitals are mainly a mathematical construct, necessary to bridge toward completeness the one-particle functional space in use. The necessity of large virtual spaces contributes to the limited applicability of correlated methods to large systems. On the other hand, different sets of virtual orbitals related by unitary transformations constitute an equivalent choice of basis to span the virtual space. This is indeed the key to alleviate the unfavorable scaling of the computational costs with the increasing quality of the AO basis set. The idea is to truncate the number of virtual orbitals by retaining only those that account for most of the dynamical electron correlation. Such truncation of the virtual space is not possible in the canonical representation, as the resulting loss of accuracy is too severe, but can be effective when the orbital representation is chosen based on different criteria.
Drawing on a number of valuable studies on this subject, [21] [22] [23] [24] [25] [26] [27] Bartlett and Taube 20, 28 showed that the use of opportunely defined approximate natural orbitals ͑NOs͒ allows a substantial reduction of the virtual space in CC models with negligible and controllable errors in the computed energies and properties. They start by computing the virtualvirtual block of the MP2 variational density matrix
where the MP2 amplitudes in a canonical basis are given by
and the indices i , j ,... and a , b ,... refer to occupied and virtual orbitals, respectively. The matrix of Eq. ͑1͒ is symmetric positive definite and for large basis sets shows the typical clustering of its eigenvalues toward zero. In other words, it is a quantity that can be used to spot the onset of linear dependences in the virtual orbital space. Diagonalizing D ͑2͒ , one obtains a new set of orthonormal orbitals that can be used in higher-level correlated treatments, such as CC methods. Obviously, as the sequence of eigenvalues of these NOs can be ordered, a truncation of the virtual space is possible. This approach has been shown to be extremely effective for CC calculations, giving an accuracy that can be systematically improved, and has been named frozen natural orbital ͑FNO͒-CC. 28 It is also clear that the accuracy of the approximation is higher when larger ͑and therefore more linearly dependent͒ AO basis sets are employed. Moreover, it has been suggested that the following correction to the FNO-CC energies,
should be used to account for the truncation error. This correction improves the overall accuracy when employing small AO basis sets and severe truncations, but it is less significant for large AO basis sets. Here, we shall test an analogous approach within the CASPT2 model, in light of the strong similarities between CASPT2 and MP2, as exemplified by the fact that the iterative procedure for computing the CASPT2 amplitudes uses the MP2 expression of Eq. ͑2͒ for the inactive-virtual blocks.
The starting point is to analyze the type of excitations involved in the CASPT2 correction to the reference wave function. They are divided into three groups, 19 namely,
where the indices i , j ,..., t , u ,..., and a , b ,... refer to inactive, active, and virtual orbitals, respectively, and Ê indicates the singlet double excitation operator. The truncated set of NOs that we want to derive should be able to span the virtual space with respect to all semi-internal and external excitations reported above. The density matrix defined in Eq. ͑1͒ should then be adapted for this purpose. In particular, compared to the closed-shell HF reference, the treatment of the active orbitals needs to be established. Here we decided to use pseudocanonical active orbitals, obtained by diagonalization of the active-active block of the CASSCF Fock matrix. These orbitals are then split into two groups on the basis of their eigenvalue. Only those corresponding to negative eigenvalues ͑henceforth named primary active͒ are retained in the definition of the MP2-type density matrix, and they are considered in the same way as the inactive orbitals, thus as if they were doubly occupied. One may argue that ͑a͒ this excludes excitations to the virtual space from all active orbitals with nonnegative energy ͑secondary active͒, which are present in the CASPT2 correction, ͑b͒ the procedure used to "extract" a closed-shell HF-type wave function from the CASSCF reference is based solely on bona fide criteria. As shown below, the results are satisfactory to an extent that justifies our choice.
Computing the D ͑2͒ would require the evaluation/ transformation of nearly all the electron repulsion integrals ͑ERIs͒ needed in CASPT2. A conventional FNO-CASPT2 implementation would not then solve the limitations of the CASPT2 method as concerning for example disk-space requirements. A Cholesky-type implementation is instead feasible, as the D ͑2͒ can be computed on the fly by means of Cholesky or any other ab initio density fitting 29 ͑DF͒ representation of the ERIs, therefore bypassing memory and diskspace limitations of CASPT2. However, the calculation of the entire set of ͑ai ͉ bj͒ ERIs from Cholesky vectors scales as
where O is the number of inactive plus primaryactive orbitals, V is the number of virtual orbitals ͑full space͒, and M is the number of Cholesky/DF vectors ͑typi-cally three to five times the number of AO basis functions͒. In other words, this ͑fifth-order͒ step appears to be almost as expensive as the overall costs of the CD-CASPT2 calculation.
A straightforward modification of the FNO approach which would make it suitable for CASPT2 is the following: Instead of computing the true D ͑2͒ matrix, one could use an approximate expression for it, namely,
The modified MP2 density matrix of Eq. ͑4͒ retains all the necessary properties of the true D ͑2͒ but is much cheaper to compute, as the needed MP2 amplitudes require ϳOV 2 M floating-point operations. The evaluation of D ͑2͒ itself is an ϳOV 3 step, and therefore, no fifth-order steps are involved in the overheads for the FNO selection. Moreover, the truncation error estimate given in Eq. ͑3͒ can also be used if the standard expression for the canonical MP2 energy is restricted to the case of identical inactive orbital indices ͑i = j͒, thus leading to the following approximate expression,
Once again, we notice that this step carries only minor additional costs ͑ϳOV 2 ͒. It is also worth mentioning that the orbitals and orbital energies to be used in the truncated MP2 calculation can be obtained from the canonical orbital energies via diagonalization of the Fock matrix in the reduced virtual space, F = UU T , where U is the orthogonal matrix of the eigenvectors of D ͑2͒ .
III. RESULTS AND DISCUSSION
We have investigated the reliability of the FNO-CASPT2 approach in some different situations typical for the application of CASPT2 method. The FNO-CASPT2 results reported include the MP2 estimation of the truncation error unless otherwise specified. This MP2-type correction improves the computed relative energies for calculations with double-basis set quality and truncation of the virtual space to below 50%, whereas it is much less significant with larger basis sets or lower level of truncation.
All calculations were performed with a development version of the MOLCAS quantum chemistry software. [30] [31] [32] To speed up the evaluation of the exchange Fock matrices in CASSCF, we employ the local exchange screening 33 with localized Cholesky molecular orbitals.
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A. Spectroscopic constants of LaO n and LaO n + "n =1,2… An account on the mechanisms of La+ O and La+ O 2 chemionization reactions studied at the CASSCF/CASPT2 level of theory was recently given by Todorova et al. 35 In the present work, spectroscopic constants of LaO n and LaO n + ͑n =1,2͒ are reproduced by employing FNO-CASPT2, in order to understand the reliability and the limits of this method. For consistency of the results, we employ the same basis sets ͑ANO-RCC of quintuple-quality͒, active spaces, geometries as in the previous study. 35 The only difference is the use of the CD approximation for the ERIs. The value of the decomposition threshold ͑here 10 −8 ͒ has been chosen to make sure that the CD-CASPT2 results are nearly identical to those reported in Ref. 35 . They allow for a neat inspection of the error introduced by the FNO approximation. Table I shows the convergence of the correlation energy computed with FNO-CASPT2 toward the CASPT2 limit for the electronic ground state of the various systems. The deviation in the amount of correlation recovered is rather small in all cases, and is below 3% already when correlating only 60% of the virtual NOs. This indicates that the FNO approximation holds the promise of being capable of computing accurate energy differences. In fact, as shown in Table II , the accuracy of FNO-CASPT2 in predicting the ionization energy ͑IE͒ is within the expected accuracy of the CASPT2 method with a 60% truncation of the virtual space. Furthermore, the computed values are converged to within 0.04 and 0.03 eV from the CASPT2 results employing 70% and 80% of the virtual NOs, respectively. For the dissociation energy ͑D e ͒, the convergence of the results is less smooth, but the overall accuracy is satisfactory at 80% truncation level. Notably, even by including 80% of the total number of virtual orbitals, the dimensionality of the CASPT2 equations, thus the complexity of the calculation, is reduced by nearly 40%. Additionally, we computed the ground-state equilibrium distance and harmonic frequency of LaO with CD-CASPT2, and compared the results with FNO-CASPT2 at 40% and 70% truncation levels. These results were obtained using the VIBROT program in MOLCAS, thus by fitting the potential energy curves to an analytical form with cubic splines. The CD-CASPT2 values are R e = 1.855 Å and e = 803 cm −1 , respectively, in excellent agreement with Ref. 35 . With 40% truncation, FNO-CASPT2 introduces a negligible error in the computed equilibrium distance ͑R e = 1.859 Å͒ and predicts a relatively accurate frequency of e = 759 cm −1 . By increasing the truncation level to 70%, the results ͑R e = 1.856 Å and e = 807 cm −1 ͒ converge to the target values. This example shows that for reproducing geometries, FNO-CASPT2 is not only reliable, but also reaches a sufficient accuracy by retaining less virtual NOs than typically needed for the calculation of energy differences.
B. Excited states of glycine dipeptide
The CASSCF/CASPT2 protocol represents a unique and reliable tool for studying excited states. In particular, extensive studies on the electronic spectra of organic molecules have been successfully performed over the years ͑see Ref. 9 and references therein͒. We have therefore tested FNO-CASPT2 on this ground. We have investigated the glycine dipeptide ͑see Fig. 1͒ , which is characterized by an active space that extends over the entire molecule, and therefore approaches based on localized orbital ansätze cannot provide any significant reduction in the complexity of the CASPT2 equations. Contrary to the previous example, we have not employed point group symmetry. Furthermore, the CASSCF wave function for each state is obtained through a stateaverage procedure, 9 and therefore a common set of orbitals is determined.
It is of interest to analyze the effects of this averaging on the FNO results, also in view of the fact that the MP2-type correction, Eq. ͑3͒, will in this case not affect relative energies. The FNO-CASPT2 results for the vertical electronic spectrum of the glycine dipeptide are collected in Tables  III-V algorithms ͑CD threshold of 10 −6 ͒. We strictly follow the same notation for the different types of excitations as used in Ref. 36 . Notwithstanding the diverse nature of these excitations, we observe that the FNO-CASPT2 results lie all within the accuracy of the method when 60% of the virtual space is included in the calculation at the QZP quality basis set. Indeed, the results are nearly converged to the full CD-CASPT2 values at this level, with numerical convergence reached at 80%. As expected, the situation worsen for AO basis sets of lower quality, but TZP still shows nearly the same behavior of QZP; only the DZP results with FNO are rather inaccurate unless one includes 80% of the full set of virtual orbitals. Using a state-specific optimization of the CASSCF wave function would probably allow for improvements of the FNO DZP results through the MP2-type correction of Eq. ͑3͒.
The trends described above are in agreement with the idea that ͑numerical͒ linear dependences in the virtual orbital space are more pronounced for high-quality AO basis sets. This can be seen in Fig. 1 by comparing the percentage of correlation energy recovered by FNO-CASPT2 at the same level of truncation, but with different AO basis sets. The result of Fig. 1 is general and shows that ͑a͒ severe truncation of the virtual space can be afforded only for very highquality AO basis sets, and ͑b͒ the rate with which the correlation energy is recovered by FNO-CASPT2 flattens very quickly with the truncation level for high-quality basis sets. Tables III-V show that these trends are observed also for the excitation energies, which is a non trivial result, as it implies that the NO selection described here is a very balanced way to account for dynamical correlation effects in states of different natures. Figure 2 reports the wall-time for the FNO-CASPT2 calculations discussed above as a function of the number of virtual orbitals included. We observe that the effective time spent in the calculation increases more drastically than the simple ratio between virtual orbitals. This is due to large input/output overhead. By using less virtual orbitals, FNO-CASPT2 avoids most of this overhead and, for example, even at 60% truncation level there is a speed-up of a factor four with the QZP basis set. As discussed above, these alleviated costs come with minor loss of accuracy. With 80% of the virtual orbitals, the calculation is twice as fast as the full CD-CASPT2, and in this case the computed excitation energies are practically converged to the target accuracy. One may argue that full CD-CASPT2 with a DZP basis comes closer to the corresponding QZP results than, for example, FNO-CASPT2 40% TZP, and is also faster than the latter. This is in our experience only a fortuitous coincidence. Typically, and especially for transition metal systems, accurate results require large AO basis sets, and therefore the FNO approach should guarantee accuracy and ease of computation in a more reliable way than by simply resorting to a lowerquality AO basis set.
C. Spin states of chloroiron corrole
The chloroiron-corrole complex ͑cf. Fig. 3͒ has recently been studied using the CD-CASPT2 method. 37 The objective was to assign the spin state and oxidation number of the Fe ion in the ground and low-lying excited states. The molecule is characterized as a Fe͑III͒ high spin ion coupled antiferromagnetically to a radical corrole ring orbital. This orbital is different in the different excited states and we refer to the original paper for a more thorough discussion. The chloroiron corrole is therefore a suitable system for testing the TABLE IV. Glycine dipeptide triple-quality basis set. Excitation energies in eV for the low-lying electronic states at various level of virtual space truncation. ͑See Table III The FNO-CASPT2 calculations were performed at 40%, 60%, 80%, and 100% ͑full CD-CASPT2͒ truncation levels, and with all computational details described above. The results are summarized in Table VI . When keeping only a small fraction ͑Յ40%͒ of the virtual space, we find rather large errors in computed excitation energies, with a root mean square ͑rms͒ error of 0.29 eV for a 40% truncation. However, the results quickly improve when more virtual NOs are included and the rms error is lowered to 0.13 eV at 60% and to 0.04 eV at 80%, with a maximum error in this case of 0.07 eV. This is highly satisfactory especially considering that the computation time required by the latter is only 30% of the time required by the full CD-CASPT2 calculation. The results presented in Table VI have been obtained including the MP2 corrections term of Eq. ͑3͒, but excluding it has a negligible impact on the computed excitation energies ͑smaller than Ϯ0.01 eV͒. 
IV. SUMMARY
The need for large AO basis sets in CASPT2 makes such type of calculations computationally demanding and unfeasible for many systems of interest. The use of the CD of the two-electron integrals removes some of these bottlenecks, but the necessity remains to reduce the size of the set of linear equations for the first-order wave function.
In the present work, we have proposed an approach, FNO-CASPT2, to address this issue and circumvent the remaining limitations of CD-CASPT2 by exploiting the occurrence of linear dependence among the basis functions used to span the virtual space. We select a minimal number of virtual orbitals from the set of approximate NOs, obtained as eigenvectors of a MP2-type density matrix that can be easily computed by virtue of the CD representation of the ERIs. Only the eigenvectors with largest eigenvalues are transformed back to canonical form and retained in the CD-CASPT2 calculation.
We show that sizable reduction in the virtual space is possible through this approach without jeopardizing the accuracy of the results. Typically, and especially for large AO basis sets, there is a very rapid convergence to the full CD-CASPT2 correlation energy with the size of the truncated virtual space. Although with a lower rate of convergence, this is also true for relative energies. For smaller AO basis sets ͑less linearly dependent͒, a MP2-type correction has been suggested, which can improve the accuracy of the results.
Finally, being quadratic in the size of the virtual space, the computational costs and storage demands of FNO-CASPT2 are drastically reduced compared to the full CD-CASPT2 calculation. Noticeably, properties that do not depend on the relative energy between electronic states, such as equilibrium distances and harmonic frequencies, converge faster with respect to the choice of the truncation level. Calculations of this type can therefore be performed with accurate AO basis set and drastic truncation levels, with costs comparable to full CD-CASPT2 employing low-quality AO basis sets.
FNO-CASPT2 holds the promise to redefine the applicability range of multiconfigurational perturbation theory, presently plagued by the need to introduce ad hoc simplifications ͑e.g., inadequate AO basis sets, minimal model systems, etc.͒ in order to make the calculations feasible. In particular, it paves the way for studying large transition metal complexes with high-quality basis sets, where the full CD-CASPT2 method becomes impossible or very expensive.
