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1. INTRODUCTION 
Many enumeration problems, such as that of counting nonnegative 
integer matrices with given row and column sums, have solutions which 
can be expressed as coefficients of symmetric functions. We show here how 
useful formulas can be obtained from these symmetric function generating 
functions. In some cases, the symmetric functions yield reasonably simple 
explicit formulas or generating functions for the coefficients. In other cases, 
such as in counting several types of regular graphs, explicit formulas that 
are too unwieldy to be useful in computation can still be used to show that 
a sequence of coefficients is P-recursive; that is, it satisfies a linear 
homogeneous recurrence with polynomial coefficients. 
In Sections 2 and 3 we review the basic facts about symmetric functions 
and introduce the method we use (due to Read [35]) for coefficient extrac- 
tion: The coefficient of .x;;xf; ... .Y:; in the symmetric function f is the 
scalar product (f, h,, . . h,,), where h, is the complete symmetric function. 
To evaluate this scalar product, we expand f and the h,, in power sum sym- 
metric functions and use the orthogonality of the power sum symmetric 
functions. We give examples of explicit formulas and generating functions 
obtained by this method for problems of counting permutations, trees, and 
partitions. 
In Sections 4 and 5 we introduce the basic facts about P-recursive func- 
tions and D-finite power series. We define D-finite symmetric functions and 
show that their coefficients give rise to P-recursive sequences, proving a 
conjecture of Gouden and Jackson [lS] that the counting sequence for 
k-regular graphs is P-recursive for all k. In Section 6, we apply the theory 
to Schur functions and use some formulas of Gordon and Houten [ 151, 
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Gordon [ 161, and Bender and Knuth [S] to show how the exponential 
generating function for the number of standard tableaux with at most k 
rows can be expressed in terms of a determinant of Bessel functions. We 
obtain the explicit formulas of Regev [39] and Gouyou-Beauchamps [20] 
for the case k < 5. In Section 7 we consider symmetric functions in two sets 
of variables, and show that the counting sequence for n x n nonnegative 
integer matrices with every row and column sum equal to k (with k fixed, 
as a function of n) is P-recursive, and similarly for O-l matrices. We also 
derive a doubly exponential generating function for permutations with 
longest increasing subsequence of length at most k, as a determinant of 
Bessel functions, and find an explicit formula for the coefficients in the case 
k = 3. In Section 8 we show how our method can sometimes be applied to 
generating functions that are almost, but not quite, symmetric, such as in 
counting n x n nonnegative integer matrices with every row and column 
sum k, and zeroes on the diagonal. Finally, in Section 9, we give a brief 
indication of how the unwieldy explicit formulas obtained from symmetric 
functions can yield asymptotic approximations. 
A preliminary version of some of this material appeared in [14]. 
2. SYMMETRIC FUNCTIONS 
We recall some basic facts about symmetric functions. Proofs and details 
can be found in Macdonald’s book [29]. 
We work with symmetric functions in the infinitely many variables 
x, ) x* ) . . . with coefficients in a field of characteristic zero. We shall be 
concerned with the following particular symmetric functions: 
The elementar~~ symmetric function e, is defined by 
If 3” = (21, 12, . ..) IL,) is a partition, i.e., a nonincreasing sequence of 
nonnegative integers, we define e, = ej., ei.* . . . e;., . 
The complete symmetric function h,, is defined by 
It is convenient to define h, to be h,, h,, . . . h,, for any sequence /z = 
(A,, AX, . . . . ;ik) of nonnegative integers, not necessarily a partition. We set 
h = C,“=0 h, and e = C,“=O e,, where h, = e, = 1. We also define h, to be 0 
for n < 0. 
SYMMETRIC FUNCTIONS AND P-RECURSIVENESS 259 
The monomial symmetric function rn, is the sum of all distinct 
monomials of the form -t-R’ . . . .x$, where i, , . . . . ik are distinct. 
The power sum symmetric function pn is defined by 
More generally, if 1= (A,, Al, . . . . A,+) is a partition, we define pi. = 
Pi., PA2 . . P2.r. 
The S’chur function sj. is the determinant det(lz,,+,_i),.,,i.,, and 
more generally, the &en) Schur function sAlp is the determinant 
det(h;,,- ,) /1,+1-r I<i.j<k' We refer the reader to Stanley [46] or Macdonald 
[29] for their combinatorial interpretation. 
It is known that each of the sets {e,}, {h,}, (p;.}, (ml}, and {si}, where 
1, ranges over all partitions of n, is a basis for the vector space of symmetric 
functions homogeneous of degree n. 
It is convenient to use the notation (l”2” -..krk) for the partition with 
yi parts equal to i. If I. = (1”2’2.. , k’“) then we define zj. to be 
1’12” . . k'k,. , ! rz! . rk !. It is also convenient to identify partitions which 
differ only in the number of zero parts. The empty partition is denoted 
by 0. 
There is a symmetric scalar product ( , ) defined on symmetric functions 
that has the properties 
and 
(Pj,, PA,) z2j. ‘j.,* (2) 
where a,, is 1 if A= p and 0 otherwise. This scalar product was introduced 
by J. H. Redfield [38] in 1927 in his then-ignored but now-famous paper 
on what later became known as P6lya theory. Redfield called it the “cap 
product.” The scalar product was rediscovered by Hall [21] in 1957 and is 
sometimes attributed to him. 11 is equivalent to the usual scalar product on 
characters of symmetric groups. 
Note that Eq. (1) implies that iff is a symmetric function, then the coef- 
ficient of x; ....x$ infis (.f, h,). Equation (2) allows us to evaluate scalar 
products of symmetric functions that can be expressed explicitly in terms of 
power sum symmetric functions. To use this technique for coefficient 
extraction, we need to express the complete symmetric functions in terms 
of power sum symmetric functions. This is accomplished by the formula 
i h,,=exp( f F), 
?I=0 k=l 
(3) 
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where the sum is over all partitions 1 of n. In particular, we have 
h,=p, 
h, = p:/2 + pJ2 
11, = ~$5 + PI ~212 + ~313 
k, = ~$4 + P: ~214 + PI ~313 + ~$3 + ~414 
k = P:WO + P: ~2112 + P: ~,I12 + PI ~28 + PI ~,/4 + ~2 ~316 + PJ~. 
Next we recall the operation of internal (also called inner) product on 
symmetric functions which is defined by 
Pi * Pfi = 6A,z?. Pi (4) 
and extended by linearity to all symmetric functions. The internal product 
was also discovered by Redlield [38] in 1927, who called it the “cup 
product,” and it was rediscovered by D. E. Littlewood [27] in 1956. It is 
equivalent to pointwise multiplication of characters of symmetric groups, 
which corresponds to the tensor (or Kronecker) product of representations 
of groups. 
Finally, we need to consider the operation of composition (also called 
plethvsm) for symmetric functions. To motivate the general definition, first 
suppose that g is a symmetric function which can be expressed in the form 
ti +t*+ ..-, where each t, is of the form .x:x;Z.. . .a:. (The terms ti need not 
be distinct.) Then for any symmetric functionf = f’(x,, x2, . ..) we define the 
composition f(g) to be f( t, , t,, . ..). 
In the general case, composition may be defined as follows: If f, and fi 
are symmetric functions then (f, + fi)( g) = fi(g) + fi( g) and (fi fr)( g) = 
f,(g) f,(g) so it is sufficient to define p,(g). This is accomplished by the 
formula p,(g) = g(p,), where g(p,) may be determined by the special case 
given in the previous paragraph, or by the formula p,(p,,) = P,,,~. 
3. COEFFICIENT EXTRACTION FOR SYMMETRIC FUNCTIONS 
There are several useful methods for extracting coefficients from sym- 
metric functions. Goulden and Jackson [ 17, Section 3.5; 1 S] and Goulden, 
Jackson, and Reilly [19] used a method based on expanding a symmetric 
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function in power sums to find recurrences for the coefficients. This method 
is useful in many of the problems considered in this paper, such as counting 
regular graphs. Read [36] used the method of evaluating (f, h,) by 
expanding f and h, in Schur functions, and using the orthogonality of 
Schur functions. This method seems most useful in computing numbers for 
small cases, rather than in deriving general formulas. A related technique, 
which is occasionally useful, is to expand f in Schur functions and use what 
is known about the coefficients of Schur functions (the Kostka numbers). 
This technique can be used, for example, in studying degree sequences 
of graphs. Sometimes it is possible to evaluate coefficients of symmetric 
functions by applying linear functionals to products of polynomials. (See, 
for example, Even and Gillis [9], Askey and Ismail [I], and Zeng [52].) 
In this paper we shall develop the method sketched in the previous 
section for extracting coefficients from symmetric functions: The coefficient 
of Xi1 xi2 . . X$ in the symmetric function f is (f, h,). To evaluate this 
scalai ppoduct, we expand f and hi in power sum symmetric functions. This 
method was described clearly by Read [35], but does not seem to be well 
known. Applying it usually gives us a simple, and often well-known, 
formula for the case 1. = (l”), or at least a simple exponential generating 
function. We often get a fairly simple formula when all parts of A are at 
most 2, and a formula which is reasonable to write down when all parts are 
at most 3. 
The coefficient of X, .x2 . . X, in a symmetric function is easily extracted 
by the following theorem, of which the underlying idea, if not the explicit 
formulation, is well known (cf. Gessel [Ill, Theorem 3.51 and Goulden and 
Jackson [ 17, Lemma 4.2.5, p. 2331): 
THEOREM 1. Let 8 he the homomorphism from the ring of symmetric 
functions to the ring of formal power series in X defined by 8(p,) = X, 
8( p,) = 0 for n > 1. Then zff is a symmetric function, 
% 
e(f)= 1 an?, 
n=O . 
where a,, is the coefficient qf x, x2 . .x, in f. In particular, tl(h,) = X”/n!. 
Proof: Let f(p,,pZ, . ..) be a symmetric function and let 
f(p,, O,O, . ..)= f ans. 
n=O 
Then the coefficient of x,x? . . . x,, in f is 
cc 
<.f~h;)=(f(p,,O,O, . ..). p?)= C a,,,s, p;)=a,,. 
?I=0 
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It is interesting to note that this principle was not known to MacMahon, 
who worked extensively with symmetric functions, but failed to find the 
simple exponential generating functions, such as those for Eulerian 
numbers, that his symmetric generating functions implied. 
There is a q-analog of the homomorphism 8 which is useful in studying 
partitions (especially plane partitions) and in counting permutations by 
greater index, although we will not discuss it further in this paper. Define 
the homomorphism 0 from symmetric functions to formal power series by 
@(f(x , , .yz, . ..)) =f(X, qX, q2X, . ..). Then O(h,) = X”/(q)n and O(e,) = 
q(~)JY(q),, where (q)n = (1 - q)( 1 - q2) . . . (1 - 4”). Moreover, d(f) = 
lim y+ * @(fN(l--4u7. 
We now give an unusual example of the use of Theorem 1, suggested by 
Goulden and Jackson [ 17, pp. 73-741. A sequence of integers from 1 to n 
is of increasing support if 12 . . n occurs as a (not necessarily consecutive) 
subsequence, or equivalently, if the sequence has a strictly increasing 
subsequence of length n. Goulden and Jackson showed that the number 
I(;.,, 22. . 1 ) (n) of permutations of increasing support of the multiset 
{ l’l+ I, 242+‘, . . . . dn+’ 1 is the coefficient of x~I ....x> in 
.4=(1-x))’ fi (l-x+xj)-‘, 
/=I 
where x=x1 + ... + x,. In this form, A is a symmetric function of the n 
variables x,, . . . . x,. Now we may write A as 
(1 -x)-'"f') f j  (1 'jy' 
j=l 
= (1 -x)-w+') 
,=I k=l 
=(1-p,)- (n+llexp 5 (-1)” Pk 
k=l 4l- Ptlk’ 
(5) 
where the pi are in the variables x,, . . . . x,. It is clear that as long as 1 has 
at most n parts, the coefficient of xfl . . ‘x2 will be unchanged if we take 
infinitely many variables in (5). Thus Theorem l-implies that if m d n then 
the coefficient of x1 “.x,,, in A, which corresponds to the multiset 
{ 12, 2”, . . . . m2, m + 1, . . . . n}, is the coefficient of P/m! in 
(1 -X))(n+‘fexp 
(-i%)g 
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and thus 
Z,,,,(n)= f (-1,$(“,‘:). 
r=O 
In terms of the Laguerre polynomials, which may be defined by the 
generating function 
24x 
(l-X)P’“+l)exp -- ( > 1-x =m:o LE’( 24) X”, 
we have Z(,,,(n) = m! LE’( I). Note that ICI,,(n) makes sense only for m Q n, 
and in fact m! L$‘( 1) need not be nonnegative when m > n. The first few 
values of Z,,,,(n) are as follows: 
Z,(n) = 1 
z,,,(n) = n 
ZI,z,(n)=n2+n- 1 
Z,,j,(n) = n3 + 3n2 - n - 4 
1(,4)(n) =n4+6n3 + 5nZ- 16n- 15 
Z,,s,(n) = ns + 10n4 + 25n3 - 20n2 - 11 In - 56. 
An analog of Theorem 1 for the coefficient of x1 . . . x,x:, + , . . . xi + n will 
be given in Theorem 4. First we consider some explicit formulas for 
coefficients. 
THEOREM 2. Let 
f(P,, p,,=c f4y. 
r. .> 
Then the coefficient of x, . ..x.xi+, . ..xf.+,, in f(p,, pz) is 
2-“i fl 
j=O 0 
j  fm+Zj.n- j’ 
Prooj We want the coefficient of (a”/m!)(/?“/n!) in 
(f, ezhleSh2) = (f, exp(v, + PP?/~ + BpJ2)) 
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and the theorem follows. 
One can give a similar formula for the coefficient of a monomial in which 
all powers are at most 3, but for simplicity we give only the case in which 
all powers are 1 or 3: 
THEOREM 3. Let 
Then the coefficient of x, . . ..x..,xi+, . ..xi+., in f(p,, pz, p3) is 
1 
i+jfk=n 
Proof We want the coefficient of (~“/m!)(/?“/n!) in 
(f, e ah’+ph3) = (f, exp(ap, + Ppfl6 + Dp, pJ2 + Pp,/3)) 
= 
t 
f, c ixmpi+J+k ,n!;;;;;;;;kk,) 
i. J, k . . . 
= i,Tk Mmfli+J+ k ,~i;;;:;;;:,! 
. . 
We now give some examples of Theorems 2 and 3. For other explicit 
formulas that can be obtained by this method, see Read [34, 351. 
Carlitz [6] (see also Goulden and Jackson [ 17, Corollary 4.2.7, p. 2341) 
showed that if jA1=A,+3,,+ ... + A, is even then the coefficient of 
~~~.lXIZ 
JL 12 
. ..x+ in 
Jk 
E=l/ f (-l)“h,, 
is equal to the number of permutations a, a, ... aid, of the multiset 
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te’h;j: . . . . j;;k} satisfying a, < a2 > CI~ d a4 . < a,,, . Now with i= fl 
E=2 f i”h,+ f (-i)“h, 
l7=0 n=O > 
% 
=2 
/( 
exp C i”t+exp f (-i)“? 
n=l n=l > 
=exp 1 (-l)“-rP$ set f (-I)“% 
( 
m 
II = I > ( ?I=0 
The Euler or secant numbers E, are defined by 
set .Y = 5 E, x” 
II=0 n! 
(so E,=O when n is odd). For any partition A let us define E, to be 
(E, /I;.). Then Theorem 1 yields EC,,, = E,, as is well known, On setting 
pi = 0 for i > 3, E becomes 
- ; . 
> 
P; (PJ2)” (Pd3)’ 
eP*‘*Wpl-p3/3)= 1 (-lY&+,yl~!~. 
F,A.l 
Then from Theorems 2 and 3 we have 
E (~29=2~” f : E,+m 
0 
(6) 
i=o I 
as found by Goulden and Jackson [ 17, Exercise 4.2.2, p. 240, Solution, 
pp. 459-4601, and 
E , Im3”) = i+;kzn2- 
(i+i,3p(i+k) (i+j+k)! 
. . (-1)kEm+3,+,+k i!jl kl 
=6-” i : E,+,,+zi. 
0 izo [ 
(7) 
Note that these formulas imply the identity EClm+nZnj = 3”ECIm3,,. It follows 
from (6) that the sum 
n 
Eo 
n Em+2i 
i=O i 
is divisible by 2” for all m and from (7) that this sum is divisible by 6” for 
m z n. (See Gessel [ 12) for further divisibility properties of these numbers.) 
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The first few values of the numbers E,>“, and EC,., are as follows: 
n:O123 4 5 
EC,,,: 1 1 2 10 104 1816 
E,,,,: 1 0 2 0 2248 0 
Carlitz [6] also showed (see 
Corollary 4.2.20, p. 2381) that if 
xilMyiz . . .x.;; in ,I ,z 
% 
6 7 8 
47312 1714000 82285184 
54103952 0 9573516562048 
also Goulden and Jackson [ 17, 
111 is odd then the coefficient of 
T= c (-l)nh2,+I ix ( - 1)” hr, 12 = 0 ?I=0 
is equal to the number of permutations a, a, ... aI,1 of the multiset 
{jfl, j$, . . . . j$} satisfying a, <a2>a3<a,... >alj,,. 
As before, we can show that 
( 
‘-A 
T=tan 1 (-l)“& . 
,I = 0 > 
Since T involves does not involve pm form even, we will get simpler 
formulas from T than from E. The tangent numbers T2,,+ I are defined by 
tanx= i;. Tz,+, 
,.2n + 1 
?I=0 (2n + l)!’ 
For any partition 2, let us define Tj. to be (T, h,). Then Theorem 1 yields 
T(,,, = T, and Theorem 2 yields T,lmznj = 2 -“T, + Zn. A straightforward 
calculation shows that 
T ,,,2mjn)=2pm3-” i (-l)“-mi2mi n T,+z,+,+2r 
i=O 0 i 
and that 
E omq”)=3--n i (-l)n-i8-i n T,,,+‘,,+,. 
i=O 0 i 
The first few values of the numbers T,,.,, for n odd, are as follows: 
n: 13 5 7 
T,3., : 0 30 217800 16294301520 
Symmetric functions arise in Polya theory as “cycle indices.” If f is a 
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symmetric function interpretated in this way, then the coefficient of 
x;l . . . x$ in f is the number of “labeled objects” counted by f in which i 
occurs as a label li times. We give one simple example. It follows from the 
work of G. Labelle [24, Corollary A21 that the part of the cycle index for 
rooted trees involving only pi and p2 is 
c rr(r + 2s).y- 1 P; (PZPY -___ 
r. 9 r !  s !  
f-z-0 
Then by Theorem 2, the number of rooted trees in which m labels appear 
once and n labels appear twice is 
(m+2j)‘“+*j (m + 2n)“-j- ‘, 
where 0’ is interpreted as 0. 
In some cases, Theorems 2 and 3 can be used to derive reasonably 
simple exponential generating functions. We consider here only the case of 
Theorem 2. 
THEOREM 4. Let m be a fixed nonnegative integer and let c, be the coef- 
ficient of x, . ..x.xi+, ...xi+. in the symmetric functionf(p,, p2). Let I/I 
be the linear operator on power series in y defined bv 
Then 
Proof. Let f,,, be as in Theorem 2. Then by Theorem 2, 
As our first example of Theorem 4, let w, be the number of n x n non- 
negative integer matrices with every row and column sum 2. It is not dif- 
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licult to see that W, is the coefficient of xf ...x,2 in h;. Since the coefficient 
of .x: . . . xz in hi is 0 for k # n, w,/n! is the coefficient of ~j’ . . x,’ in 
Then applying Theorem 4 with m = 0 we have 
= exj2 jis, z y 
= er12(  - x) ‘12. 
This generating function was first found by Anand, Dumir, and Gupta [2]. 
See also Stanley [45, Example 6.1 l] and Goulden and Jackson [ 17, 
Exercise 3.4.15, p. 212, Solution, pp. 449-450, pp. 221-2241. 
Next we apply Theorem 4 to the problem of counting partitions of the 
multiset { 1, 2, . . . . m, (m + 1)2, . . . . (m +n)*}. It is clear that the number of 
partitions of the multiset {l”, . . . . l”) with k blocks is the coefficient of 
tkxfl . . . x9 in 
The part of (8) involving only p, and pz is 
exp t(ePi+p2/2- l)+g(epz-1) . 
( > 
Now let T,(n, k) be the number of partitions of the multiset { 1, 2, . . . . m, 
(m + 1)2, . . . . (m + n)‘> with k blocks. Then it follows from Theorem 4 that 
f ik~r,(n,k)=exp(~(e~-l))i(er(e~+~~z~L)). (9) 
n,k=O 
Let S(n, k) be the Stirling number of the second kind. Then we have 
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(10) 
It follows from (9) and (10) that 
S(m+n+j,k). (11) 
Now let C,,(n) be the total number of partitions of the multiset 
{ 1, 2, . . . . m, (m + 1)2, . . . . (m + n)‘), so 
2n f m, 
C&)= c T,(4 k). 
k=O 
Then setting t = 1 in (11) we obtain 
f $C,(n)=exp(i(8-I)) 
l7=0 
B mtn+j' (12) 
where B, is the Bell number. The right side of (12) may be expressed 
symbolically as 
where after expansion, B” is replaced by B, (cf. Baroti [3]). 
We can obtain another expression for the generating function for 
TJn, k) by writing (9) as 
f T,(n,k)q=exp -l+g(e’-1) 
> 
I(/(efpX”e’). (13) 
n=O n. 
Note that 
WY- 
j! 
Umeu2W.. 
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So if v is an indeterminate, 
Thus 
(14) 
It follows from (13) and (14) that 
f tk$ T,(n, k)=exp 
n,k=O 
Formula (15) was found (in the case m = 0) by Bender [4]. Partitions of 
the multiset { 12, . . . . n’ 1 were also studied in connection with a problem in 
genetics by Thompson 1483 and Lloyd 1281. The closely related problem 
of counting partitions of multisets in which every block is a set was studied 
by Comtet [7], Baroti [3), Bender [4], Reilly [4OJ, Devitt and Jackson 
[S], and Goulden and Jackson [ 17, pp. 201-204, Exercises 3.5.6-3.5.8, 
p. 229, Solutions, pp. 455-4571. 
4. D-FINITE POWER SERIES AND P-RECURSIVE FUNCTIONS 
A formal power series f (x) is said to be D-finite (or differentiably finite) 
if S satisfies a linear homogeneous differentiable equation with polynomial 
coefftcients. An equivalent condition is that the derivatives off span a 
finite-dimensional vector space over the field of rational functions in x. A 
function a(n) defined on the nonnegative integers is said to be P-recursive 
(or polynomially recursive) if there exist polynomials r,(n), r,(n), . . . . rJrz) 
such that 
for all nonnegative 
k 
C ri(n)a(n+i)=O 
i=O 
integers n. 
The fundamental fact relating these two concepts is that a(n) is 
P-recursive if and only if its generating function xzzo u(n) xn is D-finite. 
We refer the reader to Stanley [47] for the proof of this and other basic 
facts. 
In the next few sections we use symmetric functions to .show that 
counting sequences for certain combinatorial problems are P-recursive. 
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To do this we need a multivariable generalization of the theory of 
D-finiteness and P-recursiveness. Such a generalization was first proposed 
by Zeilberger [SO]. However, Zeilberger’s definition of multivariable 
P-recursiveness does not imply D-finiteness. For example, if we set 
then a(m, n) is P-recursive by Zeilberger’s definition since (n - m2) a(m, n) 
= 0 for all m and n, but f(x, y) is not D-finite. (This example was 
suggested by Richard Stanley.) Lipshitz [26] has given a definition of 
multivariable P-recursiveness that does correspond to D-finiteness, and 
Zeilberger [Sl] has written a corrected version of [SO]. However, we shall 
work only with multivariable D-finiteness. In the next section we define 
multivariable D-finiteness and describe some of its properties. All the 
properties follow easily from the definition except for the fact that 
Hadamard products of D-finite series are D-finite. In the one-variable case, 
this is straightforward using P-recursiveness; one need only show that the 
product of P-recursive functions is P-recursive. In the multivariable case 
the proof is more difficult and is due to Lipshitz [25]. 
5. D-FINITE POWER SERIES IN SEVERAL VARIABLES 
First we discuss the theory of D-finite power series. Let I be an 
integral domain and let f(x,, x2, . . . . x,) be a formal power series in 
I[[x,, x1, . . . . x,]]. Let F be the quotient field of I[xl, x2, . . . . x,]. We say 
that f(x) is D-finite in the variables x,, x 2, . . . . X, if the set of all partial 
derivatives (#I+ “’ + inf )/(iYxi; . . ax:) s ans p a finite-dimensional vector 
space over F (as a subspace of the tensor product FOIC,,, ,,,,.Y.l 
mx,, x2, .‘.Y -%Jl). 
The following lemma contains some of the basic facts about D-finite 
power series in several variables that we will need. By D-finite we mean 
D-finite in the variables x,, x2, . . . . x, except where otherwise stated. 
LEMMA 5. (i) The set of D-finite power series forms an I-subalgebra qf 
1 cc.x,, x2, “.Y x,11. 
(ii) Zf f is D-finite in x1, x 2, . . . . x, then f is D-finite in any subset of 
x, ) x2, . ..) x,. 
(iii) If f(x,, xl, . . . . x,) is D-finite in x,, x2, . . . . x,, and for each i, r, is 
a polynomial in the uariabfes y,, y2, . . . . y,, (which ma-y include some or all of 
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the xi), then f(r,, rz, . . . . r,) is D-finite in y,, y,, . . . . y,,,, as long as it is well 
defined as a formal power series. 
(iv) If P(x) is a polynomial in x1, x2, . . . . x, then ep(.Y’ is D-finite. 
The proofs of these statements are straightforward and are similar to 
proofs for the one-variable case given by Stanley [47]. We need one further 
fact about D-finite power series in several variables, due to Lipshitz [25]. 
If A(x)=C a(i,, . . . . i,)x;‘...xb and B(x)=Cb(i,, . . . . i,)xf...xz, then the 
Hadamard product A(x) 0 B(x) with respect to the variables x,, x1, . . . . x,, 
is defined to be 
C a(i,, . . . . i,)b(i ,,..., i,)x;l...x;. 
I,, . in 
Note that the a’s and h’s may involve other variables. 
LEMMA 6 (Lipshitz [25]). Suppose that A and B are D-finite in the 
variables x1, x2, . . . . x, +,,. Then the Hadamard product A 0 B with respect 
to the variables x, , x2, . . . . x,, is D-finite in x1, x2, . . . . x, + n. 
Now suppose that f is a formal power series in an infinite set X of 
variables. For any subsets S of X let fs be the formal power series in the 
variables in S obtained by setting to zero all the variables in X-S. We 
shall say that f is D-finite in X if fs is D-finite in S for every finite subset S 
of X. With this definition, all the properties of D-finite series in finitely 
many variables given by Lemma 5 are easily seen to remain valid for 
D-finite series in infinitely many variables, except that in Lemma S(iii) we 
may only substitute for finitely many variables. 
We shall say that a symmetric function is D-finite if it is D-finite when 
considered as a power series in the power sum symmetric functions pi. This 
definition is useful because it allows us to show that functions obtained 
from coefficients of D-finite symmetric functions are P-recursive. 
THEOREM 7. Suppose that f and g are symmetric functions which are 
D-finite in the p, and possibly in some other variables. Then f * g is D-finite 
in these variables. 
Proof Note that f * g = f 0 g 0 II, where Q is the Hadamard product 
in the pi, and u is the symmetric function given by 
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where the sum is over all partitions A. Now 
u= ,y 1’5?Q...r,! r,! . ..pypy... 
I,. ‘2, 
where A(J)) = Cj$ n! y”. Since u is D-finite, f * g is a Hadamard product 
of three D-finite power series, and is thus D-finite by Lipshitz’s theorem. 
COROLLARY 8. Let f and g be symmetric functions which are D-finite in 
the pi and in another variable t, and suppose that g involves only finitely 
many of the pt. Then (,f, g) is D-finite in t as long as it is well defined as 
a formal power series. 
Proof By the previous theorem, f * g is D-finite in the pi and in t, and 
involves only finitely many of the pi. Then (f, g) is obtained from f * g 
by setting each pI equal to 1, and thus the conclusion follows from 
Lemma 5( iii ). 
Note that without the restriction on g Theorem 8 would not be true: 
according to our definitions, C,“=O c,p, is D-finite for any coeffkients c, 
and thus any power series in t can be obtained as a scalar product of two 
D-finite symmetric functions. 
COROLLARY 9. Let f be a D-finite symmetric function and let S be a 
finite set of integers. Define integers s, as follows: s, is the sum over all 
n-tuples (A,, AZ, . . . . A,) E S” of the coefficient of xi;’ . . .x> in f. Then s(t) = 
C,“=, s,, t” is D-finite. 
Proof The coefficient of xpl . . x$ in f is (f, h;), and so s(t)= (f, g), 
where 
and the assertion follows from Corollary 8. 
THEOREM 10. Suppose that g is a polynomial in the p,,. Then h(g) and 
e(g) are D-finite. 
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Proof: By (3) we have 
(16) 
To show that h(g) is D-finite we need only show that h(g) is D-finite in 
the variables p,, pr, . . . . pn for each n. But by ( 16), we have 
where the second factor on the right does not involve p,, p2, . . . . p,. Then 
by Lemma 5(vi), h(g) is D-finite in p,, pz, . . . . pn. The proof for e(g) is 
similar. 
Theorem 10 implies that the following products are all D-finite: 
h(h,) = fl 1 
I~, 1 -.X;xi 
h(e,)= fl 1 
,< j 1 -Xix, 
e(hz)= n (1 +Xixj) 
r<i 
(19) 
e(e2) = n (1 + Xi-U,). 
i-c j 
(20) 
Each may be interpreted as counting a class of graphs. Thus the coefficient 
of x~~x$. in (17) is the number of graphs on the vertex set { 1,2, . ..}. 
with multiple edges and loops allowed, such that the degree of vertex i is 
li, where a loop contributes 2 to the degree of its vertex. Similarly, (18) 
counts graphs with multiple edges but no loops, (19) counts graphs with 
loops allowed, but not multiple edges, and (20) counts graphs without 
loops or multiple edges. Graphs with loops in which a loop contributes 
only 1 to the degree of its vertex are counted by h(e, + ez) (multiple edges 
allowed) and e(e, + ez) (multiple edges not allowed). Similarly, k-uniform 
hypergraphs are counted by e(ek), and so on. 
From Corollary 9 and the preceeding observations we may conclude the 
following: 
COROLLARY 11. Let S be a finite set of integers and let G be one of the 
classes of graphs described above. Let a(n) be the number of graphs in G on 
an n-element set in which the degree of every vertex is in S. Then a(n) is 
P-recursive. 
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Corollary 11 (for ( 17) and (20)) was conjectured by Goulden and 
Jackson [18]. Recurrences for various types of graphs and digraphs with 
degree restrictions have been given by Goulden and Jackson [17, Section 
3.5; 181, Goulden, Jackson, and Reilly [19], Read [34, 351, Read and 
Wormald l373, and Wormald [493. 
6. SCHUR FUNCTIONS 
We recall that the coefficient of X$ .“x,, AR in the skew Schur function sF,” 
is the number of tableaux (or column-strict skew plane partitions) of shape 
p -v and weight A. (See Stanley [46] or Macdonald [29] for details.) 
It is well known that Cis,=h(e, +ez), where the sum is over all 
partitions 13. [29, Exercise 4, p. 451, and thus it follows that for fixed j, the 
number of tableaux of weight (j”) is a P-recursive function of 12. More 
generally, for fixed v, 2, s,,~ is also D-finite, since it is equal to 
(See, for example, Sagan and Stanley [42].) 
We now consider tableaux with at most r rows, which are counted by 
skew Schur functions So,,, in which A has at most r parts. 
THEOREM 12. Let p be a fixed partition and let 
where the sum is over all partitions A with at most kparts. Then B&) is 
D-finite. 
Proof. By a result of Gordon and Houten [ 15, Lemma 1 ] (see also 
[ 16, Lemma 1 I), B&L) can be expressed as a polynomial in h and in the 
symmetric functions 
ci= 5 h,h,+,. 
n=O 
(21) 
Each ci is D-finite since it is obtained by setting t = 1 in the Hadamard 
product (with respect to t) 
f h,t”+j Q f h,t”. 
n=O i7=0 
%?a 53,s8 
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COROLLARY 13. For j and k fixed, let v(n) be the number of tableaux 
with at most k rows, of weight (j"). Then v(n) is P-recursive. 
Since Gordon and Houten’s results are not well known, we state them 
here, together with simplifications in the case p= 0 due to Gordon [ 161 
and Bender and Knuth [S]. (I am grateful to Richard Stanley for bringing 
these papers to my attention.) 
THEOREM 14. For n > 0 set 
d,=co+2(c,+ ... +c,_,)+c,, 
where ci is given by (21), and set d_, = -d,,, with d, = 0. Then for k even, 
B&u) is the Pfaffian of the skew-symmetric k x k matrix, 
and for k odd, Bk(p) is the Pfaffian of the skew-symmetric (k + 1) x (k + 1) 
matrix 
(-iI C) 
obtained by bordering Dk with a row H of h’s, a column - H’ of -h’s, and 
a zero. 
In the case in which ,u is empty, we have (with c-{ = ci) 
B,,(0)=det(c,~;+c;+,~,),.i,,~m 
B *m+1(0)=hdet(ci~,-ci+,),.i,j.,. 
(22) 
Gordon [ 161 showed that for ,u = 0 the Pfaffian could be reduced to a 
determinant, and he further simplified the determinant for the specializa- 
tion he was interested in. Bender and Knuth [IS] observed that Gordon’s 
simplification would apply in general for p = 0 to yield (22). These authors 
stated their results in terms of determinants of indeterminates, rather than 
Schur functions, but as Bender and Knuth noted, the determinants become 
Schur functions when the hi are substituted for the indeterminates. 
The lirst few cases of (22) are, with B, = Bk(0): 
B1 =h 
B, = c,, + c, 
B3 = h(c,, - c2) 
B, = c; + cOc, + cOcj + clcj - c; - 2c,c, -c; 
B5 = h(c; - cOcz - cOcz, + c2cq -c: + 2c, c3 -c;). 
(23) 
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If we apply the homomorphism 8 to the formulas of (23), we obtain 
exponential generating functions for standard tableaux. (The images of (23) 
under the q-analog 0 are also interesting.) 
Let bj = fI(ci). Then 
which is the modified Bessel function 1,(2X). Vandermonde’s theorem 
implies the following formula for the coeffkients of bib,: 
33 x2/+r+ j  
"bj=n~o (2l+i+ j)! 
.(2l+;+j)(2l;i;j). 
(24) 
We also note the recurrence 
Xb,=(l-k)bk-,+Xb,-,, (25) 
which yields the following simplifications for O(B,): 
e(B,)=e” 
8(Bz)=b,+b, 
$(B,) = eXXp’b, 
O(B,) = X-2b; + 2X-‘(b; - b,bz) 
e(B,) = eX(4Xp2bf -4X-‘bob2 - 2X-3b, b2). 
Expanding and (for k = 4 and 5) simplifying, we obtain the following 
explicit formulas: 
THEOREM 15. Let yl(n) be the number of standard tableaux with n 
entries and at most k rows, and let C, be the Catalan number (l/(n + l))( ‘,“). 
Then 
Y2h) = LnY2, 
( > 
Ld2J n 
v3(n)= C i=. 2i ‘I 0 
y4b) = CL{"+ l)/rJCr,n+l)i2)1 
Ln/2J n 
y&)=6 C 
,=o 2i cz 0 
(2i + 2)! 
(i+ 2)! (i+ 3)!’ 
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These formulas are due to Regev [39] for k = 3 and to Gouyou- 
Beauchamps [20] for k = 4 and 5. In general, if k is even then (22) 
expresses 8(B,) as a sum of at most 2k’2(k/2)! terms, each of which is a 
product of k/2 of the bi. Using (24) we can express such a product as a 
rk/4]-fold sum. Thus yk(n) can be expressed as a sum of at most 2k’2(k/2)! 
terms, each of which is a rk/41- 1 = L (k - 1)/4 J-fold sum of products of 
binomial coefficients. Similarly, if k is odd, then y,(n) can be expressed as 
a sum of at most 2Lk”-lLk/2 J! terms, each of which is a L(k + 1)/4 J-fold 
sum of products of binomial coefficients. It remains to be seen whether 
these sums simplify in general as they do for k < 5. 
7. SYMMETRIC FUNCTIONS IN SEVERAL SETS OF VARIABLES 
For some applications it is necessary to work with symmetric functions 
in two or more sets of variables. For simplicity, we consider here only the 
case of two sets of variables, which we use to count nonnegative integer 
matrices with prescribed row and column sums (or equivalently, digraphs 
with prescribed indegrees and outdegrees, or two-colored graphs with 
prescribed degrees). 
Let x, , .x2, . . . and y,, J’~, ._. be two disjoint sets of variables. We shall 
consider power series in these variables which are symmetric in the x’s and 
symmetric in the ~1’s. It is easy to see that such a symmetric function can 
be expressed in the form 
where pr(x) means pJx,, x2, . ..) an similarly for p,(y). We call these d 
series D-finite if they are D-finite in the p,(x) and p,(v). 
We may extend the scalar product ( , ) to symmetric functions in two 
sets of variables by setting (fib) f2bh gl(x) g2(v)> = <fib), g,(x)> 
(f,(y), g,(y)) and using linearity. 
Iff is a symmetric function, by f(xy) we meanf(x, y,, x1 y,, . . . . xi yj, . ..). 
Thus, for example, we have 
This product is easily seen to be D-finite using the ,fact that p,(xy) = 
p,(x) p,(y). It is then clear that the coefficient of x;* . ..x$y’.l ... yr in 
h(xy) is the number of digraphs on (1,2, . . . . n} in which vertex i has 
outdegree li and indegree pi (with multiple edges allowed), or equivalently, 
the number of n x n matrices of nonnegative integers in which the sum of 
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the ith row is Ai and the sum of the jth column is pj. This coefficient is 
equal to (h(xy), h,(x) h,(y)). (It is not difficult to show that this coefficient 
is also equal to (h,(x), h,(x)), so this example could be done using only 
symmetric functions in one set of variables.) 
Now let m, be the number of n x n nonnegative integer matrices with 
every row and column sum equal to k. It follows from what we have said 
that 
m(t) = f m,t”= <h(v), 4x, y)>, 
n=O 
where U(X, y) is given by u(x, 4’) = (1 - thk(~) h,(y)))‘, and thus as before, 
m(t) is D-finite. Similarly, e(xy) counts O-l matrices with prescribed row 
and column sums, or equivalently, digraphs without multiple edges with 
prescribed indegrees and outdegrees. 
Next we consider the sum 
over all partitions d with at most k parts. (Similar reasoning would apply 
to the more general sum C;. s&x) s,,~(Y) for fixed c( and j?.) The following 
theorem implies that R,(x, y) is D-finite: 
THEOREM 16. For each integer i let 
A, = f h,, it-u) Uy). 
I=0 
Then 
R,(X, 1/)=det(Aj-i). 
Proof. Let M(x) be the 00 x k matrix (hi-.j(x))j.,,,.,G, and for 
any set S of positive integers, let M,(X) be the k x k minor of M(x) 
obtained from the rows indexed by elements of S. Now let A = (A,, . . . . A,) 
be a partition and let S={Ak+l--i+ill<i<k}. Then M,(x)= 
det(h It+l~,+i-,(X))l~i.j~k. R eversing the order of the rows and columns in 
this determinant yields M,(x) = det(h j,,+ j-;(x)) =sA(x). It follows that 
ux, Y) = 1 M,(x) M,(Y), 
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where the sum is over all k-element sets S of positive integers. Then by the 
Cauchy-Binet theorem, R,(x, y) = det M’M. Now 
and the theorem follows. 
Let us now write 8, for 0 and 8,. for the corresponding homomorphism 
in the y’s, taking h,(y) to Yin!. Then OJRk(x, v)) is D-finite and it follows 
from Knuth’s generalization [22] of Schensted’s correspondence [43] that 
the coefficient of Y”/n! in 0,(&(x, y)) is the generating function in the x, 
for sequences of length y1 with longest increasing subsequence of length at 
most k. It also follows that 13~0J&(x, y)) is the exponential generating 
function in X and Y for permutations with longest increasing subsequence 
of length at most k, and thus that for fixed k, the number of permutations 
with longest increasing subsequence of length at most k is P-recursive. 
Since BS8,(R,(x, J,)) is a power series in XY, one variable is redundant. 
Let U, be obtained by setting Y= X in 8,8,.(&(x, .v)) and let 
so that u,Jn) is the number of permutations of (1,2, . . . . n} with longest 
increasing subsequence of length at most k. Note that setting Y= X in 
Q,8,.(Ai), yields the series bi considered in Section 5. Then 
and we have 
U,=b, 
U?=b;-b; 
U3 = b; + 2b:b, - 2bfb, - bob; 
To find the coefficients of U,, we rewrite the case i + j = 2r of (24) as 
bib,= f x2” n(n-l)...(n-r+l) 
n=. n!’ (n+ l)(n+2)...(n+r) 
(26) 
Then to calculate u,(n), we have 
r X2” 2n 
bi= c g? 
n=O ( > n 
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and 
(,+ 2 X2” n 2n 
( > n=O n!‘n+l n 
Thus 
as found by MacMahon [33, Vol. 1, pp. 13C-1313. See also Knuth [23, 
p. 641. 
Using the recurrence (25), we find that 
U3 = 2X-‘bib, - 2Xp’b; - Xp’b,bf 
and we obtain the following explicit formula for u3(n): 
3k’+2k+ 1 -n-2kn 
(k+1)2 (k+2)(n-k+l)’ 
The first few values of ulf(n) are as follows: 
n:O1234 5 6 7 8 9 10 
h(n): 1 1 2 6 23 103 513 2761 15767 94359 586590 
Rogers [41] has studied some special cases of uk(n). 
8. NONSYMMETRIC FUNCTIONS 
In some cases coefficients of generating functions which are close to sym- 
metric can be evaluated using the theory of symmetric functions. Suppose 
that f is a symmetric function. Then the coefficient of xf’ . . .x> in 
xP’ . . . xzf is equal to the coefficient of x$-@’ .. .x?-~” in f, and is thus 
<f,, _ p, . . . h,“-,“, f ). We can use this idea to find coefficients in power 
series which are products of symmetric functions and power series with 
simple coefficients. 
For example, let N,(a, 6) be the number of graphs (without multiple 
edges) on { 1,2, . . . . a + b} in which every vertex has degree k and loops are 
forbidden on vertices 1, 2, . . . . a, but allowed on the other vertices. Then 
N,(a, b) is the coefficient of .X:X$ ...x:+~ in 
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and it follows that 
N,(a,b)=((h,-hk~Z+hk-4- +“h;,e(h,)). 
Thus for fixed k, N,(n, n) is a P-recursive function of n. 
As another example, let t,(n) be the number of n x n nonnegative integer 
matrices with every row and column sum k, and with zeroes on the 
diagonal. Then t,(n) is the coefficient of x’; . . ’ X~V: . . . ut in 
rI l --=(n (1 -s,+W, 
j+jl-xiY, , 
so 
t,(n)= <(h&) h(Y) -It,- ,(-xl L I(Y))“~ h(v)) 
It follows that for fixed k, t,(n) is P-recursive. 
9. ASYMPTOTICS 
Although the explicit formulas obtained from symmetric functions are 
often unwieldy, they can be used to obtain asymptotic approximations, 
since in many cases all but the initial terms are asymptotically negligible. 
We give here a brief indication, with details omitted, of how asymptotic 
approximations can be obtained from symmetric functions. The number of 
n x n nonnegative integer matrices with every row and column sum k is 
(hz, h;). The explicit formula obtained by expanding this expression is 
complicated, but it can be shown that asymptotically (for fixed k as n ---f co) 
we may approximate hk by its first two terms, yielding 
n (k(k-1))2’ (n(n-1)...(n-i+1))2 =%;To i!2’ kn(kn- l)...(kn-2i+ 1)’ 
(This approximation is exact when k = 2.) Asymptotically each summand 
may be approximated by its limit as n -+ co, and the sum is thus asymptotic 
to 
(kn)! .$ (k2(k - 1)2/2)' 1 
k!2” ;=o 0 
” (kn)! 
i! ii =k!Z”e 
(k - I ,‘/2 
as found by Everett and Stein [lo], who also used symmetric functions. 
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10. FURTHER REMARKS 
Some counting problems have solutions which can be expressed as coef- 
ficients of generating functions that are not quite symmetric functions. For 
example, it is easy to see that the number of 3 x n Latin rectangles is the 
coefficient of x1 ...x,yi ...y,~i “.zn in 
(27) 
where the sum is over all triples of distinct integers i, j, k, and Goulden and 
Jackson [ 17, Exercise 4.56, p. 288, Solution, pp. 506507)] derived the 
explicit formula for three-line Latin rectangles from this generating func- 
tion. The power series (27) has the property that it is unchanged by any 
permutation of the subscripts which acts the same on x’s, y’s, and c’s, but 
it is not a symmetric function in three sets of variables in the usual sense, 
and the standard theory of symmetric functions does not apply to it. 
MacMahon [30, 331 studied these symmetric function extensively, calling 
them “symmetric functions of several systems of quantities,” and in [32] he 
applied them to the problem of counting Latin rectangles. Except for Schur 
functions, the usual theory of symmetric functions, including the applica- 
tion to P-recursiveness discussed here, can be generalized to these sym- 
metric functions of MacMahon, as shown in Gessel [ 141, and they can be 
used to derive the explicit formula for Latin rectangles given in [ 131. These 
symmetric functions can also be used, in the problem considered in 
Section 7 of counting matrices of nonnegative integers with zeros on the 
diagonal, where the generating function is n iz, ( 1 - xi 1-;) - I. 
The problem of counting k-regular graphs with a specified set of forbid- 
den subgraphs is one whose P-recursiveness remains open, Wormald [49] 
showed that the counting sequence for 3-regular graphs without triangles 
is P-recursive. It seems likely that an explicit formula for these graphs can 
be obtained using symmetric functions and Mobius inversion. However, for 
4-regular graphs without triangles or 3-regular graphs without 4-cycles the 
situation is more complicated, and it seems likely that new techniques will 
be necessary to deal with the general case. 
Another possible candidate for P-recursiveness is the problem of 
counting permutations (or more generally sequences) with forbidden sub- 
sequences determined by inequalities, for example permutations a, a, . . a, 
of { 1, 2, . . . . n} with no subsequence a,aia, satisfying ai< ak -C a,, Simion 
and Schmidt [44] have given a comprehensive study of restrictions 
involving subsequences with length at most 3. The case of forbidden 
increasing or decreasing subsequences is covered by the remarkable proper- 
ties of Schensted’s correspondence [43] and Knuth’s generalization [22]. 
The general problem seems to be difficult. 
284 IRA M. GESSEL 
REFERENCES 
1. R. ASKEY AND M. E. H. ISMAIL, Permutation problems and special functions, Cunad. 
J. Math. 28 (1976), 135-143. 
2. H. ANAND, V. C. DUMIR, AND H. GUPTA, A combinatorial distribution problem, Duke 
Math. J. 33 (1966), 757-770. 
3. G. BAR~TI, Calcul des nombres de birecouvrements et de birevstements d’un ensemble 
fini, employant la methode fonctionelle de Rota, in “Combinatorial Theory and its 
Applications I.” Colloquia Mathematics Societatis JBnos Bolyai, Vol. 4 (P. ErdGs, 
A. Rtnyi, and V. Shs. Eds.), pp. 93-103. North-Holland, Amsterdam, 1970. 
4. E. A. BENDER, Partitions of multisets, Discrete Math. 9 (1974), 301-312. 
S. E. A. BENDER AND D. E. KNUTH, Enumeration of plane partitions, J. Combin. Theoq 
Ser. A 13 (1972), 4c-54. 
6. L. CARLITZ, Enumeration of up-down sequences, Discrete Math. 4 (1973), 273-286. 
7. L. COMTET, Birecouvrements et birevetements d’un ensemble lini, Studia Sci. Math. 
Hungar. 3 (1968). 137-152. 
8. J. S. DEVITT AND D. M. JACKSON, The enumeration of covers of a fmite set, J. London 
Math. Sot. (2) 25 (1982), l-6. 
9. S. EVEN AND J. GILLIS, Derangements and Laguerre polynomials, Math. Proc. Cambridge 
Philos. Sot. 79 (19761, 135-143. 
10. C. J. EVERETT AND P. R. STEIN, The asymptotic number of integer stochastic matrices, 
Discrete Math. 1 (1971). 55-72. 
11. I. M. GESSEL, “Generating Functions and Enumeration of Sequences,” Ph.D. thesis, 
Massachusetts Institute of Technology, 1977. 
12. I. M. GESSEL, Some congruences for generalized Euler numbers, Canad. J. Math. 35 
(1983), 687-709. 
13. I. M. GESSEL, Counting Latin rectangles, Bull. Amer. Math. Sot. 16 (1987), 79-82. 
14. I. M. GESSEL, Enumerative applications of symmetric functions, Actes 17’ SBminaire 
Lotharingien, pp. 5-21, Publ. I.R.M.A. Strasbourg. 348/S-17, 1988. 
IS. B. GORDON AND L. HOUTEN, Notes on plane partitions, II. J. Combin. Theory 4 (1968), 
81-99. 
16. B. GORDON, Notes on plane partitions, V, J. Combin. Theoty 11 (1971), 157-168. 
17. I. P. GOULDEN AND D. M. JACKSON, “Combinatorial Enumeration,” Wiley, New York, 
1983. 
18. 1. P. GOULDEN AND D. M. JACKSON, Labelled graphs with small vertex degrees and 
P-recursiveness. SIAM J. Alg Disc. Meth. 7 (1986). 6G66. 
19. I. P. GOULDEN, D. M. JACKSON, AND J. W. REILLY, The Hammond series of a symmetric 
function and its application to P-recursiveness, SIAM J. Algebraic Discrete Methods 4 
(1983), 179-193. 
20. D. GOUYOU-BEAUCHAMPS, Standard Young tableaux of height 4 and 5, European J. 
Combin., in press. 
21. P. HALL, The algebra of partitions, in “Proceedings, 4th Canadian Math. Cong., Banff, 
1957,” pp. 147-159. 
22. D. E. KNUTH, Permutations, matrices and generalized Young tableaux, Pa& J. Math. 
34 (1970), 709-727. 
23. D. E. KNUTH, “The Art of Computer Programming, Vol. III: Searching and Sorting,” 
Addison-Wesley, Reading, MA, 1973. 
24. G. LABELLE. Some new computational methods in the theory of species, in “Combinatoire 
Cnumkrative” (G. Labelle and P. Leroux, Eds.), Lecture Notes in Mathematics, Vol. 1234, 
pp. 192-209, Springer-Verlag, New York/Berlin, 1986. 
25. L. LIPSHITZ, The diagonal of a D-finite power series is D-finite, J. Algebra 113 (1988). 
373-378. 
SYMMETRIC FUNCTIONS AND P-RECURSIVENESS 285 
26. L. LIPSHITZ. D-finite power series, J. Algebra 122 (1989). 353-373. 
27. D. E. LITTLEWOOD, The Kronecker product of symmetric group representations, 
J. London Math. Sot. 31 (1956). 89-93. 
28. E. K. LLOYD, De Bruijn enumeration applied to some genetical problems, Math. Proc. 
Cambridge Philos. Sot. 103 (198X), 277-284. 
29. I. G. MACDONALD, ‘Symmetric Functions and Hall Polynomials,” Oxford Univ. Press, 
London, 1979. 
30. P. A. MACMAHON. Memoir on symmetric functions of the roots of systems of equations, 
Philos. Trans. 181 (1890), 481-536. 
31. P. A. MACMAHON, A new method in combinatory analysis, with applications to Latin 
squares and associated questions, Trans. Cambridge Philos. Sot. 16 (1898), 262-290. 
32. P. A. MACMAHON, Combinatory analysis. The foundations of a new theory, Philos. Trans. 
194 (1900), 361-386. 
33. P. A. MATMAHON, “Combinatory Analysis,” Chelsea, 1960; originally published by 
Cambridge Univ. Press, London, 1915/1916. 
34. R. C. READ, The enumeration of locally restricted graphs (I), J. London Math. Sot. 34 
(1959),417436. 
35. R. C. READ, The enumeration of locally restricted graphs (II), J. London Math. Sot. 35 
(1960). 344-351. 
36. R. C. READ, The use of S-functions in combinatorial analysis, Canad. J. Math. 20 (1968). 
808-841. 
37. R. C. READ AND N. C. WORMALD, Number of labelled 4-regular graphs, J. Graph Theor? 
4 (1980). 203-212. 
38. J. H. REDFIELD. The theory of group reduced distributions, Amer. J. Math. 49 (1927), 
433455. 
39. A. REGEV, Asymptotic values for degrees associated with strips of Young diagrams, Ado. 
in Math. 41 (1981). 115-136. 
40. J. REILLY, Bicoverings of a set by generating function methods, J. Combin. Theory Ser. A 
28 (1980), 219-225. 
41. D. G. ROGERS. Ascending sequences in permutations, Discrete Math. 22 (1978). 35-40. 
42. B. E. SAGAN AND R. P. STANLEY, Robinson-Schensted algorithms for skew tableaux, 
preprint. 
43. C. SCHENSTED, Longest increasing and decreasing sequences, Canad. J. Math. 13 (1961). 
179-191. 
44. R. SIMION AND F. W. SCHMIDT. Restricted permutations, European. J. Combin. 6 (1985), 
383406. 
45. R. P. STANLEY. Generating functions, in “Studies in Combinatorics,” Studies in Mathe- 
matics, Vol. 17 (G.-C. Rota, Ed.), pp. 10&141, Math. Assoc. Amer. Washington, DC, 
1978. 
46. R. P. STANLEY, Theory and application of plane partitions, parts 1, 2, Stud. Appl. Math. 
50 (1971). 167-188, 259-279. 
47. R. P. STANLEY, Differentiably finite power series, European J. Combin. 1 (1980), 175-188. 
48. E. A. THOMPSON, Gene identities and multiple relations, Biomefrics 30 (1974). 667-680. 
49. N. C. WORMALD, The number of labelled cubic graphs with no triangles, in Procee&gs, 
Twelfih Southeustern Conference on Combinatorics, Graph Theory, and Computing, Vol. 11, 
krfon Rouge, 1981; Congr. Numer. 33 (1981) 359-378. 
50. D. ZEILBERGER, Sister Celine’s technique and its generalizations, J. Moth. Anal. Appl. 85 
(1982). 114-145. 
51. D. ZEILBERGER, A holonomic systems approach to special functions identities, preprint. 
52. J. ZENG, Linearisation de produits de polynbmes de Meixner, Krawtchouk, et Charlier, 
Actes 17’ Siminaire Lotharingien. pp. 69-95, Publ. I.R.M.A. Strasbourg. 348/S-17, 
1988. 
