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ANALYSIS OF VOCATIONAL AND RESIDENTIAL PREFERENCES OF RURAL POPULATION: APPLICATION OF AN EXPERIMENTAL TECHNIQUE TO RURAL SLOVENIA
Abstract
This study applies Choice Experiments to the analysis of the relative importance of both monetary and non-monetary determinants of vocational choice and spatial labour supply. It identifies the determinants of individuals’ choice of jobs and places of residence, and provides a better understanding of how rural labour adjustments might be managed in a country in transition. The results indicate that while wages are the most important factor influencing employment choice, other determinants affecting working conditions and residence do have a counterbalancing impact on choice. Results suggest that sample respondents do appear to be relatively immobile between sectors and also in terms of migration and commuting. However, our results do identify a range of non-wage determinants that might be used to stimulate mobility. 
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The transition from a command toward an open market economy is likely to result in pressure for structural change as market prices, rather than government dictate, signal the relative scarcity of both tradable and non-tradable goods, and factor of production. It seems likely also that this structural change presents the greatest opportunity to improve the welfare in an economy in transition. In addition, labour is often considered to be one of the less tradable factors available to the nation, although such definitions are somewhat partial. The ability for a transition country to realise potential economic gains, and gains from trade in particular, therefore rests on the opportunity to realise a redistribution of labour between sectors of the economy and, potentially, across the territory. However, much of the literature on labour supply recognises that those engaged in the supply of labour consider a range of monetary, and quantitative and qualitative non-monetary attributes within their discontinuous choice to accept one job offer over another (Blundell & Macurdy, 1999). Despite this recognition, few studies have attempted to quantify the relative impact of the range of job and residence attributes of this discontinuous choice. 
This paper investigates individuals’ work and location of residence preferences, and their attitude to migration in one relatively under-developed region in rural Slovenia, Pomurska. Previous studies (e.g. Rizov & Swinnen, 2004) emphasise the existence of disequilibrium in the sectoral and spatial allocation of labour in rural areas of transition economies. Assuming such an initial disequilibrium, substantial adjustments could be expected in the sectoral and spatial allocation of labour. The main proposition in this study is that, even at an early stage of development with relatively low income levels (where the marginal utility of income would be expected to be relatively high), non-monetary factors are expected to remain important determinants of vocational and residential decisions. In addition, this study attempts to measure the relative importance of the monetary and non-monetary determinants of the individuals’ spatial labour supply decisions. The focus is on the supply side of the labour market with three objectives. Firstly, to assess the usefulness of CE to the analysis of labour participation. Secondly, to analyse the labour markets flexibility to react to potential sectoral and geographical changes in labour demand. Thirdly, to identify candidate non-wage determinants that might be manipulated in order to stimulate supply across space and between sectors. 
During the period of transition, the agricultural employment in Slovenia was relatively stable (Bojnec et al., 1998; Juvancic & Erjavec, 2005). The changes in industrial and service employment have been more dramatic with a constant downward and upward trend respectively (Bojnec et al., 2003). In terms of spatial distribution of the population, Slovenia has been experiencing a constant process of urbanisation in the last five decades, however, Slovenia’s population remains predominantly rural (55 per cent of population live in rural municipalities). In addition, similarly to western European countries, since the 1990s the urbanisation process has been accompanied by a development of satellite settlements near the major urban areas (CEC, 2000; Pichler-Milanovic, 2005). As economic development is usually accompanied by a release of labour and other productive resources from agriculture and a movement of workers towards urban areas (Bencinvenga & Smith, 1997), some further labour and residential adjustments are likely to occur. These interspatial and intersectoral adjustments may have important consequences especially on the economies of more remote rural areas such as Pomurska, as the rural inhabitants might be encouraged to commute or to migrate to locations where more or different employment opportunities are available or where wages are higher. However, these incentives might be enhanced or countered by other possibly non-pecuniary factors over which policy makers have some control. Policy makers should be informed about inhabitants’ preferences and their potential flexibility to react in terms of activity and residence to both structural exogenous adjustments and changes in policies designed to achieve a better distribution of labour across the sectors and across the territory. 
In this paper Choice Experiments (CE) methodology is applied to the analysis of monetary and non-monetary determinants of vocational choice and spatial labour supply in a remote rural region in Slovenia. This application considers a range of attributes, other than the traditional wage and hours of work, as determinants of individuals’ labour choice. These include the sector of activity, commuting distance, level of supervision and the characteristics of the residence such as geography and services availability. 
The structure of the paper is as follows. The next section describes the theory on which this study is based. The third section introduces the methodology, the fourth section provides the characteristics of the survey area and section five details the sample. The estimated results are detailed in section six, and section seven discusses the results and concludes.

2. Theory 
The application of CE to the study of labour is based on the consideration of labour as a good composed of different attributes. The assumption that labour supply is influenced by a large range of factors has generated various extensions of the simple labour supply model, including the theory of compensating wage differentials and the hedonic wage theory (Gronberg & Reed, 1994; Rosen, 1974). Furthermore, the application of CE to a labour supply context also involves the assumption that labour supply choices are discrete. Discrete choice labour supply models consider that workers are not able to maximise their utility by a continuous variation in the amount of working hours they want to supply. This process is subject to constraints and workers can only choose among a small number of working hours levels (Creedy & Kalb, 2005). Various examples in literature have considered an extended range of attributes in order to explain labour supply choices (Atrostic, 1982; Bartel, 1982; McCue & Reed, 1996; Oi, 1976) and several works have analysed these choices in a discrete context (Bloemen, 2000; Creedy & Kalb, 2005; Gerfin, 1993). 
The interactions between labour and residential preferences have been studied by urban economics. Analytical and empirical findings from these studies suggest that labour and residential mobility are strongly interrelated (Clark et al., 2003; van Ommeren et al., 2000). Several contributions have made an extensive use of census and labour force survey data in order to analyse job and residential mobility in various countries. Kan (2002; 2003), for example, focuses on the uncertainty in job and housing relocation, while Clark & Whiters (2002) concentrate on migration issues. Some studies put the main emphasis on the characteristics of the housing markets (Deutsch et al., 2001) and several contributions investigate commuting patterns (Clark, et al., 2003; Rouwendal, 1999; Rouwendal & van der Vlist, 2005; Timothy & Wheaton, 2001; van Der Berg & Gorter, 1997; van Ommeren et al., 1998, 1999). The latter studies generally analyse the trade-offs between wages and commuting times, and assess the distances at which labour mobility involves a housing relocation. Fewer are the examples specifically focusing on rural areas. Among these So et al. (2001) and Renkow & Hoower (2000) have analysed the impact of spatial variables on job and housing location choices in rural areas in the US while Detang-Dessendre & Molho (1999) have focused on young French rural inhabitants. 
The studies employing discrete choice experiments are equally not numerous. Maier & Fisher (1985) have provided one of the earliest contributions that explored theoretically the possibility of applying random utility discrete choice models to labour supply and mobility issues. Subsequently, Timmermans et al. (1992) have analysed residential preferences of Dutch dual earners households by means of a rating random utility choice experiment. In this study, job situations have been described in terms of income, distance from home, number of working days per week, type of contract and flexibility of work schedule. Residences have been described in terms of type, cost, tenure, number of rooms, size of municipality and distance to public transport. More recently, similar housing and job characteristics have been taken into consideration by Rouwendal & Meijer (2001), who applied a ranking discrete choice experiments in the Netherlands. Similarly to the previously mentioned papers, these two put their main emphasis on the study of commuting patterns. 
Results from previous studies give a mixed picture of the nature of relationships between job choice, residential mobility, commuting patterns and migration propensity. Uncertainty, risk and market imperfections appear to play an important role in these decisions and contribute to the difficulty of precisely assessing their relation. 
This study intends to fill the gaps in the existing literature by applying a discrete choice experiments to the study of spatial labour supply in rural areas in a country in transition. This study relies on both labour supply and urban economics theory and considers a large range of attributes including the type of work (sector) and the type of supervision, the dichotomy rural-urban residence and, importantly, the issues of services availability in peripheral rural areas (schools, medical, shopping and entertainment centres, and transport). 
3. Methodology
From the empirical point of view, this study considers hours of work and wage combinations, as well as the combinations between these and other attributes, and empirically investigates the trade-offs between wages and non-pecuniary characteristics of the job and the residence. A similar approach, using wage rate-hours of work combinations and enlarging the determinants of labour supply, has been widely used in labour supply literature (Bloemen, 2000; McCue & Reed, 1996; Scott, 2001; Vella, 1993; Wolf, 2002) In this paper, these combinations are a result of a systematic variation of jobs and residences attribute levels’ generated by experimental design techniques. In this application of CE, similarly to many examples in urban economics literature (Kan, 2003; So, et al., 2001; van Ommeren, et al., 2000), the choice for occupation and the choice for residence are assumed to be joint-decisions and are simultaneously analysed. This simplifies the model and allows for a single choice experiment embracing both job and residence characteristics. 
CE is a survey-based methodology which models preferences for goods that are described by their attributes and the levels that these attributes may take (Hanley et al., 2001). The methodology has foundations in Lancaster’s theory of value (Lancaster, 1966), in Random Utility Theory (RUT) and in limited dependent variable econometrics (Hanley et al., 1998). CE is one of a family of methods, including ‘Choice Modelling’, ‘Conjoint Analysis’ or ‘Attributes Based Stated Choice Methods’. These methods analyse choice behaviour by the “decomposition into part-worth utilities or values of a set of individual evaluations of, or discrete choice from, a designed set of multi-attribute alternatives” (Louviere, 1988:93). CE is, therefore, a stated preference method of valuation.
CE is employed as it allows for the consideration of a large range of attributes. In addition, the application of a revealed preference method would not appear to be a suitable tool to investigate labour and residential adjustments in a country in transition. The past and current disequilibrium in the allocation of labour could make it exceedingly difficult to uncover individuals’ preferences through the analysis of actual or historic data.




CE considers discrete choices in a utility maximising framework. The alternative chosen is the one that yields the maximum utility among the choice bundle available at the moment of choice. The utility of the respondent is composed of a deterministic, or observable, component and a random error component:
                                                                     (1)
where Ui represents the utility of selecting alternative i,  is the observable component and is the random error term with standard statistical properties. This function is also known as a ‘conditional indirect utility function’ since it is dependent on the choice of the alternative i (Boxall et al., 1996). If a respondent selects alternative i (viewed as a package of attributes) over another alternative j, this implies that the utility of alternative i is greater than that derived from alternative j. 
The probability of selecting alternative i is:
                                        (2)
where C is the choice set and j another alternative or the respondent’s status quo. If it is assumed that the error terms is Gumbel-distributed with scale parameter μ (McFadden, 1974), then equation (2) can be rewritten as:
                                                        (3)
Equation (3) is then estimated with a multinomial regression. The scale parameter μ is inversely proportional to the standard deviation of the error distribution. The parameter is not easily identifiable and it is typically assumed to equal to unity, implying a constant error variance. 
Selections from the choice set C must obey the Independence from Irrelevant Alternatives (IIA) property. This hypothesis can be tested using the Hausman statistic (Hausman & McFadden, 1984).
In order to derive from the multinomial model a WTP (or WTA) compensating variation welfare measure, the following equation can be used for each non-monetary attribute level:
                                 (4)
where by is the marginal utility of income (the coefficient of the monetary variable) and v0 and v1 represent the utility of the initial and alternative state respectively. The inclusion of a monetary variable among the attributes, the wage in the case of this study, allows for the derivation of implicit prices, also known as part-worths or part-utilities, for the other attributes (Roe et al., 1996). The equation (4) can be simplified as:
                                                                    (5)
where the WTP compensating variation of welfare is presented as a ratio between the coefficient of any of the attributes battribute and the coefficient of the monetary variable by (Hanley, et al., 1998). 

3.2. The Design of the Survey
The model described above requires a primary survey in which the respondents are asked to make choices from the set C drawn from work and residence scenarios in an artificial labour market. Work and residence related attributes are presented at different levels. The combination of a single level of different attributes constitutes a scenario. In this study, the attributes were first selected on the basis of research propositions and previous studies of labour supply, and labour and residential mobility. The initial list of attributes and levels was presented to local experts and rural inhabitants in Pomurska. Subsequently, two pilot tests of the questionnaire under different versions were performed. This helped to achieve a realistic set of hypothetical scenarios with a range of attribute levels that provided an adequate difference between the options. This allowed the respondents to distinguish the different alternatives but at the same time to face levels plausible for the case study area. For example, the pilot tests suggested the need to narrow down the ranges of the attributes hours of work and wage. Furthermore, due to the small size of Slovenia, commuting time of more than one hour appeared unrealistic. This was taken into consideration in the definition of the levels for the attribute distance from home.
The review of relevant literature, the discussions with the local experts and rural inhabitants, and the outcome of the two preliminary tests of the questionnaire generated the final list of attributes and levels presented in Table 1. Theory and field testing also helped the formulation of a priori expectations on the directions of the effects of the single attributes. These expectations are also reported in Table 1. 
[Table 1]

One of the main steps in any choice modelling application is the design of the survey. Experimental design techniques were used to generate hypothetical options that were inserted in each choice card together with the respondents’ current employment and residential situation, which was defined over real attribute levels.
A ‘fractional factorial, main effects, orthogonal design’ was applied for the generation of the hypothetical options. The total number of combinations among the levels of the ten attributes were reduced to a more manageable level of 27 scenarios.​[2]​ These 27 scenarios were set to be the first hypothetical option in each choice card (option A). These scenarios were then used to cyclically generate the second hypothetical option in each choice card by the application of the ‘shift’ method (Bunch et al., 1996). This method consists of adding a +1 to the levels of the first scenario and, therefore, building a new scenario that maintains all the characteristics of orthogonality of the original one.​[3]​ In this way, 27 different choice cards were produced. As 27 was still considered an excessive number to be presented to a single respondent, these cards were randomly split into 3 sub-groups of 9 choice cards each. (An example choice card is shown in the Appendix, Table A1) As a consequence, each respondent faced 9 choice cards. Such random splitting of scenarios has been reported elsewhere (Burton et al., 2001). Authors suggest that each sub-sample should have at least 50 respondents (Bennet, 1999). In the case of this study, each sub-sample had approximately 100 respondents.
For presentation purposes, the first attribute type of work was moved to the top of choice for each hypothetical option. However, the levels of this attribute were subject to the same systematic variation as the other attributes across the choice cards. All the remaining attributes referred to different alternatives in the choice cards independently of the type of work considered. As a consequence, the design applied in this study was not strictly a labelled one. ​[4]​ The use of the status quo option helped to maintain the consistency of the applied choice experiment with the utility maximisation and the demand theory. As Hanley et al. (2001) argue, respondents must not be forced to select one of the alternatives but must be left free to consider their current situation as their favourite one. 
During the preparation of the design, various attempts were undertaken in order to include some interactions in the analysis. The possible interaction between the attributes hours of work and wage was of particular interest. However, taking even one interaction into account would have considerably increased the number of minimum scenarios and, therefore, the number of choice cards that had to be presented to the respondents. This number was already close to the limit of a clear and feasible survey. In any case, it has been argued that on average the main effects explains about 80 per cent or more of the model variance (Louviere et al., 2000). We should therefore proceed with caution recognising that the omission of interaction may inflate the unexplained variance in the model.  
Another issue related to the potential influence of interactions among attributes on the probability of choice that has been considered concerned the range of the attribute levels. Narrower ranges make the detection of interaction effects more difficult and, if an interaction is detected, this seems to have a lower explanatory power (Ohler et al., 2000). As mentioned earlier, after the two preliminary tests of the questionnaire the ranges of the levels of the attributes hours of work and wage were made narrower. This provides more grounds to the selection of the ‘main effects’ design.
4. The Case Study Region
The survey was conducted in winter 2003-2004 among the rural labour force in the Slovenian region of Pomurska. This region, which extends over 1,367 km2 is situated in the North-East of the country and shares borders with Austria, Hungary and Croatia. Pomurska occupies the country’s largest plain along the Mura River. The regional capital, Murska Sobota, is located 59 km away from Maribor, the second largest Slovenian town and capital of the neighbouring region Podravska, and 184 km away from the country’s capital Ljubljana. Pomurska presents a relatively high degree of rurality, both in demographical and geographical terms, and appears to be a suitable case study of a lagging behind rural region in a transition country.
In terms of Gross Domestic Product (GDP), Pomurska is below the national average. In 2001, the regional GDP per capita was 71.1 per cent of the national average (in current prices). In 2002, the estimated regional population was 123,776 inhabitants. Between 1981 and 2002, the regional population declined by 5.1 per cent. This rate was negative in only three other regions in Slovenia and Pomurska recorded the highest rate of depopulation. The education level has also been poor and has hindered the development of the region (MURA, 2001). Amongst the population aged 15 or over, 6 per cent have no education, 38 per cent have only a primary school education, 48 per cent possess a secondary school diploma and 8 per cent have some form of tertiary level of education. The share of population with secondary and tertiary education is below that of the national average. In 2002 the unemployment rate was 17.6 per cent. This figure was considerably higher than the national average (Pecar, 2002; SORS, 2003). 
Agriculture accounts for 11 per cent of the regional employment. The agricultural sector is perceived as strong in comparison to the other sectors and as the main economic activity. Large plain and hilly areas free of forests create favourable natural conditions for farming. Small-scale farming is prevalent and animal husbandry is the main activity. Part-time farming is widely practised (MURA, 2001).
The regional manufacturing sector is characterised by low technology level and overemployment, and has been negatively affected by the transition process (Damijan & Kostevc, 2002). The service sector is not well developed but has been positively affected by the opening of the border with Hungary. Tourism has a good potential and is expected to increase its contribution to the regional economy benefiting from the geographical position of the region (MURA, 2001).

5. The Sample Characteristics
The respondents in Pomurska were found on the base of a house-to-house canvass in villages across the region. The four urban centres in the region were excluded from the survey and, therefore, all respondents were rural inhabitants. The villages were chosen randomly within the borders of each of the 26 municipalities. The aim was to have respondents from all municipalities in order to better represent the regional population. However, it was not possible to find respondents in one municipality, whilst all of the remaining municipalities have been, with different weights, represented in the sample. 
The potential respondents were required to be part of the labour market, employed or unemployed. Student and pensioners were therefore excluded. Another important exclusion applied to partners. Wherever more members of the same household were interviewed, these persons were not partners. This approach was adopted to ensure that people make their choice independently. 
The decision to consider unemployed individuals was taken despite the awareness that for these respondents the status quo option would be unlikely to represent their favourite choice. However, two reasons motivated the decision. First, the possibility of voluntary unemployment could not be excluded, especially for those individuals entitled to unemployment benefits. Second, in consideration of the initial situation of disequilibrium, unemployment may well be of a structural nature. Therefore, it is important to analyse the preferences of this portion of the labour force for which adequate employment opportunities might become available both in the region and elsewhere in the near future.
All respondents were asked to choose their favourite option under the hypothesis that the three presented options were the only ones available at some point during the previous month. The time indication was important in order to ensure that respondents analyse their personal situation at a precise moment in the past and, therefore, to achieve more realism in the choice process. 
After cleaning of the survey data, the usable records consisted of 290 respondents, 258 employed and 32 unemployed. The average age of the respondents was 37 years. Males represented a slight majority, 52 per cent of the sample. Most of the respondents held a diploma of secondary education (66 per cent) and belonged to below average classes of income. In terms of working activity, 12 per cent of the respondents were engaged in farming while 32 per cent and 56 per cent were in industry and services respectively. Respondents were not very mobile, both in terms of past changes in residence and employment, and in terms of commuting, as the average commuting time was about 13 minutes.
The sample was compared with the corresponding regional statistics in order to assess how representative the sample is of the population. The sample did not appear to be skewed towards any particular category of the population and much of the deviations from the regional averages appeared to be a consequence of the exclusion of the urban areas.​[5]​

6. Econometric Estimations
McFadden (1974) has demonstrated that the RUT can be estimated by using the Logit model. In this study, a hybrid Multinomial-Conditional Model (MNL) has been applied. Choice is the dependent variable, while the attribute levels are the independent variables. The attribute levels have been inserted as dummy variables, with the exception of wage, the monetary variable, which has been inserted as continuous variables. The dummies in this study consider the first and third level of each attribute. The only non-attribute variable considered in this analysis was the alternative specific constants (ASC). ​[6]​
The ASCs are normally used to codify the different alternatives in the choice set. In this study, the ASC is a dummy variable that takes the value of 1 for options other than the status quo. It has no behavioural interpretation but it is useful to detect the presence of a status quo bias among the respondents.​[7]​
In order to take into account the heterogeneity of respondents, socio-economic variables including age, gender, income, sector of activity and household size were inserted in the regression equation as interactions with both the attributes and with the ASC. In this way, it was possible to link the probability of selecting particular scenarios, hypothetical or the status quo, to the personal characteristics of the respondents. 
The application of the MNL rests upon the assumption of the IIA property. It is assumed that the probability of choosing an alternative depends exclusively on the respondents’ individual characteristics and on the attributes of that alternative, and not on the characteristics of the choice set (McFadden, 1986). The IIA property was tested using the Hausman test (Hausman & McFadden, 1984). The Hausman test consists of estimating the model with all alternatives (A, B, and the status quo) and then comparing the resulting coefficients with a different model specification in which a smaller set of choices is considered (dropping A, B or the status quo). When the Hausman test was applied to the MNL, the procedure could only produce a result when either scenario A or scenario B were excluded, while no value for the test statistic could be calculated when the status quo was omitted from the model.  Nevertheless, the Hausman test applied to the model that excluded choices for scenario A or scenario B did not provide evidence of violation of the IIA property in either case.​[8]​ 
As the test did not provide results for the other specifications, an alternative Heteroscedastic Extreme Value (HEV) model was also applied. This model relaxes the IIA property by considering different scale parameters across the different alternatives. It also relaxes the assumption of identically distributed random components and this allows for free variance for the alternatives included in a choice set (Louviere, et al., 2000). The results reported in the following sections include estimates provided by both the MNL and HEV models. Parameters resulting from all specifications are interpreted in terms of options conveying the highest utility to the respondents, or, equivalently, in terms of the probability of choosing these options. 
6.1. Results
The sample was surveyed with the total number of 2,610 choice cards. Out of the 290 respondents, 14 per cent chose their status quo option for all 9 choice cards while the remaining 86 per cent selected at least one hypothetical option. The percentage of respondents who selected only the status quo is equal to or lower than that reported in other studies. The corresponding figure is 14 per cent in Bullock et al. (1998) and 20 per cent in Adamowicz et al. (1998). The relatively low percentage in the present study can be considered as a satisfactory outcome of the survey and its design since, the selection of the status quo is often considered to be a form of protest to the survey (von Haefen & Adamowicz, 2003).
Among the 2,610 choice cards, 58 per cent reported the selection of one of the two hypothetical scenarios as the most preferred option, while 42 per cent reported a selection of the status quo as the preferred one. On this basis, it can be inferred that the status quo has a considerable importance in respondents’ preferences, although most respondents did find some hypothetical options which were more attractive than their current situation.​[9]​
6.2. Scenario Related Attributes 
The first set of results does not take into account the respondents’ socio-economic characteristics. Only variables corresponding to scenario related attributes and the ASC are considered. Table 2 shows the result generated by the application of Multinomial Conditional Logit model. 
[Table 2]
Table 2 shows that most of the variables affect the choice as expected and signs are, on the whole, in accordance to the a priori expectations. 
Respondents are more likely to choose options involving jobs in industry than in agriculture, while services are preferred to industry. In terms of working hours and wage, unsurprisingly, respondents are more likely to select options involving fewer hours of work and higher wages. A certain disutility is associated with jobs located at more than 45 minutes travel from the residence compared with the other two levels, ‘20-45 minutes’, and, ‘0 to 20 minutes’. Respondents are less likely to select options involving continuous supervision as they prefer to work independently.
When spatial variables are considered, respondents associate residence in an urban area with disutility and prefer other options. The coefficient of the variable associated with the level, ‘rural’, of the attribute location of residence is not significant and has a positive sign. The presence of medical centres is not significant at both levels and the same applies to schools. The presence of such services around the residence does not seem to affect respondents’ labour supply choices. The attribute shopping and entertainment facilities is significant only in its level, ‘no shops, no entertainment facilities’, and the corresponding coefficient shows a negative sign. Respondents are, therefore, less likely to choose options in which the residence has no shopping or entertainment facilities in its vicinity. On the other hand, the presence of a shopping centre, cinema and other entertainment facilities is not a significant explanatory factor of respondents’ choice. The attribute transport is significant in both its levels. Respondents associate negative utility with options involving a residence without transport facilities in the immediate vicinity. A bus stop is, however, preferred to the presence of both a bus stop and a railway station. 
The negative sign for the ASC estimates suggests the presence of a status quo bias and, therefore, a tendency in the sample to prefer the current situation to the alternative states. However, this coefficient is not significant.
The importance of the selected attributes in this model was also tested by performing likelihood ratio (LR) tests for the exclusion of each attribute (all levels). These tests are used to compare the goodness-of-fit between two models. The LR statistic is distributed as a chi-squared random variable with K – J degrees of freedom (where K is the number of parameters of the more complex model and J those of the simpler model) (Greene, 2000). Models in which one attribute was excluded were compared with the model considering all attributes in order to understand whether the inclusion of the particular attribute had improved the performance of the model. In two cases only, those of medical centres and schools, it was not possible to reject of the null hypothesis that the two models, the unrestricted and restricted (with one attribute less) were homogeneous at a 95% level of confidence.​[10]​  Qualitatively, this finding confirms the result presented in Table 2 where the t-statistics for all of the levels of these two attributes alone suggest that their coefficient is not significantly different from zero. However, both attributes medical centres and schools are retained in the analysis because to omit them at this stage will detrimentally affect the choice design. 
The satisfactory statistical significance of most of the attribute levels that composed the scenarios appears to confirm the consistency of the observed data with the theoretical framework that inspired this analysis.
The estimations with the HEV model, applied in order to relax the IIA property assumption, do not provide considerable differences with the estimates derived from the MNL. Table 3 reports the results of HEV estimations.
[Table 3]
From the information in Table 3 it can be seen that the signs of the coefficients match the a priori expectations. Only one of the coefficients that was not significantly different from zero in the MNL model switched to became significant when the HEV model was applied. This was the coefficient corresponding to the level ‘shopping centre, restaurant and cinema’ of the attribute Shopping and entertainment. 
In terms of model performance, there are no considerable differences between the MNL and the HEV. There is a little improvement in the HEV for both Log-Likelihood and Pseudo R2. The similarity of the scale parameter and the standard deviation figures for the two hypothetical options suggests an equivalence of the two options from the behavioural point of view. 
The lack of substantial difference between the MNL and the HEV models, both in terms of significance and signs of the coefficients, and general performance, based on Log-Likelihood and Pseudo R2, may lead to the conclusion that the choice data collected in this survey do comply with the assumptions of the IIA property as partially indicated by the application of the Hausman test. Therefore, in what follows the results from the MNL model only are presented.

6.3. Interactions with the Socio-Economic Characteristics of the Respondents
The interactions between the scenario-related attributes and the respondents’ characteristics, as well as between these characteristics and the probability of selecting the status quo have been estimated with the MNL models. Some of these interactions proved to be significant explanatory factors for the probability of choice. 
[Table 4]
The significant coefficients in Table 4 show that agricultural workers are more likely to select an option involving a work activity in agriculture than respondents belonging to the industrial sector. Surprisingly, the same respondents also appear to be more likely to select options involving continuous supervision. ​[11]​
Respondents belonging to a higher income class are more likely, than the average income respondents, to select options in which the attribute wage is at its lower level. On the other hand, the same applies to respondents belonging to the lowest income class. 
Other significant interaction coefficients concern the relation between the age of the respondents and their choices of the location of the residence. Options in which the residence is located in urban areas convey more utility to younger than to older respondents.
The following two significant interaction coefficients describe the relation between the age of the respondents and the attribute medical centres. Older respondents tend to choose options in which there is a doctor close to the residence. The same respondents prefer the simple presence of a doctor to the presence of a hospital. The gender of the respondents also has a significant effect on the choice of the options reporting the attribute medical centres in its level, ‘hospital’. Choice alternatives in which a hospital is located around the residence convey more utility to men than to women. The former are, therefore, more likely to base their choice strategy on this attribute level. The preference for doctors in comparison to hospitals can be explained by the difference in the frequency of use. Doctors are visited more often than hospitals and their presence may have been perceived as more important for this reason. On the other hand, hospitals may have also been seen as a sign of urbanisation, which represents a source of disutility for the older respondents. 
The interaction coefficient between the age of the respondents and the level ‘kindergarten and primary schools’ of the attribute schools is also significant. It shows that older respondents are more likely to select options involving these types of educational centres around their residence. This is a difficult result to interpret. It seems counterintuitive to think that it is older respondents who value schools as anecdotal evidence suggests that the population of Slovenia have children in their early 20s. However, the prevalence of extended families and older people commuting shorter distance, possibly within the village, might mean that it is the responsibility of the grandparents to deliver younger children to school while their parents are otherwise occupied. 
Other significant interaction coefficients between socio-economic variables and choice attributes show that respondents who are members of larger households are more likely to select options in which there is a local shop around the residence. They prefer a local shop to the other two levels, ‘no facilities’ or ‘shopping centre, restaurant, cinema’.  Similarly to the case of the medical centres, the less frequent use of shopping centres, restaurant and cinemas, and their association with urbanisation and the typical increase in noise and traffic may have played a role in determining respondents’ preferences.
The last two significant interactions between the individual characteristics and the choice attributes explain the relation between the gender of the respondents and the attribute transport. It appears that men are more likely to select an option where there is a bus stop in the vicinity of the residence. This level is preferred to both the levels, ‘no facilities’, and ‘bus stop and railway station’. While the latter could be explained in a similar way as the preferences for medical and shopping centres, it is less clear how one might generalise the gender aspect of this result, not least since we find no statistically significant interaction between gender and commuting time.
When the socio-economic characteristics are interacted with the ASC, the results indicate that the respondents’ age, employment status, self-employment status, lower income class, household size and number of working household members are determinants of the choice for status quo. The older respondents are more likely to select their current situation as their most favoured option. This also applies to the employed respondents. The same higher probability of selecting the status quo alternative applies to those respondents who are engaged in the service sector and in self-employment activities. On the other hand, respondents with a lower income and respondents currently employed in agriculture are more likely to choose hypothetical options. Although the respondents engaged in agriculture expressed a willingness to stay in that sector, they seem dissatisfied with their current residential and working conditions. Finally, the number of employed members in the respondents’ households affects the choice for status quo. The higher is this number, the higher is the probability that respondents will select a hypothetical option instead of status quo. 
Preferences for the status quo might be the product of the way this choice experiment was constructed. It could be argued, for example, than lower income respondents proved to be more likely to choose options other than their status quo because most of these options may represent an improvement with respect to their current situation, even though the wage attribute of the alternatives were expressed as % changes from the status quo. Theory tells us that lower income respondents should expect a higher marginal utility from income. On the other hand, in consideration of the large number of attributes considered in this analysis it is not simple to identify an option that clearly represent an unequivocal improvement on the status quo situation for the respondents. For this reason, detecting which variables make respondents more or less willing to remain in their current situation (and, therefore, affect their mobility) remains of particular interest. 
6.4. Willingness to Pay/Willingness to Accept
The inclusion of wage as a monetary attribute has allowed for the derivation of implicit prices for the other attributes following equation (5). Table 5 presents the WTP/WTA compensation as a percentage of the wage derived from MNL. 
[Table 5]
The positive values in Table 5 indicate that the respondents would need to be compensated for (WTA) by an increase in wage to be persuaded to select an alternative in the choice card in which the considered attribute is at the particular level. Conversely, a negative sign indicates that the respondents would be prepared to see a reduction in wage (WTP) when they select a choice alternative in which the corresponding attribute is reported at the described level. 
The attribute for which the WTP/WTA figure is the highest is distance from home in its third level, ‘more than 45 minutes’.​[12]​ The results reveal that respondents would be willing to select an option in which the work location is situated at more than 45 minutes from the residence only if this inconvenience is offset by a wage which is at least by 14 per cent higher than in a situation in which the workplace is situated between 20 and 45 minutes from the residence. The second largest WTP/WTA figure is the one corresponding to the attribute hours of work in its third level, ‘+1.5 hours’. The negative figure for hours of work ‘-1.5’ suggests that respondents are willing to renounce to 9.6 per cent of their wage in order to secure a job involving a reduction in their current working time by 1.5 hours. Interestingly, however, respondents are willing to accept just an 8.4 per cent increase in their wage to compensate for an additional hour and half of work (‘+1.5 hours’). This shows that ‘working less’ has a higher utility than ‘working more’ suggesting that respondents have a strong diminishing marginal utility derived from consumption goods and that they are prepared to substitute consumption goods for increased leisure time. Together, these estimates can be considered to represent the respondent’s diminishing marginal willingness to pay for an increase in leisure time.  Given that employed respondents, on average, work 47 hours per week this result is less than surprising.
The attribute type of work in its level ‘services’ also has a high WTP/WTA figure. This shows that respondents are prepared to see a reduction of 9.5 per cent of their wage in order to select a job option in the service sector. The following WTP/WTA in terms of magnitude relates to the attributes supervision ‘you work alone and possibly, ‘you supervise other workers’ and location of the residence. Respondents appear to be willing to select options in which the residence is located in an urban area only if this is counterbalanced by an increase in wage of about 6 per cent. 
The following WTP/WTA figures, in terms of magnitude, are those linked to the levels, ‘no transport facilities’ and, ‘agriculture’, for the attributes transport facilities and type of work, respectively. The remaining WTP/WTA figures are lower than 4.5 per cent.
There are two additional columns in Table 5 that report the standard deviation and the 95 per cent confidence intervals for the computed WTP/WTA figures. The confidence intervals are relatively wide for most of these implicit prices figures. A ranking of attribute levels based on the point estimates of WTP/WTA could therefore vary if different values within the intervals are considered. For this reason, the ranking of the implicit price figures should be treated with caution.
7. Discussion and Conclusions
At the beginning of the reforms and during the transition period rural labour markets in CEECs were characterised by an inefficient allocation of labour among the different sectors of the economy and across the different territories. In many cases, an overemployment in the agriculture sector, a rising level of unemployment and a general loss of job security have been observed in rural areas (Bojnec, et al., 2003; Dries & Swinnen, 2002). This study tried to provide a better understanding of rural labour adjustments through the identification and quantification of the determinants of vocational and locational choice.
The application of CE to the analysis of labour supply seems appropriate. The study suggests that the CE methodology is flexible enough to incorporate the complex monetary and non-monetary aspects of vocational and residential choices facing individuals in the labour market. This CE application does appear to provide a consistent and tractable means of understanding the motivations of individuals. Importantly, the low percentage of status quo only respondents and the significance of most of the attribute levels do lend support to this assertion. A satisfactory number of coefficients proved to be significant and in the majority of the cases the signs were in line with the theory and a priori expectations. These results were also confirmed by the application of LR tests. This does not only provide evidence of a good initial selection of attributes and levels, but also indicates that despite the experimental nature of the methodology and the complexity of the questionnaire the respondents did act rationally when facing the different scenarios. 
Results obtained by the application of the MNL model suggest that when facing an employment choice as presented in this experimental survey, individuals do consider the type of activity, the duration of the working day, the wage, commuting distance, supervision, as well as some characteristics linked to the residence like geography and services availability. If for some of these factors like wage, hours of work and commuting distance the influence on choice is not surprising, the influence of the remaining ones, especially those describing service availability, can be of particular interest.
Working activities in the service sector were preferred to activities in industry and the latter was preferred to agriculture. Given the importance of the sectoral distribution of labour in the structure of the regional economy, the preferences of rural inhabitants for different types of work have a considerable informative power and are useful in the discussion about the possible future changes in the labour force structure. Interestingly, respondents engaged in agriculture did not show a clear-cut willingness to move to the other sectors of the economy despite expressing dissatisfaction with the status quo of their job in farming and/or their residence. The same category of respondents also expressed a preference for a continuously supervised activity. This could be interpreted as a wish to continue to work in farming (a desire they clearly expressed) but, perhaps, as employed in one of the farming companies that are slowly making their way in the Slovenian agricultural sector.
Respondents did not appear to be geographically mobile. This was indicated by the results referring to commuting and the relocation of the residence in an urban area. Nevertheless, a certain degree of flexibility has been identified and current commuting times could be increased. In terms of migration, younger respondents appear to be more willing to move to urban areas than their older counterpart. In terms of service availability shopping, entertainment and transport facilities did affect respondents’ choice behaviour.   
In the case of regional or national authorities interested in the design of particular policies targeting the rural economy in general, and the labour market in particular, the determinants of labour and residential choice in the supply side of the market could play an important role in helping the definition of instruments, priorities, timing of the actions and attainable targets. The results of this analysis show that wage differentials may not be the only instrument to control or smooth adjustments among sectors and geographical areas. Policy makers’ may use some of these non-wage instruments to satisfy specific objectives in order to improve the welfare of the population as they may be an important stimulus of individuals’ decisions. From the point of view of migration, the study identified disutility attached to a residence in an urban area. This is an important point that should be taken into consideration in the formulation of any policy aiming at the relocation of economic activities and, as a consequence, of population across the regional territory. 
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