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Thesis Preview
The present Thesis entitled ‘Breeze-forced oscillations and strongly non-
linear tide-generated internal solitons’ was developed at the Universidad de
Las Palmas de Gran Canaria and the Royal Netherlands Institute for Sea
Research. Financial support for this PhD study was provided by the Min-
istry of Science and Innovation (Spanish Government) through a FPU grant
awarded to D. Borja Aguiar Gonza´lez, and the research project PROMECA
(CTM2008-04057/MAR), whose Chief Investigator is Dr. A´ngel Rodr´ıguez
Santana.
This PhD research has been co-supervised by Dr. A´ngel Rodr´ıguez San-
tana and Dr. Jesu´s Cisneros Aguirre from the Department of Physics at the
Universidad de Las Palmas de Gran Canaria, and Dr. Theo Gerkema from
the Department of Physical Oceanography at the Royal Netherlands Institute
for Sea Research.
The structure of the Thesis is organized as follows. The first half of the doc-
ument deals with breeze-forced oscillations. Chapter 1 introduces the ‘state of
the art’ on the study of this phenomenon. Next we present an observational
study on breeze-forced oscillations poleward of the critical latitude for diurnal-
inertial resonance along Chapters 2–3. The second half of the document is
devoted to modeling strongly nonlinear tide-generated internal solitons. Sub-
sequently, Chapter 4 provides the empirical and theoretical background on
the phenomenon of study. Chapter 5 presents the derivation of a theoretical
model on strongly nonlinear tide-generated internal solitons; and, Chapter 6
discusses on numerical experiments performed with the derived model. Con-
clusions and future research are presented in Chapter 7. Finally, a summary
in Spanish is included in Chapter 8 as required by the PhD Thesis Regulations
from the Universidad de Las Palmas de Gran Canaria (BOULPGC. Art. 2,
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Chap. 2, November 5th 2008). The references are listed at the end of the
document.
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Presentacio´n de la Tesis
La presente Tesis Doctoral se titula ‘Oscilaciones forzadas por las brisas y
ondas internas solitarias de origen mareal fuertemente no lineales’ y se ha de-
sarrollado entre la Universidad de Las Palmas de Gran Canaria y el Royal
Netherlands Institute for Sea Research. La financiacio´n ha procedido del
Ministerio de Ciencia e Innovacio´n (Gobierno de Espan˜a) a trave´s de la con-
cesio´n de una beca del Programa de Formacio´n de Profesorado Universitario
(FPU) al doctorando D. Borja Aguiar Gonza´lez, y del proyecto de investi-
gacio´n PROMECA (CTM2008-04057/MAR), del cual el Dr. A´ngel Rodr´ıguez
Santana es Investigador Principal.
Esta Tesis Doctoral ha sido codirigida por el Dr. A´ngel Rodr´ıguez Santana
y el Dr. Jesu´s Cisneros Aguirre, ambos del Departamento de F´ısica de la
Universidad de Las Palmas de Gran Canaria, y por el Dr. Theo Gerkema del
Departamento de Oceanograf´ıa F´ısica del Royal Netherlands Institute for Sea
Research.
La estructura del documento se ha organizado de la siguiente manera. La
primera parte de la Tesis Doctoral (Cap´ıtulos 1-3) investiga la respuesta del
oce´ano al forzamiento de las brisas. El Cap´ıtulo 1 introduce el ‘estado del arte’
en el estudio de este feno´meno f´ısico. Los Cap´ıtulos 2-3 forman el nu´cleo de
un estudio observacional sobre oscilaciones forzadas por las brisas en latitudes
cr´ıticas para la resonancia diurno-inercial. La segunda parte de la Tesis Doc-
toral (Cap´ıtulos 4-6) desarrolla un modelo teo´rico para la simulacio´n de ondas
internas solitarias de origen mareal fuertemente no lineales. El Cap´ıtulo 4 in-
troduce el ‘estado del arte’ en el estudio de este feno´meno f´ısico. El Cap´ıtulo 5
describe el desarrollo del modelo teo´rico. El Cap´ıtulo 6 presenta la discusio´n de
diferentes simulaciones nume´ricas obtenidas con el modelo. Las conclusiones
y trabajo futuro abarcan el contenido del Cap´ıtulo 7. Por u´ltimo se incluye
v
un resumen en espan˜ol de la Tesis Doctoral en el Cap´ıtulo 8 para cumplir con
los requisitos establecidos por el Reglamento para la Elaboracio´n, Tribunal,
Defensa y Evaluacio´n de Tesis Doctorales de la Universidad de Las Palmas de
Gran Canaria (BOULPGC. Art. 2, Cap. 2, 5 de Noviembre de 2008). Las
referencias citadas a lo largo del documento figuran al final del mismo.
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Summary
The present thesis deals with observations of breeze-forced oscillations and
modeling of strongly nonlinear tide-generated internal solitons. These two
phenomena are of special interest owing to its periodic appearance, specially
in shelf areas, with associated highly energetic motions. The contents of the
seven chapters which compose this thesis are distributed as follows.
The first half of the thesis (Chapters 1-3 ) is devoted to the study of breeze-
forced oscillations around the critical latitudes for diurnal-inertial resonance.
Chapter 1 contains an introduction to the various physical concepts surround-
ing a breeze-forced scenario, i.e. sea-land breezes, near-inertial oscillations,
periodic forcing and near-inertial resonance. In Chapter 2 we study the tem-
poral evolution of resonant breeze-forced oscillations in coastal areas poleward
of the critical latitude for diurnal-inertial resonance (30◦N/S). The research is
based on simultaneous and co-located meteorological and oceanographic data
collected from three REDEXT (Red Exterior de Boyas) buoys deployed around
the Iberian Peninsula: the Gulf of Ca´diz, the Gulf of Valencia and the Cape
Pen˜as area. With this aim, new applications of rotary wavelet analysis are
performed. In Chapter 3 we explore the role of breeze-forced-oscillations on
promoting diapycnal mixing processes. The measurements we used here were
taken during the Maritime Rapid Environmental Assessment 2004 (MREA04)
sea trial off the west coast of the Iberian Peninsula and from a meteorological
land station provided by the Instituto Hidrogra´fico - Portugal. This research
provides observational results of breeze-forced oscillations in the stratified wa-
ters of the Bay of Setu´bal, framed within the critical latitudes (30◦±10◦ N/S),
for diurnal-inertial resonance where they can greatly contribute to triggering
diapycnal mixing.
The second half of the thesis (Chapters 4-6 ) focuses on the modeling of
strongly nolinear tide-generated internal solitons. Chapter 4 starts our re-
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search with an introduction to a solitons scenario in the ocean. Thereof, in
Chapter 5 we derive a new two-fluid layer model consisting of a set of forced
rotation-modified Boussinesq equations for studying the generation and evolu-
tion of strongly nonlinear weakly nonhydrostatic dispersive interfacial waves.
Next we develop and describe the numerical scheme used to solve the model.
In Chapter 6, a set of numerical experiments is presented and discussed. The
results of this chapter validate the model as a useful tool for exploring and
interpreting the conditions under which full nonlinearity effects become im-
portant for soliton generation.
Chapter 7 closes this PhD study presenting an overview of the main scien-
tific contributions and conclusions which arise from results and discussion of
this work.
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Resumen
La presente Tesis Doctoral se centra en el estudio observacional de oscilaciones
forzadas por las brisas y el modelaje de ondas internas solitarias de origen
mareal fuertemente no lineales. El intere´s de estos feno´menos oceanogra´ficos
radica en su aparicio´n perio´dica, especialmente en ambientes de plataforma
continental, con corrientes asociadas altamente energe´ticas. La estructura de
este trabajo de investigacio´n se encuentra dividida de la siguiente manera.
La primera parte de esta Tesis Doctoral (Cap´ıtulos 1−3) abarca el estudio
observacional de oscilaciones forzadas por las brisas en latitudes cr´ıticas para
la resonancia diurno-inercial (30◦±10◦ N/S). El Cap´ıtulo 1 contiene una intro-
duccio´n al feno´meno de las oscilaciones forzadas por las brisas. El Cap´ıtulo 2 se
basa en medidas simulta´neas de datos meteorolo´gicos y oceanogra´ficos proce-
dentes de tres boyas REDEXT (Red Exterior de Boyas) localizadas en el Golfo
de Ca´diz, el Golfo de Valencia y en las proximidades del Cabo Pen˜as. Con
estas medidas, y aplicando la metodolog´ıa de wavelet rotatoria, analizamos la
evolucio´n temporal de oscilaciones forzadas por las brisas en latitudes que se
encuentran por encima de la latitud cr´ıtica para la resonancia diurno-inercial
(30◦N/S). El Cap´ıtulo 3 investiga el papel de las oscilaciones forzadas por las
brisas en la generacio´n de procesos de mezcla diapicna. Los datos proceden
de la campan˜a oceanogra´fica Maritime Rapid Environmental Assessment 2004
(MREA04), que tuvo lugar en la costa oeste de la Pen´ınsula Ibe´rica en Abril
de 2004, y de una estacio´n meteorolo´gica costera del Instituto Hidrogra´fico -
Portugal.
La segunda parte de la Tesis (Cap´ıtulos 4−6) trabaja el modelaje de ondas
internas solitarias de origen mareal fuertemente no lineales. El Cap´ıtulo 4 con-
tiene una introduccio´n al feno´meno de ondas internas solitarias en el oce´ano.
El Cap´ıtulo 5 describe el desarrollo teo´rico empleado para derivar un nuevo
modelo de generacio´n de ondas internas solitarias fuertemente no lineales y
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de´bilmente no hidrosta´ticas. Se detalla adema´s el esquema nume´rico aplicado
para resolver el modelo. Por u´ltimo, el Cap´ıtulo 6 presenta una serie de ex-
perimentos nume´ricos que validan el modelo como una herramienta u´til para
explorar e interpretar las condiciones bajo la cuales los efectos fuertemente no
lineales de las ondas internas solitarias se consideran determinantes para la
adecuada simulacio´n del feno´meno.
El Cap´ıtulo 7 presenta las principales contribuciones y conclusiones del
presente trabajo de investigacio´n, as´ı como futuras l´ıneas de trabajo.
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Chapter 1
Introduction to a
Breeze-Forced Scenario
This chapter presents a review on observations, theoretical and modeling works
from the existing literature on the topic ‘breeze-forced oscillations within the
critical latitudes for diurnal-inertial resonance’, which for short we may refer
in future chapters as ‘resonant breeze-forced oscillations’. In Section 1.1 we
start the introduction to a breeze-forced scenario with a brief description of
the fundamental aspects of sea-land breezes as a forcing to the coastal ocean.
Therein, we focus on the physics of resonant breeze-forced oscillations in Sec-
tion 1.2. We discuss the scope of this PhD study within the described context
in Section 1.3.
1.1 Sea-Land Breezes
Sea-land breezes are thermally-induced winds caused by the differential heat-
ing and cooling of sea and land at diurnal cycles. This phenomenon is sup-
ported due to the ocean has a higher specific heat capacity than land, what
entails that during daytime land warms up more than the ocean and so the
air above it. The process reverses at night time, when land cools more than
the ocean. This results in land-water air pressure differences driving systems
of breezes, generally onshore-offshore, along about two thirds of the earth’s
coasts (Simpson, 1994). Thus we have the scenario where sea-land breezes can
1
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occur, i.e. along coastlines adjacent to large bodies of water: oceans, seas,
lakes, rivers,...
Figure 1.1: Diagram of a Lake Breeze Regime - Idealized illustration of a
typical lake breeze circulation and its associated front. The dashed line represents
the outer boundary of the inflow layer. The frontal zone is not shown to scale.
[From Sills (1998)].
A general description of a sea-land breeze event may start with calm
weather conditions where surface pressures over land and sea are initially the
same along a straight coastline. After daytime insolation, air over land is
heated and starts to expand. Then, a fall of the pressure at low levels in the
atmosphere inland leads to a pressure gradient between air over land and air
over sea. Once the pressure gradient is acting, one can say the onset of the
breeze system has taken place. This pressure gradient working during daytime
is the driving force of the onshore surface winds known as ‘sea breezes’.
Figures 1.1 and 1.2 show two idealized schemes for a breeze system. These
schemes detail lake-land breezes acting in the Great Lakes (North America)
2
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based on previous literature values (Moroz, 1967; Lyons, 1972; Lyons and Ols-
son, 1973; Keen and Lyons, 1978) and allow us to explain the main dynamics
of sea-land breezes. However, though thickness layer and velocity values main-
tain rather similar numbers, it should be noticed that horizontal scales have
been observed to be longer in oceanic areas in comparison with those in lake-
land breeze systems (Simpson, 1994; Hyder et al., 2002; Rippeth et al., 2002;
Simpson et al., 2002; Gille et al., 2003; Zhang et al., 2009; Hyder et al., 2011).
Oceanic horizontal scales may extend from several tens to a few hundreds of
kilometres alongshore, and more than 100 km offshore from the coast (Simp-
son, 1994; Gille et al., 2003; Aparna et al., 2005; Gille et al., 2005; Zhang et al.,
2009).
Figure 1.2: Diagram of a Land Breeze Regime - Idealized illustration of a
typical land breeze circulation and its associated front. The dashed line represents
the outer boundary of the outflow layer. The frontal zone is not shown to scale.
[From Sills (1998)].
The thickness of the sea breeze layer may reach a height from the surface
between 300− 1000 m, depending on the site, with typical wind speeds about
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4− 7 m s−1 (Figure 1.1). Nonetheless, it has been also found that it can even
exceed 10 m s−1 in some cases (Pattiaratchi et al., 1997). This cool and wet air
flowing inland converges to the warm and dry air ascending from the heated
land. The result is a frontal zone (1-2 km wide) parallel to the coast where a
line of cumulus clouds tends to arise. This cloud formation is an evidence of
the so called ‘sea-breeze front’. Above the sea breezes flowing inland, a weaker
return flow of 2− 4 m s−1 balances the system at a height of ∼ 500− 2000 m,
and sinks over inshore waters closing the sea breeze cell.
During the night time and the early morning, land becomes cooler than the
ocean and the process reverses (Figure 1.2). Thereof, the air contracts inland
and descends creating a zone of relatively high pressure. The consequent
pressure gradient between land and sea drives the onset of the seaward winds
known as ‘land breezes’ (Figure 1.2). The cooling of the atmosphere over land
is restricted to a shallower layer at night than the layer of heating of the air
during the day time. This makes land breezes to be tipically shallower and
weaker than sea breezes. Therefore, the thickness of the land breeze layer
presents a lower height varying between 50− 400 m with typical wind speeds
< 4 m s−1. These offshore breezes are balanced by a return flow (< 1 m s−1)
over sea moving landward at a height of 100 − 1000 m and descending over
the coast. In this case, the convergence zone tends to form cumulus clouds
over the sea, where the air flows upward. This boundary is known as the
‘land-breeze front’.
As expected from thermally-induced winds, the strength of sea-land breeze
systems is directly proportional to the temperature gradient between air over
land and air over the ocean (Pielke and Segal, 1986). Hence, frequency and
intensity of sea-land breeze events are higher during periods of strong daytime
heating and night time cooling in the absence of large scale wind systems.
In tropical and subtropical climates, where the atmospheric pressure gradient
between land and sea tends to be steady throughout the year, sea-land breeze
events are expected to occur at any season. On the contrary, in temperate cli-
mates, sea-land breezes have often to overcome winds from different directions
driven by the passage of cyclones and anticyclones which affects its appearance
(Simpson, 1994). At these latitudes, the breeze system needs a temperature
difference between land and sea which must be large enough to promote breezes
getting over large scale wind systems. Therefore, they are most frequently ob-
served during spring and summer months when large sea-land temperature
differences are accompanied by favourable synoptic conditions. A nice exam-
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ple of seasonal variability for sea-land breezes is shown in Zhang et al. (2009)
for the Texas-Lousiana shelf (Figure 1.3). They use a wavelet power spectrum
of the eastwest wind component to evaluate the temporal evolution of the
wind variance at a location on the shelf from December 1997 to April 2004.
As it can be seen from the spectrum, the magnitude of diurnal wind variance,
mainly associated with sea breeze, peaks in summer months (June-August)
and is weaker during the nonsummer months (September-May) (Zhang et al.,
2009).
Figure 1.3: Seasonal Variability of Sea-land Breezes on the Texas-
Louisiana shelf - (top) Wavelet power spectrum (unitless) of the normalized
10-m eastwest wind component (mean value was subtracted from the time series
and then normalized by the standard deviation) at NDBC buoy station PTAT2
(27.838◦N, 97.058◦W). Only significant values are plotted, which are >95% confi-
dence for a red-noise process with a lag-1 coefficient of 0.72 (Torrence and Compo
1998). (bottom) The gray solid curve is the frequency- (period) averaged wavelet
variance time series (m2 s−2) over the 0.831.17 cpd band during the observa-
tion period. The black solid curve is the 3-month low-passed values of the gray
curve. The horizontal gray dashed line is the 95% confidence level. The black
bars indicate summer periods. [From Zhang et al. (2009) - Fig. 2].
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Along a straight coastline and over a flat terrain, the sea breeze initially
extends out to sea as well as inland at right angles to the coast. Along the day-
time, the breeze direction shifts a few degrees anticyclonically due to Earth’s
rotation and, after a period of time, may approach geostrophic balance flowing
approximately parallel to the coastline if the circulation is long lived (Lyons,
1972), particularly at offshore locations. The period of time the breeze direc-
tion would take for this shift is related with the Coriolis parameter and so
depends on the latitude. Land breezes, in contrast, are usually less shifted, no
more than 20-30◦.
Nevertheless, most coastlines are irregular what induces areas of breeze
convergence and divergence. Hence, wherever the coast is not straight, the
shape of the shoreline makes the result more complicate and the breezes flow
will not be uniform. Simpson (1994) showed in a simple diagram (Figure 1.4)
how the sea breezes converges (the land breezes diverges) at convex coasts;
and, inversely, the sea breezes diverges (the land breezes converges) when the
coast is concave. Accordingly, convergences zones which promotes strong sea
breezes during daytime (and weaker divergent land breezes at night) can be
found in capes, peninsulas, etc. And divergent sea breezes (convergent land
breezes) occurr more frequently in bays, gulfs, etc.
Wind shifts, in addtion to those produced by Earth’s rotation and irregu-
larities along the coastline, may be also produced by the presence of coastal
topography. This effect tends to shift the sea-breeze direction later in the day
towards the main heated land mass further inland. All these factors together
make the behaviour of a sea-land breeze event to be not straightforward. The
result can be as surprising as we may find breezes rotating at different senses
over relatively close areas, oscillating even against Earth’s rotation (Simpson,
1994).
The fact of sea-land breeze systems are not determined by solely one as-
pect, but depend on the interaction of several local factors, presents important
consequences on forcing the coastal ocean. As one can imagine, a clockwise
rotating wind system will not produce the same ocean response at a given lati-
tude than a counterclockwise rotating wind. Thus, an appropiate methodolgy
which allow us to characterize in time-frequency space both the amplitude and
rotating properties of sea-land breezes is crucial to further explore dynamics
of breeze-forced oscillations in the ocean. On the basis of these arguments,
we find rotary wavelet method (Appendix A) a suitable option to this kind of
studies, though to our knowledge it has no been yet applied in the literature.
6
1.2 Breeze-Forced Oscillations
Figure 1.4: The Effect of Coastlines on Sea Breezes - The effect of curved
coastlines on the strength of the sea breeze. It is strengthened by convex coasts
and weakened by concave ones. [From Simpson (1994) - Fig. 7.1].
1.2 Breeze-Forced Oscillations
In coastal areas where dominant wind is driven by a pressure gradient between
air over land and over sea at diurnal cycles (‘sea-land breezes’), the ocean may
be forced in response to this periodic transfer of momentum. The motion
which results from this forcing is known as ‘breeze-forced oscillations’ (BFOs).
These forced-motions are characterized by anticyclonic rotation at the diur-
nal frequency and a 180◦ out of phase configuration between currents flowing
above and below the pycnocline. To the reader’s eyes this description could
perfectly match to that attributed to ‘free’ near-inertial motions acting near
30◦N/S, where inertial and diurnal periods are close to each other. However,
although breeze-forced oscillations are a type of near-inertial motions, and so
the similarity, the former presents some features which makes them different.
In general terms, near-inertial oscillations (NIOs) arise in response to im-
pulsive injections of momentum, which may be caused by changes in the
7
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wind stress vector (Pollard and Millard, 1970) or by the transient response
in a geostrophic adjustment process (Gill, 1984). The resulting motions are
driven by a dynamic balance between the geostrophic and radial accelerations,
which makes them rotate anticyclonically at the local inertial frequency f. The
surface-generated oscillations are consequently more energetic in the surface
layers, and propagates downwards through the water column via internal fric-
tion (Qi et al., 1995). Consequently, there is an increasing phase delay and
decresing energy with depth relative to near-inertial currents rotating at shal-
lower layers. The vertical structure is thus characterized by a first baroclinic
mode with a phase shift of ∼ 180◦ between surface and bottom layers (Millot
and Crepon, 1981; Orlic´, 1987; Salat et al., 1992; Knight et al., 2002). These
‘free’ motions may last for many oscillatory cycles, especially in regions where
the frictional damping is weak.
On the contrary, breeze-forced oscillations are ‘periodic’ inertial motions in
response to a more regular forcing close to the inertial frequency (Hyder et al.,
2011). At first, the ocean response seems analogous to that exhibited by ‘free’
near-inertial oscillations, anticyclonic currents rotating phase-shifted above
and below the pycnocline. Nevertheless, these wind-generated oscillations near
coastal areas differ from purely near-inertial oscillations in several aspects that
we describe now, and which respond to the nature of its driving force: the sea-
land breezes.
Regarding to its time variability, breeze-forced oscillations are of higher
appearance and intensity during summer months, according to its forcing vari-
ability. Throughout this seasonal period, atmospheric pressure gradient due
to enhanced diurnal heating and cooling cycles promotes stronger breezes with
uninterrupted phase, and subsequently the transfer of energy to the ocean re-
sults in a diurnal band which is highly enriched within the kinetic spectrum.
For instance, Zhang et al. (2009) examine the breeze-forced oscillation vari-
ability on the Texas-Lousiana shelf (TLS) using wavelet analysis. Thus, they
presented the wavelet power spectrum of the north-south current time series
at 14 m in order to highlight how the diurnal-inertial band (DIB) peaks in
summer compared to nonsummer seasons (Figure 1.5). In their analysis they
also found that, while stratification helps the enhacement of the DIB current
variance, the deepening of the mixed layer depth appears to weaken it (Zhang
et al., 2009).
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Figure 1.5: Seasonal Variability of Breeze-Forced Oscillations on the
Texas-Louisiana shelf - (top) Wavelet power spectrum (unitless) for the hourly
northsouth current time series at the upper meter (14 m) of mooring 21. Only
significant values are plotted, which are those >95% confidence for a red-noise
process with a lag-1 coefficient of 0.72 (Torrence and Compo 1998). The two
gray lines on either end indicate the cone of influence, where edge effects become
important. (bottom) The gray solid curve is the frequency- (period) averaged
wavelet variance time series (cm2 s−2) over the 0.831.17-cpd band during the
observation period. The black curve is the 1-month low-passed values of the gray
curve. The horizontal gray dashed line is the 95% confidence level. The black
dasheddotted curve is the 2-day running averaged salinity time series at the top
meter of mooring 21. [From Zhang et al. (2009) - Fig. 4].
It is also remarkable, that rotating currents from breeze-forced oscillations
are of similar magnitude at all depths across the shelf and to the shelf edge
(e.g. Figure 1.6), with apparently no phase propagation effects downwards, as
it happens for inertial oscillations. Craig (1989b) proposed that flow reversal
at depth is forced through a barotropic surface slope driven by the breezes,
and as a result of the no-normal-flow condition at the coastal boundary (see
also Webster (1968); Chen and Xie (1997)). Thus, breezes would be able
to transfer energy to the near bed through a pressure gradient which is of
comparable magnitude to the surface forcing but opossite in phase. This
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mechanism (which is further detailed in Section 1.2.1-1.2.2) has been modeled
with success to account the observed energetic phase-shifted currents in the
lower layers (Rippeth et al., 2002; Simpson et al., 2002).
Figure 1.6: Breeze-Forced Oscillations on the Namibian shelf - The
observed vertical structure of eastward and northward currents over a fifteen day
period from 28 December 1998 00:00 GMT to 12 January 1999 00:00 GMT. Note
these are observed total current with the mean over the 15-day period removed
from both current components (i.e. no filtering has been applied). [From Hyder
et al. (2011) - Fig. 6].
Unlike ‘free’ inertial motions, which present a random phase evolution as a
result to impulsive injections of momentum, breeze-forced oscillations exhibit
an almost constant phase evolution in time while being forced at a specific
frequency (that from the sea-land breezes). In this regard Simpson et al.
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(2002) show an illustrative example for a breeze forcing which is interrupted
(after day 31 in Figure 1.7) and the resultant motion switches to the inertial
frequency so that, when viewed as a diurnal-forced motion, there is a regular
increase in the phase lag with time (Figure 1.7). Thus the alternation of
diurnal-forced and transient-inertial oscillations is an expected feaure of wind-
forced motions. Additionally, some authors Hyder et al. (2002); Rippeth et al.
(2002); Sobarzo et al. (2007); Hyder et al. (2011) have also observed in time
series data that there is a beat period of ∼ (2π/(ω − f) in which the strength
of the periodic diurnal current components (ω) oscillates in combinaton with
free phase inertial current components (f).
Geographically, near-inertial motions are a widespread feature in deep and
coastal oceans which brings into play an important source of energy available
for mixing (Webster, 1968; Millot and Crepon, 1981; Salat et al., 1992; Font
et al., 1995; van Haren et al., 1999; Knight et al., 2002; van Aken et al.,
2005; Sobarzo et al., 2007; Chaigneau et al., 2008). However, near-inertial
energy level is not uniform worlwide and is more variable than the rest of the
spectrum (Fu, 1981; Garret, 2001; Gerkema and Shrira, 2005). Breeze-forced
oscillations contribute (among other phenomena not addressed here) to those
geographical differences on the near-inertial energy levels. This is based on
the fact that depending on the latitude in which the breeze forcing is acting,
the ocean response may be resonant. Thus, near 30◦ N/S, inertial and diurnal
periods are close to each other and the transfer of momentum and energy from
breeze forcing to inertial motions can be significantly increased (Hyder et al.,
2002; Rippeth et al., 2002; Simpson et al., 2002; Sobarzo et al., 2007).
On the basis of all mentioned differences between breeze-forced oscillations
and ‘free’ near-inertial oscillations, valuable efforts have been done in the last
decades to develop theory and model breeze-forced oscillations (Craig, 1989b;
Chen and Xie, 1997; Rippeth et al., 2002; Simpson et al., 2002; Hyder et al.,
2002, 2011). In the following, we review theoretical and modeling works which
focus on the observed behaviour of the ocean to breeze forcing. Additionally,
we point out those modeling results which predict interesting features not yet
confirmed with observations and thus needed of further research. This review
provides a deeper insight into the physics behind the generation and evolution
of breeze-forced oscillations.
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Figure 1.7: Phase Evolution of Breeze-Forced and Free Near-Inertial
Oscillations - Amplitude and phase of the diurnal motion over the full recording
period. (a) Current at 34-m anticlockwise (*) and clockwise (+), (b) current at
126 m anticlockwise (x) and clockwise (•), (c) phase of anticlockwise component
at 34 m (*) and 126 m (x), (d) wind amplitude as anticlockwise (*) and clockwise
(+) components, and (e) phase of the wind components (*) anticlockwise and
clockwise (+). The straight sloping line in (c) indicates the rate of phase change
of a pure inertial oscillation (15.5◦ d−1). [From Simpson et al. (2002) - Fig. 7].
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1.2.1 Periodic Forcing and Near-Inertial Resonance
Theoretical and modeling advances on the ocean response produced by pe-
riodic forcing (tidal and wind forcing) at a particular frequency have been
greatly benefited from the studies of Battisti and Clarke (1982) and Craig
(1989a,b). In the following we describe the dynamics of breeze-forced oscilla-
tions by introducing some recent illuminating works.
Critical Latitudes for Resonance
The essential mechanism and latitudinal variation of diurnal wind-forced
motions are clearly illustrated in Simpson et al. (2002) with a simple slab
model for a water column of depth H vertically uniform in velocity forced
by an oscillating wind stress τs with no horizontal pressure gradients (Fig-
ure 1.8). Frictional damping is introduced linearly via (−ru,−rv), leaving the
dynamical equations for the complex velocity w = u+ iv as
∂w
∂t
+ ifω =
−rw + τs
ρH
(1.1)
Then, the complex amplitudes for clockwise (W−) and anticlowise (W+)
forcing at frequency ω are
W− =
A−
i(f − ω) + r′ ; W+ =
A+
i(f + ω) + r′
(1.2)
where τs/(ρH) = A±e
±ωt and r′ = r/(ρH). As it can be seen in Figure 1.8
(top), the ocean response is resonant (W → A/r′) for the clockwise case at
the critical latitud of 30◦N where f = ω, and for the anticlockwise case at the
critical latitud of 30◦S where f = −ω. In other words, the ocean response is
resonant when diurnal and inertial periods are close to each other. Under these
circumstances, current and forcing are in phase and the transfer of momentum
and energy is significantly enhanced. It is also shown that the phase of the
current changes rapidly between limiting values of +π/2 and −π/2 farther
than 30◦N/S, and that this effect is sharper when using a higher coefficient
for frictional damping.
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Figure 1.8: Slab Model of Forced Oscillations - Variation of the response
function Z = W/A with latitude for a simple slab model of forced oscillations
with r′ = 10−5, 2 10−5, 410−5s−1. The amplitude (a) and phase (b) are shown
for clockwise (solid line) and anticlockwise (dotted line). [From Simpson et al.
(2002) - Figure 1].
Dynamics of Rotary Breeze-Forced Oscillations
If we now move a step forward, we find the two-layer model developed
by Simpson et al. (2002), which allows us to introduce the physics behind
breeze-forced oscillations in coastal areas. They hypothesised an oscillatory
diurnal wind stress acting directly at the ocean surface and in the presence of
a coast. This condition produces a coast-normal surface slope variation which
drives the transfer of momentum to the whole water column though a pressure
gradient of comparable magnitude but opposite in phase to the surface forcing.
From this starting point, Simpson et al. (2002) use a frictionless two-layer
14
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analytical model with the upper layer being forced by a diurnal wind stress
and the opposing surface slope resulting from this wind forcing; and, the lower
layer being forced solely by the surface slope. This external pressure gradient
forces the lower layer leading to phase-shifted motions with relatively the same
amplitude as in the upper layer. The model successes on reproducing the key
features of reported breeze-forced oscillations in the literature: anticyclonic
currents rotating ∼ 180◦ out of phase above and below the pycnocline with
energetic amplitudes of similar magnitud and almost constant phase within
every layer (Chen et al., 1996; Rippeth et al., 2002; Simpson et al., 2002; Zhang
et al., 2009; Hyder et al., 2011). In contrast to what is observed with free
near-inertial motions (Millot and Crepon, 1981; Orlic´, 1987), which exhibit
an increasing phase delay and less energetic currents in deeper waters due
to momentum is transferred downward through the shear stress described by
classical Ekman theory.
Simpson et al. (2002) set their simple two-layer model to account the di-
urnal wind-forced ocean response as follows. They consider the flow in a shelf
region bounded by a coastline extending in the y direction at x = 0 and with
a depth profile H(x). The layers are assumed to be uniform in density (ρ) and
velocity (u, v) but decoupled from each other by a frictionless interface. Depth
of each layer is given by h1 and h2, the upper and lower layers, respectively.
The motion is forced by an oscillatory wind stress (τx, tauy) at the diurnal
frequency ω, which acts directly only at the surface layer. Hence, they de-
rive the following momentum equations for the upper (subscript 1) and lower
(subscript 2) layers
∂u1
∂t
− fv1 = τx
ρh1
− g ∂η
∂x
, (1.3)
∂v1
∂t
+ fu1 =
τy
ρh1
;
∂u2
∂t
− fv2 = −g ∂η
∂x
, (1.4)
∂v2
∂t
+ fu2 = 0;
where η is the surface elevation, g is gravitational accelaration, and f is the
Corilis frequency. The key component of this model enters into play through
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the ‘Craig approximation’ (Craig, 1989b) (eq. 1.5), which sets up the role
of the coastal boundary inducing a pressure gradient in response to surface
stress forcing. The approximation derives from the lowest order vertically
integrated solution, after assuming that the ratio of the shelf width L to the
barotropic wavelength 2π(gH)1/2/ω is small. This requirement of the ‘Craig
approximation’ implies that the time of transit of a barotropic wave accross
the shelf is small in comparison to the inertial period. Then, the surface slope
induced by the applied wind stress can be defined as
∂η
∂x
=
τx + i(f/ω)τy
ρgH
. (1.5)
Because of the no-normal-flow condition at the coast, the diurnal cross-
slope wind stress τx generates an opposing surface slope component. In ac-
cordance, the diurnal alongshore wind stress τy induces a coast-parallel, depth
uniform current V = iπ/(ωgH) that, in geostrophic balance, requires a surface
slope component of amplitude (f/ω)τy/(ρgH).
As the system is derived, it is clear that the wind stress forcing and the
opposing surface slope govern the upper layer, while in the lower layer only
operates the induced surface slope variation (the pressure gradient associated
with the surface slope acts throughout the entire water column).
Defining the complex velocity as w = u+ iv =Weiωt, and introducing the
‘Craig approximation’ into the momentum equations, eq. (1.3) and eq. (1.4),
Simpson et al. (2002) describe the diurnal-inertial resonance in the Southern
Hemisphere through the regular oscillatory solutions for anticlockwise motion
W1 =
γTx + i(γ + f/ω + 1)Ty
iρH(f + ω)
; (1.6)
W2 =
−(Tx − if/ωTy)
iρH(f + ω)
. (1.7)
with γ = h2/h1, positive ω corresponding to anticlockwise motion; Tx
and Ty being the complex amplitudes of the wind stress; and W1 and W2
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the complex amplitudes of the motion in upper and lower layer, respectively.
Thus, the ocean response, eq. (1.6) and eq. (1.7), for the anticyclonic motion
will be enhanced at latitudes close to 30◦ S where it enters in resonance whith
f → −ω so that f/ω → −1 leading to
W1 ≈ γTx + i(γ + iTy)
ρH(f + ω)
≈W2. (1.8)
This particular solution for the steady state response of the ocean near
critical latitudes reproduces the main features of observed wind-forced diurnal-
inertial oscillations that may be influenced by land boundaries (Chen et al.
(1996); Rippeth et al. (2002); Simpson et al. (2002); Zhang et al. (2009);
Hyder et al. (2011)). The phase of the forced-motion oscillating within the
diurnal-inertial band is shifted by 180◦ between upper and lower layers, and
the velocity amplitude is of comparable magnitude in the two layers when the
factor γ, which is a function of the depth of the pycnocline, is of order unity
as it occurrs in the study area of Simpson et al. (2002). Analogous effects
are obtained from the regular oscillatory solutions for clockwise motion in the
Northern Hemisphere (see Rippeth et al. (2002)). The ocean response is then
enhanced at latitudes close to 30◦ N where f → ω (Northern Hemisphere) and
the motion is resonant. In both hemispheres, the ocean response to cyclonic
forcing at the diurnal frequency is remarkably weaker in the ratio | (f + ω) |
/ | (f − ω |).
It should be noted that the previous model (Simpson et al., 2002) ignores
internal and frictional effects in the mechanism. However, these effects of
frictional coupling between layers have been further explored by Rippeth et al.
(2002) using a continuos model with friction based on the same dynamics as
the model of Simpson et al. (2002). Hence, the new model includes many
more layers and shear stresses specified in terms of an eddy viscosity. This
modeling work was tested for four different cases (Figure 1.9): run A including
a pycnocline and the coastal boundary condition; run B including a pycnocline
but not a coastal boundary condition; run C not including a pycnocline, but
the coastal boundary condition; and, run D not including neither a pycnocline
nor the coastal boundary condition. The aim was to evaluate whether the
coastal boundary condition or an existing pycnocline determines the vertical
structure of wind-forced motions.
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Figure 1.9: A Continuos Model with Friction of Forced Oscillations -
Results from the continuous model. The predicted near surface (solid line) and
near bed (dotted line) along-shore current components. (a) Run A: results from
the model run which includes a pycnocline and the coastal boundary condition.
(b) Run B: results from the model run which includes a pycnocline but does not
include a coastal boundary. (c) Run C: results from the model run which includes
the coastal boundary but no pycnocline. (d) Run D: results from the model run
with no coastal boundary or pycnocline. [From Rippeth et al. (2002) - Fig. 9].
Run results only reproduced the characteristic phase shift and the pen-
etration of energy to near the bed in the cases where the coastal boundary
condition was included (run A and run C in Figure 1.9), whereas in its absence
(run B and run D) forced motions did not exhibit these features. The authors
also found that internal shear stresses did not greatly modify the frictionless
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response to forcing (run A and run C), and confirmed that the reverse flow in
the lower layers primarily results from a barotropic pressure gradient (‘Craig
approximation’) set up by the applied wind stress and the no-normal-flow con-
dition at the coastal boundary, which is the basis of the model. Consequently,
these results point out that the upper and lower layers of breeze-forced mo-
tions behave differently than those in purely inertial motions, where the out
of phase layers are not driven by a constant forcing but by phase propagation
effects and the pycnocline has as well a main role in the propagation.
Modeling results from Rippeth et al. (2002) also find a beating cycle be-
tween diurnal and inertial periods, despite using a diurnal forcing. In the
case of runs without a pycnocline (runs C-D), the beating dies after 4 days
as the transient signal is damped out, leaving a steady state diurnal period
solution. This behaviour appear to be consistent with previously mentioned
beat periods found in observational data (Hyder et al., 2002; Sobarzo et al.,
2007; Hyder et al., 2011).
1.2.2 Stratification and Vertical Mixing
Near-inertial oscillations close to the critical latitude for diurnal-inertial reso-
nance play an important role on vertical mixing processes, specially in coastal
stratifed areas with low tidal energy (Rippeth et al., 2002; Simpson et al., 2002;
Hyder et al., 2011). As highlighted in Hyder et al. (2011), earlier suggestions
that NIOs brings into play around half the kinetic energy in the worlds oceans
(Pollard and Millard, 1970; Pollard, 1980, 1970) are now confirmed with new
observations. Thus, an estimated energy flux of ∼ 0.5−0.7 TW can be found in
the literature, a value comparable with that from the internal tides of 0.9TW
(Park et al., 2005; Watanabe and Hibiya, 2002; Alford, 2003a,b; Munk and
Wunsch, 1998).
The first baroclinic mode of NIOs, with antiphase motions between layers
above and below the pycnocline, carries along high vertical shears which pro-
mote dissipation and vertical mixing in stratified areas. Previous works about
strong inertial oscillations (Knight et al., 2002; van Haren, 2000) estimated
the gradient Richardson number, Ri, to assess mixing conditions promoted by
NIOs. This nondimensional number is calculated by
Ri =
N2
S2
, (1.9)
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where N2 is the squared Brunt-Va¨isa¨la¨ frequency (squared buoyancy fre-
quency), and S2 is the squared vertical current shear applied to a fluid parcel.
The squared Brunt-Va¨isa¨la¨ frequency is given by
N2 = − g
ρ0
∆ρ
∆z
, (1.10)
where ρ is the potential density calculated from temperature and conduc-
tivity data; g is the gravity constant; ρ0 is the averaged potential density; and
∆z is the vertical distance between the top and the bottom of the fluid parcel.
Finally, the vertical squared shear is given by
S2 =
(∆u
∆z
)2
+
(∆u
∆z
)2
, (1.11)
where ∆u and ∆v are the east-west and north-south current differences
between the top and bottom of the fluid parcel, respectively. Then, typical
values for Ri < 1 indicate the generation of Kelvin-Helmholtz instabilities
caused by the vertical shear that triggers mixing in a stratified fluid (Miles,
1986; Van Gastel and Pelegr´ı, 2004). On the contrary, if Ri >> 1, buoyancy
is dominant since there is insufficient kinetic energy to homogenize the water
column.
Knight et al. (2002) estimated Ri using ADCP and CTD data in the North
Sea and found values less than 1 when strong inertial currents carried large
vertical shears across the thermocline, although never approached to critical
values of 0.25. Dissipation measurements were also made and indicated that
mixing within the thermocline layer was more intense and was associated to
high mean thermocline diffusion coefficients when large inertial current shears
were acting. Modeling results and observations in the North Sea (van Haren,
2000) also support the importance of tidal and inertial shear across stratifica-
tion for vertical exchange likely due to internal shear-driven turbulence.
If we now consider inertial motions acting around the critical latitudes for
diurnal-inertial resonance, one finds that the near-resonant response to diurnal
wind forcing involves an efficient transfer of momentum and energy to the
ocean with diurnal-inertial motions dominating the kinetic energy spectrum
(Simpson et al., 2002). Under these conditions, it is reasonable to expect
that breeze-forced oscillations represent the major source of turbulent kinetic
energy driving vertical mixing, specially in the absence of friction resulting
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from strong tidal motion (Rippeth et al., 2002; Simpson et al., 2002; Hyder
et al., 2011). Nevertheless, observations of vertically sheared flows are not in
themselves evidence of mixing as rightly pointed out by Zhang et al. (2009).
To our knowleddge, they published for the first time a time series analysis of
the effects of observed breeze-forced oscillations on the vertical mixing.
Figure 1.10: Effects of Breeze-Forced Oscillations on the Vertical Mix-
ing - (top) The black and grey curves are the Brunt-Va¨isa¨la¨ frequency and
squared shear time series calculated from the temperature, conductivity and
current measurements at mooring 22, respectively. (bottom) Bulk Richardson
number time series calculated from the Brunt-Va¨isa¨la¨ frequency and squared
shear time series (Rib). For clarity, the bulk Richardson number is potted only
when it is less than 50. [From Zhang et al. (2009) - Fig. 10].
Zhang et al. (2009) estimated the bulk Richardson number on the Texas-
Louisiana shelf (TLS) with measurements at two depths (3 and 23 m) at
mooring 22 (28.35◦N, 93.96◦W, ∼ 50 m depth), what allowed them to explore
the stability of the water column during breeze-forced current events as a part
of the LATEX project (Figure 1.10). Thereof, they found that during strong
events of breeze-forced currents (∼12 and 21-24 June 1994) the bulk Richard-
son number was suppresed. The velocity shear increased significantly during
these periods and the stratification decreased, making the bulk Richardson
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number small (on the order of 1 on ∼12 June 1994). And, on the contrary,
they observed the bulk Richardson number became larger because of the in-
crease of the stratification and the significant decrease of the velocity shear
when breeze-forced currents were suppresed after a meteorological front passed
by mooring 22 on 16 June 1994. This analysis supports that strong breeze-
forced current events could signicantly enhance the vertical mixing through
the water column during summer periods of the TLS.
Although sea-breezes have been widely described and reported, further
research is needed to better understand breeze-forced current dynamics around
the critical latitudes for diurnal-inertial resonance; and, subsequently, to assess
the real impact of this atmosphere-ocean interaction on the vertical mixing of
stratified waters.
1.3 Scope of the Study
Hyder et al. (2011) made a valuable effort representing on a world map (Fig-
ure 1.11) the locations where surface rotary diurnal currents have been re-
ported. They indicate observations attributed to wind-forced diurnal currents
with ∗′s; whereas •′s indicate those candidates they suggest that could be
wind-forced motions or re-analysis may help to determine wheter they are in-
deed wind-forced motions. However, the authors are cautious and point out
that this database is not comprehensive, and also that some missing cases
might be masked by, or have been attributed to, tidal forcing.
Figure 1.11 is also used by Hyder et al. (2011) to present expected regions of
diurnal-inertial resonance based on the poleward limit of known observations
for wind-forced rotary diurnal surface currents in the Aegean at 40◦ N (Hyder
et al., 2002), where ω/f ∼ 0.77 (inertial period 18.7 h). Thus, the authors
induced from theory that an estimated equatorward limit might be 23◦ S,
where we find again that ω/f ∼ 0.77 (inertial period 30.9 h).
Resonant regions for tidal forcing are expected to act similarly (Maas and
Van Haren, 1987; Furevik and Foldvik, 1996), and are shown in Figure 1.11
asumming the same ω/f limits for diurnal tidal periods. The result spans
broadly the same latitudes as those for wind-forced motions. Analogously,
semidurnal tidal resonance with the inertial period (Furevik and Foldvik,
1996; Middleton and Denniss, 1993) is expected to be found between 48◦-
90◦ N/S for M2 (period 12.42 h) with resonance at ∼ 75◦ N/S, and between
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50◦-90◦ N/S for S2 (period 12 h) with resonance at the pole.
Figure 1.11: Regions for Diurnal/Semidiurnal Resonance1 - The equa-
torward regions where diurnal winds or tidal forcing would be expected to force
energetic rotary diurnal currents between 23 and 40 N/S are shaded in grey. The
corresponding poleward regions of inertial resonance for semi-diurnal M2 tidal
forcing, between 48 and 90 N/S, are also shaded. [From Hyder et al. (2002) -
Fig. 2].
From the picture of critical latitud mechanisms which enhance the near-
inertial energy band, it is also interesting to mention the parametric subhar-
monic instability (PSI) (Simmons et al., 2004; MacKinnon and Winters, 2005;
Van Haren, 2005; van Haren, 2007), which involves the energy transfer from
semidurnal tides to higher-frequency near-inertial motions at latitudes near
28.8◦ N/S.
However, although the dynamic response to wind-forced periodic surface
slope is similar to that for the tidal forcing, it is important to recall that the
latter acts through the entire water column and, hence, frictional damping
and bottom layer effects may be expected to be more relevant. This condition
need to be considered since it may reduce the extent of the tidal resonant
regions (Hyder et al., 2011).
This PhD study contributes to the described context for ‘breeze-forced os-
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cillations’ providing observational results and analysis from four new locations
on this topic around the Iberian Peninsula and hence framed poleward of the
critical latitude (30◦ N/S) for diurnal-inertial resonance.
Firstly, in Chapter 2 we use time series data from two regions which may
act as a proxy of resonant breeze-forced oscillations poleward of the critical
latitude for diurnal-inertial resonance: the Gulf of Ca´diz and the Gulf of
Valencia. Concurrently we also present time series data from a third region in
which resonance is not expected to occurr. This last region is placed nearby,
but out of the critical latitudes, and serves as a ‘blank test’ for our study: the
Cape Pen˜as area. The research focused in this case on the characterization of
the temporal evolution of observed breeze-forced oscillations. Special attention
is given to the effects of the phase correlation between the breeze forcing and
the subsequent ocean response giving rise to resonant breeze-forced oscillations
and, therefore, enhancing the diunal-inertial energy budget.
Secondly, in Chapter 3 we explore the role of breeze-forced-oscillations on
promoting diapycnal mixing processes. This research provides a new data
set of breeze-forced oscillations in the stratified waters of the Bay of Setu´bal,
framed within the critical latitudes (30◦ ± 10◦ N/S) for diurnal-inertial reso-
nance where they can greatly contribute to triggering diapycnal mixing.
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Chapter 2
Breeze-Forced Oscillations
Poleward of the Critical
Latitude for Diurnal-Inertial
Resonance1
2.1 Outline
The present chapter focuses on the temporal evolution and variability of
breeze-forced oscillations (BFOs) poleward of 30◦ N and near the limit for
diurnal-inertial resonance. Observations were collected from three different
regions around the Iberian Peninsula (from south to north): the Gulf of Ca´diz
and the Gulf of Valencia (both regions being within the critical latitudes for
resonance); and, the Cape Pen˜as area (out of the critical latitudes for reso-
nance). The time series data belong to the REDEXT (Red Exterior de Boyas)
network of oceanographic and meteorological buoys, and were provided by
Puertos del Estado (Spain).
Due to the rotary nature of the process, we find that rotary wavelet anal-
ysis (Torrence and Compo, 1998; Hormaza´bal et al., 2002) is an obvious and
1Aguiar-Gonza´lez B., Hormaza´bal S., Rodr´ıguez-Santana A., Cisneros-Aguirre J.,
Mart´ınez-Marrero. Breeze-Forced Oscillations around The Poleward Limit for Diurnal-
Inertial Resonance. In Preparation to be Submitted to an International refereed Journal
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suitable methodology to study the temporal evolution of breeze-forced oscil-
lations. However, to our knowledge this is the first time that it is applied
with this aim in the literature. Thus, we use rotary wavelet power spectra
to characterize and quantify breeze-forced oscillation variance and variability
according to its driving force, the sea-land breezes.
Additionally, we use rotary wavelet coherency and phase spectra to further
explore how breeze-forced oscillations arise and evolve in time according to
the onset of sea-land breezes; therefore, enhancing the diunal-inertial energy
budget.
This research is based on time series data of surface current velocity and
wind velocity over annual cycles from three REDEXT buoys. Data and
methodology are described in Section 3.2. In Section 3.3 we present and
discuss the main results. Special attention is given to observed differences
between wind-forced diurnal-inertial oscillations within and out of the critical
latitudes for resonance. We summarize the main conclusions in Section 3.4.
Appendix A describes the rotary wavelet method used in this study.
2.2 Data and Methodology
Time series data of surface current and wind velocity were provided by Puer-
tos del Estado (Spain) from the REDEXT (Red Exterior de Boyas) network
of buoys. This network is composed of Wavescan and SeaWatch moorings
measuring oceanographic and meteorological variables all along the spanish
coastline. Locations of these moorings were originally chosen to be represen-
tative of the surrounding ocean dynamics. Data are transmitted in real time
via satellite. After transmission, a control test is applied to guarantee quality
of measurements.
In this work we use REDEXT buoys from two different regions which may
act as a proxy of resonant breeze-forced oscillations poleward of 30◦ N and
near the limit for diurnal-inertial resonance: the Gulf of Ca´diz and the Gulf of
Valencia. The third region of study was intentionally selected nearby but out
of the critical latitudes for diurnal-inertial resonance: the Cape Pen˜as area.
This configuration allow us to count with a ‘blank area’ in which resonance is
not expected to happen in comparison with other two areas where resonance
is expected. Thus, we can better elucidate how important can be a situation
where resonant breeze-forced oscillations occurr as well as how different the
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forced mechanism evolves in both situations. The locations of the three buoys
are represented in Figure 2.1 and their corresponding inertial periods, offshore
distances and depths are listed in Table 2.1.
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Figure 2.1: Oceanographic Buoys - Puertos del Estado - Map of the
Iberian Peninsula showing the oceanographic buoys used in this study and pro-
vided by Puertos del Estado from the REDEXT network (Red Exterior de Boyas).
Isobath of 200 m is highlighted in grey (thick line).
In the Gulf of Cadiz, Gulf of Valencia and Cape Pen˜as area, time series
of surface current velocity are collected from UCM-60 current meters settled
in Seawatch REDEXT buoys, which have been providing oceanographic and
meteorological data since August 1996, September 2005 and March 1998, re-
spectively. The current meter measures velocity at 3 m depth (range: 0 to
3 m s−1 1% accuracy and current direction within ± 1◦). Meteorological sen-
sors (Aandera 2740 and Aandera 3590) measure wind velocity (up to 70 m s−1)
and direction at 3 m over the surface with an accuracy of 1.5% and 1%, re-
spectively (Criado-Aldeanueva et al., 2009). Both surface current and wind
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velocity data are obtained by averaging the measurements of the first 10 min
of each hour, providing hourly data to the user. All data marked as of du-
bitous quality by Puertos del Estado during control tests were discarded from
our analysis. Gaps in time series, usually due to maintenance or failure of
the instruments, have been linearly interpolated when its duration was less
than 8 hours. Longer gaps have been left blank. Years with high recurrence
of long period gaps were not considered in our study for clarity on the data
representation over annual cycles. Additionally, prior to any further analy-
sis, principal tidal constituents were removed from the current measurements
using the T Tide Harmonic Analysis Toolbox of Pawlowicz et al. (2002) to
eliminate the influence of principal tidal energy (Zhang et al., 2009).
Buoy Position Offshore Dist. (km)/ Inertial
(Code) (Lat./Long.) Depth (m) Period (hr)
Gulf of Ca´diz (2342) 36.48◦/-6.96◦ 80 / 450 20.13
Valencia II (2630) 39.52◦/0.21◦ 59 / 260 18.81
Cape Pen˜as (2242) 43.74◦/-6.17◦ 19 / 450 17.31
Table 2.1: Oceanographic Buoys from Puertos del Estado - Oceano-
graphic buoys used in this study and provided by Puertos del Estado from the
REDEXT network (Red Exterior de Boyas).
This chapter attempts to provide a basis for the analysis of resonant breeze-
forced oscillations where rotary wavelet method (Torrence and Compo, 1998;
Hormaza´bal et al., 2002) is applied to vector time-series of current and wind
velocity (see Appendix A). This method separates vector time-series into clock-
wise (CW) and counterclockwise (CCW) components within time-frequency
space (rotary wavelet power spectrum). Further application of the rotary
wavelet method on two complex time-series leads to cross-rotary wavelet power
spectrum, which provides an estimate of the joint power content of two time-
series for rotary components rotating in the same sense. And finally, the
rotary wavelet coherency and phase spectrum which, respectively, find signifi-
cant time-frequency regions where the two time series covary and detects any
lag between corotating components of both series, although not necessarily
have high power content in common (Hormaza´bal et al., 2002).
To conclude it is important to note that none time series data were filtered
in order to preserve low- and high-frequency variability in our wavelet results.
The entire picture provided by rotary wavelet analysis results allow us to ex-
plore within the same figure all frequency bands interacting simultaneously in
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time and frequency domains for both the atmosphere and the ocean. However,
characterization of the general atmosphere/ocean circulation in the areas of
study is beyond the scope of this research1 and, hence, dominant long-period
processes will be addressed here only when they play a role on the dynamics
of the analyzed breeze-forced scenario.
2.3 Results and Discussion
2.3.1 Characterization of Three Wind-Forced Scenarios
We present a wavelet rotary analysis of meteorological and oceanographic
time series data from three different regions around the Iberian Peninsula to
characterize the temporal evolution adn variability of sea-land breezes and the
ocean response to this wind forcing.
Hence, we explore qualitatively simultaneous and co-located measurements
of wind at 3 m above the sea surface and ocean currents at 3 m depth. In the
next section we use the rotary wavelet method to quantify current variance
in response to breeze forcing as well as to investigate the effects of the phase
correlation between the forcing and the ocean response in the enhancement of
breeze-forced oscillations.
Geographically, the Gulf of Ca´diz and the Gulf of Valencia are framed
within the critical latitudes for diurnal-inertial resonance (30◦ ± 10◦ N/S).
The Cape Pen˜as area bounds the poleward limit though being out of this
range of latitudes (Figure 2.1; see also Table 2.1 for details on local inertial
periods). The three areas present a wide continental shelf for the development
of the coastal breeze-forced oscillations subject of this study.
A) Temporal Evolution of Sea-land Breezes
Sea-land breezes are thermally-induced winds and so their strength is di-
rectly proportional to the temperature gradient between air over land and air
over the ocean (Pielke and Segal, 1986). Consequently, one may expect to
find higher recurrence and intensity of sea-land breeze events during periods
1Details on the main currents and tidal components for REDEXT buoys can be found
in http://www.puertos.es.
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of strong daytime heating and night time cooling in the absence of large scale
wind systems.
These conditions can be found specially during summer months when large
sea-land temperature differences are accompanied by favourable synoptic con-
ditions and sea-land breezes do not need to overcome winds from different
directions driven by the passage of cyclones and anticyclones.
On the contrary, during winter months breezes need a larger temperature
difference between land and sea than in summer to promote breezes getting
over large scale wind systems1. As a consequence, sea-land breezes are less
probable to occur under this scenario. Spring and autumn months represent
the transitional periods between both situations.
Figures 2.2-2.4 show the rotary wavelet power spectra of wind at the buoys
located in the Gulf of Ca´diz, the Gulf of Valencia and the Cape Pen˜as area,
respectively.
Firstly, in Figure 2.2, we observe that the temporal evolution of the wind
variance at the Gulf of Ca´diz shows a clear seasonal pattern within the diurnal
band, the weather band (2-8 days) and the intraseasonal band (16-64 days),
for both the clockwise and counterclockwise senses.
The diurnal wind variance appears as a well-defined packet which is vis-
ibly enhanced from the early spring to the early autumn (April-October) in
comparison to the lately autumn and winter months (November-March). On
the contrary, the weather band and the intraseasonal band involve broader
phenomena in the frequency domain and are specially enhanced during winter
months, when large scale wind systems are more active. The weakening of
these low-frequency bands occur from the early spring to the early autumn,
what greatly benefits the onset and enhacement of sea land breezes which do
not have to overcome winds from large scale scale systems.
1It has been tested with time series data of atmospheric pressure (not shown here) from
the three REDEXT buoys that the three areas of study present regularly calm weather
conditions during summer months and a more intense large scale activity during winter
months.
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Figure 2.2: Rotary Wavelet Power Spectrum of Wind at the Buoy
Gulf of Ca´diz - Rotary wavelet power spectrum of surface winds (3 m above
sea surface) measured at the Buoy Gulf of Ca´diz. (upper pannel) Total rotary
wavelet power spectrum. (intermediate pannel) Rotary wavelet power spectrum
of clockwise component. (lower pannel) Rotary wavelet power spectrum of coun-
terclockwise component. The two black lines on either end indicate the ‘cone of
influence’ where edge effects become important.
The pattern described above is consistent with that indicated for the cli-
matology of a sea-land breeze system (Hunter et al., 2007; Zhang et al., 2009).
The diurnal wind variance observed during nonsummer seasons may be forced
by mechanisms other than sea-land breezes, such as synoptic wind events. The
same cause has been pointed out for diurnal wind variance observed during
non-breezes periods on the Texas-Lousiana shelf (Chen et al., 1996; Zhang
et al., 2009). For this reason in Section 2.3.2 we will use only data from
spring-summer months for our analysis on the effects of the phase correlation
between the breeze forcing and the subsequent ocean response giving rise to
resonant breeze-forced oscillations.
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Figure 2.3: Rotary Wavelet Power Spectrum of Wind at the Buoy
Valencia II - Rotary wavelet power spectrum of surface winds (3 m above sea
surface) measured at the Buoy Valencia II. (upper pannel) Total rotary wavelet
power spectrum. (intermediate pannel) Rotary wavelet power spectrum of clock-
wise component. (lower pannel) Rotary wavelet power spectrum of counterclock-
wise component. The two black lines on either end indicate the ‘cone of influence’
where edge effects become important.
Figure 2.3 presents the rotary wavelet power spectrum of wind for the buoy
deployed at the Gulf of Valencia. The temporal evolution of the wind variance
exhibits in this area a slightly different pattern to that observed in the Gulf
of Ca´diz. The weather and intraseasonal bands show also an enhacement
of variance during the winter months; however, in general terms, large scale
wind systems are weaker than those observed in the Gulf of Ca´diz for the
same months. This may explain that the diurnal wind variance appears as a
more continued packet of activity throughout the year since there may exist
more days with favourable synoptic conditions for the development of sea-land
breezes even during winter months.
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As it occurs at the buoy of the Gulf of Ca´diz, both senses of rotation
(Figure 2.3 - intermediate, lower pannels) are noticeable in the signal of the
sea-land breeze system.
Figure 2.4: Rotary Wavelet Power Spectrum of Wind at the Buoy
Cape Pen˜as - Rotary wavelet power spectrum of surface winds (3 m above
sea surface) measured at the Buoy Cape Pen˜as. (upper pannel) Total rotary
wavelet power spectrum. (intermediate pannel) Rotary wavelet power spectrum
of clockwise component. (lower pannel) Rotary wavelet power spectrum of coun-
terclockwise component. The two black lines on either end indicate the ‘cone of
influence’ where edge effects become important.
Finally, Figure 2.4 shows the rotary wavelet power spectrum of wind mea-
sured from the buoy deployed at the Cape Pen˜as area. In this case, the diurnal
wind variance does not present a clear seasonal pattern, neither the continued
presence of a well-packaged signal. On the contrary, sporadic and continuous
events dominate the diurnal band, specially in the clockwise sense of rotation
(Figure 2.4 - intermediate pannel). This might be the response to a more in-
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tense weather and intraseasonal bands in comparison with the other two areas
of study, what difficults here the development of a sea-land breeze system. It
is also worth mentioning that the diurnal wind variance vanishes for the coun-
terclockwise sense during summer months, while it is relatively more active
during winter months (Figure 2.4 - lower pannel).
B) Temporal Evolution of Wind-Forced Oscillations
Now, surface ocean currents measured from the three REDEXT buoys
subject of this research are similarly analyzed with the rotary wavelet method.
Thus, Figures 2.5-2.7 present the rotary wavelet power spectra of currents at
the Gulf of Ca´diz, the Gulf of Valencia and the Cape Pen˜as, respectively.
Figure 2.5: Rotary Wavelet Power Spectrum of Currents at the Buoy
Gulf of Ca´diz - Rotary wavelet power spectrum of surface currents (at 3 m
depth) measured at the Buoy Gulf of Ca´diz. (upper pannel) Total rotary wavelet
power spectrum. (intermediate pannel) Rotary wavelet power spectrum of clock-
wise component. (lower pannel) Rotary wavelet power spectrum of counterclock-
wise component. The two black lines on either end indicate the ‘cone of influence’
where edge effects become important.
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At this point we focus our attention on the temporal evolution of the
diurnal-inertial variance, which is the band of the main concern for the study of
breeze-forced oscillations in the Northern Hemisphere. Thus, from Figures 2.5-
2.6 it becomes evident that the diurnal-inertial signal exhibits a well-defined
packet of enhanced variance in the clockwise sense of rotation (Figure 2.5
and 2.6, intermediate pannels) from the early spring to late autumn months.
These observations, made from measurements taken in the Gulf of Ca´diz and
the Gulf of Valencia, are in good agreement with the seasonal pattern de-
scribed for sea-land breeze systems in other regions (e.g. the Texas-Louisiana
shelf (Zhang et al., 2009)).
Figure 2.6: Rotary Wavelet Power Spectrum of Currents at the Buoy
Valencia II - Rotary wavelet power spectrum of surface currents (at 3 m depth)
measured at the Buoy Valencia II. (upper pannel) Total rotary wavelet power
spectrum. (intermediate pannel). Rotary wavelet power spectrum of clockwise
component. (lower pannel) Rotary wavelet power spectrum of counterclockwise
component. The two black lines on either end indicate the ‘cone of influence’
where edge effects become important.
In this regard, it is interesting to highlight that, in spite of a noticeable
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signal of diurnal wind forcing all along the year in the Gulf of Valencia (Fig-
ure 2.3), breeze-forced oscillation variance is enchanced only from the early
spring to the late autumn months (Figure 2.6 - intermediate pannel). This
scenario responds to previous description given in Chapter 1, where the verti-
cal structure of breeze-forced oscillations was shown to be partially supported
by a first baroclinic mode marked by the depth of the pycnocline in stratified
waters (Simpson et al., 2002; Rippeth et al., 2002; Zhang et al., 2009; Hyder
et al., 2011). This explains that during winter months in the Gulf of Valencia,
even in presence of breeze-forcing, the ocean response does not develop an
effective transfer of momentum from wind to the interior of the water column.
Figure 2.7: Rotary Wavelet Power Spectrum of Currents at the Buoy
Cape Pen˜as - Rotary wavelet power spectrum of surface currents (at 3 m depth)
measured at the Buoy Cape Pen˜as. (upper pannel) Total rotary wavelet power
spectrum. (intermediate pannel) Rotary wavelet power spectrum of clockwise
component. (lower pannel) Rotary wavelet power spectrum of counterclockwise
component. The two black lines on either end indicate the ‘cone of influence’
where edge effects become important.
The previous two areas of study, the Guf of Ca´diz and the Gulf of Valen-
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cia, are both within the critical latitudes for diurnal-inertial resonance (30◦
± 10◦ N/S); unlike the buoy placed at the Cape Pen˜as area which is located
out of this range of latitudes (Table 2.1). Consequently, it is not surprising
that Figure 2.7 shows in the clockwise sense of rotation (intermediate pan-
nel) a broader and less defined packet of diurnal-inertial variance within the
frequency space (y-axis). Also, this diurnal-inertial band appears now more
centred around the local inertial period, which is closer to semidiurnal band
(17.31 hours). However, there is a remarkable increase of inertial current vari-
ance during summer months, what is in accordance with the enhancement of
surface inertial oscillations in stratified waters whenever there is an injection
of wind energy to the ocean1. During these months, the signal is weaker than
in previous resonant regions and occasionally broadens the inertial band to
diurnal periods. It is clear that diurnal-inertial resonance hardly takes place
over these latitudes where both periods starts to become too far from each
other (Simpson et al., 2002).
In regions poleward of 30◦N, like the Cape Penhn˜as area, large/mesoscale
activity with negative vertical relative vorticity (ζ<0) takes special interest as
it may induce an effective Coriolis (feff = f + ζ/2) which broadens the iner-
tial frequency domain allowing near-inertial motions with intrinsic frequencies
below f (Kunze, 1985; Young and Ben Jelloul, 1997; Kunze and Boss, 1998),
and hence closer to diurnal periods. Under these conditions, regions with
ζ<0 would help to generate a near-resonance response with diurnal wind forc-
ing. This situation may explain the observed enhancement of near-inertial
oscillations approaching the diurnal frequency sporadically in the Cape Pen˜as
area (Figure 2.7 - intermediate pannel) when the transfer of momentum and
energy from diurnal wind forcing to inertial motions can be significantly in-
creased (Lerczak et al., 2001; Hyder et al., 2002; Rippeth et al., 2002; Simpson
et al., 2002).
On a whole, the Cape Pen˜as area exhibits a more recurrent appearence of
‘free’ inertial currents (Figure 2.7 - intermediate pannel) which appear to be
enhanced in the stratified waters of the summer months and may be caused
by impulsive wind pulses in absence of a clear presence of breeze forcing (Fig-
ure 2.4 - intermediate pannel). As we previously advanced, the buoy at the
Cape Pen˜as will serve us here as a ‘blank test’ in our analysis of resonant
1We do not see any evidence that indicates that the semidiurnal tides are larger dur-
ing summer months to account the observed enhancement of the inertial band. Therefore,
transfer of semidiurnal tidal energy to the inertial band does not seem to be a dominant
mechanism in this area.
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wind-forced oscillations in comparison with the buoys deployed at the Gulf of
Ca´diz and the Gulf of Valencia, where breeze-forced oscillations are expected
to enter in resonance.
It is remarkable the fact that in all rotary wavelet power spectra shown
above, currents in the counterclockise sense of rotation (lower pannels) are of
little variance within the diurnal-inertial band, highlighting the dominant role
of clockwise diurnal-inertial motions (in the Northern Hemisphere).
2.3.2 The Ocean Response to Diurnal Wind Forcing: A Ro-
tary Analysis
In this section we firstly use the rotary wavelet method to quantify results
and discuss observed differences among the three regions of study. Later we
use a cross-rotary wavelet analysis to explore the onset of wind-forced diurnal-
inertial motions focusing on the phase correlation between the wind forcing and
the ocean response. In this regard, special attention will be given to those main
aspects which distinguish the generation of resonant breeze-forced oscillations
and ‘free’ inertial motions caused by impulsive injections of momentum from
wind.
Thus, Figures 2.8-2.10 present the 3-month smoothed wind and current
variance time series derived from the rotary wavelet power spectra shown in
Figures 2.2-2.7. In all cases the total (black line), clockwise (red line) and
counterclockwise (blue line) rotary components are indicated. Additionally,
we also show the 95% confidence level (dashed line in grey).
As can be observed in Figure 2.8, the Gulf of Ca´diz presents a regular wind
(top pannel) and current (bottom pannel) seasonal pattern corresponding the
description of a breeze-forced system (see Figures 1.3 and 1.5). The magni-
tude of the diurnal wind variance exhibits here a wide signal which spans in
time from February to October and which can be as large as 8 m2 s−2 for
both senses of rotation, though with a predominance of the clockwise sense
(Figure 2.8 - top pannel). During winter months (December-January), the
diurnal wind variance decreases to values less than 4 m2 s−2. Accordingly, the
diurnal-inertial current variance peaks for the clockwise sense of rotation dur-
ing summer months (June-August) with values up to 200 cm2 s−2, an order
of magnitude greater than those observed during winter months when they
are less than 10 cm2 s−2. These values highlight the importance of breeze-
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forced oscillations within the diurnal-inertial band when the enhancement of
energy in summer may be available to promote mixing in coastal stratified
areas (Zhang et al., 2009; Aguiar-Gonza´lez et al., 2011)1.
Figure 2.8: Averaged Wavelet Variance of Wind and Currents from the
Buoy at the Gulf of Ca´diz - (top) The black line is the frequency (period)
averaged total wavelet variance of wind time series (m2 s−2) over the diurnal
band. Analogously, the red (blue) line represents the frequency (period) averaged
clockwise (counterclockwise) wavelet variance. The horizontal dashed line is the
95% confidence level. (bottom) Same as previously but for current time series
(cm2 s−2) over the diurnal-inertial band. All time curves represent 3-month
low-passed values.
The diurnal variance of wind at the Gulf of Valencia does not show a
regular seasonal pattern (Figure 2.8 - top pannel) and its values oscillate all
along the year between 3 m2 s−2 and 7 m2 s−2. At this location, clockwise
and counterclockwise components are of similar strength and hence the wind
1Also Chapter 3 in this thesis.
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forcing exhibits a rectilinear behaviour.
Figure 2.9: Averaged Wavelet Variance of Wind and Currents from
the Buoy at the Gulf of Valencia - (top) The black line is the frequency
(period) averaged total wavelet variance of wind time series (m2 s−2) over the
diurnal band. Analogously, the red (blue) line represents the frequency (period)
averaged clockwise (counterclockwise) wavelet variance. The horizontal dashed
line is the 95% confidence level. (bottom) Same as previously but for current
time series (cm2 s−2) over the diurnal-inertial band. All time curves represent
3-month low-passed values.
In this regard it is worth while to recall modeling results for observations
made in the Thermaikos Gulf (Hyder et al., 2002). Those results predicted that
maximum current amplitudes occurred when the breeze forcing was purely
clockwise but that rectilinear diurnal winds also forced strong clockwise cur-
rents. This is in good agreement with the observed increase of diurnal-inertial
current variance in the clockwise sense forced with rectilinear diurnal winds
during summer months (Figure 2.9 - bottom pannel), when stratification in
the Gulf of Valencia contributes to the development of the first baroclinic
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mode that supports the vertical structure of breeze-forced oscillations. Dur-
ing these months the diurnal-inertial current variance reaches values as large
as 225 cm2 s−2, an order of magnitude greater than during winter months (less
than 10 cm2 s−2).
Figure 2.10: Averaged Wavelet Variance of Wind and Currents from
the Buoy at the Cape Pen˜as area - (top) The black line is the frequency
(period) averaged total wavelet variance of wind time series (m2 s−2) over the
diurnal band. Analogously, the red (blue) line represents the frequency (period)
averaged clockwise (counterclockwise) wavelet variance. The horizontal dashed
line is the 95% confidence level. (bottom) Same as previously but for current
time series (cm2 s−2) over the diurnal-inertial band. All time curves represent
3-month low-passed values.
Lastly, Figure 2.8 (top pannel) presents the diurnal wind variance time
series at the Cape Pen˜as area, which does not show either a regular seasonal
pattern and values oscillate all along the year between 2 m2 s−2 and 5 m2 s−2.
Here the diurnal-inertial current variance also increases its values from winter
months (less than 10 cm2 s−2) to summer months (up to 75 cm2 s−2). However
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it is clear that the enhacenment of the inertial variance is not as large as in
the Gulf of Ca´diz and the Gulf of Valencia, where resonance between diurnal
wind forcing and inertial motions from the ocean response may occur.
After quantifying observed differences between resonant breeze-forced os-
cillations within critical latitudes and wind-forced inertial oscillations out of
this range of latitudes, now we proceed to explore the wavelet coherency and
phase spectra between wind and currents to characterize the onset of both
types of inertial motions.
With this aim, we use two time series data (of two months each one) cor-
responding to spring-summer periods as representative of a situation in which
both resonant breeze-forced oscillations in the Gulf of Ca´diz and wind-forced
inertial oscillations in the Cape Pen˜as area are present1.
Thus Figures 2.11 and 2.12 show the wavelet coherency and phase spec-
tra between wind and current clockwise components, which are of the main
concern for the study of diurnal-inertial motions in the Northern Hemisphere.
The top and intermediate pannels present rotary wavelet power spectrum of
wind and currents (clockwise componsents), respectively, in order to account
the diurnal-inertial variance in relation with the wavelet coherency and phase
spectra between wind and currents. The red color in the squared wavelet co-
herency spectra (bottom pannel) means that coherency (γ2) is high, while the
blue means it is low. The vectors indicate the phase difference between wind
and current at different frequencies and at each time (bottom pannel). For
clarity only one vector is plotted for each day. Positive phase angles between
wind and current indicate that current leads wind. Accordingly, vectors are in
phase pointing straight up, out of phase pointing straight down, and current
leads wind by 90◦ pointing right. Only phase angles (vectors) for γ2 > 0.7 are
plotted.
As can be observed in Figure 2.11 (Gulf of Ca´diz), the wind and current
show high coherency (γ2 >0.7) in the diurnal-inertial band for most of April-
May 2007 with large associated diurnal-inertial current variance. These results
support that the near-resonant condition in this area promotes the generation
1Time series data from the Gulf of Valencia exhibit an analogous pattern (not shown
here) to that described for the onset of resonant breeze-forced oscillations during spring-
summer months in the Gulf of Ca´diz and, hence, we assume the latter may be representative
of the onset of resonant BFOs poleward of the critical latitude for diurnal-inertial resonance
(30◦ N/S).
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and accumulation of diurnal-inertial current energy via breeze-forced oscilla-
tions as we describe in the following.
Figure 2.11: Squared Wavelet Coherency and Phase Spectra between
Wind and Current (Clockwise Components) measured at the Buoy
Gulf of Ca´diz - (top pannel) Rotary wavelet power spectrum of surface winds.
(intermediate pannel) Rotary wavelet power spectrum of surface currents. (lower
pannel) Squared Wavelet Coherency (γ2) and Phase Spectra between Wind and
Current (Clockwise Components). The vectors indicate the phase difference be-
tween the wind and current at different frequencies. Positive phase angles be-
tween wind and current indicates that current leads wind. Accordingly, vectors
are in phase pointing straight up, out of phase pointing straight down, and cur-
rent leads wind by 90◦ pointing right. For clarity only one vector is plotted for
each day. Only phase angles (vectors) for γ2 > 0.7 are plotted.
The four patches of very high coherency within the diurnal-inertial band
(bottom pannel) are of special interest owing to its associated high diurnal
wind (top pannel) and current (intermediate pannel) variance. These patches
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are representative of breeze-forced events and are observed during 8-13 April,
19-23 April, 28 April - 2 May and 3-17 May. All these events start with the
same pattern, diurnal wind (breezes) variance arises preceding the increase of
diurnal-inertial current variance (breeze-forced oscillations), which is in phase
with vectors pointing straight up.
At times after the onset of the phenomenon, the phase difference between
wind forcing and forced-currents slightly increases to positive phase angles
(vectors deviate pointing to the right), and therefore currents leads wind forc-
ing. This pattern may be consistent with an alternation of cycles of forced
oscillations, when current motions are in phase with wind forcing, and cycles
of decreased forcing when the currents tend to revert to ‘free’ inertial oscilla-
tions (Simpson et al., 2002). This would explain that in Figure 2.11, whenever
the forcing decreases, the observed phase difference between wind and currents
increases and tends to show inertial current phase leading diurnal wind phase
since at latitudes poleward of 30◦ N/S ‘free’ inertial motions are of higher
frequency than diurnal motions.
If the wind forcing vanishes completely after several days being active, the
situation could be similar to that observed for the breeze-forced event starting
on 3 May (Figure 2.11 - bottom pannel). After more than 10 days of constant
wind forcing, diurnal wind variance drops on 17 May; however diurnal-inertial
current variance is still high and from then ‘free’ inertial oscillations dominate
(see in intermediate pannel the decreasing tendency from diurnal to inertial
period). As expected, low coherency values between wind and currents are
found for days after 17 May, when the breeze forcing has disappeared (top
pannel).
The enhancement of diurnal-inertial current variance observed in Figure 2.11,
and related to a high coherency between forcing and forced-motions, suggests
that energetic breeze-forced events are promoted when the relationship be-
tween wind and currents lasts for several cycles. These results are in good
agreement with previous observations reported by Zhang et al. (2009) on the
Texas-Louisiana shelf (equatorward of 30◦ N). They suggested that the longer
this in phase relationship persists, the larger the magnitude of the diurnal-
inertial current becomes until a steady state is reached.
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Figure 2.12: Squared Wavelet Coherency and Phase Spectra between
Wind and Current (Clockwise Components) measured at the Buoy
Cape Pen˜as - top pannel) Rotary wavelet power spectrum of surface winds.
(intermediate pannel) Rotary wavelet power spectrum of surface currents. (lower
pannel) Squared Wavelet Coherency (γ2) and Phase Spectra between Wind and
Current (Clockwise Components). The vectors indicate the phase difference be-
tween the wind and current at different frequencies. Positive phase angles be-
tween wind and current indicates that current leads wind. Accordingly, vectors
are in phase pointing straight up, out of phase pointing straight down, and cur-
rent leads wind by 90◦ pointing right. For clarity only one vector is plotted for
each day. Only phase angles (vectors) for γ2 > 0.7 are plotted.
Finally, Figure 2.12 (Cape Pen˜as) shows an analogous analysis to that
developed in Figure 2.11 for the Gulf of Ca´diz. However, as we previously
advanced, the Cape pen˜as area is out of the range of diurnal-inertial resonance
and serve us here as a ‘blank test’ of a situation in which resonant diurnal-
inertial oscillations are not expected to occur. Thus, in comparison with results
from the Gulf of Ca´diz time series data, here the wind and current show very
45
2. BREEZE-FORCED OSC. AROUND THE POLEWARD LIMIT
low coherency and the diurnal-inertial phase difference (bottom pannel) is
highly variable for most of the analysed period (July-August 2005)1. It is
clear that there exists diurnal wind forcing acting during this period (top
pannel); however, there is no evidence of this wind forces periodic diurnal-
inertial currents. The inertial current variance (intermediate pannel) seems to
respond to impulsive injections of momentum from diurnal wind (top pannel)
although beyond that initial pulse, near-inertial currents may oscillate ‘freely’.
Therefore, the dominant ocean response appears to be in the form of transient
oscillations which do not accumulate efficiently near-inertial energy in time as
it occurs in regions of diurnal-inertial resonance where forced currents may
last for several cycles.
2.4 Conclusions
We use time series data of surface current velocity and wind velocity over
annual cycles from three different regions around the Iberian Peninsula: the
Gulf of Ca´diz and the Gulf of Valencia (both regions within the critical lati-
tudes for resonance); and, the Cape Pen˜as area (out of the critical latitudes
for resonance).
Rotary wavelet analysis results provide evidence that sea-land breeze forc-
ing enhances clockwise rotary current motions (breeze-forced oscillations) which
greatly contribute to near-inertial energy budget and its variability in the Gulf
of Ca´diz and the Gulf of Valencia (Northern Hemisphere). These results also
support that the near-resonant condition in these areas promotes the gen-
eration and accumulation of diurnal-inertial current energy via breeze-forced
oscillations. Squared wavelet coherency and phase spectra suggest that ener-
getic breeze-forced events are enhanced when the relationship between wind
and currents lasts for several cycles and present a high coherency between the
forcing and forced-motions being in phase.
We find that the diurnal-inertial current variance attributed to breeze-
forced oscillations exhibits a clear seasonal pattern which peaks during spring-
summer months, presumably due to observed strong breeze events take place
1This analysis has been performed with other periods of time in the area of study and
analogous results were found.
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when coastal waters are sufficiently stratified1. This enhancement of diurnal-
inertial current variance due to breeze-forced oscillations in the Gulf of Ca´diz
and the Gulf of Valencia has been estimated to be as large as on order of mag-
nitude higher during summer months (reaching values of up to 225 cm2 s−2)
than in winter months (values are less than 10 cm2 s−2).
Despite the fact that this research focuses on time series data from the Gulf
of Ca´diz and the Gulf of Valencia, we find that these results and methodology
may have applications to the study of breeze-forced oscillations over other
coastal areas poleward of the critical latitude for diurnal-inertial resonance
(30◦N/S).
The inertial current variance in the Cape Pen˜as area also exhibits a seasonal
pattern and increases its values from winter months (less than 10 cm2 s−2)
to summer months (up to 75 cm2 s−2). However, this enhacenment is not as
large as in the Gulf of Ca´diz and the Gulf of Valencia, where resonance between
diurnal wind forcing and inertial motions from the ocean response may occur.
The inertial current variance in the Cape Pen˜as area seems to respond to
impulsive injections of momentum from diurnal wind. The dominant ocean
response appears to be in the form of transient ‘free’ oscillations which do not
efficiently accumulate near-inertial energy in time as it occurs in regions of
diurnal-inertial resonance where forced currents may last for several cycles.
These results support the role of resonant breeze-forced oscillations on the
generation and accumulation of near-inertial energy which may be available for
promoting vertical mixing with important consequences on coastal dynamics
as we will explore in the following chapter.
1We explore the effects of breeze-forced oscillations in stratified waters, and associated
diapycnal mixing proccess, in Chapter 3.
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Chapter 3
Breeze-Forced Oscillations
and Diapycnal Mixing1
3.1 Outline
This chapter presents an analysis of diapycnal mixing processes triggered by
breeze-forced oscillations (BFOs) with observational data. Our interest fo-
cused on the relative importance of this phenomenon overcoming the vertical
stability of the water column. The goal is to highlight breeze-forced oscillation
dynamics in areas where the coast exhibits a well-developed sea-land breeze
regime; and, hence, the ocean response is strongly controlled by breeze-forced
dynamics. Our research is based on previous literature and new observations
of BFOs taken during the Maritime Rapid Environmental Assessment 2004
(MREA04) sea trial off the west coast of the Iberian Peninsula, within the
critical latitudes for diurnal-inertial resonance. Additionally, we also count
with wind data from a meteorological land station provided by the Instituto
Hidrogra´fico - Portugal
Analysis of the measurements shows evidence of dominant circular anticy-
clonic oscillations forced by sea-land breezes acting during the MREA exercise
into the Bay of Setu´bal (Portugal). Furthermore, currents were distributed
1Aguiar-Gonza´lez B., Rodr´ıguez-Santana A., Cisneros-Aguirre J., Mart´ınez-Marrero.
2011. Diurnal-inertial motions and diapycnal mixing on the Portuguese shelf. Cont. Shelf.
Res. 31, 1193–1201.
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into two main layers with highly stratified and vertically sheared flows. Surface
stratification entered into the system through the Sado Estuary (freshwater
input). As it will be discussed, breeze-forced currents were found to promote
mixing in stratified shallow waters of the shelf area over the scale of a few
days. The period of observation counts with days of breeze and relaxed-wind
events, what allowed us to track the evolution of the water column at different
stages.
Wind conditions were determined with an Aanderaa meteorological buoy
placed in the Bay of Setu´bal during the MREA04 experiment. Currents data
were recorded from two Barny ADCP (Acoustic Doppler Current Profiler)
deployments located on the north and south sides of the bay, respectively.
Both ADCP’s covered almost the full depth of water (∼ 112 m) with 24 bins
of 4 m size at both sites. Simultaneous CTD (Conductivity, Temperature,
Depth) and data were used to analyse the strength of observed breeze-forced
oscillations in promoting diapycnal mixing through the squared vertical shear
(S2), squared buoyancy frequency (N2) and gradient Richardson Number (Ri)
of the water column.
The potential role that breeze-forced oscillations may play in shelf areas
with low tidal energy has been recurrently highlighted in the literature. Ver-
tically sheared flows in stratified waters may lead to diapycnal mixing and,
correspondingly, one could expect that breeze-forced oscillations in stratified
waters may promote mixing throghout the water column. Nevertheless, to the
best of our knowledge only one paper previous to this study (Zhang et al.,
2009) has addressed an analysis which explicitely supports observational evi-
dence of this role.
The present research provides a new data set of breeze-forced oscillations in
stratified waters near the critical latitudes (30◦± 10◦ N/S) for diurnal-inertial
resonance, where they can greatly contribute to triggering diapycnal mixing.
The results of our analysis show that the ocean response to breeze forcing may
be enhancing vertical mixing between surface and deeper waters in the Bay of
Setu´bal through breeze-forced diunal-inertial currents. A detailed description
of the data and methodology used in this chapter is given in Section 3.2. In
Section 3.3 we combine data from two ADCP deployments, available CTD
casts, a meteorological buoy and a meteorological land station to draw the
scenario where the evolution of the water column is analyzed and discussed
in terms of breeze-forced oscillation events promoting diapycnal mixing. The
chapter ends with conclusions in Section 3.4.
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3.2 Data and Methodology
The MREA04 experiment was performed by the NATO Undersea Research
Centre (NURC) from 29 March-19 April 2004 to test the reliability and qual-
ity of several real-time coastal oceanic prediction systems (e.g., Rixen and
Ferreira-Coelho (2007); Allard et al. (2008); Ko et al. (2008); Leslie et al.
(2008); Lam et al. (2009)). The operational area extended off the west coast
of Portugal from 40◦N - 36◦N and from 11◦W - 8◦W. This study uses obser-
vational data taken over the continental shelf off Portugal, into the Bay of
Setu´bal (Figure 3.1).
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Figure 3.1: MREA04 Data Set - Operational area over the continental shelf
off Portugal (Bay of Setu´bal) during the MREA04 sea trial. CTD stations were
sampled several times, represented by coloured circles for each sampling day.
Locations of Barny North and Barny South ADCP deployments (close to CTD
station 62 and CTD station 78, respectively), an Anderaa meteorological buoy
and bottom topography are also shown. The Sado estuary influences the area
from the north side of the bay.
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This region is characterised by a steep bathymetry because of the Setu´bal
Canyon, and by fluvial inputs coming from the Sado estuary on the northern
side of the bay. Related to tides, the Bay of Setu´bal is mainly dominated by
lunar (M2) and solar (S2) semidiurnal components (Martins et al., 2002).
Vertical temperature and salinity profiles were obtained using Seabird 911
Plus CTD real-time pumped systems. The CTD stations were sampled several
times to get incoming temperature and salinity data in real-time to run, correct
and compare the forecasts made by the coastal oceanic prediction models
tested during the MREA04 trial. A total of 195 CTD casts were distributed
among 95 different sites over the continental shelf and open ocean area from
31 March-16 April 2004. In this chapter, we present the 35 different sites
that were analised to get an overview of the coastal ocean conditions involving
the observed breeze-forced oscillations, and study the associated diapycnal
mixing processes into the Bay of Setu´bal. These sites spanned a regular CTD
grid with a spatial resolution of 5 km between CTD stations and transects
(Figure 3.1).
Currents data were obtained from two RDI Workhorse ADCP’s deployed
on Barny-type trawl safe platforms and situated on the north (Barny North
ADCP) and south (Barny South ADCP) sides of the bay at 106,6 m and 118 m
depth, respectively (Figure 3.1). Both deployments of Barny Sentinel ADCP’s
recorded vertical profiles of horizontal velocity (u, v) with a broadband of
307.2 kHz and 24 bins of 4 m size. The ADCP heads were about 6 m from
the bottom. Both profilers sampled data once every minute for the period of
4− 14 April 2004.
The rotary spectral method (Hayashi, 1979; van Aken et al., 2005) was
applied to examine the variance in the current oscillations for each frequency
band as clockwise and counterclockwise rotating variances. Because breeze-
forced oscillations involve currents rotating in a clockwise (counterclockwise)
direction in the Northern (Southern) Hemisphere, this technique contributes
to determining its presence.
Next the diurnal-inertial band, in which breeze-forced oscillation peak,
was isolated from the rest of the frequencies to characterise its properties.
Previously, to filter this band, the original current records were decimated
to 1 datum per hour after lowpass filtering. Then frequency-band of inter-
est was isolated via band-pass filtering with a fourth-order Butterworth filter
with zero-phase response and quarter-power points at {c−1ωc, c ωc} around
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a centre frequency, ωc. The bandwidth parameter, c = 1.25, was chosen to
be narrow enough to maximally isolate the frequency band while being wide
enough to avoid filter ‘ringing’, as described in Alford (2003b). The centred
frequencies for Barny North (Barny South) ADCP records were taken from
the largest peaks of the diurnal-inertial band in the rotary spectral analysis
(ωc = 1.054 cpd for Barny North ADCP, and ωc = 1.142 cpd for Barny South
ADCP).
The meteorological conditions of the area were analysed using an Aan-
deraa Coastal Monitoring Buoy CMB-3280 (Figure 3.1), located between both
ADCP Sentinel deployments for the period 4 − 13 April 2004. Wind speed,
wind direction, wave height and period, air temperature, air pressure and rel-
ative humidity data transmitted ashore in real-time by VHF/UHF radio were
measured. Horizontal wind time series along and off the Portuguese coast
were obtained after decomposing the speed and direction of the winds into
north-south (v) and east-west (u) components. These data were recorded at a
rate of ∼ 1 datum every 10 minutes, so that horizontal wind time series were
linearly interpolated. This interpolation provided a regular sampling time of
1 datum every 10 minutes and filled some gaps in data records of less than
30 minutes. Afterwards, wind data were decimated to 1 datum per hour af-
ter lowpass filtering, as was done for the ADCP’s records. Then the rotary
spectral method was also applied to the wind data to assess the presence of
sea-land breezes (O‘Brien and Pillsbury, 1974; Simpson et al., 2002) as forcing
for diurnal-inertial motions in this area.
Diurnal variability in the cross-shore wind component was isolated after
band-pass filtering, following the same procedure as used previously for the
diurnal-inertial current variability. Here the centre frequency for the Butter-
worth filter was 1.1 cpd, where the largest peak of spectral density energy was
found for the sea-land breeze regime. This technique was used to compare the
evolution of the sea-land breeze regime and diurnal-inertial oscillation events.
The role of the observed diurnal-inertial motions in triggering diapycnal
mixing was approached by analysing the CTD casts collected next to the
ADCP deployments (Figure 3.1). With this aim, we estimated the squared
vertical shear (S2), squared buoyancy frequency (N2) and gradient Richardson
Number (Ri) for the Barny North ADCP and CTD station 62 (Figure 3.5a-d),
and the Barny South ADCP and CTD station 78 (Figure 3.5e-h). In the recent
years, a combination of CTD and ADCP data of different sizes (4, 8 and 16 m)
has been expanded to assess mixing processes induced by vertical shear flows
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(Muench et al., 2002; Mart´ınez-Marrero et al., 2008). However, it is important
to use an appropriate parameterization for the estimation of the diapycnal
diffusivity. Here, we present estimations made with the diapycnal diffusivity
parameterisation of kv, Eq. (3.1) in m
2 s−1, (Pacanowski and Philander, 1981)
based on the gradient Richardson number, Ri, following:
kv =
5 · 10−3 + 10−4 · (1 + 5 · Ri)2
(1 + 5 · Ri)3 + 10
−5 (3.1)
where Ri was calculated through N2 from CTD profiles (temperature and
salinity) in combination with S2 from the ADCP time series (horizontal ve-
locity profiles).
We close the study attempting to give a more general character to the
observations made on breeze-forced oscillations for the area surrounding the
Bay of Setu´bal. With this aim we present the rotary wavelet spectrum (Tor-
rence and Compo, 1998; Hormaza´bal et al., 2002)1 of a wind velocity time
series measured at Sines (37.95◦N; 8.88◦W) during the 2004. Wind data were
provided by the Instituto Hidrogra´fico - Portugal and recorded with an An-
deraa meteorological station at 35.1 m above the mean sea level. Data were
measured at 10 m above the ground with a sampling interval of 10 minutes.
3.3 Results and Discussion
3.3.1 A Breeze-Forced Scenario
To study the role of the local wind cycle in generating wind-forced motions
on the Portuguese shelf we used an Aanderaa meteorological buoy placed in
the interior of the Bay of Setu´bal, between the Barny North and Barny South
ADCP deployments for the period 4− 13 April 2004 (Figure 3.1).
For this purpose, the rotary spectral method was applied to the horizontal
wind time series obtained along and off the coast (Figure 3.2a,b). The largest
area of energy density was found centred at 1 cpd (Figure 3.2c) for both
the clockwise and counterclockwise directions. This revealed the presence of a
dominant sea-land breeze regime (O‘Brien and Pillsbury, 1974; Simpson et al.,
1For further details on the wavelet methodology the reader is referred to Appendix A.
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2002) into the Bay of Setu´bal. Subsequently, the diurnal band of the cross-
shore wind component was isolated via band-pass filtering (Figure 3.2d) to
explore episodes of intense sea-land breezes during the MREA04 trial.
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Figure 3.2: Wind Time series for the Bay of Setu´bal - Time series of
horizontal wind components, cross-shore (a) and along-shore (b), from an Aan-
deraa meteorological buoy (see Figure 3.1). The time record extended from 4-13
April 2004. The sea-land breezes are evident in the cross-shore component after
7 April. (c) Rotary power spectral density of Setu´bal winds. Capital letters
indicate low (L), diurnal (D) and semidiurnal (S) frequency bands. The large
peaks at 1 cycle day −1, for both the clockwise and counterclockwise directions,
are due to a dominant sea-land breeze regime. (d) Time series of cross-shore
wind component after band-pass filtering to isolate diurnal variability and show
evidence of the sea-land breeze regime.
A pattern of onshore winds during the day, followed by offshore winds at
night, became more evident on 7− 8 April and thereafter. This episode of an
increasing force of sea-land breezes started before diurnal-inertial motions were
clearly present at both ADCP sites (Figure 3.3e,f) on 9−10 April, as expected
for the setting of the ocean reponse. The diurnal-inertial events observed at
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the beginning of the Barny North record, on 4− 6 April (Figure 3.3e), might
also be the consequence of a sea-land breeze regime forcing the bay a few days
before initiation of the meteorological buoy record. During the MREA04 sea
trial, we found values for this wind cycle with a maximum speed of about
4 m s−1, within the typical range of 2− 5 m s−1 reported for sea-land breeze
regimes (Simpson et al., 2002).
3.3.2 Breeze-Forced Oscillations
During the MREA04 sea trial, diurnal-inertial events were recorded in the
Bay of Setu´bal (Figure 3.1) at the Barny North and Barny South ADCP sites
(∼ 38◦ N), where diurnal and inertial frequencies approach each other and
breeze-forced oscillations may be enhanced. Decimated time series from these
current profilers are shown in Figure 3.3a,b.
The depth-averaged rotary power spectral density for both ADCP locations
(Figure 3.3c,d) shows that currents within the diurnal-inertial band were dom-
inated by circular, clockwise motions. Here we define the diurnal-inertial band
as approximately between 0.88 cpd and 1.38 cpd and involving both the di-
urnal (ωd = 1 cpd) and inertial frequencies (f ∼ 1.24 cpd about 38◦ N). The
central peak of this band (ωc ∼1.1 cpd) was found at both sites in between ωd
and f . The proximity between these two frequencies, together with the length
of the ADCP records, prevent us from distinguishing dominant peaks around
ωd and f .
For the most part, the diurnal-inertial band showed higher energy densities
than did the semidiurnal band at both locations. Nevertheless, a strong varia-
tion in energy distribution was observed between the Barny North and Barny
South records for this frequency-band that was more energetic at the Barny
North ADCP site. Semidiurnal currents also exhibited different features, de-
pending on the location. Elliptical clockwise gyres, 1 order of magnitude
smaller than the diurnal-inertial band, were found to dominate at the Barny
North ADCP site (Figure 3.3c), whereas elliptical counterclockwise gyres with
the same order of magnitude as the diurnal-inertial band were found at the
Barny South ADCP site (Figure 3.3d).
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Figure 3.3: Breeze-Forced Oscillations on the Portuguese shelf - (a-b)
Cross-shore currents (u) recorded at Barny North (Barny South) ADCP location
as a function of time and depth during 4-14 April 2004. Time series have been
decimated to 1 data point per hour after low-pass filtering oscillations shorter
than 9 hours. Along-shore currents (v) showed an analogous pattern. (c-d)
Depth-averaged rotary power spectral density of currents measured by the Barny
North (Barny South) ADCP. The capital letters indicate low (L), diurnal-inertial
(D-I), and semidiurnal (S) frequency bands. (e-f) Cross-shore currents (u) com-
puted from (a-b) after band-pass filtering to isolate diurnal-inertial motions. The
vertical colour lines represent the sampling times for the CTD casts used in Fig-
ure 3.5 to estimate the gradient Richardson number, Ri, concerning the Barny
North (Barny South) ADCP.
Hereafter, we focus on the observation that the diurnal-inertial band was
predominantly more energetic at both ADCP locations. To this end, the
diurnal-inertial band was isolated (Figure 3.3e,f) via band-pass filtering (Al-
ford, 2003b). Then circular clockwise currents oscillating within this band
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(Figure 3.3c,d) were characterised in a two-layer configuration with a phase
shift of ∼180◦ between the upper and lower layers at both ADCP locations.
Thereof, maximum current amplitudes of approximately 15 cm s−1 were found
at the upper and lower layers for the Barny North ADCP location (Figure 3.3e)
when diurnal wind forcing increased during 10−13 April (Figure 3.2d), whereas
the maximum values were weaker, at approximately 5 cm s−1, for the same
period at the Barny South ADCP location. This period of increasing diurnal
wind forcing appeared after 3 days of wind relaxation on 4−7 April. However,
we also found evidence of diurnal-inertial oscillations with amplitudes of ap-
proximately 10 cm s−1 on those days at the Barny North site (Figure 3.3e). As
we previously pointed out, these oscillations might be the transient response
to a sea-land breeze regime that was acting a few days before the initiation of
the meteorological buoy record and vanished later, what lead to wind-forced
diurnal-inertial oscillations evolving into free near-inertial oscillations (Rip-
peth et al., 2002; Simpson et al., 2002). This situation would support the
central peak (ωc) of the diurnal-inertial band being band between ωd and f as
a combination of breeze-forced diurnal oscillations and transient near-inertial
oscillations that come into play when wind forcing diminishes (Figure 3.3c,d).
According to the barotropic pressure gradient set up by breeze forcing at
surface and its response in antiphase at the lower layer (Hyder et al., 2002;
Rippeth et al., 2002; Simpson et al., 2002), the resultant breeze-forced oscil-
lations showed, within every layer, very small variations in phase with depth.
Additionally, the interface related to this 180◦ phase shift seemed to be fixed
at a certain depth at both ADCP locations (∼ 40 m at Barny North and ∼
30 m at Barny South), except for the period 10− 14 April when the depth of
the phase shift moved downward along the Barny North ADCP record from
40 m to 70 m (Figure 3.3e). This deepening of the interface might have been
a consequence to increasing diurnal wind intensities during those days (Fig-
ure 3.2d), in combination with a deepening of the pycnocline also from 40 m
to 70 m (7-13 April in Figure 3.5a) owing to diapycnal mixing processes (as
it will be analysed in Section 3.3.4). This observation agrees with previous
works of modeling (Rippeth et al., 2002) in which the vertical structure of
breeze-forced oscillatitons is driven by the above mentioned pressure gradient
forcing, but the pycnocline marks the depth at which the phase shift is set up.
Because of this behaviour, it was not rare to find a weakening of the diurnal-
inertial vertical structure at the Barny North ADCP after 13 April, when the
support of the interface had been strongly eroded and motions related to in-
ertial contribution were damped out in the absence of a sharped pycnocline
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(as also shown in Rippeth et al. (2002)).
In modeling these energetic oscillations for MREA exercises, it is important
to highlight that these are essentially wind-forced motions. Therefore, accurate
meteorological forcing represents a critical target to get realistic predictions
in real-time, similar to previous suggestions for near-inertial motions observed
during the Maritime Rapid Environmental Assessment 2003 (MREA03) exer-
cise, which was performed off of the west coast of Italy near the Elba Island
(Coelho and Robinson, 2003). It has been attempted (research not shown
here) to forecast the observed breeze-forced oscillations with a coastal oceanic
prediction model around the ADCP’s sites during the MREA04 sea trial. Tests
were capable of reproducing the essential physics of these oscillations, although
the forecasted oscillations are weaker and phase lagged in comparison with the
observations. Recent efforts and improvements have been done in modeling
for MREA exercises with adaptive sampling on short-time scales (Wang et al.,
2009; Haley and Lermusiaux, 2010; Lermusiaux et al., 2010; Ueckermann and
Lermusiaux, 2010).
3.3.3 Diapycnal Mixing and Breeze-Forced Events
The role that observed breeze-forced oscillations could be playing in the inte-
rior of the Bay of Setu´bal responds to its associated high vertical shear within
stratified layers (Pelegr´ı and Sangra`, 1998; Rodr´ıguez-Santana et al., 1999,
2001) and is discussed here in terms of diapycnal mixing processes.
The entire Bay of Setu´bal exhibited different stages of stratification during
the MRE04 sea trial that involved breeze-forced oscillations and intrusions of
fluvial waters coming from the Sado estuary. As is shown by the surface salin-
ity and potential density fields in Figure 3.4a,d, this estuarine signal strongly
affected the northern and western sides of the bay on 7-8 April, enlarging the
area influenced on 9-10 April (Figure 3.4b,e). After a few days, this lighter
and freshwater signal had already disappeared (12 April; Figure 3.4c,f). In the
following we assess breeze-forced currents triggering diapycnal vertical mixing
between oceanic and estuarine waters in the interior of the bay. We focus on
that scenario accounting for the interaction between diurnal-inertial oscillation
current events and stratification due to freshwater inputs.
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Figure 3.4: Surface Contours for the Bay of Setu´bal - (a-c) Surface salinity
and (d-f) surface potential density contours computed from CTD stations B,
CTD stations C and CTD stations D, respectively. Blue stars correspond to the
locations of Barny North and Barny South ADCP deployments. An input of
fluvial waters (less salty and less dense than oceanic waters) coming from the
Sado estuary is clear in surface contours (a) and (d).
To this end, the squared vertical shear (S2), squared buoyancy frequency
(N2) and the gradient Richardson Number (Ri) were studied for the Barny
North ADCP and CTD station 62 (Figure 3.5a-d), and the Barny South ADCP
and CTD station 78 (Figure 3.5e-h). Critical values of N < 0.7 cph were not
considered in this analysis to make a reliable estimate of Ri (Muench et al.,
2002).
Barny North site
Figure 3.5a shows the vertical distribution of potential density at CTD sta-
tion 62 on three different days: 4 April (grey line) and 13 April (brown line),
when breeze-forced events were detected (Figure 3.3e); and 7 April (black line),
corresponding to a relaxation of current oscillations. These captured ‘scenes’
allowed us to analyse the strength of breeze-forced diurnal-inertial motions in
triggering diapycnal mixing processes according to its evolution over time.
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Based on these profiles, the water column was found to be highly strati-
fied on 7 April from 10 − 20 m depth, when breeze-forced currents vanished,
reaching a maximum N2 of approximately 2×10−4 s−2 (Figure 3.5b). This
maximum responded to the intrusion of estuarine waters (warmer and lighter
than oceanic waters) into the bay (Figure 3.4a,d).
On the contrary, profiles on 4 and 13 April exhibited lower levels of strat-
ification near the surface and all along the water column until a depth of
approximately 60 m, where N2 started to increase for next 20 m, approach-
ing values of 2×10−5 s−2. For these two sampled days in which breeze-forced
oscillations were stronger (Figure 3.3e), the squared vertical shear S2 (Fig-
ure 3.5c) showed two pairs of maximum values. These two peaks concern the
depths where the maximum currents were acting within the described out-of-
phase layer configuration for diurnal-inertial oscillations. The largest peaks
were both over 3×10−5 s−2 at 80 − 90 m on 4 April and occupied a broader
range of depths on 13 April (60− 80 m). The secondary peaks placed around
30− 60 m on 4 April, and 20− 50 m on 13 April, with values of 1.3×10−5 s−2
and 2.1×10−5 s−2, respectively.
With regards to the profile sampled when there was a period of relaxed-
winds (7 April in Figure 3.5c), two maxima of S2 were also observed at similar
depths to the previous ones, but with inverted positions. The largest peak was
located between 30 − 40 m with S2 ∼ 3.3×10−5 s−2, and the second largest
peak was located over 80 m with S2 ∼ 1.6×10−5 s−2. These peaks might be
the response to attenuated diurnal-inertial currents during 7− 8 April, which
decayed in a transitional state, disturbed by the intrusion of estuarine waters
into the bay. The break in the vertical structure of the water column caused by
this intrusion is evident by comparison of the potential density profiles taken
on 4 April and 7 April (Figure 3.5a).
From the combination of previous data (N2 and S2), the vertical distribu-
tion of the gradient Richardson number was estimated (Figure 3.5d) to locate
the depths at which the generation of Kelvin-Helmholtz instabilities caused
by vertical shears in a stratified fluid could be suitable to trigger mixing and
account for the observed changes in the vertical distribution of the potential
density.
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Figure 3.5: Diapycnal Mixing Analysis - Vertical time-profiles of (a,e) po-
tential density, σθ; (b,f) squared buoyancy frequency, N
2; (c,g) squared vertical
shear, S2 and (d,h) logarithm of the gradient Richardson number, Ri. These plots
combine data from CTD station 62 together with Barny North ADCP (a-d) and
data from CTD station 78 together with Barny South ADCP (e-h) after low-pass
filtering oscillations shorter than 9 hours. Horizontal dashed lines represent the
range of depths sampled with the Barny North (South) ADCP.
Subcritical values (Ri < 0.25) were found at several depths during breeze-
forced events. On 4 April, the two maximum peaks of S2 corresponded with
values lower and close to subcritical Ri, respectively. The first peak, Ri ∼ 0.04,
was found at 50 m and was associated with high vertical diapycnal diffusivities
coefficients, kv, of approximately 3×10−3 m2 s−1. The second peak, Ri ∼ 0.27,
was also associated with high values, kv ∼ 4×10−4 m2 s−1, around 90 m depth.
Analogously, the two peaks of high S2 on 13 April coincided approximately
with low Ri values of 0.02 over 30 m and 0.23 at 90 m, which were associ-
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ated with an enhanced kv of ∼ 4×10−3 and ∼ 5×10−4 m2 s−1, respectively.
Overall, on 13 April, the whole profile supported values of Ri < 1, giving
rise to high diapycnal diffusivities, especially in the range of the upper layer
(20-50 m depth) observed for breeze-forced oscillations during 10 − 14 April
(Figure 3.3e).
It is worth noting that, during the breeze-relaxed period on 7− 8 April, Ri
values larger than 1 were obtained with high levels of high stratification near
the surface and attributable to strong inputs of fluvial waters on these days.
Nevertheless, at deeper levels (around 80 m), Ri values close to 0.1 were also
found with kv ∼ 2×10−3 m2 s−1.
The common pattern observed on 4 and 13 April during breeze-forced cur-
rent events was a two-layer vertical structure with high values of S2 embedding
stratified waters. As a result, the pycnocline that partially contributed to sup-
porting this two-layer configuration was significantly eroded. In such a way,
this triggered a vertical displacement of the interface with high stratification,
now smoothed, towards deeper waters. These results suggest that the dis-
placement was promoted by the high vertical shear of the upper and lower
layers acting over the depths of the highest stratification.
If we now recall the theoretical works of Rippeth et al. (2002) and Simpson
et al. (2002), one can understand why in presence of a noticeable breeze-
forcing over 8-13 April (Figure 3.2d) there is, on the contrary, a weakening
of the breeze-forced current system. These studies predict that breeze-forced
currents at the lower layer, in relation to those in the upper layer, vanish by a
factor γ which is dependent of the depth of the pycnocline following γ = h2/h1
(being h1 (h2) the thickness of the upper (lower layer)). Thus, the deepening
and smoothing of the interface observed along 8-13 April (Figure 3.5a-d) could
have driven the self erosion of the baroclinic mode which supported the breeze-
forced current system (Figure 3.3e) owing to its associated vertical diapycnal
mixing. A similar finding was reported by Zhang et al. (2009) in the Gulf
of Mexico, where they observed that the deepening of the mixed layer depth
driven by freshwater inputs and vertical mixing weakened the diurnal-inertial
ocean response to breeze-forcing.
Barny South site
Regarding the Barny South ADCP deployment and CTD station 78, Fig-
ure 3.5e presents the vertical profiles of potential density on three different
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days: 8 April (black line), characterised by the absence of breeze-forced events;
and 10 April (red line) and 12 April (green line), which involved increasing
breeze-forced oscillations (Figure 3.3e).
As can be observed in Figure 3.5f, the maximum values of N2 that partially
supported the baroclinic mode of these diurnal-inertial motions increased their
depth from 8 April (10 m) to 12 April (45 m) while decreasing their values from
approximately 3×10−4 s−2 to 1×10−4 s−2. This deepening of the pycnocline
likely occurred according to the mechanism previously explained for breeze-
forced currents oscillating around the Barny North ADCP site.
On 10 April, the distribution of vertical shear (Figure 3.5g) exhibited a
maximum at 20 m, which was above the interface of high stratification, with
an S2 of approximately 2.7×10−4 s−2. A secondary peak of S2 ∼ 3×10−5 s−2
was found on the same day for the lower layers, which is similar to the situation
described for the Barny North ADCP. Likewise, on 12 April, a maximum of
S2 was also found above the interface of high stratification with values of
∼ 4.3×10−5 s−2 at approximately 35 m.
For days when breeze-forced diurnal-inertial oscillations were acting, the
main peaks of S2 coincided with low Ri values of 0.05 at 20 m depth on
10 April and 0.17 at 35 m depth on 12 April (Figure 3.5h). The values of
kv associated with these Ri values were also relatively high, approximately
2.6×10−3 m2 s−1 on 10 April and 8×10−4 m2 s−1 on 12 April. As a conse-
quence, the combination of strong vertical shears and surface inputs of strati-
fication from the estuary produced the same effects as illustrated for the area
sampled by the Barny North ADCP and CTD station 62. Thus, a notice-
able modification of the density vertical distribution at relatively short-time
scales was also found in response to diapycnal mixing processes enhanced by
breeze-forced motions. Additionally, it was also found that again the well-
defined baroclinic mode structure which supported the breeze-forced currents
(Figure 3.5e-h on 10 April) broke up due to vertical mixing (Figure 3.5e-h on
12 April), hence weakening the diurnal-inertial ocean response even in presence
of breeze-forcing (Figure 3.3f).
CTD and ADCP observations reported here, although they were not planned
during the MREA04 sea trial for the present research, successfully capture the
critical moments and consequences of the interactions between breeze-forced
current events and stratified waters in the interior of the bay. These results
contribute to explaining the main vertical changes observed in the CTD casts
64
3.3 Results and Discussion
next to the ADCP deployments during observed breeze-forced events and sup-
port that these events may play an important role in promoting vertical mix-
ing. This mechanism is of special interest in areas where the water column is
stratified and strong vertical shears, as shown in this study, can be responsible
for the diapycnal transport of nutrients. In these cases, breeze-forced oscilla-
tions may be able to promote regions of high biological productivity, as it has
been observed for strong inertial currents in the North Sea (van Haren et al.,
1999).
3.3.4 Impact of BFOs in the Bay of Setu´bal
One may expect that breeze-forced oscillations reported here are not an iso-
lated feature of the area of study but be part of the hydrodynamics of the bay.
Counting with shelf conditions next to an estuary which supplies freshwater
to the surface ocean, one has half of the required scenario for breeze-forced
oscillations. However, the forcing to the system cannot be assumed to be a
regular pattern of the area without analysing the local sea-land breeze system.
In this section we use wind time series data from a land meteorological
station at Sines (Figure 3.1), which bounds the southern side of the Bay of
Setu´bal, in order to determine whether the area may be a suitable candidate
for further research on the impact of breeze-forced oscillations in stratified
waters.
With this aim the rotary wavelet spectrum is shown in Figure 3.6 for wind
data during 2004. As it can be observed, the result of the wavelet analysis gives
evidence of the same seasonal pattern reported in Chapter 2 for diurnal wind
over three different locations placed off the Iberian Peninsula coast. Thus, the
variability for this frequency band exhibits, as expected, a stronger and more
recurrent presence of sea-land breezes during the summer months.
These results, together with previous analysis, suggest that the Bay of
Setu´bal, which is framed within the critical latitudes for diurnal-inertial reso-
nance, seems to be a suitable candidate area for the enhancement of diurnal-
inertial motions when sea-land breezes are acting and, hence, to promote di-
apycnal vertical mixing with important consequences for the shelf dynamics
in the interior of the bay.
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Figure 3.6: Rotary Wavelet Power Spectrum of Wind from a Meteo-
rological Station at Sines - Rotary wavelet power spectrum of winds (at 10 m
above the ground) measured at Sines from April 2004 to December 2004. (up-
per pannel) Total rotary wavelet power spectrum. (intermediate pannel) Rotary
wavelet power spectrum of clockwise component. (lower pannel) Rotary wavelet
power spectrum of counterclockwise component. The two black lines on either
end indicate the ‘cone of influence’ where edge effects become important.
3.4 Conclusions
The Bay of Setu´bal is located within the critical latitudes (30◦ ± 10◦ N/S)
where inertial period approaches diurnal period and a near-resonance response
between free inertial oscillations and diurnal wind forcing may occurr. Un-
der these conditiond, we show evidence of breeze-forced oscillations (BFOs)
enhancing diurnal-inertial energy in the interior of the bay and promoting
vertical diapycnal mixing.
The squared vertical shear (S2), squared buoyancy frequency (N2) and the
gradient Richardson Number (Ri) were estimated to analyse the scenario in
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which enhanced vertical shears developed during breeze-forced events led to
stratified and vertically sheared flows with subcritical values of Ri. These
zones were found to promote vertical mixing across the pycnocline due to
strong squared vertical shears about 10−5 s−2. In the end, these mixing pro-
cesses drove the self-erosion of the pycnocline that partially supported the
interface between the two-layers, thereby homogenising the water column in
their wake. At the Barny South ADCP site, the vertical variation in the high-
est peaks of stratification was especially clear, shifting approximately 15 m in
two and a half days and involving an efficient mechanism to transport prop-
erties vertically throughout the water column.
The above results point out that there may exist an internal control on the
strength of the ocean response to breeze forcing that has not been described
before to the best of our knowledge. This follows from the previously dis-
cussed role that the depth of the mixed layer plays on the vertical structure
of BFOs supporting its baroclinic mode and determining the intensity of the
forced currents above and below the pycnocline (Rippeth et al., 2002; Simpson
et al., 2002). Starting from this basis, we observe that vertical diapycnal mix-
ing promoted by breeze-forced oscillations led to the deepening and smoothing
of the pycnocline which supported them and, hence, weakened the ocean re-
sponse to breeze-forcing following a self-erosion mechanism. Hence, we suggest
that the effect of the vertical mixing must be included in theoretical models
to reallistically predict the evolution of the vertical structure of breeze-forced
oscillations; otherwise, initialising a model with a prescribed pycnocline which
is fixed along the simulation will not allow the decay of breeze-forced oscilla-
tions due to the deepening of the mixed layer driven by the associated vertical
mixing.
From this basis, we consider that further research of time series data (cur-
rents, temperature and salinity) covering the total water depth in combination
with co-located simultaneous wind data would benefit greatly the understand-
ing of how breeze-forced oscillations evolve in time and space, with special
attention to the role that associated diapycnal mixing may be playing on the
vertical structure of of these forced-motions.
Remarks on this Chapter
The rotary wavelet spectrum of wind data shown in this chapter represents
an extension to the publication of Aguiar-Gonza´lez et al. (2011).
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The analysis of diapycnal mixing processes associated to breeze-forced os-
cillations and the discussion of the role that enhanced mixing might be playing
on the vertical structure of these forced motions Aguiar-Gonza´lez et al. (2011)
represents the main contribution of Chapter 3 to this topic.
To this regard we find of interest to discuss a later paper of Hyder et al.
(2011) in which the authors report observations and simulations of wind-forced
oscillations on the Namibian shelf, i. e. equatorward the critical latitude for
diurnal-inertial resonance. They found that the General Ocean Turbulence
Model (GOTM) 1-D simulations of diurnal forcing, including the first order
coast-normal surface slope response to diurnal forcing, represented the princi-
pal features of the observed diurnal anticyclonic current. However, they also
found that the vertical structure of simulated diurnal anti-cyclonic amplitudes
was significantly different to those observed. The problem was mainly based
on the upper layer depth was too shallow and the uper layer ampitude was too
strong. They suggest that differences could arise because the simulated down-
ward transfer of wind forced momentum is too small or the relative magnitude
of diurnal wind and slope forcing for the model is not correct, i. e. the Craig
approximation is invalid. As the downward transfer of wind momentum is con-
trolled by mixing, they point out that in their 1-D simulations unresolved 3-D
processes such as internal waves may be missrepresenting an important source
of mixing. Also, the sensivity of the upper layer thickness and amplitude to
latitude in their simulations was discussed and tested as possible explanation
for the disagreement between observations and model results.
The most interesting aspect to our concern is the series of experiments that
the authors undertook to elucidate the origin of this disagreement. With this
aim they modified the standard configuration of their runs. Among those ex-
periments, they included a simulation employing an unrealistic minimum TKE
of 1 x 10−3 m2 s−2 to represent a large unknown unresolved mixing source1.
For standad model runs the authors had employed a minimum turbulence ki-
netic energy (TKE) kmin of 1 x 10
−6 m2 s−2. With this modification, the
simulations improved and provided a much better representation of vertical
phase variation, deepening the upper layer depth and reducing the error in
the lag between the wind and the upper layer current.
Broadly, we find those modeling results of great importance as they support
our earlier suggestion, based on observational analysis, that there may exist an
1Literally reproduced from Hyder et al. (2011).
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internal control on the strength of the ocean response to breeze forcing owing
to associated diapycnal mixing processes which erodes the baroclinic mode
of the breeze-forced oscillations deepening the upper layer and modifying its
vertical structure.
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Chapter 4
Introduction to a Solitons
Scenario
This chapter opens the second half of this PhD study and introduces observa-
tions and theoretical works on solitary waves in the ocean. The goal here is
to provide to the non-expert reader with a brief background on this topic and
focus the attention on those aspects surrounding the generation and evolution
of tide-generated large amplitude solitons. In Section 4.1 we describe the key
features which characterize oceanic observations of solitons: its dynamics and
kinematics, typical scales, and generation mechanisms. Once the observational
picture of solitary waves in the ocean has been drawn, we discuss the theoretical
approach to the phenomenon in Section 4.2. There, we review the mathemati-
cal physics behind the solitary wave theory, highlighting those works which are
of the main concern to our problem. Lastly, we discuss in Section 4.3 the scope
of this PhD study within the described context.
4.1 Solitary Waves in the Ocean
Solitary waves, also known as solitons, are a widespread phenomenon in the
ocean as a part of the higher frequency band of the internal waves. This
term defines a type of waves which travel within the interior of a stratified
fluid after a perturbance moves water particles away from their equilibrium
position. In a rotating fluid at large scales, as it is the case of the ocean, these
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internal waves propagate at a range between the buoyancy N and the inertial
f frequencies, which set the maximum and minimum limits of the internal
wave frequency band1. When the perturbance is caused by the barotropic
tidal flow interaction with topography, the waves thus generated are known as
‘internal tides’ (baroclinic tides), and hence propagate at tidal frequencies.
Most frequently, the origin of internal solitary waves in the ocean appear
to be related with the latter, the baroclinic tides. Thus, solitary waves ap-
peareance have been detected, using remote or in situ sensors, specially in the
proximity of coastal regions.
Figure 4.1: Schematic of Canonical Soliton Packets - Diagram of soliton
packets showing notation for length scales (see Table 4.1 for typical values of
continental shelf solitons). VmaxT is the internal wavelength; c0T is distance
between packet centroids. [From Apel (2002) - Fig. 2].
1This frequency band may be different when ‘non-traditional effects’ come into play.
However, this is not the framework of our research. For details on the ‘non-traditional
approach’ see Gerkema and Shrira (2005); Gerkema et al. (2008). Also, nonlinear effects can
enlarge this range slightly.
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The ‘direct’ generation of internal solitary waves driven by a barotropic
tidal flow over topography is associated to areas of shelf break and irregular
topographies (sills, banks, seamounts, ...). The generation mechanism involves
the lee-wave release from topography of a first-mode internal tide which steep-
ens into shorter-like waves (Maxworthy, 1979; Gerkema, 1994; Helfrich and
Grimshaw, 2008). The nonlinear effects in the internal tide are balanced by
nonhydrostatic and, and to lesser extension, Coriolis dispersion giving rise to a
rank-ordered packet of solitary waves of a few to a few dozen of pulses moving
at their own individual speeds (Gerkema and Zimmerman, 1995; Gerkema,
1996; Apel, 2002). These nonsinusoidal, higher-frequency waves are form-
preserving (nonlinearity and dispersion effects counteract) and travel with the
largest, fastest and long-crested solitons at the front of the sequence. Thus,
the leading waves present longer distances between successives solitons in com-
parison with adjacent pulses at the rear.
An idealization of a solitary wave packet generated over a shelf break (or
a sill) is shown in Figure 4.1 of Apel (2002), detailing its main components.
Top view in Figure 4.1 presents the evolution of two solitary wave packets
formed during two successive tidal cycles (the leftmost packet being generated
during the first tidal cycle). Each packet lengthens and increases its number
of individual solitons in time. Complementary, the profile view in Figure 4.1
shows solitons as vertical displacements of the interface constituting two dif-
ferent packets which change their profile as they propagate away from the
generation area.
The distance observed between the packets is termed in this context as
the ‘wavelength’ of the internal tide. The theoretical nonlinear velocity of the
leading soliton Vmax (Profile View in Figure 4.1) is defined by that wavelength,
the amplitude and the tidal period, T . Typical values for continental shelf
solitons are given by Apel (2002) as a reference (see Table 4.1), assuming the
shelf sea is stratified approximately in a two layer configuration with h1 being
the upper layer and h2 the lower layer.
A well-known example of solitary waves in the ocean can be found in
Stanton and Ostrovsky (1998) where solitons propagate in shallow waters off
Northern Oregon (Figure 4.2). Observations show clearly how the internal
tide steepens and develops a nonlinear leading edge. Resulting waves are con-
sidered to be highly nonlinear due to large downward displacements (by up to
25 m) in comparison with the undisturbed depth of the pycnocline (∼ 7 m).
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Characteristic Symbol Scale
Packet Length L (km) 1 - 10
Amplitude Factor 2η0 (m) -15
Upper Layer Depth h1 (m) 20 - 35
Lower Layer Depth h2 (m) 30 - 200
Long Wave Speed c0 (m s
−1) 0.5 - 1.0
Maximum Wavelength λmax (m) 100 - 1000
Crest Length Cr (km) 0 - 30
Internal Tide Wavelength D = V T (km) 15 - 40
Characteristic Soliton Width l1 (m) 100
Table 4.1: Typical Scales for Shelf Solitons - Typical values for continental
shelf solitons assuming the shelf sea is stratified approximately in a two layer
configuration with h1 being the upper layer and h2 the lower layer. [From Apel
(2002) - Table 1.1].
Figure 4.2: Solitary Waves over the Oregon shelf - (a) A color contour
time series of temperature profiles from the surface to 35 m depth measured by
the Loose-tethered Microstructure Profiler (LMP) over a one day period. The
10◦C span color contour scale is shown on the right of the time series panel. The
low frequency, semidiurnal internal tide displacement can clearly be seen along
the yellow isotherm. (b) A profile time series of the first 1.7 hours of the time
series shown in (a). White areas indicate times with no data. [From Stanton and
Ostrovsky (1998) - Figure 1].
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As long as soliton generation is linked to internal tide activiy, solitary wave
packets will exhibit the same variability as tides, and hence the properties
of generated solitons will vary on semididurnal, diurnal, fortnightly, seasonal
and semiannual cycles. Therefore one can expect, for instance, more and
larger solitons during spring tides than during neap tides (Pingree and Mardell,
1985). Depending on the site and time, solitary wave generation may be even
possible only during spring tides, being absent at neap tides (Apel et al., 1985;
Osborne and Burch, 1980).
Figure 4.3: Evolution of a Solitons Packet in the Sulu Sea - Composite
of two figures reported in Apel et al. (1985). Left-hand side: Line drawing rendi-
tions of DMSP (Defense Meteorolological Satellite Program) images, interpreting
striations as surface signatures of packets of internal solitary waves. Several soli-
tons occur in each group, and up to five packets are visible in images. Interpacket
distance range from 56 to 198 km, depending on azimuth and forthnightly tidal
phase. Intersoliton distances, which defines wavelengths, range from 5 to 16
km. Two different DMSP images at times yield direct time-of-flight speeds of
approximately 2.4 m s−1. Right-hand side: Schematic diagram summarizing the
evolution of a soliton packet in the Sulu Sea: (a) In the sill region an internal
hydraulic jump is produced by strong ebb (southward) flow over the Pearl Bank
sill. (b) As the tidal flow changes to a weak flow, a broad thermocline depression
moves over the sill, propagating northward. (c) Eventually solitary waves begin
to form on this depression as nonlinear and dispersive effects begin to balance.
(d) After traveling a distance approximately 200 km the soliton packet is well-
developed. Scales shown are typical. [From Apel et al. (1985): Right-hand side
of Fig. 13; and Fig. 25].
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An illustrative case of large-amplitude solitons generated from a sill occur
in the Sulu Sea (Apel et al., 1985; Liu et al., 1985). The study area is shown
in the left-hand side of Figure 4.3. The mechanism consists on the release of a
low-mode internal tide from the Pearl Bank sill (Figure 4.3 - Right-hand side:
a - b). Subsequently, as the internal tide propagates nonlinear steepening and
dispersive effects come into play leading to the appearance of solitary waves
distributed into packets separated by tidal cycles (Figure 4.3 - Right-hand
side: c - d).
The generation mechanism over a shelf break and over a shallow promon-
tory (sills, banks, seamounts, ...) is similar; however, solitons propagating
oceanward evolve differently than those traveling shoreward since the former
are generally out of the area controlled by bathymetry. Hence, solitary waves
propagating on the shelf, where the pycnocline depth shoals and the water
depth diminishes, are conditioned by bottom friction effects. This leads to
refraction of the waves, driving the packet crests along isobaths and decreas-
ing their amplitudes, speeds and wavelengths, independently from wherever
solitons were generated. A clear example of wave refraction of solitons when
water depth shoals can be found in Zeng and Alpers (2004) for solitary waves
traveling to shallow waters, afresh in the Sulu Sea (Figure 4.4).
Nevertheless, solitary wave packets have been also observed traveling ocean-
ward far away from shelf breaks and promotory areas (e.g. solitons in the Bay
of Biscay (Gerkema, 2001; New and da Silva, 2002). These solitons respond to
a different generation mechanism. Then, we need to consider that internal tidal
energy may radiate away either horizontally as interfacial waves in the ther-
mocline (mechanism explained above and termed ‘direct generation’) and/or
vertically as ‘beams’ into the stratified continuum below (mechanism known as
‘local generation’) (New, 1988, 1990; New and Pingree, 1992; Gerkema, 2001;
Akylas et al., 2007; da Silva et al., 2007; Da Silva and New, 2009). These beams
emanate from critical topographies where bottom slope matches the slope of
the beam paths and travel at an angle to the vertical into the deep ocean.
After reflection from the seafloor, scattering of these beams at the base of the
thermocline induces the generation of internal solitary waves propagating at
long distances from the shelf break or promontory which caused the initial
beam of internal tidal energy (New, 1990; Gerkema, 2001; Da Silva and New,
2009). Other possible mechanism of soliton generation include shear-flow in-
stability just up-current of the break/sill (Farmer and Armi, 1999), upstream
blocking (Lee and Beardsley, 1974), transcritical generation (Grimshaw, 1986;
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Melville and Helfrich, 1987).
Figure 4.4: Remote Sensing SAR (Synthetic Aperture Radar) images
of Solitons in the Sulu Sea - (a) ERS-2 SAR image acquired during orbit
14529 on 30 Januray, 1998, at 02:24 UTC showing sea surface manifestations of
three internal wave packets generated at ( three different locations; (b) ERS-2
SAR image of the same area, but aquired during orbit 09018 on 10 January,
1997, at 02:24 UTC which was at a slightly later phase of the tidal cycle; (c)
ERS-2 SAR acquired during orbit 06284 on 3 July, 1996, at 02:27 UTC showing
strong refraction of internal solitary waves by bottom topography. [From Zeng
and Alpers (2004) - Figure 1].
As one can imagine, a better understanding of the dominating mechanisms
by which solitons are generated will benefit the assessment of the candidate
areas for soliton activity. Additionally, the interest on oceanic solitons is
supported by the impact these waves have on various aspects: ocean mixing
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and biological productivity (Sandstrom and Elliott, 1984; Pinkel, 2000; Sangra`
et al., 2001; Moum et al., 2003; Macias et al., 2006), water acoustics (Tiemann
et al., 2001), sediment transport (Sandstrom and Elliott, 1984; Bogucki et al.,
1997; Butman et al., 2006), oil platforms (Osborne and Burch, 1980), etc.
The uncertainty about the relative importance of each generating mechanism
worlwide leads to the topic of oceanic solitons still represents a challenging
fieldwork. Fine reviews of the existing empirical and theoretical background
on solitons can be found in Ostrovsky and Stepanyants (1989); Grimshaw et al.
(1998); Apel (2002); Apel et al. (2006); Helfrich and Melville (2006).
The seed for next section is linked to the earliest scientific report describing
the surface manifestation of a solitary wave, which was made by J. Scott
Russell in 1838 on a propagating and unchanging single hump in a Scottish
canal (Russell, 1838b,a). Half a century later, Korteweg and de Vries provided
for the first time a theoretical explanation to this important phenomenon
in the field of mathematical physics (Korteweg and de Vries, 1895). That
work opened an entire research line on the study of soliton properties from a
theoretical point of view whose interest persists in time. In the following we
focus on introducing the solitary wave theory which is of the main concern for
the background of this PhD research.
4.2 A Mathematical Approach to Solitons
To set the scope of the present thesis, we first discuss soliton wave theory based
on the applications of the quadratic Korteweg-de Vries equation (KdV) and
its extended cubic version (eKdV), which describe the dominant wave char-
acteristics and evolution of solitons under weakly (KdV) and more strongly
nonlinear conditions (eKdV), respectively, given an initial profile. Theoretical
models are traditionally built up starting from the most simplified situation
possible, which gets more comprehensive by including new elements in model-
ing the process as long as a previous scenario is understood. On solitary wave
theory, it is not surprising that KdV-type models have become the classical ap-
proach to describe nonlinear dispersive waves. They have been widely used in
the literature and show good aggreement with dominant relationships between
phase speed, amplitude and wavelength scales in comparison with reported ob-
servations of oceanic solitons (Osborne and Burch, 1980; Pingree and Mardell,
1985; Ostrovsky and Stepanyants, 1989; Stanton and Ostrovsky, 1998; Xu and
Yin, 2012). Additionally, they permit modeling the phenomenon of interest
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with a reduced set of equations. However, not all quantitative features are
fully well captured.
The Korteweg-de Vries (KdV) equation is a quadratic nonlinear model
which admits form-preserving solitary wave solutions travelling in one dimen-
sion and based on a balance between nonlinearity and dispersive effects. For
simplicity, here we discuss the KdV equation in terms of a two-layer fluid
with a rigid lid at the surface, even bottom and no mean flow (Djordjevic and
Redekopp, 1978; Kakutani and Yamasaki, 1978), following
∂η
∂t
+ c0
∂η
∂x
+ αη
∂η
∂x
+ β
∂3η
∂x3
= 0 (4.1)
where t is time; x is the spatial variable in the direction of wave propaga-
tion; h1 (h2) is the thickness of the upper (lower) layer; g is the gravitational
acceleration; η(x, t) is the interfacial displacement from its rest level; and α,
β and c0 are the so-called environmental coefficients of the medium describing
nonlinearity, dispersion and long-wavelength phase speed which read
c20 = ∆ρg
h1h2
h1 + h2
, α =
3
2
h1 − h2
h1h2
c0, β =
1
6
h1h2c0, (4.2)
with ∆ρ = (ρ2 − ρ1)/ρ2. Additionally, relative differences in density be-
tween the two layers (∆ρ) are assumed to be small (Boussinesq approxima-
tion), what holds in the ocean with typical values of the order 10−3.
This KdV equation is applicable in shallow waters to stratified fluids where
two main assumptions are taken: 1) The interfacial displacement is much
smaller (but of finite amplitude) than the depth of either layer (i. e., weak
nonlinearity); and, 2) waves are long (but of finite length) in comparison
with the fluid depth (i. e., weak nonhydrostatic dispersion). Thus, the KdV
equation is scaled by the small parameters α = a/H and β = (H/l)2 in such
a form that both are small and of comparable order (β = O(α) ≪ 1); taking
a as a measure of the wave amplitude, l as the length scale of the wave, and
H as the intrinsic vertical scale. The limit in which waves are infinitesimal
(α → 0 leads to linearity) and of infinite length (β → 0 leads to hydrostacy)
reduces 4.1 to ∂η∂t + c0
∂η
∂x , which simply describes rightward travelling waves.
Wherever waves are assumed to be small but of finite amplitude and long
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but of finite wavelength, parameters α and β take values different from zero
to include, respectively, nonlinear and nonhydrostatic dispersive effects in the
KdV evolution equation.
The prototypical analytical solution to the KdV equation for a single soliton
is the hyperbolic secant profile, which reads
η(x, t) = η0sech
2
(x− ct
λ
)
(4.3)
where c is the nonlinear phase speed derived from KdV theory and related
to the linear phase speed c0 and amplitude; and λ is the characteristic width
of the soliton, being related to the amplitude of the displacement η0 and the
environmental cofficients:
c = c0 +
αη0
3
, λ2 =
12β
αη0
(4.4)
As λ2 must be positive, for a thin upper layer with h1 < h2 we have that
α < 0, what results in downgoing displacements of the interface between the
layers (η < 0). On the other hand, if the lower layer shoals in such a manner
that h2 < h1, then solitons reverse to upgoing displacements (α < 0, η > 0).
At the configuration in which h1 = h2, the quadratic nonlinear coefficient α
vanishes and a higher-order (cubic) nonlinear coefficient must be included in
the KdV equation (Djordjevic and Redekopp, 1978; Kakutani and Yamasaki,
1978), leading to its extended version (eKdV):
∂η
∂t
+ (c0 + αη + α1η
2)
∂η
∂x
+ β
∂3η
∂x3
= 0 (4.5)
where the coefficient α1, absent in the Kdv equation (4.1), is the above
mentioned cubic nonlinear coefficient
α1 =
3c0
(h1h2)2
[7
8
(h1 − h2)2 −
(h32 + h31
h1 + h2
)]
(4.6)
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It should be noticed that while the sign of α depends on the layer depths,
it turns out that α1 is always negative. As the cubic term α1 is O(α
2), the
eKdV should formally include also additional dispersive and nonlinear dis-
persive terms of order O(β2) and O(αβ), respectively, to balance nonlinear
and dispersive effects at a higher-order of the KdV equation (Koop and But-
ler, 1981; Lamb and Yan, 1996; GrimShaw et al., 2002). Nevertheless, if the
quadratic nonlinear coefficient α is of order O(α) (i. e., nonlinear quadratic
effects are small), as occurs when | h1 − h2 | /(h1h2) ≪ 1, then the eKdV is
assymptotically consistent, but requires the balance β = O(α2) (Helfrich and
Melville, 2006).
The modified KdV (mKdV) equation appears when the interface is located
at the critical critical thickness ratio (h1 = h2) and the quadratic nonlinear
coefficient α is zero. Then the equation (4.5) reduces to
∂η
∂t
+ (c0 + α1η
2)
∂η
∂x
+ β
∂3η
∂x3
= 0 (4.7)
Kakutani and Yamasaki (1978) found that cubic nonlinearity of the mKdV
equation governs nonlinear long gravity waves at the critical thickness ratio,
whereas near this configuration nonlinearity is governed by an equation of a
combined form of the KdV and modified KdV equation.
Solitary wave behaviour of eKdV equation (Kakutani and Yamasaki, 1978;
Ostrovsky and Stepanyants, 1989; Gerkema and Zimmerman, 2008) can be
described by
η(x, t) =
η0
b+ (1− b)cosh2γ(x− ct) , (4.8)
where
c = c0 +
η0
3
(
α+
1
2
α1η0
)
, γ2 =
η0(α+
1
2α1η0)
12β
, (4.9)
b =
−η0α1
2α + α1η0
, Lw = η−10
∫
∞
−∞
ηdx (4.10)
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with η0 being a measure of the maximum amplitude of the soliton; Lw the
characteristic wave-width; c, the nonlinear phase speed derived from eKdV
theory; and, b and γ parameters defining the system.
Figure 4.5 shows eKdV solitary waves approaching its maximum amplitude
and becoming flat-topped, a radical departure from the classical KdV soliton
which has no formal mathematical limit to its amplitude.
Figure 4.5: Solitary wave solutions of the eKdV equation - Examples of
solitary wave solutions of the eKdV equation (Equation 6) for the arbitrary choice
of the parameters β = α = α1. As the maximum wave amplitude increases, the
waves eventually broaden and develop a flat crest at the maximum amplitude
η0max = 1. [From Helfrich and Melville (2006) - Figure 4].
As previously pointed out, within the framework of the two-layer model,
α1 is always negative (4.6). However, for more general stratifications and
background shear flows the cubic nonlinear coefficient may be either negative
or positive. In the latter case, soliton solutions of both positive and negative
polarities may exist regardless of the sign of α (Grimshaw et al., 1997, 2004).
Cubic KdV, though including higher nonlinearities, is still based on an
expansion of a small parameter (α = a/H) and so is still subject to the as-
sumption of weak nonlinearity. A useful and well-known radical departure
from the weakly nonlinear two-layer KdV model was derived by Miyata (1985,
1988) and Choi and Camassa (1999). The result of their work was an equiva-
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lent set of bi-directional wave equations with full nonlinearity, α = O(1) and
first-order weakly dispersive effects, β ≪ 1.
Figure 4.6: Comparison of KdV and MCC theories - Comparison of
solitary wave properties from the two-layer KdV (red), eKdV (blue), and MCC
(orange) theories. The top row shows the wave speed c vs. amplitude η0; and
the bottom row shows the wavelength (here read characteristic wave-width of the
soliton) Lw vs. η0. The comparison is done for the two stratifications h1/h2 =
1/4 (left column) and h1/h2 = 2/3 (right column). For both the eKdV and MCC
waves the maximum wave amplitude corresponds to the end of the speed curves.
[From Helfrich and Melville (2006) - Figure 5].
Helfrich and Melville (2006) highlighted with Figure 4.6 the deviation
among the weakly nonlinear KdV, the more strongly nonlinear eKdV and the
fully nonlinear Miyata-Choi-Camassa (MCC) models. The amplitude depen-
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dence of the wave speed c and characteristic wave-width Lw1 from the three
models is shown for two different layer-thickness (h1/h2 = 1/4 and h1/h2 =
2/3) in a two-fluid layer system.
Remarkable differences arise when comparing results from the weakly non-
linear KdV and the strongly nonlinear eKdV and MCC models, for both c and
Lw, even for relatively small amplitudes. The solitary wave solutions of the
eKdV and MCC equations increase its phase speed c with growing amplitude
until they start to slow as they approach its maximum η0max (Figure 4.6 -
top row). On the contrary, KdV solutions show the phase speed increasing
linearly with amplitude. Additionally, it also worth noting that the maximum
wave amplitude for both the eKdV and MCC waves corresponds to the end of
the speed curves (what it does not occur with KdV solitons).
As previously shown in Figure 4.5 for eKdV solitary waves, its characteristic
wave-width becomes narrower as they grow (increasing η0) to lately broaden
when the upper limit is approached (η0max). This behaviour is also exhibited
by the MCC theory (Figure 4.6 - bottom row); and, unlike classical KdV
solitary waves whose wave-width gets narrower as they become larger until its
maximum amplitude.
On a whole, comparison of the wave shapes and properties between the
eKdV and MCC theories agree quite well for 0.4 < h1/(h1 + h2) < 0.6, where
the scaling requirements of eKdV are reasonably met (Helfrich and Melville,
2006). Outside this range, differences among the two theories start to grow
(see Figure 4.6 - left column, bottom row).
As we have described, the Korteweg-de Vries (KdV) equation and its ex-
tended version (eKdV) with no forcing terms included, provide an appropiate
mathematical tool for studying the evolution of a given initial profile under
weakly nonlinear (KdV and eKdV) conditions. To go to strongly nonlinear
settings, MCC-type of equations need to be used. But for these, no model ex-
ists that includes a forcing mechanism. It is the principal goal of the following
chapters to extend MCC to include the mechanism of forcing by barotropic
tides over topography.
Throughout the next section, the basis and scope of the present thesis are
discussed.
1For KdV solitary waves Lw = 2γ−1.
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4.3 Scope of the Study
It is now our interest to include a forcing element in the system to reproduce
the generation and evolution of fully nonlinear weakly nonhydrostatic solitons
in a rotating ocean through the disintegration of a low-mode internal tide
released from topography interaction. However, tide-topography interaction
gives rises to waves propagating in two directions (left- and rightward of the
topographic obstacle) and the KdV theory describes waves travelling in one
unique direction. Additionally, Coriolis dispersion needs to be included, which
is not accounted for in (e)KdV. Hence, the KdV-type models are not suitable
to be generalized for including this forcing mechanism. We shall use a different
starting point from that of the Korteweg-de Vries equation. The framework of
our generation model will be the Euler and continuity equations, which are not
unidirectionally restricted. In the following we discuss the main assumptions
and approximations taken in our study, its validity and, therefore, the scope
of the resulting generation model. However, for clarity, we will recall the
assumptions and approximations again in Chapter 5.
We choose the simplest possible configuration, widely used in the literature
for analogous models: a two-fluid layer system in which each layer consists of
an incompressible, homogeneous and inviscid fluid. This configuration sup-
ports our study as it can describe the first mode of a generated internal tide
(Gerkema, 1994); and we are concerned with the generation of internal solitary
waves by disintegration of a low-mode internal tide (the generation of solitons
by internal tide beams is here discarded).
The waves will be taken to propagate in the x direction. With rotation,
motion in the transverse y direction will occur; however, a further simplifica-
tion will consist in omiting transverse dependences (hence we consider plane
waves). Otherwise, derivation of the model would have to face with more
complicated equations that may not outweigh the improvement in the results.
Relative differences in density within the ocean are extremely small (typical
values are of order 10−3), and so in terms of a two-layer system we can apply
the Boussinesq approximation (∆ρ = (ρ2 − ρ1)/ρ2 ≪ 1). Additionally, we
exclude any motion at the upper surface with a rigid lid, what enable us to
reduce the set of evolution equations.
The forcing for internal tide generation consists of an oscillating non-flat
bottom mimicking a barotropic tidal flow over topography. Subsequently,
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solitons are generated by strongly nonlinear disintegration of the first-mode
of the internal tide, with waves taken to be long in comparison with the total
fluid depth (weakly nonhydrostatic dispersive waves).
Dispersion due to the Earth’s rotation cannot be neglected, as the wave-
length of the internal tides are of the order of the ‘internal Rossby radius of
deformation’ (c0/f). We therefore include these effects by using the so-called
f -plane approximation. Hence, on a whole, our system includes dispersive
effects due to weakly nonhydrostatic and Coriolis dispersion.
Therefore, our theoretical approach allows us to study the generation and
evolution of nonlinear interfacial waves in the limit of fully nonlinear weakly
nonhydrostatic long waves. The strongly nonlinearities arise via disintegration
of a low-mode internal tide released from topography interaction in a rotating
ocean. Dispersive effects include weakly nonhydrostatic and Coriolis disper-
sion (due to the Earth’s rotation). In the absence of a mechanism for the
generation of the internal tide and neglecting Earth’s rotation effects, our set
of equations reduces to equivalent Choi & Camassa equations.
The interpretation of a mathematical model like the one we are dealing here
is always made easier if analytical solutions are feasible; however, even when
analytical solving is doable, sometimes it is cumbersome because equations
become extremely complicated and puzzle the physics behind the phenomenon.
In our case, numerical solving represents a more suitable treatment to explore
the theoretical model and its behaviour.
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Chapter 5
A Model for the Generation
of Strongly Nonlinear,
Weakly Nonhydrostatic
Interfacial Waves1
5.1 Outline
In this chapter we derive a new two-fluid layer model consisting of a set of
forced rotation-modified Boussinesq equations for studying the generation and
evolution of strongly nonlinear weakly nonhydrostatic dispersive interfacial
waves. The forcing for internal tide generation is due to tide-topography
interaction (an oscillating non-flat bottom mimicking a barotropic tidal flow
over topography). Solitons are generated by disintegration of the first-mode
of the internal tide. Dispersive effects include weakly nonhydrostatic and
Coriolis dispersion (due to the Earth’s rotation). The model equations are
derived in Sections 5.2 to 5.5. The basic equations of Section 5.2 are scaled
in Sections 5.3 and vertically integrated over the layers in Section 5.4. Up to
this point, the resulting equations are exact but do not form a closed set. The
set is closed in Section 5.5 by making an expansion in the small parameter
1Aguiar -Gonza´lez B., Gerkema T. A Model for the Generation of Strongly Nonlinear,
Weakly Nonhydrostatic Interfacial Waves. In Preparation to be Submitted to an International
refereed Journal
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δ (measuring the strength of non-hydrostaticity). Readers who are primarily
interested in the results may want to skip Sections 5.3-5.5. The forcing is
introduced in Section 5.6 and the set of equations is rearranged to put it in a
form convenient for numerical solving. A numerical algorithm for solving the
fully nonlinear model is developed and described in Section 5.7. Application of
the numerical scheme requires further rearranging, the end-result of which is
presented in Section 5.7.3. The model turns out equivalent to Choi & Camassa
(CC) equations plus additional terms which provide the forcing and rotation
effects to the system. Numerical experiments for various regimes are discussed
in Chapter 6.
5.2 Preliminaries
We start from the continuity and Euler equations and consider a two-fluid
layer configuration in which each layer is composed of a homogeneous, inviscid,
incompressible fluid, applying the Boussinesq approximation. We also assume
uniformity in one of the horizontal directions, taking ∂/∂y = 0. Hence, the
continuity and momentum equations read
∂ui
∂x
+
∂wi
∂z
= 0 (5.1)
ρ¯
(∂ui
∂t
+ ui
∂ui
∂x
+ wi
∂ui
∂z
− fvi
)
= −∂pi
∂x
(5.2)
∂vi
∂t
+ ui
∂vi
∂x
+ wi
∂vi
∂z
+ fui = 0 (5.3)
ρ¯
(∂wi
∂t
+ ui
∂wi
∂x
+ wi
∂wi
∂z
)
= −∂pi
∂z
− ρig (5.4)
where ρi is density, (ui,vi,wi) are the velocity components in Cartesian coordi-
nates, pi is pressure, g the gravitational accelaration, f the Coriolis parameter
(f = 2Ωsinφ, at latitude φ) and ρ¯ the mean density. The subscript i = 1
(i = 2) refers to the upper (lower) layer and a stable stratification, ρ1 < ρ2, is
assumed.
Boundaries are defined at the surface, taken to be a rigid lid, which is
located at z = H1, and at the bottom, located at z = −H2+H(x, t). The time-
dependence of the bottom will later be specified as a horizontal oscillation,
mimicking a barotropic tidal flow over topography, the forcing mechanism
for internal tides. However, the two are not exactly equivalent, since the
88
5.3 Scaling
transformation from one frame of reference to the other involves acceleration
and is therefore not Galilean.
The kinematic boundary conditions at the surface and bottom read
w1 = 0 at z = H1 (5.5)
w2 =
∂H
∂t
+
∂H
∂x
u2 at z = −H2 +H(x, t) . (5.6)
At the interface (z = Z(x, t)), which if at rest is located at z = 0, the boundary
conditions are given by the continuity of normal velocity and pressure:
wi =
∂Z
∂t
+ ui
∂Z
∂x
and p1 = p2 at z = Z . (5.7)
For later convenience, we write pressure as the sum of hydrostatic and dynamic
parts, the latter being denoted by primes:
pi = ρ1gH1 − ρigz + p′i(t, x, z) .
In the horizontal momentum equation, this amounts to replacing ∂pi/∂x by
∂p′i/∂x, whereas the vertical momentum equation (5.4) gives
ρ¯
(∂wi
∂t
+ ui
∂wi
∂x
+wi
∂wi
∂z
)
= −∂p
′
i
∂z
.
Continuity of pressure at the interface, the second equation in (5.7), now
becomes
(p′1 − p′2)|z=Z = (ρ1 − ρ2)gZ .
5.3 Scaling
In order to bring the equations into a dimensionless form, we introduce scales.
The scale for the undisturbed water depth is taken to be D, and the typical
wavelength L. Crucially, we will assume waves to be long, i.e. nonhydrostatic
effects to be weak. This will be expressed by the small parameter δ:
δ =
(D
L
)2
≪ 1 .
(NB: in Choi and Camassa (1999) a small parameter ǫ was used instead, which
relates to ours as δ = ǫ2).
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Since we allow waves to have large amplitudes (i.e. being strongly nonlin-
ear), we may take horizontal velocities to scale with c = (g′D)1/2, where g′ is
reduced gravity,
g′ = g
ρ2 − ρ1
ρ¯
.
c, roughly, is a measure of the linear long-wave phase speed for interfacial
waves. Thus, u and v will be scaled with c. For the interfacial displacement
being allowed to be large, an appropriate scale of Z is D.
The typical scale of w now follows from the continuity equation as Dc/L.
Finally, the scale of pressure follows from assuming a primary balance be-
tween the acceleration term ρ¯∂u/∂t and ∂p/∂x in the horizontal momentum
equation.
In summary, then, we can introduce the following dimensionless variables,
indicated by asterisks,
x = L x∗, z = D z∗, t = (L/c) t∗,
p′i = (ρ¯ c
2) p′∗i , ui = c u
∗
i , vi = c v
∗
i , wi = (D/L) c w
∗
i .
(5.8)
With these scales, the dimensionless continuity and Euler equations yield (for
convenience, we drop the asterisks right away):
∂ui
∂x
+
∂wi
∂z
= 0 (5.9)
∂ui
∂t
+ ui
∂ui
∂x
+ w1
∂ui
∂z
− µvi = −∂p
′
i
∂x
(5.10)
∂vi
∂t
+ ui
∂vi
∂x
+ w1
∂vi
∂z
+ µui = 0 (5.11)
δ
(∂wi
∂t
+ ui
∂wi
∂x
+ wi
∂wi
∂z
)
= −∂p
′
i
∂z
. (5.12)
Here µ is the scaled Coriolis parameter, µ = fL/c. Furthermore we introduce
the dimensionless quantities ζ, hi, and h via (Z,H1,H2,D) = (ζ, h1, h2, h), so
that the scaled form of the boundary conditions is
w1 = 0 at z = h1 (5.13)
w2 =
∂h
∂t
+ u2
∂h
∂x
at z = −h2 + h(x, t) (5.14)
wi =
∂ζ
∂t
+ ui
∂ζ
∂x
at z = ζ(x, t) (5.15)
p′2 − p′1 = ζ at z = ζ(x, t) . (5.16)
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5.4 Vertically Integrated Equations
From here on we follow a procedure analagous to that of Choi & Camassa
(1999), i.e. we vertically integrate the equations over their layers, and then
consider subsequently the orders δ0 and δ1 in order to obtain a closed set for
the weakly nonhydrostatic equations.
The layer-mean f¯1 of a function f1(x, z, t) for the upper layer is defined as
f¯1(x, t) =
1
η1
∫ h1
ζ
dz f1(x, z, t) , η1 = h1 − ζ (5.17)
and for the lower layer as
f¯2(x, t) =
1
η2
∫ ζ
−h2+h
dz f2(x, z, t) , η2 = h2 − h+ ζ . (5.18)
Here, ηi represents the thickness of the layer (depending on the interfacial
displacement ζ). Notice that the boundaries contain a dependence on t and x
via ζ(t, x) and h(t, x).
5.4.1 Upper Fluid-Layer
Vertical integration of the continuity equation (5.9), from the interface (ζ) to
the surface (h1) yields
∂η1
∂t
+
∂(η1u¯1)
∂x
= 0 . (5.19)
Here we used the theorem for derivatives of integrals with variable bound-
aries (see Appendix B):
∂
∂x
∫ B(x)
A(x)
f(x, z) dz =
∫ B(x)
A(x)
∂f(x, z)
∂x
dz+f(x,B(x))
dB(x)
dx
−f(x,A(x))dA(x)
dx
.
The vertical integration of the Euler equation (5.10) involves the following
steps. For the acceleration term we get∫ h1
ζ
dz
∂u1
∂t
=
∂
∂t
∫ h1
ζ
dz u1 + u1|z=ζ ∂ζ
∂t
=
∂(η1u¯1)
∂t
+ u1|z=ζ ∂ζ
∂t
.
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The vertical integration of the nonlinear terms, which can be rewritten (u21)x+
(w1u1)z, yields
∫ h1
ζ
dz [(u21)x + (w1u1)z ] =
∂
∂x
∫ h1
ζ
dz u21 + u
2
1
∣∣∣
z=ζ
∂ζ
∂x
+ (w1u1)|h1ζ
=
∂η1u21
∂x
− ∂ζ
∂t
u1|z=ζ
The vertically integrated first horizontal momentum equation becomes
∂(η1u¯1)
∂t
+
∂(η1u1u1)
∂x
− µη1v¯1 = −η1
(∂p′1
∂x
)
. (5.20)
The other horizontal momentum equation is treated similarly. The non-
linear terms can be rewritten as (uv)x + (wv)z , and become after vertical
integration∫ h1
ζ
dz (u1v1)x + (w1v1)z =
∂
∂x
∫ h1
ζ
dz u1v1 + (u1v1)|z=ζ ∂ζ
∂x
− (w1v1)|z=ζ
=
∂
∂x
(η1u1v1)− ∂ζ
∂t
v1|z=ζ
Then, the vertically integrated second horizontal momentum equation gives
∂(η1v¯1)
∂t
+
∂(η1u1v1)
∂x
+ µη1u¯1 = 0 . (5.21)
5.4.2 Lower Fluid-Layer
For the lower layer one proceeds similarly, except that now both boundaries are
variable when one integrates vertically from the interface (ζ) to the bottom
(−h2 + h).
First, the vertical integration of the continuity equation yields
∫ ζ
−h2+h
dz
∂u2
∂x
=
∂
∂x
∫ ζ
−h2+h
dz u2 − u2|z=ζ ∂ζ
∂x
+ u2|z=−h2+h
∂h
∂x
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and
w2|ζ−h2+h =
∂ζ
∂t
+ u2|z=ζ ∂ζ
∂x
− ∂h
∂t
− u2|z=−h2+h
∂h
∂x
Combined, this yields
∂η2
∂t
+
∂(η2u¯2)
∂x
= 0 . (5.22)
The vertical integration of the Euler equation (5.10) involves the following
steps. For the acceleration term we get
∫ ζ
−h2+h
dz
∂u2
∂t
=
∂
∂t
∫ ζ
−h2+h
dz u2 − u2|z=ζ ∂ζ
∂t
+ u2|z=−h2+h
∂h
∂t
=
∂(η2u¯2)
∂t
− u2|z=ζ ∂ζ
∂t
+ u2|z=−h2+h
∂h
∂t
.
The vertical integration of the nonlinear terms, which can be rewritten
(u22)x + (w2u2)z, yields
∫ ζ
−h2+h
dz [(u22)x + (w2u2)z]
=
∂
∂x
∫ ζ
−h2+h
dz u22 − u22
∣∣∣
z=ζ
∂ζ
∂x
+ u22
∣∣∣
z=−h2+h
∂h
∂x
+ (w2u2)|ζ−h2+h
=
∂η2u
2
2
∂x
− u22
∣∣∣
z=ζ
∂ζ
∂x
+ u22
∣∣∣
z=−h2+h
∂h
∂x
+
(∂ζ
∂t
+ u2
∂ζ
∂x
)
u2|z=ζ
−
(∂h
∂t
+ u2
∂h
∂x
)
u2|z=−h2+h
=
∂η2u22
∂x
+
∂ζ
∂t
u2|z=ζ − ∂h
∂t
u2|z=−h2+h
The vertically integrated first horizontal momentum equation becomes
∂(η2u¯2)
∂t
+
∂(η2u2u2)
∂x
− µη2v¯2 = −η2
(∂p′2
∂x
)
. (5.23)
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The other horizontal momentum equation is treated similarly. The accelera-
tion term gives∫ ζ
−h2+h
dz
∂v2
∂t
=
∂(η2v¯2)
∂t
− v2|z=ζ ∂ζ
∂t
+ v2|z=−h2+h
∂h
∂t
.
The nonlinear terms can be rewritten as (uv)x + (wv)z , and yield after
vertical integration
∫ ζ
−h2+h
dz (u2v2)x + (w2v2)z
=
∂
∂x
∫ h1
ζ
dz u2v2 − (u2v2)|z=ζ ∂ζ
∂x
+ (u2v2)|z=−h2+h
∂h
∂x
+
(∂ζ
∂t
+ u2
∂ζ
∂x
)
v2|z=ζ −
(∂h
∂t
+ u2
∂h
∂x
)
v2|z=−h2+h
=
∂
∂x
(η2u2v2) +
∂ζ
∂t
v2|z=ζ − ∂h
∂t
v2|z=−h2+h
Thus, the vertically integrated second horizontal momentum equation gives
∂(η2v¯2)
∂t
+
∂(η2u2v2)
∂x
+ µη2u¯2 = 0 . (5.24)
5.5 Expansion in δ
The six integrated equations (5.19 - 5.24) derived so far, are exact but do not
form a closed set. The variables η1, η2 and ζ count as one unknown, but we
have also u¯i, v¯i, p
′
i,x. uiui and uivi. The last two expressions will be cast
in terms of u¯i and v¯i by using the vertical momentum equation, expanded
in terms of the small parameter δ. Moreover, continuity of pressure at the
interface is used to connect the pressure in the lower and upper layer. All in
all, the six equations are thus modified to contain only six unknowns.
We make a formal expansion of the unknowns as, for example,
u¯i = u¯i
(0) + δu¯i
(1) + · · ·
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5.5.1 Lowest Order
The vertical momentum equation reduces to ∂p′i
(0)/∂z = 0 neglecting terms of
order δ. At lowest order, (perturbation) pressure is vertically constant in each
layer. For convenience, we introduce P = p′2
(0), being a function of t and x. It
then follows from continuity of pressure at the interface, that p′1
(0) = P − ζ.
Thus, (∂p′1
∂x
)
=
∂P
∂x
− ∂ζ
∂x
+O(δ) ,
(∂p′2
∂x
)
=
∂P
∂x
+O(δ) .
Returning to the original horizontal momentum equations, it is now natural
to assume that the horizontal velocities, too, are independent of z within each
layer, given the z-independence of pressure. Thus,
uiui = u¯
2
i +O(δ) , uivi = u¯iv¯i +O(δ).
At lowest order, then, the set of integrated equations is closed, in terms of the
six variables u¯i, v¯i, ζ and P :
∂(η1u¯1)
∂t
+
∂(η1u¯
2
1)
∂x
− µη1v¯1 = −η1
(∂P
∂x
− ∂ζ
∂x
)
+O(δ) (5.25)
∂(η2u¯2)
∂t
+
∂(η2u¯
2
2)
∂x
− µη2v¯2 = −η2 ∂P
∂x
+O(δ) (5.26)
∂(ηiv¯i)
∂t
+
∂(ηiu¯iv¯i)
∂x
+ µηiu¯i = O(δ) (5.27)
∂ηi
∂t
+
∂(ηiu¯i)
∂x
= 0 . (5.28)
(Notice that the last equation, representing the vertically integrated continuity
equations, is exact and involves no approximation in terms of δ.)
We can obtain the lowest-order expressions wi
(0) from the continuity equa-
tion
wi
(0) = −z ∂u¯i
(0)
∂x
+ ci(t, x)
where ci are constants of integration, which are determined by using the
boundary conditions at the surface (5.13) and bottom (5.14). For these we
get:
w1
(0) = (h1 − z)∂u¯1
(0)
∂x
(5.29)
w2
(0) = (h− h2 − z)∂u¯2
(0)
∂x
+D2h (5.30)
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where the operator Di is defined as ∂/∂t + u¯i
(0)∂/∂x
5.5.2 Next Order
At this order, we include terms of order δ. The key problem is, again, to close
the set of six vertically integrated equations by deriving closed expressions for
the horizontal pressure gradients p′i,x as well as for the contributions of uiui
and uivi in the nonlinear terms.
The latter problem is particularly simple. At order δ, the products contain
one lowest-order field, which is independent of z, hence
uiui =
1
ηi
∫
dz u2i =
1
ηi
∫
dz (ui
(0) + δui
(1) + · · · )2
=
1
ηi
∫
dz (ui
(0)2 + 2δui
(0)ui
(1) + · · · )
= ui
(0)2 + 2δui
(0) 1
ηi
∫
dz ui
(1) + · · ·
= u¯i
(0)2 + 2δu¯i
(0)u¯i
(1) + · · ·
= (u¯i
(0) + δu¯i
(1) + · · · )2
= u¯2i +O(δ
2)
what leads to
uiui = u¯
2
i +O(δ
2) , uivi = u¯iv¯i +O(δ
2).
This means that we can write the horizontal momentum equations as
∂(ηiu¯i)
∂t
+
∂(ηiu¯
2
i )
∂x
− µηiv¯i = −ηi
(∂p′i(0) + δ∂p′i(1)
∂x
)
+O(δ2) (5.31)
∂(ηiv¯i)
∂t
+
∂(ηiu¯iv¯i)
∂x
+ µηiu¯i = O(δ
2) (5.32)
∂ηi
∂t
+
∂(ηiu¯i)
∂x
= 0 . (5.33)
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The remaining problem is to find an expression for p′i
(1). Before we enter that
problem, we first simplify the above equations by combining them, using
∂(ηiu¯i)
∂t
+
∂(ηiu¯
2
i )
∂x
= ηi
∂u¯i
∂t
+ u¯i
∂ηi
∂t
+ ηiu¯i
∂u¯i
∂x
+ u¯i
∂(ηiu¯i)
∂x
= ηi
∂u¯i
∂t
+ ηiu¯i
∂u¯i
∂x
(5.34)
and
∂(ηiv¯i)
∂t
+
∂(ηiu¯iv¯i)
∂x
= ηi
∂v¯i
∂t
+ v¯i
∂ηi
∂t
+ ηiu¯i
∂v¯i
∂x
+ v¯i
∂(ηiu¯i)
∂x
= ηi
∂v¯i
∂t
+ ηiu¯i
∂v¯i
∂x
. (5.35)
Hence,
∂u¯i
∂t
+ u¯i
∂u¯i
∂x
− µv¯i = −
(∂p′i(0) + δ∂p′i(1)
∂x
)
+O(δ2) (5.36)
∂v¯i
∂t
+ u¯i
∂v¯i
∂x
+ µu¯i = O(δ
2) (5.37)
∂ηi
∂t
+
∂(ηiu¯i)
∂x
= 0. (5.38)
At order δ, the vertical momentum equations reads
∂wi
(0)
∂t
+ ui
(0) ∂wi
(0)
∂x
+ wi
(0) ∂wi
(0)
∂z
= −∂p
′
i
(1)
∂z
. (5.39)
We now use the lowest order expressions for the velocity components to find
an expression for p′i
(1).
5.5.2.1 Pressure in Upper Layer
With the lowest-order expression for the vertical velocity,
w1
(0) = (h1 − z)∂u¯1
(0)
∂x
,
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the left-hand side of (5.39) becomes
(h1 − z)∂
2u¯1
(0)
∂x∂t
+ u¯1
(0)(h1 − z)∂
2u¯1
(0)
∂x2
− (h1 − z)
(∂u¯1(0)
∂x
)2
= (h1 − z)
[∂2u¯1(0)
∂x∂t
+ u¯1
(0) ∂
2u¯1
(0)
∂x2
−
(∂u¯1(0)
∂x
)2]
≡ (h1 − z)G1 , (5.40)
where we introduced
Gi =
∂2u¯i
(0)
∂x∂t
+ u¯i
(0) ∂
2u¯i
(0)
∂x2
−
(∂u¯i(0)
∂x
)2
(5.41)
Hence,
∂p′1
(1)
∂z
= (z − h1)G1 . (5.42)
Integration now gives
p′1
(1) = (z2/2− h1z)G1 − (ζ2/2− h1ζ)G1
=
1
2
[
z(z − 2h1)− ζ(ζ − 2h1)
]
G1 (5.43)
In the first equality, we used the freedom to add a constant of integration (in
fact, a function of x and t), to add terms such that pressure is zero at the
interface1. Taking the derivative to x,
∂p′1
(1)
∂x
= (h1 − ζ)∂ζ
∂x
G1 +
1
2
[
z(z − 2h1)− ζ(ζ − 2h1)
]∂G1
∂x
, (5.44)
and then the mean over the upper layer,(∂p′1(1)
∂x
)
= (h1 − ζ)∂ζ
∂x
G1 − 1
2
ζ(ζ − 2h1)∂G1
∂x
+
1
2
∂G1
∂x
1
η1
∫ h1
ζ
dz z(z − 2h1)
= η1
∂ζ
∂x
G1 − 1
2
ζ(ζ − 2h1)∂G1
∂x
+
1
2
∂G1
∂x
1
η1
(
z3/3− h1z2
)∣∣∣h1
ζ
= η1
∂ζ
∂x
G1 − 1
2
ζ(ζ − 2h1)∂G1
∂x
− 1
2
∂G1
∂x
1
η1
[
2h31/3 + ζ
2(ζ/3− h1)
]
= η1
∂ζ
∂x
G1 − η
2
1
3
∂G1
∂x
= −η1 ∂η1
∂x
G1 − η
2
1
3
∂G1
∂x
= − 1
3η1
∂
∂x
(η31G1). (5.45)
1The same condition must later be imposed on p′2
(1), since at first order the requirement
of continuity of pressure becomes p′1
(1) = p′2
(1) at z = ζ.
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The last equality allow us to write(∂p′1
∂x
)
=
(∂p′1(0)
∂x
)
+ δ
(∂p′1(1)
∂x
)
+O(δ2)
as
(∂p′1
∂x
)
=
∂P
∂x
− ∂ζ
∂x
− δ
[ 1
3η1
∂(η31G1)
∂x
]
+O(δ2) . (5.46)
5.5.2.2 Pressure in Lower Layer
With the lowest-order expression for the vertical velocity,
w2
(0) = (h− h2 − z)∂u¯2
(0)
∂x
+D2h
the left-hand side of (5.39) becomes
∂h
∂t
∂u¯2
(0)
∂x
+ (h− h2 − z)∂
2u¯2
(0)
∂x∂t
+
∂2h
∂t2
+
∂u¯2
(0)
∂t
∂h
∂x
+ u¯2
(0) ∂
2h
∂x∂t
+u¯2
(0)
[∂h
∂x
∂u¯2
(0)
∂x
+ (h− h2 − z)∂
2u¯2
(0)
∂x2
+
∂2h
∂x∂t
+
∂u¯2
(0)
∂x
∂h
∂x
+ u¯2
(0) ∂
2h
∂x2
]
−
[
(h− h2 − z)∂u¯2
(0)
∂x
+
∂h
∂t
+ u¯2
(0)∂h
∂x
]∂u¯2(0)
∂x
= (h− h2 − z)G2 + ∂
2h
∂t2
+
∂u¯2
(0)
∂t
∂h
∂x
+ 2u¯2
(0) ∂
2h
∂x∂t
+ u¯2
(0) ∂u¯2
(0)
∂x
∂h
∂x
+u¯2
(0)2∂
2h
∂x2
= (h− h2 − z)G2 +D22h , (5.47)
Hence
∂p′2
(1)
∂z
= (h2 − h+ z)G2 −D22h . (5.48)
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Integration now gives
p′2
(1) = ([h2 − h]z + z2/2)G2 − zD22h− ([h2 − h]ζ + ζ2/2)G2 + ζD22h
where the constant’ of integration has been chosen such that p′2
(1) vanishes
at the interface (in accordance with the requirement stated above).
Next we take the derivative to x:
∂p′2
(1)
∂x
= −z ∂h
∂x
G2 + ([h2 − h]z + z2/2)∂G2
∂x
− z ∂
∂x
(D22h)
+
∂h
∂x
ζG2 − (h2 − h)∂ζ
∂x
G2 − ζ ∂ζ
∂x
G2 − ([h2 − h]ζ + ζ2/2)∂G2
∂x
+
∂ζ
∂x
D22h+ ζ
∂
∂x
(D22h)
= z
[
(h2 − h)∂G2
∂x
− ∂h
∂x
G2 − ∂
∂x
(D22h)
]
+
z2
2
∂G2
∂x
+
∂h
∂x
ζG2 − η2 ∂ζ
∂x
G2 − ([h2 − h]ζ + ζ2/2)∂G2
∂x
+
∂ζ
∂x
D22h+ ζ
∂
∂x
(D22h) .
Finally, taking the depth-average we have
(∂p′2(1)
∂x
)
=
[
(h2 − h)∂G2
∂x
− ∂h
∂x
G2 − ∂
∂x
(D22h)
] 1
η2
∫ ζ
−h2+h
dz z
+
1
2
∂G2
∂x
1
η2
∫ ζ
−h2+h
dz z2 +
∂h
∂x
ζG2 − η2 ∂ζ
∂x
G2
−([h2 − h]ζ + ζ2/2)∂G2
∂x
+
∂ζ
∂x
D22h+ ζ
∂
∂x
(D22h)
(5.49)
This expression, following the derivation in Appendix D, evolves to
(∂p′2(1)
∂x
)
= − 1
3η2
∂
∂x
(η32G2)−
1
2
η2G2
∂h
∂x
+
η2
2
∂
∂x
(D22h) +
∂ζ
∂x
D22h (5.50)
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The last equality allow us to write
(∂p′2
∂x
)
=
(∂p′2(0)
∂x
)
+ δ
(∂p′2(1)
∂x
)
+O(δ2) ,
as
(∂p′2
∂x
)
=
∂P
∂x
− δ
[ 1
3η2
∂
∂x
(η32G2) +
1
2
η2G2
∂h
∂x
− η2
2
∂
∂x
(D22h)−
∂ζ
∂x
D22h
]
+O(δ2) .
(5.51)
5.6 The Generation Model
For the two fluid-layer rotating system we have thus obtained a closed set of six
dimensionless equations for six unknowns (u¯1, u¯2, v¯1, v¯2, P , ζ)
∂η1
∂t
+
∂(η1u¯1)
∂x
= 0 , η1 = h1 − ζ (5.19)
∂η2
∂t
+
∂(η2u¯2)
∂x
= 0 , η2 = h2 − h(x, t) + ζ (5.22)
∂(η1u¯1)
∂t
+
∂(η1u¯
2
1)
∂x
− µη1v¯1 = −η1
(∂P
∂x
− ∂ζ
∂x
− δ
[ 1
3η1
∂(η31G1)
∂x
])
, (5.52)
∂(η2u¯2)
∂t
+
∂(η2u¯
2
2)
∂x
− µη2v¯2 = −η2
(∂P
∂x
− δ
[ 1
3η2
∂(η32G2)
∂x
+
1
2
η2G2
∂h
∂x
− η2
2
∂(D22h)
∂x
− ∂ζ
∂x
D22h
])
, (5.53)
∂(η1v¯1)
∂t
+
∂(η1u¯1v¯1)
∂x
+ µη1u¯1 = 0 , (5.21)
∂(η2v¯2)
∂t
+
∂(η2u¯2v¯2)
∂x
+ µη2u¯2 = 0 . (5.24)
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This set of equations can be further simplified if we add up equations (5.52)
and (5.53) and work off ∂P∂x , what leads to
∂P
∂x
=
1
(1− h)
(
− ∂
∂t
(η1u¯1 + η2u¯2)− ∂
∂x
(η1u¯
2
1 + η2u¯
2
2) + µ(η1v¯1 + η2v¯2)
+η1
∂ζ
∂x
+ δη1
[ 1
3η1
∂(η31G1)
∂x
]
+ δη2
[ 1
3η2
∂(η32G2)
∂x
+
1
2
η2G2
∂h
∂x
−1
2
η2
∂
∂x
(D22h)−
∂ζ
∂x
D22h
])
.
(5.54)
For further simplification in (5.54) we deal with the term ∂∂t(η1u¯1 + η2u¯2),
which brings along a combination of time derivatives of unknown quantities,
by adding up the continuity equations (5.19) and (5.22)
∂
∂t
(η1 + η2) +
∂
∂x
(η1u¯1 + η2u¯2) = 0 , (5.55)
where recalling that η1+ η2 = h1+ h2− h with the two-fluid system depth
h1 + h2 = 1, this leads to
− ∂h
∂t
+
∂
∂x
(η1u¯1 + η2u¯2) = 0. (5.56)
At this point we need an expression for the oscillating topography, which
we define here as h = h(X) with X(x, t) = x−a cos t with a being an arbitrary
constant. Taking its derivative to time we get
∂h
∂t
=
∂h
∂x
a sin t, U = a sin t , (5.57)
and replacing this into (5.56), it yields
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∂
∂x
(η1u¯1 + η2u¯2) = U
∂h
∂x
, (5.58)
The latter expression can be now integrated in x following
η1u¯1 + η2u¯2 = Uh+A(t) , (5.59)
where we assume that initially u¯1 = u¯2 = U = 0 so that A(t) = 0
η1u¯1 + η2u¯2 = Uh , (5.60)
and, consequently,
∂
∂t
(η1u¯1 + η2u¯2) =
∂
∂t
(Uh) , (5.61)
which, finally, allow us to replace the term ∂∂t(η1u¯1+η2u¯2) (unknown quan-
tity) by ∂∂t(Uh) (known quantity) into (5.54) for simplification of
∂P
∂x
∂P
∂x
=
1
(1− h)
(
− ∂
∂t
(Uh) − ∂
∂x
(η1u¯
2
1 + η2u¯
2
2) + µ(η1v¯1 + η2v¯2) + η1
∂ζ
∂x
+δη1
[ 1
3η1
∂(η31G1)
∂x
]
+ δη2
[ 1
3η2
∂(η32G2)
∂x
+
η2G2
2
∂h
∂x
− η2
2
∂(D22h)
∂x
−∂ζ
∂x
D22h
])
. (5.62)
For further reduction of the horizontal momentum equation for u¯1 (5.52),
we introduce here simplifications made in (5.34), what results in
∂u¯1
∂t
+ u¯1
∂u¯1
∂x
− µv¯1 = −∂P
∂x
+
∂ζ
∂x
+ δ
[
η1
∂η1
∂x
G1 +
η21
3
∂G1
∂x
]
+O(δ2) (5.63)
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where we replace ∂P∂x by its equivalent expression above, what yields
∂u¯1
∂t
+ u¯1
∂u¯1
∂x
+ µv¯1 =
∂ζ
∂x
+
1
(1− h)
(∂(Uh)
∂t
+
∂
∂x
(η1u¯
2
1 + η2u¯
2
2)
−µ(η1v¯1 + η2v¯2)− η1 ∂ζ
∂x
)
+ δ
(
1− η1
(1− h)
)[
η1G1
∂η1
∂x
+
η21
3
∂G1
∂x
]
+
δη2
(1− h)
[
− η2G2 ∂ζ
∂x
− η
2
2
3
∂G2
∂x
+
η2G2
2
∂h
∂x
+
η2
2
∂(D22h)
∂x
+
∂ζ
∂x
D22h
]
+O(δ2).
(5.64)
Finally, our two fluid-layer rotating system has been simplified throughout
this section from a set of six dimensionless equations for six unknowns (u¯1,
u¯2, v¯1, v¯2, P , ζ) to a set of five dimensionless equations for five unknowns (u¯1,
u¯2, v¯1, v¯2, ζ). It is important to recall that, on the way of working off
∂P
∂x ,
we obtained the expression (5.60), which is a much simpler equation for u¯2
than (5.53). To conclude with the work of simplifying our set of equations, be-
low we introduce simplifications made in (5.35) for the horizontal momentum
equations of v¯i (5.37) and present our generation model of solitons as
∂u¯1
∂t
+ u¯1
∂u¯1
∂x
+ µv¯1 =
∂ζ
∂x
+
1
(1− h)
(∂(Uh)
∂t
+
∂
∂x
(η1u¯
2
1 + η2u¯
2
2)
−µ(η1v¯1 + η2v¯2)− η1 ∂ζ
∂x
)
+ δ
(
1− η1
(1− h)
)[
η1G1
∂η1
∂x
+
η21
3
∂G1
∂x
]
+
δη2
(1− h)
[
− η2G2 ∂ζ
∂x
− η
2
2
3
∂G2
∂x
+
η2G2
2
∂h
∂x
+
η2
2
∂(D22h)
∂x
+
∂ζ
∂x
D22h
]
+O(δ2)
(5.64)
u¯2 =
Uh− η1u¯1
η2
, (5.60)
∂v¯1
∂t
+ u¯1
∂v¯1
∂x
+ µu¯1 = 0 +O(δ
2) , (5.65)
∂v¯2
∂t
+ µu¯2 + u¯2
∂v¯2
∂x
= 0 +O(δ2) , (5.66)
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∂ζ
∂t
− (h1 − ζ)∂u¯1
∂x
+ u¯1
∂ζ
∂x
= 0 . (5.38)
5.7 Numerical Modeling
We solve the fully nonlinear generation model using numerical techniques, i.e.
equations will be discretized and solved following a time stepping algorithm
for a certain space-time grid. Throughout this section we detail how the
set of equations which composes the model (5.64, 5.60, 5.37, 5.38) is solved
numerically.
5.7.1 Numerical Strategy
Firstly we define a grid in time and space for discretization of the various
derivatives of the system. Then,
tn = n∆t and xj = j∆x
are introduced for integer values of n (time-step) and j (spatial-step), where
∆t and ∆x are the magnitude of the steps. Hence, we can easily describe time
and spatial dependent variables, e.g. y(tn, xj), at any time and position. Thus,
ynj means the value of the variable y at the current time and spatial-step, n
and j, respectively. And, consequently, n+ 1 would represent the ‘next time-
step’, and so n− 1 the ‘previous time-step’, what applies analogously for j in
the space grid. This notation help us to determine grid points and distinguish
between known and unknown values at every time step, what is important to
design an efficient numerical strategy to solve our equations.
We discretize the various derivatives in the model with centered difference
approximations (Durran, 1999) as follows
∂y
∂t
(tn, xj) =̂
yn+1j − ynj
∆t
, (5.67)
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∂y
∂x
(tn, xj) =̂
ynj+1 − ynj
∆t
, (5.68)
∂2y
∂x2
(tn, xj) =̂
ynj+1 − 2ynj + ynj−1
(∆x)2
, (5.69)
∂2y
∂x∂t
(tn, xj) =̂
yn+1j+1 − ynj+1 − (yn+1j−1 − ynj−1)
2∆x∆t
, (5.70)
∂3y
∂x2∂t
(tn, xj) =̂s
yn+1j+1 − ynj+1 − 2(yn+1j − ynj ) + (yn+1j−1 − ynj−1)
(∆x)2∆t
. (5.71)
Initiatilly the system is at rest with mean horizontal velocities, u¯i and v¯i,
and displacement of the interface, ζ, being all zero at the first two time levels
(n− 1, n), what represent the initialization fields. The thickness of the upper,
h1, and lower layer, h2, together with the topography, h(X), draw the scenario
where the two-layer system runs.
At the next time-step (n+1), we start to move the topography to the right
creating the effect of a tidal motion flowing to the left. For given U (velocity of
moving topography, (5.57)) and time-step, the excursion of the topography is
a known quantity which is used to shift (first, second and third) spatial deriva-
tives of h(X) at every new time-step. The momentum (5.37) and continuity
(5.38) equations can now be solved for v¯1
n+1
j , v¯2
n+1
j and ζ
n+1
j at all j posi-
tions in terms of the known quantities at the previous two time levels (n−1, n).
The goal consists on getting all terms with time-derivatives in the left-hand
side of every equation which composes our model, leaving remaining terms in
the right-hand side. At the last stage, we look for an expression in the form
∂y
∂t
= Y (tn, xj) (5.72)
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where Y (tn, xj) represents a collection of known variables whose values may
be dependent on time and/or space. If we now discretize the derivative in the
expression above, we get
yn+1j − ynj
∆t
= Y (tn, xj) (5.73)
where yn+1j is an unknown quantity which can be expressed for all j posi-
tions in terms of the known quantities of the previous time-levels of y(tn, xj)
and Y (tn, xj). This operation is solved numerically using third-order Adams-
Bashforth approximation (Durran, 1999) as
yn+1j = y
n
j +
∆t
12
(
23Y nj − 16Y n−1j + 5Y n−2j
)
(5.74)
This is the idea we keep in mind, we calculate values at the new time-steps
by using known values at the previous time-steps for all spatial positions.
Hence, we need an scheme which coherently solve our equations in a way that
we always count with the required known values to move our system to the
new time-step over the space domain.
To this end, equations for v1 (5.65), v2 (5.66) and ζ (5.38) are easily reor-
ganized to be solved numerically with the time derivative in the left hand-side
following
∂v¯1
∂t
= −u¯1∂v¯1
∂x
− µu¯1 +O(δ2) (5.65)
∂v¯2
∂t
= −µu¯2 − u¯2 ∂v¯2
∂x
+O(δ2) (5.66)
∂ζ
∂t
= (h1 − ζ)∂u¯1
∂x
− u¯1 ∂ζ
∂x
(5.38)
as required for applying Adams-Bashforth appromixation.
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However, solving u¯1 numerically is not straightforward. After collecting
time derivatives in the left hand-side and remaining terms in the right hand-
side, the horizontal momemtum equation of u¯1 (5.64) evolves to an expression
1
in the form of
a
∂u¯1
∂t
+ b
∂2u¯1
∂x∂t
+ c
∂3u¯1
∂x2∂t
= Y (tn, xj) (5.75)
where a, b and c collect spatial derivatives of ζ(x, t) and h(x, t) (space-time
dependent variables); and Y (tn, xj) represents remaining terms, as previously.
If now we operate the time derivative as a common factor in the left-hand side,
the result leads to
∂
∂t
(
au¯1 + b
∂u¯1
∂x
+ c
∂2u¯1
∂x2
)
= Y (tn, xj) +
(∂a
∂t
u¯1 +
∂b
∂t
∂u¯1
∂x
+
∂c
∂t
∂2u¯1
∂x2
)
(5.76)
what helps us to introduce a new variable, U¯1, to turn our problem into a
numerically solvable expression following
∂U¯1
∂t
= Y (tn, xj) +
(∂a
∂t
u¯1 +
∂b
∂t
∂u¯1
∂x
+
∂c
∂t
∂2u¯1
∂x2
)
(5.77)
In the following, for clarity purposes, we refer to the right-hand side above
as R(tn, xj)
∂U¯1
∂t
= R(tn, xj) (5.78)
It is important to recall here that R(tn, xj) is a known quantity since both
Y (tn, xj) and the spatial derivatives of u¯1 are both evaluated at the current
time-step (n); and, the time derivatives of a, b and c, which involve values of
ζ at the current (n) and new time-step (n+1), have been previously achivied
with (5.38) via Adams-Bashforth approximation (5.74).
1For simplicity, we deal at this point with the generic expression (5.75) which represents
the the horizontal momemtum equation of u¯1 (5.64) to be solved numerically. The procedure
to that end is the matter of Section 5.7.2. Here we leave that work aside, as now we focused
on explaining the numerical strategy we applied to solve u¯1 once we get an expression as
(5.75).
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Next, we proceed to discretize the spatial derivatives in U¯1 using (5.68 and
5.69), what results in
U¯1 = aj u¯1j + bj
u¯1j+1
2∆x
− bj
u¯1j−1
2∆x
− cj
u¯1j+1
(∆x)2
− 2 cj
u¯1j
(∆x)2
+ cj
u¯1j−1
(∆x)2
(5.79)
and grouping terms, it yields
U¯1 =
(
aj −
2 cj
2∆x
)
u¯1j +
( −bj
2∆x
+
cj
(∆x)2
)
u¯1j−1 +
( bj
2∆x
− cj
(∆x)2
)
u¯1j+1
(5.80)
which we rewrite by introducing factors d, e and f as follows
U1j = dj u¯1j + ej u¯1j−1 + fj u¯1j+1 (5.81)
Subsequently, when we discretize the time derivative of U¯1
∂U1
∂t
=
U1
n+1
j − U1nj
∆t
and apply Adams-Bashftorth (5.74), we obtain
U¯1
n+1
j = U¯1
n
j +
∆t
12
(
23Rnj − 16Rn−1j + 5Rn−2j
)
(5.82)
where U¯1
n+1
j actually includes
U¯1
n+1
j = d
n+1
j u¯1
n+1
j + e
n+1
j u¯1
n+1
j−1 + f
n+1
j u¯1
n+1
j+1 (5.83)
To close our system we still need to obtain u¯1
n+1
j for all j terms. To
that end, the equation above is more complicated to solve and gives rise to
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implicit equations as we have not only the unknown u¯1
n+1
j , but also u¯1
n+1
j−1 and
u¯1
n+1
j+1 , which come from the mixed second and third derivatives of u1 in (5.75).
However, this is a well-known problem (Logan, 1987) which can be solved
following a procedure designed to deal with a numerically efficient resolution
(Thomas algorithm). Firstly, we consider our space grid with j = 1...J and
choose the boundaries of the interval sufficiently far away from the generation
area to ensure that the internal tides will not reach them within the period of
time under consideration. Consequently we may set
u¯1
n = ζnJ = 0 (5.84)
for all n, and similarly for u¯2, v¯i and ζ. Then we solve u¯1
n+1 for known
quantities of U¯1
n+1
and factorsdn+1j , e
n+1
j and f
n+1
j within the space grid
j = 2...J − 1. Consequently we can write equation (5.83) in matrix form as a
tridiagonal system:

dn+12 f
n+1
2
en+13 d
n+1
3 f
n+1
3
. . .
. . .
. . .
en+1J−2 d
n+1
J−2 f
n+1
J−2
en+1J−1 d
n+1
J−1


u¯1
n+1
2
u¯1
n+1
3
.
.
.
u¯1
n+1
J−2
u¯1
n+1
J−1

=

U¯1
n+1
1
U¯1
n+1
2
.
.
.
U¯1
n+1
J−2
U¯1
n+1
J−1

(5.85)
(5.86)
The absence of d2 and fJ−1 is due to we previously set u¯1 = 0 onto the
boundaries, what we introduce in the system as
d2 = 0 fJ−2 = 0 (5.87)
Then, equation (5.85) can be solved for u¯1 at the next time step n+1. The
procedure requires to calculate firstly
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d¯j = dj − ejfj−1 (5.88)
f¯j = fj/d¯j (5.89)
g¯j = (U¯1j − ejgj−1)/d¯j (5.90)
for j = 2...J − 1 (notice that fJ−1 = 0), and subsequently
u¯1
n+1
J−j = gJ−j − f¯J−j u¯1n+1J−j+1 (5.91)
for j = 1...J − 2. Following this, we accomplish u¯n+11 for all j terms and,
hence, u¯2
n+1 in a straightforward manner using the expression (5.60), what
closes the model resolution for every new time level n+ 1.
With this we have drawn a numerical strategy which can be used to solve
successfully the model object of this thesis with numerical techniques.
5.7.2 Preliminaries to Solve u¯1
The mathematical work presented throughout this subsection is optional under
the reader’s convenience and may be skipped without loss of continuity for the
understanding of the numerical strategy we use to solve the model.
The main goal here is to detail the procedure we follow to obtain a nu-
merically solvable expression for u¯1 in the form of (5.75) taking its horizontal
momentum equation (5.64) as starting point. For simplicity in future manip-
ulations we work by collecting terms with analogous physical effects: linear,
non-linear and non-hydrostatic dispersive effects:
∂u¯1
∂t
= µv¯1 − u¯1∂u¯1
∂x
+
∂ζ
∂x
+
1
(1− h)
(∂(Uh)
∂t
+
∂
∂x
(η1u¯
2
1 + η2u¯
2
2)
−µ(η1v¯1 + η2v¯2)− η1 ∂ζ
∂x
)
+ δ
(
1− η1
(1− h)
)[
η1G1
∂η1
∂x
+
η21
3
∂G1
∂x
]
+
δη2
(1− h)
[
− η2G2 ∂ζ
∂x
− η
2
2
3
∂G2
∂x
+
η2G2
2
∂h
∂x
+
η2
2
∂(D22h)
∂x
+
∂ζ
∂x
D22h
]
(5.92)
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where we introduce for convenience the factors δ1 and δ2 in front of dis-
persive terms from the upper layer, and dispersive terms from the lower layer
and the topography, respectively,
δ1 = δ
(
1− η1
(1− h)
)
; δ2 =
δη2
(1− h) (5.93)
leading to
∂u¯1
∂t
= µv¯1 − u¯1∂u¯1
∂x
+
∂ζ
∂x
+
1
(1− h)
(∂(Uh)
∂t
+
∂
∂x
(η1u¯
2
1 + η2u¯
2
2)
−µ(η1v¯1 + η2v¯2)− η1 ∂ζ
∂x
)
+ δ1
[
η1G1
∂η1
∂x
+
η21
3
∂G1
∂x
]
+δ2
[
− η2G2 ∂ζ
∂x
− η
2
2
3
∂G2
∂x
+
η2G2
2
∂h
∂x
+
η2
2
∂(D22h)
∂x
+
∂ζ
∂x
D22h
]
(5.94)
We proceed working out linear and non-linear terms of equation above,
what leads to deal with the following
µv¯1 − u¯1 ∂u¯1
∂x
+
∂ζ
∂x
+
1
(1− h)
(∂(Uh)
∂t
+
∂
∂x
(
η1u¯
2
1 + η2u¯
2
2
)
− µ
(
η1v¯1 + η2v¯2
)
− η1 ∂ζ
∂x
)
where we introduce equation (5.57) to substitute the time-derivative of the
oscillating topography, h, by its space-derivative
µv¯1 − u¯1∂u¯1
∂x
+
∂ζ
∂x
+
1
(1− h)
(
h
∂U
∂t
+ U2
∂h
∂x
+ u¯1
∂η1u¯1
∂x
+ u¯1η1
∂u¯1
∂x
+u¯2
∂η2u¯2
∂x
+ u¯2η2
∂u¯2
∂x
− µ
(
η1v¯1 + η2v¯2
)
− η1 ∂ζ
∂x
)
Next, we introduce the continuity equation (5.38)
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µv¯1 − u¯1∂u¯1
∂x
+
∂ζ
∂x
+
1
(1− h)
(
h
∂U
∂t
+ U2
∂h
∂x
− u¯1 ∂η1
∂t
+ u¯1η1
∂u¯1
∂x
−u¯2∂η2
∂t
+ u¯2η2
∂u¯2
∂x
− µ
(
η1v¯1 + η2v¯2
)
− η1 ∂ζ
∂x
)
as well as the definition of η1 and η2 for involved derivatives
µv¯1 − u¯1 ∂u¯1
∂x
+
∂ζ
∂x
+
1
(1− h)
(
h
∂U
∂t
+ U2
∂h
∂x
+ (u¯1 − u¯2)∂ζ
∂t
+ u¯1η1
∂u¯1
∂x
+u¯2
∂h
∂t
+ u¯2η2
∂u¯2
∂x
− µ
(
η1v¯1 + η2v¯2
)
− η1 ∂ζ
∂x
)
At this point, we can clearly separate linear and non-linear terms grouped
as
linear = µv¯1 +
∂ζ
∂x
+
1
(1− h)
(
h
∂U
∂t
+ U2
∂h
∂x
+ u¯2
∂h
∂t
− µ
(
η1v¯1 + η2v¯2
)
− η1 ∂ζ
∂x
)
(5.95)
and
nonlinear = −u¯1∂u¯1
∂x
+
1
(1− h)
(
(u¯1 − u¯2)∂ζ
∂t
+ u¯1η1
∂u¯1
∂x
+ u¯2η2
∂u¯2
∂x
)
(5.96)
Accordingly, equation (5.94) can be rewritten as
∂u¯1
∂t
= linear + nonlinear + δ1
[
η1G1
∂η1
∂x
+
η21
3
∂G1
∂x
]
+δ2
[
− η2G2 ∂ζ
∂x
− η
2
2
3
∂G2
∂x
+
η2G2
2
∂h
∂x
+
η2
2
∂(D22h)
∂x
+
∂ζ
∂x
D22h
]
(5.97)
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We continue working out dispersive terms from the upper layer in equation
(5.97), what leads to deal with
δ1
[
η1G1
∂η1
∂x
+
η21
3
∂G1
∂x
]
(5.98)
taking special care of terms with ∂u¯1∂t involved in G1 (5.41). Therefore, it
yields
δ1
[
− η1 ∂ζ
∂x
[∂2u¯1
∂x∂t
+ u¯1
∂2u¯1
∂x2
−
(∂u¯1
∂x
)2]
+
η21
3
∂
∂x
(∂2u¯1
∂x∂t
+ u¯1
∂2u¯1
∂x2
−
(∂u¯1
∂x
)2)]
δ1
[
−η1 ∂ζ
∂x
[∂2u¯1
∂x∂t
+ u¯1
∂2u¯1
∂x2
−
(∂u¯1
∂x
)2]
+
η21
3
∂3u¯1
∂x2∂t
+
η21
3
[
u¯1
∂3u¯1
∂x3
− ∂u¯1
∂x
∂2u¯1
∂x2
]]
Leaving on the left-hand side terms with time-derivatives for u-velocity
components, equation (5.97) develops as
∂u¯1
∂t
+ δ1
[
η1
∂ζ
∂x
∂2u¯1
∂x∂t
− η
2
1
3
∂3u¯1
∂x2∂t
]
= linear + nonlinear
+δ1
[
− η1 ∂ζ
∂x
[
u¯1
∂2u¯1
∂x2
−
(∂u¯1
∂x
)2]
+
η21
3
[
u¯1
∂3u¯1
∂x3
− ∂u¯1
∂x
∂2u¯1
∂x2
]]
+δ2
[
− η2G2 ∂ζ
∂x
− η
2
2
3
∂G2
∂x
+
η2G2
2
∂h
∂x
+
η2
2
∂(D22h)
∂x
+
∂ζ
∂x
D22h
]
(5.99)
where we can group the non-hydrostatic dispersive terms related to upper
layer on the right-hand side under the variable dispersive1, following
dispersive1 = δ1
[
− η1 ∂ζ
∂x
[
u¯1
∂2u¯1
∂x2
−
(∂u¯1
∂x
)2]
+
η21
3
[
u¯1
∂3u¯1
∂x3
− ∂u¯1
∂x
∂2u¯1
∂x2
]]
(5.100)
and the equation (5.99) can be rewritten as
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∂u¯1
∂t
+ δ1
[
η1
∂ζ
∂x
∂2u¯1
∂x∂t
− η
2
1
3
∂3u¯1
∂x2∂t
]
= linear + nonlinear + dispersive1
+δ2
[
− η2G2 ∂ζ
∂x
− η
2
2
3
∂G2
∂x
+
η2G2
2
∂h
∂x
+
η2
2
∂(D22h)
∂x
+
∂ζ
∂x
D22h
]
(5.101)
Next, we continue working out dispersive terms from the lower layer in
equation (5.101), what leads to deal with
δ2
[
− η2G2 ∂ζ
∂x
− η
2
2
3
∂G2
∂x
]
taking special care of terms with ∂u¯2∂t involved in G2 (5.41). Then, we
obtain
δ2
[
− η2 ∂ζ
∂x
[∂2u¯2
∂x∂t
+ u¯2
∂2u¯2
∂x2
−
(∂u¯2
∂x
)2]
− η
2
2
3
[ ∂3u¯2
∂x2∂t
+ u¯2
∂3u¯2
∂x3
− ∂u¯2
∂x
∂2u¯2
∂x2
]]
Leaving on the left-hand side terms with time-derivatives for u-velocity
components, equation (5.101) develops as
∂u¯1
∂t
+ δ1
[
η1
∂ζ
∂x
∂2u¯1
∂x∂t
− η
2
1
3
∂3u¯1
∂x2∂t
]
+ δ2
[
η2
∂ζ
∂x
∂2u¯2
∂x∂t
+
η22
3
∂3u¯2
∂x2∂t
]
=
linear + nonlinear + dispersive1 + δ2
[
− η2 ∂ζ
∂x
[
u¯2
∂2u¯2
∂x2
−
(∂u¯2
∂x
)2]
−η
2
2
3
[
u¯2
∂3u¯2
∂x3
− ∂u¯2
∂x
∂2u¯2
∂x2
]
+
η2G2
2
∂h
∂x
+
η2
2
∂(D22h)
∂x
+
∂ζ
∂x
D22h
]
(5.102)
where we can group the non-hydrostatic dispersive terms related to upper
layer on the right-hand side under the variable dispersive2, following
dispersive2 = δ2
[
− η2 ∂ζ
∂x
[
u¯2
∂2u¯2
∂x2
−
(∂u¯2
∂x
)2]
− η
2
2
3
[
u¯2
∂3u¯2
∂x3
− ∂u¯2
∂x
∂2u¯2
∂x2
]]
(5.103)
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and the equation (5.102) can be rewritten as
∂u¯1
∂t
+ δ1
[
η1
∂ζ
∂x
∂2u¯1
∂x∂t
− η
2
1
3
∂3u¯1
∂x2∂t
]
+ δ2
[
η2
∂ζ
∂x
∂2u¯2
∂x∂t
+
η22
3
∂3u¯2
∂x2∂t
]
=
linear + nonlinear + dispersive1 + dispersive2
+δ2
[η2G2
2
∂h
∂x
+
η2
2
∂(D22h)
∂x
+
∂ζ
∂x
D22h
]
(5.104)
At this stage it is important to notice that we have obtained in equation
(5.104) terms with time derivatives of u¯2 on the left-hand side. Once we
finish to turn out all dispersive terms from topography, we will deal with the
complete left-hand side, grouping terms and substituting u¯2 in terms of u¯1
following Appendix E.
Now we continue working out dispersive terms from the topography in
equation (5.104), what leads to deal with
δ2
[η2G2
2
∂h
∂x
+
η2
2
∂(D22h)
∂x
+
∂ζ
∂x
D22h
]
taking special care of terms with ∂u¯2∂t involved in G2 (5.41). Then we get
δ2
[η2
2
∂h
∂x
[∂2u¯2
∂x∂t
+ u¯2
∂2u¯2
∂x2
−
(∂u¯2
∂x
)2]
+
η2
2
∂
∂x
(∂2h
∂t2
+
∂u¯2
∂t
∂h
∂x
+ 2u¯2
∂2h
∂x∂t
+ u¯2
∂u¯2
∂x
∂h
∂x
+ u¯22
∂2h
∂x2
)
+
∂ζ
∂x
[∂2h
∂t2
+
∂u¯2
∂t
∂h
∂x
+ 2u¯2
∂2h
∂x∂t
+ u¯2
∂u¯2
∂x
∂h
∂x
+ u¯22
∂2h
∂x2
]]
(5.105)
where making some simplifications we obtain
δ2
[
η2
∂2u¯2
∂x∂t
∂h
∂x
+ η2u¯2
∂2u¯2
∂x2
∂h
∂x
+
η2
2
[ ∂3h
∂x∂t2
+
∂u¯2
∂t
∂2h
∂x2
+ 2
∂u¯2
∂x
∂2h
∂x∂t
+2u¯2
∂3h
∂x2∂t
+ 3u¯2
∂u¯2
∂x
∂2h
∂x2
+ u¯22
∂3h
∂x3
]
+
∂ζ
∂x
[∂2h
∂t2
+
∂u¯2
∂t
∂h
∂x
+ 2u¯2
∂2h
∂x∂t
+u¯2
∂u¯2
∂x
∂h
∂x
+ u¯22
∂2h
∂x2
]]
(5.106)
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Leaving on the left-hand side terms with time-derivatives for u-velocity
components, equation (5.104) now develops as
∂u¯1
∂t
+ δ1
[
η1
∂ζ
∂x
∂2u¯1
∂x∂t
− η
2
1
3
∂3u¯1
∂x2∂t
]
+ δ2
[
η2
∂ζ
∂x
∂2u¯2
∂x∂t
+
η22
3
∂3u¯2
∂x2∂t
]
+δ2
[
− η2∂h
∂x
∂2u¯2
∂x∂t
−
(η2
2
∂2h
∂x2
+
∂ζ
∂x
∂h
∂x
)∂u¯2
∂t
]
=
linear + nonlinear + dispersive1 + dispersive2
+δ2
[
η2u¯2
∂2u¯2
∂x2
∂h
∂x
+
η2
2
[ ∂3h
∂x∂t2
+ 2
∂u¯2
∂x
∂2h
∂x∂t
+ 2u¯2
∂3h
∂x2∂t
+3u¯2
∂u¯2
∂x
∂2h
∂x2
+ u¯22
∂3h
∂x3
]
+
∂ζ
∂x
[∂2h
∂t2
+ 2u¯2
∂2h
∂x∂t
+ u¯2
∂u¯2
∂x
∂h
∂x
+ u¯22
∂2h
∂x2
]]
(5.107)
where we can group the non-hydrostatic dispersive terms related to upper
layer on the right-hand side under the variable dispersivetopo following
dispersivetopo = δ2
[
η2u¯2
∂2u¯2
∂x2
∂h
∂x
+
η2
2
[ ∂3h
∂x∂t2
+ 2
∂u¯2
∂x
∂2h
∂x∂t
+ 2u¯2
∂3h
∂x2∂t
+3u¯2
∂u¯2
∂x
∂2h
∂x2
+ u¯22
∂3h
∂x3
]
+
∂ζ
∂x
[∂2h
∂t2
+ 2u¯2
∂2h
∂x∂t
+ u¯2
∂u¯2
∂x
∂h
∂x
+ u¯22
∂2h
∂x2
]]
(5.108)
and introducing the equivalence for ∂h∂t , equation (5.57), we get
dispersivetopo = δ2
[
u¯2
∂h
∂x
[
η2
∂2u¯2
∂x2
+
∂ζ
∂x
∂u¯2
∂x
]
+
η2
2
[∂U
∂t
∂2h
∂x2
+ U2
∂3h
∂x3
+2U
∂u¯2
∂x
∂2h
∂x2
+ 2u¯2U
∂3h
∂x3
+ 3u¯2
∂u¯2
∂x
∂2h
∂x2
+ u¯22
∂3h
∂x3
]
+
∂ζ
∂x
[∂U
∂t
∂h
∂x
+ U2
∂2h
∂x2
+2u¯2U
∂2h
∂x2
+ u¯22
∂2h
∂x2
]]
(5.109)
Now, equation (5.104) can be rewritten as
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∂u¯1
∂t
+ δ1
[
η1
∂ζ
∂x
∂2u¯1
∂x∂t
− η
2
1
3
∂3u¯1
∂x2∂t
]
+ δ2
[
η2
∂ζ
∂x
∂2u¯2
∂x∂t
+
η22
3
∂3u¯2
∂x2∂t
]
+δ2
[
− η2 ∂h
∂x
∂2u¯2
∂x∂t
−
(η2
2
∂2h
∂x2
+
∂ζ
∂x
∂h
∂x
)∂u¯2
∂t
]
=
linear + nonlinear + dispersive1 + dispersive2 + dispersivetopo (5.110)
Finally, we are interested in substituting u¯2 in terms of u¯1 for time-derivatives
on the left-hand side of equation (5.110) with the equivalences described in
Appendix E. With this aim, we first proceed to group common terms on the
left-hand side
∂u¯1
∂t
+ δ1
[
η1
∂ζ
∂x
∂2u¯1
∂x∂t
− η
2
1
3
∂3u¯1
∂x2∂t
]
+ δ2
[(
η2
∂ζ
∂x
− η2∂h
∂x
)∂2u¯2
∂x∂t
+
η22
3
∂3u¯2
∂x2∂t
−
(η2
2
∂2h
∂x2
+
∂ζ
∂x
∂h
∂x
)∂u¯2
∂t
]
= linear + nonlinear + dispersive1 + dispersive2 + dispersivetopo
(5.111)
and then substitute u¯2 in terms of u¯1 on the basis of Appendix E (where
we introduce φ)
∂u¯1
∂t
+ δ1
[
η1
∂ζ
∂x
∂2u¯1
∂x∂t
− η
2
1
3
∂3u¯1
∂x2∂t
]
+ δ2
[(
η2
∂ζ
∂x
− η2 ∂h
∂x
)[
− η1
η2
∂2u¯1
∂x∂t
−∂(η1/η2)
∂x
∂u¯1
∂t
+
∂φ
∂x
]
+
η22
3
[
− 2∂(η1/η2)
∂x
∂2u¯1
∂x∂t
− η1
η2
∂3u¯1
∂x2∂t
−∂
2(η1/η2)
∂x2
∂u¯1
∂t
+
∂2φ
∂x2
]
−
(η2
2
∂2h
∂x2
+
∂ζ
∂x
∂h
∂x
)[
− η1
η2
∂u¯1
∂t
+ φ
]]
=
linear + nonlinear + dispersive1 + dispersive2 + dispersivetopo (5.112)
To finish with this procedure we take terms involving φ to the right-hand
side and collect terms with same time-derivative of u¯1 on the left-hand side
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∂u¯1
∂t
[
1 + δ2
[(
η2
∂h
∂x
− η2 ∂ζ
∂x
)∂(η1/η2)
∂x
− η
2
2
3
∂2(η1/η2)
∂x2
+
η1
η2
(η2
2
∂2h
∂x2
+
∂ζ
∂x
∂h
∂x
)]]
+
∂2u¯1
∂x∂t
[
δ1η1
∂ζ
∂x
+ δ2
[η1
η2
(
η2
∂h
∂x
− η2 ∂ζ
∂x
)
− 2η
2
2
3
∂(η1/η2)
∂x
]]
+
∂3u¯1
∂x2∂t
[
− δ1 η
2
1
3
− δ2 η1η2
3
]
=
linear + nonlinear + dispersive1 + dispersive2 + dispersivetopo
+δ2
[(
η2
∂h
∂x
− η2 ∂ζ
∂x
)∂φ
∂x
− η
2
2
3
∂2φ
∂x2
+ φ
(η2
2
∂2h
∂x2
+
∂ζ
∂x
∂h
∂x
)]
(5.113)
Terms accompanying the first, second, and third time-derivatives of u¯1 are
grouped1 as a, b and c, respectively; and dispersive effects on the right-hand
side of the equation are grouped under the variable dispersive1,2,topo leading
to
a
∂u¯1
∂t
+ b
∂2u¯1
∂x∂t
+ c
∂3u¯1
∂x2∂t
= linear + nonlinear + dispersive1,2,topo
(5.114)
with
a(x, t) =
[
1 + δ2
[(
η2
∂h
∂x
− η2 ∂ζ
∂x
)∂(η1/η2)
∂x
− η
2
2
3
∂2(η1/η2)
∂x2
+
η1
η2
(η2
2
∂2h
∂x2
+
∂ζ
∂x
∂h
∂x
)]]
(5.115)
b(x, t) =
[
δ1η1
∂ζ
∂x
+ δ2
[η1
η2
(
η2
∂h
∂x
− η2 ∂ζ
∂x
)
− 2η
2
2
3
∂(η1/η2)
∂x
]]
(5.116)
1It is important to notice that coefficients a, b and c involve derivatives of space-time
dependent variables. This circumstance requires special attention in the numerical solving
as it was already explained on page 108
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c(x, t) =
[
− δ1 η
2
1
3
− δ2 η1η2
3
]
(5.117)
Finally we take out the time derivative from (5.118) and obtain
∂
∂t
(
au¯1 + b
∂u¯1
∂x
+ c
∂2u¯1
∂x2
)
= linear + nonlinear + dispersive1,2,topo
+
(∂a
∂t
u¯1 +
∂b
∂t
∂u¯1
∂x
+
∂c
∂t
∂2u¯1
∂x2
)
(5.118)
At this point the horizontal momentum equation of u¯1 (5.64) turns into a
form which is suitable to be solve with numerical techniques
a
∂u¯1
∂t
+ b
∂2u¯1
∂x∂t
+ c
∂3u¯1
∂x2∂t
= linear + nonlinear + dispersive1,2,topo
(5.119)
5.7.3 Summary of Equations
The final set of nondimensional equations we actually solve numerically in
Chapter 6 can be summarized as follows:
a
∂u¯1
∂t
+ b
∂2u¯1
∂x∂t
+ c
∂3u¯1
∂x2∂t
= linear + nonlinear + dispersive1,2,topo , (5.119)
u¯2 =
Uh− η1u¯1
η2
, (5.60)
∂v¯1
∂t
= −µu¯1 − u¯1∂v¯1
∂x
+O(δ2) , (5.65)
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∂v¯2
∂t
= −µu¯2 − u¯2 ∂v¯2
∂x
+O(δ2) , (5.66)
∂ζ
∂t
= (h1 − ζ)∂u¯1
∂x
− u¯1 ∂ζ
∂x
. (5.38)
with
a(ζ, h) =
[
1 + δ2
[(
η2
∂h
∂x
− η2 ∂ζ
∂x
)∂(η1/η2)
∂x
− η
2
2
3
∂2(η1/η2)
∂x2
+
η1
η2
(η2
2
∂2h
∂x2
+
∂ζ
∂x
∂h
∂x
)]]
,
(5.115)
b(ζ, h) =
[
δ1η1
∂ζ
∂x
+ δ2
[η1
η2
(
η2
∂h
∂x
− η2 ∂ζ
∂x
)
− 2η
2
2
3
∂(η1/η2)
∂x
]]
, (5.116)
c(ζ, h) =
[
− δ1 η
2
1
3
− δ2 η1η2
3
]
, (5.117)
linear = µv¯1 +
∂ζ
∂x
+
1
(1− h)
(
h
∂U
∂t
+ U2
∂h
∂x
+ u¯2
∂h
∂t
− µ
(
η1v¯1 + η2v¯2
)
(5.95)
−η1 ∂ζ
∂x
)
,
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nonlinear = −u¯1∂u¯1
∂x
+
1
(1− h)
(
(u¯1 − u¯2)∂ζ
∂t
+ u¯1η1
∂u¯1
∂x
+ u¯2η2
∂u¯2
∂x
)
,
(5.96)
dispersive1 = δ1
[
− η1 ∂ζ
∂x
[
u¯1
∂2u¯1
∂x2
−
(∂u¯1
∂x
)2]
+
η21
3
[
u¯1
∂3u¯1
∂x3
− ∂u¯1
∂x
∂2u¯1
∂x2
]]
,
(5.100)
dispersive2 = δ2
[
− η2 ∂ζ
∂x
[
u¯2
∂2u¯2
∂x2
−
(∂u¯2
∂x
)2]
− η
2
2
3
[
u¯2
∂3u¯2
∂x3
− ∂u¯2
∂x
∂2u¯2
∂x2
]]
,
(5.103)
dispersivetopo = δ2
[
u¯2
∂h
∂x
[
η2
∂2u¯2
∂x2
+
∂ζ
∂x
∂u¯2
∂x
]
+
η2
2
[∂U
∂t
∂2h
∂x2
+ U2
∂3h
∂x3
(5.109)
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Chapter 6
Numerical Experiments on
Solitons1
6.1 Outline
The main goal of this chapter is to present various numerical experiments
which demonstrate the capability of the model we have derived on reproduc-
ing two of the more distinguishable properties attributed to a fully nonlinear
set of equations: the generation of ‘table-top’ solitons when approaching the
theoretical maximum amplitude given appropriate initial conditions; and, 2)
the appearance of nonlinearitiess under a configuration in which the two-fluid
system consists of two layers of equal thickness.
In Section6.2 we deal with key aspects about the configuration of the nu-
merical experiments before starting the presentation of the main results. In
Subsection 6.2.1 we recall to the reader the main components of the two-
fuid layer system which configure the model. Discussion on the criteria to
choose the resolution of the space-time grid needed for solving numerically
the modeld is addressed in Subsection 6.2.2. As we have already described,
the ‘tide-topography’ interaction is introduced in the model through a moving
topography and a fluid initally at rest; unlike the original problem in which
1Aguiar-Gonza´lez B., Gerkema T. A Model for the Generation of Strongly Nonlinear,
Weakly Nonhydrostatic Interfacial Waves. In Preparation to be Submitted to an International
refereed Journal
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a barotropic tidal flow over topography generates internal tides. This situa-
tion leads to the question of whether the model can be realistically considered
equivalent to oceanic conditions. Consequently, we use in Subsection 6.2.3 the
generation model of weakly nonlinear weakly nonhydrostatic solitons derived
in Gerkema (1996), which works with tidal motion, as a benchmark for testing
our fully nonlinear weakly nonhydrostatic generation model of solitons, which
works with moving topography. Next, we summarize in Subsection 6.2.4 the
main parameters we set for the numerical experiments shown throughout the
chapter.
Firstly we present some simulations on the generation of the linear hydro-
static internal tides to test the model in absence of nonlinearities and nonhy-
drostatic effects (Section 6.3). Subsequently, we move forward and include the
latter effects in the simulations focusing on two special cases. On one hand, we
show in Section 6.4.1 the generation of strongly nonlinear solitons approach-
ing its theoretical limiting amplitude and hence evolving to large-amplitude
flat ‘table-top’ solitons. On the other hand, we deal with two layers of equal
thickness and nonlinearities in Section 6.4.2. Conclusions are addressed in
Section 6.5.
6.2 Configuration of the Numerical Experiments
6.2.1 The Two-Fluid Layer System
A general diagram of the two-fluid layer system is shown in Figure 6.1. We
assume that the upper and lower layer consists of incompressible, inviscid,
homogeneous fluids of density ρ1 and ρ2, and have a thickness of h1 and h2,
respectively. The rest level of the interface is located at z = 0, the upward
direction of the z-axis is positive. Here, ηi represents the thickness of the layer
(depending on the interfacial displacement ζ). Furthermore, the upper surface
is covered by a rigid lid.
The system is supposed to be uniform in the y (i. e. transverse) direction;
the topography is consequently assumed to be infinite in that direction. We
mimick the ‘tide-topography’interaction which generates the internal tide in
the system with a moving bottom which oscillates horizontally. However, in
order to facilitate the interpretation of the simulations, we transformed the
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results with moving topography to the frame in which the topography is at
rest and located symmetrically with respect to the center of the x-axis.
In all experiments fluid starts moving to the right at t = 0 (i. e. topography
moving to the left). The waves are generated near the origin in x-axis due
to the ‘tide-topography’ interaction; on the negative (positive) x-axis, waves
travel to the left (right). As the forcing enters in the simulation asymmetrically
with fluid at rest moving to the right, it is expected that wave packets in the
front appear rather different when comparing both sides (negative vs. positive
x-domain). These fronts are the transients, which are influenced by the way
the experiment is started. Consequently, the steady solution at both sides of
the x-axis is reached after several tidal periods have passed away. For this
reason, we start the observation of all our results when the signal has become
periodic (at least after 6 tidal periods) to avoid transient effects.
Figure 6.1: Configuration of the Numerical Experiments - A general
diagram of the two-fluid layer system.
For the numerical experiments we present throughout this chapter we have
defined the topography1 as
h(x, t) =
b1
1 + (x/b2)2
(6.1)
1The topography is set analytically to ensure an unstaggered domain for second and third
derivatives of h(x, t). Nevertheless, other analytical functions may be also used depending
on the desired topography.
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with x being the grid positions in space; and, b1 and b2 being the parameters
which set the height and width of a symmetric sill, respectively. Also, the
topographic obstacle (ridge, sill, ...) is always centred in the x-axis and the
length of the x-domain is chosen to be large enough to prevent that generated
waves reach the boundaries.
It is worth while to recall that the oscillation of the topography is included
within the model (on page 102) as h = h(X) with X(x, t) = x− a cos t with a
being an arbitrary constant.
6.2.2 Setting the Space-Time Grid
The choice of the steps Λt, Λx introduced in Chapter 5 (Section 5.7) was
based on two main requirements. Firstly, the resolution in x (Λx) must be
sufficiently fine to resolve third-derivative terms and ensure that any short,
solitary-like waves are properly resolved. Nevertheless, dealing with equiva-
lent equations to Miyata (1988) and Choi and Camassa (1999), as we do in
our model, Kelvin-Helmholtz instabilities are not filtered out. In this regard,
Jo and Choi (2002) found that solitary waves of sufficient amplitude could
be unstable at high wave numbers to Kelvin-Helmholtz instability. Thus, if
the grid resolution is too fine, unstable short waves will emerge near the wave
crest and ultimately overwhelm the calculations and explode numerically (Jo
and Choi, 2002; Helfrich and Melville, 2006; Helfrich and Grimshaw, 2008).
In some cases, the instability can be controlled by filtering out wavenumbers
above a threshold (W. Choi 2007, personal communication cited in Helfrich
and Grimshaw (2008)). For our numerical experiments we consider a Λx
course enough to prevent the problem. A second condition follows from the
requirement of stability. Then, for a given spatial step one may take the
Courant-Friedrichs-Lewy condition for the linearized equations as an indica-
tion of the required time step. The criterion implies that Λx/Λt should be
larger than the phase speed of the wave; taking special care where the advec-
tion by the barotropic tidal flow (here mimicked with the moving topography)
should be added to the phase speed to apply the criterion properly (Gerkema,
1994).
For the simulations we present, it was not needed to filter out wavenumbers
above a threshold to control Kelvin-Helmholtz instabilities as we designed the
space-time grid to avoid this problem following previous conditions. However,
in some cases, specially in the simulations where the forcing was fairly strong,
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an additional trick was needed to retain stability around the generation area1
(Gerkema, 1994). In those cases averages were taken in the vicinity of the
top of the ridge (around the steepest part of the topography), where the
instabilities arised. At one particular point (xj , tn) in space-time, new values
of u¯i, v¯i and ζ were calculated by taking the average of the old values at xj−1,
xj and xj+1, and subsequently in time between tn and tn−1. The disturbance
provoked by this procedure was tested and found to be a minor effect only, as
it was only applied over the closest region to the top of the topography.
6.2.3 Basic Tests
A Galilean (or inertial) reference frame is a frame with constant and rectilinear
motion with respect to one another. Consequently, an inertial frame of ref-
erence describes time and space homogenously and isotropically with no time
dependance. Hence, observations made in one inertial frame can be converted
to observations in another inertial frame by a simple transformation (the so-
called Galilean transformation), as physical laws follows the same behaviour
in all inertial frames.
Our moving topography is not an inertial frame as it does not move with
constant motion but accelerated. In theses cases, observations made in a
non-inertial frame cannot be transformed directly to observations made in an
inertial frame. Physics will vary depending on the acceleration of the non-
inertial frame with respect to the inertial frame and, consequently, regular
physics forces will need to be supplemented by ficticious forces.
In our case, this situation leads to the question of whether a moving to-
pography can be realistically considered equivalent to a barotropic tidal flow
over topography. This comparison is not straightforward and requires further
research before the model can be applied to the simulation of oceanic obser-
vations. The main area of attention is the top of the topography from where
the waves emerge and where our non-inertial frame (the moving topography)
is accelerated. Far away from this point, nonlinear and nonhydrostatic effects
acting over the internal tide are presumably equivalent as the bottom there
does not move and is flat.
1This was needed to be applied only in the case for the generation of ‘table-top’ solitons
in Section 6.4.1.
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Figure 6.2: Moving Topography vs. Tidal Motion - Black line is the
model derived in this thesis and red line is the model derived in Gerkema (1996).
The upper and lower layer thickness are h1 = 30 m and h2 = 70 m. respectively.
The tidal flow is 20 cm s−1 in (a); 40 cm s−1 in (b); and, 80 cm s−1 in (c).
Here we use the generation model of weakly nonlinear weakly nonhydro-
static solitons derived in Gerkema (1996), which works with tidal motion, as
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a benchmark for testing our fully nonlinear weakly nonhydrostatic generation
model of solitons, which works with moving topography. The comparison is
obviosuly not straightforward as both models are of different nature, weakly
and strongly nonlinear effects already make them different. For this reason
we focus only on comparing the response of the model over the top of the
topography, where the ficticious forces may become important and the inter-
nal tide is generated. Any differences which may appear far away from the
generation area are indeed expected due to different nonlinear effects acting
in every model. Also for this reason we present the results centred only over
this area and under weakly nonlinear settings in order to make them more
comparable (the matter here is to test that the height of the topography is
not a problem).
For clarity on the results we use for this comparison the same configuration1
we use for the numerical experiments that we will present throughout the
chapter. Thus, Figure 6.2 suggests that an internal tide generated with a
relatively small moving topography is equivalent to that generated via a tidal
flow over topography.
6.2.4 Set of Experiments
The model operates with equations in nondimensinal form; however, we present
results from the numerical experiments after dimensionalisation.
To organize the presentation of the numerical experiments, we chose a
configuration which we keep fixed for most of the simulations. For simplicity
on the magnitudes, we set a total water depth of 100 m (h = 100) with the
parameters for the thickness of the upper and lower layers being h1 = 30 and
h2 = 70 (the upper layer being thinner than the lower layer).
Regarding the topography, the height of the sill was set at 40 m with de-
cresing amplitude covering mainly the interval from -10 km to 10 km over
the x-axis, thus b1 = 40 and b2 = 10000. Furthermore, the horizontal oscilla-
tion of the moving topography (forcing) is always of semidiurnal fequency. The
strength of the stratification at the interface was set by a value of g′ = 0.01 m s−2.
For this configuration, the small parameter δ retaining weak nonhydrostatic
effects keeps the same value of δ = 1.67e-06.
1See following subsection for details.
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The space-time grid is solved in all cases with Λx = 20 m and Λt = ∼ 4.5 s.
Nevertheless, for numerical experiments in Section 6.3 (linear hydrostatic sim-
ulations) and Section 6.4.2 (simulation with two layers of equal thickness), we
use the same Λx, but a longer time step, Λt = ∼ 10 s.
In case any of the above mentioned values change in a simulation for a
specific purpose, it will be mentioned in the text.
6.3 Generation of the Linear Hydrostatic Internal
Tide
We start with the generation of the linear hydrostatic internal tide. With
this aim, we linearize model equations derived throughout Chapter 5 (and
summarized in Section 5.7.3), which then read
∂u¯1
∂t
= µv¯1 +
∂ζ
∂x
+
1
(1− h)
(
h
∂U
∂t
+ U2
∂h
∂x
+ u¯2
∂h
∂t
− µ
(
η1v¯1 + η2v¯2
)
−h1 ∂ζ
∂x
)
, (6.2)
u¯2 =
Uh− η1u¯1
η2
, (5.60)
∂v¯1
∂t
= −µu¯1 , (6.3)
∂v¯2
∂t
= −µu¯2 , (6.4)
∂ζ
∂t
= h1
∂u¯1
∂x
. (6.5)
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Figure 6.3: Generation of the Linear Hydrostatic Internal Tide (Ro-
tationless case, µ = 0) - Time evolution of the linear, hydrostatic internal tide
during the sixth tidal periods. Influence of the tidal advection is shown in (top)
with weak ‘tidal flow’ (5 cm s−1); and (bottom) with fairly strong ‘tidal flow’ (50
cm s−1), where the wave is no longer sinusoidal (‘quasi-nonlinear’ case) because
of the higher harmonics. Time evolves from the highest profiles downward.
First we consider the rotationless case (µ = 0), so that there is no transverse
velocity component either. Consequently, Eq. (6.3) and (6.4 drop as well as
terms wich involve Coriolis effects. Figure 6.3 presents two cases of a linear,
hydrostatic internal tide after 6 tidal periods have passed away. The waves
are generated over the topography, centred in the origin of the x-axis, and
subsequently travel away to the left (negative x-axis) and to the right (x-axis)
from the topography. The upper part of the figure shows ‘tidal flow’ moving
to the left (topography moving to the right); the lower half shows ‘tidal flow’
moving to the right (topography moving to the left). The lapse of time between
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sucessive representations is 112 of tidal period.
The ‘tidal flow’ in Figure 6.3 (top) is weak, 5 cm s−1, and consequently
internal tides arise as sinusoidal waves. On the contrary, in Figure 6.3 (bot-
tom) the ‘tidal flow’ is strong, 50 cm s−1; hence, the barotropic tidal advec-
tion becomes significant as observed and higher harmonics give rise to ‘quasi-
nonlinear’ waves (Maas and Zimmerman, 1989).
If we now include the effects of the Earth’s rotation on the generation
of the linear hydrostatic internal tide, we need to solve the complete set of
equations above. We present two cases: at mid (φ = 45◦, µ = 4.61) and high
latitudes (φ = 90◦, µ = 6.52) for testing weak and strong Earth’s rotation
effects, respectively.
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Figure 6.4: Generation of the Linear Hydrostatic Internal Tide (at
Mid Latitudes: φ = 45◦, µ = 4.61) - The linear, hydrostatic internal tide
during the sixth tidal period. Influence of the Earth’s rotation is shown in (top)
over a weak ‘tidal flow’ (5 cm s−1); and (bottom) over a strong ‘tidal flow’ (50
cm s−1).
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In Figure 6.4 (top) we present a simulation at mid-latitudes. There we
observe that at the front of the wave train, the amplitude of the wave is
much smaller than the others. This is because rotation decreases the group
velocity, and hence the velocity at which energy is transported (Gerkema,
1994). However, as the presence of higher harmonics is negligible when ‘tidal
flow’ is weak, the wave pattern of the internal tides is almost periodic and
dispersive effects due to rotation do not manifest themselves since only one
frequency is involved. On the other hand, in Figure 6.4 (bottom) the ‘tidal
flow’ is strong and gives rise to higher harmonics. For this reason, waves in
this case appear very irregular since due to Coriolis they all disperse and travel
at different phase speeds.
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Figure 6.5: Generation of the Linear Hydrostatic Internal Tide (at
High Latitudes: φ = 90◦, µ = 6.52) - The linear, hydrostatic internal tide
during the sixth tidal period. Influence of the Earth’s rotation is shown in (top)
over a weak ‘tidal flow’ (5 cm s−1); and (bottom) over a strong ‘tidal flow’ (50
cm s−1).
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In Figure 6.5 we increase the effects of Coriolis dispersion moving our two-
fluid system to high latitudes. In the (top) simulation, the linear hydrostatic
internal tide cannot propagate away from the generation point (Gerkema,
1994) and we can only appreciate tiny irregular waves doing so (note the change
in vertical scale). They are due to the presence of small higher harmonics
together with the basic linear hydrostatic internal tide. In the limit case of a
infinitesimal ‘tidal flow’, higher harmonics are completely absent and no wave
signal can propagate. In Figure 6.5 (bottom) the ‘tidal flow’ is again strong
but Coriolis dispersion too; furthermore, the induced semidiurnal barotropic
flow is subinertial at high latitudes (90◦) so that only higher harmonics can
propagate.
6.4 Generation of Strongly Nonlinear Solitons
In this section we solve numerically the full set of equations derived in pre-
vious chapter and summarized in Section 5.7.3. The main target is now to
show the generation and evolution of strongly nonlinear solitons under critical
conditions of strongly nonlinearity [as has been observed in the ocean, e. g.
Stanton and Ostrovsky (1998)] in which classical KdV-type theories are not
longer applicable due to quadratic nonlinearity effects vanishes.
Firstly we focus on the generation of ‘table-top’ solitons using exactly the
same configuration as in previous simulations but now increasing the forcing
to a ‘tidal flow’ of 80 cm s−1. Secondly we explore the generation of solitons at
the critical configuration of a two-fluid system in which both layers are of equal
thickness. Again we force the internal tides with a ‘tidal flow’ of 80 cm s−1.
6.4.1 ‘Table-Top’ Solitons (Rotationless Test, µ = 0)
Figures 6.6 and 6.7 present the strongly nonlinear disintegration of an internal
tide into ‘table-top’ solitons. On one hand, Figure 6.6 shows the generation of
a long internal tide of about 30 km wavelength which, at a first stage, splits
up into two different groups of rank-ordered solitons: a train of depresions
on the leading edge; and a train of elevations, after the former packet, with
initially smaller amplitudes (Figure 6.6a). As the tidal period passes, we
observe that in the same internal tide as previous the largest elevations have
now reached the smaller depressions in the train and three leading solitons at
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the front present almost equal amplitudes around 20 m at the end of the 8th
tidal period (Figure 6.6b).
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Figure 6.6: Generation of ‘Table-Top’ Solitons - Strongly nonlinear disin-
tegration of the internal tide. (a) Generation of an internal tide at the beginning
of the 8th tidal period. (b) Same disintegrated internal tide as in (a) but at the
end of the 8th tidal period. (c) and (d) Disintegrated internal tides propagating
away from the generation area. The results correspond to a simulation of 8 tidal
periods forced with a ‘tidal flow’ of 80 cm s−1.
Previous wave packets of solitons propagating away the generation area
are shown in Figures 6.6c, d corresponding to preceding disintegrated internal
tides also at the end of the 8th tidal period. The ‘table-top’ soliton observed at
the leading edge of every preceding internal tide emerged in all cases from the
first of the three solitons described previously for the front of an earlier stage of
disintegration of the internal tide (Figure 6.6b). Once that soliton at the front
starts to grow up and reach its maximum amplitude, it also starts to broaden
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in comparison with subsequent solitons of smaller amplitude. The ‘table-top’
shape finally arises when the soliton has reached its maximum amplitude, as
predicted by soliton wave theory.
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Figure 6.7: Time evolution of ‘Table-Top’ Solitons - (top) Time evolution
of strongly nonlinear solitons. (bottom) Continuation of the time evolution in
(top). The results correspond to a simulation of 8 tidal periods forced with a
‘tidal flow’ of 80 cm s−1. Waves are recorded at -115 km from the generation
point (top of the sill). The x-axis is here tidal periods.
6.4.2 Solitons with Two Layers of Equal Thickness (Rotation-
less Test, µ = 0)
We change the common configuration of previous numerical experiments to a
set up in which the two layers are of equal thickness (h1 = h2 = 50 m) and
hence quadratic nonlinearities from classical KdV approach vanishes. Under
this situation, cubic nonlinearities held in fully nonlinear models becomes crit-
ical on producing internal solitons. In this regard, Figures 6.8 and 6.9 show
that the model is capable of reproducing the disintegration of the internal tide
into short-like solitary waves in a configuration of two layers of equal thickness.
The result is a sequence of disintegrated internal tides, of about 15 m
amplitude and ∼40 km wavelength, which every one splits up into two different
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packets of rank-ordered solitons: elevations of up to 5 m amplitude all along
the crest of the main body of the internal tide; and depressions along its sine
(at this stage the largest one is observed to be overpassing the small elevations
of the train of waves in the crest).
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Figure 6.8: Generation of Solitons between Two Layers of Equal Thick-
ness - Nonlinear disintegration of the internal tides propagating along the inter-
face of two layers of equal thickness (h1 = h2 = 50m). The waves respond to a
simulation of 10 tidal periods forced with a fairly strong ‘tidal flow’ (80 cm s−1).
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Figure 6.9: Time evolution of Solitons between Two Layers of Equal
Thickness - Time evolution of solitons propagating along the interface of two
layers of equal thickness (h1 = h2 = 50m). The waves respond to a simulation
of 10 tidal periods forced with a fairly strong ‘tidal flow’ (80 cm s−1). Waves are
recorded at -115 km from the generation point (top of the sill). The x-axis is
here tidal periods.
6.4.3 Strongly Nonlinear Solitons dispersed by the Effects of
the Earth’s Rotation
Figure 6.10 presents a simulation of strongly nonlinear disintegration of an
internal tide at mid-latitudes (φ = 45◦, µ = 4.61) recorded at -50 km (top)
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and 50 km (bottom) from the generation point (top of the sill). After 10
tidal periods have passed away, waves at a fixed position become periodic in
time and is expected to find a symmetric nonlinear internal tide dispersed
by the effects of the Earth’s rotation at both sides of the generation area.
However, though the influence of rotation (Coriolis dispersion) is noticeable
as we observe solitary waves disperse, the result is asymmetric.
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Figure 6.10: Time evolution of Strongly Nonlinear Solitons dispersed
by the Effects of the Earth’s Rotation (at Mid Latitudes: φ = 45◦,
µ = 4.61) - (top) Time evolution of strongly nonlinear solitons recorded at -
115 km from the generation point (top of the sill). (bottom) Time evolution of
strongly nonlinear solitons recorded at -115 km from the generation point (top of
the sill). The results correspond to a simulation of 10 tidal periods forced with
a ‘tidal flow’ of 80 cm s−1. The x-axis is here tidal periods.
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This situation responds to the fact that the model is initialised with an
asymmetric forcing, i. e. fluid at rest and topography moving to the right.
This generates an asymmetry in the response of the model which in a rotating
simulation is conserved in time over the top of the topography (conservation of
potential vorticity) and is advected to leftward/rightward propagating waves;
hence, the appearance in the results of asymmetric strongly nonlinear internal
tides dispersed by Coriolis. This is supported when initialising the model
with the fluid at rest and the topography moving to the left, the result we have
obtained is equally asymmetric producing a mirrored image to Figure 6.10 (the
mirrored image is not shown here). This demonstrates that the asymmetry
really stems from the initial conditions and does not lie in our model equations
as such, which are symmetric with respect to left and right.
Obviously, this asymmetry becomes smaller when the initial ‘tidal flow’ is
weak and therefore the generated asymmetry is small as well.
6.5 Conclusions
In the previous chapter we derived a new model including full nonlinearity, as
in Choi & Canmassa (1999), but with the added features of Coriolis dispersion,
topography, and a forcing mechanism of internal tides.
The results of this chapter validate the model as a useful tool for exploring
and interpreting the conditions under which full nonlinearity effects become
important for soliton generation and a fully nonlinear set of equations need
to be considered to study the phenomenon. In particular, this is the case for
table-top solitons and appearance of nonlinearity in a two-layer system with
equal layer thickness.
Future work should extend these calculations to make a comparison with
field observations.
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Chapter 7
Conclusions and Future
Research
In this chapter the main conclusions and scientific contributions of the thesis
are summarized. Additionally, we also suggest where further research in the
future may benefit the understanding of the phenomena we are dealing here.
I Breeze-forced oscillations
1 Results from a rotary wavelet analysis indicate that diurnal wind forc-
ing (sea-land breezes) in the Gulf of Ca´diz and the Gulf of Valencia
enhances clockwise current oscillations (breeze-forced motions) during
spring-summer months, contributing greatly to the near-inertial en-
ergy budget and its seasonal variability. The diurnal-inertial current
variance has been estimated to be an order of magnitude higher than
estimated variance during winter months. These results support the
role of breeze-forced oscillations on the generation and accumulation
of near-inertial energy within the critical latitudes for diurnal-inertial
resonance.
2 Results from a rotary wavelet analysis indicate that clockwise cur-
rent oscillations in the Cape Pen˜as area are enhanced during summer
months; however, the increase of inertial current variance is not as large
as has been estimated for the Gulf of Ca´diz and the Gulf of Valencia.
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This mainly responds to the Cape Pen˜as area is out of the critical
latitudes for diurnal-inertial resonance.
3 An analysis on diapycnal mixing processes associated to breeze-forced
oscillations, within the critical latitudes for resonance (Bay of Setu´bal),
shows evidence of an enhancement of diurnal-inertial energy available
to promote vertical mixing in stratified and vertically sheared flows
with subcritical values of Ri. This research also suggests that there
may exist an internal control on the strength of the ocean response to
breeze forcing due to the deepening and smoothing of the pycnocline
driven by diapycnal mixing processes.
4 Future Research: Further analysis of time series data (currents, temper-
ature and salinity) covering the total water depth in combination with
co-located and simultaneous wind data would greatly benefit the un-
derstanding of how breeze-forced oscillations evolve in time and space,
with special attention to the role that associated diapycnal mixing may
be playing on the vertical structure of these forced-motions. In this
regard, we also find that measurements of the turbulent kinetic energy
dissipation rate with a coastal turbulence microprofiler would help on
the assessment of the diapycnal mixing processes promoted by breeze-
forced oscillations.
II Strongly nonlinear tide-generated internal solitons
1 A new model for the study of strongly nonlinear tide-generated internal
solitons has been derived including full nonlinearity, Coriolis dispersion,
topography, and a forcing mechanism of internal tides.
2 Numerical experiments validate the model as a useful tool for exploring
and interpreting the conditions under which full nonlinearity effects be-
come important for soliton generation and a fully nonlinear set of equa-
tions need to be considered to study the phenomenon. In particular,
this is the case for table-top solitons and appearance of nonlinearity in
a two-layer system with equal layer thickness.
3 Future Research: Further analysis should extend these calculations to
make a comparison with field observations.
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Appendix A
Rotary Wavelet Method
The programs we use to apply the rotary wavelet method are based on mod-
ifications made by Hormaza´bal et al. (2004) to the original wavelet soft-
ware (http://paos.colorado.edu/research/wavelets/) provided by Torrence and
Compo (1998).
The content of this appendix is for the most part borrowed from Appendix
A in Hormaza´bal et al. (2004) and Torrence and Compo (1998), though it
has been summarized and adapted to be focused on the requirements of our
research.
A.1 Rotary Wavelet Power Spectrum
The rotary wavelet power spectrum measures the time series variance of a vec-
tor at each period and each time for both the positive (counterclockwise) and
negative (clockwise) rotation components. Starting from a complex discrete
time series xn = un + ivn with zero mean, constant time spacing δt, and time
index n = 0, ..., N − 1, the discrete Fourier transform develops as
xˆ(ωk) =
1
N
N−1∑
n=0
xne
−iωknδt k = 0, ..., N − 1, (A.1)
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where N is the number of time steps in the time series, k is the frequency
index, and ωk is the angular frequency, which is defined as
ωk =

2pik
Nδt k ≤ N2 ,
− 2pikNδt k > N2 .
(A.2)
These positive (+ωk) and negative (−ωk) frequencies correspond to two
dimensional vectors rotating counterclockwise (CCW) and clockwise (CW),
respectively, at the frequency |ωk| Gonella (1972). To separate both signals
in time-frequency space, we need a wavelet function able to capture both
the positive and negative oscillations of the time series as separate peaks in
wavelet power. We use the derivative of a Gaussian (DOG) wavelet whose
Fourier transform (of the normalized function) is
Ψˆ(sωk) =
(2πs
δt
) 1
2 −im√
Γ(m+ 0.5)
(sωk)
me−
(sωk)
2
2 m = 6, (A.3)
where
√
2πs/δt is the factor that normalizes the wavelets (what ensure a
total energy of unity), Γ is the gamma function,m is the derivative of the DOG
wavelet function, and s is the wavelet scale, which is related to Fourier period
through the relation λ = 2πs/
√
m+ 0.5 (Table 1 in Torrence and Compo
(1998)).
Next, in order to obtain the CCW and CW wavelet transform in Fourier
space, we separate positive and negative frequencies. For a given scale s and
time nδt the continuos wavelet transform is defined as the inverse discrete
Fourier transform of a product of Fourier transforms. Then, we have the
CCW wavelet transform given by
W+n (s) =
N−1∑
k=0
xˆ(ωk)Ψˆ
∗(sωk)e
iωknδt Ψˆ∗(sωk) = 0 ωk < 0, (A.4)
and, the CW wavelet transform given by
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W−n (s) =
N−1∑
k=0
xˆ(ωk)Ψˆ
∗(sωk)e
iωknδt Ψˆ(sωk) = 0 ωk > 0 . (A.5)
where the asterisk indicates the complex conjugate. Then, the rotary
wavelet power spectra of the counterclockwise and clockwise components are
obtained by multiplying each wavelet transform by its corresponding complex
conjugate
S+n (s) =W
+
n (s)W
+∗
n (s) ωk ≥ 0, (A.6)
S−n (s) =W
−
n (s)W
−∗
n (s) ωk ≤ 0. (A.7)
The total wavelet power spectrum is defines as Sn(s) = S
+
n (s) + S
−
n (s).
A.2 Rotary Coefficient
The rotation finally exhibited by the vector (counterclockwise or clockwise)
is determined by the component containing the largest magnitude for a given
frequency and time. If both components have equal magnitude, then the
motions are rectilinear. As for rotary spectral analysis, the rotary coefficient
can be defined as
rn(s) =
S+n (s)− S−n (s)
S+n (s) + S
−
n (s)
(A.8)
and ranges from rn(s) = +1 for a CCW gyre to rn(s) = −1 for a CW gyre,
and over rn(s) = 0 for unidirectional motion (Emery and Thomson, 1998).
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A.3 Statistical Significance Test
The null hypothesis for the significance of a peak in the wavelet power spec-
trum is defined (Torrence and Compo, 1998) as follows. We assume that the
time series has a mean power spectrum given by a red or white noise back-
ground spectrum associated with the wavelet power spectrum. Whether a
peak in the wavelet power spectrum is significantly above this background
spectrum, it can be assumed that peak is a true feature with a certain percent
confidence. For clarity, the reader should notice that ‘significant at the 5%
level’ is equivalent to the ‘95% confidence level ’ and involves a test against
a certain background level. And, the ‘95% confidence interval ’ refers to the
range of confidence about a given value.
We model the wavelet transform for each scale and all times as a lag-1
autoregressive process to develop a statistical significance test for the wavelet
power spectrum (Torrence and Compo, 1998). A simple model for red noise
is the univariate lag-1 autoregressive [AR(1), or Markov] process:
xn = αxn−1 + zn, (A.9)
where α is the assumed lag-1 autocorrelation, x0 = 0, and zn is taken from
Gaussian white noise. Application of Gilman et al. (1963) leads to the red or
white noise background spectrum associated with the wavelet power spectrum
at a given time and scale following
Pk =
1− α2
1 + α2 − 2αcos(2πk/N) , (A.10)
where k = 0N/2 is the frequency index; α = (α1 +
√
α2)/2; and, α1 and
α2 are the lag-1 and lag-2 complex autocorrelations, respectively. Hence, by
choosing an appropriate lag-1 autocorrelation, one can use eq. (A.10) to model
either a red-noise spectrum, or a white noise spectrum if α = 0. In our
research, we use the red noise background spectrum.
Next, the wavelet power spectrum distribution at each time n and scale s
is given by
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Sn(s)
σ2
∼ 1
2
Pkχ
2
2, (A.11)
where the wavelet power spectrum is chi-square distributed with 2 degrees
of freedom.
A.4 Cross-Rotary Wavelet Power Spectrum
The rotary wavelet analysis implies a separation of the vector time series for
a specified period (scale) and time into CCW- and CW-rotating components.
Hence, application of this analysis to two different vector time series which
were measured simultaneously allow us to determine the similarity between
the two times series in terms of their CW and CCW components in time-
frequency space.
Thus, the corotating cross-rotary wavelet spectrum provides an estimate of
the joint energy contained by two time series for rotating components in the
same direction (e.g., the CW component of x with the CW component of y).
With this objective, we define a set of corotating functions which provide this
estimate.
Given two complex time series x and y with rotary wavelet transformW±xn
and W±yn , where n is the time index, s is the scale, and ± represents a posi-
tive (CCW) and negative (CW) component, respectively, the corotating cross-
wavelet spectrum follows
S±xyn (s) =W
±x
n W
±y∗
n . (A.12)
A.5 Rotary Wavelet Coherence Squared Spectrum
The corotating wavelet coherence measures the correlation between rotary
components of two different vector time series which are rotating in the same
direction as a function of period (scale) and time. The coherence takes positive
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values 0 ≤ ±γ2n(s) ≤ 1 whereby coherences near zero indicate a negligible rela-
tionship between corotating components, while coherences near unity indicate
a high degree of similarity.
The corotating coherence squared, ±γ2n(s), between the rotary component
of two different vector time series measured simultaneously, is given by
±γ2n(s) =
|
〈
s−1S±xyn (s)
〉
|2〈
s−1S±xn (s)
〉〈
s−1S±yn (s)
〉 , (A.13)
where 〈 〉 indicates smoothing in time and scale, and the factor s−1 converts
the wavelet power to energy density. The smoothing for the complex cross-
wavelet spectrum is performed separately for the real and imaginary parts.
The wavelet function provides a natural width of the smoothing func-
tion (Torrence and Webster, 1999). For time smoothing, the filter is provided
by a Gaussian function exp[−(nδt/s)2/2], defined for each scale and normal-
ized to have unit weight. For the scale smoothing, the filter width is given by
the scale decorrelation length of the wavelet we are using. In our case we use
DOG (m = 6), for which the scale is 0.97 (see Table 2 in Torrence and Compo
(1998)). The scale smoothing is done using a triangle filter.
A.6 Rotary Wavelet Phase Spectrum
The corotating wavelet phase shows any lag or lead relationship between coro-
tating components of two different vector time series measured simultaneously
as a function of period and time. The corotating wavelet phase between posi-
tive (CCW) or negative (CW) components is defined as
φ±n (s) = tan
−1
I
[〈
s−1S±xyn (s)
]〉
R
[〈
s−1S±xyn (s)
]〉 , (A.14)
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where R is the real, and I is the imaginary part of the smoothed, corotating
cross-wavelet spectrum 1.
1As for corotating cross-wavelet spectrum, we can define counterrotating functions for
cross spectrum, coherence, and phase, which provide an estimate of the joint energy, cor-
relation, and difference of phase between rotary components that are rotating in opposite
directions (e.g., between the CW component of x and the CCW component of y). However,
in this thesis, we only deal with corotating wavelet analysis.
149
A. ROTARY WAVELET METHOD
150
Appendix B
Theorem for Derivatives of
Integrals with Variable
Boundaries
To differentiate with respect to x the following integral in z with both bound-
aries being variable as A(x) and B(x)
∂
∂x
∫ B(x)
A(x)
f(x, z)dz, (B.1)
let us first consider F (x, z, t) as the primitive of f(x, z). Then, we can write
∫ B(x)
A(x)
f(x, z)dz = F (x, z, t)
∣∣∣B(x)
A(x)
= F (x,B(x))− F (x,A(x)). (B.2)
Applying the derivative ∂∂x to (B.2), it yields
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VARIABLE BOUNDARIES
∂
∂x
∫ B(x)
A(x)
f(x, z)dz =
∂F (x,B(x))
∂x
+
∂F (x,B(x))
∂z
∂B(x)
∂x
− ∂F (x,A(x))
∂x
− ∂F (x,A(x))
∂z
∂A(x)
∂x
,
(B.3)
where regrouping terms the derivative of the integral follows as
∂
∂x
∫ B(x)
A(x)
f(x, z)dz =
∂F (x, z)
∂x
∣∣∣∣∣
B(x)
A(x)
+ f(x,B(x))
∂B(x)
∂x
−
− f(x,A(x))∂A(x)
∂x
, (B.4)
∂
∂x
∫ B(x)
A(x)
f(x, z)dz =
∫ B(x)
A(x)
∂f(x, z)
∂x
dz + f(x,B(x))
∂B(x)
∂x
−
− f(x,A(x))∂A(x)
∂x
. (B.5)
The last expression leads, in turn, to the Theorem for the Integral of a
Derivative with Variable Boundaries as
∫ B(x)
A(x)
∂f(x, z)
∂x
dz =
∂
∂x
∫ B(x)
A(x)
f(x, z)dz + f(x,A(x))
∂A(x)
∂x
−
− f(x,B(x))∂B(x)
∂x
. (B.6)
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Appendix C
Derivation of Function Gi(x, t)
C.1 Upper Layer
From dimensionless continuity equation (5.19) we develop each derivative
∂η1
∂t
+ u1
∂η1
∂x
+ η1
∂u1
∂x
= 0,
and introduce η1 = h1 − ζ
− ∂ζ
∂t
− u1 ∂ζ
∂x
− η1 ∂u1
∂x
= 0,
which results in
D1ζ = η1
∂u1
∂x
(C.1)
with the operator Di (material derivative) defined as
Di = ∂/∂t+ u¯i
(0)∂/∂x (C.2)
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Now we apply the material derivative D1 (C.2) to both sides of (C.1) as
follows
D21ζ = D1
(
η1
∂u1
∂x
)
(C.3)
(
∂
∂t
+ u1
∂
∂x
)(
∂ζ
∂t
+ u1
∂ζ
∂x
)
=
(
∂
∂t
+ u1
∂
∂x
)(
η1
∂u1
∂x
)
∂2ζ
∂t2
+
∂u1
∂t
∂ζ
∂x
+ u1
∂2ζ
∂x∂t
+ u1
∂2ζ
∂x∂t
+ u1
∂u1
∂x
∂ζ
∂x
+
(
u1
)2 ∂2ζ
∂x2
=
=
∂η1
∂t
∂u1
∂x
+ η1
∂2u1
∂x∂t
+ u1
∂η1
∂x
∂u1
∂x
+ u1η1
∂2u1
∂x2
Finally by substituting the dimensionless continuity equation (5.19) in the
right-hand side of the equation we have
∂2ζ
∂t2
+
∂u1
∂t
∂ζ
∂x
+ 2u1
∂2ζ
∂x∂t
+ u1
∂u1
∂x
∂ζ
∂x
+
(
u1
)2 ∂2ζ
∂x2
=
=
(
− u1 ∂η1
∂x
− η1∂u1
∂x
)
∂u1
∂x
+ η1
∂2u1
∂x∂t
+ u1
∂η1
∂x
∂u1
∂x
+ u1η1
∂2u1
∂x2
∂2ζ
∂t2
+
∂u1
∂t
∂ζ
∂x
+ 2u1
∂2ζ
∂x∂t
+ u1
∂u1
∂x
∂ζ
∂x
+
(
u1
)2 ∂2ζ
∂x2
=
= −u1∂u1
∂x
∂η1
∂x
− η1
(
∂u1
∂x
)2
+ η1
∂2u1
∂x∂t
+ u1
∂η1
∂x
∂u1
∂x
+ u1η1
∂2u1
∂x2
∂2ζ
∂t2
+
∂u1
∂t
∂ζ
∂x
+ 2u1
∂2ζ
∂x∂t
+ u1
∂u1
∂x
∂ζ
∂x
+
(
u1
)2 ∂2ζ
∂x2
=
= η1
[
∂2u1
∂x∂t
+ u1
∂2u1
∂x2
−
(
∂u1
∂x
)2]
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whence we obtain the second material derivative of ζ in terms of the func-
tion G1(x, t)
∂2ζ
∂t2
+
∂u1
∂t
∂ζ
∂x
+ 2u1
∂2ζ
∂x∂t
+ u1
∂u1
∂x
∂ζ
∂x
+
(
u1
)2 ∂2ζ
∂x2
= η1G1(x, t)
and hence
D21ζ = η1G1(x, t) (C.4)
C.2 Lower Layer Over an Oscillating Topography
Now we introduce η2 = h2 − h(x, t) + ζ into the dimensionless continuity
equation (5.22) and follow the same steps as previously. Derivation follows as
∂η2
∂t
+ u2
∂η2
∂x
+ η2
∂u2
∂x
= 0
∂ζ
∂t
− ∂h
∂t
+ u2
∂ζ
∂x
− u2 ∂h
∂x
+ η2
∂u2
∂x
= 0
which results in
D2ζ −D2h(x, t) = −η2∂u2
∂x
Now we apply the material derivative Di (C.2) to both sides of (C.5) as
follows
D22ζ −D22h(x, t) = D2
(
− η2∂u2
∂x
)
155
C. DERIVATION OF FUNCTION GI(X,T )
(
∂
∂t
+ u2
∂
∂x
)(
∂ζ
∂t
+ u2
∂ζ
∂x
)
−D22h(x, t) =
(
∂
∂t
+ u2
∂
∂x
)(
− η2 ∂u2
∂x
)
∂2ζ
∂t2
+
∂u2
∂t
∂ζ
∂x
+ u2
∂2ζ
∂x∂t
+ u2
∂2ζ
∂x∂t
+ u2
∂u2
∂x
∂ζ
∂x
+
(
u2
)2 ∂2ζ
∂x2
−D22h(x, t) =
= −∂η2
∂t
∂u2
∂x
− η2 ∂
2u2
∂x∂t
− u2∂η2
∂x
∂u2
∂x
− u2η2 ∂
2u2
∂x2
Finally, by substituting the dimensionless continuity equation (5.22) in the
right-hand side we obtain
∂2ζ
∂t2
+
∂u2
∂t
∂ζ
∂x
+ 2u2
∂2ζ
∂x∂t
+ u2
∂u2
∂x
∂ζ
∂x
+
(
u2
)2 ∂2ζ
∂x2
−D22h(x, t) =
=
(
u2
∂η2
∂x
+ η2
∂u2
∂x
)
∂u2
∂x
− η2 ∂
2u2
∂x∂t
− u2 ∂η2
∂x
∂u2
∂x
− u2η2∂
2u2
∂x2
∂2ζ
∂t2
+
∂u2
∂t
∂ζ
∂x
+ 2u2
∂2ζ
∂x∂t
+ u2
∂u2
∂x
∂ζ
∂x
+
(
u2
)2 ∂2ζ
∂x2
−D22h(x, t) =
= u2
∂u2
∂x
∂η2
∂x
+ η2
(
∂u2
∂x
)2
− η2 ∂
2u2
∂x∂t
− u2 ∂η2
∂x
∂u1
∂x
− u2η2∂
2u2
∂x2
∂2ζ
∂t2
+
∂u2
∂t
∂ζ
∂x
+ 2u2
∂2ζ
∂x∂t
+ u2
∂u2
∂x
∂ζ
∂x
+
(
u2
)2 ∂2ζ
∂x2
−D22h(x, t) =
= −η2
[
∂2u2
∂x∂t
+ u2
∂2u2
∂x2
−
(
∂u2
∂x
)2]
whence we obtain the second material derivative of ζ and h(x, t) in terms
of the function G2(x, t)
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∂2ζ
∂t2
+
∂u2
∂t
∂ζ
∂x
+ 2u2
∂2ζ
∂x∂t
+ u2
∂u2
∂x
∂ζ
∂x
+
(
u2
)2 ∂2ζ
∂x2
−
−D22h(x, t) = −η2G2(x, t)
and hence
D22ζ = −η2G2(x, t) +D22h(x, t) (C.5)
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Appendix D
Derivation of
(
∂p′2(1)
∂x
)
Starting from the initial expression
(∂p′2(1)
∂x
)
=
[
(h2 − h)∂G2
∂x
− ∂h
∂x
G2 − ∂
∂x
(D22h)
] 1
η2
∫ ζ
−h2+h
dz z
+
1
2
∂G2
∂x
1
η2
∫ ζ
−h2+h
dz z2 +
∂h
∂x
ζG2 − η2 ∂ζ
∂x
G2
−([h2 − h]ζ + ζ2/2)∂G2
∂x
+
∂ζ
∂x
D22h+ ζ
∂
∂x
(D22h)
(D.1)we develop the integral and obtain
(∂p′2(1)
∂x
)
=
[
(h2 − h)∂G2
∂x
− ∂h
∂x
G2 − ∂
∂x
(D22h)
] 1
2η2
(
ζ2 − [−h2 + h]2
)
+
∂G2
∂x
1
6η2
(
ζ3 − [−h2 + h]3
)
+
∂h
∂x
ζG2 − η2 ∂ζ
∂x
G2 − ([h2 − h]ζ + ζ2/2)∂G2
∂x
+
∂ζ
∂x
D22h
+ζ
∂
∂x
(D22h)
=
[
(h2 − h)∂G2
∂x
− ∂h
∂x
G2 − ∂
∂x
(D22h)
]1
2
(ζ − h2 + h)
+
∂G2
∂x
1
6
(
ζ2 + ζ(−h2 + h) + (−h2 + h)2
)
+
∂h
∂x
ζG2 − η2 ∂ζ
∂x
G2 − ([h2 − h]ζ + ζ2/2)∂G2
∂x
+
∂ζ
∂x
D22h
+ζ
∂
∂x
(D22h)
(D.2)
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(
∂P ′2
(1)
∂X
)
= G2
[
− 1
2
(ζ − h2 + h)∂h
∂x
+ ζ
∂h
∂x
− η2 ∂ζ
∂x
]
+
∂G2
∂x
[1
2
(h2 − h)(ζ − h2 + h) + 1
6
(
ζ2 + ζ(−h2 + h) + (−h2 + h)2
)
−([h2 − h]ζ + ζ2/2)
]
+
[
ζ − 1
2
(ζ − h2 + h)
] ∂
∂x
(D22h) +
∂ζ
∂x
D22h
= η2G2
[1
2
∂h
∂x
− ∂ζ
∂x
]
− η
2
2
3
∂G2
∂x
+
η2
2
∂
∂x
(D22h) +
∂ζ
∂x
D22h
=
1
η2
(
η22G2
[
− 1
2
∂h
∂x
− ∂η2
∂x
]
− η
3
2
3
∂G2
∂x
)
+
η2
2
∂
∂x
(D22h) +
∂ζ
∂x
D22h
=
1
η2
(
− η22G2
∂η2
∂x
− η
3
2
3
∂G2
∂x
)
− 1
2
η2G2
∂h
∂x
+
η2
2
∂
∂x
(D22h) +
∂ζ
∂x
D22h
(D.3)
and, finally,
(∂p′2(1)
∂x
)
= − 1
3η2
∂
∂x
(η32G2)−
1
2
η2G2
∂h
∂x
+
η2
2
∂
∂x
(D22h) +
∂ζ
∂x
D22h.(D.4)
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Substituting u¯2 in terms of u¯1
We need to substitute u2 in terms of u1 for the three terms involving u2 in
equation (5.94), which are
∂u¯2
∂t
;
∂2u¯2
∂x∂t
;
∂3u¯2
∂x2∂t
Then the first term, considering equality (5.60), works out as
∂u¯2
∂t
=
∂
∂t
(Uh− (h1 − ζ)u¯1
(h2 − h+ ζ)
)
, (E.1)
∂u¯2
∂t
=
1
(h2 − h+ ζ)2
[
(h2 − h+ ζ)
[
h
∂U
∂t
+ U2
∂h
∂x
+ u¯1
∂ζ
∂t
− (h1 − ζ)∂u¯1
∂t
]
−(Uh− (h1 − ζ)u¯1)
(
− U ∂h
∂x
+
∂ζ
∂t
)]
,
∂u¯2
∂t
=
1
(h2 − h+ ζ)
[
h
∂U
∂t
+ U2
∂h
∂x
+ u¯1
∂ζ
∂t
− (h1 − ζ)∂u¯1
∂t
− u¯2
(
− U ∂h
∂x
+
∂ζ
∂t
)]
,
∂u¯2
∂t
=
1
(h2 − h+ ζ)
[
h
∂U
∂t
+ U2
∂h
∂x
+ (u¯1 − u¯2)∂ζ
∂t
− (h1 − ζ)∂u¯1
∂t
+ u¯2U
∂h
∂x
]
,
At this point we introduce the continuity equation (5.38) to solve the time-
derivative of ζ
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∂u¯2
∂t
=
1
η2
[
h
∂U
∂t
+ U2
∂h
∂x
+ (u¯1 − u¯2)
(
η1
∂u¯1
∂x
− u¯1 ∂ζ
∂x
)
− η1 ∂u¯1
∂t
+ u¯2U
∂h
∂x
]
resulting the first term in (E.1) as
∂u¯2
∂t
= −η1
η2
∂u¯1
∂t
+
1
η2
[
h
∂U
∂t
+ U2
∂h
∂x
+ (u¯1 − u¯2)
(
η1
∂u¯1
∂x
− u¯1 ∂ζ
∂x
)
+ u¯2U
∂h
∂x
]
(E.2)
For simplicity we define here the variable φ as
r =
1
η2
[
h
∂U
∂t
+ U2
∂h
∂x
+ (u¯1 − u¯2)
(
η1
∂u¯1
∂x
− u¯1 ∂ζ
∂x
)
+ u¯2U
∂h
∂x
]
(E.3)
leading to
∂u¯2
∂t
= −η1
η2
∂u¯1
∂t
+ φ (E.4)
and being φ a variable to be added on the right-hand side of equation
(5.110) when substituting u¯2 in terms of u¯1 on its left-hand side.
Analogously, the second term in (E.1) involves
∂2u¯2
∂x∂t
=
∂2
∂x∂t
(Uh− (h1 − ζ)u¯1
(h2 − h+ ζ)
)
(E.5)
what is the same as applying ∂∂x to (E.4) following
∂2u¯2
∂x∂t
= −η1
η2
∂2u¯1
∂x∂t
− ∂(η1/η2)
∂x
∂u¯1
∂t
+
∂φ
∂x
(E.6)
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Analogously, the third term involves
∂3u¯2
∂x2∂t
=
∂3
∂x2∂t
(Uh− (h1 − ζ)u¯1
(h2 − h+ ζ)
)
(E.7)
what is the same as applying ∂∂x to (E.6) following
∂3u¯2
∂x2∂t
= −∂(η1/η2)
∂x
∂2u¯1
∂x∂t
− η1
η2
∂3u¯1
∂x2∂t
− ∂
2(η1/η2)
∂x2
∂u¯1
∂t
− ∂(η1/η2)
∂x
∂2u¯1
∂x∂t
+
∂2φ
∂x2
(E.8)
∂3u¯2
∂x2∂t
= −2∂(η1/η2)
∂x
∂2u¯1
∂x∂t
− η1
η2
∂3u¯1
∂x2∂t
− ∂
2(η1/η2)
∂x2
∂u¯1
∂t
+
∂2φ
∂x2
(E.9)
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