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ARITHMETIC THEORY OF q-DIFFERENCE EQUATIONS
(Gq-FUNCTIONS AND q-DIFFERENCE MODULES OF TYPE G,
GLOBAL q-GEVREY SERIES)
LUCIA DI VIZIO
Abstract. In the first part of the paper we give a definition of Gq-function and we establish a regularity
result, obtained as a combination of a q-analogue of the André-Chudnovsky Theorem [And89, VI] and
Katz Theorem [Kat70, §13]. In the second part of the paper, we combine it with some formal q-analogous
Fourier transformations, obtaining a statement on the irrationality of special values of the formal q-Borel
transformation of a Gq-function.
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1. Introduction
A G-function, notion introduced by C.L. Siegel in 1929, is a formal power series y =
∑
n≥0 ynx
n with
coefficients in the field of algebraic numbers Q, such that:
(1) the series y is solution of a linear differential equation with coefficients in Q(x) (condition that
actually ensures that the coefficients of y are contained in a number field K);
(2) there exist a sequence of positive numbers Nn ∈ N and a positive constant C such that Nnys is
an integer of K for any 0 ≤ s ≤ n and Nn ≤ Cn;
(3) for any immersion K →֒ C, the image of y in C[[x]] is a convergent power series for the usual
norm.
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Roughly speaking, a G-module is a, a posteriori fuchsien, K(x)/K-differential module whose (uniform
part of) solutions are G-functions (cf. [Bom81], [CC85], [And89], [DGS94]). More formally, if Y ′(x) =
G(x)Y (x) is the differential system associate with such a connection in a given basis, one can iterate
it obtaining a family of the higher order differential systems 1n!
dnY
dxn (x) = G[n](x)Y (x). Our differential
module is of type G if there exist a constant C > 0 and a sequence of polynomials Pn(x) ∈ Z[x], such
that
(1) Pn(x)G[s](x) is a matrix whose entries are polynomials with coefficients in the ring of integers of
K, for any s = 1, . . . , n;
(2) the absolute value of the coefficients of Pn(x) is smaller that C
n.
The unsolved Bombieri-Dwork’s conjecture says that G-modules come from geometry, in the sense that
they are extensions of direct summands of Gauss-Manin connections: the precise conjecture is stated in
[And89, II]. Y. André proves that a differential module coming from geometry is of type G (cf. [And89, V,
App.]). More recently, the theory of G-functions has been the starting point for the papers [And00a] and
[And00b], where the author develops an arithmetic theory of Gevrey series, allowing for a new approach
to some diophantine results, such as the Schidlovskii’s theorem.
The question of the existence of an arithmetic theory of q-difference equations was first asked in
[And00b]. A naive analogue over a number field of the notion above clearly does not work. In fact, let
K be a number field and let q ∈ K, q 6= 0, not be a root of unity. We consider formal power series
y ∈ K[[x]] that satisfies conditions 2 and 3 of the definition of G-function given above and that is solution
of a nontrivial q-difference equation with coefficients in K(x), i.e. :
aν(x)y(q
νx) + aν−1y(q
nu−1x) + · · ·+ a0(x)y(x) = 0 ,
with a0(x), . . . , aν(x) ∈ K(x), not all zero. Then the following result by Y. André is the key point of
[DV02]:
Proposition 1.1 ([DV02, 8.4.1]). A series y as above is the Taylor expansion at 0 of a rational function
in K(x).
Other unsuccessful suggestions for a q-analogue of a G-function are made in [DV00, App.]. These
considerations may induce to conclude that q-difference equations do not come from geometry over Q.
Here we propose another approach: we consider a finite extension K of the field of rational function
k(q) in q with coefficients in a field k. This is a very natural approach since in the literature, q very
often considered as a parameter. Since K is a global field, we can define a Gq-function to be a series in
K[[x]], solution of a q-difference equation with coefficients in K(x), satisfying a straightforward analogue
of conditions 2 and 3 of the definition above. As far as the definition of q-difference modules of type G
is concerned only the places of K modulo whom q is a root of unity - that we will briefly call cyclotomic
places - comes into the picture (cf. Proposition 3.1 below). In fact, consider a q-difference system
(1.1.1) Y (qx) = A(x)Y (x) ,
with A(x) ∈ Glν(K(x)): its solutions can be interpreted as the horizontal vectors of a K(x)-free module
M of rank ν with respect to a semilinear bijective operator Σq verifying Σq(f(x)m) = f(qx)Σq(m) for
any f(x) ∈ K(x) and any m ∈M . We consider the q-derivation:
dq(f(x)) =
f(qx)− f(x)
(q − 1)x
and its iterations:
dnq
[n]!q
, with [0]!q = [1]
!
q = 1 and [n]
!
q =
qn−1
q−1 [n− 1]
!
q.
We can obtain from (1.1.1) a whole family of systems:
dnq
[n]!q
Y (x) = G[n](x)Y (x) ,
where G1(x) =
A(x)−1
(q−1)x and
qn−1
q−1 G[n](x) = G[1](x)G[n−1](qx) + dqG[n−1](x). The fact that the denom-
inators [n]!q of the iterated derivations
dnq
[n]!q
have positive valuation only at the cyclotomic places has
the consequences that “there is no arithmetic growth” at the noncyclotomic places (cf. §3 below for a
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precise formulation). Moreover, an important role in the proofs is played by the reduction of q-difference
systems modulo a cyclotomic place: this means that we specializes q to a root of unity and we study the
nilpotence properties of the obtained system. In characteristic zero, one automatically obtain an iterative
q-difference module, in the sense of C. Hardouin [Har07].
The role played by the cyclotomic valuations, and therefore by roots of unity, points out some analogies
with other topics:
• The Volume Conjecture predicts a link between the hyperbolic volume of the complement of an
hyperbolic knot and the asymptotic of the sequence Jn(exp(2iπ/n)), where Jn(q) is an invariant of
the knot called n-th Jones polynomial. The Jones polynomials are Laurent polynomials in q such
that the generating series
∑
n≥0 Jn(q)x
n is solution of a q-difference equations with coefficients in
Q(q)(x) (cf. [GL05]): the situation is quite similar to the one considered in the present paper. The
q-difference equations appearing in this topological setting have, in general, irregular singularities,
differently from the q-difference operators of type G, that are regular singular. To involve some
irregular singular operators in the present framework, one should consider some formal q-Fourier
transformations and develop a global theory of q-Gevrey series, in the wake of [And00a]: this is
the topic of the second part of the paper.
• As already point out, an important role is played by the reduction of q-difference systems modulo
the cyclotomic valuations. Conjecturally, the growth at cyclotomic places should be enough to
describe the whole theory (cf. §3). It is natural to ask whether q-difference equations, that
seem not to “come from geometry over Q”, may have some geometric origin, in the sense of the
geometry over F1 (cf. [Sou04], [CC08]).
Notice that in [Man08], Y. Manin establish a link between the Habiro ring, which is a topological algebra
constructed to deal with quantum invariants of knots, and geometry over F1, so that the two remarks
above are not orthogonal.
∗ ∗ ∗
In the present paper we give a definition of Gq-functions and q-difference modules of type G. We
test those definitions proving that a q-difference module having an injective solution whose entries are
G-functions is of type G: that is to say that “the minimal q-difference module generated by a G-function”
is of type G (cf. Theorem 4.2 below). We also prove that q-difference module of type G are regular
singular (cf. Theorem 4.1). These two results are the base for the development of a global theory of
q-Gevrey series.
In part two, we define global q-Gevrey series. Via the study of two q-analogues the formal Fourier
transformation, we establish some structure theorems for the minimal q-difference equations killing global
q-Gevrey series (cf. Theorems 12.3, 12.4 and 12.6). We conclude with an irrationality theorem for special
values of of global q-Gevrey series of negative orders (cf. Theorem 13.6).
This paper won’t be submitted for publication since the results below can be obtained in a more
direct way. Namely, one can prove that Gq-functions are all rational (cf. [DVH09]). Nevertheless,
the construction of the coefficients of the q-difference module from an injective solution in the proof of
Theorem 4.2 has an interest in itself, since it may be applied to other difference operators.
Acknowledgements. I would like to thank Y. André, J-P. Bézivin and Y. Manin for the interest they
have shown for my work. Of course, I’m the only responsible for the deficiencies of this paper.
Part 1. Gq-functions and q-difference modules of type G
2. Definition and first properties
Let us consider the field of rational function k(q) with coefficients in a fixed field k. We fix d ∈ (0, 1)
and for any irreducible polynomial v = v(q) ∈ k[q] we set:
|f(q)|v = d
degq v(q)·ordv(q)f(q) , ∀f(q) ∈ k[q] .
The definition of | |v extends to k(q) by multiplicativity. To this set of norms one has to add the q−1-adic
one, defined on k[q] by:
|f(q)|q−1 = d
−degqf(q) ;
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once again this definition extends by multiplicativity to k(q). Then the Product Formula holds:∏
v
∣∣∣∣f(q)g(q)
∣∣∣∣
v
= d
∑
v degq v(q) (ordv(q)f(q)−ordv(q)g(q)) = ddegqf(q)−degq g(q) =
∣∣∣∣f(q)g(q)
∣∣∣∣−1
q−1
.
For any finite extension K of k(q), we consider the family P of ultrametric norms, that extends the norms
defined above, up to equivalence. We suppose that the norms in P are normalized so that the Product
Formula still holds. We consider the following partition of P :
• the set P∞ of places of K such that the associated norms extend, up to equivalence, either | |q
or | |q−1 ;
• the set Pf of places of K such that the associated norms extend, up to equivalence, one of the
norms | |v for an irreducible v = v(q) ∈ k[q], v(q) 6= q.
Moreover we consider the set C of places v ∈ Pf such that v divides a valuation of k(q) having as
uniformizer a factor of a cyclotomic polynomial. We will briefly call v ∈ C a cyclotomic place.
Definition 2.1. A series y =
∑
n≥0 ynx
n ∈ K[[x]] is a Gq-function if:
(1) It is solution of a q-difference equations with coefficients inK(x), i.e. there exists a0(x), . . . , aν(x) ∈
K(x) not all zero such that
(2.1.1) a0(x)y(x) + a1(x)y(qx) + · · ·+ aν(x)y(q
νx) = 0 .
(2) The series y has finite size, i.e.
σ(y) := lim sup
n→∞
1
n
∑
v∈P
log+
(
sup
s≤n
|ys|v
)
<∞ ,
where log+ x = sup(0, log x).
We will refer to the invariant σ as the size, using the same terminology as in the classical case of series
over a number field.
Remark 2.2. (1) One can show that this definition of Gq-function is equivalent to the one given in
the introduction (cf. [And89, I, 1.3]).
(2) Let k(q) be the algebraic closure of k(q). A formal power series with coefficients in k(q) solution
of a q-difference equations with coefficients in k(q)(x) is necessarily defined over a finite extension
K/k(q).
Proposition 2.3. The set of Gq-functions is stable with respect to the sum and the Cauchy product
1.
Moreover, it is independent of the choice of K, in the sense that we can replace K by any finite extension
of K.
Proof. The proof is the same as in the case of classical G-functions (cf. [And89, I, 1.4, Lemma 2]). 
The field K(x) is naturally a q-difference algebra, i.e. is equipped with the operator
σq : K(x) −→ K(x)
f(x) 7−→ f(qx)
.
The field K(x) is also equipped with the q-derivation
dq(f)(x) =
f(qx)− f(x)
(q − 1)x
,
satisfying a q-Leibniz formula:
dq(fg)(x) = f(qx)dq(g)(x) + dq(f)(x)g(x) ,
for any f, g ∈ K(x). A q-difference module over K(x) (of rank ν) is a finite dimensional K(x)-vector
space M (of dimension ν) equipped with an invertible σq-semilinear operator, i.e.
Σq(f(x)m) = f(qx)Σq(m) ,
1It may be interesting to remark, although we won’t need it in the sequel, that the estimate of the size of a product of
G-functions proved in [And89, I, 1.4, Lemma 2] holds also in the case of Gq-functions.
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for any f ∈ K(x) and m ∈ M . A morphism of q-difference modules over K(x) is a morphisms of K(x)-
vector spaces, commuting to the q-difference structure (for more generalities on the topic, cf. [vdPS97],
[DV02, Part I] or [DVRSZ03]).
Let M = (M,Σq) be a q-difference module over K(x) of rank ν. We fix a basis e of M over K(x) and
we set:
Σqe = eA(x) ,
with A(x) ∈ Glν(K(x)). An horizontal vector ~y ∈ K(x)
ν with respect to Σq is a vector that verifies
~y(x) = A(x)~y(qx). Therefore we call
Y (qx) = A1(x)Y (x) , with A1(x) = A(x)
−1 ,
the system associated toM with respect to the basis e. Recursively we obtain the families of q-difference
systems:
Y (qnx) = An(x)Y (x) and d
n
q Y (x) = Gn(x)Y (x) ,
with An(x) ∈ Glν(K(x)) and Gn(x) ∈Mν(K(x)). Notice that:
An+1(x) = An(qx)A1(x) , G1(x) =
A1(x) − 1
(q − 1)x
and Gn+1(x) = Gn(qx)G1(x) + dqGn(x) .
It is convenient to set A0 = G0 = 1. Moreover we set [n]q =
qn−1
q−1 for any n ≥ 1, [n]
!
q = [n]q[n−1]q · · · [1]q,
[0]!q = 1 and G[n](x) =
Gn(x)
[n]!q
.
Definition 2.4. A q-difference module over K(x) is said to be of type G (or a G-q-difference module) if
the following global q-Galočkin condition is verified:
σqC(M) = lim sup
n→∞
1
n
∑
v∈C
log+
(
sup
s≤n
∣∣G[s]∣∣v,Gauss) <∞ ,
where ∣∣∣∣∑ aixi∑ bjxj
∣∣∣∣
v,Gauss
=
sup |ai|v
sup |bj |v
,
for all
∑
aix
i
∑
bjxj
∈ K(x).
Remark 2.5. Notice that the definition of G-q-difference module involves only the cyclotomic places.
Proposition 2.6. The definition of Gq-module is independent on the choice of the basis and is stable by
extension of scalars to K ′(x), for a finite extension K ′ of K.
Proof. Once again the proof if similar to the classical theory of G-functions and differential modules of
type G. 
3. Role of the “noncyclotomic” places
Proposition 3.1. In the notation introduced above, for any q-difference module M = (M,Σq) over K(x)
we have:
σ
(q)
PfrC
(M) := lim sup
n→∞
1
n
∑
v∈PfrC
log+
(
sup
s≤n
∣∣G[s]∣∣v) <∞ .
Proof. We recall that the sequence of matrices G[n] satisfies the recurrence relation:
G[n+1](x) =
G[n](qx)G1(x) + dqG[n](x)
[n+ 1]q
.
Since |[n+ 1]q|v = 1 for any v ∈ Pf r C, we conclude recursively that∣∣G[n]∣∣v,Gauss ≤ 1 ,
for almost all places v ∈ Pf r C. For the remaining finitely many places v ∈ Pf , one can deduce from the
recursive relation there exists a constant C > 0 such that
∣∣G[n]∣∣v,Gauss ≤ Cn. 
We immediately obtain the equivalence of our definition of q-difference module of type G with the
naive analogue of the classical definition of G-module (cf. [And89, IV, 4.1]):
6 LUCIA DI VIZIO
Corollary 3.2. A q-difference module is of type G if and only if
σ
(q)
Pf
(M) := lim sup
n→∞
1
n
∑
v∈Pf
log+
(
sup
s≤n
∣∣G[s]∣∣v) <∞ .
We expect the same kind of result to be true for Gq-functions, namely:
Conjecture 3.3. Suppose that y =
∑
n≥0 ynx
n ∈ K[[x]] is solution of a q-difference equations with
coefficients in K ( cf. (2.1.1)). Then:
σPfrC(y) = lim sup
n→∞
1
n
∑
v∈PfrC
log+
(
sup
s≤n
|ys|v
)
<∞ .
The last statement would immediately imply that one can define Gq-functions in the following way:
Conjectural definition 3.4. We say that the series y =
∑
n≥0 ynx
n ∈ K[[x]] is a Gq-function if y is
solution of a q-difference equations with coefficients in K and moreover
σC∪P∞(y) = lim sup
n→∞
1
n
∑
v∈C∪P∞
log+
(
sup
s≤n
|ys|v
)
<∞ .
Remark 3.5. The fact that for almost all v ∈ Pf r C we have |G[n](x)|v,Gauss ≤ 1 for any n ≥ 1 implies
that for almost all v ∈ Pf r C a “solution” y(x) = supn ynx
n ∈ K[[x]] of a q-difference system with
coefficient in K(x) is bounded, in the sense that supn |yn|v < ∞. Unfortunately, one would need some
uniformity with respect to v and n to conclude something about σPfrC(y).
Notice that if 0 is an ordinary point, the conjecture is trivial since∑
n≥0
G[n](0)x
n
is a fundamental solution of the linear system Y (qx) = A1(x)Y (x). A q-analogue of the techniques
developed in [And89, V] (cf. also [DGS94, Chap. VII]) would probably allow to establish the conjecture
under the assumption that 0 is a regular point. This is not satisfactory because one of the purposes of the
whole theory is the possibility of reading the regularity of a q-difference equation on one single solution
(cf. Theorem 4.1 below), so one does not want to assume regularity a priori.
4. Main results
A q-difference module (M,Σq) is said to be regular singular at 0 if there exists a basis e such that the
Taylor expansion of the matrix A1(x) is in Glν(K[[x]]). It is said to be regular singular tout court if it is
regular singular both at 0 and at ∞. We have the following analogue of a well-known differential result
(cf. [Kat70, §13]; cf. also [DV02, §6.2.2] for q-difference modules over a number field):
Theorem 4.1. A G-q-difference module M over K(x) is regular singular.
Let ~y(x) = t(y0(x), . . . , yν−1(x)) ∈ K[[x]]ν be a solution of the q-difference system associated to
M = (M,Σq) with respect to the basis e:
~y(qx) = A1(x)~y(x) .
We say that ~y(x) is an injective solution if y1(x), . . . , yν(x) are lineairly independent over K(x).
We have the following q-analogue of the André-Chudnovsky Theorem [And89, VI]:
Theorem 4.2. Let ~y(x) = t(y0(x), . . . , yν−1(x)) ∈ K[[x]]ν be an injective solution of the q-difference
system associated to M = (M,Σq) with respect to the basis e.
If y0(x), . . . , yν−1(x) are Gq-functions, then M is a G-q-difference module.
We can immediately state a corollary:
Corollary 4.3. Let ~y(x) = t(y0(x), . . . , yν−1(x)) ∈ K[[x]]ν be an injective solution of the q-difference
system associated to M = (M,Σq) with respect to the basis e.
If y1(x), . . . , yν(x) are Gq-functions, then M is regular singular.
Thanks to the cyclic vector lemma we can state the following (cf. [Sau00, Annexe B]):
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Corollary 4.4. Let y(x) a Gq-function and let
(4.4.1) a0(x)y(x) + a1(x)y(qx) + · · ·+ aν(x)y(q
νx) = 0 .
a q-difference equation of minimal order ν, having y(x) as a solution.
Then (4.4.1) is fuchsian, i.e. we have ordxai ≥ ordxa0 = ordxaν and degx ai ≤ degx a0 = degx aν , for
any i = 0, . . . , ν.
The proofs of Theorem 4.1 and Theorem 4.2 are the object of §6 and §7, respectively.
5. Nilpotent reduction at cyclotomic places
We denote by OK the ring of integers of K, kv the residue field of K with respect to the pace v, ̟v
the uniformizer of v and qv the image of q in kv, which is defined for all places v ∈ P . Notice that qv is
a root of unity for all v ∈ C. Let κv ∈ N be the order of qv, for v ∈ C.
Let M = (M,Σq) be a q-difference module over K(x). We can always choose a lattice M˜ of M over
an algebra of the form
(5.0.2) A = OK
[
x,
1
P (x)
,
1
P (qx)
,
1
P (q2x)
, ...
]
,
for some P (x) ∈ OK [x], such that for almost all v ∈ C we can consider the qv-difference module Mv =
M˜⊗A kv(x), with the structure induced by Σq. In this way, for almost all v ∈ C, we obtain a qv-difference
module Mv = (Mv,Σqv ) over kv(x), having the particularity that qv is a root of unity. This means that
σκvqv = 1 and that Σ
κv
qv is a kv(x)-linear operator.
The results in [DV02, §2] apply to this situation: we recall some of them. Since we have:
σκvqv = 1 + (q − 1)
κvxκvdκvqv
and
Σκvqv = 1 + (q − 1)
κvxκv∆κvqv ,
where ∆qv =
Σqv−1
(qv−1)x
, the following facts are equivalent:
(1) Σκvqv is unipotent;
(2) ∆κvqv is a linear nilpotent operator;
(3) the reduction of Aκv (x)− 1 modulo ̟v is a nilpotent matrix;
(4) the reduction of Gκv (x) modulo ̟v is nilpotent;
(5) there exists n ∈ N such that |Gnκv (x)|v,Gauss ≤ |̟v|v.
Definition 5.1. If the conditions above are satisfied we say thatM has nilpotent reduction (of order n)
modulo v ∈ C.
Remark 5.2. If the characteristic of k is 0 and if |Gκv (x)|v,Gauss ≤ |[κv]q|v, the module Mv has a
structure of iterated q-difference module, in the sense of [Har07, §3]. In particular, if v is a non ramified
place of K/k(q), then |[κv]q|v = |̟v|v.
The following result is a q-analogue of a well-known differential p-adic estimate (cf. for instance
[DGS94, page 96]). It has already been proved in the case of q-difference equations over a p-adic field
in [DV02, §5.1]. We are only sketching the argument: only the estimate of the q-factorials are slightly
different from the case of mixed characteristic.
Proposition 5.3. If M = (M,Σq) has nilpotent reduction(of order n) modulo v ∈ C then
lim sup
m→∞
sup
(
1,
∣∣G[m]∣∣v,Gauss)1/m ≤ |̟v|1/nκnv |[κv]q|−1/κvv .
Proof. The Leibniz formula (cf. [DV02, Lemma 5.1.2] for a detailed proof in a quite similar situation)
implies that for any s ∈ N we have:
|Gsnκv (x)|v,Gauss ≤ |̟v|
s
v .
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Since |G1(x)|v,Gauss ≤ 1, for any m ∈ N we have:
∣∣G[m](x)∣∣v,Gauss ≤
∣∣∣G[ mnκv ]nκv (x)∣∣∣v,Gauss
|[m]!q|v
≤
|̟v|
[ mnκv ]
v
|[m]!q|v
,
where
[
m
nκv
]
= max{a ∈ Z : a ≤ mnκv }. The following lemma on the estimate of [m]
!
q allows to conclude.

Lemma 5.4. For v ∈ C we have |[m]q|v = |[κ]q|v if κv|m and |[m]q|v = 1 otherwise. Therefore:
lim
m→∞
|[m]!q|
1/m
v = |[κv]q|
1/κv
v .
Proof. Let m ≥ 2 and m = sκv + r, with r, s ∈ Z and 0 ≤ r < κv. If κv does not divide m, i.e. if r > 0,
we have
[m]q = 1 + q + · · ·+ q
m−1 = [κv]q + q
κv [κv]q + · · ·+ q
sκv (1 + q + · · ·+ qr−1) .
Therefore |[m]q|v = 1. On the other hand, if r = 0:
[m]q =
(
1 + qκv + · · ·+ qκv(s−1)
)
[κv]q .
Since qκv ≡ 1 modulo ̟v, we deduce that 1 + qκv + · · ·+ qκv(s−1) ≡ s modulo ̟v. Therefore
|[m]q|v = |s|v |[κv]q|v = |[κv]q|v .
This implies that ∣∣[m]!q∣∣v = |κv]q|[ mκv ]v ,
which allows to calculate the limit. 
We obtain the following characterization:
Corollary 5.5. The q-difference module M = (M,Σq) has nilpotent reduction modulo v ∈ C if and only
if
(5.5.1) lim sup
m→∞
sup
(
1,
∣∣G[m]∣∣v,Gauss)1/m < |[κv]q|−1/κvv .
Proof. One side of the implication is an immediate consequence of the proposition above. On the other
hand, the assumption (5.5.1) implies that
lim sup
m→∞
sup
(
1, |Gm|v,Gauss
)1/m
< 1 ,
which clearly implies that there exists n such that |Gnκv |v,Gauss ≤ |̟v|v. 
We finally obtain the following proposition, that will be useful in the proof of Theorem 4.1:
Proposition 5.6. Let M be q-difference module over K(x) of type G. Let C0 be the set of v ∈ C such
that M does not have nilpotent reduction modulo v. Then∑
v∈C0
1
κv
< +∞ .
In particular, M has nilpotent reduction modulo v for infinitely many v ∈ C.
The proof relies on the following lemma:
Lemma 5.7. The following limit exists:
lim
n→∞
1
n
log+
(
sup
s≤n
∣∣G[s](x)∣∣v,Gauss) .
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Proof. The proof is essentially the same as the proof of [DV02, 4.2.7], a part from the estimate of the
q-factorials (cf. Lemma 5.4 above). The key point is the following formula:
G[n+s](x) =
∑
i+j=n
[n]!q[s]
!
q
[s+ n]!
djq
[j]!q
(
G[s](q
ix)
)
G[i](x) , ∀ s, n ∈ N ,
obtained iterating the Leibniz rule. 
Proof of Proposition 5.6. The Fatou lemma, together with Lemma 5.7, implies:∑
v∈C
lim
n→∞
1
n
log+
(
sup
s≤n
∣∣G[s](x)∣∣v,Gauss) ≤ lim infn→∞ 1n∑
v∈C
log+
(
sup
s≤n
∣∣G[s](x)∣∣v,Gauss) ≤ σ(q)C (M) <∞ .
It follows from Corollary 5.5 that: ∑
v∈C0
log+ |[κv]q|−1v
κv
<∞
and hence that ∑
v∈C0
log d−1
κv
<∞ ,
since only a finite number of places of K/k(q) are ramified. 
6. Proof of Theorem 4.1
It is enough to prove that 0 is a regular singular point for M, the proof at ∞ being completely
analogous.
Let r ∈ N be a divisor of ν! and let L be a finite extension of K containing an element q˜ such that
q˜r = q. We consider the field extension K(x) →֒ L(t), x 7→ tr. The field L(t) has a natural structure of
q˜-difference algebra extending the q-difference structure of K(x). Remark that:
Lemma 6.1. The q-difference module M is regular singular at x = 0 if and only if the q˜-difference
module ML(t) := (M ⊗K(t) L(t),Σq˜ := Σq ⊗ σq˜) is regular singular at t = 0.
Proof. It is enough to notice that if e is a cyclic basis for M, then e ⊗ 1 is a cyclic basis for ML(t) and
Σq˜(e ⊗ 1) = Σq(e)⊗ 1. 
The next lemma can be deduced from the formal classification of q-difference modules (cf. [Pra83,
Cor. 9 and §9, 3)], [Sau04, Thm. 3.1.7]):
Lemma 6.2. There exist an extension L(t)/K(x) as above, a basis f of the q˜-difference module ML(t),
such that Σq˜f = fB(t), with B(t) ∈ Glµ(L(t)), and an integer ℓ such that
(6.2.1)
{
B(t) =
Bℓ
tℓ
+
Bℓ−1
tℓ−1
+ . . . , as an element of Glµ(L((t)));
Bℓ is a constant non nilpotent matrix.
Proof of Theorem 4.1. Let B ⊂ L(t) be a q˜-difference algebra over the ring of integers OL of L, of the
same form as (5.0.2), containing the entries of B(t). Then there exists a B-lattice N of ML(t) inheriting
the q˜-difference module structure from ML(t) and having the following properties:
1. N has nilpotent reduction modulo infinitely many cyclotomic places of L;
2. there exists a basis f of N over B such that Σq˜f = fB(t) and B(t) verifies (6.2.1).
Iterating the operator Σq˜ we obtain:
Σmq˜ (f) = fB(t)B(q˜t) · · ·B(q˜
m−1t) = f
(
Bmℓ
q˜
ℓm(ℓm−1)
2 xmℓ
+ h.o.t.
)
We know that for infinitely many cyclotomic places w of L, the matrix B(t) verifies
(6.2.2)
(
B(t)B(q˜t) · · ·B(q˜κw−1t)− 1
)n(w)
≡ 0 mod ̟w ,
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where ̟w is an uniformizer of the place w, κw is the order q˜ modulo ̟w and n(w) is a convenient
positive integer. Suppose that ℓ 6= 0. Then Bκwℓ ≡ 0 modulo ̟w, for infinitely many w, and hence Bℓ is
a nilpotent matrix, in contradiction with lemma 6.2. So necessarily ℓ = 0.
Finally we have Σq˜(f) = f (B0 + h.o.t). It follows from (6.2.1) that B0 is actually invertible, which
implies that ML(t) is regular singular at 0. Lemma 6.1 allows to conclude. 
7. Proof of Theorem 4.2
7.1. Idea of the proof. The hypothesis states that there exists a vector ~y = t(y0, . . . , yν−1) ∈ K[[x]]ν ,
which is solution of the q-difference system:
(7.0.3) ~y(qx) = A1(x)~y(x) ,
and therefore of the systems dnq ~y = Gn(x)~y and σ
n
q ~y = An(x)~y for any n ≥ 1, having the property that
y0, . . . , yν−1 are linearly independent over K(x). We recall that
Gn+1(x) = Gn(qx)G1(x) + dqGn(x)
and that
An+1(x) = An(qx)A1(x) .
Let us consider the operator:
Λ = A1(x)
−1 ◦ (dq −G1(x)) .
We know that there exists an extension U of K(x) (for instance the universal Picard-Vessiot ring con-
structed in [vdPS97, §12.1]) such that we can find an invertible matrix Y with coefficient in U solution
of our system dqY = G1Y. An explicit calculation shows that:
dq ◦ Y
−1 = (σqY)
−1 (dq −G1(x)) = Y
−1A1(x)
−1 (dq −G1(x))
and therefore that:
(7.0.4) Λn = Y ◦ dnq ◦ Y
−1 , for all integers n ≥ 0.
We set
(
n
i
)
q
=
[n]!q
[i]!q [n−1]
!
q
, for any pair of integers n ≥ i ≥ 0. The twisted q-binomial formula shows that∣∣∣(ni)q∣∣∣v ≤ 1 for any v ∈ Pf .
The proof of Theorem 4.2 is based on the following q-analogue of [And89, VI, §1]:
Proposition 7.1. There exist α
(n)
0 , . . . , α
(n)
n ∈ K such that for all ~P ∈ K[x]ν and all n ≥ 0 we have:
(7.1.1) G[n] ~P =
n∑
i=0
(−1)i
[n]!q
(
n
i
)
q
α
(n)
i d
n−i
q ◦Ai(x)Λ
i(~P ) ,
with |αi(n)|v ≤ 1, for any v ∈ Pf and n ≥ i ≥ 0.
Proof. The iterated twisted Leibniz Formula (cf. for instance [DV02, 1.1.8.1])
dnq (fg) =
n∑
j=0
(
n
j
)
q
σjq
(
dn−jq (f)
)
djq(g) , ∀f, g ∈ U
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implies
n∑
i=0
(−1)i
[n]!q
(
n
i
)
q
α
(n)
i d
n−i
q ◦Ai(x) ◦ Λ
i(~P )
=
n∑
i=0
(−1)i
[n]!q
(
n
i
)
q
α
(n)
i d
n−i
q ◦ σ
i
q(Y) ◦ d
i
q ◦ Y
−1(~P )
=
n∑
i=0
(−1)i
[n]!q
(
n
i
)
q
α
(n)
i
n−i∑
j=0
(
n− i
j
)
q
qijσn−jq
(
djq(Y)
)
◦ dn−jq ◦ Y
−1(~P )
=
n∑
j=0
(
n−j∑
i=0
(−1)i
[n]!q
(
n
i
)
q
(
n− i
j
)
q
qijα
(n)
i
)
σn−jq
(
djq(Y)
)
◦ dn−jq ◦ Y
−1(~P )
=
n∑
j=0
1
[n− j]!q[j]
!
q
(
n−j∑
i=0
(−1)i
(
n− j
i
)
q
qijα
(n)
i
)
σn−jq
(
djq(Y)
)
◦ dn−jq ◦ Y
−1(~P ) .
We have to solve the linear system:
n−j∑
i=0
(−1)i
(
n− j
i
)
q
qijα
(n)
i =
{
1 if n = j,
0 otherwise.
For n = j we obtain α
(n)
0 = 1. We suppose that we have already determined α
(n)
0 , . . . , α
(n)
k−1. For n−j = k
we get:
k−1∑
i=0
(−1)i
(
k
i
)
q
qi(n−k)α
(n)
i = (−1)
k+1α
(n)
k q
k(n−k) .
This proves also that |α
(n)
k |v ≤ 1 for ant v ∈ Pf . 
For all ~P = t(P0, . . . , Pν − 1) ∈ K[x]ν and n ≥ 0 we set:
~Rn =
Λn
[n]!q
(~P )
and:
R<n> =
((
n
n
)
q
~Rn
(
n+1
n
)
q
~Rn+1 . . .
(
n+ν−1
n
)
q
~Rn+ν−1
)
.
Therefore we obtain the identity:
Corollary 7.2.
G[n]R
<0> =
n∑
i=0
(−1)iα
(n)
i
dn−iq
[n− i]!q
◦Ai(x)R
<i>
Remark 7.3. In order to obtain an estimate of σ
(q)
Pf
(M) we want to estimate the matrices G[n](x). The
main point of the proof is the construction of a vector ~P , linked to the solution vector ~y of (7.0.3), such
that R<0> is an invertible matrix.
The proof is divided in step: in step 1 we construct ~P ; in step 2 we prove that R<0> is invertible; step
3 and 4 are devoted to the estimate of G[n](x) and of σ
(q)
Pf
(M).
7.2. Step 1. Hermite-Padé approximations of ~y. We denote by deg the usual degree in x and by
ord the order at x = 0. We extend their definitions to vectors as follows:
deg ~P (x) = sup
i=0,...,ν−1
degPi(x) , for all ~P =
t (P0(x), . . . , Pν−1(x)) ∈ K[x]ν .
ord~P (x) = inf
i=0,...,ν−1
ordPi(x) , for all ~P =
t (P0(x), . . . , Pν−1(x)) ∈ K((x))ν .
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Moreover we set: 
(∑
n≥0 ~anx
n
)
≤N
=
∑
n≤N ~anx
n ,
(∑
n≥0 ~anx
n
)
>N
=
∑
n>N ~anx
n ,
for all
∑
n≥0
~anx
n ∈ K[[x]]ν .
Finally, for g(x) =
∑
n≥0 gnx
n ∈ K[x] and for ~y =
∑
n≥0 ~ynx
n ∈ K[[x]]ν we set:
h(g, v) = sup
n
log+ |gn|v , ∀ v ∈ P ,
h(g) =
∑
v∈P
h(g, v)
and
h˜(n, v) = sup
s≤n
log+ |~ys|v , ∀ v ∈ P ,
where |~ys|v is the maximum of the v-adic absolute value of the entries of ~ys.
The following lemma is proved in [And89, VI, §3] or [DGS94, Chap. VIII,§3] in the case of a number
field. The proof in the present case is exactly the same, apart from the fact that there are no archimedean
places in P :
Proposition 7.4. Let τ ∈ (0, 1) be a constant and ~y =
∑
n≥0 ~ynx
n ∈ K[[x]]ν . For all integers N > 0
there exists ~g(x) ∈ K[x]ν having the following properties:
(7.4.1) deg g(x) ≤ N ;
(7.4.2) ord(g~y)≤N ≥ 1 +N +
[
N
1− τ
ν
]
;
(7.4.3) h(g) ≤ const+
1− τ
τ
∑
v∈P
h˜
(
N +
[
N
1− τ
ν
]
, v
)
.
From now on we will assume that ~P (x) = (g~y)≤N .
Proposition 7.5. Let Q1(x) ∈ VK [x] be a polynomial such that Q1(x)A
−1
1 (x) ∈Mν×ν(K[x]). We set:
Q0 = 1 and Qn(x) = Q1(x)Qn−1(qx) , for all n ≥ 1,
and
t = sup
(
deg(Q1(x)A
−1
1 (x)), degQ1(x)
)
.
If n ≤ Nt
1−τ
ν , then (
xnQn(x)
dnq g
[n]!q
(x)~y(x)
)
≤N+nt
= xnQn(x)~Rn .
The proposition above is a consequence of the following lemmas:
Lemma 7.6. For each n ≥ 0 we have:
(7.6.1) xnQn(x)~Rn(x) ∈ K[x]
ν ;
(7.6.2) deg xnQn(x)~Rn(x) ≤ N + nt .
Proof. Clearly ~R0 = (g~y)≤N ∈ K[x]ν . We recall that there exist ci,n ∈ K such that (cf. [DV02, 1.1.10]):
dnq =
(−1)n
(q − 1)nxn
(σq − 1)(σq − q) · · · (σq − q
n−1) =
(−1)n
(q − 1)nxn
n∑
i=1
ci,nσ
i
q ,
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for each n ≥ 1. Therefore we obtain:
xnQn(x)~Rn = x
nQn(x)Y
dnq
[n]!q
(
Y−1 ~P
)
=
Qn(x)Y
[n]!q(q − 1)
n
n∑
i=0
ci,nσ
i
q
(
Y−1 ~P
)
=
1
[n]!q(q − 1)
n
n∑
i=0
ci,nQn(x)A
−1
i (x)σ
i
q(
~P ) .
Since Ai(x) = A1(q
i−1x) · · ·A1(x), we conclude that xnQn(x)~Rn ∈ K[x]ν and:
deg xnQn(x)~Rn ≤ sup
i=0,...,n
deg
(
Qn(x)A
−1
i (x)σ
i
q(~P )
)
≤ sup
i=0,...,n
(
deg(Qi(x)A
−1
i (x)) + degQn−i(q
ix) + deg σiq(
~P )
)
≤ N + nt .

Lemma 7.7.
ord
(
xnQn(x)
dnq (g)
[n]!q
(x)~y(x) − xnQn(x)~Rn
)
≥ 1 +N +
[
N
1− τ
ν
]
.
Proof. We have:
xnQn(x)
dnq (g)
[n]!q
(x)~y(x) − xnQn(x)~Rn
=
1
[n]!q(q − 1)
n
n∑
l=0
cl,nQn(x)
(
σlq(g(x))~y(x) − Yσ
l
q
(
Y−1 ~P
))
=
1
[n]!q(q − 1)
n
n∑
l=0
cl,nQn(x)
(
σlq(g(x))~y(x) −A
−1
l (x)σ
l
q(~P )
)
.
Let ~Hl = Ql(x)σ
l
q(g(x))~y(x)−Ql(x)A
−1
l (x)σ
l
q(
~P ). Since:
A−11 (x)Q1(x)σq
(
~Hl
)
= ~Hl+1 ,
by induction on l we obtain:
ord ~Hl ≥ ord ~Hl−1 ≥ ord
(
g(x)~y(x) − ~P (x)
)
≥ 1 +N +
[
N
1− τ
ν
]
.

7.3. Step 2. The matrix R<0>.
Theorem 7.8. Let ~y(x) = t (y0(x), . . . , yν−1(x)) ∈ K[[x]]ν a solution vector of ΛY = 0, such that
y0(x), . . . , yν−1(x) are linearly independent over K(x). Then there exists a constant C(Λ), depending
only on Λ, such that if
~P = t(P0 . . . , Pν−1) ∈ K[x]
ν r {0}
has the following property:
(7.8.1) orddet
(
Pi Pj
yi yj
)
≥ deg ~P (x) + C(Λ) , ∀i, j = 0, . . . , ν − 1,
then the matrix R<0> is invertible.
Remark 7.9. We remark that if we choose g as in Propositions 7.4 and 7.5 and ~P = (g~y)≤N , for N >> 0
we have:
N
1− τ
ν
≥ C(Λ) .
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Therefore the condition (7.8.1) is satisfied since:
orddet
(
Pi Pj
yi yj
)
= orddet
(
(gyi)>N (gyj)>N
yi yj
)
≥ 1 +N +N
1− τ
ν
.
We recall the Shidlovsky’s Lemma that we will need on the proof of Theorem 7.8.
Definition 7.10. We define total degree of f(x)g(x) ∈ K(x) as:
deg.tot
f(x)
g(x)
= deg f(x) + deg g(x) .
Lemma 7.11 (Shidlovsky’s Lemma; cf. for instance [DGS94, Chap. VIII, 2.2]). Let G/K(x) be a field
extension and let V ⊂ G a K-vector space of finite dimension. Then the total degree of the elements of
K(x) that can be written as quotient of two element of V is bounded.
Proof of the Theorem 7.8. Let Y be an invertible matrix with coefficients in an extension U of K(x) such
that ΛY = 0 and let C be the field of constant of U with respect to dq. The matrix
R<0> = Y
(
Y−1 ~P , dq
(
Y−1 ~P
)
, · · · ,
dν−1q
[ν − 1]!q
(
Y−1 ~P
))
is invertible if and only if
rank
(
Y−1R<0>
)
= rank
(
Y−1 ~P , σq
(
Y−1 ~P
)
, . . . , σν−1q
(
Y−1 ~P
))
is maximal. Let us suppose that
rank
(
Y−1R<0>
)
= r < ν .
Then the q-analogue of the wronskian lemma (cf. for instance [DV02, §1.2]) implies that there exists an
invertible matrix M with coefficients in C such that the first column of MY−1R<0> is equal to:
MY−1 ~P = t (w˜0, w˜1, . . . , w˜r−1, 0, . . . , 0) .
The matrix YM−1 still verifies the q-difference equation ΛY = 0, so we will write Y instead of YM−1,
to simplify notation. We set:
~Sn = Y ◦ σ
n
q ◦ Y
−1 ~P , ∀n ≥ 0 ,
S<0> =
(
~S0, . . . , ~Sν−1
)
=
(
SIJ SIJ′
SI′J SI′J′
)
and
Y−1 =
(
YJL YJL′
YJ′L YJ′L′
)
,
where I = J = L = {0, 1, . . . , r − 1} and I ′ = J ′ = L′ = {r, . . . , ν − 1}. We have:(
YJL YJL′
YJ′L YJ′L′
)(
SIJ SIJ′
SI′J SI′J′
)
=
(
σiq
(
Y−1 ~P
))
i=0,...,ν−1
=
(
A
0
)
,
with A ∈Mr×ν(K(x)), and therefore:
YJ′LSIJ + YJ′L′SI′J = 0 .
Because of our choice of Y, the vectors ~S0, . . . , ~Sr−1 are linearly independent overK(x), so by permutation
of the entries of the vector ~P we can suppose that the matrix SIJ is invertible.
Let B = SI′JS
−1
IJ . Since S
<0> ∈Mν×ν (K(x)) is independent of the choice of the matrix Y, the same
is true for B. The matrix Y is invertible and(
YJ′L YJ′L′
)
= YJ′L′
(
−B Iν−r
)
,
therefore the matrix YJ′L′ is also invertible and we have:
B = −Y−1J′L′YJ′L .
The coefficients of the matrix B can be written in the form ξ/η, where ξ and η are elements of the
K-vector space of polynomials of degree less or equal to ν − r with coefficients in K in the entries of
the matrix Y. By Shidlovsky’s lemma the total degree of the entries of the matrix B is bounded by a
constant depending only on the q-difference system Λ.
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Let us consider the matrices:
Q1 =

yν−1 0 0 · · · 0
y1 −y0 0 · · · 0
y2 0 −y0 · · · 0
...
...
...
. . .
...
yr−1 0 0 · · · −y0
 ∈Mr×r(K[[x]])
and
Q2 =

0 · · · 0 −y0
...
. . .
...
...
0 · · · 0 0
0 · · · 0 0
 ∈Mr×ν−r(K[[x]]) ;
we set:
T =
(
Q1 Q2
)(SIJ
SI′J
)
=
(
Q1 Q2
)(Ir
B
)
SIJ .
Let (b0, . . . , br−1) be the last row of B. We have:
det
(
TS−1IJ
)
= det (Q1 +Q2B)
= det

yν−1 − y0b0 −y0b1 −y0b2 · · · −y0br−1
y1 −y0 0 · · · 0
y2 0 −y0 · · · 0
...
...
...
. . .
...
yr−1 0 0 · · · −y0

= det

yν−1 − y0b0 − y1b1 − · · · − yr−1br−1 0 0 · · · 0
y1 −y0 0 · · · 0
y2 0 −y0 · · · 0
...
...
...
. . .
...
yr−1 0 0 · · · −y0

= (−y0)
r−1
(yν−1 − y0b0 − y1b1 − · · · − yr−1br−1) .
We notice that det
(
TS−1IJ
)
6= 0, since by hypothesis y0, . . . , yν−1 are linearly independent over K(x). Our
purpose is to find a lower and an upper bound for orddet
(
TS−1IJ
)
.
Since the total degree of the entries of B is bounded by a constant depending only on Λ, there exists
a constant C1, depending on Λ and not on ~P , such that:
orddet
(
TS−1IJ
)
≤ C1 .
Now we are going to determine a lower bound. Let:
~Sn =
t
(
Sn,0, Sn,2, . . . , Sn,ν−1
)
, pour tout n ≥ 0;
then we have:
S<0> = (Si,j)i,j∈{0,1,...,ν−1} ;
moreover we set:
A−11 = (Ai,j)i,j∈{0,1,...,ν−1} .
The elements of the first row of T are of the form:
det
(
yν−1 Ss,ν−1
y0 Ss,0
)
, pour s = 0, . . . , r − 1,
and the ones of the i-th row, for i = 1, . . . , r − 1:
det
(
yi Ss,i
y0 Ss,0
)
, pour s = 0, . . . , r − 1.
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Since ~Sn+1 = A1(x)
−1σq(~Sn) we have:
det
(
yi Ss+1,i
yj Ss+1,j
)
= det
(
yi
∑
lAi,lσq(Ss,l)
yj
∑
lAj,lσq(Ss,l)
)
,
therefore:
inf
i,j=0,...,ν−1
orddet
(
yi Ss+1,i
yj Ss+1,j
)
≥ (s+ 1)ordA1(x)
−1 + inf
i,j=0,...,ν−1
orddet
(
yi Pi
yj Pj
)
.
Finally,
orddetT ≥ r(ν − 1)ordA1(x)
−1 + r inf
i,j=0,...,ν−1
orddet
(
yi Pi
yj Pj
)
.
By Lemma 7.6, we obtain:
orddetSI,J ≤ deg (numerator of detSI,J)
≤
r−1∑
i=0
deg (numerator of ~Si)
≤ r deg ~P + t
r(r − 1)
2
.
We deduce that:
orddet
(
TS−1I,J
)
≥ orddet (T )− orddet (SI,J)
≥ r
(
(ν − 1)ordA1(x)
−1 + inf
i,j=0,...,ν−1
orddet
(
yi Pi
yj Pj
)
− deg ~P − t
(r − 1)
2
)
≥ r
(
inf
i,j
orddet
(
yi Pi
yj Pj
)
− deg ~P
)
+ C2 ,
where C2 is a constant depending only on Λ. To conclude it is enough to choose a constant C(Λ) >
C1−C2
r . 
7.4. Step 3. First part of estimates. We set:
y =
∑
n≥0
~ynx
n , with ~yn ∈ Kν ,
σf (~y) = lim sup
n→+∞
1
n
∑
v∈Pf
sup
s≤n
log+ |~ys|v
 ,
σ∞ (~y) = lim sup
n→+∞
1
n
( ∑
v∈P∞
sup
s≤n
log+ |~ys|v
)
.
We recall that we are working under the assumption:
σ(y) = lim sup
n→+∞
1
n
(∑
v∈P
h˜(n, v)
)
= σf (~y) + σ∞(~y) < +∞
and that we want to show that σ
(q)
C (M) ≤ ∞. Since σ
(q)
C (M) ≤ σ
(q)
Pf
(M), we will rather show that:
σ
(q)
Pf
(M) = lim sup
n→+∞
1
n
∑
v∈Pf
h(M, n, v)
 <∞ ,
where:
h(M, n, v) = sup
s≤n
log+
∣∣∣∣ Gn[n]!q
∣∣∣∣
v,Gauss
.
In the sequel g will be a polynomial constructed as in Proposition 7.4. For such a choice of g and for
~P = (g~y)≤N , the hypothesis of Corollary 7.2, Proposition 7.4 and Theorem 7.8 are satisfied.
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Proposition 7.12. We have:
σ
(q)
Pf
(M) ≤ σf (~y)
(
ν2t
1− τ
+ t
)
+Ω+
∑
v∈Pf
log+ |A1(x)|v,Gauss ,
where:
Ω = lim sup
n→+∞
1
n
ν ∑
v∈Pf
h(g, v) +
∑
v∈Pf
log+
∣∣∣∣∣
(
ν−1∏
i=1
Qi(x)
)
∆(x)
∣∣∣∣∣
−1
v,Gauss
 .
Proof. We fix N,n >> 0 such that:
(7.12.1) n+ ν − 1 ≤
N
t
1− τ
ν
.
Proposition 7.5 and Corollary 7.2 implies that for all integers s ≤ n+ ν − 1, we have:
(7.12.2)
(
xsQs(x)
dsqg
[s]!q
(x)~y(x)
)
≤N+st
= xsQs(x)~Rs
and:
G[s] =
∑
i≤s
(−1)iα
(n)
i
ds−iq
[s− i]!q
(Ai(x)R
<i>)
(
R<0>
)−1
.
For all v ∈ Pf we deduce:
∣∣G[s]∣∣v,Gauss ≤
sup
i≤s
∣∣∣∣∣ ds−iq[s− i]!q (Ai(x)R<i>)
∣∣∣∣∣
v,Gauss
∣∣adjR<0>∣∣
v,Gauss
∣∣detR<0>∣∣−1
v,Gauss
≤
(
sup
i≤s
∣∣Ai(x)R<i>∣∣v,Gauss) ∣∣adjR<0>∣∣v,Gauss ∣∣detR<0>∣∣−1v,Gauss
≤ Cs1,v
(
sup
i≤s+ν−1
|~Ri|v,Gauss
)(
sup
i≤ν−1
|~Ri|v,Gauss
)ν−1
|∆(x)|−1v,Gauss ,
where we have set:
C1,v = sup(1, |A1(x)|v,Gauss)
and
∆(x) = detR<0>(x) .
Taking into account our choice of N and n and (7.12.2), for all i ≤ n+ ν − 1 we have:∣∣∣~Ri∣∣∣
v,Gauss
≤ |Qi(x)|
−1
v,Gauss |Qi(x)|v,Gauss |g|v,Gauss
∣∣∣(~y)≤N+it∣∣∣
v,Gauss
≤ |g|v,Gauss
∣∣∣(~y)≤N+it∣∣∣
v,Gauss
,
therefore:
sups≤n log
+
∣∣G[s]∣∣v,Gauss ≤ n logC1,v + h˜ (N + (n+ ν − 1)t, v)
+(ν − 1)h˜ (N + (ν − 1)t, v) + νh(g, v) + log+ |∆|−1v,Gauss .
We set:
∆(x) = ~R0 ∧ xQ1(x)~R1 ∧ · · · ∧ x
ν−1Qν−1(x)~Rν−1
= x(
ν
2)
(
ν−1∏
i=1
Qi(x)
)
∆(x) .
The fact that |Q1(x)|v,Gauss ≤ 1 and x
nQn(x)~Rn ∈ K[x]ν , for all integers n ≥ 1, implies that
∣∣∆(x)∣∣
v,Gauss
≤
|∆(x)|v,Gauss, with ∆(x) ∈ K[x], and:
sup
s≤n
log+
∣∣G[s]∣∣v,Gauss ≤ n logC1,v + h˜ (N + (n+ ν − 1)t, v)
+(ν − 1)h˜ (N + (ν − 1)t, v) + νh(g, v) + log+
∣∣∆∣∣−1
v,Gauss
.
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Taking into account condition (7.12.1), we fix a positive integer k such that:
(7.12.3)

k >
ν(ν − 1)t
1− τ
N
n
=
νt
1− τ
+
k − εn
n
, for some εn ∈ (0, 1) fixed.
Let us set:
C1 =
∑
v∈Pf
log+ |A1(x)|v
and
Ω = lim sup
n→+∞
1
n
ν ∑
v∈Pf
h(g, v) +
∑
v∈Pf
log+
∣∣∆(x)∣∣−1
v,Gauss
 .
We obtain:
σ
(q)
Pf
(M) = lim sup
n→+∞
1
n
 ∑
v∈Pf
|1−qκ|1/(p−1)
sup
s≤n
log+
∣∣∣∣ Gs[s]!q
∣∣∣∣
v,Gauss

≤ σf (~y) lim sup
n→+∞
(
N + (n+ ν − 1)t
n
+ (ν − 1)
N + (ν − 1)t
n
)
+ C1 +Ω
≤ σf (~y)
(
νt
1− τ
+ t+ (ν − 1)
νt
1− τ
)
+ C1 +Ω
≤ σf (~y)
(
ν2t
1− τ
+ t
)
+ C1 +Ω .

7.5. Step 4. Conclusion of the proof of Theorem 4.2.
Lemma 7.13. Let Ω be as in the previous proposition. Then:
Ω ≤
ν2t
1− τ
σ∞(~y) +
ν2t(ν − 1)
1− τ
C2 + lim sup
n→+∞
ν
n
h(q) ,
where
C2 =
∑
v∈P∞
log(1 + |q|v)
is a constant depending on the v-adic absolute value of q, for all v ∈ P∞.
Proof. Let ξ a root of unity such that:
∆(ξ) 6= 0 6= Qi(ξ) ∀ i = 0, . . . ν − 1 .
Since |∆(ξ)|v ≤ |∆(x)|v,Gauss for all v ∈ Pf , the Product Formula implies that:∑
v∈Pf
log+
∣∣∆(x)∣∣−1
v,Gauss
≤
∑
v∈Pf
log+
∣∣∆(ξ)∣∣−1
v
≤
∑
v∈P∞
log+
∣∣∆(ξ)∣∣
v
.
We recall that:
∆(x) = det
(
~R0 Q1(x)~R1 · · · Qν−1(x)~Rν−1
)
and that for all s ≤ ν − 1, (7.12.2) is verified. Moreover we have:
Qs(x)
dsq(g)
[s]!q
(x)~y(x) =
∑
n≥0
 ∑
i+j+h=n
(Qs)i
(
dsq(g)
[s]!q
)
j
~yh
xn
=
∑
n≥0
 ∑
i+j+h=n
(Qs)i
(
s+ j
j
)
q
gs+j~yh
xn ,
where we have used the notation:
for all P ∈ K[[x]] and for all n ∈ N, Pn is the coefficient of xn in P .
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We deduce that Qs(ξ)~Rs(ξ) is a sum of terms of the type:
(Qs)i
(
s+ j
j
)
q
gs+j~yhξ
n
with:
0 ≤ s ≤ ν − 1 , 0 ≤ i ≤ degQs(x) ,
0 ≤ j ≤ N , s+ j ≤ N , 0 ≤ h ≤ N + (ν − 1)t .
For all v ∈ P∞ we obtain:∣∣∣Qs(ξ)~Rs(ξ)∣∣∣
v
≤ cv
(
sup
s≤j≤N
∣∣∣∣∣
(
j
s
)
q
∣∣∣∣∣
v
)(
sup
h≤N+(ν−1)t
|~yh|v
)(
sup
j≤N
|gj|v
)
,
with:
cv = sup
1, sup
s=0,...,ν−1
i=0,...,degQs
|(Qs(x))i|v
 .
Since |q|v 6= 1, for all v ∈ P∞, we have:∣∣∣∣∣
(
j
s
)
q
∣∣∣∣∣
v
=
∣∣∣∣ (1− qj) · · · (1− qj−s+1)(1− qs) · · · (1− q)
∣∣∣∣
v
≤
(1 + |q|jv) · · · (1 + |q|
j−s+1
v )
|1− |q|sv|v · · · |1− |q|v|v
≤

(1 + |q|v)s
1− |q|sv
≤
(
1 + |q|v
1− |q|v
)ν−1
if |q|v < 1;
(
1 + |q|jv
|q|sv − 1
)s
≤
(
1 + |q|Nv
|q|ν−1v − 1
)ν−1
if |q|v > 1;
hence:
sup
s=0,...,ν−1
j=s,...N
∣∣∣∣∣
(
j
s
)
q
∣∣∣∣∣
v
≤
(
sup(1 + |q|v, 1 + |q|Nv )
inf(|1− |q|v|, |1− |q|
ν−1
v |)
)ν−1
≤
(1 + |q|v)N(ν−1)
inf(|1− |q|v|, |1− |q|
ν−1
v |)ν−1
We obtain the following estimate:∣∣∣Qs(ξ)~Rs(ξ)∣∣∣
v
≤ cv
(1 + |q|v)
N(ν−1)
inf(|1− |q|v|, |1− |q|
ν−1
v |)ν−1
(
sup
h≤N+(ν−1)t
|~yh|v
)(
sup
j≤N
|gj |v
)
.
Finally we get:∣∣∆(ξ)∣∣
v
≤ cνv
(1 + |q|v)
N(ν−1)ν
inf(|1 − |q|v|, |1− |q|
ν−1
v |)(ν−1)ν
(
sup
h≤N+(ν−1)t
|~yh|v
)ν (
sup
j≤N
|gj |v
)ν
and therefore: ∑
v∈P∞
log+
∣∣∆(ξ)∣∣
v
≤ const+Nν(ν − 1)C2
−ν(ν − 1)
∑
v∈P∞
log inf(|1 − |q|v|, |1− |q|
ν−1
v |)
ν−1
+ν
∑
v∈P∞
h(g, v) + ν
∑
v∈P∞
h˜ (N + (ν − 1)t, v) .
where:
C2 =
∑
v∈P∞
log (1 + |q|v) .
We recall that by (7.12.3), we have:
lim
n→+∞
N
n
=
tν
1− τ
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and:
lim
n→+∞
logN
n
= 0 .
So we can conclude since:
lim sup
n→+∞
1
n
∑
v∈Pf
log+
∣∣∆(x)∣∣−1
v,Gauss
≤ lim sup
n→+∞
1
n
∑
v∈P∞
log+
∣∣∆(ξ)∣∣
v
≤ lim sup
n→+∞
(
Nν(ν − 1)C2
n
+
ν
n
∑
v∈P∞
h(g, v) +
ν
n
∑
v∈P∞
h˜ (N + (ν − 1)t, v)
)
≤
tν2(ν − 1)
1− τ
C2 + lim sup
n→+∞
(
ν
n
∑
v∈P∞
h(g, v) +
ν
n
∑
v∈P∞
h˜ (N + (ν − 1)(t− 1), v)
)
≤
tν2
1− τ
σ∞(~y) +
tν2(ν − 1)
1− τ
C2 + lim sup
n→+∞
ν
n
∑
v∈P∞
h(g, v) .

Conclusion of the proof of Theorem 4.2. Proposition 7.4 implies that:
lim sup
n→+∞
ν
n
h(g) ≤ lim sup
n→+∞
ν
n
(
const+
1− τ
τ
∑
v∈P
h˜
(
N +N
1− τ
ν
, v
))
≤ lim sup
n→+∞
1− τ
τ
ν
n
∑
v∈P
h˜
(
N +N
1− τ
ν
, v
)
≤
1− τ
τ
νσ (~y) lim sup
n→+∞
1
n
(
N +N
1− τ
ν
)
≤
1− τ
τ
νσ (~y)
(
tν
1− τ
+ t
)
≤
1− τ
τ
νt
(
1 +
ν
1− τ
)
σ (~y) ,
which, combined with Propositions 7.12 and 7.13, implies that:
σ
(q)
Pf
(M) ≤ σf (~y)
(
ν2t
1− τ
+ t
)
+ σ∞ (~y)
ν2t
1− τ
+ σ (~y)
1− τ
τ
νt
(
1 +
ν
1− τ
)
+ logC1 +
ν2(ν − 1)t
1− τ
C2
≤ σ(~y)
(
ν2t
1− τ
+ ν2t
(
1
τ
+
1− τ
ντ
)
+ t
)
+ logC1 +
ν2(ν − 1)t
1− τ
C2
≤ σ(~y)
(
ν2t
(
ν + 1
ν
1
τ
+
1
1− τ
)
− νt+ t
)
+ logC1 +
ν2(ν − 1)t
1− τ
C2 .
The function ν+1ν
1
τ +
1
1−τ has a minimum for
τ =
(
1 +
√
ν
ν + 1
)−1
;
for this value of τ we get:
ν + 1
ν
1
τ
+
1
1− τ
=
(
1 +
√
ν + 1
ν
)
≤
{
4.95 for ν ≥ 2
5.9 for ν = 1
.
Finally we have:
σ
(q)
Pf
(M) ≤ logC1 +
ν2(ν − 1)t
1− τ
C2 +

σ(~y)
(
4.95ν2t− νt+ (t− 1)
)
for ν ≥ 2
σ(~y)5.9t for ν = 1
,
where
C1 =
∑
v∈Pf
log+ |A1(x)|v,Gauss
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and
C2 =
∑
v∈P∞
log(1 + |q|v) .

Part 2. Global q-Gevrey series
8. Definition and first properties
The notation is the same as in Part 1. We recall that K is a finite extension of k(q), equipped with its
family of ultrametric norms, normalized so that the Product Formula holds. The field K(x) is naturally
a q-difference algebra with respect to the operator σq : f(x) 7→ f(qx).
Definition 8.1. We say that the series f(x) =
∑∞
n=0 anx
n ∈ K[[x]] is a global q-Gevrey series of orders
(s1, s2) ∈ Q2 if it is solution of a q-difference equation with coefficients in K(x) and
∞∑
n=0
an(
q
n(n−1)
2
)s1 (
[n]!q
)s2 xn
is a Gq-function.
Remark 8.2. We point out that:
(1) The definition above forces s2 to be an integer, in fact the q-holonomy condition implies that the
coefficients [n]!q
s2
, for n ≥ 1, are all contained in a finite extension of k(q).
(2) Being a global q-Gevrey series of orders (s1, s2) implies being a q-Gevrey series of order s1 + s2
in the sense of [BB92] for all v ∈ P∞ extending the q−1-adic norm, i.e. for the norms that
verify |q|v > 1: this simply means that |q
s1n(n−1)
2 [n]!q
s2 |v as the same growth as |q|
(s1+s2)
n(n−1)
2
v .
If v ∈ P∞ and |q|v < 1, then |[n]q|v = 1. Therefore a global q-Gevrey series of orders (s1, s2) is
a q-Gevrey series of order s1 in the sense of [BB92]. This remark actually justifies the the choice
of considering two orders, instead of one as in the analytic theory.
In the local case, both complex (cf. [Béz92], [MZ00], [Zha99]) and p-adic (cf. [BB92]), the q-Gevrey
order is not uniquely determined. The global situation considered here is much more rigid: the same
happens in the differential case.
Proposition 8.3. The orders of a given global q-Gevrey series
∑∞
n=0 anx
n ∈ K[[x]]rK[x] are uniquely
determined.
Proof. Suppose that
∑∞
n=0 anx
n is a global q-Gevrey series of orders (s1, s2) and (t1, ts). By definition
∞∑
n=0
an(
q
n(n−1)
2
)s1 (
[n]!q
)s2 xn and ∞∑
n=0
an(
q
n(n−1)
2
)t1 (
[n]!q
)t2 xn
have finite size. We have:
∞∑
n=0
an(
q
n(n−1)
2
)t1 (
[n]!q
)t2 xn =
∞∑
n=0
(
q
n(n−1)
2
)s1−t1 (
[n]!q
)s2−t2 an(
q
n(n−1)
2
)s1 (
[n]!q
)s2 xn .
One observes that having finite size implies having finite radius of convergence for all v ∈ P , therefore
for all v such that |q|v 6= 1 we must have:
lim sup
n→∞
∣∣∣∣(q n(n−1)2 )s1−t1 ([n]!q)s2−t2 ∣∣∣∣1/n
v
<∞ .
If |q|v > 1 this implies:
lim sup
n→∞
|q|
n−1
2 (s1+s2−(t1+t2))
v <∞ .
Since for all v ∈ P such that |q|v < 1 the limit lim supn→∞ |[n]
!
q|
1/n
v is bounded we get:
lim sup
n→∞
|q|
n−1
2 (s1−t1)
v <∞ .
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We deduce that necessarily s1 + s2 ≤ t1 + t2 and t1 ≤ s1, hence t1 ≤ s1 and s2 ≤ t2. Since the role of
(t1, t2) and (s1, s2) is symmetric, one obviously obtain the opposite inequalities in the same way. 
8.1. Changing q in q−1. One can transform a q-difference equations in a q−1-difference equations,
obtaining:
Proposition 8.4. Let f(x) ∈ K[[x]] be a global q-Gevrey series of orders (−s1,−s2) ∈ Q2, then f(x) is
a global q−1-Gevrey series of orders (s1 + s2,−s2).
In particular, if f(x) is a global q-Gevrey series of orders (t1,−t2), with t1 ≥ t2 ≥ 0, then f(x) is a
global q−1-Gevrey series of negative orders (−(t1 − t2),−t2).
Proof. It is enough to write f(x) in the form:
f(x) =
∞∑
n=0
an(
q
n(n−1)
2
)s1 (
[n]!q
)s2 xn = ∞∑
n=0
an(
q−
n(n−1)
2
)−s1−s2 (
[n]!q−1
)s2 xn ,
where
∑
n anx
n is a convenient Gq-function. 
8.2. Rescaling of the orders. Clearly we can always look at a global q-Gevrey series of orders (s, 0)
as a global qt-Gevrey series of orders (s/t, 0), for any t ∈ Q, t 6= 0, the holonomy condition being always
satisfied:
Lemma 8.5. Let t ∈ Q, t 6= 0. If f(x) =
∑∞
n=0 anx
n is solution of a q-difference equation then it is
solution of a qt-difference equation.
Proof. If f(x) is solution of a q-difference equation, then it is also solution of a q−1-difference equation.
Therefore we can suppose t > 0. Let t = pr , with p, r ∈ Z>0. Since f(x) is solution of a q-difference
operator, we have:
dimK(x)
∑
i≥0
K(x)σiq (f(x)) < +∞ .
Then:
dimK(x)
∑
i≥0
K(x)σiqp (f(x)) = dimK(x)
∑
i≥0
K(x)σipq (f(x)) ≤ dimK(x)
∑
i≥0
K(x)σiq (f(x)) < +∞ ,
so f(x) is solution of a qp-difference operator. Finally we can conclude since
∑ν
i=0 ai(x)f(q
pix) = 0
implies that
∑ν
i=0 ai(x)f(q˜
tirx) = 0. 
Unfortunately, the same is not true for global q-Gevrey series of orders (0, s). To prove it, one can
calculate size of the series
Φ(x) =
∑
n≥0
(q˜; q˜)tn
(q; q)n
xn ,
where q˜ is a r-th root of q, for some positive integer r, K = Q(q˜) and t is an integer. The Pochhammer
symbols (q˜; q˜)tn and (q; q)n are both polynomials in q˜
1/2 of degree tn(n+1) and rn(n+1), respectively. If
we want Φ(x) to have finite size, we are forced to take t ≤ r, so that it has positive radius of convergence
at any place v such that |q|v > 1. Notice that Φ(x) is convergent for any place v such that |q|v < 1 and
that the noncyclotomic places give a zero contribution to the size. As far as the cyclotomic places of K
is concerned, we obtain
σC(y) = lim sup
n→∞
1
n
rn∑
k=1
([n
k
(k, r)
]
− t
[n
k
])
log+ d−1 ∼ lim sup
n→∞
rn∑
k=1
1
k
((k, r)− t) log d−1 .
The limit above is infinite.
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9. Formal Fourier transformations
The following natural two q-analogues of the usual formal Borel transformation
(·)+ : K[[x]] −→ K[[z−1]]
F =
∞∑
n=0
anx
n 7−→ F+ =
∞∑
n=0
[n]!qanz
−n−1
and
(·)# : K[[x]] −→ K[[z−1]]
F =
∞∑
n=0
anx
n 7−→ F# =
∞∑
n=0
q
n(n−1)
2 anz
−n−1
,
are equally considered in the literature on q-difference equations. From an archimedean analytical point
of view, they are equivalent as soon as one works under the hypothesis that |q| 6= 1 (cf. [MZ00, §8] and
[DVZ07, Part II]). As already noticed in [And00b], from a global point of view, (·)+ and (·)# have a
completely different behavior: for the same reason the definition of global q-Gevrey series involves two
orders.
Let p = q−1 and let σp : z 7→ pz, dp =
σp−1
(p−1)z
2. The Borel transformations that we have introduced
above have the following properties:
Lemma 9.1. For all F =
∑∞
n=0 anx
n ∈ K[[x]] we have:
(xF )+ = −pdpF
+ , (dqF )
+ = zF+ − F (0) ,
(xF )# =
p
z
σpF
# , (σqF )
# = pσpF
# .
Proof. We deduce the first equality using the relation:
−pdp
1
zn
= [n]q
1
zn+1
.
All the other formulas easily follow from the definitions. 
For any q-difference operator
∑N
i=0 ai(x)σ
i
q ∈ K(x)[σq ] (resp.
∑N
i=0 bi(x)d
i
q∈ K(x)[dq]) we set:
degσq
ν∑
i=0
ai(x)σ
i
q = sup{i ∈ Z : 0 < i < ν, ai(x) 6= 0}
(
resp. degdq
ν∑
i=0
bi(x)d
i
q = sup{i ∈ Z : 0 < i < ν, bi(x) 6= 0}
)
Obviously we have K(x)[dq] = K(x)[σq ] and degdq = degσq (for explicit formulas cf. [DV02, 1.1.10] and
(10.0.3) below). The previous lemma justifies the definition of the formal Fourier transformations below,
acting on the skew rings K [x, dq ] and K [x, σq ]:
Definition 9.2. We call the maps:
Fq+ : K [x, dq ] −→ K [z, dp] and Fq# : K [x, σq ] −→ K
[
1
z , σp
]
dq 7−→ z σq 7−→ pσp
x 7−→ −pdp x 7−→
1
qzσp
the q+-Fourier transformation and the q#-Fourier transformation respectively.
2This notation is a little bit ambiguous and we should rather write σp,z , dp,z , dq,x, etc. etc. Anyway the contest will
be always clear enough not to be obliged to specify the variable in the notation.
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Remark 9.3. Let Fp : K[z, dp]→ K[x, dq] and let λ : K [x, dq ]→ K [x, dq ], dq 7→ −
1
qdq, x 7→ −qx Then
F−1q+ = λ ◦ Fp+ .
As far as Fq# is concerned, if L =
∑ν
i=0 ai(
1
z )σ
i
p ∈ K
[
1
z , σp
]
is such that deg 1
z
ai
(
1
z
)
≤ i, there exists
a unique N ∈ K [x, σq] such that Fq#(N ) = L and we note F
−1
q#
(L) = N .
In the following lemma we verify that the formal Fourier transformations we have just defined are
compatible with the Borel transformations (·)+ and (·)#:
Lemma 9.4. Let F ∈ K[[x]] be a series solution of a q-difference linear operator N ∈ K [x, dq], such
that ν = degdq N (resp. N ∈ K [x, σq]). Then d
ν
q−1 ◦ Fq+(N )F
+ = 0 (resp. Fq#(N )F
# = 0).
Inversely:
(1) If F+ is a solution of L1 ∈ K [z, dp], then F
−1
q+ (L1)F = 0.
(2) If L2 ∈ K
[
1
z , σp
]
is such that L2F# = 0, for all n ∈ N, n >> 0, we have: F
−1
q#
(σnp ◦ L2)F = 0.
Proof. We prove the statements for (·)+. The proof for (·)# is quite similar. We write N in the form:
N =
ν∑
j=0
N∑
i=0
ai,jx
idjq ∈ K [x, dq] .
Lemma 9.1 implies that Fq+(N )F
+ is a polynomial of degree less or equal to ν, therefore dνq−1 ◦
Fq+(N )F
+ = 0. Let us now write L1 as:
L1 =
ν∑
j=0
N∑
i=0
ai,jz
idjp ∈ K [z, dp] .
Then
(
F−1q+ (L1)F
)+
is a polynomial of degree less or equal to ν. Hence we obtain:
dνp
(
F−1q+ (L1)F
)+
=
(
(−qx)νF−1q+ (L1)F
)+
= 0
and finally (−qx)νF−1q+ (L1)F = 0. 
Remark 9.5. In the following we will use the formal Fourier transformations above composed with the
symmetry S : z 7→ 1/x:
(9.5.1)
S ◦ Fq+ : K [x, dq] −→ K
[
1
x , x, dq
]
and S ◦ Fq# : K [x, σq ] −→ K [x, σq]
dq 7−→
1
x σq 7−→
1
qσq
x 7−→ x2dq x 7−→
x
q σq
.
Notice that S ◦ Fq+(dq ◦ x) = xdq.
10. Action of the formal Fourier transformations on the Newton Polygon
Let as consider a linear q-difference operator:
(10.0.2) N =
ν∑
i=0
ai(x)x
idiq =
ν∑
i=0
bi(x)σ
i
q ,
such that bj(x), aj(x) ∈ K[x]. Applying formulas [DV02, 1.1.10], we obtain:
(10.0.3)
N =
ν∑
j=0
bj(x)
j∑
i=0
(
j
i
)
q
(1 − q)iqi(i−1)/2xidiq
=
ν∑
i=0
(1 − q)iqi(i−1)/2
 ν∑
j=i
(
j
i
)
q
bj(x)
 xidiq .
Therefore ai(x) = (1 − q)iqi(i−1)/2
∑ν
j=i
(
j
i
)
q
bj(x).
We recall the definition of the Newton-Ramis Polygon:
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Definition 10.1. Let N =
∑ν
i=0 ai(x)x
idiq =
∑ν
i=0 bi(x)σ
i
q be such that bj(x), aj(x) ∈ K[x]. Then we
define the Newton-Ramis Polygon of N with respect to σq (and we write NRPσq (N )) (resp. with respect
to dq (and we write NRPdq(N ))) to be the convex hull of the following set:
∪
bi(x) 6=0
{(u, v) ∈ R2 : u = i, degxbi(x) ≥ v ≥ ordxbi(x)} ⊂ R
2 .
(
resp. ∪
ai(x) 6=0
{(u, v) ∈ R2 : u ≤ i, degxai(x) ≥ v ≥ ordxai(x)} ⊂ R
2
)
.
For an operator with rational coefficient N , we set NRPσq (N ) = NRPσq (f(x)N ) and NRPdq(N ) =
NRPdq(f(x)N ), where f(x) is a polynomial in K[x] such that f(x)N can be written as above. In this
way the Newton-Ramis polygon is defined up to a vertical shift, so that its slopes are actually well-defined.
Lemma 10.2. We have:
NRPdq (N ) = ∪
(u0,v0)∈NRPσq (N )
{(u, v0) ∈ R
2 : u ≤ u0} .
Proof. The statement follows from (10.0.3). 
The following proposition describes the behavior of the Newton-Ramis Polygon with respect to Fq+
and Fq# .
Proposition 10.3. The map3:
NRPσq (N ) −→ NRPσp
(
Fq# (N )
)
(u, v) 7−→ (u + v,−v)
resp. NRPdq (N ) −→ NRPdp
(
Fq+ (N )
)
(u, v) 7−→ (u+ v,−v)

is a bijection between NRPσq (N ) and NRPσp
(
Fq# (N )
)
(resp. NRPdq(N ) and NRPdp
(
Fq+ (N )
)
).
Proof. As far as Fq# is concerned, it is enough to notice that:
Fq#
 ν∑
i=0
N∑
j=0
bi,jx
jσiq
 = ν∑
i=0
N∑
j=0
bi,j
qj(j−3)/2qi
1
zj
σi+jp .
Let
N =
ν∑
i=0
N∑
j=0
ai,jx
jdiq .
We have:
Fq+ (N ) =
ν∑
i=0
N∑
j=0
(−1)jai,j
qj
djp ◦ z
i
=
ν∑
i=0
ν∑
j=0
j∑
h=0
(−1)jai,j
qj
(
j
h
)
q
[i]!q
[h− i]!q
q(j−h)(i−h)zi−hdj−hp .
Then if (i, j − i) ∈ NRPdq(N ) we have:
(j − h, i− j) ∈ NRPdp
(
Fq+ (N )
)
for all h = 0, . . . , j.
The statement follows from this remark. 
By convention, the vertical sides of NRPσq (N )) (resp. NRPdq(N )) have slope ∞. The opposite of
the finite slopes of the “upper part” of NRPσq (N ) are the slopes at ∞ of N while the finite slopes of the
“lower part” are the slopes of N at 0.
3To make the notation clear, we underline that we denote NRPσp
(
Fq# (N )
)
the Newton-Ramis Polygon of Fq# (N )
defined with respect to z and σp and NRPdp
(
Fq+ (N )
)
the Newton-Ramis Polygon of Fq+ (N ) defined with respect to z
and dp.
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Corollary 10.4. In the notation of the previous proposition, Fq# (resp. Fq+) acts in the following way
on the slopes of the Newton-Ramis Polygon:{
slopes of NRPσq (N )
}
−→
{
slopes of NRPσp
(
Fq# (N )
)}
(
resp.
{
slopes of NRPdq (N )
}
−→
{
slopes of NRPdp
(
Fq# (N )
)} )
λ 7−→ − λ1+λ
∞ 7−→ −1
.
11. Solutions at points of K∗
We have described what happens at zero and at ∞ when the Fourier transformations act. Now we
want to describe what happens at a point ξ ∈ K∗ = P1(K)r {0,∞}.
To construct some formal solutions of our q-difference operators at ξ ∈ K∗, we are going to consider
a ring defined as follows (cf. [DV04, §1.3]). For any ξ ∈ K and any nonnegative integer n, we consider
the polynomials
T qn(x, ξ) = x
n
(
ξ
x
; q
)
n
= (x− ξ)(x − qξ) · · · (x− qn−1ξ) .
One verifies directly that for any n ≥ 1
dqT
q
n(x, ξ) = [n]qT
q
n−1(x, ξ)
and dqT
q
0 (x, ξ) = 0. The product T
q
n(x, ξ)T
q
m(x, ξ) can be written as a linear combination with coefficients
in K of T q0 (x, ξ), T
q
1 (x, ξ), . . . , T
q
n+m(x, ξ) (cf. [DV04, §1.3]). It follows that we can define the ring:
K[[x− ξ]]q =
∑
n≥0
anT
q
n(x, ξ) : an ∈ K
 ,
with the obvious sum and the Cauchy product described above, extended by linearity. The ringK[[x−ξ]]q
is a q-difference algebra with the natural action of dq. Notice that in general it makes no sense to look
at the sum of those series. Nevertheless, they can be evaluated at the point of the set ξqZ≥0 , and they
are actually in bijective correspondence with the sequences {f(ξqn)}n∈Z≥0 ∈ C
N.
Proposition 11.1. Let N ∈ K [x, dq ] be a linear q-difference operator such that NRPdq(N ) has only the
zero slope at ∞4; then the operator Fq+N has a basis of solution in K[[z − ξ]]p for all ξ ∈ K
∗.
Proof. The hypothesis on the Newton Polygon of N at ∞ implies that we can write N in the following
form
N =
ν∑
i=0
N∑
j=0
ai,jx
jdiq ,
with ai,N = 0 for all i = 0, . . . , ν − 1 and aν,N 6= 0. This implies that the coefficient of dNp in
Fq+(N ) =
ν∑
i=0
N∑
j=0
ai,j (−pdp)
j ◦ zi
=
N−1∑
j=0
ν∑
i=0
cj,iz
idjp + aν,N (−q)
ν−N
zνdNp
does not have any zero in the set {qnξ : n ∈ Z>0}. Using the fact that dpT
p
n(z, ξ) = [n]pT
p
n−1(z, ξ) and
that zT pn(z, ξ) = T
p
n+1(z, ξ)+p
nξT pn(z, ξ), a basis of solutions of Fq+(L) in K[[z− ξ]]p can be constructed
working with the recursive relation induced by Fq+(L)y = 0 on the coefficients of a generic solution of
the form
∑
n αnT
p
n(z, ξ). 
4or equivalently, NRPdq (N ) has no negative slopes.
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Corollary 11.2. For any N ∈ K[z, dp] (resp. N ∈ K[x, dq], N ∈ K[z, dp]) having only the zero slope at
∞, the operator F−1q+ (N ) (resp. S ◦ Fq+(N ), S ◦ F
−1
q+ (N )) has a basis of solution in K [[x− ξ]]q for any
ξ ∈ K∗.
Proof. The statement follows from the remark that F−1q+ (N ) = λ ◦ Fp+(N ) and that the symmetry
S : z 7→ 1/x does not changes the kind of singularity at the points of K∗. 
An analogous property holds for F−1
q#
:
Proposition 11.3. Let L =
∑ν
i=0 ai
(
1
z
)
σip ∈ K
[
1
z , σp
]
such that deg 1
z
ai(
1
z ) ≤ i. We suppose that
N = ord 1
z
aν
(
1
z
)
≤ ord 1
z
ai
(
1
z
)
,
for all i = 0, . . . , ν − 15. Then F−1
q#
(L) has a basis of solution in K[[x− ξ]]q for all ξ ∈ K∗.
Proof. We call aν,N ∈ K the coefficients of
1
z
N
in aν
(
1
z
)
. Then we have:
F−1
q#
(L) =
ν−N−1∑
i=0
bi(x)σ
i
q + aν,Nx
Nσν−Nq .
One ends the proof as above. 
12. Structure theorems
Inspired by [And00a], we want to characterize q-difference operators killing a global q-Gevrey series of
orders (−s1,−s2), with (s1, s2) ∈ Z := Q≥0 × Z≥0 r {(0, 0)}.
The skew polynomial ring K(x)[dq ] is euclidean with respect to degdq . It follows that, if we have a
formal power series y solution of a q-difference operator, we can find a q-difference operator L killing
y and such that degdq L is minimal. All the other linear q-difference operators killing y, minimal with
respect to degdq , are of the form f(x)L, with f(x) ∈ K(x). By abuse of language, we will call the minimal
degree operator L ∈ K[x, dq] (resp. K[x, σq]) with no common factors in the coefficients the minimal
operator killing y.
Remark 12.1. Let y(x) ∈ K[[x]] be a formal power series solution of the linear q-difference operator
Lq =
∑ν
i=0 ai(x)σ
i
q . We choose Lq such that degσq Lq is minimal. Then for all positive integers r the
operator Lq1/r =
∑ν
i=0 ai(x)σ
ir
q1/r
is the minimal q1/r-difference operator killing y(x). Moreover if λ is a
slope of NRPσq (Lq) (resp. NRPdq (Lq)) then λ/r is a slope of NRPσq
(
Lq1/r
)
(resp. NRPdq
(
Lq1/r
)
).
In fact, let L be a q1/r-difference operator killing y(x), minimal with respect to degσ
q1/r
. Then Lq1/r is
a factor of L in K(x)[σq1/r ], hence degσ
q1/r
L ≤ r degσq Lq. On the other side we have:
dimK(x)
∑
i≥0
K(x)σiq1/r (y) ≥ dimK(x)
∑
i≥0
K(x)σirq1/r (y) = dimK(x)
∑
i≥0
K(x)σiq(y) ,
therefore degσ
q1/r
L ≥ r degσq Lq.
We recall the statement of Corollary 4.4, which is the starting point for this second part of the paper:
Proposition 12.2. Let F ∈ K[[x]] be a global q-Gevrey series of orders (0, 0) and L ∈ K[x, dq] the
minimal q-difference operator such that LF = 0. Then L is regular singular.
Using the formal q-Fourier transformations introduced in the previous section, we will deduce the
structure theorems below from Proposition 12.2.
Theorem 12.3. Let F ∈ K[[x]]rK[x] be a global q-Gevrey series of orders (−s1,−s2), with (s1, s2) ∈ Z
and L ∈ K [x, dq ] be the minimal linear q-difference operator such that LF = 0. Then L has the following
properties:
- the set of finite slopes of the Newton Polygon NRPdq(L) is {−1/(s1 + s2), 0};
- for all ξ ∈ K∗, the q-difference operator L has a basis of solutions in K[[x− ξ]]q.
5or equivalently, that NRPdq (S ◦ L) does not have any positive slope.
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Proof. Let us write the formal power series F in the form:
F =
∞∑
n=0
an(
q
n(n−1)
2
)s1 (
[n]!q
)s2 xn ,
where
∑∞
n=0 anx
n is a Gq-function. Let F˜ (x) =
∑∞
n=0 anx
n+s2 ; then the series F˜ has finite size, therefore
there exists a regular singular q-difference operator L ∈ K[x, σq] such that LF˜ = 0. The polygon
NRPσq (L) has only the zero slope (apart from the infinite slopes).
Let S be the symmetry with respect to the origin:
S : x 7−→ 1/z
σq 7−→ σp
.
Remark that the operator F−1q+ ◦ S (L) kill the formal power series
∑∞
n=0
an
[n]!q
xn+s2−1. The polygon
NRPdp(S(L)) is obtained by NRPdq (L) applying a symmetry with respect to the line v = 0. It follows
from Proposition 10.4 that the set of finite slopes of NRPdq
(
F−1q+ ◦ S (L)
)
is {0,−1}. Iterating s2 times
this reasoning, we obtain a q-difference operator L˜ = F−1q+ ◦ S ◦ · · · ◦ F
−1
q+ ◦ S (L), such that the set of
finite slopes of NRPdq
(
L˜
)
is {0,−1/s2}. We obtain:
L˜
(
∞∑
n=0
an(
[n]!q
)s2 xn
)
= 0 .
Because of §8.2, we can now suppose that s1 is actually a positive integer. We conclude the proof applying
the same argument to L =
(
F−1
q#
◦ ◦S
)
◦ · · · ◦
(
F−1
q#
◦ S
)(
σnq ◦ L˜ ◦ x
s1
)
, for a suitable n ∈ Z≥0, and to
the Newton-Ramis Polygon defined with respect to σq. We know that LF = 0.
The operator L is a factor of L in K(x)[σq ]. We know (cf. for instance [Sau04]) that the slopes of the
Newton Polygon of L at zero (resp. ∞) are slopes of the Newton Polygon of L at zero (resp. ∞). To
obtain the desired result on the slopes of NRPdq (L) one has to notice that L must have a positive slope
at ∞ because of [Ram92, Theorem 4.8]. As far as ξ ∈ K∗ is concerned, the operator L has a basis of
solutions at ξ in K[[x− ξ]]q (cf. Propositions 11.1 and 11.3), therefore the same is true for L. 
Proposition 10.3 implies that for a global q-Gevrey series of orders (−s1, 0) we have actually proved a
more precise result:
Theorem 12.4. Under the hypothesis of the previous theorem, we assume that s2 = 0. Then L has the
following properties:
- the set of finite slopes of NPσq (L) is {0,−1/s1};
- for all ξ ∈ K∗, the q-difference operator L has a basis of solutions in K[[x− ξ]]q.
Changing q in q−1 we get the corollary:
Corollary 12.5. Let F ∈ K[[x]] rK[x] be a global q-Gevrey series of orders (s1,−s2), with (s1, s2) ∈
Q × Z, such that s1 ≥ s2 ≥ 0 and either s1 6= s2 or s2 6= 0. Let L ∈ K [x, σq] be the minimal linear
q-difference operator such that LF = 0. Then L has the following properties:
- the set of finite slope of NPdp(L) is {0, 1/s1}
- for all ξ ∈ K∗, the q-difference operator L has a basis of solutions in K[[x− ξ]]p.
Proof. It follows by Proposition 8.4, taking into account that when one changes q in q−1, the slopes of
the Newton Polygon change sign. 
Following [And00b] we can characterize the apparent singularities of such a q-difference equation:
Theorem 12.6. Let F ∈ K[[x]]rK[x] be a global q-Gevrey series of orders (−s1,−s2), with (s1, s2) ∈ Z.
We fix a point ξ ∈ K∗. For all v ∈ P such that |q|v > 1 we suppose that the v-adic function F (x) has a
zero at ξ. Let L ∈ K [x, dq] be the minimal linear q-difference operator such that LF = 0. Then L has a
basis of solution in
(x− ξ)K[[x− qξ]]q =
{
∞∑
n=1
an(x− ξ)n : an ∈ K
}
.
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The proof is based on the following lemma, which is an analogue of [And00b, Lemme 2.1.2] (cf. also
[And00b, Lemma 4.4.2]).
Lemma 12.7. Let F be a global q-Gevrey series of orders (−s1,−s2), with s1, s2 ∈ Q≥0 × Z≥0. We fix
a point ξ ∈ K∗. For all v ∈ P such that |q|v > 1 we suppose that the v-adic entire function F (x) has a
zero at ξ. Then G = (x − ξ)−1F is a global q-Gevrey series of orders (−s1,−s2).
Proof of Theorem 12.6. We fix some notation:
F =
∞∑
n=0
an
qs1
n(n−1)
2 [n]!q
s2
xn , G =
∞∑
n=0
bn
qs1
n(n−1)
2 [n]!q
s2
xn ,
h˜(n, v, F ) = sup
s≤n
|as|v and h˜(n, v,G) = sup
s≤n
|bs|v .
Since 1x−ξ = −
∑
n≥0
xn
ξn+1 , we obtain:
bn = −
n∑
k=0
(
q
n(n−1)
2 −
k(k−1)
2
)s1 ( [n]!q
[k]!q
)s2
ξk−n−1ak
and therefore:
lim sup
n→∞
1
n
∑
|q|v≤1
h˜(n, v,G) ≤ lim sup
n→∞
1
n
∑
|q|v≤1
h˜(n, v, F ) +
∑
|q|v≤1
|ξ|v .
To conclude it is enough to prove that G is a local q-Gevrey series of order s1+ s2 for all v ∈ P such that
|q|v > 1. This follows from [Ram92, Prop. 2.1], since F and G have the same growth at ∞, because F
has a zero at ξ. 
Proof. Let G = (x − ξ)−1F and L be the minimal linear q-difference operator such that LF = 0; then
L ◦ (x− ξ) is the minimal linear q-difference operator such that L ◦ (x− ξ)(G) = 0. By Lemma 12.7 and
Theorem 12.3, L ◦ (x− ξ) has a basis of solution in K[[x− qξ]]q, therefore the operator L has a basis of
solution in (x − ξ)K[[x− qξ]]q. 
Once again, switching q into q−1 we obtain the corollary:
Corollary 12.8. Let F ∈ K[[x]]rK[x] be a global q-Gevrey series of orders (s1,−s2), with s1, s2 ∈ Q×Z,
s1 ≥ s2 ≥ 0 and either s1 6= s2 or s2 6= 0. We fix a point ξ ∈ K∗. For all v ∈ P such that |q|v < 1 we
suppose that the v-adic function F (x) has a zero at ξ. Let L ∈ K [x, dq] be the minimal linear q-difference
operator such that LF = 0. Then L has a basis of solution in
(x− ξ)K[[x− pξ]]p .
Proof. It follows from Proposition 8.4 and Theorem 12.6. 
We conclude the section with an example:
Example 12.9. Let us consider the q-exponential series Eq(x) =
∑
n≥0
xn
[n]!q
, solution of the equation
dqy = y. A classical formula (cf. [GR90, 1.3.16]) says that for |q|v > 1 the series Eq(x) can be written as
an infinite product:
Eq(x) =
(
−x(1− q−1); q−1
)
∞
:=
∞∏
k=0
(
1− x
1 − q
qk+1
)
,
hence Eq(
q
1−q ) = 0 for all v such that |q|v > 1. Let us consider formal q-series:
G(x) =
Eq(x)
x− q1−q
=
q − 1
q
Eq
(
x
q
)
.
Obviously, qdqG(x)−G(x) = 0 and actually:
(dq − 1) ◦
(
x−
q
1− q
)
G(x) =
(
x−
1
1− q
)
(qdq − 1)G(x) = 0 .
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Since
∑
n≥0
q−n
[n]!q
T qn
(
x, q
2
1−q
)
∈ K[[x− q
2
1−q ]]q is a formal solution of qdqy = y, the series(
x−
q
1− q
)∑
n≥0
q−n
[n]!q
T qn
(
x,
q2
1− q
)
∈
(
x−
q
1− q
)
K
[[
x−
q2
1− q
]]
q
is a formal solution of dqy = y.
13. An irrationality result for global q-Gevrey series of negative orders
In this section we are going to give a simple criteria to determine the q-orbits where a global q-Gevrey
series does not satisfy the hypothesis of Theorem 12.6. We will deduce an irrationality result for values
of a global q-Gevrey series F (x) ∈ K[[x]]rK[x] of negative orders.
Remark 13.1. The arithmetic Gevrey series theory in the differential case has applications to transcen-
dence theory (cf. [And00b]). In the global q-Gevrey series framework this can not be true, since the set of
global q-Gevrey series has only a structure of k(q)-vector space. We mean that the product of two global
q-Gevrey series of nonzero orders doesn’t need to be a global q-Gevrey series, as the following example
shows:
eq(x)
2 =
(
∞∑
n=0
xn
[n]!q
)2
=
∞∑
n=0
(
n∑
k=0
(
n
k
)
q
)
xn
[n]!q
.
In fact, because of the estimate at the cyclotomic places eq(x)
2 should be a global q-Gevrey series of
order (0,−1), while the local q-Gevrey order at places v ∈ P∞ such that |q|v > 1 is 2. For this reason a
global q-Gevrey series theory can only have applications to the irrationality theory.
Let
L = aν(x)σ
ν
q + · · ·+ a1(x)σq + a0(x) ∈ K [x, σq ] ,
and let u0, . . . , uν−1 a basis of solution of L is a convenient q-difference algebra extending K(x). The
Casorati matrix
U =

u0 · · · uν−1
σqu0 · · · σquν−1
...
. . .
...
σν−1q u0 · · · σ
ν−1
q uν−1
 ,
is a fundamental solution of the q-difference system
σqU =

0
...
0
Iν−1
− a0(x)aν(x) −
a1(x)
aν(x)
. . . −aν−1(x)aν(x)
U ,
so that C = detU is solution of the equation:
σqC = (−1)
ν a0(x)
aν(x)
C .
Notice that the “q-Wronskian lemma” (cf. for instance [DV02, §1.2]) implies that the determinant of the
Casorati matrix of a basis of solutions of an operator L is nonzero.
Proposition 13.2. Let F ∈ K[[x]]rK[x] be a global q-Gevrey series of orders (−s1,−s2), with s1, s2 ∈ Z.
We fix a point ξ ∈ K∗. Let L = aν(x)σνq + · · ·+ a1(x)σq + a0(x) ∈ K [x, σq ] be the minimal q-difference
operator such that LF = 0. If F (x) has a zero at ξ for all v such that |q|v > 1, then there exists an
integer m ≥ 0 such that qmξ is a zero of a0(x).
Proof. The determinant of the Casorati matrix of a basis of solutions of L satisfies the equation
y(qx) = (−1)ν
aν(x)
a0(x)
y(x) .
ARITHMETIC THEORY OF q-DIFFERENCE EQUATIONS 31
On the other hand we know that L has a basis of solution u0, . . . , uν−1 ∈ (x − ξ)K[[x − qξ]]. This
means that the ui’s are formal series of the form
∑
n≥1 anT
q
n(x, ξ), for some an ∈ K. Since (qx − ξ) =
q(x− qn−1ξ) + (qn − 1)ξ, one obtain that
σq
∑
n≥1
anT
q
n(x, ξ)
 = qa1 +∑
n≥1
(
qnan + q
n+1an+1ξ(q
n − 1))
)
T qn(x, ξ) .
This implies that the determinant C of the Casorati matrix of u0, . . . , uν−1 is an element of (x− ξ)K[[x−
qξ]]q. Let m ≥ 1 be the larger integer such that C ∈ T qm(x, ξ)K[[x − q
mξ]]q. The formula above implies
that σqU ∈ T
q
m−1(x, ξ)K[[x − q
m−1ξ]]q r T
q
m(x, ξ)K[[x − q
mξ]]q, and therefore that q
m−1ξ is a zero of
a0(x). 
In the same way we can prove the following result:
Corollary 13.3. Let F ∈ K[[x]]rK[x] be a global q-Gevrey series of orders (s1,−s2), with s1, s2 ∈ Q×Z,
s1 ≥ s2 ≥ 0 and either s1 6= s2 or s2 6= 0. We fix a point ξ ∈ K∗. Let L = aν(x)σνq+· · ·+a1(x)σq+a0(x) ∈
K [x, σq] be the minimal linear q-difference operator such that LF = 0. If F (x) has a zero at ξ for all
v ∈ P such that |q|v < 1 then there exists an integer m ≤ −ν such that qmξ is a zero of aν(x).
Proof. It follows from Proposition 8.4 that F (x) is a global q−1-Gevrey series of negative orders (−(s1 −
s2),−s2) and the minimal linear q
−1-difference operator killing F (x) is aν(q
−νx) + · · ·+ a1(q
−νx)σν−1q−1 +
a0(q
−νx)σνq−1 . 
Example 13.4. Let us consider the field K = k(q) and the Tchakaloff series:
Tq(x) =
∑
n≥0
xn
qn(n−1)/2
.
Together with Eq(x), Tq(x) is a q-analogue of the exponential function. The minimal linear q-difference
equation killing Tq(x) is
L = (σq − 1) ◦ (σq − qx) = (σq − q
2x) ◦ (σq − 1) = σ
2
q − (1 + q
2x)σq + q
2x .
Notice that 1, Tq(x) is a basis of solutions of L at zero. We conclude that Tq(ξ) 6= 0 for all ξ ∈ K∗, as
the value a q−1-adic entire analytic function, i.e. the hypothesis of Theorem 12.6 are never satisfied.
In particular, let K = k(q˜), where q˜r = q for some positive integer r. For any ξ ∈ k(q˜), ξ 6= 0, the
q˜−1-adic value Tq(ξ) of Tq(x) at ξ can be formally written as a Laurent series in k((q˜
−1)), which is the
completion of k(q˜) at the q˜−1-adic place. The theorem above says that Tq(ξ) cannot be the expansion of
a rational function in k(q˜). In fact, if it was, there would exists c ∈ k(q˜) such that Tq(x)+ c has a zero at
ξ and is solution of L. This would imply that L has a basis of solutions having a zero at ξ, against the
fact that the constants are solution of L.
As in [And00b], we can also deduce a Lindemann-Weierstrass type statement:
Corollary 13.5. Let K = k(q˜), where q˜ is a root of q. We consider the q-exponential function eq(x) =∑
n≥0
xn
[n]!q
and a set of element a1, . . . , ar ∈ K, which are multiplicatively independent modulo q
Z ( i.e.
αZ1 · · ·α
Z
r ∩ q
Z = {1}). Then the Laurent series eq(a1ξ), . . . , eq(arξ) ∈ k((q˜−1)) are linearly independent
over k(q˜) for any ξ ∈ K∗.
Proof. It is enough to notice that eq(a1x), . . . , eq(arx) is a basis of solutions of the operator
(dq − a1) ◦ · · · ◦ (dq − ar) .
If there exist λ1, . . . , λr ∈ K such that λ1eq(α1ξ) + · · · + λreq(αrξ) = 0, then eq(αiξ) = 0 for any
i = 1, . . . , r, because of Theorem 12.6. Since eq(x) satisfies the equation y(qx) = (1 + (q − 1)x)eq(x), we
deduce that ξ ∈ q
Z≥1
(1−q)αi
, for any i = 1, . . . , r. The last assertion would imply that αiα
−1
j ∈ q
Z for any
pair of distinct i, j, against the assumption. 
We can deduce by Theorem 12.6 an irrationality result for all global q-Gevrey series F (x) such that
zero is not a slope of the Newton Polygon at ∞ of the minimal q-difference operator that kills F (x):
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Theorem 13.6. Let k(q) be a fixed algebraic closure of k(q) and K˜ ⊂ k(q) the maximal extension of
k(q) such that the q−1-adic norm of k(q) extends uniquely to K˜.
Let F (x) ∈ K˜[[x]]r K˜[x] be a global q-Gevrey series of orders (−s1,−s2), with (s1, s2) ∈ Z, and L the
minimal linear q-difference operator such that LF (x) = 0. We suppose that zero is not a slope of L at
∞. Then for all ξ ∈ K∗ the value F (ξ) of the q−1-adic analytic entire function F (x) is not an element
of K˜ (but of its q˜−1-adic completion).
Before proving the theorem, we give an example, which illustrates the proof:
Example 13.7. Let us consider the q-analogue of a Bessel series
Bq(x) =
∑
n≥0
xn
[n]!q
2 .
The series Bq(x) is solution of the linear q-difference operator (xdq)
2 − x that can be written also in the
form:
L = σ2q − 2σq + (1 − (q − 1)
2x) .
There is a unique factorization of a linear q-difference operator linked to the slopes of its Newton Polygon
(cf. [Sau04]): we deduce that L is the minimal q-difference operator killing Bq(x) from the fact that the
only slope of the Newton-Polygon of L at ∞ is −1/2. We conclude that Bq(ξ) = 0 for all v such that
|q|v > 1, with ξ ∈ P1(K), implies ξ = qm/(q − 1)2 for some integer m ≥ 2.
Let K = k(q˜), with q˜r = q for some positive integer r. In this case the q˜−1-adic norm is the only one
such that |q|v > 1. For any c ∈ K we have:
(qσq − 1) ◦ L(Bq(x) + c) = 0 .
One notices that the slopes of the Newton Polygon of (qσq − 1) ◦ L at ∞ are {0,−1/2}, therefore we
deduce from the uniqueness of the factorization that (qσq − 1) ◦ L is the minimal q-difference operator
killing Bq(x) + c. Since constants are solutions of (qσq − 1) ◦L, Theorem 12.6 implies that no solution of
(qσq − 1) ◦ L can have a zero at any point ξ ∈ K∗ as q˜−1-adic holomorphic functions. This means that
the function Bq(x) + c cannot have a zero as a q˜
−1-adic analytic function at ξ ∈ K∗, which means that
Bq(x) takes values in k((q˜
−1))r k(q˜) at each ξ ∈ K∗.
Proof of Theorem 13.6. Let c ∈ K˜, c 6= 0, G(x) = F (x) + c, L =
∑ν
i=1 ai(x)d
i
q ∈ K˜[x, dq] (resp.
N =
∑µ
j=1 bj(x)d
j
q ∈ K˜[x, dq]) be the minimal q-difference operator killing F (x) (resp. G(x)). Of course
we may assume that ai(x), bj(x) ∈ K˜(x) and aν(x) = bµ(x) = 1, and that everything is defined over a
finite extension K ⊂ K˜ of k(q).
Since: (
dq −
dq(a0)(x)
a0(x)
)
◦ L(G(x)) = 0 and
(
dq −
dq(b0)(x)
b0(x)
)
◦ N (F (x)) = 0 ,
we must have ν − 1 ≤ µ ≤ ν + 1. Let us suppose first ν = µ. Then(
dq −
dq(a0)(x)
a0(x)
)
◦ L =
(
dq −
dq(b0)(x)
b0(x)
)
◦ N
since they have the same set of solutions and they are both monic operators. By hypothesis, zero is not a
slope of the Newton Polygon of L at∞, while
(
dq −
dq(a0)(x)
a0(x)
)
has only the zero slope at∞: we conclude
by the uniqueness of the factorization that L = N . We remark that the equality L = N implies that
constants are solutions of L and that L has a zero slope at∞, hence we obtain a contradiction. So either
µ = ν − 1 or µ = ν + 1. If µ = ν − 1, then
L =
(
dq −
dq(b0)(x)
b0(x)
)
◦ N
since both L and N are monic. Once again, constants are solution of L and this is a contradiction.
Finally, we have necessarily µ = ν + 1 and
N =
(
dq −
dq(b0)(x)
b0(x)
)
◦ L .
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Let us suppose that there exists ξ ∈ K∗, such that F (x) takes a value in K at ξ, as q˜−1-adic analytic
function. Then all the solutions of N would have a zero at ξ against the fact that the constants are
solutions of N , hence F (ξ) 6= 0 is not in K. 
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