Magnetic Resonance Imaging in Huntington's disease
Magnetic Resonance Imaging (MRI) is a non-invasive technique used routinely to image the body in both clinical and research settings. Through the manipulation of radio waves and static field gradients, MRI uses the principle of nuclear magnetic resonance to produce images with high spatial resolution, appropriate for the investigation of brain structure and function.
Magnetic Resonance Imaging: A Brief Overview

Measuring the signal
In MRI, hydrogen typically provides the source of the measured signal due to its abundance within both water and fat. Within the nucleus of each hydrogen atom is a positively-charged proton which spins on its axis, creating a tiny electromagnetic field, known as a magnetic moment ( Figure 1a) . In an MRI scanner, there is a constant or external magnetic field (known as the field strength of the MRI scanner) in the longitudinal or 'z' plane which is experienced prior to the administration of a pulse sequence. This causes protons to spin or precess together about the direction of this magnetic field generating longitudinal magnetisation ( Figure 1a ). To create a detectable signal, however, a second magnetic field is applied that tips protons into the 'transverse' (x-y) plane (Figure 1b) . Accordingly, the longitudinal magnetisation is reduced to zero and the protons now precess due to magnetisation in the transverse plane. The ensuing movement induces an electromagnetic current which is measured as the MR signal.
----------------------Figure 1 about here ---------------------
Weighting
As soon as protons are tipped into the transverse plane, longitudinal magnetisation begins to return from zero; this is known as longitudinal or T1 relaxation and characterised by the and T2 relaxation, grey and white matter are clearly distinguishable.
----------------------Figure 2 about here -----------------------
T1 and T2 relaxation occur congruently but the relative relaxation time spans can be very different. T1 relaxation can take several seconds, while T2 relaxation can last just a few milliseconds. T1 and T2 weighting fundamentally determines the nature of the image contrast, which represents localised differences in signal intensity due to the physical properties of tissue types. The weighting is determined by the scanning acquisition and in particular governed by the relative combination of two key parameters: TR (repetition time), the time between pulse sequence repetitions, that is, the length of time for which longitudinal relaxation is measured; and TE (echo time), the duration between the initial pulse and the point at which the signal is measured. The degree of T1 and T2 weighting are selected according to the requirements of the scan. For example, T1-weighting is used more commonly for anatomical scans, due to clear boundary definition, while T2-weighting is more commonly used to ascertain pathology. Short TR maximises the differences in T1-weighting between tissues. At long TRs, for example, differences between grey and white matter are minimal. TE must also be suitably short to eliminate any differences due to T2 relaxation. T2-weighting is attained by using a long TR to minimise T1-weighting, and a long TE to maximise differences between tissues in the transverse plane.
Pulse Sequences
MRI pulse sequences are a series of radiofrequency pulses and magnetic field gradients that are applied in the scanner and which vary according to the type of scan being collected. An MRI sequence tends to be grouped according to type, with the two most commonly used being Spin Echo (SE), which uses two radiofrequency pulses or Gradient Echo (GE), which uses a radiofrequency pulse followed by a gradient pulse. Both types of sequence produce T1 and T2 weighted images. SE sequences produce high quality images but take longer to 4 run compared to GE sequences which are quick to run but can be impacted by magnetic field inhomogeneity (less of an issue in modern scanners). Echo Planar Imaging (EPI) is performed in cases where many scans need to be acquired, such as functional MRI. EPI acquires multiple echoes by rapidly reversing gradients and uses either GE or GE combined with SE. Spatial magnetic field gradients encode the location of all the recorded signals. This signal information is recorded in k-space, a matrix in which raw MRI data are stored and subsequently decoded using the Fourier transformation to produce an MR image.
Scanner Hardware
MRI scanners have different magnetic field strengths. Most commonly the 1.5 Tesla (T) is used clinically and the 3T for research. Field strength determines the overall size of the signals recorded and therefore ultimately the image quality, with higher field strength resulting in better image quality. 3T is preferable for research because of the quality of the images necessary to detect subtle changes, which can be collected in a considerably shorter time. However, 3T images are more likely to be impacted by artefacts due to motion, susceptibility (particularly in frontal or temporal lobes), blood or fluid movement (see later section).
MRI modalities used in HD research
Structural MRI
Structural MRI provides information regarding the anatomy and pathology of the brain. It is generally used for the quantitative measurement of morphological information including volume, cortical thickness and surface area. To ensure that specific structures and boundaries can be identified correctly it is necessary for structural images to have good tissue class contrast, high spatial resolution and as little motion artefact as possible. Most structural images are T1-weighted as this gives the best between-tissue contrast.
Additionally, an optimal balance between high spatial resolution and signal to noise ratio needs to be achieved. This is determined when selecting acquisition parameters, including voxel size (eg 1mm 3 ) to improve resolution, slice thickness and scan length. 5 Structural MRI has been used widely in HD research to investigate volumetric change. This can be achieved using whole brain techniques, such as Voxel Based Morphometry [1, 2] (see section below) or manual segmentation of specific structures [3] . These methods have been used to investigate changes in cortical and subcortical volume both between groups and longitudinally and have shown a highly robust and consistent pattern of reduction in striatal (caudate and putamen) volume as HD progresses [4] [5] [6] [7] [8] [9] [10] [11] (Figure 3 ). Other studies have investigated changes in cortical thickness [12, 8, 13] . Cortical thickness measures the thickness of the cortical mantle, between the pial surface and the white matter, and allows the comparison of cortical thickness while accounting for the nature of the cortical surface; cortical folding, for example, cannot be accounted for in standard volumetric analyses.
Diffusion Weighted Imaging
Diffusion Weighted Imaging (DWI) investigates white matter microstructure within brain tissue by examining the effect of tissue organisation on water movement [14] [15] [16] .
Measurements of axonal orientation and ease of diffusion can be used to infer the underlying nature of fibre integrity.
Water movement in free space is isotropic, it can move in any number of directions.
However, along the main axis of a white matter fibre diffusion occurs in one direction and diffusivity is inherently anisotropic. The diffusive properties of water contribute to the attenuation of the MR signal, such that the greater the freedom of water movement within a voxel, the greater the reduction in signal. For example, in dark areas containing CSF, water is isotropic, protons are displaced more rapidly and accordingly the MR signal decreases rapidly. Conversely, areas where voxels are brighter indicate restriction of water movement and so greater MR signal; this is clearest in white matter.
Diffusion Tensor Imaging (DTI) was introduced as a more efficient and accurate means of measuring anisotropy due to its independence of orientation within the scanner [17] . The diffusion tensor measures diffusivity along the three principal fibre directions (or axes) within a voxel. The additional measurement of 'off-diagonal' elements enables measurement that is independent of the frame of reference. The diffusion tensor is characterised by three 6 eigenvalues (λ1, λ2, λ3) which represent diffusivity along the three principal axes and three eigenvectors (ε1 , ε2, ε3) which represent corresponding orientation ( Figure 4) . The principal eigenvector, ε1 is assumed to run parallel with the dominant underlying fibre direction.
Once the tensor has been estimated a number of indices can be derived, namely the trace and anisotropy measurements. The Fractional Anisotropy (FA) index captures the degree of anisotropy within a white matter tract and FA maps are derived from the estimated tensors where the brighter the voxel intensity, the greater the degree of FA. Mean diffusivity (an average of diffusivity in all three directions) (MD), parallel (axial) diffusivity (AD) and perpendicular (radial) diffusivity (RD) are also often interrogated.
DTI data can be analysed using either a whole brain or regional/tract-based hypothesisdriven approach. Techniques such as Tract-based Spatial Statistics (TBSS) [18] are used to investigate changes in white matter microstructure across the whole brain, while tractography examines diffusivity within specific tracts [19] . More recently, studies have utilised whole-brain tractography approaches to investigate structural networks across the brain [20] [21] [22] .
DTI has been used widely in HD research. After initial mixed findings, it has been shown that in HD, FA is generally lower in widespread areas, with radial or perpendicular diffusivity also increasing from the premanifest stage and AD beginning to increase as the disease progresses [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . This evidence points to increasing disorganisation of white matter microstructure in HD.
Functional MRI
Functional MRI (fMRI) is used to investigate brain activity during a task or spontaneous activity occurring at rest. During task-fMRI participants perform a task or function while their brain activity is recorded. In contrast, resting-state fMRI, investigates spontaneous activity when the brain is at rest. fMRI measures signals related to the neurovascular coupling of neural activity and blood flow. BOLD (Blood Oxygen Level-Dependent) fMRI measures a signal related primarily to blood oxygenation, which in turn reflects metabolic activity in the tissue [37, 38] . Discrete 7 increases in brain activity occur as blood flow to a region of activity is increased. When haemoglobin becomes deoxygenated, it becomes paramagnetic relative to oxygenated haemoglobin, and so changes in the proportion of oxy-to deoxy-haemoglobin due to local neuronal activity produce measurable changes in the BOLD signal. The vascular origin of the change in signal has a time course (known as the haemodynamic response function, HRF) which is slow compared with that of underlying neuronal activity [39] , but the 'neurovascular coupling' of blood flow and increased neuronal activity can provide accurate localisation of neuronal activity [40] . Signal changes within or about smaller vessels contribute to the high spatial specificity associated with fMRI. As with structural imaging, a trade-off between increasing spatial resolution and signal to noise ratio needs to be determined prior to the beginning of a study. fMRI data are analysed using a number of approaches. For task-based analyses, the fMRI signal is convolved with the HRF and the putative underlying neuronal activity matched to different components of a task. Contrasts between task conditions are created to pinpoint the location of task-associated brain activity and then analysed at the group level. Resting state fMRI data can be analysed in a similar way, but as there is no task involved, restingstate analyses focus on connectivity between regions in the brain at rest. Functional connectivity investigates temporal correlations in activity across every voxel in the brain.
Seed-based connectivity analyses identify temporal correlations between activity in a prespecified region and the rest of the brain while Independent Component Analyses uses a data driven approach, identifying groups of regions or networks clustered together according to temporal correlations in their activity. Functional connectivity does not allow for inferences about causality and underlying mechanisms, however, as it does not provide directionality of effect. Effective connectivity can be used to test the causal effect of activity in one region on the activity in another. This can be implemented using techniques such as Structural Equation modelling [41] , Granger Causality [42] and Dynamic Causal Modelling [43] .
Task fMRI has been widely used in HD research to explore the changes in task networks particularly associated with the HD phenotype, primarily motor and cognitive. Studies have shown areas of hypo-and hyper-activity associated with both task networks in HD groups 8 when compared to controls or HD groups of differing disease stage [44] [45] [46] [47] [48] [49] [50] [51] . It has also been shown that increased activity in some areas may reflect compensatory activity [52, 50, 53] .
Resting state fMRI studies have also explored networks in HD gene-carriers while at rest; these have included, in particular, the default mode network (task-negative activity in the brain at rest) and attention networks [54, 47, 55, 56] . Although not consistent, evidence suggests that there are HD-specific changes in the brain networks at rest.
Considerations when undertaking an MRI study
Undertaking an MRI study can be challenging. Each imaging technique has specific requirements that we will discuss throughout the chapter, but there are a number of factors which must be considered for any MRI study in a clinical population.
A good study design is vital for achieving good MRI data. For structural imaging, it is important to ensure that scans have full coverage of the brain and to minimise the chance of artefacts due to motion and local magnetic fields (see below). For task fMRI sequences, the task must be specific to the hypothesis being tested as data cannot generally be used to answer alternative questions. It is also important to ensure that the task is feasible for the scanner environment, that is, sufficient information can be captured in a short period of time. It is important to work closely with the physicist and / or radiographer to ensure that the MRI sequence will optimise data collection allowing for the best data possible.
For all types of MRI data, longer scan time increases the number of scan volumes collected which, in turn, tends to increase statistical power. The number of participants in a study is typically more important than the number of scans collected per participant as interparticipant variability tends to exceed inter-scan variability. Power calculations are more challenging in the context of MRI studies as the size of any effect can vary considerably according to modality and nature of the experiment [57, 58] . It is useful to look at previous studies for guidance, but it is important to remember that even subtle differences in processing pipelines used to analyse MRI data can have a considerable effect on outcomes.
There are a number of steps that can be followed to ensure congruency between experiments [59] .
When designing the protocol for a scanning session, it is important to choose the right order of scans. It is sensible to put the most important scans at the beginning, should a session overrun or have to be terminated early. Researchers must also consider the stress of a long scanning session for a participant and it is important to factor in breaks if necessary.
However, to avoid possible session effects and disturbance of the scanner equilibrium (alignment of magnetisation with static magnetic field), it is advisable to keep these to a minimum.
Within the scanner, it is important that participants remain as still as possible. Movement artefacts can cause MRI images to be distorted and ultimately discarded. Head movement of only half the width of a voxel can lead to a mixture of signals from two different anatomical or functional brain regions. This is naturally challenging when scanning patients with a movement disorder, particularly if advanced. The use of head cushions can help, but it is also the responsibility of both the researcher and radiographer to convey the importance of remaining still and to try to combat any potential anxiety. This can be done by explaining the nature of the session beforehand, keeping in constant contact with the participant and ensuring that the patient is comfortable by using padding. It is also important to establish if a participant has claustrophobia prior to the scanning session. Minor head movement is generally unavoidable, however, so rigorous quality control of the raw data is essential.
Data Acquisition
Given the strength of the magnetic field, safety is always paramount in the scanner environment. All metal must be removed prior to any participant or researcher entering the scanner room and safety checks are required to verify absence of metal in the body, tattoos or cosmetic make up and whether there is a possibility of pregnancy (which is usually a contraindication to MRI scanning).
Structural MRI sequences are devised to maximise contrast between different tissues with T1-weighted images are most appropriate for this purpose. The sequence and acquisition parameters will depend on the structures of interest. The image contrast in DWI reflects the differences in rate of diffusion between tissues. Diffusion imaging utilises a basic spin-echo sequence adding a diffusion-encoding gradient either side of the spin echo refocusing pulse.
All DWI images have T1 and T2 weighted contrast in addition to the intended diffusion contrast. fMRI imaging requires the rapid acquisition of a large number of images to ensure accurate measurement of physiological changes. This is most commonly achieved using EPI [60] . The BOLD effect is measured using differences in T2* decay; this is decay due to proton-proton interaction plus field inhomogeneity and can be manipulated by changes in TE. As spin echo effectively eliminates T2*, gradient echo sequences are more appropriate for fMRI scanning. During an fMRI imaging session, a series of images are collected across a time course. For task fMRI, a time-series comprises a number of runs composed of taskrelated epochs. These are time-locked periods during which an event of interest occurs.
Data Quality Control
There are a number of quality control steps that should be carried out prior to data preprocessing for all MRI modalities. It is advisable to perform quality control after each scanning session, so that any acquisition errors can be corrected for future scans. Wrap around artefacts occur when anatomy appears outside the field of view and appears as if part of the anatomy has been folded over or displaced. Susceptibility and metal artefacts are also highly common and are related to large change in magnetic susceptibility (Figure 5b ). Artefacts due to metal are very evident causing a dark region and highly intense regions where the metal interfaces with the body tissue. This can also cause distortion in the neighbouring tissue and can be largely prevented prior to scanning. Susceptibility artefacts 11 arise due to different tissues having different magnetic susceptibilities that can cause the signal to drop very quickly and create black regions on an image. There are also a number of hardware-related artefacts, such as magnetic field inhomogeneity which cause distortion.
Magnetic field inhomogeneity artefacts are caused by a magnetic field that is not completely uniform. This inhomogeneity results in varying image contrast which can impact processing of the data. However, the artefact can be corrected via a process called bias correction. This correction results in more uniform intensity across the MRI scan, and the most frequently used algorithm is the N3 method [61] .
Modality Specific
All of the above artefacts can affect MR images regardless of the scanning sequence. There are, however, some checks that are more specific to the type of data collected. For structural images it is important to check the quality of the tissue contrast. For DTI, there are no consensus guidelines for removing particular volumes due to movement or artefact, but removing a dataset in its entirety rather than a handful of volumes may be preferable as each volume measures signal in a different direction; removing corrupted volumes specific to each participant could lead to uneven sampling. For fMRI, it is important to exclude participant data where there are large areas of signal dropout as this ultimately restricts the search area for statistical testing. It is possible to check between volume and between slice variability and the signal to noise ratio for each scan, for example (http://imaging.mrccbu.cam.ac.uk/imaging/DataDiagnostics). There are a number of automated programs now that present a whole series of information regarding slice and voxel signal to noise ratio (fBIRN) (https://www.nitrc.org/projects/fbirn/).
Pre-Processing Data
MRI data are pre-processed and analysed using a number of different packages with the most common being Statistical Parametric Mapping (SPM) (http://www.fil.ion.ucl.ac.uk/spm/) which works on a Matlab foundation (uk.mathworks.com/products/matlab), and FMRIB Software Library (FSL) (http://fsl.fmrib.ox.ac.uk/fsl/) based on a Linux platform. Throughout the chapter, we will 12 refer to these two main software packages as they are multifunctional and routinely utilised.
There are also other software packages such as Freesurfer (https://surfer.nmr.mgh.harvard.edu/) which are used for a specific modality analysis.
There are a number of pre-processing steps that are applied to most types of MR data regardless of modality and we will discuss these in more detail here.
Segmentation
During this step, image data are partitioned and classified into three main tissue types (clusters): grey matter, white matter and CSF. The process of segmentation divides an image into a set of homogeneous (intensity, depth, colour, or texture) regions which are then assigned a tissue class (defined in advance). The "labels" are typically limited to WM, GM, CSF, brain and air, in addition to some mixtures of classes. Regions are usually coherent continuous shapes, such that neighbouring voxels are likely derived from the same tissue class. It should be noted that there is a degree of circularity within this process given that segmentation motivates tissue classification while the classifier is used to segment an image.
A Bayesian classifier in conjunction with the Expectation Maximisation algorithm has been adopted in most packages including SPM and FSL. In SPM, for example, segmentation uses a modified mixture model cluster analysis technique, whereby tissues are classified according to both the intensity and spatial distribution of voxels. Manual segmentation of tissues or regions is also commonly used, particularly for deep structures such as the caudate, which are more challenging for automated algorithms. However, this is highly labour intensive.
Normalisation
The process of normalisation accounts for differences in gross anatomy and brain size across participants by transforming all images into the same reference space. Reducing macroscopic differences ultimately creates a focus on local tissue composition and smaller structures. Using deformation fields, individual brains are mapped to a standardised template using a least-squares fit model. This measures the extent to which individual brains deviate from that of the template by minimising the difference between the sum of squared residuals (error values) from the input images and the template. Normalisation encompasses both macroscopic (linear) and more localised individual (non-linear) differences. The typical 13 SPM approach is to register global structures of individual images to a template using an optimum 12 parameter affine transformation, during which images undergo translation, zoom, shear and rotations in each plane (x, y, z); optimum parameters are then estimated using least-squares minimisation. Non-linear registration accounts for gross individual differences between images. Exact matching between scans, however, is not desirable, as this would effectively eliminate any distinction between the two groups. There are also alternative surface-based normalisation techniques used by packages such as FreeSurfer.
Smoothing
This is the final step in the processing of data prior to analysis. This process improves signal to noise ratio and in averaging the number of observations across groups of voxels the signal becomes increasingly normally distributed, which is necessary for parametric statistical testing. The smoothing process is carried out using an isotropic Gaussian kernel, so-called because it implements a Gaussian or normal distribution across voxels such that signal is average-weighted for each voxel. The size of the kernel dictates the area over which signal averaging occurs and characterised by Full Width Half Maximum (FWHM). The kernel is applied to each data point. It is important to note that there is a trade-off between increased smoothing to make the data more normally distributed and reduce noise and a decreased ability to spatially localise the signal. The optimum dimensions of the kernel are, therefore, selected according to the resolution of the data and the size of hypothesised regional differences.
Modality Specific Structural MRI
Here, we will focus on two of the most commonly used techniques: volumetric analyses using Voxel Based Morphometry (VBM) and cortical thickness analyses using Freesurfer software. Pre-processing pipelines will vary according to the analyses planned.
Voxel-Based Morphometry
Processing for VBM requires three key steps: normalisation, segmentation and bias correction [62] . Unified Segmentation combines normalisation, segmentation and bias correction into one circular, integrative model. Intensity within each cluster is modelled using Gaussian distributions that are characterised by three parameters: the mean signal 14 intensity across voxels within a cluster, the variance around the mean signal intensity and the number of voxels within the cluster. These parameters are estimated for each image using an iterative 6-step algorithm, which involves repeatedly estimating and updating the belonging probabilities of voxels to a particular tissue type. Prior probability maps which outline spatial distributions and the likelihood of a voxel belonging to a specific tissue class regardless of signal intensity are included, while the use of Hidden Markov Random Fields allows the incorporation of information regarding the tissue class of neighbouring voxels.
The parameter estimation uses an Iterated Conditional Modes (ICM) approach, which optimises individual parameters iteratively, while maintaining others at their best fit. VBM examines differences in grey or white matter based on either density or concentration measurements of tissue volume. In warping the individual images to standardised space, cortical structures are expanded and contracted to match that of the template image. This has the effect of adjusting individual volume measurements and only relative regional values can be examined. This can be useful, but it does not permit an absolute comparison between groups. An additional step can be introduced into the processing, which allows for absolute volume comparisons. The warping parameters used to map the individual images onto the template are multiplied by the new warped grey matter volumes to ascertain absolute differences in volume. Both modulated (volume) and unmodulated (concentration) can be analysed. Images are then smoothed as described earlier.
Cortical Thickness
FreeSurfer uses a surface-based pipeline to measure and analyse features such as cortical thickness, surface area and curvature of the brain (a volume-based stream calculates volume and classifies subcortical regions [63] [64] [65] .
Structural images are initially bias corrected for field inhomogeneity, registered using affine transformation to the MNI305 atlas and finally skull stripped. White matter voxels are then identified based on their intensity, position and surrounding voxel intensity and a triangular mesh is constructed around the white matter, which is smoothed and topologically corrected. The external cortical surface is created by expanding the white matter mesh until a point of maximal contrast between grey matter and CSF is reached.
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Volume can also be measured with FreeSurfer by using a separate volumetric processing stream. The brain is affine registered to MNI305 space, and an initial volumetric labelling step is performed followed by bias correction. It is then registered using a high dimensional nonlinear volumetric alignment to a Talairach atlas. The image is then labelled.
Diffusion Tensor Imaging
DTI data includes a series of diffusion weighted images each acquired using a different gradient direction and one image which has no DTI weighting -the B0 image, in addition to files containing gradient direction information to be used in the processing.
There are several necessary pre-processing steps. First, the data should be corrected for the eddy currents that are induced due to changing electromagnetic fields and worsened with motion [66] . These currents can cause distortion in the images and therefore, it is standard practice to correct for them; optionally updating gradient direction information accordingly.
The tensor is then estimated; with the shape and measures of tensor determined by the different gradient directions. The tensor is estimated for each voxel using multivariate linear regression of signal intensities. It is important to check the outputted diffusion tensor maps to ensure that the fibres are delineated appropriately in each of the three planes.
Diffusivity metrics can then be extracted.
For tractography analyses, it is necessary to perform additional pre-processing steps. The B0 image may be registered to the T1 image in cases where tractography is performed in an individual's structural space. Most importantly, crossing fibres should be managed [67] .
Each voxel contains a large number of fibres oriented in different directions and it is important to exclude fibres of no interest from the final tracking.
Functional MRI
For both task-based and resting state fMRI, data are processed in a similar way.
Realignment
Due to individual head motion in the scanner, head location will vary across volumes within a time series. Using rigid body transformation, realignment places all images in alignment with the first to ensure that composition of each voxel is consistent across the time series. As the shape and size of the brain does not change between images of an individual, six parameters (three translations and rotations) are adequate for intra-participant registration.
Adjustment is ascertained using an iterative algorithm based on best-fit cost function.
Co-registration
The functional images have poor contrast and identification of regions of interest can be difficult. Consequently, the time series is co-registered to a high-resolution structural image that has been collected during the scanning session from the same participant. As in the realignment process, a six-parameter rigid body transformation can be used to achieve coregistration of a time series to the structural image using a cost function based on mutual information. However, because of possible geometric distortions that can occur within EPI pulse sequences, an additional three parameters are included which account for scaling along the axes. The time series can then be resliced to match the first image on a voxel-byvoxel basis.
Normalisation
The structural image is first warped to a template image. The deformation parameters derived from this normalisation process are then used to warp the entire time series of fMRI images into standard space which enables statistically sound comparison across participants.
Smoothing
The Gaussian smoothing kernel is chosen according to the size of the expected signal of interest (this maximises signal to noise ratio). In the case of fMRI, spatial correlations with neighbouring voxels exist based on functional similarities. If the filter is matched to the size of expected correlations, this improves the ratio of signal to noise within a voxel without impinging on spatial resolution quality. High and low pass filters are utilised to remove any unwanted signal frequencies, which indicate noise interference and potential signal distortion. By introducing a filter, frequencies which correspond to noise, for example, respiratory, can be eliminated while maintaining those associated with the signal of interest. Low pass filters attenuate high frequencies, and the high pass filters low frequencies.
Contrast Weighting
Contrast describes the extent to which experimental manipulation contributes to a change in activation or volume, for example, providing a linear combination of estimated parameter weights for a group or condition. In a simple two-condition fMRI study, for example, if we wanted to investigate the extent to which condition one impacted on the BOLD signal, a simple (1, 0) contrast would be tested. This multiplies the estimated parameter weights for condition 1 by the contrast vector, while scaling the value according to the extent of the error function. The zero weighting for the other condition means that the resulting statistic does not account for any specific contribution of condition 2. Comparisons between conditions or 18 groups provide a more robust indicator of the independent variable manipulation. Using the above example, to compare condition 1 with condition 2, the contrast vector would be (1, -1). This is equivalent to areas of the brain where activations are higher in condition 1 compared to condition 2. Contrast represents the statistical evaluation of whether an experimental manipulation evokes a significant change in activation or volume.
At the first level, within-participant analysis is performed, for example, a task contrast may be run for a particular comparison for each individual. At the second analysis level, these individual contrasts will be inserted in a design matrix to examine group differences or correlation and similar contrasts used to represent groups rather than conditions. Provided normality assumptions are satisfied, least square estimation is used to ascertain maximum likelihood estimates for residuals, creating a model of best fit. A t-statistic is calculated for the contrast or parameter difference within each voxel based on the contribution of parameter weights and the scaling of residual error evaluated against a null hypothesis of zero. The combination of all the t-tests for every voxel is presented as a statistical parametric map (SPM), which details those voxels significant for the contrast weighted comparison.
Multiple Comparisons Correction
Typical brain images comprise between 50,000 and 500,000 voxels (approximately) depending on the spatial resolution. The large number of voxels greatly increases the number of statistical comparisons and therefore the possibility of type 1 errors. Therefore, we must correct for multiple comparisons. Bonferroni corrections are inappropriate for imaging, as they assume independence for every statistical test; this is not the case given the spatial correlation (tissue belonging or activation), which exists between neighbouring voxels. The False Discovery Rate (FDR) is the preferred less stringent method for multiple comparisons correction as it correlates the probability of a false positive in relation to the number of positive results, using the alpha value. However, implicit in the application of the Gaussian (normally distributed) fields is a multiple comparison correction conducted which accounts for this non-independence [68, 69] . Gaussian random field (GRF) theory is used to estimate the number of independent statistical tests or resolution elements (resels) within a statistical parametric map. Based on the number of resels, the number of activation clusters derived by chance at a specified statistical threshold can be determined; this is known as the expected Euler characteristic. Using GRF theory, the analysis package determines the statistical threshold whose expected Euler characteristic corresponds to the alpha value; this provides corrected statistical values. Input threshold at an uncorrected level is commonly p=0.001, with corrected values of p=0.05.
Inference
For a group of participants, there is a fundamental distinction between making inferences about an effect in relation to within-participant variability or with respect to betweenparticipant variability. This distinction relates directly to the difference between fixed and random-effects analyses. In a fixed-effects analysis, the error variance is estimated on a scanto-scan basis, assuming that each scan represents an independent observation. The degrees of freedom are essentially the number of scans. In a random-effects analysis, the appropriate error variance is based on the activation from participant to participant where the effect per se constitutes an independent observation and the degrees of freedom falls substantially to the number of participants. The term 'random-effects' indicates that the researcher has accommodated the variability of differential responses by comparing the mean activation to the variability in activations from participant to participant. Both analyses are valid, but constrain the type of inference. Thus, inferences based on fixed-effects analyses are about the particular participant studied. Random-effects analyses are typically more conservative but allow the inference to be generalised to the population from which the participants were selected.
Structural Imaging
Voxel based Morphometry
VBM analysis uses Statistical Parametric Mapping to investigate volume. Within standard VBM processing, cluster wise analysis is inappropriate due to the variability of smoothness across the brain; large clusters are apparent in very smooth areas, leading to false positives, while small clusters in less smooth areas could result in Type 2 errors. However, there are software toolboxes which have adapted the process and allow for cluster inference (http://www.neuro.uni-jena.de/vbm/). Output images describe regions in which volume is greater in one group compared to another or correlated with a co-variate of interest. Within 20 SPM, images are initially statistically thresholded then cluster inference (if used) will show those clusters, voxels and peaks that are significant at an uncorrected and corrected level (Figure 6a ).
------------------- Figure 6 about here -------------------- 
Cortical Thickness
FreeSurfer uses the GLM to examine surface-based measures such as cortical thickness or gyrification. The GLM is used to test how measures may vary with varying demographic or group variables. Variables can be included in the model as extraneous factors. Multiple comparisons are typically controlled for via FDR correction, however a more complex method using simulated data to perform Monte Carlo correction for multiple comparisons is also available. The data can be shown in plots and images that display significant associations mapped onto an average subject. Values for cortical thickness, gyrification and other measures can also be extracted for different regions in a text file and analysed using other statistical methods and software independently to FreeSurfer.
Diffusion Tensor Imaging
Tract Based Spatial Statistics (TBSS)
TBSS is performed using FSL software and comprises a four step process [18] . The TBSS analysis works on the FA images that were created following tensor fitting. All FA images from all participants are aligned in a standard space using either a customised template, which is warped into standard space, or more commonly each individual image is warped to an FA standard-space image within FSL. All the FA images are then merged into a single 4D image file and a mean image created. This mean image is then used to create the mean FA skeleton on which the statistical analyses are performed. In a good example, the main tracts should align well with the FA skeleton for each participant. Statistical analysis is then performed using a specified threshold to include voxels with mean FA of (usually) 0.2. This creates a binary skeleton mask that defines which voxels will be included in the statistical analyses and each participant's FA data is projected onto the skeleton creating a 4D image.
The images are then ready for group analyses. FSL uses a GLM tool which performs nonparametric permutation tests to investigate which voxels within the skeleton differ 21 significantly between the groups. FSL uses a clustering tool, comparable to that used in SPM, called Threshold-Free Cluster Enhancement (TFCE) [70] . When fitting the tensor, not only are FA maps outputted, but also Mean Diffusivity, Axial and Radial Diffusivity maps.
TBSS can be adapted to test for differences in all of these metrics. Group differences are visualised by overlaying the statistical maps onto the mean FA skeleton overlaid onto a structural image (Figure 6d ).
Tractography
Tractography tends to be performed using one of two types of algorithm: deterministic or probabilistic [71] . Deterministic fibre tracking was used in early tractography studies and Event-related (ER) designs are focused on changes across time and measure activity of interest in short and discrete intervals. Individual trials are presented in a random order (jittering) separated by an inter-stimulus interval; epochs, which are time locked to an event of interest, are extracted and then averaged according to similarity of events (at the first -level). According to linear functionality, each stimulus interval elicits an independent HDR representative of the neural activity related to the stimulus. ER designs are much more flexible than the blocked designs, because they allow for randomised presentation of timings of the specified stimuli. The main disadvantage of event-related design is that signal changes induced by a single trial are generally weaker than signal changes typical in a blocked experiment. It is, therefore, often necessary to increase the number of experimental trials to improve statistical power, invariably leading to longer scanning time.
Data are analysed using the GLM at both the first (individual) and second (group) level.
The output images describe those regions in which activity is greater in one group compared to another (according to the contrast weighting specification) or correlated with a co-variate of interest. As with VBM, images are statistically thresholded for cluster inference, both at an uncorrected and corrected level (Figure 6c ).
Resting-state analyses
For resting state data analyses, the main focus is on connectivity. It is possible to perform functional connectivity analyses on task data, but it is more commonly used to examine temporal correlations between activity in regions across the brain at rest. Effective connectivity, which looks at underlying causal mechanisms and the effects of one region on the activity of another can also be examined.
Functional Connectivity
There are two main ways that functional connectivity is examined in resting state data: hypothesis-driven seed connectivity and data-driven independent components analysis.
Seed-based connectivity is a simple analysis, whereby an ROI is selected, in the case of HD possibly a motor region, which is defined by using a set of co-ordinates from the literature or a mask [72, 73] . The average time series is then extracted from this region and a brainwide, voxel-wise analysis run to identify in which voxels the temporal pattern is the same as that of the region of interest, i.e. temporally correlated. This would reveal resting state networks that involve the seed region and which emulate functional networks seen when the brain is active in a task or function. Individual maps can then be used for group level analyses. Resting state fMRI data is generally more noisy than task data because it is low 24 frequency incorporating physiological (non-neuronal) signals, and there are no contrasts (as per task fMRI) by which non-neuronal noise is largely edited out. Therefore, it is advisable to remove as much non-neuronal noise as possible. The simplest and crudest method is to include sample time-series from white matter and CSF within the first level analysis, thus modelling (and ultimately removing) the majority of cardiac and respiratory noise.
Preferable is to record and model respiratory and cardiac measures whilst the patient is in the scanner. Finally, it is recommended, although a matter of some controversy, not to regress for global signal as is standard [74] [75] [76] . This has been shown to cause a predisposition towards negative correlation in analyses.
Independent Components Analyses (ICA) can be run using the GIFT toolbox associated with SPM [77] , MELODIC in FSL [78] , or a number of other toolboxes and software packages that are available. ICA is data driven and is a blind source signal separation technique in which a series of mixed signals each relating to a particular activity or noise within the fMRI data are decomposed into time series that are correlated over time with corresponding spatial maps. In the case of resting state fMRI these maps depict functional networks or noise; the latter of which can be ignored or modelled as unwanted variance. ICA can be performed for an individual to classify and remove structured noise components from data. Alternatively, ICA is conducted on concatenated sets of many individuals' data from a particular group and each ensuing component represents variance across each individual, time and space.
Dual regression analysis allows component maps to be regressed back onto individual patient data for group analyses [79, 43] .
Effective Connectivity
Effective Connectivity investigates directional effects between regions where functional connectivity simply investigates non-directional relationships. Understanding direct causality is important in the development of therapeutics; knowing which regions cause degeneration in others. There are a series of effective connectivity measures which can be applied including Structural Equation Modelling [41] and Granger Causality [42] , but a relatively recent technique called Dynamic Causal Modelling (DCM) [43] is used to model empirically-driven networks in order to infer the causal architecture of distributed dynamical systems. DCM can be used with both task and resting space fMRI and the key 25 factor is selecting the most relevant regions for a biologically-plausible network. Different models of potential causality (eg. top down or bottom up processing) are then modelled using time series data extracted from each region and estimated using a model of underlying neuronal activity. This process then identifies which model best explains the data. Connectivity values can then be extracted from each individual and compared across group or included in a correlation analysis. 
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