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We have derived a family of equations related to the untwisted affine Lie algebras
A
(1)
r using a Coxeter Zr+1 reduction. They represent the third member of the
hierarchy of soliton equations related to the algebra. We also give some particular
examples and impose additional reductions.
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I. INTRODUCTION
The main idea of the inverse scattering method (ISM) was formulated in the seminal
paper by Gardner, Greene, Kruskal and Miura1 for the Korteveg–de Vries (KdV) equa-
tion. This method was formulated in algebraic form by Lax2. A few years later two
other pioneering papers by Zakharov and Shabat3 and Zakharov and Faddeev4 allowed
one to realize that: i) along with the KdV equation, the non-linear Schro¨dinger (NLS)
equation can also be solved by the ISM; ii) the KdV equation is a completely integrable
infinite dimensional Hamiltonian system. Zakharov and Shabat also developed the so-
called dressing method5 that is now one of the most effective methods for calculating
soliton solutions of these equations. Today this method bridges several areas of modern
mathematics, mathematical and applied physics, see6–9.
Another important idea which was proposed by Ablowitz, Kaup, Newell and Segur10
is that the ISM can be understood as a generalized Fourier transform. This idea was
rigorously proved11,12 and extended to a large class of Lax operators13–15.
The next important milestone of the soliton theory was laid by the famous papers
of Mikhailov16 and Drinfeld and Sokolov17 in the early 1980-ies. The first one not only
discovered the important class of 2-dimensional Lorentz invariant field theories: the 2-
dimensional Toda field theories, but also introduced the group of reductions as an im-
portant tool for discovering new integrable systems. The second paper17 established the
close relation between the Lax representations and the Kac-Moody algebras.
It is not possible to explain in a few words the deep ideas developed in all these papers
and their consequences. However, outlining the milestones of the soliton theory, they also
raised a number of ‘minor’ problems.
This is the first of a series of papers in which we plan to detail one by one these
ideas for the class of soliton equations with deep reductions. We will focus mainly on the
mKdV-type equations but obviously these results can easily be extended to any of the
members of the hierarchy related to the given Lax operator.
The first of these problems is to construct an explicit realization (or the simplest matrix
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representation) of the Kac-Moody algebras relevant to the Lax pairs. Here we start with
the class of (untwisted) height 1 Kac-Moody algebras.
This work can be considered as an extension of our recent publications18–20. We ex-
tensively use the technique introduced in the classical paper by Drinfeld and Sokolov17 to
implement: i) the graded algebras needed for the Lax representation and the automor-
phisms of Coxeter type introducing the corresponding grading; ii) the recursion operators
and the Hamiltonian formulation of the integrable systems. The completion of all these
tasks is still a challenge which, we believe, must be met.
As we already mentioned above, the general theory of the nonlinear evolution equations
(NLEE) allowing Lax representation is well developed6,7,9,10,13,14,17,21. This paper deals
with NLEE that allow Lax representation with deep reductions16. This means that they
can be written as the commutativity condition of two differential operators of the type
Lψ ≡ i∂ψ
∂x
+ U(x, t, λ)ψ = 0, (1)
Mψ ≡ i∂ψ
∂t
+ V (x, t, λ)ψ = ψΓ(λ), (2)
where U(x, t, λ), V (x, t, λ) and Γ(λ) are some polynomials of the spectral parameter λ with
coefficients taking values in the algebra Ar ≃ sl(r + 1). The Coxeter number of sl(r + 1)
is equal to r + 1. That is why we request also that the Lax pair (1) and (2) possesses
Zr+1-reduction group. This means that we impose on (1) and (2) a Zr+1-reduction by
16
C1U(x, t, λ)C
−1
1 = U(x, t, ωλ), C1V (x, t, λ)C
−1
1 = V (x, t, ωλ), (3)
where Cr+11 = 11 is a Coxeter automorphism of the algebra A
(1)
r and ω = e
2pii
r+1 .
Some of the relevant NLEE related to this class of Lax operators have already been
studied. The most famous of them are the 2-dimensional Toda field theories16
∂2wj
∂x∂t
= ewj+1−wj − ewj−wj−1 , j = 1, . . . , r + 1, (4)
where the indices j ± 1 are considered modulo r + 1, i.e. w0 ≃ wr+1 and wr+2 ≃ w1.
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Another class of such equations is known as a generalization of the derivative nonlinear
Schro¨dinger (DNLS) equation22,23 (see also16,24)
i
∂ψk
∂t
+ γ
∂
∂x
(
cot
(
pik
r + 1
)
· ψk,x + i
r∑
p=1
ψpψk−p
)
= 0, (5)
where k = 1, 2, . . . , r, γ is a constant, again the index k−p should be understood modulo
r + 1 and ψ0 = ψr+1 = 0.
The paper is organized as follows. Section 2 contains preliminaries necessary to derive
the NLEE. In particular we provide a convenient basis for A
(1)
r Kac-Moody algebra which
is compatible with the Zr+1-reduction. In Section 3 we derive the recursion relations
following from the Lax representation. Here we assume that theM operator is polynomial
in the spectral parameter λ. Following the ideas of AKNS10 we show that these recursion
relations can be solved by the recursion operators (see8,13,25,26) which are obtained in
factorized form15,26,27. We also derive the mKdV equations for any r. In section 4 we
explain the idea of the ISM for this particular choice of the Lax operator L and derive the
evolution equations for scattering matrix of L. In Section 5 we give particular examples
of DNLS and mKdV-type equations together with their Hamiltonians. In Section 6 it
is shown that one can impose additional Z2-reductions on these equations. Section 7 is
devoted to the generating functionals of the class of M-operators compatible with L. We
end the paper with some concluding remarks.
II. PRELIMINARIES
Let us start with two different choices C1 and C˜1 for the Coxeter automorphism for
the algebra g ≃ sl(r + 1). In what follows we assume that the reader is familiar with the
basic concepts of the simple and affine Lie algebras, see for example28–30. Each of these
choices satisfies Cr+11 = 11 and C˜
r+1
1 = 11, and each of these automorphisms induces a
grading in g
g =
r⊕
k=0
g(k), g˜ =
r⊕
s=0
g˜s . (6)
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Here the linear subspaces are such that
C1XC
−1
1 = ω
−kX, C˜1Y C˜
−1
1 = ω
−sY, (7)
where X ∈ g(k), Y ∈ g˜s and ω = e2pii/(r+1).
Each of the gradings satisfies
[g(k), g(m)] ∈ g(k+m), [g˜s, g˜p] ∈ g˜s+p, (8)
where (k +m) and (s+ p) must be understood modulo (r + 1).
In what follows we will specify the choice of the automorphisms by
C1 =
r+1∑
p=1
Ep,p+1 = J
(0)
1 , C˜1 =
r+1∑
p=1
ωp−1Ep,p = J
(1)
0 , (9)
where the (r + 1)× (r + 1) matrices Ekm are defined by (Ekm)sp = δksδmp.
Further we will use a convenient basis in the affine Lie algebra A
(1)
r which satisfies both
of the above gradings (see28–30)
J (k)s =
r+1∑
j=1
ωkjEj,j+s. (10)
The elements of this basis satisfy the commutation relations
[
J (k)s , J
(m)
l
]
=
(
ωms − ωkl) J (k+m)s+l . (11)
Besides it is easy to check that
C−11 J
(k)
s C1 = ω
−kJ (k)s , C˜
−1
1 J
(k)
s C˜1 = ω
−sJ (k)s (12)
and
J (k)s J
(m)
p = ω
smJ
(k+m)
s+p , (J
(k)
s )
−1 = (J (k)s )
†. (13)
Using this we can specify the bases in each of the linear subspaces as follows
g(k) ≡ span{J (k)s , s = 1, . . . , r + 1}, g˜s ≡ span{J (k)s , k = 1, . . . , r + 1}. (14)
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The realization of the Coxeter automorphism by C1 corresponds to choosing it as a
Weyl group element C1 = Sα1 . . . Sαr , where αk are the simple roots of sl(r+1) and Sα is
the Weyl reflection with respect to the root α. In the other realization C˜1 is an element
of the Cartan subgroup of sl(r + 1). Then g(0) ≡ h is the Cartan subalgebra of sl(r + 1).
Both realizations are equivalent, i.e. there exists a similarity transformation which takes
C1 into C˜1. In the first realization each of the linear subspaces g
(k) (with the exception
of g(0)) has a one-dimensional section with the Cartan subalgebra, i.e.
g(s) ∩ h ≡ αsJ (s)0 , (15)
where αs is an arbitrary constant.
III. LAX REPRESENTATIONS AND INTEGRABLE EQUATIONS
A. Lax Representations
We start with a Lax pair that is polynomial in the spectral parameter λ
L = i∂x +Q(x, t)− λJ, (16)
M = i∂t +
m−1∑
k=0
λkV (k)(x, t)− λmK, (17)
where
Q(x, t) ∈ g(0), V (k)(x, t) ∈ g(k), K ∈ g(m), J ∈ g(1). (18)
Here J and K are some properly chosen constant matrices. In order to get a set of mKdV
equations we have chosen V (x, t, λ) to be a cubic polynomial of λ.
The Lax pair must commute, i.e.
[
L, M
]
= 0 (19)
for every λ, which will lead to a set of recursion relations. Solving them we will get
explicit expressions for V (k)(x, t) in terms of Q(x, t) and finally will obtain the equations
as constraints for the potential Q(x, t).
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Here we adapt the theory of the recursion operators8,13,25,26 to the special choices of the
Lax pair (16) and (17). For simplicity we assume that m in (16) and (17) is m ≤ (r + 1)
and m is an exponent of g. If m > (r + 1) then m should be understood modulo r + 1
and if m is not an exponent the equations will be trivial. The commutativity condition
(19) implies the following recursion relations
λm+1 :
[
J,K
]
= 0,
λm :
[
J, V (m−1)(x, t)
]
+
[
Q(x, t), K
]
= 0,
λs : i
∂V (s)
∂x
+
[
Q(x, t), V (s)(x, t)
]− [J, V (s−1)(x, t)] = 0,
λ0 : −i∂Q
∂t
+ i
∂V (0)
∂x
+
[
Q(x, t), V (0)(x, t)
]
= 0.
(20)
By adJ we mean the linear operator defined by
adJ(X) =
[
J, X
]
. (21)
This operator has a kernel and can only be inverted on its image. We denote that inverse
by ad−1J . From its spectral properties it follows that ad
−1
J can be expressed as a polynomial
in adJ , see
31.
Each element splits into ”orthogonal” and ”parallel” parts
V (s)(x, t) = V
(s)
⊥ (x, t) + V
(s)
‖ (x, t), adJ
(
V
(s)
‖ (x, t)
)
= 0,
V
(s)
‖ (x, t) =


0 if s is equal to 0,
c−1s J
s
〈
V (s), Jr+1−s
〉
if s ≥ 1 is an exponent,
(22)
where cs = 〈Js, Jr+1−s〉 = r+1. Here with
〈
. , .
〉
is denoted the Killing-Cartan form on g.
From (20) it can be obtained that
V
(s−1)
⊥ (x, t) = ad
−1
J
(
i
∂V (s)
∂x
+
[
Q(x, t), V
(s)
⊥ (x, t)
]
+
[
Q(x, t), V
(s)
‖ (x, t)
])
,
i
∂V
(s)
‖
∂x
= −[Q(x, t), V (s)⊥ (x, t)]‖.
(23)
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After integration of the second equation we get
V
(s)
‖ (x, t) = i(∂x)
−1
(
[Q(x, t), V s⊥(x, t)]‖
)
=
i
r + 1
Js(∂x)
−1
〈
[Q(x, t), V s⊥(x, t)] , J
r+1−s
〉
,
(24)
where (∂x)
−1 =
∫ x
−∞
dy and we have set any integration constants to be equal to zero.
Thus the formal solution of the recurrent relations takes the form
V
(s)
⊥ (x, t) = Λs+1V
(s+1)
⊥ (x, t). (25)
If s = 0 (mod (r + 1)) then
Λ0X = ad
−1
J
(
i
∂X
∂x
+
[
Q(x, t), X
])
, (26)
otherwise
ΛsX = ad
−1
J
(
i
∂X
∂x
+
[
Q(x, t), X
]
+
i
r + 1
[
Q(x, t), Js
]
(∂x)
−1
〈
[Q(x, t), X ] , Jr+1−s
〉)
.
(27)
We remind that ad J is defined by (21) where X is any element of the Lie algebra. The
operator ad J has as a kernel the Cartan subalgebra h of g. Therefore it can be inverted
only on g/h. In matrix form ad−1J can be calculated as follows:
(
ad−1J X
⊥
)
mn
=
Xmn
Jm − Jn , m 6= n. (28)
In particular, if
J = diag (ω, ω2, . . . , ωr, 1), Jm = diag
(
ωm, ω2m, . . . , ωmr, 1
)
(29)
then
(
ad −1J [J
m, Q]
)
pn
=
ωmp − ωmn
ωp − ωn Qpn. (30)
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The elements of the potential of M are given by
V (m−1) = ad J−1[J
m, Q],
V
(m−2)
⊥ = Λm−1ad J−1 [J
m, Q],
V
(m−3)
⊥ = Λm−2Λm−1ad J−1[J
m, Q],
...
V
(0)
⊥ = Λ1 · · ·Λm−2Λm−1ad J−1 [Jm, Q].
(31)
Thus we obtain the M operator for the NLEE with dispersion relation λm.
The corresponding NLEE can be written as
i ad−1J
∂Q
∂t
− Λ0V (0) = 0 (32)
and Λ0 is given by (26).
B. Derivation of the equations
Let us consider the Lax pair (16) and (17) where K ∼ Jm and m = 3
Lψ ≡
(
i
∂
∂x
+Q(x, t)− λJ
)
ψ = 0, (33)
Mψ ≡
(
i
∂
∂t
+ V0(x, t) + λV1(x, t) + λ
2V2(x, t)− λ3K
)
ψ
= −λ3ψK.
(34)
The zero-curvature condition [L ,M ] = 0 leads to a polynomial of fourth order in λ
which has to be identically zero. The analog of equations (20) leads to:
λ4 : [J,K] = 0 , (35)
λ3 : [J, V2] = [K,Q] , (36)
λ2 : [J, V1] = [Q, V2] + i
∂V2
∂x
, (37)
λ1 : [J, V0] = [Q, V1] + i
∂V1
∂x
, (38)
λ0 : i
∂Q
∂t
= [Q, V0] + i
∂V0
∂x
. (39)
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Here Q and J have the form
Q(x, t) =
r∑
j=1
qj(x, t)J
(0)
j , J = aJ
(1)
0 (40)
where a is a constant. From (35) it follows that
K = bJ
(3)
0 , (41)
where b is another constant. For V2(x, t) we have
V2(x, t) =
r+1∑
k=1
v
(2)
k (x, t)J
(2)
k . (42)
From equation (36) we find that
v
(2)
j =
b
a
(ω2j + ωj + 1)qj , (43)
where j runs from 1 to r. To obtain v
(2)
r+1 we have to take into account the diagonal part
of (37). This leads to
i
∂v
(2)
r+1
∂x
= 0 (44)
with a solution
v
(2)
r+1 = 0 (45)
up to a constant.
For V1(x, t) we find that
V1(x, t) =
r+1∑
l=1
v
(1)
l (x, t)J
(1)
l . (46)
From the part that does not commute identically with J in (37) we obtain
v
(1)
l =
b
a2
r∑
j+k=l
ω2l + ω2j+k − ωk − 1
1− ωl qjqk + i
b
a2
(
ω2l + ωl + 1
1− ωl
)
∂ql
∂x
, (47)
where l is running from 1 to r. To obtain v
(1)
r+1, again we have to take into account the
diagonal part of (38). This leads to
∂v
(1)
r+1
∂x
= − b
a2
r+1∑
j+l=1
(
cos
(
2pij
r + 1
)
+
1
2
)
∂
∂x
(qjql) (48)
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with a solution
v
(1)
r+1 = −
b
a2
r+1∑
j+l=1
(
cos
(
2pij
r + 1
)
+
1
2
)
qjql (49)
up to a constant.
From the orthogonal part of (38) for V0(x, t) we get
V0(x, t) =
r∑
m=1
v(0)m (x, t)J
(0)
m . (50)
Solving for the coefficients we find that
v
(0)
j =
b
a3
(
r∑
l+m=j
r∑
i+k=l

sin
(
pi(j−2k)
r+1
)
− sin
(
pi(j−2m)
r+1
)
sin
(
pij
r+1
) + 1

 (qiqkqm)
+
r∑
k=1
(
cos
(
2pik
r + 1
)
+
1
2
)
(qkqr+1−kqj) +
4 cos2
(
pij
r+1
)− 1
4 sin2
(
pij
r+1
) ∂2qj
∂x2
+
3
2
r∑
l+m=j
cot
(
pil
r + 1
)
∂ql
∂x
qm +
3
4
cot
(
pij
r + 1
) r∑
k+l=j
∂
∂x
(qkql)
)
.
(51)
From here we obtain the set of mKdV-type equations
∂ψj
∂t
=
b
a3
∂
∂x
(
s3j
4s3j
∂2qj
∂x2
+
3
4
∑
k+l=j
(
cl
sl
∂ql
∂x
qk +
ck
sk
∂qk
∂x
ql +
cj
sj
∂(qkql)
∂x
)
+
1
2
r∑
k=1
(4c2k − 1)qkqr+1−kqj +
∑
l+m=j
∑
i+k=l
(
2sm−kcj−k−m
sj
+ 1
)
qiqkqm
) (52)
where we have used the notations
cj = cos
pij
r + 1
, sj = sin
pij
r + 1
. (53)
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IV. SOLVING THE NLEE THROUGH THE INVERSE SCATTERING
METHOD
A. The inverse scattering method
We can solve this system of equations via the Inverse scattering method (ISM). Let’s
q0 is some solution of the mKdV equations at time t = 0 i.e.
q0(x) = Q(x, t = 0). (54)
We can divide the method in three steps.
Step I: First we solve the direct scattering problem, which means that if we know some
t-independent solution q0(x) we have to construct the scattering matrix T (λ, 0) which can
be done using the so called Jost solutions. The Jost solutions are given by
lim
x→−∞
φ−(x, λ)e
iλJx = 11, lim
x→∞
φ+(x, λ)e
iλJx = 11,
Lφ−(x, λ) = 0, Lφ+(x, λ) = 0,
(55)
and the scattering matrix is given in terms of these solutions
T (λ, 0) = φ−1+ (x, λ)φ−(x, λ).
Step II: If we know the scattering matrix at time t = 0 we can calculate it at any
time. This step will be considered especially in the next subsection.
Step III: Now we have to solve the inverse scattering problem, which means that given
the scattering matrix at time t 6= 0 we have to construct the potential Q(x, t) for t > 0.
It means that we have to solve the Gelfand-Levitan-Marchenko equation. In our case this
is integral equation of Fredholm type. We have two options. To solve it directly which is
very complicated task or to reduce this integral equation to Riemann-Hilbert problem.
With this three steps we reduce the nonlinear Cauchy problem to a sequence of three
linear Cauchy problems each of them having an unique solution.
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B. The evolution of the scattering matrix
Both Jost solutions φ±(x, t, λ) satisfy the equations (1) and (2). Let us now calculate
the limit
lim
x→∞
Mφ+(x, t) = lim
x→∞
[(
i
∂
∂t
+ V0 + λV1 + λ
2V2 · · · − λmK
)
e−iλJ
(1)
0 x
]
= e−iλJ
(1)
0 xΓ(λ).
(56)
Assuming that the definitions of the Jost solutions are t-independent we find that
Γ(λ) = lim
x→∞
(V0 + λV1 + λ
2V2 · · · − λmK) = −λmK. (57)
Next we calculate
lim
x→∞
Mφ−(x, t) =
(
i
∂
∂t
− Γ(λ)
)
e−iλJ
(1)
0 xT (λ, t)
= e−iλJ
(1)
0 x
(
i
∂T
∂t
− Γ(λ)T (λ, t)
)
= e−iλJ
(1)
0 xT (λ, t)Γ(λ).
(58)
Therefore, if Q(x, t) satisfies the mKdV equations (52) the scattering matrix T (λ, t) must
satisfy the following linear evolution equation
i
∂T
∂t
− [Γ(λ), T (λ, t)] = 0. (59)
In the particular case when Vi = 0 we get
i
∂T
∂t
+ λs[K, T (λ, t)] = 0, (60)
whose solution is
Tij(λ, t) = e
iλs(ωsi−ωsj)tTij(λ, 0). (61)
Thus Tij(λ, 0) is the Cauchy data for the initial conditions of the scattering matrix. There-
fore solving the mKdV equations (52) reduces to solving the direct and the inverse scat-
tering problem for the Lax operator L, see16,23,25.
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V. EXAMPLES AND HAMILTONIAN PROPERTIES
A. DNLS type equations
Special examples of DNLS systems of equations can be found in23. We will give some
particular examples when M operator is from second and third degree in λ.
Those equations admit the following Hamiltonian formulation
∂qi
∂t
=
∂
∂x
(
δH
δqr+1−i
)
. (62)
The first interesting nontrivial case is whenM is quadratic polynomial in λ and g ≃ A(1)2
algebra. The potential of L is given by
U(x, t, λ) =


0 q1 q2
q2 0 q1
q1 q2 0

− λ


1 0 0
0 ω 0
0 0 ω2

 , (63)
where ω = e2pii/3. This gives us the system of integrable nonlinear partial differential
equations
i
∂q1
∂t
+ iγ
∂
∂x
(q22) + γ
√
3
3
∂2q1
∂x2
= 0, (64)
i
∂q2
∂t
+ iγ
∂
∂x
(q21)− γ
√
3
3
∂2q2
∂x2
= 0. (65)
The corresponding Hamiltonian is
H =
iγ
√
3
6
(
q2
∂q1
∂x
− q1∂q2
∂x
)
− γ
3
(q31 + q
3
2). (66)
In the case of A
(1)
3 algebra using the potential
U(x, t, λ) =


0 q1 q2 q3
q3 0 q1 q2
q2 q3 0 q1
q1 q2 q3 0

− λ


1 0 0 0
0 i 0 0
0 0 −1 0
0 0 0 −i

 , (67)
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we obtain the system of integrable nonlinear partial differential equations
i
∂q1
∂t
+ 2iγ
∂
∂x
(q2q3) + γ
∂2q1
∂x2
= 0, (68)
i
∂q2
∂t
+ iγ
∂
∂x
(q21) + iγ
∂
∂x
(q23) = 0, (69)
i
∂q3
∂t
+ 2iγ
∂
∂x
(q1q2)− γ ∂
2q3
∂x2
= 0. (70)
The corresponding Hamiltonian is
H =
iγ
2
(
q3
∂q1
∂x
− q1∂q3
∂x
+
1
2
∂
∂x
(q22)
)
− γq2(q21 + q23). (71)
B. Systems of equations of mKdV type
These are equations with cubic dispersion laws, therefore the M-operators are also
cubic polynomials in λ.
In the case of A
(1)
1 algebra, with the following potential
U(x, t, λ) =

 0 q1
q1 0

− λ

 1 0
0 −1

 , (72)
we obtain the well-known focusing mKdV equation
α
∂q1
∂t
= −1
4
∂3q1
∂x3
− 1
2
∂
∂x
(q31) , (73)
where α = a
3
b
. In this case the Hamiltonian is
H =
1
8α
((
∂q1
∂x
)2
− q41
)
. (74)
In the case of A
(1)
2 algebra we obtain a trivial system of equations ∂tq1 = 0 and ∂tq2 = 0
and the corresponding Hamiltonian is bilinear with respect to q1 and q2.
In the case of A
(1)
3 algebra the potential of the Lax operator is parameterized by
U(x, t, λ) =


0 q1 q2 q3
q3 0 q1 q2
q2 q3 0 q1
q1 q2 q3 0

− λ


1 0 0 0
0 i 0 0
0 0 −1 0
0 0 0 −i

 , (75)
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which is related to the following system of mKdV type equations
α
∂q1
∂t
=
1
2
∂
∂x
(
∂2q1
∂x2
+ 3
∂q2
∂x
q3 + 3q1q
2
2 + q
3
3
)
,
α
∂q2
∂t
=
1
4
∂
∂x
(
−∂
2q2
∂x2
+ 3
∂
∂x
(
q21 − q23
)
+ 12q1q2q3 − 2q32
)
,
α
∂q3
∂t
=
1
2
∂
∂x
(
∂2q3
∂x2
− 3∂q2
∂x
q1 + 3q3q
2
2 + q
3
1
)
.
(76)
The corresponding Hamiltonian is
H =
1
α
∫ ∞
−∞
dx
(
1
4
q41 −
1
8
q42 +
1
4
q43 +
3
2
q1q
2
2q3 +
1
2
q1q2
∂q1
∂x
− 1
2
q21
∂q2
∂x
+
1
2
q23
∂q2
∂x
− 1
6
(
∂q1
∂x
)(
∂q3
∂x
)
+
1
24
(
∂q2
∂x
)2
− 1
2
q2q3
∂q3
∂x
+
1
6
q3
∂2q1
∂x2
− 1
12
q2
∂2q2
∂x2
+
1
6
q1
∂2q3
∂x2
)
.
(77)
The next example is related to A
(1)
4 . The potential of the Lax operator now is
U(x, t, λ) =


0 q1 q2 q3 q4
q4 0 q1 q2 q3
q3 q4 0 q1 q2
q2 q3 q4 0 q1
q1 q2 q3 q4 0


− λ


1 0 0 0 0
0 ω 0 0 0
0 0 ω2 0 0
0 0 0 ω3 0
0 0 0 0 ω4


, (78)
where ω = e2pii/5. The set of equations is
α
∂q1
∂t
=
∂
∂x
(
c1
2s21
∂2q1
∂x2
+
3
2s1
q4
∂q2
∂x
+
3
2s2
q3
∂q3
∂x
+ 3q1q2q3 + q
3
2 + 3q3q
2
4
)
,
α
∂q2
∂t
=
∂
∂x
(
− c2
2s22
∂2q2
∂x2
− 3
2s2
q3
∂q4
∂x
+
3
2s1
q1
∂q1
∂x
+ 3q1q2q4 + q
3
4 + 3q1q
2
3
)
,
α
∂q3
∂t
=
∂
∂x
(
− c2
2s22
∂2q3
∂x2
+
3
2s2
q2
∂q1
∂x
− 3
2s1
q4
∂q4
∂x
+ 3q1q3q4 + q
3
1 + 3q4q
2
2
)
,
α
∂q4
∂t
=
∂
∂x
(
c1
2s21
∂2q4
∂x2
− 3
2s1
q1
∂q3
∂x
− 3
2s2
q2
∂q2
∂x
+ 3q2q3q4 + q
3
3 + 3q2q
2
1
)
,
(79)
where
sk = sin
(
kpi
5
)
, ck = cos
(
kpi
5
)
, s1 =
1
4
√
10− 2
√
5,
c1 =
1
4
(1 +
√
5), s2 =
1
4
√
10− 2
√
5, c2 =
1
4
(
√
5− 1).
(80)
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The Hamiltonian is
H =
2b
3a3
∫ ∞
−∞
dx
(
− c1
2s21
∂q1
∂x
∂q4
∂x
+
c2
2s22
∂q2
∂x
∂q3
∂x
+ q1q
3
3 + q
3
2q4 + q3q
3
4
+
3
8s1
(
q24
∂q2
∂x
− 2q2q4∂q4
∂x
+ 2q1q3
∂q1
∂x
− q21
∂q3
∂x
)
+ 3q1q2q3q4 + q
3
1q2
+
3
8s2
(
q22
∂q1
∂x
− 2q1q2∂q2
∂x
+ 2q3q4
∂q3
∂x
− q23
∂q4
∂x
))
.
(81)
The last example is related to A
(1)
5 . The potential of the Lax operator now is
U(x, t, λ) =


0 q1 q2 q3 q4 q5
q5 0 q1 q2 q3 q4
q4 q5 0 q1 q2 q3
q3 q4 q5 0 q1 q2
q2 q3 q4 q5 0 q1
q1 q2 q3 q4 q5 0


− λ


1 0 0 0 0 0
0 ω 0 0 0 0
0 0 ω2 0 0 0
0 0 0 ω3 0 0
0 0 0 0 ω4 0
0 0 0 0 0 ω5


, (82)
where ω = epii/3. Skipping the details we write down the corresponding equations
α
∂q1
∂t
=
∂
∂x
(
4
∂2q1
∂x2
+
√
3
(
4
∂q2
∂x
q5 + 2q3
∂q4
∂x
+ 3
∂q3
∂x
q4
)
+ 6q3(q
2
2 + q
2
5) + 3q1q
2
3 + 6q4(q1q2 + q4q5)
)
,
α
∂q2
∂t
=
∂
∂x
(√
3
(
4
∂q1
∂x
q1 + q5
∂q3
∂x
− 2∂q5
∂x
q3
)
+ 6q1(2q3q4 + q2q5) + 3q2q
2
3 + 6q4q
2
5)
)
α
∂q3
∂t
=
∂
∂x
(
−∂
2q3
∂x2
+ 2
√
3
(
∂q2
∂x
q1 + 3q2
∂q1
∂x
− ∂q4
∂x
q5 − 3∂q5
∂x
q4
)
+ 12(q3(q2q4 + q1q5) + q1q
2
4 + q
2
2q5) + 4q
3
1 − 2q33 + 4q35
)
,
α
∂q4
∂t
=
∂
∂x
(√
3
(
2
∂q1
∂x
q3 − q1∂q3
∂x
− 4∂q5
∂x
q5
)
+ 6q1(q1q2 + q4q5) + 3q4q
2
3 + 12q2q3q5
)
α
∂q5
∂t
=
∂
∂x
(
−4∂
2q5
∂x2
+
√
3
(
4
∂q4
∂x
q1 + 2q3
∂q2
∂x
+ 3
∂q3
∂x
q2
)
− 6q3(q21 + q24)− 3q5q23 − 6q2(q1q2 + q4q5)
)
.
(83)
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The corresponding Hamiltonian is
H =
2b
3a3
∫ ∞
−∞
dx
(
3
∂q1
∂x
∂q5
∂x
− 3
16
(
∂q3
∂x
)2
−
√
3
(
5
4
q2q3 + q1q4
)
∂q1
∂x
+
√
3
(
1
4
q1q3 − q25
)
∂q2
∂x
+
√
3 (q1q2 − q4q5) ∂q3
∂x
+
√
3
(
q21 −
1
4
q3q5
)
∂q4
∂x
+
√
3
(
q2q5 +
5
4
q3q4
)
∂q5
∂x
− 9
4
(q1q5 + q2q4)q
2
3 −
9
4
(q1q2 + q4q5)
2
− 3
2
(q31 + q
3
5)q3 −
9
2
(q22q5 + q1q
2
4)q3
)
.
(84)
VI. ADDITIONAL INVOLUTIONS
Along with the Zr+1-reduction (3) we can introduce one of the following involutions
(Z2-reductions) on the Lax pair:
a) K−10 U
†(x, t, κ1(λ))K0 = U(x, t, λ), κ1(λ) = ω
−1λ∗;
b) K−10 U
∗(x, t, κ1(λ))K0 = −U(x, t, λ), κ1(λ) = −ω−1λ∗;
c) UT (x, t,−λ) = −U(x, t, λ),
(85)
where K20 = 11. If we choose
K0 =
r+1∑
k=1
Ek,r−k+2 (86)
then the action of K0 on the basis is as follows
K0
(
J (k)s
)†
K0 = ω
k(s−1)J (k)s , K0
(
J (k)s
)∗
K0 = ω
−kJ
(k)
−s . (87)
An immediate consequences of equation (85) are the constraints on the potentials
a) K−10 Q
†(x, t)K0 = Q(x, t), K
−1
0 (J
(1)
0 )
†K0 = ω
−1J
(1)
0 ,
b) K−10 Q
∗(x, t)K0 = −Q(x, t), K−10 (J (1)0 )∗K0 = ω−1J (1)0 ,
c) QT (x, t) = −Q(x, t), (J (1)0 )T = J (1)0 .
(88)
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More specifically from equation (88) follows that each of the algebraic relations below
a) q∗j (x, t) = qj(x, t), α = α
∗;
b) q∗j (x, t) = −qr−j+1(x, t), α = α∗;
c) qj(x, t) = −qr−j+1(x, t),
(89)
where j = 1, . . . , r, are compatible with the evolution of the mKdV equations (52).
These involutions reduce the form of the scattering matrix (Z2-reductions)
a) K−10 T
†(κ1(λ), t)K0 = T
−1(λ, t),
b) K−10 T
∗(κ1(λ), t)K0 = T (λ, t),
c) T T (−λ, t) = T−1(λ, t).
(90)
If we apply case a) of (89) we get the same set of mKdV equations with q1, q2 and q3
being purely real functions. In the case b) we put q1 = −q∗3 = u and q2 = −q∗2 = iv and
we get
α
∂v
∂t
= −1
4
∂3v
∂x3
+
3
4i
∂2
∂x2
(
u2 − (u∗)2)− 3 ∂
∂x
(|u|2v) + 1
2
∂
∂x
v3,
α
∂u
∂t
=
1
2
∂3u
∂x3
− i3
2
∂
∂x
(
u∗
∂v
∂x
)
− 3
2
∂
∂x
(uv2)− ∂
∂x
(u∗)3,
(91)
where u is a complex function but v is a purely real function. The corresponding Hamil-
tonian is
H =
1
α
(
1
4
u4 − 1
8
v4 +
1
4
(u∗)4 +
3
2
|u|2v2 + i
2
uv
∂u
∂x
− i
2
u2
∂v
∂x
+
i
2
(u∗)2
∂v
∂x
+
1
6
∣∣∣∣∂u∂x
∣∣∣∣
2
− 1
24
(
∂v
∂x
)2
− i
2
u∗v
∂u∗
∂x
− 1
6
u∗
∂2u
∂x2
+
1
12
v
∂2v
∂x2
− 1
6
u
∂2u∗
∂x2
)
.
(92)
The case c) leads to the well known defocusing mKdV equation
α
∂u
∂t
=
1
2
∂3u
∂x3
− ∂
∂x
(u3), (93)
where u is a complex function. The corresponding Hamiltonian is
H = − 1
4α
((
∂u
∂x
)2
+ u4
)
. (94)
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And finally, considering A
(1)
5 algebra with D6-reduction, case c) we find
α
∂u
∂t
= 2
∂3u
∂x3
− 2
√
3
∂
∂x
(
u
∂v
∂x
)
− 6 ∂
∂x
(uv2),
α
∂v
∂t
=
√
3
∂2
∂x2
(
u2
)− 6 ∂
∂x
(u2v),
(95)
where u and v are complex functions. The Hamiltonian is given by
H = − 1
α
((
∂u
∂x
)2
+
√
3u2
(
∂v
∂x
)
+ 3u2v2
)
. (96)
VII. GENERATING THE M-OPERATORS OF NLEE
Here χν(x, λ) is a fundamental analytic solution (FAS), analytic in the sector Ων of the
complex plane. Let us introduce
K(m)(x, t, λ) = λmχνJmχˆν(x, t, λ), (97)
which is the generating functional of the M-operators for the mKdV equations. In this
representation Jm is a constant diagonal matrix and χν(x, λ) is a FAS of the Lax operator.
From (97) and using
i
∂χν
∂x
= −(Q− λJ)χν (98)
we find that
i
∂K(m)
∂x
+ [Q− λJ,K(m)] = 0, (99)
where we can use the following form
K(m)(x, t, λ) = λm
(
Jm +
∞∑
s=1
λ−sK(m)s (x, t)
)
. (100)
We can view χ as FAS of L admitting asymptotic expansion for details see15,31
χ = 11 +
∞∑
s=1
λ−sχs . (101)
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This will allow us to calculate the first few expansion coefficients, which are integrals of
motion for the mKdV equations. From (100) we find for s from 1 to infinity
i
∂K(m)s
∂x
+ [Q,Ks] = [J,K(m)s+1] (102)
and for s = 0
[Q, Jm] = [J,K(m)1 ] (103)
which coincide with the recursion relations for the M operator (20) if we replace s with
(m− s). Solving them we get
Km,⊥1 = ad−1J [Q, Jm] (104)
Km,⊥s+1 = ad−1J
(
i
∂K(m)s
∂x
+ [Q,K(m)s ]
)
(105)
Km,‖s =
i
r + 1
(∂x)
−1
〈[
Q(x, t),Km,⊥s
]
, Jr+1−s
〉
Js (106)
or
K(m) = λmJm + λm−1ad−1J [Q, Jm] +
∞∑
s=2
λm−sad−1J
(
i
∂K(m)s−1
∂x
+ [Q,K(m)s−1]
)
+
+
∞∑
s=1
λm−s
i
r + 1
(∂x)
−1
〈[
Q(x, t),Km,⊥s
]
, Jr+1−s
〉
Js.
Here we can also consider sa = a(r + 1) + s. Then
K(m)sa = Λ
aK(m)s , Λ = Λ0Λ1 · · ·Λr.
Thus we can express the M operators and the whole hierarchy of NLEE in compact form
through the recursion operators32. For the general case when M is polynomial from m-th
order we have
M (m)(x, t, λ) = (K(m)(x, t, λ))+. (107)
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A. The integrals of motion
We can use the generating functional Ks(x, t, λ) also to derive the integrals of motion
for the mKdV type equations derived above. To this end we have to consider the resulting
functionals
Ds,m(λ) =
〈K(m)(x, t, λ), Jr+1−s0 〉 . (108)
First, Ds,m(λ) are independent of time. Second, Ds,m(λ) allow asymptotic expansion
over the inverse powers of λ. Indeed using (100) we find that
Ds,m(λ) =
∞∑
k=1
D(k)s,mλm−k =
∞∑
p=1
D((r+1)p)s,m λm−(r+1)p. (109)
Using the properties of the Killing form, namely that
〈X(m), Y (s)〉 ≃ δ(r+1)m+s , (110)
where δ
(r+1)
m+s = 1 only if (m + s) = 0 mod (r + 1) we find that there are gaps in the
sequences of the integrals of motion16. Indeed, only the D(k)s,m for which k is proportional
to r + 1 are nontrivial; all the others vanish.
VIII. DISCUSSION AND CONCLUSIONS
In the present paper we have derived the recursion operators of the hierarchy of soliton
equations related to the affine Lie algebras A
(1)
r . These equations belong to the hierarchy
containing the two-dimensional Toda field theories discovered by Mikhailov16. We have
imposed a Zr+1-reduction on the corresponding Lax operator L. We have also demon-
strated several examples that are obtained from the generic mKdV equations by imposing
additional Z2-reductions.
A natural extension of these results involve the construction of their soliton solutions
using the dressing method3,5,16,33,34 and analysis of their properties. The fundamental
analytic solutions for this class of Lax operators have been constructed in35 and the
22
effects of the Zh reductions, where h is the Coxeter number were studied in
15,25. Still
more detailed study of their spectral properties and of the expansions over their squared
solutions could lead to the construction of their Hamiltonian hierarchies and in particular
to the derivation of the action-angle variables for these NLEE. These and other aspects
of the theory of soliton equations will be published elsewhere.
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