Abstract. As a new type of human-robot interaction (HRI), hand gesture has many advantages such as natural operation, rich expression and not subject to environ-mental constraints. So it is very suitable for space human-robot interaction tasks in special and harsh environment. Considering that static hand gesture is one of the main gesture expressions in human-computer interaction, so a parallel convolution neural networks (CNNs) is designed to improve the accuracy of static hand gesture recognition in the conditions of complex background and changing illumination. In addition, the method is applied to the operation of space human-robot system with hand gesture control. Various space HRI hand gestures from different subjects are evaluated and tested, and experimental results demonstrate that the proposed method outperforms the single-channel CNN methods and other popular methods with a higher accuracy.
Introduction
The traditional HRI methods have the shortcomings such as complicated and unnatural operation, and subject to environmental constraints. Especially for space HRI tasks, the characteristics such as microgravity environment, multi-degree-of-freedom space robots and multiple spatial ranges bring great challenges to the traditional HRI [1] . With the development of computer and AI, space HRI has gradually shifted from robot-centered methods to astronaut-centered ones. Among the new interactive ways, hand gesture interaction is a major interactive way [2, 3] . Its advantages, such as natural, intuitive and not subject to environmental constraints are very suitable for space HRI tasks. Hand gesture recognition is the core technology of hand gesture HRI. Therefore, many scholars have studied the hand gesture recognition deeply. The current hand gesture recognition technology has been a significant development. But for the visual-based hand gesture recognition under the conditions of complex background and changed illumination. There are still a lot of difficulties and challenges.
The development of hand gesture recognition has gone from wearing-device-based hand gesture recognition to vision-based hand gesture recognition. Among them, data glove as a typical representative of the wearing device, has been developed very mature with a high degree of hand gesture recognition accuracy. Vision-based hand gesture recognition is still in the development stage. With the emergence of depth sensors such as Kinect, the method of fusing RGB images and depth images together has grown up to be a mainstream research direction. In the aspect of recognition algorithm, the traditional visual gesture recognition algorithms include Dynamic Time Warping (DTW), Artificial Neural Network (ANN) and Hidden Markov Model (HMM). But these methods have some problems to some extent. With the development and success of deep learning (DL) in the field of image recognition, more and more scholars have begun to apply the DL method to the study of visual-based hand gesture recognition and have made some research results [4, 5] .
Takayoshi Yamashita proposed a hand gesture recognition method based on bottomup structured deep CNN with curriculum learning. This method identified hand gestures under clutter background with illumination changes. The network contains a binarization layer to obtain the intermediate information and outputs binary images. This made the complex hand gesture recognition issue into binarization and classification. And this method made the average recognition accuracy of the 6 gestures reach 88.78% [6] . Pavlo Molchanov aimed at driver gestures, proposed a dynamic hand gesture recognition method with 3D CNN. The network was designed as a multi-channel architecture, and the recognition accuracy reached 77.5% on the VIVA challenge dataset [7] . Jawad Nagi aimed at the gesture interaction with a mobile robot, proposed a deep neural network combining convolution and max-pooling (MPCNN), and the recognition accuracy reached 96% of 6 hand gestures with colored gloves [8] . Hsien-I Lin proposed a CNN method to detect the hand gestures. The hand color model and hand pose were obtained as the training data. And the recognition accuracy reached 95.96% for 7 hand gestures [9] . Vijay John designed a recurrent convolution network (LRCN) for the control of a smart car. The recognition accuracy reached 91% and the average recognition time for each video sequence reached 110 ms [10] .
In this paper, in order to improve the static hand gesture recognition accuracy under complex background and changing illumination, the color image and the depth image of the hand gesture are fused together. A two-column parallel network is developed. In this network, the deep convolution neural networks are developed for RGB images and depth images, respectively. And then the classification result of the RGB image is fused with the classification result of the corresponding depth image to obtain the final predicted results. In the experiments, the designed method and the single-channel CNN methods are verified on the American Sign Language (ASL) database, respectively. Then, the experiment result of the parallel CNNs is compared with the results of singlechannel CNN methods and other scholars' methods.
The rest of this paper is structured as follows: in Sect. 2, the parallel CNNs proposed in this paper is introduced in detail. In Sect. 3, for the hand gesture recognition of the space HRI, the hand gesture recognition experiments are carried out using the above method. In Sect. 4, present the conclusions.
Proposed Method
Hands are non-rigid objects. The sizes, shapes and colors of different people's hand are not the same. Coupled with the complex background and changed illumination, make the hand gesture recognition as a multifarious task. Hand gesture has many information such as color, shape and depth. Using a variety of information fusion approach can make a higher recognition accuracy [11, 12] .
Therefore, for the static hand gesture recognition, this paper designs a parallel CNNs from the perspective of information fusion. One of the channels has a CNN for RGB hand gesture images, the color of the hand as the main information to identify the hand gestures. The other one has a CNN for depth hand gesture images, the depth of the hand as the main information to identify the hand gestures. Finally, the outputs of the two channels are fused to achieve the final predictions of gesture semantics. The ultimate recognition accuracy of hand gesture will be higher than that of the single-channel CNN because the recognition results of two different characteristics are merged. The structure of the parallel CNNs is shown in Fig. 1 . The dataset, network structure and network training method of the parallel CNNs are described as follows.
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The ASL database is selected as the hand gesture recognition database in this paper. The ASL database is presented in Fig. 2 . The database contains a total of 24 hand gestures, representing the 24 letters (except J and Z, because J and Z are dynamic hand gestures). Each gesture contains 5000 sample images, which are 2500 RGB images and 2500 depth images, complete by 5 people in different backgrounds and different illumination. So there are a total of 120000 pictures, which are 60000 RGB images and 60000 depth images [13] . 
Network Structure
The network structure of the proposed method is illustrated in Fig. 3 . The network includes two sub-networks, which are RGB-CNN sub-network and Depth-CNN subnetwork. The two subnetworks run in parallel. The semantics of RGB images and the corresponding depth images are predicted respectively. Then, the prediction results are merged to obtain the final prediction results [14] . The two sub-networks and the fusion method of forecast results are shown as follows.
RGB-CNN Sub-network
As Fig. 3 shows, the RGB-CNN sub-network has a total of 7 layers, the first four layers are convolution layers, the latter two layers are fully-connected layers, the last layer is a softmax layer. Specifically, the input is a RGB image with a size of 100 × 100. It translates into 9 feature maps with a size of 48 × 48 by passing through a convolution layer with 9 convolution kernels with a size of 5 × 5, a rectified linear unit (ReLU) layer and a max-pooling layer with a size of 2 × 2. Then, they translate into 18 feature maps with a size of 22 × 22 by passing through a convolution layer with 18 convolution kernels with a size of 5 × 5, a ReLU layer and a max-pooling layer with a size of 2 × 2. Next, they translate into 36 feature maps with a size of 9 × 9 by passing through a convolution layer with 36 convolution kernels with a size of 5 × 5, a ReLU layer and a max-pooling layer with a size of 2 × 2. And then, they translate into 72 feature maps with a size of 5 × 5 by passing through a convolution layer with 72 convolution kernels with a size of 5 × 5 and a ReLU layer. After that, they are followed by a fully-connected layer with 144 neurons and a fully-connected layer with 72 neurons. Finally, the softmax method is used for classification to obtain prediction probabilities for semantic hand gestures [15] .
All the layers in the sub-network, except for the softmax layers, have ReLU layers. And its activation function is:
Where z is the value of output neural. The classification layer uses the softmax method, its expression is:
Where x is the observation of hand gesture. C is the neuron representing the actual semantic of the hand gesture. W is the weight parameters of the network. And z q is the output of the neuron q. As Fig. 3 shows, the structure of Depth-CNN sub-network is similar to the structure of RGB-CNN sub-network. And finally it also gets the prediction probabilities of hand gesture semantics.
Depth-CNN Sub-network
Results Fusion Method
In the RGB-CNN sub-network, W RGB is the network parameter, x is the observation of hand gesture, thus P(C|x, W RGB ) is the prediction probability of gesture semantics C. In the Depth-CNN sub-network, W D is the network parameter, x is the observation of hand gesture, thus P(C|x, W D ) is the prediction probability of gesture semantics C. So the prediction probability of the final hand gesture classifier is:
Training
In the course of training, the data is divided into several batches for training. This can improve the efficiency of training. Set the batch size as N, so the loss function is:
Where f W (x (i) ) is the loss of x (i) . Firstly, calculate the value of each individual sample x, and then sum them, and finally find the mean. r(W) is the weight decay term. With the loss function, the loss and gradient can be solved iteratively to optimize the problem. In the neural network, forward pass is used to solve the loss, and backward pass is used to solve the gradient. In this paper, the stochastic gradient descent (SGD) is used to solve the gradients. SGD updates W through a linear combination of the negative gradient ∇L(W) and the last weight update value V t . The iteration formula is shown as follows [16] .
Where is the learning rate of the negative gradient. is the momentum of the last gradient value, and it used to weight influence that the previous gradient direction gives rise to the current gradient descent direction. These two parameters need to be tuned to get the best results, usually based on experience. t represents the current number of iterations. The step method is chosen to adjust the learning rate. It can make the network preliminaries fast convergence and reduce the shock and become stable in the later period. The formula is displayed as follows.
Where 0 is the initial learning rate. is adjustable parameter, and it is generally set to 0.1. s represents the iterative length of the adjustment learning rate. That is to say, when the current iteration number t reaches an integer multiple of s, the learning rate will be adjusted.
Experiments
Hand Gesture Recognition Experiments
The experimental hardware device selected Intel Core i5-6400 CPU, NVIDIA GeForce GTX 1060 6 GB GDDR5, 16 GB RAM. The experimental development environment was selected Caffe in the Ubuntu 14.04 64 bit OS system.
Static hand gesture recognition experiments were carried out on the ASL dataset using single channel RGB-CNN, Single channel Depth-CNN and parallel CNNs respectively for the 24 hand gestures. Actual experimental hand gesture images are a total of 240000 through mirror processing. Select one of the 200000 images as training samples, the remaining 40000 images as test samples. The images input to the network after size conversion, data range changes and mean operation. The train loss, test loss, and test accuracy for the three networks were obtained. Comparisons of the three networks' experimental data are shown in Figs. 4, 5 and 6. The specific data for the test accuracy are given in Table 1 . It can be seen from the Fig. 4 that the train losses of the three networks all tends to 0. It can be seen from the Fig. 5 that the test loss of the single channel RGB-CNN tends to 0.356, the test loss of the single channel Depth-CNN tends to 1.071 and the test loss of the parallel CNNs tends to 0.331. While it can be seen from the Fig. 6 and Table 1 that the test accuracy of the single channel RGB-CNN tends to 90.3%, the test accuracy of the single channel Depth-CNN tends to 81.4% and the test accuracy of the parallel CNNs tends to 93.3%.
So, compared with the single channel RGB-CNN and the single channel Depth-CNN, the parallel CNNs designed in this paper has some advantages on the accuracy of static hand gesture recognition task.
In addition, the experiment result of the parallel CNNs was compared with the experiment results of Pugeault [17] and K. Otiniano [18] . And these are shown in Table 2 . These three method all used RGB images and deep image fusion methods on ASL dataset. It can be seen from Table 2 that the accuracy of the parallel CNNs proposed in this paper is higher than that of Pugeault and K. Otiniano. Therefore, the parallel CNNs has a beneficial effect on the improvement of the accuracy of static hand gesture recognition.
Astronaut-Robot Interaction Framework
Using the overhead hand gesture recognition method, a space HRI system is designed to realize the astronauts to control the space robot operation through hand gesture instructions. The woodpecker-like sampling robot is used as the controlled space robot which was designed by the State Key Laboratory of Robotics, Shenyang Institute of Automation, Chinese Academy of Sciences. This robot is used primarily for the sampling of rock and soil on the lunar surface. Because of the complicated environment on the lunar surface, robot and astronaut are needed to complete the sampling work through HRI technology. Figure 7 is the schematic diagram that the astronaut uses hand gestures to control the woodpecker-like sampling robot.
Chose 8 hand gestures in the ASL as space HRI hand gestures, and they are presented in the box of Fig. 8 . Astronauts can use these gestures to control the movement or operation of the woodpecker-like sampling robot. Specific space HRI gesture semantics are shown in Table 3 . 470 Q. Gao et al. 
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At present, the astronaut-space robot interaction experiments have not been verified. This part will be the main work of the future.
Conclusions
Facing the challenge of hand gesture recognition in the space HRI, we studied the static hand gesture recognition with changing illumination and complicated background. A parallel CNNs was designed by connecting the RGB-CNN sub-network and Depth-CNN sub-network in parallel and fusing their prediction results. In the experiment part, the experimental results were compared with those of single channel RGB-CNN, single channel Depth-CNN and other scholars. The results showed that the parallel CNNs can improve the accuracy of hand gesture recognition. So, it can ensure the space HRI tasks more smoothly by using the parallel CNNs proposed in this paper. Future works will focus on the real-time hand gesture recognition and the astronaut-space robot interaction experiments.
