Reflection principles (or dually speaking, compactness principles) often give rise to combinatorial guessing principles. Uniformization properties, on the other hand, are examples of anti-guessing principles. We discuss the tension and the compatibility between reflection principles and uniformization properties at the level of the second uncountable cardinal.
Introduction, backgrounds and preliminaries
Reflection principles usually entail certain combinatorial guessing principles. For example, at the level of inaccessible cardinals, κ being a measurable cardinal (or just a subtle cardinal) implies ♦(κ) holds, due to Jensen-Kunen [JK69] . If κ is supercompact, then there exists a function from κ to V κ that exhibits very strong guessing properties, due to Laver [Lav78] . See [Ham02] for a finer analysis at smaller large cardinals. There are also studies on the compatibility of compactness principles and the failure of guessing principles at inaccessible cardinals, see for example [Cum] , [BN19] , [BNGH19] , [DH06] , [Gol16] , At the level of successor cardinals, there are also analogous phenomena. However, to avoid trivialities, we must be careful at the questions asked. Recall by a celebrated result of Shelah [She10] , for any uncountable cardinal κ, 2 κ = κ + implies ♦(S) holds for any stationary S ⊂ {α < κ + : cf(α) = cf(κ)}. In the presence of GCH, it still makes sense to ask the validity of diamond at the critical cofinality, namely ♦(E κ + cf(κ) ). The study now is naturally divided into two cases: successors of a regular uncountable cardinal, or successors of a singular cardinal. For more information regarding the case on the successors of a singular cardinal, see for example [Zem10] , [GR12] , [Rin10] , [Rin11] .
We will focus on successors of a regular uncountable cardinal in this paper. For simplicity, we will deal with the second uncountable cardinal ω 2 and the generalization to any other successor of a regular uncountable cardinal is straightforward. It is a theorem of Shelah [SK80] that it is consistent with GCH that ♦(E ω2 ω1 ) fails. In fact, he obtained a stronger conclusion. To state the result, we need some definitions. Let S 2 0 denote E ω2 ω and S 2 1 denote E ω2 ω1 for the rest of this article. Definition 1.1. A sequence of functionsη = η δ : δ ∈ S 2 1 is called a ladder system on S 2 1 if for each δ ∈ S 2 1 , η δ is an unbounded subset of δ of order type ω 1 . A ladder coloring onη is a sequence of functionsc = c δ ∈ η δ 2 : δ ∈ S 2 1 . A ladder colorinḡ c is constant if each c δ is a constant function. Definition 1.2. Given a ladder systemη on S 2 1 , we say the 2-uniformization property holds forη (abbreviated as Unif 2 (η)), if for any ladder coloringc onη, there exists a uniformizing function h : ω 2 → 2 forc, namely h satisfies that for any δ ∈ S 2 1 , there exists γ < δ such that h(γ ′ ) = c δ (γ ′ ) for all γ ′ ∈ η δ − γ. Remark 1.3. For any cardinal λ and any ladder systemη on S 2 1 , we can define the λ-uniformization property or Unif λ (η) analogously.
It is not hard to see that ♦(S 2 1 ) implies Unif 2 (η) fails for any ladder systemη on S 2 1 . In the model of Shelah [SK80] , GCH holds and there exists a ladder system η on S 2 1 such that Unif 2 (η) holds. Even better, the ladder system in that model witnessing the uniformization property is somewhat "large".
Definition 1.4. Given ladder systemsη andν on S 2 1 , we say (1)η is club if each η δ is a closed unbounded subset of δ;
(2)η is stationary if each η δ is a stationary subset of δ;
(3)η is indexed by T (where T ⊂ ω 1 ) with respect toν if for each δ ∈ S 2 1 , η δ = ν δ [T ], where {ν δ (i) : i < ω 1 } is the increasing enumeration of ν δ and ν δ [T ] = {ν δ (i) : i ∈ T }. We writeη =ν ↾ T ; (4)η is indexed by T if there exists a club ladder systemν such thatη is indexed by T with respect toν.
The ladder systemη in Shelah's model witnessing that Unif 2 (η) holds is indexed by a stationary co-stationary subset of ω 1 . This in some sense is that best we can do, since by another theorem of Shelah [She98] , ZFC proves that ¬Unif 2 (η) for any club ladder systemη on S 2 1 . It is well-known that unlike ω 1 , there are many compactness principles that can consistently hold at ω 2 . Hence, though GCH is consistent with ¬♦(S 2 1 ), it may change once we add various assumptions asserting that ω 2 is "compact". Definition 1.5. We let (1) Refl(S 2 0 ) abbreviate the assertion that every stationary subset S ⊂ S 2 0 reflects, namely there exists δ ∈ S 2 1 such that S ∩ δ is stationary in δ; (2) Refl * (S 2 0 ) abbreviate the assertion that every stationary subset S ⊂ S 2 0 reflects to a club, namely there exists δ ∈ S 2 1 such that S ∩ δ contains a club subset of δ.
(3) Refl T (S 2 0 ) (where T ⊂ ω 1 is stationary) abbreviate the assertion that every stationary subset S ⊂ S 2 0 reflects with pattern T , namely: for any club ladder system ν δ : δ ∈ S 2 1 and any stationary S ⊂ S 2 0 , there exists δ ∈ S 2 1 such that S ∩ ν δ [T ] is stationary in δ.
Note that
. Suppose Refl * (S 2 0 ) holds and 2 ω1 = ω 2 , then ♦(S 2 1 ) must also hold (see [FMS88] ). For generalizations and variations, see [FMR20] , [Tod82] . The following local version of a theorem due to Shelah [She84] gives another scenario certifying that ω 2 is "compact enough" to imply ♦(S 2 1 ). Definition 1.6. Let I be a countably complete ideal on ω 1 . We say that (1) I is precipitious if whenever U is a generic V -ultrafilter added after forcing
Theorem 1.1 (Shelah) . Suppose 2 ω1 = ω 2 . Suppose further that there exists a stationary set T ⊂ ω 1 such that Refl T (S 2 0 ) and NS ω1 ↾ T is saturated. Then ♦(S 2 1 ) holds.
Proof. By [She10] , 2 ω1 = ω 2 implies ♦(S 2 0 ) holds. We will show ♦ − (S 2 1 ) holds, which is well-known to be equivalent to ♦(S 2 1 ) by a result of Kunen. Let S α :
It is now a natural question whether we can weaken the hypothesis, specifically regarding the degree of "compactness" of ω 2 , in Theorem 1.1. Our main result (Theorem 1.2) describes a consistent scenario (relative to the existence of large cardinals) that GCH holds, ω 2 is "compact" in a sense yet ♦(S 2 1 ) fails. This serves as an evidence that Theorem 1.1 is optimal in a sense. In particular, it is not possible to replace the (local) saturation of NS ω1 in the hypothesis of Theorem 1.1 with the pre-saturation of NS ω1 . Definition 1.7. ω 2 is generically supercompact via some countably closed forcing if for any λ, there exists a countably closed forcing P , such that whenever G ⊂ P is generic over V , in V [G], there exists an elementary embedding j : V → M with critical point ω 2 such that j(ω 2 ) > λ and j ′′ λ ∈ M .
Remark 1.8. The fact that ω 2 is generically supercompact via some countably closed forcing is a strong reflection principle. A game-theoretic equivalent formulation of this principle, called the Game Reflection Principle, was studied in [K07] . In particular, it implies that Refl T (S 2 0 ) holds for all stationary T ⊂ ω 1 and NS ω1 is presaturated. See Section 4.1 for more information.
Theorem 1.2. Relative to the existence of a supercompact cardinal, it is consistent that
(1) GCH holds, (2) ω 2 is generically supercompact via some countably closed forcing and (3) there exists a ladder systemη on S 2 1 such that Unif 2 (η) holds. Remark 1.9. One may wonder if CH plays a role here. Indeed, if there exists a ladder systemη on S 2 1 such that Unif 2 (η) holds, then CH must hold. To see this, note:
• Unif 2 ω (η) must hold. Givenc = c δ : η δ → 2 ω , letc n be a ladder coloring onη such that c n δ (γ) = c δ (γ)(n). Apply Unif 2 (η) to get f n : ω 2 → 2 uniformizingc n for each n ∈ ω. It is easy to check that f : ω 2 → 2 ω defined as f (α) = f n (α) : n ∈ ω uniformizesc.
• Unif ω2 (η) must fail. This is witnessed by the ladder coloringc such that for any δ ∈ S 2 1 , c δ ≡ δ, namely c δ is the constant function δ on η δ . However, there are still related and meaningful questions in the absence of CH. See Section 6 for more information.
The paper is organized as follows:
• Section 2 describes a ladder system on S 2 1 and the uniformization forcing with respect to that ladder system; • Section 3 gives the details of the proof of Theorem 1.2;
• Section 4 presents two variations of the model in Section 3. In the first variation, the reflection principle is weakened and the uniformization property is strengthened. In the second variation, we deal with the monochromatic uniformization property on a club ladder system; • Section 5 describes a model obtained from the existence of a weakly compact cardinal; • Section 6 concludes with some questions and remarks.
Nice ladder systems and the uniformization forcing
We assume the ground model satisfies GCH and κ is a Mahlo cardinal.
2.1. Nice ladder systems. In this subsection, we will define in V Coll(ω1,<κ) a club ladder systemν = ν δ : δ ∈ κ ∩ cof(ω 1 ) . The ladder system on which we will force the uniformization property will be indexed by some T ⊂ ω 1 with respect toν.
Work in V , define a function f on the strongly inaccessible cardinals below κ such that whenever such γ is given, f (γ) is a (Coll(ω 1 , < γ) × Coll(ω 1 , γ +++ ))name satisfying the following:
, fix a bijection F = ω 1 → (γ + ) V and also a surjection l = h : ω 1 → (γ +++ ) V . Define a ⊂-increasing continuous sequence N ξ : ξ < ω 1 such that
is generic over V , then let S ⊂ κ consist of ordinals that are strongly inaccessible cardinals in V . Since Coll(ω 1 , < κ) is κ-c.c, both S and S c ∩ cof V (> ω) remain stationary. It is also well-known that ♦(S c ∩ cof(ω 1 )) holds in V [G]. Fix a ♦(S c ∩ cof(ω 1 ))-sequence s α : α ∈ S c ∩ cof(ω 1 ) . Define ν γ : γ ∈ κ ∩ cof(ω 1 ) such that if γ ∈ S, ν γ = (ν γ ) G↾γ×G(γ +++ ) and if γ ∈ S c ∩ cof(ω 1 ), then if s γ is a club subset of γ, then ν γ ⊂ s γ is a club subset of order type ω 1 with nacc(ν δ ) ⊂ nacc(s δ ). Otherwise, ν γ is any club subset of γ of order type ω 1 .
Remark 2.1. The ladder systemν defined above is nice, in the sense that it satisfies the following strong club guessing property: for any club D ⊂ ω 2 , there exists stationarily many γ ∈ S 2 1 such that ν γ ⊂ D ∩ γ and nacc(ν γ ) ⊂ nacc(D ∩ γ). This is guaranteed already by ♦(S c ∩ cof(ω 1 )). The part of the ladder defined on S will be useful in the consistency proof in Section 3.
Forcing the uniformization property. Work in
Let T ⊂ ω 1 be an uncountable co-stationary set. Our goal is to force the 2-uniformization property onη =ν ↾ T .
Suppose we are given a ladder coloringc = c δ ∈ η δ 2 : δ ∈ ω 2 ∩ cof(ω 1 ) , the uniformization forcing Pc consists of f : α → 2 where α < ω 2 such that for any δ ≤ α and δ ∈ cof(ω 1 ), f ↾ η δ = * c δ . The order relation is extension. Note that Pc satisfies that any countable decreasing sequence has a greatest lower bound.
The final forcing is a < κ-support iteration of 2-uniformization forcings of length κ + , namely P γ ,Q β : γ ≤ κ + , β < κ + such that PγQγ = Pċ for some ladder coloringċ onη.
The following facts due to Shelah will be crucial to conclude that the iteration forces Unif 2 (η):
Theorem 2.1 (Shelah, [SK80] ). Suppose T ⊂ ω 1 is an uncountable co-stationary set and ♦(T c ) holds and supposeη =ν ↾ T , whereν is a nice club ladder system on S 2 1 . Let κ = ω 2 and P γ ,Q β : γ ≤ κ + , β < κ + be a < κ-support iteration of 2-uniformization forcings with respect toη. Then the following hold:
(1) {r ∈ P κ + : r is flat} is a dense subset of P κ + ,
In particular, under the hypothesis of Theorem 2.1, P κ + preserves all cardinals. Furthermore, the fact that P κ + is κ + -c.c, which is a consequence of (2), makes it possible (with the standard book-keeping methods) that all ladder colorings which appear in the final model are considered in some intermediate model. Therefore, P κ + forces Unif 2 (η).
To give the reader a sense of how Theorem 2.1 is proved, we include here a proof sketch for a special case, i.e. the 2-step iteration. The proof presented here is not the simplest one can find for this special case, but it contains the key ideas to prove the general case, which will also be used in the proof of Theorem 1.2.
Proof sketch of Theorem 2.1. Fix a nice club ladder systemν, an uncountable costationary subset T ⊂ ω 1 andη =ν ↾ T . Letc 0 be a ladder coloring onη andċ 1 be a Pc0-name for a ladder coloring onη. The forcing we are dealing with is Pc0 * Pċ1. First, we show that Pc0 is ω 1 -distributive. Letḟ : ω 1 → Ord be a Pc0-name and p ∈ Pc0. Find an ⊆-increasing continuous sequence N ξ : ξ < ω 1 such that for some sufficiently large regular θ,
We then recursively define p ξ : ξ < ω 1 such that
At limit stages, we just take the inverse limit. Suppose we have defined p ξ where ξ < ω 1 . By the hypothesis, we know that dom
by the fact that N ξ+1 is countably closed and η δ has order type ω 1 . In N ξ+1 , we can first extend p ξ to obey c 0 δ ↾ [δ ξ , δ ξ + 1), and then extend again to decideḟ ↾ ξ.
Let p ∞ = ξ<ω1 p ξ . It is immediate from the construction that p ∞ ∈ Pc0 which forcesḟ to be in V .
Notice that the construction above works even whenη is a club ladder system on S 2 1 . Recall a theorem of Shelah saying Unif 2 (η) must fail for any club ladder systemη. We must make use of the fact thatη =ν ↾ T and ♦(T c ) to deal with iterations.
To deal with Pc0 * Pċ1 , it is no longer the case we know whatċ 1 is in the ground model, since it very much depends on the generic for Pc0 . The key point now is instead of building a linear sequence (namely, p ξ : ξ < ω 1 ) as in the previous case, we need to build a tree anticipating all possibilities ofċ 1 . During the process, ♦(T c ) is used to guess the "correct" branch.
Letḟ : ω 1 → Ord be a given Pc0 * Pċ1-name and (p,q) ∈ Pc0 * Pċ1. We will show there exists (p ′ ,q ′ ) ≤ (p,q) forcingḟ =ǧ for some g. Note that it is immediate from the ω 1 -distributivity of Pc0 that the collection of flat conditions in Pc0 * Pċ1 is dense.
Making use of the nice-ness ofν, we are able to find N ξ : ξ < ω 1 such that for some sufficiently large regular θ,
by the countable closure of N ξ+1 . By copying a ♦(T c )-sequence to the club ν δ , we may assume there exists t ξ ∈ T ξ : ξ ∈ T c such that for any s : η δ → 2, there exists stationarily many
Suppose for a moment that this construction is successful. We let
As t ξ : ξ < ω 1 satisfies the guessing property, we know there are stationarily many
t is defined to be the canonical extension of q ξ t↾δ ξ obeying t. More precisely, we let a be the ⊳-least extension of q ξ t↾δ ξ (0) obeying c 0 δ . The reason why this is possible is because by the induction hypothesis,
3. A proof of Theorem 1.2
We start with the ground model V satisfying GCH and ♦(ω 1 ). Let κ be a supercompact cardinal. Let P = Coll(ω 1 , < κ) and in V P , we find a nice club ladder systemν as in Section 2. Let 
Let Q = P * P κ + . We show that the following hold in V Q :
(1) GCH, (2) Unif 2 (η), (3) ω 2 is generically supercompact via some countably closed forcing.
The last item is the only thing to verify. Given (p,q) ∈ P * P κ + and θ > 2 2 κ + , we will find a generic filter G * H containing (p,q) such that in a further countably closed forcing extension, there exists an elementary embedding j :
, j(κ) > θ and j ′′ θ ∈ M . The proof will build on the ideas from [SK80] and [Mag82] .
)/H is countably closed. Furthermore, we need to make sure there exists a master condition l ∈ j * (P κ + ) extending j * ′′ H. Suppose this can be done, then we can finish the proof as follows: force below l to get a generic
Hence, by going to a countably closed forcing extension over V [G * H], we can find an elementary
For the rest of the proof, we will demonstrate how to find such H in V [G * G * ] satisfying the aforementioned requirements.
By the definition ofν, we know that j * (ν)(κ) is defined as follows: there exists a surjection h = G * (κ +++ ) :
In addition, there exists a ⊂-increasing continuous sequenceN = N ξ : ξ < ω 1 such that
(
3.1. Constructing the tree of generics.
. By the definition ofN , we know a tail of the models must contain d and P κ + . Let Υ = {δ ξ+1 : ξ < ω 1 } and note that Υ = * j * (η)(κ). To simplify the presentation, we may assume N 0 contains d and P κ + hence Υ = j * (η)(κ).
Let
Define T ξ for ξ < ω 1 as follows:
Notice that T ξ ∈ N ξ+1 hence T ξ ⊂ N ξ+1 . Intuitively speaking, T ξ collects all possible countable initial segments of the ladder colorings at the "κ-th coordinate" in j * (P κ + ).
For each t ∈ T ξ , we note that there are two ways of taking restrictions. One way is the usual function restriction denoted as t ↾ β for β ∈ (κ + ) V [G] . The other way is the restriction to the previously defined tree. More precisely, given
We recursively define Q ξ = {q ξ t : t ∈ T ξ } satisfying the following:
Furthermore, if F 1 (ξ) ∈ P κ + and extends q ξ t , then q ξ+1 t extends F 1 (ξ). It is a fact that any ♦(ω 1 )-sequence remains a ♦(ω 1 )-sequence in any countably closed forcing extension. By copying a ♦(ω 1 )-sequence in V [G] to the club {δ ξ : ξ < ω 1 }, we may assume there exists a sequence in
We now proceed to the recursive construction. Let q 0 ∅ = q. At stage β < ω 1 when β is a limit ordinal, for t ∈ T β , define q β t to be the greatest lower bound of q β ′ t↓β ′ : β ′ < β . At successor stage β + 1, if β is a successor ordinal, then for a given t ∈ T β+1 , we define q β+1 t to be the ≺ * -least extension of q β t↓β obeying t. More specifically, for each α ∈ dom(t), let σ α = σ t α be the ≺ * -least P α -name such that Pα q β t↓β (α), t(α) ⊂ σ α . The reason why such an element exists is that by the construction, Pα dom(q β t↓β (α)) ≤ δ β and q β t↓β (α) extends t(α) ↾ δ β . We define
. Notice that the construction above happens in N β+1 . To see that the inductive requirements are maintained, note the following:
• the construction happens in N β+1 , hence q β+1 t is of height ≤ δ β+1 , • q β+1 t obeys t by design, • for any t 0 , t 1 ∈ T β+1 , if t 0 ↾ ν = t 1 ↾ ν, then by the inductive requirement at β, we know q β t0↓β ↾ ν = q β t1↓β ↾ ν. If α ∈ ν ∩ dom(t 0 ) = ν ∩ dom(t 1 ), then the definition σ t0 α only depends on q β t0↓β (α) = q β t1↓β (α) and t 0 (α) = t 1 (α), hence σ t0 α equals σ t1 α . At stage β + 1 where β < ω 1 is a limit, let
Proof of the claim. First of all, by the inductive hypothesis, we know p β t ↾ ν = p β t ′ ↾ ν. It is immediate from the definition that either both γ t , γ t ′ ≥ ν or γ t = γ t ′ < ν. In the first case, r β t ↾ ν = p 0 ↾ ν = r β t ′ ↾ ν, and in the second case,
Next we need to extend r β t further to meet the genericity requirement. Let t β ∈ T β be the sequence given by the diamond sequence. We extend r β t β further to some flat condition q β+1
, where the last equality is by Claim 3.1. Analogous to the argument in Claim 3.1, it is not hard to see that our definition ensures that for t 0 ,
Building a master condition. Recall that j
is an iteration of uniformization forcing with respect to some ladder colorings d δ : δ < j(κ + ) on the ladder j * (η). More precisely,d δ is a j * (P κ + ) ↾ δ-name for a ladder coloring on j * (η).
is a (partial) function.
In the following, to simplify notation, κ + will always mean (
We define a condition r ∈ j * (P κ + ) supported on j ′′ κ + recursively such that it satisfies the following construction invariant : for any γ ∈ j
is already defined satisfying the construction invariant, we define the j(β)-th component by looking inside the further generic extension by j * (P κ + ) ↾ j(β) containing r ↾ j(β), say h * is the generic filter. In M [G * G * * h * ], we can read off the ladder colorings dγ : γ ≤ j(β) . Considerē = d δ κ : δ ∈ j ′′ (β + 1) . Since j * (P κ + ) ↾ j(β) is ω 1 -distributive in M [G * G * ] by Theorem 2.1,ē belongs to M [G * G * ]. Now at j(β)-th coordinate, we take t∈T ξ ,t is compatible withē,q ξ t is flat,j * (q ξ t ↾β)∈h * q ξ t (β).
The definition makes sense since the tree we are building is coherent by requirement (4) in the definition of {Q ξ : ξ < ω 1 }. There is a slight abuse of notation here since technically speaking, q ξ t (β) is a P β -name instead of a j * (P β )-name. However, the fact that q ξ t is flat says that essentially q ξ t (β) is a function from some initial segment of κ to 2 living in V [G]. Hence we can identify q ξ t (β) with a canonical j * (P β )-name. Claim 3.3. r is a condition in j * (P κ + ) satisfying the construction invariant.
Proof. First of all, as κ + is of cardinality ω 1 in M [G * G * ], we know the support of r has the right size. We argue by induction that r ∈ j * (P κ + ) and r satisfies the construction invariant.
At successor stage with β < κ + given, suppose r ↾ j(β) ∈ j * (P κ + ) ↾ j(β) is defined satisfying the construction invariant. We first argue that r ↾ j(β) r(j(β)) is a condition in j * (Q β ). Letċ β be the ladder coloring on whichQ β is defined.
By the construction invariant, we know that j * ′′ h ⊂ g. Furthermore, it is the case that h ⊂ P β is generic over V . The reason is that by ♦(ω 1 ), there exist stationarily many ξ < ω 1 such that t ξ ↾ β is compatible with {d δ κ : δ ∈ j ′′ β}. Hence, by the definition of the tree {Q ξ : ξ < ω 1 } (see Subsection 3.1), any dense open subset of P β is met by h. We can then lift j * further to j + :
By the elementarity, we know j + (c β ) =d j(β) . Since crit(j + ) = κ, we know that d
is indeed a condition in (j * (Q β )) g . Note that there are stationarily many ξ < ω 1 satisfying the above. Hence, by the definition of r, we know that r ↾ j(β) r(j(β)) ∈ j * (Q β ). It is also clear from the definition of r that r ↾ j(β)+ 1 satisfies the construction invariant.
At limit stages, suppose we are given some limit ordinal γ ∈ j(κ + ) so that for any ζ < γ, r ↾ ζ ∈ j * (P κ + ) ↾ ζ and satisfies the construction invariant. It is clear that
For any t ∈ T ξ that is compatible withd ′ , we observe that r ′ ≤ j * (q ξ t ) ↾ γ by the construction invariant up to γ and the fact that j * (P κ + ) is separative. As a result, Proof. Given q ξ t ∈ H, we show by induction on β < j(κ + ) that r ′ ↾ β ≤ j * (q ξ t ) ↾ β. If β ∈ j ′′ κ + or β is a limit ordinal, then this is immediate. If β = j(β ′ ), we show this for β + 1. By the definition of r, and the fact that r ′ ↾ β decides d * = d δ κ : δ ∈ j ′′ (β ′ + 1) , we know that r ′ ↾ β forces r ′ (β) extends q ξ t (β ′ ). To see this, by ♦(ω 1 ), there exist stationarily many ζ < ω 1 such that t ζ is compatible withd * . In particular, there exists a limit ζ > ξ such that t ζ is compatible with d * . As a result, q ζ+1
is flat and by the induction hypothesis r ′ ↾ β ≤ j * (q ζ+1 t ζ ↾ β ′ ). Hence by the definition of r,
Given a dense open set D ⊂ P κ + , we know that there exists some γ < ω 1 such that F 1 (γ) = D. By ♦(ω 1 ), we know that there exists stationarily many ζ < ω 1 such that t ζ is compatible withd. Pick some limit ζ > γ such that t ζ is compatible withd. At stage ζ + 1 of the construction, we make sure that q ζ+1
The following claim will finish the proof. In V [G], let R = Coll(ω 1 , [κ, < j(κ))) andḢ be a R-name for the H defined above. Proof. Recall d : κ ++ ↔ P κ + ∪ {D ⊂ P κ + : D is dense open} is a bijection lying in V [G]. Let R ′ be a dense subset of R consisting of conditions l, such that µ = def (κ +++ ) V ∈ dom(l) and l decides F ↾ dom(l(µ)), N ξ : ξ < dom(l(µ)) and H ↾ dom(l(µ)). We claim that R ′ /H is countably closed in V [G * H]. Suppose not, then let t ∈ H and a decreasing sequence p i ∈ R ′ /H : i < ω be such that t p i ∈ R ′ /H : i < ω , p = i∈ω p i ∈ R ′ /H. Extending t if necessary, there must be p ′ ∈ P κ + such that t forces p p ′ ∈Ḣ but p ′ ∈Ḣ or p p ′ ∈Ḣ but p ′ ∈Ḣ. In either case, we can extend t further if necessary, such that p t ∈Ḣ.
Let η = dom(p(µ)) ∈ acc(ω 1 ) and let p * = p ∪ {(µ, η, d −1 (t))}. Since p decides F ↾ η, N ξ : ξ < η and H ↾ η, we already have sufficient data to define {q ξ s : s ∈ T ξ , ξ < η}, and H ↾ η is a branch through the tree. Let s * ∈ T η be such that q η s * is the greatest lower bound of H ↾ η.
By the construction of the tree at stage η + 1, p * forces that F 1 (η) = t. As t already forces H ↾ η ⊂Ḣ, we know that t must extend q η s * . By the construction of the tree, q η+1 s * extends t. Therefore, p * must force that t ∈Ḣ, which is a contradiction.
Some variations
4.1. Variation I: stationary ladder systems. In the model from Section 3, the ladder systemη witnessing Unif 2 (η) is not stationary. It is a natural question whether we can find a "larger" ladder system witnessing the 2-uniformization property.
Definition 4.1. Let T ⊂ ω 1 . We say a forcing R is T -closed if for all countable N ≺ H(λ), where λ is a sufficiently large regular cardinal, containing R such that N ∩ ω 1 ∈ T , for any N -generic decreasing sequence r n ∈ R ∩ N : n ∈ ω , there exists a lower bound r ∞ ≤ r n for all n ∈ ω.
Note that if a forcing R is T -closed and T ′ ⊂ T ⊂ ω 1 , then R is T ′ -closed.
Theorem 4.1. Relative to the existence of a supercompact cardinal, it is consistent that the following hold:
(1) GCH, (2) there exists a stationary co-stationary T ⊂ ω 1 such that
• ω 2 is generically supercompact via some T -closed forcing and • there exists a ladder systemη indexed by T c such that Unif 2 (η) holds.
Proof. Since the proof is similar to that in Section 3, we only indicate the places requiring modifications. Fix some stationary co-stationary T ⊂ acc(ω 1 ) and assume ♦(T ) holds in the ground model (force ♦(T ) if we need to). We will keep the same notations as in Section 3.
Recall the universe we work in is V [G] where G ⊂ Coll(ω 1 , < κ) is generic over V . Letν be the nice club ladder system as defined in Section 2. The ladder system to force the 2-uniformization property on will beη =ν ↾ T c . Hence, we can define P κ + as before with respect toη.
In the first stage to construct the tree of generics, the modifications come from relativizing the definition and the construction of {Q ξ : ξ < ω 1 } to T . More precisely, at (6), "for each limit ordinal ξ < ω 1 · · · " is changed to "for each limit ordinal ξ ∈ T · · · ". Accordingly, instead of copying a ♦(ω 1 )-sequence, we copy a ♦(T )-sequence. During the construction of {Q ξ : ξ < ω 1 }, we do the following:
• at limit stages, we take the inverse limit like before;
• at successor stage β +1, where β ∈ T c , we do exactly what we did in Section 3 in the case of successor of successor ordinals; • at successor stage β + 1, where β ∈ T , we do exactly what we did in Section 3 in the case of successor of limit ordinals. The rest of the proof carries over.
In the second stage to build a master condition, we need to show:
Let R ′ be a dense subset of R consisting of conditions l, such that µ = def (κ +++ ) V ∈ dom(l) and l decides F ↾ dom(l(µ)), N ξ : ξ < dom(l(µ)) and H ↾ dom(l(µ)). We claim that
Suppose not, then let t ∈ H and a decreasing sequence p i ∈ R ′ /H : i < ω be such that t " p i ∈ R ′ /H : i < ω is a generic sequence for some N ≺ H(θ) with N ∩ ω 1 ∈ T and p = i∈ω p i ∈ R ′ /H". Note that dom(p(µ)) ∈ T . Extending t further if necessary, we may assume p t ∈Ḣ.
By the genericity of p i : i ∈ ω over N , we know that η = def dom(p(µ)) ∈ T . Let p * = p ∪ {(µ, η, d −1 (t))}. Exactly arguing as in Claim 3.5, we know that p * must force that t ∈Ḣ, which is a contradiction.
The rest of the proof is the same as in Section 3.
We briefly discuss the strength of the fact that ω 2 is generically supercompact via some T -closed forcing for some stationary T ⊂ ω 1 . Many of the following are well-known and we include some proofs for completeness. Proof. Let a club ladder systemν = ν δ : δ ∈ λ ∩ cof(ω 1 ) and a stationary S ⊂ λ ∩ cof(ω) be given. Let P be a T -closed forcing such that in V [G] where G ⊂ P is generic over V , there exists an elementary embedding j : V → M with critical point κ = ω V 2 , j(κ) > λ and j ′′ λ ∈ M . Let η = sup j ′′ λ. Then M |= cf(η) = cf(λ) = ω 1 . Let d = j(ν)(η). Note that d ′′ T is a stationary subset of η. We will argue that in M , for any club e ⊂ η, j ′′ S ∩ e ∩ d ′′ T = ∅. With this granted, we can finish the proof as follows: in M , j ′′ S ∩ d ′′ T is a stationary subset of η, which implies j(S) ∩ d ′′ T ⊃ j ′′ S ∩ d ′′ T is a stationary subset of η. Apply the elementarity of j to get the desired conclusion. Let the respective P -names for the objects defined above bej,ḋ,ė.
Given p ∈ P , find N ≺ H(θ) for some sufficiently large regular θ such that N contains j,ė,ḋ, P, S,c such that δ = N ∩ ω 1 ∈ T and γ = sup N ∩ λ ∈ S. Letp = p i : i ∈ ω be a decreasing generic sequence for N with p 0 = p. We observe that: for any γ ′ < γ, there exists δ ′ < δ, γ ′′ ∈ (γ ′ , γ) and i ∈ ω such that p i "ḋ(δ ′ ) > j(γ ′ ) ∧ j(γ ′′ ) > minė −ḋ(δ ′ )". Let p * be a lower bound for p i : i ∈ ω , then p * "ḋ(δ) = sup δ ′ <δḋ (δ ′ ) = sup γ ′′ <γ j(γ ′′ ) = j(γ) ∈ė", noting that j is forced to be continuous at ordinals of countable cofinality andḋ is forced to be continuous. Therefore, p * j(γ) ∈ j ′′ S ∩ė ∩ḋ ′′ T . 
Given a stationary S ⊂ [λ] ω , we use WRP(S) to abbreviate the assertion that any stationary subset of S reflects.
The following are well-known and proofs can be found in [FMS88] . Let T ⊂ ω 1 be a stationary set. To summarize, relative to the existence of large cardinals, it is consistent with GCH that there exists a stationary co-stationary set T ⊂ ω 1 such that Refl T (S 2 0 ), NS ω1 ↾ T is presaturated, and there exists a ladder systemη indexed by T c such that Unif 2 (η) holds, which implies ¬♦(S 2 1 ). This provides a contrast to Theorem 1.1.
4.2.
Variation II: constant ladder colorings. As we remarked before, a theorem of Shelah [She98] asserts it is impossible to get the 2-uniformization property on a club ladder system. However, if we only restrict to constant colorings, then it is indeed possible.
Definition 4.5. Given a ladder systemη on S 2 1 , we say the m-uniformization property holds forη (abbreviated as Unif m (η)), if for any constant ladder colorinḡ c onη, there exists a uniformizing function forc.
The "m" above stands for "monochromatic". Note that if there exists some ladderη on S 2 1 such that Unif m (η) holds, then ¬♦(S 2 1 ). Almost the same proof as that from Theorem 2.1 will give (the modifications can also be read off from the proof of Theorem 4.4):
Theorem 4.3 (Shelah) . Supposeη is a nice club ladder system and ♦(ω 1 ) holds. Let P γ ,Q β : γ ≤ κ + , β < κ + be a < κ-support iteration of m-uniformization forcings with respect toη. Then the following hold:
(1) the set of flat conditions is dense in P κ + and
Theorem 4.4. Relative to the existence of a supercompact cardinal, it is consistent that the following hold:
(1) GCH, (2) ω 2 is generically supercompact via some countably closed forcing and (3) Unif m (η) holds for some club ladder systemη on S 2 1 . Proof. Since the proof is similar to that in Section 3, we only indicate the places requiring modifications. We keep in the same notations as in Section 3. The ladder system we will force the m-uniformization property on isη =ν. We may assume ♦(ω 1 ) holds in the ground model.
In the first stage to construct the tree of generics, the first modification comes from the definition of T ξ . Here T ξ only consists of those t such that for any β ∈ dom(t), t(β) is constant on its domain. The second modification comes from the construction at the successor of limit stages. At stage β + 1 where β is a limit ordinal, let p 0 = F 1 (β) if F 1 (β) ∈ P κ + and p 0 = 1 P κ + otherwise. Given t ∈ T β+1 , we need to define q β+1 t . Note that it is no longer the case that T β = T β+1 . However, the key point is that any element l ∈ T β has a unique extension l + into T β+1 . The reason is that suppose b ∈ T β+1 satisfies that b ↓ β = l, for any ζ < β, b(F (ζ))(δ β ) is completely determined by b(F (ζ)) ↾ δ β = l(F (ζ)), since we only deal with constant colorings.
Let t ′ = t ↓ β. We first define r β t . We first extend q β t ′ to a β t canonically obeying t inside N β+1 , then we define r β t to be p 0 ↾ γ t ∨a β t where γ t = sup{γ : p 0 ↾ γ ≤ a β t ↾ γ}. Exactly as before, we can show:
The way to define q β+1 t from r β t is the same as that in Section 3.1. In the second stage to build a master condition, we need to show:
Let R ′ be a dense subset of R consisting of conditions l, such that µ = def (κ +++ ) V ∈ dom(l) and l decides F ↾ dom(l(µ)), N ξ : ξ < dom(l(µ)) and H ↾ dom(l(µ)). We claim that R ′ /H is countably closed in V [G * H]. Suppose not, then let t ∈ H and p i ∈ R ′ /H : i < ω be such that t p i ∈ R ′ /H : i < ω , p = i∈ω p i ∈ R ′ /H. Extending t in H if necessary, we may assume p t ∈Ḣ.
Let η = dom(p(µ)) ∈ lim(ω 1 ). Since p decides F ↾ η, N ξ : ξ < η and H ↾ η, we already have sufficient data to define {q ξ s : s ∈ T ξ , ξ < η}, and also H ↾ η is a branch through the tree. Let q η s * be the greatest lower bound for H ↾ η for some s * ∈ T η . As t already forces H ↾ η ⊂Ḣ, we know that t extends q η s * . Let s + be the unique extension of s * into T η+1 . Since t = q η s * as p q η s * ∈Ḣ and t ∈ H, t must obey s + .
Let p * = p ∪ {(µ, η, d −1 (t))}. We know that p * forces that F 1 (η) = t. By the construction of the tree at stage η + 1, any node above q η s * will extend t. Therefore, p * must force that t ∈Ḣ, which is a contradiction.
From a cheaper assumption
If our goal is mainly GCH, ¬♦(S 2 1 ) and some degree of stationary reflection at ω 2 , without worrying about the saturation properties of NS ω1 , then we can get the model from a much cheaper assumption. To build such an H satisfying the requirements as above, we basically follow the same argument from Section 3 in N [G * G * ]. We will not repeat the argument but the salient points are:
• N |= ♦(ω 1 ),
• P δ has size κ in N [G] since M ∈ N , which implies the number of dense open subsets of P δ in N [G] is < j(κ) and • j ′′ δ ∈ N Remark 5.1. By adapting the forcing variations in Section 4 to the level of a weakly compact cardinal, we can get: relative to the existence of a weakly compact cardinal,
(1) it is consistent that there exists a stationary co-stationary T ⊂ ω 1 such that (a) GCH holds,
and (c) there exists a ladder systemη indexed by T c such that Unif 2 (η) holds. (2) it is consistent that the following hold:
(a) GCH, (b) WRP(ω 2 ) and (c) Unif m (η) holds for some club ladder systemη on S 2 1 . Remark 5.2. In the model constructed in the proof of Theorem 5.1, we have GCH, Refl(S 2 0 ), ¬♦(S 2 1 ) and there does not exist a (ω 2 , ω 1 )-sequence C α : α < ω 2 such that {α ∈ S 2 0 : |C α | ≤ ℵ 0 } is stationary. The last item can be seen to hold in that model by a similar argument to the one given showing that WRP(ω 2 ) holds. It is also well-known that WRP(ω 2 ) implies Refl(S 2 0 ). Any model satisfying GCH and the ℵ 2 -Suslin hypothesis (namely, there is no ℵ 2 -Suslin tree) will need to satisfy the configuration above, see for example [Jen72] , [Rin19] , [Gre76] , [Rin17] .
Some questions and remarks
Question 6.1. Is it possible to produce a model satisfying (1) GCH, (2) Refl(S 2 0 ) and (3) there exists a ladder systemη on S 2 1 such that Unif 2 (η) holds from the existence of a Mahlo cardinal?
A rough idea will be to mix the iterations to kill non-reflecting stationary subsets with the iterations to add witnesses to the uniformization property. The difference is that the first forcing is ω 1 -descendingly complete, in the sense that any ω 1 -length decreasing sequence of conditions will have a lower bound. But it is in general not countably closed. While the situation for the second forcing is the other way round.
The next question arises from the technicality in the proof of Theorem 4.1, where one fixes a stationary co-stationary set first, managing the generic large cardinal property on the set and the uniformization property on its complement. One may wonder if there is a ZFC reason. Question 6.2. Is the following jointly consistent (relative to appropriate large cardinal assumptions):
(1) GCH, (2) ω 2 is generically supercompact via some countably closed forcing and (3) there exists a ladder systemη on S 2 1 indexed by some stationary subset T ⊂ ω 1 such that Unif 2 (η) holds.
There are many other compactness principles at ω 2 whose relationship with ♦(S 2 1 ) under 2 ω1 = ω 2 can be investigated. For example, we observe the following (improving [Tod82] ): Lemma 6.3. If 2 ω1 = ω 2 and there does not exist a weak Kurepa tree, namely a ℵ 1 -sized tree of height ω 1 with > ℵ 1 many branches, then ♦ * (S 2 1 ) holds. Proof. Fix a ♦(S 2 0 )-sequence S α : α ∈ S 2 0 by 2 ω1 = ω 2 and [She10] . We will define a ♦ * (S 2 1 )-sequence C δ : δ ∈ S 2 1 . For each δ ∈ S 2 1 , define a tree T δ on δ ∩ cof(ω) such that α < T δ β iff α < β and S α ⊏ S β . In particular, |T δ | = ℵ 1 . We define E δ to contain all branches through T δ of order type δ (it would be empty if there is not any). Note that |E δ | ≤ ℵ 1 . Since otherwise, let δ i : i < ω 1 be an increasing cofinal sequence in δ, then T ′ = {t ∈ T δ : ht T δ (t) = δ i , i < ω 1 } will be a subtree of T δ of height ω 1 with > ℵ 1 many branches, contradicting with our hypothesis.
To verify that C δ : δ ∈ S 2 1 is a ♦ * (S 2 1 )-sequence, given X ⊂ ω 2 , we know S = def {α ∈ S 2 0 : X ∩ α = S α } is stationary. Consider the club D = def {δ < ω 2 : type(S ∩ δ) = δ}. Let δ ∈ D ∩ S 2 1 , then S ∩ δ is a branch through T δ of order type δ, so α∈S∩δ S α = X ∩ δ ∈ C δ .
The hypothesis of Lemma 6.3 necessarily implies the failure of CH. Known models of the hypothesis include any model of PFA and the Mitchell model for the tree property at ℵ 2 from [Mit73] . But it is also known that the tree property at ℵ 2 is consistent with the existence of a Kurepa tree [Cum18] .
Recall Remark 1.9 that if there exists a ladder systemη on S 2 1 such that Unif 2 (η) holds, then CH holds. On the other hand, ¬♦(S 2 1 ) is compatible with the continuum being arbitrarily large, since no c.c.c forcing can add a ♦(S 2 1 )-sequence over a model of ¬♦(S 2 1 ). Question 6.4. Is it consistent that the tree property holds at ℵ 2 , 2 ω1 = ω 2 and ¬♦(S 2 1 )?
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