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This paper reports on the implementation a d computational experience obtained with a 
polynomial-time dual simplex algorithm for the transportation problem. The polynomial-time 
version of the algorithm is shown to be empirically, as well as theoretically, more efficient han 
a standard version. In particular, scaling of the supplies and demands is very effective 
computationally. 
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1. Introduction 
This paper eports on the implementation f dual network simplex methods for 
solving the transportation problem. The implementation is based on an algorithm 
developed by Ikura and Nemhauser [6], which employs a special column selection 
rule to guarantee that the total number of dual simplex pivots is bounded by a 
polynomial in the number of sources and sinks and the sum of supplies and 
demands. By incorporating a scaling technique developed by Edmonds and Karp 
[3], the bound on the number of pivots becomes a polynomial in the input length. 
Recently dual simplex type algorithms [6], [10] have been shown to be theoretical- 
ly efficient. These results motivated us to investigate if our polynomial-time dual 
simplex algorithm for the transportation problem is practically efficient as well. 
Our most interesting empirical finding is that scaling of supplies and demands i
computationally very effective and reduces computation time by 30-50 percent. This 
conclusion is also supported by recent results (see [2], [5]) on network flow pro- 
blems. These results refute the claim that scaling is merely a theoretical device for 
achieving polynomiality (e.g. [9,p. 158]). Our computational results also show that 
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the rather time consuming pivot column selection rule that guarantees polynomiality 
also yields a better overall empirical performance than a heuristic selection rule 
derived from it and a standard simplex rule. 
We state the transportation problem in an unconventional format so that its dual 
will be in the format we need. Let G=(V,E) be a bipartite graph, where 
I/r= V 1 I,.J V2, V 1 is the set of supply vertices and I/" 2 is the set of demand vertices. 
For i t  II1 and je  II2, ( i , j )=eeE if shipments can be made directly from i to j .  For 
all e t E, the unit shipping cost is assumed to be a non-negative integer be. For all 
i t  1/, let w i be the non-negative integral supply or demand, which we call the 
weight, associated with vertex i. 
A transportation problem can be formulated as 
(TP) min ~ beYe, 
e~E 
~, Ye+ Zi= Wi, 
[e e E: e adjacent o node i } 
i t  V, (1) 
ye>_O, eeE,  (2) 
zi<_O, 
For the standard 
i t  V. (3) 
transportation problem, we have ~,i~ v, wi= ~ie  I/2 wi=M and 
zi = 0 for all i t V. (TP) is equivalent to the standard problem by changing the ship- 
ping cost be to be=be+K for each e, where K is an integer such that 
K>M. max{be:eeE}. The dual of (TP) is 
(DTP) max ~ wix i, 
i eV  
xi+xj+se=be, ( i , j )=etE,  (4) 
xi>_0, i t  V, (5) 
Se>_O, eeE. (6) 
Our algorithm is a primal simplex method that solves the dual of the transporta- 
tion problem (DTP). Thus, in the remainder of the paper, we assume that (DTP) 
is the primal problem; (x, s) are the primal variables and (y, z) are the dual 
Variables. 
2. Graphical description of solutions and statement of the algorithm 
We describe a complementary pair of primal and dual solutions graphically by 
considering a rooted spanning forest of G, denoted by (F, R). The forest F is a union 
of disjoint rees Tr = (Vr, Er), where Vr contains a designated vertex r called the root 
of Tr. Thel subset R of V is a collection of roots of F. An edge is a tree edge if it 
is contained in one of the trees of F. The set of tree edges is denoted by E(F). The 
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leaves of T~ are the non-root vertices of degree one. We color the vertices of T~ 
either black (B) or white (W) in such a way that the root is white and the colors alter- 
nate so that each edge of Er connects a black vertex and a white vertex. We denote 
the set of black vertices by V B and the set of white vertices by V w. Let 
Vr B = VBf'I V r and V w = vWf3 Vr, r e R. 
For e ~ E, the branch B e = (V  e, Ee) of T r is the component of Tr/{e } that does not 
contain r. Let Ve B = V B CI V e and Ve w = V w N Ve. The root of B e, where e = (t, u), is 
the vertex t ~ V e. The branch is called black or white according to the color of its 
root. 
To represent a rooted spanning forest (F, R), we add a super vertex s and define 
an augmented spanning tree T(F, R) which is the union of the trees Tr for re  R, the 
super vertex s and the artificial edges between s and each root r ~ R. An example 
is shown in Fig. 1. 
3 2~4 6~ /,~7 
Fig. 1. V={1 ..... 8}; R={1,5,8}; F={TI, Ts, Ts}; super vertex: s=9. 
For a given rooted tree T(F, R), we define the following primal and dual solu- 
tions. The primal values are determined recursively from each root toward the leaves 
in each tree of F: 
I0 for i e R, (7) 
xi = be-  xj for e = (i, j )  ~ E(F), i ~ V~, 
se=be-x i -x  j for e=( i , j )eE .  (8) 
The dual values are determined recursively from the leaves toward each root: 
Ye = w i -  ~ for e (i, j )  ~ E(F),  (9) 
{ f : f=(k, i)eEe} y f '  = 
zi=Ye given in (9), for e=(i,s),  i eR .  (10) 
In (9), we set ye =0 for ecE(F ) ,  and in (10), zi=O for iCR.  Note that in (9), ye = w i 
if B e is a leaf i. The solution to (7)-(10) satisfies the complementary slackness con- 
ditions: Zixi=O for each ie  V, and YeSe=O for each eeE.  
The algorithm starts with an initial tree T(Fo, Ro) in which each i e V is a root. 
In each pivot operation, we first choose an edge to be eliminated from the spanning 
tree, which corresponds to choosing a variable to enter the basis, and then choose 
an entering edge, which corresponds to selecting a variable to leave the basis. 
Specifically, one pivot operation of the simplex algorithm for (DTP) changes the 
tree T(Ft, Rt) to a new tree T(Ft+ 1, Rt+ ~) by cutting one branch of T(Ft, Rt) and 
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attaching it to another branch of T(Ft, Rt). We keep the primal feasibility condi- 
tions (4)-(6) and the dual feasibility condition (1). The algorithm stops with an op- 
timal tree T(F., R.) when ye---0 for eeE and zi<_O for ie  V. 
To describe the pivot operations, we use the convention that each tree Tr, r ~Rt ,  
is a black branch B e of  T(Ft, R t) where e=(r, s). There are two types of pivot 
operations depending on whether anew root is created. Let Be=(Ve, Ee) be the 
branch to be cut in the tree T(Ft, gt). If Be is black, define q* by 
= V, w • q* min{min{xi:ieVe~},min{sy:f=(i,j),ie e,JOiVe}} (11) 
and if Be is white, 
q*=min{min{xi.ie vW},min{sy:f=(i,j),ie VeB, j¢  Ve}}. (12) 
Equation (11) or (12) is just the standard ratio test of the simplex algorithm. 
Operation 1 takes place if q*= xi for some i. This operation corresponds to chang- 
ing the root in the tree Tr from vertex r to vertex i, or making the branch Be an in- 
dependent tree T/. Thus, T(Ft+l, Rt+l) is obtained from T(Ft, Rt) by replacing 
edge e by the edge (i, s) where s is the super vertex. Operation 2 occurs if q* = sf for 
some f= (i,j). In this case, the tree Tr is attached to a vertexj by the edge (i,j), or 
the branch Be is cut and attached to the vertex j by the edge (i, j). Thus, 
T(Ft+ 1, R/+I) is obtained from T(Ft, R t) by adding the edge (i, j )  and deleting edge 
e .  
We now give a formal statement of the general algorithm, which we call DTRAN. 
This statement omits the rule for choosing the variable to become basic except for 
requiring its price to have the proper sign. 
DTRAN Algorithm 
Step O. [Initialization] 
Let t=0,  (x, s) = (0, b), (y, z) = (0, w) and R0 = V. Thus, initially, each rooted tree 
is a single vertex and T(Fo, Ro) is the spanning tree obtained by joining each i e V 
to the super vertex s. 
Step 1. [Pricing] 
If Ye-0 for all eeE, and zj<_O for all jeRt, 
then stop. 
else find e E E such that Ye < O, 
or r ~ R t such that Zr> O, and let e = (r, s). 
Step 2. [Ratio Test] 
For the edge e chosen in Step 2, determine q* by (11) or (12). 
If q*=xi for some ie  V, 
then do operation 1 
else do operation 2. 
Step 3. [Update] 
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Update (x, s) and (y, z) so that relations (7)-(10) are satisfied in the new tree 
structure T(Ft÷ 1, Rt+ 1)- Let t = t + 1, and go to Step 1. [] 
In Step 0, various parameters are initialized. The pricing procedure in Step 1 
checks the dual feasibility conditions (2)-(3). If they are all satisfied, we stop with 
an optimal solution. Otherwise, we pick either a Ye or a Zr that violates (2) or (3), 
which determines a leaving edge. The ratio test in Step 2 uses the primal values (x, s) 
to choose an entering edge. The spanning tree T(Ft, R t) is then restructured and the 
primal and dual values are updated with respect to the new spanning tree 
T(Ft + l, Rt+ 1); 
In Step 1,'there are various ways to choose a leaving edge. In [6], we gave a 
specific choice based on the structure of T(Ft, Rt) that bounds the number of 
pivots by a polynomial in I vl and ~,i~ v wi" Our criterion can be summarized in the 
following way. First in a tree with at least one Ye < 0 or Zr > 0, we find an edge with 
a negative dual value whose branch does not contain any edges with a negative 
value. We cut the branch temporarily (we call it a negative branch), and adjust the 
dual values in the remainder of the tree. We recursively cut the branches and adjust 
the dual values in this way; at the end, a tree is decomposed into negative branches. 
Then we choose an edge whose negative branch is closest to the root in the sense 
that it does not have any other negative branches above it with a differently colored 
root. Thus, in the example of Fig. 2, where the large circles represent negative bran- 
ches, the candidates for leaving edges are el, e2 and e6. 
Fig. 2. 
3. Scaling and polynomiality 
In the polynomial-time version of DTRAN, a scaling technique is applied to the 
integer weights wi (i.e. supplies and demands in (TP)) of (DTP). In the jth scaled 
problem of (DTP), instead of the original weights, we use a partial binary represen- 
tation ~ of wi for each ie V given by w j= [wi/2 J÷l-j] for j=  1, . . . , J ,  J+  1, where 
J is an integer such that J+ l>log(max{wi:ie V})>__J. For the first scaled pro- 
blem, we start with the basis Bo=l, i.e., (x, s)= (0, b). For the ( j+  l)st problem, we 
use the optimal basis which we obtained for thejth problem, j = 1, ..., J. Since scal- 
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ing does not affect the constraint set (4)-(6), primal feasibility is maintained in going 
from one set of weights to another. 
To show the improvement of successive solutions given by the algorithm, in [6] 
we introduced a measure called deficiency, which is a function of the dual solution 
(y, z) that is related to, but not equal to, the sum of the dual infeasibilities. The defi- 
ciency function starts at 2M, and it reaches zero if and only if (y, z) is feasible for 
(TP). In the polynomial version of DTRAN, the deficiency function is non- 
increasing and decreases to zero in a polynomial number of iterations. 
4. Efficient data structures 
Efficient data structures for representing networks have been the key to the suc- 
cessful implementation of the network simplex method. Basic simplex operations 
such as pricing and ratio tests are done graphically by the simplified network 
representation. Network data structures for representing the spanning tree have 
been called the predecessor and transversal method [1], or the augmented 
predecessor index method [4]. These data structures are summarized and compared 
in Kennington and Helgason [7]. We adopt one of the standard triple index 
methods. 
In the basic DTRAN implementation, we need six vertex-length arrays. Three in- 
dices, the predecessor (the immediate ancestor in the tree), the thread (the preorder 
transversal) and the depth (the number of edges on the path from the super vertex), 
are used to represent the spanning tree T(F, R). The other three arrays are used for 
storing primal and dual values and as a pointer to the edge-length arrays. 
Fundamental operations of the DTRAN algorithm can be done by using the basic 
three indices. For example, to evaluate (11), we traverse all the vertices in the branch 
B e for some e e E(F). Such an operation can be done efficiently by using the thread 
and the depth. For the example in Fig. 1, we give the three basic indices in Table 1. 
Table 1 
vertex number 
[i:i~ V] 1 2 3 4 5 6 7 8 9 
predecessor 9 1 2 2 9 5 5 9 0 
thread 2 3 4 5 6 7 8 9 1 
depth 1 2 3 3 1 2 2 l 0 
To reduce computation time further, additional vertex-length arrays may be used 
to store the color of each vertex or a flag to indicate whether each vertex is in the 
branch Be for a given leaving edge e. We found that these additional indices reduc- 
ed computation time by about 10 percent, even though extra time was spent to up- 
date them. Note that these arrays are not necessarily required, since one could get 
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them from the basic three indices. In the non-polynomial, non-scaled version of 
DTRAN, we used eight vertex-length arrays. For a non-polynomial, but scaled ver- 
sion of DTRAN, an additional vertex-length array was used to store the temporarily 
adjusted ual values. For the polynomial version, another vertex-length array was 
used for the reverse order thread to find the leaving edge in Step 1. 
Four edge-length arrays are used to store the original input data of (TP). They 
are from-vertex, to-vertex, the cost and a pointer to indicate the edges with the same 
to- (or from-)vertex. Contents of these arrays do not change during the execution 
of the algorithm. 
5. Computational experience 
First we show the effects of scaling on DTRAN's computational times. We com- 
pared two agorithms: one with the original weights and the other with scaled 
weights. In both algorithms, we used the identical pricing and ratio test schemes. 
The pricing criterion used in Step 1 is based on the branch selection rule described 
in Section 2, which guarantees that the number of iterations is bounded by a 
polynomial in the number of sources, sinks and the sum of supplies and demands. 
In particular, when scaling is incorporated, it terminates in a polynomial number 
of steps. The ratio test in Step 2 is done by (11) with ties broken arbitrarily. 
Test problems are randomly generated by the NETGEN program developed in 
[8]. Characteristics of the generated problems in the first group are given in Table 
2. For each type (A-1 to A-3), we generated ten distinct problems. 
Table 2 
Problem type Number of Number of Number of Total Supply Cost range 
sources sinks edges (M) (be) 
A-I 100 100 2,000 5,000 1-100 
A-2 200 200 4,000 10,000 1-100 
A-3 400 400 6,000 10,000 1-100 
Results for the two algorithms are summarized in Table 3, where the computa- 
tional times are obtained by averaging the ten results. The price time is the average 
elapsed time for Step 1, and the ratio time is the average time for Step 2. For the 
total time, the range (minimum and maximum) and the mean are given. The CPU 
times are in seconds on the National Advanced Semiconductor 9050, which has the 
capability of 9 MIPS (roughly equivalent to the IBM 3081). 
The reduction in total computation time obtained by scaling is significant and it 
ranges from thirty to fifty percent in the examples. The reduction is achieved by 
decreasing the time per pivot, since the number of pivots is slightly larger when scal- 
ing is used. In particular, the time spent in Step 2 (ratio time) is much less in the 
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Table 3 
DTRAN without scaling 
Problem Price Ratio Total time Total Time per 
type time time min. max. mean pivots pivot 
A-1 0.11 0.25 0.31 0.46 0.38 334 0.0011 
A-2 0.40 0.97 1.24 1.89 1.48 666 0.0022 
A-3 1.47 2.72 4.04 5.14 4.68 1334 0.0035 
DTRAN with scaling 
Problem Price Ratio Total time Total Time per 
type time time rain. max. mean pivots pivot 
A-I 0.09 0.12 0.18 0.30 0.23 342 0.0007 
A-2 0.31 0.52 0.70 1.27 0.95 729 0.0013 
A-3 1.05, 1.47 2.00 3.93 2.81 1351 0.0021 
scaled version. As can be seen in (l 1), the ratio time is roughly proportional to the 
size of the branch B e selected in Step 1. Thus, if we select small branches and if we 
maintain a forest that is a collection of many small trees, we should be able to reduce 
the computation time in Step 2. The polynomial pricing scheme is designed to 
choose small branches. The scaling technique, for reasons that we are not able to 
explain theoretically, yields small shallow trees. Typical behavior for an A-2 pro- 
blem is shown in Fig. 3. On the left, the average depth of the vertices versus the pivot 
number is plotted, and the graph on the right shows the number of trees versus the 
pivot number. In the scaled version, the average depth grows more slowly, and the 
number of trees decreases more slowly than it does in the non-scaled version. 
We also implemented two versions of DTRAN that use heuristic pivot column 
selection schemes. The first employs a variation of the common most negative price 
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rule. In particular, the pricing scheme in Step 1 is to find the most negative Ye (or 
positive Zr) in a tree T~. The selection of Tr is arbitrary, although no tree is taken 
twice consecutively unless there is no choice. The results are summarized in Table 4. 
Table 4 
DTRAN with scaling and heuristic pricing 
Problem Price Ratio Total time Total 
type time time min. max. mean pivots 
Time per 
pivot 
A-1 0.05 0.18 0.23 0.34 0.28 370 0.0007 
A-2 0.26 0.97 1.11 1.61 1.34 850 0.0016 
A-3 0.97 3.54 3.53 7.50 5.33 1728 0.0030 
The performance of this heuristic pricing scheme is much poorer than the 
polynomial algorithm's cheme. Although the price time is smaller, the ratio time 
is much larger and the total number of pivots increases ubstantially. 
The second heuristic pricing scheme we tested employs a variation of the branch 
selection rule described in Section 2. It is also designed to yield small branches, but 
to select them much more quickly than the polynomial-time version. Although its 
performance is much better than the first heuristic, it is not quite as good as the 
polynomial-time scheme. For example, the mean of the total times for A-3 problems 
is about 10°70 greater than the mean obtained with the polynomial-time version. 
Perhaps, a more elaborate variation of this heuristic would compete with or be 
superior to the polynomial algorithm's pivot column selection scheme. Nevertheless, 
we must conclude that in DTRAN, it is worthwhile to use a sophisticated pivot col- 
umn selection routine in order to select a proper edge to leave the spanning tree. 
Finally, to get some idea of the efficiency of our implementation of the dual 
algorithm relative to a primal simplex code, we compared the most efficient version 
of DTRAN with NETFLO [7]. DTRAN has about the same running time as 
NETFLO on the small problems, i.e. up to 300 nodes and 10,000 arcs, and is 30-60 
percent slower on the larger problems. 
Thus DTRAN's present computational use appears to be limited to situations 
where a dual algorithm is desirable for other reasons. For example, in a branch-and- 
bound algorithm, it is desirable to use a dual algorithm to solve the relaxation. 
Hence DTRAN could be used as a subroutine in a branch-and-bound algorithm for 
solving fixed-charge transportation problems. 
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