Abstract-In this paper, a solution to the problem of the multidimensional ( -D) polynomial factorization is attempted by using genetic algorithms (GAs). The proposed method is based on an appropriate minimization of the norm of the difference between the original polynomial and its desirable factorized form. Using GAs, we can obtain better results than with other methods of minimization (numerical techniques, neural networks, etc.). The present methodology, which can also be used for every type of -D factorization, is illustrated by means of a numerical example.
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I. INTRODUCTION
T HE factorization of a general multidimensional ( -D) (multivariable) polynomial into polynomial factors of lower order is a difficult problem, since the fundamental theorem of algebra holds only for one-dimensional (1-D) (or one-variable) polynomials. The problem of factorization of a real-coefficient -D polynomial into real-coefficient -D polynomial factors of lower order has great technical interest, even though it is still unsolved in the general case. It has great technical interest because of its many applications in the study of -D systems, distributed-parameter systems, and, of course, in -D signal processing. For example, a linear, shift-invariant D system is described by a transfer function, which is a ratio of two -D polynomials where (positive integers) are the degrees of the polynomials , with respect to and , The factorization results of -D polynomials are also useful in the theory of distributed-parameter systems (DPS), which are described by partial differential equations, since the characteristic polynomials of DPS are actually -D polynomials. Some of the properties of systems such as controllability and observability, may be studied in a straightforward manner if and are factorizable polynomials.
It should be noted that, up to now, the general factorization problem, i.e., the factorization of any factorizable polynomial,
has not yet to be fully solved. For this reason, some more or less special types of -D polynomial factorization have been studied by Tzafestas et al. [1] - [3] , Chakrabarti et al. [4] , [5] , Musser [6] , Wang [7] , Ekstrom et al. [8] - [10] , and Mastorakis [11] - [14] .
In this paper, the efficient technique of genetic algorithms (GAs) will be used for the solution to the problem of -D polynomial factorization.
II. GAs IN -D POLYNOMIAL FACTORIZATION
Generally, it is very difficult and rare to obtain exactly a certain type of factorization (Mastorakis [11] , [12] If we are not interested in a certain type of factorization, we can select the type of factorization for which the approximation is better, i.e., is minimum. Work in approximate -D polynomial factorization can be found in Mastorakis [13] , [14] .
In this paper, we suppose that the -D polynomial is written as follows: (2) (In other words, the only restriction placed upon is that there exists at least one independent variable, say , such that the only existing monomial including the maximum power of is ). is selected as the variable for which the only existing monomial including the maximum power of is , that is, ( , without loss of generality) and when . If this does not hold, another variable of can be selected as , and the variables and interchanged. If none of the variables satisfies this requirement, the attempted approximation-as one can see carrying out numerical experiments-has a great error and this type of approximate factorization is not recommended. In that case, other types of factorization may be more successful.
Two theorems [12] provide the necessary and sufficient conditions for the exact factorization of (3) and simultaneously provide the values of the unknown coefficients , . Suppose now the -D polynomial, given in (2), cannot be factorized into a product of general -D factors as in (3), i.e., the necessary and sufficient conditions formulated in [12] , are not satisfied. In an attempt to "factorize" approximately, an unknown factorizable polynomial of the following type is considered: (4) and the norm is minimized, where the symbol being used for the corresponding quantities of the unknown factorizable polynomial . In [13] the minimization has been attempted by using the Levenberg-Marquardt routine [15] . In this paper, we use a new optimization technique using an appropriate GA.
A brief overview of the methodology of GAs is as follows. Suppose we have to maximize (minimize) a function , which is not necessarily continuous or differentiable. GAs are search algorithms that were initially inspired by the process of natural genetics (reproduction of an original population, performance of crossover and mutation, selection of the best). The main idea for an optimization problem is to start our search not with one initial point, but with a population of initial points. The numbers (points) of this initial set (called population, quite analogous to biological systems) are converted to the binary system. In the sequel, they are considered as chromosomes (actually sequences of 0 and 1). The next step is to form pairs of these points, which will be considered as parents for a "reproduction" (Fig. 1) . "Parents" go through "reproduction" where they interchange parts of their "genetic material". (This is achieved by the so-called crossover, Fig. 1 ). However, there is always a very small probability for a mutation to exist. (Mutation is the phenomenon where quite randomly-though with a very small probability-a 0 becomes a 1 or a 1 becomes a 0). We assume that every pair of "parents" gives rise to children. By the process of reproduction, the population of the "parents" is enhanced by the "children" and we have an increase in the original population because new members have been added (parents always belong to the population considered). The new population has now members. Then, the process of natural selection is applied. According the concept of natural selection, from the members, only survive. These members are selected as the members with a higher value of , if we attempt to achieve maximization of (or with a lower value of , if we attempt to achieve minimization of ). By repeated iterations of reproduction (under crossover and mutation) and natural selection, we can find the maximum (or minimum) of as the point to which the best values of our population converge. The termination criterion is fulfilled if the mean value of in the -members population is no longer improved (maximized or minimized). More detailed overviews of GAs can be found in [16] - [19] .
In our problem of -D polynomial factorization, we wish to minimize where over . To this end, every is converted to the binary system and is considered as part of a big chromosome, , where every part corresponds to a particular . If we assume that every is converted to a -bits binary number, for the "chromosome" of we need bits, where is the number of . Our search starts with a randomly generated population of such chromosomes. In a quite random manner, this population is split into pairs of parents that will be crossed, i.e., they will interchange their genetic material (with crossovers) always under a very small probability for mutation (for example ). By this reproduction, a new population of members will be formed, since each pair of parents give birth to children. The new population is filtered and only the better members (here "better" means the lower values of , ) are retained in the population, and the others deleted. This is the so-called "natural selection". By repeated iterations of reproduction (under crossover and mutation) and natural selection, we can find the minimum of as the point to which the best values of our population converge. The termination criterion is: "the mean value of in the population is no longer improved". The algorithm is summarized as follows. The present GA is the basic GA and one can use more sophisticated schemata. In many cases, GAs find the global minimum of the minimization problem in question, in spite of its slow rate of convergence. In spite of the slow speed, the method is quite useful, since in most cases, especially in -D filter design applications, the factorization does not have to be done in real time.
For the selection of the initial population, we have made also use of the following improved technique: We start off with random parents, carry out our GA once and then select the best two members of the population. This must be done times. Thus, we can start from an "improved" initial population of (initial) parents.
III. EXAMPLE
Consider the following two-dimensional (2-D) polynomial which can be, for example, the characteristic polynomial of a 2-D system:
After the calculations, it is seen that the necessary and sufficient conditions for factorization into general factors given in [12] are not satisfied. So, the approximation of by a factorizable polynomial in the following form will be attempted: (6) or in a simpler notation (7) Therefore, the minimum of is considered, where
Using the Levenberg-Marquardt routine [15] the following solution is obtained:
and (9) This is same as the result found in a previous publication [13] . We now use the GA described in Section II with , , , , and . Then, the following solution is obtained: (10) The evolution of , , , , , , and their final convergence to the above values is shown in Fig. 2. Using these values for , , , , , and we obtain (11) which is an improvement over the result of (9), i.e., [13] . In Table I , the evolution and the convergence of the coefficients , , , , , and as well as that of the optimum value of in every generation are given. Convergence of the optimum value of in every generation, as well as that of the mean value of in every generation is shown in Fig. 3 . Hence or in an expanded form (12) So, one can write , i.e. In Fig. 4 , the amplitude of the transfer function given by (5) is sketched when , and , . In Fig. 4 , the amplitude of the transfer function given by (12) is also sketched when , and , . In Fig. 5 , the amplitude of the error is sketched when and belong to the same domains.
In Figs. 6 and 7, the amplitude of the transfer functions, , and are also sketched when and belong to the same domains. Changing the probability , the number of the parents , and the number of the children , we may achieve better convergence speed. However, this analysis is not inside the scope of the paper, which is to demonstrate the application of GAs in the factorization of -D polynomials.
IV. CONCLUSION
An -D polynomial, which is not exactly factorizable into general -D polynomials factors, is considered. This polynomial can be approximately factorized into general -D factors in the sense of the least square approach. To minimize the least-square error, instead of numerical techniques or neural networks that in most cases find local minima, we use an appropriate GA. The methodology presented here can also be applied to many types of -D factorization schemes, and could prove very useful in the design of -D filters and -D networks, since in most cases, an exact -D factorization is impossible. The effectiveness and superiority of the present method over the previous ones has been illustrated through an example.
