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Abstract 
Tomography is a technique for 2D and 3D image reconstruction of objects. It is based on taking projections according to 
several rotation angles of the object. These can be used to acquire information on the 3D volume of the object. In a great 
number of image reconstruction problems, an integral equation of the first kind (equation of convolution) has to be solved, 
which is an ill posed inverse problem. There are several mathematical methods for solving the image reconstruction problem: 
analytical and iterative methods.  
The analytical approach is presented in this work by the Filtered back Projection method (FBP). This approach is largely used 
and has the advantage of being fast. The second approach is based on a numerical method, which aims to obtain a solution 
close to the ideal one. In this work, we chose an iterative method using Least Squares algorithm with positivity constraint.   
A comparative study is made in order to examine the results of the two algorithms on synthetic 2D images and real 2D 
images taken by an X-rays radioscope. 
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1. Introduction 
The techniques of radiography and Tomography are largely used in medicine and industry [1], [2]. Computer Tomography 
(CT) is largely used in the medical field to reconstruct an image in three dimensions of the intern organs of humans.  
The techniques of imagery of radioscope and Tomography play a significant role in the field of industry. These techniques 
are widespread because of the penetrating character of x-rays. This characteristic also finds its application in several fields 
such as in Non Destructive Testing (NDT) (quality of welding). 
The formation of an image by a numerical radioscope is similar to that of traditional radiography. However, numerical 
radioscopy makes it possible to obtain digital images of which we can treat by computer. In 2D CT, a slice of the object to be 
controlled can be obtained. 
The principle of Tomography consists in exposing the object likely to turn around itself to a beam of x-rays (parallel, fan or 
cone shaped). Hence obtaining attenuations of these rays in several angles, which are called projections. These projections 
are detected with several swing angles by a detector placed behind the object. In order to obtain a 2D slice  of an object 
following several projections, we have to apply a reconstruction method. 
Different methods can be used to reconstruct the tomographic slices, a method of filtered back projection is used and in order 
to improve the quality of the slices, we use an iterative method based on least squares. 
 
2. Reconstruction algorithms 
 
Many reconstruction algorithms were developed in the last 30 years. These algorithms clearly differ one from the other due to 
the difference in application such as the geometry. However they can be divided into two great classes: analytical methods 
and iterative methods. Each class of methods has its advantages and disadvantages. And the choice of the method is made 
according  to  the  application.  Among  these  methods,  we  used  the  filtered  back  projection  method,  which  is  the  most 
widespread method that exist. And to make an improvement to our results, we integrate an iterative method within the 
meaning of least squares.   2 
2.1 Projection 
The basic principle of image reconstruction is based on the acquisition of attenuation recordings  ( ( ( ( ) ) ) ) y , x f  of the x-ray 
radiation according to several angles of incidence, they are what is called projections. By combining these projections, we 
obtain a reconstruction of a tomographic slice of the object in question. 
According to the diagram below, we define the coordinate system (t, s) by the rotation of the system (x, y) according to an 
angle θ θ θ θ . For a beam of parallel rays, each drop line forming an angle θ , corresponds a projection  ( ) P t θ  (Fig.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1 : Formation of projections. 
 
2.2 Filtered back projection 
 
The  filtered  back  projection  algorithm was  originally  developed  by  Ramachandran  and  Lakshiminarayanan  [3],  then 
generalized by Shepp and Logan [4]. For the sake of tomographic reconstruction, it is this algorithm is more commonly used. 
As it is indicated by its name, this algorithm consists of two stages: filtering of projections followed by a back projection. 
In our work we consider projection resulting from a parallel beam. The same principle can be applied for a cone beam and 
fan beam [5], [6]. 
2.2.1. Fourier Transform of a projection 
 
The Fourier transform theorem is regarded as the basic element of the image reconstruction methods. For an image  ( ) y , x f , 
the Fourier transform is given by: 
( ) ( ) ( ) ( )dxdy vy ux i y x f v u F ￿ ￿
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We can also write the Fourier transform of a projection for an angle   according to the following equation: 
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Knowing that in the system of reference (t,s), a projection is written in the following form: 
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From equations (4) and (5) we obtain  
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In the coordinate system (t, s), a projection is defined according to the 
following expression:  
( ) ( )
( )
￿ =
line t
ds y x f t P
,
,
θ
θ     (1) 
The  function  ( ) t P θ   is  called  the  transform  of  Radon  of  the 
function ( ) y x f , . For a constant θ angle, the projection of the object 
corresponds to the integral of the function characteristic of the object 
along the way of the rays crossing the object.   3 
By making an adequate change of variable, equation (6) can be expressed in the following way in the system (x,y): 
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With : 
θ θ sin cos y x t + =           (8) 
 
The right member of equation (7) is the two-dimensional Fourier transform of the density  ( ) y x f , , whereas the member on 
the right indicates the one dimensional Fourier transform of the projection. So the Fourier transform of a projection of an 
object to an angle θ  is equivalent to the Fourier transform of the density  ( ) y x f ,  with two dimension  along the line t at an 
angle θ . Thus for several anglesθ , we can obtain the Fourier transform with two dimensions for several lines with various 
projecting angles. Thus for several projections we can obtain the 2D Fourier transform  of ( ) y x f , . This is the mathematical 
statement of the so-called ‘Fourier slice theorem’ [3],[5] et [6]. We deduce then: 
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2.2.2. The filtered back projection algorithm 
 
By  carrying  out  a  change  of  Cartesian  system  (u,v)  to  the  polar  coordinate  system  in  the  Fourier  field  as  follows: 
θ ωcos = u , θ ωsin = v . This gives:  θ ω ω d d dudv = .  
Equation (10) then becomes: 
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It is shown that this equation is simplified in the following form: 
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Let us put: 
 
( ) ( ) ( ) ω ω π ω ω θ θ d t i S t Q ￿
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Where ω  is the ramp filter (Fig.2): 
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Fig.2 : Ramp filter. 
 
With the frequency transfer function as: 
 
( ) ( ) ￿
+∞
∞ − = θ θ d t Q y x f ,             (15)   4 
 
Where 
θ θ sin cos y x t + =             (16) 
 
In practice, we transform a continuous physical problem to a discrete mathematical problem. This corresponds to the stage of 
discetization where the data is discretized. In the discrete field, the filtered back projection algorithm is composed of three 
stages: 1 - Calculate the FFT of projections for each angle. 2 - Multiply this result by the transfer function W. 3 - Equation 
(15) becomes in the following discretized form: 
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2.3. Solution within the meaning of least squares 
 
The iterative methods contrary to the analytical methods, do not use an explicit reverse. An explicit model of reconstruction 
of the operator P of projection is necessary. The goal is to seek by using the operator P an approached solution within the 
meaning of least squares. Thus, we seek to minimize a functional: 
 
( ) ( ) f P Rf f J min Γ γ + − =
2
          (18) 
 
Where  ( ) f Γ  represents a soft constraint on f and γ  is a Lagrange multiplier. 
In [8]m where an iterative method is described that improves the approximate solutions to linear equations. Danielsson [7] 
proposed that results carried out by approximate reconstruction could be improved by using ideas similar to that found in [8]. 
The basic stages of this diagram are as follows: 
Generally, after having obtained a result by an approximate method of reconstruction such as by the filtered back projection, 
the result of the reconstruction is given following these stages: 
 
0 0 = = = = f (Initialization)           (19) 
[ [ [ [ ] ] ] ] 0 1 f f QP f − − − − = = = =α α α α           (20) 
 
The factor of profit  1 ≤ ≤ ≤ ≤ α α α α  is sometimes necessary to obtain convergence. Q is the reconstruction operator. 
For the iterations that follow, one uses the following expression: 
 
[ [ [ [ ] ] ] ] 1 1 − − − − − − − − − − − − + + + + = = = = i i i f f QP f f α α α α         (21) 
3. Results and discussion 
 
Our goal is to reconstruct an image close to its original using two algorithms: the method of filtered back projection and the 
method  of  least  squares.  The  purpose  of  using  these  two  algorithms  is  to  improve  the  reconstruction  process  and  for 
comparison purposes. This problem of reconstruction depends on projections taken from the original image, the swing angle 
varies in the interval of angles [0,180], starting from 0 degrees and progressing up to 180 degrees.  
3.1. Reconstruction by filtered back projection 
 
In paragraph 2.2.2 we presented the algorithm of filtered back projection, we noted that in the Fourier field, each projection is 
multiplied by the ramp filter W as shown in equation (13). With the aim of showing the effect of the filter on the result of the 
reconstruction of an image by the filtered back projection method, we consider two cases: no filter and a ramp filter. The 
reconstruction is made for several projections. 
Table.1 shows the results of the application of the filtered back projection algorithm on a synthetic image by taking account 
of the two cases: no filter and a ramp filter.   5 
No filter 
 
5 projections 
 
10 projections 
 
30 projections 
With ramp filter  
 
 
 
 
Original Image 
 
 
 
     
 
Table.1: Simple image reconstruct by the filtered back projection algorithm: no  filter and with ramp filter . 
 
We immediately notice that the image reconstructed by the filtered back projection algorithm if a filter is not applied gives a 
blurred reconstruction image. Whereas for the results obtained by the filtered back projection with a ramp filter gives a 
reconstructed image using 30 projections. However this image represents artefacts of lines. So we conclude the importance of 
the filter W for this method. 
3.2. Synthetic image reconstruction using the filtered back projection and least squares 
Table.2 gives the results of the reconstruction of a simple synthetic image obtained by the filtered back projection method 
and the least squares method. The synthetic image comprises circles, a rectangle and a triangle. For the two algorithms, the 
reconstruction is performed for several projections. 
In order to decide the number of projections for which the images will be reconstructed, during calculation we considered a 
step of rotation of: 20,9 and 2 (degrees). 
 
For the reconstructed image by the filtered back projection algorithm, the details start to appear by taking 6 projections. The 
image starts form itself at 9 projections. This can be explained by the simple nature of the image. The ;ore the number of 
projections increases the more clearness of the image increases.  
 
However, there is always the existence of severe artefacts of lines on the reconstructed image which are inevitable due to the 
stages of back projection. This is a result of non unicity of the solution in the case missing data. For 90 projections the image 
reconstruction is definitely better. 
Thus the more the form of the image is complicated, the more number of projections is necessary. We applied the algorithm 
of least squares to the same image, one notes that the quality of the image is better, the artefacts of lines are reduced. 
However, the computing time of the iterative diagram is longer than that of the filtered back projection. 
   6 
 
 
 
Original Image 
 
  Reconstructed image with least squares  Reconstructed image with filtered back projection  
 
9 projections 
 
 
   
 
 
 
20 projections 
 
 
 
 
 
36 projections 
   
 
 
 
90 projections 
   
 
Table.2: Simple image reconstruction by the filtered back projection algorithm and the least squares algorithm for various 
steps of projection angles. 
 
3.3. Reconstruction of  real images 
 
In order to apply this algorithm to a real image, we considered two images: an image of a welding and the other of an 
electronic circuit caught by an x-rays radioscope (table.3 and 4). We notice that because of the complexity of the details of 
the image of the welding and that of the electronic circuit, it is necessary for us to acquire a larger number of projections to be 
able to reconstruct the image in a clear way.    7 
Filtered back projection 
 
36 projections 
50 100 150 200 250 300
50
100
150
200
250
300
 
90 projections 
Least squares 
 
 
 
 
 
 
 
 
 
Real image 
 
36 projections   
90 projections 
 
Table.3: Image of a welding reconstructed by the filtered back projection algorithm and the least squares algorithm for 
various steps of projection angles. 
 
 
Filtered back projection 
 
36 projections 
 
90 projections 
Least squares 
 
 
 
 
 
 
 
Real image 
 
36 projections 
 
90 projections 
 
Table.4: Image of a circuit reconstructed by the filtered back projection algorithm and the least squares algorithm for various 
steps of projection angles. 
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For the image of the welding, the reconstruction of the image with 36 projections using the filtered back projection presents a 
correlation coefficient of 0.55, by applying the iterative least squares method this factor is increased to: 0.66, therefore the 
quality of the image improves. We increased the number of projections up to 90 for both images, the correlation is definitely 
high, it increases to 0.86 for the method of filtered back projection and 0.93 for the method of least squares. 
For  the  image  of  the  electronic  circuit,  the  image  reconstruction  is  clear  for  90  projections  and  presents  a  correlation 
coefficient equal to 0.97 for the method of filtered back projection, whereas for the method of least squares it increases to 
0.98. 
4. Conclusion 
 
In this paper, image reconstruction for simple figures and real figures was performed using the filtered back projection 
method. We noticed that the reconstruction process is limited. For a large number of data, this algorithm is rather precise. The 
condition of having a sufficient number of data is necessary for the exactitude of calculation.  
We also noticed that the application of the filtered back projection algorithm without filter gives a blurred image. In the case 
where a ramp filter was applied, the reconstruction is more correct and gives practically a precise result. This algorithm is 
rather precise if the data are sufficient, however there exist artefacts of the lines in the reconstructed image. 
We had recourse to the least squares regularization method, because it has a better adaptability compared to the analytical 
method, because of the possibility of adding the regularity a priori in the reconstructed image. This method however presents 
the disadvantage of having an important computing time compared to the analytical method.  
Although it presents an important computing time compared to the filtered back projection we notice that the reconstructed 
images are definitely better. The artefacts of lines are minimized in the reconstructed images compared to those reconstructed 
using the filtered back projection.  
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