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Abstract: Monitoring distributed applications executed on a computational Grid is chal-
lenging since they are executed on several heterogeneous nodes belonging to different admin-
istrative domains. An application monitoring service should provide users and administra-
tors with useful and dependable data on the applications executed on the Grid. We present
in this paper a grid application monitoring service designed to handle high availability and
scalability issues. The service supplies information on application state, on failures and on
resource consumption. A set of monitoring mechanisms are used according to grid node
nature to effectively monitor the applications. Experiments on the Grid’5000 testbed show
that the service provides dependable information with a minimal cost on Grid performances.
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Fournir de la QoS au travers d’un service de supervision
d’applications pour grille
Résumé : Superviser des applications distribuées s’exécutant sur une grille de calcul est
compliqué dans la mesure où ces applications s’exécutent sur plusieurs nœuds hétérogènes
appartenant à différents domaines d’administration. Un service de supervision d’application
doit fournir aux utilisateurs et aux administrateurs des données fiables sur les applica-
tions qui s’exécutent sur la grille. Nous présentons dans ce papier un service de supervi-
sion d’applications pour grille conçu pour traiter les problèmes de haute disponibilité et de
passage à l’échelle. Ce service fournit des informations sur l’état des applications, sur les
défaillances et sur les consommations de ressources. Un ensemble de mécanismes de supervi-
sion sont utilisés en fonction de la nature des nœuds de la grille pour superviser de manière ef-
ficace les applications. Les expériences menées sur la plate-forme d’expérimentation Grid’5000
montrent que le service fournit des informations fiables avec un coût minimal sur les perfor-
mances de la grille.
Mots clés : grid computing, supervision d’applications, QoS, Vigne
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1 Introduction
Computational grids [5] bring together a great number of computing resources possibly
distributed on several administrative domains. They can provide the amount of resources
needed for High Performance Computing (HPC). But executing and managing distributed
applications on grids is a challenge since grid nodes are heterogeneous and volatile. Inher-
ently to the grid nature, grid services must provide the user with dependable and consistent
services to ease grid use.
In this paper, we present GAMoSe, a grid application monitoring service. The goal of
this service is to facilitate the execution and the management of applications on grids by
providing information on application execution. The architecture of GAMoSe has been de-
signed to handle grid specificities, i.e. node volatility , node heterogeneity and grid scale, to
provide quality of service (QoS) for users. QoS is also ensured by the accuracy of the moni-
toring mechanism that can provide dependable information on the state of the applications,
resource utilization and failure detection. Furthermore GAMoSe is totally transparent for
applications and for the operating system of grid nodes.
The rest of the paper is organized as follows. In Section 2, we present the context of our
work. Section 3 exposes the requirements and the information GAMoSe should provide. The
architecture and the communication model of the service are presented in Section 4. Section
5 describes the QoS provided for grid users. In Section 6, we present implementation details
on monitoring mechanisms. GAMoSe has been integrated into the Vigne Grid Operating
System [8, 11]. An evaluation of the service is presented in Section 7 and Section 8 describes
related work. Finally, we draw conclusions from this work in Section 9.
2 Context
In this section, we expose the context of our work and the assumptions we made. We also
define some terms we use in this paper.
2.1 Grid Model
Computional grids bring together a great number of computing resources distributed over
many administrative domains. In this study, we consider grids with an uncountable number
of nodes. A grid node can be a Linux PC or a cluster which is also seen as a single node
from a grid point of view. A cluster can operate with a Single System Image (SSI) or with
a batch scheduler. As the goal of an SSI is to give the illusion of a single SMP machine, we
consider that a SSI cluster is equivalent to a Linux PC at grid level: we call them Linux
nodes. A grid is a dynamic system in which nodes can join or leave at any time and where
failures can occur. Failures can be node failure or failure of a communication link.
Each node of the grid has its own local Operating System (OS). To provide services at
grid level, a Grid Operating System (GOS), Vigne for instance, is executed on each node on
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top of the local OS. A GOS provides services like resource discovery and allocation or job
management. This paper focuses on an application monitoring service.
2.2 Application Model
A distributed application can make use of resources provided by the grid since it can run
on several nodes. Our service targets this kind of application.
We call application components the different parts of a distributed application. An
application component runs on a single grid node, as illustrated on Figure 1, and can be
composed of one or many processes. These processes may be created dynamically during
the execution. Several application components, which can belong to different applications,








Figure 1: A distributed application executing in a grid environment
3 Requirements
To have a global view of GAMoSe, we first detail the information it provides and study the
usefulness of this information. In the second part of the section, we deal with the properties
of the service. In a last part, we explain why we want the monitoring mechanisms to be
transparent.
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3.1 Definition of the Service
The goal of a grid application monitoring service is to provide data on the execution of
applications in the grid. The information provided by GAMoSe is the state of the application,
information on failures and the among of resources utilized.
State of the Application Components The best way to give information on the state
of a distributed application is to give the state of each application component. GAMoSe
does not try to compute a global state for the application since it would not be pertinent.
For example, if the state of a distributed application is running, it could mean that all
application components are waiting for resources to execute except one which is already
running. It could also mean that all components have finished executing except one which
is still running.
The state of an application component qualifies its evolution on the node it has been
submitted to. However, GAMoSe cannot give the percentage of computation executed be-
cause this evaluation can only be done by instrumenting the application code and this does
not meet the constraint of transparency exposed in Section 3.3. The state of the application
components enable the user to keep an eye on the evolution of the applications she has
submitted to the grid.
Failure Detection Determining the state of application components also includes failure
detection. As we saw in Section 2.1, failures of grid nodes or communication links can occur.
These failures need to be detected because it can induce an issue for the global application
achievement if they affect nodes where application components were running. Application
components can fail for many other reasons, a bug in the application code or the reception
of a signal like SIGKILL for instance.
Providing information on failures is mainly useful for grid application management. Sec-
tion 5.2 details how accurate information on application failures can be used to improve
application management.
Resource Consumption The resource consumed by an application during its execution
must be evaluated. GAMoSe measures CPU time utilization and memory usage. Measuring
resource consumption is useful for accounting. It can also help administrators to evaluate
the level of use of their resources.
3.2 Service Properties
GAMoSe has to deal with the grid specificities presented in Section 2.1, to ensure a high
and constant QoS.
High Availability: Grid nodes are unreliable due to disconnections and failures. GAMoSe
should be highly available and provide accurate information despite reconfigurations.
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Scalability: A multitude of applications can potentially run simultaneously on the grid.
Monitoring all these applications will generate a large amount of data. Dealing with
this amount of data should impact neither the service performance nor the grid per-
formance.
Accuracy: On each node of the grid, the monitoring of the application components must
be as precise as possible according to the specificities of the local OS. The failure
of one process can induce the failure of an application component. That is why the
application monitoring service has to monitor all application processes, even those
created dynamically.
3.3 Constraint: Transparency
For several reasons, we have added a constraint to the monitoring mechanisms used: they
should be transparent for the applications and for the local OS.
First of all, GAMoSe must be transparent for the applications in order to work with
legacy codes. It must support applications that were not initially designed to be monitored
by the service. That is why it should require no modifications in the applications and no
relinking.
Moreover GAMoSe must be transparent for the local OS since modifying an OS is a
complex task that induces unwanted effects. First, resource owners will probably not share
their resources on the grid if it has an impact on their operating system. Then, a resource in
the grid can also be used by a local user outside the grid context. In this case, she probably
does not care about grid features.
4 Design Principles
Requirements detailed in Section 3.2 have to be taken into account when designing GAMoSe.
The architecture of the service and the communication model must provide support for
scalability and high availability.
4.1 Architecture
Dealing with node failures is the most difficult case to ensure high availability of the service.
Therefore, no node should have a central function to avoid a single point of failure issue
that would compromise the entire service. Futhermore, GAMoSe must be able to manage
efficiently large amount of data. Thus, a distributed architecture is the appropriate solution
to overcome these issues.
The architecture of the service is presented in Figure 2. Two types of entity compose the
service: application monitors and component monitors. In this example, two applications,
each composed of two application components, are monitored. Component monitors are not
represented on nodes hosting application monitors, even if one is present.
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Figure 2: Architecture of the monitoring service
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4.1.1 Application Monitor
Each application has its own application monitor. An application monitor is created when
an application is submitted to the Grid OS and is destroyed after the end of the application
execution. The application monitor collects the monitoring information about each com-
ponent of the application and compute the application resource consumption. To collect
information, application monitors have to interact with component monitors.
In the system, the nodes are organized in a structured overlay network. Thus, each
node has a location independent name. Thanks to key based routing (KBR), it is possible
to communicate with any node if its logical name is known. Furthermore, a distributed
hash table (DHT) service is built on the top of the structured overlay. This DHT service
has several channels, particularly an application monitor channel. As a consequence, an
application monitor can be reached from anywhere in the network only by knowing its logical
name. The logical name is obtained during the submission of the application, is unique and
is independent of the application submission node. The overlay network features of the
system are described in [8].
4.1.2 Component Monitor
There is a component monitor on each node of the grid. The function of the component
monitor is to monitor all application components executed on the local node. So a component
monitor is not dedicated to an application. The data collected by the component monitor
are stored on the local node in a storage unit associated to the monitor. The storage is local
to limit network communications because monitoring data are typically more frequently
updated than read. Moreover, storing the data locally distributes the amount of monitoring
data to store among all the nodes of the grid. The component monitor communicates with
the application monitor through the communication model described in Section 4.2.
4.2 Communication Model
Network is a critical resource as components of distributed applications need to communicate
with each other. Thus, the network bandwidth used by grid services must be minimal.
Notification To get information about a component, the application monitor could pe-
riodically send a request to the concerned qcomponent monitor. But this method induces
useless communications if the information on a component has not changed since the last up-
date. To reduce these useless communications, we introduce a communication model based
on notifications. In this model, communications are initiated by the component monitors.
When a component monitor detects an important change in the state of a component, it
notifies this change to the application monitor and through the same message, it updates
also the resource consumption of the component. The important changes that are notified
are the beginning and the end of the execution and the application failures.
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Query/Response Query/response is the communication model used between users and
application monitors. The user can send a request to the application monitor that monitors
her application. The application monitor forwards this request to the concerned component
monitors to get the updated information about resources consumption of each application
component and then sends the response to the user.
5 How GAMoSe Provides Grid Users with QoS?
GAMoSe provides the grid system with the ability to harvest application executions. This
section presents the benefits for the grid users to use GAMoSe.
5.1 High Availability of the Monitoring Service
The first step to provide users with a high QoS level is to ensure the high availability of
the monitoring service. Thus, the service must be resilient to nodes failures induced by the
dynamic behavior of the grid.
Nodes failures are handled by the application monitor (see Section 4.1.1). Two cases
may happen.
First of all, a failure may occur on a node hosting an application component. The failure
implies losses of information concerning resources utilization. Such losses are not an issue,
if we assume that a grid user should not pay for the utilization of resources that sustained
failures. Otherwise, the losses can be avoided by regularly sending utilization reports to the
application monitor.
Then, a failure may occur on a node hosting the application monitor. Because the
application monitor is a key component for GAMS, it must live through failures.
As stated in Section 4.1.1, the application monitor is based on a structured overlay net-
work with a DHT. A mechanism of group communication built on the top of the structured
overlay allows to send messages to a group of replicas. The messages sent to an application
monitor are atomically multicast to the group of replicas of the application monitor. The
application monitors are actively replicated. The consistency of the replicas is ensured since
the application monitors rely on a deterministic automaton. The nodes hosting the replicas
are automatically chosen using the DHT service. As a consequence, with the help of group
communications and duplication facilities of the DHT, the application monitors is highly
available. More details of the self-healing properties of the application monitor are presented
in [11].
5.2 QoS Provided to Grid Users
5.2.1 Reliable Application Execution
GAMoSe provides two mechanisms to execute applications reliably. Indeed, it handles
coarse-grained failures that are failures of nodes and it handles fine-grained failures that
are process failures.
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In case of a node failure, the application monitor is able to detect it. Indeed, the appli-
cation monitor has an heartbeat mechanism to check that the nodes used by the application
components are alive. So, when the application monitor detects the failure of a node used by
an application component, it applies a fault tolerance policy like restarting the application
component on another node from scratch or from a checkpoint.
Several circumstances may lead to failures in application executions. Some issues are
induced by errors in the application code so nothing can be done to achieve a correct
execution. However, some issues are induced by the execution context. For instance, if
an application uses a shared /tmp directory that becomes full, the application is killed if it
tries to write a file. Thus, if this application is restarted to another node, its execution is
likely to be correct.
The component monitor (see section 4.1.2) is able to deal with this kind of failure.
Indeed, it monitors the execution of every application processes and detects any abnormal
termination. Thus, on detecting an abnormal termination, the component monitor notifies
the application monitor that will be able to apply a fault-tolerance policy as described above.
5.2.2 Ease Problem Diagnostics
In the event of an application failure, some issues depend on the execution context and
some other depend on errors in the code. In this latter case, the component monitor is
useful because it can detect the reason for the failure, for instance, the signal sent to the
application or the error code. Then, the grid user can be informed of the reason for the
failure and possibly fix the code of her application.
5.2.3 Accuratly Account the Resources Utilization
In production grids where resources are hired to consumers, the accuracy of the resource
utilization measure is a necessary condition to fairness. In this way, the component monitor
(see Section 4.1.2) provides fine-grained information about resource utilization. Indeed, by
monitoring each process creation and termination, GAMoSe measures accuratly the CPU
and memory resources used by an application. If Service Level Agreement (SLA) are used
in the grid, those measurements can help services that have to control the respect of agree-
ments [9].
According to the accounting policy, as stated in Section 5.1, information locally stored
on a node may be lost or not. If utilization information must be kept, a tradeoff must be
found between the frequency of sending local information to the application monitor and
the bandwidth cost.
6 Implementation
We have implemented a prototype of GAMoSe and integrated it into Vigne. In this sec-
tion, we first briefly present this prototype. Then we focus on monitoring of application
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components. We describe the monitoring mechanisms that we use according to the local
OS.
6.1 Integration to Vigne
Vigne [8, 11] is a GOS for large scale grids with heterogeneous and unreliable nodes. Vigne
is based on a distributed architecture providing self-healing capabilities.
Vigne is designed to provide a simplified view of a grid for users. Vigne provides services
like resource allocation or application management. All these services are built on top of
structured and unstructured peer-to-peer overlays. Vigne provides a simple interface for
users to enable them to submit jobs and to get information on the job they have submitted.
We have integrated our service into Vigne so that users can get monitoring information
on the applications through the user interface of Vigne. Thanks to the structured peer-
to-peer overlay and KBR, we have been able to easily locate application monitors and to
establish communications between application monitors and component monitors.
6.2 Monitoring of Application Components
The information on application components must be as precise as enabled by the local
system. In this section, we detail monitoring mechanisms used by the component monitors
on clusters with batch schedulers and on Linux nodes.
6.2.1 With Batch Schedulers
An application component is submited as one job to a batch scheduler. Every batch scheduler
provides information on jobs. They give the state of the jobs, including fail state, and most
of them also give data on resource utilization. So, the only work for the component monitor
is to retrieve the information provided by the batch scheduler. Due to DRMAA [12], we can
have the same interface for every batch scheduler and also get uniform information.
Many batch schedulers only monitor the first process of a job. So the monitoring can be
inaccurate, especially for failure detection, if application components create new processes
dynamically. However, we do not want to modify batch schedulers to improve monitoring
because of the constraint of transparency expressed in Section 3.3.
6.2.2 On Linux Nodes
On Linux nodes, i.e. Linux PC or SSI clusters, the monitoring service can monitor processes.
For each application component executing on a node, the component monitor of this node
must know at any time the identity of each process belonging to an application component
to be able to give accurate information on resource utilization or to detect failures. The
problem is that, from an external point of view, creation and termination of processes are
not governed by any rule. This means that new processes can be created or terminated at
any time during the execution of the application component.
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Using the process group ID of Unix systems can be a simple solution to identify every
process of an application component but this solution is not reliable because programmers
can change the process group ID of a process with the setpgid system call.
By intercepting the systems calls implied in process creation and termination, we can
get the information we need for process monitoring:
fork is called to create a child process. Intercepting fork enables to know the new processes
created.
exit terminates the current process. Intercepting exit enables to know the processes ter-
minating.
waitpid waits for the state of a child process to change, i.e. the child process has terminated
or the child process was stopped by a signal. Intercepting waitpid enables to know
processes ending and how they end.
Using LD PRELOAD, we wrap the libc functions corresponding to these three system calls
with monitoring code. This code transfers useful information to the component monitor
when one of these system calls is used by an application component. We can see this
mechanism as the generation of an event on the execution of these system calls. Thus the
component monitor is aware of each dynamic process creation and can detect when and how
processes terminate. The main limitation of this solution is that LD PRELOAD can not be
used with statically linked applications.
As LD PRELOAD is set just before executing an application component, our code is used
only by the processes of the application component. So the parent process of the first process
of an application component does not use the wrapped functions. fork and waitpid are
not intercepted for the first process since they are called by its parent process: creation
and failure of this process are not detected. To overcome this problem, we use a start
process. A start process fork to execute an application component. LD PRELOAD is set
before executing the start process so that fork and waitpid can be intercepted for the
first process of the application component.
7 Evaluation
The main aspect we want to evaluate is the impact of GAMoSe on performances since we
target HPC. Evaluations focus on Linux nodes since the role of the component monitor is
very limited with batch schedulers. We first measure the impact of system calls wrapping on
application execution time. Then we present an experience made on the Grid’5000 testbed
to evaluate the cost of communications inside GAMoSe.
7.1 Influence of System Calls Interception on Execution Time
The wrapping of libc functions with LD PRELOAD used to intercept system calls can induce
an overhead on the applications execution time. We evaluated this overhead. Our measure-
Irisa
Providing QoS in a Grid Appication Monitoring Service 13
ments were made on a workstation with a 3.6 GHz Pentium 4 processor and a 2.6.14 Linux
system.
We executed an application which creates 100 processes. Each of these processes termi-
nates with exit and is waited with waitpid. Each process simulates a computation time
with a sleep of n seconds. We measured the execution time of the application with various
values of n, with and without the wrapping of libc functions. The results are summarized









0 s 0.413 s 0.477 s 0.064 s (15.5%)
1 s 1.416 s 1.497 s 0.081 s (5.72%)
10 s 10.418 s 10.483 s 0.065 s (0.62%)
100 s 100.415 s 100.482 s 0.067 s (0.07%)
Table 1: Overhead induced by system calls interception
The execution with n=0 shows that the maximum overhead is 15,5%. But this is not a
realistic case because our target is scientific applications. So we can assume that processes
run longer and have to do some computation. The execution with n=100 is more realistic.
In this case, the overhead is only 0.07%. We can conclude that the overhead induced by
system calls interception is negligible.
7.2 Communication Cost
To evaluate the cost of communications between the entities of GAMoSe, we have executed
Vigne on the Grid’5000 testbed. The Vigne daemon has been deployed on 116 nodes spread
over 7 Grid’5000 sites: Bordeaux, Lille, Lyon, Orsay, Rennes, Sophia, Toulouse.
We have submitted 464 applications to Vigne and measured the amount of data sent
by each high level services of Vigne through the network. Each application is composed
of one application component. The results are summarized in Table 2. At the end of the
experience, every application components have been executed. Beginning and termination of
the components as well as their resource consumption have been notified to the application
monitors.In this experience, only the executable of each application component has been trans-
ferred, about 12 Ko per application component. This experience shows that the percentage
of network bandwidth used by GAMoSe is very small in comparison with the other high
level services of Vigne. Furthermore, the total amount of data sent by GAMoSe is small
enough to conclude that the cost of the communications inside GAMoSe is very limited.
PI n˚1831




Resource Allocation 9144 ko (44.5%)
File Transfer 6524 ko (31.7%)
Application Management 4674 ko (22.7%)
GAMoSe 222 ko (1.1%)
Table 2: Network bandwidth usage of Vigne high-level services
8 Related Work
The survey [16] presents an overview of grid monitoring systems. It identifies scalability
as the main requirement monitoring systems. That is why most services are based on a
distributed architecture. As our service is dedicated to application monitoring, we have
created application monitors which enable to merge the data on a per application basis.
This cannot be done in a generic monitoring architecture like the Grid Monitoring Archi-
tecture (GMA) [14] for instance. In this case, the user has to develop her own mechanism
to aggregate information. Three models of interactions between producers, entities that
produce monitoring data like the component monitors, and consumers, entities that receive
monitoring data like the application monitors, are supported by GMA: publish/subscribe,
query/response and notification. We have used two of these communication models: no-
tification and query/response. Thus the network bandwidth we use for data collection is
optimized in comparison with the periodical poll used in Ganglia [10] or in the XtremWeb
grid middleware [3].
In the field of QoS, monitoring mechanisms used in existing grid systems to monitor
applications executed on Linux nodes are not accurate or not transparent. The transparent
solution which is mainly used is to scan the /proc pseudo file system to get information on
the first process created when executing the application. End of the application is detected
when the process disappears from /proc. Although this solution does not allow to monitor
processes created dynamically and to detect failures, it is the solution used by the Globus
Grid Resource Allocation and Management protocol (GRAM) [4], on which Condor-G [7]
is based, by Nimrod/G [2], by XtremWeb and by Legion [6]. The OCM-G [1] monitoring
system or Autopilot [15] enable to accurately monitor applications in grid systems but, in
contrast with our approach, they are not transparent for applications since the application
code needs to be instrumented.
9 Conclusion
We have described in this paper GAMoSe, a grid application monitoring service. This highly
decentralized service has been designed to scale with the number of applications executed in
a large grid and with the number of processes and components in an application. GAMoSe
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tolerates node joins and leaves and is highly available despite node or communication link
failures. GAMoSe provides dependable information on application, i.e. on failure and re-
source utilization, especially on Linux nodes where it is able to monitor every process of an
application component even dynamically created processes. In contrast with other monitor-
ing systems described in the literature, the accurate monitoringh mechanisms of GAMoSe
are completelly transparent for the applications.
Due to the accurate information it supplies, GAMoSe provides QoS to users. It enables
to execute applications reliably since node and process failures are detected. In the event
of a process failure, GAMoSe reports the cause of the terminaison. The user can thus
diagnose the reason for the failure and know if the error comes from the application code for
instance. Finally, providing accurate information on resource utilization is very important
if grid resources are billed to users.
GAMoSe cannot accurately monitor statically linked applications. It would be possible
to monitor those applications if system calls were intercepted at system level. This issue will
be further investigated in the framework of the XtreemOS European project [13] targeting
the design and implementation of a Linux-based Grid operating system with native support
for virtual organizations.
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