Introduction
The NASA LeRC PMAD DC Testbed is a reduced scale representation of the power management and distribution system for the Space Station Freedom The SSF PMAD system consists of DC power generation, DC distribution, and control equipment. In its final configuration the testbed will consists of two power channels utilizing of breadboard type components.
Power sources and electrical load simulators have been developed to assist with the integration of the various testbed elements and to address system level issues. Power system control and operation issues like source control, source regulation, system fault protection, end-to-end system stability, health monitoring, resource allocation and resource management are being evaluated in the testbed. The testbed main components are: Solar Arrays (SA) and Solar Array Electronic Simulators (SAES), Sequential Shunt Units (SSU), DC Switching Units (DCSU), Main Bus Switching Units (MBSU), DC to DC Convener Units (DDCU), secondary and tertiary switchgear, load convener units, load simulators, and a hierarchical distributed control system. A complete description of the PMAD DC Tcstbed and its evolution is found in reference [1] .
Control System Description FigureI isablockdiagram of the PMAD DC Testbed
highlighting the control system architecture. The DC Testbcd control system is a hierarchical and distributed array of lntel 386 based standard controllers. Each controller is configured with the appropriate Ada software to perform a power control function. The monitoring and control functions, implemented in each node, ensure safe, efficient, and autonomous system operation. The ADA programming language has been selected by the SSF program to provide a flexible platform for efficient control algorithm development and implementation.
Ol:>erotor Interfoce I testbed operators and provides some of the functions that the Dam Management System (DMS) will provide in the SSF. Among these are: testbed software and hardware conflguration and initialization, pow_:r system monitoring, graphical data display, and command and control of all power system components. Currently, one computer performs these functions for both the primary distribution system and the secondary/tertiary systems. In its final configuration the testbed will have two OIS computers like shown in Figure 1 . The GBC are a fluster of controllers that will emulate the functionality of the SSF Control Center and the Engineering Support Center (ESC 
Figure 2 Control System Hierarchical Functional Breakdown
The Power Management Controller (PMC) and the Load Management Controller CLMC) are Level II controllers. Their major functions are to coordinate the low level (level III) controllers and track overall system performance in both, the primary and secondary/tertiary distribution systems. The PMC verifies and implements the On-board Short Term Plan (OSTP), initializes the primary distribution system, performs global system monitoring, and provides power system information to the OIS and GBC. The Level II controllers communicate with the Level III controllers via an 802.4 token bus network.
The Level III controllers, also known as the low level controllers, are the Main Bus Controller (MBC) and the Photovoltaic Controller (PVC).
The MBC monitors and controls the Main Bus Switching Unit (MBSU) and the DC-to-DC Converter Units CDDCUs); the PVC monitors and controls the Battery Charge/Discharge Units (BCDUs), the Direct Current functions performed by these controllers, as well as the LMC, falls within the SSF modules and payloads efforts, which are not the responsibility of the NASA LeRC. However, minimal monitoring and control functions are implemented to ensure safe operation of the power hardware.
Control System Data Requirements
The control system's two major fimctions are to continuously monitor the state of the power system and to control the various elements of the testbed. The control system monitoring function is implemented by periodically sampling the power system components' data, smoothing it, and analyzing it for acceptable system performance.
The monitoring functional requirements are to ensure safe operation of the power system, to track energy constmaption and storage, to detea and verify faults and interruptions, and to provide the OIS and GBC with a confident EPS operating state. The PMC and LMC send the changed data to the IDIS over an additional 802.4 network dedicated to this purpose.
Because the OIS and GBC/ESC computers communicate over a TCP/IP Ethernet interface, the IDIS must coven data between these two types of networks.
This IDIS software is written in the C++ language, so that commercial network drivers could be used.
DATA TRANSFER
FROM IDIS -The IDIS keeps a list of all the data items that can be requested from the testbed. When an OIS or GBC/ESC computer requests a data item, the list is marked so that when new data arrives, the IDIS can send the data only to the computers that requested it. The data is sent via a TCP/IP Ethernet network to the proper computers.
The IDIS merges data requests from the OIS and GBC/ESC computers, so that the graphics algorithm is only notified that a datum is needed once, no matter how many requesters there are. The IDIS also keeps a database holding all the information needed to requests a specific piece of data (if it is not in the snapshot). This information is part of the requests sent to the graphics algorithm. Since this information is appended by the IDIS, the OIS and GBC/ESC computers can requests data by name without having to supply the location of the data (PMC or LMC) and the message need to retrieve the data.
Development Status
Development of the low level data acquisition scheme has been completed and incorporated into the testbed [ I 
Conclusions
Data requirements for the testbed control system are dictated by the functionality being implemented at each level of the architecture. The testbed control system hierarchy data acquisition function is distributed among its various levels. Fast acting control functions, that require time critical data are implemented at the lowest level.
These functions require periodic data sampling to assure safe system operation and performance. Slower response control functions are implemented at the higher levels and require data to be reported at least every second. The data acquisition function presented in this paper meets the requirements for a hierarchical and distributed power management and control system. Final integration and check-out of all the capabilities presented in this paper are currently underway in the NASA LeRC PMAD DC Testbed. 
