Multi-touch selection and interaction on and above the surface by Strothoff, S. (Sven)
sven strothoff
MULTI-TOUCH SELECTION AND INTERACTION
ON AND ABOVE THE SURFACE

INFORMATIK
MULTI-TOUCH SELECTION AND INTERACTION
ON AND ABOVE THE SURFACE
Inaugural-Disseration zur Erlangung des Doktorgrades der
Naturwissenschaften im Fachbereich Mathematik und
Informatik der Mathematisch-Naturwissenschaftlichen
Fakultät der Westfälischen Wilhelms-Universität Münster
vorgelegt von
sven strothoff
aus Herten
2015
Sven Strothoff:Multi-touch Selection and InteractionOnandAbove
the Surface © 2015
dekan:
Prof. Dr. Martin Stein
erster gutachter:
Prof. Dr. Klaus Hinrichs
zweiter gutachter:
Prof. Dr. Wolfgang Stürzlinger
tag der mündlichen prüfung:
10. Juli 2015
tag der promotion:
10. Juli 2015
ABSTRACT
Multi-touch input is the de facto standard for interaction with
mobile devices. As mobile devices become more powerful users
perform increasingly complex computing tasks on them, necessi-
tating interaction techniques and interfaces that are both precise
and expressive. Selection is a fundamental operation in graphi-
cal user interfaces. In a survey of existing selection techniques
an overview of previous work on selection is presented. Most
techniques for touch input are based on traditional selection tech-
niques that were developed for mouse-based interfaces and only
use a single touch. Using truemulti-touch input presents an oppor-
tunity, but also a challenge, to createmore powerful and expressive
interaction techniques.
We present a selection technique for arbitrary regions. Using
the context of multiple touches, i. e. their order and relative posi-
tion, our technique is capable ofmodifying and refining selections
to precisely select the desired regions of interest.
An interaction concept based on secondary touches that pro-
vide contextual information to other touch gestures called pinning
touches is introduced. We present an interface that uses pinning
touches to facilitate object grouping and tagging.
In the second part of this thesis multi-touch input is combined
with a stereoscopic projection to access the third dimension above
the surface. Even though objects can be visualised above the dis-
play the touch sensing is only available on the surface. We intro-
duce Triangle Cursor, an indirect interaction technique for objects
above the surface.
All presented interaction techniques are evaluated in user stud-
ies and include a discussion of design considerations for their
integration into existing user interfaces.
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1
INTRODUCTION
Multi-touch interaction has seen a rapid growth over the past
few years. Since the introduction of the iPhone by Apple in 2007,
multi-touch input has become the de facto standard for smart-
phones and other mobile devices like tablet computers. With the
availability of touch-capable notebook computers and computer
displays, multi-touch input is available on an ever-increasing num-
ber of devices. While multi-touch input had been invented many
years before, the introduction of the iPhone initiated its ascent
to a mainstream input technology. Nowadays, billions of people
around the world use multi-touch interfaces every day.
Many interfaces are called multi-touch interfaces, although
only a single touch is used for interaction. Often the fact that the
hardware is capable of detecting multiple simultaneous touches
is the only reason for an interface to be labelled as multi-touch.
Most user interfaces for touch input are heavily influenced by
traditional graphical user interfaces.The computer mouse was the
dominant input device for graphical interfaces formore than three
decades. User interfaces that were designed formouse-based input
are often just transferred to a new touch-based environment by
replacing the mouse cursor with a touch. While there are benefits
of using traditional interaction schemes that users are familiar
with, there is also a huge potential to improve the interaction
by adapting the techniques to the novel capabilities provided by
multi-touch input.
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In this thesis we present three interaction techniques for multi-
touch input that contribute to different areas. The common goal
of all these techniques is to enable more expressive and powerful
interaction by combining multiple touches. We present user stud-
ies for all interaction techniques to verify our design decisions
and examine their performance compared to existing techniques.
As we are designing user interface techniques the participants’
subjective ratings and observations during the experiments are
considered in addition to these performance characteristics. The
discussion of each technique is concluded with an examination
of design considerations for integrating our techniques into exist-
ing user interfaces. Challenges that arise from the combination
with other touch gestures and possible solutions are discussed. In
addition, several design variants that might be more suitable for
different applications and usage scenarios are presented.
In the first part of this thesis we focus on regularmulti-touch in-
teraction on the surface. An extensive survey of existing selection
techniques is presented in Chapter 2. Using a system of classifiers
previous work is categorised and structured. A graphical overview
of the examined body of related work is used to identify areas that
have not been explored. This result motivates the development
of two novel multi-touch selection techniques presented in the
following two chapters.
Chapter 3 presents our novel multi-touch region selection tech-
nique (Strothoff and Hinrichs 2013a,b). Through the use of multi-
ple touches and their context—their order and relative position—
our technique can not only precisely select regions, but also mod-
ify and refine existing selections. The contextual information al-
lows touch-based interfaces to achieve a level of control that was
previously only available for mouse-based region selection tech-
niques.
In Chapter 4 we extend the touch input vocabulary by introduc-
ing the concept of pinning touches. Pinning touches are stationary
touches that are used in addition to other touch actions. Comple-
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menting existing touch gestures with the contextual information
provided by pinning touches enables more expressive touch in-
teraction. We present a group selection and tagging interface
(Strothoff et al. 2015) based on the concept of pinning touches.
The second part of this thesis takes a leap into the third dimen-
sion above the surface. By combining touch-capable displays with
a stereoscopic projection that enables the visualisation of objects
above the display’s surface we can access the volume above the
display. As touches can only be sensed on the surface, objects
displayed above the surface can only be interacted with indirectly.
Chapter 5 introduces Triangle Cursor (Strothoff et al. 2011b)
an indirect interaction technique for multi-touch input. Using
Triangle Cursor it is possible to select and interact with objects
that are displayed in the volume above the surface.
Chapter 6 concludes the thesis.
In the following section we take a brief look at project AVIGLE,
a research project with challenging user interface requirements.
The focus of this thesis remains on multi-touch interaction. We
introduce project AVIGLE to create a backdrop for the user inter-
face requirements discovered during the project that inspired the
interaction techniques presented in the following chapters.
1.1 project avigle
Project AVIGLE1 was an industrial research project in which three
universities and seven members of the high-tech industry com-
bined their domain knowledge and expertise to create a new mul-
tifunctional aerial service platform.The project was funded by the
Hightech.NRW initiative of the Ministry of Innovation, Science,
and Research of the German state of North Rhine-Westphalia and
the European Union. University working groups focused on flight
dynamics, communication networks, computer graphics, virtual
reality (VR) and visualisation. The universities worked together
1 http://www.avigle.de
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with industry experts for building miniature unmanned aerial
vehicles (MUAVs), wireless communication technology and tra-
ditional aerial photogrammetry. The goal of the project was to
create a swarm of partly autonomous flying robots to provide
inexpensive alternatives to existing approaches.
The project aimed at developing a swarm of MUAVs for two
main objectives.
virtual reality By acquiring aerial photographs 3D geo-
metrical information of buildings and landscapes can be
extracted to develop an efficient process for creating 3D
models for VR and visualisation applications. Such virtual
environments can be used for visualisation and simulation
purposes in city planning, architecture and catastrophe
management.
cellular network provision Thetemporary supplemen-
tation of cellular networks through flying relay stations was
researched. At events where large crowds gather, like sport
events or concerts, the amount of voice and data traffic
cannot be handled by the existing stationary infrastructure.
In such cases the existing cellular network can be extended
by a swarm of MUAVs equipped with networking gear.
In order to address these goals, the project was divided into four
work packages.
1. Design and development of autonomousMUAVs.
2. Development of team strategies and swarming algorithms
for acquisition of aerial photographs or establishment of a
cellular network.
3. Definition of interfaces between different subsystems and
development of communication protocols.
4. Development of a process to create a virtual environment
from aerial photographs.
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The scope of the following discussion is limited to the fourth
work package (Strothoff et al. 2010) and the virtual environment
(Strothoff et al. 2011a). For more information on the other work
packages please refer to Rohde et al. 2010.
1.1.1 Virtual Environment and Interaction
The aerial images acquired by theMUAVs are used to create a
virtual environment. This virtual environment can then be ex-
plored and experienced using immersive display systems. But it
is also used as feedback for the operator controlling the swarm of
MUAVs. Visual representation of theMUAVs and their current
state can be integrated into the virtual environment to provide
an overview of the mission area and the current mission state.
This visualisation is also used as a control interface allowing the
operator to alter mission parameters and send new or updated
commands to the swarm.
The virtual environment is constructed using two steps. In
the first step a flat aerial image layer is created by combining
aerial photographs sent by theMUAVs. This image layer is then
extended by a 3D reconstruction in the second step. The 3D re-
construction can not start immediately, as several overlapping
images have to be collected first, while the aerial image layer can
be displayed as soon as the first image is available. To establish a
correspondence between the mission area in the real world and
the virtual environment meta data from theMUAV, like position
and orientation, are used to geo-reference the images.
The aerial image layer is similar to image layers offered by most
digital mapping tools, for instance Google Maps, in addition to a
schematic map. These image layers are often called satellite im-
agery although the high-resolution images used on high zoom
levels are actually orthographic photographs taken from aero-
planes equipped with special cameras.
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Traditionally acquired images are captured under finely con-
trolled conditions like precise flight planning, good weather con-
ditions and best lighting (i. e. time of day). Even though, a lot
of time-consuming manual processing is necessary to turn the
captured images into one continuous image layer.
Compared to traditional aerial photography project AVIGLE
faced several specific challenges. The images acquired by the
MUAVs are of different quality.MUAVs flying at different alti-
tudes results in images of varying resolution. Yet, if a region is
covered by multiple photographs the photograph (or part of the
photograph) that offers the best resolution should be displayed
for that region.
As theMUAVs are small and light, their flight behaviour is less
stable than that of a larger aircraft. Even if the camera is mounted
so that it is pointing directly downwards most of the images will
not be taken orthogonal to the ground. This presents another
challenge for combining the images into a flat aerial image layer.
Before the images can be used they have to be rectified, that is
reprojected, to yield orthophotos.
All photographs are subject to perspective distortion. There
is no such thing as an orthographic photograph. However, if the
images are taken from an altitude that is far greater than the dif-
ference between the ground and the tallest structures, perspective
effects become so small that the resulting images are close to an
orthographic projection. Only small corrections are necessary to
create orthophotos from these photographs.
Due to the comparably low altitude of theMUAVs perspec-
tive changes in the images are much more noticeable. While
photographs taken from aeroplanes flying at high altitudes pro-
vide a reasonable approximation of an orthographic projection, a
MUAV flying just a few metres over a building will result in very
noticeable perspective effects in the captured images.
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aerial image layer Images received from theMUAVs
not only have to be preprocessed (e. g. geo-referencing and rectifi-
cation), but also combined with overlapping images to determine
and use the best image data available. This results in a high num-
ber of images that have to be considered (and reconsidered when
new images arrive) and large amounts of image data. Depending
on the size of the mission area even the combined aerial image
layer on its own becomes huge. While it is desirable to show the
highest resolution content available it is not feasible to use this
resolution if the virtual camera is moved high above the land-
scape and large regions are displayed. A data structure that is
capable of handling and displaying these amounts of image data
had to be developed. For digital mapping tools it is common to
pre-process map layers and split them into map tiles for different
resolutions.Then only the visible map tiles have to be determined
and an adequate resolution depending on the position of the vir-
tual camera has to be chosen. A similar approach was chosen for
project AVIGLE. Due to the interactive nature of the project a
static pre-processed data structure was insufficient. New images
should be integrated into the aerial image layer immediately when
they arrived. Therefore, a dynamic data structure called Flexible
Clipmap (Feldmann et al. 2011) that allows incremental updates
of the image layer and is capable of efficiently displaying the most
recent version was developed.
3d reconstruction While aerial photographs taken from
different angles pose a challenge to combining them into a two-
dimensional image layer, they provide the opportunity to create a
three-dimensional reconstruction of the environment if enough
overlapping images of different angles are collected. Again, it was
required that the 3D reconstruction can be extended and refined
incrementally as additional images become available over time.
Existing tools that generate 3D data from a collection of pho-
tographs, like Microsoft Photosynth (Snavely et al. 2006), deliver
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stunning results but are not suitable for project AVIGLE, because
all images are required beforehand and the calculation takesmany
hours. If only a single image is added the 3D reconstruction has to
start over and all processing done so far was wasted. Also, the 3D
reconstruction should be updated with new images in a matter
of seconds instead of hours. To achieve these goals a new incre-
mental 3D reconstruction algorithm was developed. This new
algorithm is capable of showing a coarse 3D reconstruction that
allows the operator a broad orientation almost immediately. This,
for instance, allows the operator to decide where additional data
is needed and send commands to the swarm accordingly. As more
images are added or more processing time is spent on the exist-
ing images the 3D reconstruction is incrementally updated and
refined.This allows the information gathered in previously uncov-
ered regions to be quickly integrated into the 3D reconstruction.
If no new data is available additional time is spent on the existing
data to increase the quality of the current 3D reconstruction.
virtual reality applications The creation of a three-
dimensional virtual environment enables interesting VR applica-
tions. Using immersive display techniques the user can explore the
virtual representation of the real environment. A head-mounted
display and a redirected walking technique (Steinicke et al. 2010)
allow thewearer to explore the virtual landscape as if being present
in the real environment. Another option is using a CAVE, a com-
bination of multiple display surfaces with stereoscopic projection,
and head tracking to be immersed into the virtual environment.
Theuser can step into the virtual scene and explore it by flying over
it with a virtual camera or investigating structures, like buildings,
from all sides.
operator interface In addition to enabling immersive
exploration the virtual environment serves another important
purpose as control interface for the MUAV operators. Com-
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bined with real-time information like visual representations of the
MUAVs and their current location and orientation the operator
can get an overview of the current state of the mission. Although
this control interface was never fully realised during the project
a large tabletop display could be used. The virtual environment
would be displayed like a map on a table. Visual representations of
theMUAVs would be displayed above this map layer. To visualise
the positions of the MUAVs above the mission area and their
relative positions to each other a stereoscopic projection with
head tracking should be used. The operator could walk around
the table to look at different parts of the mission area to get a good
overview of the whole mission through the three-dimensional
display. To interact with the swarm of MUAVs and alter mission
parameters the tabletop display would be combined with multi-
touch input technology. This would allow the operator to directly
interact with the displayedMUAVs and command them as nec-
essary. With hardware capable of supporting multiple users the
tabletop set-up would allow the collaboration with other people
involved in amission.The operator could discuss the current state
of the mission with experts to decide how to progress the mission
further and then issue new or updated commands to the swarm.
related publications More information on the other
aspects of project AVIGLE concerning the aerial image process-
ing and creation of the virtual environment can be found in the
following related publications. For more information on the cre-
ation of a combined aerial photography layer from individual
aerial photographs and the data structures that enable rendering
the large amount of image data please refer to the work of Dirk
Feldmann (Feldmann and Hinrichs 2012; Feldmann et al. 2011).
The 3D reconstruction consisted of two processing steps: creation
of a 3D point cloud from the aerial images and the generation
of 3Dmeshes from these point clouds. Finding feature points in
overlapping images and calculating their 3D position to get a 3D
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point cloud and later refinement to get a dense point cloud is cov-
ered by the work of Jan Roters (Roters and Jiang 2013; Roters et al.
2011). Turning 3D point clouds into meshes and gathering texture
information from the original aerial photographs is discussed in
the work of Tom Vierjahn (Vierjahn et al. 2013a, 2012, 2013b).
1.1.2 Inspirations Drawn from Project AVIGLE
Project AVIGLE was very ambitious and a lot of challenges from
different domains (one of the ideas behind the Hightech.NRW
initiative) were tackled at the same time. The high complexity
of the project resulted in several delays that eventually led to a
change of focus and a revision of the original project goals.
Until the very end of the project only a single unmanned aerial
vehicle (UAV) prototype was available, so the interface to steer
and command a whole swarm or even multiple swarms of drones
was no longer a key focus of the project. While there were am-
bitions to proceed with the control interface using a simulated
swarm of drones, ultimately, the intended control interface was
never fully realized during the course of the project.
However, several of the requirements for the operator interface
that were developed and composed during the project served as in-
spiration for the interaction techniques discussed in the following
chapters.
complex region selection One of the goals of project
AVIGLE was to operate the UAVs in a semi-autonomous mode.
Capable of vertical take off and landing, equipped with advanced
sensor technology and constantly connected to the base station
the UAVs were supposed to control their flight parameters au-
tonomously.
Instead of one pilot for each individual drone a single opera-
tor should be able to control all drones at once. To support such
a scenario an indirect control scheme is necessary. The drones
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should be able to stay airborne and avoid collisions autonomously,
therefore, the operator only defines the mission parameters and
objectives. While it is possible to define the role of a drone (pho-
tographs, communications link, . . . ), by default the swarm would
assign the roles automatically based on the current state of the
mission, the available drones and their current location.
Aside from some global mission parameters, the operator only
sets the mission objectives and target regions in the autonomous
mode. A typical mission starts out with some kind of base map
layer (like OpenStreetMap) on which the general mission area
is defined. To get up-to-date aerial images of the mission area a
high-altitude overflight is a common next step. After the overview
images are acquired and processed additional mission objectives
and regions can be specified.
The target regions are defined as two-dimensional regions on
a map layer—either the initial base map or the map enriched
with acquired aerial photographs. Mission objectives can then be
defined as a combination of commands and a selected region. For
example: “collect high-resolution aerial images (i. e. a low- altitude
overflight) of the specified region”, “gather enough images (from
different angles) to perform a 3D reconstruction of the specified
region” or “provide wireless network coverage in the specified
region”.
Due to the interactive and iterative nature of the data acquisi-
tion the virtual representation of the mission area is constantly
refined. During the course of a mission these updates might result
in revised or refined mission objectives. On the one hand this
can be a change of priorities, so that the scheduling of objectives
is changed. On the other hand it can also mean that the target
regions need to be adapted.
In an image acquisition mission an object of interest might
only be partly covered by the acquired photographs, so that the
target region has to be extended to capture the whole object. If
the drones are used to provide wireless network coverage the net-
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work users might be moving, so that the bandwidth requirements
have to be monitored and the coverage area has to be updated
regularly. It might also be possible that specific regions have to be
avoided by the drones altogether. Government-regulated no-fly
zones (e. g. around airports) are static restrictions that can be
considered during mission planning. However, if the drones are
used in a disaster response mission, there might also be dynamic
flight restrictions. For instance, a fire might break out or spread
during themission. If the fire is detected in the aerial photographs
iteratively sent by the drones the mission target regions should be
updated to avoid flying over the fire. So, in addition to defining
target regions it must also be possible to restrict flight in an area
by excluding it from defined target regions or setting up explicit
no fly regions.
To accommodate these requirements an interfacemust not only
allow the quick definition of regions, but also later refinement
and editing of them. In Chapter 3 a region selection technique is
presented that was designed to facilitate this kind of editing and
refinement in a multi-touch setting.
complex group selection Drones are grouped into
swarms to control the behaviour of multiple drones at once. De-
pending on the use case multiple swarms of drones, possibly over-
lapping or arranged in a hierarchical structure could be needed. A
specific role could be assigned to each drone or a swarm of drones.
For instance, one drone could be tasked to take photographs while
other drones are responsible for keeping up a communication
link between the photographing drone and the base station. It
would also be possible that more than one role at a time would
be assigned to a single drone.
During the course of amission several parameters could change.
New drones could be deployed and added to the swarm. Depleted
batteries could force active drones to land. Also, as the drones
constantly gather data that is relayed to the operator at the base
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station, the tasks assigned to the swarms are possibly refined by
the operator or mission objectives might change completely.
This feedback loop results in constantly changing mission ob-
jectives and a variable number of available drones which necessi-
tates a user interface that allows to dynamically group or regroup
drones to swarms, assign drones to one or multiple swarms and
assign roles to drones. Ideas originally developed to meet these
requirements motivated the development of the tagging and com-
plex group selection interface that is presented in Chapter 4.
3d interaction For mission planning, observation and
control during a mission a tabletop set-up resembling a virtual
sand table could be used. The base map, and aerial photographs
as soon as they are available, are displayed on a large tabletop
display like a physical map lying on the table. This allows users
to walk around the table and look at different parts of the map.
Visual representations of the drones should be displayed on the
map. Their current state, like battery levels, their current role or
their swarm association should be visualised by adding overlays
or annotations. Using a birds-eye view and adding the drones to
the map layer would not be sufficient to get a good understand-
ing of their position above the terrain and relative to each other.
Therefore, a three-dimensional display is required. As the drones
move in the space above the terrain their visual representations
should be displayed above the flat map layer. To achieve this a
stereoscopic tabletop display is used, so that the drone represen-
tations are actually perceived above the tabletop. If the captured
aerial images are used to generate a 3Dmodel of the environment
these models can be displayed as well. The incrementally refined
3D reconstruction of the terrain and structures like buildings
could be used to augment the flat map or aerial image layer to get
an even better understanding of the mission environment.
While the use of a stereoscopic display is beneficial to the vi-
sualisation and spatial understanding of the operator it also in-
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troduces challenges to the user interface and interaction design.
The drones are perceived to be above the tabletop, however, the
physical display remains two-dimensional. One possible solution
is the use of an in-air interaction technique, but there are some
drawbacks when using these techniques that make them unsuit-
able for an operator interface. For example, holding outstretched
arms in mid-air quickly becomes tiring and prevents prolonged
use of such an interface.The lack of haptic feedback and occlusion
caused by the arms make it difficult to perform precise actions.
Furthermore, a problem often referred to asMidas Touch (Kjeld-
sen and Hartman 2001; Schwarz et al. 2014) is inherent for all
in-air interaction techniques. It is hard to understand the user’s
intention to decide which motions are to be interpreted as inter-
actions. For these reasons we investigate another solution for the
operator interface.
An indirect approach using two-dimensional multi-touch in-
teraction on the tabletop was developed. The result is a cursor
that uses two touches to interact in the three-dimensional vol-
ume above the tabletop. The two touch points and the point of
interaction form a triangle, which gives this technique its name:
Triangle Cursor.
Using multi-touch interaction the display surface provides hap-
tic feedback, so there are no unintended actions. During inter-
action the hand can be rested on the display, resulting in lower
fatigue and thus higher precision. While occlusion by the hand
can not be avoided altogether, Triangle Cursor was designed to
minimise the occlusion of the area of the user’s focus and not
to interfere with the stereoscopic perception. Triangle Cursor
can be used to quickly select any point in the three-dimensional
space above the tabletop. It can be used to select drones and move
them to different locations (i. e. set new target positions for them).
By using Triangle Cursor four degrees of freedom (DOFs) can
be controlled using a single hand: the 3D position and the yaw
angle. An extension of Triangle Cursor allows controlling of all
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six DOFs to precisely define and plan complex flight paths. In
Chapter 5 Triangle Cursor is presented and discussed in more
detail.

Part I
ON THE SURFACE
We start by presenting an extensive survey of ex-
isting work on selection techniques. In a graphical
overview of the survey we identify areas that have
not been explored yet: selecting regions using multi-
touch input and the extension of the touch vocabu-
lary through pinning touches. We present two novel
interaction techniques for surfaces that are capable
of multi-touch input. These interaction techniques
target two areas not addressed by existing related
work. Both techniques take advantage of truemulti-
touch input—using multiple simultaneous touches
on the surface.

2
SURVEY OF SELECTION TECHNIQUES
To obtain an overview of existing work for group selection we
first compiled a list of published papers describing relevant work:
Dehmeshki and Stuerzlinger 2008, 2009a,b, 2010; Hinckley et
al. 2006; Kawasaki and Igarashi 2004; Leitner and Haller 2011;
Lindlbauer et al. 2013; Mizobuchi and Yasumura 2004; Moran
et al. 1997; North et al. 2009; Saund et al. 2003; Seifried et al. 2012;
Xu et al. 2012.
We then developed a set of classifiers based on different proper-
ties of the investigated selection techniques. Using these classifiers
we categorised the body of related work. To get a better under-
standing of existing techniques and identify areas that are not yet
explored we developed a graphical representation of our categori-
sation.
In the following sections we introduce the classifiers, provide
a summary and classification of the related work, and, finally,
present and examine the graphical overview to identify unex-
plored areas.
2.1 description of classifiers
To categorise the body of selection techniques we developed a set
of classifiers based on input hardware, the mode of operation of
the techniques and different selection capabilities. Following are
the descriptions of these classifiers.
19
20 survey of selection techniques
Mouse This classifier indicates if a selection technique is de-
signed for mouse-based interfaces. Many traditional user
interfaces on desktop computers rely primarily on the com-
puter mouse as input device. Mouse-based interaction is
indirect. The mouse is used to control the position of a cur-
sor which is then used to interact with the user interface.
On notebook computers a trackpad may be used as point-
ing device instead of a mouse. However, the interaction
scheme is the same for both mouse and trackpad.
Pen This classifier specifies if a selection technique is designed
for input using a digital pen. Interfaces using digital pens
come in different forms, from interactive whiteboards to
tablet computers and graphics tablets. Interactive white-
boards, like the popular SMART boards produced by Smart
Technologies, usually combine a projector and a projection
surface that can detect input via digital pens. As the name
suggests interactive whiteboards are a digitally enhanced
version of whiteboards that can be found in many class-
rooms or meeting rooms. Some tablet computers rely on
digital pens to control their user interface. Newer models
usually combine touch input with a digital pen for writ-
ing or drawing applications. Pen interaction on interactive
whiteboards or tablet computers is direct, i. e. the user can
draw directly on the screen. Graphic tablets, for instance
theWacom tablets used bymany digital artists, are a kind of
hybrid between direct and indirect interaction. Usually the
interaction area of the tablet is mapped directly to the dis-
play, so that each position on the display could be accessed
directly. But as there is no way to see where an object on
the display would be located on the interactive surface of
the tablet a cursor is needed. While the pen’s tip is hovered
over the tablet a cursor displays the pen’s position over the
tablet. Using this cursor the pen can be positioned precisely
before it is brought down to the surface to start interacting.
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The classifier Pen is assigned to interfaces using any of
these kinds of digital pens.
Touch This classifier applies to direct touch input. It covers se-
lection techniques designed for all types of display devices
that are capable of detecting touch input. Large projection
screens or tabletop displays using touch detection tech-
niques like rear diffuse illumination (Matsushita and Reki-
moto 1997) or frustrated total internal reflection (FTIR,
Han 2005) are included aswell as smaller devices like tablets
or smartphones that usually rely on capacitive sensing for
touch detection.
Multi-touch While the classifier Touch is used for all touch-
based interaction this classifier is only assigned if multiple
simultaneous touches are used. Touch and multi-touch are
often used synonymously. Two separate classifiers are used
to make a clear distinction between them. The classifier
Multi-touch also implies the classifier Touch .This is not
the case for the opposite direction. Not all interaction on
multi-touch-capable hardware (i. e. the hardware is capable
of detecting more than one simultaneous touch) is taking
advantage of simultaneous touches and should not be called
multi-touch interaction.
Hold If the selection technique makes use of a hold gesture this
classifier is assigned. A hold gesture is a stationary touch
for a prolonged period of time. It is different from a tap
gesture where the display is touched only for a short period
of time or a sliding gesture with a moving touch.
Pin A pin gesture is the combination of the hold gesture with
other user actions. This classifier is assigned if the selection
technique uses a hold gesture and other actions at the same
time, i. e. something is held down (pinned down) while
other actions are performed. The interaction technique
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introduced inChapter 4 is based on the pin gesture. Pinning
touches will be discussed in more detail in Section 4.1.3.
Rectangle This classifier indicates that a selection technique
allows the specification of a rectangular area to select the
region or objects inside the rectangle. Many applications on
desktop computers support at least some form of rectangu-
lar selection. Rectangles can be dragged in file management
applications to select files. In image editing applications
regions of an image can be selected using a rectangle tool.
Virtually all applications for editing vector graphics or de-
signing three-dimensional objects, like computer-aided
design (CAD) applications, support selecting objects con-
tained inside a rectangular area.
Lasso Free form selections are used by a selection technique
with this classifier. Most image editing applications contain
a free form selection tool—often called lasso tool. The user
can draw the contour of a region to select the region inside
the contour. It is also possible to select objects by drawing a
closed path around them and selecting all enclosed objects.
In/out This classifier is assigned to selection techniques that
differentiate between actions performed or started inside or
outside of an existing selection.The term actions in this case
refers to actions that are part of the selection process, not
other actions of the application that are performed on the
selection. If the selection technique selects a region In/out
refers to the differentiation of the inside and outside of the
selection region. For techniques that select objects In/out
refers to the differentiation of selection actions performed
on selected and de-selected objects.
Region This classifier specifies that a selection technique is used
to select a region (instead of discrete objects). In image
editing applications this region may be a precise area of
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pixels in the image. Other applications might require the
user to select one ore more region(s) of interest.
Objects This classifier is assigned if a selection technique is used
to select discrete objects. An object can be any graphical rep-
resentation in the interface, like icons representing files or
applications, graphical primitives in graphics applications
or more complex entities in CAD applications.
There exists a larger variety of selection techniques for select-
ing objects (instead of regions). To better differentiate these tech-
niques we introduce a set of additional criteria that are specific to
object selection.
Auto mode If a selection technique automatically decides its
mode of operation, i. e. selection or de-selection, this classi-
fier is assigned. In desktop applications themode is often set
explicitly usingmodifier keys on the keyboard or buttons in
the user interface to switch themode. If only toggling the se-
lection of a single object by repeatedly clicking or, in case of
touch or pen input, tapping it this classifier is not assigned.
This classifier is assigned only if the selection technique
includes some form of logic that automatically decides if
the user wants to perform a selection or de-selection based
on the user’s actions.
On/off objects For the assignment of this classifier it is re-
quired that a selection technique differentiates between
actions that are performed or started on objects or on the
surrounding space (background). In contrast to the classi-
fier In/out this classifier is independent of the selection
state of the objects.
Direct This classifier is assigned if objects that are to be se-
lected are specified directly. For instance, objects are se-
lected by tapping or clicking directly on them.
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Indirect If objects are selected indirectly this classifier is used.
There are different ways of indirect selection that are cov-
ered by this classifier. For instance, selection techniques
specifying a region for selecting all contained objects are
classified as Indirect . The classifier is also used for tech-
niques that select objects based on the objects’ properties
or their layout. While it appears as if direct and indirect
selection are mutually exclusive some selection techniques
support different ways of selection resulting in a classifica-
tion as both Direct and Indirect .
Surround This classifier is used for selection techniques that
select objects by surrounding them. For instance, the ob-
jects inside a rectangular region or enclosed by the bound-
ary of a free form selection are selected by surrounding
them.
Crossing If all objects intersecting a selection gesture are se-
lected this classifier is assigned. For instance, drawing a line
through several objects to select them.This technique of in-
tersecting the objects with a gesture is commonly referred
to as crossing.
Path Techniques that base object selection on paths instead of
regions are covered by this classifier.This applies to straight
and curved paths. Most selection techniques that are based
on Crossing use a path-based gesture for selection. But
also techniques that select all objects along a linear path,
i. e. with a linear layout, are included in the classifier Path .
2.2 classification of selection techniques
In the following, we categorise each item of related work by as-
signing above classifiers. A summary of each selection technique,
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highlighting the aspects that led to the assignment of the respec-
tive classifiers, is included.
intelligent mouse-based object group selection
Dehmeshki and Stuerzlinger (2008)
Mouse Objects Direct Indirect
The authors investigate alternatives to traditional mouse-based
object group selection techniques such as rectangle or lasso se-
lection. By considering the way the human perception naturally
groups objects, also known as Gestalt theory (Koffka 1935), the
authors present a newmethod for grouping objects based on their
proximity or (curvi-)linearity. Single objects can be selected or
de-selected directly. By double-clicking on an object the Gestalt
group that contains the object can be selected. In case of ambigui-
ties resulting from intersecting (curvi-)linear groups or multiple
object clusters in close proximity, the selection technique employs
clicks with modifier keys to extend or constrain the selection.
gpsel: a gestural perceptual-based path selec-
tion technique
Dehmeshki and Stuerzlinger (2009a)
Pen Path Crossing Surround Indirect Objects Lasso
Auto mode
GPSel is a selection technique for selecting objects (nodes, edges)
along a path in graphs. Using the Gestalt principles of continuity
and closure, perceptually salient paths are detected. Short stroke
gestures with a pen that start on an object and point in the direc-
tion of an edge are used to select a path. To constrain the path or
to avoid ambiguities in the selection additional gestures can be
used. By crossing an already selected path the selection can be
constrained in the direction of the gesture. Selected objects that
lie on the path in the opposite direction are de-selected. Narrow
forks along a path can result in multiple continuous paths. In this
case all paths that satisfy the continuity criteria are selected. To
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resolve these ambiguous selections a path selection gesture at the
fork can be used to constrain the selection to one of the sub-paths.
Depending on the state of the selection and the position where
the gesture is performed the selection technique automatically
decides if additional objects are to be selected or the current se-
lection is to be constrained, resulting in the de-selection of some
of the already selected objects. For the selection of cyclic paths
the authors use a lasso gesture. If an object is surrounded by the
lasso gesture all closed paths that contain that object are selected.
ice-lasso: an enhanced form of lasso selection
Dehmeshki and Stuerzlinger (2009b)
Pen Lasso Objects In/out Indirect Surround
ICE-Lasso is an extension of the lasso selection technique that is
common for pen-based interfaces. While the user is drawing a
lasso gesture ICE-Lasso detects clusters of objects near the gesture
and highlights them. The user can select the highlighted cluster
using a pigtail gesture (i. e. drawing a small loop in the path).
Alternatively the user can continue drawing a regular lasso gesture,
for instance to select only a part of an object cluster. As soon as
the first object is selected, by surrounding it with the gesture,
ICE-Lasso automatically switches to an auto-completing lasso
mode (Mizobuchi andYasumura 2004). To selectmultiple clusters
using a single selection gesture the pigtail gesture can be repeated.
It is also possible to extend a selection after it is completed. If
the lasso gesture is started inside an already selected group the
selected objects or clusters are added to the selection. A new
selection is begun if the lasso gesture is started outside of the
current selection. To de-select objects a curved line can be drawn
inside a selected group. All objects that are on the concave side of
the curve are de-selected. A whole cluster can be de-selected by
drawing a small curve inside it that does not contain any objects.
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design and evaluation of a perceptual-based ob-
ject group selection technique
Dehmeshki and Stuerzlinger (2010)
Pen Indirect Crossing On/off objects Path Auto mode
The authors present a perceptual-based selection technique for
selecting whole or partial groups with (curvi-)linear or random
structures. The pen-based technique uses flick gestures to select
object groups. By analysing location, direction and shape of the
gestures the desired groups are inferred and selected.The underly-
ing group structure of the selection is visualised by links between
the objects. Using a line or an arc gesture that crosses through an
object the group of objects aligned with the gesture is selected. To
restrain the selection of the group in one direction the gesture can
be started on an object and be performed in the desired direction.
In case of ambiguities all matching groups are selected. This can
result in branching along a path of selected objects. An unwanted
branch can be cut by drawing a flick gesture through the visual
link connecting the object where the branching occurs and the
first object on the unwanted sub-path. The objects on that branch
are then de-selected. For the selection of arbitrary groups the
authors use a series of flick gestures. Depending on the location of
the gestures the selection technique automatically decides which
objects are to be selected and de-selected to continue the selec-
tion process. If the gesture is performed at the end of a connected
group the selection is extended in the direction of the gesture.
If the gesture is performed in the middle of a connected group
the objects between the location of the gesture and the end of
the group are deselected and the objects in the direction of the
gesture are selected. Using this technique arbitrary selections can
be incrementally constructed.
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phrasing techniques for multi-stroke selection
gestures
Hinckley et al. (2006)
Pen Crossing Lasso Surround Indirect Direct Objects
In/out Auto mode
This paper investigates different pen-based object selection tech-
niques with a focus of phrasing multiple strokes to a single action.
If a selection action is comprised of several strokes it is not clear
if the strokes belong to an ongoing action or if the action was
completed and the stroke begins a new action. The combination
of elemental actions into a single command is called phrasing.The
authors investigate the possibilities of phrasing multiple actions
using a button or touchpad operated by the non-dominant hand.
A prototype application is presented that supports different selec-
tion techniques using multiple strokes. The elemental operations
include directly selecting objects by tapping them with the pen or
crossing strokes through objects and indirectly selecting objects
by surrounding them with a lasso gesture. By using multiple lasso
gestures additional objects can be selected or already selected
objects can be de-selected. The selection technique automatically
decides if objects are to be selected or de-selected based on the
location of multiple lasso strokes. Strokes that begin inside the
current selection and extend outwards can be used to select ad-
ditional objects, while strokes that begin and end outside of the
current selection de-select objects.
regional undo for spreadsheets
Kawasaki and Igarashi (2004)
Mouse Region
The authors propose a regional undo technique for spreadsheet
applications. Typical undo techniques are based on the temporal
order of operations. If the user spots an error in a specific cell of
the spreadsheet, there is no information when the error occurred.
To fix the error possibly a lot of actions have to be undone, losing
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a lot of work that has been done after the error occurred. Using
the regional undo technique proposed by the authors the region
containing the error can be selected and the previous state (or
states) of the cells in this region can be restored. As this undo
operation only affects the selected region it is independent from
actions that affected other parts of the document. This avoids
having to undo a lot of unrelated operations to fix an error.
harpoon selection: efficient selections for un-
grouped content on large pen-based surfaces
Leitner and Haller (2011)
Pen Crossing Surround Indirect Direct Lasso Objects
Path Auto mode
Harpoon Selection is a selection technique for pen-based inter-
faces. Itsmain selectionmode combines selection by crossingwith
an area cursor. All objects that are crossed by a selection path are
selected. Instead of using just the path an area surrounding the
path is also used for selection, as if the selection path was drawn
using a pen with a large tip. As there is no perfect spot size for all
selection cases the authors use a dynamic spot size that changes
with the speed at which the selection gesture is drawn. Fast move-
ments result in a big spot size and can be used to quickly select
large groups of objects. With slow movements and a small spot
size precise selections are possible. To modify existing selections
single objects can be added or removed by tapping on them di-
rectly. For larger modifications additional selection strokes using
the Harpoon tool can be used. Harpoon Selection automatically
decides whether objects are to be added to the selection of re-
moved from it based on the selection state of the first object that
is crossed. If the first object is selected all objects crossed by the
gesture will be de-selected. If the first object is not part of the
selection all crossed objects will be added to the selection. The
authors also suggest an improvement of Harpoon Selection by
overloading it with a lasso selection tool. When the user starts to
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draw a selection gesture around objects the lasso mode is used
to select all surrounded objects. If an object is crossed selection
switches to the Harpoon mode.
perceptual grouping: selection assistance for
digital sketching
Lindlbauer et al. (2013)
Pen Crossing Indirect Direct Objects Path
The authors present Suggero, a selection method facilitating the
selection process in pen-based interfaces by identifying percep-
tually related objects. After an initial selection Suggero displays
a linear marking menu with suggested extensions of the current
selection. Perceptual features like proximity, stroke connectivity,
stroke parallelism and similarity are used to dynamically group
objects. These perceptual groups are added to the list of sugges-
tions enabling the quick selection of perceptually similar objects
that would have been hard to select using other methods. For
the initial selection Suggero supports directly tapping objects or
using Harpoon Selection (Leitner and Haller 2011) to select all
objects crossed by a selection path.
tapping vs. circling selections on pen-based de-
vices: evidence for different performance-shap-
ing factors
Mizobuchi and Yasumura (2004)
Pen Objects Lasso Direct Indirect Surround
As the title suggests the authors compare directly selecting objects
through tapping with selecting them using a lasso selection tool.
In the paper a variant of the traditional lasso selection is used.
When the stroke of the lasso is not completed (i. e. closed) the
endpoints of the stroke are connected with a straight line to define
the lasso region. As no other stroke-based actions are used by
the authors this does not lead to ambiguities. Usually closing
a lasso stroke is necessary to distinguish it from other actions.
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With the lasso variant used in the paper it is also not necessary
to completely surround objects to select them. Surrounding the
object centres is sufficient to select them.While this helps to avoid
the accidental selection of objects in close proximity it might be
difficult to guess the location of the centre point of objects that
are more complex than the squares used in the paper. Ultimately
the authors did not find a clear answer to the question if tapping
or circling is a better selection technique. While they do discuss
several interesting characteristics of each selection technique the
overall performance is largely dependent on the layout of the
objects that are to be selected.
pen-based interaction techniques for organizing
material on an electronic whiteboard
Moran et al. (1997)
Pen In/out Lasso Rectangle Region Auto mode
The authors describe interaction and selection techniques for the
Tivoli application (Pedersen et al. 1993) on the Xerox LiveBoard,
an early version of an electronic whiteboard. A pen-based lasso
gesture is used to select regions on the whiteboard. Selected re-
gions can be modified using additional strokes that begin and
end on the selection boundary. Depending on the location of the
stroke, inside or outside of the current selection, the selection
is extended (called a bump gesture) or a part of the selection is
removed (called a bite gesture). As a bite gesture effectively cuts
the current selection in half it has to be decided which half is
to be removed. The authors discuss several criteria, like the arc
length of the boundary or the area of the regions, for determining
which half to retain. However, there is no explicit way to choose
which half of the selection is to be retained. To alter rectangular
selections the authors introduce an L-shaped gesture. The closest
corner of the rectangular selection is then moved to the location
of the L gesture. While this is an efficient way to alter the selection
region it is constrained to exactly one rectangular selection.
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understanding multi-touch manipulation for sur-
face computing
North et al. (2009)
Touch Objects Direct Indirect Surround On/off objects
Hold Pin Multi-touch
In this paper several multi-touch interaction techniques for large
tabletop displays inspired by physical interactions are explored.
Previous work (Wobbrock et al. 2009) has shown that users com-
monly approach touch interfaces using a single hand. However,
if the users interact with real objects on a tabletop they use both
hands. The authors investigate different interaction techniques us-
ingmultiple fingers and one or two hands. Some of the techniques
interact directly with the objects by touching andmoving them or
by shoving multiple objects with the side of the hand—like users
would move real objects. Other techniques use a more indirect
approach for selecting groups of objects: All objects contained in
the convex hull of multiple fingers or contained in a rectangular
area defined by both hands are selected. While groups of objects
are moved single objects can be pinned down by touching and
holding them in place to separate them from the group. To add
objects to a group they can be moved into a currently selected
group.The user study presented in the paper has shown that using
multiple touches for grouping tasks is very useful. However, the
authors have reported a large range of different expectations users
had when they first approached the system. The authors caution
developers of tabletop interfaces to consider a good balance of
physical metaphors and abstract gestures.
2.2 classification of selection techniques 33
perceptually-supported image editing of text
and graphics
Saund et al. (2003)
Mouse Rectangle Lasso On/off objects Region Objects
Direct
The authors describe the program ScanScribe. The mouse-based
interface was designed to work without the typical tool palette
found in other image editing programs. Image objects can be
selected by clicking on them. If the mouse button is pressed down
on the background (i. e. not on any object) an overloaded version
of rectangle and lasso selection is initiated. The current selection
region of lasso and rectangle selection are shown simultaneously.
If the mouse button is released while the rectangle is visible the
rectangular region is selected. As the path has closed enough that
the program thinks the user is attempting a lasso selection the
rectangle is discarded. If the mouse button is released after the
rectangle disappeared the region enclosed by the lasso path is
selected. Using this overloaded selection technique no explicit
mode switch is necessary to use the different selection techniques.
Once a region has been selected by either method it becomes an
image object and can later be re-selected by simply clicking on it.
regional undo/redo techniques for large inter-
active surfaces
Seifried et al. (2012)
Pen Surround Objects Region
Different regional undo techniques for large interactive surfaces
are explored in this paper. As large interactive surfaces are in-
tended to be used by multiple users, either for collaborative or
individual work, a regular undo function based on the order of op-
erations would lead to unpredictable results for individual users.
The authors describe different ways of applying local undo opera-
tions to different regions. Regions can be predefined by system
parameters like different projectors or by workspaces defined by
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the application. Another approach uses a semi-automatic defini-
tion of regions by clustering objects and applying undo operations
to clusters. In a manual approach users can explicitly select the
region for the undo operation by surrounding all objects that
should be affected using a pen-based gesture. The authors note,
that the manual approach needs two steps, selecting the region
and triggering the undo action, while the other alternatives can
invoke the undo action directly.
lazy selection: a scribble-based tool for smart
shape elements selection
Xu et al. (2012)
Touch Crossing Objects Direct Indirect Path
Lazy Selection allows the quick selection of shape elements in
drawings. The shape elements in images are closed polygons, i. e.
each element is a distinct object. Objects can be selected directly
by tapping them or indirectly using a scribble-based technique. To
select objects a rough scribble drawn over them is often sufficient.
The algorithm used by Lazy Selection uses the location and shape
information of the scribbles to recognise the user’s intent by shape
matching between the drawing and the scribbles. Objects can
either be selected by crossing them with a selection path or can be
selected by painting, i. e. completely covering the desired objects.
2.3 graphical overview
To get an overview and a better understanding of the existing
selection techniques we developed a graphical representation of
our categorisation. The overview of all pair-wise combinations of
classifiers is shown in Figure 1. The numbers at the intersections
indicate how often the corresponding combination is present
in previous work. While Figure 1 can not capture all details of
the categorisation it shows that some areas are more populated
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Figure 1: All pair-wise combinations of classifiers with their number
of occurrences provide an overview of the examined body of
previous work on group selection.
36 survey of selection techniques
than others. For instance, a lot of previous work included object
selection, while region selection is far less often considered.
Looking at Figure 1 one can identify two big gaps: multi-touch
techniques for selecting regions and the combination of hold or
pin touches with crossing-based techniques. In this thesis we
address these two untouched areas with interaction techniques
that fill the empty spots in Figure 1. Our own contribution to
multi-touch region selection is presented in Chapter 3. The use
of pinning touches in combination with crossing or path-based
selection techniques offers the potential for more expressive inter-
action. In Chapter 4 we introduce a group selection and tagging
technique that is based on pinning touches.
3
ADDING CONTEXT TO MULTI-TOUCH REGION
SELECTIONS
Region selection has been around since the mouse became an
indispensable part of the human-computer interface. Virtually all
graphics editing programs have a selection tool that can be used to
select rectangular regions. Many other programs from highly spe-
cialised CAD applications to everyday word processors include
some form of rectangular selection; either as region selection or
for selecting all objects within a specified region. It comes as no
surprise that this popular interactionmetaphor found its way into
modern multi-touch-enabled applications on devices ranging
from smartphones and tablets to large tabletop displays. However,
the interaction metaphor that is well established for mouse-based
interaction has just been transferred to the new touch-based envi-
ronment. We argue that instead of just transferring the existing
region selection technique it should be better adjusted to the new
environment and take advantage of the additional capabilities of
multi-touch input.
3.1 introduction
In this chapter we introduce our novel multi-touch-based ap-
proach to region selection that can not only define, but also easily
extend, modify and refine selection regions using the context of
the user’s touches, that is the order of the touches and their posi-
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Figure 2: Our suggested multi-touch region selection technique.
tion relative to an existing selection. Using two fingers, as shown
in Figure 2, the initial selection region can quickly be defined
and then adjusted until the fingers are lifted. Additional selection
regions can be combined with the currently selected area to create
complex selections. Complex selection regions are achieved by
combining several simple rectangular selections, therefore we in-
vestigate how our technique compares to existing region selection
techniques, that are only capable of simple rectangular selections.
We present a user study that compares the speed and accuracy
of the presented techniques as well as the users’ subjective per-
ceptions of them. After empirically exploring our technique we
propose possible modifications to further increase the selection
accuracy and discuss several design considerations for integrat-
ing our selection technique into applications with richer user
interfaces.
To conclude this chapter we present an adaptation of the con-
cepts introduced for our rectangular selection technique to free
form selections.
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3.1.1 Related Work
Many aspects of interaction with multi-touch devices have been
studied. Interaction metaphors originating from the physical
world or from desktop computing have been examined in a new
touch-based environment. Forlines et al. (2007) compared mouse
input to direct touch input. Their results show that there is a
benefit of touch interaction if multiple touches are used. For in-
terfaces that are solely based on single point interaction a mouse
might be a better choice. Esenther and Ryall (2006) stated that
touch-based interactions can not easily be mapped to mouse-
based interactions and have proposed an interaction scheme that
allows a better control of mouse-based interfaces using direct
touch input. Bi et al. (2011) have even proposed the re-integration
of interaction schemes developed for multi-touch devices into
desktop applications.
A lot of work studied the selection of objects on multi-touch
devices. Moscovich and Hughes (2006) used a multi-finger tech-
nique to provide an adjustable cursor area for object selections. An
interesting examination of object selection techniques inspired
by interactions on physical tabletops has been provided by North
et al. (2009). However, multi-touch region selections have not
been fully explored. Casalta et al. (1999) proposed the idea of
specifying rectangles and other geometric primitives through two
points, but have not considered using it beyond the specification
of geometric primitives. Latulipe et al. (2006) have used an in-
teraction scheme to specify a rectangular region similar to our
proposed technique. In contrast to our work that uses direct touch
interaction they used an indirect approach using two computer
mice.
Interaction schemes that use several fingers or both hands
simultaneously and controlmultiple degrees of freedomhave been
examined in previous work. Hancock et al. (2007) have evaluated
input using two ormore fingers.The differences and advantages of
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uni-manual and bi-manual input have been examined by Brandl
et al. (2008), Kin et al. (2009), andMoscovich and Hughes (2008).
The idea of using the contextual information of the user’s gestures
can also be found in an object manipulation technique introduced
by Wigdor et al. (2011).
The size of the human finger causes occlusions and inaccura-
cies in the actual touch position on the screen, directly touching
positions on the screen is considered inherently inaccurate (Vo-
gel and Baudisch 2007), and there has been a series of studies
investigating the causes of these inaccuracies, including the fat
finger problem (Vogel and Baudisch 2007) and the perceived in-
put point model (Holz and Baudisch 2010). Many approaches
tried to address this issue by using a cursor and adding a level of
indirectness to the interaction by using an adjustable (Benko et al.
2006) or fixed (Potter et al. 1988) cursor offset, or by scaling the
cursor motion (Benko et al. 2006).
3.1.2 Contributions
We propose a novel multi-touch region selection technique. By
using multiple touches and the context these touches are placed
in our technique facilitates the subsequent modification and re-
finement of selected regions. In addition, we present an extension
of our technique that allows the selection of arbitrary regions.
By applying the same basic concepts of our rectangle selection
technique to free form selections we achieve the same level of
possibilities for editing and refining selections.
The results of our extensive survey of related work presented
in Chapter 2 is summarised in Figure 3. An overview of all pair-
wise combinations of classifiers used in the survey is shown. The
numbers at the intersections indicate howoften the corresponding
combination is present in previous work. The classification of our
novel region selection technique is shaded in green and hatched
areas represent new contributions. A large gap in Figure 3 shows
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Figure 3: All pair-wise combinations of classifiers with their number of
occurrences provide an overview of the examined body of pre-
vious work on group selection in Chapter 2. The classification
of our novel region selection technique (shaded in green) and
the new contributions (hatched area) are also shown. The ex-
tension to arbitrary regions presented in Section 3.7 is already
included.
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the absence of precise region selection techniques for multi-touch
input. Our technique aims to fill this gap by providing the same
level of control familiar from region selection tools in mouse-
based interfaces in novel multi-touch settings.
With the classifiers introduced in Section 2.1 we classify our
own technique as:
Touch Multi-touch Rectangle Lasso In/out Region
Auto mode .
The classifier Lasso refers to the extension of our technique
to arbitrary regions introduced in Section 3.7.
3.2 towards multi-touch
On desktop computers with a mouse the traditional selection
technique for selecting rectangular regions works by clicking to
place the first corner of the selection region and then dragging the
cursor to place the second corner. While it is certainly possible to
use the same technique on a multi-touch device by replacing the
mouse cursor by the user’s finger, we think this is not a very good
approach. By taking advantage of the possibilities of multi-touch
input it is possible to modify this touch and drag technique so
that the whole selection area can be specified at once. Instead of
first touching and then dragging, two touch points are used to
specify the whole selection region in a single step, as shown in
Figure 4.
This has two advantages. On the one hand it is possible to adjust
the whole selection region instead of just one side of it as with the
touch and drag approach. This is especially important in a multi-
touch environment, as it is a lot harder to hit an exact location on
the screen with a finger than with the cursor of a mouse. On the
other hand the users can pre-shape their hands before actually
touching the surface and approximate the region to be selected.
Once the users touch the screen and get a visual feedback of the
selection region only a small correction is necessary.
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1
2
Figure 4: Positions of the first and second touch on the left and the
resulting selection on the right.
3.3 refining selections
Applications often allow users to refine selections by adding or
subtracting a newly defined region from the current selection.
This makes it possible to select complex regions or to correct an
earlier selection (Figure 5). On desktop computers this is often
implemented using modifier keys. Holding down a specific mod-
ifier key toggles the selection mode to add or subtract. While it
would be desirable to have that kind of control on a multi-touch
device, an implementation using modifier keys is obviously not
an option. It would certainly be possible to add some kind of
mode switches to the user interface that set the mode for the next
selection. However, we think that this would unnecessarily clutter
the interface and, therefore, we propose a much cleaner solution
using multiple touches and their context.
In contrast to its traditional counterpart on the desktop our
technique uses two touch points to define a selection. We refer to
the placement of the touch points inside or outside of an existing
selection and the order in which they are placed as their context.
Then we can map the four different context combinations listed
in Table 1 to different selection modes.
If the first touch is located inside the existing selection and
the second touch is placed outside of the selected region this
indicates, that the newly defined region should be added to the
selection (Figure 5a). If the order of the touch points is reversed,
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1
2
(a) Extending an existing selection.
2
1
(b) Subtracting from an existing selection.
Figure 5: The mode of selection is decided by the order of the touches
and their position relative to the existing selection, their con-
text.
22
1
Figure 6: The mode of selection is only determined by the initial touch
positions. The initial position of the second touch is shown in
light grey.
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Table 1: Decide what mode of selection to use based on the context of
the two touches that define the selection region.
first outside, then inside, the defined region will be subtracted
from the current selection (Figure 5b). If both touches are placed
outside of the existing selection it is cleared and a new selection
is begun. The colour of the selection region is used to provide
feedback on the selection mode to the user: green for addition,
red for subtraction. The case for both touches inside the selected
region has been intentionally left blank in Table 1, because it is free
to be mapped to some other operation. Useful examples might be
moving the selected area using a two finger pan gesture or using
a pinch gesture to scale the selected region.
What may at first look like an arbitrary assignment in Table 1
is actually based on a simple mental model. The first touch deter-
mines what should be extended. If it is inside the selected region
the selection is extended into the unselected region. If on the
other hand the first touch point is outside of the current selection
this can be viewed as extending the unselected region into the
selection, thereby making the selection smaller.
It is important to note that only the context of the touch when
it is placed on the surface matters for the selection mode. As
soon as the selection mode is decided the touches can be moved
around freely, as shown in Figure 6. The initial position of the
second touch is shown in light grey. By moving the touch points
after the selection mode has been decided, complex selections
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containing disjoint regions or holes in the selected region can be
achieved. In Figure 7a the user placed the first touch inside the
already selected region to begin an extension and then moves
his touch point outside to add a disjoint region to the current
selection. If the first touch is placed outside the selected region
to signal a subtraction and later both touch points are moved
inside an already selected region it is possible to cut a hole in
the selection region, as shown in Figure 7b. By repeating the
different selection modes arbitrary regions can be selected using
our selection technique.
3.4 user study
Our multi-touch selection technique requires the user to control
more degrees of freedom, compared to existing techniques, by
using multiple fingers simultaneously. As we were concerned
that this could have a negative impact on its performance we
evaluated our technique in a user study. As complex selection
shapes are constructed as a series of simple rectangular selections
we investigated how our technique performs for simple selections,
in comparison to existing approaches.
3.4.1 Existing Approaches
To validate our design (multi) and evaluate how it compareswith
the existing approaches in a formal user study we compare it with
two selection techniques which are frequently used inmulti-touch
environments: Touch and Drag (drag) and Selection Widget
(widget), both shown in Figure 8.
3.4.1.1 Touch and Drag
The traditional selection technique that has been used on desktop
computers with a mouse for many years is illustrated in Figure 8a.
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1 1
2
(a) Extending the selection with a disjoint region.
1
2
1
(b) Creating a hole in the selection.
Figure 7: If the touch points are moved after the selection mode has
been chosen complex selections can be achieved.
(a) (b)
Figure 8: Currently used selection techniques. (a) The user touches
(light grey marker) and drags (dark grey marker) to select
a region. (b) Selection widget with handles to transform the
selection area.
48 adding context to region selections
The user touches to place the first corner of the selection region
and than drags the touch point to place the second corner. This
effectively defines a diagonal of the axis-aligned selection rectan-
gle.
3.4.1.2 Selection Widget
Another popular technique is using a kind of selection widget.
Handles are placed around the actual selection region, as shown
in Figure 8b. Usually four handles, one for each corner, are used.
Often these are extended by four handles in the middle of each
edge. Sometimes the edges themselves can act as handles. Handles
like these are typically used for resizing objects that have already
been selected, but graphics tools like GIMP or Adobe Photoshop
can transform the selection area in a similar manner.
In multi-touch applications usually the rectangular selection
widget is initially positioned in the centre of the screen and then
adjusted by the user to fit the region of interest, rather than initially
placed by the user. A prominent example of this behaviour is the
Photos app that is pre-installed on all Apple iOS devices (since
iOS version 6). To crop photos the user can specify a rectangular
portion of the photo using a selection widget.
3.4.2 Participants and Set-up
21 participants (20 male, 1 female), ages 24 to 37 (M = 27.71, SD
= 3.01), participated in the study. All but one participant were
undergraduate, graduate or PhD students in computer science.
All participants reported to have at least some experience with
multi-touch devices, most of them used smartphones or tablets
on a regular basis. The right hand was used to perform the exper-
iment tasks by all users and all users reported to be right-handed.
Completing the experiment, including instructions, training and
debriefing, took the participants approximately half an hour. The
participants were allowed to take breaks at any time.
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The experiment was performed using an Apple iPad (first gen-
eration) that was attached to a desk in front of the participants.
The participants were provided with an adjustable chair.
3.4.3 Procedure
With each technique participants performed a number of region
selections. The order of techniques was counterbalanced using
a Latin square. After the experiment participants were asked to
complete a short questionnaire to provide feedback about the
experiment and the different selection techniques.
The dependent measures were task completion time and selec-
tion error. The final position of the selection and the completion
time for each trial were recorded. For widget the number of
steps to modify the selection region was additionally recorded.
3.4.3.1 Experiment Task
In each trial a target region that had to be selected was displayed.
Participants were asked to select the target regions as precisely as
possible.The target regions were distributed over the entire screen
and differed in size. On a mobile device the typical usage scenario
is using the dominant hand to interact, while holding the device
in the non-dominant hand. To study this scenario the size of each
region was chosen so that it could easily be selected using a single
hand by all participants. Both rectangular and elliptical target
regions were used to investigate the effect of fingertips partly
occluding the target shape. For the elliptical regions participants
were asked to select the closest fitting bounding box.
For drag and multi only one selection was allowed, that
means after the participants lifted their fingers from the surface
their selection was final. As this limitation is not possible for
widget the participants were able to modify the selection area
until they were satisfied. After finishing the selection with any of
the techniques it had to be confirmed by pressing a button in the
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top-right corner of the display. While this would not have been
necessary for drag and multi it was required to provide the
same conditions for all techniques. This automatically started the
next trial, while also ensuring identical starting positions of the
users’ hands.
For each technique ten target positions, both as a rectangular
and elliptical area, were presented to the participants. Two repeti-
tions of each combination of position and shape were performed,
resulting in a total number of 40 trials per technique and a total
number of 120 trials per participant. The order of trials was ran-
domised for each participant and technique. Before switching to a
different technique participants were provided with short written
instructions and illustrations explaining the selection technique.
After reading the instructions participants could try the technique
and ask questions about it if necessary. When they signalled that
they had understood the technique the trials were started. To
eliminate the effect of switching selection techniques four train-
ing trials were added before each set of trials and discarded from
the analysis. All interactions had to be performed using a single
hand.
3.4.4 Results
Data from the experiment task were analysed using a within-
subjects, repeated measures analysis of variance (ANOVA) for
the following factors:
• Technique: drag, multi,widget
• Position: 10 target positions
• Shape: rectangle, ellipse
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3.4.4.1 Task completion times
The task completion times were measured from the first interac-
tion, i. e. the first touch, in each trial until the confirmation button
was pressed.
Mauchly’s test indicated that the assumption of sphericity had
been violated for the main effects of technique (χ2(2) = 18.96,
p < .001) and position (χ2(44) = 68.49, p = .014), therefore the
degrees of freedom were corrected using the Greenhouse-Geisser
estimates of sphericity (ε = .61 and ε = .53).
A significant main effect of technique, F(1.23, 24.52) = 68.74,
p < .001 was found, with mean completion times increasing from
4.15 s (SE = 0.28) with drag, through 6.39 s (SE = 0.54) with
multi, to 11.19 s (SE = 0.97) withwidget; more than a twofold
increase across the three conditions.These results are summarised
in Figure 9. Post-hoc pairwise comparisons showed significant
differences between all techniques (p < .001).
A significant main effect of position, F(4.80, 95.97) = 4.65,
p = .001 was found. Post-hoc analysis showed that the difference
in task completion times was significant only for the selection
target in the centre of the screen and the two targets farthest away
from the centre. This was likely caused by the selection widget’s
initial position in the centre of the screen. This is confirmed by a
significant interaction between the technique used and the target
position F(5.19, 103.83) = 4.96, p < .001.
There was a significant main effect of shape, F(1, 20) = 8.20,
p = .010, with mean times increasing from 7.04 s (SE = 0.56)
for rectangles to 7.45 s (SE = 0.57) for ellipses and there was
a significant interaction of position and shape (F(9, 180) = 2.17,
p = .026).There was no significant interaction between technique
and shape (F(1.41, 28.27) = 0.73, p = .446).
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Figure 9: Mean task completion times and selection errors show an
inverse trend for the three selection techniques. (Error bars =± SE)
3.4.4.2 Selection error
To measure the selection error the sum of the distances between
the lower-left and upper-right corner of the selection and target
region, respectively, was calculated. The results are summarised
in Figure 9.
Mauchly’s test indicated that the assumption of sphericity had
been violated for the main effect of position (χ2(44) = 84.18,
p < .001), therefore degrees of freedom were corrected using the
Greenhouse-Geisser estimates of sphericity (ε = .48).
A significant main effect of technique, F(2, 40) = 80.07,
p < .001, was found with mean selection error decreasing from
2.7mm(SE= 0.1) fordrag, through 1.5mm(SE= 0.1) formulti,
to 1.3mm (SE = 0.1) for widget. This trend is the inverse of the
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trend observed for the task completion time, showing a trade-off
between speed and accuracy. These results are summarised in Fig-
ure 9. Post-hoc analysis showed pairwise differences (p < .001)
between drag and the other techniques. There was only a differ-
ence with borderline significance (p = .046) between multi and
widget.
No significant main effects of position, F(4.28, 85.66) = 1.58,
p = .185, or shape, F(1, 20) = 0.70, p = .414, could be found
suggesting that selection accuracy is not substantially influenced
by the geometry of the target.
There were no significant interactions between technique and
position (F(7.65, 153.02) = 1.67, p = .114), technique and shape
(F(1.43, 28.63) = 0.55, p = .526) or between position and shape
(F(9, 180) = 1.57, p = .126).
3.4.4.3 Touches
Through observation of the participants during the experiment
and examining the collected data we found a common pattern in
the participants’ behaviour.
For drag all participants started their selection in the top left
corner and extended their selection towards the lower right corner.
Several users tried other directions during the training trials, but
eventually settled on the top-left to bottom-right motion. All
participants used their thumb and index finger for multi. The
thumb was used to define the lower left corner of the selection,
the index finger defined the upper right corner.
Forwidget we additionally recorded the number of adjust-
ment steps or handle motions for each trial. The mean number
of adjustments was 3.09 (SD = 1.37). This is corroborated by our
observation that users generally adjusted two diagonally located
handles, sometimes followed by additional adjustment steps.
Figure 10 shows the touches recorded during the experiment
relative to the target rectangle scaled to a unit square. As expected
for drag the top-left corner is the most inaccurate one, because
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Figure 10: Touch positions relative to the target rectangle scaled to a
unit square. Actual touches of drag (top) and multi (mid-
dle) are shown. The final position of widget (bottom) is
shown for comparison. Mean distances from the target cor-
ner are shown in orange. Yellow circles represent the standard
deviation from these means.
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Figure 11: After completing the experiment participants were asked to
state their preferred techniques regarding speed, accuracy and
their overall preference.
it is the one that could not be adjusted once it was placed. The
adjustable corner of drag shows a similar precision to both ad-
justable corners of multi. In Figure 10 the touches of multi
have been mirrored horizontally to allow a better comparison to
the other techniques.widget has the highest precision although
it is closely followed by multi. Note that forwidget the posi-
tions of two corners defining the selection region were plotted
to allow a comparison to the other techniques for which actual
touch positions were plotted.
3.4.4.4 Subjective ratings
After the experiment participants were asked which they felt was
the fastest and the most precise selection technique. The par-
ticipants’ preferences are summarised in Figure 11. For speed
14 participants preferred drag, 5 preferred multi, 1 preferred
widget and 1 had no preference. For accuracy the participants
clearly preferred widget with 18 votes (multi: 2, drag: 0,
unsure: 1). So the participants’ impressions matched the results
recorded during the experiment. Additionally, participants were
asked which of the selection techniques they preferred to use.
multi was preferred by 13 participants, 5 preferred widget
and 3 preferred drag. Participants that preferred drag stated
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that the higher selection speed was more important to them than
accuracy. Accuracy of selection was reported as the single most
important property of a selection technique by participants that
preferred to use widget. multi was chosen by users that liked
the compromise of precision and speed. However, the participants’
preference of multi might be biased due to the novelty of the
technique.
3.5 discussion
As our study has shown our concerns that the increased com-
plexity of controlling more degrees of freedom would negatively
impact its performance was unsubstantiated. The increased pos-
sibilities that our technique offers do not come at the cost of a
performance loss for simple selections.
There is a clear trade-off between speed and accuracy in the
three simple selection techniques compared. As widget was
the only technique that allowed multiple adjustments it was to be
expected that it would be the slowest of the techniques. Evaluating
task completion times forwidget against the other techniques is
not a fair comparison. However, we decided to includewidget
in our study as it served as a good upper bound for the accuracy
that can be achieved for direct selections on multi-touch devices.
Due to the fat finger problem drag is not a good choice for
precise region selections in touch-based applications. For object
selections where it is possible to use a tolerance threshold to aid
the user it might be a good alternative as it was the fastest and
easiest to use technique. This was reflected in the participants’
perception of the techniques.
When our technique is compared to drag as expected the
accuracy for the first corner is much better, because using drag
it is initially placed and cannot be corrected afterwards. But the
interesting result is that the accuracy of both touches of multi
is similar to the single movable corner of drag. Even compared
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towidget for which also only one corner of the selection area
could be moved at a time the accuracy of multi is only slightly
lower.
A shortcoming of multi compared to the other techniques is
that the maximum size of the selectable area is restricted by the
span of the user’s hand. However, for devices with smaller screens
that are usually held in one hand this should not be a problem. For
larger devices the user can use both hands to perform selections
of large areas. Moscovich and Hughes (2008) have shown that
bi-manual input even has a slight advantage for controlling two
positions on the screen.
3.5.1 Increasing accuracy
Complex selections, as supported by our technique, are a combi-
nation of several simple rectangular selections, therefore, it is of
interest to increase the accuracy of simple selections and thereby
also increase the overall accuracy of complex selections.
A common problem for all multi-touch applications is the oc-
clusion caused by the users’ fingers and hands. In our experiment
at least one or two of the corners of the selection rectangle were
occluded by the users’ fingertips. When designing the experiment
we expected this occlusion to have an effect on the selection ac-
curacy when selecting rectangles or ellipses. However, the target
shape did not have a significant effect on the accuracy. The se-
lection rectangle itself acts as a visual guide when aligning the
selection region, therefore we suspect that occlusion of the target
shape by the fingertips was not an issue.
However, the occlusion caused by the users’ hands is still a
problem. Depending on the relative position of the user and the
selection region on the screen this occlusionmight be worse when
using a multi-finger technique instead of using a single finger.
While it is possible to reduce the occlusion by using the other
diagonal when specifying the selection rectangle, depending on
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the position on the screen, this would often result in unnatural
positions of the hand. A possible solution to avoid most of the
occlusions might be the integration of a cursor offset technique
as proposed by Benko et al. (2006). For selection tasks it is even
possible to always select a suitable offset direction by adding the
offset inwards from each finger towards the selected region.
All tested techniques suffered from inaccuracies that resulted
from accidental movement of the touch points while the fingers
were lifted from the surface. To avoid this we considered confirm-
ing selections with the tap of an additional finger (either of the
same or the other hand) anywhere on the screen. As we thought
this would feel unnatural and unnecessarily complicate the oth-
erwise natural interaction, we did not include it in our study.
However, we think that extending the techniques with the ability
to confirm selections before lifting the fingers might provide a
benefit in certain scenarios and should be explored further.
Another approach to improve selection accuracy would be
the usage of hybrid techniques that combine elements of the pre-
sented techniques. Our results show that the selection widget was
most accurate. As we wanted to evaluate the widget on its own,
instead of mixing it with the other techniques and because most
multi-touch applications implement it like this, we decided to
use a static initial position for the widget. However, the widget is
complementary to the other techniques and it would be easy to
combine our suggested multi-touch technique with the handles
of the selection widget. After the selection is initially placed using
our two finger technique selection handles could be shown to
modify the selection if necessary.
3.6 design considerations
In this section we discuss several design considerations for us-
ing our selection technique within more complex interfaces and
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briefly consider possible variations suitable for different applica-
tion requirements.
3.6.1 Conflicts with Other Touch Gestures
Our selection technique might conflict with other touch gestures
that use two touch points as input. For instance, image editing
applications usually support a pinch gesture to perform a scale
transformation or zoom in and out.When our selection technique
is integrated into an application it has to be ensured, that the ac-
tions performed by the user are clearly distinguishable. However,
there is not a single solution that is perfect for all use cases, so we
merely discuss several possible options. What works best has to
be decided for each specific application.
A possible solution would be to distinguish different states
of the application: a navigation state that allows panning and
zooming and an interaction state that allows selection and other
actions. While this allows a clear separation of the possible user
actions frequent mode switches might interrupt the work flow.
Another possibility is the use of an additional finger to distin-
guish different actions. The pinch gesture could be modified to
be a three finger pinch. We do not suggest to add a third finger
to our selection technique, because it is based on the two touch
locations, while a pinch gesture is defined by the general motion
of the fingers. However, this solution might just shift the problem
if the application uses other three finger gestures. Also, it might be
unintuitive for the user if the well known pinch gesture is altered.
Additionally, it would be possible to use different timings to
determine which action the user wants to perform. A pinch ges-
ture is usually performed right after the user touches the screen.
Using a pre-defined time-out it would be possible to trigger a
selection, that is if the user touches with two fingers and does not
move them more than a small threshold in a specified amount
of time a selection is begun. Alternatively, the placement of the
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fingers could be used to distinguish actions. Tomodify an existing
selection the user has to perform the two touches in a specific
order in any case. If the same is applied to the initial selection,
that is intentionally placing the fingers down one after the other,
it would be possible to distinguish it from a pinch gesture where
both fingers touch at roughly the same time. However, for all the
suggestions based on timing finding the right time-out is key. If
the timings are not adequate the user might accidentally trigger
an unintended action. Also, timings that allow a fluid work flow
are probably heavily dependent on the user, so it might be difficult
to find a reasonable default value that suits all users.
3.6.2 Selecting Large Regions
Depending on the device and the size of the user’s hand selecting
large regions might not always be possible using a single hand.
If the user’s non dominant hand is not holding the device it is
always possible to perform selections using both hands. However,
the selection of regions that are larger than the screen remains
a problem that should be considered. For the touch and drag
approach only a single finger is used to define the selection region.
When the finger is moved near the screen’s edge the view can
automatically be scrolled at a fixed rate (similar to what happens
on a desktop computer). However, if two touches are used to
define the selection region scrolling is not an option as the whole
selection region has to stay on screen. Instead of scrolling when
the edge of the screen is approached the view could be zoomed
out so that both touch points remain visible.The only drawback is
that for very large selections the selection accuracy will decrease
the further the view is zoomed out.
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3.7 selection of arbitrary regions
So far we investigated selection of rectangular regions. Rectangu-
lar selections are the most useful tool for quickly selecting areas
of interest. However, they lack the flexibility to precisely select
regions with arbitrary shapes. Using our multi-touch selection
technique it is possible to refine the selection to get closer to the
desired selection shape. For target regions that have a smooth bor-
der, a circular region for instance,many refinement steps would be
necessary and still the target region would only be approximated
by using rectangles. To enable the precise selection of arbitrary
regions another tool is necessary. This is the reason why virtually
all graphics editing programs offer a free form selection—often
called lasso—tool. Using this tool the user traces the boundary of
the selection region.
In this section we present our ideas how the refinement and
selection editing capabilities introduced for rectangular selections
can be applied to free form selections. The selection of a new
region works identically to the free form selection in mouse or
pen-based interfaces. To start a new selection the user begins
tracing the selection boundary with a single touch, as shown in
Figure 12. When the selection region is closed by crossing the
boundary the inside of the traced outline is the selected region.
To edit or refine an already selected region we again draw on
the idea of using secondary touches and the relative position of
touches for defining the context of the operation. Extending a
selected region can be done by simply starting inside the selected
region, tracing the boundary of the region that is to be added to
the selection and ending the trace inside the current selection.
See Figure 13 for an example. If the path does not end inside the
selected region the operation is aborted and nothing is changed.
For removing a part of the selected region a secondary touch
is necessary. The first touch is placed inside the selected region
and a second touch is used to trace a cut line through the selected
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region, as shown in Figure 14. This cut line has to begin and end
outside the selected region, thereby effectively splitting the region
into two parts. The part of the selected region that contains the
first, stationary, touch is kept and the other part is removed from
the selection. In the two examples shown in Figure 14 the same
cut is traced by the second touch. As can be seen by comparing
Figure 14a and Figure 14b the additional stationary touch decides
which of the two regions is kept. It is also possible to first trace
the cut line or change the region that is to be kept while the cut
line is being traced. As long as a part of the split selection region
is indicated by a touch when the finger tracing the cut line is lifted
the operation succeeds. If the cut line is not traced all the way
through the selection region, i. e. not starting and ending outside
the region, or no part of the split region is pointed at the operation
is cancelled. With complexly shaped selection regions or curved
cut lines it is possible to split the selection region into more than
two parts. In this case more than one additional touch can be
used to indicate all parts of the split region that are to be kept.
These operations are inspired by physical interactions that can
aid in remembering how the different modes, i. e. extension and
subtraction, work. For the extension operation imagine the se-
lected region is a blob of paint. To extend the selected region
simply dip your finger into the paint and smear the paint to ex-
tend the selection. For the subtraction operation imagine you are
using scissors or a knife. You hold onto the part that you want to
keep (the stationary touch) and then cut away the excess parts
(the moving touch, defining the cut line).
Using a series of extension and cut operations the selected
region can be continuously edited and refined. To selecte even
more complex regions it is also possible to extend the selection
by disjoint regions and to cut holes into the selected region. To
extend a selection by a disjoint region, first a stationary touchmust
be placed inside the selected region. Using a second touch the
outline of the additional selection region can be traced, as shown
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Figure 12: Select a region by tracing its outline. The selection is finished
when the outline is closed by crossing it. The initial position
of the touch is shown in light grey, its current position is
shown in dark grey.
1 1 1
1
Figure 13: Extending an existing selection by tracing a path that starts
end ends inside the selected region.
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(a) The additional touch (1) indicates that the left part is kept.
2
2
1 2
2
1
(b) Using the same cut line as in (a) the other part can be kept by
moving the additional touch.
Figure 14: To cut away a part of the selection trace a cut line that starts
and ends outside the selection. An additional stationary touch
inside the selected region indicates which part to keep.
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(a) Tracing a closed path outside the selection while placing a sec-
ondary touch inside extends the selection by a disjoint region.
1
1
1 1
(b) Tracing a closed path inside the selection cuts a hole into it.
Figure 15: Creating complex selection regions.
in Figure 15a. By closing the outline the operation is completed.
The additional touch is necessary to distinguish the extension
by a disjoint region from starting a new selection. If the traced
outline is not closed when the touch is lifted the operation is
cancelled. To cut a hole into the selected region a closed outline
that is completely contained inside the selected region can be
traced. See Figure 15b for an example. Before the outline is closed
the operation can be cancelled by ending the trace outside of the
selection.
Hinckley et al. (2006) andMoran et al. (1997) have used similar
gestures for pen-based interfaces. They refer to the extension
gesture as bump. Removing a part of the selection is called a
bite gesture. Moran et al. (1997) discuss several heuristics for
determiningwhich part of the selection is to be retained after a bite
gesture. They have experimented with variants that examine the
arc length, the area or the content of the parts resulting from a cut.
However, with their technique there is no possibility to explicitly
choose which part to keep, which leads to some compromise on
the flexibility of the cut gesture. With our proposed technique
the parts that are to be kept are explicitly selected by the user, so
the shape of the cut gesture is not subject to constraints (except
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actually cutting the selected area). A gesture similar to the hole
gesture, shown in Figure 15b, called circles of inclusion has been
used by Kurtenbach and Buxton (1991).
3.7.1 Visual Feedback
The outline of a region that is being traced is visible as a dashed
blue line. As soon as the mode of operation can be deduced from
the current state of the trace line its colour is changed to green
for extensions or red for cutting operations. As can be seen in
Figures 13, 14, and 15 a preview of the current operation is also
shown by shading the affected region in green or red. If the user
starts one of the editing operations and the visual feedback does
not show the desired outcome each operation can be cancelled as
described above.
3.7.2 Collisions with Other Touch Gestures
As mentioned earlier for the rectangle selection the design space
for multi touch input metaphors is constricted by common input
metaphors using one or two touches, like panning and zooming.
For most applications input metaphors are bound to collide with
these common basic operations. Tracing a pathwith a single touch
can not be distinguished from a panning gesture using a single
finger. To overcome this ambiguity an application has either to
support different modes for viewing and editing that have to be
switched explicitly or needs contextual information to decide if
the user wants to pan the view or trace a path.
With the exception of the selection of the first region all opera-
tions of our free form selection technique fall into two categories:
either the traced path starts inside the selected region or an addi-
tional touch inside the selected region is necessary. So all editing
operations begin with a stationary touch or a traced path inside
the selected region. This can be used as contextual information of
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the touch operations by an application. Touches that are placed
inside the selected region are interpreted as selection operations.
Touches that are placed outside the currently selected region can
be interpreted as view operations like panning or zooming or any
other operation the application requires.
While this is a straightforward solution to automatically iden-
tify selection editing operations this is not possible for beginning
a new selection. As there is no contextual information that can be
used by the application some other way to signal the selection op-
eration has to be used. Depending on the application a button on
the user interface or some other means to trigger a new selection
is required.
4
PINS ’N’ TOUCHES: AN INTERFACE FOR TAGGING
AND EDITING COMPLEX GROUPS
Selection of one or more objects is a fundamental operation in
user interfaces, and usually done with the mouse or pen. Such
interfaces rely on a single interaction point (cursor). Touch inter-
faces have (largely) adopted the single-touch convention, espe-
cially for tagging objects. Yet, this design does not leverage the
unique capabilities of multi-touch, such as multiple simultane-
ous touches, which enable the user to effectively control multiple
cursors simultaneously.
4.1 introduction
In this chapter we explore the idea of using multiple touches for
tagging of groups of objects to enable more efficient tag editing
by adding or removingmultiple objects to/from existing groups.
We discuss the relationship between tagging and grouping and
present use cases for tagging of complex groups. Then we intro-
duce our new multi-touch tagging technique and describe how
it enables the editing of tags of complex groups. To evaluate our
interaction technique we present two user studies that identify
the performance benefits of our method.
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4.1.1 Motivation
While examining existing tagging techniques for multi-touch
input in Chapter 2 we noticed a lack of techniques that enable
tagging of complex groups. Looking at the design space for such
a technique, we developed the following research questions:
• How can we support tagging of more than a single object,
which resembles a grouping task?
• For tagging with multiple concurrent tags, how is overlap-
ping handled, i. e. the fact that objects belong to more than
one group?
• How do we show that an object belongs to multiple groups?
• How can we use multiple touches to support efficient edit-
ing of multiple concurrent tags?
4.1.2 Contributions
In this chapter we propose a novel interaction technique based
on pinning touches that addresses the raised research questions
and facilitates the definition of complex groups through tagging.
The results of the survey of related work presented in Chapter 2
is summarised in Figure 16. An overview of all pair-wise combi-
nations of classifiers used in the survey is shown. The numbers at
the intersections indicate how often the corresponding combina-
tion is present in previous work. The classification of our novel
tagging interface is shaded in green. Hatched areas represent new
contributions. Looking at the gaps in Figure 16 one can identify
that truemulti-touch interaction together with common group
selection techniques like path or rectangular region has not been
explored. The combination of pin and hold gestures with other
selection techniques yields new possibilities for editing of tags or
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Figure 16: All pair-wise combinations of classifiers with their number
of occurrences provide an overview of the examined body of
previous work on group selection in Chapter 2. The classifi-
cation of our novel tagging interface (shaded in green) and
the new contributions (hatched area) are also shown.
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selections. Wobbrock et al. (2009) identified a gesture similar to
our pin gesture, but did not explore it further.
Using the classifiers introduced in Section 2.1 we classify our
technique as:
Touch Multi-touch Hold Pin Rectangle Objects
Auto mode On/off objects Direct Indirect Surround
Crossing Path .
More specifically, we introduce the following contributions:
• A multi-touch user interface technique for tagging of com-
plex groups;
• support for multiple concurrent and overlapping groups;
• pin gestures for efficient editing of existing groups;
• an evaluation of our new techniques in two user studies.
4.1.3 Pinning Touches
Multi-touch interaction is often constrained to a single touch.
There are two reasons for that. Most multi-touch devices are small
hand-held devices. As one hand is used to hold the device, only a
single hand is available for interaction. A second reason is that
most user interface development was influenced by traditional
mouse- or pen-based interfaces, which implies a single cursor
or touch. The only multi-touch interactions that really use multi-
ple touches are common gestures such as two finger scrolling or
pinching. As large tablets, notebooks and desktop computers with
multi-touch capable displays become available true multi-touch
input becomes more desirable.
Controlling two (or more) independent points of interaction
is difficult as shown by Moscovich and Hughes (2008). Yet, a
single moving touch can be augmented by additional stationary
ones. These additional touches can be used to define contextual
information for the action performed by the primary touch. In
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Chapter 3 we used a similar idea to select rectangular regions.
Here we present a generalization of this work. We extend the
touch input vocabulary by pinning touches, i. e. stationary touches
that are held during other touch actions. These pinning touches
pin down objects or user interface elements. Standard touch in-
teraction uses actions such as tapping, swiping, tracing paths,
flicking and two finger swipe or pinch gestures. By using pinning
touches we can associate additional contextual information with
standard actions. Thus, operations that typically require a mode
switch can be performed directly with pinning touches. For ex-
ample, deleting images in a photo application usually requires a
temporary switch to a special delete mode and then tapping on
individual images to perform the deletion. With pinning touches
the explicit mode switch is unnecessary. Images can be pinned
down to specify them as context for the delete action:The user can
touch and hold, i. e. pin, several images and then tap a button to
delete them. Alternatively, the delete button can be pinned down
to implicitly switch to a delete mode. All images that are then
selected, by tapping or by some other selection method, will be
deleted. As two simultaneous touches (one of them on the delete
button) are required, accidental deletion is unlikely.
Similarly text attributes can be applied by pinning down an
attribute in text processing, for instance to paint a bold font at-
tribute over a passage. Additional pinning touches can even apply
multiple attributes at once. Also, using pinning touches styles can
be copied by pinning a word and painting over text to change its
style to match that of the pinned word.
Pinning touches can also extend other multi-touch gestures.
For instance, a scaling gesture (pinch) can be constrained to hor-
izontal, vertical or uniform scaling by pinning down respective
modifier buttons. Pinning touches can also enable functionality
similar to a context menu. When a context menu is invoked, the
properties of the object at the cursor are used to decide what ac-
tions to display in the context menu. Similarly, pinning touches
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can also supply context to actions performed with the primary
touch. Gutwin et al. (2014) present a command selection tech-
nique that combines a pinning touch to access a menu with taps
to select commands from this menu. Yet, no context was derived
from the pinning touch in their work.
4.1.4 Using Pinning and Tags to Define Groups
Combining objects into groups is a common user interface opera-
tion in graphic design or layout software. Usually objects are first
selected and then a widget or a shortcut is used to group these
objects. Through pinning touches, groups can be defined without
using a menu or shortcut. For this, a single object is first pinned
down and then the other objects to be grouped with this object
are selected. If the pinned object is already part of a group, the
additional objects are added to its group. Note that the pinning
touch implicitly selects the target group as part of the interaction.
In photo management software grouping is also frequently
used to structure and sort photos, such as photos of an event or
a subject. For example, a user wants to group all photos taken
while visiting Münster. In another group all photos of the user’s
dog are collected. When the user brought his dog along to a trip
to Münster, there are photos that belong to more than one group.
To represent such group associations, tags can be added to the
objects. Then, all photos fromMünster share one tag, and those
of the user’s dog another one.
In this chapter we present an interaction technique that com-
bines pinning touches and tags to enable the definition and editing
of complex group associations.
4.1.5 Use Cases for Tag-based Groups
In recent versions of OS X multiple tags can be assigned to files
for assisting with categorisation. Most modern photo applications
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Pinning Gesture:
Dene active tag(s)
(Pin)
Select target object(s)
(Tap or Drag)
Choose mode of operation (add, remove tags)
Figure 17: Our technique consists of three components: A technique to
define a set of active tags (top left) and another for selecting
one ormore target objects (top right). Additionally, we require
a method for choosing the mode of operation, such as adding
or removing objects to the group (bottom).
permit users to assign tags based on faces in a picture or the
location the photo was taken at, supported by (semi-)automatic
classification. Many e-mail clients support tagging of messages
with different colours. Often only a single tag per message is
supported, but Gmail permits multiple tags per e-mail. All these
use cases require multiple overlapping tag groups, such as an e-
mail that is both work related and important or a photo ofmy dog
taken inMünster.
4.2 our pin-based interface for tagging
We propose a new interaction technique, which enables the tag-
ging of one or more objects. It can be used to assign multiple
tags concurrently to each object, permitting objects to belong to
multiple groups at the same time. The association is visualised
through different coloured tags. Once tags have been assigned,
our technique enables easy modification of these tags.
Three main components are required in our interface: A way
to define a set of active tags, a technique for selecting one or more
target objects, and a way to specify the mode of operation: active
tags can either be added to target objects or removed from them.
The three components are visualised in Figure 17.
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Pin
Pin
before after
Tap
Figure 18: A set of tag widgets is visible at the screen border. Pinning
down widgets (on the left) defines a set of tags for selection
operations. Alternatively, the user can pin existing objects
with desired tags, as shown in Figure 19.
4.2.1 Defining a Set of Tags
One of the main design ideas behind our tagging technique is the
use of pinning touches. If the user touches and holds a single or
multiple taggingwidgets or if already tagged objects are heldwhile
performing other actions, we call those pinned down. Pinned
tags/objects are used in our technique to define the set of active
tags for subsequent operations.
4.2.1.1 Tag Widgets
Wedisplay a set of widgets, one for each available tag, at the border
of the screen, as shown in Figure 18. Pinned widgets activate
the corresponding tags, which are applied on selection. Through
pinning multiple widgets the user can compose any combination
of tags, as illustrated in Figure 18, where the red tag is combined
with the blue tag.
4.2.1.2 Pinning Already Tagged Objects
When the user pins down an object, this adds the tags assigned
to this object to the set of active tags (Figure 19). Pinning down
multiple objects at the same time defines the union of the objects’
individual tags as active (Figure 20). The tag widgets provide
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visual feedback of the set of active tags. Assuming that similar
objects are in close proximity, such as sequences of photos in a
camera roll, applying the same set of tags to similar objects is then
a local operation: First, pin an already tagged object down and
then select the other (neighbouring) objects. For example, while
tagging photos, this permits the user to easily specify that this is
also a photo of my dog taken in Münster.
4.2.2 Selecting Target Objects
With a set of active tags chosen, one or more target objects have
to be selected. Our tagging technique supports tapping for single
objects and path-based operations for selecting multiple ones.
4.2.2.1 Selecting Single Objects By Tapping
Selecting single objects via tapping is very common in touch
interfaces (e. g. Leitner and Haller 2011; Xu et al. 2012). If a single
tag is pinned down with our technique, this tag is toggled on
any (other) tapped object. For example, in the top sequence in
Figure 19, the yellow tag is pinned down. It is added to the tapped
target object, as it has not yet been assigned the yellow tag. In the
bottom sequence the pinned blue tag is already assigned to the
target object, so it is removed. When multiple tags are pinned, the
result depends on the tags currently assigned to the tapped object.
Figure 20a shows two sequences with a pinned set of yellow and
blue tags. In both cases the tapped object has not been assigned
both tags, so the pinned tags are added to it. If, on the other hand,
the target object has already been assigned all active tags, as shown
in Figure 20b, the pinned tags are removed from the target object.
Pinning the void, i. e. the background area between objects, and
tapping on an object removes all tags from said object.
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before after
Pin Tap
before after
Pin Tap
Figure 19: Pinning down a single tag: tapping an object toggles the tag
on that object.
before after
Pin Pin Tap
before after
Pin Pin Tap
(a) If multiple objects are pinned down, the union of
their tags is applied when tapping.
before after
Pin Pin Tap
(b) Tags are removed if the tapped object already has all
pinned tags.
Figure 20: Semantics for multiple pinned tags.
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4.2.2.2 Tagging Multiple Objects
The user can trace a path to operate on, i. e. tag, multiple targets.
The operation of adding or removing tags is applied to all objects
intersecting the path.The mode of operation, i. e. if the tags are to
be added or removed, is defined by the position of the first touch
defining the path. If the touch is inside an object the current set of
pinned tags will be added. In Figure 21a the pinned tags (yellow
and blue) are added to the objects intersecting the path. If the
first touch is in the void, i. e. on the background, the pinned set
of tags will be removed from the objects, as shown in Figure 21b
where the yellow tag is removed from the target objects. This
is an extension of the idea introduced for our region selection
technique in Chapter 3.
4.2.3 Visual Feedback and Order of Operations
The colour of the traced path shows the mode of operation: green
for adding tags, red for removing them. While the path is traced,
the system shows a preview of the resulting tag changes. Solid
tags remain unchanged by the operation, while outlined tags
illustrate the changes. This is illustrated in Figure 21. As shown in
Figure 17 our system is comprised of three components. The two
main components define a set of active tags and operate on one
or more target objects. The order of these steps is not predefined
and our technique supports all combinations. For instance, if the
preview does not show the desired result, it is possible to change
the set of pinned tags while tracing a path and see an updated
preview. Even tagging target objects by first tracing a path and
afterwards pinning down tags, before the dragged finger defining
the path is lifted, is possible. As long as the pinning touches are not
removed, they continue to define the set of active tags. Therefore,
it is possible to use the same set of tags for multiple operations.
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before
during interaction
result
Pin Drag Drag
(a) If the path begins inside an object tags are added.
before
during interaction
result
Pin Drag Drag
(b) If the path begins in the void (i. e. on the back-
ground, outside of all objects) tags are removed.
Figure 21: The starting point of the path decides if the pinned tags will
be added (green path) or removed (red path) from objects
intersecting the path. Outlined markers preview the changes
that will be applied.
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4.3 user study 1: initially assigning tags
To validate and evaluate our new multi-touch tagging technique
we performed two user studies. In the first one we compared
our path-based technique (path), which enables users to use a
path gesture to tag multiple objects, with the more traditional
single-touch tapping approach (tap), where objects are tagged
by tapping them one by one. We presented participants with a
task similar to tagging photos in a photo application.
4.3.1 Participants and Set-up
21 participants (20 male, 1 female), ages 20 to 34 (median 28),
participated in the study. All but two were students from the local
university. All participants reported to have at least some experi-
ence with multi-touch devices. Most of them use smartphones or
tablets regularly. The experiment, including instructions, training
and debriefing, took about 45 minutes per participant. Breaks
were permitted at any time. One participant had to be dropped
due to a series of interruptions. The experiment was performed
using an Apple iPad attached to a desk in front of the sitting
participant.
4.3.2 Procedure
For both techniques participants were asked to assign tags to
split the presented objects into groups, based on their content.
The order of techniques was counterbalanced using a 2 × 2 Latin
square. After finishing the experiment participants completed a
short questionnaire.
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Figure 22: Screenshots of the two phases of the first study. (left) In the
first phase all objects marked with an X had to be tagged.
(right) In the second phase four different tags had to be as-
signed: heart → red, clover → green, drop → blue, star →
yellow.
4.3.3 Experimental Task
The experiment was divided into two phases. The first one used a
single tag and participants were asked to tag all objects marked
by an X, see Figure 22 (left). The second phase used four tag
categories: red, green, blue and yellow. Objects were marked with
zero to four symbols representing the target tag set to be applied
to each object, see Figure 22 (right). Tags had to be assigned as
follows: heart→ red, clover→ green, drop→ blue, star→ yellow.
Initially, we contemplated using photos. However, the lack of a
suitable photo set in the public domain led us to choose a different
approach. Moreover, we did not want to deal with issues of users
not being able to differentiate between similar faces.Thus, and also
because we are only interested in analysing tagging performance,
we chose to simplify the task to recognising symbols. We first
randomized the symbol positions on the objects to more closely
resemble features in a photo. However, a pilot study revealed that
the cognitive load for this was too high and resulted in both very
high selection variability and overall slow performance. As we are
looking for reliable measurements of selection task performance
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we needed to eliminate the potential confound of image recogni-
tion. Therefore, we made the task easier and assigned symbols to
fixed locations on the objects.
In both phases no tags were assigned initially. When all tags
were correctly assigned, the trial was automatically completed.
After a notification, the experiment automatically advanced to
the next trial. A coloured border was added to objects that had all
tags correctly assigned. This helped participants identify single
missing tags towards the end of each trial.
4.3.4 Experiment Design
In each trial a sequence of 28 objects (7 × 4) was displayed. For
each phase 10 object sequences were generated and shown twice
to the participants, resulting in a total of 80 trials per participant
(2 phases, 2 techniques, 10 sequences, 2 repetitions). The order
of sequences was randomized for each user and technique. To
minimize the effect of switching selection techniques four training
trials were added before each trial set, but discarded from the
analysis.
Photo organization applications usually display photos in the
order they were taken (like on a camera roll). This results in se-
quences of similar photos that would require similar tags. There-
fore, we generated symbol sequences using an exponential dis-
tribution with an expected sequence length of 3 (λ = 1/3) for
the trials in our study. For the second phase, sequences of each
symbol were generated independently of each other, resulting in
zero to four symbols per object.
4.3.5 Results
To analyse the data of the experiment we performed a 2×2within-
subjects, repeated measures ANOVA (α = .05) for the used se-
lection technique and the presented sequence. The dependent
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Figure 23: Comparison of tap and path for: (left) mean task com-
pletion time in both phases of the first study, (centre) mean
number of corrections for each placed tag, (right) mean time
for each placed tag.
measure was the task completion time, measured from the first
touch in each trial until all tags were correctly assigned.The results
are summarized in Figure 23.
4.3.5.1 Task Completion Time
For the first phase (single tag) a significant main effect of tech-
nique, F(1, 19) = 100.79, p < .001, was found, with mean times
of 4.35 s (SE = 0.12) for tap and 3.28 s for path (SE = 0.10).
A significant main effect of the presented sequence, F(9, 171) =
70.56, p < .001, was found, with mean times ranging from 2.25 s
to 5.12 s. For the second phase (up to four tags) a significant main
effect of technique, F(1, 19) = 6.93, p = .016, was found, with
mean times of 32.84 s (SE = 1.44) for tap and 28.77 s for path
(SE = 1.25). A significant main effect of the presented sequence,
F(9, 171) = 20.42, p < .001, was found, with mean times rang-
ing from 24.40 s to 36.17 s. Post-hoc analysis for both phases
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showed that the differences in completion time were caused by
the sequences that required the least/most tags to be completed.
A linear trend between the number of target tags and the com-
pletion time could be observed: task completion time = −3.41 +(0.59 × number of target tags), R2 = 0.8.
4.3.5.2 Error Rate
To measure the error rate, we looked at the number of correc-
tions a user performed in relation to the total number of tags
that had to be placed. There are two types of such errors: Assign-
ing a wrong tag to an object, which has to be removed again
later on, and removing a tag that was correctly assigned. We
combined the error rates for both phases and performed a 2 × 2
within-subjects, repeated measures ANOVA using experiment
phase and technique as factors. A significant main effect of phase,
F(1, 19) = 48.33, p < .001 was found, with mean error rates of
0.002 (SE = 0.001) for the first and 0.012 (SE = 0.002) for the
second phase. Overall, a significant main effect of selection tech-
nique, F(1, 19) = 5.97, p = .024 was found, with mean error rates
of 0.009 (SE = 0.002) for tap and 0.005 (SE = 0.001) for path.
4.3.5.3 Time per Tag
To further investigate how the two techniques compare to each
other and to illuminate the difference between the two phases, we
looked at the mean time to place a tag. We calculated the time
per tag for each trial by dividing the task completion time by the
number of tags that had to be assigned to complete the sequence.
Any wrong tags that were assigned and had to be removed were
not counted, thus yielding the mean time it took to correctly place
a tag. To analyse the time per tag we performed an ANOVA of
the combined values of both phases. A significant main effect of
phase, F(1, 19) = 261.77, p < .001, was found, with mean times
of 0.29 s (SE = 0.01) for the first phase and 0.55 s (SE = 0.02) for
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the second phase. Overall, a significant main effect of selection
technique, F(1, 19) = 22.41, p < .001, was found, with mean times
of 0.45 s (SE = 0.02) for tap and 0.38 s (SE = 0.01) for path.
4.3.5.4 Observations
While it was possible to assign multiple tags at the same time and
participants were shown how to do so, we noticed that after the
first few operations virtually all tags were placed one after another
during the training. We also observed a change in the usage of
the path gesture between the two phases of the experiment. Thus
we took a closer look at the recorded paths. Figure 24 shows the
distribution of path lengths, measured as the number of affected
objects. In the first phase a length of five was most frequent, but
considerably longer paths occurred as well. For the second phase
the peak shifts towards a path length of 2, followed by a steep fall-
off. An overlay of all recorded paths for a representative sequence
of each phase is shown in Figure 25. In the first phase, many long
winding paths were used, in most cases to tag each connected
component of marked objects via a single path gesture. During
the second phase, most tags were applied in a scanline pattern.
Rows of objects were considered one after another, resulting in
predominantly horizontal linear paths, as in Figure 25 (right).
Users selecting a whole row caused the secondary peak for paths
of length 7 in phase two.
4.3.5.5 Subjective Ratings
After the experiment participants were asked which tagging tech-
nique they perceived as faster. All but two thought they were
faster with the path technique. The remaining rated both tech-
niques as equal. Additionally, participants were asked for their
preferred technique. All but one preferred the path technique
to tapping. Most participants found individually tapping objects
one by one to be tedious. One participant preferred tapping and
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Figure 24: Distribution of path lengths, i. e. the number of affected ob-
jects, for both phases of the experiment. A clear shift towards
shorter paths is visible for the second, more complex, phase.
Figure 25: Illustrations overlaying paths of representative tag operations
for each phase of the experiment. (left) In the first phase
longer, curved paths were used. (right) The paths of the sec-
ond phase were shorter and show a distinct scanline pattern.
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stated that path had a higher risk of selecting more objects than
intended. However, that participant also stated that the path tech-
nique would still be faster overall. Some participants that started
the study with tapping inquired if there was a way to affect multi-
ple objects at once—some even proposing tracing a path through
them.
4.4 user study 2: modifying tags
The first user study showed that our path-based selection tech-
nique is well suited for assigning tags to an untagged set of objects.
Although the participants were introduced to the mechanism for
addition or removal of tags, they rarely used it, likely because it
was only needed for the removal of individual accidentally placed
tags. Therefore, the first study yielded no insight on how users re-
spond to the mechanism for deciding addition or removal of tags.
Thus, we designed a second experiment that forced participants
to use both add and removal operations.
4.4.1 Participants and Set-up
16 participants (15 male, 1 female), ages 26 to 38 (median 29),
participated in the study. All but one were students recruited
from the local university department. All participants reported to
have at least some experience with multi-touch devices. Most of
them use smartphones or tablets on a regular basis. Participants
took about 20 minutes to complete the study and were permitted
breaks. The set-up was identical to the first user study.
4.4.2 Procedure
Sequences of objects with already assigned tags were presented
to the users. With each technique participants were asked to cor-
rect the tag assignment, so that only the marked objects were
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tagged—adding and removing tags as necessary. The order of
techniques was counterbalanced using a 2 × 2 Latin square. Af-
ter the experiment participants were asked to complete a short
questionnaire to provide their subjective ratings and preference
of both techniques.
4.4.3 Experimental Task
The experimental task was similar to the task in phase one of
the first study. However, this time there were already some tags
assigned to objects. Only a single tag category was available. Par-
ticipants were asked to edit the presented tag assignment, so that
only the objects marked by an X were tagged. In contrast to the
first study, users not only had to add but also to remove wrongly
assigned tags. When all tags were correct, the trial was automat-
ically completed and the experiment advanced to the next trial.
To help participants locate the final missing or misplaced tags a
coloured border was added to correctly tagged objects.
4.4.4 Experiment Design
In each trial a sequence of 28 objects (7 × 4) was displayed. Ten
object sequences were generated and shown twice to each partici-
pant, for a total of 40 trials (2 techniques, 10 sequences, 2 repe-
titions). The order of sequences was randomized for each user.
Four training trials were added before the trials and discarded
from analysis. The sequences were generated as in the first study.
For each object sequence a sequence of tags was independently
generated using the same exponential distribution. Overlaying
the tag and object sequences resulted in groups of correct and
wrong tag assignments. In a first pilot for this experiment tags
were assigned completely randomly. While randomly distributed
errors may occur, we aimed to simulate a pre-tagged data set with
some kind of systematic issue. For instance, if a face detection
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Figure 26: Comparison of tap and path for: (left) mean task com-
pletion time, (right) mean number of corrections for each
changed tag.
algorithm fails for one image, it is likely that it will also fail for
very similar images in a sequence.
4.4.5 Results
The collected data was analysed using a within-subjects, repeated
measures ANOVA (α = .05) using technique and the presented
sequence as factors. If the assumption of sphericity was violated
degrees of freedom were adjusted via Greenhouse-Geisser. The
results are summarized in Figure 26.
4.4.5.1 Task Completion Time
The task completion time for each trial was measured from the
first touch until the trial was completed successfully. We were able
to find significant main effects for technique, F(1, 15) = 40.19,
p < .001, and presented sequence, F(9, 135) = 29.41, p < .001.
The mean task completion times were 6.18 s (SE = 0.21) for tap
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and 7.89 s (SE = 0.40) for path. As in the first study, post-hoc
analysis showed that the significant differences in completion
time were caused by the sequences that required the least/most
tags to be changed.
4.4.5.2 Number of Corrections per Tag
We analysed the number of superfluous tag changes a user per-
formed in relation to the minimum number of tag changes re-
quired to complete a trial, i. e. the sum of tags that had to be added
and removed.There was no effect for technique, F(1, 15) = 1.334,
p = .266, nor for sequence, F(3.76, 56.35) = 1.64, p = .180.
4.4.5.3 Subjective Ratings
After each set of trials participants were asked to rate each tech-
nique concerning ease of learning, speed and error rate. Each
category was rated using a 7-point Likert scale (1 = very good
to 7 = poor). The results are summarized in Figure 27. After the
trials, participants were asked which technique they preferred for
each category and their overall preference. The results are shown
in Figure 28. The collected data suggests that the participants’
overall preference was influenced mostly by the perceived speed.
All participants that preferred path for its speed also preferred it
overall.
4.5 discussion
The results of the first study demonstrate that tracing a path
through groups of objects was faster than tapping each object
individually. This is not unexpected (Baudisch 1998; Luo and Vo-
gel 2014), but current tagging techniques rarely support selection
by path.While trials in the second phase of the first study required
placing four times asmany tags on average, it took users nearly ten
times longer to complete the trials. This shows that the second ex-
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Figure 27: Ratings on ease of learning, speed and error rate based on a
7-point Likert scale (1 = very good).
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Figure 28: After completing the experiment participants were asked to
state their preferred techniques regarding ease of learning,
speed, error rate and their overall preference.
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periment was more complex, due to the different symbols and the
four different tag categories. Although the data shows a significant
difference in the task completion times between both techniques,
the time is dependent on the number of tags that needed to be
assigned to complete a trial. To better understand the interaction
of the different techniques and the complexity of the task in both
phases, we analysed the time and corrections required for each
correctly placed tag in both phases. Using a path gesture to tag
multiple objects is more complex than tapping each single object
individually, as multiple objects have to be considered while plan-
ning the gesture. Our results show that the benefit of affecting
multiple objects outweighs the seemingly higher complexity of
the path gesture. path was significantly faster than tap with a
mean time per tag that is about 15% lower. This is a very promis-
ing result as it opens the way for more efficient touch interaction
compared to tapping.
In the second phase of the first study it took users nearly twice
as long to correctly assign a tag.Themean error rate was six times
as high as in the first phase, which is to be expected due to the
higher task difficulty. Still, the error rate remained surprisingly
low for the large amount of fast tagging operations: one error per
83 modifications. Although the time required for tagging as well
as the error rate increased when dealing with multiple tags, we
believe that the results show that our interface still works well
under such circumstances.
Some users modified multiple tags for final corrections at the
end of a trial. We believe that this is due to the nature of our exper-
imental task. One potential cause is that our experiment started
with an empty object sequence. Consequently, it was somewhat
easier to finish setting all tags of one category before moving to
another tag, compared to constantly switching the set of active
tags. The increased complexity of the second phase also caused
users to consider one row after another, as it was harder to see
larger connected components at a glance. The resulting scanline
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pattern is illustrated in Figure 25. This change in the usage of the
path gesture is the reason for the shorter paths observed during
the experiment’s second phase, as shown in Figure 24.
While the first study evaluated our interface for placing tags,
it provided little insight into our method for changing the mode
of operation, i. e. if tags are to be added or removed, for the path
technique. In the second study users were required to add and
remove tags to complete the trials. After a short explanation of
the principle and a bit of experimentation during the training,
participants quickly grasped the concept and were able to com-
plete the experiment task successfully. When we compared the
performance of the path technique to individual tapping of ob-
jects we were surprised to find that, in contrast to the first study,
individual tapping was faster. Upon taking a closer look at the
sequences generated for the experiment, these results were not
unexpected. Baudisch (1998) identified that several objects need
to be manipulated in one mouse drag to see a speed-up over
single mouse clicks. Although Baudisch’s statement relates to a
mouse-based user interface, the same insight holds true here. In
our task, the sequences of consecutive missing or misplaced tags
that had to be corrected were often no longer than two or three
objects. For such short paths the speed benefit of the path selec-
tion technique does not apply. So there is an obvious minimum
to the number of objects before a speed-up can be realized with
the path technique. Even though the quantitative measurements
show that tapping was significantly faster, all but two participants
rated the path technique as faster than tapping. The qualitative
results further show that tapping was rated as both easier to learn
and less error-prone. The perceived speed appears to dominate
the overall rating.
Themeasured number of corrections shown in Figure 26 should
not be interpreted as an error rate. It is a combination of acciden-
tal errors and deliberately superfluous actions. With the path
technique a few users added more tags than necessary and later
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removed them again. During debriefing three participants high-
lighted that they did this to chain smaller actions together, by
cleverly combining add and remove operations. This behaviour
was not observed during the first study.
As the work of Kin et al. (2009) has shown, experienced users
can perform better by using more than one finger and tapping
multiple objects at once. While this is supported by our imple-
mentation, during the experiment all users performed taps using
a single finger. Some users discovered the option to tap multiple
objects at once, but reverted back to single tapping for the study.
Although we only applied our interface to objects in a regular
grid layout, previous work (Dehmeshki and Stuerzlinger 2009a)
suggests that a path-based selection technique should work well
for node networks with non-rectangular layouts.
4.6 design considerations
In this section we outline several design considerations for inte-
grating our proposed technique into an application’s GUI. De-
pending on the application scenario, the object layout can vary
from a grid to a random distribution. This has a strong influence
for picking the “best” method to select multiple objects. We also
discuss the need to adapt to different devices: not only for different
screen sizes, but also uni- vs. bi-manual input.
It is not possible to present the single best variation of our
technique, which fits all scenarios and devices. Thus, we present
variations for different components of our interaction technique.
However, all variants that we discuss here use the same under-
lying principle. The two main components, i. e. defining a set of
tags and selecting target objects, are independent of each other.
This provides the flexibility to pick the best match for the target
application and device combination.
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4.6.1 Necessity of Tagging Widgets
Pinning objects that already have the desired set of tags works
best if related objects are close to each other. However, if there
is no object nearby that can be used to gather the desired tags
by pinning, an appropriately tagged object has to be found first.
Assuming such an object exists, such a search could take time.
But, if a tag has not been used yet, finding said tag among the
objects is even impossible. Another example is the removal of a
single specific tag. The user would have to find and pin first an
object that has only the desired tag. Thus another mechanism for
dealing with these situations is necessary. The user can always
use the tagging widgets at the side of the screen when there is no
object with the desired set of tags available (or it would simply
take too long to find it). This specifically targets the removal of
a single tag and the initial placement of tags that have not been
used yet.
4.6.2 Copying vs. Toggling vs. Combining Tags
There are several possibilities for applying a set of tags to one or
more target objects. The simplest possibility is to copy the tags
to all target objects, overwriting any previous tags—effectively
painting the tags on the objects. However, for complex tag assign-
ments this may need more steps than ideal. Adding another tag
to differently tagged objects would become tedious, as existing
tags would have to be re-selected, so that they are not overwritten.
We decided to use the more expressive combination of tags, as
presented in this chapter and used in the user studies. During
early development we played with toggling all selected tags on
target objects. Yet, toggling all tags simultaneously results in hard
to predict changes. Thus we decided that the explicit choice of
either adding or removing tags is a better alternative.
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4.6.3 Adaptation to Smaller Devices
Depending on the used device, the presented tagging widgets
might not be the best possible interface for accessing single tags.
The two main factors are display size and if the device is operated
using a single or both hands. While pinning objects and perform-
ing selections can theoretically be performed with a single hand,
it is much more limiting than bi-manual input. Yet, the behaviour
of the tagging widgets at the display border can be adjusted for
uni-manual input by making them also toggle-able.
On larger devices, such as tabletop displays, there is enough
space for tag widgets at the border of the screen. This way any
desired combination of tags can be activated at all times, indepen-
dent of the tags currently assigned to the visible objects. Pinning
tagged objects that are close to the objects being modified also re-
mains very useful. Large screens benefit from this local operation,
as the attention does not need to be divided between the target
area and the tagging widgets, that are potentially far away.
For smaller multi-touch devices, such as smartphones or small
tablets, most often a single hand is used for interaction, while the
other hand is holding the device. Wagner et al. (2012) provided an
interesting discussion of design implications for controls at the
border of the screens of hand-held tablets. Small devices have little
screen space to spare making the tagging widgets a suboptimal
design choice. In this case, a pop-up menu with selectable tags
is a good alternative—it can be operated using a single hand and
does not consume screen real estate, unless it is invoked. Such
a menu can be activated by a single hold gesture. To resolve the
ambiguity with a pin gesture, we cancel the menu if the system
registers a second touch outside of the menu.
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4.6.4 Pop-up Menu
If the user holds a touch on a single object for two seconds a pop-
up menu is displayed, as shown in Figure 29. The segments of the
circular menu represent the available tags. Filled segments are
tags currently assigned to the object. Tapping a segment toggles
the corresponding tag, and thus allows the user to directly specify
which tags should be assigned to the object. The menu is closed if
the user touches anywhere outside the menu.
There is a potential overlap of the hold gesture to open the
menu and pinning a single object. To deal with this ambiguity we
proceed as follows. If the user intends to pin a single object, but
takes too long to start selecting other objects, the menu opens.
If the user is still pinning the object and starts selecting other
objects with a second touch the menu is automatically dismissed
and the user can perform the desired operation as if the menu
never had appeared.
While the pop-up menu may occlude nearby objects, this will
only happen if the user does not intend to use the menu but acci-
dentally triggers it by spending too much time between pinning a
single object and selecting nearby objects. Choosing a reasonable
threshold for opening the pop-up menu should minimise this
potential problem. In any case it is also possible to first select the
desired objects and pin an object later, thereby avoiding accidental
triggering of the menu altogether.
4.6.5 Selecting Rectangular Groups of Objects
In addition to selecting objects crossed by a path, our technique
can also support the selection of objects inside rectangular regions,
as shown in Figure 30. Which selection method is more useful
depends on the spatial layout of the objects themselves, the usage
scenario, and the specific application.
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Hold
Figure 29: Holding a single object for two seconds displays a circular
pop-up menu. Tapping a segment toggles the corresponding
tag on the object. A touch outside the menu dismisses it.
during interaction result
Pin
Pin
Drag
Drag
Figure 30: Dragging a rectangle selects all objects that are contained or
intersecting it. As with the path technique the initial touch
position of the dragging operation defines if the pinned tags
are added (as shown here) or removed. Outlined tags preview
impending changes.
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To select a rectangular group of objects a rectangular area can
be defined by dragging the diagonal of the rectangle. All objects
intersecting or completely inside the rectangle are then selected.
The mechanism for choosing the mode of operation, i. e. if tags
are to be added or removed from the selected objects, is the same
as with path selection. The position of the first touch, in this case
defining one end of the diagonal, determines if the tags are to be
added or removed from the selected objects. While the rectangle
is dragged a preview of the resulting tag changes is shown, as
illustrated in Figure 30.
Depending on the spatial layout and application context, rectan-
gular or path selection is more useful. Occasionally both variants
are necessary, but supporting both simultaneously is difficult.
Then, a way is needed to switch between the two selection meth-
ods. In our system the rectangle and path selection methods are
mostly compatible, as they use the same logic for choosing the
operation mode (addition/removal). Thus, a combination simi-
lar to the overloaded version of lasso and rectangle selection by
Saund et al. (2003) could be used here.
4.6.6 Simplification to a Single Group
Many existing applications support only selection of a single
group. These can still benefit from the selection editing capabili-
ties of our interface. In this scenario the interaction technique of
pinning a selected object is still very useful for adding additional
objects to an existing selection with a rectangle or path gesture.
Yet, highlighting is likely more appropriate than a tagging inter-
face. This idea effectively enhances existing multi-touch group
selection approaches, which typically do not support editing of a
selection.
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4.6.7 Selecting Overlapping Objects
If objects overlap each other it might not be possible to select
the desired objects using a single selection operation. One of the
benefits of our technique is its capability to easily extend and
modify selections, and we can compose the desired set of ob-
jects through multiple selection steps. Harpoon Selection (Leitner
and Haller 2011) already demonstrated that partially overlapping
objects can often still be selected using path-based techniques.
For objects that completely overlap, a technique such as Tumble!
Splat! (Ramos et al. 2006) can be combined with our technique to
access occluded objects. Intelligent selection assistance systems
such as Suggero (Lindlbauer et al. 2013)might also be helpful for se-
lection of Gestalt configurations. If the background is completely
covered by an object, for instance while the view is zoomed in, it
is impossible to signal a subtraction by starting a path gesture on
the background. In this case the editing gesture could be started
on the bezel, which can equally signal subtraction.

Part II
ABOVE THE SURFACE
So far we have explored interaction on touch-capable
surfaces. In the second part we extend the tabletop
display into the third dimension using a stereoscopic
projection. Multi-touch input is constrained to the
surface, as touches cannot be detected in mid-air. To
access the third dimension we developed Triangle
Cursor, an indirect multi-touch metaphor that en-
larges the interaction space to include the volume
above the surface.

5
TRIANGLE CURSOR: INTERACTIONS WITH
OBJECTS ABOVE THE TABLETOP
Multi-touch enabled tabletop surfaces have shown significant
potential for exploring complex content in an easy and natural
manner, supporting expressive interaction without any instru-
mentation. In particular dense environments, such as physical
simulations or geographic information systems (GISs), in which
multiple small objects are displayed close to each other could
benefit from horizontal interactive display set-ups, which closely
resemble the way humans are interacting with their real-world sur-
rounding. Furthermore, collaborative interaction that is naturally
supported on a multi-touch tabletop is a common requirement in
these domains. Due to the complexity of the environment such
visualisations often benefit from additional perceptional cues,
most noticeably from binocular disparity and motion parallax, as
provided by tracked stereoscopic projections.
5.1 introduction
Although multi-touch surfaces could exhibit limitations in the
context of stereoscopically rendered projections, because the input
is inherently constrained to the 2D surface, these two technolo-
gies have recently been combined in different set-ups (Schöning
et al. 2009; Valkov et al. 2011, 2010), and even first commercial
products are already available. Furthermore, interdisciplinary re-
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search projects like iMUTS1 or InSTInCT2 have addressed the
question of touch interaction with stereoscopic content on a two-
dimensional surface. However, until now such systems are mainly
used for navigation purposes whereas interaction with stereoscop-
ically displayed objects is supported only rather rudimentarily.
With stereoscopic displays, objects can be displayed with differ-
ent parallaxes, i. e. negative, zero, or positive, resulting in different
perceived object positions. Objects rendered with zero or positive
parallax appear attached to the projection screen or beyond it and
are well suited for touch interaction, either by directly touching
the virtual objects or using indirect selection and manipulation
techniques (Hancock et al. 2007; Pierce et al. 1997; Reisman et al.
2009). However, such an approach cannot easily be extended to ac-
cess objects exhibiting negative parallax. In this case an object ap-
pears above the surface and the users have to penetrate it in order
to interact with it, since most touch sensitive screens capture only
direct contacts or hover gestures close to the screen.This is usually
considered unnatural by users, and also leads to some specific
visual artefacts, such as accommodation-convergence problems,
unordered occlusions, misaligned touch targets, etc. (Schöning
et al. 2009; Valkov et al. 2011). Hence, selection and manipulation
of objects above the interactive surface pose a major challenge
in this context. Camera-based hand and gesture detection algo-
rithms could be applied to allow free space interaction above
the surface (Hilliges et al. 2009), but such techniques are usually
considered more imprecise and exhausting compared to the con-
strained touch interaction (Benko and Feiner 2007; Hinckley et al.
1994).
In this chapter we present Triangle Cursor, a novel indirect
selection and manipulation metaphor for objects rendered stereo-
scopically above an interactive tabletop’s surface. Figure 31 shows
Triangle Cursor in action. The metaphor is designed to overcome
1 http://imuts.uni-muenster.de
2 http://anr-instinct.cap-sciences.net
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Figure 31: Illustration of Triangle Cursor in action. The user controls
the 3D cursor position and height above the surface using a
single hand.
the occlusion artefacts and fat finger problem (Holz and Baudisch
2010; Potter et al. 1988) usually accompanying similar shadow
interaction techniques (Benko and Feiner 2007; Coffey and Keefe
2010). In its basic implementation 4 DOFs are supported, i. e.3D
position and yaw rotation. Since the metaphor is usually con-
trolled with only the dominant hand it could easily be extended
to support further actions. For instance, pitch and roll rotations
could be mapped to a trackball metaphor controlled with the
non-dominant hand.
We will investigate the applicability of the metaphor for some
common tasks in an initial usability study and measure its quanti-
tative performance against the currently most related technique,
Balloon Selection (Benko and Feiner 2007), in a formal exper-
iment. Our results confirm our initial expectations, that users
consider the metaphor to be intuitive and adequate for the tested
tasks, and they perform the tasks up to 20% faster without a loss
in precision.
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5.1.1 Related Work
An extensive review of the existing work on interactive tabletops
has been presented by Grossman andWigdor (2007) who also de-
veloped a taxonomy for classification of this area of research.Their
framework takes into account the perceived and the actual display
space, the input space and the physical properties of an interactive
surface. As shown in their paper, 3D volumetric visualisations are
rarely being considered in combination with 2D direct surface in-
put. Currently, only few approaches have addressed this problem
which introduces new challenges. For instance, Schöning et al.
(2009) have investigated stereo visualisation on a multi-touch
enabled wall and discussed approaches based on mobile devices
for addressing the formulated parallax problems. Furthermore,
Valkov et al. (2011, 2010) investigated humans’ sensibility to stereo-
scopic depth in touch environments and how the parallax changes
the touch behaviour and precision.
Extending the interaction space above the touch surface has
been addressed mainly by two different approaches: free-hand
interaction above the surface (Hilliges et al. 2009), or indirect
interaction with the objects’ shadows, possibly using physical
props (Ishii and Ullmer 1997) or widgets (Benko and Feiner 2007;
Coffey and Keefe 2010; Cohé et al. 2011). Following the first ap-
proach, Hilliges et al. (2009) have tested two depth sensing tech-
niques to enrich the multi-touch interaction on a tabletop set-up
with monoscopic projection. Wilson and Benko (2010) have used
multiple cameras and projectors to enable interaction on, above
and between multiple surfaces. Indirect interaction with the shad-
ows of stereoscopically rendered objects on amulti-touch tabletop
set-up has been addressed by Coffey and Keefe (2010). They have
combined a monoscopic tabletop projection with a large scale
horizontal stereo display to explore complex medical data sets
with an extended world-in-miniature metaphor.
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Benko and Feiner (2007) have proposed the Balloon Selection
metaphor, which supports precise object selection and manipula-
tion for augmented reality set-ups. The metaphor imitates a small
helium balloon, which the user is holding on a string above the
surface. By pulling the string with a second finger, the height of
the balloon is controlled. Although such indirect techniques usu-
ally provide better precision and lower levels of fatigue compared
to free-hand interaction (Hinckley et al. 1994), they could suffer
from occlusion artefacts and the fat finger problem.
Because of the size of the human fingers, directly touching
a small object is considered inherently inaccurate (Vogel and
Baudisch 2007), and there exists a series of studies investigating
the factors responsible for this inaccuracy, including the fat fin-
ger problem (Vogel and Baudisch 2007) and the perceived input
point model (Holz and Baudisch 2010). Many approaches have
addressed this issue, for example by providing adjustable (Benko
et al. 2006) or fixed cursor offset (Potter et al. 1988), by scaling the
cursormotion (Benko et al. 2006), or by extracting the orientation
of the user’s finger (Holz and Baudisch 2010).
In this chapter we propose a shadow interaction technique
which was initially inspired by the Balloon Selection, and which
we designed to support more fluidmotions and to overcome some
of the problems by using an adjustable cursor offset.
5.2 triangle cursor technique
We came upwith the idea for our Triangle Cursor technique when
we examined how well existing selection techniques for multi-
touch surfaces work combined with displays using a stereoscopic
projection.
Triangle Cursor uses an indirect approach to specify a 3D po-
sition above the tabletop display. Instead of specifying the 3D
position directly the user only interacts with the zero parallax
plane, i. e. the table surface. This essentially splits the 3 DOFs
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positioning task into a 2 DOFs positioning task on the table
surface and a 1 DOF task to select the desired height above the
table. Even though Triangle Cursor uses this indirect approach,
it allows the user to combine the position specification with the
height specification into a single 3 DOFs task.
A spherical cursor is used to represent the currently selected
3D position. A triangle is displayed between two touch points and
perpendicular to the table surface with the 3D cursor attached to
the top vertex. This set-up is shown in Figure 31.
5.2.1 Interaction Technique
When the user touches the surface at two points an isosceles trian-
gle is displayed with the two base vertices at the touch positions.
The triangle’s altitude is displayed to provide additional visual
feedback to the user. The altitude’s base point represents the 2D
position on the surface and is located at the midpoint between the
user’s fingers. The altitude’s length is equal to the height above the
surface. The use of the midpoint between the two fingers has two
benefits for accurately specifying the position on the surface: first,
the point of interest is not occluded by the user’s fingers; second,
the movement speed of the midpoint can be reduced by a factor
of up to 2 by only moving a single finger (Benko et al. 2006).
The triangle’s position can be controlled by moving the fingers
on the surface (2 DOFs). The height above the surface (1 DOF)
is controlled by the distance between the two fingers and indepen-
dent of their absolute positions. When the fingers are moved the
triangle is scaled according to the distance between the fingers.
This behaviour resembles the usual scaling gesture that is used in
many multi-touch applications, and the user can effectively scale
the triangle and accordingly the height above the surface. It is
possible to use Triangle Cursor with two hands or with two fingers
of the same hand, in most cases the index finger and the thumb of
the dominant hand. When using a single hand the height of the
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interaction space is limited by the amount the user’s fingers can
be spread apart. As shown by Hancock et al. (2007), similar to real
tables rich interactions with digital tables can be implemented by
limiting the interaction to a shallow area above the table. The use
of a stereoscopic projection already limits the maximum height
at which objects above the table can be visualised, depending on
the user’s point of view. Initial tests have shown that mapping the
distance between the fingers to the altitude of the triangle using
a quadratic function allows users to cover the interaction space
required by most applications. Close to the table surface the users
have fine control over the height changes, while they are still able
to access the upper boundary of the interaction space.
To accommodate differences in hand size or applications that
require a fine level of control in a deeper interaction space the
metaphor could be extended to allow a change of the base-to-
altitude mapping or adding a height offset while using it.
Moscovich and Hughes (2008) have shown that positioning
and rotating the hand and adjusting the span of the fingers are
compatible and can be combined into a unimanual manipulation
task. A yaw rotation around an axis perpendicular to the table sur-
face can be applied using the relative position of the touch points
and midpoint. A rotation of the fingers around the midpoint is
mapped to a rotation around the axis defined by the triangle’s
altitude.
To select an object the spherical cursor has to intersect the
object. When the user triggers the selection the object is attached
to the spherical cursor and is moved and rotated with it until it
is deselected. To trigger the selection a technique like SimPress
clicking (Benko et al. 2006) or a simple tap with a finger of either
the dominant or non-dominant hand can be used.
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5.2.2 Extension to Six Degrees of Freedom
With the possibility to control 3 DOFs position and yaw orienta-
tion with two fingers of a single hand, we explored an extension
of the technique to simultaneously control the other 2 DOFs of
the orientation.
In the case of placing a new object into the virtual scene it
is required to define a forward facing direction, i. e. the initial
rotation. We chose the direction perpendicular to the segment
connecting the two touch points and facing away from the user’s
hand. Our initial approach required the fingers to be placed in a
specific order to determine the forward direction. Early testing
has shown that this is not a satisfying solution. Remembering the
touching order was awkward and dependent on whether the left
or right hand was used. A touch surface that supports a registra-
tion of the user’s fingers (e. g. Dang et al. 2009) could be used
to avoid the touch order issues, but would also force the user to
use predefined fingers to interact. For a better solution a hand
detection algorithm (e. g. Dohse et al. 2008) could be added to
always choose a predefined direction relative to the position of
the user’s hand.
To control the pitch and roll rotation a trackball metaphor
could be used. When the user touches the surface with the free
hand a trackball is displayed at the touch point. The movement
of the touch point is mapped to the rotation of the trackball and
accordingly to the orientation of the selected object. The combi-
nation of Triangle Cursor with orientation and a trackball results
in a bimanual 6 DOFs interaction technique.
5.3 first user study
We have tested the usability of Triangle Cursor in an initial user
study with 18 (15 male and 3 female) members of our working
group and students.
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We chose Balloon Selection (Benko and Feiner 2007) as a base-
line comparison technique. Balloon Selection offers a similar se-
lection mechanism that decomposes the 3DOFs positioning task
into a 2 DOFs positioning and a 1 DOF height adjustment task.
A spherical cursor (balloon) is displayed to show the currently
selected 3D position. The user can specify the position on the
surface with the first touch. Using a second touch point the user
can change the cursor’s height by varying the distance between
the two touch points. As the original version of Balloon Selec-
tion does not offer support for an additional specification of the
orientation, we expanded the technique. If the user rotates the
second touch point around the primary touch point the rotation
is applied to the currently selected object. This extension allows
us to evaluate the two interaction metaphors against each other.
In both metaphors selection and deselection were triggered by
tapping with a finger of the non-dominant hand.
The subjects had to alternately use Triangle Cursor and Balloon
Selection to complete three common tasks, illustrated in Figure 32.
The first task (Figure 32a) was to follow a 3D path represented
by a set of waypoints. At each waypoint a small box illustrated
the tolerance area. If the cursor was moved completely into a box,
the colour of the box was changed to provide feedback to the
user. In the second task (Figure 32b) the user had to complete a
small model using LEGO bricks. The users were allowed to spend
20 minutes with each metaphor to complete the task and were
supported by a supervisor during this time. In the last task (Fig-
ure 32c) the users had to move a small plane to a predefined
position and adjust its orientation using the 6DOFs extension of
the Triangle Cursor technique.This task was only performed with
Triangle Cursor. After the three tasks were completed, the users
were asked about their subjective impression of Triangle Cursor
(Figure 33) and their preference of the two techniques (Figure 34).
In an informal interview users were asked about their experience
with the two techniques.
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(a) Following a predefined path.
(b) Completing a small model with
LEGO bricks.
(c) Setting the position and orientation
of an aircraft.
Figure 32: The three tasks of the initial user study using: (a, b) Triangle
Cursor, (c) 6 DOFs extension of Triangle Cursor for control-
ling position and orientation. (A monoscopic projection was
used while these images were captured.)
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Figure 33: Users’ rating of different aspects of Triangle Cursor on a 7-
point Likert scale (1 = very good).
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Figure 34: After completing the experiment tasks users were asked to
state their preferred technique.
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Most of the users had the subjective feeling of being faster with
Triangle Cursor thanwith Balloon Selection and have rated the po-
sitioning precision higher or as equal. All users have appreciated
the fact that Triangle Cursor provides a smooth single motion to
control all degrees of freedom with a single hand, and they have
rated it as more appropriate for the path following task. Never-
theless, two of the users have described the Balloon Selection as
having a simpler mental model, clearly separating surface posi-
tioning from changing the height, and one of them commented
that there may be a difference if the path would have been spec-
ified as a smooth curve. Our extension of Balloon Selection to
support yaw rotation leads to difficulties in separating the yaw
rotation from height changes. None of the subjects rated this as
a problem, and most of them intuitively overcame this by first
adjusting the object’s orientation and then its height.
The users were asked to comment on whether they were fa-
tigued by the tasks. Most of the users reported that they found
the touch interaction somewhat tiring and that they did not expe-
rience a large difference between the techniques regarding fatigue.
Most users were unfamiliar with an optical touch detection system
that behaves differently than a capacitive touch screen; touches
can be lost if the surface is only barely touched, and fingers that
are hovering close to the surface can be detected as false touches.
We observed that the users were applying more pressure on the
touch surface to counter such detection problems, contributing
to the experienced fatigue.
Because of the promising results of this initial study, a formal
experiment was conducted. In this experiment (described in de-
tail in the following sections) objective, quantitative values were
measured and evaluated.
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5.4 second user study
We performed a second, formal user study to quantitatively evalu-
ate the performance of Triangle Cursor and how it compares with
similar selection techniques. Again, Triangle Cursor (triangle)
was tested against its closest counterpart—an extended version
of Balloon Selection (balloon) that supports yaw rotation, as
described in the previous section.
17 participants (14 male, 3 female), ages 23–35 (median 26),
participated in the experiment. All but two participants were un-
dergraduate, graduate or PhD students in computer science. All
participants were frequent computer users and all reported to
have experience with stereoscopic projections and multi-touch
devices. The right hand was used as the dominant hand by all
users, and all users reported themselves as being right-handed.
All participants had normal or corrected to normal vision, none
reported amblyopia or another stereopsis disruption. Six partici-
pants wore glasses or contact lenses. Completing the experiment,
including training, instructions and debriefing, took the partici-
pants 45–60minutes.The participants were allowed to take breaks
at any time.The results of one participant were discarded from the
statistical analysis as the participant had obviouslymisunderstood
the experiment task.
5.4.1 Experimental Set-up
The experiment was performed using our prototype stereoscopic
multi-touch tabletop set-up. A PC running Windows 7 with an
Nvidia Quadro FX 4800 graphics card was used for the experi-
ment. For the back projection on the surface an Optoma EX785
DLP projector with resolution 1024 × 768, providing a frame-
sequential stereoscopic projection at 120Hz, was used. The physi-
cal dimensions of the touch surfacewere 136 cm×102 cm, resulting
in a pixel size of approximately 1.3mm.
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(a) Task one: moving a die. (b) Task two: puzzle.
Figure 35: The two tasks of the user study, performed using Triangle
Cursor. (A monoscopic projection was used while these images
were captured.)
To enable touch detection on our table set-up we used the rear
diffuse illumination principle (Matsushita and Rekimoto 1997).
Infrared lights were placed under the table surface to provide a
uniform illumination of the projection surface. A Point Grey Re-
search Dragonfly 2 camera with an appropriate filter was used to
capture the infrared light reflected by the user’s fingers and detect
the touch points. The touch surface was captured at 30 frames per
second at a resolution of 1024×768, resulting in a touch detection
resolution of approximately 1.3mm in each dimension.
For this experiment we did not use head tracking and asked
users to stand at a marked position. The virtual camera’s posi-
tion was adjusted to match the user’s height to provide correctly
rendered images for the user’s point of view.
5.4.2 Task One: Moving a Die
Participantswere asked to use both interactionmetaphors to select
a die displayed above the table and drag it to a target position,
indicated by a semitransparent die (Figure 35a). In addition to
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the position the participants were asked to match the target die’s
orientation. Again, selection and deselection was triggered by a
tap on the display with the non-dominant hand.
We encouraged users to control position, orientation and height
above the surface at the same time by intentionally placing the
object die and the target die at different heights and in different
orientations, although it was not necessary to do so in order to
successfully complete this task.
5.4.2.1 Procedure
A within-subjects, repeated measures design was used consisting
of 2 techniques and 9 positions in 3 different heights. A random
orientation (yaw angle; 0○–360○ in 30○ increments) was assigned
to each combination of height and position. All trials were re-
peated twice. The positions were aligned on a 3 × 3 grid near the
centre of the screen and could easily be reached by all participants.
For the target a different position and height were chosen. When
the participants were satisfied with the alignment of the die at the
target they had to complete the trial by pressing a button on the
border of the display with their dominant hand. After complet-
ing a trial the next trial was automatically started. The use of the
button ensured the same starting position of the user’s dominant
hand in all trials. The order in which the techniques were tested
was randomized to avoid ordering effects. To eliminate the effects
of switching selection techniques the first two trials were marked
as practice trials and discarded from the results for each trial set,
resulting in a total number of 108 trials per subject. To see how the
two techniques differ in a translation task, where no rotation is
necessary, twelve of these trials (six for each technique) had iden-
tical orientations for the object and target dice. The completion
time for each trial, i. e. the time between the button presses at the
beginning and the end, was recorded. Additionally, the distance
of the die to the target position and the difference in the actual
and target orientation were recorded.
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Figure 36: Comparison of balloon and triangle for task 1 (moving
a die). (Error bars = ± SE)
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Figure 37: Comparison of balloon and triangle for trials of task 1
(moving a die) that required only a translation and no change
in die orientation. (Error bars = ± SE)
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5.4.2.2 Results
The mean completion time, position error and orientation er-
ror were calculated for each subject and selection technique and
are shown in Figure 36. With a two-sided t-test over subjects’
means we found that triangle (M = 25.2 s, SE = 1.6) was
significantly faster (t(30) = 2.353, p = 0.025) compared to
balloon (M = 31.4 s, SE = 2.1). triangle also performed
better with respect to the position error with borderline signif-
icance (t(30) = 2.124, p = 0.042). The mean position error
was approximately 1mm smaller with triangle (M = 4.8mm,
SE = 0.2) than with balloon (M = 5.8mm, SE = 0.4). With
an average difference of just 0.2○ the orientation error was nearly
identical with triangle (M = 1.5○, SE = 0.1) and balloon
(M = 1.7○, SE = 0.1). No significant difference could be found for
the orientation error (p = 0.258).
The results for the subset of trials with equal orientations of
the object and target dice, i. e. the trials that required only a trans-
lation and no change in orientation, are shown in Figure 37. In
these trials triangle (M = 17.9 s, SE = 1.8) was significantly
faster (t(30) = 2.471, p = 0.019) than balloon (M = 24.7 s,
SE = 2.1). The difference of only 0.4mm between the mean po-
sition errors for triangle (M = 5.4mm, SE = 0.4) and bal-
loon (M = 5.8mm, SE = 0.6) was not found to be significant
(p = 0.564). For the orientation error no significant difference
(p = 0.097) between triangle (M = 1.2○, SE = 0.1) and
balloon (M = 1.6○, SE = 0.2) could be found.
5.4.3 Task Two: Puzzle
Six boxes with a part of an image attached to their front side
were displayed and the participants were asked to assemble the
complete image by aligning the boxes (Figure 35b). One box was
placed in the centre as reference point. The other five boxes were
distributed on a half circle around the reference box with random
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orientations (yaw angle, 0○–360○ in 30○ increments). The partici-
pants had to push a button on the border of the display to start a
trial. Once they were satisfied with the arrangement of the boxes
the trial was ended by pressing the button again.
Each box had to be selected, moved and rotated to the target
position to complete the picture. There was no predefined order
in which the boxes had to be moved, and the users could align
the boxes freely. Selection and deselection was triggered by a tap
on the display with the non-dominant hand.
5.4.3.1 Procedure
We used a within-subjects repeated measures design. The partici-
pants were asked to perform 2 trials with each technique, resulting
in a total of 4 trials per user. To eliminate the effects of switching
techniques a practice trial was added for each technique that was
excluded from the results. The order in which the techniques
were tested was randomized to avoid introducing a bias for one
technique. The task completion time, the distance to the perfect
target position and the difference between the actual and target
orientation for each box were recorded.
5.4.3.2 Results
Themean completion time, accumulated position error and orien-
tation error of all 5 movable boxes were calculated for each subject
and selection technique and are shown in Figure 38.The task com-
pletion time with triangle (M = 126 s, SE = 10) was on average
31 s shorter than with balloon (M = 157 s, SE = 10). A two-
sided t-test over the subjects’ means has shown this difference to
be significant (t(30) = 2.181, p = 0.037).While the position error
was on average 5mm smaller with triangle (M = 26.1mm,
SE = 1.5) than with balloon (M = 31.1mm, SE = 2.4), no signif-
icant difference could be found (p = 0.094). Also no significant
difference could be found for the orientation error with an av-
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Figure 38: Comparison of balloon and triangle for task 2 (puzzle).
(Error bars = ± SE)
erage difference of just 0.3○; the mean value of triangle was
M = 8.9○ with SE = 1.0 and for balloon it was M = 9.2○ with
SE = 0.7.
5.5 discussion
Our formal study has shown that users were able to perform the
synthetic die moving task about 20% faster with our Triangle
Cursor than with the Balloon Selection technique. The increase
in speed did not come at the expense of precision, as the posi-
tioning and orientation errors were either nearly identical for
both techniques or slightly in favour of Triangle Cursor. In the
more complex puzzle task, that more closely resembles what a
real-world task could be like, Triangle Cursor is again about 20%
faster while maintaining a similar precision.
As Triangle Cursor is more complex and multiple degrees of
freedom are controlled at the same time using a single hand one
could expect it to be less precise than Balloon Selection. The
results show that this is not the case. On average, Triangle Cursor
122 triangle cursor
even outperformed Balloon Selection in terms of precision by
a small margin. We believe that this is the result of using the
midpoint of two touches that allow a more stable control of the
cursor position on the surface—one of Triangle Cursor’s initial
design ideas.
Nevertheless, it might be possible that our extension of Balloon
Selection to support orientation changes has changed its mental
model, that was focused on separating the 2D positioning task
from the 1D height changing task. We added another 1D task for
setting the orientation; however, this was not clearly separable
from the height changing task. This alteration might have had a
negative impact on Balloon Selection’s performance. The exam-
ination of those trials, for which no change of orientation was
necessary, has shown that Triangle Cursor also performed better
in these cases. However, the change of orientation was coupled
with height and position changes for both techniques, so that
accidental orientation changes that had to be corrected later on
could have occurred during these trials. To determine how the
original Balloon Selection compares to Triangle Cursor as a pure
selection technique further investigations are required.
One of the advantages of Triangle Cursor is the ability to di-
rectly approximate the desired height by spreading the two fingers
the right amount apart before touching the surface. We observed
that all participants took advantage of this to some extent. Most
users were able to approximately guess the right height to perform
a selection after they had completed several trials. Thus, often
only a small correction of the height was necessary. We believe
this is one of themain reasons why Triangle Cursor outperformed
Balloon Selection. After the initial guess only a small correction
phase is required for Triangle Cursor, whereas a larger height
change for the cursor of Balloon Selection was required.
Furthermore, we were able to observe that most users utilized
the time while they were moving an object from the starting posi-
tion to the target with Triangle Cursor. The users were adjusting
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their fingers to approximately match the target height and ori-
entation while moving their hand to the target position, so that
only a small adjustment at the target position was necessary. In
contrast, with Balloon Selection most users had more difficulties
to adjust the height and orientation while moving, so that either a
larger correction at the target position was necessary or the users
performed the task with discrete phases for moving and adjusting
the height and orientation, leading to higher times to complete
the tasks.
Although Triangle Cursor is an indirect interaction technique,
the users did not perceive it as such. The combination of orienta-
tion, position on and height above the surface in a single-handed
technique resulted in fluid motions. This was particularly ob-
servable during the more complex puzzle task. The users quickly
moved the pieces around in a natural looking way. Several par-
ticipants noted that it was awkward to use Triangle Cursor for
rotations with large angles. Indeed, the users had to stop during
the rotation, reposition their hand and select the object again to
resume the rotation. We observed that users who seemed more
comfortable with touch interaction quickly learned to plan ahead
and oriented their hand to grab the object so that no or only one
reselection was necessary. Other users always grabbed the objects
in the same way and were forced to reselect the object more of-
ten. While some users reported the reselection step as slightly
disturbing, their results show that they still performed faster than
with Balloon Selection, that usually does not need the additional
reselection step.
5.6 design considerations
In this section we discuss several design considerations for us-
ing Triangle Cursor within more complex interfaces and briefly
consider possible variations suitable for different application re-
quirements.
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5.6.1 Triangle Cursor as a Widget
In an application, where the user manipulates a single or just a
few objects over a longer period of time or a continuing sequence
of manipulations is necessary, it might be beneficial to modify
Triangle Cursor and use it as a manipulation widget. When the
user removes his fingers from the surface while an object is se-
lected, Triangle Cursor stays visible. Thus it acts as a handle, and
the user can instantly grab it to continue manipulating the object,
without needing to reselect the object first. A separate gesture, like
tapping on the Triangle Cursor widget, could be used to deselect
the object and dismiss the widget, when it is no longer used. How-
ever, in a dense visualisation environment, where a large number
of selectable objects or two objects that are very close to each
other are manipulated, the widgets might occlude other widgets
or could be hit accidentally by the user while trying to perform a
new selection.
5.6.2 Supporting Multiple Users
We believe that Triangle Cursor can easily be extended to support
multiple users. Using an existing technique that is able to identify
to which user each touch point belongs, multiple Triangle Cursors
can be active at the same time—one for each pair of touches of the
same user that are in close proximity.The fact that Triangle Cursor
is typically operated using a single hand can aid in the assignment
of touches to the users. For example, the touch detection for a
tabletop based on the rear diffuse illumination principle can be
extended to also detect the users’ hands above the surface (Dohse
et al. 2008). While this information does not provide a complete
user identification, it is sufficient to decide which touches belong
together, so that multiple users can use multiple Triangle Cursors
at the same time.
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Thewidget variant of Triangle Cursor described above could be
especially useful for tasks that requiremultiple users to collaborate.
For instance, a selected object could be moved and then passed
on to another user.
While Triangle Cursor could be extended to multiple users,
special considerations to extend stereoscopic displays to multiple
users have to be made. A possible solution using a combination of
shuttering and polarization has been proposed by Fröhlich et al.
(2005).
5.6.3 Conflicts with Other Touch Gestures
Triangle Cursor might conflict with other touch gestures, for
instance themost common camera navigation gestures pan, pinch
and rotate. This is especially apparent for the pinch gesture that
is commonly used to adjust the camera zoom or scale objects, as
Triangle Cursor was designed to resemble the scale gesture for
height changes.
In applications where there is a clear separation between ob-
jects that can be manipulated and a static environment this could
provide a context to decide whether the user wants to select an
object or perform a camera navigation action. For instance, if
the shadows of selectable objects are displayed below them they
provide a visual cue for the user where to initiate a Triangle Cur-
sor gesture. When two touches are registered by the system and
the midpoint between the touches lies inside an object’s shadow,
Triangle Cursor is initiated. When the user touches at an empty
spot, a camera navigation action can be performed. A good ex-
ample for this is a GIS application with a predefined landscape
and movable building models. When the user touches next to a
building Triangle Cursor is used, and when the user touches on
the landscape a pinch gesture can be used to scale the landscape,
respectively zoom in or out.
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5.6.4 Different Height Mappings
During the experiments our set-up used a quadratic function
to map the distance of the user’s fingers on the surface to the
height of the cursor above the surface. This was adequate for our
experiment tasks, as we had the highest level of precision close to
the surface and it was still possible to precisely reach the highest
points necessary in the experiments. We believe that for most
applications it makes sense to have the highest level of precision at
the zero parallax plane, i. e. close to the surface, because it makes
sense to also place the main objects of interest on the surface.
There are, however, applications where there is another reference
height. Imagine an application in which the user controls a group
of aerial vehicles that are displayed above a map. It would make
sense to place the map in the zero parallax plane and show the
aerial vehicles actually above the surface. If all vehicles operate at
a common flying altitude the range with the most precise height
control should be around that altitude and the height mapping
function should be adapted accordingly.
In some applications there might be more than one reference
height. In this case a switching mechanism to select different
height mappings could be added to the application. Another pos-
sibility is to extend Triangle Cursor by another gesture to change
the height of an object while it is selected. A third finger could be
used to perform a sliding gesture to move the selected object up
or down without changing the distance between the two fingers
creating the triangle. Changing the distance of the fingers would
then result in a manipulation relative to the new height.
Nevertheless, one has to consider that a changing height map-
ping might cancel out the benefit of being able to guess the right
finger placement to get close to the desired selection height.
6
CONCLUSION
This thesis presented three novel multi-touch selection and inter-
action techniques. A characteristic shared by all these techniques
is the use of true multi-touch input. We showed that multiple
touches allow for more expressive interaction than interfaces
based on a single point of interaction. We presented user studies
for the interaction techniques to verify our design decisions and
evaluate their performance. In addition to quantitative results, we
also reported users’ subjective ratings and observations during
the experiments. For each interaction technique we included sev-
eral design considerations that discuss different variations of our
techniques. These discussions are intended as a sort of guideline
for integrating our techniques into existing user interfaces and
real applications.
Chapter 2 presented a survey of selection techniques. We com-
piled a list of related work on selection techniques and group
selection and developed a system of classifiers to structure and
categorise the body of previous work. Using a graphical represen-
tation we created an overview of existing selection techniques
and identified areas that had not been examined. While exploring
the design space that lies hidden in these gaps we developed the
interaction techniques presented in the first part of this thesis.
In Chapter 3 we have shown that adapting rectangular selec-
tions to the new multi-touch environment instead of just trans-
ferring the traditional mouse-based metaphor results in a bet-
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ter suited interaction technique. A user study has shown that
using our multi-touch selection technique, and thus the capabili-
ties of multi-touch input, results in a good compromise of speed
and accuracy compared to existing approaches. The increased
expressiveness of multi-touch interaction allows our presented
technique to be naturally extended to support refinements of selec-
tions through the use of context information. We have presented
the adaptation of the concept of context information, introduced
for selecting rectangular regions, to free form selections. Simi-
larly to the rectangular selections we have introduced interaction
metaphors to modify and refine existing selections.
Chapter 4 introduced pinning touches and our new multi-
touch tagging interface. Our interface relies heavily on pin ges-
tures, i.e., holding touches, to provide a context for other actions
performed at the same time. It employs tag widgets to define mul-
tiple overlapping tag groups. One of its key features is the ability
to easily edit existing tags by adding and removing items, even
just for a single group.We validated our design in two user studies
and demonstrated that our tagging interface performs better than
alternative interfaces that rely on tapping of individual objects.
In the second part of this thesis we combinedmulti-touch input
with a stereoscopic projection to extend the interaction to the
third dimension. Triangle Cursor, a new 3D interaction technique
that allows users to operate in the space above a tabletop display,
was introduced in Chapter 5. We performed an initial user study
to see whether the users liked our technique and were able to
complete different tasks with it. The positive feedback from the
users encouraged us to evaluate our technique’s performance in
a second, formal user study. The results of our studies show that
Triangle Cursor is significantly faster than the similar Balloon
Selection technique and that the increased speed does not result
in a loss of precision. As Triangle Cursor can be operated with a
single hand we presented a possible extension to a full 6 DOFs
interaction metaphor using the non-dominant hand.
conclusion 129
Asmobile devices becomemore powerful users tend to perform
increasingly complex computing tasks on them. There is a strong
demand on user interfaces to keep up with these technological
advances. Providing users with a level of control they are familiar
with from desktop computers will be an ongoing challenge for
interface and interaction designers. Through the availability of
notebook computers that include touch-capable displays the divi-
sion between small mobile devices and fully-featured computers
is blurred even further. It will be interesting to see what user inter-
faces will emerge from the fusion of different input technologies
and if there will be a single dominant interaction scheme, like the
mouse was for over three decades.
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