Abstract:
Introduction
Once the challenge in watershed hydrology was simply to predict water yield for reservoirs and perform flood mitigation studies; nowadays it is to simulate a variety of distributed hydrological processes such as water flow (surface or subsurface), soil erosion, sedimentation, pollutant transport, drought and management of watershed or larger scale applications. The accurate determination of water flow pathways is of primary importance for all the above processes, regarding both prevention and recovery.
In recent years, pollutant transport has generated considerable concern when assessing the impact not only of industrial but also of agricultural and livestock practices on water bodies. In this context, poor water quality can be attributed to the mode of land use in the surrounding area and the hydrological properties of the watercourse [1] . Due to this demand, simulation strategies has to focus on how the interactions between flow and pollutant transport, both on surface and subsurface region, could be effectively represented, especially via a coupled approach.
In this context, regarding the flow component, various physically based distributed hydrological models of diverse level of complexity have been developed during the last decades. The level of model sophistication depends upon the assumptions made for the simplification of the governing equations, i.e., continuity and momentum equations for surface flow and Richards equation for subsurface flow or of their coupled solution. More advanced models use the Central European Journal of Chemistry * E-mail: tmita@ipta.demokritos.gr 1 National Centre for Scientific Research "Demokritos", 15310 Aghia Paraskevi, Greece full (or simpler forms) of the St Venant equations for surface flow schematizing subsurface components through physically based algebraic equations of various complexity (e.g. among others, [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] ). Less complex approaches involve kinematic (e.g. among others, [13] [14] [15] [16] [17] [18] [19] ) or diffusion wave approximation of the St Venant equations (e.g. among others, [20] [21] [22] [23] [24] [25] ). Regarding the pollutant transport component, a number of physically based models of diverse level of complexity have been developed during the last two decades, coupling water flow pathways with geochemical processes (e.g. among others, [26] [27] [28] [29] [30] [31] [32] ).
Nevertheless, some of these models have yet to emerge as the preferred tool for operational purposes (prediction or analysis). One of the reasons may be the fact that the accuracy of the developed hydrological models in use is related primarily on the realistic representation of important parameters such as orography, soil characteristics, rainfall, etc. within the real watershed which is often very complex and poorly or unrealistically displayed. Therefore, the accurate description of the real situation is essential and comprises one of the important problems a modeler faces when developing a distributed hydrological model. Consequently, different methods are being developed to digitally represent the terrain in hydrologic models. According to [33] , the terrain can be represented by using three kinds of Digital Elevation Models (DEM); regulargrid models using mainly adjacent squares or rectangles [34] [35] [36] [37] [38] [39] [40] , contour-based models using streamlines and equipotential lines creating quadrangular cells [16, [41] [42] and finally, triangular-grid models using adjacent irregular triangles [43] [44] [45] [46] [47] [48] [49] .
Regular-grid models represent the topography by interpolating elevation data in order to create squares or rectangles, leading to discrepancies as far as the description of the real ground surface is concerned, mainly due to the high level of subjectivity. But they are the most widely used, because of easy computer implementation and computational efficiency. Contourbased models are proved to be more sound since the structure of their elemental areas is based on the way which water flows on the land surface [33] but generally, this approach requires considerable larger amount of data, even though the algorithm used is much simpler than that used in the other DEM models [16] . Finally, the triangular-grid models appear as the way forward by creating a triangulated irregular network (TIN) mesh to represent surface terrain in a watershed model. The generated irregular domain offers the possibility of variable resolution [50] , permitting linear features to be preserved within the model mesh allowing the produced terrain to imitate all topography characteristics without introducing the raster artifacts inherent in grid methods [49] . Even though until late '90s the TIN methodology has been put aside, recently [46] [47] [48] [49] proposed new TIN-based methods for routing water, making a "comeback" in this research area.
The present work aims to test the hydrological component of DELTA/HYDRO model based on the semi-irregular triangulated (semi-TIN) topography model proposed by [46] . The correct definition of water paths addressed on the semi-TIN simulated topography is tested by applying a conventional hydrological model which integrates a number of major hydrologic response mechanisms presently identified as contributing to the hydrology of a small, complex terrain watershed. For this purpose, a finite difference-based numerical solution of the one dimensional kinematic wave approximation of the St Venant equations for the semi-TIN-based river system network is developed, simulating the Hortonian runoff mechanism and considering the dynamics of the direct runoff zone created by soil surface saturation during and after a storm episode or over a succession of episodes. The modified Green-Ampt infiltration model [51] is used along with a rigorous approach satisfying flow continuity for one-dimensional saturated/ unsaturated flow in the subsurface zone by using Richards equation. The model is successfully tested for a series of storm episodes by using field measurements from an ARS-USDA, well documented experimental watershed.
In a forthcoming paper, the coupling a hydrological and pollution transport components focusing on the transport of pollutants in surface waters will be presented and tested on a small agricultural field in northwestern Arkansas [52] . The proposed methodology is based on the assumption that since rainfall beginning and up to ponding time, the removal mechanism of the pollutants from each soil surface triangular facets is just infiltrating water where from ponding time on, just overland and channel water flow. The semi-TIN based topography representation and the fully distributed capabilities of the DELTA/HYDRO model presented in the current paper ensure that, all the temporal and spatial characteristics of the pollutants transport will be incorporated into an integrated model.
Model details

Topographic components
The semi-TIN-based hydrological model uses the geometrical module of DELTA/HYDRO for the detailed analysis of all topographical aspects. In this context, the general framework involves the following steps: 
Hydrologic components
Subsurface flow equations
In the present study, subsurface flow is based on the assumption that flow is in vertical direction and both the fluid and the porous medium are incompressible. For water infiltration in unsaturated soil, the Richards equation is used [53] ,
where Ψ the soil-water pressure head (m), the specific moisture capacity (m ), z (m) the vertical spatial coordinate (measured positively downwards) t the time (s).
In order to determine the infiltration rate for the surface flow computations, Eq. 1 is solved along with the proper upper (soil surface) and lower (deep underground) boundary conditions. Eq. 1 is difficult to solve not only due to its parabolic form bus also because of the pronounced non-linearity resulting from the strong dependence of K and C on Θ (or Ψ). The retention curve Θ = Θ (Ψ) and the conductivity curve proposed by Van Genuchten [53] are used in the present study. Additionally, an implicit finite difference scheme with explicit linearization for the C and K coefficients for the Ψ-based form of the Richards equation [54] is used to simulate the subsurface flow conditions. The scheme ensures good mass balance in its solution even for fairly large time steps and can easily incorporate different types of boundary conditions. Finally, the equations are solved after the transformation of soil-water pressure head Ψ into the non-linear pressure P t , as proposed by [55] ,
where, β a constant independent of soil type (m -1 ). The transformation is robust, easy to incorporate in an existing Ψ-based model, can be used in a variety of soils and the corresponding solution is generally much faster, especially in dry soil [55] .
The subsurface flow area is treated with a computational grid of progressively varying size created by the geometrical module of DELTA/HYDRO code depending on the analysis level needed (dense near surface, sparse as moving downwards). The soilwater pressure head Ψ is computed at the center of each computational grid. Additionally, the unsaturated hydraulic conductivity K(Ψ) at an interblock face is computed using the geometric mean of soil-water pressure heads Ψ at the neighboring cell centers as proposed by [56] . The equation of subsurface flow is solved using the Newton-Raphson technique for each computational unit separately, in conjunction with the surface flow equations. A uniform soil-water pressure head Ψ 0 is set throughout each region of the watershed as initial condition, Ψ(z,0) = Ψ 0 along a constant remote (deep underground), lower boundary condition, Ψ(∞,t) = Ψ 0 .
Infiltration model
For subsurface flow resulting from rainfall infiltration, the top boundary condition changes with time. As long as there is no ponding on soil surface, infiltration rate i(x,t) equals rainfall rate r(x,t) and a flux type boundary condition is applied,
Otherwise, a head type boundary condition is used, Ψ(0,t) = h 0 (t), in which h 0 (t) the average surface water flow depth above soil (m).
Following ponding, i(x,t) equals infiltration capacity i C (x,t), meaning that the maximum rate at which water can enter soil surface is controlled only by soil characteristics and can be expressed 
After ponding, W is computed by using the integrated form of Eq. 4, as a function of time [57] , (6) Time ' p t is calculated from the following equation,
accepting that ponding occurs at time t = 0 and that the infiltrated water volume, up to t p , would be W p . The last two equations are solved numerically by using a combination of Newton-Raphson and bisection method [58] .
Overland flow equations
DELTA/HYDRO employs the kinematic wave model to route overland flow. The kinematic wave approximation of the continuity and momentum equations is obtained by neglecting the inertia and momentum source terms along with the spatial gradient of flow depth in the momentum equation of the full St Venant equations. Water is routed through the overland flow units by solving the unsteady, one dimensional continuity equation,
where q the discharge per unit width (m 2 s -1 ), h the flow depth (m) and q in (x,t) the rate of local input (m s -1 ) along with the kinematic approximation of the momentum equation, S f = S 0 , in which S f the friction and S 0 the bed slope. Using the Manning formula [39] for flow in terms of discharge of rectangular crosssection, the equation solved to route overland flow has the form,
where n the Manning roughness coefficient.
Channel flow equations
Channel flow is also represented by the kinematic wave approximation equation. The continuity equation for one dimensional channel flow has the form:
where Q the discharge (m ). The use of the Manning formula for unsteady gradually varied flow gives the equation solved to route channel flow,
where P the wetted perimeter of the channel crosssection (m).
Surface flow boundary conditions scheme
Overland and channel flow equations are solved by using the explicit, second order accurate (both in space and time) MacCormack scheme [59] . The solution obtained is processed by using Jameson's artificial viscosity approach [60] in order to smooth any oscillations emanating from computational errors. The numerical scheme used is stable if the CFL criterion is fulfilled [60] . For this reason the computational time step is the minimum between the initially proposed Δt(= 1 min) and the computed
where C r ≤ 1 the Courant number, Δx the spatial computational unit (m) and g the acceleration due to gravity (m s -2 ). For overland flow computations, the initial flow depth in each "unit" is h(x,0) = 0, representing an initially dry surface. For an initially dry channel bed, a very thin water film h film (x) equal to a fraction of the depression storage depth of each "reach" JR, of every river IR, is set as initial flow depth (h(x,0) = h film (x)), in order to overcome numerical singularity. The discharge at the entrance of each overland flow "unit" nu is set as boundary condition. If it refers to the uppermost "unit" of the "cascade" ncascd (nu ncascd = 1), Q 1,ncascd (t) = 0, where for the rest of the "units" (nu ncascd ≥ 2) serves the purpose of continuity, i.e., Q nu,ncascd (t) = Q nu-1,ncascd (t).
Similarly, the discharge at the entrance node of each channel "reach" JR, if it is the uppermost "reach" of river IR (i.e., JR IR = 1) is set equal to a specified small discharge Q film in order to be consistent with the initial conditions (Q 1,IR (t) = Q film ). Otherwise (JR IR ≥ 2), at time t, the inflow from the upstream "reach" (JR-1) along with the inflow from ntrb(JR,IR) tributary rivers, if this node is a channel junction, is set as boundary condition, i.e.,
jtrib JR IR t JR IR JR IR jtrib
= + ∑ − = .
Surface and subsurface coupling procedure
During rainfall periods, as long as r < K S , ponding conditions will never be reached. The code proceeds with subsurface computations for unsaturated soil surface for every computational unit of each overland cascade separately. As soon as r ≥ K S , the code automatically starts tentative ponding time t p computations for each time step in order to check if ponding conditions could be reached during the current time step. If not, computations proceed in the unsaturated mode. If ponding conditions are reached during the current time step, control is passed to the saturated mode and computations proceed accordingly. Notice that ponding conditions may occur in different units during different time steps. In that way, the overland flow cascades contributing to surface runoff may vary with time so that each channel reach can receive uniformly distributed, time-varying lateral inflow, which is the sum of the outflow of every overland flow cascade that ends up on either or both sides of this reach. Moreover, rainfall over rivers is included in the computation indirectly via the processing of the overland flow units, since a channel's bed is in fact schematized by the common edge of two triangular facets.
Coupling procedures begin as soon as ponding time conditions are reached on a unit's surface. Nevertheless, there is no overland flow unless depression storage conditions are fulfilled by rainfall excess. Only then, water can be routed towards the watershed outlet. Surface and subsurface flow components are interrelated by a common pressure head and the infiltration at the ground surface. As stated before, the top boundary condition for the subsurface flow is determined by the surface flow conditions while infiltration rate is controlled by subsurface moisture conditions. It is clear that solution can be adopted only if the interaction procedures are simulated at each time step. For this reason the following steps are generally applied:
At time-step a)
nstep, for each computational unit of an overland cascade starting from the uppermost, the equations of subsurface flow are solved and the infiltration rate at the ground surface is determined At time-step b)
nstep, surface flow equations are solved using the infiltration rate computed for the same time-step in order to determine the unit's flow depth and discharge
The above procedure for the current time-step c) terminates as soon as all of the units of each cascade are processed in the same manner As soon as all of the cascades contributing to a d) specific channel reach are processed, control is turned to channel flow computations and for time-step nstep flow depth and discharge of the reach are determined
The above procedure for the current timee) step terminates when all reaches of each channel are processed in the same manner
The outcome of the f)
nstep time-step is used as initial condition for the next time step nstep+1 computations The above steps are repeated until the end of g) the specified computational time is reached Neither infiltration nor overland flow calculations stop after rainfall ceases. Instead, the code checks for each unit and time-step whether or not the surface flow conditions favour the continuation of coupling process computations ,i.e., the available surface water fulfils the subsurface flow demands. Otherwise, overland and channel flow computations progressively cease and the code continues computations in the unsaturated flow mode, upon request.
Results and discussion
Description of the area under study
The small experimental Lucky Hills watershed is located in the north central portion of the Walnut Gulch Experimental Watershed near Tucson, Arizona and it is under operation since the early 60's, by USDA-ARS. It consists of three watersheds, namely LH104 (4.4 ha) and two nested ones LH102 (1.46 ha) and LH106 (0.36 ha) with two rain-gauges (RG83 and RG384) located about 300 m apart (Fig. 1) . The soil type is mainly sandy loam with significant rock content. Watersheds are subjected to high intensity rainfall from air-mass thunderstorms of limited spatial extend [39] and the hydrologic response is dominated by Hortonian runoff. Due to the ephemeral nature of runoff, subsurface processes such as thoughflow or baseflow are relatively unimportant and can be ignored [14] . Additionally, channel losses are not significant since channels are quite small and have little, if any, coarse sand in beds that contribute to this physical mechanism [14] . Finally, Lucky Hills watersheds should not be considered as "simple" regarding their topographic characteristics or their hydrological behavior. The terrain complexity is illustrated by slopes of the order of 20% or more and despite their small size, the watershed experience remarkable spatial rainfall and soil characteristics variability [14] .
Topographic analysis
Lucky Hills watershed was simulated by using a medium resolution (20×20 m) analysis of the topography. The geometrical module of DELTA/HYDRO created 437 non-overlapping triangles, 485 different overland cascades which fed 117 river reaches which in turn formed a river network consisting of 44 rivers, one primary and 43 tributaries (Fig. 1) . The procedure was presented in detail in [46] .
Hydrologic data
Eight episodes were used for calibration (three episodes) and validation (five episodes) purposes (marked as "c" and "v" respectively) as presented in Table 1 . These episodes cover a satisfactory range of sizes, initial conditions and complexity of rainfall patterns in order to preserve generality to the highest level, at least for watersheds of comparable size.
Rainfall data and initial soil moisture content were obtained from KINEROS Input Data Files (Goodrich, 1995 personal communication) . For the two raingauges, a space-time interpolation algorithm is used to combine the data in order to compute the relevant rainfall intensity for each triangular facet separately. Initial soil moisture content Θ ini was derived from initial soil moisture saturation status and it was separately computed before the initiation of each rainfall episode. Saturated hydraulic conductivity K S was estimated from soil textural analysis [14] and a space-interpolation algorithm is used to provide its spatial distribution. Other soil properties total porosity, residual water content, etc., were obtained from literature [53] . Finally, Manning's hydraulic roughness coefficients n (for overland and channel flow) were derived from field measurements and due to the absence of spatially distributed data, they are assumed to be uniform within the whole watershed.
Calibration
In this work the calibration procedure was carried out based on the best visual fit of the hydrographs using the trial and error method. From the total number of eight storm episodes, three were selected for calibration purposes, marked as "c" in Table 1 . Two characteristics of the hydrograph were examined during the calibration, peak runoff rate and total discharge. The calibration parameters selected were among those that cannot be measured directly in the field or their measurement possesses a high degree of uncertainty. In this respect, initial moisture content Θ ini , saturated hydraulic conductivity K S and Manning's hydraulic roughness coefficients n (for overland and channel flow) are considered as being representative of model's response to watershed's characteristics [14, 16] .
Initially, saturated hydraulic conductivity K S and initial moisture content Θ ini were tested without adjusting the Manning coefficients. Different values of K S were initially provided for each sub-watershed separately (Goodrich, 1995 personal communication) but the calibration was conducted simultaneously for all of them and finally a common multiplying coefficient was proposed. The emanated set of the two parameters was then used as base during the tuning of Manning coefficients. At the end, a final adjustment was made for K S and Θ ini for further model's performance improvement.
The results of the three simulations used for calibration are presented in Table 1 and the relevant hydrographs are illustrated in Fig. 2 . The shape of the hydrographs is quite adequate and shows good agreement for both total discharge and peak runoff rate.
Model performance was then quantitatively evaluated by using two coefficients of efficiency, the Nash-Sutcliffe NS [61] and the volume error VE (bias) in [62] . The NS coefficient of efficiency, is defined as and measures the ability of the model to maintain water balance, emphasizing on total runoff volume (close to zero reflects good performance, positive/negative values indicate model overestimation/underestimation bias respectively). The performance coefficients are presented in Table 2 . The total performance of the calibration episodes characterized by NS coefficient is similar, with NS values around 0.75. Also, the results for VE are quite satisfactory, especially for the smaller episodes.
The slight discrepancies of flow initiation and of both rising and recession limbs for all simulated hydrographs (2-5 min) are within acceptable limits. The same stands for the small overprediction of the peak runoff rate for the episode of 27 July 1973. Additionally, this episode shows a delay at the early stages of the recession limb (Fig. 2c) but exhibits excellent agreement at later times. This delay influenced significantly its VE coefficient (Table 2) , since it led to runoff volume overestimation. Nevertheless, the overall performance indicates that the semi-TIN-based DELTA/HYDRO model performed very satisfactory simulations. We must keep in mind that the episodes used are of small size and consequently the uncertainty associated with measurement error can become a large percentage of the observed runoff. Also for these episodes, the nonlinearities in the infiltration process, tend to dominate the rainfall-runoff transformation, increasing the level of uncertainty. Finally, even though such errors are in the scale of normal clock errors and are irrelevant of Lucky Hills, they could be partly attributed to initialization problems at different channel junctions [39] .
Validation
The calibrated model is further validated by using an independent set of storm episodes marked as "v" in Table 1 , consisting of five episodes of various sizes, in order to test model's dynamics and get an impression of its predictive capability concerning more complicated situations. Among them, there is an episode well beyond the calibration range, characterized as "extreme" (17 July 1975) and another one of long duration, which is a combination of two consecutive but quite distinctive storm episodes, characterized as "two-peaks" (26 September 1977) . The results of the simulation are presented in Table 1 and the relevant hydrographs are illustrated in Fig. 3 . The shape of the hydrographs for all episodes is quite adequate with discrepancies between acceptable limits, showing excellent agreement for both total discharge and peak runoff rate. The very good results are also reflected in the values of both performance coefficients (Table 2) with the exception (up to a point) of the "extreme" episode.
In particular, for the "extreme" episode, both rising limbs are well predicted while the recession limbs are slightly delayed and the peaks are relatively over-estimated, leading to a relatively big volume error reflected in VE (VE=0.24). The initiation time (only 2 minutes discrepancy) and time to both peaks (delayed by 3-4 minutes) are adequately simulated, which is very important, considering the fact that the hydrograph was produced by two quite big and sudden rainfall pulses. The overall performance is very satisfactory especially regarding the "extreme" character of the episode concerned.
Additionally, the results for the "two-peaks" episode are quite good. There are two rainfall periods separated by a small interval without rain, resulting in a temporal runoff cease from all sub-watersheds, which is perfectly reflected in the simulation, both in time and duration. The first period is represented very well with a slight over-prediction of the volume between the two peaks where in the second period, the restart of the runoff almost coincides (only 4 minutes discrepancy) with the measured one. This is very important since it reflects the model's ability to respond adequately in the case of initially saturated soil surface conditions. The sharpest peak is slightly over-predicted but the time to both peaks is in good agreement with the measured one.
Finally, the distributed nature of the model is examined by allowing the generation of hydrographs for the nested sub-watersheds LH106 and LH102. The episode selected for presentation is the calibration episode of 19 July 1974. Regarding the simulation of the sub-watersheds, no finer scale was used and all watersheds were simulated with the same spatial resolution and triangulation. The outflow discharge was measured at the outlet of each sub-watershed separately and the simulation obtained is in good agreement with the measurements, verifying the distributed model's dynamics (Fig. 4) . The sub-nested watersheds hydrographs are early in rising and mainly in recession limb, just as the simulated hydrograph of LH104 (Fig. 2b) , which receives and routes the outflow water from both of them.
Sensitivity analysis
A sensitivity analysis for the model was performed by increasing and decreasing the selected calibration parameters by 10% and examining the output hydrographs. Two episodes of different sizes were chosen to illustrate the sensitivity of the results (Fig. 5) . The variation in the results depends on the size of the episode. As it is observed, the perturbations of Θ ini have relatively more significant impact on the smaller episode (28 July 1974). Additionally, this episode is more sensitive to surface flow parameters related to both peak runoff rate and total discharge and almost unaffected by K S perturbations. The 12 July 1975 episode, F r variations influence largely peak runoff rate but to a much lesser degree total discharge while the rest of the parameter perturbations present significantly less impact. The results for both episodes are not surprising since channel and up to a point, overland flow, "dominate" over subsurface flow processes in episodes of this size, even though channels occupy a small percentage of the basin area. This is explained by the fact that all runoff generated must flow through channels to reach basins outlet [13] .
Moreover, the relatively slight (less than 8%) variation of total discharge for both episodes is justified, since surface roughness coefficients variations influence depression storage water [63] which in turn determines the available water for surface flow.
Subsurface flow
The subsurface flow part of the model could not be directly tested due to the lack of experimental data. Nevertheless, the good agreement of both total discharge and peak runoff rate could be considered as indirect evidence of good performance of the subsurface flow component of the model. In this context, a preliminary assessment was carried out by studying the variations of soil moisture content Θ with depth, for a selected episode, that of 28 th July 1975. The realistic appearance of the variation of soil moisture content during the episode is illustrated in Fig. 6 . As the time progresses, surface soil becomes wetter and finally reaches saturation at approximately t = 14 min. The model responds to a recession period of approximately 25 minutes when soil surface starts to dry due to temporal rainfall intensity decrease.
Between approximately 50 th to 60 th minute, rainfall intensity rises again, resulting in increased soil surface moisture content until rainfall permanently ceases and soil irreversible dryness procedures begin. During the period under investigation, the wetting front was moving downwards as expected.
Conclusions
Modeling the transport of pollutants in surface waters within a field environment can be in principle separated into two main components: the hydrological component consisting of the conjunctive infiltration and surface flow (overland and channel) processes and the pollutant component consisting of the conjunctive transport of surface pollutant into the soil and the transfer of surface pollutant into the surface flow (overland and channel).
In the current work and in the context of an integrated physically based model, the hydrological component is tested on the basis of the semi-TIN simulated topography by DELTA/HYDRO model via the integration of a conventional hydrological model by routing excess rainfall over ground surface and through a channel network to the watershed outlet. It should be noticed, that the validity of water paths is of great importance when, in a forthcoming paper, the pollutant component will be addressed in the context of a fully integrated model. The accuracy of the proposed model is verified on the basis of field measurements from a small, complex terrain experimental watershed. The developed procedure produced very good results based on calibration performed on peak runoff rate and total discharge using a series of storm episodes. Furthermore, the ability of the model to handle more complex or out-of-the-calibration-range episodes is demonstrated through two simulation tests with more than satisfactory results while the distributed model dynamics is successfully tested by examining the response of two nested sub-watersheds. Additionally, the sensitivity of runoff characteristics to changes of the calibrated parameters was examined by using two episodes of different sizes. In general, the model is much more sensitive to both surface flow parameters (especially to channel roughness) than soil parameters, regarding both total discharge and peak runoff rate while perturbations of Θ ini have relatively more significant impact on the smaller episode (28 July 1974) which in turn is almost unaffected to K S perturbations. Finally, a preliminary assessment of the vertical subsurface flow component was performed by illustrating the variation of soil moisture content Θ with depth, producing very realistic results.
It should be noticed that despite the overall positive results, the proposed model needs to and will be tested against larger scale watersheds of higher complexity (both topographical and hydrological) before it is used with high confidence for predictions over a variety of watershed scales and storm episodes. Nevertheless, the clearly shown capability of the geometric module to "carry" all the region-dependent characteristics down to the computational "unit" level signifies the fully distributed nature of the model and ensures an effective coupling procedure when the pollutant transport problem will be addressed. Thus, the present paper forms the necessary basis for the forthcoming work that tackles the issue of transport of soluble chemicals in surface flow waters.
