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RÉSUMÉ. Nous présentons dans ce papier un algorithme de résolution, dans la théorie T des
arbres (éventuellement infinis), des contraintes représentées par des formules générales du pre-
mier ordre, avec pour seul symbole de relation l’égalité et pour symboles de fonctions les élé-
ments d’un ensemble infini F. L’algorithme est constitué d’un ensemble de 11 règles de réécri-
ture de sous-formules en formules équivalentes. Il transforme une formule du premier ordre en
une conjonction de formules (( résolues )), équivalente dans T, ne faisant pas intervenir de nou-
velles variables libres et ayant les deux propriétés qui suivent. (1) La conjonction de formules
résolues, soit est la constante logique vrai, soit se réduit à la proposition :vrai, soit a au moins
une variable libre et n’est équivalente ni à vrai ni à faux dans la théorie T. (2) Chaque formule
résolue se transforme d’une façon immédiate en une combinaison booléenne de formules de
bases dont la longueur n’excède pas le double de celle de la formule résolue. Les formules de
bases sont des cas particuliers de conjonctions d’équations avec quantifications existentielles.
La correction de l’algorithme constitue une autre preuve de la complétude de T démontrée par
Michael Maher. Nous terminons avec quelques benchmarks effectués par une implantation de
l’algorithme, résolvant des formules qui font intervenir des imbrications de plus de 160 quan-
tificateurs alternés.
ABSTRACT. We present in this paper an algorithm, in the theory T of (eventually infinite) trees, for
solving constraints represented by full first order formulae, with equality as the only relation
and with symbols of function taken in an infinite set F. The algorithm consists of a set of
11 rewrite rules. It transforms a first order formula in a conjunction of “solved” formulae,
equivalent in T, which has not new free variables and which is such that, (1) the conjunction
either is the constant logic true or is reduced to :true, or has at least one free variable and is
equivalent neither to true nor to false, (2) each solved formula can be transformed immediately
in a Boolean combination of basic formulae whose length does not exceed twice the length of the
solved formula. The basic formulae are particular cases of existentially quantified conjunctions
of equations. The correctness of the algorithm gives another proof of the completeness of T
demonstrated by Michael Maher. We end with benchmarks realized by an implementation,
solving formulae with more than 160 nested alternated quantifiers.
MOTS-CLÉS : Théorie des arbres infinis, Formule du premier ordre, Règle de réécriture, Contrainte
KEYWORDS: Theory of infinite trees, First order formula, Rewrite rule, Constraint
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1. Introduction
Les arbres éventuellement infinis, jouent un rôle fondamental en informatique. Ils
modélisent aussi bien des structures de données que des schémas ou des déroule-
ments de programme. Dès 1976, Gérard Huet a proposé un algorithme pour unifier
des termes infinis, c’est-à-dire de résoudre des équations dans les arbres [HUE 76].
Bruno Courcelle a étudié les propriétés des arbres infinis notamment dans le cadre des
schémas récursif de programme [COU 83, COU 86]. Alain Colmerauer a modélisé le
fonctionnement de Prolog II, III et IV par la résolution d’équations et de diséquations
dans les arbres infinis [COL 82, COL 83, COL 84, COL 90, BEN 96]. Il est donc vital
de savoir résoudre des contraintes générales du premier ordre avec une seule relation
d’égalité dans les arbres. Michael Maher a proposé et justifié une théorie complète T
des arbres finis ou infinis sur un ensemble F (fini ou infini) de symboles [MAH 88].
Entre autres, il montre que pour toute formule p, il existe une formule q, équivalente à
p dans cette théorie, qui est une combinaison booléenne de conjonctions d’équations
quantifiées existentiellement. Si la formule p ne contient pas d’occurrences libres de
variables, alors la formule q est soit vrai soit faux. Le cas où F est fini est également
considéré dans un travail de Hubert Comon [COM 88].
Pour notre part, nous avons isolé un ensemble de 11 règles de réécriture de sous-
formules, qui réalisent la résolution de contraintes générales du premier ordre dans
la théorie T avec l’ensemble F infini. Chaque stratégie d’application de ces règles
correspond à un algorithme de résolution. La formule finale, équivalente dans T à la
formule initiale qui contient éventuellement des occurrences libres de variables, soit
est vrai, soit est :vrai, soit contient au moins une variable libre et n’est équivalente ni
à vrai ni à faux. Nous présentons cette résolution dans l’ordre suivant.
Dans la section 2, nous rappelons la théorie T et montrons des propriétés la concer-
nant. Dans la section 3, nous présentons les formes de formules. La section 4 est consa-
crée à la présentation de l’algorithme, effectué principalement par un système de 11
règles de réécriture de sous-formules, et à la correction de cet algorithme. Nous pré-
sentons dans la section 5 quelques exemples et benchmarks réalisés par l’implantation
de cet algorithme et concluons dans la section 6.
2. La théorie des arbres finis ou infinis
2.1. Syntaxe
Soit V un ensemble infini dénombrable dont les éléments sont appelés variables et
F un ensemble infini dont les éléments sont appelés symboles fonctionnels et à chacun
desquels est associé un entier n positif ou nul, son arité. On suppose que l’ensemble
V est ordonné par une relation d’ordre . On écrit u  v pour signifier que u  v et
u 6= v et on suppose que l’ordre  soit dense. Les formules sont des expressions de
l’une des douze formes :
s = t; vrai; faux;:(p); (p ^ q); (p _ q); (p ! q); (p$ q); 9x p;8x p; 9?x p; 9!x p;
3où p et q sont des formules de longueurs plus courtes, x est un vecteur construit sur V
et s; t des termes, c’est-à-dire des expressions de l’une des deux formes :
u; ft
1
: : : t
n
avec u une variable, n  0, f 2 F d’arité n et les t
i
des termes de longueurs plus
courtes. Les formules 9?x p et 9!x p signifient informellement (( il existe au plus une
valeur pour chaque variable de x, telle que p )) et (( il existe une et une seule valeur pour
chaque variable de x, telle que p )). Une occurrence de la variable x
i
dans une formule
est liée ou libre suivant qu’elle se produit ou pas à l’intérieur d’une sous-formule de
l’une des quatre dernières formes, avec x
i
figurant dans x. Les variables libres d’une
formule p sont les éléments de V qui ont au moins une occurrence libre dans p. Une
proposition est une formule sans variables libres.
Une algèbre est constituée d’un ensemble non vide A et d’une fonction ^f :An!A
pour chaque symbole fonctionnel f d’arité n. Une théorie T est un ensemble (éven-
tuellement vide ou infini) de propositions, appelées les axiomes de la théorie. A la
façon de Roger Lyndon [LYN 64], nous voyons une interprétation comme une fonc-
tion qui associe à chaque variable un élément d’un domaine A, à chaque symbole de
fonction d’arité n une fonction An!A et, à chaque formule une valeur de vérité vrai
ou faux, calculée en attribuant aux symboles logiques leur signification usuelle. Une
interprétation satisfait T si elle interprète toute proposition de T par vrai. On dit que la
formule p est vraie dans T et on écrit T j= p si p est vraie dans toute interprétation sa-
tisfaisant T . Remarquons que si x
1
; : : : ; x
n
sont les variables libres de p, alors T j= p
est équivalent à T j= 8x
1
: : : x
n
p. On dit que les formules p et q sont équivalentes
dans la théorie T ssi T j= p$ q.
Terminons par trois propriétés concernant des formules quelconques p; q, une for-
mule r[p℄ ayant une occurrence de p et la formule r[q℄ obtenue en remplaçant cette
occurrence par q.
Propriété 1 T j= p$ q entraîne T j= r[p℄$ r[q℄.
Propriété 2 T j= 9?x p entraîne T j= (9x p ^ :q)$ (9x p) ^ :(9x p ^ q).
Propriété 3 T j= 9!x p entraîne T j= (9x p ^ :q)$ :(9x p ^ q).
2.2. Les axiomes
On suppose à partir de maintenant que l’ensemble F de symboles fonctionnels est
infini. La théorie T des arbres finis ou infinis (sur F) a pour axiomes l’ensemble infini
des propositions de l’une des trois formes :
8x8y :fx = gy [1]
8x8y fx = gy ! x = y [2]
8x9!y y = t[y; x℄ [3]
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où f et g sont des symboles fonctionnels distincts et le vecteur t[y; x℄ est composé
de termes t
i
[y; x℄ faisant intervenir au moins un symbole fonctionnel et pas d’autres
variables que celles figurant dans yx.
Michael Maher [MAH 88] a introduit cette théorie et a montré qu’elle était com-
plète, c’est-à-dire que, quelle que soit la proposition p, on a soit T j= p, soit T j= :p.
Ainsi que nous l’avons déjà mentionné, il a aussi montré que pour toute formule p, il
existe une formule q, équivalente à p dans T, qui est une combinaison booléenne de
conjonctions d’équations quantifiées existentiellement.
2.3. L’algèbre des arbres finis ou infinis
On peut montrer que l’ensemble des propriétés du premier ordre qui constitue
la théorie T est un sous-ensemble de l’ensemble des propriétés du premier ordre de
l’algèbre (A;F) des arbres finis ou infinis, où informellement,
– A est l’ensemble des arbres ayant un ensemble éventuellement infini de nœuds,
chacun d’eux ayant un nombre fini de fils n, et étant étiqueté par un élément de F
d’arité n,
– chaque élément f de F, d’arité n, est interprété comme l’opération
(a
1






est l’arbre dont la racine est étiquetée f et dont la suite
de fils est a
1
; : : : ; a
n
.
De ce fait et du fait que T est une théorie complète, pour toute proposition p on aura
T j= p ou T j= :p, suivant que p est ou n’est pas une propriété de l’algèbre (A;F). La
théorie Taxiomatise donc l’algèbre des arbres finis ou infinis.
2.4. Propriétés des conjonctions d’équations
On appelle équation élémentaire une formule de la forme u = t, où u est une




, avec v et v
i
des variables et f un symbole fonctionnel d’arité n. Une conjonction d’équations













des équations élémentaires. Une conjonction d’équations élémentaires
est résolue si tous ses membres gauches sont distincts et si aucune de ses équations
n’est de la forme u = v, où u et v sont des variables telles que v  u.












sont des équations élémentaires,
les équations et les variables accessibles sont celles qui figurent dans au moins une de



















pour tout j 2 1::(m 1). On montre les propriétés suivantes :
Propriété 4 Si a est une conjonction d’équations élémentaires et si toutes les va-
riables et toutes les équations de 9x a sont accessibles, alors T j= 9?x a.
5Propriété 5 [MAH 88] Si a est une conjonction résolue d’équations élémentaires et
x est la suite de ses membres gauches, alors T j= 9!x a.
Propriété 6 [COL 84] Soient a et b des conjonctions résolues d’équations élémen-
taires. Si a et b ont les mêmes membres gauches et T j= a ! b, alors T j= a$ b.




des conjonctions quantifiées d’équations élémentaires
telles que toutes les variables de x
i
sont accessibles et, soit x un vecteur de variables.
Si chaque conjonction a
i
contient une occurrence d’une variable u de x dans une













3. Formes de formules
Dans la section précédente, nous avons présenté les formes générales. Nous pré-
sentons maintenant la forme normalisée sur laquelle notre algorithme fonctionne, une
classe de forme normalisée, appelée forme résolue et montrons leurs propriétés.
3.1. Forme normalisée
Définition 8 Une formule normalisée de profondeur d1 est de la forme






); avec n  0; [5]





, avec d = 1+maxf0; d
1
; : : : ; d
n
g. De plus, on impose la discipline
suivante pour nommer les variables quantifiées :
– si v est une variable de x et u une variable libre de p, alors on a v  u,






: : :), alors
wv, et
– les variables sont aussi distinctes que possible.
Il est facile de transformer une formule quelconque en une formule normalisée équiva-
lente dans la théorie vide. Il suffit par exemple (1) d’introduire un supplément d’équa-
tions et de variables quantifiées existentiellement pour transformer les conjonctions
d’équations en conjonctions d’équations élémentaires, (2) d’exprimer tous les quanti-
ficateurs, constantes et connecteurs logiques uniquement à l’aide de vrai;:;^; 9, (3)
d’enlever les doubles négations (::p devient p), (4) si la formule p ainsi obtenue ne
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commence pas par:, de la remplacer par::p, (5) de nommer les variables quantifiées
par des noms différents de ceux des variables libres et aussi différents que possible,
(6) de faire passer les quantifications au dessus des conjonctions (p ^ (9vq) devient
9vp ^ q, car les variables libres de p sont distinctes de v). Si la formule de départ ne
contient ni le connecteur $, ni les quantificateurs 9?; 9!, cette transformation se fait







taille de la formule à transformer et n
2
celle de la formule obtenue.
3.2. Forme résolue









)); avec n  0 [6]
où a et les éventuels b
i
sont des conjonctions d’équations élémentaires, qui respectent
les conditions suivantes :
1. Les conjonctions a et a ^ b
i
sont résolues.
2. Toutes les variables et équations de 9x a sont accessibles et, pour chaque i,







n’est égal à vrai.
On montre que les formules résolues ont la propriété suivante :
Propriété 10 Si p est une formule résolue et si T j= p alors p = vrai.
D’autre part, d’une façon immédiate, d’après les propriétés 4 et 2, toute formule réso-
lue se transforme en une combinaison booléenne de conjonctions résolues d’équations
élémentaires :














On annonce maintenant le théorème principal qui est le résultat de l’algorithme pré-
senté dans ce papier.
Théorème 12 Dans T, toute formule est équivalente soit à vrai, soit à faux, soit à
une conjonction de formules résolues, qui a au moins une variable libre et qui n’est
équivalente ni à vrai ni à faux.
Par conséquence, si la formule initiale n’a pas de variables libres, elle est équivalente
soit à vrai soit à faux. Ceci constitue une autre preuve de la complétude de la théorie
T. De ce théorème et de la propriété 11, nous avons le corollaire suivant, à travers
lequel nous retrouvons le résultat de Michael Maher.
Corollaire 13 Dans T, toute formule est équivalente à une combinaison booléenne de
conjonctions d’équations quantifiées existentiellement (partiellement ou totalement).
74. Algorithme de résolution
La résolution de formules est réalisée par un système de 11 règles de réécriture de
sous-formules. Ces règles de réécritures fonctionnent sur des formules de travail, qui
sont des formules normalisées, où les occurrences de : portent un numéro qui indique
les propriétés de la formule. Nous présentons dans cette partie la forme de travail,
l’ensemble des règles de réécriture, l’algorithme de résolution et la démonstration de
la correction de l’algorithme.
4.1. Formule de travail
Définition 14 Une formule de travail est une formule normalisée dont les occurrences
de : ont été remplacées par des :k, avec k pris dans 0::4, et telle que toute occurrence
de sous-formule de la forme
p = :
k
(9x a ^ q); avec k > 0, [7]
satisfasse aux k premières conditions de la liste de conditions ci-dessous. Ici a est une
conjonction d’équations, q une conjonction de formules de travail et, a0 désigne la
partie d’équations de la sur-formule de travail immédiate de p, si elle existe.
1. Si a0 existe, alors T j= a ! a0 et l’ensemble des membres gauches de a0 est
inclus dans celui de a.
2. Les membres gauches de la conjonction a sont tous distincts et a ne contient
pas d’équation de la forme u = v, avec v  u.
3. Si a0 existe, l’ensemble des équations de a0 est inclus dans celui de a.
4. Les équations de a et les variables de x sont toutes accessibles dans p et, si a0
existe, chaque équation de a0 figure dans a.
Qualifions d’initiale une formule de travail commençant par :3 et telle que k = 0
pour toutes les autres occurrences de :k. Qualifions de finale une formule de travail
de profondeur inférieure ou égale à 2, avec k = 4 pour toutes les occurrences de :k.
La relation entre les formules de travail finales et les formules résolues s’énonce ainsi :















)) est une formule résolue, équivalente à p, dans
la théorie vide.
4.2. Les 11 règles de réécriture
Nous présentons maintenant les règles de réécriture pour transformer une conjonc-
tion de formules de travail de profondeur quelconque en une conjonction de formules





conjonction p consiste à remplacer dans p une occurrence de la sous-formule p
1
par
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la formule p
2
à condition que le résultat reste une formule de travail. Dans ce qui suit,
les lettres u; v; w désignent des variables, les lettres x; y; z désignent des vecteurs de
variables, les lettres a; b;  des conjonctions d’équations, la lettre p une formule de
travail, la lettre q une conjonction de formules de travail, la lettre r une conjonction
d’équations et de formules de travail. Ces lettres peuvent être altérées par des primes
ou des indices. On suppose que le connecteur ^ est commutatif et associatif.
1 :
1





(9x v=u ^ r) =) :
1
(9x u=v ^ r)
3 :
1
(9x u=v ^ u= t ^ r) =) :
1












































(9x a ^ q ^ :
0
(9y r)) =) :
3
(9x a ^ q ^ :
1
(9y a ^ r))
8 :
3




^ r)) =) :
3
(9x a ^ q ^ :
3
(9y a ^ r))
9 :
3
(9x a ^ :
4






















































































































Dans ces règles, les variables u et v sont telles que u  v, les f; g sont des sym-
boles fonctionnels distincts. Dans la règle 8, a et a0 ont les mêmes membres gauches
d’équations. Dans la règle 10, (x; a) est le couple de variables et d’équations acces-







) est le couple de variables et












, avec x00 le vecteur des membres gauches
de a0. L’ensemble K est un sous-ensemble de 1::n tel que i 2 K ssi les variables de
x
0 ne figurant pas dans x00 ne figurent pas dans b
i
. Dans la règle 11, dans q[x
i
℄, les
occurrences de :k sont toutes remplacées par :0.
Le résultat de la transformation d’une formule par des règles de réécriture se ré-
sume dans la propriété suivante, dont la preuve est exhibée dans la sous-section 4.4.
Propriété 16 Toute application répétée de ces règles de réécriture sur une formule de
travail initiale p se termine et produit une conjonction de formules finales, équivalente
à p dans T.
94.3. Algorithme
Etant donnée une formule p, la résolution de p est effectuée par les étapes suivants :
1. Transformation de p en une formule normalisée p
1
, équivalente à p dans la
théorie vide.
2. Transformation de p
1






(9" vrai ^ :0(9" vrai ^ p
1
)); [8]




3. Application des règles de réécriture sur p
2
, autant de fois que possible. Celle-ci
produit une conjonction de formules finales p
3
qui, d’après la propriété 15, correspond
à une conjonction de formules résolues.
4.4. Correction de l’algorithme
Le théorème 12 provient des résultats suivants. Supposons que la propriété 16 soit
correcte. D’après les définitions des règles de réécriture, la formule p
2
est transformée
de la façon suivante, où q et p
3

















sont équivalentes dans T. Si T j= p, d’après la propriété 10,
la formule p
3
et vrai. Si T j= :p, alors T j= q. Encore d’après la propriété 10, q est
vrai. La formule p
3
est donc :4(9" vrai). Sinon, p
3
n’est équivalente ni à vrai ni à
faux dans T. Du fait que p
3
n’est pas vrai, elle contient des équations qui, d’après les
conditions de l’indice 4 des formules de travail, doivent être accessibles. Par consé-
quence, la conjonction p
3
contient au moins une variable libre. Il ne nous reste plus
qu’à démontrer la propriété 16, c’est-à-dire la terminaison et la correction des règles
de réécriture.
4.4.1. Terminaison des règles de réécriture
Du fait que l’ensemble de variables V est ordonné par la relation d’ordre , on
peut avoir une fonction qui associe à chaque variable un nombre entier non négatif
distinct, son numéro, de telle façon que le numéro de la variable u soit plus grand que
celui de la variable v ssi u  v. Soit p la formule de travail considérée. On introduit
les nombres n
i
entiers non négatifs, avec i = 1::8 comme suit :
– n
1
= (p) où la fonction  est définie par :
(vrai) = 0;
(:(9x a ^ p
1
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– n
2
le nombre d’occurrences de :0,
– n
3
le nombre d’occurrences de :1,
– n
4






la somme des numéros de variables dans les sous-formules :1(: : :),
– n
6






le nombre d’occurrences de :2,
– n
8
le nombre d’occurrences de :3.
Pour chaque règle, il existe un indice i tel que l’application de la règle garde inchangés
les n
j
, avec 1 j < i, et diminue n
i
. Ces i valent 1 pour les règles 4, 9 et 11, vaut 2
pour la règle 7, vaut 3 pour la règle 6, vaut 4 pour la règle 5, valent 5 pour les règles 1
et 3, vaut 6 pour la règle 2, vaut 7 pour la règle 8 et vaut 1 ou 8 pour la règle 10. Du fait
que les n
i
sont tous entiers non négatifs, ils ne peuvent pas être diminués infiniment.
L’application des règles se termine donc.
4.4.2. Correction des règles de réécriture
On montre maintenant que pour une telle règle p =) p0, les formules p et p0 sont
équivalentes dans T et la formule p0 reste une formule de travail.
4.4.2.1. Justification des règles 1-9
Les règles 1,2,3,6,7 et 9 sont correctes dans la théorie vide. Les règles 4 et 5 sont
correctes d’après les deux premiers axiomes de T, respectivement. Dans la règle 8,
par les propriétés de l’indice 2 d’une formule de travail, la formule p est de la forme :
:(9x a ^ q ^ :(9y a
0
^ b ^ q
0
))
où T j= a0^b ! a. On a donc T j= a0^b ! a^b. Puisque ces deux conjonctions ont
les mêmes membres gauches d’équations, d’après la propriété 6, on a T j= a0 ^ b $
a ^ b, ce qui entraîne la correction de la règle.






















































Ici les variables de x et les équations de a sont accessibles dans (9xx0 a ^ a0) et, pour





et les équations de b
i













), avec x00 le vecteur des membres gauches de a0. Par conséquence, aucune variable











la propriété 5, on a T j= 9!x00 a0 et, d’après la propriété 3, la formule gauche est
























D’après la définition de la formule de travail, l’ensemble des équations de a0 est in-





































00 et aucune variable de (x00 x0
i





































. La formule précédente

















L’ensemble des indices 1::n est décomposé en deux sous-ensembles distincts K et
f1::ng  K tels que i 2 K ssi aucune variable de x0   x00 ne figure dans b
i
. Du fait

































), toutes les équations et toutes les
variables sont accessibles. Par conséquence, d’après la propriété 7,























En renommant les variables quantifiées pour respecter les conditions des formules de
travail et, en associant aux occurrences de : des indices appropriés, on obtient une
formule de travail, qui est effectivement la formule droite de cette règle. Cette règle
est donc correcte.
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En mettant le signe
V
dans la portée de la troisième occurrence de :, la formule
gauche devient :









Du fait que les variables de y et les équations de b sont accessibles dans 9y b, d’après
la propriété 4, on a T j= 9?y b. D’après la propriété 2, la formule est équivalente à :









En distribuant le ^ sur le _ et le 9 sur le _, du fait que l’ensemble des équations de b
est inclus dans celui de 
i
, la formule est équivalente à :









En faisant descendre la deuxième occurrence de : et ensuite, en distribuant le ^ sur
le _, cette formule devient :








^ a ^ q))
Du fait que l’ensemble des équations de a est inclus dans celui de 
i
, en faisant des-
cendre la première occurrence de :, cette formule devient :









En renommant les variables quantifiées pour respecter les conditions des formules de
travail et, en associant aux négations des indices appropriés, on obtient effectivement
la formule droite de la règle. La correction de la règle 11 est donc prouvée. Ceci
termine la preuve de la correction de l’algorithme.
5. Exemples et benchmarks
Nous avons implanté notre algorithme, en choisissant la stratégie où les sous-
formules sont simplifiées de gauche à droite et en restreignant, dans la règle 11, la
formule q en une conjonction de formules de travail finales. Pour être plus à l’aise,
nous acceptons les occurrences de prédicats dans la formule d’entrée. Ces occurrences
sont toutes remplacées par les formules de définition de prédicat avant la phase de
résolution. Nous présentons dans cette partie quelques benchmarks résolvant des for-
mules faisant intervenir de longues imbrications de quantificateurs alternés. Dans ce
qui suit, nous n’exposons que la formule à résoudre, l’étude détaillée de ces exemples
est présentée dans [COL 00]. Considérons les deux jeux suivants.
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10 2 3 4 5 6
Jeu 1 On se donne un entier
positif ou nul i et à tour de
rôle on soustrait 1 ou 2 de i
sans jamais le rendre stricte-
ment négatif. La première per-
sonne qui ne peut plus jouer a
perdu.
0,0 1,0 2,0 3,0
0,1 1,1 2,1 3,1
0,2 1,2 2,2 3,2
0,3 1,3 2,3 3,3
Jeu 2 On se donne un couple (i; j) d’entiers po-
sitifs ou nuls et à tour de rôle on choisit l’un des
deux entiers i ou j. Suivant que l’entier choisi
est impair ou pair, on augmente ou on diminue
l’autre de 1 sans jamais le rendre strictement
négatif. La première personne qui ne peut plus
jouer a perdu.
Soit x une position du jeu et supposons que ce soit au tour de la personne A de
jouer. On dit qu’une position x est k-gagnante et on écrit gagnant
k
(x), si quelle que
soit la façon de jouer de l’autre personne B, il est toujours possible que A gagne en














9y coup(x; y) ^ :(
9x coup(y; x) ^ :(
: : :
9y coup(x; y) ^ :(
9x coup(y; x) ^ :(














où coup(x; y) signifie quelque chose de voisin de (( de la position x en jouant un coup,
on atteint la position y )). En descendant les négations, on obtient une imbrication de
2k quantificateurs alternés. On modélise les jeux dans l’algèbre des arbres (A;F ), où
chaque position est représentée par un arbre. Lors de la résolution, si l’on donne en
entrée la formule gagnant
k
(x), on obtient en résultat une formule qui représente toutes
les positions k-gagnantes.
Considérons le jeu 1. Supposons que F contienne les symboles 0 et s d’arités
respectives 0 et 1. Codons les entiers i par les arbres 1 si(0). La relation coup est :

















1. Bien entendu, s0(x) = x et si+1(x) = s(si(x))
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Considérons maintenant le jeu 2. Supposons que F contienne les symboles 0; f; g et ,
d’arités respectives 0,1,1 et 2. Codons les couples (i; j) par (i; j) avec i = (fg) i2 (0)
si i est pair et i = g(i  1) si i est impair 2. On montre que :













(x=(u; v) ^ y=(u;w)) _




(9i u=g(i) ^ suc (v; w)) _










suc (v; w) $

((9j v=g(j)) ^ w=f(v)) _












(9k j=g(k) ^ w=j) _





(9k j=g(k) ^ w=v) _
(:(9k j=g(k)) ^ w=j)

) _




















































Les temps d’exécution des formules gagnant
k
(x) sont montrés dans le tableau suivant.
Les programmes sont écrits en langage C++, les benchmarks sont effectués sur un
processeur Pentium II 350MHz, les temps sont donnés en milisecondes.
k 0 1 2 4 10 20 40 80
Jeu 1 0 0 10 20 300 4 270 89 870 3 841 220
Jeu 2 0 150 360 840 5 970 236 350 - -
6. Conclusion
Nous avons présenté un algorithme de résolution de contraintes du premier ordre
dans la théorie T des arbres finis ou infinis avec un ensemble infini de symboles fonc-
tionnels. La résolution est effectuée par un ensemble de 11 règles de réécriture de
sous-formules, qui s’adaptent bien à la réalisation. Nous avons implanté ces règles de
2. Bien entendu, (fg)0(x) = x et (fg)i+1(x) = f(g((fg)i(x)))
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réécriture et avons effectué quelques benchmarks avec des formules faisant interve-
nir de longues imbrications de quantificateurs alternés. La correction de l’algorithme
constitue une autre preuve de la complétude de T démontrée par Michael Maher. Le
problème de décision de la validité d’une proposition dans la théorie T est démontré
non-élémentaire par Sergei Vorobyov [VOR 96], c’est-à-dire que la complexité de tout
algorithme qui le résout n’est pas bornée supérieurement par une tour d’exponentielles
de hauteur fixe. La preuve de la terminaison de l’application des règles de réécriture
illustre bien cette propriété. En effet, la fonction hyper-exponentielle introduite dans
cette preuve fournit aussi une estime de la complexité de l’algorithme dans les pires
cas. Cependant malgré cette complexité proche de l’indécidabilité, nos benchmarks
montrent qu’il existe des classes de problèmes, avec beaucoup de quantifications, que
l’on peut résoudre en pratique. Il serait intéressant d’isoler ces classes.
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