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Abstract
We present a simple open-source semi-intrusive computational method to
propagate uncertainties through hyperelastic models of soft tissues. The
proposed method is up to two orders of magnitude faster than the standard
Monte Carlo method. The material model of interest can be altered by ad-
justing few lines of (FEniCS) code. The method is able to (1) provide the
user with statistical confidence intervals on quantities of practical interest,
such as the displacement of a tumour or target site in an organ; (2) quantify
the sensitivity of the response of the organ to the associated parameters of
the material model. We exercise the approach on the determination of a
confidence interval on the motion of a target in the brain. We also show
that for the boundary conditions under consideration five parameters of the
Ogden-Holzapfel-like model have negligible influence on the displacement
of the target zone compared to the three most influential parameters. The
benchmark problems and all associated data are made available as supple-
mentary material.
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1. Introduction
Motivation and focus of the paper. Models and simulations are now com-
monly used to assist clinicians. As yet, there is however little work done
to quantify the quality of the ensuing results. Errors in bioengineering sim-
ulations emanate either from the choice of the mathematical model (and
its parameters: material properties, boundary conditions, etc.) used to de-
scribe the behavior of the system: this is known as model error; or from
the numerical method used to solve the resulting problem: this is known as
discretization error.
In this paper, we target a subclass of model errors. We focus on the sim-
ulation of soft tissue undergoing large deformations and address the problem
of quantifying the effect of uncertainties on certain quantities of interest to
the user e.g. average stress/displacement in a region. We assume that a ma-
terial model has been chosen for the soft tissue under consideration and ask
ourselves the question: “What is the effect of uncertainties on the knowledge
of parameters on the accuracy of a predicted quantity of interest?”
Answering this question goes some way along the direction of quantifying
modelling errors. A further step, which we do not consider here, but which
is critical, is the selection of the best model given experimental data and a
quantity of interest.
Concerning discretization error (associated with solving the mathemat-
ical problem numerically), the interested reader can refer to the abundant
literature dealing with error estimation [1, 2] and to our recent paper propos-
ing a real time error estimation and adaptive procedure for needle insertion
[3].
Definitions. The word model 1 is to be understood as: A mathematical
abstraction representing the behavior of a system amenable to being solved
numerically (in a computer). For example, we will talk of constitutive mod-
els/material models which are mathematical abstractions relating the de-
formation of a body to the force required to cause this deformation. A
geometrical model of a patient’s anatomy is a set of parametric surfaces
representing the boundary and internal structures of the patient’s organs.
Challenges for computational medicine. There are several challenges for
computational medicine which we review briefly. In order to make reli-
able predictions, a virtual representation of the patient must be generated
1When referring to other models, we will make the distinction clear, e.g. physical
models, phantoms.
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from medical images. This is made difficult because of the lack of automatic
segmentation methods for medical images [4, 5], although this is somewhat
alleviated by the image as a model approach of K. Miller’s group [6].
Once the images are segmented, digital representations of the geometries
of the organ must be generated. If finite element methods (FEM) are used,
this requires generating a mesh [7, 8], which can be very challenging, in
particular within clinical time scales. Alternatives include implicit boundary
definitions [9] or meshless methods [10].
Finally, once a geometrical model of the organ(s) under consideration is
available, a material model must be chosen. This is probably the hardest
hurdle to overcome because of the large variability in models (and their
associated material properties) across patients. The suitability of the model,
and the optimal parameters also depend on the age and lifestyle of the
patient, environmental conditions, and many other factors that are difficult
to factor in the simulations. Even in cases where the organ is externally
accessible (like the skin) selecting the best material model and identifying
the associated parameters is still non-trivial.
Uncertainties. This variability of human tissue makes it challenging to model.
Moreover, acquiring data on human tissue is difficult because of obvious eth-
ical considerations. Whilst it is possible and common to test samples in the
laboratory to infer the suitability of a given material for engineering applica-
tions, in vivo testing is often impossible and always restricted when dealing
with biological materials. Since cadaveric tissue behaves vastly differently
from live tissue, acquiring data is all the more challenging.
This situation causes at least three difficulties:
• The models we develop are dependent on the patient under consider-
ation. This is known as structural uncertainty ;
• The parameters of these models are uncertain and patient/age/gender/life-
style dependent. This is known as parametric uncertainty ;
• Data on the patient of interest is usually sparse, of unknown quality
and multi-modal (generated by different sources).
As it stands, the fundamental question of uncertainty and error quan-
tification for clinically relevant quantities of interest remains largely un-
addressed in computational medicine. Taking into account uncertainty in
biomechanics models is a relatively young field and little work has been done
in particular for soft-tissue with large deformation in a finite element con-
text.
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The need for uncertainty quantification in biomechanics. Various applica-
tions exist in which numerical simulations are used to enhance medicine,
e.g. for simulating pressure and flow propagation [11], for surgery simu-
lation in real time [12], for soft tissue biomechanical modeling [13, 14] or
to create and analyze dynamic simulations of movement [13, 14]. In some
cases, due to insufficient experimental data available in certain areas of the
body, simulations can improve understanding by replacing or complementing
physical experiments [15].
In most of the above use cases, it is necessary to simulate the deforma-
tion of interacting organs. It is also often of importance to simulate the
motion of a surgical target during the intervention, relative to its position
in preoperative images. To do this, a material model suitable to the patient
under consideration and its parameters are required, which causes significant
difficulties. The choice of parameters (material properties, boundary condi-
tions, loading, etc.) used in a numerical model is one of the main difficulties
because of the variability in the results of material characterization. This
is particularly true for the brain where differences can reach one to two or-
ders of magnitude in published data. In [16] mechanical properties of brain
tissue in tension are presented. The brain is very complex and anisotropic
models are needed given that the mechanical response varies significantly
depending on the loading modes: tension [17], shear [18] or compression
[19]. In the literature, a large number of hyperelastic constitutive models
have been proposed to simulate the behavior of the brain. A comparison of
hyperelastic constitutive models applicable to brain and fat tissues is given
in [20]. In [21], the authors provide an approach to select the best model in
relation to specific applications. The choice of the model and the parame-
ters involved in the model are the main issues to address for the numerical
simulation of soft tissue. Moreover some uncertainties are very difficult to
determine because of inter-patient variability or too sparse and rare exper-
iments. When safety-critical decisions must be made based on the output
of simulations, being able to propagate and visualize the uncertainty due to
material models and parameters is of key importance [22].
Uncertainty quantification in biomechanics. In deterministic modelling ap-
proaches of soft tissues, the constitutive material model is assumed known
and the parameters of this model are deterministic. The results of simula-
tions are also deterministic. For example, simulating the displacement of a
target in the brain during brain shift [23] provides one deterministic value
of displacement, say 3mm. In forward uncertainty quantification, a consti-
tutive material model is also assumed a priori, but each material parameter
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of this model follows a given probability distribution, e.g. a normal distri-
bution around a mean with a given standard deviation. The result of such
a stochastic simulation is therefore also a probability distribution which can
be characterized by statistical properties such as its mean, standard devia-
tion or other “expected values” (see Eq. 2). For example, the result of the
stochastic prediction of the displacement of a target in the brain would be
a “normally distributed displacement with mean 3mm and standard devi-
ation 0.2mm”. Given the fact that material parameters and models are so
strongly variable for soft tissues, stochastic simulations seem more appropri-
ate than deterministic simulations and offer the ability to provide the user
with confidence intervals.
In spite of their attractiveness, stochastic methods are also much more
computationally expensive. Indeed, one of the main approaches in stochastic
modelling, known as the Monte Carlo method, is to run a (large) number
of simulations for each value of the parameters and to compute the mean,
standard deviations and other statistical characteristics of the solution by
averaging. In other words, the Monte Carlo method is a direct numerical
integration approach which transforms the integrals required to compute the
statistical expectations into (usually large) discrete sums. As the parameters
of the constitutive material model may vary over potentially very significant
ranges, the domain of variation of each parameter has to be properly sampled
to obtain representative results. This requirement to compute large sums
makes the simulations much more expensive than deterministic simulations.
For large parameter sets and parameter ranges, methods were developed
to accelerate the simulations by focusing the sampling of the parameter space
where it is most important (advanced Monte Carlo methods). For example,
the method called Importance Sampling generate from a distribution other
than the original distribution of interest in order to reduce the variance of
the estimator while preserving a convergence to the same estimator obtained
by the regular Monte Carlo method. Note that even for a linear problem the
deterministic solution with average parameters is different from the expected
value (except for an additive functional2). Thus, to obtain the expected
value of a stochastic differential equation, a statistical treatment is always
needed.
The challenges of efficiently propagating these random variables and
2an additive problem is a linear problem with uncertainty only in the right-hand side:
K ·u(ω) = f(ω). For an additive problem K is deterministic and therefore does not depend
on the random variable ω but the solution u and the right-hand side f depend on ω.
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fields are therefore considerable because stochastic analyses require solv-
ing the numerical problem (via the finite element in this paper) sufficiently
many times for the parameter space to be properly sampled. Monte Carlo
methods [24] are popular because they are non-intrusive, i.e. they can be
used with any standard piece of software able to solve the numerical problem
for a given set of parameters. These methods are also relatively easy to im-
plement, also in parallel because of the independence of the FE solutions for
different values of the parameters. The convergence of Monte Carlo methods
is guaranteed, independent of the stochastic dimension but slow (the error
is inversely proportional to the square root of the number of realizations).
Reducing computational expense is therefore critical.
An alternative to non-intrusive Monte Carlo methods are intrusive meth-
ods, such as stochastic Galerkin finite element methods (SGFEM) [25].
These methods lead to a unique but large-sized problem using a spectral
approach. The numerical solution of this system provides directly an ap-
proximation of the probability density function (PDF) of the solution and
then it is possible to evaluate the PDF of the quantity of interest. For ex-
ample in mechanics, we find directly the PDF of the displacement u and
then we can evaluate the PDF of the stress field (a potential quantity of
interest) which depends on u and elastic constants. This approximation
allows an a posteriori statistical treatment and thus unveils wider analysis
possibilities than Monte Carlo methods. These methods are very efficient
for linear PDEs with a small number of parameters (stochastic dimension),
but are more complex to implement into existing software, in particular for
non-linear PDEs due to their intrusive nature. We also note that it is pos-
sible to implement SGFEM in a partially intrusive manner with iterative
solution techniques when models that can provide matrix-vector actions are
available [26] and there are also new techniques for non-intrusive SGFEM
methods that only require access to a deterministic residual [27].
The novelty of this paper. Most publications in biomechanics only use Monte
Carlo simulations to propagate and quantify uncertainties in a finite element
context, e.g., [28, 29]. An overview of stochastic analysis methods in biome-
chanics is given in [30]. Variations of Monte Carlo simulations are presented
like Latin Hypercube Sampling (LHS) and the Importance Sampling Method
(ISM) or also Response surface methods (RSMs) which are based on Monte
Carlo simulations. In [31], a method for automatic modelling of boundary
conditions in deformable anatomical structures is presented. The method
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is based on a statistical atlas which gathers data defining the connective
structures attached to the organ of interest. A Markov Chain Monte Carlo
sampler to draw deformation configurations from the posterior distribution
is used in [32]. The method is based on a biomechanical finite element model
which treats the prostate as an elastic material. They also demonstrate the
importance that uncertainty information could have on neurosurgical deci-
sion making. Stochastic projection schemes for deterministic linear elliptic
partial differential equations on random domains are proposed in [33].
The focal point of this paper is the forward propagation of uncertainties
and the reader can refer to [34, 35, 26] for a more detailed and formal intro-
duction to stochastic modelling. More specifically, we present a stochastic
finite element approach which we apply to brain deformation to uncover the
relative importance of material parameters for a few hyperelastic constitu-
tive material models for the brain. The coefficients of the models, used to
define the hyperelastic strain energy density are assumed to follow known
statistical distributions which would typically be provided by atlases, exper-
iments, or live data acquired during the simulation as in data-driven mod-
elling frameworks. We model uncertainties through random variables and
correlated random fields [35]. We implement and test the required numeri-
cal solvers to propagate these uncertainties and, in turn, provide statistical
solutions and confidence intervals on quantities of interest.
To reduce the error of the Monte Carlo approach, we develop an accel-
erated Monte Carlo estimation with sensitivity derivatives [36, 37, 38, 39].
By using sensitivity information, it is possible to reduce the workload by
one to two orders of magnitude over the standard Monte Carlo method at
the cost of only one extra (tangent) linear problem to solve per parame-
ter. We implement both the forward and tangent linear problems within
DOLFIN/FEniCS [40, 41]. This work is mainly a biomechanics application
of that existing method with an extension to random fields. The acceler-
ated MC method is a Control Variates method [42] using a first order Taylor
expansion as a control variable.
Most existing FE codes are not able to compute the tangent linear model
and the sensitivity derivatives. However, it is possible with DOLFIN for a
wide range of complex models with very little effort from the high-level
Unified Form Language (UFL) description [43] of our finite element mod-
els. The Python toolbox Chaospy [44] is also employed to easily generate
different stochastic objects like probability density function or global sensi-
tivity Sobol indices. Sobol indices show which parameters have a significant
influence on a given quantity of interest [45, 46].
The standard Monte Carlo method is used in this work as a commonly
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understood baseline for performance comparison. However the sensitivity
derivative method could be used in conjunction with other variance reduc-
tion techniques, such as multi-level Monte Carlo methods [47]. It could also
be combined with quasi-random low-discrepancy sequences, e.g. Sobol se-
quences [48] to improve the rate of convergence.
An outline of this paper is as follows: in section 2 the general stochastic
problem setting is given. Different approaches to model uncertainty with
random variables/fields are given. In section 3 the standard and the sen-
sitivity derivative Monte Carlo methods are described before continuing to
section 4 which specifies their numerical implementation in FEniCS and de-
scribes the parallel computing tools we use. In section 5, we present a simple
benchmark problem (stochastic hyperelastic beam) and all associated data
are made available as supplementary material. Finally, numerical results of
a stochastic analysis of brain deformation are presented and discussed in sec-
tion 6 for two (isotropic and anisotropic) hyperelastic models. We propagate
the assumed uncertainty in the constitutive model through a finite element
model of the brain. The constitutive models are not calibrated with real
data. This method could be improved if the application is checked in an
experimental study. So the novelty of the work is primarily in the numer-
ical implementation of the sensitivity derivatives Monte Carlo method and
the proposed method can be used easily for other cases and material models.
2. Stochastic modelling and problem setting
Hyperelasticity is a widely used model to describe the behavior of soft
tissues. It is possible to express the associated mechanical problem as a
minimisation of the total potential energy to obtain the displacement field
u. We want to find the solution u of a non-linear system of equations such
as:
F (u, ω) = 0, (1)
where ω are some parameters of the system of equations. In most applica-
tions, in particular in biomechanics, where parameters can vary by several
orders of magnitude, the parameters of the model are not known deter-
ministically. We consider instead that the parameters ω of the system are
uncertain. The displacement field consequently depends on the values of the
parameters ω. To simplify the notations, the spatial position x is omitted
but it is understood that u also depends on x.
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The associated uncertainty propagation problem can then be stated as
follows. Consider a probability space (Ωp,F , P ) where Ωp is the sample
space, F is a σ-algebra of subsets of Ωp and P is a probability measure.
Given a quantity of interest on the solution ψ, find the expected value of
the quantity of interest:
E [ψ (u (ω))] :=
∫
Ωp
ψ (u(ω)) dP (ω). (2)
For example to evaluate the mean value of u denoted by u¯ , ψ : u 7→ ψ(u) = u
and to evaluate the variance of u, ψ(u) = u2 − u¯2. Usually, eq. (2) can not
be solved analytically and numerical methods are needed to approximate
numerically this integral, the most commonly used techniques belong to the
family of Monte Carlo methods. The standard Monte Carlo methods solve
the set of equations for the displacement field u for a “sufficiently large”
number Z of parametric values {ωz}Zz=1. For each realization of the pa-
rameters ωz, the quantity of interest ψ(u) is stored, and the collection of
solutions {ψ(uz)}Zz=1 can be statistically analyzed. Note that in our numer-
ical examples we store a functional ψ depending on the solution (i.e. Ux, Uy
or Uz on a subdomain).
To solve the problem (eq. (2)) by the Monte Carlo method, it is necessary
to generate a large number of realizations of ω by using classical random
generators. The Monte Carlo estimator and the convergence rate of a Monte
Carlo method are given in the next section.
In the case of correlated random fields [35] the generation is more com-
plex. One method consists in generating a Gaussian random field and then
considering different types of distributions through some transformation of
this Gaussian field. For example, the exponential of a Gaussian field is a
log-normal field. A log normal distribution is often well-suited to repre-
sent physical parameters because the probability of drawing non-physical
negative-valued parameters is null. Given the correlation function and the
mean value of the Gaussian field, many techniques exist to generate the
field on a specific domain, e.g. Fast Fourier Transform (for stationary fields)
[49], Karhunen-Loe`ve expansion [35] or with a stochastic partial differential
equation approach [34]. The Karhunen-Loe`ve expansion is used in this work
and more details are given in section 6.
A Monte Carlo method with use of sensitivity derivatives to reduce the
error is presented in section 3 in a finite element context after noting the
basis of the standard one.
In our numerical simulations we will perform a sensitivity analysis to
understand the impact on the outputs of the model of sources of uncer-
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tainty in its inputs. Sobol indices show which parameters have a significant
influence on a given quantity of interest [45, 46]. The Sobol method is a
variance-based sensitivity analysis and can detect interaction effects with
independent variables. The fist-order and total-effect Sobol indices are the
most commonly used for a global sensitivity analysis. For example if the
quantity of interest ψ depends on n parameters ω = (ω1, ω2, ..., ωn), the
first-order index for the parameter ωi is:
Si =
Varωi(E [ψ|ωi])
Var(ψ)
, (3)
where Var denotes the variance and E [ψ|ωi] is the expected value of ψ
knowing ωi (the variance is hence taken over a n− 1-dimensional parameter
space). We evaluate the variance over all possible values ωi. The total effect
index is evaluated as:
STi =
E ωj︸︷︷︸
j 6=i
Var(ψ| ωj︸︷︷︸
j 6=i
)

Var(ψ)
, (4)
In eq. (4), we evaluate the expected value over a one-dimensional parameter
space. We evaluate the expected value over all possible values ωj︸︷︷︸
j 6=i
. Note
that the following property can be obtained: 0 ≤ Si ≤ STi ≤ 1. The
equality Si = STi means that there is no interaction between ωi and the
other variables.
3. Finite element propagation of uncertainty
3.1. Standard Monte Carlo method
The classical Monte Carlo estimator [24] can be used to evaluate an
approximation of the expected value of the quantity of interest in eq. (2):
E [ψ(ω)] ≈ EMC [ψ(ω)] := 1
Z
Z∑
z=1
ψ (ωz), (5)
where ωz is a realization of ω according to the distribution of the random
parameters. This is a totally non-intrusive method because each evaluation
ψ (ωz) can be made by using an existing deterministic solver with different
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parameters ωz. Moreover, all the evaluations can be performed indepen-
dently and in parallel without communication. The convergence of this
process is very slow with a rate of convergence to O(1/√Z). However the
rate of convergence is independent of the stochastic dimension which is a
major advantage for problems with high-dimensional parameter spaces. Us-
ing the Central Limit Theorem [24] it can be shown that the above estimator
converges in law under very weak assumptions to the exact expectation:
lim
Z→∞
‖EMC [ψ(ω)]− E [ψ(ω)]‖√
V[ψ(ω)]
Z
= ν, (6)
where ν is a standard normal random variable N(0, 1). The above result
is a probabilistic result on the error induced by the standard Monte Carlo
estimator. V[ψ(ω)] is the variance of the estimator ψ(ω). The number of
realizations Z can be very large to achieve an accurate solution. Instead
of employing a classical random generator, quasi Monte Carlo methods use
low discrepancy sequences, e.g. Sobol sequences [48], to improve the rate
of convergence to O ((logZ)MZ−1) for some constant M which itself does
depend on the stochastic dimension. Alternatively to reduce the error, we
can reduce the variance of the estimator, see eq. (6). This is the objective of
the variance reduction method described in section 3.2 which use sensitivity
derivatives. Of course, this method could be combined with a quasi-random
generator to further increase the convergence but a standard Monte Carlo
method, as a commonly understood baseline for performance comparison, is
used in this work.
3.2. Monte Carlo method with use of sensitivity derivatives
As mentioned previously, to reduce the error in the Monte Carlo esti-
mator, we can reduce the variance of the estimator. An improved variance
reduction technique is introduced in [36] by coupling sensitivity derivatives
to the Monte Carlo estimator. The sensitivity derivatives are the derivatives
of the quantity of interest with respect to the parameters evaluated at the
mean of the parameters. Here only the first derivative Dω is taken into ac-
count but the method can be generalized by using higher order derivatives
[37]. The accelerated MC method is a Control Variates method using a first
order Taylor expansion as a control variable. Dω is the Fre´chet derivative of
the quantity of interest ψ with respect to the parameter ω about the mean
parameter ω¯. The expected value of a quantity of interest becomes:
ESD−MC1 [ψ(ω)] :=
1
Z
Z∑
z=1
[
ψ(ωz)−Dω[ψ(ω¯)](ωz − ω¯)
]
. (7)
11
Because of factor (ωz−ω¯) in eq. (7) with ω¯ the mean value of ω, the estimator
given by the standard (MC) and the sensitivity derivatives (SD-MC) Monte
Carlo approaches are similar when Z tends to infinity. If the variance of SD-
MC estimator is lower than the variance of the MC estimator, then the error
in eq. (6) is reduced. Quantitatively, the sensitivity derivative correction will
improve on the standard MC method if and only if [37]:
V[T1(ψ)] ≤ 2Cov(ψ, T1(ψ)), (8)
where Cov denotes the covariance operator and T1(ψ) the first order Taylor
series expansion of ψ. These results tell us intuitively that the sensitivity
derivative correction will only improve on the standard Monte Carlo method
if the Taylor approximation to the function about the mean parameter ω¯
is sufficiently good. Numerical results presented in section 6 show that the
number of realizations can be reduced by one to two order of magnitude by
using the sensitivity derivatives Monte Carlo (SD-MC) estimator. For some
very specific cases if Eq. 8 is not verified, an improved sensitivity derivative
Monte Carlo method is proposed in [37]. This method adds a multiplying
factor in the Taylor expansion which is very simple to calculate and ensures
lower error, see [37] for more details. For the numerical simulations presented
in this paper, this coefficient is close to one and is not taken into account in
the MC estimator eq. (7).
4. Numerical implementation
4.1. FE software
The FEniCS Project is a collection of free software with an extensive list
of features for automated, efficient solution of differential equations [50]. It is
possible to derive the forward and the sensitivity derivative model using the
automatic differentiation features in the Unified Form Language (UFL) [43]
of the FEniCS Project [41]. For a full review of techniques that can be used
to derive possibly time-dependent tangent linear and adjoint models using
the DOLFIN automated finite element solver, see dolfin-adjoint [43]. For a
generalized Burgers equation with stochastic viscosity, a complete Python
code is given in [38]. All the numerical results shown in section 6 are com-
puted with DOLFIN. The original motivation for using DOLFIN is that it is
possible to automatically derive the tangent linear models (see section 4.2)
and then use it to be able to calculate the sensitivity derivatives. Further-
more, complex models can be implemented relatively straightforwardly such
as non-linear anisotropic hyperelastic models [51] used in the numerical sim-
ulations in section 6.
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4.2. Automatically deriving tangent linear models
In the case that the solution u is discretized using finite elements, leading
to a discrete space with size Q and the random parameter ω is a scalar,
ω ∈ R, the solution Jacobian dudω := uω will be a vector of size Q, the
linearized solution operator about the solution u, ∂F (u,ω)∂u := Au will be a
matrix size Q × Q, and the right-hand side source term ∂F (u,ω)∂ω := fω will
be a vector of size Q. Having solved the non-linear problem eq. (1) at the
mean parameter ω¯ to find u(ω¯) the following linear system at u(ω¯) can be
solved:
Auuω = −fω, (9)
to directly obtain the required derivative information uω = Dω[u(ω¯)] for the
sensitivity-derivative driven Monte Carlo method. Once the finite element
residual equation is defined in variational form with FEniCS using UFL, the
corresponding variational forms for the tangent linear model can be derived
with only two function calls that invoke the automatic differentiation tech-
niques implemented in UFL. We could try a very straightforward approach
by finite differencing to evaluate directly the term ∂F (u,ω)∂ω but in practice
this approach has several limitations. First the finite difference approxima-
tion requires one functional evaluation for each degree of freedom in the
solution space which is very time consuming in the context of PDEs where
each evaluation necessitates to solve a system. In addition, the accuracy
of the approximation is very sensitive to the spacing parameter commonly
denoted by h. If h is too large the error of approximation will be significant
while a very small h can be faced with numerical precision errors.
4.3. Parallel computing
The ipyparallel parallel computing toolbox [52] is used to distribute for-
ward model evaluations across an 8 socket Intel Xeon E7-8880-based machine
with 15 cores per socket, giving 120 cores in total. This machine is installed
in the Gaia cluster at the University of Luxembourg. The message pass-
ing interface (MPI) backend is used for communication between ipyparallel
engines and the ZeroMQ distributed messaging system to communicate be-
tween workers and the controller. Each ipyparallel engine uses its own MPI
communicator (SELF) to solve each realization of the forward problem.
5. Practical example (hyperelastic beam with random parameter)
Before continuing to the stochastic finite element analysis of brain de-
formation, a simple practical example is given in this section. The complete
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code for this example, developed within the FEniCS open-source software
environment is made available in [53]. This includes a Docker image contain-
ing the complete software environment for execution. Through this example,
the user can become quickly familiar with the FEniCS environment and then
adapt and change the code for his own needs. For example, the constitutive
law and the distribution of the random parameters can be altered within
only a few lines of Python code.
Figure 1: Hyperelastic beam deformation (mesh in the initial configuration and deformed
configuration for one Monte Carlo realisation).
The equations to describe the behavior of hyperelastic solids are recalled
in section 6. The objective in this practical example is to determine the
expected value of the displacement of the center of the beam (coordinates
(L/2, 0, 0)) attached at its ends and with loading pressure P = 50 Pa (see
Fig. 1). A Neo-Hookean solid is considered with stochastic Young’s modulus
modeled by:
E(ω) = E0(1 + 2ω), (10)
with ω a beta(2,2) random variable and E0 = 10
4 Pa. Monte Carlo results
for Z = 50 realizations of Young’s modulus with and without sensitivity
derivatives are plotted in Fig. 2. The variance in the results is smaller when
sensitivity derivatives are taken into account in the Monte Carlo estima-
tor. The Monte Carlo method with sensitivity derivatives will eventually
converge faster to the expected value of the quantity of interest (QoI).
6. Stochastic finite element analysis of brain deformation
In this section we present the results of a stochastic finite element anal-
ysis of brain deformation. Two constitutive models with uncertain param-
eters are considered: a Mooney-Rivlin (MR) material [54] and a Holzapfel
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Figure 2: Evolution of the estimator E[Uz] for the practical example (beam), estimator of
the mean value of the displacement of the center of the beam in the z direction as a function
of the number of realizations Z. Z = 50 Monte Carlo realizations of Young’s modulus
are performed with and without sensitivity derivatives. The variance in the results is
smaller when sensitivity derivatives are taken into account in the Monte Carlo estimator.
The blue and red shadings represent the confidence intervals for the two methods with a
confidence level at 95%.
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and Ogden (HO) model [51, 55]. These simulations aim at illustrating the
uncertainty propagation methods we developed in the general framework of
soft-tissue undergoing finite deformations.
6.1. Geometry and boundary conditions
The boundary conditions we used in the simulations are similar to those
used in [54] where the authors give a modeling of brain shift phenomenon
for different craniotomies and solid models. A part of the brain is fixed to
limit the movement of the brain and a pressure variation fixed at 10 mmHg
(1333 Pa) in the area of operation. The mesh is composed of 30805 elements
and 6148 nodes. A schematic description of the chosen boundary conditions
are provided in Figure 3.
Figure 3: Schematic description of the chosen boundary conditions. A part of the brain
is fixed (blue zone) and a normal pressure variation is imposed at 10 mmHg (1333 Pa) in
the area of operation (red zone).
6.2. Governing equations
For a domain Ω0 with smooth boundary ∂Ω0 and x ∈ Ω0 the spatial
position, the hyperelastic equations consists in finding the displacement u∗
among all displacement fields u which minimize the total potential energy
while satisfying the boundary conditions. The strain energy density function
is denoted by W(u) and f refers to external loading (traction force, body
force, etc.). The minimisation problem writes:
u∗ = arg min
u∈[H1D(Ω0)]3
{∫
Ω0
W(u) dx0 − 〈f ,u〉
}
= L(u), (11)
where [H1D(Ω0)]
3 is the usual vector-valued Sobolev space of square inte-
grable functions with square integrable derivatives that satisfies the given
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Dirichlet boundary conditions and dx0 is a measure on Ω. The directional
Fre´chet derivative of L vanishes at the minimum points:
∀u˜ ∈ H10 (Ω0) : F (u∗; u˜) = Du˜L(u∗) = 0. (12)
In the presence of random coefficients, F also depends on random pa-
rameters ω and an equation of the same type as ?? is obtained. To solve the
non-linear problem a Newton method with a third-order backtracking line-
search from SNES [56] was used. The symbolic differentiation capabilities
of UFL are used to derive the Jacobian of the forward model for the Newton
solver. The linear systems arising from the Newton iterations are solved
using a conjugate gradient method preconditioned using algebraic multigrid
(Hypre BoomerAMG [57]) interfaced from PETSc [56].
6.3. Constitutive equations
We choose two hyperelastic models. To describe the kinematics, usual
operators and notations are used: the deformation gradient F = I+∇u and
the right Cauchy-Green tensor C associated with F:
C := FTF. (13)
For the Mooney-Rivlin (MR) material, the strain energy density function
depends on three parameters {C1, C2, D1}:
WMR = C1(I¯1 − 3) + C2(I¯2 − 3) +D1(I1/23 − 1)2. (14)
The modified first and second invariants I¯1 and I¯2 are defined by:
I¯1 := J
−2/3I1 and I¯2 := J−4/3I2, (15)
where I1, I2 and I3 are the unmodified invariants of C given by:
I1(C) := tr(C), (16a)
I2(C) :=
1
2
(
(trC)2 − (trC2)) , (16b)
I3(C) := det(F)
2 = J2. (16c)
Alternatively the Holzapfel and Ogden HO [51, 55] anisotropic model, the
strain energy density function is expressed as:
WHO =Wiso(F) +Wvol(J). (17)
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Wiso and Wvol are the isochoric and volumetric part of the strain energy
density function respectively. The volumetric part can be evaluated as a
function of the bulk modulus κ of the material and J :
Wvol = κ
4
(
J2 − 1− 2 · ln J) . (18)
The isochoric part takes the following form:
Wiso = a
2b
exp [b(I1 − 3)] +
∑
i=f,s
ai
2bi
exp [bi(I4i − 1)2]
+
afs
2bfs
(
exp [bfsI
2
8fs]− 1
)
,
(19)
with:
I4f = f0 · C · f0, I4s = s0 · C · s0 and I8fs = f0 · C · s0. (20)
The transversely isotropic behavior can be obtained by not taking account
at all in the model the parameter afs, bfs, as and bs, while the isotropic one
corresponds to remove also in addition the two parameters af and bf . This
kind of model is frequently used to model orthotropic materials (e.g. muscle
with fibers). The vectors f0, s0 (and n0) are the unit base vectors normal
to the planes of symmetry. For the numerical simulations, these models
are implemented within DOLFIN/FEniCS and the method of manufactured
solutions [58] is employed to verify the implementation.
6.4. Stochastic modelling
We choose the material properties according to the wide variety of ex-
perimental data provided in the literature, e.g. [20, 54, 59, 16]. Few data
are available to our knowledge for the anisotropic Holzapfel-Ogden model
[51, 55] but there are recent articles that have focused on the anisotropic
modelling of the brain tissue such as [21, 60]. We do not calibrate the proba-
bility distributions used for each parameter using atlases but generate these
distributions by inspection of the literature. The purpose of the remainder
of the paper is to demonstrate that given suitable statistical distributions,
we can reliably and with reasonable computational costs, propagate uncer-
tainties through the mathematical model representing the organ’s behavior.
All eight parameters involved in the HO hyperelastic model are modelled
with random variables with a log-normal distribution to have zero probabil-
ity of drawing non-physical negative-valued parameters (see table 1). The
bulk modulus is taken constant and equal to 105 Pa. The probability density
function of two of them is plotted in fig. 4.
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Parameters: a b af bf as bs afs bfs
Mean (Pa) 1180.0 8.0 18.5 · 104 16.0 2.5 · 104 11.1 2160.0 11.4
Std (Pa) 236.0 1.6 3.7 · 104 3.2 5.0 · 103 2.2 432.0 2.3
Table 1: Random parameters involved in the Holzapfel and Ogden hyperelastic model.
All the parameters are modelled by random variables with a log-normal distribution. The
mean value and the standard deviation are indicated.
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Figure 4: Probability density function of the parameters a and afs.
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The vectors f0, s0 involved in the HO model are chosen arbitrarily to
[0, 1/
√
2, 1/
√
2] and [0, 1/
√
2,−1/√2] respectively.
For the Mooney-Rivlin case, the uncertainty of the three parameters is
taken into account by using random fields with a log-normal distribution and
a correlation length equal to 5 cm. Without available experimental data,
this value has been fixed arbitrary with a reasonable order of magnitude
compared to the size of the domain. As mentioned in the introduction, this
work could be improved if we could have access to real data to identify and
calibrate the parameters involved in the model. The mean value and the
standard deviation on these random fields are indicated in table 2. As men-
tioned previously, a transformation of a Gaussian fields is used to generate
the target distribution, more details can be found in [61]. For example, a
log-normal field is obtained by taking the exponential of a Gaussian field
and if µl and σ
2
l are the mean value and the variance of the log-normal field,
the following relations give the corresponding values µg and σ
2
g to impose at
the Gaussian field:
µg = ln(µl)− 1
2
ln(1 + σ2l /µ
2
l ) and σ
2
g =
√
ln(1 + σ2l /µ
2
l ). (21)
The Karhunen-Loe`ve expansion of a Gaussian field Γ is computed by solving
Parameters: C1 C2 D1
Mean (Pa) 3922.2 30.0 5.0 · 104
Std (Pa) 392.2 15.0 2.5 · 104
Table 2: Mooney-Rivlin parameters (mean value and standard deviation of the random
fields with log-normal distribution).
an eigenvalue (λi and φi(x)) problem [35], this allows to obtain the following
decomposition:
Γ(x, ω) = Γ0(x) +
+∞∑
i=1
√
λiφi(x)ωi, (22)
with Γ0(x) the mean value of the Gaussian field. Note that in the case of a
Gaussian field, each ωi are independent and uncorrelated Gaussian variable
with zero mean and unit variance. A random generator can then be used eas-
ily to generate different realizations. Routinely, the eigenvalues/eigenvectors
system is solved for a Gaussian field with zero mean and unit variance and
then this decomposition can be used for all Gaussian fields by adding the
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mean value and multiplying all the eigenvectors by the desired standard de-
viation. For the mesh used for the numerical simulations, the normalized
eigenvalues spectrum of the Gaussian field used to generate the log-normal
field is represented in fig. 5. For the sake of example, two realizations of
0 10 20 30 40 50
i
0.0
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0.8
1.0
λ
i/
λ
0
Figure 5: Karhunen-Loe`ve expansion: normalized eigenvalues spectrum of the Gaussian
field. With a transformation of a Gaussian field it is then possible to generate fields with
log-normal distribution and used them to model parameter uncertainty in the Mooney-
Rivlin hyperelastic problem. The green dashed line shows the truncation of the KL ex-
pansion at 20 modes.
the parameter C1 are illustrated in fig. 6. The sum in eq. (22) is truncated
in order to capture the majority of the energy (area under the curve in
fig. 5). For the numerical simulations 20 modes are taken into account in
the Karhunen-Loe`ve expansion.
6.5. Numerical results
For both hyperelastic models, the displacement of a target localized in
the brain is studied. The mesh used for the simulations is shown in fig. 7 in
the initial and deformed configuration and contains around 20, 000 degrees
of freedom. The objective is to study the stochastic response (displacement)
of the target given the random coefficients involved in the definition of the
two hyperelastic problems. The computational time is significant and is
dominated by the number of forward deterministic systems to solve in order
to obtain an accurate solution to the stochastic problem.
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Figure 6: Random fields with log-normal distribution, two different realizations of the
parameter C1.
By using the Monte Carlo method with sensitivity derivatives (SD-MC)
it is shown that the number of realizations can be reduced by one to two order
of magnitude compared with a simple Monte Carlo approach. As stated in
section 3.2, for the cost of only m linear systems with m the stochastic
dimension, the SD-MC method can be very effective. The time spent to
solve these linear systems is negligible compared to the time necessary to
solve all the repeated non-linear hyperelastic problems.
Figure 7: Mesh with around 20, 000 degrees of freedom (initial configuration) and deformed
mesh for one Monte Carlo realisation obtained with the HO model. The target volume is
shown with a sphere. The displacement and the deformation of the target depend on the
parameters.
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6.5.1. HO model
In fig. 8, the evolution of the estimator E[Ux] (m) which is the expected
value of the displacement of the sphere in the x direction as a function of the
number of realizations Z is plotted. For the MC and the SD-MC methods,
12, 000 realizations are performed. The two evolutions eventually converge
to the same value and incontestably the use of sensitivity derivatives clearly
provides for an improved convergence behavior (few realizations for the SD-
MC method instead of Z ≈ 500 for the MC estimator, see fig. 8). Of
course these values depend on the quantity of interest and on the draw of
sampling. There is no analytical solution to compare the results against
more quantitatively but this trend is found in many other examples treated
in [38, 39]. With Z = 12, 000 Monte Carlo samples, it is possible to construct
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Figure 8: Evolution of the estimator E[Ux] (HO model), estimator of the mean value for the
displacement in the x direction of the sphere as a function of the number of realizations Z.
Comparison between the MC and the SD-MC methods. The orange shaded box represents
the region where the value of the estimator is ranged between the final estimate predicted
by the MC estimator ±0.5 %. The vertical dashed lines give the value of Z for each method
where the curve stabilizes in this region. The SD-MC estimator converges faster than the
classical MC estimator. The blue and red shadings represent the confidence intervals for
the two methods with a confidence level at 95%.
a confidence interval on the position of the target. This confidence interval
at a 95% confidence level is plotted in fig. 9 as well as the displacement
and the deformation of the target (sphere) for two different realisations of
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random parameters. The global sensitivities using the polynomial chaos
Figure 9: Displacement and deformation of the sphere (HO model): confidence interval
at a 95% confidence level.
expansion output of the MC method is calculated [62] using Sobol global
sensitivity indices, see [48, 45] for more details. In the polynomial chaos
expansion approach we expand the stochastic solution u(x, ω) with ω ∈ RM
in a basis Hα(ω) of polynomials of dimension M and order p [63, 64]:
u(x, ω) =
∑
α∈JM,p
cα(x)Hα(ω), (23)
with α ∈ JM,p. JM,p is the set of multi-indices given by:
JM,p = {α ∈ N(N)0 | α = {α1, . . . , αj , . . . , αM}, αj ∈ N0, |α| =
M∑
j=1
αj ≤ p}.
(24)
The dimension N of JM,p increases rapidly with M and p:
N = dim(JM,p) = (M + p)!/(M ! p!), (25)
making this technique suitable for problems of low to moderate stochastic
dimension [26]. Different methods exist to calculate the coefficients cα(x) of
the polynomial chaos expansion. We choose to solve for the coefficients us-
ing a collocation approach and the solution of a least-squares minimisation
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problem as in [39]. The Sobol global sensitivity indices characterize how
the uncertainty of the inputs influence the outputs. For two quantities of
interest, the Sobol global sensitivity indices are given. We have used a poly-
nomial chaos expansion of order 3 and dimension 8 to calculate the Sobol
global sensitivity indices for the numerical simulations of the HO model.
The total sensitivity index is nearly equal to the first order sensitivity index
for all variables and all quantities of interest fig. 10. This means that there
is little interaction between the random variables. The results show that
only parameters a and b affect significantly the norm of the displacement of
the sphere and that as has only a slight influence. On the other hand, if the
quantity of interest is only the displacement in the z direction, then more
parameters become influential, in particular a and afs.
These results highlight the importance of the choice of the parameters de-
pending on the quantity of interest to the user and confirm that some pa-
rameters may not be activated depending on the boundary conditions and
quantities of interest.
6.5.2. Mooney-Rivlin model
When the stochastic dimension is large, it is more suitable to turn to
sampling methods to calculate the global sensitivity indices instead of poly-
nomial chaos expansion techniques which were used previously. The Saltelli’s
sampling scheme allows to reduce the error rates in the resulting sensitiv-
ity index calculation [46]. The workload is significant to obtain accurate
Sobol indices. In order to reduce the computational time, only the total
order sensitivity indices are computed with 12, 200 realizations and a 95%
confidence interval is indicated. For one quantity of interest (displacement
magnitude of the sphere), these indices are plotted in fig. 11. It is recalled
that 20 modes are used in the Karhunen-Loe`ve expansion to generate the
three random coefficients of the Mooney-Rivlin model. The total stochastic
dimension is therefore equal to 60 because we have three parameters C1,
C2 and D1. Obviously, for the quantity of interest studied (displacement
magnitude of the sphere), from fig. 11, the global sensitivity analysis shows
that only few modes play an important role in the variance of the quantity
of interest. Clearly, the uncertainty on C2 does not affect the variance of the
displacement of the sphere, see fig. 11 and only five (maximum 10) modes
could be kept for C1 and D1 to obtain almost the same results. The esti-
mators of the standard deviation of the displacement of the sphere in the x
direction as a function of the number of realizations are plotted in fig. 12(b).
The orange shaded box represents the region where the value of the estima-
tor ranges between the final estimate predicted by the MC estimator ±2%.
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(a) Quantity of interest: displacement magnitude.
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Figure 10: Global sensitivity analysis (HO model).
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Figure 11: Global sensitivity analysis (Mooney-Rivlin material). The Sobol indices are
computed with 12, 200 realisations with the Saltelli’s sampling scheme. A confidence
interval at a 95% confidence level is indicated. Note that C2 bars are almost zero and not
visible.
The vertical dashed lines give the value of Z for each method where the
curve stabilizes in this region. With use of sensitivity derivatives (SD-MC)
the benefits are significant. The SD-MC estimator of the standard deviation
settles down very rapidly to the converged answer, requiring only around 500
samples versus around 4500 samples for the standard Monte Carlo method,
see fig. 12(b). The evolution of the estimators for the mean displacement of
the sphere in the x direction (2.9 cm) are shown in fig. 12(a). The trend of
superior performance of the SD-MC over the MC estimator, Z ≈ 30 versus
Z ≈ 1000 to achieve convergence, is repeated. In our numerical results, we
also plot for the different estimators the confidence intervals with a confi-
dence level at 95%. These confidence bounds have been evaluated by the
Strong Law of Large Numbers. For Z large,
E[ψ]− EMC[ψ]√
VarMC[ψ]
, (26)
is approximately distributed as a standard normal distribution N(0, 1). For
the confidence interval of the variance only in the case of the standard Monte
Carlo approach, we have used a different well known statistical formula
involving the Chi-squared distribution with Z degrees of freedom noted v.
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The confidence interval for the variance with safety factor 1−α is therefore:[
(Z − 1)VarMC[ψ]
v1−α/2
,
(Z − 1)VarMC[ψ]
vα/2
]
, (27)
where vα/2 and v1−α/2 are the quantiles of order α/2 an 1 − α/2 for the
Chi-squared distribution.
7. Conclusion and future work
We presented a general approach for the stochastic finite element analysis
of soft tissue deformation. We applied the approach to a simple academic
example and to the stochastic deformation of a brain. We considered two
different hyperelastic models. Random variables/fields were used to account
for uncertainties in material properties and advanced Monte Carlo methods
were employed to provide statistical solutions and global sensitivity analyses.
By using sensitivity derivatives, we showed that the error of the Monte Carlo
process can be improved significantly compared to the classical approach,
thus reducing computational expenses by several orders of magnitude to
obtain an accurate solution. We expressed the finite element models in
variational form using the high-level Unified Form Language (UFL) and
made the code and data available online for the practical example. The
advantages of such a methodology are:
• The implementation of complex hyperelastic models is simple and the
material model can be modified by altering only a few lines of code;
• The ability to derive the tangent linear model automatically and use
it to efficiently calculate the required derivative information;
• The repeated simulation of the forward problem is performed in par-
allel across a cluster using the ipyparallel and mpi4py software tools
to save on computational time.
In spite of the progress shown in this paper, a lot of work remains to be
done to better understand the role of uncertainties in biomechanics:
Uncertainties in geometry and boundary conditions. In most (bio)mechanics
problems, the solution is strongly sensitive to boundary conditions and ge-
ometry. We did not account for this sensitivity here. Avenues to investigate
this issue include using parametric descriptions of the geometry using non-
uniform rational B-splines (NURBS) or level sets.
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(a) Estimator of the mean value of Ux.
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Figure 12: MR model: evolution of the two estimators E[Ux] and Std[Ux] (expected
value and standard deviation) as a function of the number of realizations Z. Ux is the
displacement in the x direction of the sphere. Comparison between the MC and the
SD-MC methods. The orange shaded box represents the region where the value of the
estimator is ranged between the final estimate predicted by the MC estimator ±2%. The
vertical dashed lines give the value of Z for each method where the curve stabilizes in
this region. The SD-MC estimator converges faster for the expected value and for the
standard deviation of [Ux]. The blue and red shadings represent the confidence intervals
for the two methods with a confidence level at 95%. Note that the confidence interval for
the standard deviation for the Monte Carlo method is large and not symmetric about the
point estimate.
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Model and discretization error. Being able to identify the relative impor-
tance of parameters is useful information to the clinician. However, addi-
tional insights could be provided by developing tools able to help the user
select the best model given experimental data and a quantity she/he is inter-
ested in. Doing this requires solving (stochastic) inverse problems and would
also enable the stochastic identification of material parameters at a given
point within an organ with only sparse measurements. In turn, by providing
a spatial variation of sensitivities of the material parameters to data, such
stochastic inverse approaches enable the optimization of sensor placement
to decrease uncertainty on the evaluation of parameters of interest and on
the selection of the most suitable model.
Confrontation to experimental data. We assumed in this paper that the
probability distribution of all parameters was known a priori, but we did
not build it explicitly from databases or atlases. It would be necessary to
build a pipeline able to construct the required statistical information for
the parameters of various models and enrich it as new information is being
acquired. In particular, because of the large variability in tissue models, it
would be desirable to enrich prior information provided by atlases by data
acquired on a specific patient. This could be done using Bayesian inference
[65].
Acceleration. In spite of being much faster than the Monte Carlo method,
the algorithms we developed here are still too slow to be used in clinical
practice. To overcome this difficulty, we are developing adaptive procedures
and surrogate modelling approaches to accelerate the investigation of the
parameter space.
Supplementary material
Complete code to produce the results in section 5 is given in [53].
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