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1. Introduction
In the probabilistic literature, the De Finetti theorem, which ensures the conditional independence of a family of random
variables, is always related to exchangeability; see, for instance [1–3,6]. There are, however, more general settings allowing to
obtain the conditional independence of a family of random variables, as in De Finetti’s theorem, without this exchangeability
assumption and, particularly, for non-identically distributed random variables.
In our quest of De Finetti-type results on the conditional independence of non-identically distributed random variables,
we considered in [10,11] the notion of a random selection process, which is deﬁned as follows: Given a nonempty set E and
any weight function m : E → (0,∞), a random selection process N on (E,m) is a family of random variables
N(x) ∈ {0,1} for x ∈ E
on a probability space (Ω,F ,P) verifying, for every ﬁnite subset B ⊆ E , the following conditions:
(C1) Conditional on N(B) :=∑x∈B N(x), {N(x)}x∈B and {N(x)}x∈Bc are independent.
(C2) P{N(x) = 1 | N(B) = 1} =m(x)/m(B) for all x ∈ B , where m(B) :=∑x∈B m(x).
We can interpret that N(x) = 1 means that the element x ∈ E is “selected”, while x ∈ E is “rejected” when N(x) = 0. The
Markovian condition (C1) means that, once the number of points to be selected in B is known, the points selected inside
B do not depend on the selections made outside B . The condition (C2) establishes a preference relation among the points
of any set B; in the sense that, if only a point in B is to be selected, each one has probability proportional to its weight.
It can be shown that the exchangeability of {N(x)}x∈E is equivalent to (C1) and (C2) with m(x) ≡ 1. This is shown in
Proposition 1.1 in [11], which we restate for ease of reference. (Let us mention that, in Section 4, we propose an example of
a random selection process with non-constant weight function m.)
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function.
Conversely, if N is a random selection process on (E,m) with constant weight function, then the random variables {N(x)}x∈E are
exchangeable.
Thus, the usual exchangeability condition splits in the Markovian character (C1) plus the stipulation (C2) of uniformity
among the points of any set. In [11], it is proved that De Finetti-like theorems hold provided that the weight function m
satisﬁes some assumptions to be speciﬁed later. Here we want to show that these conditions are not only suﬃcient, but
also necessary to grant the conditional independence of the random variables {N(x)}x∈E .
First of all, let us introduce some notation. Let B be the ring of all the ﬁnite subsets of E . For B ∈ B and 0  r  #B
(here, #B denotes the cardinal of the set B), deﬁne
Mr(B) :=
∑
x1,...,xr∈B
r∏
i=1
m(xi),
where the sum extends over all the subsets of B with r elements. For ease of notation, we let Mr(B) := 0 if r < 0 or r > #B .
The values Mr(B) may be alternatively determined as the successive coeﬃcients of the polynomial
∏
x∈B [1+m(x)z].
It is easily seen that the conditional distributions of a random selection process are necessarily of the hypergeometric
type [10, Proposition 2.3]; that is, given ﬁnite sets B1 ⊆ B and 1  r  #B , the conditional distribution of N(B1) given
N(B) = r is the “generalized hypergeometric” distribution:
P
{
N(B1) = s
∣∣ N(B) = r}= Ms(B1)Mr−s(B − B1)
Mr(B)
. (1.1)
As a direct consequence, if B1, . . . , Bk is a partition of B ∈ B, then
P
{
N(B1) = s1, . . . ,N(Bk) = sk
∣∣ N(B) = r}= Ms1(B1) · · ·Msk (Bk)
Mr(B)
if r =∑ si . This shows that the distribution of N inside each ﬁnite set B is determined by the marginal distribution of N(B).
Now, the main issue is how to specify a family of compatible marginal distributions for all the sets B ∈ B, in the sense that
the “total probability rule”:
P
{
N(B) = s}=
#B ′∑
r=0
P
{
N
(
B ∪ B ′)= s + r}Ms(B)Mr(B ′)
Ms+r(B ∪ B ′) (1.2)
is veriﬁed for every disjoint sets B, B ′ ∈ B; see [10, Lemma 2.4]. Clearly, if E is a ﬁnite set, then we can arbitrarily choose
the distribution of N(E) on {0,1, . . . ,#E} and then deduce the marginal distributions of the random selection process by
means of (1.1), by replacing B with E . Therefore, in the forthcoming, we will suppose that the set E is not ﬁnite.
As shown in [10, Theorem 2.5], an obvious universal solution for (1.2), which is valid for any set E and any weight
function m, is to take as marginal distributions any mixture of the “generalized binomial” distributions: for each ﬁnite set
B ∈ B let
P
{
N(B) = s}=
1∫
0
Ms(B)ξ s(1− ξ)#B−s∏
x∈B [1− ξ + ξm(x)]
F (dξ) for 0 s #B, (1.3)
where F is any ﬁxed probability distribution on [0,1]. In this case, the random variables {N(x)}x∈E are conditionally inde-
pendent given ξ , with
P
{
N(x) = 1 ∣∣ ξ}= ξm(x)
1− ξ + ξm(x) and P
{
N(x) = 0 ∣∣ ξ}= 1− ξ
1− ξ + ξm(x) . (1.4)
The main results proved in [11] are as follows. Suppose that there exists a denumerable set A := {xq}q1 ⊆ E such that
either:
(A1) The sequence {m(xq)} converges to some m ∈ (0,∞), or
(A2) The sequence {m(xq)} converges to zero and, in addition, m(A) :=∑m(xq) = ∞, or
(A3) The sequence {m(xq)} diverges to ∞ and, in addition, mˆ(A) :=∑1/m(xq) = ∞.
Then there exists a distribution function F on [0,1] such that (1.3) holds for every B ∈ B. Consequently, the random variables
{N(x)}x∈E are conditionally independent given ξ , and (1.4) holds. These De Finetti-type theorems are obtained from a strong
law of large numbers, ensuring the existence of the almost sure limit, as n → ∞, of
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n
,
N(An)
m(An)
or
n − N(An)
mˆ(An)
(1.5)
for the cases (A1), (A2), and (A3), respectively, where An := {x1, . . . , xn}. For details, see [11]. (We note that the suﬃcient
conditions are stated in [11] in a different, though equivalent, form.)
After having established the preceding results, we were advised by an anonymous referee that random selection pro-
cesses (for denumerable E) are closely related to generalized Stirling triangles of the ﬁrst kind, as deﬁned by Kerov in [8,
Section 1.4]. Moreover, the above mentioned case (A3) appears as a conjecture made by Kerov in his previous paper [7]. See
[10, Section 4] for a summary of the relation between random selection processes and generalized Stirling triangles.
As already mentioned, in this paper we will prove that the conditions (A1), (A2), and (A3) are not only suﬃcient to obtain
a De Finetti-type theorem, but they are also necessary. More precisely, we will show that if none of these assumptions hold,
then there exist compatible marginal distributions (satisfying (1.2)) different from those in (1.3), and so the conditional
independence of the random variables {N(x)}x∈E is not granted.
Equivalently, let P be the set of all functions p(s, B), for B ∈ B and s = 0,1, . . . ,#B , such that p(·, B) is a probability
distribution on {0,1, . . . ,#B} for each B ∈ B and, in addition, (1.2) is veriﬁed (replacing P{N(B) = s} with p(s, B)). Clearly,
P is a compact convex set within a locally convex vector space endowed with the topology of the pointwise convergence.
Therefore, P is the closed convex hull of its extreme points Pˆ .
Under the hypotheses (A1)–(A3) above, it is proved in [11] that P is the set of the functions given by the right member
of (1.3), and Pˆ is the family
pˆξ (s, B) := Ms(B)ξ
s(1− ξ)#B−s∏
x∈B [1− ξ + ξm(x)]
for B ∈ B and 0 s #B, (1.6)
as ξ varies in [0,1]. The main contribution of this paper is to identify the set Pˆ of extreme points when (A1)–(A3) are not
veriﬁed. We will show that they are, then, different from (1.6), and so a De Finetti-type theorem does not hold. Interestingly,
in this case, Pˆ is denumerable, as opposed to the previous situation, despite of the fact that (1.6) always belongs to P for
any ξ ∈ [0,1].
To bring Kerov’s analysis to our context, we will say that a function ϕ(s, B) 0 is harmonic (in E with respect to m) if
it veriﬁes
ϕ(s, B) =
#B ′∑
r=0
ϕ
(
s + r, B ∪ B ′)Mr(B ′) and ϕ(0,∅) = 1.
Clearly ϕ(s, B) := p(s, B)/Ms(B) establishes an isomorphism between P and the compact convex set of positive harmonic
functions V . Thus, the problem of ﬁnding the extremes of V is equivalent to the determination of Pˆ .
The rest of the paper is organized as follows. In Section 2 we show some preliminary useful results on random selection
processes. In Section 3 we introduce the outstanding alternatives to (A1)–(A3), and we determine the corresponding extreme
points Pˆ of the family of compatible marginal distributions (this is done in Sections 3.1 and 3.2). In Section 3.3 we make
some comments on the so-called rejection function of the random selection process. An example of a random selection
process is proposed in Section 4. Finally, the conclusions are given in Section 5.
2. Preliminary results on random selection processes
Associated to a random selection process N on (E,m), it will be useful to consider Nˆ given by
Nˆ(x) := 1− N(x) and Nˆ(B) :=
∑
x∈B
Nˆ(x) = #B − N(B) (2.1)
for all x ∈ E and all B ∈ B. Thus, Nˆ gives the number of rejected points in each set B and, obviously, it veriﬁes (C1) and
(C2) since
P
{
Nˆ(x) = 1 ∣∣ Nˆ(B) = 1}= P{N(x) = 0 ∣∣ N(B) = #B − 1}= M#B−1(B − x)
M#B−1(B)
= 1/m(x)∑
y∈B 1/m(y)
.
Therefore, Nˆ is a random selection process on (E,mˆ), with
mˆ(x) := 1/m(x) and mˆ(B) :=
∑
x∈B
mˆ(x).
By Mˆr(B) we will denote the coeﬃcients of the polynomial
∏
x∈B [1+ zmˆ(x)] and, as easily seen, it is, for all r,
Mˆ#B−r(B) = Mr(B)∏
m(x)
. (2.2)
x∈B
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of the case (A2) for the random selection process Nˆ .
Let us begin with a slight modiﬁcation of the result in [11, Lemma 3.1].
Lemma 2.1. Let N be a random selection process on (E,m), let A := {xq}q1 be any denumerable set in E and An := {xq}1qn for
n 1. Consider the reverse ﬁltration
G An := σ
(
N(An),N(An+1), . . .
)= σ (N(An),N(xn+1),N(xn+2), . . .).
Then, for any ﬁnite set B ⊂ A and any 0 s #B, the reverse martingale
Z An (s, B) := P
{
N(B) = s ∣∣ G An }
converges almost surely to
Z A∞(s, B) := P
{
N(B) = s ∣∣ G A∞},
where G A∞ :=
⋂
n G An . Moreover, if n is large enough so that B ⊆ An, then
Z An (s, B) =
[
Ms(B)Mr−s(An − B)
Mr(An)
]
r=N(An)
. (2.3)
This lemma mainly ensures that, for all ﬁnite B ⊂ A and 0 s #B , the limits
lim
n
[
Mr−s(An − B)
Mr(An)
]
r=N(An)
exist with probability one1 and they almost surely yield a probability distribution when multiplied by Ms(B). This probabil-
ity distribution can be called the tail conditioned distribution of N(B) relative to A.
For a ﬁxed denumerable set A ⊆ E , let Ω¯(A) be the set where Z A∞(1, x) and Z A∞(0, x) exist and Z A∞(0, x) + Z A∞(1, x) = 1
for all x ∈ A. According to Lemma 2.1, it is P(Ω¯(A)) = 1.
Proposition 2.2. Let N be a random selection process on (E,m) and let A := {xq}q1 be any denumerable set in E. Then, up to sets of
probability 0,
{
N(A) = 0}= {Z A∞(1, x) = 0, ∀x ∈ A}= {Z A∞(1, x1) = 0},{
Nˆ(A) = 0}= {Z A∞(0, x) = 0, ∀x ∈ A}= {Z A∞(0, x1) = 0}.
Proof. Inside Ω¯(A), if N(A) = 0, then Z A∞(1, x) = 0 for all x ∈ A since [Mr−1(An − x)]r=N(An) = 0. Similarly, if Nˆ(A) = 0 or
N(An) = n for all n 1, it is MN(An)(An − x) = 0 and Z A∞(0, x) = 0 for all x ∈ A. Moreover, for any x ∈ A,
Z A∞(1, x) =
m(x)
m(x1)
Z A∞(1, x1) limn
[
Mr−1(An − x)
Mr−1(An − x1)
]
r=N(An)
so that the last limit exists and is bounded between m(x1)/m(x) ∧ 1 and m(x1)/m(x) ∨ 1 (because each term in the sum
Mr−1(An − x) is obtained from a term of Mr−1(An − x1) either directly or by multiplying by m(x1)/m(x)). Assume that, for
some ω ∈ Ω¯(A), it is Z A∞(1, x1) = 0 while N(A) > 0; then Z A∞(1, x) = 0 for all x ∈ A, and this means
P
{
N(x) = 1 ∣∣ G A∞}= 0, ∀x ∈ A, or P{N(A) > 0 ∣∣ G A∞}= 0
(out of the negligible set where the last probability does not match the sum of the preceding ones). But {N(A) = 0} ∈ G A∞ ,
and hence I{N(A)>0} is a version of the last conditional probability, taking the value 1 at ω. Thus N1(A) := Ω¯(A) ∩
{Z A∞(1, x1) = 0, N(A) > 0} is a set of probability 0. Also
Z A∞(0, x) = Z A∞(0, x1) limn
[
Mr(An − x)
Mr(An − x1)
]
r=N(An)
and N0(A) := Ω¯(A)∩ {Z A∞(0, x1) = 0, Nˆ(A) > 0}. Similarly, we obtain P(N0(A)) = 0. 
1 This conclusion is related with [4, Lemma 5] where a similar result follows, in more general circumstances, from the theory of the Martin boundary
associated to some Markov chain. It can also be linked with the theorem in [8, p. 60] whose proof is an adaptation of Birkhoff’s pointwise ergodic theorem.
See also [10, Section 4].
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set of probability 1. Moreover, Ω0(A) := Ω¯(A) ∩ {N(A) = 0} will represent the set of trajectories in Ω¯(A) that select no
element of A; Ω1(A) := Ω¯(A) ∩ {Nˆ(A) = 0} will denote the trajectories that select all the elements of A; while we let
Ω(A) := Ω¯(A)− (Ω0(A)∪Ω1(A)).
In Ω(A), for any x ∈ A, it is Z A∞(1, x) ∈ (0,1) and
Z A∞(1, x) =m(x)Z A∞(0, x) limn
[
Mr−1(An − x)
Mr(An − x)
]
r=N(An)
.
Therefore, the last limit exists and has a value θ A(x) ∈ (0,∞) that allows to deﬁne ξ A(x) := θ A(x)/(1 + θ A(x)) ∈ (0,1) in
order to get
Z A∞(1, x) =
m(x)ξ A(x)
1− ξ A(x)+m(x)ξ A(x) and Z∞(0, x) =
1− ξ A(x)
1− ξ A(x)+m(x)ξ A(x) . (2.4)
Thus Ω0(A) = {ξ A(x) = 0} for all x ∈ A, and Ω1(A) = {ξ A(x) = 1} for all x ∈ A.
When E is denumerable, Proposition 2.2 may be applied to E itself, in order to consider Ω0(E) = Ω¯(E) ∩ {N(E) = 0},
Ω1(E) = Ω¯(E) ∩ {Nˆ(E) = 0} and Ω(E) = Ω¯(E) − (Ω0(E) ∪ Ω1(E)). Then (2.4) holds for all x ∈ E (with ξ A(x) replaced
with ξ E (x)).
Lemma 2.3. Let A := {xq}q1 be any denumerable subset of E. If r = r(n) are integers such that 0 r  n for all n and 0< r < n for
all large n, then, for any ﬁxed x ∈ A,
r
m(An − x)−minB m(B) 
Mr−1(An − x)
Mr(An − x) 
r
m(An − x)−maxB m(B) (2.5)
where An := {x1, . . . , xn}, and B is any subset of An − x with #B = r − 1.
Proof. Let us observe that∑
B
∏
x∈B
m(x)m(An − x− B) = rMr(An − x),
where the sum extends over all subsets B of An − x with #B = r − 1; therefore
Mr−1(An − x)min
B
m(An − x− B) rMr(An − x) Mr−1(An − x)max
B
m(An − x− B)
and (2.5) follows. 
Proposition 2.4. Let N be a random selection process on (E,m), and let A any sequence in E such that m(A) < ∞. Then, with
probability 1, Nˆ(A) = 0 or N(A) < ∞.
Proof. In Ω(A) we may apply Lemma 2.3 with r = N(An) and, for any x ∈ A, we get
N(An)
m(An)

[
Mr−1(An − x)
Mr(An − x)
]
r=N(An)
.
But the right member has a limit θ A(x) ∈ (0,∞) and m(An) ↑m(A) < ∞; thus N(A) < ∞. 
3. The alternative to De Finetti’s theorem
In this section, we are going to determine the set of compatible marginal distributions of a random selection process N
on (E,m) when the assumptions (A1)–(A3) in Section 1 do not hold. It is worthwhile to note that the hypothesis (A1) is
veriﬁed whenever E is an uncountable set (see [11, Section 5]); thus, in the sequel, we will assume that E is denumerable.
Given an arbitrary constant c > 0, let us consider
E0c :=
{
x ∈ E: m(x) c} and E∞c := {x ∈ E: m(x) > c}.
If the assumptions (A1)–(A3) do not hold, then one of the following outstanding alternatives necessarily holds:
(H1) {m(x)}x∈E has only the limit point 0 and m(E) < ∞.
(H2) {m(x)}x∈E has only the limit point ∞ and mˆ(E) < ∞.
(H3) {m(x)}x∈E has only two limit points, 0 and ∞. Thus, for every c > 0, E0c and E∞c are denumerably inﬁnite and, in
addition, m(E0c ) < ∞ and mˆ(E∞c ) < ∞.
The case of the conditions (H1) and (H2) is analyzed in Section 3.1 below, while (H3) is studied in Section 3.2.
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As a ﬁrst consequence of assumption (H1), the inﬁnite product
∏
x∈E [1 + zm(x)] is convergent and, therefore, Mr(B) is
ﬁnite for any r  0 and any (not necessarily ﬁnite) set B ⊆ E .
On the other hand, assumption (H1) allows to apply Proposition 2.4 to E itself, in order to conclude that Nˆ(E) = 0 or
N(E) < ∞. Thus we can consider the distribution of N(E), extended to N ∪ {∞}, in the following sense:
γ (u) := P{N(E) = u} for u  0, and γ (∞) := P{Nˆ(E) = 0}.
Now, a simple limit argument, starting from (1.1), shows that, for any B ⊆ E ,
P
{
N(B) = s ∣∣ N(E) = u}= Ms(B)Mu−s(E − B)
Mu(E)
=: H(u; s, B) for 0 s #B ∧ u.
Here, H denotes the “generalized hypergeometric” distribution associated to the weights m(x). Therefore, the marginal
distributions of N(B), for B ∈ B, are given by
P
{
N(B) = s}=
∞∑
u=s
γ (u)H(u; s, B) + γ (∞)I{s=#B} (3.1)
and they belong to the closed convex hull generated by the {H(u; s, B)}u∈N∪{∞} , where H(∞; s, B) is the causal distribution
on s = #B . In fact, it is easy to check that, for any ﬁxed u, H(u; ·,·) satisﬁes (1.2) and, thus, belongs to P . Moreover, it is an
extreme of P , since from two elements of P attributing probability less than one to {N(E) = u}, one cannot get a mixture
of them which gives probability one to this set.
In summary, we have established the following statement.
Theorem 3.1. Let N be a random selection process on (E,m) and assume that (H1) is veriﬁed. Then, the marginal distributions for
{N(B)}B∈B are given by (3.1), where γ (u) may be any probability distribution on N ∪ {∞}. They are, thus, mixtures of the extreme
“generalized hypergeometric” distributions: {H(u; s, B)}u∈N∪{∞} .
The case of assumption (H2) is a corollary of Theorem 3.1; it suﬃces to consider the random selection process Nˆ on
(E,mˆ), that satisﬁes (H1), and to apply Theorem 3.1. As it will be N(E) = 0 or Nˆ(E) < ∞, let us consider
γˆ (v) := P{Nˆ(E) = v} for u  0, γˆ (∞) := P{N(E) = 0},
and
Hˆ(v; s, B) := Mˆ#B−s(B)Mˆv+s−#B(E − B)
Mˆv(E)
,
that are now the extreme elements of P .
Theorem 3.2. Let N be a random selection process on (E,m) and assume that (H2) is veriﬁed. Then, the marginal distributions for
{N(B)}B∈B are given by
P
{
N(B) = s}=
∞∑
v=#B−s
γˆ (v)Hˆ(v; s, B) + γˆ (∞)I{s=0} (3.2)
where γˆ (v) may be any probability distribution on N ∪ {∞}. They are, thus, mixtures of the extreme “generalized hypergeometric”
distributions: {Hˆ(v; s, B)}v∈N∪{∞} .
This last result contains Kerov’s assertion [8, Theorem 5, p. 71] for the case mˆ(E) < ∞.
For a random selection process in (E,m) such that one of the assumptions (A1), (A2), or (A3) is satisﬁed, Theorems 3.3
and 3.5 in [11] ensure that P is the family of marginal distributions given by (1.3) for some distribution F in [0,1], whose
uncountable extremes are the “generalized binomial” distributions given in (1.6). Under hypothesis (H1) or (H2), when P is
the closed convex hull generated by the countable extremes {H(u; s, B)}u∈N∪{∞} or {Hˆ(v; s, B)}v∈N∪{∞} , it is interesting to
examine how the “generalized binomial” distributions arise.
In the case that (H1) holds, for each θ ∈ [0,∞) we let
γθ (u) := Mu(E)θ
u∏ [1+m(x)θ] and γθ (∞) := 0. (3.3)x∈E
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P
{
N(B) = s}=
∞∑
u=s
θu∏
x∈E [1+m(x)θ]
Ms(B)Mu−s(E − B)
= Ms(B)θ
s∏
x∈E [1+m(x)θ]
∞∑
t=0
θ tMt(E − B)
= Ms(B)θ
s∏
x∈B [1+m(x)θ]
that coincides with (1.6) if θ is replaced with ξ/(1 − ξ), for some ξ ∈ [0,1). The case ξ = 1 is obviously obtained when
γ (∞) = 1. When ξ is a random variable on [0,1], the mixture (1.3) corresponds to γ (u) = Eθ [γθ (u)]. Of course, the random
variables {N(x)}x∈E are then conditionally independent, given ξ (or θ ).
Similarly, for the case in which (H2) holds, if θ ∈ [0,∞) and γˆ (v) is given by:
γˆθ (v) := Mˆv(E)θ
v∏
x∈E [1+ mˆ(x)θ]
, γˆθ (∞) := 0, (3.4)
for any B ∈ B, we get from (3.2)
P
{
N(B) = s}= Mˆ#B−s(B)θ#B−s∏
x∈B [1+ mˆ(x)θ]
= Ms(B)ξ
s(1− ξ)#B−s∏
x∈B [1− ξ +m(x)ξ ]
after using (2.2) and once θ is replaced with (1− ξ)/ξ for ξ ∈ (0,1]. For γˆ (∞) = 1 we get the same result with ξ = 0. As
before, a random choice of ξ ∈ [0,1] corresponds to γˆ (v) = Eθ [γˆθ (v)] and the random variables {N(x)}x∈E are conditionally
independent given ξ (or θ ).
Let us point out some further differences between the case considered here and the results obtained in [11]. When some
of the assumptions (A1), (A2), or (A3) are fulﬁlled, it can be shown that ξ A(x) in (2.4) has a random value ξ , independent
of x and A. Moreover G A∞ is the completion of the σ -ﬁeld σ(ξ), for any sequence A, and
Z A∞(s, B) = P
{
N(B) = s ∣∣ ξ}= Ms(B)ξ s(1− ξ)#B−s∏
x∈B [1− ξ + ξm(x)]
depends only on the weights in B . On the contrary, under assumption (H1), for any sequence A ⊆ E it is G A∞ = σ(N(A))
(recall that {N(A) = ∞} a.s.= {Nˆ(A) = 0}) and, according to (2.3),
Z A∞(s, B) = Ms(B)
[
Mr−s(A − B)
Mr(A)
]
r=N(A)
for B ⊆ A. (3.5)
These conditional distributions depend on A and on all the weights in A. When A = E , the same is true for their expecta-
tions, given by (3.1), except if γ = γθ with a ﬁxed or random value of θ . Note also that the σ -ﬁeld GE∞ is trivial under each
extreme H(u; s, B), since N(E) a.s= u.
Assuming (H2), an analogous result holds: G A∞ = σ(Nˆ(A)) and
Z A∞(#B − s, B) = Mˆs(B)
[
Mˆr−s(A − B)
Mˆr(A)
]
r=Nˆ(A)
for B ⊆ A. (3.6)
3.2. Random selection processes under assumption (H3)
As a ﬁrst consequence of assumption (H3), the inﬁnite products∏
x∈E0c
[
1+ zm(x)] and ∏
x∈E∞c
[
1+ zmˆ(x)]
are convergent for any value of c > 0. Therefore, we can deﬁne Mr(B) for any B ⊆ E0c and Mˆr(B) for any B ⊆ E∞c as the
respective coeﬃcients of zr , which are ﬁnite, in the corresponding inﬁnite products. Moreover, it will be convenient to think
of the elements of E as partially ordered according to their weights, and to think of the index c as varying exclusively in
I := {m(x)}x∈E .
In any case, assumption (H3) allows to apply Proposition 2.4 as well to N and E0c , as to Nˆ and E
∞
c , in order to con-
clude that Nˆ(E0c ) = 0 or N(E0c ) < ∞, and N(E∞c ) = 0 or Nˆ(E∞c ) < ∞, almost surely for any c ∈ I . This means that all the
trajectories in Ω(E) are such that N(x) = 0 when m(x) < c and N(x) = 1 when m(x) > c , where
c =min
{
m(x)
∣∣ N(x) = 1} and c =max{m(x) ∣∣ N(x) = 0}
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sisting of the values N(x) ∈ {0,1} included between the ﬁrst N(x) = 1 and the last N(x) = 0 (although this one can precede
the former; i.e., c  c may happen, as well as c < c). The only additional trajectories, not responding to this pattern, are
those in Ω0(E) = {N(E) = 0} and Ω1(E) = {Nˆ(E) = 0}.
This description of the trajectories of the random selection process allows to conclude:
Proposition 3.3. Given c ∈ I , let 
c := N(E0c )− Nˆ(E∞c ). If c′ < c are two consecutive values in I , then

c −
c′ = #
{
x ∈ E ∣∣m(x) = c}
for any trajectory in Ω(E). Thus, in Ω(E), 
c grows from −∞ to +∞ with deterministic increments along a trajectory determined
by a single random choice of some 
c . Meanwhile, 
c ≡ −∞ in Ω0(E), and 
c ≡ +∞ in Ω1(E).
Since in Ω(E) we must have N(E0c ) < ∞ and Nˆ(E∞c ) < ∞ for each c > 0, we can consider the joint distribution of
(N(E0c ), Nˆ(E
∞
c )):
γc(u, v) := P
{
N
(
E0c
)= u, Nˆ(E∞c )= v} (u, v  0)
that may need to be completed with γc(+∞,0) := P(Ω1(E)) and γc(0,+∞) := P(Ω0(E)).
Now, for any c1 < c2 ∈ I , let C := {x ∈ E | c1 <m(x) c2}, and deﬁne n := #C . Assuming that u2 − u1 + v1 − v2 = n, we
can compute
P
{
N
(
E0c1
)= u1, Nˆ(E∞c1 )= v1, N(E0c2)= u2, Nˆ(E∞c2 )= v2}
in two ways:
γc1(u1, v1)P
{
N(C) = u2 − u1
∣∣ Nˆ(E∞c1 )= v1}= γc1(u1, v1)
Mˆn−u2+u1(C)Mˆv2(E∞c2 )
Mˆv1(E
∞
c1 )
,
γc2(u2, v2)P
{
N(C) = u2 − u1
∣∣ Nˆ(E0c2)= u2}= γc2(u2, v2)
Mu2−u1(C)Mu1(E0c1)
Mu2(E
0
c2)
.
Using (2.2) and putting w := u1 − v1, the equality of the second members yields
γc2(v2 + w + n, v2)
Mv2+w+n(E0c2)Mˆv2(E∞c2 )
= γc1(v1 + w, v1)
Mv1+w(E0c1)Mˆv1(E∞c1 )
· 1∏
x∈C m(x)
(3.7)
and, since the ﬁrst member does not depend on v1 nor the second member on v2, we may rewrite (3.7) as
ϕc2(w + n) = ϕc1(w)
1∏
x∈C m(x)
, (3.8)
with ϕc(w) being a function of w ∈ Z, that allows to write
γc(v + w, v) = ϕc(w)Mv+w
(
E0c
)
Mˆv
(
E∞c
)
.
More precisely, the distribution πc(w) := P{N(E0c )− Nˆ(E∞c ) = w} will be given by
πc(w) =
∞∑
v=0
γc(v + w, v) = ϕc(w)
∞∑
v=0
Mv+w
(
E0c
)
Mˆv
(
E∞c
)
(3.9)
(where the terms with v + w < 0 vanish) and
γc(v + w, v) = πc(w) Mv+w(E
0
c )Mˆv(E
∞
c )∑∞
v=0 Mv+w(E0c )Mˆv(E∞c )
. (3.10)
But, according to Proposition 3.3, if c1 < c2 and νc1,c2 := #{x ∈ E | c1 <m(x) c2}, it will be
πc2(w + νc1,c2) = πc1(w).
This conclusion may be conﬁrmed directly from (3.8) and (3.9). Thus, if c0 ∈ I is any ﬁxed value and π(w) := πc0 (w), all
the distributions πc may be obtained from π as
πc(w) =
{
π(w − νc0,c) if c > c0,
π(w + ν ) if c < c . (3.11)c,c0 0
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and, of course, (3.7) is veriﬁed. In fact, π may be any probability distribution on Z ∪ {±∞} such that π(−∞) := P(Ω0(E))
and π(+∞) := P(Ω1(E)).
In summary, a single distribution π on Z∪{±∞} determines all the marginal distributions of {N(B)}B∈B , and there exists
an isomorphism between the convex set Π of distributions on Z ∪ {±∞} and the convex set P of marginal distributions of
a random selection process. In this way, the extremes of P correspond to the causal distributions of Π . For these, 
c0 has
a ﬁxed value w ∈ Z, as well as any

c =
{
w + νc0,c if c > c0,
w − νc,c0 if c < c0
and γc(v +
c, v) = Mv+
c (E
0
c )Mˆv(E
∞
c )∑∞
v=0 Mv+
c (E0c )Mˆv(E∞c )
.
In order to compute the associated marginal distribution of N(B), for B ∈ B, we can always choose a value of c larger than
maxx∈B m(x), and we will thus have
P
{
N(B) = s}= Ms(B)
∑∞
v=0 Mv+
c−s(E0c − B)Mˆv(E∞c )∑∞
v=0 Mv+
c (E0c )Mˆv(E∞c )
=: H(w; s, B) (3.12)
where H(w; s, B) depends on w ∈ Z but it must be, however, independent of c (although the expression will be different
if c < minx∈B m(x) and even more complicated when c ∈ {m(x)}x∈B ). The obtained result is formulated in the following
theorem.
Theorem 3.4. Let N be a random selection process on (E,m) and assume that (H3) is veriﬁed. Then, the marginal distributions of
{N(B)}B∈B are given by
P
{
N(B) = s}= ∑
w∈Z
π(w)H(w; s, B) +π(−∞)I{s=0} +π(+∞)I{s=#B} (3.13)
where π(w) is any probability distribution on Z∪ {±∞}. These marginal distributions are, thus, mixtures of the extreme distributions
{H(w; s, B)}w∈Z∪{±∞} given in (3.12).
Once again, the “generalized binomial” distributions may be recovered by an appropriate choice of the π(w). Concretely,
for any θ ∈ (0,∞), let
ϕc(θ,w) := θ
w∏
x∈E0c [1+ θm(x)]
∏
x∈E∞c [1+ mˆ(x)/θ]
.
It is easy to see that (3.8) is satisﬁed and the corresponding distributions γc(u, v) are given by
θu−vMu(E0c )Mˆv(E∞c )∏
x∈E0c [1+ θm(x)]
∏
x∈E∞c [1+ mˆ(x)/θ]
;
then, assuming that c >maxx∈B m(x), a simple calculus shows that
P
{
N(B) = s}=
∞∑
u=s
∞∑
v=0
γc(u, v)
Ms(B)Mu−s(E0c − B)
Mu(E0c )
= Ms(B)θ
s∏
x∈B [1+ θm(x)]
.
The same result may be obtained starting from any value of c. In order to reproduce exactly (1.3) it only remains to replace
θ with ξ/1− ξ and to choose ξ ∈ [0,1] with distribution F .
Besides, let A be any denumerable set in E . If {m(x)}x∈A has only one limit point, 0 or ∞, then (3.5) or (3.6) holds,
respectively. In case that A has both limit points, ﬁx an arbitrary c ∈ I in order to consider A0 := A ∩ E0c and A∞ := A ∩ E∞c ,
A0n := An ∩ E0c , A∞n := An ∩ E∞c , and κ(n) := #A∞n . Observe that N(A0n)− Nˆ(A∞n ) = N(An)− κ(n). Moreover, for large enough
n, N(A0n) equals N(A
0), and Nˆ(A∞n ) equals Nˆ(A∞). Therefore
G A∞ = σ
(
N
(
A0
)− Nˆ(A∞)).
Note that when c is replaced with c′ < c, the variation of 
Ac := N(A0)− Nˆ(A∞) equals the constant value ν Ac′,c := #{x ∈ A |
c′ <m(x) c}; consequently G A∞ remains unchanged.
Furthermore, given any ﬁnite B ⊂ A, for the calculus of Z A∞(s, B) we may always assume that c has been ﬁxed greater
than maxx∈B m(x); then
Z A∞(s, B) = Ms(B)
[∑∞
v=0 Mv+δ−s(A0 − B)Mˆv(A∞)∑∞ M (A0)Mˆ (A∞)
]
0 ˆ ∞
. (3.14)v=0 v+δ v δ=N(A )−N(A )
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ﬁxed greater than the bound in order to have A∞ = ∅. Then, both sums in (3.14) reduce to the term v = 0, and (3.5) is
recovered. A symmetric procedure gives (3.6) if the weights in A are bounded below.
This argument shows, more generally, that the results obtained under (H1) and (H2) in Section 3.1 are, in some way,
particular cases of Theorem 3.4. Indeed, if I = {m(x)}x∈E is bounded above, the judicious choice of c is to take it greater
than the bound, so that E∞c = ∅ and H(w; s, B) reduces to H(w; s, B). In the same way, H(w; s, B) reduces to Hˆ(w; s, B)
when I is bounded below and c is taken lower than its bound. Actually, the peculiarity of the cases (H1) and (H2) is that,
for each c > 0, 
c has a range in Z bounded below or above, respectively; a convenient choice of c reduces this range to N.
On the contrary, when (H3) is in force, the range of 
c is Z for any choice of c > 0, and no further simpliﬁcation of (3.12)
is possible.
3.3. The rejection function
Finally, a remark concerning the rejection function p0(x) := P{N(x) = 0} is in order. It has been shown in [10, Lemmas 3.2
and 3.4] that p0(x) is a function of m(x), and that it determines the distribution of the random selection process provided
that m(x) is an injective function on E . Furthermore, it may be characterized as a totally decreasing function on I :=
{m(x)}x∈E , as deﬁned in [11, Section 4].
When I contains a sequence of numbers mj such that
∑∞
j=1mj = ∞ or
∑∞
j=1 1/mj = ∞, it was proved in [11, Theo-
rem 4.2] that, for some probability distribution F on [0,1],
p0(m) =
1∫
0
1− ξ
1− ξ + ξm F (dξ). (3.15)
Nevertheless, in the present context, as m(E0c ) < ∞ and mˆ(E∞c ) < ∞ for any c ∈ I , p0(m) may be any convex mixture of
the extremes∑∞
v=0 Mv+w(I0c −m)Mˆ(I∞c )∑∞
v=0 Mv+w(I0c )Mˆv(I∞c )
(w ∈ Z)
that, when I is bounded above or below, can be simpliﬁed to
Mu(I −m)
Mu(I)
(u ∈ N) or Mˆv(I −m)
Mˆv(I)
(v ∈ N),
respectively. In any case, all the extremes depend on all the values in I , though (3.15) may be recovered by means of an
adequate choice of the mixture coeﬃcients.
4. An example
We conclude by proposing an example of a random selection process N with non-constant weight function m (that is,
the indicator random variables N(x) are not exchangeable; recall Proposition 1.1).
Suppose that a basin is ﬁlled at a randomly chosen and unobservable constant ﬂow of z particles per time unit. We
assume that ﬁlling takes place at times labeled t = 1,2, . . . . Our goal is to estimate the ﬂow z. To this end, we put into the
basin some “special” and distinguishable particles. More precisely, we suppose that, at time t  1, we put 
t  0 particles
into the basin, so that, at time t  1, there are zt particles coming from the ﬁlling, and
y(t) = 
1 + · · · +
t
special particles.
At each time t  1 we draw (with replacement) a particle from the basin, and, upon this sequence of observations, we
must estimate the ﬂow z. For each t = 1,2, . . . , let N(t) := 1 if the particle drawn at time t is among the y(t) special
ones that we threw into the basin, and let N(t) := 0 otherwise. (Let us mention that, if z is assumed to have a continuous
distribution, then we can think of the special particles as volumes added to the basin, and the results below remain valid.)
We can verify that the conditions (C1) and (C2) in the deﬁnition of a random selection process hold. As an illustration,
let us check the condition (C2). Let B be a ﬁnite set of time labels and ﬁx t ∈ B . Then, letting F be the distribution of z,
P
{
N(t) = 1 ∣∣ N(B) = 1}=
∫ y(t)
zt
∏
x∈B zxy(x)+zx F (dz)∑
w∈B
∫ y(w)
zw
∏
x∈B zxy(x)+zx F (dz)
= y(t)/t∑
w∈B y(w)/w
,
so that (C2) holds for the weight function m(t) := y(t)/t for t = 1,2, . . . . The condition (C1) is veriﬁed similarly.
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m(t) = y(t)
t
= 
1 + · · · +
t
t
,
for t  1. Hence, they are not exchangeable, except for the case of a constant 
t .
Regarding the estimation of the ﬂow z, there are some cases of special interest. Suppose that y(t), for t  1, is of the
form atα , where a > 0 and α  0 are given constants, so that the weight function is m(t) = atα−1, for t  1. Then we
distinguish the following alternatives (in which the case α = 1, corresponding to exchangeability, is discarded):
Case 0 α < 1. The weight function is m(t) = atα−1, for t  1, so that a De Finetti theorem holds (recall the condition (H1)
in Section 3). In addition, by the strong law of large numbers in Theorem 2.1 in [11] (see (1.5)),
a
∑n
t=1 tα−1∑n
t=1 N(t)
is an almost surely consistent estimator of z as n → ∞. In particular, if α = 0 then we put a particles into the basin at time
t = 1, while 
2 = 
3 = · · · = 0. In this case,
lim
n→∞
a logn∑n
t=1 N(t)
= z
with probability one.
Case 1< α  2. Now, the weight function veriﬁes the condition (H2). Hence, the De Finetti theorem still holds and, by [11,
Theorem 2.3],
lim
n→∞
a(n −∑nt=1 N(t))∑n
t=1 t1−α
= z
with probability one. If α = 2, then
lim
n→∞
a(n −∑nt=1 N(t))
logn
= z
almost surely.
Case α > 2. The weights m(t) are such that m(t) ↑ ∞ as t → ∞, though
∞∑
t=1
1/m(t) < ∞.
In this case, even if the random variables N(t) are conditionally independent given z, we do not obtain a law of large
numbers because
∑
t(1− N(t)) is ﬁnite with probability one (that is, we draw a ﬁnite number of particles coming from the
ﬁlling at ﬂow z). The interpretation is that, for α > 2, we have put so many special particles into the basin that the ones
whose ﬂow is to be estimated become asymptotically negligible.
5. Conclusions
We may summarize the results proved here and in [11] in a ﬁnal result that completely describes all the random
selection processes on (E,m), for any space (E,m) (though the trivial case of a ﬁnite E will be omitted).
Theorem 5.1. Let N be a random selection process on (E,m). If (E,m) veriﬁes some of the hypotheses (A1), (A2) or (A3), then:
(DF) There exists a random variable ξ ∈ [0,1] such that {N(x)}x∈E are conditionally independent given ξ , with distributions
P{N(x) = 1 | ξ} = ξm(x)/(1− ξ + ξm(x)) for all x ∈ E.
Otherwise, (H1), (H2) or (H3) are veriﬁed, and then (DF) may not hold. In fact, the marginal distributions of N , as described in Theo-
rems 3.1, 3.2 and 3.4, are mixtures of the discrete families of distributions{H(u; s, B)}u∈N∪{∞}, {Hˆ(v; s, B)}u∈N∪{∞}, or {H(w; s, B)}w∈Z∪{±∞},
respectively. Thus, (DF) only holds for particular choices of γ (u), γˆ (v) and π(w), respectively.
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has necessarily marginal distributions of the form (1.3). We wondered if nonﬁne inﬁnite sequences could exist and then what
are the corresponding families of marginal distributions. We now know that any sequence verifying (H1), (H2), or (H3) is nonﬁne
and Theorems 3.1, 3.2, 3.4 describe the set of all families of marginal distributions.
Certainly, the setting of random selection processes may be extended to more general situations, allowing to assign
to each point in E a random index i from a ﬁnite set L = {0,1, . . . , } with similar rules to those proposed in (C1) and
(C2) in Section 1. The main difference is that several weights mi(x) may regulate the allocation of the index i within a
ﬁnite set B ⊂ E , once it is known that B contains no further nonzero indexes. The precise formulation of this kind of
random assignment processes and a De Finetti-type result, under an assumption close to (A1), is described in [9]. Of course,
a complete analysis—in the line of that achieved in Theorem 5.1—must be more involved for random assignment processes.
Beyond, the possibility of considering a denumerable index set L, or even a measurable index set (L,L), as done in [5] for
the exchangeable case, remains open.
References
[1] Y.S. Chow, H. Teicher, Probability Theory. Independence, Interchangeability, Martingales, Springer-Verlag, New York, 1988.
[2] W. Feller, An Introduction to Probability Theory and Its Applications, vol. II, second ed., John Wiley, New York, 1966.
[3] B. Fristedt, L. Gray, A Modern Approach to Probability Theory, Birkhäuser, Boston, MA, 1997.
[4] A. Gnedin, J. Pitman, Exchangeable Gibbs partitions and Stirling triangles, J. Math. Sci. 138 (2006) 5674–5685.
[5] E. Hewitt, L.J. Savage, Symmetric measures on Cartesian products, Trans. Amer. Math. Soc. 80 (1955) 470–501.
[6] O. Kallenberg, Foundations of Modern Probability, Springer Ser. Statist. Probab. Appl., Springer-Verlag, New York, Berlin, Heidelberg, 2002.
[7] S.V. Kerov, Combinatorial examples in the theory of AF-algebras, Zap. Nauchn. Semin. LOMI 172 (1989) (in Russian); translation in: J. Sov. Math. 59
(1992) 1063–1071.
[8] S.V. Kerov, Asymptotic Representation Theory of the Symmetric Group and Its Applications in Analysis, Transl. Math. Monogr., vol. 219, American
Mathematical Society, Providence, RI, 2003.
[9] R. Vélez Ibarrola, T. Prieto-Rumeau, A De Finetti-type theorem for nonexchangeable ﬁnite-valued random variables, J. Math. Anal. Appl. 347 (2008)
407–415.
[10] R. Vélez Ibarrola, T. Prieto-Rumeau, De Finetti’s-type results for some families of non identically distributed random variables, Electron. J. Probab. 14
(2009) 72–86.
[11] R. Vélez, T. Prieto-Rumeau, De Finetti’s-type theorems for nonexchangeable 0–1 random variables, submitted for publication.
