Abstract-We extend the theory of matrix completion to the case where we make Poisson observations for a subset of entries of a low-rank matrix. We consider the (now) usual matrix recovery formulation through maximum likelihood with proper constraints on the matrix M of size d1-by-d2, and establish theoretical upper and lower bounds on the recovery error. Our bounds are nearly optimal up to a factor on the order of O(log(d1d2)). These bounds are obtained by adapting the arguments used for one-bit matrix completion [1] (although these two problems are different in nature) and the adaptation requires new techniques exploiting properties of the Poisson likelihood function and tackling the difficulties posed by the locally sub-Gaussian characteristic of the Poisson distribution. Our results highlight a few important distinctions of Poisson matrix completion compared to the prior work in matrix completion including having to impose a minimum signal-to-noise requirement on each observed entry. We also develop an efficient iterative algorithm and demonstrate its good performance in recovering solar flare images.
I. INTRODUCTION
Matrix completion, with a goal of recovering a low-rank matrix M 2 R d1⇥d2 from observations of a subset of its entries, attracts much interests recently due to its important real world applications including the famous Netflix problem [2] . Poisson matrix completion, where the observations are Poisson counts of a subset of the entries, is an important instance in its own as it occurs from a myriads of applications including optical imaging, nuclear medicine, low-dose x-ray imaging [3] , and network traffic analysis [4] .
Recently, much success has been achieved in solving the matrix completion problem using nuclear norm minimization, partly inspired by the theory of compressed sensing [5] . It has been shown that when M is low rank, it can be recovered from only a few observations on its entries (see, e.g. [6] - [14] ). Earlier work on matrix completion typically assume that the observations are noiseless, i.e., we may directly observe a subset of entries of M . In the real world, however, the observations are noisy, which is the focus of the subsequent work [15] - [20] , most of which consider a scenario where M is the sum of a low-rank matrix with a Gaussian random matrix, i.e., the observations are a subset of entries of M contaminated with Gaussian noise. Recently there has also been work which consider the more general noise models, including noisy 1-bit observations [1] , which may be viewed as a case where the observations are Bernoulli random variables whose parameters depend on a underlying low-rank matrix. The other method [21] is developed for Poisson matrix completion but it does not establish a lower bound. Another related work [22] (not in the matrix completion setting) considers the case where all entries of the low-rank matrix are observed and the observations are Poisson counts of the entries of the underlying matrix. In the compressed sensing literature, there is a line of research for sparse signal recovery in the presence of Poisson noise [23] - [25] and the corresponding performance bounds. The recently developed SCOPT [26] , [27] algorithm can also be used to solve the Poisson compressed sensing problems.
In this paper, we extend the theory of matrix completion to the case of Poisson observations. We study recovery based on maximum likelihood with proper constraints on a matrix M with rank less than or equal to r (nuclear norm bound kM k ⇤  ↵ p rd 1 d 2 for some constant ↵ and bounded entries  M ij  ↵). Note that the formulation differs from the one-bit matrix completion case in that we also require a lower bound on each entry of the matrix. This is consistent with an intuition that the value of each entry can be viewed as the signal-to-noise ratio (SNR) for a Poisson observation, and hence this essentially poses a requirement for the minimum SNR. We also establish upper and lower bounds on the recovery error, by adapting the arguments used for one-bit matrix completion [1] . The upper and lower bounds nearly match up to a factor on the order of O(log(d 1 d
2 )), which shows that the convex relaxation formulation for Poisson matrix completion is nearly optimal. (We conjecture that such a gap is inherent to the Poisson problem). Moreover, we also highlight a few important distinctions of Poisson matrix completion compared to the prior work on matrix completion in the absence of noise and with Gaussian noise: (1) Although our arguments are adapted from one-bit matrix completion (where the upper and lower bounds match), in the Poisson case there will be a gap between the upper and lower bounds, possibly due to the fact that Poisson distribution is only locally sub-Gaussian. In our proof, we notice that the arguments based on bounding all moments of the observations, which usually generate tight bounds for prior results with sub-Gaussian observations, do not generate tight bounds here; (2) We will need a lower bound on each matrix entry in the maximum likelihood formulation, which can be viewed as a requirement for the lowest signal-to-noise ratio (since the signal-to-noise ratio (SNR) of a Poisson observation with intensity I is p I). Compared with the more general framework for M -estimator [28] , our results are specific to the Poisson case, which may possible be stronger but do not apply generally. We also develop the Penalized maximum likelihood singular value threshold (PMLSVT) algorithm, which is based on singular value thresholding. This algorithm can be viewed as a consequence of approximating the log likelihood function by its second order Taylor expansion and invoking a theorem for exact solution of a nuclear norm regularized problem [12] . Our algorithm is related to [29] - [31] and can be viewed as a special case where a simple closed form solution for the algorithm exists. We further demonstrate the good performance of the algorithm in recovering solar flare images.
Our formulation and results are inspired by the seminal work of one-bit matrix completion [1] , yet with several important distinctions. In one-bit matrix completion, the value of each observation Y ij is binary-valued and hence bounded, whereas in our problem, each observation is a Poisson random variable which is unbounded; hence, the arguments involving bounding measurements have to be changed. In particular, we need to bound max ij Y ij when Y ij is a Poisson random variable with intensity M ij . Moreover, the Poisson likelihood function is non Lipschitz (due to a bad point when M ij tends to zero), and hence we need to introduce a lower bound on each entry of the matrix M ij , which can be interpreted as the lowest required SNR. Other distinctions also include analysis taking into account of the property of the Poisson likelihood function, and using Kullback-Leibler (KL) divergence as well as Hellinger distance that are different from those for the Bernoulli random variable as used in [1] .
While working on this paper we realize a parallel work [32] which also studies performance bounds for low rank matrix completion with exponential family noise under more general assumptions and using a different approach for proof (Poisson noise is a special case of theirs). Their upper bound for the MSE per entry is on the order of O (log(
, and their lower bound is on the order of O (r max{d
. The rest of the paper is organized as follows. Section II sets up the formalism for Poisson matrix completion. Section III presents the matrix recovery based on constrained maximum likelihood and establishes the upper and lower bounds for the recovery accuracy. Section IV presents an efficient iterative algorithm that solves the maximum likelihood approximately and demonstrates its performance on recovering solar flare images. All proofs can be found in [33] .
The notation in this paper is standard. In particular, R + denotes the set of positive real numbers; JdK = {1, 2, . . . , d}; I
["] is the indicator function for an event "; |A| denotes the number of elements in a set A; diag{ i } denotes a diagonal matrix with a set of numbers { i } on its diagonal; 1 n⇥m denotes an n-bym matrix of all ones. Let entries of a matrix M be denoted by M ij or [M ] ij . Let kM k be the spectral norm which is the largest absolute singular value, kM k F = q P i,j M 2 ij be the Frobenius norm, kM k ⇤ be the nuclear norm which is the sum of the singular values, and finally kM k 1 = max ij |M ij | be the infinity norm. Let rank(M ) denote the rank of a matrix M . We say that a random variable X follows Poisson distribution with parameter (or X ⇠ Poisson( ) if its probability mass function 
II. FORMULATION
Suppose we observe a subset of entries of a matrix M 2 R 
Our goal is to recover the matrix M from the Poisson observations {Y ij } (i,j)2⌦ . We make the following assumptions. First, we set an upper bound ↵ > 0 for the entries of M to entail the recovery problem is well-posed [18] . This assumption is also reasonable in practice; for instance, M may represent an image which is usually not too spiky. Second, assume the rank of M is less than or equal to a positive integer r > 0 (this assumption is not restrictive in that we only assume an upper bound on the rank). The third assumption is characteristic to Poisson matrix completion: we set a lower bound > 0 for each entry M ij . This entry-wise lower bound is required for our later analysis, and it also has an interpretation of a minimum required signal-to-noise ratio (SNR), as the SNR of a Poisson observation with intensity I is p I. We recover the matrix M using a regularized maximum likelihood formulation. Note that the log-likelihood function for the Poisson observation model (1) is proportional to
where the subscript ⌦ and Y indicate the random quantities involved in the maximum likelihood function F . Based on our assumptions, we may define a set of candidate estimators
Here the upper bound on the nuclear norm kM k ⇤ comes from combining the assumptions kM k 1  ↵ and rank(M )  r, since
2 . An estimator c M for M can be obtained by solving the following convex optimization problem:
III. PERFORMANCE BOUNDS
In the following, we establish an upper bound and an information theoretic lower bound on the mean square error
2 ) for the estimator in (4). Theorem 1 (Upper bound). Assume M 2 S, rank(M ) = r, ⌦ is chosen at random following our sampling model with E|⌦| = m, and c M is the solution to (4). Then with a probability exceeding
Above, T, C 0 , C are absolute constants. where T, C, C 0 are absolute constants.
The proof of Theorem 1 is an extension of the ingenious arguments for one-bit matrix completion [1] . The extension for Poisson case here is nontrivial for various aforementioned reasons (notably the non sub-Gaussian and only locally subGaussian nature of the Poisson observations). An outline of our proof is as follows. First, we establish an upper bound for the KL divergence D(M kX) for any M, X 2 S by applying Lemma 2 given in the appendix of [33] . Second, we find an upper bound for the Hellinger distance d 2 H (M, c M ) using the fact that the KL divergence can be bounded from below by the Hellinger distance. Finally, we bound the mean squared error in Lemma 3 via the Hellinger distance.
2 , m, ↵ and , the upper bound in Theorem 1 increases as r increases. This is consistent with the intuition that our method is better at dealing with approximately low-rank matrices (than with nearly full rank matrices). On the other hand, fixing d 1 , d 2 , ↵, and r, the upper bound decreases as m increases, which is also consistent with our intuition that M is supposed to be recovered more accurately with more observations. Remark 2. In the upper bound (5), the mean-square-error per entry can be arbitrarily small, in the sense that the upper bound goes to zero as d 1 and d 2 go to infinity when the number of the M . Then there exists M 2 S such that with probability at least 3/4,
as long as the right-hand side of (7) exceeds r↵ 2 / min{d 1 , d 2 }, where C 0 , C 1 , C 2 are absolute constants. Similar to [1] , [34] , proof of Theorem 2 relies on information theoretic arguments outlined as follows. First we find a set of matrices 2 S so that the distance between any X (i) , X (j) 2 , identified as kX (i) X (j) k F , is sufficiently large. Then, for any X 2 S and the recovered b X, if we assume that they are sufficiently close to each other with high probability, then we can claim that X is the element in the set S that is closest to b X. Finally, by applying a generalized Fano's inequality involving KL divergence, we claim that the probability for the event that X is the matrix in set S closest to b X must be small, which leads to a contraction and hence proves our lower bound. and the right-hand side of (7) exceeds r↵ 2 / min{d
what has been chosen is approximately low-rank. In other words, no matter how large r is, we can always find d 1 (or d 2 ) large enough so that the assumptions in Theorem 2 are satisfied and thus there exist an M which can not be recovered with arbitrarily small error by any method.
) with > 2, the ratio between the upper bound in (6) and the lower bound in (7) is on the order of O(log(d 1 d 2 )). Hence, the lower bound matches the upper bound up to a logarithmic factor.
IV. PENALIZED MAXIMUM LIKELIHOOD SINGULAR VALUE
THRESHOLD (PMLSVT) For our numerical examples, we use the algorithm that has a very similar form with the fast iterative shrinkage-thresholding algorithm (FISTA) [35] and its extension in matrix case [29] , which is stated in more details in the following.
Similar to the construction in [19] and [30] , using as the regularizing parameter and the convex set 1 defined before, we may rewrite (4) as
respectively, where f (M ) = F ⌦,Y (M ). The PMLSVT algorithm can be derived as follows (in the same spirit as [29] ). In the kth iteration, we may form a Taylor expansion of f (M ) around M k 1 , keep up to second term and then solve
with
where rf is the gradient of f , t k is the reciprocal of the step size in the kth iteration, which we will specify later. By dropping and introducing terms independent of M whenever needed (more details can be found in [36] ), (9) is equivalent to
Using a theorem proved in [12] , we may show (in appendix of [33] ) that the exact solution to (11) is given by a form of Singular Value Thresholding (SVT):
where
. The PMLSVT algorithm is summarized in Algorithm 1. In the algorithm description, t is the reciprocal of the step size, ⌘ > 1 is a scale parameter to change the step size, and K is the maximum number of iterations, which is user specified: a larger K leads to more accurate solution, and a small K obtains the coarse solution quickly. If the cost function value does not decrease, the step size is shortened to change the singular values more conservatively. The algorithm terminates when the absolute difference in the cost function values between two consecutive iterations is less than 0.5/K. The convergence of algorithm cannot be easily established; however, the propositions we have above shed some lights on the convergence of PMLSVT as well. 
6: ). One may also use an efficient approximate SVD computation technique in [37] and smarter choice of step length in [35] to accelerate Algorithm 1.
V. NUMERICAL EXAMPLES
We demonstrate the good performance of our estimator in completing a solar flare image. The solar flare image is of size 48-by-48. We break the image into 8-by-8 patches, then collect the vectorized patches into a 64-by-36 matrix: such a matrix is well approximated by a low-rank matrix, as demonstrated in Fig. 1 (b) . , then we observe (100p)% of entries. We use t = 10 4 and ⌘ = 1.1 in the PMLSVT algorithm. Fig.  2 shows the recovery result when 80%, 50% and 30% of the image are observed. The results show that our algorithm can recover the original image accurately when 50% or above of the image entries are observed. In the case of only 30% of the image entries are observed, our algorithm still captures the main features in the image. The PMLSVT algorithm is very efficient: the running time on a laptop with 2.40Hz two core CPU and 8GB RAM for all three examples are less than 1.2 seconds (much faster than solving SDP).
In this practical application, surprisingly, we find that the box constraint is not binding by tracking the implementation of the algorithm. In other words, we can achieve the same result no matter whether we implement the projection step (step 6 in Algorithm 1). Therefore, we may suggest ignore that step in practice even if it is necessary for some extreme cases and our theoretical analysis. Without step 6, Algorithm 1 is the same as that in [29] and convergence analysis is also established there. 
