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Abstract
We consider families (Yn) of degenerating hyperbolic surfaces. The surfaces are geometrically finite of
fixed topological type. Let Zn be the Selberg Zeta function of Yn, and let zn be the contribution of the
pinched geodesics to Zn. Extending a result of Wolpert’s, we prove that Zn(s)/zn(s) converges to the Zeta
function of the limit surface if Re(s) > 1/2. The technique is an examination of resolvent of the Laplacian,
which is composed from that for elementary surfaces via meromorphic Fredholm theory. The resolvent
(n − t)−1 is shown to converge for all t /∈ [1/4,∞). We also use this property to define approximate
Eisenstein functions and scattering matrices.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
A family of degenerating hyperbolic surfaces consists of a surface Y and a smooth family
(gρ)ρ>0 of Riemannian metrics that meet the following assumptions:
• The Riemannian manifold Yρ = (Y, gρ) is a hyperbolic surface for each ρ, i.e. it is complete
and of curvature −1.
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• There are finitely many disjoint open subsets Ci ⊂ Y that are diffeomorphic to cylinders
R/Z × Ji , where Ji ⊂ R is a connected neighbourhood of 0. The complement of ⋃i Ci is
relatively compact.
• The restriction of gρ to Ci is a product metric
(x, a) −→ (i(ρ)2 + a2)dx2 + (i(ρ)2 + a2)−1 da2, (1)
and i(ρ)→ 0 as ρ → 0. Note that the curves ci := R/Z× {0} ⊂ Ci are closed geodesics of
length i(ρ) with respect to gρ .
• On Y0 := Y \⋃i ci , the metrics gρ converge smoothly to a hyperbolic metric g0 as ρ → 0.
So Y0 is a hyperbolic surface that contains a pair of cusps for each i.
Let us recall the definition of the Selberg Zeta function of a hyperbolic surface. It is a mero-
morphic function Z on the complex plane. In the domain {s ∈ C | Re(s) > 1} it is given by an
absolutely convergent product
Z : s −→
∏
c
z(c, s), where z(, s) :=
∞∏
k=0
(
1 − e−(s+k))2.
The first product ranges over the set of all unoriented, primitive, closed geodesics c of the surface,
where c denotes its length. S.A. Wolpert [15] and D. Hejhal [6] proved results on the behaviour
of Z during degeneration, and our motivation was to extend one of these results. If the metric
changes, and the length  of a fixed curve decreases, we have (Lemma 39)
z(, s)= O(1−2 Re(s)e−π2/3), → 0.
Therefore, one cannot expect the Selberg Zeta function of a degenerating family Yρ to converge
to that of Y0. We prove the following statement (Theorem 35 in Section 2.2).
Theorem 1. Consider a family Yρ of degenerating surfaces, and let i(ρ) denote the lengths
of the pinching geodesics. Then Z(s)/∏i z(i , s) converges to the Zeta function of the limit
surface Y0 if Re(s) > 1/2.
This is Wolpert’s Conjecture 2 [15]. Hejhal proved that it holds in the domain of convergence
Re(s) > 1, and this was extended by Wolpert to a neighbourhood of s = 1. It follows from the
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Re(s) < 1/2}, at least if the surfaces Yρ are compact.
Each zero s of the Zeta function with Re(s) > 1/2 corresponds to an eigenvalue s(1 − s) ∈
[0,1/4) of the Laplacian. We also prove Wolpert’s Conjecture 1, which states that one may divide
out these zeroes from the quotient Z(s)/∏i z(i , s) to obtain uniform boundedness from below.
The results hold for arbitrary geometrically finite surfaces Yρ of finite or infinite area.
Analysis of the Selberg Zeta function is based on the trace formula, which relates the log-
arithmic derivative of Z with the resolvent kernel of the Laplacian. Our primary object of
investigation is the resolvent operator. The following theorem, proved throughout Section 1,
is closely related with an observation of L. Ji [8, Proposition 1.6]. Here (Zi − λ)−1 denotes
the resolvent on an infinite cylinder Zi that admits an isometric embedding Ci → Zi , and the
functions ψi , φi are suitable cut-off functions.
Theorem 2. If λ ∈ C \ [1/4,∞) does not belong to the spectrum of Yρ , let
R′ρ(λ)= (− λ)−1 −
∑
i
ψi(Zi − λ)−1φi ∈ B
(
L2(Yρ)
)
.
Then the pull-back of R′ρ(λ) − R′ρ(λ0) to Y0 converges to R′0(λ) − R′0(λ0) in the trace class
topology on L2(Y0) as ρ → 0.
This theorem implies our results on the Zeta function by means of a trace formula.
The above notion of convergence is to be understood in the following sense. The map
λ → R′ρ(λ) is meromorphic on C \ [1/4,∞) with possibly finitely many poles of finite rank
in [0,1/4). If λ0 is not a pole of R′0, then there exists a neighbourhood V of λ0 such that R′ρ has
no poles in V for all ρ near 0, and convergence holds uniformly in V . So if γ is a closed curve
in the complement of the discrete spectrum of R′0, then the Riesz projector
− 1
2πi
∮
γ
R′ρ(λ)dλ
converges to that of R′0. In particular, we obtain an alternative proof of the convergence of small
eigenvalues.
To prove Theorem 2 we apply a technique that is typically used to establish a continuation of
the resolvent kernel for Y0, across the essential spectrum [1/4,∞), to a branched cover of C. If
Re(s) > 1/2, and s(1 − s) is not an eigenvalue of , then the following equation holds:
(
− s(1 − s))−1 = (∑
i
ψi
(
i − s(1 − s)
)−1
φi
)(
1 +K(s))−1. (2)
Here i denotes the Laplacian of an auxiliary surface, and 1 + K(s) is a meromorphically
invertible family of Fredholm operators. Formula (2) gives the information needed to deduce
convergence of the resolvent from that of its constituent parts. Furthermore, the right-hand side
is known to have a continuation in s to the complex plane. This yields a meromorphic continu-
ation of the Selberg Zeta function, and it would be interesting to obtain convergence results on
the left of the critical axis {s ∈ C | Re(s) = 1/2}. But note that the continuation of the resolvent
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cases. To overcome this, we introduce approximate Eisenstein functions.
Recall that the definition of Eisenstein functions is based on certain eigenfunctions of the
Laplacian on a cusp C−i ⊂ Y0, where
C−i := R/Z × (−
,0)⊂ Ci
carries the metric (x, a) → a2dx2 + a−2da2. In these coordinates, the above-mentioned eigen-
functions are given by
h(0, s) :C−i −→ C, (x, a) −→ |a|−s ,
the number 0 in h(0, s) refers to the ‘circumference’ of a cusp. In Section 2.1 we define functions
h(i(ρ), s) :C
−
i → C that depend on the length of the closed geodesic ci . Using these functions,
we define approximate Eisenstein functions on Yρ associated with each half-cylinder C±i ⊂ Ci of
finite area, i.e. in the situation depicted in Fig. 1, there is a pair of approximate Eisenstein func-
tions associated with C1, while the other cylinders (being infinite) give rise to a single function
only. Up to a jump discontinuity on the respective closed geodesic, the functions are eigenfunc-
tions of the Laplacian on Yρ , and they converge to Eisenstein functions of Y0 if Re(s) > 1/2.
Let us denote the approximate Eisenstein functions by Ei(s), where i runs through a set
S˜ of half-cylinders. The classical scattering matrix can be replaced with a pair of matrices
(Cij (s))i,j∈S˜ and (Dij (s))i,j∈S˜ using fibrewise Fourier coefficients in the cylinders. Then the
matrices (Cij (s)) and (Dij (s)) converge to the scattering matrix of Y0 and to the identity, re-
spectively, again if Re(s) > 1/2. We use the matrices to formulate a Maass–Selberg relation and
functional equations for surfaces of finite area. These imply the following assertion.
Corollary 3. Assume that the surfaces Yρ are of finite area. For ρ near 0, the meromorphic family
of matrices D : s → (Dij (s)) is meromorphically invertible. Then D(s)−1 · E(s) and D(s)−1 ·
C(s) converge on {s ∈ C | Re(s) = 1/2} to the Eisenstein functions and the scattering matrix of
Y0, respectively.
The corollary suggests a replacement for the quotient Z(s)/∏i z(i, s) in Theorem 1, namely
detD(s) ·Z(s)/∏i z(i , s). The additional factor does not change the limit if Re(s) > 1/2, and
we prove in Theorem 40 that for a degenerating family of compact surfaces, this expression
converges to the Zeta function of Y0 if Re(s) < 1/2. Unfortunately we do not know how this
term behaves on the critical axis itself.
The text is arranged as follows. Section 1 is divided into two parts. After a few remarks on
compact surfaces, the first part uses the resolvent kernel of the Laplacian on the hyperbolic plane
and finite propagation speed to compare the resolvent kernels for different elementary surfaces.
The main purpose is to obtain trace class estimates that carry over to general surfaces of finite
geometry. These surfaces are examined in the second part of that section. Approximate Eisenstein
functions are described in Section 2.1, and in Section 2.2 we apply our results to the Selberg Zeta
function.
1. The resolvent for geometrically finite surfaces
In this section, the resolvent of the Laplacian on functions defined on Yρ is examined for
varying ρ. In particular, we address its behaviour as some of the closed geodesics are pinched.
124 M. Schulze / Journal of Functional Analysis 236 (2006) 120–160The main assertion, Theorem 15, states that the resolvent is continuous in ρ if the spectral pa-
rameter does not belong to [1/4,∞). This is optimal in the sense that [1/4,∞) is the essential
spectrum of a non-compact hyperbolic surface.
The proof of Theorem 15 uses meromorphic Fredholm theory to compose a resolvent from
those of auxiliary surfaces, where the latter are rather easy to describe. So the first subsection
is concerned with the auxiliary surfaces. Its results are combined in the second subsection, by
means of meromorphic Fredholm theory, to examine general surfaces of finite geometry.
This technique has often been applied to prove the existence of a continuation of the resolvent
across the essential spectrum of the Laplacian. More precisely, the map s → (Yρ − s(1− s))−1,
defined for all s ∈ C such that s(1 − s) belongs to the resolvent set and Re(s) > 1/2, has a
meromorphic continuation to C as a family in, say, B(L2c(Yρ),H2loc(Yρ)). We will make use of
the continuation in Section 2.1. Yet the continuity results of this section only address the physical
domain Re(s) > 1/2, and similar results fail to hold for the continued resolvent even in the case
of elementary surfaces. We refer to L. Guillopé [3] for further details on the continuation, our
description of the resolvent closely follows his presentation.
1.1. Auxiliary surfaces
The model surfaces are either compact or quotients of the hyperbolic plane by an elementary
group of isometries. In the compact case, Hilbert–Schmidt and trace class properties of the re-
solvent are immediate, and so is its continuity with respect to an arbitrary family of Riemannian
metrics. We will give the arguments below. In the case of elementary quotients of the hyperbolic
plane, continuous dependency of the resolvent as a bounded map into (local) Sobolev spaces
is obtained from inspection of its integral kernel (Proposition 8). Then we deduce trace class
convergence for a truncated resolvent on elementary quotients using finite propagation speed.
1.1.1. Compact surfaces
Let (Y, g) be a compact Riemannian manifold of dimension 2 without boundary. The spectrum
of the Laplacian  is purely discrete, and there exists a complete set of orthonormal eigen-
functions for  in L2(Y,volg). Weyl’s asymptotic law states that the spectral counting function
N(λ), i.e. the number of eigenvalues below λ according to their multiplicities, is asymptotic to
λvol(Y )/4π as λ increases. This implies that the resolvent ( + 1)−1 is of Hilbert–Schmidt
class, and (+ 1)−2 is of trace class.
We use the notion of trace class mappings between different Hilbert spaces to reformulate this
observation. A bounded linear map T :E → F of separable Hilbert spaces is of trace class if the
supremum over all sums
∞∑
i=1
∣∣〈T ei, fi〉∣∣
is finite, where (ei)i∈N runs through the complete orthonormal systems of E, and (fi) through
those of F . The supremum is denoted by ‖T ‖1 or ‖T ‖B1(E,F ). The vector space B1(E,F ) of
trace class operators is complete with respect to this norm. If T ∈ B1(E,E), the trace of T is
defined by the series
trT :=
∑
〈T ei, ei〉,
i
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Schmidt operators, we refer to Hörmander [7, pp. 185–193] for the particulars.
In the present situation, the Hilbert spaces we are interested in are Sobolev spaces of functions
on Y . As a vector subspace of L2(Y,volg), for any k  0, the Sobolev space Hk(Y, g) is the image
of (+ 1)−k/2. A Hilbert space structure is defined by the requirement that
(+ 1)−k/2 : L2(Y,volg)−→ Hk(Y, g)
be isometric. If (+ 1)−2 is considered as a bounded linear operator on L2(Y,volg), it is equal
to the composition of bounded maps
L2(Y,volg)
(+1)−2−−−−−→ H4(Y, g) ι−→ L2(Y,volg).
Since the first of these is isometric, trace class property for the square of the resolvent on
L2(Y,volg) means that the inclusion ι is of trace class and
‖ι‖B1(H4,L2) =
∥∥(+ 1)−2∥∥
B1(L2,L2)
.
The following lemma is an immediate consequence.
Lemma 4. Let A(t) : L2(Y,volg) → H4(Y, g) be a family of bounded linear maps that is norm-
continuous in t . Then ι ◦A(t) ∈ B1(L2(Y,volg),L2(Y,volg)) also depends continuously on t .
Proof. We have∥∥ι ◦ (A(t)−A(t0))∥∥B1(L2,L2)  ‖ι‖B1(H4,L2) · ∥∥A(t)−A(t0)∥∥. 
Corollary 5. Let h denote the Laplacian on functions that is associated with a Riemannian
metric h on Y . Then
h −→ tr((h − λ)−1 − (h − λ0)−1)
is continuous on the open set of metrics where it is defined.
Proof. Let g be a Riemannian metric on Y . The multiplication of functions with the square
root of an appropriate Radon–Nikodym derivative defines a linear isometry δh : L2(Y,volg) →
L2(Y,volh). The above trace is equal to the trace of the following operator on L2(Y,volg):
δ−1h ◦
(
(h − λ)−1 − (h − λ0)−1
) ◦ δh = (λ− λ0) · δ−1h ◦ (h − λ)−1(h − λ0)−1 ◦ δh.
The coefficients of the differential operator (h − λ0)(h − λ) depend continuously on h, so
it defines a continuous family of bounded maps H4(Y, g) → L2(Y,volg). Therefore, the inverse
maps also depend continuously on h, and the previous lemma is applicable. 
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An elementary hyperbolic surface is a quotient Γ \D of the hyperbolic plane, where the group
Γ of isometries has a cyclic subgroup of finite index. We only consider elementary groups that
are cyclic, generated by a hyperbolic or a parabolic isometry of D.
Our aim is to compare the resolvent of the Laplacians for different quotients. Let X :=
{(x, a) ∈ R2 | a = 0} and Z := 〈γ 〉\X, where γ : (x, a) → (x + 1, a). For each   0 we de-
fine a Riemannian metric on X as in the introduction
g : (x, a) −→
(
2 + a2)dx2 + (2 + a2)−1 da2.
If  = 0, it is mapped isometrically into the upper half-plane model for the hyperbolic plane by
(x, a) −→ ex
(
a√
2 + a2 ,
√
2 + a2
)
.
Its image is the complement of a single geodesic, and γ corresponds to a hyperbolic translation
of length  along this geodesic. If = 0 the components of X are mapped isometrically onto the
upper half-plane by (x, a) → (x,±a−1), and γ corresponds to a parabolic isometry. The volume
form induced by g is independent of . We fix this volume, so that the maps induce an isometry
of L2(Z) onto the L2 space of functions on a hyperbolic cylinder or on the disjoint union of two
cusps. These are complete Riemannian manifolds, and the Laplacians are essentially self-adjoint
with core C∞c . We pull back the self-adjoint extensions to obtain a family  of operators on
L2(Z). An explicit formula for  is given in (12), but we will not need it here.
For all  the spectrum of  is [1/4,∞). We may thus consider the resolvent operators as an
analytic family of bounded operators
s −→ ( − s(1 − s))−1, Re(s) > 1/2,
and the half-plane {s ∈ C | Re(s) > 1/2} is a maximal domain where this is defined.
The following statement shall be proven. Here Zδ = {[(x, a)] ∈ Z | |a|< δ}. Note that the set
{(x, a) | a = 0} is excluded in the definition of X, so compact subsets of Z belong to the com-
plement of Z
 for some 
 > 0. The Sobolev spaces below do not need to be specified explicitly
since we only consider functions supported in a fixed compact set. So we may fix the Sobolev
spaces once and for all, and the statement does not depend on our choice.
Proposition 6.
(1) Let ψ and χ be smooth, bounded functions on Z, with ψ of compact support and χ supported
in Z \Z
 for some 
 > 0. Then
s −→ψ( − s(1 − s))−1χ
depends continuously on  ∈ [0,∞) in the sense of locally uniform convergence of analytic
families of bounded linear maps L2(Z)→ H2(Z). If Re(s0) > 1/2, the same holds true for
ψ
((
 − s(1 − s)
)−1 − ( − s0(1 − s0))−1)χ : L2(Z)−→ H4(Z).
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support. Then
ψ
((
 − s(1 − s)
)−1 − ( − s0(1 − s0))−1)χ
is of trace class, and it depends continuously on  ∈ [0,∞) as an analytic family of trace
class operators on L2(Z).
Remark 7. The integral kernel of the resolvent ( − s(1 − s))−1 can be continued meromor-
phically in s to the complex plane [3]. The poles, which are called resonances, are
{1/2} if = 0,
{−n+ 2πim/ | n ∈ N0, m ∈ Z} if  > 0.
This indicates that one cannot expect a result like Proposition 6 to hold for the continuation on
the left of the critical axis {s ∈ C | Re(s)= 1/2}.
In the second part of Proposition 6, the support of ψ is not necessarily compact. We note that
the methods of Section 1.1.1 apply to deduce the second part from the first if the degenerate case
 = 0 is excluded, for in that case the support of ψ corresponds to a relatively compact subset
of elementary hyperbolic funnels. The proof for small values of  is given in the forthcoming
subsection.
1.1.3. Proof of Proposition 6
Let us begin with the following observation.
Proposition 8. Choose functions ψ and χ as in Proposition 6, part (1). Then
(, s) −→ψ( − s(1 − s))−1χ
is a continuous mapping of [0,∞) × {s ∈ C | Re(s) > 1/2} into the normed vector space of
bounded linear maps L2(Z)→ H2(Z).
Proof. Let B ′,B ⊂ Z be a compact neighbourhoods of suppψ with B ′ ⊂ intB . There exists a
positive number D such that
‖ψf ‖H2 D
(‖f ‖L2(B ′) + ∥∥(0 − s(1 − s))f ∥∥L2(B ′)) (3)
holds for any smooth function f . Since the metric on B converges as  → 0, there also exists
D with D → 0 such that∥∥(0 −)f ∥∥L2(B ′) D(∥∥( − s(1 − s))f ∥∥L2(B) + ‖f ‖L2(B)).
Therefore, if f is a smooth function of compact support,
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D
(∥∥(( − s(1 − s))−1 − (0 − s(1 − s))−1)f ∥∥L2(B)
+ ∥∥(0 −)( − s(1 − s))−1f ∥∥L2(B))
D
∥∥(( − s(1 − s))−1 − (0 − s(1 − s))−1)f ∥∥L2(B)
+DD
(‖f ‖L2(B) + ∥∥( − s(1 − s))−1f ∥∥L2(B)).
The last summand can be estimated in terms of the Euclidean distance between s(1 − s) and
the spectrum of . To estimate the other term, we exhaust Z by subsets suppχn for compactly
supported, smooth functions χn. Lemma 10 proves that for each n
lim
→0
∥∥(( − s(1 − s))−1 − (0 − s(1 − s))−1)χnχ∥∥B(L2(Z),L2(B)) = 0.
So it is sufficient to find an upper bound for∥∥ψ(( − s(1 − s))−1 − (0 − s(1 − s))−1)(1 − χn)∥∥
that vanishes with growing n. We may require that the distance of B from the support of 1 − χn
be greater than n when measured with respect to each of the given metrics for  near 0. The
spectral theorem gives
(
 − s(1 − s)
)−1 = ∞∫
0
sin(t
√
 − 1/4)√
 − 1/4 e
−(s−1/2)t dt.
The operator ( − 1/4)−1/2 sin(t√ − 1/4) solves the wave equation[
∂2
∂t2
+ ( − 1/4)
]
sin(t
√
 − 1/4)√
 − 1/4 = 0,
so it has unit propagation speed, and again by the spectral theorem
∥∥( − s(1 − s))−1(1 − χn)f ∥∥L2(B) =
∥∥∥∥∥
∞∫
n
sin(t
√
 − 1/4)√
 − 1/4 e
−(s−1/2)t dt (1 − χn)f
∥∥∥∥∥
L2(B)
 n− 1
Re(s)− 1/2e
−(Re(s)−1/2)n∥∥(1 − χn)f ∥∥L2(Z).
This vanishes as n→ ∞. 
To fill in the gap and complete the proof of Proposition 8, we will need a well-known descrip-
tion of the Schwartz kernel Ks of ( − s(1 − s))−1.
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ks(t) := 4
s−1
π
1∫
0
(
x(1 − x))s−1(4x + t)−s , t > 0,
and
σ :X ×X −→ R+ ∪ {∞}, (z1, z2) −→ 2
(
cosh
(
d(z1, z2)
)− 1),
where d denotes the hyperbolic distance function associated with g. Then for all s with Re(s) >
1/2, the kernel Ks is given by
(z1, z2) −→
∑
n∈Z
ks ◦ σ
(
z1, γ
nz2
)
.
By this formulation we mean that the series is absolutely convergent on {(z1, z2) ∈ X × X |
z1 = γ nz2 for all n ∈ Z }, it is γ -invariant in each argument, and the induced function on Z×Z \
{(z, z) | z ∈ Z} coincides with the kernel Ks .
Proof. The analogous statement holds for an arbitrary hyperbolic surface if Re(s) > 1/2 holds
and the critical exponent of a uniformising group is less than Re(s). A proof is given by Elstrodt
[1]. In the situation at hand, the critical exponent is 1/2 if = 0, and 0 otherwise. 
So the proof of Proposition 8 is completed with the following lemma.
Lemma 10. The kernel Ks , considered as a continuous function on the complement of the di-
agonal in Z ×Z, depends continuously on (s, ) ∈ {s ∈ C | Re(s) > 1/2} × [0,∞) with respect
to the topology of locally uniform convergence. This even holds on the diagonal in the sense
that Ks − K0s has a continuous extension which converges locally uniformly to 0 as  → 0.
Convergence is smooth off the diagonal.
Proof. The corresponding statement holds for the functions ks ◦ σ on X × X, so a finite sum
(z1, z2) →∑|n|N ks(σ(z1, γ nz2)) depends continuously on s and . We only need to give a
bound for the derivatives of the remainder in the series. We will show below
dn
dtn
ks(t)= (4 + t)−s−nfn(s, t) (4)
with a function fn that is bounded on any compact subset of {s ∈ C | Re(s) > 1/2} × (0,∞].
Therefore it is sufficient to replace ks(t) with (4 + t)−s and to give a bound in the C0-topology.
Now for each  > 0
σ(x1, a1, x2, a2)= 2
[
cosh((x1 − x2))− 1
2
√
2 + a21
√
2 + a22
+ 12
(√
2 + a21
√
2 + a22 − a1a2
)
− 1
]
,
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σ0(x1, a1, x2, a2)= (a1 − a2)
2
a1a2
+ a1a2(x1 − x2)2.
In particular, the inequality
σ(x1, a1, x2, a2) |a1a2|(x1 − x2)2 (5)
holds for all  0, so∣∣∣∣ ∑
|n|>N
(
4 + σ(x, a1, x + n,a2)
)−s∣∣∣∣ ∑
|n|>N
(
4 + |a1a2|n2
)−Re(s)
.
The last expression is of order N1−2 Re(s) as N → ∞, uniformly if |a1a2| is bounded from below
by a positive number.
We still need to verify (4). This follows from
ks(t)= 4
s−1
π
∞∑
j=0
4j
j !
(s + j)2
(2s + j) (4 + t)
−s−j ,
which is proved by substituting
(4x + t)−s = (4 + t)−s
(
1 + 4x − 4
4 + t
)−s
in the definition of ks and expanding the second factor into a power series in 4x−44+t . 
The proof of Proposition 8 can easily be modified to prove the first statement in Proposition 6
concerning the difference
ψ
((
 − s(1 − s)
)−1 − ( − s0(1 − s0))−1)χ,
the details are left to the reader. Before we proceed with the second part of Proposition 6, we
want to include an estimate for the kernel function that will not be needed until the Selberg trace
formula is applied in Section 2.2. The expression arises as a remainder therein that has to be
examined separately.
Lemma 11. For all δ > 0 the following map is continuous:
(, s) −→
∞∫
δ
∑
n∈Z
n=0
ks
(
σ(0, a, n, a)
)
da.
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∞∫
B
∑
n=0
σ(0, a, n, a)−Re(s) da 
∞∫
B
a−2 Re(s) da
∑
n=0
|n|−2 Re(s) = ζ(2 Re(s))
Re(s)− 1/2B
1−2 Re(s)
and
B∫
δ
∑
|n|>N
σ(0, a, n, a)−Re(s) da 
B∫
δ
a−2 Re(s) da
∑
|n|>N
|n|−2 Re(s)
 δ
1−2 Re(s) −B1−2 Re(s)
(Re(s)− 1/2)2 N
1−2 Re(s).
They show that we may replace the series with a finite sum and the domain of integration with a
bounded interval. Then the statement follows from the continuity of  → σ. 
We prove the second part of Proposition 6. Essentially the proof is split into two parts: the
trace class property is immediate if  > 0, for in this case ψ corresponds to a compactly supported
function on a hyperbolic cylinder. The first point is to show that the operator under consideration
is of trace class for = 0. Then Lemma 13 states that the trace norm is uniformly bounded in  if
the support of ψ is small, which reduces continuity in the trace class topology to the case where
ψ is compactly supported, i.e. part (1) of Proposition 6 applies.
Lemma 12. Let ψ be a real, bounded function, supported in Zδ for some δ > 0, and let χ be a
real, smooth function of compact support in Z. Then
ψ
((
0 − s(1 − s)
)−1 − (0 − s0(1 − s0))−1)χ
is of trace class.
Proof. An operator is of trace class if and only if its adjoint is of trace class. So it suffices to
show that
χ
((
0 − s¯(1 − s¯)
)−1 − (0 − s¯0(1 − s¯0))−1)ψ
is of trace class. This operator maps L2(Z) continuously to H4(suppχ), and the compact sup-
port of χ implies that the inclusion of H4(suppχ) into L2(Z) is of trace class as explained in
Section 1.1.1. 
The first part of Proposition 6 implies that
ψ
((
 − s(1 − s)
)−1 − ( − s0(1 − s0))−1)χ
depends continuously on  in the trace class topology if ψ is compactly supported. Thus Propo-
sition 6 is proved by the following observation.
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the characteristic function of Z
 . Then for each δ > 0, each compact subset R of {s ∈ C | Re(s) >
1/2} and each bounded subset L of [0,∞) there exists 
0 > 0 such that∥∥ψ
( − s(1 − s))−1χ∥∥1 < δ
holds for all 
 < 
0,  ∈ L and s ∈R.
Proof. Assume not, so there exist δ > 0, sn ∈ R, a sequence (
n) that converges to 0 and a
sequence (n) in L such that ∥∥ψ
n(n − sn(1 − sn))−1χ∥∥1  δ (6)
holds for all n. Note that the argument of Lemma 12 implies that this operator is of trace class if
the support of ψ
n and that of χ are disjoint, which holds if n is sufficiently large. By passing to
a convergent subsequence of (sn), we see that we may assume (6), where sn is replaced with a
fixed number s for all n. The trace norm is equal to that of the adjoint operator, so∥∥χ(n − s¯(1 − s¯))−1ψ
n∥∥1  δ.
Let us show that there is no subsequence of (n) that converges to 0. Otherwise we can estimate
the norm in the following way. The Riemannian metrics induced on Z converge uniformly with
all derivatives on any relatively compact neighbourhood of suppχ . Let U be such a neighbour-
hood that is disjoint from Z
 for some 
 > 0. There exists D > 0 such that∥∥χ(n − s¯(1 − s¯))−1ψ
n∥∥1 D · (∥∥2n(n − s¯(1 − s¯))−1ψ
n∥∥B(L2(Z
),L2(U))
+ ∥∥(n − s¯(1 − s¯))−1ψ
n∥∥B(L2(Z
),L2(U)))
holds if 
n < 
, again by the trace class property for the inclusion H4 → L2 for compact surfaces.
But if (n) and (
n) converge to 0, the distance between U and the support of ψ
n becomes
arbitrarily large when measured with respect to gn . Finite propagation speed, as applied in
Proposition 8, implies that the norm becomes arbitrarily small, which is a contradiction to our
assumption.
So we know that the n are bounded from below by a positive number. We may replace
(n) with a subsequence that converges to  > 0. If 
 is a fixed small positive number, then
χ(n − s¯(1 − s¯))−1ψ
 converges in the trace class topology on L2(Z), as follows from smooth
convergence of the integral kernel as n → . The operator ψ
n , acting by pointwise multiplica-
tion on L2(Z), strongly converges to 0. Therefore the composition of these two,
χ
(
n − s¯(1 − s¯)
)−1
ψ
 ◦ψ
n = χ
(
n − s¯(1 − s¯)
)−1
ψ
n, n 0,
converges to 0 in trace class topology, in contradiction to our assumption. 
We close the subsection with an additional observation that will be needed in Theorem 15 to
cover surfaces of infinite area. Here the support of ψ may have infinite area, but ψ and χ are
supported in different components of Z. The components are denoted Z±.
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lim
→0
∥∥ψ( − s(1 − s))−1χ∥∥1 = 0.
Proof. Assume ψ and χ real. Again we use∥∥ψ( − s(1 − s))−1χ∥∥1 = ∥∥χ( − s¯(1 − s¯))−1ψ∥∥1.
As the support of χ is a compact subset of Z+, this norm can be estimated locally uniformly in
 by a multiple of∥∥2( − s¯(1 − s¯))−1ψ∥∥B(L2(Z−),L2(U)) + ∥∥( − s¯(1 − s¯))−1ψ∥∥B(L2(Z−),L2(U))
for some relatively compact neighbourhood U ⊂ Z+ of suppχ . As  decreases, the distance
between U and Z−, measured with respect to the metric g, becomes arbitrarily large. Finite
propagation speed implies that the norm converges to 0. 
1.2. Geometrically finite surfaces
We use a notation slightly different from that of the introduction. Consider a family Yρ of hy-
perbolic surfaces parametrised by the points of a good topological space B (e.g., path-connected,
locally compact and metrizable). Such a family may arise from surfaces described by Fenchel–
Nielsen coordinates. We assume given inclusions
Ψρ :Yρ −→ Y
into a fixed surface Y such that the image of Ψρ contains the complement of finitely many
disjoint, simple, closed curves ci , i ∈ S. These curves have cylindrical neighbourhoods as in
the introduction, and it will be convenient to have the cylinders equipped with coordinates. So
we fix an identification
Ci ∼= R/Z × Ji, (−
, 
)⊂ Ji ⊂ R.
The push-forward by Ψρ of the metric on Yρ is given by (1) for some continuous map i :B→
[0,∞). Fix some volume form on Y that coincides with the Euclidean one on each Ci . Then
the Ψρ induce linear homeomorphisms L2(Yρ) → L2(Y ). The Laplacian of Yρ is a self adjoint
operator on L2(Yρ), let ρ denote its push-forward to L2(Y ). Note that ρ is not necessarily
self adjoint, but it is closed, and its resolvent is given by the push-forward of that on L2(Yρ). We
want to compare the resolvents for different values of ρ.
In order to obtain trace class estimates, we truncate the operators and use the results of the
previous section. Let φi ∈ C∞(Y ) be supported in Ci and equal to 1 in a neighbourhood of ci .
Let ψi ∈ C∞(Y ) satisfy ψi · φi = φi and suppψi ⊂ Ci . We require the support of 1 −∑i φi to
be compact, i.e. if Ji ⊃ (0,∞) then φ(x, a)= 1 for all a > 0. Consider
Rρ,i(s) :=
(
i(ρ) − s(1 − s)
)−1
: L2(Z)−→ L2(Z),
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acts on L2(Y ) via an identification of Ci \ ci with a subset of Z, or on L2(Yρ) via Ψρ .
Theorem 15.
(1) Let ψ be a smooth function on Y , compactly supported in the complement of the closed
curves ci . If Re(s) > 1/2, the bounded linear maps
ψ · (ρ − s(1 − s))−1 : L2(Y )−→ H2(Y )
depend continuously on ρ in the norm topology.
(2) Let Re(s) > 1/2, Re(s0) > 1, and let s(1 − s) belong to the resolvent set. Then the operator(
ρ − s(1 − s)
)−1 − (ρ − s0(1 − s0))−1 −∑
i∈S
ψi
(
Rρ,i(s)−Rρ,i(s0)
)
φi
on L2(Y ) is of trace class, and it depends continuously on ρ in the trace class topology.
Remark 16. One concludes from part (1) of this theorem that the same result holds if the operator
is considered as a map Hk(Y )→ Hk+2(Y ). The proof is analogous to that of Proposition 8.
Theorem 15 will be proved below. What we need for its application to the Selberg trace
formula is the following statement on operators acting on L2(Yρ).
Corollary 17. Consider
Tρ(s) :=
(
− s(1 − s))−1 − (− s0(1 − s0))−1 −∑
i∈S
ψi
(
Rρ,i(s)−Rρ,i(s0)
)
φi. (7)
The operator Tρ(s) on L2(Yρ) is of trace class, and its trace depends continuously on ρ ∈ B.
Proof. By Theorem 15, the push-forward of Tρ to L2(Y ) is continuous in the trace class topol-
ogy. To compute the traces on L2(Yρ) we may use a Radon–Nikodym derivative as in Corollary 5.
Note that this derivative is equal to one on
⋃
i Ci , so it is uniformly continuous with respect
to ρ. 
1.2.1. Proof of Theorem 15, part (1)
The approach is analogous to that described by Guillopé [3], where the resolvent is continued
analytically across the essential spectrum of  by using meromorphic Fredholm theory. See the
book of Reed, Simon [12] for a statement of the Fredholm theorem.
Let P be a relatively compact, open subset of Y \⋃i ci such that Y = P ∪⋃i Ci holds. We
choose an embedding ι :P → N into a compact surface and a continuous family of Riemannian
metrics hρ on N such that ι∗hρ is the metric induced from Ψρ on P . Set φP = 1 −∑i φi and let
ψP ∈ C∞c (Y ) be supported in P with ψP · φP = φP . Define
Rρ,P (s)= (N,hρ + t)−1 ∈ B
(
L2(N,volhρ )
)
,
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holds: (
ρ − s(1 − s)
) ◦∑
j
ψjRρ,j (s)φj =
(
1 +Q(s)), (8)
where j now runs through S ∪ {P } and Q(s) is the compact operator
Q(s)= (−t − s(1 − s))ψPRρ,P (s)φP +∑
j
[ρ,ψj ]Rρ,j (s)φj .
If 1 +Q(s) is invertible and the resolvent operators exist, by (8) we have(∑
j
ψjRρ,j (s)φj
)
◦ (1 +Q(s))−1 = (ρ − s(1 − s))−1. (9)
So continuity of the resolvent in ρ is reduced to that of the operators on the left-hand side. And
invertibility of 1 + Q(s) indeed holds: if t = −s(1 − s), the norm of Q(s) becomes arbitrarily
small as the real part of s increases. Thus there exists t such that 1 + Q(s) is invertible for
some s. We fix such a t , and analytic Fredholm theory implies that the map s → (1 +Q(s))−1 is
meromorphic on its domain of definition {s ∈ C | Re(s) > 1/2}.
From Proposition 8 we know that ψiRρ,i(s)φi in (9) is a continuous family in B(L2(Y ),
H2loc(Y \
⋃
i ci)). We want to see that Q(s) also depends continuously on ρ in the norm topology
of B(L2(Y )). This is obvious for the contribution of the compact part P , as the operators are
associated with the Laplacian for a continuous family of metrics on a compact surface. So let
us consider [ρ,ψi]Rρ,i(s)φi for some i ∈ S. The differential operator [ρ,ψi] is of order 1
and compactly supported in the complement of the curve ci . In Proposition 8 we proved that
χRρ,i(s) is a continuous family of bounded maps L2(Z) → H2(Z) if χ is compactly supported
off the closed geodesic. Choose χ such that
[ρ,ψi]Rρ,i(s)φi = [ρ,ψi] ◦ χRρ,i(s)φi
holds, and this will give the result. So Q(s) and, in consequence, (1 +Q(s))−1 depend continu-
ously on ρ.
1.2.2. Proof of Theorem 15, part (2)
We drop the parameter ρ in our notation. Using the first resolvent formula, we may proceed
as in the first part to see
(
− s0(1 − s0)
) ◦ (− s(1 − s)) ◦(∑
j =P
ψj
(
Rj (s)−Rj(s0)
)
φj +ψPRP (s)φP
)
= (s(1 − s)− s0(1 − s0)) · (1 +Q(s)), (10)
where RP (s) is defined by
RP (s)= s(1 − s)− s0(1 − s0)
[
(N + t)−1 −
(
N − s0(1 − s0)
)−1]
,−t − s0(1 − s0)
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Q(s)= (−t − s(1 − s))ψP (N + t)−1φP
+ −t − s(1 − s)
s(1 − s)− s0(1 − s0) [,ψP ]RP (s)φP
+ [,ψP ]
(
(N + t)−1 +
(
N − s0(1 − s0)
)−1)
φN
+
∑
i∈S
[,ψi]
(
Ri(s)+Ri(s0)
)
φi
+ 1−t − s0(1 − s0)
[
, [,ψP ]
]
RP (s)φP
+ 1
s(1 − s)− s0(1 − s0)
∑
i∈S
[
, [,ψi]
](
Ri(s)−Ri(s0)
)
φi.
Again Q(s) is compact and 1 +Q(s) is meromorphically invertible by Fredholm theory, so that
(∑
i∈S
ψi
(
Ri(s)−Ri(s0)
)
φi +ψPRP (s)φP
)
◦ (1 +Q(s))−1
= (s0(1 − s0)− s(1 − s)) · (− s(1 − s))−1 ◦ (− s0(1 − s0))−1
= (− s(1 − s))−1 − (− s0(1 − s0))−1.
According to this equation, the operator that we want to examine is given by
(
− s(1 − s))−1 − (− s0(1 − s0))−1 −∑
i∈S
ψi
(
Ri(s)−Ri(s0)
)
φi
=
(
ψPRP (s)φP −
∑
i∈S
ψi
(
Ri(s)−Ri(s0)
)
φiQ(s)
)
◦ (1 +Q(s))−1. (11)
We show that the first factor in (11) is of trace class, that it depends continuously on ρ in the
trace class topology, and that the second factor depends continuously on ρ in the norm topology.
Continuity of Q(s) in ρ follows exactly as in part (1) of the theorem. Then we observe that
the image of φiQ(s) is supported in the intersection of suppφi with suppdψP . So
ψi
(
Ri(s)−Ri(s0)
)
φiQ(s)
=ψi
[(
i(ρ) − s(1 − s)
)−1 − (i(ρ) − s0(1 − s0))−1]φiχ ◦Q(s)
holds for some function χ , compactly supported in the complement of the curves ci , Proposi-
tions 8 and 14 may be applied.
M. Schulze / Journal of Functional Analysis 236 (2006) 120–160 1372. Applications
2.1. Eisenstein functions and the scattering matrix
We saw that the resolvent of the Laplacians for a degenerating family converges to that of
the limit surface. For surfaces of finite area, the resolvent is intimately related with the theory of
Eisenstein series. It is therefore natural to ask for functions that approximate the Eisenstein series
during this process. In the first subsection, we introduce functions that meet this criterion to some
extent, as well as an appropriate notion of approximate scattering matrices. The Maass–Selberg
relation and the functional equation generalise to this setting, at least if the surfaces are of finite
area. In the second subsection, we therefore restrict to the finite area case and examine how these
objects behave during degeneration.
2.1.1. Definitions and fundamental properties
This part is not concerned with families of degenerating surfaces, but with a fixed hyperbolic
surface Y , possibly disconnected. We will make use of the meromorphic continuation of the
resolvent (− s(1 − s))−1 in s from Re(s) > 1/2 to the complex plane [3]. We also assume that
there is a finite set of disjoint cylinders in Y as before, each equipped with coordinates. But it will
be convenient to have two coordinate charts at hand for cylinders of finite area. So we consider
Ci = R/Z × Ji, (−
, 
) \ {0} ⊂ Ji ⊂ R for i ∈ S˜,
with inclusions ei :Ci ↪→ Y , and an involution ι, defined on
dom ι= {i ∈ S˜ | Ji ⊂ R bounded}
such that
eι(i)Cι(i) = eiCi, eι(i)(x, a)= ei(−x,−a).
Usually we will omit ei in our notation and consider Ci as a subset of Y . But for each i ∈ S˜,
the set Ci comes with a particular set of coordinates, and we will be particularly interested in
the half-cylinders C±i = {(x, a) ∈ Ci | ±a > 0} ⊂ Y . So C+i = C−ι(i) holds, and for the infinite
cylinders we understand that C+i is the infinite part, i.e. (0,∞)⊂ Ji if i /∈ dom ι.
The complement of
⋃
i ei(Ci) in Y is relatively compact, and the metric on ei(Ci) is given by
(x, a) −→ (2i + a2)dx2 + (2i + a2)−1 da2 for some i  0.
The original definition of Eisenstein series for hyperbolic surfaces of finite area is based on cer-
tain eigenfunctions of the Laplacian on elementary cusps. Here we give a definition, in terms of
the hypergeometric function, that serves a similar purpose for half-cylinders of arbitrary circum-
ference.
Definition 18. For each  0 and s ∈ C \ (−1/2 − N0) put
h(, s) :R → C, a →
{ |a|−sF (s/2,1/2 + s/2;1/2 + s;−2/a2) if a < 0,
0 otherwise.
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We identify h(, s) with a function on the infinite cylinder Z ∼= R/Z×R that does not depend
on the first coordinate. The Laplacian on Z with respect to the metric g from Section 1.1.2 is
 = −
(
2 + a2)−1∂2x − (2 + a2)∂2a − 2a∂a. (12)
One checks, for example by expanding the hypergeometric function into a power series, that the
restriction of h(, s) to the half-cylinder Z− solves ( − s(1 − s))h(, s) = 0. The choice of
these eigenfunctions is motivated by the following facts:
• For generic s, the functions h(, s) and h(,1 − s) are linearly independent, and h(, s) ∼
|a|−s = h(0, s) as a → −∞.
• On Z− the functions h(, s) converge smoothly to h(0, s) as → 0.
• We will define approximate Eisenstein functions on Y below. If i = 0, this will give the
classical Eisenstein functions for a cusp C−i .
As an aside, note that h(, s) depends quite trivially on  in the upper half-plane model: By
means of the isometries introduced in Section 1.1.2 we get
z −→ −s∣∣tan(arg z)∣∣sF (s/2,1/2 + s/2;1/2 + s;−(tan(arg z))2).
Being an eigenfunction of a linear ordinary differential equation, there is of course a continuation
of h(, s)|Z− to Z as an eigenfunction if  > 0, and this continuation will be used below. But we
want to stress that h(, s) has a jump discontinuity at a = 0 by definition.
Now fix a cut-off function χ :Z → [0,1] that is smooth, rotationally symmetric, supported in
Z
 ∪Z+, such that the support of 1 −χ is contained in Z− \Z
/2 (see Fig. 2). Then [χ,] is a
differential operator of compact support in Z
 \Z
/2. Via the coordinates on Ci , both χh(i, s)
and [χ,i ]h(i, s) can be considered as functions on Y .
Definition 19. Let i ∈ S˜. If Re(s) > 1, the approximate Eisenstein function associated with C−i
is the function on Y given by
Ei(s) :=
(
− s(1 − s))−1([χ,i ]h(i, s))+ χh(i, s).
These functions are eigenfunctions of the Laplacian on the subset of Y where they are smooth,
that is, on the complement of a single closed geodesic. From the definition we see that Ei(s)
specialises to the Eisenstein series if (i)= 0 [3, Lemma 2.5].
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a Maass–Selberg relation, which involves the notion of scattering matrices. We need a replace-
ment for the latter in the present situation. For each function f ∈ L1loc(Y ) and each i ∈ S˜, our
coordinates for C−i give rise to fibrewise Fourier coefficients of f by
Fni f (a) :=
1∫
0
f (x, a) exp(2πn
√−1x)dx, −
 < a < 0.
In particular, if s − 1/2 /∈ Z and if the restriction of f to C−i is annihilated by − s(1 − s), then
F 0i f is a linear combination of h(i, s) and h(i,1 − s).
Definition 20. Let the matrices C(s)= (Cij (s))i,j∈S˜ and D(s)= (Dij (s))i,j∈S˜ be defined by
F 0j Ei(s)=Dij (s)h(, s)+Cij (s)h(,1 − s). (13)
The matrix C(s) is called approximate scattering matrix.
The approximate scattering matrix is a scattering matrix if i = 0 holds for all i. The afore-
mentioned continuation of the resolvent provides a meromorphic continuation of Ei(s) in s to
the complex plane. So C and D are also meromorphic in the entire plane.
We will prove some fundamental properties (Lemmas 21, 22) and state the Maass–Selberg
relation in Theorem 24. Then functional equations for the approximate Eisenstein functions and
scattering matrices will be discussed as consequences of the Maass–Selberg-relation.
Recall that h(, s) has simple poles in s if  = 0. To clarify the behaviour of C at these points,
we give an explicit formula in terms of the constant modes F 0j Ei .
Lemma 21. Let s be a regular point of the approximate Eisenstein function Ei . Then(
Dij (s)
Cij (s)
)
= 
2
j + a2
1 − 2s
(
∂ah(j ,1 − s) −h(j ,1 − s)
−∂ah(j , s) h(j , s)
)(
F 0j Ei(s)
∂aF
0
j Ei(s)
)
.
This formula indicates that there might be poles of the Dij in {s ∈ C | Re(s) > 1}, while the
approximate scattering matrix in this domain is holomorphic.
Proof. As h(j , s) and h(j ,1−s) are linearly independent solutions of a second-order ordinary
differential equation, the coefficients Dij (s) and Cij (s) in (13) are determined by F 0j Ei(s) and
∂aF
0
j Ei(s) for an arbitrary point a < 0. The formula then follows from solving the system(
F 0j Ei(s)
∂aF
0
j Ei(s)
)
=
(
h(j , s) h(j ,1 − s)
∂ah(j , s) ∂ah(j ,1 − s)
)(
Dij (s)
Cij (s)
)
by inversion of the Wronskian matrix. The determinant ω of the Wronskian satisfies ∂a((2j +
a2)ω(a))= 0, and it can be evaluated at a = 0 by Eq. (14), which gives ω(0)= (1 − 2s)−2j . So
we obtain
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2
jω(0)
2j + a2
= 1 − 2s
2j + a2
. 
If C is the scattering matrix of a finite-area surface, one knows that D is the identity matrix.
This does not hold in the more general situation here, but the next lemma shows how D can be
calculated from C.
Lemma 22. For all s ∈ C let λs and Σ(s) denote the matrices with the following entries:
(
λs
)
ij
=
{
sj if i = j and j = 0,
0 otherwise;
(
Σ(s)
)
ij
=
⎧⎨⎩
cos(πs)−1 if i = j ,
1 if i ∈ dom ι and j = ι(i),
0 otherwise.
Then C and D satisfy
D(s)= 1 + (2s − 1) 4
−s(s)2
(1/2 + s)2 C(s) ·Σ(s) · λ
2s−1.
Proof. The approximate Eisenstein functions are smooth eigenfunctions up to a single discon-
tinuity that is known explicitly. So one only needs to compare the functions Dij (s)h(j , s) +
Cij (s)h(j ,1 − s), which are associated with C−j , with those associated with C−ι(j) = C+j , to see
if they match up correctly.
We need a formula for the continuation of h(, s) as a smooth eigenfunction from Z− to Z. If
 > 0 and a < 0, we have
h(, s)(a)= −s (1/2)(1/2 + s)
(1/2 + s/2)2 F
(
s/2,1/2 − s/2;1/2;−a2/2)
− −(1+s) (−1/2)(1/2 + s)
(s/2)2
aF
(
1/2 + s/2,1 − s/2;3/2;−a2/2), (14)
and each summand on the right-hand side is an eigenfunction on the real line. The proof of this
equation consists of a functional equation for the hypergeometric function, cf. [2, p. 17, Eq. (17)].
Now if a is positive and the same functional equation is applied to either summand in (14) again,
we see that it is equal to[
cos(πs)−1h(, s)+ 1−2s 4
s(1/2 + s)2
(2s − 1)(s)2 h(,1 − s)
]
(−a). (15)
For completeness, let us carry out an intermediate step in the derivation of this formula. The
functional equation gives
π(1/2 + s)(1/2 − s)
(
1
(1/2 + s/2)2(1/2 − s/2)2 +
1
(s/2)2(1 − s/2)2
)
× a−sF (s/2,1/2 + s/2;1/2 + s,−2/a2)
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(1/2 + s/2)2(s/2)2 a
−(1−s)F
(
1/2 − s/2,1 − s/2;3/2 − s;−2/a2).
Then (15) follows from cos(πz)(1/2 + z)(1/2 − z) = π and from Legendre’s duplication
formula for the Gamma function.
With this at hand, we determine Dij (s) if j /∈ dom ι and j = 0. For each i ∈ S˜, the function
Ei(s)− δijχh(i, s) is an eigenfunction of  in a neighbourhood of the closed geodesic in Cj ,
and its constant term on C−j is
(
Dij (s)− δij
)
h(j , s)+Cij (s)h(j ,1 − s).
According to (15), the constant term on C+j is given by
(
Dij (s)− δij
)[
α(s)h(j , s)+ 1−2sj β(s)h(j ,1 − s)
]
(−a)
+Cij (s)
[
α(1 − s)h(j ,1 − s)+ 1−2(1−s)j β(s)h(j , s)
]
(−a)
= [(Dij (s)− δij )α(s)+Cij (s)2s−1j β(1 − s)] · h(j , s)(−a)
+ [(Dij (s)− δij )1−2sj β(s)+Cij (s)α(1 − s)] · h(j ,1 − s)(−a), (16)
where α(s),β(s) are abbreviations for the coefficients in (15). If Re(s) > 1/2, this function must
be square-integrable on the infinite half-cylinder C+j , so the coefficient of h(j ,1 − s) must be
zero. This means
Dij (s)= δij + (2s − 1) 4
−s(s)2
(1/2 + s)2 Cij (s) cos(πs)
−12s−1j .
Now suppose j ∈ dom ι and j = 0. The procedure to compute Dij (s) in this case is similar: the
constant term of Ei(s)− δijχh(i, s) on C−j is described by the same formula as before, and the
constant term on C−
ι(j)
= C+j is again given by (16). On the other hand, the latter is equal to
(
Diι(j)(s)− δiι(j)
)
h(j , s)(−a)+Ciι(j)(s)h(j ,1 − s)(−a)
by definition. Equating the coefficients we see
(
Dij (s)− δij
Diι(j) − δiι(j)
)
= (2s − 1) 4
−s(s)2
(1/2 + s)2 
2s−1
j
(
cos(πs)−1 1
1 cos(πs)−1
)(
Cij (s)
Ciι(j)(s)
)
.
We have determined the value of Dij (s) for all j with j = 0. If j = 0, then Dij (s) − δij = 0
immediately follows from square-integrability of Ei(s) − δijχh(0, s) on the cusp C−j if
Re(s) > 1/2. 
To state the Maass–Selberg relation, we need one more definition.
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EAi (s) : z −→
⎧⎪⎨⎪⎩
Ei(s)(z)− (F 0j Ei(s))(a) if z = (x, a) ∈ C−j , j ∈ S˜, |a|<A,
Ei(s)(z)− (F 0j Ei(s))(a) if z = (x, a) ∈ C+j and j /∈ dom ι,
Ei(s)(z) otherwise.
Theorem 24. If both s and s′ are regular points of the approximate Eisenstein functions, and if
the truncated functions are square-integrable, then the following relation holds:
(
s(1 − s)− s′(1 − s′)) · 〈EAi (s),EAj (s¯′)〉
=
∑
k∈S˜
(
2k +A2
)[
Dik(s)Djk(s
′) ·ωk (s, s′;−A)
+Dik(s)Cjk(s′) ·ωk (s,1 − s′;−A)
+Cik(s)Djk(s′) ·ωk (1 − s, s′;−A)
+Cik(s)Cjk(s′) ·ωk (1 − s,1 − s′;−A)
]
,
where
ω(s1, s2;a)= det
(
h(, s1)(a) h(, s2)(a)
∂ah(, s1)(a) ∂ah(, s2)(a)
)
.
Proof. We proceed exactly as Kubota [9]. Let f = Ei(s), g = Ej(s′), and let V ⊂ Y be the
subset where the approximate Eisenstein series are not truncated, i.e.
V = Y
∖(⋃
k∈S˜
CAk ∪
⋃
k /∈dom ι
C+k
)
.
The outer unit normal of V in C−k is ν =
√
2k +A2 ∂a , and the one-dimensional volume form of
∂V ∩C−k is vol∂V =
√
2k +A2 dx. Green’s theorem states that
−
∫
V
(fg − gf )vol =
∫
∂V
(
f · ν(g)− g · ν(f ))vol∂V . (17)
Insertion of the Fourier decomposition of f and g on the right leads to
∑
k∈S˜
1∫
0
[(∑
n∈Z
Fnk f (−A) exp(2πinx)
)(∑
m∈Z
ν
(
Fmk g
)
(−A) exp(2πimx)
)
−
(∑
Fnk g(−A) exp(2πinx)
)(∑
ν
(
Fmk f
)
(−A) exp(2πimx)
)]
vol∂ (x)n∈Z m∈Z
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∑
k∈S˜
[(
2k +A2
) ·∑
n∈Z
((
Fnk f
)′
(−A)F−nk g(−A)− Fnk f (−A)
(
F−nk g
)′
(−A))]. (18)
For each k ∈ S˜ \ dom ι and n = 0, we assume that the Fourier coefficients Fnk f , Fnk g are square-
integrable eigenfunctions on the infinite half-cylinder CAk ∪C+k . The following shows that their
contribution to the previous expression is given by an L2 scalar product over this cylinder:
−(2k +A2)((Fnk f )′(−A)F−nk g(−A)− Fnk f (−A)(F−nk g)′(−A))
=
∞∫
−A
∂a
[(
2k + a2
) · ((Fnk f )′(a)F−nk g(a)− Fnk f (a)(F−nk g)′(a))]da
=
∞∫
−A
[(
2k + a2
)(
Fnk f
)′′
(a)+ 2a(Fnk f )′(a)]F−nk g(a)da
−
∞∫
−A
Fnk f (a)
[(
2k + a2
)(
F−nk g
)′′
(a)+ 2a(F−nk g)′(a)]da
= (−s(1 − s)+ s′(1 − s′)) ∞∫
−A
Fnk f (a) · F−nk g(a)da. (19)
This scalar product is part of the final formula. The same calculation gives for each k ∈ dom ι
and n = 0
−(2k +A2)((Fnk f )′(−A)F−nk g(−A)− Fnk f (−A)(F−nk g)′(−A))
= (−s(1 − s)+ s′(1 − s′)) 0∫
−A
Fnk f (a) · F−nk g(a)da
+ 2k
((
Fnk f
)′
(0)F−nk g(0)− Fnk f (0)
(
F−nk g
)′
(0)
)
, (20)
and we see that the additional summand here cancels with that of ι(k) in the sum over all k ∈ S˜
in (18). Combining (17)–(19) with the assumption that f = EAi (s) and g = EAj (s′) are eigen-
functions on the interior of V , we get
∑
k∈S˜
(
2k +A2
)[
F 0k f (−A)
(
F 0k g
)′
(−A)− (F 0k f )′(−A)F 0k g(−A)]
= (s(1 − s)− s′(1 − s′))[ ∫ fg vol+ ∑
k∈dom ι
∑
n=0
0∫
Fnk f (a)F
−n
k g(a)daV −A
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∑
k /∈dom ι
∑
n=0
∞∫
−A
Fnk f (a)F
−n
k g(a)da
]
= (s(1 − s)− s′(1 − s′)) · 〈EAi (s),EAj (s¯′)〉.
The left-hand side is ∑
k∈S˜
(
2k +A2
)
det
(
F 0k f (−A) F 0k g(−A)
(F 0k f )
′(−A) (F 0k g)′(−A)
)
.
What remains is to substitute the definition of C(s) and D(s), and to expand the result using the
linearity of the determinant in each column. 
Of particular interest is the Maass–Selberg relation in the cases s = s′ and s = 1 − s′. The
first yields a relation between C and D that is equivalent to the symmetry of C, the second case
implies a functional equation for surfaces of finite area, which generalises the functional equation
of the classical scattering matrix.
Lemma 25. The function ω of Theorem 24 satisfies(
2 + a2) ·ω(s,1 − s;a)= 1 − 2s.
Proof. Here ω is the Wronskian determinant of h(, s) and h(,1− s). We noted in the proof of
Lemma 21 that (2 + a2)ω(s,1 − s;a) is independent of a ∈ (−∞,0), and it can be evaluated
in one point. 
Corollary 26. The approximate scattering matrix is symmetric, and it satisfies
C(s) ·D(s)t =D(s) ·C(s).
Proof. We begin with proving C(s) ·D(s)t =D(s) ·C(s)t , this will imply the symmetry of C(s).
It is sufficient to consider Re(s) > 1. There are no poles of C or of the approximate Eisenstein
functions in this domain, and the truncated Eisenstein series are square-integrable by definition.
The Maass–Selberg relation for s = s′ gives via the preceding lemma
0 = (1 − 2s)
∑
k∈S˜
(
Dik(s)Cjk(s)−Cik(s)Djk(s)
)
= (1 − 2s)((D(s)C(s)t )
ij
− (C(s)D(s)t )
ij
)
,
so we have C(s) ·D(s)t =D(s) ·C(s)t . Lemma 22 implies that
C(s)
(
1 +C(s)X)t = (1 +C(s)X)C(s)t
holds for some symmetric matrix X, and in consequence
C(s)+C(s)XC(s)t = C(s)t +C(s)XC(s)t . 
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D(s)−D(s)t = 1 + (2s − 1) 4
−s(s)2
(1/2 + s)2 C(s)Σ(s)λ
2s−1
−
(
1 + (2s − 1) 4
−s(s)2
(1/2 + s)2 λ
2s−1Σ(s)C(s)
)
= (2s − 1) 4
−s(s)2
(1/2 + s)2
[
C(s),Σ(s)λ2s−1
]
. (21)
In certain special cases, for example, if dom ι= ∅ and the length (i) is independent of i ∈ S˜, the
commutator in Eq. (21) vanishes.
As a second consequence of the Maass–Selberg relation, we obtain a functional equation for
the approximate scattering matrices if the surface is of finite area. In this situation, there is also a
functional equation for the approximate Eisenstein functions (Corollary 28).
Corollary 27. The following functional equation holds if Y is of finite area:
D(s) ·D(1 − s)t = C(s) ·C(1 − s).
Proof. It suffices to prove the equation for all regular points s = 1/2, Re(s) = 1/2 of the ap-
proximate Eisenstein functions. Let (sn)n and (tn)n be sequences in {w ∈ C | Re(w) > 1/2} that
converge to s and 1 − s, respectively. We may assume that the Eisenstein functions Ei(sn),
Ei(tn) exist. The truncated ones EAi (sn) and E
A
i (tn) are square-integrable, and the matrices
C(sn), D(sn), C(tn) and D(tn) converge. It is well known in the classical theory of Eisenstein
series that this implies the existence of a uniform bound for the L2-norms of EAi (sn) and E
A
i (tn)
(cf. Kubota [9, Theorem 4.1.2]). Therefore
lim
n→∞
(
sn(1 − sn)− tn(1 − tn)
) · 〈EAi (sn),EAj (t¯n)〉= 0.
The right-hand side of the Maass–Selberg relation converges to
(1 − 2s)
∑
e∈S˜
(
Die(s)Dje(1 − s)−Cie(s)Cje(1 − s)
)
= (1 − 2s)(D(s) ·D(1 − s)t −C(s) ·C(1 − s)t )
ij
. 
Corollary 28. Assume that Y is of finite area and that D(s) is meromorphically invertible. Let
E(s) be the column vector that has one entry Ej(s) for each j ∈ S˜. Then the functional equation
E(s)= C(s)D(1 − s)−1 ·E(1 − s) holds.
Proof. We define a square matrix Q(s) = (qij (s)) of functions from the constant terms of the
Eisenstein series by qij (s) := F 0j Ei(s). If h(s) denotes the diagonal matrix with entries h(j , s),
then
Q(s)=D(s)h(s)+C(s)h(1 − s).
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0 =D(s)h(s)+C(s)h(1 − s)
−C(s)D(1 − s)−1 · (D(1 − s)h(1 − s)+C(1 − s)h(s))
=Q(s)−C(s)D(1 − s)−1 ·Q(1 − s).
The latter is the constant term matrix of the column E(s)−C(s)D(1 − s)−1E(1 − s). Then the
column vector itself vanishes for the following reasons:
• Each entry is a linear combination of Eisenstein functions such that the constant term is 0 on
each cylinder. Thus it is a meromorphic family of smooth eigenfunctions of the Laplacian.
But if Y is compact, the spectrum is discrete.
• If Y is non-compact, this follows from vanishing of the constant term on the cusps as in
Kubota [9, Theorem 4.4.2]. 
At the end of this subsection, let us say a few words on the finite-area assumption in the func-
tional equations. Uniform boundedness of L2-norms, which allows to take the limit Re(s)→ 1/2
of the Maass–Selberg relation, is essential in the proof. In the general case of geometrically finite
surface with possibly infinite area, one knows from the definition of the approximate Eisenstein
functions in terms of the resolvent that∥∥EAi (s)∥∥= O((Re(s)− 1/2)−1), Re(s)→ 1/2
holds. From the Maass–Selberg relation we obtain the following estimate:
Corollary 29. Let s ∈ C \ {1/2} with Re(s) = 1/2 be a regular point of the approximate Eisen-
stein functions, and let A be a positive number such that the truncated functions below are
defined. If (sn) is a sequence in {w ∈ C | Re(w) > 1/2} that converges to s, then the norms
‖EAi (sn)‖L2(Y ) satisfy∥∥EAi (sn)∥∥L2(Y ) = O((Re(sn)− 1/2)−1/2), n→ ∞.
Proof. The Maass–Selberg relation for s = sn and s′ = s¯n reads
(sn − s¯n)
(
1 − 2 Re(sn)
)∥∥EAi (s)∥∥2
=
∑
k∈S˜
(
2k +A2
)[∣∣Dik(sn)∣∣2ωk (sn, s¯n;−A)
+Dik(sn)Cik(s¯n)ωk (sn,1 − s¯n;−A)
+Cik(sn)Dik(s¯n)ωk (1 − sn, s¯n;−A)
+ ∣∣Cik(sn)∣∣2ωk (1 − sn,1 − s¯n;−A)].
The assumptions now imply that the right-hand side of this formula converges to
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∑
k∈S˜
(∣∣Dik(s)∣∣2 − ∣∣Cik(s)∣∣2). 
One might expect the EAi (sn) in Corollary 29 to satisfy a stronger estimate like o((Re(sn)−
1/2)−1/2), so that the same functional equation as in Corollary 27 would hold. But it turns out
that the limit
lim
n→∞
(
2 Re(sn)− 1
)∥∥EAi (sn)∥∥2 =∑
k∈S˜
(∣∣Dik(s)∣∣2 − ∣∣Cik(s)∣∣2)
does not vanish in general, as can be seen from an examination of the higher Fourier coefficients.
2.1.2. Approximating the scattering theory of finite area surfaces
We keep to the notation of Section 2.1.1, with distinguished half-cylinders C±i ⊂ Y for each
i ∈ S˜, and consider a family Ψρ :Yρ → Y (ρ ∈ B) as in Section 1.2. Recall that in 1.2 we only had
a single coordinate chart for each cylinder, so to make the notation consistent, we choose a set
S ⊂ S˜ that contains S˜ \ dom ι and either i or ι(i) for each i ∈ dom ι. The approximate Eisenstein
functions and the matrices introduced last section are denoted by Ei(ρ, s), C(ρ, s) and D(ρ, s).
Theorem 30. Let ρ0 ∈ B and Re(s0) > 1/2 such that s0(1 − s0) belongs to the resolvent set of
the Laplacian on Yρ0 . Then there exists a neighbourhood U ⊂ B of ρ0 and a neighbourhood V
of s0 such that the following holds.
(1) The spectrum of Yρ does not intersect V for all ρ ∈ U . In particular, the approximate Eisen-
stein series Ei(ρ, s) for i ∈ S˜ and the approximate scattering matrices C(ρ, s) are defined
for all s ∈ V , and so are the matrices D(ρ, s) if s − 1/2 /∈ N.
(2) Let Ψ∗Ei(ρ, s) denote the push-forward of Ei(ρ, s) to Y . Then Ψ∗Ei(ρ, s) depends contin-
uously on ρ ∈ U and s ∈ V in the sense of locally uniform convergence of each derivative on
Y \⋃i∈S ci . The approximate scattering matrices C(ρ, s) depend continuously on ρ.
Proof. Part (1) immediately follows from Theorem 15. Additional poles of D(ρ, s) at s −
1/2 ∈ N might appear due to the poles of s → h(,1 − s) (cf. Lemma 21).
Theorem 15 and Remark 16 also state that the push-forward of the resolvent of the Laplacian
depends continuously on ρ ∈ B, and this gives continuity of the approximate Eisenstein func-
tions Ei(ρ, s) if Re(s) > 1/2 by their definition. From Lemma 21 we obtain continuity of the
matrices. 
As a special case of this theorem assume i(ρ0) = 0 for all i. If (ρn) is a sequence in B that
converges to ρ0, the approximate Eisenstein functions and scattering matrices converge to Eisen-
stein series and scattering matrix of the limit surface in the right half-plane, and from Lemma 22
we see that D(ρn, s) converges to the identity matrix if Re(s) > 1/2.
Behaviour of the approximate scattering data on the left of {s ∈ C | Re(s) = 1/2} is com-
pletely different. In case of a sequence of degenerating compact surfaces we obtain the following
estimate.
Proposition 31. Let ρ0 ∈ B satisfy i(ρ0) = 0 for all i ∈ S, and let (ρn)n∈N be a sequence that
converges to ρ0. Assume that Yρn is compact for n 1. If Re(s) < 1/2 then
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−(1−s)(1 − s)2
(3/2 − s)2 Σ(1 − s), n→ ∞,
holds, where the notation is that of Lemma 22.
Proof. If n 1, the resolvent s → (ρn − s(1 − s))−1 on Yρn is meromorphic on the complex
plane for the spectrum is purely discrete. Thus the approximate Eisenstein functions are given by
Ei(ρn, s)=
(
ρn − s(1 − s)
)−1([χ,ρn ]h(i(ρn), s))+ χh(i(ρn), s)
even if Re(s) < 1/2. Theorem 15 implies that the push-forward of Ei(ρn, s) converges on Y to
the push-forward of
E˜i(ρ0, s) :=
(
ρ0 − s(1 − s)
)−1([χ,ρ0 ]h(i(ρ0), s))+ χh(i(ρ0), s).
Note that E˜i(ρ0, s) is defined for Re(s) < 1/2 in terms of the resolvent of the Laplacian, we do
not use a meromorphic continuation here. So E˜i(ρ0, s)−χh(i(ρ0), s) is square-integrable, and
the constant term of this function on C−j , which is of the form
F 0j E˜i(ρ0, s)= αij (s)h
(
j (ρ0), s
)+ βij (s)h(j (ρ0),1 − s),
satisfies βij (s) = 0 if Re(s) < 1/2. But we know that βij (s) is the limit of Cij (ρn, s), and this
gives
lim
n→∞C(ρn, s)= 0, Re(s) < 1/2. (22)
The same can be concluded for D(ρn, s) from the functional equation in Corollary 27. We know
that D(ρ0, s) is the identity matrix, and it is the limit of D(ρn, s) if Re(s) > 1/2. This implies that
s →D(ρn, s) is meromorphically invertible if n is sufficiently large, and the functional equation
gives
D(ρn, s)= C(ρn, s) ·C(ρn,1 − s) ·
(
D(ρn,1 − s)t
)−1
.
If Re(s) < 1/2 the rightmost factor converges to the identity and C(ρn,1 − s) converges to the
scattering matrix, so limn D(ρn, s)= 0 follows from (22).
Now the claim is proved by Lemma 22:
C(ρn, s)=
(
D(ρn, s)− 1
)(
(2s − 1) 4
−s(s)2
(1/2 + s)2 Σ(s)λ
2s−1
)−1
= (D(ρn, s)− 1)(−λ1−2s(1 − 2s)4−(1−s)(1 − s)2
(3/2 − s)2 Σ(1 − s)
)
. 
Proposition 31 suggests a replacement for the approximate scattering matrix to extend the
domain of convergence.
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phically invertible. Then we define C′(ρ, s) to be the meromorphic family in s given by
C′(ρ, s) :=D(ρ, s)−1 ·C(ρ, s).
Recall that D(ρ0, s)= 1 if i(ρ)= 0 holds for each i ∈ S, so C′(ρ, s) again coincides with the
scattering matrix. Moreover, the matrix D(ρ, s) will be meromorphically invertible for ρ near ρ0
because D(ρ, s) is continuous in ρ if Re(s) > 1/2.
Lemma 33. The C′(ρ, s) are symmetric, they are unitary if Re(s) = 1/2 and satisfy the func-
tional equation
C′(ρ,1 − s) ·C′(ρ, s)= 1.
Proof. We leave out ρ in the notation. Symmetry is a consequence of both statements in Corol-
lary 26: (
C′(s)
)t = C(s) · (D(s)t)−1 =D(s)−1 ·C(s)= C′(s).
By definition of C′ this implies
C′(1 − s) ·C′(s)= C′(1 − s)t ·C′(s)= C(1 − s) · (D(s)D(1 − s)t )−1 ·C(s),
and this is the identity matrix by Corollary 27. So if Re(s)= 1/2
C′(s)∗ = C′(s¯)t = C′(s¯)= C′(1 − s)= C′(s)−1. 
We conclude this section with a corollary of the functional equation for C′, of Theorem 30
and of Corollary 28.
Corollary 34. Let E(ρ, s) be the column vector of approximate Eisenstein functions as in Corol-
lary 28, and let E′(ρ, s) :=D(ρ, s)−1 ·E(ρ, s). Then
s −→ Ψ∗E′(ρ, s) and s −→ C′(ρ, s)
depend continuously on ρ ∈ B as meromorphic families in{
s ∈ C | Re(s) = 1/2}.
2.2. The Selberg Zeta function
We consider a family Yρ of surfaces as in Section 1.2. Let Zρ be the Zeta function of Yρ , and
the contribution of a particular curve ci to Zρ is denoted by zρ,i . Put zρ,i(s)≡ 1 if i(ρ)= 0.
Theorem 35. With respect to the topology of locally uniform convergence of functions on {s ∈
C | Re(s) > 1/2}, the map ρ →Zρ/∏i∈S zρ,i is continuous on B.
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∏
i zρ,i(s) in ρ is known if Re(s) > 1. This can be
proved using techniques of Hejhal [6]. He considered families of cocompact Fuchsian groups,
but one may use finitely generated groups to uniformise the surfaces considered here so that his
methods carry over.
Before we come to the proof, let us state an immediate corollary of this theorem and of the
functional equation for Zρ for surfaces of finite area. It can be used to show that there is no
straight-forward extension of Theorem 35 to the left of the critical axis [15]. At the end of this
section, we will use it to prove Theorem 40, which covers Theorem 35 and adds convergence on
the left half-plane if the non-degenerate surfaces are compact.
Corollary 36. Let ρ0 ∈ B satisfy i(ρ0) = 0 for all i ∈ S, so that Yρ0 is the union of elementary
cusps and a surface Y ′ρ0 of finite area. Let k be the number of cusps of Y ′ρ0 . If (ρn) is a sequence
in B that converges to ρ0, then
lim
n→∞
Zρn(s)∏
i∈Szρn,i(s)
= ±Zρ0(1 − s)det
(
C(ρ0,1 − s)
) ·((1/2 + s)
(3/2 − s)
)k
× exp
(
vol(Y ′ρ0)
s−1/2∫
0
t tanh(πt)dt + (2s − 1)k log 2
)
holds in {s ∈ C | Re(s) > 1/2}. In particular, if Re(s) > 1/2 holds and the Y(λn) are compact
for all n = 0, we have
lim
n→∞
Zρn(1 − s)∏
izρn,i(s)
=Zρ0(1 − s)det
(
C(ρ0,1 − s)
) · 2(2s−1)k((1/2 + s)
(3/2 − s)
)k
.
The sign in the first formula above depends on the determinant of the scattering matrix for Yρ0
at s = 1/2. According to Lax and Phillips [10, Proposition 8.14], this determinant equals (−1)k .
It vanishes in the second formula as the number of cusps is even.
Now we prove Theorem 35. We fix ρ for the moment, let Y = Yρ . For each i ∈ S we consider
an isometric copy Zi of the infinite cylinder (Z,gi(ρ)) as introduced in Section 1.1.2, and let Y ∗
be the disjoint union
Y ∗ = Y ∪
⋃
i∈S
Zi.
Let
ks : t −→ 4
s−1
π
1∫
0
(
x(1 − x))s−1(4x + t)−s dx.
If Re(s) > 1, the integral kernel of (− s(1 − s))−1 of Y ∗ may be constructed from ks using a
uniformising group for each component. If  is such a group, the kernel is given by an invariant
function on the universal cover
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∑
γ∈
ks ◦ σ(z1, γ z2),
and K¯s = Ks − ks ◦ σ has a continuous extension to the diagonal. Its restriction to the diago-
nal defines a function on the corresponding component of Y ∗. We apply this procedure to all
components simultaneously to obtain a function K¯s on Y ∗.
The logarithmic derivative of the Zeta function Z for Y is related to the resolvent kernel of
the Laplacian by the trace formula, as it is stated in Appendix A. More precisely, if Re(s) > 1/2,
the functions
hs(ξ)=
(
1/4 + ξ2 − s(1 − s))−1 and gs(u)= (2s − 1)−1e−(s−1/2)|u|
correspond via the Selberg transform to ks , and the trace formula is applicable to hs − hs0 if
Re(s) > 1, Re(s0) > 1. This yields
lim
A→0
∫
Y+
χA(K¯s − K¯s0)vol
= 1
2s − 1
∑
c∈C
∞∑
n=1
ce
−(s−1/2)nc
enc/2 − e−nc/2 −
1
2s0 − 1
∑
c∈C
∞∑
n=1
ce
−(s0−1/2)nc
enc/2 − e−nc/2
= 1
2s − 1
Z ′(s)
Z(s) −
1
2s0 − 1
Z ′(s0)
Z(s0) .
Here Y+ = Y ∪⋃i (ρ)=0 Zi , and χA is the function on Y ∗ defined by
χA(z)=
⎧⎨⎩
1 if z ∈ Y \⋃i∈S Ci or z = (x, a) ∈ Ci , |a|>A,
−1 if z = (x, a) ∈Zi for some i ∈ S and |a|>A,
0 otherwise.
Our aim is to compare this formula to an integral over Y ∗ that essentially computes the trace of
Tρ(s) from Corollary 17. So let
T (s)= (− s(1 − s))−1 − (− s0(1 − s0))−1 −∑
i∈S
ψi
(
Ri(s)−Ri(s0)
)
φi
be this operator. The sum on the right-hand side consists of operators on the Zi that are pulled
back to Y . In Section 1 we proved that T (s) is of trace class, so the trace may be computed by
integrating its kernel over the diagonal. This is carried out in the following proposition.
Proposition 37. If Re(s) > 1 and Re(s0) > 1, the trace of T (s) is equal to
1
2s − 1
(Z ′(s)
Z(s) −
∑
i∈S
z′i (s)
zi(s)
)
− 1
2s0 − 1
(Z ′(s0)
Z(s0) −
∑
i∈S
z′i (s0)
zi(s0)
)
+
∑
i∈S
∫
(1 − φi)(K¯s − K¯s0)vol+
∫
Y
φP vol
4π
∞∫
−∞
ξ · (hs(ξ)− hs0(ξ)) tanh(πξ)dξ. (23)
Zi
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φi |Zi and φi |Ci be compatible with respect to the usual inclusion Ci → Zi . Recall that zi ≡ 1 if
i(ρ)= 0.
Proof. Since Re(s) > 1 and Re(s0) > 1, the kernel for each operator in the definition of T is
given as the symmetrisation of ±(ks − ks0) for some component of Y ∗. The overall contribution
of the identity element in the uniformising groups is∫
Y
(
1 −
∑
i∈S
ψiφi
)
vol ·(ks − ks0)(0)
=
∫
Y
φP vol · 14π
∞∫
−∞
ξ · (hs(ξ)− hs0(ξ)) tanh(πξ)dξ.
If i(ρ) = 0, the remaining contribution of −ψi(Ri(s)−Ri(s0))φi is
−
∫
Zi
φi(K¯s − K¯s0)vol = −
1
2s − 1
z′i (s)
zi(s)
+ 1
2s0 − 1
z′i (s0)
zi(s0)
+
∫
Zi
(1 − φi) · (K¯s − K¯s0)vol.
So it is seen directly by comparison of the integrals that if these two terms are subtracted from
the trace of T , the result will be
lim
A→0
∫
Y+
χA(K¯s − K¯s0)vol+
∑
i (ρ)=0
∫
Zi
(1 − φi)(K¯s − K¯s0)vol.
The proof is completed by the trace formula. 
Proposition 37 provides a meromorphic continuation of the Zeta function from its domain
of convergence to {s ∈ C | Re(s) > 1/2}. From Corollary 17 we know that the trace of T (s)
depends continuously on ρ if Re(s) > 1/2, and so do the correction terms by Lemma 11. The
behaviour of Z(s) for Re(s) > 1 is well known, thus Theorem 35 follows from integration of the
logarithmic derivative.
In a similar way we obtain the following observation, Wolpert’s Conjecture 1.
Theorem 38. If ρ ∈ B letN (ρ, s) :=∏t<1/4(t − s(1− s)), where t runs through the eigenvalues
below 1/4 of the Laplacian for Yρ . Let K ⊂ {s ∈ C | Re(s) > 1/2} and U ⊂ B be relatively
compact subsets. Then there exist positive numbers α,β such that
α 
∣∣∣∣N (ρ, s)−1 ·Zρ(s)/∏
i∈S
zρ,i(s)
∣∣∣∣ β
holds for all s ∈K and ρ ∈ U .
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holomorphic family of operators on {s ∈ C | Re(s) > 1/2} that is continuous in ρ. If t ∈ [0,1/4)
is an eigenvalue of the Laplacian, the corresponding singular part of s → (− s(1 − s))−1 is
1
t − s(1 − s) · prt =
1
2s − 1 ·
2s − 1
t − s(1 − s) · prt ,
where prt denotes projection onto the eigenspace. Now 2s−1t−s(1−s) is the contribution of a particular
eigenvalue to the logarithmic derivative of N (λ, s). 
In order to examine the Zeta function on the left, we need the precise asymptotics of the
contribution of a single geodesic as its length decreases.
Lemma 39. Define z(l, s)=∏∞k=0(1 − e−(s+k)l)2 for all l > 0. Then
lim
l→0 z(l, s) · (s)
2eπ
2/3l l2s−1 = 2π.
Proof. It is sufficient to prove the lemma if Re(s) > 0, for it can be continued iteratively to the
left using the functional equation of . Like Hejhal [6] and Wolpert [15], we begin with
log z(l, s)= 2
∞∑
k=0
log
(
1 − e−(s+k)l)= −2 ∞∑
k=0
∞∑
n=1
e−(s+k)nl
n
= −2
∞∑
n=1
e−snl
n
(
1 − e−nl)−1.
This expression is split into three part according to
(
1 − e−nl)−1 = 1
2
+ 1
nl
+
[(
1 − e−nl)−1 − 1
nl
− 1
2
]
= 1
2
+ 1
nl
+
[(
enl − 1)−1 − 1
nl
+ 1
2
]
.
The contribution of the first term to log z(l, s) is
−
∞∑
n=1
e−snl
n
= log(1 − e−sl). (24)
The second summand yields Euler’s dilogarithm:
−2l−1
∞∑
n=1
e−snl
n2
= −2l−1 Li2
(
e−sl
)
,
and the dilogarithm satisfies Li2(z)= π2/6 − log(z) · log(1 − z)− Li2(1 − z), so
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∞∑
n=1
e−snl
n2
= −π
2
3l
− 2s log(1 − e−sl)+ 2l−1 Li2(1 − e−sl)
∼ −π
2
3l
− 2s log(1 − e−sl)+ 2s, l → 0. (25)
Finally, as l → 0, we have [2, Eq. (4), p. 21]
−2l
∞∑
n=1
e−snl
nl
[(
enl − 1)−1 − 1
nl
+ 1
2
]
−→ −2
∞∫
0
t−1e−st
[(
et − 1)−1 − 1
t
+ 1
2
]
dt
= −2 log(s)+ (2s − 1) log s − 2s + log(2π). (26)
The sum of (24)–(26) gives the result. 
Now we can finally prove a convergence result on the left of the critical axis. The theorem
below relies on the asymptotic of the approximate scattering matrix given in Proposition 31. We
must therefore restrict to a degenerating family of compact surfaces.
Theorem 40. Let ρ0 ∈ B satisfy i(ρ0)= 0 for all i. If (ρn) is a sequence in B that converges to
ρ0 and Yρn is compact for all n 1, then
lim
n→∞
detD(ρn, s) ·Zρn(s)∏
i∈S zρn,i(s)
=Zρ0(s)
holds on {s ∈ C | Re(s) = 1/2}.
Proof. If Re(s) > 1/2 the matrices D(ρn, s) converge to the identity, so in this domain the
formula follows from Theorem 35. Then we apply a number of equations derived earlier. Let k
denote the number of cusps in Yρo . By Corollary 36 we have for all s with Re(s) > 1/2
lim
n→∞
Zρn(1 − s)∏
i∈Szρn,i(s)
=Zρ0(1 − s)det
(
C(ρ0,1 − s)
) · 2(2s−1)k((1/2 + s)
(3/2 − s)
)k
.
In Corollary 34 we proved limn D(ρn,1 − s)−1C(ρn,1 − s)= C(ρ0,1 − s), so
lim
n→∞
detD(ρn,1 − s)
detC(ρn,1 − s)
Zρn(1 − s)∏
i zρn,i (s)
=Zρ0(1 − s)
(1/2 + s)k
(3/2 − s)k 2
(2s−1)k. (27)
Proposition 31 gives
detC(ρn,1 − s)∼
(∏
i(ρn)
2s−1
)
(2s − 1)k 4
−ks(s)2k
(1/2 + s)2k detΣ(s),
i∈S˜
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detΣ(s)=
(
1
cos(πs)2
− 1
)k/2
= (1/2 + s)
k(1/2 − s)k
(s)k(1 − s)k
implies
detC(ρn,1 − s)∼
(∏
i∈S˜
i(ρn)
2s−1
)
(2s − 1)k 4
−ks(s)k
(1/2 + s)k
(1/2 − s)k
(1 − s)k .
This is substituted in (27) to see
lim
n→∞
detD(ρn,1 − s)Zρn(1 − s)(1 − s)k∏
i∈S(zρn,i(s)i(ρn)4s−2)(s)k
=Zρ0(1 − s).
Thus the proof is reduced to
zρn,i(s)i(ρn)
4s−2(s)2
zρn,i(1 − s)(1 − s)2
−→ 1,
which follows from Lemma 39. 
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Appendix A. The Selberg trace formula
The trace formula as formulated by Selberg [13] computes the trace of certain operators h˜()
in terms of the closed geodesics on a hyperbolic surface of finite area. Difficulties may arise since
the spectrum of  is not discrete for non-compact surfaces. In this appendix, we will only state a
rudimentary version of this trace formula in the sense that it computes the distributional trace of
an operator by integration of its integral kernel over the diagonal. This formula holds for arbitrary
surfaces of finite geometry, but the result is not known to be related to the trace of a trace class
operator a priori. Such a relation is established in a special case only, in Section 2.2, where the
operator is some kind of relative resolvent of the Laplacian (cf. p. 134 for the definition).
For suitable functions h˜, the Selberg transform provides an explicit formula for the integral
kernel of h˜(). The corresponding kernel for the operator on the hyperbolic plane D is given by
(z1, z2) −→ k
(
4 sinh2
(
d(z1, z2)/2
))
,
where k is related to the function h : ξ → h˜(1/4 + ξ2) by
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π
∞∫
t
dQ(w)√
w − t ,
∞∫
w
k(t)√
t −w dt =Q(w),
Q
(
eu + e−u − 2)= g(u),
g(u)= 1
2π
∞∫
−∞
h(ξ)e−iξu dξ,
∞∫
−∞
g(u)eiξu du= h(ξ).
For the time being, we only consider operators with an integral kernel that can be derived from
k by summation over a uniformising group. To specify a class of functions h that meet this
condition, we prove the following lemma. It is certainly well known, but to our knowledge the
complete proof is only implicit in the literature, so we give it here for the sake of completeness
(cf. Hejhal [4]).
Lemma A.1. Let h be an analytic function in {ξ ∈ C | |Im(ξ)| < 1/2 + δ} satisfying h(ξ) =
h(−ξ) and |h(ξ)|  M(1 + |Re(ξ)|2)−(1+α). Then k is continuous on [0,∞) and there exist
numbers Cρ for all ρ < δ such that∣∣g(u)∣∣Cρe−(1/2+ρ)|u| and ∣∣k(t)∣∣ Cρ(1 + t)−(1+ρ). (A.1)
Conversely, if we start with a continuous function k on [0,∞) with |k(t)|  Cρ(1 + t)−(1+ρ)
for ρ < δ and we apply the inverse transformations, then g satisfies estimates as above and h is
analytic in the strip.
Proof. The relation between g and h is an immediate consequence of the Cauchy integral for-
mula. The final assertion is also easy to see: given k, the function Q is continuous and the estimate
for g follows from
∞∫
w
(1 + t)−(1+ρ)√
t −w dt  (1 +w)
−(1/2+ρ−
)
∞∫
0
(1 + t +w)−(1/2+
)t−1/2 dt.
So we proceed with the main part. A function h that meets the assumptions gives rise to an
element g of the Sobolev space H3/2+α(R), because the following function is square-integrable:
ξ −→ (1 + ξ2)1/2(3/2+α)h(ξ).
Now 3/2 + α > 1 + (dimR)/2 holds, so the Sobolev embedding theorem implies g ∈ C1,γ (R)
for γ < α. Hölder continuity of the derivative g′ implies continuity of k at 0:
k(t)= − 1
π
∞∫
0
g′(Arcosh(1 + w+t2 ))√
w(w + t)(w + t + 4) dw,
and using g′(0)= 0, the integrand can be estimated near 0 by
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w(w + t)(w + t + 4) 
√
w + t γ√
w(w + t)(w + t + 4) w
−1+γ /2.
To derive the bounds for k, we use the fact that
f :
{
ξ ∈ C | | Im ξ |< 1/2 + δ}−→ C, ξ −→ −iξh(ξ)
is an analytic function which satisfies
sup
|η|<1/2+δ
∥∥f (· + iη)∥∥L2(R) <∞.
The Fourier transform of f is g′. Therefore (cf. Reed, Simon [11, p. 18]) the function u →
eb|u|g′(u) is square-integrable for any b < 1/2 + δ, and we see
k(t)= − 1
π
∞∫
t
Q′(w)dw√
w − t
= − 1
π
( t+t−2δ∫
t
Q′(w)dw√
w − t +
∞∫
Arcosh(1+(t+t−2δ)/2)
g′(u)du√
2(cosh(u)− 1)− t
)
.
We use boundedness of g′ for the first integral, and the second is estimated with the Cauchy–
Schwarz inequality for some b = b1 + b2 < 1/2 + δ:
∣∣k(t)∣∣ ‖g′‖∞
π
t+t−2δ∫
t
(
(w − t)w(w + 4))−1/2 dw
+ 1
π
( ∞∫
Arcosh(1+(t+t−2δ)/2)
e−(1−2b1)u
∣∣g′(u)∣∣2 du)1/2
×
( ∞∫
Arcosh(1+(t+t−2δ)/2)
e(1−2b1)u du
2(cosh(u)− 1)− t
)1/2
 ‖g
′‖∞
π
t−1
t−2δ∫
0
w−1/2 dw
+ 1
π
e−(1/2+b2)Arcosh(1+(t+t−2δ)/2)
( ∞∫
Arcosh(1+(t+t−2δ)/2)
e2bu
∣∣g′(u)∣∣2 du)1/2
×
( ∞∫
−2δ
(
(w − t)√w√w + 4 )−1e(1−2b1)Arcosh(1+w/2) dw)1/2t+t
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′‖∞
π
t−(1+δ) +C(1 + t)−(1/2+b2).
The last line follows from eArcoshv = v + √v2 − 1. This proves the bound for k as b2 may be
chosen arbitrarily close to 1/2 + δ. 
Now assume that k ∈ C([0,∞)) satisfies |k(t)|  Cρ(1 + t)−(1+ρ) for all ρ < δ. Let Y be
a connected, geometrically finite surface. We choose a uniformising group Γ ⊂ isom(D) and
identify Y with Γ \D. The critical exponent of a Fuchsian group is less than or equal to one, and
therefore the series
K(z1, z2) :=
∑
γ∈
k
(
4 sinh2
(
d(z1, γ z2)/2
))
is absolutely convergent, where d denotes hyperbolic distance. The series defines a Γ × Γ -
invariant function, so let K :Y × Y → C denote the function induced on the quotient. We would
like to integrate K over the diagonal in Y × Y , but the integral might diverge for two reasons,
either due to the growth of the kernel (if the surface has cusps) or because of the surface having
infinite area (in the presence of funnels). We will simply subtract the divergent parts, and the
result will be the trace formula we need.
Consider a connected, non-elementary and geometrically finite surface Y . It may contain fi-
nitely many cusps C−i isometric to
R/Z × (−1,0) : (x, a) −→ a2 dx2 + a−2 da2.
(In contrast to the other parts of this paper, we ignore all non-degenerate embedded cylinders.
So the complement of the Ci may still be of infinite area, only the injectivity radius on this set
is bounded from below.) For each cusp, we adjoin an extra cusp Z−i , which is by definition an
isometric copy of
R/Z × (−∞,0) : (x, a) −→ a2 dx2 + a−2 da2.
The resulting surface is a disjoint union
Y+ := Y ∪
⋃
i
Z−i ,
and we want integrate over Y+ the function K¯ defined component-wise by
K¯(z) :=
{
KY (z, z)− k(0) if z ∈ Y ,
KZ−i
(z, z)− k(0) if z ∈ Z−i .
The constant k(0) is subtracted to avoid difficulties with integration over infinite-area surfaces.
The sign of K¯s must be adjusted appropriately to make the integral converge, we define a signed
cut-off function χA :Y+ → {0,±1} that vanishes in the cuspidal ends of area A by
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⎧⎪⎨⎪⎩
1 if z ∈ Y \⋃i C−i or z = (x, a) ∈ C−i and |a|>A,
−1 if z = (x, a) ∈Z−i and |a|>A,
0 otherwise.
Theorem A.2 (Selberg). Let C denote the set of oriented, primitive, closed geodesics in Y , and
c the length of a curve c ∈ C. Then the following formula holds:
lim
A→0
∫
Y+
χAK¯ vol =
∑
c∈C
∞∑
n=1
cg(nc)
enc/2 − e−nc/2 . (A.2)
The proof is given in Selberg’s Göttingen lectures, in Hejhal’s monograph [5] or by
Venkov [14], one only needs to pay attention to the following facts.
Assume the function k to be nonnegative first. Let Γ be a uniformising group of Y and fix
a complete set B of representatives of the conjugacy classes of hyperbolic elements in Γ . The
famous calculation of Selberg’s [5,13], in connection with Beppo Levi’s theorem, shows that∫
F
∑
γ∈Γ
γ =1
χ˜A(z)k
(
σ(z, γ z)
)
vol(z)−
∫
F
∑
γ
parabolic
χ˜A(z)k
(
σ(z, γ z)
)
vol(z)
−→
∑
γ∈B
τ(γ0)g(τ (γ ))
eτ(γ )/2 − e−τ(γ )/2 , A−→ 0, (A.3)
where γ0 denotes the unique primitive element of Γ such that γ = γ n0 holds for some positive n,
and τ(γ ) is the hyperbolic translation of γ . The domain F of integration is a suitable fundamental
domain for Γ and σ(z1, z2) = 4 sinh2(d(z1, z2)/2). The infinite series on the right-hand side
converges since
#
{
γ ∈ B | eτ(γ )  x}= O(x), x → ∞,
and g satisfies g(u)Ce−(1/2+ρ)|u| by Lemma A.1.
The positivity condition on k may be dropped in Eq. (A.3) by Lebesgue’s theorem on domi-
nated convergence. Moreover [5, pp. 198, 311],
lim
A→0
(∑
i
∫
Z−i
χAK¯ vol+
∫
F
∑
γ
parabolic
χ˜A(z)k
(
σ(z, γ z)
)
vol(z)
)
= 0. (A.4)
The primitive elements γ0 ∈ B correspond bijectively to the primitive closed geodesics of Y , so
the sum of (A.3) and (A.4) yields the claim.
References
[1] J. Elstrodt, Die Resolvente zum Eigenwertproblem der automorphen Formen in der hyperbolischen Ebene. I, Math.
Ann. 203 (1973) 295–330.
160 M. Schulze / Journal of Functional Analysis 236 (2006) 120–160[2] A. Erdélyi, W. Magnus, F. Oberhettinger, F.G. Tricomi, Higher Transcendental Functions, vol. I, Krieger, Mel-
bourne, FL, 1981 (based on notes left by H. Bateman, with a preface by M. Rees, with a foreword by E.C. Watson,
reprint of the 1953 original).
[3] L. Guillopé, Fonctions zêta de Selberg et surfaces de géométrie finie, in: Zeta Functions in Geometry, Tokyo, 1990,
Kinokuniya, Tokyo, 1992, pp. 33–70.
[4] D.A. Hejhal, The Selberg Trace Formula for PSL(2,R), vol. 1, Lecture Notes in Math., vol. 548, Springer-Verlag,
Berlin, 1976.
[5] D.A. Hejhal, The Selberg Trace Formula for PSL(2,R), vol. 2, Lecture Notes in Math., vol. 1001, Springer-Verlag,
Berlin, 1983.
[6] D.A. Hejhal, Regular b-groups, degenerating Riemann surfaces, and spectral theory, Mem. Amer. Math.
Soc. 88 (437) (1990) 138 pp.
[7] L. Hörmander, The Analysis of Linear Partial Differential Operators. III. Pseudodifferential Operators, Grundlehren
Math. Wiss., vol. 274, Springer-Verlag, Berlin, 1985.
[8] L. Ji, The asymptotic behavior of Green’s functions for degenerating hyperbolic surfaces, Math. Z. 212 (3) (1993)
375–394.
[9] T. Kubota, Elementary Theory of Eisenstein Series, Kodansha, Tokyo, 1973.
[10] P.D. Lax, R.S. Phillips, Scattering Theory for Automorphic Functions, Ann. of Math. Stud., vol. 87, Princeton Univ.
Press, Princeton, NJ, 1976.
[11] M. Reed, B. Simon, Methods of Modern Mathematical Physics. II. Fourier Analysis, Self-Adjointness, Academic
Press, New York, 1975.
[12] M. Reed, B. Simon, Methods of Modern Mathematical Physics. IV. Analysis of Operators, Academic Press, New
York, 1978.
[13] A. Selberg, Harmonic analysis and discontinuous groups in weakly symmetric Riemannian spaces with applications
to Dirichlet series, J. Indian Math. Soc. (N.S.) 20 (1956) 47–87.
[14] A.B. Venkov, Spectral Theory of Automorphic Functions and its Applications, Math. Appl., vol. 51, Kluwer Acad-
emic Publ., Dordrecht, 1990 (translated from Russian by N.B. Lebedinskaya).
[15] S.A. Wolpert, Asymptotics of the spectrum and the Selberg zeta function on the space of Riemann surfaces, Comm.
Math. Phys. 112 (2) (1987) 283–315.
