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The	 analysis	 discussed	 in	 this	 paper	 is	 based	 on	 a	well‐known	NP‐complete	 problem	
which	 is	 called	 “satisfiability	 problem	 or	 SAT”.	 From	 SAT	 a	 new	 NP‐complete	 problem	 is	
derived,	which	 is	 described	 by	 a	 Boolean	 function	 called	 “core	 function”.	 In	 this	 paper	 it	 is	
proved	 that	 the	 cost	 of	 the	 minimal	 implementation	 of	 core	 function	 increases	 with	 n	




modern	 computational	 complexity	 theory	which	will	 be	made	 reference	 to,	 is	 presented	 in	
this	section.		
P	denotes	the	class	of	all	the	decision	problems	which	can	be	solved	in	polynomial	time.	








time	 algorithm	 for	 just	 one	NP‐complete	 problem,	 then	we	 can	 construct	 polynomial	 time	
algorithms	 for	 all	 the	 problems	 in	NP	 and,	 conversely,	 if	 any	 single	NP‐complete	 problem	
does	not	have	a	polynomial	time	algorithm,	than	no	NP‐complete	problem	has	a	polynomial	
time	solution.	
The	 analysis	 discussed	 in	 this	 paper	 will	 be	 based	 on	 a	 well‐known	 NP‐complete	
problem	which	is	called	“satisfiability	problem	or	SAT”.	
Given	 a	 Boolean	 expression	 containing	 only	 the	 names	 of	 a	 set	 of	 variables	 (some	 of	
which	may	be	complemented),	the	operators	AND,	OR	and	NOT,	and	parentheses,	is	there	an	




































nijk	denotes	 the	k‐th	 component	of	 the	binary	code	<nij1	nij2	…	nijm>	 representing	 the	
name	of	variable	xij	;		









The	 properties	 of	 Turing	machines	 processing	 the	 bit	 string	 described	 by	 (2)	 will	 be	
analyzed	 in	 this	 paper	with	 reference	 to	 a	 family	 {Cn}	 of	 Boolean	 circuits,	 where	Cn	 has	n	
binary	inputs	and	produces	the	same	binary	output	as	the	corresponding	Turing	machine.	
The	 equivalence	 between	 a	 deterministic	 Turing	machine	M	 processing	 some	 input	x	
belonging	to	{0,1}n	and	an	n‐input	Boolean	circuit	Cn	is	well	known.	It	is	also	known	that	the	




















































of	 variable	 j	 of	 triplet	 i,	 and	 the	 sign	 shk	 and	 the	 name	<nhk1	nhk2	…nhkm>	of	 variable	k	 of	
triplet	h.	The	output	of	 the	same	cell	c(i,j;h,k)	will	be	TRUE	when,	and	only	when,	 the	 two	
variables	are	compatible	between	themselves.	
	
	 	 	 TRUE	⇔	xij	is	compatible	with	xhk	
c(i,j;h,k)=	














The	 core	 layer	 processes	 only	 the	 9∙t∙(t‐1)/2	 compatibility	 variables	 c(i,j;h,k)	 and	
produces	the	global	result	of	computation.	










































It	 is	 easy	 to	 prove	 that	 there	 is	 an	 assignment	 of	 value	TRUE	 or	 FALSE	 to	 variables	























Let	Imin	be	one	of	 the	minimum	cost	 implementations	of	 the	 isotonic	Boolean	 function	
f(x1,	x2,...,xt),	the	cost	being	defined	as	the	total	number	of	AND,	OR	or	NOT	gates.	Let	Cmin	be	
the	cost	of	Imin.	
There	 exists	 always	an	 implementation	 J	 of	 f	 containing	only	AND	and	OR	gates	 such	
that		
	 cost	(J)	<=	2∙Cmin	+	t	 	
In	order	 to	prove	 this	 theorem,	 let	us	divide	 the	gates	of	 implementation	 Imin	of	 f	 into	
different	levels.	































































































At	 level	0,	 before	 the	 gates	 of	Fig.	6,	 t	NOT	 gates	might	be	necessary	 to	 generate	 the	
complemented	 input	 variables	 !xi.	 Therefore,	 t	 has	 been	 added	 in	 the	 statement	 of	 the	
theorem.	







Any	 product	 (6)	 is	 a	 prime	 implicant	 of	 core	 function	 (that	 is,	 a	 product	 of	
compatibilities	(“PoC”)	which	implies	core	function	and	no	other	term	of	it).		
4.3. PROPERTY	3	
Since	 the	 different	 selections	 of	 each	 of	 variables	 (5)	 are	 3,	 the	 number	 of	 prime	
implicants	of	the	core	function	is	equal	to	3t	.	Each	of	these	prime	implicants	is	essential	(that	









































For	 example,	 the	 pair	 {c(1,1;2,1),	 c(1,2;3,1)}	 is	 a	 spurious	 pair	 since	 the	 triplet	1	 is	
associated	to	two	different	indexes	of	variables	(1	and	2).	
5.2. DEFINITION	OF	SPURIOUS	PRODUCTS	OF	COMPATIBILITIES	







A	PoC	 containing	 one	 or	more	 complemented	 variables	will	 be	 defined	 as	 an	 impure	
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A	spurious	PoC	 in	which	all	 the	 indexes	of	 triplet	appear	at	 least	once	will	be	called	a	










A	 term	T	of	 core	 function,	 that	 is,	 an	 implicant	 of	 core	 function	 (a	 product	 of	 literals	
implying	 core	 function),	 contains	 all	 the	 uncomplemented	 literals	 of	 a	 prime	 implicant.	





























uniquely.	 In	 the	 example	 relative	 to	 CF(3)	 above	 described,	 three	 prime	 implicants	
correspond	 to	R	=	c(2,1;3,1),	 as	 shown	by	(12),	 since	a	single	 index	of	 triplet	 is	missing	 in	






Finally,	 the	 following	 property	 can	 be	 proved.	 The	 proof	 is	 not	 too	 difficult	 and	 it	 is	
omitted	for	the	sake	of	brevity.	
5.11. PROPERTY	6	









































If	 NMT(F)	 denotes	 the	 number	 of	 minterms	 of	 Boolean	 function	 F	 ,	 the	 number	 of	
minterms	of	Ij∗X	contained	in	ECF(n,Ij	)	is		
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according	 to	 an	 exponential	 law,	 also	 the	 cost	 of	 this	 implementation	 would	 increase	




Besides,	 reference	will	 be	made	 to	 the	 following	 definitions.	 The	merit	 of	 a	 (possibly,	
impure	or	spurious)	prime	implicant	Pi	of	CF(n)	will	be	defined	as	the	number	of	minterms	of	
ECF(n)	 that	Pi	 covers	and	 the	merit	of	a	PCA	will	be	defined	as	 the	number	of	minterms	of	
ECF(n)	that	this	PCA	covers.	
We	 shall	 discuss	 the	 properties	 of	 the	PCA	which	 contains	 the	 maximum	 number	 of	
minterms	of	ECF(n).	It	will	be	called	PCAMAX.	






























spurious	 or	 impure	 variables).	 Otherwise,	 the	 considered	 solution	 would	 not	 be	 a	 correct	
implementation	of	CF(n).	
	Fig.	9	shows	the	symbols	which	will	be	used	in	the	following	analysis.	
An	 arc	 connecting	 node	Pi	with	 node	Qj	denotes	 that	 the	 product	Pi∗Qj	 is	 a	 (possibly	
impure	or	spurious)	implicant	of	CF(t).	For	example,	this	is	the	case	of	arcs	P1	–	Q1,	P1	–	Q2,	P2	
–	Q1,	P2	–	Q2	in	Fig.	9.	The	labels	of	the	arcs	I0,	I1,	I2,	I3,	I0’	(perhaps,	the	same	as	I0),	I1’	are	the	
names	 of	 the	 prime	 implicants	 represented	 by	 those	 arcs.	 A	 missing	 arc	 denotes	 that	 the	
corresponding	product	is	equal	to	0;	thus,	for	example,	P1∗Q3	=	0	or	P4∗Q3	=	0.	





































I(Q5)≠	 I(P5).	 Since	 the	 produced	 prime	 implicant	 I5	 coincides	with	 I(Q5),	 the	 arc	 has	 been	
oriented	from	Q5	which	is	considered	as	the	origin	of	the	arc.	
 
- - - - - - - - - 
 











Assume	 that	 the	 number	 of	 origins	 labeled	 as	Qj	 is	 larger	 than	 the	 number	 of	 origins	
labeled	as	Pi.	In	this	case,	of	course,	the	number	of	Qj	origins	increases	with	n	as	3n.	The	case	



















2	 of	 triplet	 1)	 appears	 in	 Q12,	 then	 Q11	 contains	 all	 the	 compatibilities	 involving	 <1,1>.	















of	 subsystem	 (25)	 of	 CF(3),	 assume	 that	Q11	 does	 not	 contain	 c(1,1;3,1).	 In	 that	 case,	P1	





















Therefore,	 the	 total	 merit	 of	 the	 considered	 subsystem	 will	 be	 reduced	 of	
(1/3)∙1+(2/3)∙(1/2)=2/3		
Then	 assume	 that	 both	 the	 compatibilities	 c(1,1;4,1)	 and	 c(1,1;5,1)	 are	 cancelled	 in	
some	of	Q1k’s	and	P1	is	multiplied	by	c(1,1;4,1)∗c(1,1;5,1).	














Very	 few	 not	 complete	Qij’s	 would	 reduce	 the	 merit	 of	 the	 considered	 subsystem	 to	






































The	product	Pi∗R1∗S2	does	not	 imply	Pi∗Q1	 since	c(3,1;4,1)	 is	missing	and	 it	does	not	











can	 generate	 the	 reduction	 of	 the	 number	 of	marks	 by	k‐1,	but	 it	 requires	 at	 least	k	
gates,	the	OR	gates	of	Fig.	8.		









However,	 in	 this	 case,	 the	merits	 of	P’i∗R1∗S1	 and	P’i∗R2∗S2	 (as	well	 as	 the	merits	 of	
many	other	implicants)	are	reduced	to	the	half	of	NMT1(n).	
Also	 in	 this	 case	 one	 gate	 makes	 it	 possible	 to	 reduce	 the	 merit	 of	 the	 considered	
subsystem	of	one	unit	NMT1(n).	
The	 product	 F1∗F2∗…∗Fk	 may	 produce	 other	 marks	 in	 addition	 to	 those	 generated	
inherently	by	the	product	F1∗F2∗…∗Fk.	Indeed,	one	or	more	marks	of	CF(n)	can	be	implicants	
of	some	Fj	.	





























































































































































































































Pi∗Qjk	with	 i<>j.	 These	 considerations	 prove	 a	 quickly	 decreasing	 value	 of	 the	whole	
merit	of	the	considered	PCA.		
In	order	to	discuss	this	problem	in	more	general	terms,	consider	the	case	of	Pi,	Pj	and	Qik	













Such	 an	 operation	 implies	 a	 reduction	 of	 the	 merit	 of	 Pi∗Qik	 to	 the	 extent	 of		
1/2(n‐m)	=	1/8	where	m=	mi=mj=3.	
In	this	example	only	one	of	variables	of	Pi	(variable	3,1)	is	different	from	a	variable	of	Pj	

























The	 number	 of	 subsystems	 <Pi,∑ikQik>	 of	 PCAMAX	 cannot	 increase	 according	 an	
exponential	law.		
A	formal	proof	of	the	above	analyzed	property	can	be	developed	as	follows.	
Let	 NS	 be	 the	 number	 of	 subsystems	 generated	 by	 selecting	 a	 number	 of	 Pi’s	 and	
associated	Qij’s.	
Let	 NC	 be	 the	 number	 of	 correction	 PoC’s,	 that	 is,	 sequences	 of	 variables	 of	 CF(n)	
containing	at	least	one	complemented	variable	necessary	in	order	that	Pi∗Qjk	is	equal	to	0	 if		
i	≠	j	 .	It	is	apparent	that	any	subsystem,	with	a	single	exception,	must	be	characterized	by	at	















































































3. S.A.Cook:	 The	 complexity	 of	 theorem	 proving	 procedures,	 in:	 Proc.	 3rd	 Annual	 ACM	
Symp.	on	Theory	of	Computing,	(1971),	pp.	151‐158.	ACM	Press.		
4. R.M.Karp:	 Reducibility	 Among	 Combinatorial	 Problems,	 Complexity	 of	 Computer	
Computations,	pp.	85‐103,	Plenum	Press,	(1972).		
5. L.Levin:	 Universal	 Search	 Problems	 (in	 Russian),	 Problemy	 Peredachi	 Informatsii	 (=	
Problems	 of	 Information	 Transmission),	 9(3),	 pp.265‐266,	 (1973).		
A	 partial	 English	 translation	 in:	 B.A.Trakhtenbrot:	 A	 Survey	 of	 Russian	Approaches	 to	
Perebor	(Brute‐force	Search)	Algorithms.	Annals	of	the	History	of	Computing	6(4):384‐
400,	1984.		
6. T.Baker,	 J.Gill,	 and	 R.Solovay:	 Relativizations	 of	 the	 P	 =?	 NP	 question,	 SIAM	 J.	 of	
Computing,	Vol.4,	(1975),	pp.431‐442.		





























21. Fortnow,	L.	 and	Homer,	 S.	A	 short	history	of	 computational	 complexity.	Bulletin	of	 the	
European	Association	for	Theoretical	Computer	Science	80,	(June	2003).		









25. Subhash	 Khot	 ,	 Guy	 Kindler	 ,	 Elchanan	 Mossel	 ,	 Ryan	 O’Donnell,	 Optimal	
Inapproximability	 Results	 for	MAX‐CUT	 and	 Other	 2‐Variable	 CSPs?,	 SIAM	 Journal	 on	
Computing,	v.37	n.1,	p.319‐357,	April	2007	
26. A.R.	Meo:	 “Some	 theorems	 concerning	 the	 core	 function”	 in	 “Concurrency,	Graphs	and	
Models”,	Springer	–	Verlag	Berlin	Heidelberg	2008.	
27. Conitzer,	V.	and	Sandholm,	T.	New	complexity	results	about	Nash	equilibria.	Games	and	
Economic	Behavior	63,	2	(July	2008),	621‐‐641.		
28. Sanjeev	Arora,	Boaz	Barak,	Computational	Complexity:	A	Modern	Approach,	Cambridge	
University	Press,	New	York,	NY,	2009		
29. A.R.Meo,	On	the	minimal	implementation	of	a	monotonic	Boolean	function,	to	appear.	
30. A.R.Meo,	A	new	NP‐complete	problem,	to	appear.	
31. A.R.Meo,	Some	properties	of	core	functions	and	external	core	functions,	to	appear.	
	
	
