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ABSTRACT
Background:A consistent body of research and practice have iden-
tified that technical debt provides valuable and actionable insight
into the design and implementation deficiencies of complex soft-
ware systems. Existing software tools enable characterizing and
measuring the amount of technical debt at selective granularity lev-
els; by providing a computational model, they enable stakeholders
to measure and ultimately control this phenomenon. Aims: In this
paper we aim to study the evolution and characteristics of technical
debt in open-source software. For this, we carry out a longitudi-
nal study that covers the entire development history of several
complex applications. The goal is to improve our understanding
of how the amount and composition of technical debt changes in
evolving software. We also study how new technical debt is in-
troduced in software, as well as identify how developers handle
its accumulation over the long term.Method:We carried out our
evaluation using three complex, open-source Java applications. All
110 released versions, covering more than 10 years of development
history for each application were analyzed using SonarQube. We
studied how the amount, composition and history of technical
debt changed during development, compared our results across
the studied applications and present our most important findings.
Results: For each application, we identified key versions during
which large amounts of technical debt were added, removed or both.
This had significantly more impact when compared to the lines of
code or class count increases that generally occurred during devel-
opment. However, within each version, we found high correlation
between file lines of code and technical debt. We observed that the
Pareto principle was satisfied for the studied applications, as 20% of
issue types generated around 80% of total technical debt. Interest-
ingly, there was a large degree of overlap between the issues that
generated most of the debt across the studied applications. Conclu-
sions: Early application versions showed greater fluctuation in the
amount of existing technical debt. We found application size to be
an unreliable predictor for the quantity of technical debt. Most debt
was introduced in applications as part of milestone releases that
expanded their feature set; likewise, we identified releases where
extensive refactoring significantly reduced the level of debt. We
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also discovered that technical debt issues persist for a long time
in source code, and their removal did not appear to be prioritized
according to type or severity.
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1 INTRODUCTION
Technical debt (TD) was introduced as a metaphor initially bor-
rowed from the financial sector to express the debt that is accumu-
lated when development of new features is prioritized over fixing
known issues. The problem was first defined by Cunningham in
1992, who stated that a "little debt speeds development so long as
it is paid back promptly with a rewrite" [31]. According to Fowler
[18], technical debt represents deficiencies in the internal quality
of software that make modifying and developing the system more
difficult.
Similar to the financial one, technical debt has both a princi-
pal and an interest. The effort required to repay the original debt
represents the principal, while the interest is the additional effort
required to modify or extend the system caused by the presence
of the principal. In this regard, as initially reported in [31], long-
running debt incurs significant interest, which can overtake the
principal and slow development to a crawl. Existing taxonomies
categorize it into architectural, testing, source code as well as others
manifestations of debt [16]. Technical debt of all types can usually
be addressed through refactoring. However, since the presence of
debt is in many cases not directly noticed by end-users, time and
budgetary pressures cause debt management to be postponed, as
confirmed by several authors [14, 17, 19].
While the research and practitioner communities have both ad-
dressed technical debt within the last decade, there still remain
open issues. One of them regards the different perception that re-
searchers, practitioners and management have on its importance
and evaluation. This results in decisions relevant to debt manage-
ment being informal and ad-hoc [12], with in many cases action
ar
X
iv
:2
00
7.
13
42
2v
1 
 [c
s.S
E]
  2
7 J
ul 
20
20
ESEM ’20, October 8–9, 2020, Bari, Italy Arthur-Jozsef Molnar and Simona Motogna
Table 1: Rule severity according to SonarQube documentation ([28])
Severity Impact Likelihood Description
Blocker " " High probability to impact the behavior of the application, such as a memoryleak or unclosed JDBC connection. Code must be immediately fixed.
Critical " $ Either a bug with a low probability to impact the behavior of the application ora security flaw such as an empty catch block or SQL injection.
Major $ " Quality flaw which can highly impact developer productivity, such as an un-covered piece of code, duplicated blocks or unused parameters.
Minor $ $ Quality flaw which can slightly impact developer productivity, such as linesthat are too long, or "switch" statements with fewer than 3 cases.
Info $ $ Findings that are not bugs or quality flaws, such as TODO’s in code.
taken only when development is severely impacted [19]. This is
compounded by the lack of a unified perspective regarding techni-
cal debt types, causes and impacts. While existing tools integrate
the required components to measure technical debt, in many cases
there are differences between reported results [9, 11]. Also, debt
created early during the development cycle compounds interest
and is more difficult to deal with, as evidenced by both earlier and
recent research [10, 31].
While literature covers both cross-sectional [1, 12, 30] as well as
longitudinal approaches [19, 21, 24], most of the existing studies
do not cover the entire lifespan of the target applications. Further-
more, they do not include a fine-grained analysis of debt location,
distribution and lifespan. Our study is aimed at filling this gap,
while providing all the required steps to replicate our results or
further extend them. We employ the SonarQube platform that is
widely used in both research and industry and cover the full devel-
opment history of three complex, popular open-source applications.
The main contributions of our approach consist in (i) providing a
long-term view on the evolution of technical debt in complex, open-
source applications; (ii) studying technical debt composition and
lifespan; (iii) studying the relation between application maturity
and the presence of technical debt and (iv) identifying trends that
are common between, or particular to the studied applications.
2 PRELIMINARIES
2.1 Technical debt
From the software development point of view, technical debt repre-
sents an indicator that delivery time was prioritized over internal
code quality [18]. From a project management perspective, it is
an indicator of otherwise hidden technical quality issues, which
might realize their impact only later during development or main-
tenance. Since its importance was understood by researchers and
practitioners alike, several tools were created to assist developers
and other stakeholders to measure and control it. These include the
SonarQube platform, Squore1, Kiuwan2 or Ndepend3. Our study
is built around the SonarQube platform described in the following
section.
1https://www.vector.com/int/en/products/products-a-z/software/squore/
2https://www.kiuwan.com/
3www.ndepend.com
Each tool is built around a quality model that measures technical
debt. SonarQube, Squore and NDepend use the SQALE [15] model,
while Kiuwan uses the Checking Quality Model, which takes into
consideration an evaluation of maintainability, reliability, porta-
bility, efficiency, and security. Other well-known models include
QMOOD, Quamoco and Columbus, which were examined in existing
literature [9, 11]. Usually, software tools employ static code analysis
in order to collect data about several metrics and code coverage that
are verified against a set of rules. Evaluations are made according
to the quality models to determine whether rules are satisfied, and
determine the impact and cost of rule violations.
2.2 SonarQube model
SonarQube is used to monitor source code quality and security. Its
community edition is free and open source. It includes the required
plugins to provide analysis for 15 languages including Java, Python,
C#, XML and HTML. Supporting new languages is possible by
creating plug-ins, an example of which is the open-source plugin
for C++4. Plugins add rule definitions for source code checked
during analysis. When a rule is broken, a source code issue which
derives its characteristics from the rule is created.
Issue characteristics important in our evaluation are the type,
severity and effort required to fix. Type is one of code smell (main-
tainability domain), bug (reliability domain) or vulnerability (secu-
rity domain)5.
Severity is assigned according to the risk estimation procedure
illustrated in Table 1. Issues are also assigned one or more tags
inherited from the rules that raised them. Rules also provide an es-
timation function for calculating the time required to fix generated
issues. These usually provide either a constant time per issue, or
a function with linear offset. For instance, rule java:S3776 states
that "Cognitive Complexity of methods should not be too high". It
generates code smells of critical severity with a linear time to fix,
consisting of a constant 5 minute time per issue, plus 1 minute for
each additional complexity point over an established threshold.
As part of the analysis, SonarQube calculates the target system’s
technical debt, which is the estimated time required to fix all de-
tected issues. SonarQube also computes the technical debt ratio
4https://github.com/SonarOpenCommunity/sonar-cxx
5https://docs.sonarqube.org/latest/user-guide/rules/
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TDR = TDDevT ime . DevTime is the estimated time required to de-
velop the system, with 1 line of code (LOC) estimated to cost 30
minutes of development. The TDR is then classified on a SQALE
rating between A (best, TDR < 5%) and E (worst, TDR ≥ 50%).
This provides a high-level, evidence-backed view of the system’s
internal quality.
Our evaluation employed SonarQube 8.2, which includes an
updated version of the Java code analyzer, enhancing semantic rule
resolution. Code is compiled using the Eclipse Java compiler and
analysis is based on checking compliance with over 550 source code
rules.
3 RELATEDWORK
A survey of publications between the first mention of technical debt
(1992, [31]) and 2013 [16] showed the field attracted contributions
equally from academia (43%), industry (40%), or in collaboration
(17%). An approach to estimate technical debt [25] based on repair
and maintenance effort was included in the SIG quality model [27].
The estimation was based on data collected from 44 systems and
intended to assist managers in analysing returns on investment.
Another industrial study [14] focused on identifying the sources
and impact of debt using a small focus group. Interviews conducted
with experienced professionals concluded that technical debt was
in many cases not properly used in decision making. A case study
[9] involving 10 releases of 10 open source systems used correlation
and regression analysis to confirm the impact of technical debt on
maintainability, but for other software quality factors, the influence
remained dependant on estimation technique.
Researchers also carried out comparative evaluations for well-
known quality models. Authors of [11] noted the existence of in-
consistencies between SQALE and Quamoco, as the two models
remained in agreement only for software with A-grade quality.
When applied on systems having lower maintainability, reliability
or security ratings, evaluations diverged. Authors of [29] compared
the SIG quality model [27] against the maintainability index [32]
and SQALE for technical debt identification in a case study using
17 large-scale, open-source Python libraries. Results showed differ-
ences between the debt calculated according to the models, with
more similarity reported between the maintainability index and
the SIG model. Longitudinal evaluation showed most of the major
software releases increased the level of technical debt; generally,
later software versions accumulated more technical debt across all
studied methods. Authors of [9] carried out an empirical evalua-
tion showing discrepancies between technical debt estimation and
software quality according to QMOOD.
In [1], authors carried out an empirical analysis on 91 Apache
Java systems from several domains including big data, database,
network server and web frameworks. A positive relation was iden-
tified between the number of commits, system size and technical
debt within the same software domain. Authors noted higher debt
density in smaller-sized systems, as well as differences between sys-
tems that belonged to different software domains. In [19], authors
evaluated the technical debt specific to system architecture within
5 large companies. They identified its most prevalent causes, includ-
ing uncertainty in early version use cases and continued focus on
feature delivery over architecture. Complete, partial and no refac-
toring were examined as possible strategies to handle architectural
technical debt. Complete refactoring was not practical within the
confines of the study due to frequently changing requirements and
pressure to deliver expected features. Conversely, ignoring techni-
cal debt lead to frequent crises, where development of new features
slowed down or was halted until debt was addressed. Based on
study data and interviews, authors concluded that partial refactor-
ing provided the best balance between the involved trade-offs. The
relation between reported defects and reliability issues reported by
SonarQube were examined in a longitudinal case study that covered
the evolution of 21 open-source software systems in the span of
39,500 commits [13]. Several machine learning methods were used
to determine the most fault-prone SonarQube violations using 4,500
defects that were mapped to commits. The study showed only 26 of
the 200+ SonarQube Java rules were related with the introduction
of software defects. Authors concluded that SonarQube reliability
issues did not directly generate software defects, and that further
work was required to translate SonarQube issue characterization
to bug reports for production software.
A longitudinal case study focused on identifying and paying
architectural debt was detailed in [24]. Focusing on a healthcare
communications product, its commit history was employed to iden-
tify the existence of structural problems that motivated further
architectural analysis. Issues such as groups of strongly connected
components, violations of modular design and improper use of in-
heritance were used as markers of architectural debt. The software
was evaluated for 6 months before and 6 months after a major ar-
chitectural refactoring. Results showed that successfully addressing
architectural debt improved the time required to resolve issues by
72% and nearly doubled the number of defects resolved per month.
Existing literature also covers the long-term effects of technical
debt accumulation. Authors of [5] reported the results from a lon-
gitudinal study covering 10 months, during which 43 developers
supplied more then 470 reports. Results showed developers wasted
23% of their time handing technical debt, as well as being forced
to knowingly add new debt due to time pressure and existing debt.
Most time was wasted on additional testing, source code analysis
and required refactoring. Ghanbari et al. [7] explored the psycho-
logical effect of technical debt on developers through interview
and survey. They showed developers were familiar with technical
debt and were not comfortable with taking on more of it, as the
expectation of additional work in the future lowered their motiva-
tion. Respondents showed more interest in repaying debt, which
was seen as "an interesting activity, which motivates them as well as
enables them to constantly increase the quality of software artefacts
and feel confident" [7]. Developers reported cases where fixing debt
was dangerous due to the possibility of introducing faults in an
otherwise working system. While developers were not criticized
for introducing additional debt, they felt that companies also did
not reward timely debt management sufficiently.
As most of the studies are empirical, more evidence needs to be
reported in order to improve our understanding of technical debt
issues. The results presented in this study are differentiated from
related work through the coverage of the complete development
history, and the analysis of the composition and lifespan of technical
debt for several target applications.
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Table 2: Details for earliest and latest application versions in our study
Application Version Release Date LOC Open Issues (SQALE rating) Technical DebtBugs Vulnerabilities Code Smells (work days)
FreeMind 0.0.3 July 9, 2000 2,770 1 E 10 B 185 A 5
1.1.0Beta2 Feb 5, 2016 43,269 76 208 E 3,386 86
jEdit 2.3pre2 Jan 29, 2000 22,311 48 E 59 B 1,177 A 43
5.5.0 April 9, 2018 96,195 145 253 E 9,249 211
TuxGuitar 0.1pre June 18, 2006 8,960 34 E 88 E 868 A 111.5.3 Dec 10, 2019 105,113 163 286 3,758 77
4 CASE STUDY
4.1 Research Objective
We structured our evaluation according to the best practices detailed
by Runeson and HÃűst [26]. The main objective of our paper stated
using the goal-question-metric [6] is to "investigate the presence,
characteristics and long-term evolution of source code technical debt
in open-source software". We operationalize our objective in the
form of the following research questions:
RQ1:When and where is technical debt introduced in source code?
Time and budget constraints have been identified as some of the
root causes for technical debt [14]. Empirical studies have also
shown architectural changes and refactoring efforts to influence
technical debt more than software size [19, 20]. The objective is to
improve our understanding of how and where debt is introduced
in application source code. When considering software defects,
we find the Pareto principle applicable in many cases. A recent
empirical study [30] demonstrated that a small number of files were
accountable for most of the defects in large systems. We investigate
whether a similar relation can be identified for technical debt.
RQ2:What is the composition of source code technical debt? We
aim to improve our understanding of how maintainability, relia-
bility and security issues are represented in overall technical debt.
Furthermore, we are interested in providing a finer-grained charac-
terization by breaking technical debt down by severity, which can
assist practitioners in prioritizing the allocation of resources to ad-
dress critical issues. Finally, we drill down to SonarQube rule level
in order to examine how each rule contributes to overall technical
debt, verify whether the Pareto principle applies and if affirmative,
attempt a formal characterization.
RQ3: How does technical debt evolve over the long term? We iden-
tify software versions that are key for debt management, as previous
research showed that versions exist where many issues are intro-
duced or resolved [20, 21]. In addition, research has confirmed that
early versions are prone to software changes that impact main-
tainability and security. We examine whether such trends can be
identified for technical debt in our target applications, and we
compare how debt type, severity and composition evolve over the
long-term. In addition, we aim to report on issue lifespan and study
whether developers prioritize fixing issues based on type, severity
or associated tags.
4.2 Target Applications
Previous research [1] has shown that target software domain influ-
ences technical debt characteristics. To ensure data triangulation
[26] and enable cross-application analysis for RQ2 and RQ3, we re-
strict our case study to GUI-driven applications on the Java platform.
We acknowledge that empirical research showed open-source de-
velopment to be the subject of hiatuses [3]. In addition, large-scale
cross-sectional analyses illustrated that in many cases, repository
source code was incomplete, or produced compilation or run-time
errors [4]. We minimized these risks by focusing our search on ma-
ture applications having a fully documented development history
and a well established user base. This allowed us to study the evolu-
tion of technical debt both in early versions, which existing research
has shown to be more unstable [4, 20], as well as including mature
versions, where the assumption is that application architecture is
well established. The main exclusion criteria was the existence of
dependencies on external components such as databases, devices
or an Internet connection, as these were expected to make curating
target applications more difficult without benefiting our study.
The selected target applications are the FreeMind6mindmapping
software, the jEdit 7 text-file editor and the TuxGuitar8 multi-track
tablature manager. Table 2 provides details about application sizes
and quality issues for the earliest and latest version of each applica-
tion in our study. Throughout the paper we employ the developer
assigned version numbers, as the staggered development rhythm
of many open source projects, together with several development
hiatuses lead us to conclude that using moments or duration in
time was inappropriate. For instance, FreeMind 0.9.0Beta17 was
released less than 2 months after version 0.8.1 and is a major update
at both functionality and source code level. In contrast, the duration
separating versions 0.8.0 and 0.8.1, which are very similar is around
2½ years. We acknowledge that a staggered release plan caused
by development taking place on different branches is a possible
explanation, but accounting for this remains beyond our scope.
The FreeMind mind-mapper integrates plugin support and was
the target of previous software engineering research [2]. The ap-
plication has an important user base, with over 577k downloads
over the last year9. As shown in Table 2, its earliest version is the
6http://freemind.sourceforge.net/wiki/index.php/Main_Page
7http://jedit.org
8http://www.tuxguitar.com.ar
9All download data points taken on May 19th2020.
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smallest application in our study. Consistently, we found early Free-
Mind versions less complex when compared to those of jEdit or
TuxGuitar. Figure 1 shows a steady increase in application size and
a large spike in versions 0.8.0 and 0.8.1, after which LOC increases
very slowly.
The jEdit text editor has a consistent user base, exceeding 90k
yearly downloads. It caters to programmers, has an integrated
plugin manager and a large collection of open-source plugins. As
shown in Figure 1, it has a large number of releases, which consis-
tently increased application size. We found all released versions,
including the earliest ones to be feature-rich and stable. jEdit was
also used in testing [2, 33], object-oriented metric [22] and main-
tainability [20] research.
The TuxGuitarmulti-track tablature manager is the third appli-
cation in our study. Its evolution appears similar to jEdit, with each
release increasing the size of its code base, as shown in Figure 1. It
is perhaps the most active of the studied applications, with over
250k downloads recorded during the last year and the most recent
version released in December, 2019.
4.3 Methodology
4.3.1 Data collection. We downloaded the source code for all appli-
cation releases. We handled the case of several releases happening
in the span of a few days by including only the most recent of
them in our study, to keep the number of versions manageable.
This resulted in 38 FreeMind, 45 jEdit and 27 TuxGuitar releases
included in our study. The source code for each of the 110 ver-
sions was imported into an IDE and manually examined. Several
versions packaged library and application code together, such as
the com.microstar.xml parser or the BeanShell interpreter included
in several jEdit releases. This code was compiled separately and
added to the classpath. We also ensured that FreeMind and jEdit
releases did not include plugin code. For TuxGuitar, we found that
key functionalities were implemented using developer-created plu-
gins and decided to include this code in our evaluation. We ran
each included release and manually checked that all functionalities
were working as expected.
4.3.2 SonarQube analysis. All released versions were imported
into a SonarQube instance that was configured to support long-
running projects10. This entailed configuring the server to keep
project history permanently, importing projects in ascending ver-
sion order and setting the new code window to cover the time
span between the previous and current versions. These server-side
changes allowed SonarQube to track the history of each created
issue and to automatically close issues no longer detected in later
versions. This is shown in Figure 1, which illustrates the technical
debt introduced in each version. SonarQube analysis resulted in
54,617 unique issues, estimated to generate 1,316 work-days worth
of technical debt. 37,093 of these issues, worth 916 work-days were
fixed within the analyzed versions.
Data analysis was carried out using purpose-written Python
scripts that use the SonarQube API to extract, aggregate and process
project data. To facilitate replicating or extending our evaluation,
10https://docs.sonarqube.org/latest/analysis/analysis-parameters/
we open-sourced the issue database together with our intermediate
and final results [23].
4.4 Results
We present our most important results, seen through the lens of
the research questions defined in Section 4.1.
4.4.1 RQ1: When and where is technical debt introduced in source
code? We used the SonarQube data recorded for each application
version. In addition, for each version we calculated newly intro-
duced debt, which allowed us to determine key versions, during
which an important part of debt was added or removed. We used the
TDR normalization of technical debt according to software size. We
used statement lines of code11 as the proxy for application size; we
carried out a Spearman test that uncovered very high correlation
(> 0.98) between this metric and the number of application classes
and methods for all three target applications.
Figure 1 illustrates application size in statement lines of code
(KLOC) and the TDR for each version. All technical debt is new
in the first version of each application. As TDR is normalized to
application size, deviation from a horizontal line represents supple-
mental debt that was introduced or eliminated. For each application,
we identified key versions, where large swaths of debt were intro-
duced, eliminated, or both. We discuss these in more detail when
answering RQ3. One observation common to the target applications
is that latter versions, such as FreeMind versions after 0.9.0Beta17
proved more stable debt-wise. They no longer introduced, nor elim-
inated as much debt, and all of them received an A-rating according
to the SQALE model.
As existing research has identified correlation between file size
and defects [30], we carried out a Spearman rank correlation be-
tween technical debt and source file LOC for each studied version.
Results showed very strong correlation for FreeMind (mean = 0.86,
standard deviation σ = 0.07) and jEdit (mean = 0.89, σ = 0.04) and
strong for TuxGuitar (mean = 0.74, σ = 0.09). In all studied ver-
sions, top 20% files according to LOC carried over half the technical
debt. We found only some application versions satisfied Pareto’s
law, so we stopped short of attempting to determine a power law
to describe the relation between technical debt and file size, such
as in [30]. Likewise, the bottom 20% smallest files contained very
little debt, in many cases less than 5% of total. We concluded that
similar to software defects, most technical debt resided in large
files; however this did not provide additional information regarding
severity, composition or lifespan.
4.4.2 RQ2: What is the composition of source code technical debt?
Tables 3 and 4 illustrate the mean distribution of issue type and
severity according to total remediation effort. We found most debt
was reported for the maintainability domain (code smells), while
fixing reliability issues (bugs) would take the least effort. This re-
mained consistent across target applications, as well as across their
history, as shown by the low values of standard deviation. A similar
hierarchy occurred for issue severity, where blocker and critical
issues were in the minority.
11The ncloc SonarQube metric
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Figure 1: Information about studied versions of FreeMind (top), jEdit (middle) and TuxGuitar (bottom). Size information ac-
cording to SonarQube’s ncloc metric uses the scale on the right; each version’s release date is also shown. The hashed area
shows overall TDR (Section 2.2) for each version using light gray, and debt newly added in that version using darker gray
Table 3: Distribution of the effort required to fix issues ac-
cording to type. Reported as mean % values across all appli-
cation versions, together with standard deviation. For exam-
ple, the mean time required to fix all FreeMind vulnerabili-
ties is 4.6% of the effort required to fix all issues.
Type FreeMind jEdit TuxGuitar% (σ ) % (σ ) % (σ )
Bug 2.8 (1.1) 1.4 (0.3) 5.8 (1.9)
Vulnerability 4.6 (1.0) 2.8 (0.6) 9.5 (2.2)
Code smell 92.6 (1.0) 95.8 (0.5) 84.7 (3.5)
We examined the most prevalent issue types according to their
tag12 and rule information, as shown in Tables 5 and 6. The first
observation is that around 80% of reported issues were grouped
under one third of the tags. These are broken down for each applica-
tion in Table 6. We noticed significant overlap, with tags describing
12https://docs.sonarqube.org/latest/user-guide/built-in-rule-tags/
Table 4: Distribution of the effort required to fix issues ac-
cording to severity. Reported as mean % values across all ap-
plication versions, together with standard deviation.
Severity FreeMind jEdit TuxGuitar% (σ ) % (σ ) % (σ )
Blocker 1.2 (0.3) 0.6 (0.1) 2.4 (1.4)
Critical 21.4 (3.8) 11.5 (1.4) 10.6 (2.8)
Major 57.5 (6.1) 74.5 (2.8) 61.8 (1.9)
Minor 19.1 (4.3) 11.8 (2.7) 25.0 (3.3)
security-related issues such as cwe (Common Weakness Enumera-
tion)13 and cert (SEI CERT Coding Standards)14 prominent in all
three applications. We also examined the source of the discrepan-
cies between the applications. For instance, the convention tag was
associated with many FreeMind issues due to variables not follow-
ing the Java naming scheme in older application code. Likewise,
13http://cwe.mitre.org/
14https://wiki.sei.cmu.edu/confluence/display/java
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Table 5: Minimal set of rules generating >50% technical debt effort in each of the three applications. Rules generating critical
issues in bold. Rule ID, tags and description from SonarQube 8.2
Rule ID (SonarQube tags) FreeMind jEdit TuxGuitar Description
S110 (design) 16.8% 34.8% 1.1% Inheritance tree of classes should not be too deep
dupl. (pitfall) 10.8% 1.5% 22.1% Source files should not have any duplicated blocks
S125 (unused) 4.5% 23.1% 1.9% Sections of code should not be commented out
S3776 (brain-overload) 2.8% 4.2% 9.1% Cognitive Complexity of methods should not be too high
S1948 (serialization, cwe) 10.5% 3.9% 0.4% Fields in a "Serializable" class should be transient or serializable
S1149 (performance) 7.1% 4.1% 0.6% Synchronized classes [...] should not be used
S1874 (cert, cwe, obsolete) 4.1% 3.9% 1.7% "@Deprecated" code should not be used
S1181 (bad-practice, cert,
cwe, error-handling) 0.04% 0.8% 7.8% Throwable and Error should not be caught
S1854 (cert, cwe, unused) 1.4% 0.5% 5.3% Unused assignments should be removed
TOTAL 58.04% 76.8% 50%
Table 6: Minimal set of tags that account for >80% technical
debt issues in each of the three applications.
SonarQube tag FreeMind jEdit TuxGuitar
cwe 17.40% 13.47% 19.33%
cert 18.87% 15.09% 14.21%
unused 13.36% 18.67% 13.67%
bad-practice 6.71% 8.32% 8.86%
convention 12.99% 6.03% 1.82%
clumsy 4.30% 3.92% 5.08%
suspicious 2.56% 3.74% 4.61%
obsolete 1.79% 8.15% 0.75%
pitfall 2.04% 2.99% 5.10%
brain-overload 2.52% 3.14% 3.04%
performance 2.19% 4.69% 1.59%
confusing 4.17% 2.21% 1.26%
error-handling 1.13% 1.60% 4.84%
TOTAL 90.01% 92.01% 84.17%
the prevalence of issues marked as obsolete in jEdit was caused by
the existence or use of code previously marked as deprecated.
We also examined the data at rule level to better break down the
composition of debt. For jEdit, we found that 20% of rules covered
>80% of debt, satisfying the Pareto principle. This did not happen
for most versions of FreeMind or TuxGuitar. We illustrate using
Table 5 the smallest common set of 9 rules that generate >50% of
total technical debt in all three applications. We observed rules that
include issues of architectural debt (S110, S1874), complexity (S3776)
and reliability (S1181).
4.4.3 RQ3: How does technical debt evolve over the long term? Fig-
ure 1 illustrates how overall debt evolved over time. It also helps
identify key versions where important changes took place. In the
case of FreeMind, 0.8.0 was a pivotal version that added many new
functionalities, updated the UI and increased application size from
12.5 KLOC to 65.5 KLOC. These changes were accompanied by the
introduction of over 370 days of added technical debt, which low-
ered its SQALE maintainability rating from A to B. Most of this debt
was fixed in version 0.9.0Beta17, which also lowered application
size without sacrificing functionalities. Releases after 0.9.0Beta17
were much more stable, both in terms of application size as well
as regarding technical debt, and retained the A maintainability rat-
ing. Conversely, we found more fluctuation in versions earlier to
0.8.0, where smaller application sizes compounded the weight of
introduced issues in the calculation of the TDR.
jEdit version 4.0pre4 was also interesting to examine, as new
functionalities were associated with increased technical debt. Ver-
sions released after 4.0 illustrated a gradual descent of the debt ratio,
with little new debt being added. This was coupled with a steady
and expected increase in application size, showing that newly added
code was of high quality.
The evolution of TuxGuitar coupled a gradual decrease in tech-
nical debt with a large increase of the code base. We single out
version 1.0rc1 for several aspects. First, it introduced new features
such as the song collection browser and additional plugins. Also,
many code smells were resolved in this version, further lowering
an already excellent TDR. However, newly added source code also
contributed 42 days worth of debt, some of which was fixed in latter
versions.
Figure 1 also uncovers many versions during which technical
debt levels remained stable, so we extended our examination to
study the lifespan of detected issues. As detailed in Section 4.3.2,
SonarQube automatically closes those issues that can no longer
be detected in newer application versions. This is either the result
of refactoring, or a side-effect of other source code level changes.
As these changes occurred between major releases, a commit-level
analysis would be required to correctly characterize them.
We studied issue lifespan in terms of version releases, and not
according to time. This was due to existing research that identified
that work on many open-source projects was riddled with key
person departures and development hiatuses [3]. Figure 1 shows
our target systems were no exception. Figures 2 and 3 show the
proportion of issues fixed per application according to severity
and type, respectively. Most FreeMind issues were fixed within
2 releases, which is skewed by the large spike corresponding to
technical debt added in version 0.8.0 and removed two releases
later. For jEdit and TuxGuitar, we noted a more gentle slope, with
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Figure 2: Number of releases required to fix 80% of technical debt issues according to their severity in FreeMind (left), jEdit
(center) and TuxGuitar (right).
Figure 3: Number of releases required to fix 80% of technical debt issues according to their type in FreeMind (left), jEdit (center)
and TuxGuitar (right).
80% of all detected issues being fixed only after 16 and 9 releases,
respectively. Our data showed that resolving issues did not seem
to be prioritized according to issue type nor severity. Furthermore,
like in our answer for RQ2, we examined the data according to
associated tags. Again, there was no correlation between issue
lifespan and associated tags.
4.5 Threats to Validity
We organized our evaluation according to the best practices defined
in [26]. The major steps we carried out were to define the research
objective, select target applications, collect, process and analyze the
data. Our work includes a publicly-available replication package
[23] that facilitates verifying our results or extending the study.
4.5.1 Internal threats. We automated the data analysis process and
included safeguards and tests in our source code. We externalized
the analysis to spreadsheet software, with all analysis results manu-
ally checked for correctness. We used SonarQube’s web interface to
check and confirm each step of our process. Data in raw, intermedi-
ate and final forms are publicly available [23]. The most important
remaining threat regards the applicability of the SonarQube model.
Research [11, 29] has shown that differences exist in the evalua-
tion of software quality between existing models. Furthermore, in
[13] authors showed that many of the reliability issues reported by
SonarQube did not actually lead to observable faults.
4.5.2 External threats. We consider the selection of target appli-
cations the most important external threat. Selecting applications
similar in type and development platform improves study consis-
tency and enables data triangulation; however, it also produces
results that cannot be easily generalized to other system types.
This is further evidenced in [1], where authors noted the existence
of differences in the characterization of technical debt between
Apache suite applications that belonged to different software do-
mains. Since differences in software tooling, target applications
and study methodology make direct comparison across software
domains impossible, we must caution against extrapolating the
reported results without careful consideration.
Additionally, we expect the observer bias that is introduced by
widespread use of code quality platforms such as SonarSource15 to
change the profile of current and future target applications. Coupled
with the observations from Lenarduzzi et al. [13], this might result in
developers placing more emphasis on achieving good static analysis
ratings in the detriment of fixing defects.
4.5.3 Construct threats. We limited our evaluation to issues de-
tected by the most recent version of SonarQube. Furthermore, we
considered a semantic examination of generated issues, or an inter-
pretation of their importance beyond the scope of the present paper.
While SonarQube does report issue severity and a list of associated
tags, not all issues translate into functionality bugs or an actionable
attack surface. Likewise, there might be important issues that re-
main undetected when limiting the evaluation to static analysis. In
our analysis, we employed technical debt effort represented by the
duration required to fix detected issues. However, there exists the
possibility that the platform over or under-reports these durations,
skewing the results of our analysis.
5 CONCLUSIONS
We employed the SonarQube platform for code quality and security
measurement to evaluate technical debt in three complex open-
source applications. We carried out a longitudinal study in order to
improve our understanding of the characteristics and lifespan of
technical debt over the long term. We use the change in technical
debt data to identify key software versions. We confirm that early
application versions are less stable when compared to their mature
counterparts, as suggested by previous research [20, 22, 31].
15https://www.sonarsource.com/
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We identified versions where significant debt was both intro-
duced as well as removed. One such example is FreeMind version
0.8.0, where theTDR increased by 5.5%. Figure 1 reveals most of this
debt was new, and that part of the debt initially identified in version
0.7.1 was resolved. A similar situation occurred in TuxGuitar 1.0rc1,
which we highlighted to showcase the effects of software refactor-
ing on existing technical debt. Again, Figure 1 revealed the overall
decrease in debt to be the result of opposite actions. On one hand,
refactoring reduced the debt carried from previous versions; on the
other, new debt was also introduced. This illustrates that a detailed
examination is required to identify technical debt variance, and that
limiting analyses to the TDR can be misleading. Next, we carried
out a fine-grained analysis on debt composition. We showed that a
small number of rules accounted for most of the effort required to
reduce technical debt; this leads us to believe that many underlying
issues could be fixed by improvements in the planning and design
phases, as proposed by existing research [14, 19, 31].
Our current goal is to extend the analysis to applications from
other software domains, as well as to include commercial applica-
tions with a traceable development history. We wish to corroborate
source code analysis with developer feedback and improve our
understanding of the rationale behind our findings. Furthermore,
we aim to extend our study in order to include technical lag [8] and
study its relation with technical debt at both a fundamental level
as well as through the lens of open-source software.
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