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Abstract
In this paper we show that e/n is the sharp threshold for the existence of tight Hamilton
cycles in random k-uniform hypergraphs, for all k ≥ 4. When k = 3 we show that 1/n is
an asymptotic threshold. We also determine thresholds for the existence of other types of
Hamilton cycles.
1 Introduction
The threshold for the existence of Hamilton cycles in the random graph Gn,p has been known
for many years, see, e.g., [1], [2] and [5]. There have been many generalizations of these results
over the years and the problem is well understood. It is natural to try to extend these results
to hypergraphs and this has proven to be difficult. The famous Po´sa lemma [6] fails to provide
any comfort and we must seek new tools.
A k-uniform hypergraph is a pair (V, E) where E ⊆ (Vk). In the random k-uniform hypergraph
Hn,p;k of order n each possible k-tuple appears independently with probability p.
Suppose that 1 ≤ ℓ < k. A type ℓ Hamilton cycle C in a k-uniform hypergraph H = (V, E) on
n vertices is a collection of mℓ = n/(k − ℓ) edges of H such that for some cyclic order of [n]
every edge consists of k consecutive vertices and for every pair of consecutive edges Ei−1, Ei in
C (in the natural ordering of the edges) we have |Ei−1∩Ei| = ℓ. Thus, in every Hamilton cycle
of type ℓ the sets Ci = Ei \ Ei−1, i = 1, 2, . . . ,mℓ, are a partition of V into sets of size k − ℓ.
Hence, mℓ = n/(k − ℓ). We thus always assume, when discussing type ℓ Hamilton cycles, that
this necessary condition, (k− ℓ) divides n, is fulfilled. In the literature, when ℓ = k− 1 we have
a tight Hamilton cycle and when ℓ = 1 we have a loose Hamilton cycle.
∗Supported in part by NSF grant CCF0502793.
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A k-uniform hypergraph is said to be ℓ-Hamiltonian when it contains a type ℓ-Hamilton cycle.
In a recent paper the second author proved the following:
Theorem 1 (Frieze [4]) There exists an absolute constant c > 0 such that if p ≥ c(log n)/n2
then
lim
n→∞
4|n
Pr(Hn,p;3 is 1-Hamiltonian) = 1.
In a subsequent paper we (essentially) extended the above theorem to k ≥ 4.
Theorem 2 (Dudek and Frieze [3]) Suppose that k ≥ 3. If p ≥ ω(n)(log n)/nk−1, where ω(n)
is any function that goes to infinity with n, then
lim
n→∞
2(k−1)|n
Pr(Hn,p;k is 1-Hamiltonian) = 1.
Thus (log n)/nk−1 is the asymptotic threshold for the existence of loose Hamilton cycles, at
least for n a multiple of 2(k − 1). This is because if p ≤ (1 − ε)(k − 1)!(log n)/nk−1 and ε > 0
is constant, then whp1 Hn,p;k contains isolated vertices.
Notice that the necessary divisibility requirement for a k-uniform hypergraph to have a loose
Hamilton cycle is (k − 1)|n. In the above two theorems we needed to assume more, namely,
2(k − 1)|n.
As far as we know, when ℓ ≥ 2, prior to this paper, nothing of any significance has been proven
about the existence thresholds.
Theorem 3
(i) For all integers k > ℓ ≥ 2, if p ≤ (1 − ε)ek−ℓ/nk−ℓ where ε is a positive constant, then
whp Hn,p;k is not ℓ-Hamiltonian.
(ii) For all integers k > ℓ ≥ 3, there exists a constant c = c(k) such that if p ≥ c/nk−ℓ and n
is a multiple of (k − ℓ) then Hn,p;k is ℓ-Hamiltonian whp.
(iii) If k > ℓ = 2 and p ≥ ω(n)/nk−2, where ω(n) is any function that goes to infinity with n
and n is a multiple of (k − 2), then Hn,p;k is 2-Hamiltonian whp.
(iv) If k ≥ 4 and p ≥ (1 + ε)e/n, where ε is a positive constant, then whp Hn,p;k is (k − 1)-
Hamiltonian (i.e. it contains a tight Hamilton cycle).
Notice that this theorem concerns precisely those values of k, ℓ not covered by Theorems 1
and 2.
Remark 4 The theorem shows that e/n is a sharp threshold for the existence of a tight
Hamilton cycle in a k-uniform hypergraph, when k ≥ 4. When k = 3 then the above theorem
yields that 1/n is an asymptotic threshold. When k = 2, i.e. for graphs, the sharp threshold is
log n/n and as is well known, the second moment method fails.
1An event En occurs with high probability, or whp for brevity, if limn→∞Pr(En) = 1.
2
Prior to this research, we have tried combinatorial approaches to these questions. For instance
we have tried to find simple combinatorial generalizations of Posa´’s lemma. Surprisingly, all it
takes is the second moment method. The reason being that for ℓ > 1 the number of edges above
the density threshold is significantly larger than n2. So most of weight in the mean square is
taken up by disjoint Hamilton cycles. For ℓ = 1 the second moment method always fails.
2 Proof of Theorem 3
Let ([n], E) be a k-uniform hypergraph. A permutation π of [n] is a type ℓ Hamilton cycle
inducing if
Eπ(i) = {π((i− 1)(k − ℓ) + j) : j ∈ [k]} ∈ E for all i ∈ [n/(k − ℓ)].
(We use the convention π(n + r) = π(r) for r > 0.) Let the term hamperm refer to such a
permutation.
Let X be the random variable that counts the number of hamperms π for Hn,p;k. Every
ℓ Hamilton cycle induces at least one hamperm and so we can concentrate on estimating Pr(X >
0).
Now
E(X) = n!pn/(k−ℓ).
This is because π is a Hamilton cycle inducing of type ℓ if and only if certain n/(k − ℓ) edges
are all in H.
For part (i) we use Stirling’s formula to argue that
E(X) ≤ 3n
(
np1/(k−ℓ)
e
)n
≤ 3n(1− ε)n/(k−ℓ) = o(1).
This verifies part (i).
For part (ii) we define a constant c = 4k!kek. (In order to simplify the presentation we do not
attempt to find the optimal constant.)
The beginning of the proof is the same for both part (ii) and (iii). We write
E(X) ≥
(
np1/(k−ℓ)
e
)n
≥ cn/(k−ℓ)e−n (1)
which goes to infinity together with n.
Fix a hamperm π. Let H(π) = (Eπ(1), Eπ(2), . . . , Eπ(mℓ)) be the Hamilton cycle induced by
π. Then let N(b, a) be the number of permutations π′ such that |E(H(π)) ∩ E(H(π′))| = b
and E(H(π)) ∩ E(H(π′)) consists of a edge disjoint paths. Here a path is a sub-sequence
F1, F2, . . . , Fq of the edges of H(π) such that Fi ∩Fi+1 6= ∅ for 1 ≤ i < q. The set
⋃q
j=1 Fj may
contain other edges of H(π).
3
Note that
E(X2)
E(X)2
=
n!N(0, 0)p2n/(k−ℓ)
E(X)2
+
n/(k−ℓ)∑
b=1
b∑
a=1
n!N(b, a)p2n/(k−ℓ)−b
E(X)2
.
Since trivially, N(0, 0) ≤ n!, we obtain,
E(X2)
E(X)2
≤ 1 +
n/(k−ℓ)∑
b=1
b∑
a=1
n!N(b, a)p2n/(k−ℓ)−b
E(X)2
.
We show that
n/(k−ℓ)∑
b=1
b∑
a=1
n!N(b, a)p2n/(k−ℓ)−b
E(X)2
=
n/(k−ℓ)∑
b=1
b∑
a=1
N(b, a)pn/(k−ℓ)−b
E(X)
= o(1). (2)
This will imply that
Pr(X > 0) ≥ E(X)
2
E(X2)
≥ 1− o(1),
as required.
It remains to show (2). First we find an upper bound on N(b, a). Choose a vertices vi, 1 ≤ i ≤ a,
on π. We have at most
na (3)
choices. Let
b1 + b2 + · · ·+ ba = b,
where bi ≥ 1 is an integer for every 1 ≤ i ≤ a. Note that this equation has exactly(
b− 1
a− 1
)
< 2b (4)
solutions. For every i, we choose a path of length bi in H(π) which starts at vi. Suppose a path
consists of edges F1, F2, . . . , Fq, q = bi. Assuming that F1, . . . , Fj are chosen, we have at most k
possibilities for Fj+1. Hence, every such a path can be selected in most k
bi ways. Consequently,
we have at most
a∏
i=1
kbi = kb
choices for all a paths.
Thus, by the above consideration we can find a edge disjoint paths in H(π) with the total of b
edges in at most
na(2k)b (5)
many ways.
Let P1, P2, . . . , Pa. be any collection of the above a paths. Now we count the number of
permutations π′ containing these paths.
4
First we choose for every Pi a sequence of vertices inducing this path in π
′. We see each edge
of Pi in at most k! orders. Crudely, every such sequence can be chosen in at most (k!)
bi ways.
Thus, we have
a∏
i=1
(k!)bi = (k!)b
choices for all a sequences.
Now we bound the number of permutations containing these sequences. First note that
|V (Pi)| ≥ bi(k − ℓ) + ℓ.
Thus we have at most
n−
a∑
i=1
(bi(k − ℓ) + ℓ) = n− b(k − ℓ)− aℓ
vertices not in V (P1) ∪ · · · ∪ V (Pa). We choose a permutation σ of V \ (V (P1) ∪ · · · ∪ V (Pa)).
Here we have at most
(n− b(k − ℓ)− aℓ)!
choices. Now we extend σ to a permutation of [n]. We mark a positions on σ and then insert
the sequences. We can do it in (
n
a
)
a! < na
ways. Consequently, the number of permutations containing P1, P2, . . . , Pa is smaller than
(k!)b(n − b(k − ℓ)− aℓ)!na. (6)
Thus, by (5) and (6) and the Stirling formula we obtain
N(b, a) < n2a(2k!k)b(n− b(k − ℓ)− aℓ)! < n2a(2k!k)b
√
2πn
(n
e
)n−b(k−ℓ)−aℓ
(1 + o(1)).
Since
E(X) = n!pn/(k−ℓ) =
√
2πn
(n
e
)n
pn/(k−ℓ)(1 + o(1)),
we get
N(b, a)pn/(k−ℓ)−b
E(X)
< n2a(2k!k)b
( e
n
)b(k−ℓ)+aℓ
p−b(1 + o(1)).
Finally, since a ≤ b we estimate eb(k−ℓ)+aℓ ≤ ekb, and consequently,
N(b, a)pn/(k−ℓ)−b
E(X)
<
(
2k!kek
nk−ℓp
)b
1
na(ℓ−2)
(1 + o(1)). (7)
Now we split the proof into two cases corresponding to two statements of Theorem 3.
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Proof of (ii):
By assumption ℓ ≥ 3 and 2k!kek
nk−ℓp
≤ 1/2. Thus, (7) yields
N(b, a)pn/(k−ℓ)−b
E(X)
<
1
2bna
(1 + o(1)).
Thus,
n/(k−ℓ)∑
b=1
b∑
a=1
N(b, a)pn/(k−ℓ)−b
E(X)
<
n/(k−ℓ)∑
b=1
b∑
a=1
1 + o(1)
2bna
≤
(
n∑
b=1
1
2b
)(
n∑
a=1
1 + o(1)
na
)
,
which tends to 0 together with n since the first sum is bounded by 1 and the second goes to 0.
This completes the proof of part (ii) of Theorem 3.
Proof of (iii):
Here ℓ = 2 and nk−2p ≥ ω(n). Hence, we obtain in (7)
N(b, a)pn/(k−2)−b
E(X)
≤
(
2k!kek
ω(n)
)b
(1 + o(1)).
Thus,
n/(k−2)∑
b=1
b∑
a=1
N(b, a)pn/(k−2)−b
E(X)
<
n∑
b=1
b
(
2k!kek
ω(n)
)b
(1 + o(1)),
which also tends to 0 as n goes to infinity, as required.
This completes the proof of part (iii) of Theorem 3.
Proof of (iv):
Let p ≥ (1+ε)e/n. First note that as in (1) the expected value goes to infinity together with n.
Next we estimateN(b, a) more carefully in this case. Suppose that |V (Pi)| = bi+(k−1)+ti. Here
ti ≥ 0 is the number of edges ofH(π)\H(π′) that are contained in V (Pi). Let t = t1+t2+· · ·+ta.
Now we argue that
N(b, a) ≤ n2a
(
b− 1
a− 1
)∑
t≥0
2t+a(n− b− a(k − 1)− t)!(k!)a+t. (8)
Here is the explanation. As before we choose v1, v2, . . . , va and b1, b2, . . . , ba in
na
(
b− 1
a− 1
)
6
ways, see (3) and (4). We then choose t and then t1, t2, . . . , ta in(
t+ a− 1
a− 1
)
< 2t+a
ways. Now we assign vi’s to a places in π
′ in at most
na
ways.
Now consider a fixed i. We already assigned vi to a place in π
′. The vertices V (Pi) are now
fixed but not ordered. There are at most k! ways to choose the ordering of the first edge of
Pi. We then choose the orderings of vertices in V (Pi) induced by the ti edges F1, F2, . . . , Fti in
H(π) \H(π′) that are contained in V (Pi). This can be done in at most (k!)ti ways. Once we
have ordered these edges, we claim that the ordering of any other vertices in V (Pi) are fixed.
Start at the first edge, follow the ordering of edges F1, F2, . . . , along π
′ until we come to the
first edge of H(π) ∩H(π′). The first k − 1 of its vertices have been ordered and so there is no
choice for the kth vertex. Continuing in this manner gives the claim. Therefore, we have at
most
a∏
i=1
(k!)1+ti = (k!)a+t
orderings of the V (Pi)’s.
Having fixed the orderings of the V (Pi)’s and there place in π
′, there are only n−b−a(k−1)− t
vertices left to order giving the number of choices
(n− b− a(k − 1)− t)!
and completing the proof of (8).
Now we find an upper bound on every term in the summation in (8). Let
ut = 2
t+a(n− b− a(k − 1)− t)!(k!)a+t.
Then
ut+1
ut
=
2k!
n− b− a(k − 1)− t ≤
1
2
for
t ≤ t0 = n− b− a(k − 1)− 4k!.
Thus, ∑
0≤t≤t0
ut ≤ 2u0 = 2(2k!)a(n− b− a(k − 1))!.
Furthermore, for t > t0 we may always assume that t ≤ n− b− a(k − 1). Hence,∑
t>t0
ut ≤ (2k!)a(n− b− a(k − 1) − t0)!
∑
t>t0
(2k!)t
≤ (2k!)a(n− b− a(k − 1) − t0)!(4k)!(2k!)n−b−a(k−1)
= (2k!)a((4k)!)!(4k)!(2k!)n−b−a(k−1) .
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But xm/m! ≤ ex for all m ≥ 0 and so∑
t>t0
ut ≤ (2k!)a((4k)!)!(4k)!(n − b− a(k − 1))!e2k!.
Hence, ∑
t≥0
(n − b− a(k − 1)− t)!(2k!)a+t ≤ ck(2k!)a(n− b− a(k − 1))!,
where
ck = 2 + ((4k)!)!(4k)!e
2k! .
Thus,
n∑
b=1
b∑
a=1
N(b, a)pn−b
E(X)
< ck
n∑
b=1
1
n!pb
b∑
a=1
n2a
(
b− 1
a− 1
)
(2k!)a(n− b− a(k − 1))!
< ck
n∑
b=1
1
pb
b∑
a=1
n2a
(
b− 1
a− 1
)
(2k!)a
( e
n
)b+a(k−1)
= ck
n∑
b=1
(
e
np
)b b∑
a=1
(
b− 1
a− 1
)(
2k!ek−1
nk−3
)a
=
2ckk!e
k−1
nk−3
n∑
b=1
(
e
np
)b(
1 +
2k!ek−1
nk−3
)b−1
≤ 2ckk!e
k−1
nk−3
exp
{
2k!ek−1
nk−4
} n∑
b=1
(
e
np
)b
= o(1)
if np ≥ e(1 + ε).
This completes the proof of part (iv) of Theorem 3.
3 Concluding Remarks
Here we summarize what is known about type ℓ Hamilton cycles. The third column specifies
the order of magnitude of p for which Hn,p;k is ℓ-Hamiltonian whp.
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ℓ k Order of magnitude of p Divisibility requirement
ℓ = 1 k = 3
log n
n2
[4] 4 | n
ℓ = 1 k ≥ 4 ω(n) log n
nk−1
[3] 2(k − 1) | n
ℓ = 2 k ≥ 3 ω(n) 1
nk−2
(k − 2) | n
k > ℓ ≥ 3 1
nk−ℓ
(k − ℓ) | n
ℓ = k − 1 ≥ 3 e
n
is the sharp threshold no requirement
We close this paper with the following problems and open questions:
(1) Reduce the divisibility requirement for ℓ = 1 to (k − 1)|n.
(2) Sharpen the constant for k = 3, ℓ = 1 and for k > ℓ− 1.
(3) Is the ω(n) necessary in the above functions?
(4) Is there a polynomial time algorithm that finds a (k − ℓ)-Hamilton cycle whp at these
densities?
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Abstract
In this paper we show that e/n is the sharp threshold for the existence of tight Hamilton
cycles in random k-uniform hypergraphs, for all k ≥ 4. When k = 3 we show that 1/n is
an asymptotic threshold. We also determine thresholds for the existence of other types of
Hamilton cycles.
1 Introduction
The threshold for the existence of Hamilton cycles in the random graph Gn,p has been known
for many years, see, e.g., [1], [2] and [6]. There have been many generalizations of these results
over the years and the problem is well understood. It is natural to try to extend these results
to hypergraphs and this has proven to be difficult. The famous Po´sa lemma [9] fails to provide
any comfort and we must seek new tools.
A k-uniform hypergraph is a pair (V, E) where E ⊆ (Vk). In the random k-uniform hypergraph
H
(k)
n,p of order n each possible k-tuple appears independently with probability p.
Suppose that 1 ≤ ℓ < k. An ℓ-overlapping Hamilton cycle C in a k-uniform hypergraph
H = (V, E) on n vertices is a collection of mℓ = n/(k − ℓ) edges of H such that for some cyclic
order of [n] every edge consists of k consecutive vertices and for every pair of consecutive edges
Ei−1, Ei in C (in the natural ordering of the edges) we have |Ei−1 ∩ Ei| = ℓ. Thus, in every
ℓ-overlapping Hamilton cycle the sets Ci = Ei \Ei−1, i = 1, 2, . . . ,mℓ, are a partition of V into
sets of size k−ℓ. Hence, mℓ = n/(k−ℓ). We thus always assume, when discussing ℓ-overlapping
Hamilton cycles, that this necessary condition, k − ℓ divides n, is fulfilled. In the literature,
when ℓ = k− 1 we have a tight Hamilton cycle and when ℓ = 1 we have a loose Hamilton cycle.
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1
A k-uniform hypergraph is said to be ℓ-Hamiltonian when it contains an ℓ-overlapping Hamilton
cycle.
In a recent paper the second author proved the following:
Theorem 1 (Frieze [5]) There exists an absolute constant c > 0 such that if p ≥ c(log n)/n2
then
lim
n→∞
4|n
Pr(H(3)n,p is 1-Hamiltonian) = 1.
In a subsequent paper we (essentially) extended the above theorem to k ≥ 4. In the following
and throughout the paper, ω = ω(n) can be any function tending to infinity with n.
Theorem 2 (Dudek and Frieze [4]) Suppose that k ≥ 3. If p ≥ ω logn
nk−1
, then
lim
n→∞
2(k−1)|n
Pr(H(k)n,p is 1-Hamiltonian) = 1.
Thus (log n)/nk−1 is the asymptotic threshold for the existence of loose Hamilton cycles, at
least for n a multiple of 2(k− 1). This is because if p ≤ (1− ε)(k− 1)!(log n)/nk−1 and ε > 0 is
constant, then whp1 H
(k)
n,p contains isolated vertices. (This follows immediately from the second
moment method.)
Notice that the necessary divisibility requirement for a k-uniform hypergraph to have a loose
Hamilton cycle is (k − 1)|n. In the above two theorems we needed to assume more, namely,
2(k − 1)|n.
As far as we know, when ℓ ≥ 2, prior to this paper, nothing of any significance has been proven
about the existence thresholds.
Theorem 3
(i) For all integers k > ℓ ≥ 2 and fixed ε > 0, if p ≤ (1− ε)ek−ℓ/nk−ℓ, then whp H(k)n,p is not
ℓ-Hamiltonian.
(ii) For all integers k > ℓ ≥ 3, there exists a constant c = c(k) such that if p ≥ c/nk−ℓ and n
is a multiple of k − ℓ then H(k)n,p is ℓ-Hamiltonian whp.
(iii) If k > ℓ = 2 and p ≥ ω/nk−2 and n is a multiple of k − 2, then H(k)n,p is 2-Hamiltonian
whp.
(iv) For all fixed ε > 0, if k ≥ 4 and p ≥ (1 + ε)e/n, then whp H(k)n,p is (k − 1)-Hamiltonian,
i.e. it contains a tight Hamilton cycle. (Here e is the base of natural logarithms).
Notice that this theorem concerns precisely those values of k, ℓ not covered by Theorems 1
and 2.
1An event En occurs with high probability, or whp for brevity, if limn→∞Pr(En) = 1.
2
Remark 4 The theorem shows that e/n is a sharp threshold for the existence of a tight
Hamilton cycle in a k-uniform hypergraph, when k ≥ 4. When k = 3 then the above theorem
yields that 1/n is an asymptotic threshold. When k = 2, i.e. for graphs, the sharp threshold is
log n/n and as is well known, the second moment method fails.
Prior to this research, we have tried combinatorial approaches to these questions. For instance
we have tried to find simple combinatorial generalizations of Posa´’s lemma. Surprisingly, all
it takes is the second moment method. The reason being that for ℓ > 1 the number of edges
above the density threshold is significantly larger than n2. So most of weight in the mean square
E(X2) is taken up by pairs of disjoint Hamilton cycles. For ℓ = 1 the second moment method
always fails. In Section 2 we present more details and give a proof of Theorem 3. Moreover,
in Section 3 we consider a slightly more general problem, namely, we examine a pancyclicity of
H
(k)
n,p.
Remark 5 It is also worth mentioning that all the previous results also hold for directed
random hypergraphs
→
H
(k)
n,p, where every ordered k-tuple appears with probability p. To see
this, it is enough to note that so called General Clutter Percolation Theorem of McDiarmid [8]
implies that
Pr
( →
H
(k)
n,p contains an ordered Hamilton cycle
)
≥ Pr
(
H(k)n,p contains a Hamilton cycle
)
.
2 Proof of Theorem 3
Let ([n], E) be a k-uniform hypergraph. A permutation π of [n] is an ℓ-overlapping Hamilton
cycle inducing if
Eπ(i) = {π((i− 1)(k − ℓ) + j) : j ∈ [k]} ∈ E for all i ∈ [n/(k − ℓ)].
(We use the convention π(n + r) = π(r) for r > 0.) Let the term hamperm refer to such a
permutation.
Let X be the random variable that counts the number of hamperms π for H
(k)
n,p. Every ℓ-
overlapping Hamilton cycle induces at least one hamperm and so we can concentrate on esti-
mating Pr(X > 0).
Now
E(X) = n!pn/(k−ℓ).
This is because π induces an ℓ-overlapping Hamilton cycle if and only if a certain n/(k − ℓ)
edges are all in H.
For part (i) we use Stirling’s formula to argue that
E(X) ≤ 3√n
(
np1/(k−ℓ)
e
)n
≤ 3√n(1− ε)n/(k−ℓ) = o(1).
3
This verifies part (i).
For part (ii) we define a constant c = 4k!kek. (In order to simplify the presentation we do not
attempt to find the optimal constant.)
The beginning of the proof is the same for both part (ii) and (iii). We write
E(X) ≥
(
np1/(k−ℓ)
e
)n
≥ cn/(k−ℓ)e−n (1)
which goes to infinity together with n.
Fix a hamperm π. Let H(π) = (Eπ(1), Eπ(2), . . . , Eπ(mℓ)) be the Hamilton cycle induced by
π. Then let N(b, a) be the number of permutations π′ such that |E(H(π))∩E(H(π′))| = b and
E(H(π)) ∩ E(H(π′)) consists of a edge disjoint paths. Here a path is a maximal sub-sequence
F1, F2, . . . , Fq of the edges of H(π) such that Fi ∩Fi+1 6= ∅ for 1 ≤ i < q. The set
⋃q
j=1 Fj may
contain other edges of H(π). Observe that N(b, a) does not depend on π.
Note that
E(X2)
E(X)2
=
n!N(0, 0)p2n/(k−ℓ)
E(X)2
+
n/(k−ℓ)∑
b=1
b∑
a=1
n!N(b, a)p2n/(k−ℓ)−b
E(X)2
.
Since trivially, N(0, 0) ≤ n!, we obtain,
E(X2)
E(X)2
≤ 1 +
n/(k−ℓ)∑
b=1
b∑
a=1
n!N(b, a)p2n/(k−ℓ)−b
E(X)2
. (2)
We show that
n/(k−ℓ)∑
b=1
b∑
a=1
n!N(b, a)p2n/(k−ℓ)−b
E(X)2
=
n/(k−ℓ)∑
b=1
b∑
a=1
N(b, a)pn/(k−ℓ)−b
E(X)
= o(1). (3)
The Chebyshev inequality implies that
Pr(X = 0) ≤ E(X
2)
E(X)2
− 1 = o(1),
as required.
It remains to show (3). First we find an upper bound on N(b, a). Choose a vertices vi, 1 ≤ i ≤ a,
on π. We have at most
na (4)
choices. Let
b1 + b2 + · · ·+ ba = b,
where bi ≥ 1 is an integer for every 1 ≤ i ≤ a. Note that this equation has exactly(
b− 1
a− 1
)
< 2b (5)
4
solutions. For every i, we choose a path of length bi in H(π) which starts at vi. Suppose a path
consists of edges F1, F2, . . . , Fq, q = bi. Assuming that F1, . . . , Fj are chosen, we have at most k
possibilities for Fj+1. Hence, every such a path can be selected in most k
bi ways. Consequently,
we have at most
a∏
i=1
kbi = kb
choices for all a paths.
Thus, by the above consideration we can find a edge disjoint paths in H(π) with the total of b
edges in at most
na(2k)b (6)
many ways.
Let P1, P2, . . . , Pa be any collection of the above a paths. Now we count the number of permu-
tations π′ containing these paths.
First we choose for every Pi a sequence of vertices inducing this path in π
′. We see each edge
of Pi in at most k! orders. Crudely, every such sequence can be chosen in at most (k!)
bi ways.
Thus, we have
a∏
i=1
(k!)bi = (k!)b (7)
choices for all a sequences.
Now we bound the number of permutations containing these sequences. First note that
|V (Pi)| ≥ bi(k − ℓ) + ℓ.
Thus we have at most
n−
a∑
i=1
(bi(k − ℓ) + ℓ) = n− b(k − ℓ)− aℓ (8)
vertices not in V (P1) ∪ · · · ∪ V (Pa). We choose a permutation σ of V \ (V (P1) ∪ · · · ∪ V (Pa)).
Here we have at most
(n− b(k − ℓ)− aℓ)!
choices. Now we extend σ to a permutation of [n]. We mark a positions on σ and then insert
the sequences. We can do it in (
n
a
)
a! < na
ways. Consequently, the number of permutations containing P1, P2, . . . , Pa is smaller than
(k!)b(n − b(k − ℓ)− aℓ)!na. (9)
Thus, by (6) and (9) and the Stirling formula we obtain
N(b, a) < n2a(2k!k)b(n− b(k − ℓ)− aℓ)! < n2a(2k!k)b
√
2πn
(n
e
)n−b(k−ℓ)−aℓ
(1 + o(1)).
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Since
E(X) = n!pn/(k−ℓ) =
√
2πn
(n
e
)n
pn/(k−ℓ)(1 + o(1)),
we get
N(b, a)pn/(k−ℓ)−b
E(X)
< n2a(2k!k)b
( e
n
)b(k−ℓ)+aℓ
p−b(1 + o(1)).
Finally, since a ≤ b we estimate eb(k−ℓ)+aℓ ≤ ekb, and consequently,
N(b, a)pn/(k−ℓ)−b
E(X)
<
(
2k!kek
nk−ℓp
)b
1
na(ℓ−2)
(1 + o(1)). (10)
Now we split the proof into two cases corresponding to two statements of Theorem 3.
Proof of (ii):
By assumption ℓ ≥ 3 and 2k!kek
nk−ℓp
≤ 1/2. Thus, (10) yields
N(b, a)pn/(k−ℓ)−b
E(X)
<
1
2bna
(1 + o(1))
and hence
n/(k−ℓ)∑
b=1
b∑
a=1
N(b, a)pn/(k−ℓ)−b
E(X)
<
n/(k−ℓ)∑
b=1
b∑
a=1
1 + o(1)
2bna
≤
(
n∑
b=1
1
2b
)(
n∑
a=1
1 + o(1)
na
)
,
which tends to 0 together with n since the first sum is bounded by 1 and the second goes to 0.
This completes the proof of part (ii) of Theorem 3.
Proof of (iii):
Here ℓ = 2 and nk−2p ≥ ω. Hence, we obtain in (10)
N(b, a)pn/(k−2)−b
E(X)
≤
(
2k!kek
ω
)b
(1 + o(1)).
Thus,
n/(k−2)∑
b=1
b∑
a=1
N(b, a)pn/(k−2)−b
E(X)
<
n∑
b=1
b
(
2k!kek
ω
)b
(1 + o(1)), (11)
which also tends to 0 as n goes to infinity, as required.
This completes the proof of part (iii) of Theorem 3.
Proof of (iv):
Let p ≥ (1+ε)e/n. First note that as in (1) the expected value goes to infinity together with n.
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Next we estimateN(b, a) more carefully in this case. Suppose that |V (Pi)| = bi+(k−1)+ti. Here
ti ≥ 0 is the number of edges ofH(π)\H(π′) that are contained in V (Pi). Let t = t1+t2+· · ·+ta.
Now we argue that
N(b, a) ≤ n2a
(
b− 1
a− 1
)∑
t≥0
2t+a(n− b− a(k − 1)− t)!(k!)a+t. (12)
Here is the explanation. As before we choose v1, v2, . . . , va and b1, b2, . . . , ba in
na
(
b− 1
a− 1
)
ways, see (4) and (5). We then choose t and then t1, t2, . . . , ta in(
t+ a− 1
a− 1
)
< 2t+a
ways. Now we assign vi’s to a places in π
′ in at most
na
ways.
Now consider a fixed i. We already assigned vi to a place in π
′. The vertices V (Pi) are now
fixed but not ordered. There are at most k! ways to choose the ordering of the first edge of
Pi. We then choose the orderings of vertices in V (Pi) induced by the ti edges F1, F2, . . . , Fti in
H(π) \H(π′) that are contained in V (Pi). This can be done in at most (k!)ti ways. Once we
have ordered these edges, we claim that the ordering of any other vertices in V (Pi) are fixed.
Start at the first edge, follow the ordering of edges F1, F2, . . . , along π
′ until we come to the
first edge of H(π) ∩H(π′). The first k − 1 of its vertices have been ordered and so there is no
choice for the kth vertex. Continuing in this manner gives the claim. Therefore, we have at
most
a∏
i=1
(k!)1+ti = (k!)a+t
orderings of the V (Pi)’s.
Having fixed the orderings of the V (Pi)’s and there place in π
′, there are only n−b−a(k−1)− t
vertices left to order giving the number of choices
(n− b− a(k − 1)− t)!
and completing the proof of (12).
Now we find an upper bound on every term in the summation in (12). Let
ut = 2
t+a(n− b− a(k − 1)− t)!(k!)a+t.
Then
ut+1
ut
=
2k!
n− b− a(k − 1)− t ≤
1
2
7
for
t ≤ t0 = n− b− a(k − 1)− 4k!.
Thus, ∑
0≤t≤t0
ut ≤ 2u0 = 2(2k!)a(n− b− a(k − 1))!.
Furthermore, for t > t0 we may always assume that t ≤ n− b− a(k − 1). Hence,∑
t>t0
ut ≤ (2k!)a(n− b− a(k − 1) − t0)!
∑
t>t0
(2k!)t
≤ (2k!)a(n− b− a(k − 1) − t0)!(4k)!(2k!)n−b−a(k−1)
= (2k!)a((4k)!)!(4k)!(2k!)n−b−a(k−1) .
But xm/m! ≤ ex for all m ≥ 0 and so∑
t>t0
ut ≤ (2k!)a((4k)!)!(4k)!(n − b− a(k − 1))!e2k!.
Hence, ∑
t≥0
(n − b− a(k − 1)− t)!(2k!)a+t ≤ ck(2k!)a(n− b− a(k − 1))!,
where
ck = 2 + ((4k)!)!(4k)!e
2k! .
Thus,
n∑
b=1
b∑
a=1
N(b, a)pn−b
E(X)
< ck
n∑
b=1
1
n!pb
b∑
a=1
n2a
(
b− 1
a− 1
)
(2k!)a(n− b− a(k − 1))!
< ck
n∑
b=1
1
pb
b∑
a=1
n2a
(
b− 1
a− 1
)
(2k!)a
( e
n
)b+a(k−1)
= ck
n∑
b=1
(
e
np
)b b∑
a=1
(
b− 1
a− 1
)(
2k!ek−1
nk−3
)a
=
2ckk!e
k−1
nk−3
n∑
b=1
(
e
np
)b(
1 +
2k!ek−1
nk−3
)b−1
≤ 2ckk!e
k−1
nk−3
exp
{
2k!ek−1
nk−4
} n∑
b=1
(
e
np
)b
(13)
= o(1)
if np ≥ e(1 + ε).
This completes the proof of part (iv) of Theorem 3.
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3 Pancyclicity
Pancyclicity of the random graph Gn,p has been widely studied by several researchers (see, e.g.,
[3, 7]). Here we consider a similar question for random hypergraphs. We say that a k-uniform
hypergraph H is pancyclic if H contains a tight cycle of length r, for every r in the range
k + 1 ≤ r ≤ n.
Let Xr be a random variable that counts the number of tight cycles of length r, k+1 ≤ r ≤ n,
denoted by Cr. Clearly,
E(Xr) =
(
n
r
)
(r − 1)!
2
pr.
In particular, E(Xk+1) goes to infinity if and only if p ≥ ωn . We show that in general p = ωn
suffices for H
(k)
n,p to be pancyclic.
Theorem 6
(i) If k = 3 and p ≥ ω lognn , then H
(k)
n,p is pancyclic whp.
(ii) If k ≥ 4 and p ≥ ωn , then H
(k)
n,p is pancyclic whp.
The proof of the above theorem will be based on the following lemmas, which we prove later.
Lemma 7 Let r = o(n) and p ≥ ω/n. Then
Pr(H(k)n,p has no Cr) =
{
o (1/ω) for k = 3,
o (1/(ωn)) for k ≥ 4.
Lemma 8 Let n/ω1/3 ≤ r ≤ n and p ≥ ω/n. Then
Pr(H(k)n,p has no Cr) =
{
O
(
1/ω2/3
)
for k = 3,
O
(
1/(ω1/3n)
)
for k ≥ 4.
Theorem 6 can be easily deduced from the above lemmas. Indeed, if k ≥ 4, then the union
bound yields the statement as follows.
Pr(∃ k + 1 ≤ r ≤ n : H(k)n,p has no Cr) ≤ Pr(∃ k + 1 ≤ r ≤ n/ω1/3 : H(k)n,p has no Cr)
+Pr(∃ n/ω1/3 ≤ r ≤ n : H(k)n,p has no Cr)
= O
(
1/ω + 1/ω1/3
)
= o(1).
For k = 3 and p ≥ ω lognn we define p′ by p = 1− (1− p′)logn. With this choice, we can generate
H
(k)
n,p as the union of log n independent copies of H
(k)
n,p′. Note that p
′ = Ω(ω/n). Thus, for a
fixed k + 1 ≤ r ≤ n,
Pr(H(k)n,p has no Cr) ≤
(
Pr(H
(k)
n,p′ has no Cr)
)logn
= O
(
1/ω2/3
)logn
= O
(
1/ω(log n)/3
)
.
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Hence,
Pr(∃ k + 1 ≤ r ≤ n : H(k)n,p has no Cr) = O
(
n/ω(logn)/3
)
= o(1).
It remains to prove Lemma 7 and 8.
Proof of Lemma 7. We make a small modification to the proof of Theorem 3. Let C be a cycle
of length r = o(n) and p ≥ ω/n. Denote by Nr(b, a) the number of cycles C ′ of length r such
that |E(C) ∩ E(C ′)| = b and E(C) ∩ E(C ′) consists of a edge disjoint paths. As in (2), we
obtain
E(X2r )
E(Xr)2
≤ 1 +
r∑
b=1
b∑
a=1
(
n
r
) (r−1)!
2 Nr(b, a)p
2r−b
E(Xr)2
= 1 +
r∑
b=1
b∑
a=1
Nr(b, a)p
r−b
E(Xr)
.
The Chebyshev inequality implies
Pr(H(k)n,p has no Cr) ≤
E(X2r )
E(Xr)2
− 1 ≤
r∑
b=1
b∑
a=1
Nr(b, a)p
r−b
E(Xr)
. (14)
We now find an upper bound on Nr(b, a). First note that as in (6) we can find in C, a edge
disjoint paths with the total of b edges in at most
ra(2k)b (15)
many ways.
Let P1, P2, . . . , Pa be any collection of the above a paths, where |E(Pi)| = bi for 1 ≤ i ≤ a. Now
we count the number of orderings of V (P1) ∪ · · · ∪ V (Pa). As in (7) we obtain at most
a∏
i=1
(k!)bi = (k!)b (16)
possible orderings.
Now we bound the number of cycles C ′ containing this collection of paths.
As in (8) we have at most r− b− a(k− 1) vertices not in V (P1)∪ · · · ∪ V (Pa). We choose these
vertices in at most (
n
r − b− a(k − 1)
)
(17)
many ways. Next we introduce on them a cyclic ordering having at most
(r − b− a(k − 1)− 1)! (18)
choices. Finally, we mark a positions in order to insert paths P1, . . . , Pa. Here we have at most
(r − b− a(k − 1))a (19)
choices.
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Thus, by (15)-(19) we get
Nr(b, a) ≤ ra(2k!k)bn(n− 1) · · · (n− r + b+ a(k − 1) + 1)(r − b− a(k − 1))a−1
≤ r2a−1(2k!k)bn(n− 1) · · · (n− r + b+ a(k − 1) + 1),
and consequently,
Nr(b, a)p
r−b
E(Xr)
≤ r
2a−1(2k!k)bn(n− 1) · · · (n− r + b+ a(k − 1) + 1)p−b
n(n− 1) . . . (n− r + 1)/2r
≤ 2r
2a(2k!k)b
(n− r + b+ a(k − 1)) · · · (n − r + 1)pb
≤ 2r
2a(2k!k)b
(n− r)b+a(k−1)(ω/n)b
= 2
(
r2
(n− r)k−1
)a(
2k!kn
(n− r)ω
)b
.
Hence,
r∑
b=1
b∑
a=1
Nr(b, a)p
r−b
E(Xr)
≤ 2
r∑
b=1
b∑
a=1
(
r2
(n− r)k−1
)a(
2k!kn
(n− r)ω
)b
≤ 2
(
r∑
b=1
(
2k!kn
(n− r)ω
)b)( b∑
a=1
(
r2
(n− r)k−1
)a)
.
Since r = o(n) and k ≥ 3 both series are finite and so
r∑
b=1
b∑
a=1
Nr(b, a)p
r−b
E(Xr)
= O
(
r2
ωnk−1
)
,
which together with (14) yields the statement of Lemma 7.
Proof of Lemma 8. Fix an r such that n/ω1/3 ≤ r ≤ n and let p ≥ ω/n. Note that H(k)r,p can be
viewed as a subgraph of H
(k)
n,p. Since
e
r
≤ eω
1/3
n
≪ p,
the proof of Theorem 3 yields that H
(3)
r,p is Hamiltonian with probability 1−O(1/ω2/3) (see (11))
and that for k ≥ 4, H(k)r,p is Hamiltonian with probability 1 − O(1/(r2p)) = 1 − O(1/(ω1/3n))
(see (13)).
4 Concluding Remarks
Here we summarize what is known about ℓ-overlapping Hamilton cycles. The third column
specifies the order of magnitude of p for which H
(k)
n,p is ℓ-Hamiltonian whp.
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ℓ k Order of magnitude of p Divisibility requirement
ℓ = 1 k = 3
log n
n2
[5] 4 | n
ℓ = 1 k ≥ 4 ω log n
nk−1
[4] 2(k − 1) | n
ℓ = 2 k ≥ 3 ω
nk−2
(k − 2) | n
k > ℓ ≥ 3 1
nk−ℓ
(k − ℓ) | n
ℓ = k − 1 ≥ 3 e
n
is the sharp threshold no requirement
We close this paper with the following problems and open questions:
(1) Reduce the divisibility requirement for ℓ = 1 to (k − 1)|n.
(2) Sharpen the constant for k = 3, ℓ = 1 and for k > ℓ− 1.
(3) Is the ω necessary in the above functions?
(4) Is there a polynomial time algorithm that finds an ℓ-overlapping Hamilton cycle whp at
these densities?
(5) Is p = (ω log n)/n the threshold for pancyclicity of H
(3)
n,p? (Most likely the log n factor is
unnecessary.)
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