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ABSTRAKT 
Práce pojednává o technikách paralelního zpracování výpočtů. Je proveden rozbor 
nejvýznamnějších knihoven pro paralelizaci včetně knihoven pro paralelizaci na GPU 
v grafických kartách a provedeno porovnáním rychlostí výpočtu těchto knihoven ve Visual 
Studiu 2010 na základě jednoduché aplikace hledající prvočísla na třech různých 
hardwarových počítačových sestavách. S pomocí knihovny OpenCL, která dosáhla nejlepšího 
výsledku, jsou vytvořeny dvě aplikace - program pro zdokonalené vyhledávání prvočísel 
pomocí Eratosthenova síta a program pro výpočet integrálu funkce lichoběžníkovou metodou.  
Klíčová slova: 
Paralelní výpočty, MPI, OpenMP, PPL, OpenCL, C++, výpočet prvočísel, Eratosthenovo síto, 
výpočet integrálu funkce lichoběžníkovou metodou. 
 
ABSTRACT 
The text of this thesis deals with techniques of parallel processing calculations. It is an 
analysis of the most important libraries for parallelization including libraries for 
parallelization on GPU graphics cards and computing speed by comparing these libraries in 
Visual Studio 2010 based on a simple application searching primes on three different 
computer hardware configurations. With OpenCL library, that achieved the best result, there 
are formed two applications – an improved program for searching prime numbers using the 
sieve of Eratosthenes and a program for calculating the integral with the trapezoidal rule. 
Key words: 
Parallel computing, MPI, OpenMP, PPL, OpenCL, C++, searching primes, sieve of 
Eratosthenes, calculating the integral with the trapezoidal rule. 
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ÚVOD  
Rozvoj technik paralelního zpracování výpočtů patří mezi jedno z nejrychleji se 
rozvíjejících odvětví v oblasti informačních technologií. V minulosti převažovaly klasické 
sériové způsoby zpracování výpočtů, ovšem s mohutným rozvojem nejprve více jádrových 
procesorů CPU a v posledních letech i moderních grafických procesorů GPU, se objevují 
nové možnosti využití paralelního zpracování výpočtů k vědeckým účelům. Velký podíl na 
vývoji grafických procesorů má především trh s počítačovými hrami, který hlavně podporuje 
jejich vývoj. Architektura GPU je přizpůsobena vysokým výpočetním nárokům herních 
aplikací a umožňuje provádět mnoho paralelních výpočtů současně. 
Nyní existuje již i mnoho knihoven, které je možno použít v programech pro paralelní 
výpočty s využitím CPU i GPU. Tato diplomová práce se zabývá porovnáním rychlostí 
výpočtu nejpoužívanějších knihoven pro paralelizaci ve Visual Studiu 2010 na základě 
jednoduché aplikace hledající prvočísla. Postupně jsou popsány a prakticky otestovány 
knihovny MPI, OpenMP a PPL využívající více jádrové procesory CPU pro paralelizaci 
výpočtu. Nakonec je do tohoto porovnání zahrnuta i knihovna OpenCL pracující s více jádry 
GPU v samostatné grafické kartě. 
Na základě výsledků porovnání rychlostí jednotlivých knihoven je dále pracováno s 
knihovnou OpenCL. Jsou vytvořeny dvě aplikace s jednoduchým grafickým prostředím - 
program pro zdokonalené vyhledávání prvočísel pomocí Eratosthenova síta a program pro 
výpočet integrálu funkce lichoběžníkovou metodou. 
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1 PARALELNÍ VÝPOČTY 
1.1 PRINCIP PARALELNÍCH VÝPOČTŮ 
Tradičně byl software psán pro sériový výpočet. Výpočet probíhal na jednom počítači 
s jednou centrální procesorovou jednotkou CPU. Problém byl rozdělen do diskrétní série 
instrukcí, které byly prováděny jedna po druhé. Pouze jedna instrukce mohla být prováděna 
ve stejném okamžiku [1].  
 
Obr. 1: Rozdělení problému do diskrétní série instrukcí 
Při paralelních výpočtech se současně použije více výpočetních zdrojů - procesorů 
k vyřešení výpočetního problému. Výpočetní problém se rozdělí na samostatné části, které 
mohou být řešeny souběžně. Každá část se dále rozdělí na několik instrukcí, které jsou pak 
prováděny současně na různých procesorech. Nutné je použít celkovou kontrolu nebo 
koordinační mechanismus [1]. 
 
Obr. 2: Rozdělení problému na samostatné části, které jsou řešeny souběžně 
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Nutným předpokladem pro využití paralelních výpočtů je možnost rozložení 
výpočetního problému na jednotlivé části, které lze řešit současně. Výsledkem by mělo být 
vyřešení výpočetního problému v kratším čase s více výpočetními zdroji, než jen s jedním 
výpočetním zdrojem. 
Výpočetními zdroji mohou být: 
 Jeden počítač s více procesory, 
 Libovolný počet počítačů připojených sítí, 
 Grafický procesor, 
 Libovolné kombinace výše uvedených výpočetních zdrojů. 
 
1.2 AMDAHLŮV ZÁKON 
Zrychlení vyřešení výpočetního problému je možno odhadnout pomocí Amdahlova 
zákona: 
100 − 𝑃 +  
𝑃
𝑛
 , 
kde P je část programu, kterou je možno paralelizovat a n je počet použitých procesorů. 
Amdahlův zákon odhadne, kolik procent výpočtového času bude trvat paralelizovaný program 
oproti sériovému programu běžícímu na počítači s jedním procesorem. Z uvedeného vztahu 
vyplývá, že neplatí přímá úměra mezi počtem procesorů a zrychlením výpočtu [1]. 
 
Obr. 3: Závislost zrychlení výpočtu na možné části paralelizovaného programu 
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Obr. 4: Závislost zrychlení výpočtu na počtu procesorů a možné části paralelizovaného 
programu 
 
1.3 ARCHITEKTURA PAMĚTI PARALELNÍCH POČÍTAČŮ 
Na architektuře paměti paralelních počítačů závisí způsob paralelizace výpočtů. Existují 
dva typy architektur paměti paralelních počítačů: 
 Paralelní počítače se sdílenou pamětí (shared memory), 
 Paralelní počítače s distribuovanou pamětí (distributed memory). 
 
1.3.1 Paralelní počítače se sdílenou pamětí 
Paralelní počítače se sdílenou pamětí se velmi liší, ovšem obecně mají tu společnou 
vlastnost, že všechny procesory mají přístup k celé paměti - globálnímu adresovému prostoru. 
Každý procesor může pracovat samostatně, ale všechny sdílejí stejné paměťové zdroje. 
Změny v paměti provedené jedním procesorem jsou viditelné pro všechny ostatní procesory 
[1].  
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Obr. 5: Paralelní počítač se sdílenou pamětí 
 
Mezi nejpoužívanější knihovny určené pro paralelní programování využívající sdílenou 
paměť patří například OpenMP, PPL a POSIX Threads. Tyto knihovny jsou schopny 
realizovat abstraktní paralelní procesy – vlákna. U grafických procesorů se sdílenou pamětí 
jsou nejznámějšími knihovnami OpenCL, C++ AMP, ATI Stream, Nvidia CUDA. 
Hlavní výhodou paralelních počítačů se sdílenou pamětí je rychlost sdílení dat mezi 
jednotlivými úkoly díky dostupnosti paměti na CPU a uživatelsky přívětivý programovací 
pohled do paměti – globálního adresového prostoru. Naopak základním nedostatkem se jeví 
nedostatečnost škálovatelnosti mezi pamětí a CPU, neboť s nárůstem počtu procesorů se 
geometricky zvyšuje provoz na cestě ke sdílené paměti od jednotlivých procesorů. 
 
1.3.2 Paralelní počítače s distribuovanou pamětí 
Podobně jako paralelní počítače se sdílenou pamětí tak i paralelní počítače 
s distribuovanou pamětí se značně odlišují, ale mají jednu hlavní společnou charakteristiku. 
Paralelní počítače s distribuovanou pamětí vyžadují komunikační síť pro připojení 
jednotlivých pamětí procesorů. Procesory mají vlastní lokální paměť a neexistuje zde žádný 
koncept globálního adresového prostoru. Změny provedené v lokální paměti procesorů nemají 
žádný vliv na paměť ostatních procesorů. Pokud procesor potřebuje přístup k datům v jiném 
procesoru, je obvykle úkolem programátora explicitně definovat, jak a kdy jsou údaje 
sdělovány. Synchronizace mezi úkoly je rovněž v odpovědnosti programátora [1]. 
Mezi nejpoužívanější knihovny určené pro paralelní programování využívající 
distribuovanou paměť patří MPI a PVM, které se starají především o komunikaci mezi 
procesy během výpočtů a kolektivní operace jako například sečtení mezivýsledků. 
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Obr. 6: Paralelní počítač s distribuovanou pamětí 
 
K výhodám paralelních počítačů s distribuovanou pamětí patří snadná rozšiřitelnost 
paměti s nárůstem počtu procesorů. Velikost paměti se zvyšuje úměrně s počtem procesorů. 
Každý procesor může rychle přistupovat k vlastní paměti bez rušení a bez režie, která vzniká 
při snaze udržet koherenci globálního adresového prostoru u paralelních počítačů se sdílenou 
pamětí. Hlavní nevýhodou paralelních počítačů s distribuovanou pamětí je především 
zodpovědnost programátora za mnoho detailů spojených s datovou komunikací mezi 
procesory, složitost zmapování datových struktur založených na globální paměti a rozdílnost 
časů pro přístup do paměti v případě více vzdálených uzlů. 
 
1.3.3 Hybridní paralelní počítače se sdílenou i distribuovanou 
pamětí 
V současné době nejvýkonnější paralelní počítače používají obě paměťové architektury 
– sdílenou i distribuovanou. Sdílená složka paměti může být sdílenou pamětí procesoru nebo 
grafického procesoru GPU. Distribuovaná složka paměti je propojením mnoha sdílených 
pamětí CPU nebo GPU. Dnešní trendy naznačují, že tento typ paměťové architektury bude i 
nadále převládat jako nejvýkonnější pro paralelní výpočty [1]. 
 
Obr. 6: Paralelní počítače se sdílenou i distribuovanou pamětí 
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2 KNIHOVNY PRO PARALELIZACI VÝPOČTŮ 
2.1 MPI 
MPI (Message Passing Interface) je knihovna umožňující vytvoření prostředí pro 
paralelní výpočty pro paralelní počítače s distribuovanou pamětí. Její funkce a podprogramy 
slouží ke komunikaci mezi procesy během výpočtů, kolektivní operace starající se například o 
kontrolu mezivýsledků a uchování celkového součtu. MPI je možno použít v programovacích 
jazycích C, C++, FORTRAN [1]. 
 
2.1.1 Požadavky na použití MPI ve Visual  Studiu 2010 
Ve Visual Studiu 2010 od společnosti Microsoft existuje MPI Cluster Debugger, s jehož 
pomocí je možno ladit paralelní aplikace, které jsou spuštěny na Windows® HPC Server 
2008 clusteru a komunikovat s knihovnou Microsoft® Message Passing Interface (MPI). MPI 
Cluster Debugger zjednodušuje proces ladění paralelních procesů a rozšiřuje funkčnost 
dálkového ladícího programu. MPI Cluster Debugger implementuje soubory aplikace pro 
všechny uzly clusteru, umí použít další dodatečné soubory, spustí vzdálený ladící program na 
každém uzlu a vyčistí vše po skončení relace ladění [3]. 
Nutné požadavky pro používání MPI Cluster Debuggeru: 
 Edice Visual Studio 2010 s MPI Cluster Debuggerem, 
 Oprávnění správce na clusteru, 
 Visual Studio musí mít přístup ke všem výpočetním uzlům, 
 Nainstalované odpovídající verze .NET Framework na všech výpočetních 
uzlech, 
 Microsoft HPC Pack 2008 nainstalován na všech výpočetních uzlech, 
 Server 2008 SDK Windows HPC nainstalován na vývojovém počítači. 
  
2.1.2 Konfigurace MPI Cluster Debuggeru 
Aby bylo možno správně používat MPI clusteru Debugger je nutné nakonfigurovat 
tímto způsobem projekt ve Visual Studiu 2010 [3]: 
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1. Ve vlastnostech projektu se vybere možnost ladění jako MPI Cluster Debugger 
(Pod Debugger to lunch se vybere MPI Cluster Debugger). 
2. V položce Run Enviroment se vybere počet procesů podle počtu procesorů 
v počítači nebo počtu uzlů v clusteru.  
 
Obr. 7: Konfigurace MPI Cluster Debuggeru 
 
3. V položce VC++ Directories v Include Directories se musí zahrnout následující 
cesta „C:\Program Files\Microsoft HPC Pack 2008 SDK\Include“ a v Library 
Directories cesta „C:\Program Files\Microsoft HPC Pack 2008 SDK\Lib\i386“. 
 
Obr. 8: Zahrnutí povinných cest MPI Cluster Debuggeru 
 
4. V položce Linker/Input/Additional Dependencies je nutno zahrnout knihovnu 
„msmpi.lib“. 
16 
 
 
Obr. 9: Zahrnutí knihovny MPI Cluster Debuggeru 
 
2.1.3 Praktické použití MPI v aplikaci hledající prvočísla  
Pro úspěšné vytvoření prostředí pro paralelní počítání je nutno zahrnout do programu 
následující kroky [1][2]: 
 Inicializaci a ukončení používání MPI, 
 Definování celkového počtu procesů pro výpočet, 
 Definování pořadí procesů. 
 
Na začátku programu se umožní používání knihovny MPI: 
#include "mpi.h" // Pouziti knihovny MPI 
 
V případě aplikace hledající prvočísla se inicializuje MPI příkazy: 
MPI_Init(&argc, &argv); // Inicializace MPI 
MPI_Comm_rank(MPI_COMM_WORLD,&rank); // Definice pořadí procesu  
MPI_Comm_size(MPI_COMM_WORLD,&size); // Definice celkového počtu 
procesů dle počtu procesorů 
 
Podle počtu procesorů je nutné definovat počet vláken pro výpočty: 
// Rozdělení na vlákna podle počtu procesorů 
int count = limit / size; 
int start2 = rank * count; 
int stop = start2 + count; 
 
Následující cyklus běží podle rozdělení vláken na jednotlivých procesorech: 
for(int j = start2; j < stop; j++) 
 { 
  if (prvocislo_test(j))  
   { 
    ++pocet_prvocisel; 
    cout << j << "\n"; 
   } 
    } 
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Příkaz MPI_Reduce shrne výsledky z jednotlivých vláken do souhrnné proměnné: 
MPI_Reduce(&pocet_prvocisel, &total_pocet_prvocisel, 1, MPI_INT, 
MPI_SUM, 0, MPI_COMM_WORLD); // Součet proměnné pocet_prvocisel z 
jednotlivých procesů do  souhrnné proměnné total_pocet_prvocisel 
 
Příkaz MPI_Finalize() ukončí MPI: 
MPI_Finalize(); // Ukončení MPI 
 
Celý kód programu s využitím knihovny MPI i s funkcí na hledání prvočísel je uveden 
v příloze A. 
2.2 OPENMP 
OpenMP je knihovna umožňující vytvoření prostředí pro paralelní výpočty pro paralelní 
počítače se sdílenou pamětí. OpenMP pomáhá s vytvářením více vláknových programů 
v programovacích jazycích C, C++ a Fortran. 
Příkazy OpenMP mohou podle potřeby vytvářet z hlavního vlákna skupiny podvláken. 
Paralelizace se provádí postupně podle možností s ohledem na výkon aplikace. Základními 
prvky OpenMP jsou příkazy pro tvorbu vláken, rozdělení zátěže, řízení dat a synchronizaci 
vláken [4]. 
2.2.1 Konfigurace  OpenMP ve Visual  Studiu 2010 
Aby bylo možno používat knihovnu OpenMP je nutné nakonfigurovat tímto způsobem 
projekt ve Visual Studiu 2010 [3]: 
1. Ve vlastnostech projektu se musí umožnit Open MP Support pod položkou 
Configuration Properties/C/C++/Language/ 
 
Obr. 10: Nastavení podpory OpenMP 
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2.2.2 Praktické použití OpenMP v aplikaci hledající prvočísla 
OpenMP se spouští pomocí direktiv. Pokud je potřeba vytvořit skupinu vláken použije 
se direktiva pragma. V případě aplikace hledající prvočísla je nutno paralelizovat cyklus 
volající funkci pro určení prvočísel direktivou k rozdělení práce cyklu mezi vlákna [4]: 
#pragma omp parallel for // OpenMP direktiva k rozdělení práce cyklu 
mezi vlákna 
for(int j = 1; j < limit; j++) 
 { 
  if (prvocislo_test(j))  
   { 
    ++pocet_prvocisel; 
    cout << j << "\n"; 
   } 
     } 
 
Paralelizace se bude provádět postupně podle možností s ohledem na výkon aplikace. Celý 
kód programu s využitím knihovny OpenMP je uveden v příloze B. 
 
2.3 PPL 
PPL (Parallel Patterns Library) je další knihovna umožňující vytvoření prostředí pro 
paralelní výpočty pro paralelní počítače se sdílenou pamětí. PPL knihovna vyvinutá 
společností Microsoft je zahrnuta přímo ve Visual Studiu 2010 a pomáhá s vytvářením více 
vláknových programů v programovacích jazycích C a C++.  PPL poskytuje programovací 
model podporující škálovatelnost a snadný vývoj paralelních aplikací. Přináší především 
možnost paralelizace procesů, paralelní algoritmy na práci s daty, paralelní kontejnery a 
objekty poskytující vícenásobný přístup k jejich prvkům [5]. 
 
2.3.1 Praktické použití PPL v aplikaci hledající prvočísla 
PPL knihovna umožňuje použít speciální algoritmus který opakovaně plní stejný úkol. 
Dokáže parametrizovat každý z úkolů iterační hodnotou a pokud možno, co nejvýhodněji 
rozložit zatížení jednotlivých vláken. Pro aplikace hledající prvočísla je potřeba opět 
paralelizovat cyklus volající funkci pro určení prvočísel. Knihovna PPL poskytuje pro tento 
účel příkaz parallel_for [5]: 
// PPL příkaz k rozdělení práce cyklu mezi vlákna 
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parallel_for(1, limit, [&](int j){ 
  if (prvocislo_test(j))  
   { 
    ++pocet_prvocisel; 
    cout << j << "\n"; 
   } 
}); 
 
Paralelizace se bude opět provádět postupně podle možností s ohledem na výkon aplikace. 
Celý kód programu s využitím knihovny PPL je uveden v příloze C. 
 
2.4 OPENCL 
OpenCL je speciální knihovna umožňující vytvoření prostředí pro paralelní výpočty pro 
paralelní počítače se sdílenou pamětí s plným využitím výpočetních možností grafických 
procesorů GPU. OpenCL zahrnuje programovací jazyk pro psaní jádra (kernel) a rozhraní pro 
programování aplikací (API), které se používají k definování a řízení platforem. OpenCL je 
otevřený standard, který spravuje konsorcium neziskové organizace Khronos Group. Standard 
byl přijat a je podporován společnostmi Apple, Intel, Qualcomm, Advanced Micro Devices 
(AMD), Nvidia, Altera, Samsung, Vivante a ARM Holdings [6]. 
OpenCL poskytuje mnoho výhod v oblasti vysoce výkonných počítačových systémů. 
Mezi nejvýznamnější patří především snadná přenositelnost. Programy s využitím OpenCL je 
tak možné používat na GPU a CPU většiny výrobců. 
 
2.4.1 Požadavky na použití OpenCL ve Visual  Studiu 2010 
Aby bylo možno plně používat knihovnu OpenMP ve Visual Studiu 2010 je nutné mít 
nainstalovány nejnovější ovladače grafických karet přímo z webových stránek výrobců. Dále 
pro grafické karty ATI musí být nainstalován vývojový balíček AMD APP SDK, který může 
být stažen z webové adresy: 
<http://developer.amd.com/tools/hc/AMDAPPSDK/downloads/Pages/default.aspx>. 
A pro grafické karty nVidia musí být nainstalován vývojový balíček CUDA toolkit, který je 
ke stažení na webové adrese: 
<https://developer.nvidia.com/cuda-downloads>. 
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2.4.2 Konfigurace OpenCL 
Ve Visual Studiu 2010 je potřeba nakonfigurovat tímto způsobem projekt pro použití 
OpenCL [7]: 
1. V položce  Configuration Properties/C/C++/GeneralAdditional Include 
Directories/ se musí zahrnout následující cesta pro grafickou kartu ATI  
„$(AMDAPPSDKROOT)\include“ nebo pro grafickou kartu nVidia 
„$(CUDA_INC_PATH)“. 
 
Obr. 12: Zahrnutí povinných cest OpenCL 
 
2. V položce Linker/General/Additional Library Directories je nutno zahrnout cestu 
pro grafickou kartu ATI „$(AMDAPPSDKROOT)\lib\x86“ nebo pro grafickou 
kartu nVidia „$(CUDA_LIB_PATH)“. 
 
Obr. 13: Zahrnutí povinných cest OpenCL 
3. V položce Linker/Input/Additional Dependecies  je nutno zahrnout knihovnu 
„OpenCL.lib“. 
 
Obr. 14: Zahrnutí knihovny OpenCL 
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2.4.3 Úprava detekce časového limitu pro obnovení grafiky 
         Operační systémy Windows Vista a novější se pokouší automaticky rozpoznávat 
situace, kdy se GPU jeví jako zaseklý nebo zcela zamrzlý. Snaží se tímto předcházet situacím, 
že GPU je plně zaneprázdněn zpracováním náročných grafických operací a neaktualizuje se 
displej počítače. Koncový uživatel se v takové situaci většinou rozhodne restartovat celý 
počítač. Operační systém obnoví s pomocí této nové funkce sám ovladač GPU a přeruší tak 
právě probíhající dlouho trvající grafickou operaci na GPU. Tento proces detekce a zotavení 
je znám jako detekce časového limitu pro obnovení grafiky (TDR). Během procesu TDR 
operační systém volá funkci DxgkDdiResetFromTimeout, která znovu inicializuje ovladač 
grafické karty a není tak nutné restartovat celý operační systém. 
        Proces TDR ovšem přináší značné omezení pro implementaci paralelních výpočtů na 
GPU, neboť jakýkoliv delší výpočet na GPU bude touto funkcí vyhodnocen jako zamrznutí 
grafického ovladače a výpočet tak bude s pomocí TDR zrušen. Výchozí časová hodnota, po 
jejímž překročení nastane automaticky proces TDR, je nastavena na 5 sekund. Jakýkoliv 
výpočet na GPU delší než 5 sekund tak bude násilně ukončen, proto je nezbytné uzpůsobit 
toto nastavení podle předpokládaných časových požadavků paralelního výpočtu.  
        Aby bylo možné provádět dlouhé výpočty na GPU, je nutné upravit registr Windows 
s pomocí nástroje regedit.  Následující dva klíče registru TDR mohou být nastaveny za 
účelem testování a ladění programů používajících OpenCL knihovnu [8]: 
 TdrLevel 
Klíč určující počáteční nastavení pro obnovení grafického ovladače. Výchozí 
nastavení je obnovit při TDR. 
KeyPath: HKEY_LOCAL_MACHINE \ System \ CurrentControlSet \ Control \ 
GraphicsDrivers 
KeyValue: TdrLevel 
ValueType: REG_DWORD 
ValueData: TdrLevelOff (0) - detekce vypnuta 
  TdrLevelRecover (3) - Obnovit na časový limit. Toto je výchozí hodnota.  
 
 TdrDdiDelay 
Klíč určující počet sekund, než operační systém volá funkci 
DxgkDdiResetFromTimeout, která znovu inicializuje ovladač grafické karty. Po 
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určené době, operační systém vyšle kód VIDEO_TDR_FAILURE (0x116) a ovladač 
grafické karty je znovu obnoven. Výchozí hodnota je 5 sekund. 
KeyPath: HKEY_LOCAL_MACHINE \ System \ CurrentControlSet \ Control \ 
GraphicsDrivers 
KeyValue: TdrDdiDelay 
ValueType: REG_DWORD 
ValueData: Počet sekund před obnovením ovladače grafické karty. 5 sekund je 
výchozí hodnota. 
        
 
Obr. 15: Nastavení hodnoty klíče TdrDdiDelay v registru Windows 
        
        Pro účel testování aplikace hledající prvočísla byla nastavena hodnota klíče TdrDdiDelay 
na 120 sekund. Druhou možností by bylo úplně vypnout funkci TDR s pomocí klíče 
TdrLevel, která ovšem může vézt k nechtěnému zamrznutí GPU a následujícímu nutnému 
úplnému restartu celého počítače. Z tohoto hlediska se jeví jako výhodnější jen úprava klíče 
TdrDdiDelay v registru Windows. 
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2.4.4 Praktické použití OpenCL v aplikaci hledající prvočísla 
2.4.4.1 Hostitelská aplikace 
Při vývoji projektu s použitím knihovny OpenCL je prvním krokem vytvoření kódu 
hostitelské aplikace. Ta běží na počítači uživatele (hostitele) a odešle jádra (kernel) do 
připojených zařízení. Hostitelské aplikace mohou být kódovány v C nebo C++. Každá 
hostitelská aplikace vyžaduje pět datových struktur: cl_device_id, cl_kernel, cl_program, 
cl_command_queue a cl_context [7]. 
Obecně platí, že nejprve se musí v hostitelské aplikace je získat cl_device_id pro 
každé zařízení, které bude provádět jádro. Aplikace získá přístup k GPU zařízení, které je 
spojeno s první platformou. Platforma identifikuje instalaci komerční distribuce, takže systém 
může mít platformu NVIDIA nebo platformu AMD. Struktura zařízení odpovídá prvnímu 
přístupnému zařízení spojenému s platformou. Vzhledem k tomu, že druhý parametr u 
clGetDeviceIDs je CL_DEVICE_TYPE_GPU, musí to být zařízení GPU. To je ukázáno v 
následujícím kódu: 
/* Identifikace GPU nebo CPU s dostupnou platformou */ 
cl_device_id create_device() { 
 
   cl_platform_id platform; 
   cl_device_id dev; 
   int err; 
 
   /* Identifikace platformy */ 
   err = clGetPlatformIDs(1, &platform, NULL); 
   if(err < 0) { 
      perror("Couldn't identify a platform"); 
      exit(1); 
   }  
 
   /* Pristup na zarizeni */ 
   err = clGetDeviceIDs(platform, CL_DEVICE_TYPE_GPU, 1, &dev, 
NULL); 
   if(err == CL_DEVICE_NOT_FOUND) { 
      err = clGetDeviceIDs(platform, CL_DEVICE_TYPE_CPU, 1, &dev, 
NULL); 
   } 
   if(err < 0) { 
      perror("Couldn't access any devices"); 
      exit(1);    
   } 
   return dev; 
} 
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Dále, aplikace vytvoří kontext, který obsahuje pouze jedno zařízení - strukturu zařízení 
vytvořenou v předchozím kroku: 
/* Vytvoreni zarizeni a context */ 
   device = create_device(); 
   context = clCreateContext(NULL, 1, &device, NULL, NULL, &err); 
    
Po vytvoření kontextu, aplikace vytvoří program ze zdrojového kódu v souboru 
kernel_prvocisla.cl. Kód načte obsah v souboru do pole typu char s názvem 
program_buffer a pak volá funkci clCreateProgramWithSource: 
/* Vytvoreni programu ze souboru */ 
   program = clCreateProgramWithSource(ctx, 1,  
      (const char**)&program_buffer, &program_size, &err); 
    
Jakmile je vytvořen program, musí být jeho zdrojový kód zkompilovaný pro zařízení v 
kontextu. Funkce, která se použije je clBuildProgram, a následující kód ukazuje, jak se to 
používá v aplikaci: 
   /* Stavba program */ 
   err = clBuildProgram(program, 0, NULL, NULL, NULL, NULL); 
   if(err < 0) { 
 
      /* Nalezeni velikosti logu a tisk do vystupu */ 
      clGetProgramBuildInfo(program, dev, CL_PROGRAM_BUILD_LOG,  
            0, NULL, &log_size); 
      program_log = (char*) malloc(log_size + 1); 
      program_log[log_size] = '\0'; 
      clGetProgramBuildInfo(program, dev, CL_PROGRAM_BUILD_LOG,  
            log_size + 1, program_log, NULL); 
      printf("%s\n", program_log); 
      free(program_log); 
      exit(1); 
   } 
 
   return program; 
} 
 
Potom, co byl sestaven cl_program, jádra mohou být vytvořeny z jeho funkcí. Následující 
kód vytvoří cl_kernel z funkce: 
/* Vytvoreni kernelu */ 
   kernel = clCreateKernel(program, KERNEL_FUNC, &err); 
    
Předtím, než aplikace může odeslat do zařízení toto jádro, je třeba vytvořit příkaz fronty na 
cílové zařízení: 
/* Vytvoreni command queue */ 
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   queue = clCreateCommandQueue(context, device, 0, &err); 
 
V tomto bodě aplikace vytvořila všechny datové struktury (zařízení, jádra, program, příkaz 
fronty a kontext) potřebné pro hostitelskou aplikaci. Nyní se spustí jádro pro zařízení s 
následujícím kódem: 
/* Enqueue kernel */ 
   err = clEnqueueNDRangeKernel(queue, kernel, 1, NULL, 
globalWorkSize,  
         NULL, 0, NULL, NULL);  
 
Ze všech OpenCL funkcí, které běží na hostitelském počítači, funkce 
clEnqueueNDRangeKernel je pravděpodobně nejdůležitější pro správnou paralelizaci. 
Nejenže se stará o nasazení jádra na zařízení, ale také určuje, kolik pracovních položek - 
vláken bude spuštěno pro paralelní výpočty (argument globalWorkSize). Počet vláken musí 
programátor správně stanovit podle parametrů GPU, aby se dosáhlo nejlepších výpočetního 
výsledku [6]. 
Celý kód programu hostitelské aplikace s využitím knihovny OpenCL je uveden 
v příloze D. 
 
2.4.4.2 Jádro (Kernel) 
Jednou z největších výhod OpenCL je, že jádra se mohou spouštět na výkonných, 
výpočetních zařízení, jako jsou GPU. Jádra jsou spouštěny na jedné nebo více pracovních 
položkách. Pracovní položky jsou shromažďovány do pracovních skupin a každá pracovní 
skupina se spouští na jedné výpočetní jednotce v GPU. Data jádra musí být specificky 
umístěna v jednom ze čtyř adresní prostor - globální paměti, konstantní paměti, lokální 
paměti, nebo soukromé paměti. Umístění dat určuje, jak rychle mohou být data zpracována 
[7]. 
Aplikace může generovat tisíce pracovních položek. Programátor musí stanovit správný 
počet podle parametrů použitého GPU. Například při použití grafické karty ATI HD4650 bylo 
testování zjištěno, že je nejvýhodnější použít velikost 189600 pracovních položek – vláken.  
Soubor programu jádra kernel_prvocisla.cl obsahuje funkci nazvanou 
kernel_prvocisla, která provádí vlastní operaci výpočtu prvočísel. Každá pracovní 
položka – vlákno počítá prvočísla ze svého intervalu. Identifikace vlákna se provádí funkcí 
get_global_id, jak lze vidět v kódu jádra kernel_prvocisla.cl: 
uint global_id = get_global_id(0);  
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Potom, co je ukončena smyčka na určení prvočísel v daném intervalu, je důležité počkat na 
ukončení výpočtu všech vláken s pomocí funkce: 
barrier(CLK_GLOBAL_MEM_FENCE); // cekani na dokonceni vsech vlaken 
 
Nakonec se mohou shromáždit konečné výsledky, které se pak odešlou na výstup bufferu 
jádra. 
Celý kód programu jádra s využitím knihovny OpenCL je uveden v příloze D. 
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3 SROVNÁNÍ RYCHLOSTÍ KNIHOVEN 
3.1 HARDWARE PRO TESTOVÁNÍ 
Pro účely testování rychlostí výpočtu prvočísel s pomocí knihoven pro paralelní 
počítání byly použity tyto sestavy: 
Sestava č. 1: 
 Procesor AMD Athlon Dual-Core QL-60 1,90 GHz, 
 Paměť 4 GB, 
 Grafická karta NVIDIA GeForce 8200M G 256 MB, 
 64-bit operační systém Windows 7, 
 Vývojový software Visual Studio 2010. 
Sestava č. 2: 
 Procesor AMD Turion™ II Dual-Core Mobile M500 2,2 GHz, 
 Paměť 4 GB, 
 Grafická karta ATI HD4650 1 GB, 
 64-bit operační systém Windows 7, 
 Vývojový software Visual Studio 2010. 
Sestava č. 3: 
 Procesor AMD A10-5745M Quad-Core 2,1 GHz, 
 Paměť 8 GB, 
 Grafická karta AMD Radeon HD 8670M 2GB, 
 64-bit operační systém Windows 8, 
 Vývojový software Visual Studio 2010. 
 
3.2 VÝSLEDKY MĚŘENÍ RYCHLOSTÍ KNIHOVEN 
V praktickém testování rychlostí doby výpočtu všech prvočísel ze zvoleného intervalu 0 
až 7015200 se dosáhlo předpokládaných výsledků odpovídajících odhadům podle Amdahlova 
zákona [1]. Zrychlení oproti sériovému výpočtu prvočísel se pohybovalo okolo hodnoty 1,5 
pro obě hardwarové sestavy při paralelním výpočtu na dvou jádrech CPU u knihoven MPI, 
OpenMP a PPL. V případě výpočtu s využitím GPU bylo zrychlení výpočtu daleko vyšší u 
grafické karty ATI HD4650, která umožnila plně využít 189600 vláken pro výpočet. 
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Zrychlení dosáhlo hodnoty 6,26 oproti hodnotě 3,59 u grafické karty NVIDIA 8200M G, kde 
bylo možno využít plnohodnotně jen 1024 vláken pro výpočet s ohledem na její architekturu. 
Nejlepšího výsledku z hlediska doby trvání výpočtu bylo samozřejmě dosaženo při použití 
grafické karty AMD Radeon HD 8670M. Zrychlení zde ovšem nedosáhlo tak vysoké 
hodnoty, protože CPU má čtyři jádra s velmi vysokým výkonem.  
Z uvedených výsledků měření se dospělo k jasnému závěru, že pro výpočty nenáročné 
na paměť a s možností paralelizování velké části programového kódu je v současné době 
nejvýhodnější použít pro paralelní výpočty GPU.  
V tabulce č. 1 je možno porovnat nejlepší dosažené výsledky jednotlivých knihoven 
oproti sériovému výpočtu pro hardwarovou sestavu č. 1, v tabulce č. 2 výsledky pro 
hardwarovou sestavu č. 2 a v tabulce č. 3 výsledky pro hardwarovou sestavu č. 3. Kód 
programu použitý pro sériový výpočet prvočísel je uveden v příloze E. 
  
Knihovna Doba výpočtu 
[s] 
Zrychlení oproti 
sériovému výpočtu 
Sériový výpočet 72,482 1,0 
MPI 49,286 1,471 
OpenMP 48,307 1,5 
PPL 49,121 1,476 
OpenCL 20,189 3,59 
Tab. 1: Porovnání doby výpočtu a zrychlení knihoven u hardwarové sestavy č. 1 
 
Knihovna Doba výpočtu 
[s] 
Zrychlení oproti 
sériovému výpočtu 
Sériový výpočet 56,0 1,0 
MPI 39,943 1,402 
OpenMP 35,971 1,557 
PPL 37,019 1,513 
OpenCL 8,945 6,26 
Tab. 2: Porovnání doby výpočtu a zrychlení knihoven u hardwarové sestavy č. 2 
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Obr. 16: Ukázka vytvořených aplikací u hardwarové sestavy č. 2 
 
 
Knihovna Doba výpočtu 
[s] 
Zrychlení oproti 
sériovému výpočtu 
Sériový výpočet 18,512 1,0 
MPI 9,125 2,029 
OpenMP 8,428 2,196 
PPL 8,443 2,193 
OpenCL 7,442 2,488 
Tab. 3: Porovnání doby výpočtu a zrychlení knihoven u hardwarové sestavy č. 3 
 
 
 
 
30 
 
4 WINDOWS API A OPENCL 
Nejlepšího výsledku ve zrychlení výpočtů podle předpokladů bylo dosaženo 
s knihovnou OpenCL určenou pro paralelizaci výpočtů na GPU, jak bylo ukázáno v předchozí 
části této diplomové práce. Tato knihovna je proto použita pro vývoj dvou aplikací – 
programu pro zdokonalené vyhledávání prvočísel pomocí Eratosthenova síta a programu pro 
výpočet integrálu funkce lichoběžníkovou metodou. Jednoduché grafické uživatelské rozhraní 
je vytvořeno s pomocí Windows API. Windows API je rozhraní pro programování aplikací 
Microsoft Windows, které může poskytnout aplikacím grafické uživatelské rozhraní, přístup k 
systémovým prostředkům jako je paměť a zařízení, zobrazení grafiky a formátovaného textu, 
začlenění audia, videa a síťové komunikace. Pro vytvoření takového programu lze použít ve 
vývojovém prostředí Visual Studio 10 automaticky generovaný kód, který vytvoří rámec, jenž 
lze pak uzpůsobit pro sestavení vlastní aplikace [8]. 
         Kód pro paralelní výpočet s pomocí knihovny OpenCL je nutné vhodně zahrnout do 
kódu aplikace vytvořené s pomocí Windows API. Zvlášť musí být definován soubor 
programu jádra s koncovkou „cl“, který obsahuje funkci provádějící vlastní operaci 
paralelních výpočtů. V hlavním souboru aplikace Windows API se globálně definuje pět 
datových struktur OpenCL: cl_device_id, cl_kernel, cl_program, cl_command_queue a 
cl_context [7].  Takto bude mít aplikace vytvořena všechny datové struktury (zařízení, jádra, 
program, příkaz fronty a kontext) potřebné pro hostitelskou aplikaci. Jádro pro zařízení se 
může spustit například uvnitř nějaké funkce, která bude volána z hlavního okna WndProc 
aplikace Windows API následujícím kódem: 
/* Enqueue kernel */ 
   err = clEnqueueNDRangeKernel(queue, kernel, 1, NULL, 
globalWorkSize,  
         NULL, 0, NULL, NULL);  
 
         Funkce clEnqueueNDRangeKernel se postará o nasazení jádra na zařízení a určí, 
kolik pracovních položek - vláken bude spuštěno pro paralelní výpočty (argument 
globalWorkSize). Počet vláken bude správně stanoven podle parametrů GPU, aby se dosáhlo 
nejlepších výpočetního výsledku [6]. 
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4.1 ERATOSTHENOVO SÍTO S POUŽITÍM OPENCL 
4.1.1 Paralelizace Eratosthenova síta 
         Eratosthenovo síto patří mezi nejúčinnější algoritmy pro nalezení všech prvočísel dané 
meze. Algoritmus je postaven na principu prosíváním řady čísel, kdy nejprve řada čísel 
obsahuje všechna čísla v daném rozsahu. Potom se opakovaně první číslo ze seznamu vyjme, 
neboť je prvočíslem a dále se odstraní všechny násobky tohoto čísla. Takto se pokračuje, 
dokud není ze seznamu odstraněna odmocnina nejvyššího čísla z dané meze. Všechna 
zbývající čísla jsou již prvočísly. 
         Sériová metoda hledání prvočísel pomocí Eratosthenova síta může být popsána takto: 
1. Vytvoří se seznam přirozených čísel 2, 3, 4, …, n. Žádné číslo není označeno. 
2. Proměnná k se nastaví na hodnotu 2, první neoznačené číslo ze seznamu. 
3. Dále se opakuje: 
a. Všechny násobky čísla k v rozsahu k2 a n se označí. 
b. Nalezne se nejmenší neoznačené číslo větší než k. Proměnná k se nastaví na 
hodnotu tohoto čísla. Opakuje se krok (a) dokud k2 > n. 
4. Všechna neoznačená čísla jsou prvočísla. 
 
         Paralelizace metody hledání prvočísel pomocí Eratosthenova síta je možná v kroku (a). 
Označování všech násobků čísla k v rozsahu k2 a n může být vhodně paralelizováno do mnoha 
vláken. Záleží jen na vlastnostech grafické karty, kolik vláken a pro jaký rozsah čísel bude 
možno paralelizovat výpočet. Programátor bere v úvahu především paměťovou náročnost této 
metody a musí tak vhodně otestovat možnosti použité grafické karty [10]. 
 
4.1.2 Tvorba aplikace pro hledání prvočísel pomocí Eratosthenova 
síta a knihovny OpenCL 
         Pro tvorbu grafického rozhraní aplikace pro hledání prvočísel pomocí Eratosthenova síta 
a knihovny OpenCL lze použít Windows API. Každá aplikace Windows API sdílí mnoho 
podobných funkcí a kódu. Visual Studio 2010 umožňuje použít automaticky generovaný kód, 
který vytvoří rámec pro úpravu podle požadavků na vytvářenou aplikaci. Kód lze pak 
modifikovat tak, aby vzniklo základní grafické prostředí aplikace s prvky, jako jsou okna, 
menu, ovládací tlačítka a podobně. V aplikaci pro hledání prvočísel pomocí Eratosthenova 
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síta je možno si zvolit způsob výpočtu s možností volby mezi paralelním, sériovým výpočtem 
nebo paralelním výpočtem pomocí Eratosthenova síta. S pomocí ovládacích tlačítek je možno 
v aplikaci začít či předčasně ukončit sériový výpočet trvající déle než 20 sekund. 
 
 
 
Obr. 17: Ukázka vytvořené aplikace 
 
         Z důvodu velké rozsáhlosti kódu aplikace pro hledání prvočísel pomocí Eratosthenova 
síta je celý kód programu uveden v příloze na médiu DVD. V následujících řádcích jsou 
ukázány a vysvětleny jeho nejdůležitější části. 
 
4.1.2.1 Úprava kódu v souboru Resource.h 
         Automaticky vygenerovaný kód se upraví nejprve v souboru Resource.h. Zde jsou 
definovány identifikátory pro položky menu a komponenty oken. Každý identifikátor musí 
mít své unikátní číslo. Ukázka definice identifikátorů pro tuto aplikaci je vidět v následujícím 
kódu: 
//Polozky Menu a Okna 
#define IDM_SERIE    110 
#define IDM_PARALEL    111 
#define IDM_PARALEL_SITO   112 
#define IDC_LIMIT    113 
#define IDC_VYSLEDEK    114 
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#define IDC_CAS    115 
#define IDC_TLACITKO_START    116 
 
4.1.2.2 Úprava kódu v souboru Eratosthenovo_sito_OpenCL_Win32.rc 
         Ve zdrojovém souboru s názvem Eratosthenovo_sito_OpenCL_Win32.rc je třeba 
upravit definici Menu dle potřeb aplikace. V tomto případě se přidají možnosti voleb mezi 
způsoby výpočtu prvočísel, jak ukazuje tento kód: 
// Menu 
IDC_ERATOSTHENOVO_SITO_OPENCL_WIN32 MENU 
BEGIN 
    POPUP "&Soubor" 
    BEGIN 
        MENUITEM "&Konec",                IDM_EXIT 
    END 
 POPUP "&Volba výpočtu" 
 BEGIN 
  MENUITEM "Sériový výpočet prvočísel",  IDM_SERIE 
  MENUITEM "Paralelní výpočet prvočísel", 
 IDM_PARALEL 
  MENUITEM "Eratosthenovo síto - paralelní výpočet 
prvočísel",   IDM_PARALEL_SITO 
 END 
    POPUP "&Nápověda" 
    BEGIN 
        MENUITEM "&O aplikaci Eratosthenovo_sito_OpenCL_Win32 ...",           
IDM_ABOUT 
    END 
END 
 
Ve zdrojovém souboru je možno ještě upravit hlavní titulek okna aplikace například jako 
v tomto případě: 
// String Table 
STRINGTABLE 
BEGIN 
   IDC_ERATOSTHENOVO_SITO_OPENCL_WIN32   
"ERATOSTHENOVO_SITO_OPENCL_WIN32" 
   IDS_APP_TITLE       "Eratosthenovo_ sito_OpenCL_Win32" 
END 
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4.1.2.3 Úprava kódu v souboru Eratosthenovo_sito_OpenCL_Win32.cpp 
         V hlavním souboru s názvem Eratosthenovo_sito_OpenCL_Win32.cpp se může nastavit 
uvnitř funkce ATOM MyRegisterClass(HINSTANCE hInstance) barva pozadí hlavního 
okna. Zde například nastavení šedé barvy pozadí: 
wcex.hbrBackground = CreateSolidBrush(RGB(180, 180, 180)); 
 
Ve stejné souboru uvnitř funkce BOOL InitInstance(HINSTANCE hInstance, int 
nCmdShow) se definují parametry zobrazení hlavního okna aplikace. Pro tuto aplikaci se 
nastaví velikost okna na rozměr 560 * 300 bodů: 
hWnd = CreateWindow(szWindowClass, szTitle, WS_OVERLAPPEDWINDOW, 
      CW_USEDEFAULT, 0, 560, 300, NULL, NULL, hInstance, NULL); 
 
Hlavní funkcí ovládající Windows API aplikace je funkce WndProc(HWND, UINT, 
WPARAM, LPARAM). Tato funkce se stará o běh aplikačního menu, zobrazení okna, zpráv a 
dalších ovládacích prvků. Uvnitř funkce příkaz case WM_CREATE se postará o vytvoření a 
správné umístění editovacích polí a tlačítka START pro spuštění výpočtu: 
case WM_CREATE: 
  //Edit box pro limit 
  CreateWindowEx(WS_EX_CLIENTEDGE, TEXT("EDIT"), TEXT(""), 
        WS_CHILD|WS_VISIBLE|ES_AUTOHSCROLL|WS_TABSTOP, 
        120, 70, 85, 25, hWnd, (HMENU)IDC_LIMIT, 
GetModuleHandle(NULL), NULL); 
 
  //Edit box pro Vysledek 
  CreateWindowEx(WS_EX_CLIENTEDGE, TEXT("EDIT"), TEXT(""), 
        WS_CHILD|WS_VISIBLE|ES_AUTOHSCROLL|WS_TABSTOP, 
        120, 115, 85, 25, hWnd, (HMENU)IDC_VYSLEDEK, 
GetModuleHandle(NULL), NULL); 
 
  //Edit box pro Cas vypoctu 
  CreateWindowEx(WS_EX_CLIENTEDGE, TEXT("EDIT"), TEXT(""), 
        WS_CHILD|WS_VISIBLE|ES_AUTOHSCROLL|WS_TABSTOP, 
        325, 115, 85, 25, hWnd, (HMENU)IDC_CAS, 
GetModuleHandle(NULL), NULL); 
 
  //Tlacitko START 
  CreateWindowEx(NULL, TEXT("BUTTON"), TEXT("START SÉRIE"), 
        WS_TABSTOP|WS_VISIBLE|WS_CHILD|BS_DEFPUSHBUTTON|WS_TABSTOP, 
        100, 155, 135, 25, hWnd, (HMENU)IDC_TLACITKO_START, 
GetModuleHandle(NULL), NULL); 
 
break; 
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Uvnitř stejné funkce se používá také příkaz case WM_PAINT, který vykreslí potřebné nápisy 
nebo kresby do hlavního okna: 
case WM_PAINT: 
  hdc = BeginPaint(hWnd, &ps); 
  // TODO: Add any drawing code here... 
  SetBkMode(hdc, TRANSPARENT); 
  TextOut(hdc, 
            10, 10, 
            napis1, _tcslen(napis1)); 
  TextOut(hdc, 
            10, 40, 
            napis2, _tcslen(napis2)); 
  TextOut(hdc, 
            80, 75, 
            napis_a, _tcslen(napis_a)); 
  TextOut(hdc, 
            10, 115, 
            napis_vysledek, _tcslen(napis_vysledek)); 
  TextOut(hdc, 
            213, 115, 
            napis_cas, _tcslen(napis_cas)); 
  MoveToEx(hdc, 10, 30, NULL); 
  LineTo(hdc, 370, 30); 
  EndPaint(hWnd, &ps); 
  EndPaint(hWnd, &ps); 
  break; 
 
Aby byla aplikace Windows API funkční, musí se přidat definice pro volbu operací na 
počátek hlavního souboru, kde jsou definovány globální proměnné: 
//Volba vypoctu 
enum volba {SERIE, PARALEL, PARALEL_SITO}; 
 
// Global Variables: 
volba vypocet_typ = SERIE; 
 
Uvnitř funkce WndProc(HWND, UINT, WPARAM, LPARAM) se umožní plná funkčnost 
všem komponentům a menu hlavního okna díky příkazu case WM_COMMAND. V příkazu 
switch se přidají podmínky pro jednotlivé operace a volby menu. V tomto případě pro volbu 
způsobu výpočtu prvočísel: 
case IDM_SERIE: 
      SetDlgItemText(hWnd, IDC_TLACITKO_START, TEXT("START SÉRIE")); 
            vypocet_typ = SERIE; 
      break; 
 case IDM_PARALEL: 
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      SetDlgItemText(hWnd, IDC_TLACITKO_START, TEXT("START 
PARALEL")); 
      vypocet_typ = PARALEL; 
      break; 
case IDM_PARALEL_SITO: 
      SetDlgItemText(hWnd, IDC_TLACITKO_START, TEXT("START SÍTO")); 
            vypocet_typ = PARALEL_SITO; 
      break; 
 
Poslední podmínka přepínače case má funkci startu výpočtu podle zvoleného způsobu 
předchozí volby. Nejprve se načte z editovacího pole horní mez pro výpočet všech prvočísel a 
pak se spustí funkce zvoleného typu výpočtu: 
  case IDC_TLACITKO_START: 
   { 
    BOOL success = false; 
    int limit = GetDlgItemInt(hWnd, IDC_LIMIT, 
&success, true); 
    if(!success){ 
     MessageBox(hWnd, TEXT("Není celé 
číslo."), TEXT("Chyba"), MB_OK); 
     break; 
    } 
    double vysledek = 0.0; 
    double doba; 
    int j; 
    switch(vypocet_typ){ 
    case SERIE: 
     zacatek = clock(); // Zacatek mereni casu 
     vysledek = prvocisla_serie(limit); 
     konec = clock(); // Konec pocitani casu 
     doba = (double)(konec-
zacatek)/CLOCKS_PER_SEC; 
     break; 
    case PARALEL: 
     zacatek = clock(); // Zacatek mereni casu 
     vysledek = prvocisla_paralel(limit); 
     konec = clock(); // Konec pocitani casu 
     doba = (double)(konec-
zacatek)/CLOCKS_PER_SEC; 
     break; 
    case PARALEL_SITO: 
     zacatek = clock(); // Zacatek mereni casu 
     vysledek = prvocisla_paralel_sito(limit); 
     konec = clock(); // Konec pocitani casu 
     doba = (double)(konec-
zacatek)/CLOCKS_PER_SEC; 
     break;     
    } 
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Protože editovací pole ve Windows API pracují s celými čísly, hodnotami typu integer, je 
nutné upravit tímto kódem tisk výsledku a doby výpočtu, aby se nám zobrazil i s desetinným 
místem: 
int nSizeGcvt = 9; // pocet desetinnych mist pro tisk 
    TCHAR szBuffer[100]; 
    _stprintf(szBuffer, _T("%.*g"), nSizeGcvt, 
vysledek); 
    SetDlgItemText(hWnd, IDC_VYSLEDEK, szBuffer); 
    _stprintf(szBuffer, _T("%.*g"), nSizeGcvt, 
doba); 
    SetDlgItemText(hWnd, IDC_CAS, szBuffer); 
 
4.1.2.4 Definice datových struktur pro použítí knihovny OpenCL 
         V hlavním souboru aplikace Windows API se za globální definicí proměnných definují 
první dvě datové struktury nezbytné pro použití knihovny OpenCL: cl_device_id, cl_program 
[7].  Tímto krokem bude mít aplikace vytvořena první dvě datové struktury (zařízení a 
program) potřebné pro spuštění jádra (kernel) hostitelskou aplikací: 
//Definice pro OpenCL ********************************************* 
/* Identifikace GPU nebo CPU s dostupnou platformou */ 
cl_device_id create_device() { 
 
   cl_platform_id platform; 
   cl_device_id dev; 
   int err; 
 
   /* Identifikace platformy */ 
   err = clGetPlatformIDs(1, &platform, NULL); 
   if(err < 0) { 
      perror("Couldn't identify a platform"); 
      exit(1); 
   }  
 
   /* Pristup na zarizeni */ 
   err = clGetDeviceIDs(platform, CL_DEVICE_TYPE_GPU, 1, &dev, 
NULL); 
   if(err == CL_DEVICE_NOT_FOUND) { 
      err = clGetDeviceIDs(platform, CL_DEVICE_TYPE_CPU, 1, &dev, 
NULL); 
   } 
   if(err < 0) { 
      perror("Couldn't access any devices"); 
      exit(1);    
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   } 
 
   return dev; 
} 
 
/* Vytvoreni programu ze souboru a jeho kompilace */ 
cl_program build_program(cl_context ctx, cl_device_id dev, const 
char* filename) { 
 
   cl_program program; 
   FILE *program_handle; 
   char *program_buffer, *program_log; 
   size_t program_size, log_size; 
   int err; 
 
   /* Precteni programu v souboru a jeho umisteni do bufferu */ 
   program_handle = fopen(filename, "r"); 
   if(program_handle == NULL) { 
      perror("Couldn't find the program file"); 
      exit(1); 
   } 
   fseek(program_handle, 0, SEEK_END); 
   program_size = ftell(program_handle); 
   rewind(program_handle); 
   program_buffer = (char*)malloc(program_size + 1); 
   program_buffer[program_size] = '\0'; 
   fread(program_buffer, sizeof(char), program_size, 
program_handle); 
   fclose(program_handle); 
 
   /* Vytvoreni programu ze souboru */ 
   program = clCreateProgramWithSource(ctx, 1,  
      (const char**)&program_buffer, &program_size, &err); 
   if(err < 0) { 
      perror("Couldn't create the program"); 
      exit(1); 
   } 
   free(program_buffer); 
 
   /* Stavba program */ 
   err = clBuildProgram(program, 0, NULL, NULL, NULL, NULL); 
   if(err < 0) { 
 
      /* Nalezeni velikosti logu a tisk do vystupu */ 
      clGetProgramBuildInfo(program, dev, CL_PROGRAM_BUILD_LOG,  
            0, NULL, &log_size); 
      program_log = (char*) malloc(log_size + 1); 
      program_log[log_size] = '\0'; 
      clGetProgramBuildInfo(program, dev, CL_PROGRAM_BUILD_LOG,  
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            log_size + 1, program_log, NULL); 
      printf("%s\n", program_log); 
      free(program_log); 
      exit(1); 
   } 
   return program; 
} 
//Konec definice pro OpenCL *************************************** 
 
4.1.2.5 Funkce pro sériový výpočet prvočísel 
         Z hlavní funkce WndProc(HWND, UINT, WPARAM, LPARAM) se volají podle volby 
způsobu výpočtu prvočísel jednotlivé funkce pro jejich výpočet. Funkce pro sériový výpočet 
prvocisla_serie(limit) využívá podfunkci prvocislo_test(j) pro testování čísla, 
jestli je prvočíslo, založené na principu ověření dělitelnosti čísla beze zbytku všemi čísly 
menšími, než je právě testované číslo do limitu odmocniny testovaného čísla: 
//Funkce pro testovani serioveho vypoctu prvocisel 
bool prvocislo_test(int k) 
{ 
    if (k == 2) return true; 
    if ((k == 1) || ((k % 2) == 0)) return false; 
    for (int i = 3; i <= ((unsigned int)sqrt((double)k)); i++) if (k 
% i == 0) return false;   
    return true;    
} 
 
4.1.2.6 Funkce pro paralelní výpočet prvočísel 
          Funkce pro paralelní výpočet prvočísel prvocisla_paralel(limit) si nejprve 
definuje nutné OpenCL struktury a data pro buffer jádra: 
/* OpenCL structury */ 
   cl_device_id device; 
   cl_context context; 
   cl_program program; 
   cl_kernel kernel; 
   cl_command_queue queue; 
   cl_int err; 
   cl_mem input_buffer, sum_buffer; 
 
/* Data a buffery */ 
   int n; 
   int *input = new int; 
   int output[189600]; 
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Dále se provede inicializace dat. Klíčovou je proměnná n, která určuje počet vláken, která 
budou použita pro paralelní výpočet. Tato hodnota musí být většinou individuálně testována 
pro každou grafickou kartu, aby bylo dosaženo, co nejrychlejšího výpočtu: 
/* Inicializace dat */ 
   n = 189600; // Velikost pracovniho pole - pocet vlaken dle GPU 
procesoru - musi byt testovano dle pouzite graficke karty pro co 
nejlepsi vykon 
   input = &limit; // Limit pro hledani poctu prvocisel 
    
Před spuštěním vlastního jádra z hostitelské aplikace je nutno vytvořit zařízení a kontext, 
provést stavbu programu podle souboru kernel_prvocisla.cl, vytvořit data pro buffer jádra, 
příkazovou frontu, samotné jádro, které je definováno ve funkci kernel_prvocisla  
v souboru   kernel_prvocisla.cl a definovat argumenty pro jádro:  
/* Vytvoreni zarizeni a context */ 
   device = create_device(); 
   context = clCreateContext(NULL, 1, &device, NULL, NULL, &err); 
   if(err < 0) { 
      perror("Couldn't create a context"); 
      exit(1);    
   } 
    
   /* Stavba programu */ 
   program = build_program(context, device, "kernel_prvocisla.cl"); 
   
   /* Vytvoreni data bufferu */ 
   input_buffer = clCreateBuffer(context, CL_MEM_READ_ONLY | 
         CL_MEM_COPY_HOST_PTR, sizeof(int), input, &err); 
   sum_buffer = clCreateBuffer(context, CL_MEM_READ_WRITE | 
         CL_MEM_COPY_HOST_PTR, n * sizeof(int), output, &err); 
   if(err < 0) { 
      perror("Couldn't create a buffer"); 
      exit(1);    
   }; 
 
   /* Vytvoreni command queue */ 
   queue = clCreateCommandQueue(context, device, 0, &err); 
   if(err < 0) { 
      perror("Couldn't create a command queue"); 
      exit(1);    
   }; 
 
   /* Vytvoreni kernelu */ 
   kernel = clCreateKernel(program, "kernel_prvocisla", &err); 
   if(err < 0) { 
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      perror("Couldn't create a kernel"); 
      exit(1); 
   }; 
 
/* Vytvoreni kernel arguments */ 
   size_t globalWorkSize[1]; 
   globalWorkSize[0] = n; 
   err = clSetKernelArg(kernel, 0, sizeof(cl_mem), &input_buffer); 
   err |= clSetKernelArg(kernel, 1, sizeof(cl_mem), &sum_buffer); 
   if(err < 0) { 
      perror("Couldn't create a kernel argument"); 
      exit(1); 
   } 
 
Nyní jsou vytvořeny všechny datové struktury (zařízení, jádra, program, příkaz fronty a 
kontext) potřebné pro hostitelskou aplikaci. Může se spustit jádro pro zařízení následujícím 
kódem: 
/* Enqueue kernel */ 
   err = clEnqueueNDRangeKernel(queue, kernel, 1, NULL, 
globalWorkSize,  
         NULL, 0, NULL, NULL);  
   if(err < 0) { 
      perror("Couldn't enqueue the kernel"); 
      exit(1); 
   } 
 
Funkce clEnqueueNDRangeKernel se postará o vlastní paralelizaci. Nasadí jádro na 
zařízení a určí kolik pracovních položek - vláken bude spuštěno pro paralelní výpočty 
(argument globalWorkSize). Počet vláken v tomto případě bude mít hodnotu 189600, aby se 
dosáhlo nejlepších výpočetních výsledků [6]. 
         Po proběhnutí výpočtu na GPU se pomocí následujícího kódu načtou výsledky 
z jednotlivých vláken: 
   /* Cteni vystupu kernelu */ 
   err = clEnqueueReadBuffer(queue, sum_buffer, CL_TRUE, 0,  
         sizeof(output), output, 0, NULL, NULL); 
   if(err < 0) { 
      perror("Couldn't read the buffer"); 
      exit(1); 
   } 
 
Posledním krokem ve funkci pro paralelní výpočet je nutné uvolnit všechny zdroje použité na 
GPU: 
/* Delokace zdroju */ 
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   clReleaseKernel(kernel); 
   clReleaseMemObject(sum_buffer); 
   clReleaseMemObject(input_buffer); 
   clReleaseCommandQueue(queue); 
   clReleaseProgram(program); 
   clReleaseContext(context); 
 
4.1.2.7 Jádro pro paralelní výpočet prvočísel 
         V souboru kernel_prvocisla.cl je definováno jádro pro paralelní výpočet prvočísel na 
GPU. Jako vstupní hodnota do jádra se načte z bufferu proměnná input pro horní mez hledání 
prvočísel, která je zvolena v dialogovém okně hostitelské aplikace pod proměnnou limit. Jako 
výstupní hodnota se vrátí po dokončení výpočtu na všech vláknech do bufferu proměnná 
output, která je definována jako pole o velikosti počtu všech vláken. Každé vlákno je 
odpovědné za výpočet své části z celkového intervalu. V hlavičce funkce jádra je vidět 
definice těchto globálních proměnných: 
__kernel void kernel_prvocisla(__global int* input, 
       __global int* output) 
 
V hostitelské aplikaci v souboru Eratosthenovo_sito_OpenCL_Win32.cpp lze nalézt tomu 
odpovídající kód pro definici bufferu jádra, který musí odpovídat paměťovým nárokům 
definovaným ve výše uvedené hlavičce. Pro proměnnou input je rezervována velikost 
odpovídající datovému typu integer a pro proměnnou output jednorozměrné pole typu integer 
o velikosti proměnné n: 
/* Vytvoreni data bufferu */ 
   input_buffer = clCreateBuffer(context, CL_MEM_READ_ONLY | 
         CL_MEM_COPY_HOST_PTR, sizeof(int), input, &err); 
   sum_buffer = clCreateBuffer(context, CL_MEM_READ_WRITE | 
         CL_MEM_COPY_HOST_PTR, n * sizeof(int), output, &err); 
    
V souboru jádra kernel_prvocisla.cl následuje definice proměnných, kde je důležité si 
všimnout především proměnné pocetvlaken a vlakno. Identifikace každého vlákna se provádí 
funkcí get_global_id a počet všech vláken funkcí get_global_size : 
// Inicializace promennych a dat 
  uint pocetcisel = *input; 
  uint pocetvlaken = get_global_size(0); 
  uint krok; 
  bool prvocislo_test; 
  uint P = 0; 
  uint vlakno = get_global_id(0); 
  uint odm; 
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  uint start; 
  uint stop; 
 
Je dobré si uvědomit opět souvislost s odpovídajícím kódem v hostitelské aplikaci v souboru 
Eratosthenovo_sito_OpenCL_Win32.cpp s následujícím příkazem: 
/* Enqueue kernel */ 
   err = clEnqueueNDRangeKernel(queue, kernel, 1, NULL, 
globalWorkSize,  
         NULL, 0, NULL, NULL);  
 
Jádro zde nasazeno na zařízení a argument globalWorkSize určuje, kolik pracovních položek - 
vláken bude spuštěno pro paralelní výpočty. Funkce get_global_size  zjistí právě tento 
počet vláken, který byl definován v hostitelské aplikaci. 
         Celkový interval pro hledání prvočísel se rozdělí rovnoměrně mezi všechna vlákna 
běžící zároveň na GPU. Každé vlákno tak počítá jemu přidělenou část intervalu: 
   krok = pocetcisel / pocetvlaken; 
   start = vlakno * krok; 
   stop = (vlakno * krok) + krok; 
   for (int i = start; i<stop; i++) 
    { 
     prvocislo_test = true; 
     if ((i == 1) || ((i % 2) == 0)) 
prvocislo_test = false; 
     if (i == 2) prvocislo_test = true; 
     odm = ((unsigned int)sqrt( (float) i)); 
     for (int k = 3; k <= odm; k++)  
      { 
       if ( i % k == 0) prvocislo_test 
= false; 
      } 
     if ( prvocislo_test == true ) 
      { 
       ++P; 
      } 
    output[vlakno] = P;    
    } 
 
Pro testování prvočísel, je opět použit princip ověření dělitelnosti čísla beze zbytku všemi 
čísly menšími, než je právě testované číslo do limitu odmocniny testovaného čísla. Proměnná 
output shromažďuje počet všech prvočísel nalezených v odpovídajícím vlákně. Každé vlákno 
pak vrátí do bufferu jádra svou vypočítanou hodnotu. Funkce pro paralelní výpočet prvočísel 
prvocisla_paralel v hostitelské aplikaci si pak sečte dohromady všechny hodnoty 
jednotlivých vláken a získá tak celkový počet hledaných prvočísel v daném intervalu: 
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for(int j=1;j<n;j++) 
  { 
   output[0] += output[j]; 
  } 
 
4.1.2.8 Funkce pro paralelní výpočet prvočísel pomocí Eratosthenova síta 
         Funkce pro paralelní výpočet prvočísel pomocí Eratosthenova síta  
prvocisla_paralel_sito(limit) volaná z hlavní funkce Windows API aplikace 
WndProc(HWND, UINT, WPARAM, LPARAM) si opět nejprve definuje nutné OpenCL 
struktury. Metoda pro výpočet prvočísel pomocí Eratosthenova síta je náročná na paměť 
grafické karty. V globální paměti GPU se musí definovat jednorozměrné pole logického 
datového typu bool, které uchovává hodnotu, jestli je dané číslo prvočíslem nebo ne. Velikost 
tohoto pole a tím i daný maximální interval pro hledání prvočísel je tak limitován 
hardwarovými možnostmi grafické karty. V průběhu testování grafické karty AMD Radeon 
HD 8670M bylo možno definovat maximální pole o hodnotě 1600000 prvků (proměnná 
input) a maximální počet 100 vláken (proměnná n) umožňujících úspěšný paralelní výpočet: 
   /* Data a buffery */ 
   int n; 
   int *output = new int; 
   bool * input; 
   input = new bool[1600000]; // Velikost pole musi byt testovana 
dle pouzite graficke karty vzhledem k jeji velikosti pameti 
   int vysledek; 
                        
   /* Inicializace dat */ 
   n = 100; // Velikost pracovniho pole - pocet vlaken dle GPU 
procesoru - musi byt testovano dle pouzite graficke karty pro co 
nejlepsi vykon 
   *output = 0;  
 
         Jako v předchozí funkci pro paralelní výpočet prvočísel se vytvoří zařízení a kontext, 
provede se stavba programu v tomto případě podle souboru kernel_prvocisla_sito.cl, vytvoří 
se data pro buffer jádra, příkazová fronta, samotné jádro, které je definováno ve funkci 
kernel_prvocisla_sito  v souboru   kernel_prvocisla_sito.cl a definují se argumenty pro 
jádro. Data pro buffer se musí vytvořit s ohledem na výše uvedené pole o velikosti 1600000 
prvků (proměnná input): 
/* Vytvoreni data bufferu */ 
   input_buffer = clCreateBuffer(context, CL_MEM_READ_ONLY | 
         CL_MEM_COPY_HOST_PTR, 1600000 * sizeof(bool), input, &err); 
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   sum_buffer = clCreateBuffer(context, CL_MEM_READ_WRITE | 
         CL_MEM_COPY_HOST_PTR, sizeof(int), output, &err); 
    
Funkcí clEnqueueNDRangeKernel se nasadí jádro na zařízení tentokrát maximálně o 100 
vláknech pro testovanou grafickou kartu AMD Radeon HD 8670M. Po proběhnutí výpočtu na 
GPU se načte z bufferu jádra výsledný počet prvočísel z proměnné output. 
 
4.1.2.9 Jádro pro paralelní výpočet prvočísel pomocí Eratosthenova síta 
         Jádro pro paralelní výpočet prvočísel pomocí Eratosthenova síta je definováno v 
souboru kernel_prvocisla_sito.cl. Jako vstupní hodnota do jádra se načte z bufferu pole o 
velikosti 1600000 prvků (proměnná input). Jako výstupní hodnota se vrátí po dokončení 
výpočtu na všech vláknech do bufferu proměnná output, která je v tomto případě konečným 
součtem všech prvočísel v daném intervalu. V hlavičce funkce jádra jsou definovány tyto 
globální proměnné: 
__kernel void kernel_prvocisla_sito(__global bool* input, 
       __global int* output) 
 
Jak je vidět v definici proměnných, tak maximální horní mez pro hledání prvočísel pomocí 
Eratosthenova síta, která byla úspěšně otestována na grafické kartě AMD Radeon HD 8670M 
je hodnota 379200. Hledání prvočísel nad touto mezí již nebylo možné z důvodu nedostatku 
paměti nebo nepřesností ve výpočtu, který byl také způsoben právě nedostatkem paměti na 
GPU. Vlastní paralelizace výpočtu probíhá na principu označování všech násobků prvních 97 
prvočísel. Prvočíslo 2 je paralelizováno do více vláken, čímž se zkrátí celková doba výpočtu, 
protože ostatní vlákna nemusí tak dlouho čekat na vlákno s prvočíslem 2: 
// Inicializace promennych a dat 
  uint pocetcisel = 379200; // maximalni horni mez 
otestovana pro hledani prvocisel u graficke karty AMD Radeon HD 
8670M 
  uint pocetvlaken = get_global_size(0); 
  uint krok, start, stop; 
  uint P = 0; 
  uint vlakno = get_global_id(0); 
  uint odm; 
  // nacteni prvocisel pro paralelizaci do jednotlivych 
vlaken 
  uint prvocisla_pro_vlakna[100] = {2, 2, 2, 2, 3, 5, 7, 11, 
13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71, 73, 79, 
83, 89, 97, 101, 103, 107, 109, 113, 127, 131, 137, 139, 149, 151, 
157, 163, 167, 173, 179, 181, 191, 193, 197, 199, 211, 223, 227, 
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229, 233, 239, 241, 251, 257, 263, 269, 271, 277, 281, 283, 293, 
307, 311, 313, 317, 331, 337, 347, 349, 353, 359, 367, 373, 379, 
383, 389, 397, 401, 409, 419, 421, 431, 433, 439, 443, 449, 457, 
461, 463, 467, 479, 487, 491, 499, 503, 509}; 
 
Do proměnné krok se načte prvočíslo pro dané vlákno, jehož všechny násobky se pak označí 
jako neprvočísla. Pro prvočíslo 2 se vytvoří pro rychlejší označování tři vlákna navíc, kde 
každé vlákno označuje část celkového intervalu pro hledání prvočísel: 
  krok = prvocisla_pro_vlakna[vlakno]; 
  start = krok * krok; 
  stop = pocetcisel; 
 
  //zrychleni oznaceni pro suda cisla 
  if (vlakno == 0) stop = pocetcisel * 1 / 4; 
  if (vlakno == 1) 
   { 
    start = pocetcisel * 1 / 4; 
    stop = pocetcisel * 2 / 4; 
   } 
  if (vlakno == 2) 
   { 
    start = pocetcisel * 2 / 4; 
    stop = pocetcisel * 3 / 4; 
   } 
  if (vlakno == 3) 
   { 
    start = pocetcisel * 3 / 4; 
    stop = pocetcisel * 4 / 4; 
   } 
 
 
  for(int j = start; j < stop; j = j + krok) 
        { 
         input[j] = false; 
        } 
 
 
Jádro počká s pomocí příkazu barrier(CLK_GLOBAL_MEM_FENCE) na dokončení všech 
vláken a potom dopočítá zbývající prvočísla a jejich počet předá do proměnné output a tím i 
do bufferu jádra: 
barrier(CLK_GLOBAL_MEM_FENCE); // cekani na dokonceni vsech vlaken 
     
  if (vlakno=1) 
  {  
   for(int i = 521; i <= odm; i++) // dopocet 
zbyvajicich prvocisel 
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    { 
     if (input[i]) 
      { 
       for(int j = i * i; j < 
pocetcisel; j = j + i) 
        { 
         input[j] = false; 
        } 
      }  
    } 
   
   for(int j = 2; j < pocetcisel; j++) // urceni poctu 
prvocisel 
    { 
     if (input[j])  
      { 
       ++P; 
      } 
     } 
    
    *output = P; 
 
4.2 VÝPOČET INTEGRÁLU FUNKCE LICHOBĚŽNÍKOVOU 
METODOU S POUŽITÍM OPENCL 
4.2.1 Paralelizace integrálu funkce lichoběžníkovou metodou 
         Lichoběžníková metoda se v numerických metodách používá pro přibližný výpočet 
určitého integrálu funkce f(x). Tato metoda spočívá v principu rozdělení zadaného intervalu 
<a;b> na n stejně velkých intervalů. V hraničních bodech xi jednotlivých intervalů se 
vyhodnotí hodnota funkce f(x). Dále se na jednotlivých intervalech aproximuje funkce f(x) 
lineární funkcí, která se rovná funkci f(x) v hraničních bodech. Poté se spočítají určité 
integrály těchto lineárních funkcí na jednotlivých intervalech. Využívá se toho faktu, že se 
jedná o výpočet plochy lichoběžníku. Odhad určitého integrálu funkce f(x) na intervalu  
<a;b> se spočítá jako: 
∫ 𝑓(𝑥)𝑑𝑥
𝑏
𝑎
≈ ∑
𝑓(𝑥𝑖−1) + 𝑓(𝑥𝑖)
2
(𝑥𝑖 −  𝑥𝑖−1
𝑛
𝑖=1
) =  
𝑏 − 𝑎
𝑛
(
𝑓(𝑥0)
2
+  ∑ 𝑓(𝑥𝑖) + 
𝑛−1
𝑖=1
𝑓(𝑥𝑛)
2
) 
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Přesnost této metody je dána volbou počtu intervalů n [11]. Při velkém počtu intervalů n lze 
využít možnost paralelizace výpočtu jednotlivých částí ve více vláknech současně. Tímto 
může být dosaženo daleko rychlejšího výpočtu než při sériové metodě. 
  
Obr. 18: Schéma lichoběžníkové metody 
 
4.2.2 Tvorba aplikace pro výpočet integrálu funkce lichoběžníkovou 
metodou 
         Pro tvorbu grafického rozhraní aplikace pro výpočet integrálu funkce lichoběžníkovou 
metodou je opět použito Windows API. Automaticky generovaný kód z Visual Studio 2010 se 
modifikuje podobně jako v předcházející aplikaci. Vznikne tak základní grafické prostředí 
aplikace s prvky, jako jsou okna, menu, ovládací tlačítka a podobně. V aplikaci pro výpočet 
integrálu funkce lichoběžníkovou metodou je možno si zvolit také způsob výpočtu s možností 
volby mezi paralelním a sériovým výpočtem. S pomocí ovládacích tlačítek je možno 
v aplikaci začít či předčasně ukončit pokud výpočet trvá déle než 20 sekund. 
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Obr. 18: Ukázka vytvořené aplikace 
 
         Z důvodu velké rozsáhlosti kódu aplikace pro výpočet integrálu funkce lichoběžníkovou 
metodou je celý kód programu uveden také jen v příloze na médiu DVD. Princip uzpůsobení 
automaticky generovaného kódu byl vysvětlen podrobně pro aplikaci hledající prvočísla 
s pomocí Eratosthenova síta, proto v následujících řádcích je věnována pozornost již jen 
vysvětlením implementace lichoběžníkové metody pro paralelní výpočty. 
 
4.2.2.1 Funkce pro sériový výpočet integrálu lichoběžníkovou metodou 
         I v této aplikaci se z hlavní funkce WndProc(HWND, UINT, WPARAM, LPARAM) 
volají podle volby způsobu výpočtu integrálu jednotlivé funkce pro jeho výpočet. Funkce pro 
sériový výpočet serie_integral(a,b,n) počítá v jednom cyklu všechny funkční hodnoty 
funkce f(x): 
double serie_integral(int a, int b, int n) 
 { 
  double a2, b2, n2, h, soucet, x, vysledek; 
  int i, m; 
  int ID = 0; 
 
  a2 = (double)a; 
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  b2 = (double)b; 
  n2 = (double)n; 
 
  h = (b2 - a2) / n2; 
  soucet = 0.0; 
  m = n - 1; 
     
  for(i = 1; i <= m; i++) 
   { 
    x = a2 + i * h; 
    soucet = soucet + f(x); 
   } 
  vysledek = h * (f(a2) + 2.0 * soucet + f(b2)) / 2.0; 
  return vysledek; 
 } 
 
Pro testování výpočtu integrálu funkce byla vybrána funkce 𝑓(𝑥) =  
1
ln (𝑥)
 . Je definovaná 
zvlášť v tomto kódu funkce: 
//Funkce urcena pro integrovani 
double f(double x) // definice funkce pro integrovani 
   { 
    double funkce; 
    funkce = 1.0 / log(x); 
    return (funkce); 
   } 
 
4.2.2.2 Funkce pro paralelní výpočet integrálu lichoběžníkovou metodou 
          Funkce pro paralelní výpočet integrálu  paralel_integral(a,b,n) je volána 
z hlavní funkce Windows API aplikace WndProc(HWND, UINT, WPARAM, LPARAM). Při 
testování na grafické kartě AMD Radeon HD 8670M bylo zjištěno, že tato karta nepodporuje 
výpočet na GPU pro datové typy double. Proto je nutné posílat do bufferu jádra nebo přijmout 
zpět jen data typu float [12]: 
   /* Data a buffery */ 
   int pole;  // inicializace pracovniho pole - pocet vlaken dle GPU 
procesoru 
   int input[3]; // inicializace vstupnich hodnot do bufferu GPU 
   float output[100]; // inicializace vystupnich hodnot z bufferu 
GPU 
   double a2,b2,n2, h, celkovy_soucet, vysledek; // inicializace 
promennych pro vypocet integralu 
        
   /* Inicializace dat */ 
   pole = 100; // Velikost pracovniho pole - pocet vlaken dle GPU 
procesoru 
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   input[0] = a; 
   input[1] = b; 
   input[2] = n; 
   a2 = (double)a; 
   b2 = (double)b; 
   n2 = (double)n; 
   celkovy_soucet = 0.0; 
 
Dále se opět vytvoří zařízení a kontext, provede se stavba programu podle souboru 
kernel_integral.cl, vytvoří se data pro buffer jádra, příkazová fronta, samotné jádro, které je 
definováno ve funkci kernel_integral  v souboru   kernel_integral.cl a definují se 
argumenty pro jádro. Vstupní data pro buffer tvoří třírozměrné pole input, kde jsou obsaženy 
hodnoty z editovacího pole pro dělící body a, b a počet dílků n. Výstupními daty z bufferu 
jádra součty hodnot funkcí jednotlivých vláken: 
/* Vytvoreni data bufferu */ 
   input_buffer = clCreateBuffer(context, CL_MEM_READ_ONLY | 
         CL_MEM_COPY_HOST_PTR, 3 * sizeof(int), input, &err); 
   sum_buffer = clCreateBuffer(context, CL_MEM_READ_WRITE | 
         CL_MEM_COPY_HOST_PTR, pole * sizeof(float), output, &err); 
    
S pomocí funkce clEnqueueNDRangeKernel se opět nasadí jádro na zařízení tentokrát opět 
maximálně o 100 vláknech pro testovanou grafickou kartu AMD Radeon HD 8670M. Po 
proběhnutí výpočtu na GPU se načte z bufferu jádra 100 mezisoučtů hodnot funkcí 
jednotlivých vláken do jednorozměrného pole output. 
         Nakonec proběhne shrnutí výsledků vypočtených na GPU a dopočítá se konečný 
výsledek integrálu: 
   // sumarizace vysledku vypoctenych na GPU 
   for(int j=0;j<pole;j++) 
 { 
  celkovy_soucet += (double)output[j]; 
 } 
 
   h = (b2 - a2) / n2; 
   vysledek = h * ( f(a2) + 2.0 * celkovy_soucet + f(b2)) / 2.0; // 
dopocitani konecneho vysledku 
 
4.2.2.3 Jádro pro výpočet integrálu lichoběžníkovou metodou 
         Jádro pro paralelní výpočet integrálu lichoběžníkovou metodou je definováno v souboru 
kernel_integral.cl. Jako vstupní hodnota do jádra se načte z bufferu třírozměrné pole input, 
kde jsou obsaženy hodnoty pro dělící body a, b a počet dílků n. Výstupními daty z bufferu 
52 
 
jádra jsou součty hodnot funkcí jednotlivých vláken. V hlavičce funkce jádra jsou definovány 
jako globální proměnné: 
__kernel void kernel_integral(__global int* input, 
       __global float* output) 
 
V kódu jádra se musí inicializovat potřebné proměnné pro výpočet: 
// Inicializace promennych a dat 
  uint n = input[2]; // nacteni dilku pro integrovani z 
bufferu GPU 
  uint pocetvlaken = get_global_size(0); 
  uint krok; 
  uint vlakno = get_global_id(0); 
  uint start; 
  uint stop; 
 
  float a,b,h,soucet,x,vysledek; // inicializace promennych 
pro vypocet integralu v GPU 
   
  float f(float); // inicializace funkce pro integrovani v 
GPU 
   
  a = (float)input[0]; // nacteni deliciho bodu a pro 
integrovani z bufferu GPU 
  b = (float)input[1]; // nacteni deliciho bodu b pro 
integrovani z bufferu GPU 
 
Výpočet integrálu funkce probíhá podobně jako u sériového výpočtu s tím rozdílem, že 
intervaly pro výpočet jednotlivých funkčních hodnot jsou spouštěny jednotlivými vlákny 
odděleně. V případě testované grafické karty AMD Radeon HD 8670M běží paralelní výpočet 
na maximálně 100 vláknech. Při testování většího počtu vláken dochází k chybám kvůli 
nedostatku paměti, která je obsazená rezervací pro globální proměnné datového typu float. 
Zde následuje kód pro výpočet v jednotlivých vláknech: 
  h = (b - a) / (float)n; // krok pro integrovani 
  soucet = 0.0; 
   
  krok = n / pocetvlaken; 
  start = vlakno * krok; 
  stop = (vlakno * krok) + krok; 
    
   if(start == 0) start = 1; // preskoceni vypoctu f(a) 
   for (int i = start; i<stop; i++) 
    { 
     x = a + i * h; 
     soucet = soucet + f(x); // sumarizace 
hodnot funkce dle kroku 
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    } 
 
   output[vlakno] = soucet; // nacteni souctu hodnot 
funkci jednotlivych vlaken do bufferu GPU pro vystup 
     
} 
 
Na konci kódu jádra je ještě zvlášť definována funkce určená pro výpočet integrálu: 
float f(float x) // definice funkce pro integrovani 
   { 
    float funkce; 
    funkce = 1.0 / log(x); 
    return (funkce); 
   } 
 
4.3 PROBLEMATICKÉ BODY PŘI VYTVÁŘENÍ APLIKACÍ 
4.3.1 Nedostatek místa v paměti GPU 
         Při vytváření aplikace pro paralelní výpočet prvočísel pomocí Eratosthenova síta se jako 
největší problém ukázal nedostatek paměti GPU u grafické karty AMD Radeon HD 8670M, 
který ovlivnil možnost volby horní meze intervalu pro výpočet prvočísel. Metoda pro výpočet 
prvočísel pomocí Eratosthenova síta je velmi náročná na uchovávání výsledků v paměti GPU. 
GPU má většinou menší paměť než CPU, a proto je možno hledat prvočísla touto metodou 
jen pro menší intervaly. Při testování sériového výpočtu pomocí Eratosthenova síta na CPU 
s pamětí 8 GB bylo možné hledat prvočísla v rozsahu 0 až 1000000000. U grafické karty 
AMD Radeon HD 8670M s pamětí 2 GB jen v rozsahu 0 až 379200. Pro tak malý interval 
hledání prvočísel se výhodnost rychlosti paralelních výpočtů nemohla projevit.  
 
Knihovna Doba výpočtu 
[s] 
Zrychlení oproti 
sériovému výpočtu 
Sériový výpočet 0,327 1,0 
Sériový výpočet 
Eratosthenovo síto 
0,039 8,385 
OpenCL 0,741 0,441 
OpenCL Eratosthenovo síto 0,685 0,266 
Tab. 4: Porovnání doby výpočtu prvočísel v intervalu 0 až 379200 a zrychlení u grafické karty 
AMD Radeon HD 8670M   
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Obr. 19: Ukázka výpočtu u grafické karty AMD Radeon HD 8670M 
 
         Až při doplňkovém testování s jednou z nejvýkonnějších grafických karet AMD Radeon 
HD 7990 se projevilo zrychlení paralelních výpočtů. Tato grafická karta má paměť 6 GB a 
používá se pro nejnáročnější grafické operace nebo například i pro složité výpočty při těžbě 
kryptoměn. Výsledky měření doby výpočtu jsou vidět v tabulce č. 5. 
 
Knihovna Doba výpočtu 
[s] 
Zrychlení oproti 
sériovému výpočtu 
Sériový výpočet 18,512 1,0 
Sériový výpočet 
Eratosthenovo síto 
0,842 21,986 
OpenCL 2,152 8,602 
OpenCL Eratosthenovo síto 0,721 25,675 
Tab. 5: Porovnání doby výpočtu prvočísel v intervalu 0 až 7015200 a zrychlení knihoven u 
grafické karty AMD Radeon HD 7990  
 
 
 
Obr. 20: Ukázka výpočtu u grafické karty AMD Radeon HD 7990 
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         U aplikace pro výpočet integrálu funkce lichoběžníkovou metodou podobný problém 
nenastal. Tato metoda se velmi dobře paralelizuje s minimální náročností na paměť. Projevilo 
se to ve velkých hodnotách zrychlení při použití knihovny OpenCL. V tabulce č. 6 je vidět 
velké zrychlení při počtu dílků n = 1000000000. 
 
Knihovna Doba výpočtu 
[s] 
Zrychlení oproti 
sériovému výpočtu 
Sériový výpočet 106,659 1,0 
OpenCL 9,635 11,07 
 
Tab. 6: Porovnání doby výpočtu integrálu funkce lichoběžníkovou metodou a zrychlení 
u grafické karty AMD Radeon HD 8670M 
 
 
Obr. 21: Ukázka výpočtu integrálu funkce u grafické karty AMD Radeon HD 8670M 
 
4.3.2 Problém přesnosti výpočtu na GPU 
         Při vývoji aplikace pro výpočet integrálu funkce lichoběžníkovou metodou se objevila 
při implementaci paralelizace výpočtu komplikace s podporou určitých datových typů na 
GPU. Bylo zjištěno, že některé grafické karty od výrobce AMD nepodporují datový typ 
double, což má za následek v některých případech menší přesnost výpočtu. Grafické karty 
výrobce NVIDIA tento problém nemají [12]. 
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4.3.3 Nemožnost přerušení výpočtu na GPU 
         Při nasazení jádra na GPU dochází k plnému využití grafické karty. Při použití knihovny 
OpenCL v současné verzi 2.0 není možno žádným způsobem kromě restartu celého počítače 
přerušit běh jádra [6]. Jedinou ochranou proti nechtěnému zamrznutí GPU je proces detekce 
časového limitu pro obnovení grafiky (TDR), kdy je možno přímo v registrech Windows 
nastavit dobu pro tento časový limit, po jehož uplynutí operační systém automaticky obnoví 
ovladač grafické karty a restart celého systému není nutný [8]. Při vývoji aplikací byla 
zkoušena možnost rozdělení dat na více částí. Jejich zpracování pak probíhalo více násobným 
spouštěním jádra. Po každém dokončení jednotlivého úseku se ukončil proces výpočtu v jádře 
a vznesl se dotaz uživateli, zdali chce pokračovat v dlouhém výpočtu. Pro tento dotaz se 
použila funkce Windows API MessageBox, jak je vidět v následujím kódu: 
//Funkce Stop Message Box 
int StopMessageBox() 
 { 
  int msgboxID = MessageBox( 
        NULL, 
        (LPCWSTR)L"Probíhá velmi dlouhý 
výpočet. Chceš pokračovat?", 
        (LPCWSTR)L"Upozornění", 
       MB_ICONASTERISK | MB_OKCANCEL | 
MB_DEFBUTTON2 
      ); 
 
      switch (msgboxID) 
       { 
        case IDCANCEL: 
        break; 
        case IDOK: 
        break; 
       } 
  return msgboxID; 
 } 
 
Toto přerušování výpočtu na jádře mělo ovšem za následek velký nárůst doby výpočtu 
v důsledku opakovaného definování některých datových struktur OpenCL pro každé nové 
nasazení jádra. Takový způsob se proto nejeví velmi praktickým, protože paralelizace má 
především zrychlit vlastní provádění výpočtů. 
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ZÁVĚR 
Cílem této diplomové práce bylo provést rozbor existujících knihoven pro paralelní 
výpočty včetně knihoven pro paralelizaci na GPU v grafických kartách a porovnat rychlosti 
výpočtu nejpoužívanějších knihoven pro paralelizaci na základě jednoduché aplikace hledající 
prvočísla minimálně na dvou různých hardwarových počítačových sestavách.  
Nejlepšího výsledku ve zrychlení výpočtů podle předpokladů bylo dosaženo 
s knihovnou OpenCL určenou pro paralelizaci výpočtů na GPU. Výsledek odpovídal 
možnostem podle hardwaru, kdy nejkratší doby výpočtu bylo dosaženo s grafickou kartou 
AMD Radeon HD 8670M, jejíž výkon je mnohem vyšší než výkon nejméně výkonné 
testované grafické karty nVidia 8200M G. 
Na základě výsledků porovnání rychlostí jednotlivých knihoven byla vybrána pro další 
vývoj aplikací knihovna OpenCL. Úspěšně byly vytvořeny dvě aplikace s jednoduchým 
grafickým prostředím - program pro zdokonalené vyhledávání prvočísel pomocí 
Eratosthenova síta a program pro výpočet integrálu funkce lichoběžníkovou metodou. 
Výsledky práce ukázaly, že pro specifické vědecké výpočty je v současné době 
nejvýhodnější použít knihovny určené pro paralelizaci výpočtů na GPU. Tyto knihovny, 
v tomto případě knihovna OpenCL, prokazují jasně největší zrychlení výpočtů oproti 
sériovým výpočtům. Velmi důležitým faktorem ovšem je posouzení vhodnosti 
implementovaného algoritmu pro paralelizaci. Pokud je výpočetní algoritmus velmi náročný 
na velikost rezervované paměti GPU, jak se ukázalo v případě metody Eratosthenova síta pro 
hledání prvočísel, tak je vhodnější použít například některou z knihoven určenou pro 
paralelizaci na CPU. Dalším nedostatkem ve vývoji aplikací pomocí knihovny OpenCL je 
nemožnost použít v jádru proměnné datového typu double v případě potřeby velmi přesných 
výpočtů. Tento problém se týká některých grafických karet společnosti AMD. Je proto nutné 
použít buď vyšší třídu grafických karet AMD nebo zvolit grafickou kartu od výrobce 
NVIDIA. Posledním problémem je nemožnost přerušení výpočtu běžícího na GPU. 
V současné verzi knihovny OpenCL 2.0 tato možnost chybí. Jediným řešením je rozdělení 
zpracovávaných dat na více úseků, čímž se ovšem může ztratit výhoda rychlosti paralelních 
výpočtů na GPU.  
V porování s jinými knihovnami určenými pro paralelizaci výpočtů na GPU má 
knihovna OpenCL plně otevřený standard, který byl přijat a je podporován všemi 
nejvýznamnějšími společnostmi, jako jsou Apple, Intel, Qualcomm, Advanced Micro Devices 
(AMD), Nvidia, Altera, Samsung, Vivante a ARM Holdings. Aplikace vytvořené s pomocí 
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knihovny OpenCL jsou snadno přenositelné a lze je tak používat na GPU a CPU většiny 
výrobců. 
V budoucnosti lze nadále předpokládat velký vývoj na poli grafických karet především 
díky rozvoji trhu s počítačovými hrami a v současné době i s narůstající popularitou 
kryptoměn, kde se využívají pro těžební výpočty především grafické karty a výpočetní 
jednotky ASIC. Díky tomuto mohutnému rozvoji bude jistě pokračovat i vývoj knihoven pro 
paralelizaci výpočtů na GPU a jejich využívání pro vědecké účely. 
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1 PŘÍLOHA A: KÓD APLIKACE NA VÝPOČET 
PRVOČÍSEL S POMOCÍ KNIHOVNY MPI 
// Prvocisla MPI 
#include <time.h> 
#include <iostream> 
#include <cmath> 
#include "mpi.h" // Pouziti knihovny MPI 
using namespace std; 
 
// Funkce testujici prvocisla 
bool prvocislo_test(int n) 
{ 
 if (n == 2) return true; 
    if ((n == 1) || ((n % 2) == 0)) return false; 
 for (int i = 3; i <= ((unsigned int)sqrt((double)n)); i++) if (n % i == 0) 
return false;   
    return true;    
} 
 
// Hlavni program 
void main(int argc, char* argv[]) 
{ 
 
int rank; 
int size; 
 
clock_t start, end; 
 
 
MPI_Init(&argc, &argv); // Inicializace MPI 
MPI_Comm_rank(MPI_COMM_WORLD,&rank); // Definice pořadí procesu  
MPI_Comm_size(MPI_COMM_WORLD,&size); // Definice celkového počtu procesů dle počtu 
procesorů 
 
start = clock(); // Zacatek mereni casu 
 
int limit = 900000; // Limit pro hledani poctu prvocisel 
int pocet_prvocisel = 0; 
 
// Rozdeleni na vlakna podle poctu procesoru 
int count = limit / size; 
int start2 = rank * count; 
int stop = start2 + count; 
 
 
for(int j = start2; j < stop; j++) 
 { 
  if (prvocislo_test(j))  
   { 
    ++pocet_prvocisel; 
    // cout << j << "\n"; 
   } 
    } 
 
int total_pocet_prvocisel = 0; 
 
MPI_Reduce(&pocet_prvocisel, &total_pocet_prvocisel, 1, MPI_INT, MPI_SUM, 0, 
MPI_COMM_WORLD); // Součet proměnné pocet_prvocisel z jednotlivých procesů do  
souhrnné proměnné total_pocet_prvocisel 
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cout << "\n Pocet prvocisel do " << limit << " je: "  << total_pocet_prvocisel << 
"\n"; 
 
 
MPI_Finalize(); // Ukonceni MPI 
 
 
 
end = clock(); // Konec pocitani casu 
 
cout << "Cas vypoctu: " 
<< (double)(end-start)/CLOCKS_PER_SEC 
<< " sekund." << "\n\n"; 
 
cin.get(); 
 
 
} 
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2 PŘÍLOHA B: KÓD APLIKACE NA VÝPOČET 
PRVOČÍSEL S POMOCÍ KNIHOVNY OPENMP 
// Prvocisla OMP 
#include <time.h> 
#include <iostream> 
#include <cmath> 
#include <omp.h> // Pouziti knihovny OMP 
using namespace std; 
 
// Funkce testujici prvocisla 
bool prvocislo_test(int n) 
{ 
 if (n == 2) return true; 
    if ((n == 1) || ((n % 2) == 0)) return false; 
 for (int i = 3; i <= ((unsigned int)sqrt((double)n)); i++) if (n % i == 0) 
return false;   
    return true;    
} 
 
// Hlavni program 
int main() 
{ 
clock_t start, end; 
 
cout << "OpenMP test \n"; 
 
start = clock(); // Zacatek mereni casu 
 
int limit = 3412800; // Limit pro hledani poctu prvocisel 
int pocet_prvocisel = 0; 
 
 
#pragma omp parallel for // OpenMP direktiva k rozdělení práce cyklu mezi vlákna 
for(int j = 1; j < limit; j++) 
 { 
  if (prvocislo_test(j))  
   { 
    ++pocet_prvocisel; 
    //cout << j << "\n"; 
   } 
    } 
 
cout << "\nPocet prvocisel do " << limit << " je: "  << pocet_prvocisel << "\n"; 
 
end = clock(); // Konec pocitani casu 
 
cout << "\nCas vypoctu: " << (double)(end-start)/CLOCKS_PER_SEC << " s"; 
 
cin.get(); 
 
return 0; 
} 
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3 PŘÍLOHA C: KÓD APLIKACE NA VÝPOČET 
PRVOČÍSEL S POMOCÍ KNIHOVNY PPL 
// Prvocisla PPL 
#include <time.h> 
#include <iostream> 
#include <cmath> 
#include <ppl.h> // Pouziti knihovny PPL 
using namespace std; 
 
using namespace Concurrency; 
 
// Funkce testujici prvocisla 
bool prvocislo_test(int n) 
{ 
 if (n == 2) return true; 
    if ((n == 1) || ((n % 2) == 0)) return false; 
 for (int i = 3; i <= ((unsigned int)sqrt((double)n)); i++) if (n % i == 0) 
return false;   
    return true;    
} 
 
// Hlavni program 
int main() 
{ 
clock_t start, end; 
 
cout << "PPL test \n"; 
 
start = clock(); // Zacatek mereni casu 
 
int limit = 3412800; // Limit pro hledani poctu prvocisel 
int pocet_prvocisel = 0; 
 
// PPL příkaz k rozdělení práce cyklu mezi vlákna 
parallel_for(1, limit, [&](int j){ 
  if (prvocislo_test(j))  
   { 
    ++pocet_prvocisel; 
    //cout << j << "\n"; 
   } 
}); 
 
cout << "\nPocet prvocisel do " << limit << " je: "  << pocet_prvocisel << "\n"; 
 
end = clock(); // Konec pocitani casu 
 
cout << "\nCas vypoctu: " << (double)(end-start)/CLOCKS_PER_SEC << " s"; 
 
cin.get(); 
 
return 0; 
} 
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4 PŘÍLOHA D: KÓD APLIKACE NA VÝPOČET PRVOČÍSEL 
S POMOCÍ KNIHOVNY OPENCL 
#define PROGRAM_FILE "kernel_prvocisla.cl" 
#define KERNEL_FUNC "kernel_prvocisla" 
 
#include <math.h> 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <time.h> 
#include <iostream> 
#include <cmath> 
 
#include <CL/cl.h> // Pouziti knihovny OpenCL 
 
using namespace std; 
 
/* Identifikace GPU nebo CPU s dostupnou platformou */ 
cl_device_id create_device() { 
 
   cl_platform_id platform; 
   cl_device_id dev; 
   int err; 
 
   /* Identifikace platformy */ 
   err = clGetPlatformIDs(1, &platform, NULL); 
   if(err < 0) { 
      perror("Couldn't identify a platform"); 
      exit(1); 
   }  
 
   /* Pristup na zarizeni */ 
   err = clGetDeviceIDs(platform, CL_DEVICE_TYPE_GPU, 1, &dev, NULL); 
   if(err == CL_DEVICE_NOT_FOUND) { 
      err = clGetDeviceIDs(platform, CL_DEVICE_TYPE_CPU, 1, &dev, NULL); 
   } 
   if(err < 0) { 
      perror("Couldn't access any devices"); 
      exit(1);    
   } 
 
   return dev; 
} 
 
/* Vyytvoreni programu ze souboru a jeho kompilace */ 
cl_program build_program(cl_context ctx, cl_device_id dev, const char* filename) { 
 
   cl_program program; 
   FILE *program_handle; 
   char *program_buffer, *program_log; 
   size_t program_size, log_size; 
   int err; 
 
   /* Precteni programu v souboru a jeho umisteni do bufferu */ 
   program_handle = fopen(filename, "r"); 
   if(program_handle == NULL) { 
      perror("Couldn't find the program file"); 
      exit(1); 
   } 
   fseek(program_handle, 0, SEEK_END); 
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   program_size = ftell(program_handle); 
   rewind(program_handle); 
   program_buffer = (char*)malloc(program_size + 1); 
   program_buffer[program_size] = '\0'; 
   fread(program_buffer, sizeof(char), program_size, program_handle); 
   fclose(program_handle); 
 
   /* Vytvoreni programu ze souboru */ 
   program = clCreateProgramWithSource(ctx, 1,  
      (const char**)&program_buffer, &program_size, &err); 
   if(err < 0) { 
      perror("Couldn't create the program"); 
      exit(1); 
   } 
   free(program_buffer); 
 
   /* Stavba program */ 
   err = clBuildProgram(program, 0, NULL, NULL, NULL, NULL); 
   if(err < 0) { 
 
      /* Nalezeni velikosti logu a tisk do vystupu */ 
      clGetProgramBuildInfo(program, dev, CL_PROGRAM_BUILD_LOG,  
            0, NULL, &log_size); 
      program_log = (char*) malloc(log_size + 1); 
      program_log[log_size] = '\0'; 
      clGetProgramBuildInfo(program, dev, CL_PROGRAM_BUILD_LOG,  
            log_size + 1, program_log, NULL); 
      printf("%s\n", program_log); 
      free(program_log); 
      exit(1); 
   } 
 
   return program; 
} 
 
int main() { 
 
   /* OpenCL structury */ 
   cl_device_id device; 
   cl_context context; 
   cl_program program; 
   cl_kernel kernel; 
   cl_command_queue queue; 
   cl_int err; 
   cl_mem input_buffer, sum_buffer; 
    
   /* Data a buffery */ 
   int n; 
   int *input = new int; 
   int output[189600]; 
 
   clock_t start, end; 
 
   cout << "OpenCL test \n\n"; 
            
    
    
   /* Inicializace dat */ 
   n = 189600; // Velikost pracovniho pole - pocet vlaken dle GPU procesoru 
   *input = 7015200; // Limit pro hledani poctu prvocisel 
    
   for(int j=0;j<n;j++) 
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       { 
        output[j] = 0; 
       } 
 
   /* Vytvoreni zarizeni a context */ 
   device = create_device(); 
   context = clCreateContext(NULL, 1, &device, NULL, NULL, &err); 
   if(err < 0) { 
      perror("Couldn't create a context"); 
      exit(1);    
   } 
    
 
   /* Stavba programu */ 
   program = build_program(context, device, PROGRAM_FILE); 
   
   /* Vytvoreni data bufferu */ 
    
   input_buffer = clCreateBuffer(context, CL_MEM_READ_ONLY | 
         CL_MEM_COPY_HOST_PTR, sizeof(int), input, &err); 
   sum_buffer = clCreateBuffer(context, CL_MEM_READ_WRITE | 
         CL_MEM_COPY_HOST_PTR, n * sizeof(int), output, &err); 
   if(err < 0) { 
      perror("Couldn't create a buffer"); 
      exit(1);    
   }; 
 
   /* Vytvoreni command queue */ 
   queue = clCreateCommandQueue(context, device, 0, &err); 
   if(err < 0) { 
      perror("Couldn't create a command queue"); 
      exit(1);    
   }; 
 
   /* Vytvoreni kernelu */ 
   kernel = clCreateKernel(program, KERNEL_FUNC, &err); 
   if(err < 0) { 
      perror("Couldn't create a kernel"); 
      exit(1); 
   }; 
 
   /* Vytvoreni kernel arguments */ 
   size_t globalWorkSize[1]; 
   globalWorkSize[0] = n; 
   err = clSetKernelArg(kernel, 0, sizeof(cl_mem), &input_buffer); 
   err |= clSetKernelArg(kernel, 1, sizeof(cl_mem), &sum_buffer); 
   if(err < 0) { 
      perror("Couldn't create a kernel argument"); 
      exit(1); 
   } 
 
    
    start = clock(); // Zacatek mereni casu 
     
   /* Enqueue kernel */ 
   err = clEnqueueNDRangeKernel(queue, kernel, 1, NULL, globalWorkSize,  
         NULL, 0, NULL, NULL);  
   if(err < 0) { 
      perror("Couldn't enqueue the kernel"); 
      exit(1); 
   } 
 
68 
 
   /* Cteni vystupu kernelu */ 
   err = clEnqueueReadBuffer(queue, sum_buffer, CL_TRUE, 0,  
         sizeof(output), output, 0, NULL, NULL); 
   if(err < 0) { 
      perror("Couldn't read the buffer"); 
      exit(1); 
   } 
 
    
   for(int j=1;j<n;j++) 
       { 
        output[0] += output[j]; 
       } 
   
 
   cout << "Pocet prvocisel do " << *input  << " je: " << output[0]+1 << "\n"; 
 
  
   end = clock(); // Konec pocitani casu 
 
cout << "\nCas vypoctu: " << (double)(end-start)/CLOCKS_PER_SEC << " s"; 
 
cin.get(); 
 
/* Delokace zdroju */ 
   clReleaseKernel(kernel); 
   clReleaseMemObject(sum_buffer); 
   clReleaseMemObject(input_buffer); 
   clReleaseCommandQueue(queue); 
   clReleaseProgram(program); 
   clReleaseContext(context); 
     
return 0; 
} 
 
 
 
__kernel void kernel_prvocisla(__global int* input, 
       __global int* output) { 
 
  // Inicializace promennych a dat 
  uint pocetcisel = *input; 
  uint pocetvlaken = get_global_size(0); 
  uint krok; 
  bool prvocislo_test; 
  uint P = 0; 
  uint vlakno = get_global_id(0); 
  uint odm; 
  uint start; 
  uint stop; 
   
  krok = pocetcisel / pocetvlaken; 
   
   
   start = vlakno * krok; 
   stop = (vlakno * krok) + krok; 
   for (int i = start; i<stop; i++) 
    { 
   
     prvocislo_test = true; 
     if (i == 2) prvocislo_test = true; 
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     if ((i == 1) || ((i % 2) == 0)) prvocislo_test = 
false; 
     odm = ((unsigned int)sqrt( (float) i)); 
     for (int k = 3; k <= odm; k++)  
      { 
       if ( i % k == 0) prvocislo_test = 
false; 
      } 
     if ( prvocislo_test == true ) 
      { 
       ++P; 
        
      } 
    
    output[vlakno] = P;    
    } 
  
   
 barrier(CLK_GLOBAL_MEM_FENCE); // cekani na dokonceni vsech vlaken 
 
  
  
} 
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5 PŘÍLOHA E: KÓD APLIKACE PRO SÉRIOVÝ VÝPOČET 
PRVOČÍSEL 
// Prvocisla seriovy vypocet 
#include <time.h> 
#include <iostream> 
#include <cmath> 
using namespace std; 
 
// Funkce testujici prvocisla 
bool prvocislo_test(int n) 
{ 
 if (n == 2) return true; 
    if ((n == 1) || ((n % 2) == 0)) return false; 
 for (int i = 3; i <= ((unsigned int)sqrt((double)n)); i++) if (n % i == 0) 
return false;   
    return true;    
} 
 
// Hlavni program 
int main() 
{ 
clock_t start, end; 
 
cout << "Seriovy vypocet test \n"; 
 
start = clock(); // Zacatek mereni casu 
 
int limit = 3412800; // Limit pro hledani poctu prvocisel 
int pocet_prvocisel = 0; 
 
 
for(int j = 1; j < limit; j++) 
 { 
  if (prvocislo_test(j))  
   { 
    ++pocet_prvocisel; 
    //cout << j << "\n"; 
   } 
    } 
 
cout << "\nPocet prvocisel do " << limit << " je: "  << pocet_prvocisel << "\n"; 
 
end = clock(); // Konec pocitani casu 
 
cout << "\nCas vypoctu: " << (double)(end-start)/CLOCKS_PER_SEC << " s"; 
 
cin.get(); 
 
return 0; 
} 
 
 
 
 
 
 
 
 
71 
 
6 PŘÍLOHA E: OBSAH PŘILOŽENÉHO DVD 
Obsah přiloženého DVD: 
 
Název adresáře Popis 
prvocisla Visual Studio Project – výpočet prvočísel 
sériově, OpenMP, PPL, Eratosthenovo síto 
sériově 
test_openCL Visual Studio Project – výpočet prvočísel 
s pomocí OpenCL 
prvocisla_MPI Visual Studio Project – výpočet prvočísel 
s pomocí MPI 
Eratosthenovo_ sito_OpenCL_Win32 Visual Studio Project – Windows API 
aplikace – výpočet prvočísel s pomocí 
OpenCL a Eratosthenova síta 
Integral_OpenCL_Win32 Visual Studio Project – Windows API 
aplikace – výpočet integrálu funkce 
lichoběžníkovou metodou s pomocí OpenCL 
Text Diplomová práce v elektronické podobě 
 
 
