Comparison of 1-dimensional distance functions is a basic tool in Alexandrov geometry and it is used to characterize spaces with curvature bounded above or below. For the zero curvature bound there is a differential inequality which enables one to check this comparison directly on a given smooth 1-dimensional distance function. In this note we give a generalization of this property to arbitrary curvature bounds.
Introduction
Alexandrov geometry is based on distance comparison. Let (X, d) be a metric space with an intrinsic metric i.e. distance between two points is realized as the length of a path between these points. (These spaces are also called geodesic spaces. For the basic notions of metric geometry see [1] and [2] ). The prime example of geodesic spaces is a complete Riemannian manifold with the metric induced by the Riemannian structure.
A segment in X is a shortest path between its end points, parametrized by arc length (a segment with end points x, y ∈ X is denoted by [xy] , which however might not be determined uniquely by x and y). Given a point p ∈ X and a segment γ : [a, b] −→ X with end points x = γ(a) and y = γ(b), we consider the function g(t) = d(p, γ(t)). One of the tools of Alexandrov geometry is to compare this "1-dimensional distance function" with an appropriate Euclidean 1-dimensional distance function. To do so, a comparison segment γ 0 = [xȳ] of the same length as γ is chosen in the Euclidean plane, and a reference pointp, which is positioned in the same way to γ 0 as p to γ, i.e. d 0 (p,x) = d(p, x) and d 0 (p,ȳ) = d(p, y).
The following is one of the basic characterizations of nonpositive (resp. nonnegative) curvature in Alexandrov geometry (see [1] ). Definition 1.1 A geodesic space X is called nonpositively (resp. nonnegatively) curved, if every point in X has a neighborhood such that, whenever a point p and a segment γ lie within this neighborhood, the comparison func-
One can choose instead of the Euclidean plane other two dimensional simply connected space forms for comparison. Let H k denote the hyperbolic plane with curvature k < 0 (i.e. metric tensor of the standard hyperbolic plane multiplied by − 1 k ) and S k denote a Euclidean sphere with curvature k > 0 (i.e. radius 1 √ k ) with its intrinsic metric. We will denote these model
Given a segment γ in X and a point p ∈ X, one can construct a comparison function g k for M k as in the Euclidean case. (One can always find a comparison segment and a reference point in M k for k ≤ 0; in S k , if the segment γ is small enough and p close enough to γ.) One can then generalize the above definition verbatim to the model space M k : Definition 1.2 A geodesic space X is called of curvature ≤ k (resp. of curvature ≥ k), if every point in X has a neighborhood such that, whenever a point p and a segment γ lie within this neighborhood, the comparison function
We note that the comparison function g k associated to g in M k is completely determined by three numbers b − a, d(p, γ(a)) and d(p, γ(b)) (under the clause referred to above for S k ). An example is given in Figure 1 We can express the comparison functions on the model spaces as follows:
whereby u and v are parameters to adjust the values g k (a) = d(p, γ(a)) and
) for a given segment γ in X and the point p ∈ X. (We restrict the parameter values by v > 0 for g k with k ≤ 0 and by
To obtain these expressions we have made the following comparison choices:
We assume a ≥ 0; often it will be a = 0.) Under these choices, g k (t) is the distance of the comparison point to γ k (t) (with respect to d k ).
We remark that the functions g k (for any k) are, by the triangle inequality, nonexpanding in the sense that |g
. By the same reason and since the comparison segment γ k is arc-length parametrized, we also have
This last property is not a consequence of nonexpandingness as, for example, the simple function
shows. From the point of view of the theorems we give in the next section, we want to consider the following type of functions:
it is nonexpanding and the following property is satisfied:
In other words, the function g is distance-like, if for any a ≤ t 1 ≤ t 2 ≤ b, the three numbers g(t 1 ), g(t 2 ) and t 2 − t 1 can be realized as the edge-lengths of an Euclidean triangle. (One can then find a triangle in H k with the same edge-lengths for any k < 0; and a triangle in S k if these numbers are small enough, depending on k > 0.) One can simplify the above condition by the following simple lemma:
. Then g is a distance-like function.
Proof. Let a ≤ t 1 ≤ t 2 ≤ b. By nonexpandingness we can write
Adding up the inequalities g(t 1 ) ≥ g(a) − t 1 + a and g(t 2 ) ≥ g(b) + t 2 − b, we get g(t 1 ) + g(t 2 ) ≥ t 2 − t 1 . By adding an appropriate positive constant, one can obviously make a nonexpanding function distance-like.
Differential Inequalities for Function Comparison
In [1] , the following property is given (in a slightly different formulation) as an interesting exercise:
2. Let g : [a, b] −→ R be a smooth (or of class C 2 ), positive-valued, distancelike function.
i) The differential inequality
is satisfied on [a, b] if and only if the following holds: Given any a ≤ t 1 < t 2 ≤ b, then g(t) ≤ g 0 (t) on [t 1 , t 2 ], whereby the parameter values of g 0 are so adjusted that g 0 (t 1 ) = g(t 1 ) and g 0 (t 2 ) = g(t 2 ).
ii) The differential inequality
is satisfied on [a, b] if and only if the following holds: Given any a ≤ t 1 < t 2 ≤ b, then g(t) ≥ g 0 (t) on [t 1 , t 2 ], whereby the parameter values of g 0 are so adjusted that g 0 (t 1 ) = g(t 1 ) and g 0 (t 2 ) = g(t 2 ).
We want to generalize this property to the other function types g k . For definiteness we want to introduce the following notation: Given a smooth, positive valued distance-like function g : [a, b] −→ R (0 ≤ a < b) and a ≤ t 1 < t 2 ≤ b, we denote the function g k with parameter values adjusted to g on t 1 and t 2 , i.e. g k (t 1 ) = g(t 1 ) and g k (t 2 ) = g(t 2 ), by g t 1 ,t 2 k . For k ≤ 0 this is always possible; for k > 0, b and max a≤t≤b g(t) must be small enough.
We first consider the hyperbolic case: Proposition 2.2 Let k < 0. Then, 1. The function g k satisfies the differential equation
is satisfied on [a, b] if and only if g ≤ g
is satisfied on [a, b] if and only if g ≥ g
Proof. The first part is straightforward. For the proof of the case (i) in part 2 of the proposition first assume that g(t) ≤ g
Then one can write
By definition, the function g
and by derivation (g
Adding up (14) and (15), we get
, we can write
Similarly, for t = t 2 , we obtain
The inequalities (17) and (18) show that the function
is non-decreasing on [a, b]. Thus it must be
on [a, b] . From this, we obtain, for all t ∈ [a, b],
that is (11), as required. We now consider the other direction of the case (i) of part 2 of the proposition. If we have the differential inequality (11) for all t ∈ [a, b], then by multiplication of both sides of (11) with the positive valued function "e − √ −kt sinh( √ −kg(t))", we get
The left hand side of this inequality equals to the derivative of the function h(t) defined in (19). Hence one has h ′ (t) ≥ 0 and consequently, the function h(t) is non-decreasing. On the other hand, the function h(t) can be written as
where
Now, by using the extended mean value theorem on the intervals [t 1 , t] and [t, t 2 ] for t 1 < t < t 2 , we get
and
Since the function h(t) is non-decreasing, we have h(η) ≤ h(ξ), i.e.
for all t ∈ (t 1 , t 2 ), which we can also write in the form
since the function ϕ(t) = 1 2 e 2 √ −kt is strictly increasing. Using the definitions of ρ and ϕ in both sides of (28), we get
Here by using
(and the same for t 2 ),
we get
whence we obtain
The proof of the case (ii) in the second part of the proposition is proved along the same lines, only by reversing the inequalities.
We now give the corresponding theorem for k > 0.
The function g k satisfies the differential equation
is satisfied on [a, b] if and only if g ≤ g t 1 ,t 2 k holds on [t 1 , t 2 ] for any a ≤ t 1 < t 2 ≤ b.
is satisfied on [a, b] if and only if g ≥ g t 1 ,t 2 k holds on [t 1 , t 2 ] for any a ≤ t 1 < t 2 ≤ b.
(We assume here, as noted earlier, b and max a≤t≤b g(t) to be small enough, depending on k, to make the triangles with edge lengths t 2 − t 1 , g(t 1 ), g(t 2 ) embeddable into the model space S k . We additionally want them to be small enough to make the values cos( √ kt) and sin( √ kg(t)) positive, as needed in the proof below.)
Proof. The first part is straightforward. For the proof of the case (i) in part 2 of the proposition first assume that g(t) ≤ g 
and by derivation
