We revisit the computation of (2-modified) Fredholm determinants for operators with matrix-valued semi-separable integral kernels. The latter occur, for instance, in the form of Green's functions associated with closed ordinary differential operators on arbitrary intervals on the real line. Our approach determines the (2-modified) Fredholm determinants in terms of solutions of closely associated Volterra integral equations, and as a result offers a natural way to compute such determinants.
Introduction
We offer a self-contained and elementary approach to the computation of Fredholm and 2-modified Fredholm determinants associated with m×m matrix-valued, semiseparable integral kernels on arbitrary intervals (a, b) ⊆ R of the type K(x, x ) = f 1 (x)g 1 (x ), a < x < x < b, f 2 (x)g 2 (x ), a < x < x < b, ( H(x, x ) = f 1 (x)g 1 (x ) − f 2 (x)g 2 (x ), a < x < x < b (1.6) and
(1.8)
Moreover, introducing
C(x) = (f 1 (x) f 2 (x)), B(x) = (g 1 (x) − g 2 (x)) (1.9) and the n × n matrix A (n = n 1 + n 2 ) In particular, the Fredholm determinant of I−αK is reduced to a finite-dimensional determinant induced by the finite rank operator QR in (1.4). Up to this point we followed the treatment in [11, Ch. IX] ). Now we will depart from the presentation in [11, Ch. IX] and [14, Ch . XIII] that focuses on a solution U (·, α) of (1.11) normalized by U (a, α) = I n . The latter normalization is in general not satisfied for Schrödinger operators on a half-line or on the whole real line possessing eigenvalues as discussed in Section 4. To describe our contribution to this circle of ideas we now introduce the Volterra integral equationŝ
with solutionsf j (·, α) ∈ L 2 ((a, b); dx) m×n j , j = 1, 2, and note that the first-order n × n system of differential equations (1.11) then permits the explicit particular solution 
= det C n (U (b, α)), (1.20) our principal result. A similar set of results can of course be obtained by introducing the corresponding Volterra operator H b in (2.5). Moreover, analogous results hold for 2-modified Fredholm determinants in the case where K is only assumed to be a Hilbert-Schmidt operator. Equations (1.17) and (1.20) summarize this approach based on decomposing K into a Volterra operator plus finite rank operator in (1.4), as advocated in [11, Ch. IX] and [14, Ch. XIII] , and our additional twist of relating this formalism to the underlying Volterra integral equations (1.18) and the explicit solution (1.19) of (1.11) .
In Section 2 we set up the basic formalism leading up to the solution U in (1.19) of the first-order system of differential equations (1.11) . In Section 3 we derive the set of formulas (1.17) , (1.20) , if K is a trace class operator, and their counterparts for 2-modified Fredholm determinants, assuming K to be a HilbertSchmidt operator only. Section 4 then treats four particular applications: First we treat the case of half-line Schrödinger operators in which we identify the Jost function as a Fredholm determinant (a well-known, in fact, classical result due to Jost and Pais [23] ). Next, we study the case of Schrödinger operators on the real line in which we characterize the inverse of the transmission coefficient as a Fredholm determinant (also a well-known result, see, e.g., [31, Appendix A], [36, Proposition 5.7] ). We also revisit this problem by replacing the second-order Schrödinger equation by the equivalent first-order 2 × 2 system and determine the associated 2-modified Fredholm determinant. The case of periodic Schrödinger operators in which we derive a new one-parameter family of representations of the Floquet discriminant and relate it to underlying Fredholm determinants is discussed next. Apparently, this is a new result. In our final Section 5, we rederive Böttcher's formula [1] for the 2-modified Fredholm determinant corresponding to a convolution integral operator whose kernel is associated with a symbol given by a rational function. The latter represents a Wiener-Hopf analog of Day's formula [7] for the determinant of finite Toeplitz matrices generated by the Laurent expansion of a rational function. The approach to (2-modified) Fredholm determinants of semi-separable kernels advocated in this paper permits a remarkably elementary derivation of this formula compared to the current ones in the literature (cf. the references provided at the end of Section 5).
The effectiveness of the approach pursued in this paper is demonstrated by the ease of the computations involved and by the unifying character it takes on when applied to differential and convolution-type operators in several different settings. [15] ). To set up the basic formalism we introduce the following hypothesis assumed throughout this section.
Hypothesis 2.1. Let −∞ ≤ a < b ≤ ∞ and m, n 1 , n 2 ∈ N. Suppose that f j are m × n j matrices and g j are n j × m matrices, j = 1, 2, with (Lebesgue) measurable entries on (a, b) such that
Given Hypothesis 2.1, we introduce the Hilbert-Schmidt operator
Associated with K we also introduce the Volterra operators
with m × m matrix-valued (triangular) integral kernel
Moreover, introducing the matrices
one verifies
Next, introducing the linear maps To describe the inverse 3 of I − αH a and I − αH b , α ∈ C, one introduces the n × n matrix A (n = n 1 + n 2 )
and considers a particular nonsingular solution U = U (x, α) of the first-order n×n system of differential equations 
In particular,
Moreover, where P (α) satisfies 
However, for concrete applications to differential operators to be discussed in Section 4, the normalization (2.34) is not necessarily possible.
Rather than solving the basic first-order system of differential equations U = αAU in (2.20) with the fixed initial condition U (a, α) = I n in (2.34), we now derive an explicit particular solution of (2.20) in terms of closely associated solutions of Volterra integral equations involving the integral kernel H(·, ·) in (2.6). This approach is most naturally suited for the applications to Jost functions, transmission coefficients, and Floquet discriminants we discuss in Section 4 and to the class of Wiener-Hopf operators we study in Section 5.
Still assuming Hypothesis 2.1, we now introduce the Volterra integral equationsf As long as
or equivalently, 
Proof. Differentiating the right-hand side of (2.38) with respect to x and using the Volterra integral equations (2.36), (2.37) readily proves that U satisfies U = αAU a.e. on (a, b). By Liouville's formula (cf., e.g., [21, Theorem IV. where M is an x-independent n × n matrix (in general depending on a spectral parameter) and A has a simple asymptotic behavior such that for some x 0 ∈ (a, b)
for constant n × n matrices A ± and appropriate weight functions 
(Modified) Fredholm determinants for operators with semi-separable integral kernels
In the first part of this section we suppose that K is a trace class operator and consider the Fredholm determinant of I −K. In the second part we consider 2-modified Fredholm determinants in the case where K is a Hilbert-Schmidt operator.
In the context of trace class operators we assume the following hypothesis.
Hypothesis 3.1. In addition to Hypothesis 2.1, we suppose that K is a trace class
The following results can be found in Gohberg, Goldberg, and Kaashoek [11, Theorem 3.2] and in Gohberg, Goldberg, and Krupnik [14, Sects. XIII.5, XIII.6] under the additional assumptions that a, b are finite and U satisfies the normalization U (a) = I n (cf. (2.20), (2.34)). Here we present the general case where (a, b) ⊆ R is an arbitrary interval on the real line and U is not normalized but given by the particular solution (2.38).
In the course of the proof we use some of the standard properties of determinants, such as,
and
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Here 
Assume in addition that U is given by (2.38). Then,
Proof. We briefly sketch the argument following [ [36, Theorem 3.7] ). Thus, tr(K) = tr(QR) = tr(RQ) = tr(ST ) = tr(T S) (3.14)
then proves (3.6) and (3.7). Next, one observes 
Similarly,
Relations (3.18) and (3.20) follow directly from taking the limit x ↑ b and x ↓ a in (2.39). This proves (3.8)-(3.13).
Equality of (3.18) and (3.20) also follows directly from (2.42) and
Finally, we treat the case of 2-modified Fredholm determinants in the case where K is only assumed to lie in the Hilbert-Schmidt class. In addition to (3.1)-(3.3) we will use the following standard facts for 2-modified Fredholm determinants det 2 (I − A), A ∈ B 2 (H) (cf., e.g., [13] 
Theorem 3.3. Suppose Hypothesis 2.1 and let α ∈ C. Then,
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Proof. Relations (3.26) follow since the Volterra operators H a , H b have no nonzero eigenvalues. Next, again using (3.15) and (3.16), one computes,
Equality of (3.34) and (3.36) also follows directly from (2.42) and (3.21).
Some applications to Jost functions, transmission coefficients, and Floquet discriminants of Schrödinger operators
In this section we illustrate the results of Section 3 in three particular cases:
The case of Jost functions for half-line Schrödinger operators, the transmission coefficient for Schrödinger operators on the real line, and the case of Floquet discriminants associated with Schrödinger operators on a compact interval. The case of a the second-order Schrödinger operator on the line is also transformed into a first-order 2 × 2 system and its associated 2-modified Fredholm deteminant is identified with that of the Schrödinger operator on R. For simplicity we will limit ourselves to scalar coefficients although the results for half-line Schrödinger operators and those on the full real line immediately extend to the matrix-valued situation.
We start with the case of half-line Schrödinger operators:
(we note that V is not necessarily assumed to be real-valued) we introduce the closed Dirichlet-type operators in L 2 ((0, ∞); dx) defined by
We note that H
+ is self-adjoint and that H + is self-adjoint if and only if V is real-valued.
Next we introduce the regular solution φ(z, ·) and Jost solution
where We also introduce the Green's function of H
+ ,
The Jost function F associated with the pair H + , H
+ is given by
where
denotes the Wronskian of f and g. Introducing the factorization
To establish the connection with the notation used in Sections 2 and 3, we intro-
with integral kernel 15) and the Volterra operators H 0 (z), H ∞ (z) (cf. (2.4), (2.5)) with integral kernel
Moreover, we introduce for a.e. x > 0, 
By comparison with (4.4), (4.5), one then identifiesf
We note that the temporary compact support assumption (4.18) on V has only been introduced to guarantee that
This extra hypothesis will soon be removed.
We start with a well-known result.
Theorem 4.1 (Cf., e.g., [33] , Theorem XI.20
) and by g(P ) the maximal multiplication operator by g in Fourier space
7 L 2 (R; dp).
We will use Theorem 4.1, to sketch a proof of the following known result:
Proof. For z < 0 this is discussed in the proof of [33, Theorem XI.31] . For completeness we briefly sketch the principal arguments of a proof of Theorem 4.2. One possible approach consists of reducing Theorem 4.2 to Theorem 4.1 in the special case q = 2 by embedding the half-line problem on (0, ∞) into a problem on R as follows. One introduces the decomposition 25) and extends u, v, V to (−∞, 0) by putting u, v, V equal to zero on (−∞, 0), introducing Moreover, one considers the Dirichlet Laplace operator
and introduces
By Krein's formula, the resolvents of the Dirichlet Laplace operator H
D and that of the ordinary Laplacian
where we abbreviated the Green's functions of H
D and
Thus,
By Theorem 4.1 for q = 2 one infers that
and hence,
Since the second term on the right-hand side of (4.32) is a rank one operator one concludes 
Relations (3.9) and (3.12) of Theorem 3.2 with m = n 1 = n 2 = 1, n = 2, then immediately yield 
denoting the results by u ε = uχ ε , v ε = vχ ε , V ε = V χ ε , one introduces in analogy to (4.26),
40) and similarly, in analogy to (4.14) and (4.28), One then estimates,
where C(z) = 2 C(z) > 0 is an appropriate constant. Thus, applying (4.28) and (4.42), one finally concludes
Since V ε has compact support, (4.38) applies to V ε and one obtains,
where, in obvious notation, we add the subscript ε to all quantities associated with V ε resulting in φ ε , f ε , F ε , f ε,j ,f ε,j , j = 1, 2, etc. By (4.44), the left-hand side of (4.45) converges to det(I − K(z)) as ε ↓ 0. Since
the Jost function F ε is well-known to converge to F pointwise as ε ↓ 0 (cf. [5] ). Indeed, fixing z and iterating the Volterra integral equation (4.5) for f ε shows that
| is uniformly bounded with respect to (x, ε) and hence the continuity of F ε (z) with respect to ε follows from (4.46) and the analog of (4.9) for V ε , The result (4.36) is well-known, we refer, for instance, to [23] , [29] , [30] , [32, p. 344-345], [37] . (Strictly speaking, these authors additionally assume V to be realvalued, but this is not essential in this context.) The current derivation presented appears to be by far the simplest available in the literature as it only involves the elementary manipulations leading to (3.8)-(3.13), followed by a standard approximation argument to remove the compact support hypothesis on V .
Since one is dealing with the Dirichlet Laplacian on (0, ∞) in the half-line context, Theorem 4.2 extends to a larger potential class characterized by
for some fixed R > 0. We omit the corresponding details but refer to [33, Theorem XI.31], which contains the necessary basic facts to make the transition from hypothesis (4.1) to (4.48).
Next we turn to Schrödinger operators on the real line:
we introduce the closed operators in L 2 (R; dx) defined by
50)
Again, H (0) is self-adjoint. Moreover, H is self-adjoint if and only if V is realvalued.
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Next we introduce the Jost solutions
where g (0) (z, x, x ) is still given by (4.6). We also introduce the Green's function of H (0) ,
(4.53) The Jost function F associated with the pair H, H (0) is given by
where W (·, ·) denotes the Wronskian defined in (4.11). We note that if H (0) and H are self-adjoint, then
denotes the transmission coefficient corresponding to the pair H, H (0) . Introducing again the factorization (4.12) of V = uv, one verifies as in (4.13) that
To make contact with the notation used in Sections 2 and 3, we introduce the
3), (4.14)) by
with integral kernel 
Moreover, we introduce for a.e. x ∈ R, 
By comparison with (4.52), one then identifiesf
We also recall the well-known result. 
det(I − K(z)) = F(z). (4.68)
Proof. Assuming temporarily that supp(V ) is compact (cf. (4.18)), Lemma 2.6 applies and one infers from (2.38) and (4.61)-(4.66) that 
(4.73)
Relations (3.9) and (3.12) of Theorem 3.2 with m = n 1 = n 2 = 1, n = 2, then immediately yield
and hence (4.68) is proved under the additional hypothesis (4.62). Removing the compact support hypothesis on V now follows line by line the approximation argument discussed in the proof of Theorem 4.3.
Remark 4.4 applies again to the present case of Schrödinger operators on the line. In particular, if one imposes the additional exponential falloff of the potential V of the type V ∈ L 1 (R; exp(a|x|)dx) for some a > 0, then F and hence the Fredholm determinant on the left-hand side of (4.68) permit an analytic continuation through the essential spectrum of H into a strip of width a/2 (w.r.t. the variable z 1/2 ). This is of relevance to the study of resonances of H (cf., e.g., [8] , [37] , and the literature cited therein).
The result (4.68) is well-known (although, typically under the additional assumption that V be real-valued), see, for instance, [9] , [31, Appendix A], [36, Proposition 5.7] , [37] . Again, the derivation just presented appears to be the most streamlined available for the reasons outlined after Remark 4.4.
For an explicit expansion of Fredholm determinants of the type (4.15) and (4.59) (valid in the case of general Green's functions G of Schrödinger operators H, not just for G (0) associated with H (0) ) we refer to Proposition 2.8 in [35] .
Next, we revisit the result (4.68) from a different and perhaps somewhat unusual perspective. We intend to rederive the analogous result in the context of 2-modified determinants det 2 (·) by rewriting the scalar second-order Schrödinger equation as a first-order 2 × 2 system, taking the latter as our point of departure.
Assuming hypothesis 4.49 for the rest of this example, the Schrödinger equation is equivalent to the first-order system
is a fundamental matrix of the system (4.76) in the case V = 0 a.e., and since
(4.79) the system (4.76) has the following pair of linearly independent solutions for z = 0,
where we abbreviated
By inspection, the first component of (4.80) is equivalent to (4.52) and the second component to the x-derivative of (4.52), that is, one has
(4.82)
Vol. 48 (2004)
Fredholm Determinants and Semi-Separable Kernels 585
Next, one introduces
and hence
and we introduce
We note that K(z, ·, ·) is discontinuous on the diagonal x = x . Since
the associated operator K(z) with integral kernel (4.87) is Hilbert-Schmidt,
Next, assuming temporarily that supp(V ) is compact, (4.90) the integral equations definingf j (z, x), j = 1, 2,
By comparison with (4.80), one then identifiesf
We note that the temporary compact support assumption (4.90) on V has only been introduced to guarantee that
An application of Lemma 2.6 and Theorem 3.3 then yields the following result.
with K(z) defined in (4.58).
Proof. Assuming temporarily that supp(V ) is compact (cf. 
and recalling 
Moreover, introducing
which demonstrates the connection between (2.20), (4.100), and (4.76).
Finally, we turn to the case of periodic Schrödinger operators of period ω > 0:
we introduce two one-parameter families of closed operators in L 2 ((0, ω); dx) defined by
where θ ∈ [0, 2π). As in the previous cases considered, H (0) θ is self-adjoint and H θ is self-adjoint if and only if V is real-valued.
Introducing the fundamental system of solutions c(z, ·) and
the associated fundamental matrix of solutions Φ(z, x) is defined by
The monodromy matrix is then given by Φ(z, ω), and the Floquet discriminant ∆(z) is defined as half of the trace of the latter, In the special case V = 0 a.e. one obtains
where g (0) (z, x, x ) is still given by (4.6). We also introduce the Green's function
Introducing again the factorization (4.12) of V = uv, one verifies as in (4.13) that
θ )}. To establish the connection with the notation used in Sections 2 and 3, we introduce the operator
with integral kernel
117) and the Volterra operators H 0 (z), H ω (z) (cf. (2.4), (2.5)) with integral kernel Moreover, we introduce for a.e. x ∈ (0, ω),
Next we mention the following result. ω) ; dx)). To prove its trace class property one imbeds (0, ω) into R in analogy to the half-line case discussed in the proof of Theorem 4.2, introducing At this point one can follow the proof of Theorem 4.2 line by line using (4.114) instead of (4.29) and noticing that the second and third term on the right-hand side of (4.114) generate rank one terms upon multiplying them byũ(x) from the left andṽ(x ) from the right. By (4.109) and (4.111), and since 
Proof. Again Lemma 2.6 applies and one infers from (2.38) and (4.119)-(4.123) that 
Relations (3.9) and (3.12) of Theorem 3.2 with m = 1, n 1 = n 2 = 2, n = 4, then immediately yield (4.129) and (4.130).
To the best of our knowledge, the representations (4.129) and (4.130) of ∆(z) appear to be new. They are the analogs of the well-known representations of Jost functions (4.9), (4.10) and (4.55) on the half-line and on the real line, respectively. That the Floquet discriminant ∆(z) is related to infinite determinants is well-known. However, the connection between ∆(z) and determinants of Hilltype discussed in the literature (cf., e.g., [27] 
Integral operators of convolution-type with rational symbols
In our final section we rederive Böttcher's formula [1] for the 2-modified Fredholm determinant corresponding to integral operators of convolution-type, whose integral kernel is associated with a symbol given by a rational function, in an elementary and straghtforward manner. This determinant formula represents a truncated Wiener-Hopf analog of Day's formula for the determinant associated with finite Toeplitz matrices generated by the Laurent expansion of a rational function. 
where k(·), extended from [−τ, τ ] to R\{0}, is defined by
In terms of semi-separable integral kernels, k can be rewritten as,
In addition, we introduce the Volterra integral equation
with solutionf 2 ∈ L 2 ((0, τ); dx).
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Next, we introduce the Laplace transform F of a function f by
where either f ∈ L r ((0, ∞); dt), r ∈ {1, 2} and Re(ζ) > 0, or, f satisfies an exponential bound of the type |f (t)| ≤ C exp(Dt) for some C > 0, D ≥ 0 and then Re(ζ) > D. Moreover, whenever possible, we subsequently meromorphically continue F into the half-plane Re(ζ) < 0 and Re(ζ) < D, respectively, and for simplicity denote the result again by F.
Taking the Laplace transform of equation (5.9), one obtains
and hence solving (5.11), yields
Introducing the Fourier transform F(k) of the kernel function k by 15) one obtains the rational symbol
(5.18) For the remainder of this section we always assume that ζ n = ζ n for n = n . Consequently,
Moreover, one computes
Combining (5.14) and (5.20) yields
and hencê
In view of (3.31) we now introduce the M × M matrix 
Proof. By (5.25),
Here we used the fact that
which follows from 
where diag(·) denotes a diagonal matrix and the M × M matrix Γ is defined by
(5.34) The matrix Γ permits the factorization 35) where A is the M × N matrix (5.36) and B is the N × M matrix
Next, we denote by Ψ the set of all monotone functions ψ : 
one notices that
The matrix A ψ is of Cauchy-type and one infers (cf. [24, p. 36] ) that
where D ψ j , j = 1, 2, are diagonal matrices with diagonal entries given by
One then obtains the following result. 
Lemma 5.2. The determinant of I M − G is of the form
50) 
where Explicit formulas for determinants of Toeplitz operators with rational symbols are due to Day [7] . Different proofs of Day's formula can be found in [2, Theorem 6.29] , [19] , and [22] . Day's theorem requires that the degree of the numerator of the rational symbol be greater or equal to that of the denominator. An extension of Day's result avoiding such a restriction recently appeared in [6] . Determinants of rationally generated block operator matrices have also been studied in [38] and [39] . Explicit representations for determinants of the block-operator matrices of Toeplitz type with analytic symbol of a special form has been obtained in [20] . Textbook expositions of these results can be found in [2, Theorem 6.29] and [3, Theorem 10 .45] (see also [4, Sect. 5.9] ).
The explicit result (5.49), that is, an explicit representation of the 2-modified Fredholm determinant for truncated Wiener-Hopf operators on a finite interval, has first been obtained by Böttcher [1] . He succceeded in reducing the problem to that of Toeplitz operators combining a discretization approach and Day's formula. Theorem 5.3 should thus be viewed as a continuous analog of Day's formula. The method of proof presented in this paper based on (3.31) is remarkably elementary and direct. A new method for the computation of (2-modified) determinants for truncated Wiener-Hopf operators, based on the Nagy-Foias functional model, has recently been suggested in [26] (cf. also [25] ), without, however, explicitly computing the right-hand sides of (5.48), (5.49). A detailed exposition of the theory of operators of convolution type with rational symbols on a finite interval, including representations for resolvents, eigenfunctions, and (modified) Fredholm determinants (different from the explicit one in Theorem 5.3), can be found in [11, Sect. XIII.10] . Finally, extensions of the classical formulas by Szegő, Kac, and Achiezer to the case of matrix-valued rational symbols can be found in [16] and [17] .
