Abstract-This paper describes a class of multibeam synthesis algorithms that are useful for large arrays when simultaneous nulling of interference is required. In these algorithms, the computational cost is kept small by using fast Fourier transform (FFT) beamforming, while at the same time interference is nulled using spatial projections. Once the interference steering vectors are determined, these algorithms have a computational cost per output which is only slightly greater than that of the FFT with no interference nulling. In addition, techniques are derived that allow the Fourier beams to be protected against distortion by constraining the patterns, reducing the pattern variation, or both. These techniques may be particularly well suited for some new radio telescopes now in the planning stages.
I. INTRODUCTION

I
N MANY applications, an array of antennas is used to form beams by combining the antenna outputs. This problem emerges in radar, communications, and remote sensing and has been well explored in [1] . Traditionally, beamforming is considered to be either an analog or digital operation. Digital beamforming accommodates very flexible and elegant signal processing, but tends to be technically challenging and expensive for large arrays. When the number of antennas is large, it is common practice to perform all or some of the beamforming in the analog domain, in order to reduce the number of signals to a small number suitable for digitization and digital signal processing.
Recently, however, technical advances have opened the door to simultaneous digitization of much larger numbers of antennas. In particular, this has spurred interest in development of a whole new class of arrays for space science and communications applications. Examples include the radio telescope projects "Argus" [2] , the "Square Kilometer Array" (SKA) [3] , [4] , the "Low Frequency Array" (LOFAR) [5] , [6] , and the "One Hectare Telescope" [recently renamed the "Allen Telescope Array" (ATA)] [7] . A similar concept has been proposed as an upgrade to NASA's Deep Space Network (DSN) to allow communications and tracking of multiple spacecraft simultaneously [8] . Each of these design concepts envision digitization of large numbers (10 to 10 ) of antennas which individually have wide field-of-view, and then use of beamforming techniques to obtain multiple narrow beams. The motivation for this is to obtain instantaneous coverage of large fields-of-view with high resolution. The beamforming approach also enables the suppression of interference using pattern nulls. This is a particularly attractive feature in weak-signal applications that are vulnerable to man-made interference from both terrestrial sources and from space-based transmitters, as well as strong but natural sources of radio frequency interference.
Whereas the technical challenges associated with large-scale digitization of antenna elements seems to have abated, the problem of computing the desired beamformer outputs remains. For example, direct computation of a complete basis set of beams from elements involves a matrix-vector multiplication requiring operations. For certain uniformly spaced array geometries, one can use the fast Fourier transform (FFT) in lieu of direct matrix multiplication. The FFT reduces the complexity to operations. Recent work has indicated that this kind of reduction in complexity is mandatory to implement systems such as LOFAR using the computing resources expected to be available in the foreseeable future [6] .
At the same time, it is desired to suppress interference by forming pattern nulls. For the purposes of this paper, it is assumed that the number of interferers is known, as are the array responses ("steering vectors") associated with each interferer. A traditional method for nullforming in this case is to use linear constraints to generate a matrix which, when applied to the elementspace (antenna output) data, yields beams each with a maximum in the desired direction and properly placed nulls [1] . Once the matrix is computed, the cost of multibeaming with nulling is identical to the cost of multibeaming alone; i.e., . This motivates the search for a joint multibeaming-nullforming technique that preserves the complexity of the FFT. This paper describes a family of techniques that comes close to meeting this goal. The central idea is to identify a basis for the interference subspace, transform the basis vectors into the beamspace domain using the FFT, and then implement the nulling on beamspace (i.e., post-FFT) data. This is equivalent to implementing nulling by spatial projections in elementspace, but the cost is reduced to the cost of the original FFT operation plus additional beamformers, one for each dimension of the interference subspace. When , this technique has a computational cost that is only a little higher than the FFT alone.
Whenever additional nulls are formed in the array pattern, there is a corresponding distortion in the main lobe of each Fourier beam (FFT output). If the null is placed far from the 0018-926X/03$17.00 © 2003 IEEE main lobe, the distortion is usually subtle and, in many applications, is not significant. For many radio astronomical observations, this small distortion is not important, as long as it can be calculated. However, some future system concepts, such as SKA and LOFAR, envision an array consisting of perhaps 32 "stations," distributed over hundreds of kilometers, in which each station is itself a large array. A set of beams would be obtained from each station, and then combined using traditional interferometric techniques to form high-resolution images [9] . In existing radio telescope arrays, in which the stations are typically large "dish" antennas, this frequently involves a CLEAN-based procedure [10] known as "self-calibration" that is very sensitive to the patterns of the station beams. Self-calibration is already a formidable problem in existing dish-based interferometers, for which the beam shape is known with high accuracy. If the station beams are not uniform or are time-varying, this procedure may become intractable [11] . This is likely to occur if each station is allowed to form nulls in response to its own local interference situation. Unfortunately, simple spatial projection techniques do not enforce constraints on the pattern and thus offer no special protection in this regard. Even linearly constrained beamforming techniques [1] are unable to mitigate this distortion for all or most of the beams, as sufficient degrees of freedom are not available. However, it is possible to modify the spatial projections to significantly reduce the amount of distortion and to constrain the patterns at certain points. These modifications are presented in this paper.
This paper is organized as follows. Section II provides a review of conventional and FFT-based multibeaming techniques. This is followed by a derivation of the unconstrained FFT-based joint multibeaming-nullforming algorithm, which we refer to as "Beamspace Interference Projection" (BIP). Next, an extension of BIP is derived that offers more control over the distortion of the Fourier beams. This extension leads to two algorithms, "Interference Beam Subtraction" (IBS) and "Fourier Beam Subtraction" (FBS), which offer different tradeoffs between pattern constraints and overall distortion. Section III provides an analysis which demonstrates that the techniques proposed in Section II have a computational cost, which is only slightly greater than the unmodified FFT, and is orders of magnitude less than matrix beamforming for or so. Section IV presents some performance examples, illustrating the effect of nulling in this manner on the main lobes of the Fourier beams. Section V contains concluding remarks.
II. THEORY
A. Forming a Station Beam With Interference Projections
To begin, consider the "conventional beamformer" (CBF) (1) where is the vector of weights ("steering vector") for the desired beam and is the vector of antenna outputs for the station. The vector is selected so as to maximize the gain in a given direction subject only to a unit norm constraint. Assuming one has knowledge of the steering vectors associated with the interferers, a simple procedure for introducing the desired nulls is to prefilter before beamforming; i.e., compute (2) where is the matrix operator that projects it's argument (the data, ) onto the subspace orthogonal to the subspace occupied by the interferers.
is given by
with being the matrix formed by concatenating the interference steering vectors . This procedure can be rewritten in the form of (1) as follows: (4) where is simply projected onto the subspace orthogonal to the interference steering vectors; i.e. (5) Note that once is obtained, this modified beamformer has the same computational cost as the CBF.
Interference nulling in this manner has been previously described in papers by Hung and Turner [12] , Subbaram and Abend [13] , and Ellingson and Hampson [14] . Recently, this approach has also been suggested for use in imaging with existing radio telescope arrays (where the "stations" are simply large dishes) by Leshem et al. [15] . They propose to project out interference prior to self-calibration and then to modify the self-calibration procedure to account for the projection. In systems such as SKA and LOFAR, however, it will be possible to implement projections at the station level, simultaneously with the synthesis of the station beams. If and no projections are allowed close to the main lobe, then the effect of the projections on the main lobe of each station beam will be small. Thus, the self-calibration/imaging algorithm can receive nearly identical, interference-free station beams, allowing interferometric imaging with no requirement to explicitly compensate for the interference projections performed at the station level.
Of course, there are two important criteria for this to become feasible: 1) and 2) no projection is allowed close to a main lobe. The latter poses no problem, as interference from within the main lobe cannot be effectively dealt with by spatial projections anyway. In this case, a better strategy is to allow the interference to pass and to use time-or frequency-domain techniques to suppress the remaining interference after the station beams have been formed. Applicable techniques include blanking [15] , adaptive filtering [16] , and model-based canceling [17] . The criterion is also expected to pose no problem: For example, both LOFAR and SKA stations are expected to have between 10 and 10 digitized inputs. If the station beams are spectrally decomposed into subbands of a few kHz or less in the imaging process (as is suggested in [6] ), then at most just a few interferers are expected per subband.
Even when these criteria are met, however, it is possible that residual distortion in station beams will limit the achievable dynamic range of interferometric imaging [11] . In that situation, two courses of action are possible. One approach is to account for the remaining distortion in the station beams in the self-cali-bration algorithm. Alternatively, one can modify the projections at the station level to reduce the amount of distortion, which is the topic of Section II-D.
B. Matrix Multibeaming With Spatial Projections
Multibeaming is sometimes desired as a means to image a larger field of view at same resolution as a single beam, and sometimes as a means to image widely separated sections of the field of view simultaneously. The multibeaming problem is a simple extension of the single beam problem. The multibeam version of the CBF is (6) where is the vector of beamformer outputs, is the beamforming matrix and the s are the desired steering vectors. For a full basis set of beams,
. Then, the cost of (6) is per output. However, if the antennas are located at the vertices of a rectangular grid, one choice for is , the matrix-operator form of the discrete Fourier transform (DFT). Then, one can invoke the FFT (7) which reduces the cost to . To implement nulling in (6) is a simple matter of pre-multiplying by the projection operator (8) where . Since can be precomputed, this method has the same computational cost as (6) . Unfortunately, is not simply related to the DFT, so there does not appear to be an equivalent FFT-based version of (8).
C. FFT Multibeaming With Spatial Projections
Earlier, it was shown that FFT-based multibeaming cannot be performed with complexity if an elementspace projection matrix is used to implement the nulling. The central problem is that direct computation of involves a matrix-vector product before the FFT can be invoked.
However, can be decomposed as follows. Let where . Since is hermitian, it can be written in terms of its eigendecomposition , where is a diagonal matrix of eigenvalues and is an matrix whose columns are the associated eigenvectors. However, since consists of linearly independent steering vectors, has rank . Also, as a projection operator, all nonzero eigenvalues of are equal to unity. Thus the eigendecomposition can be rewritten as follows: (9) where are the columns of associated with the nonzero eigenvalues.
Using (9), one obtains (10) which simplifies to (11) This algorithm, which we shall refer to as BIP, can be interpreted as follows. To perform joint multibeaming and nulling, one can simply perform FFT multibeaming first, and then "correct" the result using the similarly transformed basis vectors of the interference subspace. One can interpret each term of the correction as an additional beamformer. So, at the cost of additional beamformers, one can have joint FFT multibeaming and nullforming.
At this point, we wish to state several important points that apply to BIP as well as other algorithms to be presented below. First, it is important that the interference steering vectors ( s) be "well separated," as forcing nulls that are very close together can lead to undesirable distortion in the resulting patterns. It is suggested that interferers that are separated by no more than some fraction of the half-power beamwidth (HPBW) be addressed using a single interference steering vector. The interference remaining due to the imperfect nulling can then be further reduced using the techniques described in [15] - [17] .
Second, it has been assumed that the array geometry is uniform with elements placed at the vertices of a uniform grid, so that the FFT can be used. In practice, this may not be a serious limitation, since other geometries can be represented in this manner by using dense grids for which only a few of the vertices are populated with elements. This increases the effective size of the FFT, but at the same time introduces many zeros which can be ignored, thereby reducing the computational cost. The BIP algorithm remains the same, although the computational cost increases. We leave the issue of how best to extend the results of this paper to nonuniform arrays, and the associated cost-performance tradeoff, as a topic for future study.
D. Controlling Beam Shape
A limitation of BIP is that the main lobes of the desired Fourier beams can be distorted. In particular, there may be unacceptable distortion for large numbers of interferers or if the designated interferers are too close to the desired Fourier beams. This section introduces some modifications to the procedure to reduce the amount of distortion.
To begin, consider that (1) can be modified to force nulls as follows: (12) where the s are linearly independent (but as yet unspecified)
vectors associated with each of the incident interference signals. The s are obtained from (13) with . This constraint equation forces nulls in the interference directions, whereas the s can be used to control the pattern away from the nulls. From (13) one obtains (14) where is the matrix formed by concatenating the s and is the vector of s. Thus, (12) can be rewritten as
The multibeam version is (16) where is defined as the matrix . The matrix can be written in terms of its singular value decomposition (SVD)
, where is a diagonal matrix of singular values and and are matrices with orthonormal columns. Since both and consist of linearly independent steering vectors, has rank . Thus, has only nonzero singular values. The SVD can, therefore, be rewritten in the form (17) where are the nonzero singular values and and are the associated columns of and , respectively. Using this approach, one obtains a formulation, which is very similar to (11) (18)
In fact, this form of the beamformer requires exactly the same number of operations per output as (11) , since the product can be precomputed. Now we address the matter of how to select the s. One possible approach is simply to set . In that case, one obtains (11) . The drawback of that approach is the potential for main beam distortion.
A way to reduce distortion is to select to be a windowed version of . This approach is illustrated in Fig. 1 . In this example, and is with a Kaiser window ( ) applied. Note that the application of the window reduces the effect of nullforming on the desired main lobe. This can be clearly seen in Fig. 2 .
A side effect of windowing is an increase in the width of the main beam of the interference-tracking beamformers ( s), as can be seen in Fig. 1 . Thus, this technique is not useful if the interference is within a few HPBWs of the main lobe. Some tradeoff between the beamwidth of the interference-tracking beamformer and its sidelobe level is possible by selecting different windows; in this case, by varying .
An alternative to windowing is to select s whose associated patterns include a null in the directions of certain beams. This approach is attractive from the perspective of self-calibration, as it constrains at least one point in the main lobe of selected output beams to be equal to its unperturbed value. A simple method by which to implement this approach is to first project out the pointing directions of the desired beams in the manner indicated by (5) , and then to scale the result such that it has the same gain in the direction of the interference. In other words, each would be computed as
which yields as desired. [Note that the denominators in (19) [and in (20) and (21)] are not really required, since this factor is automatically corrected by the s in (12) .] This leaves the problem of how to select the beams to be protected in this manner; i.e., how to choose . In FFT multibeaming, the set of all Fourier beams is given by the columns of ; so, should be a subset of these. One strategy is to include those beams aligned closest to the interferer, since they are likely to receive the most interference power. However, Fourier beams that contain interferers-say, within the HPBW-cannot be protected in this manner, as the resulting beams will exhibit a null within the HPBW and thus will become severely distorted anyway. Also, there is an upper limit on the number of beams that can be protected, which is based on the degrees of freedom available for the array (just as is limited to be a small fraction of ).
Based on these considerations, here is one possible procedure for constructing . Let be the columns of , and let us define the metric . Note that is unity when the th interferer is incident along the pointing direction for beam , and that otherwise. Requiring that excludes beams for which the interference lies within the HPBW. One can select the beams that have the greatest (i.e., lie closest to the th interferer), and then exclude those for which . For rectilinear arrays a reasonable value of is 8, corresponding to the eight adjacent beams. However, it should be noted that overall performance will degrade with increasing , thus one should strive to make and also restrict much less than to provide an additional measure of protection.
Rather than simply selecting the closest Fourier beams as in the above procedure, one might alternatively identify "preferred" Fourier beams to be protected, even though the interference directions are quite distant. In the radio astronomy application, for example, a cluster of Fourier beams far above the horizon may be designated as preferred, even though the interference may be incident from elevations close to the horizon. A further extension of this idea is to force multiple nulls in the s to be within the HPBW of the preferred Fourier beams, so as to provide an additional measure of protection. Alternatively, a "sector" or "flat" null might be used.
Note that the nulling approach to forming the s can be combined with windowing via the following simple modification: (20) where denotes the window operator. This approach allows multibeaming combined with the nulling of interference while simultaneously reducing the overall main lobe pattern distortion.
A limitation of using the s to derive the s, as described by (19) and (20), is that it is possible to constrain the beam gain for only of the Fourier beams. In some applications, it may be desirable to constrain the beam gain for all beams that are not directly affected by interference; e.g., all beams except those that have interference inside the HPBW. This is possible if the Fourier beams, as opposed to the s, are used to derive the s; i.e., (21) where is the column of that has the largest value of . This approach is very similar to the approach implied by (19), but each Fourier beam already has a null in the pointing direction of every other Fourier beam. Thus, this choice of s results in beams whose gains are unperturbed (i.e., same as the original Fourier beam gains) in the pointing directions. This will be true for every beam synthesized, except for those associated with the s used to generate the s. A consideration in using this approach is that windowing of the s is not useful, as this shifts the positions of the nulls and thus compromises the orthogonality of the beams. Thus, one must rely primarily on pattern zeros as opposed to sidelobe suppression when using this technique. Another consideration when using this technique is that multiple s must not use the same , as this makes singular. A compromise is to reserve the Fourier beams for the strongest interferers, and then to resort to the method of (20) for additional interferers which would otherwise be assigned to the same Fourier beam.
In a stationary interference environment, computation of the s for (11) and the s, s, and s for (18) need only to be performed once. However, the beams themselves must be computed at the sample rate. Therefore, (11) and (18) dominate the computational cost of the method as long as the interference is slowly varying. This cost is considered in the next section.
III. COMPUTATIONAL COST
Since
, the cost of joint nullforming-multibeaming using (11) or (18) is only slightly greater than the cost of multibeaming alone; i.e.,
. These costs are quantified in more detail in this section.
The following rules are used for tallying the number of operations. First, all values are assumed to be complex. Therefore, addition and multiplication require two operations and six operations, respectively. From this, one finds that the inner product of two vectors requires operations, and that the multiplication of an matrix with an matrix requires operations. Thus, the number of operations required to compute a single output of the general matrix multibeamformer of (8) is . The number of operations required for a length FFT is about , which applies for both one-dimensional (1-D) FFTs as well as two-dimensional (2-D) FFTs where the product of the number of rows and columns is . Using the same rules, one finds that the number of operations required to compute a single output of the general multibeamformer of (11) or (18) is . Fig. 3 compares these findings as a function of and . The values of selected are 1, (16 nulls for 10 antennas), and (100 nulls for 10 antennas). It is clear that the proposed approach has a significant advantage for or so. Note that for any with , the cost of the proposed technique is only slightly greater than that of the FFT alone. For the computational cost for is less than one order of magnitude greater than the FFT alone, and that the cost for is about one order of magnitude greater than the FFT alone. The cost of the matrix multibeamformer, on the other hand, is about three orders of magnitude greater than that of the FFT-only multibeamformer for .
IV. EXAMPLE ALGORITHMS AND PERFORMANCE
A. Two Example Algorithms
In this section, we propose two complete joint multibeamingnullforming algorithms, which serve as examples of the concepts developed in the previous section. In the first algorithm, which we shall refer to as IBS, we derive the s from the s. A window is employed, and a null is placed in the pointing direction of a preferred In the second algorithm, which we shall refer to as FBS, we derive the s from the s. FBS differs from IBS in that step 3 is revised as follows: 
B. Multibeam Performance
Simulations were carried out to demonstrate the performance of the algorithms defined above. A planar array was considered with antennas distributed over an 8 8 uniform square grid with half wavelength spacing. The array lies in the plane. Each element is modeled as isotropic with gain . A total of interferers are incident on the array from directions with . Fig. 4 shows the result for one trial of the FFT-only, BIP, IBS, and FBS algorithms, respectively. In each case, only the broadside (center-most) beam is shown. The magnitude of the gain is displayed in gray scale, as a function of the direction cosines (also known as " -" representation). It is clear that BIP, IBS, and FBS all function correctly, as in each case nulls have been shifted to suppress the interference. However, the difference between these algorithms is not apparent in this view. Fig. 5 provides a different view of the behavior of BIP, IBS, and FBS. In each case, the ratio of the magnitude of the pattern for the indicated algorithm to the magnitude of the pattern for the FFT only is shown. Again, the results are for the broadside beam only. One hundred trials are shown, with the positions of the interferers randomly varied over the sky for each trial. Interferers are excluded from the zone including the main lobe of the desired beam and extending to twice the distance to the first null in any direction from the zenith (although in every trial there are interferers). The horizontal axis is relative to the half-power point of the unperturbed Fourier beam. In each trial, the pattern is calculated in the direction corresponding to the interferer arriving from closest to broadside. However, it should be noted that the coordinate of the closest interferer varies by no more than a few degrees from trial to trial, and thus is not directly responsible for most of the distortion. Instead, the amount of distortion depends mainly on the spacing between interferers overall. For example, the distortion tends to increase if some of the interferers happen to be clustered, and the distortion tends to decrease if the interferers are more evenly spaced. Fig. 5 clearly shows the distortion in the pattern when BIP is used, with differences up to about 0.9 dB observed throughout the main lobe. Using IBS and FBS, the pattern difference is successfully constrained to be zero at broadside but increases further from the pointing direction. The largest variation is observed to be about 0.2 dB for IBS, but much greater for FBS. Although IBS significantly outperforms FBS in these plots, recall that IBS enforces constraints only for the preferred beams; whereas FBS enforces this constraint for all beams that do not contain interferers close to the main lobe. Fig. 6 shows the statistics for the trials shown in Fig. 5 . Fig. 6(a) shows the mean distortion as a function of . Note the BIP tends to reduce the main lobe gain by about 0.3 dB, which is primarily due to suppression of the closest interferer in combination with the lack of a pattern constraint. IBS and FBS show much smaller mean distortions, primarily due to the combination of pattern constraints and windowing in the case of IBS, and the orthogonality of the Fourier beams in FBS. Fig. 6(b) shows the root mean square (rms) distortion. Here, we see that BIP suffers from a -independent variation of about 0.2 dB rms. IBS and FBS, on the other hand, enjoy zero variance in the center of the beam, but degrade to about 0.05 and 1.1 dB rms, respectively, at the half-power point. In both the mean and variance, it is clear that the windowing used in IBS results in a significant reduction in rms pattern distortion compared to FBS.
V. CONCLUSION
This paper has described a class of multibeam synthesis techniques which are well suited for use with large arrays when interference nulling is also desired. Once the interference steering vectors are determined, this class of techniques has a computational cost per output that is only slightly greater than that of the FFT with no interference nulling. The basic technique, BIP, is simple to use but has the disadvantage of causing some distortion of the Fourier beam patterns. A modified version of BIP, called IBS, allows a subset of the Fourier beams to be protected against distortion by constraining the patterns at one point in the main lobe and reducing the variation elsewhere by windowing the subtracted beam. An alternative approach, called FBS, allows all Fourier beams to be constrained at one point, albeit at the cost of increased distortion away from the constrained point. The disadvantage of IBS and FBS with respect to BIP is that the projection updates are more difficult to compute; although once updated, the number of operations per output is the same. These techniques are well suited to the task of forming station beams for future radio telescopes and other large arrays with requirements to form multiple beams while simultaneously nulling interference.
