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We investigate conditions under which estimators of the form X+aU’Ug(X) 
dominate X when X, a p x 1 vector, and U, an m x 1 vector, are distributed such 
that [X,, X,, . . . . X,, U1, Uz, . . . . U,]‘/u has a spherically symmetric distribution 
about [e,, 6 I, . . . . e,, 0,0, . . . . O]‘, where 0 is an unknown scale. Brandwein and 
Strawderman [Z] have results for quadratic loss and we extend these results to 
concave functions of quadratic loss and to general quadratic loss. 0 1991 Academic 
Press, Inc. 
1. INTRODUCTION 
We consider the problem of estimating the mean vector of a spherically 
symmetric distribution with unknown scale when the scale is estimated 
from the residual vector. Specifically, let 8 = (0,) . . . . 0,)’ be the estimand, 
x= (X,) . ..) X,)‘, and U = ( U1, . . . . 17,) be observed random vectors such 
that X* = (X,, X2, . . . . X,, A’,, U1, Uz, . . . . U,)’ has a spherically symmetric 
distribution about 8* = (e,, 8,, . . . . 8,, 0, 0, . . . . 0). We say 
x*= 
X [I U N s.s.(o*, 021). (1.1) 
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The assumptions on X* coincide with the canonical form for the general 
linear model (see Scheffe [ 73). The setup and notation agree with Section 5 
of Brandwein and Strawderman [2]. 
The classes of loss functions considered in this paper include: 
Nondecreasing concave functions of quadratic loss, 
~(~,e)=f(ll~-el12/a2). (1.2) 
nondecreasing concave functions of quadratic loss plus residual error, 
Ud, 0) =.f((lld - 011 + u’u)/a’), (1.3) 
and general quadratic loss, 
L,(6, e) = (6 - 6)‘D(S - Q/a’, (1.4) 
where D is a known p x p positive definite matrix. The class of estimators 
considered here are of the form 
6,(x*) = x+ aU’Ug(X). (1.5) 
Section 5 of Brandwein and Strawderman [2] gives sufficient conditions 
on a, and g for the above estimator to dominate X for quadratic loss, 
(16 - 011 */a2. The conditions for domination in that paper depend on g, p, 
and m but (essentially) not on the distribution of X*. This extends the 
robustness property of James-Stein type estimators in this setting shown 
by Cellier et al. [4] to the class of estimators studied in Stein [a]. 
In Section 2 of this paper, we show that this distributional robustness 
extends to concave functions of quadratic loss (1.2) provided that the loss 
does not flatten out too quickly. (Technically, we require that Y”f’( Y) be 
monotone nondecreasing for some CI < (p - 2)/2.) Additionally, we show 
that the robustness extends to arbitrary concave functions of quadratic loss 
plus residual error (1.3). In Section 3, we establish similar robustness 
properties for general quadratic loss (1.4). 
One example of our results is that the James-Stein type estimator 
(1 - aU’U/X’X)X dominates X for all spherically symmetric distributions 
and all loss functions of the form 116 - 811 2y (l/2 c y < 1) for p 2 4 provided 
o<a<(2(~-2)l(m+2))((~-3)/~). 
2. IMPROVED ESTIMATORS FOR SPHERICALLY SYMMETRIC 
DISTRIBUTIONS WITH AN UNKNOWN SCALE 
Consider the problem of estimating the mean vector, 0 = 
[e,, e,, e,, . . . . eP]‘, where X* = [t] - S.S. (e*, a2Z) as defined by (1.1). 
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In this section, we will find estimators of 0 which dominate X for non- 
decreasing concave functions of quadratic loss, (1.2), and concave functions 
of quadratic loss plus residual error, (1.3). When X and U’U are inde- 
pendent, Bravo and MacGibbon [3] have results for James-Stein type 
estimators in the “variance mixture of normals” case when the loss is 
116 - 8112/a2. Brandwein and Strawderman [2] consider estimators of the 
form (1.5), 
6,(x*) =x+ aU’Ug(X). 
They give conditions under which these estimators improve on X with 
respect to quadratic loss. The bounds on a do not depend on the distribu- 
tion of X*. We will consider the same estimators and extend these results 
for losses (1.2) and (1.3). 
The following theorem follows a similar line of proof as Theorem 5.1 in 
Brandwein and Strawderman [Z]. The reader is referred to that paper for 
more details. 
THEOREM 2.1. Suppose X is a p x 1 random vector and U is an m x 1 
random vector such that X* = [“,I N s.s.(O*, a2Z) as defined by (1.1). Let 
6,(X*) = X+aU’Ug(X), and let the loss be a nondecreasing concave 
function of quadratic loss, f( 116 - Ol12/a2), where Y’f’( Y) is also non- 
decreasing for some CI < ( p - 2)/2. Then 6,(X*) dominates X provided: 
(i) II gll 2/2 < -h < -Vo g, 
(ii) -h is superharmonic and EB[R2h( W)] is a nondecreasing 
function in R, where WN@{I(X-OI~~<R~}, and 
(iii) 0 < a < (p - 2 - 2a)/p(m + 2). 
ProoJ Using the argument of Brandwein and Strawderman [l], 
A =w,, e)-R(x e)=E,rf(i16,(x*)-eii2/0)-f(iix-ei1*/a2)1 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
where V= X- 8, 
=~~Ca”~Cf’~IlV112/~2~~~‘~~211~~~+8)/”1 IIVI =R, IlUll =Sl 
+ 2aE[f ‘( II VI12/a2) U’UV’g( I’+ e) I II VII = R, II UII = S]]. (2.1) 
To show 6,(X*) dominates X, we will show the difference in risks, A, is less 
than or equal to zero. 
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By the Divergence Theorem and assumption (i), 
JW’( II VII ‘/a’) u’UJ”g( v+ 0) I II VI = R, II UII = Sl 
~~l’(R’,~‘)~;~(~+e)~~(~), (2.2) 
where M(B,) represents the volume of the ball B, centered at the origin 
with radius R. 
Moreover, by the superharmonicity of h and assumption (i), 
~Cf’~II~l12/~2)C(~‘~)211~~~+~~l121 IIf =R, Ilull =Sll 
(2.3) 
Therefore, combining (2.1), (2.2), and (2.3), we have 
A<$+($)($-;)G(R2)] 
(2.4) 
where G(R2) = -&[R’h( W)] is a nondecresing function of R2 by assump- 
tion (ii) and T2 = R2 + S2. Let 
(2.5) 
Then 
A +[H(R, T)(R2)“f’ (;) G(R2)]. (2.6) 
Since (R2)“f’(R2/a2) and G(R2) are both nonnegative and nondecresing 
in R2, clearly their product is nonnegative and nondecreasing in R2. 
Moreover, H(R, T) is positive if R2 < 6( T2) and negative if R2 2 b( T2) and 
H(R, T) crosses 0 when R2 = b( T2). Thus, 
H(R, T)(R*)“f’ $ G(R2) < H(R, T)(b(T2))“f’ (F) G(b(T’)). 
( > 
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A<$+[($-l)(u-$(u+i)) 
~(~)~‘(~~~.(~)G(b(T’)),T2]] 
=$q(~-l)(u-$(u+~))($)-a] 
xE[(qp-o”) G(b(T2))], 
since T2 and R2/T2 are independent. Now, 
and so, A<0 if 
E[(f-l)(u-g++j-))(&y]CO. 
Letting R2/T2 = /I - Beta( p/2, m/2) ( see [5 or 63) we obtain domination 
for 
O<a<l ww-8)1 =P-2-2E 
‘P m”(l- 8P781 PM + 2) . 
Q.E.D. 
Note that the scaling factor in the loss does not play any role in the 
theorem. or proof and domination of these estimates holds for concave loss 
functions f( 116 - 011 2). 
EXAMPLE 2.1. Consider L(6, 6) = (16 - Bllzy for 0 < y < 1. Since 
f( 116 - 011’) = (116 - 8112)“, Y”f’( Y) = YY”+~-’ which is nondecreasing for 
c( > 1 - y. We therefore have domination for 0 < a < (p - 4 + 2y)/p(m + 2). 
Note that (p - 4 + 2y,)/p(m + 2) gives uniform domination for all losses of 
the form 116 - 8112y for y > y0 > 0. In particular, (p - 4)/p(m + 2) works for 
all these losses simultaneously, provided p 2 5. 
With respect to the James-Stein estimator 8,(X*) = (1 - aU’Ub/X’X)X, 
g(X) = -bX/X’X satisfies conditions (i) and (ii) of Theorem 2.1 provided 
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0 < b <2(p - 2) and p > 4. So, for losses of the form 116 - 6// 2y, 
the James-Stein estimator dominates X for 
O<ab<2(P-2) (P-3) 
‘p(m+2) P 
as stated in the Introduction. 
While Theorem 2.1 gives a class of estimators which dominate X 
simultaneously for the entire class of spherically symmetric distributions, 
the conditions of domination do depend, to a degree, on the loss function. 
The next result considers losses which are nondecreasing concave func- 
tions of the sum of squared errors plus the squared norm of the residual 
vector f( 116 - Q2/a2 + U’U/rr2), (1.3). As a result of this modification, a 
striking robustness property is obtained, namely that domination over X is 
obtained simultaneously for all spherically symmetric distributions and 
concave nondecreasing loss functions. It is this robustness to changes in 
loss and distributions which is, to us, the main justification of the loss. 
We do not view the class as necessarily of practical utility in that the loss 
includes a component due to residual variability. 
It is interesting to note that if the function f( .) is the identity function, 
domination results are independent of the inclusion or exclusion of the 
U’ Cl/a2 term. 
THBDREM 2.2. Suppose X* = [X,, X2, . . . . Xp, U, ... U,J’~s.s.(O*, 0~1) 
and conditions (i) and (ii) of Theorem 2.1 are satisfied. Zf the loss 
function is (1.3), then 6,(X*)=X+ aU’Ug(X) dominates X for 0 <a < 
(P-22)/Am+2). 
Proof In the proof of Theorem 2.1, replace f’( 11 V/I ‘/a’) by 
The steps are then identical through expression (2.4). Since f’(T’/o’) is 
nonnegative 
a(T2-R2)* (T2-R2) 
P 1 
behaves the same way as H(R, T) defined in (2.5). So, we arrive at the 
inequality 
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Since f is nondecreasing, f’( T2/02) 2 0 and E[f’( T2/02) T’G(b( r’))] 2 0 
and so, d 6 0 if 
Using the fact R2/T2 - Beta( p/2, m/2), we get domination for 
0 < 0 < (l/p)(p - 2)/(m + 2). Q.E.D. 
EXAMPLE 2.2. Suppose 
L(6,8)=1-exp - 
[C 
l16-e112+ U’U >I lJ2 ’ 
so the loss, f(t) = 1 -e’, is a nondecresing concave function of t. 
Apply Theorem 2.2 to any spherically symmetric distribution, 6,(X*) = 
X+ aU’Ug(X) dominates X for 0 < a < (p - 2)/p(m + 2). 
Note that if we try to apply Theorem 2.1 to the loss, 
1_,xp[-!!L$!!], 
the condition that Yltf’( Y) be nondecreasing is not satisfied because the 
derivative is decreasing faster than any power of Y at co. 
3. IMPROVED ESTIMATORS WITH RESPECT TO GENERAL QUADRATIC Loss 
In this section, we consider estimating 8 = [6,, 8,, . . . . e,,]’ for 
X* -s.s.(8*, ~‘1) with respect to a general quadratic loss, L,(6, 0) = 
(6 - e’) D( 6 - eyo2, as in (1.4). The class of dominating estimators 
generalizes the class of estimators Brandwein and Strawderman [2] have 
for quadratic loss. 
THEOREM 3.1. Suppose X* N s.s.(~*, a2Z), where the (p + m) x 1 
parameter e* = [0,, 13~, .. . . 8,, 0, 0, . . . . 01’ and a2 is an unknown scale. Zf 
6,(X*)=X+ aU’Ug(X), then with respect to general quadratic loss 6,(X*) 
has smaller risk than X provided: 
(i) g’Dg/2< -hg -VoDg, 
(ii) -h is superharmonic and E@[R*h( W)] is a nondecreasing func- 
tion in R, where W+~{~~X-8~~2<R2}, and 
(iii) O<a<(l/p)(p-2)/(m+2). 
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Proof: 
A, = &A~,, 0) -&Ax 0) 
= (l/a2) E,[a2( VU)2 g’(X) Dg(X) + 2aU’U(X- 0)’ Dg(X)]. (3.1) 
Following the proof of Theorem 2.1, here by the Divergence Theorem (2.2) 
becomes 
ECt U’U) v’&tY+ 011 II UII = R, II VI = Sl 
-h(V+e)dM(V) 
and (2.3) becomes, by the superharmonicity of h and assumption (i), 
E[ U’Ug’( I’+ 0) Dg( I’+ 0) 1 II UII = R, II VII = S] 
< -2s4 s 1 - h( v + e) dM( V). BR MtB,) 
Combining (3.2) and (3.3), 
ECR2( -4 b’+ e)) I II VII = 4 II VII = S 1 
(3.2) 
where T2 = R2 + S2 and G(R2) = -E(R2h( IV)). By assumption (ii), G(R2) 
is a nondecreasing function of R2. Letting 
a(T2-R2)2 (T2-R2) 
HtR, T)= R2 - 
P ’ 
H(R, T) behaves in the same way as the H(R, T) defined by (2.5). These 
facts and the independence of T2 and R2/T2 lead to 
AD<$E[(g-I)(a-$(a+-!-))]E[T2G(b(T2))I 
if 
E[($--l)($(a+j))]<O. 
As in the proof of Theorem 2.2, this holds if 0 < a < (l/p)( p - 2)/(m + 2). 
Q.E.D. 
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EXAMPLE 3.1. Let 6,(X*) =X+ aU’Ug(X), where 
g(X) = -bD- 1’2CD1’2X/X’X 
and L,(6,0) = (6 - 0)’ D(6 - e), where C is a known p x p positive definite 
matrix. Note that 
-VoDg= -vo 
-bD’12CD’/2X XtD1’2CD1/2 
x’x llX114 “I 
b 
2 (tr CD - IX!,) m = -k 
where tL is the maximum eigenvalue of D1’2CD1’2. Also, 
g’Dg = 
b2X’D”2C2D112X d by, 
llX114 IlXll 2’ 
where yr is the maximum eigenvalue of D1’2C2D1’2. Hence, 
-VoDg> -hag’Dg/2 
if 
0 <b < 2 tr(CD - 21L)/yL 
and -h is superharmonic and unimodal, provided tr CD > 2tL and p 2 4. 
Thus, condition (ii) of Theorem 3.1 is also satisfied. 
So, provided 
@CD-X,) (P-2) 
YL (m+2)’ 
6,(X) is better than X. 
At this point, it would be nice to extend the results of Theorem 3.1 to 
nondecreasing concave loss functions of general quadratic loss. Though this 
natural extension at first may appear to follow readily from the proofs of 
Theorems 2.1 and 3.1, that is not the case. In fact, for loss equal to a non- 
decreasing concave function of general quadratic loss, results do not exist 
even when the variance is known. The problem arises because the proofs 
depend on conditioning on II X- 8((’ = R2 while the extension to general 
quadratic loss may involve conditioning on (X- 0)’ D( X - 0). We have 
thus far been unable to prove such a result. 
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