In this paper, I present a statistical framework for modeling the functional divergence after gene duplication. A rate-component model to describe the rate covariation among homologous genes of a gene family is implemented when a phylogenetic tree is known. The Markov chain model is rigorous but may require a huge amount of computational time when the number of sequences is large. On the other hand, the Poisson-based model is mathematically analytical so that computation is very fast even for a large dataset. Moreover, under the posterior framework, we have developed a site-speci c pro le for predicting important amino acid residues responsible for these functional differences between member genes of a gene family. Our study may have great potential for functional genomics because it is cost-effective, and these predictions can be further tested by biological experimentation.
INTRODUCTION E
xploring functional divergence of a gene family after gene duplication is important for postgenomics study (Henikoff et al., 1997; Bork and Koonin, 1998) . Indeed, many organisms have undergone genome-wide or local duplication events during their evolution (Ohno, 1970; Lundin, 1993; Holland et al., 1994; Spring, 1997) . As a consequence of these gene/genome duplication events, many genes are represented as several paralogs in the genome with related but distinct functions. These gene family proliferations are thought to have provided the raw materials for functional innovations (Li, 1983; Nei, 1987; Lundin, 1993; Henikoff et al., 1997) .
It is widely accepted that after gene duplication one gene copy maintains the original function, while the other copy is free to accumulate amino acid changes in the coding region that may lead to functional divergence (Ohno, 1970; Li, 1983) . However, how to identify these important sites from sequence analysis remains a challenging problem. The dif culty stems from the fact that most amino acid changes are selectively neutral and are not related to functional divergence (Kimura, 1983; Golding and Dean, 1998) . Current bioinformatic tools such as homologous search and phylogenetic reconstruction may not be suf cient to solve this problem (Gu, 1999) .
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To detect amino acid changes that are important for functional divergence after gene duplication, we must develop a novel probabilistic model to distinguish between the functional divergence-related change and the background change which mainly represents the neutral evolution. The principle for modeling functional divergence after gene duplication is simple: functional change is highly correlated with the change of evolutionary rate occurring in a certain period of evolution (Gu, 1999) . Actually, it is a generalized version of the fundamental rule in molecular evolution and bioinformatics-functional importance is highly correlated with evolutionary conservation (Kimura, 1983) . Gu (1999 Gu ( , 2001 proposed statistical methods based on a two-state model for functional divergence. In this paper, we develop an alternative framework (the rate-component model) for modeling the functional divergence after gene duplication. Two probabilistic models for sequence evolution, the Markov chain model and the Poisson-based model, are studied. Some analytical results under the Poisson-based model are obtained and these results facilitate greatly the development of a fast algorithm for large-scale sequence analysis. Furthermore, a site-speci c pro le based on the posterior prediction is explored and this pro le can be very useful for predicting critical amino acid residues for these functional differences between members of a gene family.
FROM DNA SEQUENCE TO FUNCTIONAL DIVERGENCE

Evolutionary perspective of functional divergence
One major issue in functional genomics is how to identify important residues for those functional differences among homologous genes. A cost-effective approach may consist of two steps: (1 a computational sequence analysis to score each residue according to its likelihood to be functional divergence-related and (2 experimentation for a selected group of residues with a given cut-off value. To achieve this goal, we need to develop a novel statistical model for DNA sequence evolution of a gene family so that we can detect the signal from the background of neutral evolution.
We have recognized that functional divergence may result in the change of the relative importance of residues between homologous genes, which is highly correlated with altered evolutionary rate in DNA sequence evolution. This is called type I functional divergence. Thus, rate change at an aligned site between two homologous genes can be used as a predictor for functional divergence. Consider a simple case of two gene clusters (Fig. 1) . After gene duplication, we assume that the number of changes at a site in each   FIG. 1 . In the case of two gene clusters after gene duplication.
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cluster follows an independent Poisson process, but the Poisson rate is the same between two clusters. Thus, at a given site, the observed difference of the numbers of changes between clusters is mainly caused by two independent random processes. If there are many sites showing very different patterns (e.g., very few changes in one cluster but many in the other) which cannot be explained only by the random process, one may indicate that the evolutionary rates at these sites differ between two gene clusters. Since the evolutionary rate at a site cannot be observed from the sequence data, a statistical model is needed.
Rate-component model for functional divergence
We consider a gene family that has two (paralogous) member genes; each of them has several orthologous sequences that form a monophyletic cluster in the phylogenetic tree (Fig. 1) . It is well-known that the evolutionary rate varies among sites due to different functional constraints (Uzzel and Corbin, 1971; Gu et al., 1995; Felsenstein and Churchill, 1996) . Moreover, the evolutionary rate at a given site may differ between two gene clusters as a result of functional divergence after gene duplication (Gu, 1999) . Our purpose is to model the rate variation among sites and the covariation between homologous gene clusters simultaneously. Let¸1 and¸2 be the evolutionary rates of clusters 1 and 2, respectively. We assume thaţ 1 and¸2 can be modeled by the following linear equations:
where the rate components u 0 , u 1 , and u 2 are independent random variables, and¯1,¯2 are constants.
In this three-rate-component model, u 0 describes the rate correlation between¸1 and¸2, and u 1 (or u 2 ) describes the rate independence, respectively. The model for rate variation among sites (e.g., Gu et al., 1995) apparently is a special case when u 1 D 0 and u 2 D 0, i.e., no independent rate components. From Equation (1) it is easy to show that the covariance between¸1 and¸2 is proportional to the variance of u 0 , i.e.,
Furthermore, we assume that each rate component follows a standard gamma distribution with density
The mean and variance of u i are E[u i ] D°i and V ar .u i / D°i , respectively. Since V ar.¸i/ D ® i =¯2 i .i D 1; 2/, where ® 1 D°0 C°1 and ® 2 D°0 C°2, from Equation (2) one can verify that the coef cient of correlation between¸1 and¸2 is given by
Thus, the coef cient of functional divergence, which is de ned by Gu (1999) , is given by
From Equations (1) and (3), it is apparent that¸1 (or¸2) is gamma distributed, with densities
.i D 1; 2/. Therefore,¸1 and¸2 jointly follow a di-gamma distribution, whose density Á .¸1;¸2/ is given by
224 GU where A D min.¯1¸1;¯2¸2/ (see the appendix). For instance, if°0 D°1 D°2 D 1, we have
In practice, it is usually more convenient to use the joint density of rate components since u 0 , u 1 , and u 2 are independent, i.e.,
THE PROBABILISTIC MODEL OF SEQUENCE EVOLUTION
Under the assumption of site-independence, the likelihood function for a set of multiple-aligned amino acid sequences is given by
where X
.i/ j is the amino acid con guration observed in gene clusters j (j D 1, 2) at site i, p.X
/ is the probability of (X 1 , X 2 ), and 2 is the parameter set. In the following, we will discuss how to implement the rate-component model into two probabilistic models of sequence evolution, i.e., the Markov chain model and the Poisson-based model.
The Markov chain model
Under the Markov chain model (Felseinstein, 1981; Kishino et al., 1990) , p(X 1 , X 2 ) can be derived as follows. First, the transition probability matrix for a given time period t can be computed as P D e¸R t , where¸is the evolutionary rate, and the matrix R represents the pattern of amino acid changes that can be empirically determined by, for example, the model of Dayhoff et al. (1978) . Second, conditional oņ
which can be further written as
Gu (2001) has studied extensively the Markov chain model for multiple gene clusters, under the two-state model. In principle, the rate-component model can be implemented in a similar way. However, computation of these expectations is rather complicated. Since its applications in sequence analysis are limited when the number of sequences is large, it is desirable to develop a fast algorithm under a simple model (see below).
The Poisson-base d model
For each gene cluster, we assume that the number of changes (k) at a given site follows a Poisson process:
where T i is the total evolutionary time of gene cluster i (i D 1, 2). Note that mathematical treatment for the Poisson-based model is similar to the above model except that the amino acid con guration is reduced to the numer of changes, i.e., X 1 D k 1 and X 2 D k 2 .
The joint distribution. Under the (three) rate-component model, the joint distribution for the numbers of changes (X 1 D k 1 and X 2 D k 2 ) is given by
Let ½ 1 , ½ 2 , and ½ 0 be, respectively
where
is the average number of changes over sites in gene cluster 1 (or 2). As shown in the appendix, q.k 1 ; k 2 / can be expressed as
where G.k 1 ; k 2 / is given by
and c ij is given by
Expected number of changes. To apply the Poisson-based model, we need to know the number of changes at each site in each gene cluster (i.e., X 1 D k 1 and X 2 D k 2 ). Since k 1 and k 2 cannot be directly observed from the sequence data, a conventional solution is to use the number of minimum-required changes (m) as an approximation, which can be inferred by parsimony under a known phylogenetic tree (Fitch, 1971) . However, m is a low-bound of the true number of changes because it does not consider the possibility of multiple hits (Wakeley, 1993) . This problem has been solved by using a combination of ancestral sequence inference and maximum likelihood estimation (Gu and Zhang, 1997) . Given a phylogeny, Gu and Zhang (1997) have shown that the expected number of changes ( O X) at a given site is the nonnegative solution of the likelihood equation
where B is the total branch length of the gene cluster, b i is the i-th branch length, i D 1; : : : ; M (M is the total number of branches); ± i D 1 if there is an amino acid change in the i-th branch, otherwise ± i D 0.
Extensive computer simulation has shown that the estimate of the mean of expected number of changes, as well as that of variance, is asymptotically unbiased and robust against the accuracy of ancestral amino acid inference (Gu and Zhang, 1997) . Two interesting special solutions to Equation (19) are (1) O X ¼ m for short branch lengths, and (2) O X D ¡M ln.1 ¡ m=M/ for equal branch lengths.
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Method of moments for estimation. When the number of changes at a site in each gene cluster is inferred by Gu and Zhang's (1997) method, say, X 1 D k 1 and X 2 D k 2 , their means, variances, and the covariance can be easily computed, and these are denoted by D i , V i .i D 1; 2/, and ¾ 12 , respectively. Sincȩ 1 and¸2 are gamma distributed, it is well known that the shape parameters ® 1 and ® 2 can be estimated by
.i D 1; 2/. Using a similar approach to Gu (1999) , one can show that the covariance between X 1 D k 1 and X 2 D k 2 is given by
from which we can estimate the coef cient of rate correlation (r 12 ) as
Since ® 1 D°0 C°1, ® 2 D°0 C°2 and r 12 D°0= p ® 1 ® 2 , from Equations (20) to (22) we have
Some examples are shown in Table 1 . Each case contains a pair of homologous genes, which are generated in the early stages of vertebrate lineage. Amino acid sequences from vertebrates including mammals, birds, frogs, and shes are obtained from Genebank. The computer program CLUSTALX is used for the multiple alignment. Based on the phylogenetic tree inferred by the neighbor-joining method (Saitou and Nei, 1987) , the expected number of changes at each site for each gene cluster can be estimated by the method of Gu and Zhang (1997) [also see Equation (19)]. For each pair of homologous genes, we have shown that the coef cient of functional divergence (µ 12 ) is signi cantly larger than 0 (at the 5% signi cance level) by the method of Gu (1999) . As the shape parameter of rate (® 1 or ® 2 ) typically ranges from 0.16 to 2.02, the range of the shape parameter of the common rate component (°0) is from 0.12 to 1.29, and that of the independent rate component (°1 or°2) is from 0.0 to 0.73. Thus, the relative strength of rate variation among sites and functional divergence can be measured by our method, providing statistical evidence for functional divergence after gene duplication.
Maximum likelihood estimation.
The likelihood function under the Poisson-based model can be expressed as follows:
There are ve parameters to estimate, D 1 , D 2 ,°0,°1, and°2. Since no analytical result is possible, a numerical approach is implemented. We can use the estimates of Equation (23) as initial values for the numerical iteration. Since¸1 and¸2 are gamma distributed, the marginal distributions q.k 1 / and q.k 2 / are known to be negative binomial distributed (Gu and Zhang, 1997) . Therefore, we can develop a fast algorithm as follows. First, we use Gu and Zhang's (1997) method to obtain the ML estimates for D i and ® i .i D 1; 2/. Second, given the relationships°1 D ® 1 ¡°0 and°2 D ® 2 ¡°0, a single parameter (°0) can be easily estimated by maximizing Equation (24). Finally, a numerical approach such as the simplex method can be used to obtain the nal estimates (Press et al., 1992) . After these ML estimates are obtained, likelihood ratio tests can be constructed to explore the pattern of functional divergence. We consider three special cases that may have biological interest. In case A, the rate component model is reduced to be¸1 D u 0 =¯1 and¸2 D u 0 =¯2 so that r 12 D 1, which represents no functional divergence (or complete rate correlation). In case B, the rate component model is reduced to be¸1 D u 1 =¯1 and¸2 D u 2 =¯2 so that r 12 D 0, which represents no functional correlation (or complete rate independence). And in case C, the rate component model is reduced to be¸1 D .u 0 C u 1 /=¯1 buţ 2 D u 2 =¯2, which means functional divergence had occurred exclusively in gene cluster 1. The null hypothesis is H 0 :°1 D°2 D 0 for case A, H 0 :°0 D 0 for case B, and H 0 :°2 D 0 for case C.
To apply the likelihood ratio test, the joint distribution q.k 1 ; k 2 / under H 0 (cases A to C) needs special treatments because the standard gamma distribution given by Equation (3) cannot be well-de ned if the shape parameter tends to be zero. We have solved this problem (see the appendix): for case A, the joint distribution of k 1 and k 2 is given by
for case B it is
and for case C it is
where b i is given by
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For instance, we conducted the likelihood ratio test for BMP2/BMP4. The difference of log-likelihood (±) is ± D 8:9 for case A and ± D 13:8 for case B, indicating that the null hypothesis of no functional divergence, as well as that of complete functional divergence, is statistically rejected. However, we cannot reject the null hypothesis C, i.e.,°1 D 0:20 and°2 D 0:16 are virtually the same. The detailed analysis for these ten gene families under the Markov chain model and the Poisson-based model will be published elsewhere.
SITE-SPECIFIC PROFILE: THE POSTERIOR PREDICTION
One major goal for modeling functional divergence after gene duplication is to develop a statistically sound approach for predicting those amino acid residues that are likely to be responsible for these functional differences, which can be further tested by using molecular, biochemical, or transgenic approaches (Gu, 1999) . This can be achieved by developing a site-speci c pro le under the framework of posterior prediction.
To represent the relative importance of an amino acid residue in functional divergence, a straightforward approach is to use the posterior mean of each component. Thus, site-speci c pro les based on E[u i jX 1 ; X 2 ] will provide a statistically based score system to de ne critical amino acid residues for these functional differences.
According to the Bayesian law, the posterior density of each rate component at a site with a given amino acid con guration .X 1 ; X 2 / can be generally expressed as follows:
(i D 0, 1, 2). Under the Poisson-based model, the conditional density for X 1 D k 1 and X 2 D k 2 , i.e., Á .k 1 ; k 2 ju i /, is given by
respectively. Similarly to q.k 1 ; k 2 /, the analytical form of each conditional density can be obtained (see the appendix for the detailed derivation). To be concise, let
Since
can be interpreted as a posterior spectrum for given k 1 and k 2 . Then, the posterior density of u i conditional of X 1 D k 1 and X 2 D k 2 is given by
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respectively, where Ã .u i / (i D 0, 1, 2) is a gamma distribution density with the shape parameter°i and the scale parameter ½ i , i.e., 
Then, although mathematically tedious, we have shown that the posterior means of rate components,
(i D 0, 1, 2), can be analytically expressed as
iF ij =½ 1 ; and
respectively (see the appendix).
DISCUSSION
In this paper, we have developed the rate-component model for the functional divergence after gene duplication, which has been implemented under the Markov chain model and the Poisson-based model for sequence evolution. In particular, analytical results have been obtained under the Poisson-based model such that a fast algorithm for genomic analysis can be developed. Furthermore, a site-speci c pro le based on the posterior approach is developed for predicting critical amino acid residues that are responsible for these functional differences between member genes of a gene family. Our study provides a new computational tool for understanding the functional divergence of gene families. For example, these predicted sites can be mapped into the 3D structure of the protein if it is available, and then subsequent biological experimentation can provide a structure-based insight for the underlying mechanism.
We should mention that the new method detects those amino acid sites at which the evolutionary rates (or the functional constraint) differ between two duplicate genes. Within each cluster, the observed amino acid substitution(s) can be neutral. If it is the case, the result simply indicates that neutral spaces (i.e., amino acid types that are allowed at these sites) are different between clusters. It should be noted that GU our method cannot detect the underlying mechanisms, such as positive selection, for functional divergence after gene duplication.
The pioneering work for modeling functional divergence during sequence evolution is the covarion hypothesis (Fitch and Markowitz, 1970) , which allows the transition between invariable and variable states after speciation. Since the traditional covarion model neglected the role of rate variation between sites, it remains disputable (e.g., Tuf ey and Steel, 1998). The current study, as well as our recent work (Gu, 1999) provides an approach to solve this long-lasting issue (Gu, unpublished results) .
Although the Markov chain model has nice statistical properties for exploring the pattern of sequence evolution, it is computationally not tractable for a large data set to obtain ML estimates and posterior predictions (Gu, 2001) . Since the analytical results under the Poisson-based model have been obtained, it is not dif cult to develop a fast algorithm for estimating the level of functional divergence and predicting critical amino acid sites. We will improve the statistical power of our method, for example, by taking the different patterns of amino acid changes into account.
At the current stage, we are focused on the problem of three rate components for two gene clusters. In principle it can be generalized to multiple clusters by the model with more rate compounds. However, the problem of over-parameterization may not be nontrivial. A simple three-step algorithm may be useful to solve the problem of statistical identi ability: rst, estimate the level of functional divergence for each pair of gene clusters; second, infer a biologically reasonable pattern of functional divergence from these pairwise comparisons; and third, build a likelihood ratio test and site-speci c pro le for the prediction. Much work is needed.
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APPENDIX
A.1. Derivation of Á.¸1;¸2/ (Equation 7)
Since u 0 , u 1 , and u 2 are independent, their joint density is simply given by Á.u 0 ; u 1 ; u 2 / D ¼.u 0 /¼.u 1 /¼.u 2 /, which turns out to be
One can show that the joint density of u 0 , y 1 , and y 2 is given by
(y j > x j > 0; j D 1, 2). Therefore, by integrating out the variable u 0 , the joint density of y 1 and y 2 is given by
where Q y D min.y 1 ; y 2 /. Since¸1 D y 1 =¯1 and¸2 D y 2 =¯2, it is straightforward to obtain Equation (7).
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A.2. Derivation of q.
, and u 0 , u 1 , and u 2 are independent, we have
, Equation (A2) turns out to be
]. One can verify that
Then, after some tedious mathematical simpli cation, we can verify Equation (16). In the same manner, the joint distribution of k 1 and k 2 under these special cases, i.e., Equations (25) to (27), can be obtained by noting the following equations.
Case B: Complete independence 
Apparently, A 0 , A 1 , and A 2 given by Equation (A.6) are the special cases of m D 0. First we consider a general formula for any m-order posterior moment of rate component u 1 . Note that
Similarly to the derivation of q.k 1 ; k 2 /, we have shown that it turns out to be (A.14)
Therefore, the m-th posterior moment of any rate component u i is given by 
A 2 ; and
A 0 : (A.17)
A.4. Deviation of the posterior density
First we mention that the joint distribution (density) Á(u i , k 1 , k 2 ) is given by ¼.u 2 /. Therefore, after tedious algebraic simpli cation, one can verify Equation (32).
