and correcting Doppler frequency shift in an Mary differential phase shift-keyed (MDPSK) receiver. The novelty of the scheme is based upon the observation that whereas the change in phase of the received signal over a full symbol contains the sum of the data (phase) and the Dopplerinduced phase shift, the same change in phase over half a symbol (within a given symbol interval) contains only the Doppler-induced phase shift. Thus, by proper processing, the latter can be estimated and removed from the former.
I. INTRODUCTION N digital communications applications where carrier phase
I and/or frequency are likely to be uncertain, e.g., a multipath fading environment, differential detection is often more power efficient and robust than coherent detection. The primary reason for this is as follows. Differential detection uses the phase and frequency of the carrier corresponding to the previous transmitted data symbol as a demodulation reference. Hence, no phase tracking synchronization loop is necessary thus avoiding the difficulties of acquiring such a loop and maintaining it locked in a highly degraded environment. Even if it were possible to acquire the synchronization loop and maintain it locked, the detection loss due to the phase jitter on the carrier reference so produced often exceeds the signal-to-noise ratio penalty normally associated with differential detection. Finally, even if the detection losses associated with the coherent and differentially coherent schemes were equal, then differential detection might still be preferred because of its simpler implementation.
When, in addition to multipath, the received signal is frequency shifted by Doppler, then the 27rAf T, (Af is the frequency shift, l/Ts is the data symbol rate) radian phase shift through the differential detector represents a potential source of degradation. Indeed, for low data rates on the order of 2400 symbols/s and Doppler shifts of 100 Hz, typical of the mobile satellite experiment (MSAT-X) [ 11 operating at UHF (850 MHz), this phase shift amounts to 15" which is sufficient by itself to cause severe degradation to the system bit error Paper approved by the Editor for Mobile Communications of the IEEE Communications Society. Manuscript received October 7, 1987; revised April 1, 1988 . This work was supported under contract from the National Aeronautics and Space Administration and was performed at the Jet Propulsion Laboratory, California Institute of Technology, Pasadena, CA 91190. This paper was presented in part at ICC'87.
The authors are with the Jet Propulsion Laboratory, California Institute of Technology, Pasadena, CA 91109. IEEE Log Number 8825334. probability performance. For land mobile satellite operation at L-band (1.5-1.6 GHz), the problem becomes more severe since Dopplers on the order of twice times the above amount might be expected.
One common way of dealing with the above limitation is to employ an automatic frequency control (AFC) loop whose purpose is to track the Doppler thereby removing its deleterious effect on data detection performance. In applications where data are transmitted in short bursts or packets, the time to acquire such an AFC may be a significant fraction of the burst interval thus rendering this technique useless. In such cases, a technique which employs open-loop frequency estimation is the only logical answer. The innovation proposed here incorporates such an openloop frequency estimation technique in an overall Dopplercorrecting differential detection scheme. An intermediate frequency (IF) implementation of the scheme for multiple differential phase shift-keying (MDPSK) with rectangular baseband pulses is illustrated in Fig. 1 . The scheme is based upon recognizing that whereas the change in phase of the received signal over a full symbol contains the sum of the differentially encoded data and the Doppler induced phase shift, the same change in phase over halfa symbol (within a given symbol interval) contains only the Doppler induced phase shift. Thus, by proper processing including postdetection integration (whose duration is related to the rate of change of the Doppler), the latter can be estimated and removed from the former. The processing of the output of Fig. 1 depends upon whether the transmitted data are uncoded or coded. In the case of uncoded data, one would simply make a decision on the output as in a conventional (not Doppler corrected) MDPSK receiver. For coded transmission, the output would be directly used (in practice, it would be Q bit quantized) as a soft decoding metric.
Although somewhat similar techniques have been applied to phase coherent detection of MPSK transmitted in a burst TDMA format [ 2 ] , it is the authors' belief that the application and implementation of these ideas in a differentially coherent receiver such as Fig. 1 is new.
II. MATHEMATICAL DESCR~P~ON OF THE RECEIVER OPERATION
The input to the receiver of Fig. 1 
In (l), P denotes the average signal power in watts, AW = 27rAf is the radian Doppler shift, e ( t ) is MPSK modulation with symbol rate l/T', and n,(t), n,(t) are low-pass Gaussian This can also be achieved with nonrectangular (i.e., practical) pulses, e.g., root raised cosine pulses with 100 percent bandwidth, as discussed in Section VU.
0090-6778/89/0200-0099$01 .OO 0 1989 IEEE r noise processes with one-sided power spectral density No w / Hz. After passing the sum of s ( t ) and n ( t ) through the IF filter which, for simplicity of analysis, is assumed not to distort s ( t ) , the resulting signal y ( t ) is then processed in parallel inphase and quadrature channels which produce signals suitable for data detection and Doppler estimation.
In the Doppler estimation portion of the receiver, the inphase and quadrature input components (delayed by T,/2) are correlated with the input itself to produce (after zonal filtering to remove second harmonics of the carrier)* 
where Nc(t) = n (t)s(t -T,/2) + n ( t -TS/2)s(t) + n ( t ) n (t -T,/2) N,(t)=n(t)sw(t-T,/2)
+ n w ( t -Ts/2)s(t)+n(t)nw(t-T,/2). (4)
Making the assumption, as is typical in differential detection analyses, that woT,/2 is an integer multiple of 2~, (3) 
The subscript "90" refers to a 90" phase shift in the signal. In all of our discussions, we shall assume perfect symbol synchronization.
It should be noted, however, that this Doppler correction scheme has been implemented and successfully tested in the presence of an actual symbol synchronization subsystem. X , k = P sin (AwT,/2)+NSk.
Finally, filtering each sample sequence to reduce undesired phase noise, an estimate AGT, of the normalized Doppler AUT, can be obtained. The required filtering can be performed using a digital filter with gain coefficient a(0 I a I l), in which case, the Doppler estimate is given by
Taking the sine and cosine of this estimate, namely,
gives a pair of quadrature signals that can be used to remove the Doppler from the in-phase and quadrature data detection channels.
In the data detection portion of the receiver, the in-phase and quadrature input components (delayed by T,) are correlated with the input itself to produce (after zonal filtering)
x,'(t) =u(t)y(t-T,)
x,'(t) =r(t)uw(t-Ts)
and, in accordance with our previous assumption, we have made use of the fact that woT, is an integer multiple of 27r. where Aek k e k -6 k -1 is the kth data symbol phase (before differential encoding at the transmitter).
Sample x;(t) and x,'(t) at tk
Proper detection of AOk requires removal of the Doppler from the signals in (11). To do this, we make use of the quadrature Doppler estimate signals of (8) 
IU. PERFORMANCE OF THE DOPPLER ESTIMATOR
To assess the performance of the Doppler estimator of (7),
we must characterize the statistical properties of the noise samples N c k and Nsk. Using (1) and ( ric operations, we can write (7) in the normalized form Using (14) in (6) and applying straightforward trigonomet-
A b T S -A~T , = 2 tan-'

P A@
where
1-CX (18)
Thus, AhT, is an unbiased estimator of AUT,.
Making the practical assumption that Ke4 is large (actually, a value of K , = 10 is sufficient), and applying central limit theorem-type arguments, then E and { are Gaussian distributed. Under this condition, the probability density function of v AW2 = (A; -Aw)T,/2 is given by [3] 
cos v[1 +erf (4 cos v)]; lvl S T . (19)
The variance of the estimator can be computed from the second moment of (19) which for KO large becomes
\N,B)
approach analogous to that taken in 121.
Iv. EVALUATION OF THE AVERAGE SYMBOL ERROR PROBABILITY
In [3] , it was shown that for uncoded "ideal" (no Doppler) (15a) MDPSK, the average symbol error probability is given by
+ n,(t)n,(t-T,/2) + n,(t)n,(t-T,/2)
and n-
where E, = (log2 M)Eb is the energy per symbol with Eb the ( 5b) bit energy.
+ n,(t)n,(t -T,/2) -n,(t)n,(t -Ts/2).
The non-Gaussian orthogonal components A c k and A s k are uncorrelated. Furthermore, A c k and A& both have zero mean
The product (K,,TS)-l is directly proportional to the bandwidth of the digital filter used in the Doppler estimator.
When Doppler is present, which results in a noisy phase A+ 
P s ( A + ) p A~( A + ) d A @ = 2 j' Ps(2v)p,(v) d v (23)
v. EVALUATION OF THE AVERAGE BIT ERROR PROBABILITY
To evaluate the average bit error probability we follow the procedure derived by Lee [4] for ideal MPSK and MDPSK and extend it to the case where a noisy phase is added to the decision variable. In particular, we define weights w,, the conditional bit error probability is given by & a symmetric probability density function; then A M -; = A ; where the overbar denotes averaging over pA~(A+). Hence, when the same average is performed on (25) and (26) i.e., the zeros of the Nth degree Chebyshev polynomial TN(x) = COS ( N C O~X ) . Similarly F ( $ ) of (31) can also be evaluated using a GaussChebyshev formula. First, breaking the integral on ( -a, *) into two integrals, one on ( -T , 0) and one on (0, a), and then using double angle trigonometric identities, we arrive at the desired result, namely, Figs. 2 and 3 are the average bit error probability performances of 4DPSK and 8DPSK as a function of bit energy-to-noise ratio Eb/No in dB with K, as a parameter. These numerical results were obtained from (29) and (30), respectively. For the purpose of comparison, the bit error probability performance for perfect Doppler compensation (i.e., K, = 03) is also illustrated in these figures. We observe that to achieve about 0.5 dB degradation relative to the perfect performance case, requires a value of K, on the order of 80. This seemingly high value of K, comes from the fact that the Doppler estimate must be multiplied by 2 (see Fig. 1 ) before using it to remove the Doppler on the data detection signals. This, unfortunately, increases the variance of the estimator by a factor of 4 [see (20)]. Again, we remind the reader that the requirement for multiplying the Doppler estimate by a factor of 2 is tied to the fact that within a given symbol interval, the change in phase over half a symbol interval is independent of the data symbol itself and contains only the Doppler-induced phase shift, thus allowing its estimation.
Illustrated in
VI. PRACTICAL CONSIDERATIONS
In bandlimited applications, the rectangular baseband pulses assumed thus far should be shaped to limit adjacent channel interference (ACI) and control intersymbol interference (ISI). Since e ( t ) is no longer constant over a symbol time, then in order to still achieve x,k and XSk of the form in (6), i.e., and Q Doppler estimation samples which are independent of the data modulation, we must impose a requirement on the pulse shaping such that e ((k+;) Ts)-8 ((k+;) Assuming that once chooses a pulse shaping to satisfy (40), then, in general, the samples taken at t = (k + 1/2)Ts (i.e., the midpoints of the symbol interval) for data detection purposes will be subject to ISI. Thus, the question arises: can we choose a pulse shaping that satisfies (39) yet still allows data detection without any penalty due to ISI? Fortunately, this question has a positive answer which is described as follows. Suppose that we consider an overall (transmitter plus receiver) pulse shaping of the 100 percent excess bandwidth root raised cosine type Since the zero crossings ofp(t) occur at t = f (2k + 1)T,/4; k = 1, 2, 3, -. * , then if p ( t ) were used as the underlying pulse shape in a digital pulse train of the form m(t) = Ca,,p(t -n T ) with {a,,} representing a multilevel data sequence, thenm(t)takenatt = (n + 1/4)Tsand(n + 3/4)Tswouldbe IS1 free and equal in amplitude. Thus, using such an m(t) for the Z and Q data signals sin 8(t) and cos 8 ( t ) allows (40) process the Z and Q data signals for data detection purposes. Since, as pointed out above, samples of sin 8(t) and cos 8(t) taken at t = (n + 1/4)T, and (n + 3/4)T, are IS1 free, then it seems reasonable to sum these two samples prior to differential detection. Since p ( t ) has value unity at these sample points, i.e., the same value as a unit rectangular pulse, then compared to a single sample of this rectangular (IS1 free) pulse, the above sum would yield a 6 dB increase in power of the predetection sample in the absence of noise. Ordinarily, from the standpoint of maximizing the SNR of a single sample of Z or Q, one would split the total pulse shaping P(u) equally between the transmit and receive filters. Such a split would result in the noise samples at t = (n + 1/4)T, and (n + 31 4)Ts being correlated. Suppose instead that all of the filtering was placed at the transmitter and a brickwall filter used at the receiver. This results in a 3 dB penalty in the noise power of a single sample. However, it can be easily shown that noise samples separated by TJ2 are now uncorrelated and hence the increase in noise power produced by summing the above two samples to produce a single predetection sample is 3 dB.
Finally then, for the root raised cosine pulse shaping proposed above, the SNR of the predetection sample formed from the sum of samples taken a t t = (n + 1/4)Ts and (n + 3/4)Ts is identical to that of a single sample of a rectangular pulse a n d thus there is no ISZ penalty! In fact,
this result which appears rather surprising at first, can be supported quite easily by showing that, in the absence of Doppler, the above is indeed the optimum filter split for Nyquist-type signaling with two nonzero uniform sample points (see the Appendix). In this context, the above scheme bears resemblance to the duobinary partial response signaling scheme Fig. 4 for a simple version of the resulting configuration in complex form.) Note that the complexity quantity a = exp ( jAwT,/2) is required for the pseudomatched filters whereas the complex quantity exp (jAuT,) is required for Doppler removal. This distinction will play a role in the implementation of the receiver for acquisition and tracking modes as shall now be discussed.
In many applications, Doppler estimation takes place in two modes. First, a coarse Doppler estimate is obtained in the presence of a known data sequence, e.g., all zeros. In this acquisition (ACQ) mode, the change in e(t) is known (for the all zeros sequence, this change is indeed zero) and thus one would expect that the differential detector output samples (see Fig. 4 ) could be used as inputs to the digital filter in the Doppler estimator. Unfortunately, as we have just pointed out above, the differential detector output samples are themselves functions of the Doppler estimate and thus implementing the system in this fashion would result in a feedback (closed) loop. Since our goal is to maintain a feedforward (open loop) configuration, we must compromise a bit by reversing the order of matched filter and differential detector operations for the Doppler estimation portion of the receiver. In fact, the matched filter which now follows the differential detector is once again G ( w ) of Fig. 10 . It should be noted that one could indeed also use the differential detector followed by G ( w ) combination for the data detection portion of the receiver to produce some commonality in structure. However, this is suboptimum and leads to a degradation in output SNR [7] .
Also, in this case, the probability density function of the differential detector output (which is not Gaussian) is changed by the matched filter and hence, the bit error probability performance expressions of (24)- (28) are no longer valid. Fig. 5 is a simple block diagram of this dual mode receiver in complex form. One additional point, alluded to above, needs to be discussed. Since in the ACQ mode, the differential detector operates over a Ts second interval, the output of the digital filter will be proportional to exp { -j A G T , } rather than exp { -j A G T s / 2 } as in the tracking (TRK) mode where the differential detector operates over T,/2 second. Since implementation of the matched filter for data detection requires the complex quantity "a" of (43), then in the ACQ mode, one must take the square root of the digital filter output in order to make this quantity available. On the other hand, in the TRK mode where "a" is directly available, then to achieve the quantity exp { -jAwT,} which is needed for Doppler removal, we must square the digital filter output. trigonometric identities:
Also, allowance has been made for the possibility of acquisition and tracking modes of operation as discussed above.
VII. SIMULATION RESULTS
In this section, we describe and present the results of a software simulation of the Doppler frequency estimator. The development of a simulation is for 1) verification of the analytical results, and 2) inclusion of the effects of intersymbol interference (ISI) due to timing jitter on the performance of the system under consideration.
Computer simulation programs have been written for the following.
1) Generation of differentially encoded 8DPSK symbols with 100 percent excess bandwidth root raised cosine pulse shaping.
2) Add additive white Gaussian noise (AWGN) channel with Doppler frequency shift.
3) The Doppler frequency estimator shown in Fig. 6 . The results of the simulation are illustrated in Figs. 7 and 8 where each point corresponds to a run of 100 OOO symbols. In agreement. Fig. 8 plots the same performance but in the presence of 10 and 20 percent timing jitter on the samples thus showing the sensitivity of the Doppler estimator to IS1 so induced. Fig. 9 shows the additional effect of Doppler rate by plotting the Doppler phase error versus the number of symbol time intervals.
Vm. SUMMARY AND CONCLUSIONS
In this paper, an open-loop frequency estimation technique for correcting Doppler frequency shift in an M-ary differential observed, the simulation and analytical results are" in excellent phase shift-keyed<MDPSK) system is proposed. The perform- ance of this scheme is given in terms of the variance of the estimation error and the error probability of the MDPSK receiver in the presence of the estimation error. Both analysis and simulation results have been given and shown to be in excellent agreement. Also included in the simulation results, are the effects of timing errors and Doppler frequency rate.
The results of the simulation show that the system is quite robust in the presence of timing errors, Doppler frequency rate, and large (on the order of 1/4 of the symbol rate) Doppler frequency shifts. Although not discussed in this paper, it should be noted that the system has been simulated in a Rician fading environment, typical of the land mobile satellite application. The results of the simulation indicate excellent performance in this degraded environment as is evident in Figs. 7 and 8.
response remain root raised cosine, as required for the Doppler estimate, and that for data detection, the pair of samples taken per symbol by algebraically summed and used as a single sample for comparison to a threshold. Using the above filter split (i.e., all of the filtering at the transmitter and none at the receiver), it was shown that the error probability performance achieved was indeed equal to that using the conventional Nyquist approach (i.e., raised cosine signaling with single sample per symbol detection) as described above. In this Appendix, by interpreting the summation of two TS/2-spaced samples as a simple digital filter, we show that this choice of filter split is indeed optimum in accordance with the traditional notion of putting equal amounts of the overall channel response in the transmitter and receiver.
A . System Mode
APPENDIX
Consider the mathematical model of the system illustrated in ON THE OPTIMAL FILTER SPLIT FOR NYQUIST-TYPE SIGNALING WITH TWO NONZERO SAMPLE POINTS In the paper, it was shown that 100 percent excess bandwidth root raised cosine signaling could be used to satisfy the Doppler estimation requirement of equal, zero IS1 sampling points spaced T,/2 apart and symmetrically placed with respect to the midpoint of the symbol interval. From the standpoint of optimum data detection, the conventional Nyquist approach is to use an equivalent flat channel (i.e., the sum of all translates of the overall frequency response should be a constant over the Nyquist bandwidth) and comparison of a single sample to a threshold. Raised cosine signaling achieves such an equivalent Nyquist channel with a single ISI-free sampling point. Thus, to use this technique in combination with the above Doppler estimation circuit, one would require an additional root raised cosine filter at the receiver. (Actually, in the baseband implementation, two such additional filters would be required; one for the I channel and one for the Q channel.)
To avoid the necessity of this additional root raised cosine filter, it was suggested in the paper that the overall channel Fig. 10 . Actually, this system represents o k y the in-phase (I) or quadrature channel (Q) of the baseband receiver implementation. For our purpose here, it is sufficient to consider only the I and Q channel. The data source represents either the I or Q component of the MPSK modulation and as such produces M/2-level symbols at a rate 1 / T, . These symbols are transmitted (we consider only the baseband portion of the overall system) as a pulse sequence m~( t ) with pulse shape p~ ( t ) equal to the inverse Fourier transform of the transmit filter &(U). At the receiver the noise corrupted sequence x ( t ) = m~( t ) + n ( t ) is passed through the receiver filter P R ( w ) to produce y ( t ) = m ( t ) + n ' ( t ) . As discussed above, it is desired that m ( t ) be a pulse sequence with a pulse shape p ( t ) such that samples of m ( t ) taken at t = (n + 1/4)Ts and t = (n + 3/4)T, result in zero ISI. To achieve this, we have selected P ( w ) and p ( t ) as in (41) and (42), respectively.
The receive frlter output y ( t ) is sampled twice per symbol as shown in Fig. 10 and the sum of these two samples is inputted to the differential detector.
From the standpoint of analysis, the two samplers and a T,/ 2 delay can be replaced by a simple digital filter G ( w ) and a single sampler as shown in Fig. 11 . Thus, by analogy with a
