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Konvolucijske nevronske mreže so se izkazale kot uspešne pri marsikateri nalogi s 
področja slikovnega procesiranja in računalniškega vida. Namen diplomskega dela je 
bila izdelava konvolucijske nevronske mreže, ki omogoča lokalizacijo interesnih 
območij na sliki. Lokalizacija je izražena kot pripadajoči toplotni zemljevid, ki z 
uporabo različnih hladnih in toplih barv opredeli pomembnost posameznih območij na 
sliki. Za izgradnjo nevronske mreže smo uporabili predhodno učeni model VGG16, 
katerega arhitekturo smo prilagodili glede na specifične zahteve zadane naloge. Na 
osnovi toplotnega zemljevida smo za vsak piksel vhodne slike pridobili vrednost, ki 
nakazuje njegovo pomembnost. Dobljene vrednosti smo diskretizirali v več nivojev in 
vsak nivo kodirali z različnim faktorjem kakovosti Q tako, da smo pomembnejše 
nivoje kodirali z višjo bitno stopnjo, manj pomembne pa z nižjo bitno stopnjo, 
dobljeno sliko pa smo nato stisnili še s standardnim JPEG algoritmom. 
Rekonstruirane slike smo primerjali s slikami, ki so bile stisnjene in nato dekodirane s 
standardno JPEG kompresijo pri Q faktorjih 30, 50 in 70. Za objektivno primerjavo in 
vrednotenje kakovosti rekonstruiranih slik smo uporabili metodo srednje kvadratne 
napake (MSE), metodo maksimalnega razmerja med signalom in šumom (PSNR), 
indeks strukturne podobnosti (SSIM) in metodo, ki indeks strukturne podobnosti 
izračuna v več iteracijah (MS-SSIM). Rezultati so pokazali, da metoda kompresije, ki 
temelji na uporabi toplotnih zemljevidov, pri enakih ali celo manjših velikostih datotek 
omogoča manjšo napako (MSE) in višje vrednosti PSNR rekonstruiranih slik v 
primerjavi s standardno JPEG kompresijo. Višji so tudi izračunani indeksi SSIM in 
MS-SSIM, kar pomeni, da se kakovost rekonstruiranih slik tudi vizualno bolj ujema s 
človeško oceno kot kakovost običajnih JPEG slik.  
 
 
Ključne besede: konvolucijske nevronske mreže, toplotni zemljevidi, interesna 






Convolutional neural networks have proved to be successful in various image 
processing and computer vision tasks. The aim of the diploma thesis was to create a 
convolutional neural network that enables the localization of regions of interest 
(ROIs) in an image. The localization is expressed as a corresponding heatmap, 
which uses a colour scheme, consisting of a range of cold and warm colours, to 
identify the importance of individual image regions. The neural network was built 
using the pretrained VGG16 model, the architecture of which was modified in 
accordance with the specific demands of the chosen task. The heatmap provided a 
saliency value for each pixel of the given image. These values were then discretized 
into multiple levels and each level was encoded with a different quality factor Q by 
encoding the more important levels at a higher bitrate, and the less important levels 
at a lower bitrate; the obtained image was then encoded further using the standard 
JPEG algorithm. The reconstructed images were compared to images that had been 
compressed and then decoded using standard JPEG compression at Q factors of 30, 
50 and 70. For an objective comparison and evaluation of the quality of the 
reconstructed images the mean squared error (MSE), peak signal-to-noise ratio 
(PSNR), structural similarity index (SSIM) and multi-scale structural similarity index 
(MS-SSIM) were used. The results showed that in files of the same or even smaller 
size the compression method, based on the obtained heatmaps, allows for a lower 
error (MSE) and higher PSNR values of reconstructed images in comparison with 
standard JPEG images. The calculated SSIM and MS-SSIM indexes were higher as 
well, which shows that the visual quality of the reconstructed images matches human 
evaluation better than the visual quality of standard JPEG images. 
 
 
Key words: convolutional neural networks, heatmaps, regions of interest, image 
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SEZNAM OKRAJŠAV  
 
Adam (Adaptive Moment Estimation): optimizacijski algoritem Adam 
CAM (Class Activation Mapping): model CAM na osnovi vhodne slike omogoča 
pridobitev toplotnega zemljevida, ki na sliki lokalizira najpomembnejši razred 
CNN (Convolutional Neural Network): konvolucijska nevronska mreža 
DCT (Discrete Cosine Transform): diskretna kosinusna transformacija 
GAP (Global Average Pooling): metoda izračuna globalnih povprečnih vrednosti 
GPU (Graphics Processing Unit): grafična procesna enota 
JPEG (Joint Photographic Experts Group): standard JPEG 
MSE (Mean Squared Error): srednja kvadratna napaka 
MS-ROI (Multi-Structure Region of Interest): model MS-ROI na osnovi vhodne slike 
omogoča pridobitev toplotnega zemljevida, ki na sliki lokalizira več različnih razredov 
oziroma interesnih območij 
MS-SSIM (Multi-Scale Structural Similarity Index): indeks strukturne podobnosti, 
izračunan v več iteracijah 
PSNR (Peak Signal-to-Noise Ratio): razmerje med maksimalno vrednostjo signala in 
šuma 
ReLU (Rectified Linear Unit): aktivacijska funkcija ReLU 
RGB (Red, Green, Blue): barvni prostor RGB 
RLE (Run Lenght Encoding): brezizgubni algoritem RLE 
ROI (Region of Interest): interesno območje na sliki 
SALICON (Saliency in Context): knjižnica slik, namenjena prepoznavanju 
semantičnih objektov oziroma območij na slikah 
SSIM (Structural Similarity Index): indeks strukturne podobnosti 
VGG16 (Visual Geometry Group): model 16-plastne nevronske mreže, ki jo je razvila 





V današnji informacijski dobi količina podatkov strmo narašča, s tem pa je vse bolj 
izrazita tudi potreba po njihovi kompresiji. Namen kompresije je zmanjšanje števila 
bitov, ki so potrebni za zapis podatkov. Ker digitalne slike pogosto pošiljamo prek 
spleta, jih objavljamo na spletnih mestih in hranimo v računalniku ali oblaku, pri 
čemer smo omejeni s pasovno širino ali kapaciteto pomnilnika, je predhodno 
stiskanje slik še posebej zaželeno. Kompresija slik izkorišča: 1.) lastnosti v zapisu 
podatkov, na primer odvečnost, ponavljanje ali nepomembnost določenih znakov, in 
2.) slabšo občutljivost ljudi na določene frekvence. Eden najpogostejših algoritmov 
stiskanja slik je standard JPEG, ki omogoča izgubno kompresijo. V kolikšni meri se 
prvotna informacija izgubi, je odvisno od izbrane stopnje stiskanja, zaradi izgube 
informacij pa stisnjene slike vsebujejo različne napake, tj. kompresijske artefakte. Z 
izboljšavo standardne JPEG kompresije in zmanjševanjem nastalih artefaktov se 
ukvarjajo številni algoritmi, predvsem v zadnjih letih pa v ta namen raziskujejo tudi 
uporabo konvolucijskih nevronskih mrež, ki spadajo na področje globokega učenja in 
omogočajo odkrivanje znanja ter iskanje vzorcev v podatkih.  
 
Namen diplomske naloge je izdelati konvolucijsko nevronsko mrežo, ki na vhodnih 
slikah identificira interesna območja in omogoča pridobitev pripadajočih toplotnih 
zemljevidov, ki jih bomo integrirali v kompresijsko shemo. Dobljeni toplotni zemljevidi 
nam bodo omogočili, da bomo posamezne predele slik glede na njihovo 
pomembnost kodirali z različnimi faktorji kakovosti Q. Kakovost rekonstruiranih slik, 
stisnjenih z omenjenim postopkom, bomo primerjali s kakovostjo slik, ki so bile 
kodirane in dekodirane s postopkom standardne JPEG kompresije. Uporabili bomo 
metode objektivnega ovrednotenja kakovosti slik, in sicer srednjo kvadratno napako 
(MSE), maksimalno razmerje signala proti šumu (PSNR), indeks strukturne 
podobnosti (SSIM) in indeks strukturne podobnosti, izračunan v več iteracijah (MS-
SSIM). Cilj diplomske naloge je ugotoviti, ali metoda kompresije, ki temelji na uporabi 
toplotnih zemljevidov in variabilnega faktorja kakovosti Q, omogoča boljšo vizualno 
kakovost rekonstruiranih slik kot standardna JPEG kompresija. 
 
Teoretični del diplome je razdeljen na tri glavne dele. V prvem delu sta opisana 
arhitektura konvolucijskih nevronskih mrež in postopek njihovega učenja. V drugem 
delu je opisan postopek standardne JPEG kompresije slik. V tretjem delu pa so 
predstavljene metode, ki v postopku kompresije upoštevajo informacije, dobljene na 




2 TEORETIČNI DEL 
 
2.1 NEVRONSKE MREŽE 
 
2.1.1 Zgradba in delovanje nevronske mreže 
 
Umetna nevronska mreža je matematični model, sestavljen iz umetnih nevronov, ki 
so običajno organizirani v več plasteh. Zgleduje se po delovanju bioloških nevronskih 
mrež, saj posnema prenos elektrokemičnih signalov med dendriti in aksoni različnih 
nevronov. Vhodni podatki umetne nevronske mreže so neodvisne vrednosti (x1, x2, 
..., xn) iz obravnavane baze podatkov, ki opisujejo določene lastnosti oziroma 
značilke in so utežene z utežnimi parametri (w1, w2, …, wn), ki določajo vpliv vhodnih 
vrednosti na posamezne nevrone. Uteženo vsoto dobimo z izračunom skalarnega 
produkta in jo normaliziramo z aktivacijsko funkcijo φ, ki vhodne vrednosti preslika na 
določen interval, s čimer omeji amplitudo izhodnih vrednosti [1]. Utežni vsoti navadno 
prištejemo še vrednost parametra pristranskosti b, ki omogoča pomik aktivacijske 
funkcije in posledično večjo prilagodljivost modela podatkom [2]:  
 
          
 
   
    (2.1) 
 
Rezultat aktivacijske funkcije vstopi v naslednjo plast, kjer ponovno potečeta izračun 
utežene vsote in njena normalizacija, nov rezultat pa potuje do naslednje plasti. 
Število vmesnih oziroma skritih plasti in nevronov v vsaki od njih je poljubno izbrano 
glede na obravnavani problem. Zadnja, izhodna plast nevronske mreže poda 
napoved modela, ki jo označimo s simbolom ŷ. Njena vrednost je lahko kontinuirana 
(pri regresijskih problemih) ali diskretna (pri binarnih in večrazrednih klasifikacijskih 
problemih) [1]. Zgradba preproste nevronske mreže je prikazana na sliki 1.  
 
 
Slika 1: Shematski prikaz umetne nevronske mreže [3] 
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V primeru nadzorovanega učenja obravnavana baza podatkov vključuje tudi odvisno 
spremenljivko y, ki predstavlja dejansko vrednost in na podlagi katere lahko 
primerjamo, kako pravilna je predpostavljena vrednost, ki jo je izračunal model. 
 
2.1.2 Postopek učenja nevronskih mrež 
 
Proces učenja nevronskih mrež poteka z metodo vzvratnega širjenja napake, ki 
temelji na ponavljajočem se prilagajanju vrednosti parametrov (uteži in pristranskosti) 
v trenutni plasti, glede na izhodne vrednosti, ki so bile izračunane v predhodni plasti 
[4]. Sprva so vrednosti uteži vzorčene naključno, na primer iz normalne porazdelitve 
– njihove vrednosti so blizu nič, a ne enake nič ali konstantne, saj tako preprečimo 
simetrijo nevronov, o kateri govorimo, kadar različni nevroni izračunajo enake izhode. 
Za razliko od utežnih vrednosti so začetne vrednosti parametrov b lahko konstantne, 
saj jih ne množimo z vhodnimi vrednostmi, ampak zgolj prištejemo dobljenemu 
izhodu [2].  
 
Ker želimo, da je predpostavka ŷ blizu dejanski vrednosti y, ju lahko med seboj 
primerjamo in izračunamo dobljeno napako. V ta namen se uporabljajo t. i. izgubne in 
cenovne funkcije. Izgubna funkcija izračuna napako enega učnega primera, medtem 
ko cenovna funkcija predstavlja povprečno napako celotne učne množice [2]. Pri 
klasifikacijskih problemih se najpogosteje uporablja logaritmična funkcija križne 
entropije, ki meri razliko med dvema verjetnostnima porazdelitvama. Določena je s 
formulo (2.2), kjer y predstavlja vektor dejanskih vrednosti, ŷ pa vektor napovedi 
modela (verjetnosti posameznih razredov) [2].  
 
            
 
         (2.2) 
 
Večji rezultat funkcije pomeni večjo napako modela. V primeru, ko se predpostavka 
modela popolnoma ujema z dejansko vrednostjo, je vrednost funkcije enaka 0. 
Dokler je izračunana napaka večja od želene, so vrednosti parametrov temu 
primerno prilagojene in se napaka modela postopoma zmanjšuje, dokler model ne 
konvergira. Metoda, s katero poteka prilagajanje uteži, se imenuje gradientni spust in 
je določena s formulo (2.3) [4]: 
 
                
  
      
 (2.3) 
 
wi = vektor utežnih vrednosti v i-ti plasti nevronske mreže 
  = stopnja učenja  
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J = cenovna funkcija 
  
   
 = delni odvod (gradient), ki določa nagib funkcije oziroma opiše, kako sprememba 
vrednosti uteži wi vpliva na cenovno funkcijo J 
t = čas – nova vrednost uteži v določeni plasti je enaka razliki med vrednostjo 
prejšnje uteži v isti plasti in produktom gradienta ter stopnje učenja 
 
Ker želimo zmanjšati izračunano napako, moramo vrednosti uteži posodobiti v 
nasprotni smeri gradienta, kar dosežemo z izračunom odvoda (oziroma delnih 
odvodov v primeru multivariatnih funkcij) v trenutni točki in pomikom v smeri 
manjšega nagiba funkcije [1]. Gradiente za vse predhodne plasti dobimo z uporabo 
verižnega pravila [4]. S ponavljanjem tega postopka dosežemo minimum cenovne 
funkcije, ki pomeni najmanjšo napako modela oziroma optimalne vrednosti uteži. 
Korak spuščanja po cenovni funkciji v nasprotni smeri gradienta nadziramo s stopnjo 
učenja  , ki je določena z vrednostjo med 0 in 1. Višja stopnja učenja označuje večjo 
spremembo vrednosti pri posodabljanju uteži. Premajhna stopnja učenja pomeni, da 
bo model konvergiral prepočasi, prevelika stopnja učenja pa predstavlja možnost, da 
bomo obšli minimum cenovne funkcije (izračunana napaka bi se ponovno povečala) 
in bo model divergiral [2]. Ker cenovna funkcija pogosto ni konveksne oblike, ampak 




Slika 2: Gradientni spust v tridimenzionalnem prostoru [2] 
 
Pogosto uporabljeni optimizacijski algoritem je stohastični gradientni spust, pri 
katerem namesto računanja gradienta in posodabljanja uteži za celotno učno 
množico naenkrat, to razdelimo na manjše, enako velike skupine vhodnih podatkov 
in parametre posodabljamo za vsako od njih posebej [1]. Medtem ko se pri klasičnem 
gradientnem spustu v vsaki iteraciji (enem prehodu skozi nevronsko mrežo, tj. 
izračunu izhodnih vrednosti in posodabljanju parametrov na osnovi izračunane 
napake) spustimo le za en korak v nasprotni smeri gradienta, uporaba stohastičnega 
gradientnega spusta pomeni, da v eni iteraciji naredimo večje število korakov, zaradi 
česar ima cenovna funkcija več oscilacij (Slika 3). Tako nihanje cenovne funkcije 
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preprečuje, da bi izbrali večjo stopnjo učenja (sicer bi model divergiral), zato se 
pogosto uporabljajo variacije stohastičnega gradientnega spusta, ki vključujejo 
izračun momenta. Gre za metodo, s katero določeno utežno vrednost posodobimo 
tako, da ji prištejemo še del gradienta predhodne uteži, s čimer zmanjšamo oscilacije 
cenovne funkcije oziroma jih zgladimo. Eden od algoritmov, ki uporabljajo tak pristop, 
je Adam (Adaptive Moment Estimation) [5]. Medtem ko stohastični gradientni spust 
ohranja konstantno stopnjo učenja, Adam stopnjo učenja izračuna za vsak parameter 
posebej. Ko se model približuje konvergenci, stopnja učenja postopoma upada, kar 
omogoča, da so koraki pri bližanju globalnemu minimumu vse manjši. 
 
 
Slika 3: Primerjava grafov cenovne funkcije pri klasičnem in stohastičnem gradientnem spustu [6] 
 
Pred začetkom učenja nevronske mreže uporabljeno bazo podatkov razdelimo v 
neodvisne skupine. Priporočljiva je delitev podatkov v tri skupine, in sicer učno, 
validacijsko in testno množico. Učno množico uporabimo v postopku učenja 
nevronske mreže, validacijsko množico uporabimo za preizkušanje različnih 
hiperparametrov in optimizacijo modela, testno množico pa za ocenjevanje 
učinkovitosti modela na novih podatkih, na katerih učenje in validacija nista potekala, 
in posledično pridobitev nepristranskih rezultatov [7]. 
 
2.1.3 Premajhna in pretirana prilagoditev modela  
 
V procesu učenja nevronske mreže lahko naletimo na pojava pretirane ali premajhne 
prilagoditve modela podatkom učne množice, ki sta povezana s pojmoma 
pristranskosti in variance. Pojem pristranskosti opisuje poenostavljeno in nenatančno 
napoved modela, ki ima sicer visoko ponovljivost, vendar pomeni premajhno 
prilagoditev modela učnim podatkom oziroma nezmožnost modela, da bi identificiral 
pomembne vzorce v učni množici. Nasprotno visoka varianca pomeni pretirano 
prilagoditev modela, ki se kaže v doseganju zelo visoke natančnosti pri napovedi 
izhodnih podatkov učne množice (napoved ŷ je izredno blizu ali pa celo dosega 
dejansko vrednost y), medtem ko je sposobnost modela, da bi naučeno posplošil na 
nove podatke, na katerih učenje ni potekalo, močno omejena, zato je natančnost 
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modela na testnih podatkih precej nižja [1]. Model se lahko podatkom učne množice 
prilagodi celo do te mere, da upošteva naključne podatke (šum), ki so v učni množici 
in ne vplivajo na izid problema. Premajhna in pretirana prilagoditev modela ter 
pravilen kompromis pri oblikovanju napovedi, so prikazani na sliki 4. 
 
 
Slika 4: Prikaz pristranskosti in variance v dvodimenzionalnem prostoru [1] 
 
Cilj uspešnega modela je doseganje tako nizke pristranskosti kot tudi nizke variance, 
kar pomeni, da model dovolj natančno zajame podatke učne množice in naučeno 
ustrezno posploši na testne podatke. Visoko pristranskost lahko največkrat 
popravimo s povečanjem globine oziroma spremembo arhitekture nevronske mreže 
ali s podaljšanjem časa učenja. Visoko varianco pa lahko popravimo z uporabo 
različnih regulacijskih metod ali z umetnim povečanjem učne množice [2]. V primeru, 
ko so vhodni podatki nevronske mreže slike, lahko učno množico povečamo tako, da 
v procesu učenja slike naključno obrežemo, približamo, zavrtimo, prezrcalimo, jim 
dodamo kontrast, implementiramo barvne distorzije itd. Ker so slikovne 
transformacije izvedene naključno, učno množico v vsaki iteraciji sestavljajo druge 
različice slik.  
 
2.1.4 Konvolucijske plasti 
 
Vhodni podatki konvolucijskih nevronskih mrež (CNN) so slike – v primeru 
monokromatskih in sivinskih slik gre za dvodimenzionalne matrike, v primeru RGB 
slik pa za tenzorje tretjega reda s H ∙ W ∙ D elementi, kjer D označuje število kanalov, 
vsak kanal pa je matrika s H vrsticami in W stolpci [4]. Ker so RGB slike sestavljene 
iz treh barvnih kanalov, po enega za vsako primarno barvo aditivnega mešanja, velja 
D = 3.  
 
Predpostavimo lahko, da se piksli iz iste okolice med seboj povezujejo in tako tvorijo 
določeno značilnost na sliki. Namen konvolucijskih plasti je, da z uporabo filtrirnih 
matrik, ki delujejo kot detektorji specifičnih značilk, omogočijo ekstrakcijo teh, na 
osnovi česar lahko nevronska mreža sliko uvrsti v določen razred, določi položaj 
objekta na njej ipd.  
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Konvolucija je matematična operacija, ki poteče med vhodno sliko določenih dimenzij 
in filtrirno matriko, ki je običajno manjših dimenzij. S filtrirno matriko prekrijemo del 
slike in vrednosti pikslov na izbranem območju množimo z istoležnimi koeficienti 
filtrirne matrike ter dobljene produkte seštejemo, tako da na izhodni sliki dobimo novo 
vrednost piksla, ki ga prekriva jedro oziroma referenčna točka filtrirne matrike. S 
filtrirno matriko se nato pomikamo naprej prek ostalih območij vhodne slike, dokler ne 
dobimo vseh vrednosti nove matrike [4]. Korak, s katerim premikamo filtrirno matriko, 
je običajno enak enemu pikslu (s = 1). V primeru, ko izberemo korak s > 1, vsak 
premik filtrirne matrike preskoči s – 1 pikslov na sliki, kar pomeni, da se konvolucija 
izvede na vsakih s pikslov v horizontalni in vertikalni smeri [4]. 
 
Rezultat konvolucije je navadno slika manjših dimenzij, kot jih ima vhodna slika. 
Včasih pa želimo, da bi bile dimenzije izhodne slike enake dimenzijam vhodne slike, 
kar je še posebej zaželeno v začetnih plasteh nevronske mreže, ko želimo na izhodni 
sliki ohraniti čim več informacij, ali kadar želimo ohraniti informacije ob robovih slike. 
V teh primerih lahko vhodni sliki zunaj njenega območja dodamo simetrično obrobo – 
vrstice in stolpce pikslov s konstantno vrednostjo, ki je običajno enaka 0. Pri uporabi 
filtrirne matrike dimenzij f ∙ f na vhodni sliki dimenzij n ∙ n, pri dodani obrobi p in 
koraku s, lahko dimenzije izhodne slike izračunamo po formuli 
      
 
   [2]. V 
splošnem uporabljamo kvadratne filtrirne matrike, katerih dimenzije f so liha števila, 
številne CNN arhitekture pa zahtevajo tudi uporabo kvadratnih vhodnih slik.  
 
Kadar uporabimo RGB vhodne slike, mora biti tudi filtrirna matrika tenzor tretjega 
reda, tako da sta globini RGB slike in filtrirne matrike enaki [2]. Nato izračunamo 
skalarne produkte istoležnih elementov za vsak barvni kanal, da dobimo izhodno 
matriko, ki ima samo dve dimenziji (nima globine). Običajno za vse tri barvne kanale 
uporabimo enako filtrirno matriko, lahko pa se odločimo tudi za uporabo različnih 
filtrirnih matrik, na primer, če želimo zaznati samo značilke v enem barvnem kanalu. 
 
Konvolucijska plast običajno zajema več različnih filtrirnih matrik, namenjenih 




[i], kjer sta nw
[i] in nh
[i] širina oziroma višina matrike, torej 
  
     
           
    
    
oziroma 
  
     
           
    
   , nc
[i]
 pa predstavlja število vseh uporabljenih filtrirnih matrik 
v tej plasti. Izhodno matriko, ki jo dobimo s postopkom konvolucije, imenujemo 
zemljevid značilk in ponazarja območja na sliki, kjer so specifične značilke. Izhodni 
podatki konvolucijske plasti torej predstavljajo množico različnih zemljevidov značilk 
[2]. Vsakemu od njih je dodana še vrednost pristranskosti b, navadno tako, da 
vsakemu elementu določene matrike prištejemo enako vrednost b, medtem ko se 
vrednosti b različnih matrik razlikujejo [2].  
8 
 
Namesto da vrednosti filtrirnih matrik določimo sami (na primer izberemo Sobelov, 
Cannyev ipd. filter), jih na začetku inicializiramo (običajno iz Gaussove porazdelitve), 
nato pa se nevronska mreža v postopku vzvratnega širjenja napake sama nauči 
optimalnih parametrov za zaznavanje specifičnih značilk [4]. V začetnih 
konvolucijskih plasteh se mreža nauči parametrov, ki omogočajo ekstrakcijo 
preprostejših, lokalnih značilk (na primer vertikalnih in horizontalnih robov, krivulj itd.), 
v globljih plasteh pa se nevroni naučijo združevati lokalne značilke in tako 
prepoznavati vse bolj kompleksne vzorce, na primer geometrične oblike, različne 
teksture, dele objektov ipd., in so na koncu procesa sposobni identifikacije, detekcije 
oziroma lokalizacije objektov (Slika 5). 
 
 
Slika 5: Primer lokalnih, srednje-nivojskih in kompleksnih značilk [8] 
 
2.1.5 Aktivacijska funkcija ReLU 
 
V splošnem vsaki operaciji konvolucije sledi aktivacijska funkcija ReLU (Rectified 
Linear Unit). Vrednost izhodnega signala omeji na interval [0, x] tako, da negativne 
vhodne vrednosti postanejo 0, za pozitivne vhodne vrednosti pa je izhodna vrednost 
enaka vhodni. Funkcija ReLU je definirana s formulo (2.4) [4], njen graf pa je 
prikazan na sliki 6. 
               (2.4) 
 
 




Namen funkcije ReLU je vpeljava nelinearnosti. CNN model v postopku učenja 
poskuša določiti odnos med določenimi vhodnimi vrednostmi in izhodno vrednostjo. 
Ker je konvolucija linearna operacija in ker je kombinacija dveh linearnih funkcij spet 
linearna funkcija, je globok sistem, sestavljen iz več konvolucijskih plasti, v primeru 
odsotnosti vmesnih nelinearnih funkcij, enak plitkemu sistemu, ki ga sestavlja manjše 
število plasti – CNN model s povečanjem globine tako ne pridobi ničesar [10]. 
Vpeljava vmesnih nelinearnih funkcij pa omogoči, da izhodne vrednosti plasti ne 
morejo biti reproducirane kot linearna kombinacija vhodnih vrednosti.  
 
Ker je odvod funkcije ReLU pri x < 0 enak nič, se uporabljajo tudi modifikacije 
funkcije ReLU (leaky ReLU, PReLU itd.), ki nekoliko povečajo interval, v katerem je 
lahko izhodna vrednost [7]. 
 
2.1.6 Združevalne plasti 
 
Konvolucijski plasti sledi združevalna plast, ki lahko uporablja metodo združevanja 
največjih vrednosti ali metodo računanja povprečnih vrednosti. S filtrirnim drsnim 
oknom, ki je manjših dimenzij kot vhodna slika, prekrijemo območje vhodne slike in 
ga z izbranim korakom pomikamo po sliki. Pri metodi združevanja največjih vrednosti 
ohranimo največjo vrednost z območja vhodne matrike, ki ga prekriva filtrirno okno, 
ostale vrednosti pa zanemarimo [11]. Pri metodi računanja povprečnih vrednosti pa 
izračunamo povprečno vrednost pikslov na območju, ki ga prekriva filtrirno okno. 
Izhodne matrike so manjših dimenzij, kot jih imajo vhodne matrike (za izračun 
dimenzij velja enaka formula kot pri konvoluciji), na globino pa postopek ne vpliva, 
saj pripisovanje novih vrednosti poteka za vsak kanal posebej [2]. 
 
Od obeh omenjenih metod je bolj pogosta uporaba metode združevanja največjih 
vrednosti, pri kateri se kljub zmanjšanju dimenzij slike ohranijo najpomembnejše 
informacije (značilke), saj obdržimo najvišje vrednosti. Dejstvo, da izgubimo natančno 
lokacijo značilke na sliki, ima svojo prednost, saj nevroni s tem postanejo manj 
občutljivi na prostorske transformacije, na primer na vrtenje slike. Poleg tega pa 
zmanjšanje dimenzij zagotovi, da procesiranje slik v prihodnjih plasteh postane 
računsko manj zahtevno, zaradi manjšega števila parametrov pa se zmanjša tudi 
možnost, da bi prišlo do pretiranega prilagajanja podatkom učne množice [7]. 
 
2.1.7 Polno povezane plasti in napoved modela 
 
Preden izhodne vrednosti predhodne plasti vstopijo v prvo polno povezano plast, jih 
iz tenzorja tretjega reda (nw ∙ nh ∙ nc) pretvorimo oziroma sploščimo v vektor [2]. Polno 
povezane plasti so povezane z vsakim nevronom iz predhodne plasti in navadno 
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vsebujejo največje število parametrov. Zadnja polno povezana plast običajno 
uporablja Sigmoidno funkcijo ali Softmax funkcijo, ki oblikujeta napoved nevronske 
mreže – na primer predpostavita, v katerega od možnih razredov najverjetneje spada 
vhodna slika.  
 
Sigmoidna funkcija (Slika 7) vhodne vrednosti preslika v interval [0, 1]. Definirana je s 
formulo (2.5) [1]: 
       
 
      
 (2.5) 
 
V primerih, ko je z visoko pozitivno število, se vrednost funkcije približa 1, kadar pa je 
z visoko negativno število, se vrednost funkcije približa 0 – v teh primerih pride do 
saturacije nevronov. Lastnost Sigmoidne funkcije je torej, da omeji prevelik vpliv 
skrajnih vhodnih vrednosti na izhodno vrednost, vendar pa s stiskanjem izhoda v 
interval [0, 1] tudi prisili model k določeni izgubi informacij. Uporaba Sigmoidne 
funkcije je priporočljiva predvsem pri binarnih klasifikacijskih problemih [1]. 
 
 
Slika 7: Graf Sigmoidne aktivacijske funkcije [9] 
 
Aktivacijska funkcija Softmax je posplošena multinominalna logistična funkcija. Za 
razliko od Sigmoidne funkcije se uporablja pri večrazrednih klasifikacijskih problemih. 
Poda verjetnostno porazdelitev, torej pove, kolikšna je verjetnost pripadanja v 
določen razred (izhodna plast ima toliko nevronov, kolikor je razredov), pri čemer 
velja, da je vsota vseh vrednosti enaka ena [2]. Večja kot je utež, ki povezuje vhodni 
podatek z določenim razredom, večja je verjetnost, da slika pripada temu 
specifičnemu razredu. Funkcija Softmax vektor zl preslika v vektor zj, katerega 
vrednosti so v intervalu [0, 1]. Definirana je s formulo (2.6) [2]: 
 
       
   
        
 (2.6) 
 
zl = vektor vhodnih vrednosti, kjer l označuje indekse vhodnih vrednosti (0, 1, 2, ..., n) 
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zj = vektor izhodnih vrednosti, kjer j označuje indekse razredov 
 
2.2 JPEG KOMPRESIJA  
 
2.2.1 Izgubna kompresija slik 
 
Standard JPEG omogoča izgubno kompresijo, kar pomeni, da se prvotna informacija 
v določeni meri izgubi – v kolikšni, je odvisno od stopnje stiskanja, navadno pa se 
odločimo za kompromis med sprejemljivo kakovostjo slike in manjšo velikostjo 
datoteke. Ko originalno sliko f(x, y) kodiramo, dobimo stisnjeno sliko. Rezultat 
dekodiranja stisnjene slike je rekonstruirana slika   (x, y), ki se od prvotne slike 
nekoliko razlikuje, saj pri izgubni kompresiji popolna rekonstrukcija originalnega 
signala ni mogoča. Zaradi delovanja kompresijskih algoritmov rekonstruirana slika 
vsebuje neželene kompresijske artefakte – različne napake, ki nastanejo na predelih 
slike, kjer je prišlo do izgube informacije [12]. 
 
2.2.2 Pretvorba iz barvnega prostora RGB v barvni prostor YCbCr 
 
Prvi korak v postopku JPEG kompresije slik je pretvorba RGB slike iz barvnega 
prostora RGB v barvni prostor YCbCr. Kromatični komponenti Cb in Cr sta koordinati 
barvnega prostora, ki povesta, koliko modre (oziroma rumene) in rdeče (oziroma 
zelene) je prisotne na sliki. Komponenta svetilnosti Y pa predstavlja svetlost oziroma 
intenziteto, kot jo zaznava človeško oko [12]. Pretvorba iz 8-bitne RGB slike v 8-bitno 







    
 
   
   
   
                  
                    
                    




  (2.7) 
 
Ker sta komponenti Cb in Cr ločeni od svetilnosti Y, je možno ločeno vzorčenje v 
kromatičnih komponentah. Človeški vid je namreč manj občutljiv na variacije v barvi 
kot na variacije v svetlosti, zato lahko stisnjena slika vsebuje precej manjše število 
barv kot originalna slika, a pri običajni povečavi med slikama ne opazimo bistvene 
razlike [14]. JPEG to dejstvo izkorišča tako, da ohrani svetilnost Y vsakega piksla, 
medtem ko za zapis barve vzame povprečno vrednost barv matrike določene 





2.2.3 Diskretna kosinusna transformacija 
 
V drugem koraku algoritem sliko razstavi na matrike velikosti 8 ∙ 8 pikslov [12]. 
Diskretna kosinusna transformacija (DCT), ki sledi v nadaljevanju postopka 
kompresije, se namreč najbolje obnese na signalu oblike 2n ∙ 2n. Na osnovi številnih 
preizkusov je bila za najbolj optimalno izbrana vrednost n = 3. Izbira večje vrednosti n 
poveča čas izvajanja računskih operacij in povzroči, da za matriko manj drži Markov 
model [14], ki predpostavlja korelacijo med piksli iste matrike – večje kot so matrike, 
večja je verjetnost, da vsebovani piksli ne opisujejo značilnosti istega predela slike. 
Nasprotno pa izbira manjše vrednosti n ni priporočljiva zato, ker manjše matrike ne 
vsebujejo dovolj informacij o posameznih predelih slike. V primeru, ko dimenzije slike 
niso deljive z 8, algoritem sliko dopolni z novimi vrsticami in/ali stolpci pikslov zunaj 
območja slike, pri tem pa dodani piksli dobijo enake vrednosti kot piksli skrajnjega 
desnega stolpca oziroma skrajnje spodnje vrstice slike [14].  
 
Po razdelitvi slike na manjše matrike je od vrednosti vsakega piksla odšteta vrednost 
128, tako da namesto vrednosti pikslov v intervalu [0, 255] dobimo vrednosti v 
intervalu [–128, 127], ki so osredinjene okoli ničle, kar je skladno s kosinusno 
funkcijo, ki ima razpon v intervalu [–1, 1] [15]. Nato JPEG algoritem na vsaki matriki 
aplicira DCT, katere osnovni namen je, da vhodni signal – diskretni, ker gre za 
digitalno sliko – predstavi kot uteženo kombinacijo kosinusnih funkcij (DCT je realni 
del diskretne Fourierove transformacije) [14]. Komponente signala povedo, koliko 
posamezne frekvence je prisotne v signalu. Tako imamo namesto s procesiranjem 
slike v prostorski domeni opravka z različnimi frekvencami, ki sestavljajo sliko in 
nakazujejo količino podrobnosti, ki jih vsebujejo posamezna področja slike. 
Visokofrekvenčna območja na sliki v prostorski domeni so tista, kjer se intenziteta 
pikslov na kratki razdalji močno spremeni, zato visoke frekvence nakazujejo več 
podrobnosti, večje število robov, šum ipd. Nasprotno pa so nizkofrekvenčna območja 
na sliki v prostorski domeni tista, kjer se intenziteta z lokacijo ne spreminja veliko, kar 
nakazuje manjše število podrobnosti [14]. 
 
 
Slika 8: Prikaz 64 baznih funkcij [16] 
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Na sliki 8 je prikazanih 64 baznih kosinusnih funkcij. Njihova frekvenca se stopnjuje 
od leve proti desni in od zgoraj navzdol. Vsaka bazna funkcija je utežena, tako da 
dobimo DCT koeficiente, ki povedo, koliko posamezne frekvence je prisotne v matriki 
– vsaka matrika je torej predstavljena kot linearna kombinacija 64 baznih sličic. Večji 
kot je DCT koeficient, večji je prispevek posamezne frekvence oziroma bazne slike. 
Matriko 8 ∙ 8 pikslov lahko zapišemo kot      , kjer ci predstavlja DCT koeficient, fi pa 
bazno sliko [14]. Visoke frekvence imajo običajno manjši prispevek kot nizke 
frekvence, kar se kaže v majhnih koeficientih v spodnjem desnem delu slike in večjih 
koeficientih v zgornjem levem delu slike. DCT se za vsako matriko izvede trikrat – po 




V procesu kvantizacije se uporabljajo standardne kvantizacijske tabele JPEG 
velikosti 8 ∙ 8 elementov, katerih vrednosti so odvisne od stopnje kompresije. V 
postopku dekompresije vedno uporabimo enako tabelo kot v postopku kompresije 
[14].  
 
Kvantizacija predstavlja izgubni del JPEG kompresije, saj vsak DCT koeficient delimo 
s pripadajočo, istoležno vrednostjo iz kvantizacijske tabele in rezultat zaokrožimo na 
najbližje celo število [12]. V kvantizacijski tabeli so vrednosti razporejene tako, da so 
v zgornjem levem kotu manjše, v spodnjem desnem kotu pa večje vrednosti, kar 
omogoča ohranitev nizkih in izločitev visokih frekvenc – ko nizke DCT koeficiente 
delimo z enakoležnimi visokimi vrednostmi (iz spodnjega desnega kota) 
kvantizacijske tabele, dobimo rezultate, ki so blizu ničle in jih zato zaokrožimo na nič. 
Čeprav iz slike odstranimo velik del visokih frekvenc oziroma podrobnosti, pri tem ne 
pride do bistvenega vpliva na naše zaznavanje slike, saj JPEG izkorišča lastnost 
človeškega vida, da je na spremembe v visokih frekvencah manj občutljiv kot na 
spremembe v nizkih frekvencah [12]. Po postopku kvantizacije imajo pozitivne, od nič 
različne vrednosti, samo elementi v zgornjem levem delu matrike, ki torej vsebujejo 
večino informacij o 64 pikslov veliki sliki. To pomeni, da običajno lahko že samo z 
nekaj DCT koeficienti iz zgornjega levega kota matrike dobimo vizualno približno 
enako sliko, kot je prvotna 64 pikslov velika slika v prostorski domeni [14]. 
 
2.2.5 Kodiranje RLE 
 
V naslednjem koraku algoritem matriko, ki hrani vrednosti DCT koeficientov kot so po 
kvantizaciji, pretvori v vektor s 64 koeficienti, in sicer tako, da vrednosti matrike 
zapiše po navzkrižnem zaporedju, kakor je prikazano na sliki 9. Vrednost v zgornjem 
levem kotu matrike postane prva vrednost v vektorju in se nanaša na najnižjo 
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frekvenco, vsebovano v sliki – imenujemo jo DC koeficient. Ostalih 63 vrednosti se 
nanaša na druge frekvence, ki sestavljajo sliko in jih imenujemo AC koeficienti – ti so 
kodirani z algoritmom RLE [15]. 
 
RLE je brezizgubni algoritem, ki sekvence enakih znakov shrani kot par (x, n), kjer je 
x vrednost znaka, n pa število njegovih ponovitev. Ker v postopku kvantizacije večina 
vrednosti postane 0, z navzkrižnim zapisom vrednosti dobimo dolgo zaporedje ničel 
[12]. Zapis (0, 0) označuje točko, od katere naprej v vektorju ni več nobene pozitivne 
ali negativne vrednosti, ampak samo še vrsta ničel.  
 
 
Slika 9: Zapis vrednosti po navzkrižnem zaporedju [16] 
 
2.2.6 Huffmanovo kodiranje 
 
Zadnji korak v postopku JPEG kompresije je uporaba Huffmanove entropijske 
metode kodiranja, ki predstavlja brezizgubno kompresijo. Osnovna ideja je, da 
simbolom, ki so pogosto zastopani oziroma imajo večjo verjetnost ponovitve, 
pripišemo krajši bitni zapis (sekvenco bitov) kot vrednostim z manjšo verjetnostjo 
ponovitve [12]. Algoritem deluje tako, da posamezne simbole najprej uredi po 
pripadajočih frekvencah pojavljanja. Nato simboloma z najmanjšo verjetnostjo dodeli 
vrednosti bitov 0 in 1 ter ju združi v skupino, in sicer tako, da sešteje njuni verjetnosti. 
Opisana koraka izmenično ponavlja do zadnjih dveh simbolov (z največjima 
verjetnostma ponovitve), ki jima dodeli še zadnja bita 0 in 1. Tako dobimo drevesno 
strukturo seštetih verjetnosti simbolov, kjer sekvenco bitov, pripisano posameznemu 
simbolu, beremo v obratni smeri, kot so bili biti dodeljeni – torej od vrha drevesa proti 
začetnim vozliščem (Slika 10). Sekvenco bitov, pripisano posameznemu simbolu, 
imenujemo kodna beseda in je unikatna za vsak simbol.  
 
Z opisanim postopkom so kodirani tako DC kot AC koeficienti. Ker pa med DC 
koeficienti zaporednih matrik istega kanala (Y ali Cb ali Cr) obstaja močna korelacija, 
algoritem ne kodira vrednosti posameznih DC koeficientov, ampak razliko med DC 
koeficientom trenutne matrike in DC koeficientom predhodne matrike: d = DCi – DCi-




Slika 10: Primer Huffmanove drevesne strukture in pripisanih kodnih besed [18] 
 
2.2.7 Metode objektivnega vrednotenja kakovosti slik 
 
2.2.7.1 MSE IN PSNR 
 
Ena od metrik, s katerimi lahko numerično ocenimo razliko med kakovostjo originalne 
in rekonstruirane slike, dobljene po dekompresiji, je metoda srednje kvadratne 
napake (MSE). MSE izračuna razlike med vrednostmi istoležnih pikslov, jih kvadrira, 
sešteje in deli s številom pikslov originalne oziroma rekonstruirane slike [19]. 
 
      
 
 
          
 
   
 (2.8) 
 
Večja kot je vrednost MSE, večja je ocenjena razlika med slikama, ki ju primerjamo –
vrednost MSE = 0 pomeni primerjavo dveh popolnoma enakih slik. Ker imajo kvadrati 
večjih razlik večjo težo kot kvadrati manjših razlik, se pogosteje uporablja metoda 
maksimalnega razmerja med signalom in šumom (PSNR), ki MSE prilagodi glede na 
razpon vrednosti, ki jih vsebuje slika. Signal je originalna slika, šum pa napaka 
oziroma izguba informacij, do katere pride v postopku stiskanja. Visoka vrednost 
PSNR (izražena je v dB) pomeni sliko višje kakovosti, ki ima torej manjšo vrednost 
MSE. PSNR izračunamo po formuli (2.9) [19]: 
 
           
  
   
      (za 8-bitne slike velja s = 255) (2.9) 
 
Pomanjkljivost metrike PSNR je, da vse razlike vrednoti kot enako pomembne, ne 
glede na to, ali bi človeško oko določeno razliko sploh zaznalo. Izračunana vrednost 





2.2.7.2 SSIM IN MS-SSIM 
 
Indeks strukturne podobnosti (SSIM) [21] je metrika, ki temelji na lastnostih 
človeškega vizualnega sistema in na dejstvu, da smo ljudje na nekatere atribute slik 
bolj občutljivi kot na druge. SSIM računa razliko med N ∙ N pikslov velikimi matrikami 
originalne in rekonstruirane slike, pri čemer ločeno primerja tri komponente slik: 
razliko v svetlosti (l), razliko v kontrastu (c) in razliko v strukturi (s). Razlika v strukturi 
se nanaša na izračun kovariance, katere vrednost je nižja na področjih, kjer se sliki 
med seboj bolj razlikujeta [22]. Dobljena vrednost zajema vse tri vidike slik in je 
izračunana za vse N ∙ N matrike. Končni indeks SSIM predstavlja povprečje teh 
vrednosti in je v intervalu med –1 in 1, kjer vrednost 1 pomeni popolno ujemanje 
oziroma primerjavo identičnih slik. Izračunamo ga po formuli (2.10) [21]. 
 
                                           (2.10) 
 
Metoda MS-SSIM [23] izračuna indeks SSIM v več iteracijah (običajno med tri in pet), 
v vsaki naslednji iteraciji pa so dimenzije slik zmanjšane za faktor 2. Indeks MS-SSIM 
tako ni odvisen od velikosti primerjanih slik ali od oddaljenosti opazovalca.  
 
2.3 KOMPRESIJA SLIK Z UPORABO KONVOLUCIJSKIH NEVRONSKIH MREŽ 
 
2.3.1 Pregled raziskav 
 
Slike, stisnjene s postopkom JPEG kompresije, vsebujejo številne kompresijske 
artefakte, ki nastanejo zaradi izgube informacij. Izločitev visokih frekvenc povzroči 
zamegljenost nekaterih območij na sliki, zaradi diskontinuiranosti sosednjih 8 ∙ 8 
pikslov velikih matrik pa lahko razločimo posamezne slikovne bloke in prehode med 
njimi [24]. Z odpravo oziroma zmanjšanjem vidnosti kompresijskih artefaktov se 
ukvarjajo številni algoritmi, med njimi standard JPEG 2000, ki namesto DCT 
transformacije uporablja diskretno valčno transformacijo, s katero sicer odpravi 
bločne artefakte, ne pa tudi zamegljenosti slik in napak, ki nastanejo na robovih 
objektov [25]. Predvsem v zadnjih letih v namen izboljšanja standardne JPEG 
kompresije raziskujejo uporabo konvolucijskih nevronskih mrež, pri čemer uporabljajo 
različne pristope in arhitekture modelov [24, 25, 26, 27]. Medtem ko se omenjene 
metode ukvarjajo z odpravo oziroma zmanjševanjem kompresijskih artefaktov in 
pridobivanjem čim bolj natančnih približkov originalnih slik, metode semantične 
kompresije slik [28, 29, 30, 31] generirajo semantične zemljevide, ki omogočajo 
pridobitev kontekstualne informacije o vsebini slike, dobljene zemljevide pa nato 
integrirajo v kompresijsko shemo. Omenjene metode izkoriščajo dejstvo, da ljudje 
nekaterim predelom slike, na primer izstopajočim ali znanim objektom, pripisujemo 
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večji pomen kot drugim, na primer ozadju. Ker smo na napake v pomembnejših 
območjih slik bolj občutljivi kot na napake v manj pomembnih območjih, semantična 
kompresija slike ne obravnava enakovredno, ampak v procesu kodiranja interesnim 
območjem pripiše višjo prioriteto.  
 
Semantični zemljevidi so lahko dobljeni na podlagi fiksacije človeškega očesa ali z 
algoritmi lokalizacije, detekcije oziroma segmentacije objektov (Slika 11). Ker je 
človeški vid selektiven in se fokusira predvsem na določeno točko objekta, 
pripadajoči semantični zemljevidi ne zajamejo celotnega obsega objekta [32, 33, 34]. 
Lokalizacija in detekcija objektov [35, 36, 37] položaj objektov določita z 
generiranjem pravokotnih oken, znotraj katerih se nahajajo objekti, ne ponazorita pa 
silhuet objektov. Segmentacija objektov [38, 39] po drugi strani generira natančen 
obris objekta, saj vsaj piksel klasificira bodisi kot del objekta bodisi kot del ozadja, s 
tem pa izloči območja slike, ki sicer niso del objekta, so pa potencialno pomembna 
za razumevanje vsebine slike, na primer prostorske interakcije med objekti.  
 
 
Slika 11: Človeška fiksacija, lokalizacija, detekcija in segmentacija objektov [40] 
 
2.3.2 Model CAM  
 
Pri raziskovanju konvolucijskih nevronskih mrež je bilo ugotovljeno, da konvolucijske 
plasti ne služijo le kot detektorji značilk, ampak so sposobne približno določiti tudi 
lokacije objektov, kljub temu da so učene zgolj na slikah, ki so razvrščene v 
kategorije in nimajo predhodno označenih položajev objektov [41]. Ko so z namenom 
klasifikacije objektov nevronski mreži dodane polno povezane plasti, pa se omenjena 
sposobnost konvolucijskih plasti izgubi.  
 
Model CAM (Class Activation Mapping) [42] sposobnost lokalizacije zadrži vse do 
izhodne plasti. Sestavlja ga zaporedje konvolucijskih in združevalnih plasti, 
tradicionalne polno povezanih plasti pa nadomešča plast, v kateri poteče izračun 
globalnih povprečnih vrednosti (GAP) [43] zemljevidov značilk, dobljenih z zadnjo 
operacijo konvolucije. Izračunane vrednosti nato utežene vstopijo v izhodno plast 
Softmax. Medtem ko metoda računanja povprečnih vrednosti izračuna povprečje 
elementov le na območju, ki ga prekriva filtrirno okno, metoda računanja globalnih 
povprečnih vrednosti izračuna povprečno vrednost tridimenzionalnega tenzorja H ∙ W 
∙ D tako, da dobimo tenzor 1 ∙ 1 ∙ D – vsak zemljevid značilk je predstavljen zgolj z 
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eno vrednostjo (Slika 12). Prednost metode GAP v primerjavi z globalnim 
združevanjem največjih vrednosti je, da identificira večji obseg objekta – globalno 
združevanje največjih vrednosti namreč upošteva zgolj največjo vrednost vsake 
matrike, vse ostale vrednosti pa zanemari, zato je lokalizacija osredotočena zgolj na 
eno, najpomembnejše območje [42]. 
 
 
Slika 12: Globalno združevanje povprečnih vrednosti [44] 
 
Vsak zemljevid značilk fi, dobljen v zadnji konvolucijski plasti, omogoča detekcijo 
specifičnega vzorca na sliki, vsak nevron v plasti GAP se nanaša na določen 
zemljevid značilk, uteži, ki povezujejo plast GAP s plastjo Softmax pa določajo, 
kolikšen je prispevek vsakega zemljevida značilk (zaznanega vzorca) 
napovedanemu razredu – večji kot je prispevek specifičnega vzorca, večja je njegova 
utež [42]. Toplotni zemljevid CAM dobimo tako, da zemljevide značilk fi pomnožimo s 
pripadajočimi utežmi wi in rezultate seštejemo. Postopek je prikazan na sliki 13.  
 
 




Končna lokalizacija je predstavljena z različnimi barvami, od toplih do hladnih, ki 
identificirajo pomembnost posameznih območij slike. Pri tem so meje objektov bolj 
natančne kot pri lokalizaciji in detekciji, ki začrtata zgolj pravokotno okno, in hkrati 
mehkejše kot pri segmentaciji, ki poda natančen obris objekta. Zajeti obseg objekta 
pa je večji kot pri toplotnih zemljevidih, ki temeljijo na človeški fiksaciji [45].  
 
2.3.3 Model MS-ROI 
 
Model MS-ROI (Multi-Structure Region of Interest) [45] je različica modela CAM. 
Medtem ko model CAM poveča aposteriorno verjetnost določenega razreda in zato 
na sliki navadno označi samo en specifični razred, model MS-ROI omogoča 
lokalizacijo več različnih razredov oziroma interesnih območij slike. Ker so zaznana 
območja bolj povezana med sabo in dobljeni toplotni zemljevidi bolj koherentni (Slika 




Slika 14: Toplotni zemljevid, pridobljen z modelom CAM (levo) in MS-ROI (desno) 
 
Čeprav model MS-ROI lokalizacije ne omeji na individualni, najbolj verjetni razred, z 
uporabo pragovne funkcije vseeno odpravi vpliv aktivacij za razrede, ki ne dosegajo 
izbranega praga. Toplotni zemljevid, generiran z metodo MS-ROI, lahko zapišemo s 
formulo (2.11) [45]: 
 
          
   
            
   
 
                                    
   
 
   
 (2.11) 
 
kjer   
  označuje zemljevide značilk,   
  skupno aktivacijo plasti l, zemljevid    pa 
predstavlja vsoto razredov, katerih skupna aktivacija   
  presega prag T. Ker toplotni 
zemljevid ne lokalizira zgolj enega specifičnega razreda, govorimo o lokalizaciji 




Dobljeni toplotni zemljevidi so v nadaljevanju integrirani v postopek kompresije. 
Standardni JPEG algoritem sicer izkorišča nekatere pomanjkljivosti človeškega 
vizualnega sistema in tako omogoča kompromis med manjšo velikostjo datoteke in 
zadovoljivo kakovostjo slik, vendar pa se pri tem ne osredotoča na vsebino slik, 
ampak vse predele slike obravnava enakovredno. Postopek MS-ROI omenjeno 
pomanjkljivost standardnega JPEG algoritma izboljša tako, da interesna območja 
slike kodira z višjo kakovostjo – za njihov zapis uporabi višjo bitno stopnjo – kot 
preostala, manj pomembna območja. Kvantizacija 8 ∙ 8 pikslov velikih matrik je torej 
odvisna od vsebine slike, ki jo zajema posamezna matrika, uporabljeni faktor 
kakovosti Q pa je variabilen. Ker pa uporabi variabilnega faktorja Q sledi še kodiranje 
z enotnim faktorjem Q, je končna slika zapisana v standardnem JPEG formatu, kar 






3 EKSPERIMENTALNI DEL 
 
3.1 Uporabljena orodja in knjižnice 
 
Program je napisan s skriptnim programskim jezikom Python 3 in uporablja 
odprtokodno knjižnico Tensorflow (različico za GPU), ki je namenjena strojnemu in 
globokemu učenju ter omogoča implementacijo različnih plasti nevronske mreže, 
regulacijskih metod itd. Procesiranje je potekalo na grafični kartici Nvidia z 8 GB 
pomnilnika in z uporabo programske opreme CUDA (CUDA orodjarna in CUDA Deep 
Neural Network knjižnica). Za delo s podatki in njihovo vizualizacijo smo uporabili 
Pythonove knjižnice Numpy, Pandas in Matplotlib, za delo s slikami pa Pillow, Scikit-
image in OpenCV. V postopku kompresije smo uporabili tudi program ImageMagick.  
 
Pri implementaciji nevronske mreže smo uporabili pristop transfernega učenja, kar 
pomeni, da smo nevronsko mrežo zgradili z uporabo predhodno učenega modela 
VGG16 [46, 47], sestavo vrhnjih plasti, hiperparametre in optimizacijo modela pa 
smo prilagodili specifičnim zahtevam zadane naloge in knjižnici slik, ki smo jo 
uporabili v postopku učenja. Vrhnji sloji nevronske mreže, ki omogočajo pridobitev 
toplotnih zemljevidov, temeljijo na modelih CAM in MS-ROI.  
 
3.2 Priprava podatkov 
 
Učenje nevronske mreže je potekalo na bazi slik Caltech-101 [48], ki vsebuje 9144 
slik, ki pripadajo 102 različnim razredom, od tega 101 specifičnim razredom in enemu 
t. i. »background« razredu, ki vsebuje slike z različnimi objekti in ozadji. Baza 
vsebuje tako RGB kot tudi monokromatske in sivinske slike. Ker model VGG16, ki 
smo ga uporabili pri implementaciji nevronske mreže, pričakuje vhodne slike višine in 
širine 224 pikslov z globino treh kanalov, smo slike temu ustrezno predprocesirali. 
Preverili smo, koliko dimenzij ima vhodna slika, in v primeru monokromatske oziroma 
sivinske slike, tj. slike, ki ima samo dve dimenziji, trikrat ponovili vse vrednosti 
matrike ter tako ustvarili globino treh kanalov. Nato smo pridobili višino in širino 
vhodne slike, poiskali krajšo od stranic in sliko obrezali tako, da so dolžine stranic 
enake dolžini, krajši od stranic, in smo dobili kvadratno sliko. Na koncu smo s 
postopkom interpolacije višino in širino slike pretvorili na 224 pikslov.  
 
def vgg_preprocess(path): 
    img = skimage.io.imread(path).astype(np.float) 
    img = img / 255 
    if len(img.shape) < 2: 
        return None 
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    if len(img.shape) == 2: 
        img = np.tile(img[:, :, None], 3) 
    h = img.shape[0]    
    w = img.shape[1]    
    shorter_edge = min(h, w) 
    h_new = int((h - shorter_edge) / 2) 
    w_new = int((w - shorter_edge) / 2) 
    crop = img[h_new : h_new + shorter_edge, w_new : w_new + shorter_edge] 
    output = [224, 224] 
    resized = skimage.transform.resize(crop, output) 
    return resized 
 
Vhodne slike smo normalizirali tako, da smo od vsakega barvnega kanala odšteli 
povprečno vrednost pikslov, da so novo dobljene vrednosti pikslov vseh kanalov 
osredinjene okoli ničle. Povprečja so določena v članku, v katerem je predstavljen 
model VGG16 [46]. Ker so avtorji arhitekture VGG16 uporabili knjižnico Caffe, ta pa 
za nalaganje slik uporablja knjižnico OpenCV, smo vrstni red kanalov spremenili iz 
RGB v BGR. Vhodno sliko smo ločili po kanalih, odšteli povprečja in kanale nato 
ponovno združili, tokrat v vrstnem redu od modrega do rdečega kanala. 
 
def RGBtoBGR(img): 
    vgg_mean = [103.939, 116.779, 123.68] 
    img = img * 255.0      
    R, G, B = tf.split(img, 3, 3) 
    return tf.concat([B-vgg_mean[0], G-vgg_mean[1], R-vgg_mean[2]], axis = 3) 
 
Pred začetkom učenja nevronske mreže smo podatke ločili na učno in validacijsko 
množico, in sicer tako, da je učna množica vsebovala slike vsakega razreda do slike 
z indeksom –15, validacijska množica pa zadnjih 15 slik vsakega razreda. Učno 
množico je sestavljalo 7614 slik (83,3 %), validacijsko množico pa 1530 slik (16,7 %), 
vendar pa smo učno množico umetno še povečali tako, da smo v postopku učenja 
generirali skupine transformiranih slik. Slike smo naključno zasukali do 30°, približali 
oziroma oddaljili za do 30 %, prezrcalili čez vodoravno in navpično os ipd. V vsaki 
iteraciji je nastalo približno toliko transformiranih slik iz določenega razreda, kot je 
bilo v tem razredu prvotnih slik. Ker so bile slikovne transformacije naključne, so se 
generirane slike v vsaki iteraciji nekoliko razlikovale. Primer prvotne slike iz učne 
množice (slika iz 23. razreda, tj. »cougar_face«) in nekaterih njenih transformacij je 





Slika 15: Primeri različnih slikovnih transformacij 
 
V uporabljeni knjižnici slik so neodvisne spremenljivke posamezne slike, odvisne 
spremenljivke pa razredi, v katere spadajo (zaporedna števila od 1 do vključno 102). 
Uvedli smo spremenljivki x in y_true, ki sta tipa placeholder in hranita pričakovane 
dimenzije vhodnih podatkov. V primeru spremenljivke x so to slike dimenzij 224 ∙ 224 
∙ 3, v primeru spremenljivke y_true pa dejanske vrednosti razredov knjižnice Caltech-
101, ki so v obliki vektorjev s 102 vrednostmi. Zaporedne številke razredov smo 
namreč iz posameznih vrednosti pretvorili v vektorje, katerih dolžine so enake številu 
razredov uporabljene knjižnice slik. Vsi elementi vektorja imajo vrednosti 0, izjema je 
le i-ti element, ki ima vrednost 1, kar pomeni, da gre za razred i (t. i. One-Hot 
Encoding metoda [1]). Prva dimenzija z vrednostjo None se pri obeh placeholder 
spremenljivkah nanaša na število vhodnih slik pri gradientnem spustu in dopušča, da 
ga obravnavamo kot hiperparameter, ki ga lahko poljubno spreminjamo.  
 
x = tf.placeholder(tf.float32, shape = [None, 224, 224, 3]) 
y_true = tf.placeholder(tf.float32, shape = [None, 102])   
 
Z uporabo definiranih placeholderjev x in y_true smo učno in validacijsko množico 
vnesli v računski model. Spremenljivka x je v procesu učenja vsebovala slike iz učne 
množice, spremenljivka y_true pa razrede iz učne množice, medtem ko je v procesu 
validacije spremenljivka x hranila slike iz validacijske množice, spremenljivka y_true 
pa razrede iz validacijske množice. Spremenljivki x_train in x_val sta Numpy 
seznama, ki sta za nalaganje in predprocesiranje slik iz učne oziroma validacijske 
množice uporabila zgoraj opisano funkcijo vgg_preprocess. 
 
x_train = np.array([vgg_preprocess(i) for i in train_batch['image_path'].values]) 
x_val = np.array([vgg_preprocess(i) for i in val_batch['image_path'].values]) 
feed_dict = {x: x_train, y_true: y_train} 
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feed_dict = {x: x_val, y_true: y_val} 
 
3.3 Implementacija nevronske mreže in proces učenja 
 
Nevronsko mrežo smo implementirali z uporabo že naučenega modela VGG16 [46], 
poimenovanega po ekipi Visual Geometry Group z Univerze v Oxfordu, ki ga je 
razvila v namen klasifikacije in lokalizacije slik. Arhitekturo modela (Slika 16) 
sestavlja pet blokov, od katerih vsak vsebuje po dve ali tri konvolucijske plasti, vsaki 
od teh pa sledi aktivacijska funkcija ReLU. Na koncu vsakega od petih blokov sledi 
še metoda združevanja največjih vrednosti. Izhodni podatki zadnje združevalne plasti 
v sploščeni obliki vstopajo v dve polno povezani plasti, ki imata vsaka po 4096 
nevronov. Ker je učenje modela VGG16 potekalo na knjižnici slik ImageNet, ki 
vsebuje 1000 različnih razredov, izhodno plast sestavlja 1000 nevronov, funkcija 
Softmax pa poda verjetnost uvrščanja slike v vsakega od možnih razredov. Skupno 
število vseh parametrov modela VGG16 je približno 138 milijonov.  
 
 
Slika 16: Model VGG16 [49] 
 
Opisana arhitektura VGG16 je za pridobitev MS-ROI toplotnih zemljevidov 
prilagojena tako, da so zadnje tri polno povezane plasti odstranjene. Nespremenjena 
sestava predhodnih konvolucijskih plasti (do vključno plasti conv5_3) omogoča 
ekstrakcijo splošnih značilk, ki se jih je model naučil že na knjižnici ImageNet (robovi, 
skupine robov, krivulje ipd.), uporaba predhodno naučenih uteži v teh plasteh pa 
omogoča hitrejši potek učenja. Namesto zadnjih treh plasti sledijo tri dodatne 
konvolucijske plasti – v plasteh conv_depth_1 in conv_depth poteče postopek 
globinske konvolucije, ki je implementirana z uporabo metode knjižnice Tensorflow, 
tj. depthwise_conv2d_native. Pri globinski konvoluciji operacija konvolucije na 
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vsakem vhodnem kanalu poteče z uporabo druge filtrirne matrike, rezultati pa so na 
koncu sešteti. Število filtrirnih matrik je enako številu vhodnih kanalov.  
 
Naslednjo, plast GAP, sestavlja 102 nevronov – po en za vsak razred knjižnice 
Caltech-101. Vhodni podatki imajo štiri dimenzije (velikost serije, širino slik, višino slik 
in število kanalov oziroma filtrirnih matrik), zato povprečno vrednost elementov vsake 
H ∙ W matrike izračunamo tako, da navedemo drugo in tretjo dimenzijo (širino in 
višino slik), ki sta na položajih z indeksi 1 in 2. Število kanalov pri tem ostane 
nespremenjeno.  
 
# blok 1: dve konvolucijski plasti in metoda združevanja največjih vrednosti 
conv1_1 = self.conv_layer(image, 'conv1_1', nonlinearity = tf.nn.relu) 
conv1_2 = self.conv_layer(conv1_1, 'conv1_2', nonlinearity = tf.nn.relu) 
pool1 = tf.nn.max_pool (conv1_2, 'pool1', ksize = [1,2,2,1], strides = [1,2,2,1],  
padding = 'same') 
 
# blok 2: dve konvolucijski plasti in metoda združevanja največjih vrednosti 
conv2_1 = self.conv_layer(pool1, 'conv2_1', nonlinearity = tf.nn.relu) 
conv2_2 = self.conv_layer(conv2_1, 'conv2_2', nonlinearity = tf.nn.relu) 
pool2 = tf.nn.max_pool (conv2_2, 'pool2', ksize = [1,2,2,1], strides = [1,2,2,1],  
padding = 'same') 
 
# blok 3: tri konvolucijske plasti in metoda združevanja največjih vrednosti 
conv3_1 = self.conv_layer(pool2, 'conv3_1', nonlinearity = tf.nn.relu) 
conv3_2 = self.conv_layer(conv3_1, 'conv3_2', nonlinearity = tf.nn.relu) 
conv3_3 = self.conv_layer(conv3_2, 'conv3_3', nonlinearity = tf.nn.relu) 
pool3 = tf.nn.max_pool(conv3_3, 'pool3', ksize = [1,2,2,1], strides = [1,2,2,1],  
padding = 'same') 
 
# blok 4: tri konvolucijske plasti in metoda združevanja največjih vrednosti 
conv4_1 = self.conv_layer(pool3, 'conv4_1', nonlinearity = tf.nn.relu) 
conv4_2 = self.conv_layer(conv4_1, 'conv4_2', nonlinearity = tf.nn.relu) 
conv4_3 = self.conv_layer(conv4_2, 'conv4_3', nonlinearity = tf.nn.relu) 
pool4 = tf.nn.max_pool(conv4_3, 'pool4', ksize = [1,2,2,1], strides = [1,2,2,1],  
padding = 'same') 
 
# blok 5: tri konvolucijske plasti in metoda združevanja največjih vrednosti 
conv5_1 = self.conv_layer(pool4, 'conv5_1', nonlinearity = tf.nn.relu) 
conv5_2 = self.conv_layer(conv5_1, 'conv5_2', nonlinearity = tf.nn.relu) 
conv5_3 = self.conv_layer(conv5_2, 'conv5_3', nonlinearity = tf.nn.relu) 
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pool5 = tf.nn.max_pool(conv5_3, 'pool5', ksize = [1,2,2,1], strides = [1,2,2,1],  
padding = 'same') 
 
# globinska konvolucija in GAP plast 
conv_depth_1 = self.conv_layer(conv5_3, 'conv6_1') 
conv_depth = self.conv_layer(conv_depth_1, 'depth') 
conv_last = self.conv_layer(conv_depth, 'conv6') 
gap = tf.reduce_mean(conv_last, [1, 2]) 
 
Posamezne konvolucijske plasti so določene s štirimi vrednostmi, in sicer s širino 
filtrirne matrike, višino filtrirne matrike, številom vhodnih kanalov in številom izhodnih 
kanalov. V vseh konvolucijskih plasteh so uporabljene filtrirne matrike s širino in 
višino treh pikslov, kar omogoča zmanjšanje števila utežnih parametrov, vendar pa 
so matrike obenem dovolj velike, da lahko razločijo posamezne smeri in zaznajo 
osrednji piksel. Število filtrirnih matrik, ki so uporabljene v posameznih konvolucijskih 
plasteh, se stopnjuje za faktor 2. V prvo konvolucijsko plast vstopajo vhodne slike z 
globino treh kanalov (R, G, B), uporabljenih pa je 64 filtrirnih matrik. V naslednjo plast 
torej vstopa 64 slik, pridobljenih s postopkom konvolucije, uporabljenih pa je novih 64 
filtrirnih matrik. V plasteh conv_1 in depth, kjer poteče globinska konvolucija, 
uporabimo 32 filtrirnih matrik, v zadnji konvolucijski plasti conv_last pa 1024 filtrirnih 
matrik. Izhodne vrednosti te plasti vstopijo v plast GAP, ki ima, kot že omenjeno, 102 
nevrona. Parametri pristranskosti so dodani vhodni plasti in vsaki od skritih plasti.  
 
Slovarja, ki definirata dimenzije posameznih plasti, sta: 
 
weights = {'conv1_1/W': [3, 3, 3, 64], 
           'conv1_2/W': [3, 3, 64, 64], 
           'conv2_1/W': [3, 3, 64, 128], 
           'conv2_2/W': [3, 3, 128, 128], 
           'conv3_1/W': [3, 3, 128, 256], 
           'conv3_2/W': [3, 3, 256, 256], 
           'conv3_3/W': [3, 3, 256, 256], 
           'conv4_1/W': [3, 3, 256, 512], 
           'conv4_2/W': [3, 3, 512, 512], 
           'conv4_3/W': [3, 3, 512, 512], 
           'conv5_1/W': [3, 3, 512, 512], 
           'conv5_2/W': [3, 3, 512, 512], 
           'conv5_3/W': [3, 3, 512, 512], 
           'conv6_1/W': [3, 3, 512, 32], 
           'depth/W': [3, 3, 32, 32], 
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           'conv6/W': [3, 3, 1024, 1024], 
           'GAP/W': [1024, 102]} 
 
biases = {'conv1_1/b': [64], 
          'conv1_2/b': [64], 
          'conv2_1/b': [128], 
          'conv2_2/b': [128], 
          'conv3_1/b': [256], 
          'conv3_2/b': [256], 
          'conv3_3/b': [256], 
          'conv4_1/b': [512], 
          'conv4_2/b': [512], 
          'conv4_3/b': [512], 
          'conv5_1/b': [512], 
          'conv5_2/b': [512], 
          'conv5_3/b': [512], 
          'conv6_1/b': [32], 
          'depth/b': [1024], 
          'conv6/b': [1024]} 
 
Izsek kode, ki implementira dvodimenzionalno in globinsko konvolucijo ter plastem 
doda vrednost pristranskosti: 
 
if name == 'depth':      
    conv = tf.nn.depthwise_conv2d_native(input, conv_w, [1,1,1,1], padding='same') 
else: 
    conv = tf.nn.conv2d(input, conv_w, [1,1,1,1], padding='same') 
 
bias = tf.nn.bias_add(conv, conv_biases) 
 
Korak, ki je bil uporabljen v postopku konvolucije, je predstavljen z vektorjem [1, 1, 1, 
1], kjer se vsaka od vrednosti nanaša na eno od dimenzij vhodnih podatkov. Prva 
vrednost pomeni, da smo operacijo konvolucije izvedli na vsaki skupini vhodnih slik, 
zadnja vrednost pa, da smo jo izvedli na vsakem vhodnem kanalu. Druga in tretja 
vrednost se nanašata na korak v vodoravni in navpični smeri, ki je bil v obeh primerih 
enak enemu pikslu.  
 
Parameter »padding« ima v vseh konvolucijskih plasteh vrednost »same«, kar 
pomeni, da so imele izhodne slike zaradi uporabe koraka s = 1 piksel (v vodoravni in 
navpični smeri) enako širino in višino kot vhodne slike. Ker so bile uporabljene 
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filtrirne matrike širine in višine treh pikslov, lahko po enačbi n + 2p – f + 1 = n 
izračunamo, da mora veljati    
    
 
, kar pomeni, da je bila vhodnim slikam dodana 
simetrična obroba enega piksla.  
 
Pri metodi združevanja največjih vrednosti je bilo uporabljeno filtrirno okno velikosti 2 
∙ 2 pikslov, ki smo ga po slikah v vodoravni in navpični smeri pomikali s korakom 
dveh pikslov. Ker smo metodo združevanja izvedli na vsaki skupini vhodnih slik in 
vsakem vhodnem kanalu, je korak določen z vektorjem [1, 2, 2, 1]. Velikost filtrirnega 
okna 2 ∙ 2 pikslov v kombinaciji s korakom s = 2 piksla, pomeni, da smo vsakič vzeli 
največjo vrednost novih štirih pikslov. Zaradi parametra »padding« z vrednostjo 
»same« so imele izhodne slike za polovico manjšo širino in višino od vhodnih slik.  
 
V standardnih plasteh modela VGG16 smo uporabili predhodno naučene parametre, 
ki smo jih zato inicializirali z uporabo metode konstantne inicializacije uteži. V 
konvolucijskih plasteh, ki niso prisotne v standardnem modelu VGG16, ampak so mu 
dodane naknadno, imajo vrednosti pristranskosti b začetno vrednost 0, začetne 
vrednosti uteži pa smo vzorčili iz prirezane normalne porazdelitve, ki ne upošteva 
vrednosti, katerih magnituda je več kot dva standardna odklona od povprečja. Ker 
smo izbrali standardni odklon z vrednostjo 0,1, so neupoštevane vse vrednosti z 
magnitudo več kot 0,2. Prednost vzorčenja utežnih vrednosti iz prirezane normalne 
porazdelitve je preprečevanje saturacije nevronov, do katere bi prišlo pri izbiri 
prevelikih začetnih vrednosti uteži in bi imelo za posledico, da bi se nevroni prenehali 
učiti. Začetne vrednosti uteži, ki so bližje ničli, pa omogočijo tudi hitrejši potek učenja. 
Grafa normalne in prirezane porazdelitve sta prikazana na sliki 17. 
 
 
Slika 17: Graf normalne in prirezane normalne porazdelitve 
 
W_initializer_vgg = tf.constant_initializer(W) 
b_initializer_vgg = tf.constant_initializer(b) 
W_initializer = tf.truncated_normal_initializer(stddev = 0.1) 
b_initializer = tf.constant_initializer(0.0) 
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V plasti GAP moramo upoštevati vse magnitude utežnih vrednosti, zato smo uteži 
vzorčili iz normalne porazdelitve z vrednostjo standardnega odklona 0,1. Matriko 
uteži smo nato množili z matriko GAP vrednosti in tako dobili izhodne vrednosti.  
 
with tf.variable_scope("GAP"): 
    gap_w = tf.get_variable("W", shape=[1024, 102], initializer =  
                            initializer=tf.random_normal_initializer(stddev=0.1)) 
class_prob = tf.matmul(gap, gap_w) 
 
Napako oziroma izgubo modela smo merili s funkcijo križne entropije, ki smo jo 
implementirali z uporabo metode softmax_cross_entropy_with_logits, kjer parameter 
»logits« predstavlja napovedano verjetnost razreda, parameter »labels« pa dejansko 
vrednost razreda. Pri tem smo morali upoštevati, da uporaba omenjene metode v 
prvem koraku izračuna Softmax vrednosti, torej izvede operaciji (1.) softmax = 
tf.nn.softmax(y_hat) in (2.) loss = -tf.reduce_sum(y_true * tf.log(softmax), 
1). Zaradi večje računske učinkovitosti pa sta obe operaciji združeni v eni metodi.  
 
Skupna napaka oziroma izguba modela je povprečje napak, izračunanih v 
posameznih iteracijah, in smo jo postopoma zmanjševali z uporabo optimizacijskega 
algoritma, ki izračuna gradiente in temu primerno prilagodi parametre (w, b).  
 
y_hat = cnn_model(x) 
loss = tf.nn.softmax_cross_entropy_with_logits(logits = y_hat, labels = y_true) 
cost = tf.reduce_mean(loss) 
optimizer = tf.train.AdamOptimizer(learning_rate = 0.0001, beta1 = 0.9, beta2 = 
0.999, epsilon = 1e-04).minimize(cost) 
 
Preizkusili smo stohastični gradientni spust in algoritma RMSprop ter Adam. 
Najboljše rezultate smo dosegli z uporabo algoritma Adam, pri katerem je sprva sicer 
prihajalo do večje prilagoditve učni množici kot pri uporabi algoritma RMSprop, 
vendar pa smo to težavo kasneje odpravili z umetnim povečanjem učne množice z 
uporabo slikovnih transformacij. Slikovne transformacije smo, kot je v navadi, 
uporabili samo na učni, ne pa tudi na validacijski ali testni množici. Kadar se ima 
model v procesu učenja priložnost učiti tudi na težje prepoznavnih slikah, ki jih 
dobimo z različnimi transformacijami, ima v procesu validacije nekoliko lažjo nalogo, 
saj slike iz validacijske množice niso preoblikovane in jih je zato lažje razpoznati. 
Omenjeno se lahko pozna pri skupni napaki in posledično natančnosti modela – 
dosežena izguba je lahko pri validacijski množici manjša kot pri učni množici, 





Slika 18: Graf cenovne funkcije in natančnosti modela po 50 iteracijah 
 
Težave so se pojavljale tudi pri izbiri prevelike stopnje učenja, saj je na začetku 
prihajalo do nenadnega velikega padca izračunane napake modela. Med 
preizkušenimi stopnjami učenja 0,01, 0,001 in 0,0001 se je pri uporabi algoritma 
Adam najbolje obnesla zadnja vrednost, in sicer v kombinaciji s privzetimi vrednostmi 
parametrov beta 1, beta 2 (momenta) in epsilon, tj. majhno število, ki preprečuje 
deljenje z ničlo. Vhodne slike so v model vstopale v skupinah po 32 slik, učenje pa je 
zajemalo 100 učnih iteracij. Izbira večjih vhodnih skupin ni bila mogoča, saj smo bili 
omejeni s pomnilnikom grafične kartice. 
 
3.4 Toplotni zemljevidi in kompresija slik 
 
Na osnovi izhodnih vrednosti nevronske mreže, smo pridobili zemljevid aktivacij za 
posamezne razrede - matriko s 102 vrednostma. Višja aktivacija označuje 
pomembnejši oziroma bolj verjetni objekt.  
 
Pri klasifikaciji slik v razrede navadno uporabimo metodo argmax, s katero poiščemo 
indeks elementa z najvišjo vrednostjo v matriki napovedi modela. Ta vrednost 
predstavlja napovedani razred in jo lahko primerjamo z vrednostjo dejanskega 
razreda, v katerega se uvršča vhodna slika:  
 
class_prediction = tf.equal(tf.argmax(y_hat, axis = 1), tf.argmax(y_true, axis = 
1)) 
 
Metodo argmax uporablja model CAM, ki zato identificira le najbolj verjetni razred. 
Ker pa smo v namen pridobitve bolj koherentnega toplotnega zemljevida, želeli 
ohraniti tudi vrednosti »manj pravilnih« razredov (nekoliko manj pomembnih predelov 
slike), smo uporabili metodo argsort, ki vse vrednosti matrike (v našem primeru 102 
31 
 
vrednosti) razvrsti od indeksa elementa z najmanjšo vrednostjo do indeksa elementa 
z najvišjo vrednostjo: 
 
class_predictions = class_prob_val.argsort(axis = 1) 
 
Dobljena matrika vrednosti se vsakič nekoliko razlikuje (napovedi niso identične), 
vendar pa je razporeditev indeksov od primera do primera precej podobna.  
 
[[97   5  81   0   2  79  14  45  70 101  15  85  35  55  44  80  56   1 
  73  54   4  86   6  61  75   8  89  99  65  76 100  17  32  18  63  94 
  51  64  16  19  95  47  20  67  49  90  66  74  68  82  87  10  39  83 
  23  29  46  36  59  25  27  38  24  93  84  30  13  48   3  72  31  11 
  88  42  91   9  96  60  50  62  26  41  78  52   7  40  21  28  22  98 
  57  77  33  53  71  43  34  12  37  38  58  69]] 
 
Prikazan je primer matrike z razvrščenimi vrednostmi, dobljene pri vhodni sliki 
»riding_a_horse_098.jpg« iz baze slik Stanford 40 Actions, ki je skupaj s 
pripadajočim toplotnim zemljevidom prikazana na sliki 19. Pri desetih opravljenih 
poskusih na tej vhodni sliki so bili med petimi najverjetnejšimi razredi vedno razredi 
»okapi« (70. razred – gre za družino žiraf), »llama« (59. razred), »faces_easy« (39. 
razred) in »faces« (38. razred), le vrstni red njihove razporeditve se je vsakič nekoliko 




Slika 19: Originalna slika in pripadajoči toplotni zemljevid 
          
Za pridobitev toplotnega zemljevida smo morali izbrati določeno število razredov z 
najvišjimi vrednostmi, tj. prag aktivacij. V praksi zadostuje, če vzamemo zadnjih pet 
vrednosti sortirane matrike (pet najverjetnejših razredov) in njihovo uteženo vsoto – 
torej i in range(–1 * top_k, 0), kjer velja top_k = 5. Ker se zaporedje vrednosti 
pri isti vhodni sliki vsakič nekoliko razlikuje, se med seboj delno razlikujejo tudi 
dobljeni toplotni zemljevidi. 
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Omeniti velja tudi, da smo morali vhodne slike, na osnovi katerih smo želeli pridobiti 
toplotne zemljevide, najprej predprocesirati na enak način kot vhodne slike v procesu 
učenja, torej z uporabo funkcije vgg_preprocess. Ker morajo imeti vhodni podatki štiri 
dimenzije (število vhodnih slik, širino slike, višino slike, število kanalov), smo morali 
tudi vhodnim slikam, na katerih smo želeli pridobiti toplotni zemljevid, dodati novo os 
(na položaju z indeksom 0) ter tako ustvariti četrto dimenzijo (velikost vhodne 
skupine = 1 vhodna slika).  
 
img_exp = np.expand_dims(vgg_preprocess(img), axis = 0) 
 
Vhodno sliko ustreznih dimenzij smo nato lahko prekrili z ustvarjenim MS-ROI 
zemljevidom in glede na pomembnost nivojev posamezna območja slike obarvali z 
barvami od temno modre (najmanj pomembna območja) do rdeče (najpomembnejša 
območja), kar omogoča barvni pas »jet« (Slika 20).  
 
figure, ax = plt.subplots(nrows = 1, ncols = 1, figsize = (12, 9))  
ax.margins(0) 
plt.axis('off') 
plt.imshow(roi_map, cmap = plt.cm.jet, interpolation = 'nearest') 
plt.imshow(image[0], alpha = 0.4) 
 
 
Slika 20: Barvni pas JET 
 
Barvna shema zemljevida služi kot vodilo pri postopku semantične kompresije, ki 
uporablja variabilni faktor kakovosti Q. Z normalizacijo vrednosti (x – np.min(x)) 
/ (np.max(x) – np.min(x)) smo najprej za vsak piksel pridobili vrednost njegove 
»pomembnosti«, ki se nahaja v območju med 0 in 1 – vrednost 1 označuje največjo 
pomembnost. Vrednosti smo nato diskretizirali v 5 nivojev – nižji nivoji vsebujejo 
piksle z manjšo pomembnostjo, višji nivoji pa piksle z večjo pomembnostjo. Postopek 
kompresije sestavljata dva prehoda skozi enkoder. V prvem prehodu je vsak nivo 
stisnjen z določenim faktorjem Q – »rdeči piksli« oziroma najpomembnejša območja 
slike so kodirani z najvišjo kakovostjo, »temno modri piksli« oziroma najmanj 
pomembna območja slike pa z najnižjo kakovostjo (Slika 21). Za dosego takega 
variabilnega kodiranja smo morali izbrati razpon vrednosti Q, kjer Ql predstavlja 
najnižjo kakovost (največjo stopnjo stiskanja oziroma največjo kvantizacijo), Qh pa 
najvišjo kakovost (najmanjšo stopnjo stiskanja oziroma najmanjšo kvantizacijo). 
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Izbrali smo interval med Ql = 30 in Qh = 70, s koraki po 10. Večji kot je izbrani razpon 
vrednosti Ql in Qh, boljši so rezultati kompresije semantično pomembnih delov slike, a 
za ceno kakovosti kompresije v semantično manj pomembnih predelih slike. 
 
Kodiranje posameznega nivoja n lahko zapišemo s formulo (3.1), kjer je k število 
izbranih nivojev [45]: 
       




Po kodiranju posameznih nivojev sledi drugi prehod skozi enkoder, ki dobljeno sliko 
kodira še s standardnim JPEG postopkom z enotnim faktorjem Q (Qfinal), tako da 
dobimo sliko v formatu JPEG, kar omogoča dekodiranje oziroma rekonstrukcijo slik s 
standardnim JPEG dekoderjem. Višji kot je Qfinal, boljša je končna kakovost 
kompresije. Ker pa smo želeli omogočiti čim bolj enakovredno primerjavo MS-ROI 
postopka kompresije s standardno JPEG kompresijo (pri izbranem faktorju Q), je bil 
Qfinal za vse slike izbran tako, da so se rekonstruirane slike, dobljene z metodo MS-
ROI, od slik, dobljenih s standardno JPEG kompresijo, razlikovale za ±1 %. 
 
 
Slika 21: Razpon vrednosti Q glede na pomembnost pikslov v določenem območju slike [50] 
 
Za hitro procesiranje in stiskanje vhodnih slik s standardnim JPEG algoritmom, smo 
uporabili program ImageMagick. Ukaz »convert« pri zapisu slik v format JPEG 
uporablja privzeti barvni prostor sRGB in privzeti interpolacijski filter Lanczos. 
Progresivni zapis JPEG slik omogoča parameter »interlace«, kadar mu je podana 
vrednost »Plane«. Faktor Q smo določili glede na želeno kakovost izhodne slike.  
 
os.system('convert -colorspace sRGB -filter Lanczos -interlace Plane -quality ' + 




4 REZULTATI IN RAZPRAVA 
 
4.1 Testne slike 
 
Pravilnost ustvarjenih toplotnih zemljevidov in kakovost slik, stisnjenih z metodo MS-
ROI ter s standardnim JPEG algoritmom smo testirali na slikah iz baz: 
- SALICON (Saliency in Context) [51], v kateri so zbrane RGB in sivinske slike 
različnih kategorij (narava, živali, arhitektura, predmeti, hrana itd.), 
- Stanford 40 Actions [52], v kateri so zbrane RGB slike, ki prikazujejo ljudi pri 
različnih opravilih, 
- Test Images (kategorija Sampling) [53], ki vsebuje RGB slike z različnimi vzorci in 
oblikami.  
 
4.2 Toplotni zemljevidi 
 
Spodnji primeri prikazujejo pet različnih napovedi nevronske mreže oziroma pet 
različic toplotnega zemljevida, dobljenega na osnovi iste vhodne slike.  
 










Slika 23: Vhodna slika COCO_test2014_000000015698.jpg iz baze SALICON 
 
 








Slika 25: Vhodna slika COCO_test2014_000000008609.jpg iz baze SALICON 
 
 




Slika 27: Vhodna slika COCO_test2014_000000024538.jpg iz baze SALICON 
 
c) Sliki 28 in 29 prikazujeta primera vhodnih slik brez izrazitih semantičnih objektov: 
 
 





Slika 29: Vhodna slika img_600x600_3x8bit_B01C00_RGB_pencils_a.png iz baze Sampling 
 
V primerih, ko je na vhodni sliki samo en objekt ali par objektov, ki razločno 
odstopajo od ozadja, so dobljeni toplotni zemljevidi natančni, posamezne napovedi 
pa so si med seboj zelo podobne. Kadar je na vhodnih slikah več semantičnih 
objektov, lahko opazimo, da model poskuša oblikovati skupine in med seboj povezati 
več različnih objektov ter jih tako ločiti od ozadja. V teh primerih napovedi dosegajo 
nekoliko manjšo ponovljivost, a so še vedno zadovoljive. Pri vhodnih slikah, ki ne 
vsebujejo semantičnih objektov oziroma območij, kot so na primer slike pokrajine in 
vzorcev, pa so napovedi modela nenatančne in se med seboj precej razlikujejo. Še 
posebej izstopa zadnji primer slike vzorca, kjer so napovedi modela bolj kot ne 
naključne.  
 
4.3 Objektivno ovrednotenje kakovosti rekonstruiranih slik 
 
Kakovost rekonstruiranih slik smo objektivno ovrednotili z izračunom srednje 
kvadratne napake (MSE), razmerja med maksimalno vrednostjo signala in šuma 
(PSNR), indeksa strukturne podobnosti (SSIM) in indeksa strukturne podobnosti, 
izračunanega v več iteracijah (MS-SSIM). RGB slike smo predhodno pretvorili v 





a) Primerjava kakovosti rekonstruiranih slik na osnovi petih različic toplotnega 
zemljevida (Slika 30): 
 
 
Slika 30: Vhodna slika COCO_train2014_000000067428.jpg iz baze SALICON 
 
Preglednica 1: Izračunane vrednosti JPEG slike (Q = 50) in petih napovedi 
  MSE PSNR (dB) SSIM MS-SSIM Velikost datoteke (B) 
JPEG (Q = 50) 114,4964 27,5429 0,9201 0,9846 56.867 
MS-ROI (1) 80,4553 29,0753 0,9286 0,9877 56.314 
MS-ROI (2) 79,0425 29,1522 0,9304 0,9879 56.413 
MS-ROI (3) 75,9696 29,3244 0,9340 0,9882 57.150 
MS-ROI (4) 80,6943 29,0624 0,9287 0,9878 56.299 
MS-ROI (5) 80,4809 29,0739 0,9290 0,9878 56.362 
 
Vseh pet napovedi je bilo kodiranih s faktorjem Qfinal = 59. Kot je razvidno iz 
rezultatov v preglednici 1, štiri napovedi modela omogočajo manjšo velikost datotek 
in hkrati manjšo izračunano napako (MSE) ter višje vrednosti PSNR, SSIM in MS-
SSIM kot standardna JPEG kompresija pri faktorju Q = 50, kar nakazuje višjo 
kakovost slik, stisnjenih s postopkom MS-ROI. Izjema je tretja napoved modela, ki 
poda za 283 B večjo datoteko od standardne JPEG slike, ki pa je posledično tudi 
najvišje kakovosti. Povprečna vrednost MSE vseh petih napovedi je 79,33 in je od 
vrednosti MSE JPEG slike manjša za 35,17. Povprečna vrednost PSNR vseh 
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napovedi je 29,14 dB in je od vrednosti PSNR JPEG slike večja za 1,60 dB. 
Povprečna vrednost indeksov SSIM vseh napovedi je 0,93, povprečna vrednost 
indeksov MS-SSIM pa 0,99. Obe sta od indeksov SSIM in MS-SSIM JPEG 
kompresije višji za 0,01. Na sliki 31 je prikazan graf vrednosti SSIM JPEG slike pri 
faktorju Q = 50 in petih napovedi modela MS-ROI. 
 
 
Slika 31: Graf indeksov SSIM JPEG slike (Q = 50) in petih napovedi 
 
V preglednicah 2 in 3 so prikazani rezultati metrik, izračunani na osnovi istih petih 
napovedi (slika 30), tokrat v primerjavi z JPEG sliko, stisnjeno s faktorjem Q = 30 
oziroma 70. Faktor Qfinal se je v obeh primerih razlikoval od faktorja Qfinal slik, 
stisnjenih s postopkom MS-ROI, ko smo jih primerjali z JPEG slikami, stisnjenimi s 
faktorjem Q = 50, saj je faktor Qfinal vedno izbran tako, da se velikosti stisnjenih slik 
od standardne JPEG slike razlikujejo za največ 1 %. Vrednosti Ql in Qh pa pri MS-
ROI postopku kompresije ostaneta enaki ne glede na izbiro faktorja Q standardne 
JPEG kompresije. Ker smo izbrali razpon vrednosti Q od Ql = 30 do Qh = 70, so 
razlike pri primerjavi MS-ROI stisnjenih slik s standardno JPEG sliko, stisnjeno s 
faktorjem Q = 30 oziroma 70, manjše kot pri primerjavi s standardno JPEG sliko, 
stisnjeno s faktorjem Q = 50. Pri primerjavi s standardno JPEG sliko, kodirano s 
faktorjem Q = 30, je bil faktor Qfinal enak 31, pri primerjavi s standardno JPEG sliko, 
kodirano s faktorjem Q = 70, pa je bil faktor Qfinal enak 72. Manjša razlika v kakovosti 
med obema postopkoma je razvidna iz izračunanih metrik – povprečna vrednost 
MSE vseh petih napovedi pri faktorju Qfinal = 31 je od vrednosti MSE JPEG 
kompresije pri faktorju Q = 30 manjša za samo 2,51, povprečna vrednost MSE vseh 
petih napovedi pri faktorju Qfinal = 72 pa je od vrednosti MSE JPEG kompresije pri 
faktorju Q = 70 manjša za samo 3,60, medtem ko je, kot že omenjeno, povprečna 



























Preglednica 2: Izračunane vrednosti JPEG slike (Q = 30) in petih napovedi 
  MSE PSNR (dB) SSIM MS-SSIM Velikost datoteke (B) 
JPEG (Q = 30) 144,9391 26,5189 0,8699 0,9764 34.156 
MS-ROI (1) 142,3385 26,5976 0,8707 0,9766 34.281 
MS-ROI (2) 142,3215 26,5981 0,8707 0,9766 34.261 
MS-ROI (3) 142,3033 26,5987 0,8708 0,9766 34.279 
MS-ROI (4) 142,6621 26,5877 0,8706 0,9766 34.256 
MS-ROI (5) 142,5220 26,5920 0,8706 0,9766 34.279 
 
Preglednica 3: Izračunane vrednosti JPEG slike (Q = 70) in petih napovedi 
  MSE PSNR (dB) SSIM MS-SSIM Velikost datoteke (B) 
JPEG (Q = 70) 8,2221 38,9810 0,9927 0,9973 69.458 
MS-ROI (1) 4,5922 41,5106 0,9950 0,9976 70.084 
MS-ROI (2) 4,6017 41,5016 0,9950 0,9976 70.101 
MS-ROI (3) 4,5177 41,5816 0,9951 0,9976 70.123 
MS-ROI (4) 4,7230 41,3886 0,9949 0,9976 70.081 
MS-ROI (5) 4,6745 41,4334 0,9950 0,9976 70.090 
 
Grafa vrednosti SSIM JPEG slike pri faktorjih Q = 30 oziroma 70 in napovedi MS-ROI 
modela sta prikazana na slikah 32 in 33. 
 
 
































Slika 33: Graf indeksov SSIM JPEG slike (Q = 70) in petih napovedi 
 
b) Rezultati metrik na desetih testnih slikah (Slika 34) iz slikovnih baz SALICON, 
Stanford 40 Actions in Test Images (Sampling): 
 
 































Pripadajoči toplotni zemljevidi omenjenih slik so prikazani na sliki 35. 
 
 
Slika 35: Toplotni zemljevidi vhodnih slik, ki so prikazane na sliki 34 
 
V preglednici 4 lahko vidimo, da postopek MS-ROI kompresije v večini primerov 
omogoča manjšo velikost stisnjenih datotek kot standardna JPEG kompresija pri Q 
faktorju 50. Izjema so 3., 5. in 9. primer, torej slike, ki prikazujejo sponke, cesto in 
karte in kjer je imel model večjo težavo pri določanju semantičnih oziroma 
izstopajočih območij na slikah. V vseh ostalih primerih izračunane metrike kljub 
manjši velikosti MS-ROI slik kažejo višjo kakovost v primerjavi s standardnimi JPEG 
slikami – vrednost MSE je manjša, vrednosti PSNR, SSIM in MS-SSIM pa so višje. 
Najbolj opazno izboljšanje vrednosti PSNR je doseženo v 8. primeru, kjer je vrednost 
PSNR MS-ROI kompresije od vrednosti PSNR JPEG kompresije višja za 1,61 dB, 
največje izboljšanje indeksa SSIM pa je doseženo v 1., 2. in 4. primeru, kjer je indeks 
SSIM MS-ROI kompresije za 0,01 višji od indeksa SSIM JPEG kompresije. Vrednosti 
PSNR MS-ROI kompresije so sicer višje v vseh primerih, razen v 3. in 9. primeru 
(slika sponk in slika kart), indeksi SSIM in MS-SSIM MS-ROI kompresije pa so višji v 




Preglednica 4: Rezultati metrik desetih vhodnih slik, ki so prikazane na sliki 34 
  
MSE PSNR (dB) SSIM MS-SSIM Velikost datoteke (B) 
  1. primer 
JPEG 41,8095 31,9180 0,9296 0,9879 11.426 
MS-ROI 31,3737 33,1651 0,9405 0,9905 11.359 
  2. primer 
JPEG 35,1336 32,6736 0,9616 0,9925 47.436 
MS-ROI 26,9323 33,9160 0,9723 0,9947 47.014 
  3. primer 
JPEG 32,2693 33,0429 0,9760 0,9965 78.366 
MS-ROI 32,6087 32,9975 0,9763 0,9967 78.540 
  4. primer 
JPEG 52,6558 30,9163 0,9230 0,9824 42.718 
MS-ROI 37,4923 32,3914 0,9336 0,9868 42.301 
  5. primer 
JPEG 124,5532 27,1773 0,8425 0,9812 59.899 
MS-ROI 123,2742 27,2221 0,8364 0,9809 60.014 
  6. primer 
JPEG 16,2162 36,0313 0,9537 0,9879 62.354 
MS-ROI 11,8903 37,3789 0,9632 0,9902 61.732 
  7. primer 
JPEG 11,0064 37,7144 0,9751 0,9971 36.597 
MS-ROI 11,0035 37,7155 0,9753 0,9972 36.552 
  8. primer 
JPEG 21,0988 34,8882 0,9590 0,9878 22.171 
MS-ROI 14,5712 36,4958 0,9669 0,9886 21.951 
  9. primer 
JPEG 46,9496 31,4145 0,9451 0,9904 63.753 
MS-ROI 46,9733 31,4123 0,9461 0,9905 64.217 
  10. primer 
JPEG 46,7293 31,4349 0,9233 0,9848 41.895 




Na slikah 36 in 37 sta prikazana grafa vrednosti PSNR oziroma SSIM JPEG slik (pri 
Q = 50) in slik, stisnjenih z MS-ROI postopkom. 
 
 
Slika 36: Graf vrednosti PSNR JPEG in MS-ROI kompresije 
 
 












































V diplomskem delu smo si zadali dva cilja: (1.) izdelati nevronsko mrežo, ki lahko na 
osnovi vhodne slike ustvari toplotni zemljevid, in (2.) na podlagi dobljenih zemljevidov 
slike stisniti s postopkom kompresije MS-ROI ter kakovost rekonstruiranih slik 
primerjati s kakovostjo standardnih JPEG slik. Rezultati so pokazali, da postopek 
kompresije MS-ROI doseže manjšo napako in višjo vizualno kakovost pri vhodnih 
slikah, ki vsebujejo semantična območja oziroma objekte, pogosto pa so rezultati 
boljši celo, kadar so datoteke rekonstruiranih slik manjše kot datoteke JPEG slik. Ker 
pa je postopek MS-ROI močno odvisen od pravilnosti in ponovljivosti dobljenih 
toplotnih zemljevidov, se njegova slabost kaže pri slikah, ki ne vsebujejo semantičnih 
območij, saj so pripadajoči toplotni zemljevidi lahko nenatančni in se med seboj 
precej razlikujejo. Po pričakovanjih so rezultati še posebej slabi pri slikah, ki 
prikazujejo različne vzorce ali prazno pokrajino. Ker v teh primerih nevronska mreža 
ni sposobna pravilno določiti, katera območja so pomembnejša in naj bodo kodirana 
z višjim faktorjem Q, ter katera območja so manj pomembna in naj bodo kodirana z 
nižjim faktorjem Q, so lahko rezultati vizualne kakovosti teh slik slabši od kakovosti 
standardnih JPEG slik. Zato sta pri slikah, ki ne vsebujejo semantičnih območij, bolj 
primerni enakovredna obravnava celotne slike in uporaba enotnega faktorja Q, kar 
omogoča standardna JPEG kompresija.  
Pravilnost ustvarjenih toplotnih zemljevidov in posledična kakovost kompresije slik 
sta zelo odvisna od izbire hiperparametrov nevronske mreže. Na število različnih 
objektov, ki jih je nevronska mreža sposobna identificirati, vplivajo predvsem število 
in raznolikost razredov v knjižnici slik, ki jo uporabimo v postopku učenja, ter število 
slik v vsakem od razredov. Na kakovost kompresije pa vplivajo število nivojev, v 
katere diskretiziramo piksle glede na njihovo pomembnost, izbrani vrednosti Ql in Qh 
ter izbira faktorja Qfinal. Upoštevati moramo tudi obrezovanje slik pred vstopom v 
nevronsko mrežo, saj sliko ne glede na njene začetne dimenzije pretvorimo v 
kvadratno obliko z dimenzijami 224 pikslov, kot zahteva model VGG16. Če originalna 
slika vsebuje semantične objekte, ki so povsem ob njenih robovih, se lahko zgodi, da 
se ti izgubijo že ob vstopu v nevronsko mrežo.  
Negativna lastnost postopka MS-ROI v primerjavi z JPEG kompresijo je predvsem 
njegova kompleksnost. Zaradi razširjenosti JPEG kompresije številni grafični 
programi omogočajo preprosto in hitro shranjevanje slik v JPEG formatu. Postopek 
kompresije MS-ROI pa je bil razvit v raziskovalne namene in za vsakdanjo uporabo ni 
praktičen. Če se želimo postopka lotiti od začetka, moramo poznati in razumeti 
delovanje nevronskih mrež in JPEG kompresije ter imeti potrebne programe, 
knjižnice in orodja. Stiskanje slik poteka prek ukaznega okna oziroma terminala, in 
sicer tako, da podamo zahtevane argumente – najprej lokacijo vhodne slike, na 
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osnovi katere želimo pridobiti toplotni zemljevid, nato pa lokacijo vhodne slike, 
dobljenega toplotnega zemljevida, želenega faktorja Q standardne JPEG kompresije 
in lokacijo, kamor želimo shraniti stisnjeno sliko. Postopek ustvarjanja toplotnega 
zemljevida na uporabljeni grafični kartici zahteva približno 60 sekund, postopek 
kompresije pa je hitrejši in je končan že v nekaj sekundah.  
Prednost postopka MS-ROI v primerjavi z ostalimi postopki lokalizacije in 
segmentacije je, da v postopku učenja ne potrebujemo knjižnice slik z označenimi 
lokacijami objektov ali anotiranimi piksli, temveč zgolj slike, ki so razvrščene v 
kategorije. Prednost postopka MS-ROI pred drugimi postopki, ki z uporabo 
nevronskih mrež skušajo izboljšati običajno JPEG kompresijo pa je, da se ne 
osredotoča zgolj na odpravo že nastalih kompresijskih artefaktov, ampak na sam 
postopek kompresije, in da zaradi uporabe enotnega faktorja Qfinal poda sliko v JPEG 
formatu ter tako omogoči dekompresijo slik s standardnim JPEG dekoderjem.  
Poudariti velja še dejstvo, da smo se pri uporabi MS-ROI kompresije omejili na 
primerjavo s standardno JPEG kompresijo, zato je bil faktor Qfinal vedno izbran tako, 
da se je velikost stisnjene datoteke od standardne JPEG slike razlikovala za največ 1 
%. Vendar pa lahko faktor Qfinal izberemo tudi neodvisno od velikosti dobljene 
datoteke in tako omogočimo še boljšo vizualno kakovost slik, stisnjenih s postopkom 
MS-ROI, kot jo omogoča standardna JPEG kompresija, ter večjo razliko v 
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