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Abstract 
This dissertation presents an empirical analysis of the determinants of the evolution 
of the volatility surface in the over-the-counter currency option market. This topic 
has been rarely studied in the existing literature. Using principle component analysis, 
we find that over 95% of variation of the volatility surface can be summarised in four 
latent factors. By regressing these factors with possible explanatory variables, we 
find the determinant of the variation of the volatility surface is not exclusively the 
spot rate return. We show changes in realised volatility, volatility of volatility, 
market sentiment and interest rate differential all have strong correlation with the 
volatility surface,and that the size and significance of these explanatory variables 
differs between currencies and different market conditions (high/low risk aversion).  
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1 Introduction 
This thesis is concerned with exploring the determinants of the evolution of the shape 
of the volatility surface over time in the over-the-counter (OTC) European vanilla 
currency option market. This topic is of paramount importance to both academics 
and practitioners, as understanding the determinants of the evolution of the volatility 
surface is crucial for valuation and risk management of both European vanilla 
options and all other exotic options. 
Option volatility is the volatility parameter set in the Black and Scholes (1973) and 
Merton (1973) (BSM) model to obtain the value of the European vanilla option. 
When option volatilities are plotted against option maturity and moneyness, the 
shape we obtain is referred to as the volatility surface. If the BSM model holds, the 
volatility surface should be a horizontal plane. However, in the market the volatility 
surface is not horizontal: instead it evidences skew and curvature. To complicate 
things further, the shape of the volatility surface in the market varies over time. 
Of the existing research papers exploring the determinants of the evolution of the 
volatility surface, those ofMixon (2002) and Chalamandaris and Tsekrekos (2013)are 
closest to this thesis. Their papers find the determinants of the change of the shape of 
the volatility surface over time in the S&P 500 index option and the Asian-Pacific 
currency option, respectively. Both papers apply a factor model to summarise the 
change of the shape of the volatility surface in several common factors, and then 
regress the common factor with some explanatory variables. 
We differentiate ourselves from these papers by using a new data set that is large in 
time series and a new set of explanatory variable that has not been extensively 
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examined in these papers. It includes the Global Financial Crisis (GFC) and 
considers those currencies with the largest trading volumes or the most pronounced 
volatility surfaces. We adopted a new set of explanatory variables. These variables 
are the spot rate return, the correlation between spot return and the change in option 
volatility, spike/crash in the currency rate, the net long position (a proxy for the 
market sentiment) and the implied interest rate differential. The economic 
significance of these variables is straight forward. For example, examining the 
relationship between the spot rate return and the volatility surface can essentially 
reveal the effectiveness of delta hedging. And examining the relationship between 
net long position and volatility surface can inform whether option pricing in the 
market is related to the market sentiment In addition, we hypothesis that the 
explanatory power of selected explanatory variableson the variation of the volatility 
surface shifts with changes in market conditions, reflecting the fact that as market 
conditions changes variables that attract the market concern shift. For example, in 
one period, the change of interest rate is a particular concern of the market; therefore, 
the volatility surface tends to be more sensitive to the change of interest rate in this 
period than others. A multiple structural break test proposed by Bai and Perron (1998) 
is conducted to test the sample instability of the regression relationship, which was 
not done by Mixon (2002)orChalamandaris and Tsekrekos (2013). 
This approach has led to some major findings. We show that over 95% of the 
variation in the volatility surface of each of our sample currency pairs can be 
summarised in four common factors, and that the interpretations of these factors are 
intuitive. They can be interpreted as the parallel shift, the slope shift of the volatility 
term structure, the slope shift of the volatility strike structure, and the curvature shift 
of the volatility term structure. We show that the changes in the volatility surface 
 3 
represented by these four factors are strongly correlated with spot rate return, realised 
volatility, volatility of volatility, market sentiment and interest rate differential. 
Furthermore, the size and significance of these variables to changes of the factors 
varies with currencies, meaning the determinants of the volatility surfaces differ by 
currency pairs. Finally, we show that the determinant factors of the volatility surface 
vary over different market conditions: specifically, the determinants of the volatility 
surface during the period of the GFC are substantially different than at other periods 
of time. This finding is consistent with our hypotheses that market concerns switch 
as the market conditions change.  
This thesis is organised as follows: Chapter 2 introduces the literature relevant to our 
topic. Chapter 3 introduces our data and methodology, and we give our justification 
for the choice of sample period, data frequency and proposed explanatory variables 
in this empirical investigation. Chapter 4 reports the estimation results and whole 
sample regression results. Chapter 5 reports the results of the multiple structural 
break test and a sub-sample regression. A summary follows in Chapter 6. 
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2 Literature Review 
2.1 Introduction 
This chapter reviews the related literatures relevant to our topic. It contains a 
description of the Black–Scholes–Merton option pricing model, a discussion of the 
well-known volatility smile, the possible reasons for the volatility smile, and the 
empirical work relating time-varying option volatilities to state variables. 
2.2 The Black–Scholes–Merton model 
A European vanilla call option gives the owner the right to buy one unit of the 
underlying asset at strike price , at maturity time . It is a common financial 
derivative contract that meets the hedging and speculating needs of market 
practitioners. Black and Scholes (1973) and Merton (1973) derived a closed-form 
analytical formula (BSM model) for valuing European vanilla options that is widely 
used in the market: 
                                      Eq.2.1 
Where  
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)  
  
 
     
 √   
 
Eq.2.2 
        √    Eq.2.3 
And C is the value of European vanilla call option;      is the standardised 
cumulative normal distribution function in x;   represents the riskless interest rate;  
    represents the option’s annualised time to maturity;   is the option strike price; 
  is the spot price of the underlying asset;   represents the square root of the 
 5 
instantaneous variance of underlying asset return. If one wants to calculate the value 
of call (put) option, one can set             
To value the European vanilla call option in the BSM model, the only parameter that 
is not directly observable is the square root of the instantaneous variance of the 
underlying asset return. Black and Scholes (1973) and Merton (1973) propose to 
estimate it from the time series data of the underlying asset price, although, in the 
market, the estimated volatility parameter from the past time series data of 
underlying asset is usually not consistent with the option volatility observed in the 
market. 
One of the key contributions of Black and Scholes (1973) and Merton (1973) is that 
they show that European vanilla options can be replicated by a dynamically 
rebalanced portfolio that consists of a certain amount of underlying asset and riskless 
bond; therefore, the option is a redundant security whose price should be equal to the 
cost of this dynamic replicating strategy. If this is not the case, then there is an 
arbitrage opportunity, since one can always obtain the identical payoff by investing 
in the dynamically rebalanced portfolio as by buying an option. In using the concept 
of hedging and no-arbitrage, BSM can derive a partial differential equation that 
contains no random factor, and therefore obtain the BSM model. Since the work of 
Black and Scholes (1973) and Merton (1973), the concept of no-arbitrage has 
become the main methodology to price options. 
2.3 The volatility smile 
The BSM formula in Black and Scholes (1973) and Merton (1973) is obtained under 
the assumption that the underlying asset price is modelled as a Geometric Brownian 
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Motion with constant volatility. In the BSM model, the only unknown parameter is 
volatility: if the BSM assumptions were true, one should find the same option 
volatility for all strikes and maturities, as the volatility of the underlying asset is 
unique. Empirical studies show that option volatility systematically varies by strike 
and maturity, and that this variation persists. The non-linear pattern when option 
volatilities are plotted in terms of the moneyness is called the “volatility smile”, and 
the non-flat surface when option volatilities are plotted in terms of moneyness and 
maturity is called “the volatility surface”.  
Despite the existence of the volatility smile, the BSM model is still widely used in 
the European vanilla option market for option valuation and risk management 
purposes(Castagna 2010). For the purpose of risk management using the BSM model, 
the risk exposure of an option comes not only from the randomness of future stock 
prices but also from the option volatility: an option is said to be perfectly 
dynamically hedged only if it is neutral in Delta, Gamma, Vega, Volga and Vanna. 
Figure 2.1 shows the mathematic representation of these Greek letters. 
Figure 2.1The Greeks 
Delta Gamma Vega Volga Vanna 
  
  
 
      
  
 
  
  
 
     
  
 
     
  
 
Note: this table shows the mathematic representation of the risk exposure of an option examined under the BSM 
model. Delta represents the change in the value of option price given a unit change in the spot rate. Gamma 
represents the change in Delta given a unit change in the spot rate. Vega represents the change in the value of 
option price given a unit change in option volatility. Volga represents the change in Vega given a unit change in 
option volatility; and Vanna represents the change in Vega given a unit change in the spot rate. 
To hedge the first two Greeks (Delta and Gamma) in Table 2.1, one can use either 
the underlying asset or other options written on the same underlying asset, or both; 
and to hedge the last three Greeks (Vega, Volga and Vanna), one needs to use other 
options written on the same underlying asset. Terminology such as Delta, Gamma, 
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and Vega hedging, usually referred to in academic journals or the market place, are 
references to hedging these Greeks. The five Greeks are the main risk indicators of 
an option book if one is doing option risk management under the BSM model in the 
market. 
BSM is still widely used in the European vanilla option market, even with the 
presence of the volatility smile, because there is no better model
1
 to replace it; it has 
become a market convention that the European vanilla option is priced using BSM 
and the volatility surface. Many efforts have been made to understand the smile 
effect and develop a better option pricing model.  
2.4 Theoretical explanation for the volatility smile 
Hafner and Wallmeier (2000)surveyed the literature and categorised explanations for 
the existence of the volatility smile as (1) the misspecification of the underlying asset 
price dynamics in the BSM model;(2) market frictions; and (3) demand and supply.  
2.4.1 Model misspecification 
Model misspecification causes the volatility smile pattern. This is because in the 
market, the instantaneous return of underlying asset distribution shows skew and 
excess kurtosis
2
, while as BSM assumes the instantaneous return of underlying asset 
is normally distributed. Smile curvature is an exogenous correction for excess 
                                              
1A “better model” means a model can consistently do a better job in terms of explaining the market 
price of option than BSM model over the time 
2
The feature of negative skewed and excess kurtosis of log return distribution of underlying asset price 
has been documented in, for example, Bakshi, Cao, and Chen (1997), Bates (1996) and Rubinstein 
(1994)” as a footnote 
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kurtosis, whereas smile slope is an exogenous correction for skew. More specifically, 
excess kurtosis implies that out the money (OTM) calls and puts are systematically 
undervalued in the BSM model; therefore, the symmetric “U” shape of the volatility 
smile occurs. The negative (positive) skew implies that the upward adjustments for 
the value of OTM put should be relatively more (less) than the upward adjustments 
for the value of OTM call; therefore, the smile shape is asymmetric (Bates 1996). 
To solve the volatility smile problem or to explain the option prices observed in the 
market, more complex option pricing models have been developed. The idea behind 
these advanced models is to impose a richer setting in modelling the dynamics of the 
underlying asset’s price in a manner that is consistent with the empirical observation 
of the characteristics of the time series data of the underlying asset price, 
therebycapturing the volatility smile effect. Some example of these models are the 
jump diffusion model proposed by Merton (1976), in which the dynamics of the 
underlying asset’s price includes random jumps; the stochastic volatility models 
proposed by Heston (1993), Hull and White (1987), Stein and Stein (1991),in which 
the volatility of the underlying asset’s price is modelled as a random variable; the 
stochastic jump diffusion model proposed by Bates (1996) in which the dynamics of 
underlying asset price show both random jumps and stochastic volatility; and the 
deterministic volatility model proposed by Derman and Kani (1994), Dupire (1994) 
and Rubinstein (1994) in which volatility is a deterministic function of the level of 
the underlying asset price and time. 
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These more complex models, although in most cases able to give a better fit to the 
option’s market prices than BSM model via calibration 3 , still present many 
problemsunderempirical scrutiny. For example, Das and Sundaram (1999) find that 
the volatility smile in Merton’s (1976) jump diffusion model flattens as time to 
maturity increases, because jumps tend to offset each other in the long run, which is 
contradictory to what we observed from the market. They also find that the Heston 
(1993) stochastic volatility model is unable to explain the volatility smile for options 
with a short time to maturity in the market. Bakshi, Cao, and Chen (1997) tested the 
pricing and hedging performance of the BSM model against four different versions 
of the stochastic volatility model: (1) the stochastic volatility model; (2) the model 
with stochastic interest rate; (3) the model with random jumps; and (4) the model 
with stochastic interest rate and random jumps. They find that even though the out of 
sample pricing performance of these models are all superior to the BSM model, their 
hedging performance is not necessarily better than Delta–Vega hedging under BSM. 
They also find that the parameters of these stochastic volatility models estimated by 
calibrating to the market option price are inconsistent with the historical time series 
of data of the underlying asset price. In fact, they show correlation between spot to 
ATM volatility, estimated by calibrating these models to market option price, is three 
times larger than when estimated by calibrating the models to the historical time 
series data of the underlying asset price. Such undesired features of the empirical 
performance of these advanced models undermine to some extent the validity of 
using them to explain the volatility smile effect. 
                                              
3
 Calibration here means obtaining model parameters based on the best match between model price 
and market prices. 
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For the deterministic volatility model derived by Derman and Kani (1994), Dupire 
(1994) and Rubinstein (1994),Dumas, Fleming, and Whaley (1998) designed an 
empirical test for their pricing and hedging performance on the S&P 500 index 
option. They first hypothesized a set of polynomial functional forms for the 
deterministic volatility, and then estimated the coefficient of the deterministic 
volatility function by calibrating the deterministic volatility model to the option’s 
market price. They find that even a simple deterministic volatility functional form 
can fit the market option price exactly, however, the out of sample prediction of 
option prices and hedging performance of these deterministic volatility models are 
worse than an ad hoc procedure using BSM with the volatility smile. This suggests 
that the deterministic volatility model’s perfect fit to the market option price is more 
a result of over-fitting to the option price data than a revelation of the underlying 
asset’s true price dynamics. Dumas et al.’s finding is consistent with that ofHagan et 
al. (2002), who demonstrate that the dynamic behaviour of smiles and skews 
predicted by deterministic volatility model is exactly the opposite of the behaviour 
observed in the market place.  
Although more complex models can improve the in sample option pricing 
substantially, empirical evidence shows they typically suffer two drawbacks, both of 
which are prima facie evidence of model misspecification. First, the model 
parameters estimated from calibration to market option price are generally 
inconsistent with the time series data of the underlying asset price; and second, the 
model parameter tends to be unstable over time. These models cannot explain the 
time-varying volatility smile in the market.  
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Having observed the difficulty of explaining the time-varying volatility smile by 
introducing more complex settings to describe the dynamics of the underlying asset 
price, other authors have considered the possibility that market friction and demand 
and supply play a role in explaining the volatility smile. The literature that explores 
this possibility is reviewed in the next section. 
2.4.2 Market friction and demand and supply 
The BSM model assumes the market is frictionless and that there is no transaction 
cost in buying or selling underlying asset or option that does not hold in the market. 
Longstaff (1995) shows that transaction costs (such as brokerage fees and bid-ask 
spread) play an important role in explaining the volatility smile, a finding confirmed 
by Pena, Rubio, and Serna (1999) and Hafner and Wallmeier (2000) in the Spanish 
and German equity option markets. Both studies find that the width of the bid-ask 
spread is statistically significant, relating to the time-varying volatility smile. 
Ederington and Guan (2002) tested whether the true volatility smile in the S&P 500 
index option is actually flat, by conducting a trading strategy that longs the option 
with lowest volatility and shorts the option with highest volatility and then 
dynamically Delta-Gamma hedging the portfolio. They find their trading strategy 
yields substantial profit if there is no transaction cost, but the profit disappears when 
transaction costs are included; they concludethat the occurrence of transaction costs 
largely explains the presence of the smile shape which will otherwise be arbitraged 
away.  
Bollen and Whaley (2004) studied the S&P 500 index as well as options on equities 
in the S&P500 and find that net buying pressure on options explains the skew of the 
volatility smile. Garleanu, Pedersen, and Poteshman (2009) confirmthat the force of 
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the demand and supply imbalance explains the volatility smile; this finding is also 
consistent with the finding inMcMillan (2011) that the crash of 1987 lessened the 
supply of put option sellers, while at the same time fund managers showed a higher 
demand for out-of-the-money puts. Because hedging the risk exposure of written out-
of-the-money puts turned out to be expensive, higher prices for out-of-the-money 
puts were charged; therefore, the volatility smile in the equity option market showed 
negative skew. 
It seems reasonable to conclude that the presence of the volatility smile effect is 
more or less a mixed result of misspecifications of the underlying asset price 
dynamics in the BSM model, market friction, and demand and supply. 
2.5 Empirical work relating the evolution of option volatilities to state 
variables 
To complicate things, option volatility is not only non-constant across moneyness 
and maturity, but changes dynamically and substantially through time. Research has 
been devoted to connecting time-varying volatilities to state variables, to discover the 
determinants of the volatility smile by identifying the contemporaneous or lead-lag 
relationships between time-varying volatility smiles and state variables. However, 
most of this research typically focuses on equity or interest rate option markets. For 
example, Mixon (2002) studied the relationship of changes in the S&P 500 index 
option volatility surface to economic state variables. These variables are 
contemporaneous and lagged log returns on the S&P500 index, the contemporaneous 
return on the Nikkei 225 index, the three-month constant maturity Treasury bill rate, 
the slope of the yield curve, and the spread of Moody’s AAA index yield over the 
30-year constant maturity Treasury bond yield. He finds the contemporaneous return 
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to the S&P 500 is the most important variable to explain the variation of the volatility 
smile among these economic state variables, capturing roughly 20 percent of the 
variation of the volatility surface. Han (2008) analysed the effect of market sentiment 
on the volatility smile on S&P500 index option and finds that the volatility smile 
tends to be more (less) negatively skewed when the market is bearish (bullish). 
Deuskar, Gupta, and Subrahmanyam (2007) examined the economic determinants of 
interest rate option smiles and find that the time-varying shape of the volatility smile 
is connected to the slope of the yield curve and the future uncertainty in the interest 
rate markets, which is proxied by the ATM volatility of interest rate option.  
The only published paper that examines the determinants of the volatility surface in 
OTC currency options as far as we know is byChalamandaris and Tsekrekos (2013), 
who conducted an analysis of 11 Asian-Pacific currencies. However, there are two 
gaps in their work. First, their designation of the explanatory variables seems to be 
incomplete, as variables that are statistically significant in other markets are not 
included in their regression equation. For example, Low (2004) finds that extreme 
movement in the underlying asset price increases the S&P 100 index option ATM 
volatility substantially; and Han (2008) finds that market sentiment has a big 
influence on the option skew on the S&P 500 index option. Both of these variables 
have not been examined in Chalamandaris and Tsekrekos (2013). Second, they 
studied the volatility surface only for Asian-Pacific currencies, omitting EUR/USD, 
which is one of the most highly traded currency options. These possible gaps are the 
inspiration for our exploration of the determinants of the evolution of the volatility 
surfaces, with different explanatory variables and a more comprehensive dataset that 
includes the most highly traded currencies in the market.  
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Some literature explores the characteristics of the dynamics and predictability of 
evolution of option volatilities, such as the work byCont and Fonseca (2002), 
Goncalves and Guidolin (2006), and Chalamandaris and Tsekrekos (2009). These 
literatures generally reveal that the dynamics of the volatility surface show mean-
reverting features and can be modelled using a factor model; however they do not 
explore its determinant factors. These works inspired us to use a factor model to 
quantify the change of the volatility surface and to control for the auto-correlation 
feature of the volatility surface dynamics in our regression setting. 
2.6 Conclusion 
The BSM model is widely used in practice because the volatility smile makes it 
“work”. Many studies have attempted to solve the smile problem by imposing a 
richer setting in modelling the dynamics of the underlying asset price; however, these 
more complex models generally fail to capture the time-varying feature of the 
volatility smile. On one hand, empirical works reveal that the volatility smile may be 
a mixed effect of the misspecification of the dynamics of the underlying asset price, 
market friction, and demand and supply; on the other hand, empirical research has 
made progress in relating the time-varying volatility smile to state variables. 
However, little research has been done in the OTC currency option market. Our work 
aims to fill this gap by exploring the determinants of the time-varying option 
volatilities in the OTC currency option market.   
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3 Data and methodology 
3.1 Introduction 
This chapter introduces the data and methodology that underpins the empirical 
analysis. It contains the data description, hypotheses developments, methodology of 
quantifying the volatility surface, justification for the proposed explanatory variables, 
the regression model, and the methodology of testing structural breaks. 
3.2 Data 
3.2.1 OTC currency option market 
In the interbank currency option market, options are traded in terms of option 
volatilities. The option price is then obtained by using the traded option volatilities as 
the volatility input in the Garman and Kohlhagen (1983) model (GK model), which 
is an extension of the BSM model for currency options: 
                                             Eq.3.11 
where 
    
  (
              
 
)  
  
 
     
 √   
 Eq.3.12 
 
       √    
 
Eq.3.13 
The notations are the same as in the BSM model formula given in Chapter 2. The 
only difference between the GK and BSM models is that the forward price of the 
underlying asset in the GK model is determined by    and    which respectively 
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represent the domestic and foreign riskless interest rate, whereas in the BSM model it 
is determined by    only. 
Knowing the quoted option volatility along with other model inputs, one can 
calculate the option’s price from the GK model. The benefit of using option volatility 
as an alternative to option price is that it is effectively a dimensionless variable that 
facilitates comparison and has established patterns (its smiles and skews are smooth). 
More specifically, it allows investors to compare option prices across moneyness, 
maturity, underlying asset price and observation time, aiding them to assess an 
option’s fair value.  
The volatility surface is constructed when option volatilities are plotted against 
maturity and moneyness. Figure 3.1 presents three dimensional graphs, AUDUSD, 
EURUSD and USDJPY (denoted hereafter as AUD, EUR and JPY). Option 
moneyness is expressed as the Delta of the GK model. Delta is the first partial 
derivative of the GK value with respect to the spot rate.  
                    (
  (
              
 
)  
  
 
     
 √   
)   Eq.3.14 
Therefore, the strike price can be reverse-engineered from Delta and the option 
volatility. Castagna (2010)justifies the use of GK Delta to define option moneyness 
instead of strike price as follows: 
This way of quoting is smart: it allows us not to worry about small movements of the 
underlying market during the bargaining process, because the absolute strike level 
will be defined only after the agreement on the price (in terms of implied volatility), 
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so that the trader is sure to trade an option with given features in terms of exposures 
both to the underlying pair and to the implied volatility. (p.15) 
In particular, in the interbank market traders trade options Delta-neutral since they 
are reluctant to option Delta risk: that is to say, when a trader longs a call option, a 
Delta amount of underlying asset will be shorted to give a zero Delta exposure of this 
trade. Expressing option moneyness by using Delta, one can know directly what 
amount of underlying asset will be traded along with the option to give a Delta-
neutral trading portfolio; this amount does not alter even as a small movement in the 
spot price during the bargaining process, whereas when expressing option moneyness 
by using strike during the bargaining process, a small movement in the spot price 
will alter the amount of the underlying asset needed to trade to achieve a Delta-
neutral risk exposure, which may in turn affect the price of this option. 
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Figure3.1Illustration of volatility surfacesat 25/06/2013 for AUD, EUR and JPY 
 
Note: This figure illustrates the volatility surfaces of AUDUSD, EURUSD and USDJPY in the over-the-counter currency option market at 25 June 2013. Source: Bloomberg. 
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3.2.2 Sample currency pair, volatility surface data and sample period 
The currency pairs examined in this study are AUD, EUR and JPY. The traded 
volatility surfaces are sourced from Bloomberg, who provides the traded quotes for 
the zero Delta straddle, 10 and 25 Delta risk reversals, and 10 and 25 Delta 
butterflies. Zero Delta straddles are trading portfolios consisting of a long call and a 
long put option with the same maturity and strike price, which neutralises the 
portfolio’s Delta. Risk reversals are trading portfolios consisting of a long OTM call 
and a short OTM put option with the same maturity but different strike price, and 
identical Deltas. Butterflies are long strangle portfolios consisting of a long OTM 
call and OTM put with the same maturity, different strikes, Delta with equal 
magnitude but opposite sign, and a short zero straddle that neutralises the Vega 
position of the portfolio. These commoditised option trading strategies are quoted in 
terms of option volatility. Delta is calculated from the GK model and used as a 
market convention to express the option’s moneyness. Specifically: 
                        Eq.3.15 
                                           Eq.3.16 
               
(                           )
 
      Eq.3.17 
By solving the simultaneous equation above for each maturity, option volatilities are 
observed with five different Deltas: OTM puts with Delta= −0.10 and Delta = 
−0.25,ATM calls/puts and OTM calls with Delta = 0.10 and Delta= 0.25. In practice, 
zero Delta straddle volatilities define the level of the volatility smile; and risk 
reversal and butterfly volatilities define its slope and curvature respectively(Wystup 
2003). Thus, collectively, volatility quotes of these three strategies define the 
volatility smiles in the currency market. Figure 3.2 illustrates this point. 
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Figure3.2Illustration of the volatility smile measured by zero Delta straddle, 25 Delta risk 
reversal and 25 Delta butterfly 
 
Note: this figure illustrates how the volatility smile is defined by risk reversal (RR), butterfly (BF) and zero Delta 
straddle (ST) quotes. Source:Wystup (2003) 
 
These trading strategies are so liquid that they are effectively commoditised in the 
interbank option market, and therefore the potential bias caused by illiquidity 
observed in other markets is not an issue. The main reasons for the popularity of 
these commoditised option trading strategies in interbank transactions is that they all 
have an exclusive risk exposure for GK Greeks, which are often traded between 
interbank traders for risk control purposes. Table 3.1 illustrates the risk exposure for 
GK Greeks of zero Delta straddle, 25 Delta risk reversal and 25 Delta butterfly.  
Figure3.3Volatility risk exposures for zero Delta straddle, 25 Delta risk reversal and 25 Delta 
butterfly 
 ATM-Straddle 25 Delta Risk Reversal 25 Delta Butterfly 
Defines Level Skew Curvature 
Volatility risk Vega Vanna Volga 
Note: This table shows the only volatility risk exposure of option portfolio of zero Delta straddle, 25 Delta risk 
reversal and 25 Delta butterfly. The definitions of Vega, Vanna and Volga have been given previously. 
RR 
BF 
                         -25 delta                      50 delta                      25 delta         Moneyness 
ST 
Option volatility (%) 
 21 
In Bloomberg there are seventeen different option maturities. We exclude the option 
volatility data for 4- and 18-month and 7- and 10-year maturity because these data 
are not available for the whole sample period, leaving us with option volatility data 
for 1 week, 2 weeks, 3 weeks, 1–3 months, 6 months, 9 months, 1 year, and 2–5 
years. Since five option volatilities are observed for each maturity on each 
observation date, we are able to obtain a matrix of     option volatilities per 
currency pair. 
To avoid the noise generated from using daily data frequency, the variation of the 
volatility surface is studied in weekly frequency. This is consistent with Carr and Wu 
(2007), who use weekly data to analyse the relationship between ATM volatility and 
sovereign credit default swap spread for the same reason. The noise we are trying to 
avoid is the change in the mean volatility quotes, which is not considered substantial. 
For example, daily mean volatility quotes can fluctuate in a period but never exceed 
the bid-ask bound of previous trading days. Such a situation can be frequently 
observed if we use daily data, but not if we use weekly data in our sample period. 
The sample period for this analysis is from 27 June 2006 to 25 June 2013. The 
sample length is restricted by the data availability of one of our key explanatory 
variables. However, our sample length of approximately 7 years with 367 weekly 
observations in total is large in comparison to those in the published literature, and 
covers a wide range of different behaviours for the option volatilities. 
3.2.3 Time variation of the component of the volatility smile across maturities 
In Figure 3.3 we plot the time series of traded volatilities for zero Delta straddle, 25 
Delta risk reversal and 25 Delta butterfly for thirteen different maturities for AUD, 
EUR and JPY. Since these three traded volatility quotes represent the level, skew and 
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curvature of the volatility smile for each maturity, we are able to compare changes in 
the shape of the volatility smile between short, medium and long maturities over time. 
This figure is also informative for the time variation in the volatility surface, which is 
constructed as a combination of the volatility smile and different maturities. The time 
variation of the volatility surface exhibits similar features among the three currencies. 
From early 2007 the level of the volatility surface shows a slow upward trend and 
then a substantial increase in the period from September to October 2008;a slow 
trend downward has occurred more recently. Judging from the level of the volatility 
smile among different maturities for the three currencies, we can see that the term 
structure of the volatility surface was extremely inverse in the period September to 
October 2008, owing to the more rapid increase in the level of the short-term 
volatility smile, and thereafter the term structure of the volatility surface slowly 
trends from inverse to normal. Notably, the skewness and curvature of the volatility 
surface also experienced a substantial variation in the period of the global financial 
crisis (GFC) and remained quite volatile during the rest of our sample period.
4
 
                                              
4
You may find 25 Delta butterfly charts have strange looking data at the beginning of 
the sample for all three currencies. This is because, before 2008, 25 Delta butterfly 
quotes for these three currencies do not change often in a daily basis.  
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Figure 3.4Time series data of the traded volatility quotes for zero Delta straddle, 25 Delta risk reversal and 25 Delta butterfly 
Panel A.(AUD)  Zero Delta straddle 25 Delta risk reversal 25 Delta butterfly 
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Panel B.(EUR) Zero Delta straddle 25 Delta risk reversal 25 Delta butterfly 
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Panel C.(JPY) Zero Delta straddle 25 Delta risk reversal 25 Delta butterfly 
     
Note: This figure shows time series of traded volatility quotes for zero Delta straddle, 25 Delta risk reversal and 25 Delta butterfly of 14 different maturities from 27 June 2006 to 25 
June 2013 for AUD, EUR and JPY respectively. The left Y axis represents the volatilities (%); and the right Y axis represents the level of the spot rate of corresponding currency. 
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3.2.4 Summary statistics of option volatilities 
Figure 3.3 displays the mean and standard deviation of weekly change of volatilities 
for AUD, EUR, and JPY. An apparent feature observed here is that the standard 
deviation of weekly change of option volatilities dampens with increase in maturity. 
This finding suggests that long-dated volatilities do not change to the same extent as 
short-dated volatilities. 
Based on the figures, a natural question here is what drives the variation of the 
volatility surface. Hypotheses developments and methodology of testing these 
hypotheses are introduced in the following chapter. 
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Figure 3.5Statistics of mean and standard deviation of weekly change of option volatilities 
Panel A. Average weekly change of option volatilities in: 
(AUD) (EUR) (JPY) 
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Panel B Standard deviation of weekly change of option volatilities in: 
(AUD) (EUR) (JPY) 
 
Note: This figure shows the average weekly change and standard deviation of weekly change of option volatilities for 5 different option moneyness and 13 different maturities. 
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3.3 Methodology 
3.4 Hypotheses developments 
Our first hypothesis is that the determinant of the variation of the volatility surface is 
not exclusively the change in the level of the spot rate: other variables have an effect 
as well. These variables collectively reflect any change in market expectation of the 
future higher moments of the underlying asset price dynamics, in market sentiment, 
and in the hedging cost of option books. The proposed set of explanatory variables in 
this thesis will be discussed in a later section. 
Our second hypothesis is that under different market conditions there are different 
exogenous variables governing market concern about the market condition in the 
future, and therefore of the variation of the volatility surfaces.  
Testing the second hypothesis involves employing a structural break test to test the 
stability of the regression relationship between the volatility surface and explanatory 
variables; the methodology for doing this will be discussed later. There are two 
major reasons to test this hypothesis. First, there is no theory to show that the 
relationship between the explanatory variable and the variation of volatility surface 
should be constant in the first place. On the contrary, Derman (1999) suggests that 
the sign of the correlation-coefficient between the spot rate and the level of volatility 
changes over time as the model that governs the volatility surface switches. Second, 
since our sample period covers the most recent GFC and Euro-zone sovereign debt 
crisis (ESDC), by imposing a structural break test we are able to see the sensitivity of 
the volatility surfaces to proposed explanatory variables changes when market 
conditions switch from an extremely high degree of risk reversion (during the GFC 
and ESDC) to a normal degree of risk reversion.  
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In order to test these two hypotheses, we need a model to quantify the variation of 
the volatility surface, which will be introduced in the following section. 
3.4.1 Estimation method 
In order to study the determinants of the evolution of the volatility surface, the 
variation of the volatility surface has to be quantified. We follow Chalamandaris and 
Tsekrekos (2013) andMixon (2002)in using a factor model to model the change of 
the volatility surface. The idea behind using a factor model is to reduce the multiple 
dimensions of option volatility data series with different moneyness and maturity to 
several common factors which are able to explain a large portion of the total variance 
of the original multiple dimension series. The model specification is as follows:  
                           
       Eq.3.18 
Where,      is a     vector of the volatility change at time period t.   is     
matrix of factor loadings.   is   , a vector of common shocks at time period t.   
is     a vector of random residuals at time period t.  
Unlike the multivariate regression model, both  and  have to be estimated. There 
are many ways to do this. Following Chalamandaris and Tsekrekos (2013), we use 
the method of asymptotic principal components to estimate consistently the common 
factors and the coefficient term. The consistency of this estimator has been 
established by Bai and Ng (2002) and Stock and Watson (2002). The estimates of 
 and  are obtained by solving  
         
    
 
   
∑ ∑              
 
 
   
 
   
 Eq.3.19 
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Where,  is the number of volatilities,  is the number of the single time period. This 
is the least square estimation criteria. To ensure the solution does not go to infinity, 
the optimisation is solved by imposing     constraint. It turns out that one of the 
solutions for Eq.3.19is given by ( ̂   ̂ where   ̂  [ ̂  ]   √  ̂  ,…, √  ̂ ] and 
 ̂ is the eigenvector of theestimated covariance matrix of the volatility dynamics 
series with  largest eigenvalue.  ̂       ̂    . 
An alternative is to use the maximum-likelihood method. This assumes     are joint 
normal distribution with a mean of   and the covariance matrix equal to    +    . It 
requires an initial guess of the number of the common factor. Since this method 
requires an extra assumption about the joint distribution of the     series, it brings 
additional risk; to avoid this, we employed the asymptotic principal components 
approach to estimate the factor loading and common factor vector.  
There may be concern that the serial correlation property in the volatility series
5
will 
undermine the consistency of the estimate of the factor loadings and common factors. 
However, Stock and Watson (2002) demonstrate that such a concern can be eased 
when one estimates the factor loading and common factor in an asymptotic principal 
components approach. 
The number of factors we employ in the factor model is four. Four factors explain 
over 95% of our sample. The volatility surface variation and the marginal increase in 
                                              
5
 We note that option volatilities show a high degree of serial correlation in our volatility sample and 
sample period.    
 32 
explanatory power improves by less than 1.5% when adding an extra factor; hence, 
using four factors is considered a reasonable choice. 
One alternative approach to estimating the volatility surface dynamics is to model the 
change of the coefficient parameter from the best fitted polynomial equation that 
quantifies the volatility surface, to represent the change in the shape of the volatility 
surface over the time. For example, Goncalves and Guidolin (2006)offer the 
following specification: 
                  
                      Eq.3.20 
Where    is the random error term,  =1, 2, 3,. . . ,N and N is the number of options 
available at each time t.      is the natural log of the GK volatility for option i.  
  and  are the moneyness and the time to maturity of option i, respectively. To 
parameterise the volatility surface, term    is designed to capture the skewness of the 
volatility smile, while term    represents the curvature of the volatility smile.    
controls for the slope of the term structure of volatility, and           captures the 
interaction effect between the skewness of the volatility smile and the time to 
maturity.  
In order to study the dynamics of the volatility surface, at each time t such a 
parametric equation is fitted to the volatility surface and the estimated coefficients 
are recorded. Since each of the coefficients capture an aspect of the volatility surface, 
the analysis of the dynamics of the volatility surface is then reduced to the dynamics 
of the estimated coefficients. 
We do not consider this approach to estimate the variation of the volatility surface 
because although this parametric model of quantifying the volatility smile is 
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convenient for interpretation, as are all parametric models, it effectiveness depends 
on its goodness of fit to the volatility data. Therefore, an effort has to be made to get 
the best parametric equation possible. For example,Pena, Rubio, and Serna 
(1999)compared the goodness of fit of a set of parametric equations to the volatility 
smile data before conducting regression analysis. Such an extra step causes 
inconvenience in operation; when moving on to analyse many countries’ volatility 
surfaces, this inconvenience is magnified, as each volatility surface may need a 
different form of parametric equation to describe it.  
3.4.2 The explanatory variables 
The statistical factor model simply summarises the variation in the volatility surface 
through the estimated factor loadings, and cannot make any prediction or theoretical 
explanation of the future evolution of the volatility surface. This is because the latent 
factors are endogenously obtained from the linear combination of the option 
volatilities; the latent factors will not be known until the option volatilities are known. 
If we want to understand the driving force behind the volatility surface for predictive 
purposes, we need to build a model to explain the dynamics of the latent factors in 
the first place. For example, Chalamandaris and Tsekrekos (2009) model the latent 
factors using vector auto regression to test the predictability of volatility surface 
dynamics. Cont and Fonseca (2002) propose using mean reverting Ornstein–
Uhlenbeck processes to model the latent factor dynamics of option volatilities. Since 
understanding the relationship between state variables and the dynamics of volatility 
surface is the focus of this thesis, the latent factor is modelled by a related state 
variable, using a standard linear multivariate regression model. The following 
paragraphs introduce the proposed related explanatory variables. 
 34 
a. Spot rate (SPOT) 
There are two basic reasons that motivate us to include the weekly spot return as an 
explanatory variable. First, even though the relationship between spot return and 
option volatility has been studied extensively in the equity market by Bollerslev and 
Zhou (2006),Derman (1999),Hibbert, Daigler, and Dupoyet (2008) and others, there 
are few analyses of the relationship between spot return and option volatility in the 
currency market. Most of the existing literature either focuses on single option 
volatility(usually money volatility), as do Kim and Kim (2003), or on option 
volatilities with single maturity, as do Deuskar, Gupta, and Subrahmanyam 
(2007).We fill this gap by studying the relationship between the spot rate return and 
variation of volatility surface in the currency option market. Secondly, exploring the 
correlation between the spot return and the variation of volatility surface has an 
important hedging implication, as the effectiveness of a Delta hedge of an option 
largely depends on the assumption that option volatility is uncorrelated with spot 
return. By studying the spot return and volatility surface relationship, we should be 
able to determine the effectiveness of the Delta hedge for options across maturity and 
moneyness. We do not use forward rate return because we want to see the separate 
impacts of the spot rate and interest rate differentials on the variation of volatility 
surface.  
We calculate the weekly spot return as: 
        
                     
           
 Eq.3.21 
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b. Realised volatility (RV) 
The relationship between realised volatility and option volatility can be better 
understood with a close look at the instantaneous trading profit and loss (P&L) for a 
trader who longs an option and dynamically Delta hedges its position(Carr and 
Madan 2001). It is given by: 
     
 
 
    (
  
 
)
 
   
     Eq.3.22 
Where  
  is the option volatility at which the option was purchased and         is 
the spot volatility realised during the small time interval  . Γ             
 √   
represents GK Gamma of the option. “B” denotes BSM. 
One can see from the equation above that in order to yield an instantaneous positive 
payoff from a long option position combined with a dynamic Delta hedging strategy, 
a trader wants the realised volatility to be larger than the option volatility. A trader 
who shorts an option and dynamically Delta hedges wants the realised volatility to be 
smaller than the option volatility. In an equilibrium condition, the realised volatility 
should be equal to the implied volatility to give a zero expected P&L; hence, it is 
considered that volatility should be closely and positively related with realised 
volatility. It is noted that the instantaneous P&L of dynamic Delta hedging is also 
dependent on the path of the spot rate since   is dependent on the level of the spot 
rate. Empirical work such as that of Chalamandaris and Tsekrekos 
(2013)demonstrates the close relationship between option volatility and realised 
volatility. The estimated realised volatility is calculated as: 
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     √
∑          ̂  
 
   
   
 Eq.3.23 
Where        is the daily return of currency rate on        day.  ̂  is the 
estimated mean return during the past   trading days.   is set as 30 to give more 
weight on the recent realised volatility. 
c. Volatility of volatility (VOV) 
Volatility of volatility measures the stability of the volatility surface itself. This 
variable is calculated as the standard deviation of one-month straddle quotes over 30 
trading days. The estimated volatility of volatility is calculated as:  
      √
∑          ̂  
 
   
   
 Eq.3.24 
Where        is the daily percentage change of one-month straddle quotes on the  
      day.  ̂ is the estimated mean daily percentage change of volatility during 
the past   trading days.   is set as 30 to give more weight to recent information.  
The reason for considering this variable is that the hedging cost of an option book is 
closely related to the stability of the volatility surface. Specifically, in a period with 
stable/unstable volatility surface, fewer/more hedging activities have to be 
undertaken by market markers to hedge an additional option to achieve a neutral 
position or a certain risk limit; therefore, the price of an option should 
increase/decrease in this period, and this should be reflected in the currency option 
market as a change in the volatility surface.  
d. Correlation between spot rate and ATM volatility (COR) 
Spot-ATM volatility correlation is calculated as: 
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                                        Eq.3.25 
where,        is the daily return of spot rate;        is the daily percentage change 
of the one-month zero Delta straddle quotes.  ̂ is the mean daily percentage return 
ofin the past   trading days.  ̂ is the mean daily percentage change of one-month 
zero Delta straddle quotes in the past   trading days.    is the standard deviation of 
the daily percentage return of spot rates in the past   trading days.    is the standard 
deviation of the daily percentage change of one-month zero Delta straddle quotes in 
the past   trading days. To be consistent with the calculation of realised volatility 
and volatility of volatility, n is set as 30. 
The reason for including this variable is that from the traders’ point of view there is 
an advantage to long risk reversal (buy OTM call and sell OTM put) when they 
believe that there is a positive correlation between ATM volatility and spot return. 
This advantage comes from the positive Vanna position of this trading portfolio. 
Vanna is the change of Vega of an option portfolio when there is a unit change in the 
underlying asset price. When there is a positive correlation between spot rate and 
option volatility, the future value of an option portfolio with positive Vanna will 
always dominate the future payoff of a portfolio with negative Vanna. To illustrate 
the point, if an investor has a positive Vanna position where volatility and spot rate 
positively correlate with each other, an increase in option volatility will increase the 
Vega position as a contemporaneous increase in the spot rate. A decrease in volatility 
with a decreased Vega position is due to a contemporaneous decrease in the spot rate. 
A positive correlation between volatility and spot rate makes a long positive Vanna 
strategy a win-big and lose-small situation; consequently, the price of a positive 
 38 
Vanna strategy should be closely related to the correlation between volatility and 
spot rate. Since long 25 Delta risk reversal is an option portfolio with positive Vanna, 
we can expect the correlation between volatility and spot rate to be positively related 
to the price of a 25 risk reversal trading portfolio; hence the skew of the volatility 
surface. In addition, correlation between spot rate and option volatility is also 
informative about the third moment of the underlying asset distribution. Specifically, 
with the positive (negative) spot rate and option volatility, we expect to see a positive 
(negative) skewed distribution of underlying asset return (Heston 1993), and 
consequently a change in correlation between spot rate and option volatility, related 
to the variation of volatility surface. 
e. Positive and negative extreme returns (CRASH and SPIKE) 
We define the occurrence of extreme return as any daily returns that exceed two 
standard deviation of weekday daily return in our sample period. This is consistent 
with Vilkov and Yan (2013), who use two standard deviation of currency daily return 
to represent a market spike or crash. The assumption here is straightforward: that 
extreme movement causes good/bad market sentiment, which results in change to the 
volatility surface. In the S&P 500 option market, Low (2004) finds extreme return 
increase option volatility in a large magnitude.  
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f. Net long position (NL) 
This variable is the weekly change of the net long position in the currency futures 
contracts of large speculators.
6
NL reveals the average expectation of the future 
direction of the currency rate, and serves as a proxy for market sentiment
7
. A 
comprehensive empirical study of the market sentiment effect on S&P500 volatility 
skew can be found in Han (2008), who argues that the skew moves in the same 
direction as market sentiment. We include this variable to test whether market 
sentiment and the belief of the future direction of the currency rate have the same 
impact on the shape of the volatility smile in the currency option market. The data 
for this variable is available from the official website of the US Commodity Futures 
Trading Commission, recorded every Tuesday and released every Friday. To be 
consistent with the recorded date of net long position, our weekday data for all other 
variables starts on every Tuesday.  
g. Implied interest rate differential (INTDF) 
Implied interest rate differential is calculated using the 12-month forward rate. This 
variable assesses the possible connection between changes in the currency interest 
rate differential and variation of volatility surface dynamics. It is calculated as 
                                              
6 The Commodity Futures Trading Commission defines larger traders in the three categories of market 
dealer, asset manager and leveraged funds; following this, asset managers and leveraged funds are 
deemed large speculators in this thesis. 
7 “Investor sentiment, defined broadly, is a belief about future cash flows and investment risks that is 
not justified by the facts at hand” quoted from Malcolm Baker and Jeffrey Wurgler (2007). Han used 
three proxies to measure the market sentiment: 1. Investors intelligence’s weekly surveys of 
approximately 150 investment newsletter writers” 2. Net position of large speculators; the data is from 
CFTC. 3. Sharpe’s (2002) valuation errors of S&P 500 index. I used the net position of large 
speculators as a market sentiment proxy.  
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 Eq.3.26 
Where, F is the 12 month forward rate and S is the spot rate.  
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3.4.3 The regression model 
To study the determinants of the evolution of the volatility surface, for each currency 
pair the variation of the volatility surface is summarised in four latent factors. Each 
factor is modelled as follows: 
   
 
      
 
      
 
    
 
    
 
    
 
     
 
    
 
     
 
    
 
      
 
    
 
      
 
    
 
    
 
    
 
       
 
   
 
 
Eq. 3.27 
  
 
   
 
      
 
 
 
Eq. 3.28 
Where    
 
 represents the  th latent factor of   currency pair. Following Mixon (2002), 
the error term is modelled as a first order moving average process.   
 
 represents the 
residual of modelling the error term. The description of these explanatory variables is 
illustrated in Table 3.1. It is noted that      
 
 and    
 
 are weekly absolute changes, 
whereas other variables are all percentage changes. The reason for setting it this way 
is that correlation and net long position can be negative values; therefore, if a 
percentage change were to be used, the result would be misleading. For example, a 
positive return should be recorded when a value moves from negative to positive, but 
when using percentage change to measure this change of value, the return is recorded 
as negative. 
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Figure3.6The explanatory variables 
Explanatory variables Description  
      
 
 Weekly return of currency j 
     
 
 
Weekly percentage change of volatility of 
volatility of spot rate for currency j 
     
 
 
Weekly absolute change of spot and one month at 
the money correlation for currency j 
      
 
 
Dummy variable receiving “1” if there has been 
an extreme negative daily return occurred in the 
last week days, otherwise“0” 
      
 
 
Dummy variable receiving “1” if there has been 
an extreme positive daily return occurred in the 
last week days, otherwise “0” 
    
 
 
Weekly absolute change of net long position of 
larger speculators for currency j 
       
 
 
Weekly percentage change of the interest rate 
differential between two currencies for currency 
pair j. 
3.4.4 Methodology of detecting structural breaks 
To test our second hypothesis that under different market conditions there are 
different exogenous variables governing market concern about the future market 
condition, and therefore the variation of volatility surfaces, we employ a structural 
break test to examine the stability of the regression relationship between the variation 
of the volatility surface and possible explanatory variables. To detect the number of 
breaks and break dates in the regression relationship during our sample period, we 
employ the method of sequential estimation introduced by Bai and Perron (1998). 
This amount to first testing the null hypothesis of no structural break against the 
alternative hypothesis of a single break: if the null hypothesis is rejected, then a new 
null hypothesis of a single break versus an alternative hypothesis of two break points 
is tested. This procedure repeats until the test fails to reject the null hypothesis. 
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Under this method, to test the null hypothesis of no additional structural break, the 
break date must first be estimated by numerically finding a break date that minimises 
the sum of squared regression error (SSE). The significance of this break date is then 
judged by whether the amount of reduction in the SSE in the new model exceeds 
some critical value. This critical value at some different significant level is provided 
in Bai and Perron (2003). If the proposed break date is too near the beginning or end 
of the sample, the estimates and tests can be misleading; therefore, the candidate 
break dates are usually bounded within the region         which are generally set as 
the top and bottom 15% (the trimming percentage) of the observation dates. 
Since, in our regression setting we have two dummy variables that respectively 
capture spike and crash, we find that a low trimming percentage causes the issue of a 
singular matrix in the numerical procedure of finding break dates. We set the 
trimming percentage at a level that prevents this issue. In the case of AUD and JPY, 
the trimming percentage is set at 20%. For EUR, the trimming percentage is set at 
25%. Since we have a relative small sample with 367 observations in terms of 
performing structural break test and large trimming percentages, we accept a 
maximum of two breaking dates in the numerical procedure to avoid misleading 
estimates, which may be raised from issues of perfect sub-sample fit because of tiny 
sub-sample sizes. To be consistent with the settings in the previous regression, we 
use the Newey–West estimator to correct for the presence of heteroskedasticity and 
serial correlation in the residual series. In addition, in finding the break dates, we 
allow the residual distribution to differ across the sub-samples.  
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4 Empirical results 
4.1 Introduction 
The previous chapter introduced the data and methodology for exploring the 
determinants of the evolution of the volatility surface. This chapter presents the 
results of this empirical analysis. It contains a description of the estimation results of 
volatilities from the factor model, and the full sample regression result analysis, 
structural break analysis, and sub-sample regression result analysis. 
4.2 Estimation result 
4.2.1 Principle component analysis 
Table 4.1 demonstrates the proportion of variance explained by the four latent factors 
for AUD, EUR and JPY. This proportion is calculated from the eigenvalue of the 
corresponding eigenvector of the option volatility correlation matrix, divided by the 
total eigenvalue. For each currency during the sample period, factor 1 and factor 2 
together explain approximately 90% of the variance of the volatilities; factor 1 alone 
explains around 80% of the variance. Factors3 and 4 together account for 
approximately 7% of the variance. The four factors collectively explain over 95% of 
the sample the volatility surface variation. 
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Table 4-1The proportion of variance explained by the four factors for AUD, EUR and JPY 
  AUD   EUR   JPY 
  Eigenvalue Proportion   Eigenvalue Proportion   Eigenvalue Proportion 
Factor1  48.21 74%   52.56 81%   52.24 80% 
Factor2 8.46 13%   5.54 9%   5.79 9% 
Factor3 3.48 5%   2.38 4%   3.12 5% 
Factor4 2.05 3%   1.66 3%   1.37 2% 
Total variance explained  96%     96%     96% 
Note: This table shows the proportion of variance of the variation of the volatility surface explained by the first 
four factors for AUD, EUR and JPY respectively. These factors are estimated by the asymptotic principle 
component approach, as shown inStock and Watson (2002). 
4.2.2 Factor loading 
Factor loadings represent the sensitivity of option volatilities to the corresponding 
latent factor. In the study of volatility in currency options, factor loadings are plotted 
against two dimensions, since volatilities can be described by moneyness and 
maturity. Figures 4.1, 4.2 and4.3 display the three-dimensional graph for the factor 
loadings of volatility dynamics in the AUD, EUR and JPY currency options. These 
factor loadings have not been rotated since the patterns of the original factor loadings 
across moneyness and maturity have already given a clear indication of the character 
of all four factors. 
For the three currencies, factor 1 may be interpreted as a shock that affects 
volatilities for all maturity and moneyness, in the same sign and by approximately 
same size. This factor can therefore be referred to as parallel shift, meaning that any 
increase in this factor leads to a uniform increase in the level of the volatility surface 
across both maturity and moneyness. 
For the three currencies, factor 2 may be interpreted as a shock that affects both the 
long maturity and short maturity volatilities, with opposite signs. In particular, the 
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magnitude of the sensitivity of volatilities to these factors shows strong linear 
dependence on maturity for EUR and JPY, and less for AUD. We interpret this factor 
as the slope shift of the term structure of volatility.  
Factor 3 (in the case of EUR and JPY) and Factor 4 (in the case of AUD) may be 
interpreted as the slope shift of the strike structure, meaning a positive shock in this 
factor increases the OTM call and decreases the OTM put volatilities. Inspection 
shows that long maturity volatilities are more sensitive to this factor than short 
maturity volatilities. For JPY, 25 Delta volatilities tend to be more sensitive to this 
factor than 10 Delta volatilities. 
Factor 3 (in the case of AUD) and Factor 4 (in the case of EUR and JPY) may be 
interpreted as the curvature of the term structure of volatilities, meaning that any 
increase in this factor increases both long maturity and short maturity volatilities, but 
decreases medium maturity volatilities.  
Over 95% of the variation in volatility surfaces takes the forms of a shift in level, a 
slope shift of the volatility strike structure, a slope shift of the volatility term 
structure, and a curvature shift of the volatility term structure. For all three currencies, 
the shift in level and the slope shift of the volatility term structure are the dominant 
form of variation; hence it is considered that the volatility surface dynamics for these 
three currencies are acting in a consistent way
8
, they are acting in a consistent way in 
                                              
8
Visual inspection of Figure 4 indicates that the factor loading for Factor 2 appears different for the 
EUR/USD than the other currencies.  In the absence of theoretical guidance, we cannot comment on 
this further. 
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a sense that the dominant forms of variation of all the three volatility surfaces are the 
level shift of volatility surface and slope shift of volatility strike structure. 
The next section presents the summary statistics and regression result of factors on 
the related variables proposed in the previous chapter. 
Figure 4.1Estimated factor loading in the case of AUD 
 
 
Figure4.2Estimated factor loading in the case of EUR 
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Figure4.3Estimated factor loading in the case of JPY 
 
 
Note: Figures 4, 4.2 and 4.3 show the estimated factor loading of the first four factors in the case of AUD, EUR 
and JPY. These four factors come from the factor model that quantifies any variation of the volatility surface for 
AUD, EUR and JPY. The factor loadings are estimated using an asymptotic principle component approach, as 
shown in Stock and Watson (2002).Our sample period for the volatility surface data is from 27 June 2006 to 25 
June 2013. 
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4.3 Regression result 
4.3.1 Summary statistics and introduction to the regression result 
Table 4.2 shows the summary statistics of the dependent and independent variables. 
Jarque–Bera statistics show these variables are all non-normally distributed, with 
significant excess kurtosis and skewness. The augmented Dicky Fuller test shows 
these variables are stationary, which allows one to conduct standard multivariate 
regression. Among the factors for all three currencies, standard deviation is the 
largest for factor1 and smallest for factors 3 or 4, which is consistent with factor 
estimation in an asymptomatic principle component setting, where the first few 
factors should explain most of the variation of the volatility surface. 
In Tables 4.3, 4.4 and 4.5, Panel A reports the regression result for each of the four 
factors on the related explanatory variables for AUD, EUR and JPY. Since these 
factors represent four sources of variation in the volatility surface, we shall refer to 
them in the tables as the parallel shift, the slope shift of the volatility term structure, 
the slope shift of the volatility strike structure, and the curvature shift of the volatility 
term structure. Following Mixon (2002), the first-order moving average term (MA 
(1)) is included to correct for possible auto-correlation in the regression residual. To 
compare the explanatory power of individual explanatory variables to the variance of 
each of the four forms of the volatility surface variation, Panel B presents the 
marginal effect of one standard deviation of positive change in explanatory variables 
to the four factors.  
Since Tables 4.3, 4.4 and 4.5 are not straightforward illustrations of how the 
volatility surface changes given a change in individual explanatory variables, to aid 
understanding and interpretation, Figure 4.4 describes the expected changes in the 
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volatility surfaces conditional on one standard deviation positive change in the 
significant explanatory variables. We shall start our analysis with Tables 4.3, 4.4 and 
4.5 to search for major determinants of the volatility surface, then move to Figure 4.4 
to identify how a change in each individual major determinant variable shapes the 
volatility surface. 
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Table4-2 Summary statistics of the dependent and independent variables 
 Mean Median Maximum Minimum Std. Dev. Skew Kurtosis Jarque-Bera ADF 
Panel A Summary statistics (AUD)             
Factor1 0.0130 -0.0352 5.4111 -4.6961 1.0433 0.9395 9.6103 722.169* -21.05* 
Factor2 -0.0002 0.0064 3.0043 -2.9154 0.4367 -0.0432 16.7278 2881.847* -25.13* 
Factor3 0.0035 -0.0010 3.0316 -2.6924 0.4984 -0.1461 12.6455 1423.988* -23.553* 
Factor4 -0.0046 0.0007 1.2988 -1.7091 0.2340 -0.8521 16.1712 2697.219* -18.371* 
∆SPOT 0.0008 0.0020 0.0898 -0.1092 0.0196 -0.5056 7.1208 275.3013* -18.375* 
∆RV 0.0067 0.0006 0.5894 -0.2819 0.1165 1.3673 7.5344 428.761* -9.890* 
∆VOV 0.0148 -0.0052 1.8842 -0.5746 0.1939 4.8247 43.7570 26825.3* -8.904* 
∆COR -0.0004 0.0049 0.4867 -0.4815 0.1223 -0.0799 5.2527 77.988* -19.028* 
∆NL -0.0231 0.0923 6.1181 -5.7354 1.2083 -0.1748 6.1342 152.085* -15.971* 
∆INTDF 0.0000 -0.0001 0.0062 -0.0044 0.0014 0.6956 5.6049 133.362* -15.023* 
Panel B Summary statistics (EUR) 
 
          
Factor1 0.0028 -0.0015 5.0725 -3.0421 0.6948 0.9474 12.2316 1354.403* -22.72* 
Factor2 0.0004 -0.0075 2.6132 -1.9709 0.4485 0.2266 8.3312 436.566* -17.3074* 
Factor3 -0.0034 -0.0046 0.7444 -0.5786 0.1348 0.4228 8.8487 532.572* -19.371* 
Factor4 -0.0001 0.0050 0.6149 -0.8485 0.1510 -0.4511 6.9238 247.204* -13.564* 
∆SPOT 0.0002 0.0012 0.0832 -0.0408 0.0152 0.1803 4.8633 54.931* -18.520* 
∆RV 0.0023 -0.0024 0.2854 -0.2339 0.0762 0.2862 3.8197 15.244* -8.377* 
∆VOV 0.0100 -0.0020 0.8236 -0.3661 0.1456 1.6171 10.0816 924.277* -9.887* 
∆COR -0.0013 -0.0037 0.4900 -0.5652 0.1264 0.1975 5.0970 69.437* -13.475* 
∆NL -0.0110 0.0553 4.0028 -4.1563 1.3886 0.1148 3.3974 3.202* -19.353* 
∆INTDF 0.0001 0.0001 0.0052 -0.0094 0.0013 -1.6954 16.5957 2994.194* -12.084* 
Panel C Summary statistics (JPY)             
Factor1 0.0160 -0.0492 10.3495 -5.9276 1.0500 2.4774 31.3893 12699.72* -26.340* 
Factor2 -0.0011 0.0189 3.9432 -5.2306 0.5705 -1.3493 27.9383 9621.547* -28.193* 
Factor3 0.0023 0.0100 1.0172 -1.5385 0.2502 -1.3768 13.2426 1720.208* -10.327* 
Factor4 0.0020 -0.0007 3.0957 -2.2936 0.3567 0.9100 23.1570 6263.724* -19.242* 
∆SPOT -0.0005 -0.0006 0.0580 -0.0467 0.0143 0.0754 4.2299 23.477* -19.253* 
∆RV 0.0103 -0.0020 0.9215 -0.5502 0.1371 1.1372 10.5720 955.843* -12.087* 
∆VOV 0.0188 -0.0051 1.6027 -0.6480 0.2164 2.9895 18.6187 4276.954* -9.296* 
∆COR 0.0004 0.0008 0.4965 -0.9998 0.1406 -0.8461 10.4824 899.908* -12.532* 
∆NL -0.0198 0.0104 6.7878 -8.6920 1.6568 0.0613 6.4797 185.388* -18.263* 
∆INTDF 0.0001 0.0001 0.0071 -0.0068 0.0012 0.4989 11.7645 1189.877* -17.700* 
Note: Factors 1, 2, 3, and 4 in panels A, B, and C are factors that summarise changes in the volatility surface of 
AUD, EUR and JPY. ∆SPOT is the weekly return of the spot rate. ∆RV is the weekly percentage change of the 
realised volatility. ∆VOV is the weekly percentage change of the volatility of one-month zero Delta straddle 
quotes. ∆COR is the absolute change in the correlation between the spot rate and the one-month zero Delta 
straddle quotes. ∆NL is the absolute weekly change in the net long position in AUD currency by large 
speculators, divided by 10,000 for comparison purposes. ∆INTDF is the weekly percentage change in interest 
rate differential, calculated using the one-year forward rate divided by spot rate. It can be understood as the 
weekly percentage change in the ratio of domestic to foreign interest rate. The Jarque–Bera and ADF test 
values are also reported (an intercept has been included in the test equation). * denotes rejection of the null 
hypothesis at the 1% level. The null hypothesis for the Jarque–Bera and ADF tests is that the series is normally 
distributed and has a unit root. 
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4.3.2 Regression results of factors on the related explanatory variables 
Table 4.3 shows that for AUD, spot return and realised volatility are the only 
variables that show significance. Panel B shows that the magnitude of the marginal 
effect of the spot return is about twice as large as realised volatility, meaning the 
volatility surface in AUD is particularly sensitive to spot rate changes. It is worth 
noting that there is no significant evidence to show that jumps in spot return are 
related to the variation of volatility surface, which contradicts Low (2004) who 
argues that option market risk perception is closely related to extreme events. 
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Table 4-3 Regression result of factors on the explanatory variables in AUD 
In the case of 
AUD       
Panel A 
Regression result  
The parallel shift  The slope shift of 
volatility term 
structure 
 The slope shift of 
volatility strike 
structure 
 The curvature 
shift of volatility 
term structure         
Intercept 0.0080   -0.0189   0.0307   -0.0041 
  [0.218]   [-1.336]   [1.785]   [-0.511] 
∆SPOT -20.5407   4.8329   -5.9672   4.6734 
  [-3.659]**   [2.996]**   [-2.342]*   [4.605]** 
∆RV 1.9866   -0.7936   1.2280   -0.0739 
  [2.771]**   [-2.222]*   [2.544]*   [-0.553] 
∆VOV 0.0524   0.0731   -0.0694   -0.1229 
  [0.131]   [0.667]   [-0.438]   [-1.207] 
∆COR 0.1224   -0.0226   0.0825   0.1239 
  [0.242]   [-0.110]   [0.302]   [0.916] 
SPIKE -0.3313   0.1205   -0.2191   0.11 
  [-1.279]   [1.079]   [-1.509]   [1.515] 
CRASH 0.3663   0.0974   -0.1173   -0.1176 
  [1.289]   [0.928]   [-0.785]   [-1.574] 
∆NL -0.0249   0.0294   0.0097   -0.0071 
  [-0.386]   [1.030]   [0.302]   [-0.517] 
∆INTDF 31.8051   -10.5764   9.7767   -7.3206 
  [0.795]   [-0.531]   [0.360]   [-0.541] 
MA(1) -0.1724   -0.3017   -0.2743   -0.0109 
  [-2.096]**   [-3.811]**   [-3.053]**   [-0.080] 
                
Observations: 367   367   367   367 
R-squared: 0.3950   0.2430   0.2270   0.326 
F-statistic: 25.9400   12.7100   11.6200   19.167 
Probability (F-
stat): 
0.0000   0.0000   0.0000   0.0000 
Panel B standardised marginal effect of 
significant variables 
          
∆SPOT -0.4186   0.0985   -0.1216   0.0952 
∆RV 0.2447   -0.0977   0.1513     
∆VOV               
∆COR               
∆NL               
∆INTDF               
Note: ∆SPOT is the weekly return of the AUD. ∆RV is the weekly percentage change of the realised volatility. ∆VOV is the 
weekly percentage change of the volatility of one-month zero Delta straddle quotes. ∆COR is the absolute change in the 
correlation between the spot rate and the one-month zero Delta straddle quotes. SPIKE is the AUD experienced extremely 
positive daily return in the past five trading days. CRASH is the AUD experienced extremely negative daily return in the past 
five trading days. The extreme negative daily return is defined as two standard deviations of daily spot rate return in the sample 
period. ∆NL is the absolute weekly change in the net long position in the AUD currency by large speculators, which is divided 
by 10,000 for comparison purposes. ∆INTDF is the weekly percentage change in interest rate differential, calculated by using 
the one- year forward rate divided by spot rate. It can be understood as the weekly percentage change in the ratio of domestic 
interest rate to foreign interest rate. The dependent variables are the four factors that summarise the dynamics of the volatility 
surface. MA(1) refers to the moving average correction of order 1. The standardised marginal effect of significant variable is 
calculated as the coefficient times one standard deviation of positive change in that variable. The Newey–West estimator is used 
to construct the variance-covariance matrix of the residual term. Sample period is from 27th June 2006 to 25th June 2013. One 
and two asterisks denote rejection of the null hypothesis of a zero coefficient at the 1% and 5% level, respectively. 
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In EUR, we find volatility of volatility and interest rate differentials play a major role 
in explaining the parallel shift and the slope shift of the volatility term structure. It is 
worth noting that spot return is not significantly related to the parallel shift in the 
volatility surface; however, it is significantly related to the slope shift of the volatility 
strike structure. This implies that the spot return affects the OTM call volatility and 
OTM put volatility in different signs. Although some significance shows up on spot-
ATM volatility correlation and net long position, the small standardised marginal 
effect shows these cannot be considered major determinants. As with AUD, we find 
no jumps affecting the volatility surface in EUR. 
  
 55 
Table 4-4 Regression result of factors on the explanatory variables in EUR 
In the case of EUR       
Panel A Regression result  
  
The parallel shift   The slope shift of 
volatility term 
structure 
  The slope shift of 
volatility strike 
structure 
  The curvature shift 
of volatility term 
structure 
Intercept -0.0412   -0.0176   -0.0005   0.001 
  [-1.885]   [-1.266]   [-0.068]   [0.193] 
∆SPOT -3.0428   -0.6398   5.0445   1.049 
  [-0.604]   [-0.315]   [6.626]**   [1.321] 
∆RV 0.4383   0.2701   0.0957   0.0481 
  [0.886]   [1.023]   [1.065]   [0.472] 
∆VOV 1.1770   0.4540   -0.0970   -0.0554 
  [4.768]**   [3.061]**   [-1.920]   [-1.235] 
∆COR 0.3525   0.0679   0.1076   -0.0791 
  [1.318]   [0.408]   [2.385]*   [-1.261] 
SPIKE 0.0572   -0.0256   -0.0184   -0.0069 
  [0.406]   [-0.229]   [-1.003]   [-0.258] 
CRASH 0.2171   0.1223   -0.0153   -0.0005 
  [1.794]   [1.878]   [-0.760]   [-0.026] 
∆NL 0.0008   0.0079   -0.0118   0.0087 
  [0.022]   [0.463]   [-2.002]*   [1.636] 
∆INTDF -117.4362   -36.7124   16.0713   -0.0996 
  [-3.432]**   [-1.317]   [1.864]   [-0.008] 
MA(1) -0.2833   -0.3671   0.0783   -0.3139 
  [-3.953]**   [-5.217]**   [0.909]   [-5.429]** 
                
Observations: 367  367  367  367 
R-squared: 0.2560   0.1850   0.4020   0.098 
F-statistic: 13.5750   8.9800   26.5600   4.308 
Probability (F-stat): 0.0000   0.0000   0.0000   0.0000 
Panel B standardised marginal effect of significant variables  
∆SPOT         0.0777     
∆RV               
∆VOV 0.1831   0.0706         
∆COR         0.0135     
∆NL         -0.0163     
∆INTDF -0.1567             
Note: ∆SPOT is the weekly return of the EUR. ∆RV is the weekly percentage change of the realised volatility. ∆VOV is the 
weekly percentage change of the volatility of one-month zero Delta straddle quotes. ∆COR is the absolute change in the 
correlation between the spot rate and the one-month zero Delta straddle quotes. SPIKE is the EUR experienced extremely 
positive daily return in the past five trading days. CRASH is the EUR experienced extremely negative daily return in the past 
five trading days. The extreme negative daily return is defined as two standard deviations of the daily spot rate return in the 
sample period. ∆NL is the absolute weekly change in the net long position in the EUR currency by large speculators, which is 
divided by 10,000 for comparison purposes. ∆INTDF is the weekly percentage change in interest rate differential, calculated 
by using a one-year forward rate divided by spot rate. It can be understood as a weekly percentage change in the ratio of 
domestic interest rate to foreign interest rate. The dependent variables are the four factors that summarise the dynamics of the 
volatility surface. The standardised marginal effect of each significant variable is calculated as the coefficient times one 
standard deviation of positive change in that variable. The Newey–West estimator is used to construct the variance–covariance 
matrix of the residual term. MA(1) refers to the moving average correction of order 1. The sample period is from 27 June 2006 
to 25 June 2013. One and two asterisks denote rejection of the null hypothesis of a zero coefficient at the 1% and 5% level, 
respectively. 
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As shown in Table 4.5, unlike AUD and EUR, for JPY negative jumps and net long 
position (to measure market sentiment) significantly contribute to the variation of 
volatility surface. Crash possess the largest standardised marginal effect (about three 
times larger than other significant variables) to the parallel shift and to the slope shift 
of volatility strike structure, which indicates that large and rapid appreciations in the 
value of JPY relative to USD induce large changes in the volatility surface. Spot 
return, realised volatility and volatility of volatility also show significant 
contributions to the variation of volatility surface used, and share similar 
standardised marginal effects as net long position. 
Before we leave this sub-section, we should note that a highly significant auto-
correlation residual is also observed in the regression result. This suggests that there 
may be a potential risk of omitted variables and model misspecification in our 
regression setting.
9
 This auto-correlation feature seems to be embedded in the 
variation of the volatility surface, since the same feature is observed in other studies 
of the variation of volatility surfaces, such as those by Chalamandaris and Tsekrekos 
(2013), Goncalves and Guidolin (2006), and Mixon (2002)
10
. In the next section we 
shall have a close look at how each individual major determinant variable identified 
in this sub-section affects the volatility surface. 
                                              
9
We considered including demand and supply and liquidity variable in our analysis to rich our model. 
However, since we are analysing the over-the-counter option data, the data for market frictions such 
as bid and ask spread and demand and supply is very difficult to obtain. The bid and ask spread data 
for OTC options that Bloomberg provide is not the real inter-bank data rather it is calculated from a 
certain model, so using it may come to an unreliable result. 
10
One robustness test we tried, but did not report in the dissertation, was to add polynomial terms for 
all explanatory variables as addition of the existing specification to explore the possible nonlinear 
relationship between explanatory variable and volatility surfaces. This did not change the inferences 
made in the dissertation 
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Table 4-5 Regression result of factors on the explanatory variables in JPY 
In the case of JPY               
Panel A Regression 
result 
The parallel shift  The slope shift of 
volatility term 
structure 
 The slope shift of 
volatility strike 
structure 
 The curvature shift 
of volatility term 
structure 
                
Intercept -0.0465   0.0086   0.0273   0.0059 
  [-1.498]   [0.580]   [2.595]**   [0.669] 
∆SPOT 9.0179   -2.3099   -0.6573   0.3897 
  [2.818]**   [-1.353]   [-0.737]   [0.367] 
∆RV 1.2325   -0.8805   -0.0571   0.3756 
  [3.062]**   [-4.024]**   [-0.548]   [2.755]** 
∆VOV 0.6135   -0.1965   -0.2198   0.0794 
  [2.426]*   [-1.358]   [-2.783]**   [0.782] 
∆COR -0.3461   0.1937   0.1411   -0.1246 
  [-1.195]   [1.299]   [1.610]   [-1.201] 
SPIKE -0.1441   0.0941   0.0704   0.0063 
  [-0.757]   [1.078]   [1.072]   [0.097] 
CRASH 0.5912   -0.0912   -0.2766   -0.0722 
  [2.680]**   [-0.821]   [-4.666]**   [-0.736] 
∆NL 0.0880   -0.0347   -0.0278   0.0267 
  [3.828]**   [-2.865]**   [-4.168]**   [3.949]** 
∆INTDF -18.4087   -1.3492   0.1159   -8.1259 
  [-0.365]   [-0.049]   [0.008]   [-0.513] 
MA(1) -0.3984   -0.5000   0.0432   -0.5146 
  [-3.470]**   [-4.775]**   [0.658]   [-5.521]** 
                
Observations: 367  367  367  367 
R-squared: 0.3060   0.2910   0.2790   0.247 
F-statistic: 17.4740   16.2740   15.3510   12.999 
Probability(F-stat): 0.0000   0.0000   0.0000   0.0000 
Panel B standardised marginal effect of significant variables   
∆SPOT 0.1249             
∆RV 0.1817   -0.1298       0.0554 
∆VOV 0.1443       -0.0517   0.0187 
∆COR               
∆NL 0.1441   -0.0568   -0.0455   0.0437 
∆INTDF               
Note: ∆SPOT is the weekly return of the JPY. ∆RV is the weekly percentage change of the realised volatility. ∆VOV is the 
weekly percentage change of the volatility of one-month zero Delta straddle quotes. ∆COR is the absolute change in the 
correlation between the spot rate and the one-month zero Delta straddle quotes. SPIKE is the JPY experienced extremely 
positive daily return in the past five trading days. CRASH is the JPY experienced extremely negative daily return in the past 
five trading days. The extreme negative daily return is defined as two standard deviations of the daily spot rate return in the 
sample period. ∆NL is the absolute weekly change in the net long position in the JPY currency by large speculators, which is 
divided by 10,000 for comparison purposes. ∆INTDF is the weekly percentage change in interest rate differential, calculated 
by using the one-year forward rate divided by spot rate. It can be understood as a weekly percentage change in the ratio of 
domestic interest rate to foreign interest rate. MA(1) refers to the moving average correction of order 1. The dependent 
variables are the four factors that summarise the dynamics of the volatility surface. The standardised marginal effect of the 
significant variable is calculated as the coefficient times one standard deviation of positive change in that variable. The 
Newey–West estimator is used to construct the variance–covariance matrix of the residual term. Sample period is from 27 
June 2006 to 25 June 2013. One and two asterisks denote rejection of the null hypothesis of a zero coefficient at the 1% and 
5% level, respectively. 
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4.3.3 Visualising expected change in the volatility surface given a change in its 
major determinant 
Although the previous section identified the significant relationship between the 
factors and the explanatory variables, the results are not straightforward enough to 
illustrate how these significant explanatory variables affect the shape of the volatility 
surface. Figure 4.5 demonstrates the expected change in the shape of the volatility 
surfaces conditioned on one standard deviation positive change
11
 in its major 
determinants among the three currencies. These determinants are identified from the 
previous sub-section.  
Several observations can be drawn from the table. A positive change in the spot rate 
shifts the volatility surface downwards in AUD. It has the largest effect centred on 
OTM put volatilities and option volatilities for a short maturity option, and no 
significant effect on option volatilities for which the option has maturity over three 
years. In EUR, unlike in AUD, we find that a positive change in spot rate increases 
the OTM call volatilities but decreases the OTM put volatilities. It has the largest 
effect for option volatilities far out of the money. This confirms the previous 
observation that the spot rate in EUR significantly contributes to the change of the 
slope of volatility strike structure, showing that the volatility surface tends to be less 
negatively skewed after a positive change in the spot rate. In JPY, we show that a 
positive change in the spot rate raises the volatility surface in a parallel manner, 
which is quite different to the case of AUD and EUR. However, combined with the 
                                              
11
 Since change in volatilities is modelled as a linear function of these explanatory variables, the 
marginal effect of negative change in these variables is a mirror image of positive change around 
horizontal axis. 
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negative relationship between the spot rate and the level of the volatility surface in 
AUD, this suggests that any appreciation in the value of USD relative to AUD and 
JPY increases the level of the volatility surface in AUD and JPY. Moreover, a 
positive change in realised volatility raises the volatility surface while the size of its 
marginal effect dampens linearly with an increase in maturity in AUD; it has no 
significant effect on option volatilities for which the option has maturity over than 3 
year. Such realised volatility effect on the volatility surface in JPY is quite similar to 
that of AUD, although that we do not find statistical evidence that realised volatility 
has an effect on the volatility surface in EUR. The reason for this could be that the 
effect of realised volatility has been diluted by the volatility of volatility, as we do 
observe a higher degree of correlation between realised volatility and volatility of 
volatility. 
The change in volatility of volatility does not statistically significantly contribute to 
the variation of option volatilities in AUD. However, it is positively related to the 
level and slope of term structure of the volatility surface in EUR. Notably, the 
magnitude of its marginal effect is largest for the short-term maturities compared 
with other variables, and dampens linearly across maturity. This implies that for 
EUR the volatility surface is particularly sensitive to the stability of the volatility 
surface itself, and changes to its stability results in a more inverted volatility term 
structure. In JPY, a positive change in the volatility of volatility also raises the level 
of the volatility surface, although unlike EUR the magnitude of the marginal effect 
shows uneven distribution across moneyness, being larger for OTM put volatility 
than for OTM call volatilities. 
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Market sentiment and crash increase the volatilities only in JPY. Their marginal 
effects are centred on OTM put volatilities rather than OTM call volatilities and their 
effect on option volatilities do not seem to differ significantly across maturities. In 
particular, their strong positive effect on the OTM put volatility for a positive change 
in market sentiment suggests that when the market is bullish JPY, we will see a more 
negatively skewed volatility surface. This finding in JPY is consistent with that of 
Han (2008), who finds that when the market is bullish (bearish) in the S&P index, the 
volatility smile for S&P 500 options tends to have a positive (negative) skew. 
Finally, interest rate differential tends to shift the volatility surface downward in a 
parallel manner only in EUR, which suggests an increase in interest rate in USD 
relative to EUR systematically decreases volatilities in the EUR currency options. 
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Figure 4.4Visualising the expected change in volatility surfaces with one standard deviation 
change in significant explanatory variables 
Note: this figure shows the expected change in the volatility surface given one standard deviation positive change 
in the significant explanatory variables, assuming the volatility surface is flat at the beginning. Readers may refer 
to Section 3.4.2for a full explanation of these variables. 
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Of the full sample regression result analysis, based on the factor analysis, we found 
that over 95% of the variation in the volatility surfaces can be described as the 
parallel shift, the slope shift of the volatility term structure, the slope shift of the 
volatility strike structure and the curvature shift of volatility term structure. Based on 
the regression result of these four factors on the related variables, in general we can 
conclude that:  
(1). Variables affect the volatility surface, but not uniformly in size or significance, 
across currencies. Therefore, explaining the evolution of the volatility surface 
requires the recognition of the currency-specific characteristics. This finding echoes 
found in Chalamandaris and Tsekrekos (2013) who also showed that some country’s 
volatility surface tends to be more correlated with the momentum of exchange rate 
while others tend to be more with real effective exchange rate.  
(2). Spot rate return is not a domain variable that affects the volatility surface. In fact, 
we have statistical evidence to show that the realised volatility (in the case of AUD 
and JPY), stability of the volatility surface itself (in the case of EUR and JPY), and 
market sentiment (in the case of JPY) show dominant effects in moving the volatility 
surface.  
(3). The second major variation, the slope shift of the volatility term structure, can be 
attributed to the fact that long-term volatility is less sensitive to changes in market 
conditions (realised volatility and stability of the volatility surface in particular) than 
relatively short-term volatility. 
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(4). In general, the OTM put option volatility tends to be more sensitive to the state 
variable than the OTM call option volatility; and short maturity option volatility is 
more sensitive to the state variable than long maturity option volatility. 
4.4 Structural break analysis and sub-sample regression 
4.4.1 Introduction 
The previous section analysed the relationships between the variation of volatility 
surfaces and a set of proposed explanatory variables, by implementing a full sample 
multivariate regression. This chapter presents the results of the stability tests of the 
estimated regression coefficients, conducted by structural-break tests and subsample 
regression analysis.  
4.4.2 Break dates analysis 
Table 4.5 shows the results of a structural break test on each of the regressions on the 
factors which quantify volatility surface variation. We can see that the structural 
break in the relationship between the variation of the volatility surface and the 
proposed explanatory variable happens in all three sample currencies. Among the 
currencies, we find that the first structural break dates occurs roughly around 
November 2008, at the peak of the GFC; the second structural change occurs roughly 
one to two years after the GFC, during the recovery phrase from GFC. By looking 
closely, we see that unlike AUD and JPY, the first break in EUR in terms of 
modelling the parallel shift of the volatility surface happens on11September 2009, 
which coincides with the beginning of the Greek sovereign debt crisis in late 2009. 
This pattern of detected structural breaks clearly supports our expectation that the 
sensitivity of the volatility surface to the proposed explanatory variables changes 
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with changes in market conditions. The next section presents the results of a sub-
sample regression which incorporates the effect of the identified structural break. 
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Table 4-6 Results of structural break test 
Structural break test in 
modelling: 
Break dates Break Test F-statistic Scaled F-
statistic 
Critical 
Value** 
Trimming 
percentage 
Panel A in the case of 
AUD             
Parallel shift  5/17/2010 0 vs. 1 * 3.4235 30.8116 24.91 20% 
  11/24/2008 1 vs. 2 * 6.7374 60.6367 26.92 
   
      Slope of volatility term 
structure  
 
0 vs. 1 1.0919 9.8277 24.91 20% 
  
      Slope of volatility 
strike structure 
 
0 vs. 1 2.5890 23.3011 24.91 20% 
  
      Curvature of volatility 
term structure 
 
0 vs. 1 1.4922 13.4303 24.91 20% 
  
      Panel B in the case of 
EUR 
      Parallel shift  11/09/2009 0 vs. 1 * 4.1280 37.1526 24.18 25% 
  
 
1 vs. 2 1.6822 15.1398 26.28 
   
      Slope of volatility term 
structure  11/10/2008 0 vs. 1 * 3.4117 30.7059 24.18 25% 
  
 
1 vs. 2 2.3707 21.3368 26.28 
   
      Slope of volatility 
strike structure 11/30/2009 0 vs. 1 * 3.2177 28.9601 24.18 25% 
  
 
1 vs. 2 1.2785 11.5067 26.28 
   
      Curvature of volatility 
term structure 11/17/2008 0 vs. 1 * 3.3262 29.9358 24.18 25% 
  
 
1 vs. 2 1.7705 15.9349 26.28 
   
      Panel C in the case of 
JPY 
      Parallel shift  10/13/2008 0 vs. 1 * 4.5375 40.8379 24.91 20% 
  3/21/2011 1 vs. 2 * 4.0327 36.2951 26.92 
   
      Slope of volatility term 
structure  
 
0 vs. 1 2.0400 18.3608 24.91 20% 
  
      Slope of volatility 
strike structure 11/24/2008 0 vs. 1 * 3.2674 29.4073 24.91 20% 
  7/19/2010 1 vs. 2 * 3.3338 30.0045 26.92 
   
      Curvature of volatility 
term structure 
 
0 vs. 1 2.1322 19.1901 24.91 20% 
Note: The break dates testing method is the sequential estimation approach introduced by Bai and Perron (1998).  
The F-statistics are scaled by the number of time-varying regressors. The critical value of the scaled F-statistics is 
at five percent significance level. The trimming percentage restricts the regime where the break date occurs. 
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4.4.3 Sub-sample regression analysis 
Table 4.7 shows the regression results incorporated with the identified structural 
break in the case of AUD. The most important finding here is that, contrary to the 
full sample regression, the sub-sample regression shows that the level of the 
volatility surface is sensitive to the market sentiment of AUD in certain periods. 
Specifically, volatility tended to go up (down) when the market was bullish (bearish) 
AUD during the period 16 June 2006 to 17 November 2008; however, volatility 
tended to go down (up) when the market was bullish (bearish) AUD from 24 
November 2008 to 19 April 2010. This may be because, during the GFC period, 
investors were facing a highly complex investing environment caused by the US sub-
prime debt crisis; any increased bearish (bullish) sentiment to USD (AUD) induced a 
fear of further market crashes in the world’s largest capital market, USA. This bad 
sentiment was transmitted to the currency option market as an increase in option 
volatility. However, during the period of recovery from the GFC, increased bearish 
(bullish) sentiment to USD (AUD) no longer represented a fear of further capital 
market crashes in the US; rather, it confirmed the market expectation that the 
Australian economy would show stable growth and the US government would launch 
a quantitative easing policy; the negative sentiment to the USD is therefore signalling 
the effectiveness of government policy and a reflection of Australia’s economic 
fundamental stability; and consequently, option volatility decreases. Note that during 
the recovery period, the market sentiment works as a dominant determinant of the 
parallel shift of the volatility surface. This seems to suggest that the variation of 
volatility in the AUD currency option in this sensitive period was largely determined 
by whether the markets believed in the efficacy of US government monetary policy 
and Australia’s economic stability. 
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Table 4-7 Regression result incorporated with the identified structural break in the case of AUD 
In the case of AUD 
Panel A Regression result 
 Parallel shift  Slope shift of volatility term 
structure 
 Slope shift of volatility 
strike structure 
 Curvature shift of volatility term 
structure 
  
27 June 2006–17 
November 2008 
24 November 2008– 
19 April 2010   
26 April 2010–  
25 June 2013    
27 June 2006– 
25 June 2013 
 
27 June 2006– 
25 June 2013 
 
27 June 2006– 
25 June 2013 
Intercept 0.0674 -0.1213 -0.0302  -0.0189  0.0307  -0.0041 
  [1.226] [-1.162] [-0.672]  [-1.336]  [1.785]  [-0.511] 
∆SPOT -27.9799 9.0086 -29.2844  4.8329  -5.9672  4.6734 
  [-5.135]** [1.915] [-4.325]**  [2.996]**  [-2.342]*  [4.605]** 
∆RV 1.8614 2.9680 1.3157  -0.7936  1.2280  -0.0739 
  [1.536] [1.906] [2.238]*  [-2.222]*  [2.544]*  [-0.553] 
∆VOV 0.0427 -0.8448 -0.3197  0.0731  -0.0694  -0.1229 
  [0.115] [-0.677] [-0.827]  [0.667]  [-0.438]  [-1.207] 
∆COR -0.3339 0.4960 -0.0679  -0.0226  0.0825  0.1239 
  [-0.556] [0.610] [-0.079]  [-0.110]  [0.302]  [0.916] 
SPIKE -0.3313 -0.5469 -0.5408  0.1205  -0.2191  0.11 
  [-0.692] [-1.792] [-1.112]  [1.079]  [-1.509]  [1.515] 
CRASH 0.5221 -0.1206 1.3433  0.0974  -0.1173  -0.1176 
  [1.401] [-0.365] [2.510]*  [0.928]  [-0.785]  [-1.574] 
∆NL 0.1729 -0.4571 -0.0489  0.0294  0.0097  -0.0071 
  [2.945]** [-2.661]** [-0.878]  [1.030]  [0.302]  [-0.517] 
∆INTDF 22.3971 -30.0732 70.7000  -10.5764  9.7767  -7.3206 
  [0.409] [-0.377] [0.933]  [-0.531]  [0.360]  [-0.541] 
MA(1) -0.2116 0.1460 -0.1220  -0.3017  -0.2743  -0.0109 
  [-1.072] [0.888] [-1.293]  [-3.811]**  [-3.053]**  [-0.080]** 
           
Observations: 127 74 166  367  367  367 
R-squared: 0.535 0.163 0.571  0.243  0.227  0.326 
F-statistic: 16.869 2.580 25.409  12.710  11.620  19.167 
Prob(F-stat): 0.000 0.013 0.000  0.000  0.000  0.000 
Panel B standardised marginal effect of significant variables 
∆SPOT -0.5703  -0.5968  0.0985  -0.1216  0.0952 
∆RV   0.1621  -0.0977  0.1513   
∆VOV 
       
  ∆COR 
       
  ∆NL 0.2049 -0.5418 
     
  ∆INTDF 
       
  Note: ∆SPOT is the weekly return of the AUD. ∆RV is the weekly percentage change of the realised volatility. ∆VOV is the weekly percentage change of the volatility of one-month zero Delta straddle quotes. ∆COR is the absolute 
change in the correlation between the spot rate and the one-month zero Delta straddle quotes. SPIKE is the AUD experienced extremely positive daily return in the past five trading days. CRASH is the AUD experienced extremely 
negative daily return in the past five trading days. The extreme negative daily return is defined as two standard deviations of the daily spot rate return in the sample period. ∆NL is the absolute weekly change in the net long position in the 
AUD currency by large speculators, divided by 10,000 for comparison purposes. ∆INTDF is the weekly percentage change in interest rate differential calculated by using the one-year forward rate divided by spot rate. It can be 
understood as the weekly percentage change in the ratio of domestic interest rate to foreign interest rate. The dependent variables are the four factors that summarise the dynamics of the volatility surface. MA(1) refers to the moving 
average correction of order 1. The standardised marginal effect of the significant variable is calculated as the coefficient times one standard deviation of positive change in that variable. 
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Table 4.8 shows the regression result incorporated with the identified structural 
breaks in the case of EUR. We can see that compared with AUD, the sensitivity of 
the volatility surface variation is more centred on changes in interest differential, 
volatility of volatility and spot rate. Specifically, during the period of the GFC, 
changes in the volatility of volatility and realised volatility are the major 
determinants of the volatility surface variation, whereas the spot rate and interest rate 
differential explain most variation of the volatility surface post-GFC, from 16 
November 2009 to 24 June 2013. 
The market sentiment affected the slope of the volatility strike structure during the 
period of GFC, judging from the sign of its coefficient, which implies that when 
markets become bullish (bearish) EUR (USD), the slope of volatility strike tends to 
be more negatively skewed, suggesting an increased downward jump risk in EUR. 
However, given its tiny marginal effect, it is not considered that market sentiment is 
a major determinant in this period. 
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Table 4-8 Regression result incorporated with the identified structural breaks in the case of EUR 
Panel A Regression result  
 Parallel shift   Slope shift of volatility term structure  Slope shift of volatility strike structure  Curvature shift of volatility term 
structure 
  
03 July 2006– 
09 November 2009 16 November 2009–24 June 2013 
 
03 July 2006– 
10 November 2008 17 November 2008–24 June 2013 
 
03 July 2006–30 November 
2009 
07 December 2009 
–24 June 2013 
 
03 July 2006– 
17 November 2008 
2
4
 
N
o
v
e
m
b
e
r
 
2
0
0
8
–
 
2
4
 
J
u
n
e
 
2
0
1
3 
Intercept -0.0314 
-0.0638 0.0190 -0.0283 -0.0180 0.0134 0.0022 0
.
0
0
2
9 
  
[-0.930] [-1.795]  [0.983] [-1.749]  [-2.328]* [1.173]  [0.259] [
0
.
4
7
1
] 
∆SPOT 
5.5798 -14.1055  0.0534 -0.6367  6.3914 2.3619  1.798 -
0
.
1
8
1
5 
  
[0.815] [-4.080]**  [0.012] [-0.296]  [9.626]** [2.398]*  [1.408] [
-
0
.
1
8
8
] 
∆RV 
1.5680 -0.3758  0.5732 0.0257  0.0501 0.1177  -0.0335 0
.
0
3
9
7 
  
[2.350]* [-0.670]  [1.198] [0.088]  [0.430] [1.056]  [-0.239] [
0
.
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3
5
6
] 
∆VOV 
1.2549 0.5316  0.2215 0.5613  -0.0428 -0.1722  0.0367 -
0
.
1
0
2
6 
  
[3.350]** [2.088]*  [1.403] [2.556]*  [-0.756] [-2.109]*  [0.453] [
-
1
.
6
1
5
] 
∆COR 
0.1457 0.4587  -0.0062 0.1056  0.1106 0.0571  -0.0483 -
0
.
1
2
2
1 
  
[0.460] [1.242]  [-0.028] [0.497]  [2.272]* [0.857]  [-0.706] [
-
1
.
2
7
6
] 
SPIKE 
0.0409 0.0294  0.5379 -0.0827  0.0018 -0.0347  0.0093 -
0
.
0
1
0
5 
  
[0.151] [0.287]  [3.459]** [-0.920]  [0.073] [-1.189]  [0.084] [
-
0
.
4
0
8
] 
CRASH 
0.2316 0.2047  -0.0494 0.1462  0.0411 -0.0502  -0.0364 0
.
0
0
7
9 
  
[0.985] [2.122]*  [-0.346] [2.637]**  [1.642] [-2.659]**  [-0.562] [
0
.
4
6
5
] 
∆NL 
-0.0026 0.0435  -0.0005 0.0124  -0.0187 -0.0033  0.0093 0
.
0
1
0
2 
  
[-0.055] [1.302]  [-0.020] [0.614]  [-3.426]** [-0.364]  [1.128] [
1
.
4
1
7
] 
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∆INTDF 
-85.3789 -223.9070  -82.4734 7.6304  11.2280 42.5107  -23.0367 2
7
.
3
0
6
1 
  
[-1.792] [-5.771]**  [-2.193]* [0.279]  [0.921] [3.591]**  [-1.725] [
2
.
4
3
7
]
* 
MA(1) 
-0.2945 -0.1695  -0.4586 -0.5398  0.0797 0.0808  -0.102 -
0
.
4
8
1 
  
[-2.781]** [-2.029]*  [-4.063]** [-7.676]**  [0.761] [0.771]  [-0.859] [
-
8
.
0
6
6
]
*
* 
            
 
Observations: 
176 189  124 241  179 186  125 2
4
0 
R-squared: 
0.221 0.413  0.377 0.189  0.572 0.319  0.089 0
.
1
1
4 
F-statistic: 
6.539 14.000  9.287 7.238  27.526 10.658  2.351 4
.
4
1
8 
Prob(F-stat): 0.000 0.000  0.000 0.000  0.000 0.000  0.018 0 
Panel B standardised marginal effect of significant variables 
∆SPOT  -0.2174     0.0985 0.0364   
 ∆RV 0.1230          
 ∆VOV 0.1952 0.0827 
  
0.0873 
  
-0.0268 
   ∆COR 
      
0.0138 
    ∆NL 
      
-0.0258 
    
∆INTDF 
 
-0.2987 
 
-0.1100 
   
0.0567 
  
0
.
0
3
6
4 
Note: ∆SPOT is the weekly return of the EUR. ∆RV is the weekly percentage change of the realised volatility. ∆VOV is the weekly percentage change of the volatility of one-month zero Delta straddle quotes. ∆COR is the absolute change in the correlation between the spot rate and the one-
month zero Delta straddle quotes. SPIKE is the EUR experienced extremely positive daily return in the past five trading days. CRASH is the EUR experienced extremely negative daily return in the past five trading days. The extreme negative daily return is defined as two standard deviations 
of daily spot rate return in the sample period. ∆NL is the absolute weekly change in the net long position in the EUR currency by large speculator, divided by 10,000 for comparison purposes. ∆INTDF is the weekly percentage change in interest rate differential, calculated by the one-year 
forward rate divided by spot rate. It can be understood as weekly percentage change in the ratio of domestic interest rate to foreign interest rate. The dependent variables are the four factors that summarise the dynamics of the volatility surface. MA(1) refers to the moving average correction of 
order 1. The standardised marginal effect of significant variable is calculated as the coefficient times the one standard deviation of positive change in that variable.  
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Table 4.9 shows the regression result incorporated with the identified structural break 
in the case of JPY. The major finding here is that, during the period of GFC, the 
major determinants of variation of the volatility surface are changes in the volatility 
of volatility, negative jumps, net long position and interest rate differential, whereas 
post-GFC we show the major determinants of variation of the volatility surface 
switch to change in spot rate, realised volatility, and interest rate differential. This 
finding is somewhat similar to the case of EUR, in which the major determinants of 
the volatility surface differ substantially during and post-GFC. Spot-volatility 
correlation and net long position shows some significance post-GFC; however, given 
their small marginal effect, they are not considered major determinants even though 
their net long position has a dominant role during the period of the GFC. 
We can see that during the period of GFC, when negative jump occurs—that is to say, 
a large and fast depreciation (appreciation) in the value of USD (JPY)—the volatility 
surface rises by an amount five times bigger than one standard deviation change in 
the other significant variables; notably, the market seems to be sensitive only to 
negative jumps, not positive jumps; and the effect of negative jumps on change of 
volatility surface vanishes after the GFC. This phenomenon may be because during 
the GFC when the markets fear a crash in the US capital market, the major global 
market concern is the US performance. With a large and fast depreciation 
(appreciation) in the value of USD (JPY), the markets’ belief of a further crash in the 
US capital market strengthened; this introduced bad sentiment and increased 
volatility in currency options. However, as the GFC passed, the market interpreted 
negative jumps as a normal reflection of the US government’s QE policy, and 
became less sensitive to them. 
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We show the sign of coefficient for interest differentials on the variation of volatility 
surface differs during and post-GFC, which is also why the effect of interest 
differentials does not show on the full sample regression. Specifically, during the 
GFC, increase (decrease) in the interest rate in JPY (USD) relative to USD (JPY) 
increases volatilities, whereas post-GFC this relationship reversed. This finding 
clearly suggests that under GFC, increase (decrease) in the interest rate in JPY (USD) 
relative to USD (JPY) is bad news for the market and volatility increases, while the 
post-GFC market interprets the decrease (increase) in the interest rate in JPY (USD) 
relative to USD (JPY) as good news, and volatility decreases. This explanation may 
also be applied to the finding of a relationship between interest rate differential and 
volatility surface in EUR during our sample period. This finding again supports our 
hypotheses that the same event can be interpreted differently under different market 
conditions, and therefore has different effects on the volatility surface under different 
market conditions. 
 74 
Table 4-9 Regression results incorporated with identified structural breaks in the case of JPY 
Panel A Regression result  
 Parallel shift Slope shift of volatility term structure  Slope shift of volatility strike structure Curvature shift of volatility term structure 
 19 June 2006–13 
October 2008 
20 Oct 2008– 
21 March 2011 
28 March 2011–24 
June 2013 
 19 June 2006– 
24 June 2013 
 19 June 2006–24 Nov  
2008 
01 Dec 2008– 
19 July 2010 
26 July 2010- 
24 June 2013 
 19 June 2006– 
24 June 2013 
Intercept -0.0926 -0.0451 -0.0278   0.0086  0.0320 0.0328 0.0125  0.0059 
  [-1.702] [-2.999]** [-0.723]   [0.580]  [1.743] [1.208] [1.320]  [0.669] 
∆SPOT -0.3058 4.2529 8.4655   -2.3099  -0.2197 -1.4696 2.2065  0.3897 
  [-0.068] [1.576] [2.203]*   [-1.353]  [-0.126] [-1.245] [2.842]**  [0.367] 
∆RV 0.7548 1.0099 1.1580   -0.8805  -0.1087 -0.1918 0.102  0.3756 
  [1.052] [1.224] [1.989]*   [-4.024]**  [-0.346] [-1.164] [1.553]  [2.755]** 
∆VOV 0.6912 0.7367 -0.2294   -0.1965  -0.2567 -0.3180 -0.0591  0.0794 
  [2.064]* [2.609]* [-0.511]   [-1.358]  [-2.077]* [-2.381]* [-1.733]  [0.782] 
∆COR -0.5053 0.8916 -0.8208   0.1937  0.1851 -0.0673 0.2463  -0.1246 
  [-0.902] [1.478] [-2.358]*   [1.299]  [0.959] [-0.467] [3.604]**  [-1.201] 
SPIKE 0.1174 -0.1557 0.1540   0.0941  -0.0780 0.2513 -0.0665  0.0063 
  [0.445] [-0.764] [0.734]   [1.078]  [-0.826] [3.870]** [-1.636]  [0.097] 
CRASH 0.8066 0.1143 0.4746   -0.0912  -0.3309 -0.1888 -0.0436  -0.0722 
  [3.212]** [0.503] [1.774]   [-0.821]  [-4.499]** [-3.009]** [-1.256]  [-0.736] 
∆NL 0.0896 0.1291 -0.0155   -0.0347  -0.0200 -0.0417 -0.0181  0.0267 
  [2.622]** [2.319]* [-0.380]   [-2.865]**  [-1.969] [-2.302]* [-2.479]*  [3.949]** 
∆INTDF 122.6724 -179.1793 -220.3766   -1.3492  -20.3792 38.0432 2.5504  -8.1259 
  [2.910]** [-3.102]** [-2.494]*   [-0.049]  [-1.043] [2.078]* [0.213]  [-0.513] 
MA(1) -0.1660 -0.45 -0.2393   -0.5000  -0.1093 0.2753 0.0522  -0.5146 
  [-1.243] [-3.777]** [-2.482]**   [-4.775]**  [-0.9324] [2.1334]* [0.5433]  [-5.521]** 
            
Observations:                                                    122 190 118   367  128 86 153  367 
R-squared:                 0.434 0.403 0.294   0.291  0.381 0.371 0.212  0.247 
F-statistic: 11.341 15.289 5.003   16.274  8.067 6.574 6.221  12.999 
Prob(F-stat):              0.000 0.000 0.000   0.000  0.000 0.000 0.000  0.000 
Panel B Standardised marginal effect of significant variables 
∆SPOT     0.1172       0.0306   
∆RV     0.1707   -0.1298      0.0554 
∆VOV 0.1626 0.1733     
  
-0.0604 -0.0748 
   ∆COR     -0.1157   
    
0.0347 
  ∆NL 0.1467 0.2113     -0.0568 
  
-0.0683 -0.0341 
 
0.0437 
∆INTDF 0.1654 -0.2415 -0.2971   
   
0.0513 
   Note: ∆SPOT is the weekly return of the JPY spot rate. ∆RV is the weekly percentage change of the realised volatility. ∆VOV is the weekly percentage change of the volatility of one -month zero Delta straddle quotes. ∆COR is the absolute change in the correlation between the spot rate 
and the one-month zero Delta straddle quotes. SPIKE is the JPY experienced extremely positive daily return in the past five trading days. CRASH is the JPY experienced extremely negative daily return in the past five trading days. The extreme negative daily return is defined as two 
standard deviations of the daily spot rate return in the sample period. ∆NL is the absolute weekly change in the net long position in the  JPY currency by large speculators, divided by 10,000 for comparison purposes. ∆INTDF is the weekly percentage change in interest rate differential, 
calculated by using the one-year forward rate divided by spot rate. It can be understood as a weekly percentage change in the ratio of domestic interest rate to foreign interest rate. The dependent variables are the four factors that summarise the dynamics of the volatility surface. MA(1) 
refers to the moving average correction of order 1. The standardised marginal effect of the significant variable is calculated as the coefficient times one standard deviation change in that variable. 
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This chapter shows how using a structural break test identifies the structural breaks 
in regression relationships. After imposing a sub-sample regression, in general we 
find that: 
(1) The determinants of the volatility surface vary under different market 
conditions. In our case the market condition means the risk aversion degree in the 
market.  
 
(2) Market sentiment, volatility of volatility, interest rate differential and large 
and fast depreciation in USD play dominant roles in affecting the volatility surface 
when the market is in a high degree of risk reversion. In our case, this is the period of 
the GFC. This finding is equivalent to saying that the Vega risk is especially centred 
in the high degree of risk reversion market conditions. 
 
(3) In periods when the market experiences normal risk reversion, the spot rate, 
realised volatility and interest rate differential (in the case of JPY and EUR) are the 
major determinants of volatility surface variation.  
 
(4) The interest rate differential has a significant effect on the volatility surface in 
the case of JPY and EUR in both high risk aversion and low risk aversion conditions; 
however, the sign of the coefficients differs across market conditions. These findings 
suggest that whether a change in interest rates causes an increase or decrease in the 
volatility of the underlying currency rate depends on the market conditions. 
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5 Conclusion 
It is of considerable interest for both academics and practitioners to understand the 
volatility smile effect and its time-varying feature. Instead of developing more 
complex models to try to capture both, it might be better to conduct empirical 
research on possible determinants of the time variance of option volatilities. This 
topic has rarely been studied in the currency option market. Although this thesis is 
not the first investigation into this topic, we differentiate our research from the 
existing published work by testing the explanatory power of a different set of 
variables on the variation of volatility surface, using a more comprehensive dataset 
that includes the most highly traded currencies in the market and studying the 
stability of regression relationships between variation of volatility surface and its 
determinant variables. 
This research looks at the relationship between the time-varying volatility surface 
and possible exogenous variables for AUD, EUR and JPY in the OTC currency 
option market. Our sample covers the most recent data, from 27 June 2006 to 25 June 
2013. The principal components analysis indicates that four latent factors are 
sufficient to explain major variations in the time-varying volatility surfaces among 
all three currencies. For all currencies, factor 1 and factor 2 represent a parallel shift 
of the volatility surface, and slope shift of the volatility term structure. A change in 
factor 1 shifts the entire option volatilities in the same sign and approximately equal 
magnitudes. A change in factor 2 changes the slope of the option volatility term 
structure. Factor 3 (in EUR and JPY) and factor 4 (in AUD) represent the slope shift 
of the volatility strike structure. A positive change in this generally increases the 
difference between OTM call option volatilities and OTM put option volatilities. 
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Factor 4 (in EUR and JPY) and factor 3 (in AUD) explain the curvature shift of the 
volatility term structure. It changes the difference between the medium term option 
volatilities and long and short expiration option volatilities.  
The relation of the implied volatility surface to possible explanatory variables is also 
examined by conducting a multivariate regression analysis on the estimated factors 
with the possible explanatory variables. These proposed variables are the weekly 
currency spot return, the percentage weekly change in the realised volatility of 
currency spot return, the percentage weekly change in the volatility of option 
volatility, the absolute weekly change in the correlation between the spot return and 
option volatility, the weekly change in the market sentiment, and the weekly change 
in the implied interest rate differential. After conducting the multivariate regression 
in the full sample period, we find that a strong explanatory power for the variation of 
the volatility surface is not only evidenced by the spot rate return, but by realised 
volatility, volatility of volatility, interest rate differential and market sentiment as 
well. The size and significance of these variables affect variation of the volatility 
surface across currencies. 
Since we expected that under different market conditions different exogenous 
variables govern the variation of the volatility surfaces, we conducted a structural 
break test by using the sequential estimation approach introduced by Bai and Perron 
(1998) on the regression relationship. We find the break dates are coincident with 
changes in market conditions. More specifically, we find the first identified structural 
break date for all three currencies coincided with the period when the GFC was at its 
peak; and for the EUR the second structural break dates coincided with the beginning 
of the Greek sovereign debt crisis in late 2009. This finding supports our hypotheses 
 78 
that the relationship between the variation of volatility surface and the exogenous 
variable is not constant over the time and is strongly affected by market conditions. 
After imposing a sub-period regression analysis, we find that during the period of 
GFC market sentiment, volatility of volatility, interest rate differential and large and 
fast depreciation in USD were dominant in affecting the volatility surface, whereas 
post-GFC, the spot rate, realised volatility and interest rate differential (in the case of 
JPY and EUR) were the major determinants of volatility surface variation. In 
particular, the interest rate differential had a significant effect on the volatility 
surface in the case of JPY and EUR, in both high-risk and low-risk aversion 
conditions; however, the sign of coefficients differed across market conditions. 
These findings suggest that whether the direction of change in interest rate causes an 
increase or decrease in the volatility of the underlying currency rate depends on the 
market conditions. 
The empirical evidence that shows the spot rate return is not the only source 
contributing to the variation of volatility surface implies a multifactor model for 
pricing currency options that takes into account the change of interest rate 
differential and change of higher moment of underlying asset return. The empirical 
evidence that shows that market sentiment has a significant effect on the variation of 
the volatility surface in JPY and AUD, suggests that the assumption of the complete 
market typically made for building option models using risk-neutral valuation 
techniques fails in the real market, as risk aversion does show an influence on the 
price of options. 
A possible future research direction naturally following from this research is to 
address the question whether the simultaneous reaction of the option volatilities to 
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the proposed explanatory variables that are not directly related to the characteristics 
of the underlying asset distribution is due to market over-reaction; this variable in our 
regression settings is market sentiment. This type of research falls into the category 
of testing the rationality of the simultaneous relationship between the exogenous 
variable and the variation of option volatilities in the OTC currency option market. 
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