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The Lind Zeta Function and Williams’
Decomposition Theorem for Sofic Shift-Reversal
Systems of Finite Order
We establish the Lind zeta function for automorphisms of shift spaces
of finite order and introduce the generating function of shift-flip systems.
A decomposition theorem for the Lind zeta function for reversal systems of
finite order is established: we express it in terms of the Lind zeta function for
automorphism and the generating functions of flip systems. In the sofic case,
the Lind zeta function for reversal systems of finite order can be expressed
in terms of matrices.
An analogue of Williams’ decomposition theorem for reversal systems
of finite order is established. To this end, we introduce the concept of
half elementary conjugacy. Every conjugacy between two sofic shift-reversal
systems of finite order can be decomposed into the composition of an even
number of such half elementary conjugacies.








Chapter 1. The Lind Zeta Function for Sofic Shift-Reversal Systems
of Finite Order 7
1.1. Preliminaries: The Numbers of Periodic Points of Sofic Shifts 9
1.2. Automorphisms of Finite Order 16
1.3. Flip Systems 27
1.4. Reversals of Finite Order 39
1.5. N-Rationality 43
Chapter 2. Williams’ Decomposition Theorem for Sofic Shift-Reversal
Systems of Finite Order 49
2.1. Shift-Reversal Systems of Finite Type 50
2.2. Sofic-Shift Reversal Systems 55
2.3. Shift-Reversal Equivalence 59
Chapter 3. Krieger Presentations for Sofic Shift-Reversal Systems of
Finite Order 63
3.1. Proofs of Proposition 1.3.7 and Proposition 1.4.4 66







Recently, the concept of time reversibility has been studied in many
fields: reversible computing in computer science, reversible reaction in chem-
istry, reversible process in engineering, reversible process in thermodynam-
ics and quantum mechanics. For instance, in celestial mechanics, time re-
versibility has been studied in order to find the initial condition and the his-
tory of the universe. In thermodynamics, time reversibility has been studied
for energy efficiency with the concept of entropy. Using the application of
entropy, time reversibility has been studied in information theory. In field of
mathematics, time reversibility has been studied in dynamical systems [17],
ergodic theory [7], and automaton theory [8]. In symbolic dynamics, the
concept of reversibility was introduced in [10, 14]. In this dissertation, we
deal with reversal for shift spaces. We begin with the definition of reversal
systems.
Let (X,T ) be an invertible dynamical system. A homeomorphism R :
X → X is said to be a reversal for (X,T ) if
T ◦R = R ◦ T−1, (0.1)
that is, R is a conjugacy from (X,T ) to (X,T−1). The triple (X,T,R)
is called a reversal system. In particular, if X is a shift space and ϕ is a
reversal for (X,σX), then the reversal system (X,σX , ϕ) will be called a
shift-reversal system; if X is of finite type, it will be called a shift-reversal
system of finite type, and if X is sofic, it will be called a sofic shift-reversal
system.
Suppose that (X,T,R) is a reversal system. If Rm = idX and R
k 6= idX
for k = 1, · · · ,m − 1, then we write |R| = m, R is said to be a reversal of
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order m, and (X,T,R) is said to be a reversal system of order m. If R is
of order m for some positive integer m, then R is said to be a reversal of
finite order and the triple (X,T,R) is said to be a reversal system of finite
order. In particular, if R is a reversal of order two, then R is said to be
a flip map (or, simply a flip), and the triple (X,T,R) will be called a flip
system. For instance, if R is of order 2m and m is odd, then (X,T,Rm) is a
flip system. Similarly, if X is a shift space and ϕ is a flip for (X,σX), then
the flip system (X,σX , ϕ) will be called a shift-flip system; if X is of finite
type, it will be called a shift-flip system of finite type, and if X is sofic, it
will be called a sofic shift-flip system.
From (0.1), it follows that if R is a reversal for (X,T ), then R2k is an
automorphism of (X,T ) and R2k−1 is a reversal for (X,T ) for all positive
integers k. Hence if R is of order m and T 2 6= idX , then m must be even.
Two reversal systems (X,T,R) and (X ′, T ′, R′) are said to be conjugate
if there is a homeomorphism θ : X → X ′ such that
θ ◦ T = T ′ ◦ θ and θ ◦R = R′ ◦ θ. (0.2)
In this case, we write (X,T,R) ∼= (X ′, T ′, R′), and the homeomorphism
θ is called a conjugacy from (X,T,R) to (X ′, T ′, R′). For instance, (0.1)
implies that if (X,T,R) is a reversal system, then (X,T, Tn ◦R) is a reversal
system for all integers n; and from (0.2) Tn is a conjugacy from (X,T,R)
to (X,T, T 2n ◦R). Since θ ◦R = R′ ◦ θ implies that θ ◦Rk = (R′)k ◦ θ for all
positive integers k, it is obvious that two conjugate reversal systems have
the same order.
The following question is a motivation of this dissertation.
How can we find out whether or not two sofic shift-reversal
systems of finite order are conjugate?
We first consider the case of dynamical systems without reversals, and
an overview of this dissertation and a short account of the reason why we
only consider reversals of finite order in this dissertation will be given. If n
is a positive integer, then the number of periodic points in X of period n is
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denoted by pn(X,T ):
pn(X,T ) = |{x ∈ X : Tn(x) = x}|.
The Artin-Mazur zeta function ζ(X,T ) is defined by








It is obvious that if two invertible dynamical systems (X,T ) and (X ′, T ′) are
conjugate, then pn(X,T ) = pn(X
′, T ′) for all integers n. As a consequence,
ζ(X,T ) is a conjugacy invariant. In general, however, ζ(X,T )(t) = ζ(X′,T ′)(t)
does not imply (X,T ) ∼= (X ′, T ′) [16].
If A is a finite set and A is a zero-one A×A matrix, then XA will denote
the topological Markov chain determined by A:
XA = {x ∈ AZ : ∀i ∈ Z A(xi, xi+1) = 1}.
In this case, we denote the restriction of the shift map of AZ to XA by σA.
It is well known [16] that if (X,σX) is a shift of finite type, then there is
a zero-one square matrix A such that (XA, σA) is conjugate to (X,σX). It
is also well known [16, 22] that there is an equivalence relation between
matrices called strong shift equivalence; and that (XA, σA) and (XB, σB) are
conjugate if and only if there is a strong shift equivalence from A to B. The
result is an immediate consequence of Williams’ decomposition theorem;
every conjugacy between two topological Markov chains can be decomposed
into the composition of a finite number of elementary conjugacies. Nasu
extended in [19] the decomposition result to the sofic case and presented a
necessary and sufficient condition for two sofic shifts to be conjugate.
In this dissertation we introduce a zeta function for reversal systems
of finite order and find its explicit formula; when the underlying dynamical
system is a sofic shift, we represent it with a finite number of square matrices
whose entries are integers. It will be clear through the definition that the
zeta function is a conjugacy invariant. We also obtain a decomposition
theorem for conjugacies between shift-reversal systems of finite type, which
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is analogous to Williams’ decomposition theorem, and provides a necessary
and sufficient condition for two sofic-reversal systems of finite type to be
conjugate. This will be done in terms of matrices. This result is extended
to the case of sofic shift-reversal systems.
A reversal ϕ for shift dynamical system (X,σX) will be called a one-block
reversal if
x, x′ ∈ X and x0 = x′0 ⇒ ϕ(x)0 = ϕ(x)′0.
Suppose that (X,σX , ϕ) is a shift-reversal system. In §1.4 we will show that
the order of ϕ is finite if and only if there is a shift-reversal system (Y, σY , ψ)
such that it is conjugate to (X,σX , ϕ) and that ψ is a one-block reversal. If
ϕ is a one-block reversal for shift-reversal system of finite type (X,σX), then
(X,σX , ϕ) will be represented by two zero-one square matrices; very if ϕ is
a one-block reversal for sofic shift-reversal system (X,σX), then (X,σX , ϕ)
will be represented by two zero-one square matrices and a labeling. On
the other hand, if the order of reversal ϕ for shift of finite type (or sofic
shift shift) (X,σX) is infinite, then we cannot represent (X,σX , ϕ) in terms
of a finite number of matrices (or in terms of a finite number of matrices
and a labeling). For this reason we only discuss reversals of finite order in
this dissertation. Hence, without mentioning order, we assume that every
reversal in this dissertation is of finite order.
In Chapter 1, we introduce the generalization of the Artin-Mazur zeta
function, which is called the Lind zeta function. Suppose that G is a group,
X is a set, and α : G×X → X is a G-action on X. The Lind zeta function









where the sum is taken over all the finite index subgroups H of Gm, and
pH(α) = |{x ∈ X : ∀h ∈ H αm(h, x) = x}|.
Suppose that G2m is the group generated by two elements a and b having
the relation 〈a, b : ab = ba−1, b2m = 1〉 and that (X,T,R) is a reversal
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system of order 2m. Then (X,T,R) can be regarded as the action α2m :
G2m ×X → X defined by
α2m(a, x) = T (x) and α2m(b, x) = R(x).
We first establish the Lind zeta function for automorphisms of finite
order. If ϕ is an automorphism of (X,T ), then (X,T, ϕ) can be regarded as
the action βm : Hm×X → X, where Hm is the group generated by a and b
having the relation 〈a, b : ab = ba, bm = 1〉 and βm is defined by
βm(a, x) = x and βm(b, x) = x.
In [10], the Lind zeta function of α2 is established. When m = 2, the
number of fixed points in X fixed by TN and T δ ◦R will be denoted by pN,δ




ζ(X,σX)(t) exp (G(t)) ,
where ζ(X,σX) is the Artin-Mazur zeta function [1] (We will see that it is













The function G(t) is called the generating function.
















where G4k−2(t) is the generating function of subspace of (X,T ) equipped
with a flip R2k−1.
In Chapter 2, we are interested in conjugacies between sofic shift-reversal
systems. We first establish an analogue of Williams’ decomposition theorem
for shift-reversal systems of finite type. We show that a shift-reversal system
of finite type completely determined by a pair of zero-one square matrices,
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called a reversal pair, up to conjugate, and we introduce a relation between
two reversal pairs (A, J) and (B,K), which is called a half elementary equiv-
alence. Suppose that (XA, σA, ϕ) and (XB, σB, ψ) are shift-reversal systems
of finite type determined by (A, J) and (B,K), respectively. If there is
a half elementary equivalence between (A, J) and (B,K), then there is a
natural conjugacy γ, called a half elementary conjugacy, from (XA, σA, ϕ)
to (XB, σB, σB ◦ ψ). Every conjugacy between two shift-reversal systems of
finite type can be decomposed into the composition of an even number of
half elementary conjugacies. We generalize the result to the case of sofic
shift-reversal systems.
To deal with sofic shift-reversal systems tractably, we express them in
terms of matrices. The matrices are obtained from Krieger’s joint state
chain of a sofic shift, and it is described in Chapter 3.
CHAPTER 1
The Lind Zeta Function for Sofic Shift-Reversal
Systems of Finite Order
Suppose that (X,T ) is a topological dynamical system. If n is a posi-
tive integer, the number of periodic points in X of period n is denoted by
pn(X,T ):
pn(X,T ) = |{x ∈ X : Tn(x) = x}|.
Suppose that the sequence {pn(X,T )1/n} is bounded. Then the Artin-Mazur
zeta function ζ(X,T ), found in [1], is defined by








Suppose that G is a group and that α : G×X → X is a G-action on X.
For a finite index subgroup H of G (that is, |G/H| < ∞), pH(α) denotes
the number of points in X fixed by all elements of H:
pH(α) = |{x ∈ X : ∀h ∈ H,α(h, x) = x}|.









in which the sum is over finite index subgroups H. It is clear that if α :
Z × X → X is given by α(n, x) = Tn(x), then the Lind zeta function ζα
becomes the Artin-mazur zeta function ζ(X,T ). Lind defined this function in
[15] for the case G = Zd.
In [10], this function is generalized to the case that G is the infinite
dihedral group D∞. Recall that the infinite dihedral group D∞ is the infinite
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group generated by two elements a and b having the relation 〈a, b : ab =
ba−1, b2 = 1〉. If α2 : D∞ ×X → X is the D∞-action on X defined by
α2(a, x) = T (x) and α2(b, x) = F (x),
then the flip system (X,T, F ) can be regarded as the action α2.
In a similar manner, if G2m is a group generated by two elements a and
b having the relation 〈a, b : ab = ba−1, b2m = 1〉, then a reversal system
(X,T,R) of order 2m can be regarded as the action α2m : G2m × X → X
defined by
α2m(a, x) = T (x) and α2m(b, x) = R(x).
In this chapter, we deal with the Lind zeta function for reversal systems.
To do this, we need to identify all the finite index subgroups of G2m. It is
obvious that if H is a finite index subgroup of G2m and K is a finite index
subgroup of H, then K is a finite index subgroup of G2m. Let Hm denote
the subgroup 〈a, b2〉 generated by a and b2. Then Hm has index two. It
follows that if βm denotes the restriction of α2m to Hm ×X, then the Lind
zeta function of the action α2m has (ζβm(t
2))1/2 as a factor. Similarly, the
cyclic subgroup 〈a〉 generated by a has index 2m. Therefore, the Lind zeta
function of α2m has (ζ(X,T )(t
2m))1/2m as a factor. Moreover, if m is odd,
then the subgroup generated by a and bm has index m and it is isomorphic
to the infinite dihedral group. In this case the Lind zeta function of the
action α2m has (ζα2(t
m))1/mas a factor.
To simplify the process, we first consider in §1.2 the Lind zeta function
for automorphisms of finite order. The reason why we only discuss reversals
of finite order in this dissertation is described in Introduction. Thus, we
only need to consider automorphisms of finite order; and if the order of an
automorphism ϕ of a shift of finite type (or sofic shift) (X,σX) is finite,
then ϕ can be recoded into the one-block permutation ψ, and (X,σX , ψ)
can be represented in terms of matrices (or in terms of matrices and a
labeling). For detail, see Lemma 1.2.3. (In Proposition 2.9 of [4], it is
shown that if the order of an automorphism of shift spaces is finite, then
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the automorphism can be recoded into the one-block permutation.) In §1.3,
the Lind zeta function for flip systems are treated. The generating function
of flip systems is introduced and it is shown that the Lind zeta function for
flip systems is expressed in terms of the Artin-Mazur zeta function and the
generating function. We devote §1.4 to the Lind zeta function for reversal
systems. We express it in terms of the Lind zeta function for automorphism
and the generating functions of flip systems. In each section, we compute
the Lind zeta functions in the sofic case on the basis of some proof of the
Artin-Mazur zeta function for sofic shifts, which is described in §1.1.
It is well known that if X is a shift of finite type, then the Artin-mazur
function ζ(X,σX) is the reciprocal of a polynomial; and that if X is sofic,
then ζ(X,σX) is a rational function [16, 18]. In fact, they are N-rational
[2, 20]. The Lind zeta functions for shift-reversal systems of finite type and
sofic shift-reversal systems are rather complicated. In §1.5, we introduce the
notion of N-rationality and we show that the Lind zeta function for sofic
shift-reversal systems is the composition of the exponential function and a
rational function; but it is neither a N-rational series nor the composition
of the exponential function and N-rational series.
1.1. Preliminaries: The Numbers of Periodic Points of Sofic
Shifts
Let A be a finite set equipped with the discrete topology. A shift space
X over A is a shift-invariant and closed subspace of (AZ, σ) in the product
topology, where σ : AZ → AZ is defined by
σ(x)i = xi+1 (x ∈ AZ; i ∈ Z).
The restriction of σ to X is denoted by σX . If X is a shift space over A,




{w ∈ An : w does not occur in x ∈ X}.
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F is called a forbidden set for X. We denote the set of all admissible blocks
of X whose length is n ∈ N by Bn(x):
Bn(X) = {w ∈ An : ∃x ∈ X w occurs in x}.
X is called a shift of finite type if there is a finite forbidden set F for X.
For instance, the golden mean shift is the set of all bi-infinite sequences over
{0, 1} with no two 1’s next to each other, and it has a finite forbidden set
{11}.
If A is a finite set and A is a zero-one A×A matrix, then XA will denote
the topological Markov chain determined by A:
XA = {x ∈ AZ : ∀i ∈ Z A(xi, xi+1) = 1}.
In this case, we denote the restriction of the shift map of AZ to XA by σA.
It is well known [16] that if X is a shift of finite type, then there are a
finite set A and zero-one A×A matrices A such that (X,σX) is conjugate
to (XA, σA). For instance, if we define {0, 1} × {0, 1} matrix A by
A(i, j) =
1 if ij = 0,0 if ij = 1
for i, j ∈ {0, 1}, then (XA, σA) is conjugate to the golden mean shift.
X is called a sofic shift if there is a shift of finite type XA and a
map(labeling) L : B1(XA) → B1(X) such that L∞ : XA → X is a factoring,
where L∞ is defined by
L∞(x)i = L(xi) (x ∈ X; i ∈ Z).
For instance, the shift space X over {0, 1} having a forbidden set F =
{102n+11 : n ≥ 0} is a proper sofic, that is, it is sofic, but it is not a shift
of finite type. Since an even number of 0’s occurs between any two 1’s in
every bi-infinite sequence of X, X is called the even shift.
Suppose that A is a finite set and A is a zero-one A × A matrix. It is
well known [16] that the number of periodic points pn(XA, σA) of period n
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is
pn(XA, σA) = tr(A
n) (n = 1, 2, · · · );





The number of periodic points of a sofic shift is also well known [16, 5, 18]:
Theorem 1.1.1. If X is a sofic shift, then there are square matrices




(−1)j+1tr(Anj ) (n = 1, 2, · · · ).
A proof of this theorem is found in §6.4 of [16]. With the help of the
proof, we will compute the Lind zeta function for sofic shift-reversal sys-
tems. In the next two sections, the proof will be modified for the case of
automorphisms and the case of flip systems, respectively. So we need to
illustrate an outline of the proof, and to do this, we refer to [13].
Throughout this section, we assume that (X,σX) is a sofic shift, A is a
finite set, L : A → B1(X) is a map (labeling), and A is a A × A zero-one
matrix satisfying the following property.
(1) L∞ : XA → X is a factoring.
(2) L∞ is right-resolving.
Recall that a right-resolving for L∞ is a pair (a1a2, b1b2) of blocks in B2(XA)
such that
a1 = b1 and L(a2) = L(b2) ⇒ a2 = b2.
At the end of this section, we will verify that the argument is valid with the
assumption “L∞ has no graph diamonds” instead of (2). We will see that
if L is right-resolving or has no graph diamonds, then x ∈ X and σnXx = x
for n ∈ N implies that σnA is a permutation of L−1(x) ⊂ XA.
We denote the cardinality of A by r, and for each integer i, we denote
the projection XA 3 y 7→ yi ∈ A by Pi. The following is trivially proved
from (2).
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Lemma 1.1.2. If x is periodic, then Pi is one-to-one on L−1∞ for every
i. As a consequence, 1 ≤ |L−1∞ (x)| ≤ r.
Let F (n) be the set of points in X fixed by σnX :
F (n) = {x ∈ X : σnX(x) = x}.
Thus pn(X,σX) = |F (n)|. Suppose that x ∈ F (n). By Lemma 1.1.2, we
have 1 ≤ |L−1∞ (x)| ≤ r. Since σnX(x) = x, it follows that σnA(L−1∞ (x)) =
L−1∞ (x). Thus the restriction of σnA to L−1∞ (x) is a permutation of L−1∞ (x).
If π is a permutation of a finite set, its sign will be denoted by sgn(π).
When < is a linear order of A and f is a one-to-one function from a subset
S of A into A, we set
sgn(f) = (−1)N(<, f),
where
N(<, f) = |{(a, b) ∈ S × S : a < b and f(b) < f(a)}|.
If g : f(S)→ A is one-to-one again, then
sgn<(g ◦ f) = sgn<(g) sgn<(f).
We also have sgn<(f) = sgn(f) whenever f is a permutation of a subset of
A. From here on, we fix a linear order < of A and write
sgn(f) = sgn<(f)
for an arbitrary one-to-one function f from a subset A into A.
For each positive integer j ≤ r, we set
Aj = {S ⊂ A : |S| = j and |L(S)| = 1};
for S1, S2 ∈ Aj , we denote by F (S1, S2) the set of one-to-one functions
f : S1 → S2 such that A(a, f(a)) = 1 for all a ∈ S1.
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Let n be a positive integer. For j = 1, 2, · · · , r, we denote by Ij(n) the
set of all (n+ 1)-blocks S0S1 · · ·Sn over the alphabet Aj such that S0 = Sn
and
∏n−1







Lemma 1.1.3. A (n+ 1)-block S0S1 · · ·Sn belongs to Ij(n) if and only if
|F (Sj , Sj+1)| = 1 for 0 ≤ j ≤ n− 1 and S0 = Sn.
Proof. If S0S1 · · ·Sn ∈ Ij(n), then |F (Sj , Sj+1)| ≥ 1 for 0 ≤ j ≤ n− 1.
Since L∞ is right-resolving, |F (Sj , Sj+1)| = 1 for 0 ≤ j ≤ n − 1. The
converse is trivially true. 
Let C(n; x) denote the set of all σnA-invariant subsets of L−1∞ (x):
C(n; x) = {E ⊂ L−1∞ (x) : σnA(E) = E}.
The following lemma is proved in §6.4 of [16].
Lemma 1.1.4. Let π be a permutation of a non-empty finite set S and
C = {E ⊂ S : π(E) = E}. Then∑
E∈C\{∅}
(−1)|E|+1 sgn(π|E) = 1.







We set C(n) = ∪x∈F (n)C(n; x) and
Cj(n) = {E ∈ C(n) : |E| = j} (j = 1, 2, · · · , r).
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It is obvious that C(n) \ {∅} =
⋃r
j=1 Cj(n) and the sets C1(n), C2(n), · · · ,








Now, Theorem 1.1.1 is proved by the following lemma:
Lemma 1.1.5. If E ∈ Cj(n) and
Si = Pi(E) (0 ≤ i ≤ n), (1.1)





Conversely, if S0S1 · · ·Sn ∈ Ij(n), then there is a unique E ∈ Cj(n) such
that (1.1) holds.
Proof. Suppose that E ∈ Cj(n) and the sets S0, S1, · · · , Sm are given
by (1.1). Let x ∈ F (n) be such that E ⊂ L−1∞ (x). Then we have
L(Si) = {L(yi) : y ∈ E} = {xi} (i = 0, 1, · · · , n) (1.2)
and Lemma 1.1.2 implies that Pi|E : E → Si is a one-to-one correspondence
for all i. In particular,
|Si| = |E| = j (i = 0, 1, · · · , n).
Thus S0, S1, · · · , Sn ∈ Aj ; and since σnA(E) = E, we have S0 = Sn.
If we set fi = Pi+1◦(Pi|E)−1 for i = 0, 1, · · · , n−1, then fi ∈ F (Si, Si+1)
for all i; hence Lemma 1.1.3 implies that S0S1 · · ·Sn ∈ Ij(n). By the same
lemma, we also have F (Si, Si+1) = {fi} for all i, and this implies that






sgn(fi) = sgn(fn−1 ◦ · · · f1 ◦f0) = sgn(Pn ◦ (P0|E)−1).
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Since Pn(y) = P0(σ
n
A(y)) for all y ∈ XA, we have
sgn(σnA|E) = sgn(P0 ◦ σnA ◦ (P0|E)−1) = sgn(Pn ◦ (P0|E)−1),
and this proves the first assertion.
To prove the second assertion, suppose that S0S1 · · ·Sn ∈ Ij(n). By
Lemma 1.1.3, there are functions f0, f1, · · · , fn−1 such that F (Si, Si+1) =
{fi} for all i. If E denotes the set of all y ∈ XA such that
l ∈ Z and 0 ≤ i ≤ n− 1 ⇒ yln+i ∈ Si and yln+i+1 = fj(yln+i),
then it is easy to show that E ∈ Cj(n) and (1.1) holds.
It remains to prove the uniqueness of E, and to do this, suppose that
x, x′ ∈ F (n), E,E′ ∈ Cj(n), E ⊂ L−1∞ (x), E′ ⊂ L−1∞ (x′) and that Pi(E) =
Pi(E
′) for 0 ≤ i ≤ n − 1. Then (1.2) implies that x = x′. Hence we have
E = E′, by Lemma 1.1.2. This completes the proof. 
Remark. We proved Theorem 1.1.1 with the following assumptions:
(1) L∞ : XA → X is a factoring.
(2) L∞ is right-resolving.
The second assumption can be replaced by the following.
(2′) L∞ has no graph diamonds.
Recall that a graph diamond for L∞ is a pair (a1a2 · · · an, b1b2 · · · bn) of
distinct blocks in Bn(XA) such that a1 = b1, an = bn and L(ai) = L(bi) for
all i. It is obvious that Lemma 1.1.2 and Lemma 1.1.3 are valid with the
assumption (2′).
The Artin-Mazur zeta function of a sofic shift is well known [16]:
Corollary 1.1.6. If X is a sofic shift, then there are square matrices







We observe that the Artin-Mazur zeta function for sofic shifts is a ratio-
nal function. For the N-rationality of this function, see §1.5.
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1.2. Automorphisms of Finite Order
Let ϕ be an automorphism of a dynamical system (X,T ) of order m and
let Hm be a group generated by two elements a and c such that
ac = ca and cm = 1.
The triple (X,T, ϕ) can be regarded as Hm-action βm : Hm×X → X on X
defined by
βm(a, x) = T (x) and βm(c, x) = ϕ(x). (x ∈ X).
In this section we establish the Lind zeta function ζβm = ζ(X,T,ϕ) for auto-
morphism ϕ. Note that Hm is a multiplicative group which is isomorphic
to the additive group Z ⊕ Zm. Thus if m = 1, then ζ(X,T,ϕ) is equal to
the Artin-Mazur zeta function ζ(X,T ). So we assume that m > 1. We first
consider the case that m is prime.
Lemma 1.2.1. If m is prime, then all the finite index subgroups of Hm
are as follows:
(1) 〈an〉 (n > 0),
(2) 〈ancl〉 (n > 0 and 0 < l < m),
(3) 〈an, c〉 (n > 0).
Proof. Suppose that K is a finite index subgroup of Hm. Then K must
contain ai for some integer i 6= 0.
First we assume that ck /∈ K for all k = 1, · · ·m−1. Then K is generated
by ancl for some integers n and l with n 6= 0 and l = 0, 1, · · ·m − 1. Since
the inverse a−ncm−l of ancl also generates 〈ancl〉 for all n ∈ Z and l =
0, 1, · · ·m− 1, it is enough to consider the case that n is a positive integer.
Hence we obtain (1) and (2).
Now we assume that ck ∈ K for some k = 1, · · ·m − 1. Because m is
prime, ck generates 〈c〉. This implies that 〈ancl, ck〉 = 〈an, c〉 for all n ∈ Z
and l = 0, · · · ,m− 1. 
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Remark. The indexes of these subgroups are as follows:
(1) |Hm/〈an〉| = mn (n > 0),
(2) |Hm/〈ancl〉| = mn (n > 0 and 0 < l < m),
(3) |Hm/〈an, c〉| = n (n > 0).
To illustrate the Lind zeta function, we indicate some notation. If 0 ≤
l < m, then pn◦l(X,T, ϕ) will be denoted the number of points in X fixed
by all elements of 〈ancl〉:
pn◦l(X,T, ϕ) = |{x ∈ X : Tn ◦ ϕl(x) = x}|.
If l = 0, then pn◦0(X,T, ϕ) = pn(X,T ). The number of points in X fixed
by all elements of 〈an, c〉 will be denoted by pn∗1(X,T ):
pn∗1(X,T, ϕ) = {x ∈ X : Tn(x) = ϕ(x) = x}.
For a positive divisor k of m, let X(k) denote the subspace of X whose
elements are fixed by ϕk:
X(k) = {x ∈ X : ϕk(x) = x}.
If k = m, then X(m) = X. We denote the restrictions of T and ϕ to X(k) by
T and ϕ, unless there is a confusion. Then we have
pn(X(1), T ) = pn∗1(X,T, ϕ).
Thus we conclude that if ϕ is an automorphism of (X,T ) of prime order m,


































Now we consider the case that m is an arbitrary positive integer greater
than 1.
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Lemma 1.2.2. If m is a positive integer greater than 1, then all the finite
index subgroups of Hm are as follows:
(1) 〈an〉 (n > 0),
(2) 〈ancl〉 (n > 0 and 0 < l < m),
(3) 〈an, ck〉 (n > 0, 0 < k < m and k|m),
(4) 〈ancl, ck〉 (n > 0, 0 < l < k < m and k|m).
Proof. By the similar arguments in the proof of Lemma 1.2.1, (1) and
(2) follow. Suppose that k and l are positive integers such that 0 < k, l < m
and gcd(l,m) = k. Then cl generates 〈ck〉. Therefore it suffices to consider
the cases (3) and (4) only when k divides m. Now we consider the case (4).
If there is an integer j such that l = jk, then 〈ancl, ck〉 is also generated by
two elements an and ck and this subgroup belongs to the case (3). So we
assume that k does not divide l. Since 〈ancl, ck〉 = 〈ancl−k, ck〉, we obtain
(4) by the division algorithm. 
Remark. The indexes of these subgroups are as follows:
(1) |Hm/〈an〉| = mn (n > 0),
(2) |Hm/〈ancl〉| = mn (n > 0 and 0 < l < m),
(3) |Hm/〈an, ck〉| = kn (n > 0, 0 < k < m and k|m),
(4) |Hm/〈ancl, ck〉| = kn (n > 0, 0 < l < k < m and k|m).
When k divides m, 〈a, ck〉 is a finite index subgroup of Hm. We observe
that the subgroups 〈an, ck〉 and 〈ancl, ck〉 (n > 0 and 0 < l < k) of Hm are
also finite index subgroups of 〈a, ck〉.
As in the case that m is prime, we indicate some notation. If n is a
positive integer and k is a positive divisor of m, then pn∗k(X,T, ϕ) and
p(n◦l)∗k(X,T, ϕ) will be denote the numbers of points in X fixed by all
elements of 〈an, ck〉 and 〈ancl, ck〉, respectively:
pn∗k(X,T, ϕ) = |{x ∈ X : Tn(x) = ϕk(x) = x}|,
p(n◦l)∗k(X,T, ϕ) = |{x ∈ X : (Tn ◦ ϕl)(x) = ϕk(x) = x}| (0 ≤ l < k).
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Then we have
p(n◦0)∗k(X,T, ϕ) = pn∗k(X,T, ϕ), p(n◦l)∗m(X,T, ϕ) = pn◦l(X,T, ϕ)
pn(X(k), T ) = pn∗k(X,T, ϕ),
and
pn◦l(X(k), T, ϕ) = P(n◦l)∗k(X,T, ϕ) (0 ≤ l < k).


























In the rest of this section, we will compute the Lind zeta function for
automorphisms of sofic shifts. We begin with some basic properties. Let
(X,T ) and (X ′, T ′) be dynamical systems. Suppose that ϕ and ψ are auto-
morphisms of (X,T ) and (X ′, T ′), respectively, and that there is a conjugacy
θ : (X,T )→ (X ′, T ′) such that
θ ◦ ϕ = ψ ◦ θ. (1.3)
If ϕ is of order m for some positive integer m > 1, then the order of ψ is
also m by (1.3). If n is a positive integer, k is a positive divisor of m, and
0 ≤ l < k, then (1.3) implies that
p(n◦l)∗k(X,T, ϕ) = p(n◦l)∗k(X
′, T ′, ψ).
Hence we obtain
ζ(X,T,ϕ)(t) = ζ(X′,T ′,ψ)(t).
It is well known [16] that if X is a shift space, and ϕ is an automorphism
of (X,σX), then there is a block map Φ : Bp+q+1(X) → B1(X) for some
nonnegative integers p and q such that
ϕ(x)i = Φ(x[i−p,i+q]) (x ∈ X; i ∈ Z).
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If p and q are equal to zero, then ϕ is said to be a one-block automorphism.
Lemma 1.2.3. Let ϕ be an automorphism of (X,σX) of order m. Then
there are a shift space (Y, σY ), a one-block automorphism ψ of (Y, σY ) of
order m, and a conjugacy θ : (X,σX)→ (Y, σY ) satisfying (1.3).
Proof. We define A, κ : A → A, and θ : X → AZ by
A = {(a0, a1, · · · , am−1) : ∃x ∈ X, ak = ϕk(x)0 for k = 0, · · · ,m− 1},
κ(a0, a1, · · · , am−1) = (a1, · · · , am−1, a0)
(






xi, ϕ(x)i, · · · , ϕm−1(x)i
)
(x ∈ X; i ∈ Z).
Then A is a finite set, κm = idA, θ is one-to-one and continuous, and we
have
θ ◦ σX = σ ◦ θ and θ ◦ ϕ = κ∞ ◦ θ.
If Y denotes θ(X), and ψ denotes the restriction of κ∞ to Y, then we have
the desired result. 
Prior to the sofic case, we need to compute the Lind zeta function for
automorphisms of shifts of finite type.
Suppose that A is a finite set, m is a positive integer, and A and K are
zero-one A×A matrices such that
AK = KA, Km = I, and Ki 6= I (i = 1, · · · ,m− 1). (1.4)
Since K is zero-one and Km = I, it follows that there is a unique map
κK : A → A such that κmK = idA, κiK 6= idA (0 < i < m), and that for
a, b ∈ A we have K(a, b) = 1 if and only if κK(a) = b; and since AK = KA,
we have
A(a, b) = A(κK(a), κK(b)) (a, b ∈ A). (1.5)
We define ϕK : AZ → AZ by
ϕK(x)i = κK(xi) (x ∈ AZ; i ∈ Z),
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that is, ϕK = (κK)∞. Since (1.5) implies that ϕK(XA) = XA, the restriction
of ϕK to XA is an automorphism of (XA, σA) of order m. We denote the
restriction by ϕK,A.
Theorem 1.2.4. Suppose that X is a shift of finite type and ϕ is an
automorphism of (X,σX) of order m. Then there is a finite set A and
zero-one A×A matrices satisfying (1.4) such that
pn◦l(X,σX , ϕ) = tr(A
nK l) (n > 0, 0 ≤ l < m).
Proof. We may assume that ϕ is a one-block automorphism by Lemma
1.2.3. It is obvious that there are a finite set A, A×A zero-one matrices A
and K satisfying (1.4), and a conjugacy θ : (X,σX)→ (XA, σA) such that
θ ◦ ϕ = ϕK,A ◦ θ.
Hence it is enough to show that
pn◦l(XA, σA, ϕK,A) = tr(A
nK l) (n > 0, 0 ≤ l < m). (1.6)
It is obvious that
σnA ◦ ϕlK,A(x) = x ⇔ xjn+i = κ
m−jl
K (xi) (x ∈ X; j ∈ Z).
By (1.5), we have
pn◦l(XA, σA, ϕK,A) = |{x0 · · ·xn−1 ∈ Bn(XA) : A(xn−1, κm−lK (x0)) = 1}|.
Since κK(a) is the unique element of A satisfying K(a, κK(a)) = 1 for a ∈ A,
we have
A(a, κm−lK (b)) = AK
l(a, b) (a, b ∈ A; 0 ≤ l < m).
Hence (1.6) is proved. 
Suppose that A is a finite set and that A,K are zero-one A×A matrices
satisfying (1.4). For a positive divisor k of m, let A(k) denote the set of
symbols in A fixed by κkK :
A(k) = {a ∈ A : κkK(a) = a}, (1.7)
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and A(k) and K(k) denote the restrictions of A and K to A(k), respectively.
Then we obtain the following corollary.
























Now, we are concerned with the sofic case.
Theorem 1.2.6. If X is a sofic shift and ϕ is an automorphism of
(X,σX) of order m for some positive integer m, then there are square ma-
trices Aj and Kj (j = 1, 2, · · · r) over Z such that
pn◦l(X,σX , ϕ) =
r∑
j=1
(−1)j+1tr(AnjK lj) (n > 0, 0 ≤ l < m).
By Lemma 1.2.3, we may assume ϕ is a one-block automorphism. If ϕ
is a one-block automorphism of (X,σX), then there is a map κ : B1(X) →
B1(X) such that ϕ = κ∞|X . Throughout this section, we assume that A is a
finite set, L : A → B1(X) is a map (labeling), and A,K are A×A zero-one
matrices having the following properties.
(1) L∞ : XA → X is a factoring.
(2) L∞ is right-resolving.
(3) A and K satisfy (1.4).
(4) L ◦ κK = κ ◦ L.
Remarks. As in §1.1, the following can replace (2).
(2′) L∞ has no graph diamonds.
Note that (4) implies L∞ ◦ ϕK,A = ϕ ◦ L∞.
As in §1.1, we denote the cardinality of A by r, the projection XA 3
y 7→ yi ∈ A by Pi for each integer i, and we fix a linear order < of A. For a
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positive integer j ≤ r, we set
Aj = {S ⊂ A : |S| = j and |L(S)| = 1};
for S1, S2 ∈ Aj , we denote by F (S1, S2) the set of one-to-one functions
f : S1 → S2 such that A(a, f(a)) = 1 for all a ∈ S1.
When S, T ⊂ A and f : S → T is a one-to-one correspondence, we
denote the map from κK(S)→ κK(T ) given by
κK(a) 7→ κK(f(a)) (a ∈ S)
by κK(f). Then κK(f) : κK(S) → κK(T ) is a one-to-one correspondence
satisfying κK(f) = κK |T ◦ f ◦ κm−1K |S and
sgn(κK(f)) = sgn(κK |T )sgn(f)sgn(κm−1K |S). (1.8)
It is clear that κmK(f) = f . Since L ◦ κK = κ ◦ L, we have κK(S) ∈
Aj whenever S ∈ Aj , and by (1.5), we have κK(f) ∈ F (κK(S1), κK(S2))
whenever f ∈ F (S1, S2). It is clear that
F (S1, S2) 3 f 7→ κK(f) ∈ F (κK(S1), κK(S2)) (1.9)
is a one-to-one correspondence.







sgn(κK |S1) if κK(S1) = S2,0 otherwise.
It is straightforward to see thatKmj = I. A simple calculation using (1.8)
and the fact that the mapping given by (1.9) is a one-to-one correspondence
gives
Aj(κK(S1), κK(S2)) = Kj
m−1(κK(S1), S1)Aj(S1, S2)Kj(S2, κK(S2)),
(1.10)
for all S1, S2 ∈ Aj , which may be expressed as Aj = Km−1j AjKj , or equiv-
alently, as AjKj = KjAj .
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Let n be a positive integer and l be a nonnegative integer with l < m.
We put
F (n ◦ l) = {x ∈ X : σnX ◦ ϕl(x) = x}
so that pn◦l(X,σX , ϕ) = |F (n ◦ l)|. If x ∈ F (n ◦ l), then ϕl(x) = σ−nX (x).
Therefore x is a periodic point of period mn, and by Lemma 1.1.2, we have
1 ≤ |L−1∞ (x)| ≤ r. Since σnX ◦ϕl(x) = x, it follows that σnA ◦ϕlK,A(L−1∞ (x)) =
L−1∞ (x). Thus the restriction of σnA ◦ ϕlK,A to L−1∞ (x) is a permutation of
L−1∞ (x). Let C(n ◦ l; x) denote the set of all (σnA ◦ϕlK,A)-invariant subsets of
L−1∞ (x):
C(n ◦ l; x) = {E ⊂ L−1∞ (x) : σnA ◦ ϕlK,A(E) = E}.
Now, we obtain the following from Lemma 1.1.4:






If we set C(n ◦ l) =
⋃
x∈F (n◦l) C(n ◦ l; x), and
Cj(n ◦ l) = {E ⊂ C(n ◦ l) : |E| = j} (j = 1, 2, · · · , r),
then as in the proof of Theorem 1.1.1,







Lemma 1.2.7. If E ∈ Cj(n ◦ l) and
Si = Pi(E) (0 ≤ i ≤ n) (1.11)
then Aj(Si, Si+1) ∈ {−1, 1} for 0 ≤ i ≤ n − 1, Sjn+i = κm−jlK (Si) for
0 ≤ j < m, 0 ≤ i < n, Smn = S0, and






Conversely, if S0, · · · , Sn ∈ Aj,
∏n−1
i=0 Aj(Si, Si+1) 6= 0, Sjn+i = κ
m−jl
K (Si)
for 0 ≤ j < m, 0 ≤ i < n, and Smn = S0, then there is a unique E ∈ Cj(n◦l)
such that (1.11) holds.
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Proof. Suppose that E ∈ Cj(n◦ l) and Si = Pi(E) for 0 ≤ i ≤ mn. Let
x ∈ F (n ◦ l) be such that E ⊂ L−1∞ (x). Since x is a periodic point of period
mn, Pi|E : E → Si is a one-to-one correspondence for all i = 0, 1, · · · ,mn
by Lemma 1.1.2. In particular,
|Si| = |E| = j (i = 0, 1, · · · ,mn).




K (Si) (0 ≤ j < m, 0 ≤ i < n).
If we set fi = Pi+1 ◦ (Pi|E)−1 for i = 0, 1, · · · ,mn − 1, then fi ∈
F (Si, Si+1) for all i; hence Lemma 1.1.3 implies that S0S1 · · ·Smn ∈ Ij(mn).
By the same lemma, we also have F (Si, Si+1) = {fi} for all i, and this im-





j(Sn, S0) = sgn(κ
l
K ◦ fn−1 ◦ · · · ◦ f0)
= sgn(κlK ◦ Pn ◦ (P0|E)−1).
Since Pn(y) = P0(σ
n




K(Pny) for all y ∈ XA,
sgn(σnA ◦ϕlK,A|E) = sgn(P0 ◦σnA ◦ϕlK,A ◦(P0|E)−1) = sgn(κlK ◦Pn ◦(P0|E)−1),
and this proves the first assertion.
To prove the second assertion, suppose that S0, · · · , Sn ∈ Aj ,
∏n−1
i=0
Aj(Si, Si+1) 6= 0, and that
Sjn+i = κ
m−jl
K (Si) (0 < j < m, 0 ≤ i < n) and Smn = S0,
then S0 · · ·Smn ∈ Ij(mn) by (1.10). By Lemma 1.1.3, there are functions
f0, f1, · · · , fmn−1 such that F (Si, Si+1) = {fi} for all i. Lemma 1.1.5 implies
that there is an E ∈ C(mn) such that
Si = Pi(E) (0 ≤ i ≤ mn).
Since C(n◦ l) ⊂ C(mn), the uniqueness of E is obtained by Lemma 1.1.5.

26 1. THE LIND ZETA FUNCTION FOR REVERSAL SYSTEMS
As in (1.7), we put
(Aj)(k) = {S ∈ Aj : κkK(S) = S};
and we denote by (Aj)(k) and (Kj)(k) the restrictions of Aj andKj to (Aj)(k),
respectively.
Corollary 1.2.8. Suppose that X is a sofic shift and that ϕ is an
automorphism of (X,σX) of order m for some positive integer m. Then
for each positive divisor k of m, there are square matrices Aj and Kj (j =
1, 2, · · · r) over Z such that











(n > 0, 0 ≤ l < k).
Proof. Suppose that x ∈ X is fixed by both σnX ◦ ϕl and ϕk:
(σnX ◦ ϕl)(x) = ϕk(x) = x.
Since σnA ◦ϕlK,A(L−1∞ (x)) = ϕkK,A(L−1∞ (x)) = L−1∞ (x), there is an E ⊂ L−1∞ (x)
such that
σnA ◦ ϕlK,A(E) = ϕkK,A(E) = E.
Thus the result follows by the same argument as above. 
Corollary 1.2.9. If ϕ is an automorphism of a sofic shift (X,σX) of
order m for some positive integer m, then there are square matrices Aj and
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1.3. Flip Systems
In [10], the Lind zeta function for shift-flip systems of finite type has
been computed, and in [13], the result has been extended to the case of sofic
shift-flip systems. In this section, we investigate the works in [10] and [13].
Let D∞ be the infinite dihedral group generated by a and b such that
ab = ba−1 and b2 = 1.
A flip system can be regarded as the D∞-action α2 : D∞ ×X → X on X
given by
α2(a, x) = T (x) and α2(b, x) = F (x) (x ∈ X).
Lemma 1.3.1. All the finite index subgroups of D∞ are as follows:
(1) 〈an〉 (n > 0),
(2) 〈an, ajb〉 (n > 0 and 0 ≤ j < n).
Proof. Suppose that K is a finite index subgroup of D∞. Then K must
contain ai for some integer i 6= 0. It follows that K is generated by an for
some integer n 6= 0 or generated by an and ajb for some integers n and j
with n 6= 0. Since 〈an〉 = 〈a−n〉 and 〈an, ajb〉 = 〈an, aj−nb〉 we have the
desired result by the division algorithm. 
Remark. The indexes of these subgroups are as follows:
(1) |D∞/〈an〉| = 2n (n > 0),
(2) |D∞/〈an, ajb〉| = n (n > 0 and 0 ≤ j < n).
If n is a positive integer and j = 0, 1, · · · , n− 1, then pn,j(X,T, F ) will
denote the number of points in X fixed by both Tn and T j ◦ F :
pn,j(X,T, F ) = |{x ∈ X : Tn(x) = T j ◦ F (x) = x}|.
It is clear that pn,j(X,T, F ) = pn,n+j(X,T, F ). Since TF = FT
−1, pn,j(X,T, F )
= pn,j+2(X,T, F ). Hence pn,j(X,T, F ) = pn,0(X,T, F ) if n and j are even;
pn,j(X,T, F ) = pn,1(X,T, F ) if n is even and j is odd; and pn,j(X,T, F ) =
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pn,0(X,T, F ) if n is odd,(pn,0(X,T, F ) + pn,1(X,T, F )) /2 if n is even.
(1.12)






















The function G(X,T,F )(t) will be called the generating function of a flip
system (X,T, F ).
We will express G(X,T,F )(t) in terms of matrices when X is a sofic shift.
We start with some preliminaries. A flip ϕ for a shift dynamical system
(X,σX) is said to be a one-block flip if
x, x′ ∈ X and x0 = x′0 ⇒ ϕ(x)0 = ϕ(x′)0.
In this case, there is a unique map τ : B1(X) → B1(X) such that τ2 =
idB1(X) and that
ϕ(x)i = τ(x−i) (x ∈ X; i ∈ Z).
We call τ the symbol map of ϕ.
Suppose that A is a finite set, and A, J are zero-one A × A matrices
such that
AJ = JAT and J2 = I. (1.13)
Since J is zero-one and J2 = I, it follows that there is a unique map τJ :
A → A such that τ2J = idA, and that for a, b ∈ A we have J(a, b) = 1 if and
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only if τJ(a) = b; and since JA = A
TJ, we have
A(a, b) = A(τJ(b), τJ(a)) (a, b ∈ A). (1.14)
We define ϕ̃J : AZ → AZ by
ϕ̃J(x)i = τJ(x−i) (x ∈ AZ; i ∈ Z).
Since τ2J = idA, it follows that ϕ̃J is a one-block flip for (AZ, σ) whose symbol
map is τJ ; and (1.14) implies that ϕ̃J(XA) = XA. Thus the restriction of ϕ̃J
to XA is a flip for (XA, σA). We denote the restriction by ϕ̃J,A. A pair (A, J)
of zero-one square matrices satisfying (1.13) will be called a flip pair.
The following is proved in [10].
Lemma 1.3.2. If (X,σX , ϕ) is a shift-flip system of finite type, then there
is a flip pair (A, J) such that (X,σX , ϕ) ∼= (XA, σA, ϕ̃J,A).
Recall that the numbers of fixed points pn,δ(X,σX , ϕ) (n > 0, δ ∈ {0, 1})
are conjugacy invariant. So we will compute the generating function of
(XA, σA, ϕ̃J,A). To do this, we need some notation: if M is a matrix, S[M ]





and if M is a square matrix, M∆ will denote the diagonal matrix whose
diagonal entries are identical with those of M , that is,
(M∆)(I, J) =
M(I, J) if I = J,0 otherwise.
For instance, tr(M) = S[M∆]. The adjugate of a square matrix M will be
denoted by M? so that MM? = (detM)I.
Theorem 1.3.3. If (A, J) is a flip pair, then
p2n−1,0(XA, σA, ϕ̃J,A) = S[J∆An−1(AJ)∆],
p2n,0(XA, σA, ϕ̃J,A) = S[J∆AnJ∆] and
p2n,1(XA, σA, ϕ̃J,A) = S[(JA)∆An−1(AJ)∆] (n = 1, 2, · · · ).
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Proof. For notational ease, we will write τJ(a) = a
∗ for all a ∈ A. It
is easy to show that if σ2n−1A (x) = ϕ̃J,A(x) = x, then
x[0,2n−1] = x0x1 · · ·xn−1x∗n−1 · · ·x1∗ and x∗0 = x0;
if σ2nA (x) = ϕ̃J,A(x) = x, then
x[0,2n] = x0x1 · · ·xn−1xnx∗n−1 · · ·x1∗, x∗0 = x0, and x∗n = xn;
and that if σ2nA (x) = σA ◦ ϕ̃J,A(x) = x, then
x[0,2n] = x0x1 · · ·xn−1x∗n−1 · · ·x∗1x∗0.
From (1.14), we have
p2n−1,0(XA, σA, ϕ̃J,A)
= |{x0 · · ·xn−1 ∈ Bn(XA) : x∗0 = x0 and A(xn−1, x∗n−1) = 1}|,
p2n,0(XA, σA, ϕ̃J,A)
= |{x0 · · ·xn ∈ Bn+1(XA) : x∗0 = x0 and x∗n = xn}|,
and
p2n,0(XA, σA, ϕ̃J,A)
= |{x0 · · ·xn−1 ∈ Bn(XA) : A(x∗0, x0) = A(xn−1, x∗n−1) = 1}|.
Since for each a ∈ A, a∗ is the unique element of A such that
J(a, a∗) = J(a∗, a) = 1,
it follows that
A(a, b∗) = AJ(a, b) and A(a∗, b) = JA(a, b) (a, b ∈ A),
and the result follows. 
Let s be a complex number such that its modulus |s| is less than 1/Λ(A),
where Λ(A) is the spectral radius of A. Then we have
∞∑
i=0
siAi = (I − sA)−1 = 1
det(I − sA)
(I − sA)?.
From this, we obtain the following.
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{J∆A(I − t2A)?J∆ + (JA)∆(I − t2A)?(AJ)∆}
]
for t2 < 1/Λ(A).
Theorem 1.3.3 is extended to the sofic case in [13]:
Theorem 1.3.5. If (X,σX , ϕ) is a sofic shift-flip system, then there are
square matrices Aj , Bj and Jj , j = 1, 2, · · · , r, over Z such that
































(n = 1, 2, · · · ).
The following is proved in [13] (see also Lemma 1.4.3).
Lemma 1.3.6. Let (X,σX , ϕ) be a shift-flip system. Then there is a
shift-flip system (Y, σY , ψ) such that it is conjugate to (X,σX , ϕ) and ψ is
one-block.
Let X be a sofic shift and ϕ be a one-block flip for (X,σX) with symbol
map τ . Suppose that a finite set A, a map (labeling) L : A → B1(X) and
zero-one A×A matrices A and J having the following properties:
(1) L∞ : XA → X is a factoring.
(2) (A, J) is a flip pair.
(3) L ◦ τJ = τ ◦ L.
In this case, the quadruple (A,L, A, J) will be called a presentation for sofic
shift-flip system (X,σX , ϕ). Note that (3) implies L∞ ◦ ϕ̃J,A = ϕ ◦ L∞.
The following proposition is proved in [13] (see also §3.1).
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Proposition 1.3.7. Suppose that X is a sofic shift and that ϕ is a
one-block flip for (X,σX) with symbol map τ . Then there is a presentation
(A,L, A, J) for (X,σX , ϕ) having the following properties:
(4) L∞ has no graph diamonds.
(5) If δ ∈ {0, 1}, x ∈ X and σδX ◦ϕ(x) = x, then there is a y ∈ XA such that
L∞(y) = x and σδA ◦ ϕ̃J,A(y) = y.
To prove Theorem 1.3.5, suppose that (X,σX , ϕ) is a sofic shift-flip sys-
tem. By Lemma 1.3.6, we may assume that ϕ is a one-block flip. Let τ
denote the symbol map of ϕ, and let (A,L, A, J) be a presentation satisfy-
ing (4) and (5) of Proposition 1.3.7.
As in §1.1, we denote the cardinality of A by r, the projection XA 3 y 7→
yi ∈ A by Pi for each integer i, and we fix a linear order < of A. For each
positive integer j ≤ r, we set
Aj = {S ⊂ A : |S| = j and |L(S)| = 1};
for S1, S2 ∈ Aj , we denote by F (S1, S2) the set of one-to-one functions
f : S1 → S2 such that A(a, f(a)) = 1 for all a ∈ S1.
If S ⊂ A, the set τJ(S) will be denoted by S∗. It is obvious that
(S∗)∗ = S. When S, T ⊂ A and f : S → T is a one-to-one correspondence,
we denote the map
T ∗ 3 τJ(f(a)) 7→ τJ(a) (a ∈ S)
by f∗. Thus f∗ = (τJ |S)◦f−1 ◦ (τJ |T ∗) : T ∗ → S∗ is a one-to-one correspon-
dence, and we have
sgn(f∗) = sgn(τJ |S)sgn(f−1)sgn(τJ |T ∗). (1.15)
It is clear that (f∗)∗ = f.
If j is a positive integer with j ≤ r, then we set
Aj = {S ⊂ A : |S| = j and |L(S)| = 1};
and for S1, S2 ∈ Aj we denote by F (S1, S2) the set of one-to-one functions
f : S1 → S2 such that A(a, f(a)) = 1 for all a ∈ S1. By (4) in Proposition
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1.3.7, we have S∗ ∈ Aj whenever S ∈ Aj ; and, by (1.14), we have f∗ ∈
F (S∗2 , S
∗
1) whenever f ∈ F (S1, S2). It is clear that
F (S1, S2) 3 f 7→ f∗ ∈ F (S∗2 , S∗1)
is a one-to-one correspondence.
For notational convenience, we adopt the convention that an empty sum
is 0 and an empty product is 1:∑
i∈∅










1 if F (S1, S2) 6= ∅,0 otherwise,
and
Jj(S1, S2) =
sgn(τJ |S1) if τJ(S1) = S2,0 otherwise.
It is straightforward to see that Jj is symmetric and satisfies J
2
j = I.
A simple calculation using (1.15) and the fact that F (S1, S2) 3 f 7→ f∗ ∈
F (S∗2 , S
∗







1 , S1)Aj(S1, S2)Jj(S2, S
∗
2) (S1, S2 ∈ Aj), (1.16)
which may be expressed as ATj = JjAjJj , or equivalently, as JjAj = A
T
j Jj .





Let m be a positive integer. As in §1.1, we denote by Ij(m) the set of
all (m+ 1)-blocks S0S1 · · ·Sm over the alphabet Aj such that S0 = Sm and
Πm−1i=0 Aj(Si, Si+1) 6= 0.
The following is the modification of Lemma 1.1.4.
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Lemma 1.3.8. Let π be a permutation of a finite set S. Suppose C ⊂ 2S
and S0 ⊂ S satisfy the following:
(1) π(E) = E for every E ∈ C.
(2) If E1, E2 ∈ C, then E1 ∪ E2, E1 \ E2 ∈ C.
(3) S0 6= ∅ and π(S0) = S0.
(4) If E ⊂ S0 and π(E) = E, then E ∈ C.
Then ∑
E∈C\{∅}
(−1)|E|+1 sgn(π|E) = 1. (1.17)
Proof. The assumptions imply that C has at least two distinct elements,
namely S0 and ∅. For convenience, we set sgn(π|∅) = 1. With this notation,
(1.17) is equivalent to ∑
E∈C
(−1)|E| sgn(π|E) = 0.
If we put
N = {E ∈ C : E ⊂ S0} and R = {E ∈ C : E ∩ S0 = ∅},
then (2) implies that
N ×R 3 (E1, E2) 7→ E1 ∪ E2 ∈ C
is a one-to-one correspondence. If (E1, E2) ∈ N × R, then E1 ∩ E2 = ∅,
and hence
(−1)|E1∪E2| sgn(π|E1∪E2) = (−1)|E1| sgn(π|E1) (−1)|E2| sgn(π|E2).
From (3) and Lemma 1.1.4 we have∑
E⊂S0, π(E)=E
(−1)|E| sgn(π|E) = 0;
and from (1) and (4), we have
{E ⊂ S0 : π(E) = E} = N .
















Remark. The condition that S0 6= ∅ is crucial. Otherwise we cannot
apply Lemma 1.1.4.
Now, suppose that N is a positive integer and δ ∈ {0, 1}. We put
F (N, δ) = {x ∈ X : σNX (x) = σδX ϕ(x) = x},
so that pN,δ(σX , ϕ) = |F (N, δ)|; and for x ∈ F (N, δ) we put
C(N, δ; x) = {E ⊂ L−1∞ (x) : σNA (E) = σδA ϕJ,A(E) = E}.
It is clear that F (N, δ) ⊂ F (N) and that C(N, δ; x) ⊂ C(N ; x) for each
x ∈ F (N, δ), where
F (N) = {x ∈ X : σNX (x) = x}
and
C(N ; x) = {E ⊂ L−1∞ (x) : σNA (E) = E}.
Lemma 1.3.9. We have






Proof. Let x ∈ F (N, δ) and put
S0(x) = {y ∈ L−1∞ (x) : ∃l ∈ Z σδA ϕJ,A(y) = σlNA (y)}.
It follows from (5) in Proposition 1.3.7 that S0(x) 6= ∅. It is then straight-
forward to verify that the conditions in Lemma 1.3.8 are satisfied with
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S = L−1∞ (x), π = σNA |L−1∞ (x), C = C(N, δ; x) and S0 = S0(x). Hence we
obtain ∑
E∈C(N,δ;x)\{∅}
(−1)|E|+1 sgn(σNA |E) = 1 (x ∈ F (N, δ)),







Cj(N, δ) = {E ∈ C(N, δ) : |E| = j} (j = 1, 2, · · · , r),
then, as in the proof of Theorem 1.1.1, we have







Therefore Theorem 1.3.5 will follow, once we prove that∑
E∈Cj(2n−1,0)




























for n = 1, 2, · · · and for j = 1, 2, · · · , r.
We prove (1.18) only. The others are similarly proved. Let n and j be
given. First of all, it is easy to prove that
Cj(2n− 1, 0)
= {E ∈ Cj(2n− 1) : Pn+i(E) = Pn−i−1(E)∗ (0 ≤ i < n)}.
(1.21)
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In particular, every E ∈ Cj(2n − 1, 0) is completely determined by P0(E),





















If S0 · · ·Sn−1 ∈ Anj , then the corresponding term in the right hand side is
different from zero if and only if
S0 = S
∗
0 , Bj(Si, Si+1) = 1 (0 ≤ i ≤ n− 2), and Aj(Sn−1, S∗n−1) 6= 0.
(1.22)






If we denote the set of all n-blocks S0 · · ·Sn−1 over Aj that satisfy (1.22) by
















Thus (1.18) is a consequence of the following:
Lemma 1.3.10. If E ∈ Cj(2n− 1, 0) and
Si = Pi(E) (0 ≤ i ≤ n− 1), (1.23)
then, S0 · · ·Sn−1 ∈ Jj(2n− 1, 0) and





Conversely, if S0 · · ·Sn−1 ∈ Jj(2n−1, 0), then there is a unique E ∈ Cj(2n−
1, 0) such that (1.23) holds.
Proof. Suppose E ∈ Cj(2n − 1, 0) and S0, S1, · · · , Sn−1 are given by
(1.23). Then E ∈ Cj(2n− 1) and Lemma 1.1.5 implies that
P0(E)P1(E) · · ·P2n−1(E) ∈ Ij(2n− 1),
38 1. THE LIND ZETA FUNCTION FOR REVERSAL SYSTEMS





By (1.21) and (1.23), we have
P0(E)P1(E) · · ·P2n−1(E) = S0 · · ·Sn−1S∗n−1 · · ·S∗0 .



















If n = 1, the right hand side of (1.25) is equal to Aj(S0, S
∗
0) and that of




0 , S0), hence (1.24) holds, because
S0 = S
∗
0 and Jj(S, S
∗) = Jj(S
∗, S) ∈ {−1, 1} for all S ∈ Aj . Now suppose






























∗, S) ∈ {−1, 1} for all S ∈ Aj . Hence the right
hand side of (1.25) is equal to that of (1.24), because Aj(Si, Si+1) ∈ {−1, 1}
for all i. This proves (1.24).
Conversely, suppose that S0 · · ·Sn−1 ∈ Jj(2n− 1, 0). Then
S0 · · ·Sn−1S∗n−1 · · ·S∗0 ∈ Ij(2n− 1),
by Lemma 1.1.3; and Lemma 1.1.5 implies that there is an E ∈ Cj(2n − 1)
such that
P0(E)P1(E) · · ·P2n−1(E) = S0 · · ·Sn−1S∗n−1 · · ·S∗0 .
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Thus E ∈ Cj(2n−1, 0), by (1.21). Finally, the uniqueness is obvious, because
every E ∈ Cj(2n− 1, 0) is completely determined by P0(E) · · ·Pn−1(E). 
Corollary 1.3.11. If (X,σX , ϕ) is a sofic shift-flip system, then there












{J∆j Bj(I − t2Bj)?J∆j + (JjAj)∆(I − t2Bj)?(AjJj)∆}
]
for t2 < 1/Λ(B1).
1.4. Reversals of Finite Order
If m is a positive integer, then G2m will denote the group generated by
two elements a and b such that
ab = ba−1 and b2m = 1.
If (X,T,R) is a reversal system of order 2m, then we define α2m : G2m×X →
X by
α2m(a, x) = T (x) and α2m(b, x) = R(x).
If m = 1, then G2 is the infinite dihedral group D∞.
Lemma 1.4.1. If m is a positive integer greater than 1, then all the finite
index subgroups of G2m are as follows:
(1) 〈an〉 (n > 0),
(2) 〈anb2l〉 (n > 0 and 0 < l < m),
(3) 〈an, b2k〉 (n > 0, 0 < k < m, and k|m),
(4) 〈anb2l, b2k〉 (n > 0, 0 < l < k < m, and k|m),
(5) 〈an, ajb2k−1〉 (n > 0, 0 ≤ j < n and 2k − 1|m).
Proof. By Lemma 1.2.2, (1)-(4) are obtained, since those are all the
finite index subgroup of 〈a, b2〉. So we consider the finite index subgroup K
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of G2m which contains a
ib2l−1 for some integers i and l with 0 < 2l−1 < 2m.
Suppose that l and k are positive integers such that
0 < 2l − 1, 2k − 1 < 2m and gcd(2l − 1, 2m) = 2k − 1.
Then aib2l−1 generates 〈aib2k−1〉. Since 〈an, ajb2k−1〉 = 〈an, aj−nb2k−1〉, we
obtain (5) by the division algorithm.
Suppose that K = 〈anb2l, ajb2k−1〉 for some integers n, l, j, and k with
n > 0, 0 < l < m, 0 < 2k − 1 < m, and 2k − 1|m. Let d be the greatest
common divisor of 2l and 2k − 1. It is obvious that d is odd and that
K ⊂ 〈an, ajbd〉. It is easy to show that K ⊃ 〈an, ajbd〉 and this is the case
(5). 
Remark. The indexes of these subgroups are as follows:
(1) |G2m/〈an〉| = 2mn (n > 0),
(2) |G2m/〈ancl〉| = 2mn (n > 0 and 0 < l < m),
(3) |G2m/〈an, ck〉| = 2kn (n > 0, 0 < k < m, and k|m),
(4) |G2m/〈ancl, ck〉| = 2kn (n > 0, 0 < l < k < m, and k|m),
(5) |G2m/〈an, ajb2k−1〉| = (2k − 1)n (n > 0, 0 ≤ j < n and 2k − 1|m).
Suppose that (X,T,R) is a reversal system of order 2m and that x is
fixed by all elements of 〈an, ajb2k−1〉:
Tn(x) = T j ◦R2k−1(x) = x.
Then we have
R4k−2(x) = R2k−1 ◦ T−j ◦ T j ◦R2k−1(x) = (T j ◦R2k−1)2(x) = x.
If we put X(4k−2) = {x ∈ X : R4k−2(x) = x}, then R2k−1 is a flip map for
(X(4k−2), T ).
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where ζ(X,T,R2)(t) is the Lind zeta function for automorphism R
2 of order m
and G4k−2(t) is the generating function of a flip system (X(4k−2), T , R
2k−1).
We have already known how to compute ζ(X,T,R2)(t) and G4k−2(t) when
(X,T,R) is a sofic shift-reversal system. But it would be a long calculation
if we compute them separately. To save labor, we discuss the existence of
matrices which have the information about automorphisms R2 and the flip
map R2k−1. We first treat shift-reversal systems of finite type.
Let A be a finite set and (X,σX) a shift space over A. A reversal ϕ for
(X,σX) is said to be a one-block reversal if
x, x′ ∈ X and x0 = x′0 ⇒ ϕ(x)0 = ϕ(x′)0.
The order of a one-block reversal must be finite, because ϕ is a homeomor-
phism and A is finite. Suppose that ϕ is a one-block reversal of order 2m.
Then there is a unique map τ : A → A such that
τ2m = idA and ϕ(x)i = τ(x−i) (x ∈ X; i ∈ Z).
We call τ the symbol map of ϕ.
Suppose that A is a finite set again, m is a positive integer, and A, J
are zero-one A×A matrices such that
AJ = JAT, J2m = I, and J2k 6= I (0 < k < m). (1.27)
Since J is zero-one and J2m = I, it follows that there is a unique map
τJ : A → A such that τ2mJ = idA, and that for a, b ∈ A we have J(a, b) = 1
if and only if τJ(a) = b; and since AJ = JA
T, we have








J (a)) (a, b ∈ A; k = 0, · · · ,m− 1).
We define ϕ̃J : AZ → AZ by
ϕ̃J(x)i = τJ(x−i) (x ∈ X; i ∈ Z).
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Since τ2mJ = idA, ϕ̃J is a one-block reversal for (AZ, σ) whose symbol map
is τJ ; and (1.28) implies that ϕ̃J(XA) = XA. Thus the restriction of ϕ̃J to
XA is a reversal for (XA, σA). We denote the restriction by ϕ̃J,A. The pair
(A, J) of A×A zero-one matrices satisfying (1.27) for some positive integer
m will be called a reversal pair.
The following is proved in [14].
Lemma 1.4.2. If X is a shift of finite type and ϕ is a reversal for (X,σX),
then there is a reversal pair (A, J) such that (X,σX , ϕ) ∼= (XA, σA, ϕ̃J,A).
Suppose that (A, J) is a reversal pair satisfying (1.27). We write K = J2
and κK = τ
2
J so that
AK = KA, Km = I, and Ki 6= I (0 < i < m).























The following lemma is the generalization of Lemma 1.3.6.
Lemma 1.4.3. Let (X,σX , ϕ) be a shift-reversal system. If the order of
ϕ is finite, then there is a shift-reversal system (Y, σY , ψ) such that it is
conjugate to (X,σX , ϕ) and ψ is a one-block reversal.
Proof. We assume that |ϕ| = 2m. We define A, τ : A → A, Ψ : AZ →
AZ, and θ : X → AZ by
A = {(a0, a1, · · · , a2m−1) : ∃x ∈ X ak = ϕk(x)0 for k = 0, · · · , 2m− 1},
τ(a0, a1, · · · , a2m−1) = (a1, · · · , a2m−1, a0) ((a0, a1, · · · , a2m−1) ∈ A) ,
Ψ(y)i = τ(y−i) (y ∈ AZ; i ∈ Z),
and
θ(x)i = (b0, b1, · · · , b2m−1),
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where for all k = 0, · · · , 2m− 1, bk = ϕk(x)i if k is even, and bk = ϕk(x)−i
if k is odd:
θ(x)i = (xi, ϕ(x)−i, ϕ
2(x)i, · · · , ϕ2m−2(x)i, ϕ2m−1(x)−i) (x ∈ X; i ∈ Z).
Then A is a finite set, τ2m = idA, Ψ is a one-block reversal for (AZ, σ), θ is
one-to-one and continuous, and we have
θ ◦ σX = σ ◦ θ and θ ◦ ϕ = Ψ ◦ θ;
hence we have the desired result by setting Y = θ(X) and ψ = Ψ|Y . 
Proposition 1.3.7 plays a crucial role when we compute generating func-
tions of sofic shift-flip systems. We generalize it to the reversal cases as
follows:
Proposition 1.4.4. Let X be a sofic shift and ϕ be a one-block reversal
for (X,σX) with symbol map τ . There is a presentation (A,L, A, J) for
(X,σX , ϕ) having the following properties:
(4) L∞ has no graph diamonds.
(5) If δ ∈ {0, 1}, x ∈ X and σδX ◦ ϕi(x) = x for a positive odd divisor i of
m, then there is a y ∈ XA such that L∞(y) = x and σδA ◦ ϕ̃J,A
i(y) = y.
We will prove the above generalization in §3.1.
Suppose that (A,L, A, J) is a presentation for sofic shift-reversal sys-
tem (X,σX , ϕ) of order 2m and that (A,L, A, J) satisfies (4) and (5) of
Proposition 4.4. When m is odd and 2k − 1 is a positive divisor of m,
(A(4k−2),L, A(4k−2), J2k−1(4k−2)) is a presentation for the sofic-shift flip system
(X(4k−2), σX , ϕ
2k−1) satisfying (4) and (5) of Proposition 1.3.7.
1.5. N-Rationality
Let N[t] be the set of all polynomials over N in the variable t. It is clear
that N[t] is closed under the operations sum and product:
f(t), g(t) ∈ N[t] ⇒ (f + g)(t), (fg)(t) ∈ N[t].
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fn(t) (f(t) ∈ N[t]).
(Here, fn(t) is the function obtained by product of f n-times.) The closure
of N[t] is the set which is closed under finite numbers of sum, product, and
star. A series f(t) is called N-rational if it is an element of the closure of
N[t]. For instance, let A be a finite set and let X be the full A-shift; if we


















A language L ⊂
⋃∞
n=1An is called rational if it is obtained from finite
languages by a finite number of union, product, and star. A language L is
called cyclic if
uv ∈ L ⇔ vu ∈ L
and
w ∈ L ⇔ wn ∈ L (n ∈ N).
It is well known [2] that if L is rational, then
∞∑
n=1
|L ∩ An| tn














{wi ∈ Bin(X) : ∃x ∈ X x[0,n−1] = w and σnX(x) = x}
is rational and cyclic [6]. From this, the Artin-Mazur zeta function of a sofic
shift (X,σX) is N-rational.
1.5.1. Automorphisms of sofic shifts of finite order. Let A be
a finite set, X a sofic shift over A, and ϕ an automorphism of (X,σX) of






{wi ∈ Bimn(X) : ∃x ∈ X x[0,mn−1] = w and σnX ◦ ϕl(x) = x}















is N-rational for all l = 0, 1, · · · ,m − 1. We observe that the Lind zeta












where ζ(X(1),T ) is the Artin-Mazur zeta function of (X(1), T ). Thus ζ(X,σX ,ϕ)
is N-rational.
When m is an arbitrary positive integer, the similar argument gives N-
rationality of the Lind zeta function for automorphisms of sofic shifts of
order m.
1.5.2. Generating functions of sofic shifts-flip system.
Proposition 1.5.1. Suppose that (X,T, F ) is a flip system. If n is a
positive integer and p2n,0(X,T, F )+p2n,1(X,T, F ) <∞, then p2n,0(X,T, F )+
p2n,1(X,T, F ) is even.
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Proof. We put
A = {x ∈ X : T 2nx = Fx = x, T ◦ Fx 6= x},
B = {x ∈ X : T 2nx = T ◦ Fx = x, Fx 6= x},
and
C = {x ∈ X : T 2nx = Fx = T ◦ Fx = x}.
It is obvious that A, B, C are mutually disjoint, and that
p2n,0(X,T, F ) + p2n,1(X,T, F ) = |A|+ |B|+ 2|C|. (1.29)
For x ∈ A ∪B we denote the least period of x by q(x) and define Ix by
Ix =

T q(x)/2x if q(x) is even,
T (q(x)+1)/2x if q(x) is odd and x ∈ A,
T (q(x)−1)/2x if q(x) is odd and x ∈ B.
Then I : A ∪B → A ∪B is well defined; and satisfies
I2x = x and Ix 6= x (x ∈ A ∪B).
Hence |A ∪B| is even, and the result follows from (1.29). 
Now, suppose that (X,σX , ϕ) is a sofic shift-flip system. Then the sets
∞⋃
n=1
{x[0,n−1] : x ∈ X and σ2n−1X x = ϕx = x},
∞⋃
n=1




{x[0,n−1] : x ∈ X and σ2nX x = σX ◦ ϕx = x}













are N-rational and consequently, so is 2GσX ,ϕ. Finally, Berstel’s theorem
[2, 6, 21] and Soittola’s theorem [2, 21] imply that G(X,σX ,ϕ) is N-rational.
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1.5.3. Sofic shift-Reversal systems of finite order. Suppose that
(X,σX , ϕ) is a sofic shift-reversal system of order 2m for some positive in-







/(2k − 1) is N-rational in general.
Example 1.5.1. Let A and J be zero-one matrices given by
A =

0 1 0 0 0 1 1
0 0 0 0 0 0 1
0 1 0 1 0 0 1
0 0 0 0 0 0 1
0 0 0 1 0 1 1
0 0 0 0 0 0 1




0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
1 0 0 0 0 0 0
0 0 0 0 0 0 1

.
Then (A, J) is a reversal pair and ϕ̃J,A is a reversal for (XA, σA) of order 6.
We first compute the Lind zeta function for the automorphism κ∞|XA ,
where κ = τ2J . It is easy to show that A
n = AnJ2 = AnJ4 for all positive
































and the Lind zeta function for (XA, σA, κ∞|XA) is given by
ζ(XA,σA,κ∞|XA )
(t) = exp(g3(t)) exp(g1(t)) =
1
(1− t)(1− t3 − 6t6 − 6t9)
.
On the other hand, if we put L = J3 and A(1) = J(1) = [1], then the
generating functions G3(t) for the flip system (XA, σA, ϕ̃L,A) and G1(t) for
(XA(1) , σA(1) , ˜ϕJ(1),A(1)) are given by
G3(t) =
t+ t2 + 3t4 + 3t6
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Now, (1.26) gives that the Lind zeta function for (XA, σA, ϕ̃J,A) as follows:√
1
(1− t2)(1− t6 − 6t12 − 6t18)
exp
(
t3 + t6 + 3t12 + 3t18








(1− t2)(1− t6 − 6t12 − 6t18)
and
t3 + t6 + 3t12 + 3t18




are not N-rational [21].
CHAPTER 2
Williams’ Decomposition Theorem for Sofic
Shift-Reversal Systems of Finite Order
Let us recall the concepts of elementary equivalence, strong shift equiv-
alence and shift equivalence. Suppose that A and B are zero-one square
matrices. A pair (D,E) of zero-one matrices satisfying
A = DE and B = DE
is said to be an elementary equivalence from A to B. If there is an elementary
equivalence (D,E) form A to B, then we write (D,E) : A ∼∼ B. If (D,E) :
A ∼∼ B, we define the block map ΓD,E : B2(XA)→ B1(XB) by
ΓD,E(a1a2) = b,
where a1a2 ∈ B2(XA) and b ∈ B1(XB) satisfy D(a1, b) = E(b, a2) = 1. Since
A = DE, B = ED, and since A, B, D and E are zero-one matrices, ΓD,E
is well defined. The map γD,E : (XA, σA)→ (XB, σB) defined by
γD,E(x)i = Γ(x[i,i+1]) (x ∈ XA; i ∈ Z),
is called an elementary conjugacy.
A strong shift equivalence of lag n from A to B is a sequence of elemen-
tary equivalences
(D1, E1) : A ∼∼ A2
(D2, E2) : A2 ∼∼ A3
...
(Dn, En) : An ∼∼ B.
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If there is a strong shift equivalence of lag n from A to B, then we write
A ≈ B (lag n). It is evident that if A ≈ B (lag n) for some positive
integer n, then (XA, σA) is conjugate to (XB, σB). Conversely, by Williams’
decomposition theorem ([22], Chapter 7 of [16]) every conjugacy between
shifts of finite type can be decomposed into the composition of a finite
number of elementary conjugacies.
A pair (D,E) of zero-one matrices satisfying
An = DE, Bn = ED, AD = DB, and EA = BE,
for some positive integer n, is said to be a shift equivalence of lag n from
A to B. If there is a shift equivalence of lag n from A to B then we write
(D,E) : A ∼ B (lag n). It is evident that if A ≈ B (lag n), then (D,E) :
A ∼ B (lag n). It is known [11, 12] that the converse is not true in general.
In [19], Nasu has introduced the notion of symbolic adjacency matrix
(bipartite code) and he has extended the decomposition result to the sofic
cases.
The purpose of this chapter is to establish decomposition results for
shift-reversal systems of finite type and sofic shift-reversal systems. In §2.1,
we first introduce the notions of half elementary equivalence and half strong
shift-reversal equivalence and then prove that every conjugacy between shift-
reversal systems of finite type can be decomposed into the composition of
an even number of half elementary conjugacies. We extend in §2.2 the
decomposition theorem to the case of sofic shift-reversal systems. In §2.3, we
define a shift-reversal equivalence in a similar manner to a shift equivalence,
and show that the existence of shift-reversal equivalence does not guarantee
the existence of half strong shift-reversal equivalence.
2.1. Shift-Reversal Systems of Finite Type
Suppose that (A, J) and (B,K) are reversal pairs. A pair (D,E) of
zero-one matrices satisfying
A = DE, B = ED, DK = JET, and EJ = KDT
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is said to be a half elementary equivalence from (A, J) to (B,K). If there is
a half elementary equivalence from (A, J) to (B,K), then we write (D,E) :
(A, J) ∼∼ (B,K). We note that DK = JET is equivalent to EJ = KDT
when (A, J) and (B,K) are flip pairs.
Proposition 2.1.1. Suppose that (A, J) and (B,K) are reversal pairs.
If there is a half elementary equivalence (D,E) from (A, J) to (B,K), then
there is a conjugacy from (XA, σA, ϕ̃J,A) to (XB, σB, σB ◦ ϕ̃K,B).
Proof. It is enough to show that the elementary equivalence γD,E :
(XA, σA)→ (XB, σB) satisfies
γD,E ◦ ϕ̃J,A = (σB ◦ ϕ̃K,B) ◦ γD,E .
Suppose that A and J are A × A matrices and that B and K are A′ × A′
matrices for some finite sets A and A′. Since DK = JET, it follows that
D(a, b) = 1 ⇔ E(τK(b), τJ(a)) = 1 (a ∈ A, b ∈ A′);
and since EJ = KDT, it follows that
E(b, a) = 1 ⇔ D(τJ(a), τK(b)) = 1 (a ∈ A, b ∈ A′).
Hence
ΓD,E(a1a2) = b ⇔ ΓD,E(τJ(a2)τJ(a1)) = τK(b) (a1a2 ∈ B2(XA)).
From this, we have γD,E ◦ ϕ̃J,A = (σB ◦ ϕ̃K,B) ◦ γD,E . 
The conjugacy γD,E : (XA, σA, ϕ̃J,A)→ (XB, σB, σB ◦ ϕ̃K,B) given by as
above, will be called a half elementary conjugacy.
A sequence of n half elementary equivalences
(D1, E1) : (A, J) ∼∼ (A2, J2),
(D2, E2) : (A2, J2) ∼∼ (A3, J3),
...
(Dn, En) : (An, Jn) ∼∼ (B,K).
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is said to be a half strong shift-reversal equivalence of lag n from (A, J) to
(B,K). If there is a half strong shift-reversal equivalence of lag n from
(A, J) to (B,K), then we write (A, J) ≈ (B,K) (lag n).
We consider the higher block system of a shift-reversal system. We need
some notation. Suppose that A is a finite set, X is a shift space over A,
and that ϕ is a reversal for (X,σX) of order 2m. We may assume ϕ is a
one-block reversal by Lemma 1.4.3 in the previous chapter. Let τ : A → A
be the symbol map of ϕ, that is,
ϕ(x)i = τ(x−i) (x ∈ X; i ∈ Z).
We define τk : Ak → Ak and τ̃k : Ak → Ak by
τk(a1a2 · · · ak) = τ(a1)τ(a2) · · · τ(ak) (a1a2 · · · an ∈ Ak),
and
τ̃k(a1a2 · · · ak) = τ(ak) · · · τ(a2)τ(a1) (a1a2 · · · an ∈ Ak).
It is obvious that (̃τ̃k) = τk. Let (Xk, σk) denote the k-th higher block
system of X for a positive integer k. We define ϕk : Xk → Xk by
ϕk(x)i = τ̃k(x−i) (x ∈ Xk; i ∈ Z).
Then ϕk becomes a one-block reversal for (Xk, σk) of order 2m and τ̃k is the
symbol map of ϕk. The shift-reversal system (Xk, σk, ϕk) will be called a k-th
higher block shift-reversal system of (X,σX , ϕ). When X is a shift of finite
type, there is a reversal pair (A, J) and (Ak, Jk) such that (X,σX , ϕ) ∼=
(XA, σA, ϕ̃J,A) and (Xk, σk, ϕk) ∼= (XAk , σAk , ϕ̃Jk,Ak) for all k by Lemma
1.4.2. The following lemma shows that there is a half strong shift-reversal
equivalence from (A, J) to (Ak, Jk).
Lemma 2.1.2. For each positive integer k, we have
(A, J) ≈ (Ak+1, Jk+1) (lag k).
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Proof. We define zero-one matrices Dk and Ek by
Dk(u, v) =
1 if u = v[1,k]0 otherwise (u ∈ Bk(XA), v ∈ Bk+1(XA)),
and
Ek(v, u) =
1 if u = v[2,k+1]0 otherwise (u ∈ Bk(XA), v ∈ Bk+1(XA)).
It is easy to show that (Dk, Ek) : (Ak, Jk) ∼∼ (Ak+1, Jk+1). 
By Proposition 2.1.1, we have
(A, J) ≈ (B,K) (lag n) ⇒ (XA, σA, ϕ̃J,A) ∼= (XB, σB, σBn ◦ ϕ̃K,B).
Recall that if (X,T,R) is a reversal system, then Tn is a conjugacy from
(X,T,R) to (X,T, T 2n ◦R) for all positive integers n. Therefore, we have
(A, J) ≈ (B,K) (lag 2n) ⇒ (XA, σA, ϕ̃J,A) ∼= (XB, σB, ϕ̃K,B)
and
(A, J) ≈ (B,K) (lag (2n− 1)) ⇒ (XA, σA, ϕ̃J,A) ∼= (XB, σB, σB ◦ ϕ̃K,B)
for all positive integers n.
The following theorem is the main result of this section.
Theorem 2.1.3. If (XA, σA, ϕ̃J,A) ∼= (XB, σB, ϕ̃K,B), then (A, J) ≈ (B,K)
(lag n) for some even number n.
In order to prove Theorem 2.1.3, we need some notation. Let X be a shift
space and n be a positive integer. When w = a1a2 · · · an ∈ Bn(X), we denote
the initial and the terminal symbols of w by i(w) and t(w), respectively:
i(w) = a1 and t(w) = an;
and if n = 1, then i(w) = t(w) = w.
Suppose that (A, J) and (B,K) are reversal pairs. Let (Ak, Jk) and
(Bk,Kk) denote reversal pairs such that (XAk , σAk , ϕ̃Jk,Ak) and (XBk , σBk ,
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ϕ̃Kk,Bk) are conjugate to the k-th higher block shift-reversal systems of
(XA, σA, ϕ̃J,A) and (XB, σB, ϕ̃K,B), respectively.
Now we prove Theorem 2.1.3.
Proof. Suppose that θ : (XA, σA, ϕ̃J,A) → (XB, σB, ϕ̃K,B) is a con-
jugacy with memory s and anticipation t, that is, there is a block map
Θ : Bs+t+1(XA)→ B1(XB) such that
θ(x)i = Θ(x[i−s,i+t]) (x ∈ X; i ∈ Z).
By Lemma 2.1.2,
(A, J) ≈ (As+t+1, Js+t+1) (lag(s+ t)).
We may assume that s+ t is even and it is enough to prove the theorem in
the case of s = t = 0.
Suppose that κ : B1(XA)→ B1(XB) is a block map such that θ = κ∞ and
that θ−1 is the inverse of θ with memory r and anticipation n. If necessary,
by extending window size, we may assume that r = n.
Let Ai (i = 1, 2, · · · , 2r + 1) be the finite set given by
Ai = {(u,w, v) ∈ Bj(XB)× Bl(XA)× Bj(XB) : uκl(w)v ∈ B1(XBi)},
where j = b i−12 c and l = i− 2b
i−1
2 c (n ∈ Z and n ≤ x < n+ 1⇒ bxc = n.)
We define Ai ×Ai matrices Ci and Li as follows: if (u1, w1, v1), (u2, w2, v2)
∈ Ai, then
Ci ((u1, w1, v1), (u2, w2, v2))
=
1 if (u1κl(w1)v1)(u2κl(w2)v2) ∈ B2(XBi) and w1w2 ∈ B2(XAl)0 otherwise,
and
Li ((u1, w1, v1), (u2, w2, v2))
=
1 if u2 = τ̃Kj (v1), w2 = τ̃Jl(w1), and v2 = τ̃Kj (u1)0 otherwise.
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Then (Ci, Li) is a reversal pair. If we define Ai × Ai+1 matrix Fi and
Ai+1 ×Ai matrix Gi by
Fi((u1, w1, v1), (u2, w2, v2)) =

1 if u1κ(w1)v1 = (u2κ(w2)v2)[1,i],
and t(w1) = i(w2)
0 otherwise,
and
Gi((u2, w2, v2), (u1, w1, v1)) =

1 if (u2κ(w2)v2)[2,i+1] = u1κ(w1)v1
and t(w1) = i(w2)
0 otherwise,
for (u1, w1, v1) ∈ Ai and (u2, w2, v2) ∈ Ai+1, then we obtain
(Fi, Gi) : (Ci, Li) ∼∼ (Ci+1, Li+1).
For convenience, we write C = C2r+1 and L = L2r+1. Since C1 = A and
L1 = J , we have
(A, J) ≈ (C,L) (lag 2r).
On the other hand, by recoding of symbols, (XC , σC , ϕ̃L,C) is equal to the
(2r + 1)-th higher block shift-reversal system of (XB, σB, ϕ̃K,B). Therefore,
we have
(B,K) ≈ (C,L) (lag 2r),
by Lemma 2.1.2, and hence
(A, J) ≈ (B,K) (lag 4r).

2.2. Sofic-Shift Reversal Systems
Suppose that (X,σX , ϕ) and (Y, σY , ψ) are sofic shift-reversal systems.
We may assume that ϕ and ψ are one-block reversal by Lemma 1.4.3. Let
τ be a symbol map of ϕ:
ϕ(x)i = τ(x−i) (x ∈ X; i ∈ Z).
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Recall that a presentation (A,L, A, J) for (X,σX , ϕ) is a quadruple of a
finite set A, a labeling L : A → B1(X), and zero-one A×A matrices A and
J such that
(1) L∞ : XA → X is a factoring,
(2) (A, J) is a reversal pair, and
(3) L ◦ τJ = τ ◦ L.
Throughout the section, we assume that (C,L, A, J) and (D,K, B,K) are
presentations for (X,σX , ϕ) and (Y, σY , ψ), respectively.
We introduce some notation. If k and l are positive integers, we define
Lk : Bk(XA)→ Bk(X) and Lk ×Kl : Bk(XA)×Bl(XB)→ Bk(X)×Bl(Y ) by
Lk(a1 · · · ak) = L(a1) · · · L(ak) (a1 · · · ak ∈ Bl(XA))
and
(Lk ×Kl)(u, v) = (Lk(u),Kl(v)) (u ∈ Bk(XA), v ∈ Bl(XB)).
A half elementary equivalence (D,E) from (A, J) to (B,K) will be called
a labeled half elementary equivalence (D,E) from (C,L, A, J) to (D,K, B,K),
provided it has the following properties:
(1) if a1a2, a3a4 ∈ B2(XA) and L2(a1a2) = L2(a3a4), then
K ◦ ΓD,E(a1a2) = K ◦ ΓD,E(a3a4),
and
(2) if b1b2, b3b4 ∈ B2(XB) and K2(b1b2) = K2(b3b4), then
L ◦ ΓE,D(b1b2) = L ◦ ΓE,D(b3b4).
If (D,E) is a labeled half elementary equivalence from (C,L, A, J) to (D, K,
B, K), then we write (D,E) : (C,L, A, J) ∼∼ (D,K, B,K).
Proposition 2.2.1. If If (D,E) is a labeled half elementary equiva-
lence from (C,L, A, J) to (D,K, B,K), then there is a conjugacy λD,E from
(X,σX , ϕ) to (Y, σY , σY ◦ ψ) such that
λD,E ◦ L∞ = K∞ ◦ γD,E . (2.1)
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Proof. Let ΛD,E : B2(X)→ B1(Y ) be a block map defined by
ΛD,E(x1x2) = K ◦ ΓD,E(a1a2) (x1x2 ∈ B2(X); a1a2 ∈ L−12 (x1x2)).
It is obvious that ΛD,E is well-defined. We define λD,E : (X,σX , ϕ) →
(Y, σY , σY ◦ ψ) by
λD,E(x)i = ΛD,E(x[i,i+1]) (x ∈ X; i ∈ Z).
It is easy to show that λD,E is a conjugacy satisfying (2.1). 
The conjugacy λD,E : (X,σX , ϕ)→ (Y, σY , σY ◦ ψ) defined by as above,
will be called a labeled half elementary conjugacy.
A sequence of n labeled half elementary equivalences
(D1, E1) : (C,L, A, J) ∼∼ (C(2),L(2), A(2), J (2)),
(D2, E2) : (C(2),L(2), A(2), J (2)) ∼∼ (C(3),L(3), A(3), J (3)),
...
(Dn, En) : (C(n),L(n), A(n), J (n)) ∼∼ (D,K, B,K).
is said to be a half strong shift-reversal equivalence of lag n from (C,L, A, J)
to (D,K, B,K). If there is a half strong shift-reversal equivalence of lag n
from (C,L, A, J) to (D,K, B,K), then we write (C,L, A, J) ≈ (D,K, B,K)
(lag n).
Suppose that there is a half strong shift-reversal equivalence of lag n
from (C,L, A, J) to (D,K, B,K) for some even number n. It is obvious that
there is a conjugacy η : (X,σX , ϕ) → (Y, σY , ψ) and θ : (XA, σA, ϕJ,A) →
(XB, σB, ϕK,B) such that
η ◦ L∞ = K∞ ◦ θ.
We consider the higher block system of a sofic shift-reversal system
(X,σX , ϕ), where ϕ is a one-block reversal. Suppose that (C,L, A, J) is
a presentation for (X,σX , ϕ). As in §2.1, let (Ak, Jk) denote a reversal
pair such that (XAk , σAk , ϕ̃Jk,Ak) is conjugate to the k-th higher block shift-
reversal system of (XA, σA, ϕ̃J,A) for all k. Then (Bk(X),Lk, Ak, Jk) is a
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presentation for some sofic shift-reversal system which is conjugate to the
k-th higher block shift-reversal system of (X,σX , ϕ).
Lemma 2.2.2. For each positive integer k, we have
(C,L, A, J) ≈ (Bk(X),Lk, Ak, Jk) (lag k).
Proof. We define Dk and Ek as in the proof of Lemma 2.1.2. It is
obvious that (Dk, Ek) is a labeled half elementary equivalence from (Bk(XA),
Lk, Ak, Jk) to (Bk+1(XA),Lk+1, Ak+1, Jk+1) for all positive integers k. 
The following is the main result of this section.
Theorem 2.2.3. Suppose that η : (X,σX , ϕ) → (Y, σY , ψ) is a conju-
gacy. Then η can be decomposed into the composition of an even number of
labeled half elementary conjugacies.
In order to prove Theorem 2.2.3, we need the following proposition.
Proposition 2.2.4. Suppose that η : (X,σX , ϕ) → (Y, σY , ψ) is a con-
jugacy. Then there are presentations (C,L, A, J) for (X,σX , ϕ) and (D, K,
B, K) for (Y, σY , ψ), and a conjugacy
θ : (XA, σA, ϕ̃J,A)→ (XB, σB, ϕ̃K,B)
such that
η ◦ L∞ = K∞ ◦ θ. (2.2)
We assume Proposition 2.2.4 and prove Theorem 2.2.3. Proposition 2.2.4
will be proved in the next chapter.
Proof. Suppose that θ : (XA, σA, ϕ̃J,A) → (XB, σB, ϕ̃K,B) is a conju-
gacy satisfying (2.2). As in the proof of Theorem 2.1.3, we may assume θ
is a one-block conjugacy and θ−1 is the inverse of θ with memory r and
anticipation r.
We define Fi and Gi as in the proof of Theorem 2.1.3 for i = 1, 2,
· · · , 2r + 1. It is easy to show that
(Fi, Gi) : (Ai,Ji, Ci, Li) ∼∼ (Ai+1,Ji+1, Ci+1, Li+1),
2.3. SHIFT-REVERSAL EQUIVALENCE 59
where Ji = Kj × Ll × Kj , j = b i−12 c, and l = i − 2j for all i. By Lemma
2.2.2 and the same argument as in the proof of Theorem 2.1.3, the result
follows. 
2.3. Shift-Reversal Equivalence
Suppose that A and B are zero-one square matrices. Recall that (XA, σA)
∼= (XB, σB) if and only if A ≈ B. Strong shift equivalence is an answer to
the question: ‘when are two shift of finite type conjugate?’ But, how to
decide whether or not there is a strong shift equivalence from A to B is
not known so far. Williams has introduced in [22] a weaker equivalence
relation called shift equivalence and he conjectured the existence of a shift
equivalence relation implies the existence of a strong shift equivalence. His
conjecture had been an open question for around 20 years, and it turned out
to be false in [11, 12].
In this section we establish an analogue of the notion of shift equivalence
for reversal cases, which will be called a shift-reversal equivalence; and we
will show that the existence of a shift-reversal equivalence dose not guarantee
the existence of a half strong shift-reversal equivalence. To do this, we first
show that the Lind zeta function is a conjugacy invariant of half strong
shift-reversal equivalence.
We established the explicit formula for the Lind zeta function for reversal
systems in Chapter 1. The Lind zeta function for a reversal system (X,T,R)















where ζ(X,T,R2)(t) is the Lind zeta function for automorphism R
2 of (X,T )
of order m, and G4k−2(t) is the generating function of a flip system (X(4k−2),
T , R2k−1).
Proposition 2.3.1. If (X,T,R) is a reversal system of order 2m, then
the Lind zeta functions for (X,T,R) and (X,T, T ◦R) agree.
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Proof. Since (T ◦ R)2 = R2, it suffices to show that G4k−2(t) agrees
for each positive odd divisor 2k− 1 of m. Again, it suffices to show that the
generating functions of flip systems (X,T, F ) and (X,T, T ◦ F ) agree, since
(T ◦ R)2k−1 = T ◦ R2k−1. Recall that the generating function G(X,T,F ) of a













It is clear that pn,1(X,T, F ) = pn,0(X,T, T ◦ F ) for all positive integers
n; and since
Tn(x) = F (x) = x ⇔ Tn(Tx) = (T ◦ (T ◦ F ))(Tx) = Tx,
for all n, it follows that pn,0(X,T, F ) = pn,1(X,T, T ◦ F ). On the other
hand, if n is odd, then pn,0(X,T, F ) = pn,1(X,T, F ) by the proof of (1.12)
in the previous chapter. Therefore, we obtain
p2n−1,0(X,T, F ) = p2n−1,0(X,T, T ◦ F ),
p2n,0(X,T, F ) = p2n,1(X,T, T ◦ F ),
and
p2n,1(X,T, F ) = p2n,0(X,T, T ◦ F ),
and hence
G(X,T,F )(t) = G(X,T,T◦F )(t).

Remark. In general, a reversal system (X,T,R) is not conjugate to
(X,T, T ◦R). See [10].
Now, suppose that (A, J) and (B,K) are reversal pairs, and that n is a
positive integer. A pair (D,E) of matrices over N satisfying
An = DE, Bn = ED, AD = DB, EA = BE,
DK = JET, and EJ = KDT
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is called a shift-reversal equivalence of lag n from (A, J) to (B,K). If there
is a shift-reversal equivalence of lag n from (A, J) to (B,K), then we write
(D,E) : (A, J) ∼ (B,K) (lag n). It is obvious that
(D,E) : (A, J) ≈ (B,K) (lag n)⇒ (D,E) : (A, J) ∼ (B,K) (lag n).





0 1 1 1
0 0 1 0
1 0 0 0
0 0 1 0
 , J =

0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1
 , and K =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 .
Then (A, J) and (A,K) are reversal pairs, and J2 = K2 = I. Since AJ =
AK, it follows that AnK = J(An)T for all positive integers n; and (An, An) :
(A, J) ∼ (A,K) (lag 2n) is obtained for all n.
The generating functions of shift-flip systems of finite type (XA, σA, ϕ̃J,A)
and (XA, σA, ϕ̃K,A) are given by
G(XA,σA,ϕ̃J,A)(t) =
2t2 + 2t3 + 3t4 + 2t5 + 3t6




t2 + t4 + t6
1− t4 − 2t6
.
Thus, there does not exist a half strong shift-reversal equivalence from (A, J)
to (A,K) by Proposition 2.3.1.
We conclude this section with the following question:
Question. Let (A, J) and (B,K) be reversal pairs. Suppose that A
and B are irreducible. If the Lind zeta functions of (XA, σA, ϕ̃J,A) and
(XB, σB, ϕ̃K,B) agree, then is there either a half strong shift-reversal equiv-
alence from (A, J) to (B,K)?
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The following example shows that the answer to the question is ‘no’
when A and B are not irreducible:
Example 2.3.2. Let (A, J) and (B,K) be reversal pairs given by
A =

1 0 1 1
0 1 0 0
0 1 1 0
0 1 0 1
 , J =

0 1 0 0
1 0 0 0
0 0 0 1





1 0 1 1 1 1
0 1 0 0 0 0
0 1 1 0 0 0
0 1 0 1 1 1
0 1 1 0 0 0




0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0

.
Then (XA, σA, ϕ̃J,A) and (XB, σB, ϕ̃K,B) are shift-flip systems of finite type
and the generating functions of (XA, σA, ϕ̃J,A) and (XB, σB, ϕ̃K,B) are both
0. It is not hard to show that there does not exist a shift-reversal equivalence
from (A, J) to (B,K). Thus, there does not exist a half strong shift-reversal
equivalence between them, either.
CHAPTER 3
Krieger Presentations for Sofic Shift-Reversal
Systems of Finite Order
Suppose that X is a sofic shift, ϕ is a one-block reversal for (X,σX)
with a symbol map τ and that ϕ is of order 2m for some positive integer
m. We prove Proposition and Proposition by showing that Krieger’s joint
state chain of X has a natural one-block reversal and the resulting shift-
reversal system has the desired properties. We begin with the construction
of Krieger’s joint state chain.
Let X+ and X− denote the set of right-infinite sequences and the set of
left-infinite sequences that appear in X, respectively:
X+ = {x[0,∞) : x ∈ X} and X− = {x(−∞,0] : x ∈ X}.
If n is a positive integer, u = u0 · · ·un−1 ∈ Bn(X), ρ ∈ X+ and λ ∈ X− we
define the right-infinite sequence uρ, the left-infinite sequence λu and the
bi-infinite sequence λρ in the usual way:
(uρ)i =
ui 0 ≤ i ≤ n− 1,ρi−n i ≥ n,
(λu)i =
ui+n−1 − n+ 1 ≤ i ≤ 0,λi+n i ≤ −n,
and
(λρ)i =
ρi i ≥ 0,λi+1 i ≤ −1.
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A subset F of X+ is said to be a future if there is a λ ∈ X− such that
F = {ρ ∈ X+ : λρ ∈ X}
and a subset P of X− is said to be a past if there is a ρ ∈ X+ such that
P = {λ ∈ X− : λρ ∈ X}.
In this case, F and P are called the future of λ and the past of ρ, respec-
tively. It is well known that there are finitely many futures and pasts ([9],
[16]). If F is a future, P is a past and a ∈ B1(X), we set
F (a) = {ρ ∈ X+ : aρ ∈ F} and P (a) = {λ ∈ X− : λa ∈ P}.
It is clear that F (a) is a future whenever F (a) 6= ∅, and that P (a) is a past
whenever P (a) 6= ∅. A triple (F, a, P ) is said to be a joint state if F is a
future, a ∈ B1(X), P is a past, F (a) 6= ∅ and P (a) 6= ∅. Let A denote
the set of all joint states. It is obvious that |A| < ∞. Define the labeling
L : A → B1(X) and the zero-one A×A matrix A by
L(F, a, P ) = a
and
A((F1, a1, P1), (F2, a2, P2)) = 1 ⇔ F1(a1) = F2 and P1 = P2(a2).
The topological Markov chain XA is called a joint state chain of X. It is
well known [9] that L∞ : XA → X is a factoring
Now, we show that the joint state chain of (X,σX , ϕ) has a one-block
reversal. Let Φτ : X
+ ∪X− → X+ ∪X− be the map defined by
Φτ (ρ0ρ1ρ2 · · · ) = · · · τ(ρ2)τ(ρ1)τ(ρ0) (ρ0ρ1ρ2 · · · ∈ X+)
and
Φτ (· · ·λ−2λ−1λ0) = τ(λ0)τ(λ1)τ(λ2) · · · (· · ·λ−2λ−1λ0 ∈ X−).
Since τ2m = idB1(X), we have Φ
2m
τ = idX+∪X− . It is obvious that a subset
F of X+ is a future if and only if Φτ (F ) is a past and that a subset P of
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X− is a past if and only if Φτ (P ) is a future. We also have
Φτ (F (a)) = Φτ (F )(τ(a)) and Φτ (P (a)) = Φτ (P )(τ(a)) (a ∈ B1(X)). (3.1)
Thus, (F, a, P ) is a joint state chain if and only if (Φτ (P ), τ(a),Φτ (F )) is a
joint state. (3.1) also implies that
Φkτ (F (a)) = Φ
k
τ (F )(τ
k(a)) and Φkτ (P (a)) = Φ
k
τ (P )(τ
k(a)) (a ∈ B1(X)).
(3.2)
We define the zero-one A×A matrix J by
J
(





Φτ (P1), τ(a1),Φτ (F1)
)
= (F2, a2, P2).
It is obvious that L ◦ τJ = τ ◦ L and that
AJ = JAT and J2m = I.
We will call the quadruple (A,L, A, J) defined as above Krieger presentation
for (X,σX , ϕ).
Suppose that X and Y are irreducible. Recall that a block f ∈ B(X) is
finitary (intrinsically synchronizing) if
∀(λ, ρ) ∈ X− ×X+, [λf ∈ X− and fρ ∈ X+ ⇒ (λf)ρ ∈ X].
Let A0 be the set of joint states (F, a, P ) ∈ A such that F is the future of
a left-infinite sequence in which a finitary block occurs and P is the past of
a right-infinite sequence in which a finitary block occurs; and let L0, A0, J0
denote the restrictions of L, A, J toA0, respectively. The topological Markov
chain XA0 is called a joint finitary state chain ofX. It is clear that (F, a, P ) ∈
A0 if and only if (Φτ (P ), τ(a),Φτ (F )) ∈ A0 and it is known (p.315 of [9])
that L0∞ : XA0 → X is a factoring. (A0,L0, A0, J0) will be called a finitary
presentation.
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3.1. Proofs of Proposition 1.3.7 and Proposition 1.4.4
Suppose that X is a sofic shift and ϕ is a one-block reversal for (X,σX)
with a symbol map τ and that (A,L, A, J) is a Krieger presentation for a
sofic shift (X,σX , ϕ). It is easy to prove that L∞ : XA → X has no graph
diamonds.
We assume that |ϕ| = 2 and prove (5) of Proposition 1.3.7. Our proof is
the adoption from [13]. Suppose that δ ∈ {0, 1}, x ∈ X and σδX ◦ ϕ(x) = x.
Since L∞ : XA → X is a factoring, there is a y ∈ XA such that L∞(y) = x.
If we write
yi = (Fi, ai, Pi) (i ∈ Z),
then Fi(ai) = Fi+1, Pi = Pi+1(ai+1) and ai = xi for all i ∈ Z. Suppose that
δ = 0. Then xi = τ(x−i) for all i, and hence we have
Φτ (F−i)(xi) = Φτ (F−i)(τ(x−i))
= Φτ (F−i(x−i)) = Φτ (F−i(a−i)) = Φτ (F−i+1).
for all i. From this, we see that (Fi, xi,Φτ (F−i)) ∈ A for all i and the point
y′ ∈ AZ defined by
y′i = (Fi, xi,Φτ (F−i)) (i ∈ Z)
is actually an element of XA. Furthermore, it is obvious that L∞(y′) = x
and ϕ̃J,A(y
′) = y′.
Now, suppose that δ = 1. Then xi = τ(x−i−1) for all i If we write
yi = (Fi, ai, Pi) (i ∈ Z),
then
Φτ (F−i−1)(xi) = Φτ (F−i−1)(τ(x−i−1))
= Φτ (F−i−1(x−i−1)) = Φτ (F−i−1(a−i−1)) = Φτ (F−i)
for all i by the same argument as above. The bi-infinite sequence y′ defined
by
y′i = (Fi, xi,Φτ (F−i−1)) (i ∈ Z)
has the desired properties. This completes the proof of Proposition 1.3.7. 
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Now we prove Proposition 1.4.4. Suppose that m is odd and that |ϕ| =
2m. If x ∈ X and ϕk(x) = x for some positive odd divisor k of m. Then
there are futures Fi such that
Fi(xi) = Fi+1 and Φ
k
τ (Fi) = Fi (i ∈ Z).
By (3.2) and the same argument as above, the bi-infinite sequence y defined
by
yi = (Fi, xi,Φ
k
τ (F−i)) (i ∈ Z)
is an element of XA. It is obvious that
L∞(y) = x and ϕ̃J,Ak(y) = y.
Similarly, if σX ◦ ϕk(x) = x for some positive odd divisor k of m, then the
bi-infinite sequence y defined by
yi = (Fi, xi,Φ
k
τ (F−i−1)) (i ∈ Z)
is an element of XA and we have
L∞(y) = x and σA ◦ ϕ̃J,Ak(y) = y.
This completes the proof of Proposition 1.4.4. 
Remark. By the same argument as in the above proof, the finitary
presentation (A0,L0, A0, J0) satisfies the condition (5) of Proposition 1.4.4.
It is obvious that L0∞ has no graph diamonds.
3.2. Proof of Proposition 2.2.4
Suppose that ϕ and ψ are one-block reversals for sofic shifts (X,σX)
and (Y, σY ) with symbol maps τ and µ, respectively. Let (C,L, A, J) and
(D,K, B,K) be Krieger presentations for (X,σX , ϕ) and (Y, σY , ψ), respec-
tively.
Let Cf be the set of pairs (F, a) such that F ⊂ X+ is a future, a ∈ B1(X),
and F (a) 6= ∅; and let Cp be the set of pairs (a, P ) such that a ∈ B1(X),
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P ⊂ X− is the past, and P (a) 6= ∅:
Cf = {(F, a) : (F, a, P ) ∈ C for some past P ⊂ X−}
and
Cp = {(a, P ) : (F, a, P ) ∈ C for some future F ⊂ X+}.




















Xf = πf (XA) and Xp = πp(XA).
















(ai, Pi)i∈Z ∈ Xp
)
.
Observe that (Xf , σXf ) and (Xp, σXp) are shifts of finite type and that
Lf : Xf → X and Lp : Xp → X are one-block factoring. In a similar way,
we define Df , Dp, π′f : XB → (Df )Z, π′p : XB → (Dp)Z, Yf , Yp, Kf : Yf → Y ,
and Kp : Yp → Y as follows:
Df = {(F, a) : (F, a, P ) ∈ D for some past P ⊂ Y −},







































(ai, Pi)i∈Z ∈ Yp
)
.
The following theorems are Krieger’s results in [9].
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Theorem 3.2.1. Suppose that η : (X,σX) → (Y, σY ) is a conjugacy.
Then there is a unique conjugacy ηf : (Xf , σXf )→ (Yf , σYf ) such that
η ◦ Lf = Kf ◦ ηf . (3.3)
Theorem 3.2.2. Suppose that η : (X,σX) → (Y, σY ) is a conjugacy.
Then there is a unique conjugacy ηp : (Xp, σXp)→ (Yp, σYp) such that
η ◦ Lp = Kp ◦ ηp. (3.4)
Theorem 3.2.3. Suppose that η : (X,σX) → (Y, σY ) is a conjugacy.
Then there is a unique conjugacy θ : (XA, σA)→ (XB, σB) such that
ηf ◦ πf = π′f ◦ θ, ηp ◦ πp = π′p ◦ θ (3.5)
and
η ◦ L∞ = K∞ ◦ θ. (3.6)
We will show that the conjugacy θ in Theorem 3.2.3 satisfies
θ ◦ ϕ̃J,A = ϕ̃K,B ◦ θ (3.7)
















= (Φτ (P−i), τ(a−i))
(
(ai, Pi)i∈Z ∈ Xp
)
.
It is clear that
πf ◦ ϕ̃J,A = ϕp ◦ πp and πp ◦ ϕ̃J,A = ϕf ◦ πf , (3.8)
and we have
ϕf ◦ σXf = σ
−1
Xp
◦ ϕf , ϕp ◦ σXp = σ−1Xf ◦ ϕp,
ϕ ◦ Lf = Lp ◦ ϕf , ϕ ◦ Lp = Lf ◦ ϕp. (3.9)








(Fi, ai)i∈Z ∈ Yf
)









(ai, Pi)i∈Z ∈ Yp
)
.
From (3.9), we see that ψ−1f ◦ ηp ◦ ϕf and ψ
−1
p ◦ ηf ◦ ϕp are conjugacies
satisfying (3.3) and (3.4), respectively. By Theorem 3.2.1 and Theorem
3.2.2, we obtain
ψf ◦ ηf = ηp ◦ ϕf and ψp ◦ ηp = ηf ◦ ϕp (3.10)
By (3.5), (3.8), and (3.10), we have
π′f ◦ θ ◦ ϕ̃J,A = π′f ◦ ϕ̃K,B ◦ θ and π′p ◦ θ ◦ ϕ̃J,A = π′p ◦ ϕ̃K,B ◦ θ
and (3.7) follows. This completes the proof of Proposition 2.2.4.
Remark. With the finitary state chain versions of Theorem 3.2.1, The-
orem 3.2.2, and Theorem 3.2.3, the same arguments yields (3.7) with respect
to the restrictions of θ, ηf , ηp, πf , πp, π
′
f , and π
′
p to their joint finitary state
chains.
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Abstract(in Korean)
국문초록
기호 역학계의 유한차 자기동형사상에 대한 린드 제타 함수를 구하고,
이차 역행 기호 역학계의 발생함수를 소개한다. 유한차 역행 기호역학계의
린드 제타 함수는 유한차 자기동형사상에 대한 린드 제타 함수와 이차 역
행 기호역학계의 발생함수들로 표현된다. 또한 유한차 역행 소픽 기호 역
학계의 린드 제타 함수는 행렬로 나타낼 수 있다.
윌리엄스 분해 정리를 토대로 유한차 역행 소픽 기호 역학계에 분해정
리를 건설한다. 이를 위해 절반 기초 동형사상을 소개한다. 모든 유한차 역
행 소픽 기호 역학계의 동형 사상은 짝수개의 절반 기초 동형 사상의 합성
으로 표현 가능하다.
주요어휘: 역행 함수, 역행 기호 역학계, 린드 제타 함수, 윌리엄스 분해 정
리
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