Introduction
The nature and variety of optical forces that operate on particles of atomic, molecular, nanoor micro-scale dimensions are in principle similar to those that relate to the effect of light on larger particles. When compared to the latter, however, a significant difference in practical terms is the greater ease, in the case of microparticles, in overcoming gravity. This feature facilitates the study of suspensions or surface layers, for example, in systems comprising micron or nanometer sized particles. The distinct advantage of the nanoscale, in this respect, is nonetheless offset against much more influential levels of thermal motion. The latter problem, particularly acute in the case of atomic samples, is commonly overcome by the use of cold atom traps and optical molasses instrumentation -utilizing atomic cooling through momentum exchange with absorbed and emitted photons. In any such context, conventional optical tweezers and Maxwell-Bartoli mechanisms represent the operation of optomechanical forces whose origins are well understood, and which characteristically operate on individual particles of matter. Further distinctions in behavior can then be drawn on the basis of material composition, the salient response functions being cast in terms that reflect atomic, molecular, dielectric or metallic constitution, for example. In the last of these, the distinctively complex refractive index represents a quality admitting further opportunities to tailor dispersive optical forces, often supplemented by an exploitation of plasmonic effects.
A relatively recent flurry of activity has been prompted by the discovery and verification of something quite different: an optomechanical force that operates between particles at nanoscale separations. The first theoretical proof that intense laser light can produce an optically modified potential energy surface for particle interactions was provided by Thirunamachandran almost thirty years ago [1] -but the laser intensities that appeared necessary then represented a significant deterrent. However, before the end of the decade a landmark paper by Burns et al. [2] verified the effect experimentally. This latter work also provided the first graphs, for the simplest case of two identical, spherical particles, of energy against separation -graphs exhibiting striking landscapes of rolling potential energy maxima and minima, as illustrated in Fig. 1 . Recognition of the enormous potential for practical applications quickly came about, the prospects being almost immediately flagged in an influential futurology of chemistry [3] . Subsequent studies have shown that optically induced inter-particle forces offer a number of highly distinctive features which can be exploited for the controlled optical manipulation of matter. The terms 'optical binding' and 'optical matter', which have gained some currency for such forces, highlight the possibilities for a significant interplay with other interactions, such as chemical bonding and dispersion forces.
Exploiting such interactions, new opportunities for creating optically ordered matter have already been demonstrated both theoretically and experimentally [4] [5] [6] [7] [8] [9] [10] [11] . plotted against kR, where k = 2 / and  is the laser wavelength. The inter-particle axis is aligned with the electric field of the radiation; the locations of the energetically stable minima depend on dispersion properties (see later). Graphs of similar form, for example in refs [2, 8] , provide a compelling motif for the subject.
At this juncture, progress in theory is developing along several fronts, with many studies invoking essentially classical descriptions of the radiation field. Some of the most adventurous relate to perhaps the most demanding experimental challenge -the possibility of engaging off-resonant laser light with Bose-Einstein condensates to achieve 'superchemistry', i.e. the coherent manipulation and assembly of atoms and molecules [12, 13] . In several treatments, paraxial wave equations have been adopted to describe optical binding between micron-sized spherical particles, in the presence of counterpropagating beams [14] [15] , the results here being analyzed in terms of the relative refractive indices of the spheres and the surrounding medium. Such studies are valid in the Mie size regime, i.e. where the sphere diameter exceeds the wavelength, and input fields are well approximated as paraxial.
Considering particles of like dimensions, Chaumet and Nieto-Vesperinas [8] have derived results both for isolated spheres, and for spheres near a surface. In the isolated case they have found that inter-particle forces depend significantly on the polarization and wavelength of the incident light, and the particle size. Furthermore, Ng and Chan [16] have determined the equilibrium positions in an array of evenly spaced particles, aligned in parallel with the wavevector of the optical input. Extending the range of applications, studies of optical trapping and binding of cylindrical particles have been carried out by Grzegorczyk et al. [17] [18] .
Further opportunities for application, and other readily achievable areas of relevance, are now being identified with the benefit of a comprehensive theory based on QEDquantum electrodynamics [19, 20] . Based on this theory, calculations on carbon nanotubes, for example, have already the indicated dependences on particle orientation, suggesting possibilities for optically modifying the morphology of deposited nanotube films [21] , while applications to other dielectric nanoparticles in optical vortex fields have identified opportunities for new forms of optical patterning and clustering [22] . Some of the most recent work has established other, more exotic effects, such as an optically induced shift in the equilibrium bond length of van der Waals dimers (molecular pairs held together by weak hydrogen bonds) and, in molecular solids, bulk optomechanical deformation [23] . In the following, Section 2, we first rehearse and explain the state of the art QED theory, placing the various representations within a single, consistent framework. With reference to the key equations and against this background, Section 3 provides a concise overview of the applications, and the chapter concludes with a look to the future in the Discussion, Section 4.
QED description of optically induced pair forces
In the perturbative derivation of optically induced pair forces, as with more common interparticle coupling forces, calculations are generally performed on a system in which each particle resides in its lowest-energy, stable state. For the development of a QED theory, the system state has to be more precisely specified -as one in which both particles and the radiation field are in the ground state. This system state couples with other short-lived states in which the electromagnetic field has a non-zero occupation number for one or more radiation modes. The dispersion interaction, traditionally interpreted as a coupling between mutually induced moments, emerges from a fourth-order perturbative calculation based on the exchange of two virtual photons, each created at one particle and annihilated at the other.
The two virtual quanta may (but need not) overlap in time as they propagate between the two units. Cast in such terms, the theory delivers a result -the Casimir-Polder formula -valid for all distances, correctly accounting for the retardation features which lead to a long-range R -7 asymptote dependence on the pair separation R [24] [25] [26] [27] [28] [29] [30] . The virtual photon interpretation also lends a fresh perspective to the physics involved in the more familiar R -6 range dependence known as the van der Waals interaction -the attractive part of the Lennard-Jones potential, which operates at shorter distances and which is largely responsible for the cohesion of condensed phase matter [31] .
The photonic basis for the dispersion interaction strongly suggests that other effects may be manifest when intense light is present, i.e. when calculations are performed on a basis state for which the occupation number of at least one photon mode is non-zero. Indeed it is the same, fourth order of perturbation theory that gives the leading result; the annihilation and creation of one photon from the occupied radiation mode in principle substitute for the paired creation and annihilation events of one of the two virtual photons involved in the CasimirPolder calculation. It is clear that the result of any such calculation on optically conferred pair energies will exhibit a linear dependence on the photon number of the occupied mode.
Cast in terms of experimental quantities, this will be manifest as an energy shift ind E  with a corresponding proportionality to the irradiance of throughput radiation. The corresponding laser-induced coupling forces can be determined from the potential energy result, as the spatial derivative.
Quantum foundations
To begin, consider the coupling between two particles, with no assumed symmetry, whose laser-induced interactions involve the absorption of a real input photon at one particle and the stimulated emission of a real photon at the other one, with a virtual photon acting as a messenger between the two. The throughput radiation suffers no overall change in its state.
Following the Power-Zienau-Woolley approach [32] [33] [34] [35] , writing the interactions of the vacuum electromagnetic fields with particle  in the electric-dipole approximation, we have the interaction Hamiltonian;
where   
In equation (2.2), V is the quantization volume, and summation is taken over modes indexed by wave-vector k and polarization ; a and a † are annihilation and creation operators, respectively, and e represents the electric field unit vector, with e being its complex conjugate. For present purposes the distinction between e and e can be dropped on the assumption that only plane polarizations are to be entertained -which is consistent with experimental practice. Since the laser-induced coupling involves four matter-photon interactions, it requires the application of fourth-order perturbation theory (within the electric dipole approximation) and the energy is explicitly given by; From equations (2.1) and (2.2) it follows that each Dirac bracket in the numerator of (2.3) is associated with the creation or annihilation of a photon. Details emerge on application to a specific system; here we consider two chemically identical particles A and B, the latter displaced from A by a vector R. Assuming neither particle possesses a permanent electric dipole moment, it is readily shown that each must suffer two dipole transitions, and that 48 different cases arise -each of which generates a dynamic contribution to the energy shift. As a calculational aid, these contributions are typically represented in the form of non- Adapted from [19] Hence we have the following expression for the total induced energy shift, 
Here n is the number of laser photons within a quantization volume V, and we have introduced the well-known dynamic polarizability tensor 
Given that the analytically arbitrary choice of sign has no physical consequence [36] we shall stick with the negative sign (as generally assumed without comment in older work) and drop it from our notation henceforth, i.e.
   
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Defining the geometry
As a convenient starting point for an exploration, later in this Section, of various geometries and degrees of rotational freedom, we begin by considering the coupling of two fixed particles, with no assumed symmetry. The geometry for the pair is specified as follows,
particle A is at the origin ( A  R0 ) and B is on the z axis (B R  Rz ) such that the separation between the two particles is given by B A R  R R R z ; the angles  and  denote the orientations of the optical polarization vector respect to R -see Fig. 3 . The figure depicts a case where both particles have the same orientation; however, in a more general case, this will not necessarily apply. 
R
In order to fully describe the system with due regard to its internal degrees of freedom it is necessary to consider three frames of reference:
a) A fixed frame (or laboratory frame), denoted by  ˆ,,
x y z as seen in Fig. 3 ; b) For each particle, A and B, a particle frame, chosen with regard to the particle symmetry such that the corresponding polarizability tensor is diagonalized in three non-zero
The latter frames enter the calculations at a later stage; for the present we can refer all vectors and tensors to the fixed frame. Thus, for example, from equation (2.7) the components of the
From equations (2.6) and (2.8), and using the relationship 2 I n c k V  for the laser irradiance I, we have;
kR cR
where we have introduced two pair response tensors, When the real part of the square bracket is taken in expression (2.9) the induced energy shift is expressible as; 
Securing the complete result, using expression (2.5), it is apparent that the induced energy shift is given by; 
12)
The inter-particle force can be found by simply taking the derivative of the energy shift with respect to the separation of the particles; 
We now analyze particular cases, deriving explicit results for other systems of physical interest. Particles of cylindrical symmetry are assumed, accommodating the more usual case of spherical symmetry, but also delivering results that have validity for nanotubes and most other significantly anisotropic nanoparticles.
Tumbling cylindrical pair
First we address a system in which the two particles freely rotate in the incident light as a binary system, each particle maintaining a fixed distance and orientation with respect to its counterpart. In this case we not only have the angles that define the direction of the polarization vector respect to the pair, as introduced in Fig. 3 ; it is also necessary to introduce three angles which will determine the relative orientations of the two components. As shown As before, the polarization of the incoming and outgoing radiation is considered to be linear.
Representing the polarization in the laboratory frame, generally we have;
 ˆˆŝ in cos sin sin cos
In the case of the tumbling cylindrical pair, the polarizability tensor of each particle is diagonal when expressed with respect to the corresponding particle's reference frame; 
The corresponding laser-induced force, directly deducible from this expression, is explicitly given in the original papers [19, 21] .
Collinear pair
In this case we consider two cylindrically symmetric particles aligned collinearly, i.e., their principal axes of symmetry coincide, serving to define the axis z as shown in Fig. 5 ; owing to In this case we have that the polarisability tensor for each particle is given by where we chose the molecular frame to coincide with that of the particles 
In this case it is interesting to demonstrate the considerable simplification that can be effected (2.26) and in the short range; The laser-induced force can be calculated in a similar manner. Clearly, in the spherical case,     , giving vanishing results for both the energy shift and force. However, this shortrange asymptote is not representative of the complex patterning of energy and force observed at longer distances. The behavior beyond the short-range is itself of considerable interest, and it is a subject we explore in due detail in Sect. 2.6. 
Cylindrical parallel pair
In the short range approximation ( axis. The physical significance is that a system whose (kR,  ,  ) configuration has  = 0 or  = 0, but not situated at a local minimum, is always subject to a force drawing it towards a neighboring minimum without change of orientation. For the same reason, there is no torque when  = /2 or  = /2. However a system in an arbitrary configuration will generally be subject to forces leading to both forces and torques. For example, inspection of Fig. 8(a) shows that whilst a pair in the configuration (6.0, /4, 0) is subject to a torque tending to increase  to /2, its trajectory will be accompanied by forces that tend to first increase and then decrease R. The details, which will additionally involve changes in , can of course be determined from the total derivative of (2.34). Other features, also exemplified in Fig. 8(a) , are off-axis islands of stability such as the one that can be identified at (10, /10, 0). In general the optically induced pair potential provides a prototypical template for the optical assembly of larger numbers of particles, facilitating the optical fabrication of structures of molecules, nanoparticles, microparticles, and colloidal particles. 
Spherical particles in a Laguerre-Gaussian beam
The nature and form of optically induced forces between particles in an optical vortex are of special interest. Here, we entertain the possibilities afforded by having two or more particles (for simplicity assumed to be spherical) trapped in a Laguerre-Gaussian (LG) beam -or two such beams, counterpropagating to offset Maxwell-Bartoli forces. First, consider particles A and B trapped in the annular high-intensity region of an LG beam with arbitrary l and p = 0, i.e. an optical vortex with one radial node at the beam centre. For significant forces to arise, the inter-particle distance R will usually be small compared to the radius of the optical trap, and it is helpful to recast the energy and force equations in terms of the angular displacement  between A and B; see Fig. 9 (a). The general result (for arbitrary p) is as follows; To identify the possibilities for stable formations of more than two particles, as illustrated in Fig. 9 (b), the two-particle analysis is readily extended to a system of three (or more) particles. In this case 
Overview of applications
The body of experimental work on optical binding, and related studies, is growing apace. We here summarize just a fragment of the novel work being done by a number of different research groups working in this area. Most experimental research has been stimulated by an interest in applying optical binding to the organization and manipulation of matter at scales comparable to the wavelength of light. In such a context, it has to be borne in mind that optical binding forces will have a profound effect, modifying the outcome of all optical manipulation techniques where more than one particle is involved [42] . Obvious examples are processes involving the assembly of optical structures using holographic optical traps [43] ; equally, the two-dimensional assembly of particles in the presence of counterpropagating beams results from the combined effects of optical trapping and binding [44] . Although the systems used and the setup designs vary significantly, these and other such studies have common goals -principally to understand the nature of the binding forces due to the presence of an electromagnetic field, and to develop tools for the non-contact control of matter on the micron-and sub-micron/nano-scale.
One of the most common systems used to demonstrate optical binding comprises micron-sized essentially spherical polyethylene beads in a liquid suspension. In two of the first reports by Burns et al. [2, 4] , it was noted that the relative position of a pair of such spheres were influenced by each other when placed in an optical trap. When the spheres were well separated in the trap their motions along the trap appeared random, but as they approached each other they appeared to depart from diffusive behavior, tending to spend more time in relatively close proximity. The relative motion of the pair was recorded by studying the diffraction patterns thereby created in the scattered field. Significantly, it was
shown that there are discrete separations at which the particles are more likely to be found, and that the positions of the inferred neighboring energy minima differ by distances approximately equal to the wavelength of the light.
In later work [45, 46] , it was demonstrated that optical binding forces are at least partly responsible for the self-arrangement of optically trapped particles separated by distances ranging up to a few wavelengths. Several different cases have been reported, as illustrated in Fig. 10 , and it has been shown that the binding force can dominate over the usual (optical tweezer) gradient trapping force in systems where one expects a large number of particles to arrange according to a trapping template. When a free particle approaches an already formed structure, being subject to a potential energy landscape already patterned by many-body optical interference, the added sphere becomes accommodated within the whole ensemble -which then re-organizes until it reaches a new minimum energy configuration. It is important to emphasize that it is extremely difficult to disentangle optical forces due to gradient and scattering forces in most of these experiments, and that the generation of 'optical crystals' as shown in these examples is generally due to contributions from both types of interaction, as is specifically shown in Figure 11 . It is worth noting that the experimental setup used in the studies whose results are exemplified above is commonly referred to as 'transverse optical binding' [47] , meaning that the wave-vector of the electromagnetic field is perpendicular to the plane containing the 2D optical crystal, or the axis of a 1D optical chain. As illustrated in Completing the picture, there have also been studies of optical binding between nanometallic particles trapped in electromagnetic fields [52] [53] [54] [55] . Indeed the detection of lightinduced aggregation in 10 nm gold clusters was first reported over ten years ago [52] . At the time, this was attributed to van der Waals-like forces between closely approaching clusters and cluster aggregates. A subsequent theoretical study [53] showed that the inter-particle interaction energy is a sensitive function of the particle size. More recent theoretical work has shown that such optical binding forces are significantly stronger that traditional van der Waals forces, and that there are realistic possibilities to exploit optically induced forces for the non-contact organization of novel metallic structures [54] such as the metallic necklaces reported in [55] .
Discussion
Relating theory to experiment in this field is perhaps more than usually difficult, but it is a challenge that carries a promise of rich rewards, in the form of new techniques for the nanomanipulation of matter. Part of the problem is that producing suitable conditions for the sought effects generally necessitates the use of specialized cells or optical traps, each of which can generate additional, partly contributory optical effects -which can then compete with optical binding in most cases. Another difficulty is that many existing descriptions of optical binding mechanism are a little vague, and it is not always clear whether two different descriptions amount to the same, or to potentially competing phenomena. In the hope of bringing more clarity and precision to the field, the theoretical methods and results we have presented in this chapter are based on a robust and thorough quantum electrodynamical analysis of optically induced inter-particle interactions. In this framework it is understood that laser-induced forces and torques between nanoparticles occur by pairwise processes of stimulated photon scattering. The analysis clarifies the fundamental involvement of quantum interactions with the throughput radiation, and also the form of electromagnetic coupling between particles. It further reveals that additional torque features arise in an optical vortex.
In applying the results to nanoparticles (such as polystyrene beads) whose electronic properties are neither those of one large molecule, nor those of a chromophore aggregate, the molecular properties that appear in the given equations have to be translated into bulk quantities; the polarizability becomes the linear susceptibility, for example. Moreover, account has to be taken of the optical properties of the medium supporting the particles. In most of the experiments discussed in Section 3, it has been shown that the relative values of the refractive index between the beads and the surrounding medium significantly influence the optical binding phenomena, modifying the bead positions of stability. In fact, proper registration by the theory of the responsible local field effects is also straightforward; it is already known how the retarded potential of equation (2.7) is affected [56] . Alongside the incorporation of Lorentz field factors, the dependence on kR changes to a dependence on n(ck)kR, where the multiplier is the complex refractive index. For example in a liquid illuminated by 800 nm radiation, when the refractive index at that wavelength is 1.40, the potential energy minimum registered in Fig. 1 at kR ~ 7.5 signifies a pair separation of 670 nm rather than 960 nm.
Recently, there has been fresh interest in the angular properties of the force fields resulting from optical binding. Multi-dimensional potential energy surfaces have been derived and shown to exhibit unexpected turning points, producing intricate patterns of local force and torque. Numerous local potential minimum and maximum can be identified, and islands of stability conducive to the formation of rings have been identified [38, 39] . The major challenge now to be addressed is to account for the effects of particle numbers, namely the additional and distinctive features that must arise when more than two isolated particles are involved. There are three distinct aspects to this. First and simplest, there is a need to identify those effects which will very obviously arise as a consequence of the superposition of optically modified pair potentials. Secondly, a full analysis needs to be made of the contributions from multi-particle processes of stimulated scattering, involving the entangled near-field interactions of more than two particles. And finally, since stimulated scattering releases throughput radiation essentially unchanged, multiple processes of stimulated scattering have to be entertained in order to properly address the kind of 1D arrays and 2D optical crystal structures that experiments have so beautifully revealed. We are confident that these challenges for the future will soon bear the fruit of establishing still better and clearer links between theory and experiment.
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