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Abstract
In this paper, the Turing instability in reaction-diffusion models defined on
complex networks is studied. Here, we focus on three types of models which
generate complex networks, i.e. the Erdo˝s-Re´nyi, the Watts-Strogatz, and
the threshold network models. From analysis of the Laplacian matrices of
graphs generated by these models, we numerically reveal that stable and un-
stable regions of a homogeneous steady state on the parameter space of two
diffusion coefficients completely differ, depending on the network architec-
ture. In addition, we theoretically discuss the stable and unstable regions
in the cases of regular enhanced ring lattices which include regular circles,
and networks generated by the threshold network model when the number
of vertices is large enough.
Keywords:
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1. Introduction
We can observe various types of pattern phenomena in nature. In order
to understand the pattern formation mechanisms of such phenomena, mathe-
matical models have been proposed and analyzed from the viewpoint of both
numerical and theoretical studies. Among these models, reaction-diffusion
systems have attracted many researchers [1]. Though the systems which
describe a local interaction and a long-range dispersal between chemical sub-
stances or biological species are rather simple, Turing stated that spatially
inhomogeneous structures can be formed in a self-organized way under cer-
tain conditions [2]. Since then, a lot of studies on the reaction-diffusion sys-
tems have been reported. Turing considered the following system of partial
differential equations:
∂u
∂t
= du∆u+ f(u, v),
∂v
∂t
= dv∆v + g(u, v),
(1.1)
where u = u(t, x) and v = v(t, x) indicate concentrations of chemical sub-
stances or population densities of biological species at time t at position x, du
and dv mean respectively diffusion coefficients of u and v, and the functions
f(u, v) and g(u, v) express a local interaction between u and v. In addition,
Turing gave the following assumption on the reaction system of ordinary
differential equations without diffusion terms
du
dt
= f(u, v),
dv
dt
= g(u, v).
(1.2)
Assumption. The system (1.2) possesses an equilibrium point (u, v) = (u, v)
and it is asymptotically stable.
In this framework, Turing derived a paradox that the equilibrium solution
(u, v) = (u, v) in (1.1) with suitable boundary conditions can be destabilized
in spite of adding the diffusion terms which possess a smoothing effect of spa-
tial heterogeneity even though the equilibrium point (u, v) = (u, v) is stable
in the sense of (1.2). This is well known as the diffusion-induced instability
or the Turing instability. As a consequence of the Turing instability, (1.1)
exhibits spatially inhomogeneous structures called Turing patterns. There-
fore, the Turing instability is regarded as important for the onset of pattern
formation on the reaction-diffusion systems.
However, since (1.1) is a system describing a local interaction and a dis-
persal between u and v on continuous media, it can not represent an inter-
action on a spatially discrete environment, such as dynamics of metapopu-
lation, cellular networks of biological morphogenesis and networks of diffu-
sively coupled chemical reactors. Therefore, in order to treat such situations,
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studies on reaction-diffusion models defined on networks have proceeded
[3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. So far, the Turing instability arising
in reaction-diffusion models defined on networks with a small number of ver-
tices has been investigated [3, 4, 5, 6]. Recently, studies on Turing patterns
formed on complex networks with a large number of vertices have proceeded
[7, 8, 9, 10, 11, 12, 13, 14, 15]. In these papers, the differences between the
classical Turing patterns on continuous media and network organized Turing
patterns, and properties on Turing patterns on complex networks have been
shown by numerical simulations, a theory of mean field approximation, and
analytical techniques. The authors in [7, 8, 9, 14] also discussed the Turing
instability on networks with a large number of vertices in a somewhat gen-
eral framework, which the Turing patterns are based on. (For example, see
the Methods section in [7].) However, they do not mention the influence of
network topology on the Turing instability. In other words, it is not clear
whether the Turing instability on a complex network occurs or not when
the network topology changes. In this study, considering reaction-diffsuion
models on complex networks with a large number of vertices, we investigate
a relation between the Turing instability and network topology with a large
number of vertices in detail by using the linear stability analysis. In partic-
ular, our interest is how network topology influences the Turing instability.
Therefore, we focus on three types of models which generate typical networks,
i.e. the Erdo˝s-Re´nyi, the Watts-Strogatz, and the threshold network models.
We emphasize that the Turing instability is an important concept as the on-
set of self-organized pattern formation. However, thorough studies focusing
on the Turing instability in reaction-diffusion models on complex networks
with many vertices are very few. Potential applications of reaction-diffusion
models on networks were introduced in [7, 9, 10, 16]. If we regard vertices as
cells, the model describes cellular networks of early biological morphogenesis.
When vertices are regarded as patchy habitats, it is a model describing pop-
ulation dynamics with an interaction on a patchy environment (ecological
metapopulation). In order to understand self-organized phenomena with the
network architecture, a theoretical approach using models defined on net-
works could be needed. As a first step, we discuss the Turing instability on
complex networks in this paper.
This paper is organized as follows: in the next section, we formulate
reaction-diffusion models defined on complex networks, which we discuss in
this paper. Sections 3, 4, and 5 are devoted to computer-aided analysis of the
Turing instability in reaction-diffusion models on networks generated by the
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Erdo˝s-Re´nyi, the Watts-Strogatz, and the threshold network models, respec-
tively. We reveal that these analyses derive different results on the Turing
instability of a homogeneous steady state, depending on network topology.
In section 6, we give theoretical results on the instability when the num-
ber of vertices is large enough. We complete this paper in section 7, where
concluding remarks and future works are listed.
2. Formulation of a reaction-diffusion model on a graph
As an analogy of the reaction-diffusion model on continuous media (1.1),
we formulate a model on a graph with N vertices. When there is no con-
nection between any vertices, the dynamics on each vertex is described by a
local interaction only as follows:
dui
dt
= f(ui, vi),
dvi
dt
= g(ui, vi),
(i = 1, 2, · · · , N), (2.1)
where a pair (ui, vi) = (ui(t), vi(t)) denotes some quantities on the ith vertex,
such as population densities of biological species or concentrations of chemical
substances. Note that the interaction functions f and g are the same on each
vertex. As well as the Turing instability on continuous media, we assume
the existence of an asymptotically stable equilibrium point (ui, vi) = (u, v)
(i = 1, · · · , N) for (2.1). The asymptotic stability of the equilibrium point
means that
a+ d < 0 and ad− bc > 0 (2.2)
from information of the linearized system of (2.1) around (ui, vi) = (u, v),
where a = fui(u, v), b = fvi(u, v), c = gui(u, v) and d = gvi(u, v). Next, when
connection between vertices is taken into account, we give an assumption
on a flux of the quantities between vertices. If the ith and the jth vertices
are connected by an edge, then we suppose that a flux exists between these
vertices. On the other hand, if two vertices are not connected, there is no flux
between them. We assume that the flux is given by Fick’s law of diffusion,
which means that the flux is proportional to the difference of quantities on
the two vertices. Therefore, the dynamics of ui and vi on the ith vertex is
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described as
dui
dt
= du
N∑
j=1
Aij(uj − ui) + f(ui, vi),
dvi
dt
= dv
N∑
j=1
Aij(vj − vi) + g(ui, vi),
(i = 1, 2, · · · , N), (2.3)
where
Aij =
{
1 if the ith and the jth vertices are connected,
0 if disconnected,
and Aii = 0 because we do not consider any self-loop in the present pa-
per. Moreover, since we focus on undirected graphs, the matrix A with the
elements Aij is a symmetric matrix with Aji = Aij. And, the positive con-
stants du and dv mean respectively diffusivities of these quantities between
vertices. Also, the number of edges connecting to the ith vertex is expressed
as ki :=
∑N
j=1Aij. Thus, for each i ∈ {1, 2, · · · , N}, we can rewrite the flux
term as
N∑
j=1
Aij(uj − ui) = −
N∑
j=1
Lijuj,
where Lij = δijki − Aij (δij is Kronecker’s delta). The matrix L with the
elements Lij is called Laplacian matrix of the graph A. We note that the
Laplacian matrix L varies according to network topology, and eigenvalues
of the Laplacian matrix L give an important information on the Turing in-
stability of a homogeneous steady state on the graph. (See the Methods
section in [7].) Here, we define a homogeneous steady state on a graph as
(ui, vi) = (u, v) for all i in (2.3). Our purpose is to investigate the stability
of the homogeneous steady state. To this end, it suffices to consider the lin-
earized system around the steady state. Substituting (ui, vi) = (u+ u˜i, v+ v˜i)
into (2.3) and neglecting higher order terms, we obtain the following linear
reaction-diffusion model on the graph:
dui
dt
= −du
N∑
j=1
Lijuj + aui + bvi,
dvi
dt
= −dv
N∑
j=1
Lijvj + cui + dvi,
(i = 1, 2, · · · , N), (2.4)
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where we denoted (u˜i, v˜i) by (ui, vi) again. We call (2.4) a reaction-diffusion
model on a graph in this paper. One can write (2.4) as
du
dt
= −duLu+ au+ bv,
dv
dt
= −dvLv + cu+ dv,
(2.5)
where u = (u1, · · · , uN) and v = (v1, · · · , vN). Obviously, we know that
(2.4) possesses the homogeneous steady state (u,v) = (0, 0), and we study
the stability of the steady state. Here, we note that when we impose the
condition (2.2) on the parameters and du = dv = 0, (u,v) = (0, 0) is stable.
Therefore, we are interested to know how the stability of (u,v) = (0, 0)
changes according to network topology and the values of du and dv. In this
paper, we use the following parameter values(
a b
c d
)
=
(
1 −2
2 −2
)
in all numerics, which satisfies the condition (2.2). In order to specify the
Laplacian matrix L in (2.5), different types of models are proposed. Below,
we investigate a relation between the Turing instability and network topology
which is generated by the various models. Let λi and φi (i = 1, · · · , N) be
eigenvalues of the matrix L and the associated eigenvectors to them, i.e.
Lφi = λiφi (i = 1, · · · , N). Since (2.5) is linear, we can express the solution
as u(t) =
∑N
i=1 αie
ρitφi and v(t) =
∑N
i=1 βie
ρitφi, where ρi and (αi, βi) are
eigenvalues and their associated eigenvectors of the matrix(−duλi + a b
c −dvλi + d
)
(i = 1, · · · , N).
Therefore, in order to check the stability of (u,v) = (0, 0), the real part
of ρi is important. If the real parts of all eigenvalues ρi (i = 1, · · · , N)
are negative, then the homogeneous steady state (u,v) = (0, 0) is stable
because (u(t),v(t)) = (
∑N
i=1 αie
ρitφi,
∑N
i=1 βie
ρitφi) → (0, 0) as t → ∞.
If real part of at least one eigenvalue ρj is positive, we have e
ρjt → ∞ as
t → ∞, so the steady state (u,v) = (0, 0) is unstable. As a result, we find
out the stability of the steady state (u,v) = (0, 0) by investigating the sign
of real part of the eigenvalues ρi. To do this, we introduce some properties
of eigenvalues of the Laplacian matrix of a graph. Assume that eigenvalues
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are sorted in ascending order, namely λ1 ≤ λ2 ≤ λ3 ≤ · · · . The number
of eigenvalues (with multiplicity) is N , which is the same as the number of
vertices, and all the eigenvalues are real and non-negative. Since we deal
with only connected graphs in the present paper, the smallest eigenvalue λ1
is zero, which is simple, and the second smallest eigenvalue λ2 is greater than
zero. From linear algebra, we know that
∑N
i=1 λi = trL =
∑N
i=1 ki = 2M ,
where M is the total number of edges. Therefore, the largest eigenvalue is
roughly estimated by λN < 2M .
Under the condition (2.2), we discuss the sign of eigenvalues ρi (i =
1, · · · , N). From simple calculation, if both a and d are negative, all the
eigenvalues ρi (i = 1, · · · , N) are negative, so that the instability of the
homogeneous steady state does not occur. In order to yield the instability,
either case d < 0 < a or a < 0 < d is necessary. Without loss of generality,
we here assume the case
d < 0 < a. (2.6)
For each i, the bifurcation curve where an eigenvalue ρi takes zero is given
on (du, dv) plane as follows:
Γi = {(du, dv) ∈ R2+ | (duλi − a)(dvλi − d)− bc = 0} (i = 1, 2, · · · , N),
where λi is the ith eigenvalue of the Laplacian matrix of a graph. When we
view dv as the function of du for each curve Γi, the asymptote of the curve
is du =
a
λi
. From information on the bifurcation curves, we can indicate the
unstable region of the homogeneous steady state (u,v) = (0, 0) as ∪Ni=1Di,
where Di = {(du, dv) ∈ R2+ | (duλi − a)(dvλi − d)− bc < 0}. In addition, we
remark that the size of each eigenvalue λi of the Laplacian matrix L deter-
mines properties of the corresponding bifurcation curve. As shown in Figure
1, the bifurcation curve for λi intersects with the dv-axis at dv =
1
λi
(
ad−bc
a
)
and asymptotically approaches the line du =
a
λi
. That is, if λi is small,
the value of the intersection point 1
λi
(
ad−bc
a
)
is large and the asymptomatic
value a
λi
is also large. On the other hand, when λi is large, both
1
λi
(
ad−bc
a
)
and a
λi
are small. Therefore, we find out that the distribution of eigenvalues
plays an important role in determining stable and unstable regions on (du, dv)
plane of the homogeneous steady state of (2.4). In particular, we state that
small eigenvalues determine the unstable region for large (du, dv) and large
eigenvalues contribute to the determination of the unstable region for small
(du, dv). After this point, the stable and unstable regions of the homogeneous
steady state on (du, dv) plane is briefly called stable-unstable region.
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Di Γi
Figure 1: Bifurcation curve and unstable region for the ith eigenvalue λi.
In this paper, we consider three models which generate graphs, i.e. the
Erdo˝s-Re´nyi, the Watts-Strogatz, and the threshold network models. Each
model stochastically produces a graph.
Erdo˝s-Re´nyi model.
• An edge is set between each pair of distinct vertices with probability
p, independently of the other vertices.
Watts-Strogatz model.
1. Let B be an even integer. We prepare a regular enhanced ring which is
defined by the adjacency matrix Aij = 1 if 0 < j− i+N ≤ B2 or 0 <
i − j + N ≤ B
2
mod N , otherwise Aij = 0. We define the edge set of
the regular enhanced ring as E = {(i, j) |Aij = 1}, and set E ′ = E
initially.
2. For each edge (i, j) ∈ E, we perform the next procedure with proba-
bility p. We choose one of two vertices i, j with probability 1/2 and
set the chosen vertex as I. We uniformly select a vertex k such that
(I, k) /∈ E ′ ∪ E ∪ (I, I). Then we reset E ′ to be (E ′ \ (i, j)) ∪ (I, k).
3. The resulting network with the edge set E ′ is a network generated by
the Watts-Strogatz model.
Threshold network model.
1. For i = 1, 2, . . . , N , a weight wi is randomly chosen by an exponential
distribution with a parameter Λ.
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2. Given a value θ which is called threshold value, for every pair of distinct
vertices i and j, if the sum of weights wi + wj is greater than the
threshold value θ, the two vertices are connected by an edge.
Our interest is how network topology influences the Turing instability, but
graphs are stochastically generated by the models. In addition, as we agued
above, eigenvalues of the Laplacian matrix of a graph play an important role
in Turing instability on a graph. Since a graph is stochastically generated,
the distribution of the eigenvalues also changes according to the stochastic
network construction. Therefore, we represent stable and unstable regions
of the homogeneous steady state with probability by repeating the following
trial for 500 samples of the graph and taking the average:
1. calculate eigenvalues of the Laplacian matrix for a network generated
by a model.
2. compute the stable and unstable regions of (u,v) = (0, 0) in (du, dv)
plane, based on the bifurcation curves.
3. represent the unstable region as one and the stable region as zero on
each lattice point in (du, dv) plane.
Consequently, we present the probability that the homogeneous steady state
(u,v) = (0, 0) is destabilized in (du, dv) plane.
Figure 2 shows the stable-unstable regions of the steady state (u,v) =
(0, 0) in (2.4) on graphs with 500 vertices generated by the Erdo˝s-Re´nyi, the
Watts-Strogatz and the threshold network models, respectively. These figures
mean that the black region denotes that the steady state (u,v) = (0, 0) is
unstable with probability one and the white one denotes that it is unstable
with probability zero, that is, stable. We express the probability between
those with tones of gray. It appears that the stable-unstable regions do not
differ so much each other though the scale of the axes is different. However,
we will see that the parameters which determine the probability in the models
and the number of vertices N strongly influence the stable-unstable regions.
3. Networks generated by the Erdo˝s-Re´nyi model
In this section, we deal with a reaction-diffusion model on a graph which
is stochastically generated by the Erdo˝s-Re´nyi model and reveal the stable-
unstable region of the homogeneous steady state (u,v) = (0, 0) of (2.4) from
the linear stability analysis with the aid of a computer. Obviously, the num-
ber of edges is zero when the probability p = 0, so this graph is disconnected.
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Figure 2: The stable-unstable regions of the homogeneous steady state (u,v) = (0,0) for
(2.4) with N = 500. The horizontal and vertical axes indicate du and dv, respectively. (a)
The Erdo˝s-Re´nyi model with p = 0.1. (b) The Watts-Strogatz model with B = 20 and
p = 0.1. (c) The threshold network model with Λ = 1 and θ = 3.
On the other hand, when p = 1, it becomes a complete graph with N vertices
since every pair of distinct vertices is connected by an edge. Since the average
degree of an Erdo˝s-Re´nyi random graph is p(N − 1), the closer the value p
approaches one or the larger the number of vertices becomes, the more edges
a graph possesses. We are interested in the transition of the stable-unstable
regions of the steady state (u,v) = (0, 0) for (2.4), depending on the link
probability p and the number of vertices N . We illustrate the stable-unstable
regions of the homogeneous steady state of (2.4) based on eigenvalues of the
Laplacian matrix L. Consequently, we present the probability that the steady
state (u,v) = (0, 0) is destabilized, as shown in Figure 3 when N = 500 and
the value of p is varied. From these results, we know that the region where the
homogeneous steady state is unstable with high probability is large when p is
small (p = 0.01), while the unstable region gradually shrinks as the value of
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Figure 3: The stable-unstable regions of the homogeneous steady state (u,v) = (0,0) for
(2.4) on the Erdo˝s-Re´nyi random graphs. The number of vertices is N = 500 and the
link probability between vertices p is indicated at the bottom of figures. The black and
white regions denote to be unstable with probability one and unstable with probability
zero, respectively. The horizontal and vertical axes indicate du and dv, respectively.
p approaches one. In general, for the fully connected graph with N vertices,
eigenvalues of the Laplacian matrix L are λ1 = 0 and λi = N (i = 2, · · · , N).
Therefore, the stable-unstable region for p = 1 and N = 500 is deterministi-
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cally obtained. On the other hand, if (du, dv) takes a pair of positive values
in the vicinity of the origin, for instance (du, dv) = (0.005, 0.1), the steady
state (u,v) = (0, 0) is stable with high probability when p = 0.01, but it gets
to be contained in the unstable region as the value p increases (p = 0.1). We
find that there exists a certain parameter region on (du, dv) plane such that
the stability of (u,v) = (0, 0) changes from the stable state to the unstable
one when the value of p increases. Interestingly, this means that the desta-
bilization occurs when the connectivity between vertices rises, that is, when
the number of edges increases. This network connectivity induced instability
is a quite new phenomenon. When we increase the value p further (p = 0.5
and 1), the homogeneous steady state becomes stable with high probability
again for (du, dv) = (0.005, 0.1). This result implies that the network con-
nectivity induced instability occurs when a pair (du, dv) and the number of
edges are suitable. Next, when the value p is fixed and the number of ver-
Figure 4: The stable-unstable regions of the homogeneous steady state (u,v) = (0,0)
for (2.4) on the Erdo˝s-Re´nyi random graphs. The number of vertices is N = 2000 and
N = 5000, and the connection probability between vertices is p = 0.1. The black and
white regions denote to be unstable with probability one and unstable with probability
zero, respectively. The horizontal and vertical axes indicate du and dv, respectively.
tices N is varied, we observe the dependence of the stable-unstable regions
on N . In the Erdo˝s-Re´nyi model with a fixed p, when the number of ver-
tices increases, the average degree also increases. Roughly, this means that
the destabilization of the homogeneous steady state (u,v) = (0, 0) may be
inhibited because the active dispersal of substances between vertices which
comes from a lot of connections smoothes the heterogeneity. Actually, this
expectation is fit for the numerical results in Figures 3 and 4. For p = 0.1, we
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find that the unstable region becomes narrow, depending on an increase of
the number of vertices. These transitions of the stable-unstable regions can
be understood by the behavior of eigenvalues λi (i = 1, 2, 3, · · · ). Generally,
in the Erdo˝s-Re´nyi random graphs, the largest eigenvalue of the Laplacian
matrix is approximately λN ≈ Np when N ≫ 1 ([17]). This means that
the largest eigenvalues λN becomes large according to increases of the values
N and p. And, we numerically checked that small eigenvalues except for λ1
also become large as increases in the values N and p, so that the unstable
region shrinks. (See also Figure 1.) However, when we change both the
values N and p while keeping the average degree, eigenvalue distributions
are quite similar, therefore, the stable-unstable regions of the homogeneous
steady state hardly change, as shown in Figure 5. Thus, in the Erdo˝s-Re´nyi
model, we can suggest that the stable-unstable region of the homogeneous
steady state changes, depending strongly on the average degree. In other
words, if the average degree of two Erdo˝s-Re´nyi random graphs is almost
equal, the stable-unstable regions resemble each other.
4. Networks generated by the Watts-Strogatz model
We deal with a reaction-diffusion model on a complex network generated
by the Watts-Strogatz model in this section. First, we briefly explain the
properties of graphs generated by the Watts-Strogatz model, that is, network
topology completely differs, depending on the rewiring probability p. For
example, when p = 0, the network remains to be the regular ring lattice
with the degree B, and when p = 1, it possesses similar properties to an
Erdo˝s-Re´nyi random graph because all edges are randomly reconnected to
other vertices though there is a restriction that an edge is never rewired
within a vertex of B neighbors. We are interested in the transition of the
stable-unstable region of the homogeneous steady state, depending on the
values of p (the rewiring probability) and N (the number of vertices). We
illustrate the stable-unstable regions of the steady state (u,v) = (0, 0) of
(2.4), as shown in Figures 6, 7 and 8. In this case also, since a network
is constructed stochastically, we indicate the stable-unstable regions with
probability by performing 500 trials and taking the average as well as the
case of the Erdo˝s-Re´nyi model. Figure 6 shows the stable-unstable regions for
N = 500 when the value of p varies. Interestingly, one can see from the figures
that the unstable region of the homogeneous steady state becomes narrow as
the value of p increases though the average degree is invariant. This means
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Figure 5: (Left) Examples of all eigenvalues {λi : 1 ≤ i ≤ N} of the Laplacian matrix for
(2.4) on an Erdo˝s-Re´nyi random graph with the almost equal average degree p(N−1). The
horizontal and vertical axes mean eigenvalue numbers i and these values λi, respectively.
Eigenvalues are sorted in ascending order, that is 0 = λ1 < λ2 ≤ · · · ≤ λN . (Right) The
stable-unstable regions of the steady state (u,v) = (0,0) for (2.4) on the Erdo˝s-Re´nyi
random graphs. The horizontal and vertical axes indicate du and dv, respectively. The
number of vertices N and the link probability p are indicated at the bottom of each figure.
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Figure 6: The stable-unstable regions of the homogeneous steady state (u,v) = (0,0) in a
reaction-diffusion model on networks generated by the Watts-Strogatz model. The number
of vertices is N = 500, the average degree is B = 20, and the reconnection probability p is
indicated at the bottom of each figure. The black and white regions denote to be unstable
with probability one and unstable with probability zero, respectively. The horizontal and
vertical axes indicate du and dv, respectively.
that the destabilization of the steady state (u,v) = (0, 0) of (2.4) tends to
be inhibited as a regular ring lattice changes into a random graph. Since
15
Figure 7: The stable-unstable regions of the homogeneous steady state (u,v) = (0,0)
in a reaction-diffusion model on networks generated by the Watts-Strogatz model. The
number of vertices is N = 2000 and N = 5000, the average degree is B = 20, and the
reconnection probability is p = 0.1 . The black and white regions denote to be unstable
with probability one and unstable with probability zero, respectively. The horizontal and
vertical axes indicate du and dv, respectively.
the networks constructed by the Watts-Strogatz model shortens the distance
between any two vertices, that facilitates the dispersal of the quantities to
all the vertices. Therefore, it seems that this is related to the shift in the
unstable region. Moreover, the stable-unstable region for p = 1 in Figure 6 is
quite similar to that for p = 0.04 and N = 500 in Figure 5 because all edges
are randomly rewired to other vertices by the Watts-Strogatz model when
p = 1. Note that the average degree of the two cases is almost equal. Next,
we investigate the transition of the stable-unstable region when the values p
and B are fixed and the number of vertices N varies. For p = 1, we observed
that the region does not change even when N varies, because the networks
for p = 1 possess the similar properties to Erdo˝s-Re´nyi random graphs with
the average degree B. So, the stable-unstable regions for N = 2000 and
5000 are very similar to those in Figure 5. Interestingly, even though the
rewiring probability is p = 0.1, the stable-unstable regions hardly change
when the number of vertices N increases. (See Figure 6 for p = 0.1 and
Figure 7.) However, we remark that the unstable region for p = 0 grows
when the number of vertices N increases. This phenomenon comes from the
behavior of small eigenvalues when the number N varies. The numerical
results for p = 0 in Figure 8 show that all the eigenvalues are less than a
certain constant c and all the eigenvalues is distributed in the range [0, c]
16
Figure 8: (Left) Examples of all eigenvalues {λi : 1 ≤ i ≤ N} of the Laplacian matrix for
(2.4) on a regular ring lattice. The horizontal and vertical axes mean eigenvalue numbers i
and these values λi, respectively. (Right) The stable-unstable regions of the homogeneous
steady state (u,v) = (0,0) in a reaction-diffusion model on networks generated by the
Watts-Strogatz model. The number of vertices is N = 2000 and N = 5000, the average
degree is B = 20, and the reconnection probability is p = 0 . The black and white regions
denote to be unstable with probability one and unstable with probability zero, respectively.
The horizontal and vertical axes indicate du and dv, respectively.
even when N varies. This means that the larger the number N becomes, the
more packed all the eigenvalues becomes in the range [0, c]. Therefore, small
eigenvalues extend the unstable region in the case of a regular ring lattice.
(See Figure 1.) When the number of vertices N is large enough, we will prove
the existence of the stable-unstable region of the homogeneous steady state
(u,v) = (0, 0) for the regular ring lattice (p = 0) in section 6. In the case
of the Erdo˝s-Re´nyi model, we concluded that the stable-unstable regions did
not vary if the average degree of networks was almost equal. However, we find
from the results of the Watts-Strogatz model that the stable-unstable regions
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vary considerably, depending on network topology (structural properties of
networks) even when the average degree is completely equal.
5. Networks generated by the threshold network model
As the third model which produces complex networks, we use the thresh-
old network model and perform the linear stability analysis of a reaction-
diffusion model on a network generated by it. It is well known that this
model can produce scale free networks [18, 19, 20]. From the construc-
tion by this model, we know that the generated graph is fully connected
when θ = 0. On the other hand, it is said that this model can gener-
ate a scale-free network when the value of θ is appropriate, that is, the
network possesses a small number of hubs. We note that the condition
on connectedness of a graph produced by the threshold network model is
mini∈{1,2,...,N}{wi} + maxi∈{1,2,...,N}{wi} ≥ θ. Therefore, the vertex with the
largest weight is connected to all of the other vertices. We illustrate the
stable-unstable regions of the homogeneous steady state (u,v) = (0, 0) of
(2.4) when the values of θ and N vary. As well as the discussion in sections
3 and 4, we show it with probability by taking the average of 500 trials.
Figures 9 and 10 show the stable-unstable regions of the steady state with
probability for N = 500, 2000, and 5000. When θ = 0, the graphs are fully
connected. Therefore, the smallest eigenvalue is λ1 = 0 and all of the other
eigenvalues is λi = N (i = 2, · · · , N). As the value of θ is increased, we
observe that the region where the homogeneous steady state is destabilized
with high probability becomes wider for a fixed N . (See Figure 9.) This
means that the unstable region expands as the number of edges diminishes,
namely the decrease in the number of edges facilitates the destabilization of
the homogeneous steady state as well as the case of the Erdo˝s-Re´nyi model.
Next, we observe the transition of the stable-unstable region when the value
p is fixed and the number N increases. For θ = 0, the distribution of eigenval-
ues is λ1 = 0 and λi = N (i = 2, · · · , N), so that an increase in the number
N shrinks the stable-unstable regions. Figure 9 for θ = 3 and Figure 10 show
that this tendency also holds for θ 6= 0, that is, the region where the homoge-
neous steady state is destabilized with high probability gradually shrinks as
to an increase in the number N . When the value of θ is fixed and the num-
ber of vertices N increases, the number of hubs in a network also increases.
Since the hubs are connected to a lot of vertices, a flux of the quantities u
and v between vertices promotes the smoothing of the quantities. Therefore,
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Figure 9: The stable-unstable regions of the homogeneous steady state (u,v) = (0,0) in
a reaction-diffusion model on networks generated by the threshold network model. The
number of vertices is N = 500, the parameter of the exponential distribution Λ = 1, and
the threshold value θ is indicated at the bottom of each figure. The black and white
regions denote to be unstable with probability one and unstable with probability zero,
respectively. The horizontal and vertical axes indiate du and dv, respectively.
it seems that this is related to the occurrence of the phenomenon that the
probability of the instability becomes low when the number of vertices in-
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Figure 10: The stable-unstable regions of the homogeneous steady state (u,v) = (0,0)
in a reaction-diffusion model on networks generated by the threshold network model.
The number of vertices is N = 2000 and N = 5000, the parameter of the exponential
distribution is Λ = 1, and the threshold value is θ = 3. The black and white regions denote
to be unstable with probability one and unstable with probability zero, respectively. The
horizontal and vertical axes indicate du and dv, respectively.
creases. In the next section, we will theoretically refer to this phenomenon
from the viewpoint of eigenvalue distribution of the Laplacian matrix of a
graph generated by the threshold network model when the number of vertices
is large enough.
6. Approximate analysis
In this section, we prove some theoretical results on the Turing instability
in a reaction-diffusion model on a graph. The first result is on the Turing
instability on an enhanced graph, which we can also get from the Watts-
Strogatz model with p = 0 in section 4. The second one is on eigenvalues of
the Laplacian matrix of a graph generated by the threshold network model.
6.1. Turing instability on an enhanced cycle
In this subsection, we deal with the stability of the homogeneous steady
state (u,v) = (0, 0) on a diffusion process on an enhanced cycle when the
number of its vertices is large enough. We carry out the analysis under the
condition bc < 0. Ahead of the analysis of the enhanced cycle, we make a
brief discussion for a general graph G with N vertices. Let L+ be the set
L+ = {l ∈ {0, 1, . . . , N − 1} | g(σG(l)) ≥ 0}, where σG(l) (l = 0, 1, . . . , N−1)
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are the eigenvalues of the matrix −L of the graph G and
g(s) = (du − dv)2s2 + 2(a− d)(du − dv)s+ (a− d)2 + 4bc.
The function g(s) comes from a discriminant of a characteristic equation of
a 2× 2 matrix (
dus+ a b
c dvs+ d
)
.
After straightforwardly analyzing the characteristic polynomial of the 2N ×
2N matrix [(
−Lij
(
du 0
0 dv
)
+ δij
(
a b
c d
))
ij
]
, (6.1)
we realize that the homogeneous steady state is stable if and only if{
a+ d < 0,
minl∈L+ τ(σG(l)) > 0,
(6.2)
where
τ(s) = dudvs
2 + (ddu + adv)s+ ad− bc.
We suppose minl∈L+ τ(σG(l)) > 0 for the null set L+ = φ. Note that (2.4) is
rewritten as
d
dt
(
ui
vi
)
=
N∑
j=1
{
−Lij
(
du 0
0 dv
)
+ δij
(
a b
c d
)}(
uj
vj
)
.
From now on, we focus on an enhanced cycle with N vertices as the
graph G. We express the enhanced cycle whose average degree is 2k (k ∈
{1, 2, . . . , [(N − 1)/2] }), as a symbol CN,k. To be exact, the adjacency matrix
of the enhanced cycle CN,k is given by Aij = 1 (0 < j − i+N ≤ k or 0 <
i− j +N ≤ k mod N), or = 0 (otherwise). Figure 11 shows three examples
of the enhanced cycle CN,k with 10 vertices.
We should note to have
σCN,k(l) =
{
0 (l = 0),
−(2k + 1) + sin(2k+1)pilN
sin pil
N
(l = 1, 2, . . . , N − 1).
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(a) k = 1 (b) k = 2 (c) k = 3
Figure 11: Enhanced cycles with 10 vertices
By using (6.2), we can approximately analyze the stability of homogeneous
steady state for a large enough number N under the conditions

max {|a|, 1}+ d < 0,
ad− bc > 0,
(a− d)2 + 4bc ≥ 0,
a ≤ 1.
(6.3)
Assuming the parameters a, b, c, d satisfies (6.3), we have a condition that the
homogeneous steady state gets stable for the number N enough larger than
the number k (i.e. k ≪ N) as follows. For a ≤ 0, the steady state becomes
stable when du, dv > 0. On the other hand, the condition for a > 0 is a little
complicated. To describe it, we consider a function Sk(x) (x ∈ [0, 1)) such
that
Sk(x) =
{
0 (x = 0),
−(2k + 1) + sin(2k+1)pix
sinpix
(0 < x < 1),
which originates from (6.1). Then the homogeneous steady state is stable
under the condition

0 < dv < − dm(k)du+ad−bcm(k)(m(k)du+a)
(
0 < du < −ad−bcdm(k) − bcdm(k)
√
1− ad
bc
)
,
0 < dv < −2bca2
(
1 +
√
1− ad
bc
)
du +
d
a
(otherwise),
where m(k) = minx∈[0,1) Sk(x). So, when we set a > 0, the bifurcation line of
the homogeneous steady state consists of a continuous line which is produced
by both a hyperbolic curve and a linear line, as shown in Figure 12.
While we have treated the enhanced cycle in the case of k ≪ N , we can
also approximately compute the stability of the homogeneous steady state
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Stable
Unstable
 
 0
Bifurcation line
Figure 12: The bifurcation line of the homogeneous steady state is given by both a hyper-
bolic curve and a linear line when the parameters a, b, c, and d (a > 0) satisfy (6.3).
for the complete graph KN with N vertices, supposing that it does not have
any self-loop. If the number N is an odd integer and k = (N − 1)/2, the
enhanced cycle CN,k is equivalent to the complete graph KN . In the following
result, we do not have to consider the assumption (6.3). For the complete
graph KN , the eigenvalues λ±(l) (l = 0, 1, . . . , N − 1) of the matrix (6.1) are
computed as
λ±(l) =


a+d±
√
(a−d)2+4bc
2
(l = 0),
hN,1(du,dv)±
√
hN,2(du,dv)
2
(l = 1, 2, . . . , N − 1),
where
hN,1(x, y) =−N(x+ y) + a + d,
hN,2(x, y) =N
2(x− y)2 − 2N(a− d)(x− y) + (a− d)2 + 4bc.
By using the similar method as the approximate analysis for the enhanced
cycle, we see that the stability does not depend on the coefficients du and dv as
N ≫ 1 and it is determined by the condition ℜ(
√
(a− d)2 + 4bc) < −(a+d),
where ℜ(z) means the real part of the complex number z.
6.2. Turing instability on networks generated by the threshold network model
Let X1, . . . , XN be a sequence of independent and identically distributed
random variables with a common distribution function F . If we consider
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the threshold network model with the vertex weights X1, . . . , XN and the
threshold value θ ∈ R, then
DN(i) =
∑
1≤j≤N
j 6=i
I{Xi+Xj>θ}
is the degree of a vertex i, where I{Xi+Xj>θ} = 1 if Xi + Xj > θ and = 0
otherwise. Let
νN(dx) =
1
N
∑
1≤i≤N
δ
(
x− DN (i)
N
)
dx
be the empirical distribution of the normalized degree sequence DN(1)/N, . . .DN(N)/N
where δ(x) is the delta function. By the definition, the m-th moment of the
empirical distribution νN (dx) is (1/N)
∑
1≤i≤N(DN(i)/N)
m. Using the same
arguments of the proof of Theorems 2 and 3 in [21] and the induction, we
can easily show that
P
(
lim
n→∞
1
n
∑
1≤i≤n
[
Dn(i)
n
]m
= E [{1− F (X1)}m]
)
= 1.
This implies that the empirical distribution νn(dx) converges weakly to the
distribution of the random variable 1− F (X1) with probability one.
On the other hand, the eigenvalues of the Laplacian matrix of the thresh-
old network model are expressed as follows (see Theorems 2 and 3 in [22]):
λN(N − i) = ♯ {j : DN(j) ≥ N − i} ,
for 1 ≤ j ≤ N . Combining these two observations, we obtain the empirical
distribution
µN(dλ) =
1
N
∑
1≤i≤N
δ
(
λ− λN(N − i)
N
)
dλ
converges weakly to the distribution of the random variable 1− F (X1) with
probability one. When X1 follows the exponential distribution with a pa-
rameter λ, that is, the density function
f(x) =
{
λe−λx (x ≥ 0),
0 (x < 0),
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we have the density function on eigenvalues of the Laplacian matrix of a
graph generated by the threshold network model
1− F (θ −X1) =
{
δ1(dk) (θ ≤ 0),
I(e−λθ,1)(k) · e−λθk2 + e−λθ · δ1(dk) (θ > 0).
Roughly speaking, this result implies that the number of small eigenvalues is
quite small, compared to the number of large ones when we consider the case
θ > 0 which corresponds to the numerical results in section 5. Therefore,
we can expect that the ratio of the number of small eigenvalues to the total
number of eigenvalues decreases as N tends to infinity. This insight explains
the reason why the probability of destabilization of the homogeneous steady
state becomes low in our numerical results in Figures 9 and 10 as N increases.
7. Concluding remarks
In the present paper, we dealt with the Turing instability in reaction-
diffusion models defined on complex networks, and revealed that the stable-
unstable regions of a homogeneous steady state differed, depending on struc-
tural properties of networks which were generated by models. We found
specific properties on the Turing instability on complex networks, namely
the existence of a parameter region of network connectivity induced insta-
bility in the case of the Erdo˝s-Re´nyi model, a variety of the stable-unstable
regions under the equal average degree, and the decrease in the probability of
destabilization of the homogeneous steady state according to an increase of
N in the threshold network model. In addition, we obtained some theoretical
results, that is, the existence of the unstable region in the case of an enhanced
ring and the result on the eigenvalue distribution for the threshold network
model. In particular, as shown in Figure 12 the boundary of the stable and
unstable regions consists of a hyperbolic curve and a linear line. This can be
explained from the numerical results on eigenvalues for p = 0 in Figure 8 as
follows: The smallest eigenvalue λ1 is equal to zero, and all the eigenvalues
are distributed in the range [0, c] for a positive constant c. Moreover, it ap-
pears that the largest eigenvalue λN is bounded uniformly in N . These and
the numerical results for p = 0 in Figure 8 suggest that the infinite number of
eigenvalues are continuously distributed in the range [0, λ∞] when N tends to
infinity, where 0 < λ∞ <∞. Therefore, the bifurcation curve corresponding
to the eigenvalue λ∞ yields the hyperbolic curve and the bifurcation curves
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corresponding to the other eigenvalues generates the linear line in Figure 12.
Since the Turing instability is generally the onset of a self-organized pattern
formation, we can expect that an inhomogeneous pattern emerges in a self-
organized way in a reaction-diffusion model defined on a network. Figure 13
shows examples of a self-organized pattern on a complex network generated
by the Erdo˝s-Re´nyi, the Watts-Strogatz, and the threshold network models,
respectively. Here, we numerically solve the following model defined on a
network with the FitzHugh-Nagumo type nonlinearity:
dui
dt
= −du
N∑
j=1
Lijuj + ui(1− ui)(ui − a)− vi,
dvi
dt
= −dv
N∑
j=1
Lijvj + ε(ui − γvi),
(i = 1, 2, · · · , N), (7.1)
where a, ε, and γ are constants, and the coefficients du, dv, and the Laplacian
matrix Lij are defined in section 2. In the figure, the vertices are arranged
on the periphery of a circle and their colors correspond to values shown in
the indicator bar, and the lines between two vertices mean links. The left
and the right figures respectively denote the quantities for u and v. Fig-
ures 13 (a), (b), and (c) represent stationary states of (7.1) on a network
generated by the Erdo˝s-Re´nyi, the Watts-Strogatz, and the threshold net-
work models, respectively. We can observe network organized patterns as
a consequence of the Turing instability on a network in any cases. How-
ever, we do not have any more results on the network-organized patterns.
A further investigation between Turing instability discussed in the present
paper and network-organized patterns is our future problem. The existence
of such network-organized patterns was numerically discussed in [7] and the
authors refered to several features of network-organized pattern formation.
Moreover, recently, studies on a stable inhomogeneous pattern with a single
differentiated node have proceeded from the viewpoint of bifurcation anal-
ysis in [8]. As another typical solution in reaction-diffusion equations on
continuous media, a traveling wave solution is well known, which moves with
constant speed without changing the profile. In [23, 24, 25, 26], wave-like
phenomena were also observed in reaction-diffusion models on networks. In-
terestingly, the occurrence of propagation failure of waves and pinned waves
in network organized reaction-diffusion models were reported. However, a
lot of things on the network-reaction-diffusion models are not clear. It is not
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Figure 13: Network-organized Turing patterns in (7.1). The parameter values are du = 0.1,
dv = 10, a = −1, ε = 20, and γ = 0.5. The number of vertices N is 200. (a) Turing pattern
on a network generated by the Erdo˝s-Re´nyi model with p = 0.02. The average degree of
the network is 4.22. (b) Turing pattern on a network generated by the Watts-Strogatz
model with p = 0.1 and B = 4. The average degree of the network is 4. (c) Turing pattern
on a network generated by the threshold network model with θ = 6.5. The average degree
of the network is 3.86. In each figure, the hubs are placed at the center and the vertices
with small degree at the periphery.
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easy to understand such phenomena arising in a reaction-diffusion model on
networks due to stochastic construction of a network and the large number
of equations.
Though we dealt with three types of models, i.e. the Erdo˝s-Re´nyi, the
Watts-Strogatz, and the threshold network models, many models have been
proposed besides the three models, for instance the Bara´basi-Albert model.
Numerical and theoretical investigation of a relation between such models
and the stable-unstable regions of the homogeneous steady state is a future
work. A challenging problem is to treat a nonlinear system with the Laplacian
matrix of a graph such as (7.1). In this paper, since we focused on the Turing
instability of reaction-diffusion models on networks, the associated linear
systems with network architecture were considered. However, in order to
understand the mechanism of network-organized pattern formation, we need
to analyze the nonlinear system instead of the linear system. Moreover, from
the viewpoint of mathematical ecology, a two patches model was proposed
in [27], where the migration rate of each species was influenced by its own
and the other one’s density, that is, the model on two patches possesses
the cross-diffusion-like effect which is one of the nonlinear diffusion effects.
The extension of the model on two patches which locate on complex networks
may contribute to the understanding of the spatially distribution of biological
species on patchy environments. Applications of reaction-diffusion models on
complex networks for specific problems are also a future work.
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