u (x,t) = u (x,t) + f(u(x,t)) (-» < x < +•», 0 < t < +«>) (la) L XX u(x,0) = <()(x) (-<» < x < +<*>)
Here f is a given function continuously mapping the real line R into itself; <(> is any bounded continuous function taking R into R; and u is to be a suitably smooth function mapping R x [0,+°°) into R.
Our interest in (1) centers on the problem of determining the behavior of i u(x,t) as t •> +°°. Clearly, this behavior depends on detailed properties of f and on one's choice of the initial data <J>. In this context, a natural assumption regarding f is that f(0) = 0. Under this hypothesis, of course, Eq. Many authors have studied this type of problem for semilinear parabolic partial differential equations. In particular, we mention the works [1] [2] [3] , [7, 8] , [10, 11] and [14, 15] .
In the present work we shall exhibit a class of initial data <j> for which the corresponding solutions u(x,t) approach zero as t -> +°°, In doing this we shall assume that f satisfies the following hypotheses.
(HI) The derivatives f', f", and f" exist and are continuous everywhere as in (H3). Then, for any <j>eY, the corresponding solution u(x,t) of (1) is defined for all (x,t)eRx[0,+°°) and u(-,t)eY for all te[0,+°°). Moreover, u(x,t) -> 0 as t -> +» uniformly with respect to x on any compact subinterval of R. The partial derivatives u (x,t) and u (x,t) have this same convergence property.
X XX Our proof of the preceding assertions is based upon techniques associated with the theory of Liapunov stability and dynamical systems (see [5] , [6] , [9] ).
The first step in this procedure is to interpret (1) as a flow in some suitable function space. We do this in Section 3 below. Also, in Section 3 we derive some geometric properties of our flow connected with the notion of an co-limit set.
These properties are set forth in Theorem 3.1. Section 2 provides some necessary background material for Section 3.
In Section 4 we complete our analysis of (1) . The author wishes to express his gratitude to Professors C.M. Dafermos, J.K. Hale, and M. Slemrod of Brown University for many helpful discussions.
Notation
Let R denote the real number system and Z the set of all integers H >_ 0 .
Let I be any closed interval, bounded or unbounded, in R.
For any X,eZ^ we let X (I) be the space of all £-times continuously differ-0 °°e ntiable functions (J>:I -> R such that <J>,<f> ,...,<}> are bounded and uniformly continuous on I. We norm X (I) by setting The proof is an exercise involving the Ascoli selection theorem and Fatou's lemma.
The Semigroup {T(t)}
In this section and in Sections 3 and 4 below the underlying interval will be I = R.
We now define a family (T(t): 0 <_ t < +°°) of transformations taking (0) into X^ by setting To prove Theorem 2.4 it suffices to consider the case 2. = 0. One uses Theorem 2.2 and the Lebesgue dominated convergence theorem.
The Semigroup (U(t))
Throughout this section and Section 4 we shall let f be as in Hypotheses (HI) -(H3) stated in the Introduction. However, we remark that, in the present section, we actually only need to assume (HI) and the condition f(0) = 0.
We are going to consider the following initial-value problem. Given any 
When speaking of a solution for (3.1), we shall mean a function u having the properties just specified.
For a given 4>eX , suppose that u.. and u are solutions of ( 
Here, (T(t)} is as in Section 2.
On the basis of Eq. (1) by u(x,t;4>). We define a semigroup (U(t)} on X 2 by setting U(t)<j> = u(-,t;<j>)
for all 4>eX and te[0,s(4>)) . This semigroup is strongly continuous on X and in general is nonlinear.
For any <}>eX.: we let y(4>) denote the orbit corresponding to <J>, by which we def mean y(<i>) = {U(t)<f>:0 < t < s(<{.)}. 9 .
We now point out some smoothing properties of (U(t)}. » Theorem 3.1. For any tfieX^ and any te(0,s(4>)) , we have U(t)<J>£X^ . Also, for any integer je{2,3,U}, the restriction of (U(t)} to X^ is a strongly continuous semigroup on X ^ .
The proof of Theorem 3.1 is an exercise involving Hypothesis (HI) and Theorems 2.1 and 2.3. We omit all the details. Taking into account Eq. (3. la), we obtain the following corollary of Theorem 3.1. Proof. Using (3.2) one can show that there exists a a(r)e(0,+°°) such that for every i/>eB (r) OX we have s(iji) > a(r). From this it follows that s(<f>) = +°°. def Now given t 1 e(0,+°°), let <}> = U(t +n)(>'for each integer n >^ 1. Then, for every n > 1 , we have s ( cj> ) = -f-°° and But now, we observe that the solution u(tjO of (3.1) has the same properties 
12.
Suppose that s(i(0 <_ t Q . Then, by (3.6) and Theorem 3.2, we have s(4>) = +°°, which is a contradiction. Therefore, s(^) > t and u(x,t;ij>) = w(x,t) for all xeR, te[0,t Q ].
Recall that {w } is a subsequence of {w.} which, in turn, is a subsequence In the setting provided by Eqs. (3.1), we now recall some definitions from the theory of dynamical systems [5] , [6] .
Let <{>eX and suppose that s(<|>) = +». Then, by the co-limit set of u(<t) with .
The proof can now be completed using arguments of the type appearing in C5], [6] . In particular, the in variance of o)(<Ji) is established with the aid of Theorem 3.3.
A Stability Analysis for (3.1)
In this section we continue our study of Eqs. (3.1) under Hypotheses (HI) -(H3).
•Lemma 4.1.1. Let ^eX^ and let t ,t e(0,s(<|>)) with t < t_. Then, for each Proof. First, we shall prove that u(x,t;<(>) <_ a Q for all xeR, te[0,s((j>)) .
Suppose the contrary; there exists a point (x ,t. )eRx[0,s(<j>)) such that u(x ,t -,<{>) > a . We shall derive a contradiction.
Since f is continuous on R and since f(a Q ) < 0, there exists a number ;
14.
a.eCa ,+°°) such that f(z) < 0 for all ze[a ,a Q ]. Since the map t >-> U(t)<J> from [0,s(<|>)) into X is continuous on [0,s(<|>)) and since <{>(x) f_ a for all xeR, we can assume that a < u(x ,t ;<)>) < a and that u(x,t;4>) < a for all xeR, te[0,t,]. We note that y.. > 0. Also, y > 0 by virtue of (H3). Now choose keR so that (^ u (x,t;<))) 2 -F(u(x,t;<J>))ldx (0 < t < s(<j>)) . The differentiation under the integral sign in (4.6) can be justified using Eqs. a nonempty co-limit set to(<j>) C X . This co-limit set is compact connected and 
From (4.15) and the condition iJieX there follows
Using Hypothesis (H3) and the condition i^eY, one can now show that i|> = 0.
19. We leave it to the reader to formulate a similar theorem for (5.2). Here we assume that f is as in Hypotheses (HI) '-(H3) stated in the Introduction.
Our purpose in this section is to acquire information about the asymptotic behavior of solutions of (6.1) as t -»• +°°. We shall obtain a result not quite analogous to Theorem 5.1.
Clearly, we have I = [0,<1. As our phase space for (6.1) we take the subspace An interesting problem is: find all those solutions ij> of (6.2) which belong to Y O . An approach to solving this problem is to use a phase-energy diagram.
However, to obtain a definitive answer, one must have more information about f than is contained in (HI) -(H3). We shall not pursue this matter any further here.
Thus, our final results for (6.1) are as follows. In closing we remark that any solution of (6.2) is a steady-state solution of (6.1a,b).
