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A COMPLETE CHARACTERIZATION OF OPTIMAL
DICTIONARIES FOR LEAST SQUARES REPRESENTATION
MOHAMMED RAYYAN SHERIFF AND DEBASISH CHATTERJEE
Abstract. Dictionaries are collections of vectors used for representations of
elements in Euclidean spaces. While recent research on optimal dictionar-
ies is focussed on providing sparse (i.e., ℓ0-optimal,) representations, here we
consider the problem of finding optimal dictionaries such that representations
of samples of a random vector are optimal in an ℓ2-sense. For us, optimal-
ity of representation is equivalent to minimization of the average ℓ2-norm of
the coefficients used to represent the random vector, with the lengths of the
dictionary vectors being specified a priori. With the help of recent results
on rank-1 decompositions of symmetric positive semidefinite matrices and the
theory of majorization, we provide a complete characterization of ℓ2-optimal
dictionaries. Our results are accompanied by polynomial time algorithms that
construct ℓ2-optimal dictionaries from given data.
1. Introduction
We begin with a toy example to motivate the problems treated in this article.
Let V be a random vector that attains values ‘close’ to
`
0 2
˘J
with high prob-
ability; Suppose that our dictionary consists of the vectors d1 “
`
1 ´ǫ˘J and
d2 “
`
1 ǫ
˘J
in R2, with a small positive value of ǫ. Since we must represent
V using d1 and d2, the corresponding coefficients α1 and α2 must be such that
α1
`
1 ǫ
˘J ` α2 `1 ´ǫ˘J “ V « `0 2˘J. A quick calculation shows that the
magnitudes of the coefficients α1 and α2 should then be approximately equal to
1{pǫq with high probability. To wit, the magnitudes of these coefficients are large
for small values of ǫ. It is therefore more appropriate in this situation to consider
a dictionary consisting of vectors d˚
1
“ `ǫ 1˘J and d˚
2
“ `´ǫ 1˘J to represent
the samples of V , in which case, the magnitudes of the coefficients of the repre-
sentations are closer to 1 with high probability. The latter values are far smaller
compared to the values close to 1{pǫq obtained with the preceding dictionary. This
simple example shows that given some statistical information about the random
vectors to be represented, the question of designing a dictionary that minimizes the
average cost of representation can be better addressed.
Our motivation for the investigation carried out in this article and [SC16] comes
from a control theoretic perspective. Consider a linear time-invariant control system
modeled by the recursion
(1) xpt` 1q “ Axptq ` Buptq, t “ 0, 1, . . . ,
where the ‘system matrix’ A P Rnˆn and the ‘control matrix’ B P Rnˆm are
given, with the initial boundary condition xp0q “ x¯ P Rn fixed. For an arbitrarily
Key words and phrases. ℓ2-optimal dictionary, frame theory, majorization.
1
2 MOHAMMED RAYYAN SHERIFF AND DEBASISH CHATTERJEE
selected xˆ P Rn, the standard / classical reachability problem for (1), consists of
finding a sequence puptqqt Ă Rm of control vectors that steer the system states
to xˆ. A necessary and sufficient condition for such a sequence to exist for every
pair px¯, xˆq is that there exists a positive integer K such that the rank of the matrix
RKpA,Bq :“
`
B AB ¨ ¨ ¨ AK´1B˘ is equal to n. We impose this rank condition
for the moment, and pick an integer K ě n. It is observed at once that the control
vectors puptqqK´1t“0 needed to execute the transfer of the states of (1) from x¯ to xˆ
must solve the linear equation
xˆ´AK x¯ “
K´1ÿ
t“0
AtBuptq “ RKpA,Bq
¨
˚˚˚
˝
upK ´ 1q
...
up1q
up0q
˛
‹‹‹‚.
Out of all the feasible control sequences puptqqt that execute the system state trans-
fer, it is now natural to consider those particular control sequences that minimizes
the ‘control cost’
řK´1
i“0 ‖uptq‖2 of transferring x¯ to xˆ. In practice, the afore men-
tioned ℓ2 performance index provides a natural measure of the energy spent to steer
the system from x¯ to xˆ.
Minimization of control effort has been an integral part of control theory, and
its practical importance can hardly be overstated in this context. This topic is
generally studied under the class of Linear Quadratic optimal control problems;
see, e.g., [Ber95], [AM07], [Cla13], [Lib12], or any standard book on optimal con-
trol. Our initial interest in this setting was to find optimal orientations of the
columns of RKpA,Bq, thus as a means of characterizing systems that are ‘better’
in a structural sense than others, where the criterion for optimality is to optimize
a certain measure of quality / figure of merit of a linear system. For instance,
if we define WA,B :“ RKpA,BqRK pA,BqJ, the early work [MW72] proposed the
quantities tr
`
W´1A,B
˘
, λ´1
min
`
WA,B
˘
and det
`
WA,B
˘
as three measures of quality, and
one would like to achieve a minimal value of tr
`
W´1A,B
˘
, λ´1
min
`
WA,B
˘
and a maxi-
mal value of det
`
WA,B
˘
for “good” control systems based on energy considerations.
Recently, we demonstrated in [SC17] that all the aforementioned three measures of
quality get optimized simultaneously when the orientation of columns of RKpA,Bq
is tight, i.e., when the columns of RKpA,Bq form a tight frame. A succinct connec-
tion between good structural properties of a linear system and frame theory was,
therefore, established.
It is of independent interest to address the mathematical problem that lies at the
heart of the above discussion. To this end, we define a dictionary to be a collection of
vectors in a finite-dimensional vector space over R, with which every element of the
vector space can be represented. A dictionary is a generalization of a basis: While
the number of vectors in a basis is exactly equal to the dimension of the vector
space, a dictionary may contain more elements. Analogous to the discussion on
linear systems, our objective is to find a dictionary that offers optimal least squares
representation, and we shall refer such a dictionary as an ℓ2-optimal dictionary.
Characterization and algorithms to compute ℓ2-optimal dictionaries of unit length
vectors, optimal in representation of a class of vectors / random vector distributed
according a generic distribution P were provided in [SC16]. In particular, it was
found that the unit norm tight frames are ℓ2-optimal for the representation of
samples distributed uniformly over the unit sphere.
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In the relatively recent article [CFK`06] we encountered the problem of find-
ing conditions for the existence of tight frames with arbitrary length vectors and
their characterization. In this article our objective is similar to that of [CFK`06],
we consider the ℓ2-optimal dictionary problem in a general setting where the dic-
tionary vectors are constrained to be of fixed lengths that can be any arbitrary
positive numbers instead of unity. It turns out that the results of [SC16] can nei-
ther be directly used nor tweaked to find an ℓ2-optimal dictionary of variable length
vectors, and a fresh investigation is needed. Our approach in the current article
centers around the theory of majorization, which was fruitfully employed earlier in
[CFK`06] and [CL02] in the context of frames.
In this article we start in a general setting of solving the problem of ℓ2-optimal
representations of random vectors in Rd with distribution P. For the problem to be
well-defined, we need the distribution P to have finite variance, which we assume.
In this setting:
‚ We provide an almost explicit solution to the ℓ2-optimal dictionaries in terms of
a rank-1 decomposition of a certain positive matrix.
‚ An algorithm to compute the ℓ2-optimal dictionaries in polynomial time is also
provided.
‚ To compute ℓ2-optimal dictionaries, it turns out that only the mean and the
variance of the distribution P have to be learned / known to arrive at a complete
solution. This is an advantage in situations where complete precise information
about the underlying distribution may not be available.
‚ Finally, we demonstrate that the ℓ2-optimal dictionaries are robust with respect
to the errors in the estimation / learning of the values of the mean and the
variance, which is a desirable property.
This article unveils as follows: In Section 2 we formally introduce our problem of
finding an optimal dictionary which offers least squares representation. Section 2 is
the heart of this article, where we solve the problem of finding an ℓ2-optimal dictio-
nary, and arrive at an almost explicit solution. Algorithms to construct ℓ2-optimal
dictionaries are given in Section 2 after Theorem 2.3. The case of representing
random vectors distributed uniformly on the unit sphere is treated in Subsection
2.5; we demonstrate that the ℓ2-optimal dictionaries in this case are finite tight
frames. In the intermediate Section 3, we recollect some of the standard results in
the theory of majorization and also provide some auxiliary results essential for the
solutions of our main results. In the later sections 4 and 5, we provide proofs of
the main and auxiliary results, respectively.
Notations. We employ standard notations in this article. The Euclidean norm
is denoted by ‖¨‖. the n ˆ n identity and m ˆ n zero matrices are denoted by
In and Omˆn, respectively. For a matrix M we let trpMq and M` denote its
trace and Moore-Penrose pseudo-inverse, respectively. The set of nˆ n symmetric
matrices with real entries is denoted by Snˆn, and the set of nˆ n symmetric and
positive (semi-)definite matrices with real entries is denoted by Snˆn`` (S
nˆn
` ). For a
Borel probability measure P defined on Rn, we let EPr¨s denote the corresponding
mathematical expectation. The image of a map f is written as imagepfq. The
gradient of a continuously differentiable function f is denoted by ∇f . The sequence
pδiqni“1 denotes the standard Euclidean basis of Rn.
Let m, T be positive integers such that T ď m, and let pciqmi“1 and paiqmi“1 be
two sequences of positive real numbers. Let pnlqTl“1 Ă t1, 2, . . . ,mu be such that
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1 “: n1 ď n2 ď ¨ ¨ ¨ ď nT ď m. Let us define the following two maps, the first being
pλiqmi“1 “ λ
`pciqmi“1, paiqmi“1, pnlqTl“1˘ , where(2a)
λi :“ ci
¨
˚˚˚
˝
nl`1´1ř
j“nl
aj
nl`1´1ř
j“nl
cj
˛
‹‹‹‚;(2b)
for nl ď i ă nl`1, l “ 1, 2, . . . , T with nT`1 “ m` 1, and the second being
(3) J
`pciqmi“1, paiqmi“1, pnlqTl“1˘ :“ Tÿ
l“1
¨
˚˚˚
˚˝˚
˜
nl`1´1ř
j“nl
cj
¸2
nl`1´1ř
j“nl
aj
˛
‹‹‹‹‹‚.
These two maps will be employed many times in the sequel, in particular in Theo-
rems 2.1 and 2.3.
Let k,K be any two positive integers, and A : RK ÝÑ RK be any linear map.
Let puiqki“1 be any arbitrary sequence of vectors in RK , then the sequence pviqki“1 :“
A sorttpuiqki“1u is defined to be the permutation of puiqki“1 such that
(4) xv1, Av1y ě xv2, Av2y ě ¨ ¨ ¨ ě xvk, Avky .
2. The ℓ2-optimal dictionary problem and its solution
Let V denote an Rn-valued random vector defined on some probability space,
and having distribution (i.e., Borel probability measure,) P. We assume that the
variance of V is well defined. Let RV denote the support of P,
1 and let c P Rn be
a constant vector. Let us define the following quantities
(5)
RV pcq :“ tv P Rn|pv ` cq P RV u
XV pcq :“ the smallest subspace of Rn containing RV pcq.
Let K ě n be a positive integer and α :“ pαiqKi“1 be a non-increasing sequence
of positive real numbers. Our goal is to represent the instances/samples of V with
the help of a dictionary of vectors:
Dα :“
 
di P Rn
ˇˇ xdi, diy “ αi for i “ 1, . . . ,K(,
in an optimal fashion, the criteria for optimality will be defined momentarily. Every
instance v of random vector V is represented by the variation pv´ cq of V from the
constant c for obvious advantages. A representation of an instance v of the random
vector V is given by the coefficient vector r :“ pr1 ¨ ¨ ¨ rKqJ , such that
(6) pv ´ cq “
Kÿ
i“1
ridi.
A reconstruction of the sample v from the representation r is carried out by tak-
ing the linear combination c ` řKi“1 ridi. We define the cost associated with
1Recall [Par05, Theorem 2.1, Definition 2.1, pp. 27-28] that the support of P is the set of points
z P Rn such that the P-measure of every open neighbourhood of z is positive.
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representing v in terms of the coefficient vector r as
řK
i“1 r
2
i . Since the dictio-
nary vectors pdiqKi“1 must be able to represent any sample of V , the property that
spanpdiqKi“1 Ą RV pcq is essential. A dictionary Dα “ pdiqKi“1 Ă Rn is said to be fea-
sible if spanpdiqKi“1 Ą RV pcq. We denote by Dαpcq the set of all feasible dictionaries
to represent V with a constant of representation c.
For any vector v P RV pcq and a feasible dictionary Dα of vectors pdiqKi“1 such
that if m :“ dim `spanpdiqKi“1˘, then the linear equation (6) is satisfied by infinitely
many values of r whenever K ą m. In fact, the solution set of (6) constitutes
a pK ´mq-dimensional affine subspace of RK . Therefore, in order to represent a
given v uniquely, one must define a mechanism of selecting a particular point from
this affine subspace, thus making the coefficient vector r “ pr1 ¨ ¨ ¨ rKqJ a function
of v. Let f denote such a function; to wit, fpvq :“ r is the coefficient vector used
to represent the sample v. We call such a map RV Q v ÞÝÑ fpvq P RK a scheme
of representation. For a constant c P Rn, representation of samples of the random
vector V using a dictionary Dα P Dαpcq and a scheme f is said to be proper if every
vector v P RV pcq can be uniquely represented and then exactly reconstructed back.
It is clear that for proper representation of V with a dictionary Dα consisting of
vectors pdiqKi“1 and the constant c, the mapping RV Q v ÞÝÑ fpvq P RK should be
an injection that satisfies
(7) pV ´ cq “ `d1 d2 ¨ ¨ ¨ dK˘ fpV q P-almost surely.
A scheme of representation f is said to be feasible if (7) holds. We denote by
Fpc,Dαq the set of all feasible schemes for representing V using a constant c and
a dictionary Dα .
Given a scheme f of representation, the (random) cost associated with represent-
ing V is given by xfpV q, fpV qy. The problem of finding an ℓ2-optimal dictionary
can now be posed as:
Find a triplet consisting of a constant vector c˚ P Rn, a dictio-
nary D˚α P Dαpc˚q and a scheme f˚ P Fpc˚, D˚αq of representation
such that the average cost EP
“xf˚pV q, f˚pV qy‰ of representation is
minimal.
Here the subscript P indicates the distribution of the random vector V with re-
spect to which the expectation is evaluated. In other words, we have the following
optimization problem:
(8)
minimize
c,Dα ,f
EP
“xfpV q, fpV qy‰
subject to
$’&
’%
c P Rn,
Dα P Dαpcq,
f P Fpc,Dαq.
The problem (8) is the ℓ2-optimal dictionary problem. Due to the constraints on
the dictionary vectors and the restriction on the feasible schemes, it is obvious that
the ℓ2-optimal dictionary problem (8) is non-convex.
In this article we solve the ℓ2-optimal dictionary problem given (8) in two steps:
(Step I) We first assume that c “ 0 and XV pcq “ XV p0q “ Rn.
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(Step II) We let c be any vector in Rn and XV pcq be any proper nontrivial subspace
of Rn.2
The remainder of this section is devoted to describing Steps I and II by exposing
our main results, followed by discussions, a numerical example, and a treatment of
the important case of the uniform distribution on the unit sphere of Rn.
2.1. Step I: c “ 0 and XV pcq “ Rn. If XV p0q “ Rn, a dictionary of vectors
Dα “ pdiqKi“1 Ă Rn is feasible if and only if xdi, diy “ αi for all i “ 1, . . . ,K, and
spanpdiqKi“1 “ Rn. Thus, (8) with c “ 0 reduces to:
(9)
minimize
tdiuKi“1,f
EP
“xfpV q, fpV qy‰
subject to
$’’&
’’%
xdi, diy “ αi for all i “ 1, . . . ,K,
spanpdiqKi“1 “ Rn,´
d1 d2 ¨ ¨ ¨ dK
¯
fpV q “ V µ-almost surely.
Let ΣV :“ EPrV V Js. We observe that ΣV is positive definite: Indeed, if not,
then there exists a nonzero vector x P Rn such that xJV “ 0 almost surely, which
contradicts the assumption that XV p0q “ Rn.
Existence and characterization of the optimal solutions to (9) is asserted by the
following:
Theorem 2.1. Let ΣV :“ EPrV V Js, pσiqni“1 be the eigenvalues of ΣV arranged in
non-increasing order. Let the sequence of positive real numbers pα1iqni“1 be defined
by pα1iqn´1i“1 :“ pαiqn´1i“1 and α1n :“
řK
j“n αj. The optimization problem:
(10)
minimize
pxtqtĂR
nÿ
t“1
α1tx
2
t ´ 2
?
σtxt
subject to 0 ď x1 ď ¨ ¨ ¨ ď xn,
admits a unique optimal solution px˚t qnt“1. Let the optimal value of (10) be q˚,
define an ordered set pn1, n2, . . . , nT q Ă p1, 2, . . . , nq iteratively by
n1 :“ 1,
nl :“ mintt | npl´1q ă t ď n, x˚pt´1q ă x˚t u for all l “ 2, . . . , T ,
and let pλ˚i qni“1 be the non-increasing sequence of positive real numbers defined by
pλ˚i qni“1 :“ λ
`p?σiqni“1, pα1iqni“1, pnlqTl“1˘ ,
where the map λ is defined as in (2a)-(2b). Consider the optimization problem (9).
˝ (9) admits an optimal solution consisting of an optimal dictionary pd˚i qKi“1 and
an optimal scheme f˚p¨q.
Ź A dictionary pd˚i qKi“1 is an ℓ2-optimal dictionary if and only if it satisfies:
(11)
Kÿ
i“1
d˚i d
˚
i
J “M˚ :“
nÿ
i“1
λ˚i uiu
J
i ,
2The trivial case of XV pcq “ t0u is discarded because then there is nothing to prove; and
therefore we limit ourselves to ‘nontrivial’ subspaces of Rn.
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for some sequence of orthonormal eigenvectors pu˚i qni“1 of ΣV corresponding
to eigenvalues pσiqni“1.3
Ź The unique optimal scheme f˚p¨q corresponding to an optimal dictionary pd˚i qKi“1
is given by
f˚pvq :“ `d˚1 d˚2 ¨ ¨ ¨ d˚K˘` v.
˝ The optimal value p˚ is given by
´q˚ “ p˚ “ J `p?σiqni“1, pα1iqni“1, pnlqTl“1˘ ,
where the map J is defined as in (3).
2.2. Step II: c ‰ 0 and XV pcq is a strict nontrivial subspace of Rn. Let
XV pcq be any proper nontrivial subspace of Rn. In this situation it is reasonable
to expect that no optimal dictionary that solves (8) contains elements that do not
belong to XV pcq. That this indeed happens is the assertion of the following Lemma,
whose proof is provided in Section 4.2:
Lemma 2.2. For every c ‰ 0, optimal solutions of problem (8), if any exists,
are such that the optimal dictionary vectors pd˚i qKi“1 satisfy d˚i P XV pcq for all
i “ 1, 2, . . . ,K.
Lemma 2.2 allows us to replace the constraint that spanpdiqKi“1 Ą RV pcq with
spanpdiqKi“1 “ XV pcq without changing the optimum value (if it admits a solution).
We are now in a position to give a complete solution to the ℓ2-optimal dictionary
problem.
Theorem 2.3. Let µ :“ EPrV s, Σ˚ :“ VarpV q and pσ˚i qmi“1 be the sequence of
positive (non-zero) eigenvalues of Σ˚ arranged in non-increasing order. Let the
sequence of positive real numbers pα1iqmi“1 be defined by pα1iqm´1i“1 :“ pαiqm´1i“1 and
α1m :“
řK
j“m αj .
(i) The optimization problem:
(12)
minimize
pxtqtĂR
mÿ
t“1
α1tx
2
t ´ 2
?
σtxt
subject to 0 ď x1 ď ¨ ¨ ¨ ď xm,
admits a unique optimal solution px˚t qmt“1.
(ii) Consider the ℓ2-optimal dictionary problem (8). Iteratively define an ordered
set pn1, n2, . . . , nLq Ă p1, 2, . . . ,mq by
(13)
n1 :“ 1,
nl :“ mintt | npl´1q ă t ď n, x˚pt´1q ă x˚t u for all l “ 2, . . . , L,
and let pλ˚i qmi“1 be the non-increasing sequence of positive real numbers defined
by
pλ˚i qmi“1 :“ λ
´
p
a
σ˚qmi“1, pα1iqmi“1, pnlqLl“1
¯
,
where λ is defined as in (2a)-(2b).
˝ (8) admits an optimal solution consisting of c˚ P Rn, pd˚i qKi“1 and f˚ : Rn ÝÑ
RK , satisfying:
3It should be noted that multiple such sequences exist when there are multiple eigenvalues
which are equal.
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Ź A dictionary pd˚i qKi“1 is an ℓ2-optimal dictionary if and only if it satisfies:
(14)
Kÿ
i“1
d˚i d
˚
i
J “M˚ :“
mÿ
i“1
λ˚i uiu
J
i ,
for some sequence of orthonormal eigenvectors pu˚i qmi“1 of Σ˚ correspond-
ing to the eigenvalues pσ˚i qmi“1.
Ź The unique optimal scheme f˚p¨q corresponding to an optimal dictionary
pd˚i qKi“1 is given by
f˚pvq :“ `d˚1 d˚2 ¨ ¨ ¨ d˚K˘` v.
˝ The optimal value p˚ of (8) is given by
p˚ “ J `p?σiqmi“1, pα1iqmi“1, pnlqLl“1˘ “ ´q˚,
where q˚ is the value of (12) and the mapping J is defined as in (3).
˝ Moreover, every optimal dictionary in (8) can be computed via Algorithm 1
in polynomial time.
Corollary 2.4. Consider the ℓ2-optimal dictionary problem (8) with its associated
data. If αi “ 1 for all i “ 1, 2, . . . ,K, then a dictionary pd˚i qKi“1 Ă Rn is ℓ2-optimal
if and only if it satisfies
Kÿ
i“1
d˚i d
˚
i
J “M˚ :“ K
trpΣ˚1{2qΣ
˚1{2.
Remark 2.5. Corollary 2.4 is the main result of [SC16, Theorem 2].
Algorithm 1: A procedure to obtain ℓ2-optimal dictionaries.
Input: The variance matrix Σ˚ P Snˆn` and a number K ě m :“ rankpΣ˚q.
Output: An ℓ2-optimal dictionary-scheme pair
`pd˚i qKi“1, f˚˘ that solves (8).
1 Compute the sequence of orthonormal eigenvectors puiqmi“1 of Σ˚
corresponding to the eigenvalues pσ˚i qmi“1.
2 Solve the QP (12), from the optimal solution px˚t qmt“1 compute
pn1, n2, . . . , nLq Ă p1, 2, . . . ,mq and pλ˚i qmi“1 as asserted by Theorem 2.3.
3 Define M˚ :“
mř
i“1
λ˚i uiu
J
i , and get a rank-1 decomposition pd˚i qKi“1 of M˚ from
Algorithm 3 using M˚ and pαiqKi“1 as inputs.
4 Output th optimal dictionary pd˚i qKi“1 and the optimal scheme
f˚pvq :“ `d˚
1
d˚
2
¨ ¨ ¨ d˚K
˘`
v.
2.3. An example in R2. Let R1, R2 and R3 be subsets of R
2 given by
R1 :“ tpx yqJ P R2| ´ 2 ď x ď 0, 1 ď y ď 3u,
R2 :“ tpx yqJ P R2| ´ 6 ď x ď ´2, ´4 ď y ď ´2u, and
R3 :“ tpx yqJ P R2|2 ď x ď 4, 0 ď y ď 2u.
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Let V be a random vector taking values in R2 distributed according to the density
ρV given by
R
2 Q v ÞÝÑ ρV pvq :“ 1
8
1R1pvq `
1
32
1R2pvq `
1
16
1R3pvq P r0, 1s.
From elementary calculations we find that the mean µ and the variance Σ˚ of V
are equal to
ˆ´3{4
1{2
˙
and
ˆ
6.7708 3.1250
3.1250 4.5833
˙
, respectively.
Suppose that our objective is to represent samples of V using an ℓ2-optimal
dictionary as in (8). We consider the case of finding an ℓ2-optimal dictionary of
three vectors, with α1 “ 2, α2 “ 1 and α3 “ 1.4 We compute an ℓ2-optimal
dictionary D˚α “ pd˚1 , d˚2 , d˚3 q using Algorithm 1; the dictionary vectors are
d˚1 “
ˆ´0.4611
´1.3369
˙
, d˚2 “
ˆ
1
0
˙
and d˚3 “
ˆ´1
0
˙
,
and the optimal ℓ2 cost of representation is 5.1444. The ℓ2-optimal dictionary D
˚
α
along with the distribution of V is depicted in Figure 1.
R1
R2
R3µ
d˚
1
d˚
2
d˚
3?
2
1
x
y
Figure 1. Example of an ℓ2-optimal dictionary problem in R
2.
2.4. An example in R3. Let Σ P S3ˆ3`` and let Y „ N p0,Σq. Then V :“ Y‖Y ‖ is
a random vector taking values on the unit sphere of R3, it is uniformly distributed
when Σ “ I3 but not otherwise. We consider the ℓ2-optimal dictionary problem
4The choice of αis in the examples is arbitrary.
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(8) for optimal representation of V using dictionaries of four vectors. For Σ “¨
˝ 3.5 ´2.5 ´2.1213´2.5 3.5 2.1213
´2.1213 2.1213 6
˛
‚a quick calculation gives
VarpV q “
¨
˝ 0.2855 ´0.1445 ´0.0919´0.1445 0.2855 0.0919
´0.0919 0.0919 0.4300
˛
‚.
An ℓ2-optimal dictionary D
˚
α “ pd˚1 , d˚2 , d˚3 , d˚4 q is computed via Algorithm 1 for
α1 “ 8, α2 “ 4, α3 “ 2 and α4 “ 1 and Σ˚ :“ VarpV q; and the resulting dictionary
vectors are:
d˚1 “
¨
˝´
?
2?
2
2
˛
‚, d˚2 “
¨
˝ 1´1?
2
˛
‚, d˚3 “
¨
˝11
0
˛
‚, and d˚4 “
¨
˝
´1?
2´1?
2
0
˛
‚.
It can be easily verified that the eigenvalues of Σ˚ are 0.56, 0.3 and 0.1410 and
u1 “ p´12 12 1?2 qJ, u2 “ p´12 12 ´1?2 qJ and u3 “ p 1?2 1?2 0qJ are the corresponding
eigenvectors. It is to be noted that the dominant dictionary vectors d˚
1
and d˚
2
are
oriented towards the “most probable” directions, i.e., the directions of u1 and u2
respectively.
2.5. Uniform distribution over the unit sphere. We shall test our results on
the important case of P being the uniform distribution on the unit sphere. Note
that due to (rigid) rotational symmetry of the distribution, it follows that rigid
rotations of optimal dictionaries in this case are also optimal. Moreover, in the
case of P being uniform distribution over unit sphere, no direction in the space is
prioritized over other. In such a case, it is expected that the ℓ2-optimal dictionaries
are maximally spread in the space. Such maximally spread out dictionaries are
formally studied as tight frames in the theory of frames.
We recall here some standard definitions for completeness and to provide the
necessary substratum for our next result. Let n,K be positive integers such that
K ě n. We say that a collection of vectors pxiqKi“1 is a frame for Rn if there exist
some constants c, C ą 0 such that
c ‖x‖2 ď
Kÿ
i“1
|xxi, xy2 ď C ‖x‖|2 for all x P Rn.
We say that a frame pxiqKi“1 Ă Rn is tight if c “ C. We have the following connection
between ℓ2-optimal dictionaries and tight frames:
Proposition 2.6. Consider the ℓ2-optimal dictionary problem (8) with P being
the uniform distribution over the unit sphere. If α1 ď 1n
řK
i“1 αi, then a feasible
dictionary is ℓ2-optimal if and only if it is a tight frame of R
n.
2.6. Robustness of the ℓ2-optimal dictionaries with respect to the estima-
tion of the mean and variance of the distribution P. In practice, even though
the mean and variance of a distribution can be estimated empirically from data to
arbitrary precision, specifying their precise values is a difficult matter.Therefore, it
is of practical importance that the dictionary computed using the estimated dis-
tribution parameters performs well. To wit, if the estimation of the distribution
parameters is good, the performance of the corresponding dictionary should be
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near optimal. To ensure this, we need continuity of the ℓ2-optimal dictionary as
a function of mean and variance of the distribution, a property that we shall now
study.
Let µ1, Σ1 be the estimated mean and variance of the distribution using suffi-
ciently large number of samples drawn from P. We have the following continuity
result.
Proposition 2.7. Let Dpµ1,Σ1q :“ `d11 d12 ¨ ¨ ¨ d1K˘ be the dictionary computed
via Algorithm 1 using the estimated mean and variance. Let f 1pV q be the corre-
sponding scheme of representation. Then the cost of representation Jpµ1,Σ1q :“
EPr‖f 1pV q‖2s, of representing V with a constant of representation µ1 using the dic-
tionary Dpµ1,Σ1q satisfies
Jpµ1,Σ1q ÝÝÝÝÝÑ
µ1Ñµ,
Σ
1ÑΣ˚
Jpµ,Σ˚q,
where µ “ EPrV s and Σ˚ “ VarpV q.
3. Mathematical tools and other auxiliary results
We shall discuss and establish some mathematical results in this section, which
are essential for solving the ℓ2-optimal dictionary problem.
3.1. Majorization and rank-1 decomposition. The theory of majorization,
sometimes also referred to as Schur convexity, plays a crucial role in solving prob-
lem ℓ2-optimal dictionary problem, together with a specific class of rank-1 decom-
position of positive operators. We start with majorization:
Definition 3.1. Let K be a positive integer and paiqKi“1, pbiqKi“1 be two non-
increasing sequences of real numbers. We say that the sequence paiqKi“1 is majorized
by the sequence pbiqKi“1, written paiqKi“1 ă pbiqKi“1, if and only if
(15)
Kÿ
i“1
ai “
Kÿ
i“1
bi , and
mÿ
i“1
ai ď
mÿ
i“1
bi for every m “ 1, 2, . . . , pK ´ 1q.
Recall that a map π : t1, 2, . . . ,Ku ÝÑ t1, 2, . . . ,Ku, is a called a permutation
map if it injective and let ΠK be the set of all permutation maps on t1, 2, . . . ,Ku.
The permutation polytope PppbiqKi“1q of a sequence pbiqKi“1 is defined as the convex
hull of tpbπp1q, bπp2q, . . . , bπpKqqJ |π P ΠKu in RK . The following two classical results
in the theory of majorization are essential for us.
Lemma 3.2. [Kad02, Lemma 5] Let K be a positive integer, paiqKi“1 and pbiqKi“1 be
two non-increasing sequences of real numbers and let PppbiqKi“1q be the permutation
polytope of the sequence pbiqKi“1. Then the following statements are equivalent
˝ paiqKi“1 P PppbiqKi“1q,
˝ paiqKi“1 ă pbiqKi“1.
Theorem 3.3. [Hor54, Theorem 5](Schur-Horn theorem) Let K be a positive in-
teger, and let pαiqKi“1 and pλiqKi“1 be two non-increasing sequences of real numbers.
Then the following statements are equivalent
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˝ There exists an Hermitian matrix M P SKˆK having eigenvalues pλiqKi“1 and
diagonal entries pαiqKi“1.
˝ pαiqKi“1 ă pλiqKi“1.
In concern to the ℓ2-optimal dictionary problem (8) we need the following special
form of the Schur-Horn theorem inspired from [CL02, Proposition 3.1]:
Lemma 3.4. Let K be a positive integer, and let pαiqKi“1 be a non-increasing se-
quence of real numbers. Let A : RK ÝÑ RK be a linear map and pλiqKi“1 be the
non-increasing sequence of the eigenvalues of 1
2
pA`AJq. Then the following state-
ments are equivalent
˝ pαiqKi“1 ă pλiqKi“1
˝ There exists an orthonormal basis pxiqKi“1 to RK such that
xxi, Axiy “ αi for all i “ 1, 2, . . . ,K.
Moreover, such an orthonormal basis can be obtained from Algorithm 2.
The main outcome of Lemma 3.4 is a specific class of rank-1 decompositions of
non negative definite matrices which is used directly in solving (8). While these
facts will be essential to establish our main results, they are also of independent
interest.
It is a standard result in the theory of matrices [Bha09, p. 2], that a non-negative
definite matrix M P Snˆn`` with real entries can be decomposed as
(19) M “
Kÿ
i“1
yiy
J
i ,
where K ě r :“ rankpMq, and pyiqKi“1 is a sequence of vectors in Rn. Since yiy
J
i
is a matrix of rank one and M is expressed as a sum of such matrices each of rank
one, we say that (19) is a rank-1 decomposition of M into the sequence pyiqKi“1.
There are numerous rank-1 decompositions of non-negative definite matrices,
each fine tuned for some specific purpose; see e.g., [Zha11, Theorem 7.3]. With
respect to the ℓ2-optimal dictionary problem (8) and its connections to rank-1
decomposition of non-negative definite matrices, we need an answer to the following
question: Suppose that a non-negative definite matrix M and a non-increasing
sequence pαiqKi“1 of positive real numbers are given. Does there exist a rank-1
decomposition of M as M “ řKi“1 yiyJi for some vectors pyiqKi“1 Ă Rn satisfying
xyi, yiy “ αi for all i “ 1, 2, . . . ,K?
This question was answered using the Schur-Horn theorem [CL02, Theorem 2.1]
by providing necessary and sufficient conditions for the existence of such a rank-1
decomposition. We restate this result for easy reference:
Theorem 3.5. [CL02, Theorem 2.1] Let n be a positive integer, M P Snˆn` and
pαiqKi“1 be a non-increasing sequence of positive real numbers with K ě r :“
rankpMq. Let pλiqri“1 be the sequence of the nonzero eigenvalues of M arranged
in non-increasing order. Then the following statements are equivalent:
˝ There exists a rank-1 decomposition of M into a sequence pyiqKi“1 that satisfies
(20) xyi, yiy “ αi for all i “ 1, 2, . . . ,K,.
5Please see (4) for the definition of A sort.
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Algorithm 2: Calculation of orthonormal bases à la Lemma 3.4
Input: A linear map A : RK ÝÑ RK and a non-increasing sequence pαiqKi“1
of positive real numbers.
Output: An orthonormal collection of vectors pxiqKi“1 Ă RK such that
xxi, Axiy “ αi for all i “ 1, 2, . . . ,K.
1 Compute 1
2
pA`AJq.
2 Compute the eigenvectors puiqKi“1 Ă RK of 12 pA`A
Jq.
3 Initialize the following quantities by
puip1qqKi“1 :“ A sort
 puiqKi“1(, 5
paip1qqKi“1 :“ pαiqKi“1.
4 for t from 1 to K do
Define b1 :“ xu1ptq, u1ptqy .
case 1 : If b1 “ a1ptq,
update
(16)
xt :“ u1ptq,`
uipt` 1q
˘pK´tq
i“1 :“ A sort
 pupi`1qptqqpK´tqi“1 (,
paipt` 1qqpK´tqi“1 :“ papi`1qptqqpK´tqi“1 .
case 2 : If b1 ą a1ptq,
find i such that 1 ă i ď pK ´ t` 1q, and
bi :“ xuiptq, Auiptqy ď a1ptq ă
@
upi´1qptq, Aupi´1qptq
D
.
Define,
(17)
Θ :“
a
a1ptq ´ bia
a1ptq ´ bi `
a
b1 ´ a1ptq
,
v :“ p1 ´Θqu1ptq ´Θuiptqa
Θ2 ` p1´Θq2 .
Update,
(18)
xt :“ Θu1ptq ` p1´Θquiptqa
Θ2 ` p1´Θq2 ,`
uipt` 1q
˘pK´tq
i“1 :“ A sort
 tuiptqupK´t`1qi“1 ztu1ptq, uiptqu Y tvu(,
paipt` 1qqpK´tqi“1 :“ papi`1qptqqpK´tqi“1 .
5 end for loop
6 Output pxtqKt“1.
˝ The sequences pαiqKi“1 and pλiqri“1 satisfy
(21)
Kÿ
i“1
αi “
rÿ
i“1
λi,
mÿ
i“1
αi ď
mÿ
i“1
λi for every m “ 1, 2, . . . , r ´ 1.
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Given M P Snˆn` with nonzero eigenvalues pλiqri“1 and corresponding eigenvec-
tors puiqri“1, the spectral theorem shows that we can write
M “
rÿ
i“1
λiuiu
J
i .
By defining C P RnˆK as
C :“ `aλ1 u1 aλ2 u2 ¨ ¨ ¨ aλr ur 0 ¨ ¨ ¨ 0˘,
we see at once that M “ CCJ. Let a linear map Λ : RK ÝÑ RK be defined as
Λ :“ CJC “ diagpλ1, λ2, . . . , λr, 0, . . . , 0q,
and let pαiqKi“1 be a non-increasing sequence satisfying the hypothesis of Theorem
3.5; it can then be observed that pαiqKi“1 ă pλ1, λ2, . . . , λr, 0, . . . , 0q. From Lemma
3.4 we know that an orthonormal sequence of vectors pxiqKi“1 Ă RK exists such that
xxi,Λxiy “ αi for all i “ 1, 2, . . . ,K,
and pxiqKi“1 can be obtained via Algorithm 2 with Λ and pαiqKi“1 as inputs. Let us
define a sequence of vectors pyiqKi“1 Ă Rn by
yi :“ Cxi for all i “ 1, 2, . . . ,K.
It follows readily that
xyi, yiy “ αi for all i “ 1, 2, . . . ,K, and
Kÿ
i“1
yiy
J
i “M.
Thus, pyiqKi“1 is a rank-1 decomposition ofM . The above analysis is summarized
in the form of Algorithm 3 that gives a procedure to obtain the above rank-1
decomposition of non negative matrices.
Algorithm 3: Computation of a rank-1 decomposition of non negative definite
matrices à la Theorem 3.5
Input: A non negative definite matrix M P Snˆn` and a non-increasing
sequence pαiqKi“1 of positive real numbers.
Output: A rank-1 decomposition pyiqKi“1 of M ‘a la Theorem 3.5.
1 Compute eigen-decomposition of M to get nonzero eigenvalues 6 pλiqri“1 and
the corresponding eigenvectors puiqri“1 Ă Rn.
2 Define
R
KˆK Q Λ :“ diagpλ1, λ2, . . . , λr , 0, . . . , 0q,
R
nˆK Q C :“ `aλ1 u1 aλ2 u2 ¨ ¨ ¨ aλr ur 0 ¨ ¨ ¨ 0˘.
3 Get the sequence pxiqKi“1 Ă RK via Algorithm 2 with Λ and pαiqKi“1 as inputs.
4 Define a sequence pyiqKi“1 Ă Rn as
R
n Q yi :“ Cxi fro all i “ 1, 2, . . . ,K.
5 Output pyiqKi“1.
6The eigenvalues are sorted in non-increasing order.
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Remark 3.6. It should be noted that Algorithm 1 uses Algorithm 3, however the
eigen-decomposition in step 1 of Algorithm 3 can be avoided when called from
Algorithm 1.
3.2. Rearrangement inequality. We need the following classical rearrangement
inequality. Let n be a positive integer and let paiqni“1, pbiqni“1 be two arbitrary
sequences of non-negative real numbers. Let paiqni“1, pbiqni“1 be the rearrangements
of the sequences paiqni“1, pbiqni“1 in non-increasing order and paˆiqni“1, pbˆiqni“1 in non-
decreasing order. Then, from [HLP52, Section 10.2, Theorem 368, p. 261] we have
the following rearrangement inequality:
(22)
nÿ
i“1
aibˆi “
nÿ
i“1
aˆibi ď
nÿ
i“1
aibi ď
nÿ
i“1
aibi “
nÿ
i“1
aˆibˆi.
3.3. Auxiliary Optimization problems: Let m be a positive integer, and let
paiqmi“1, psiqmi“1 be two arbitrary sequences of positive real numbers. Let us consider
the following optimization problem:
(23)
minimize
pλiqiĂR
mÿ
i“1
si
´ 1
λi
¯
subject to
#řj
i“1 ai ď
řj
i“1 λi for all j “ 1, 2, . . . ,m´ 1,řm
i“1 ai “
řm
i“1 λi.
Since si ą 0, we know that the map R Q λi ÞÝÑ si
´
1
λi
¯
is convex over the set
of positive real numbers for all i “ 1, 2, . . . ,m. To wit, the objective function in
(23) is a finite sum of convex functions, and therefore is convex. The equality
constraint is affine and the inequality constraints are convex; therefore, (23) is a
convex optimization problem. It should be noted that even though the problem
(23) is convex, the objective is sum of inverses, for which, evaluating the gradient
is computationally expensive, because of which solving (23) becomes hard due to
optimization algorithms generally employing gradient descent schemes. In contrast
to the problem (23) let us consider the following optimization problem:
(24)
minimize
pxtqtĂR
mÿ
t“1
atx
2
t ´ 2
?
stxt
subject to 0 ď x1 ď ¨ ¨ ¨ ď xm.
Since at ą 0 for each t, we conclude that (24) is a convex quadratic problem and is
easier to solve than (23). Moreover we see that, for small enough ǫ ą 0, the sequence
pλiqmi“1 defined by λ1 :“
`řm
i“1 ai
˘ ´ pm ´ 1qǫ, and λi :“ ǫ for all i “ 2, . . . ,m,
satisfies the equality constraint and strictly satisfies the inequality constraints of
(23). Therefore, pλiqmi“1 provides the Slater constraint qualification certificate for
the problem (23). Due to convexity and validity of Slater’s condition, we conclude
that strong duality holds for (23), which implies that the optimal solution pλ˚i qmi“1 to
(23) and the dual optimal variables must satisfy the KKT conditions [BV04, Section
5.5.2, 5.5.3] (add reference), in this case they are both necessary and sufficient.
Therefore, once the dual optimal variables are known, we can compute pλ˚i qmi“1 by
solving the KKT conditions.
We shall show that the problem (24) is indeed equivalent to the Lagrangian
dual of (23), and that the dual optimal variables can be computed easily from the
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optimal solution to (24). The following Lemma characterizes the optimal solution
to (23) from the optimal solution px˚t qmt“1 of (24).
Lemma 3.7. Consider the optimization problems (23) and (24).
˝ Both (23) and (24) admit unique optimal solutions pλ˚i qmi“1, px˚t qmt“1.
˝ Let an ordered subset pn1, n2, . . . , nT q Ă p1, 2, . . . ,mq be defined iteratively as
n1 :“ 1,
nl :“ mintt | npl´1q ă t ď m, x˚pt´1q ă x˚t u for all l “ 2, . . . , T .
Ź The unique optimal solution pλ˚i qmi“1 to (23) is given by
(25) pλ˚i qmi“1 “ λ
`p?siqmi“1, paiqmi“1, pnlqTl“1˘ .
Ź The optimal values p˚, q˚ corresponding to (23) and (24) respectively are given
by
(26) ´ q˚ “ p˚ “ J `p?siqmi“1, paiqmi“1, pnlqTl“1˘ .
Lemma 3.8. If the sequence psiqmi“1 in (23) is non-increasing, then,
˝ the unique optimal sequence pλ˚i qmi“1 is also non-increasing, and
˝ if we have λ˚i “ λ˚j “ λ for some i ‰ j P t1, 2, . . . ,mu, then si “ sj.
For pλ˚i qmi“1 to be the unique optimal solution of the problem (23), let us consider
the following optimization problem:
(27) minimize
π P Πm
mÿ
i“1
sπpiq
λ˚i
,
where, Πm is the symmetric group on p1, 2, . . . ,mq. The optimal permutation map
π˚ is characterized by the following lemma.
Lemma 3.9. Consider the optimization problem (27).
˝ (27) admits an optimal solution.
˝ If π˚ is an optimal solution to (27), then for every i P t1, 2, . . . ,mu, there exist
j P t1, 2, . . . ,mu such that λ˚i “ λ˚j and sπ˚piq “ sj.
˝ A permutation map π˚ is an optimal solution of (27) if and only if
(28) sπ˚p1q ě sπ˚p2q ě ¨ ¨ ¨ ě sπ˚pmq;
consequently, sπ˚piq “ si for all i “ 1, 2, . . . ,m.
Remark 3.10. Even though it is straight forward that the condition (28) is sufficient
for the optimality of the permutation map π˚, the fact that it is necessary as well
is the crucial part of the assertion of Lemma 3.9. Moreover, it should be noted
that the first two assertions of the lemma hold for generic non-increasing sequences
pλiqmi“1 as well.
3.4. Eigenvalues of sum of Hermitian matrices. The following result from
[Wie55, Theorem 2] provides a necessary condition on the eigenvalues of sum of
hermitian matrices, which we shall use in the proof of Theorem 2.3.
Theorem 3.11. Let n, r be a positive integers with r ď n. Let A,B,C P Snˆn
such that C “ A ` B, and let the sequences pαiqni“1, pβiqni“1 and pγqni“1 be the
non-increasing sequences of eigenvalues of A,B and C, respectively. If Ir is any
subset of t1, 2, . . . , nu with cardinality equal to r, then we haveÿ
iPIr
γi ď
ÿ
iPIr
αi `
rÿ
i“1
βi.
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4. Proofs of main results
4.1. Proof of Theorem 2.1. For a given dictionaryDα P Dαp0q of vectors pdiqKi“1
that is feasible for (9), let us define a scheme of representation
R
n Q v ÞÝÑ f˚Dα pvq :“
`
d1 d2 ¨ ¨ ¨ dK
˘`
v P RK .
Quite clearly,
`
d1 d2 ¨ ¨ ¨ dK
˘
f˚Dα pvq “ v for any v P Rn by the definition of
the pseudo-inverse because if spanpdiqKi“1 “ Rn, then
`
d1 d2 ¨ ¨ ¨ dK
˘`
v solves
the equation
`
d1 d2 ¨ ¨ ¨ dK
˘
x “ v. Therefore,`
d1 d2 ¨ ¨ ¨ dK
˘
f˚Dα pV q “ V µ-almost surely.
We also know that f˚Dα pvq “
`
d1 d2 ¨ ¨ ¨ dK
˘`
v is the solution of the least
squares problem:
minimize
xPRK
‖x‖2
subject to
`
d1 d2 ¨ ¨ ¨ dK
˘
x “ v.
Therefore, for an arbitrary f P Fp0, Dαq, which also implies that`
d1 d2 ¨ ¨ ¨ dK
˘
fpvq “ v for all v P Rn,
we must have
∥
∥
∥f˚Dα pvq
∥
∥
∥
2
ď ‖fpvq‖2 for all v P Rn.
Therefore,
∥
∥
∥f˚Dα pV q
∥
∥
∥
2
ď ‖fpV q‖2 P-almost surely, and hence,
EP
“∥∥
∥f
˚
Dα
pV q
∥
∥
∥
2‰ ď EP“‖fpV q‖2‰.
Minimizing over all feasible dictionaries and the corresponding schemes, we get
(29) inf
DαPDα p0q
EP
“∥∥
∥f
˚
Dα
pV q
∥
∥
∥
2‰ ď inf
DαPDα p0q,
fPFp0,Dαq
EP
“
‖fpV q‖2‰
The problem on the left-hand side of (29) is
(30)
minimize
pdiqKi“1
EP
“∥∥
∥f
˚
Dα
pV q
∥
∥
∥
2‰
subject to
#
xdi, diy “ αi for all i “ 1, 2, . . . ,K,
spanpdiqKi“1 “ Rn.
From (29) we conclude that the optimal value, if it exists, of problem (9) is bounded
below by the optimal value, if it exists, of (30). Our strategy is to demonstrate that
(30) admits a solution, and we shall furnish a feasible solution of (9) that achieves
a value of the objective function that is equal to the optimal value of the problem
(30). This will solve (9).
Let D :“ `d1 d2 ¨ ¨ ¨ dK˘. The objective function in (30) is
EP
“∥∥
∥f
˚
Dα
pV q
∥
∥
∥
2‰ “ EP“∥∥D`V ∥∥2‰
“ EP
“
V JpD`qJD`V ‰
“ EP
“
V J
`
DJpDDJq´1˘J`DJpDDJq´1˘V ‰
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“ EP
“
V JpDDJq´1DDJpDDJq´1V ‰
“ EP
“
V JpDDJq´1V ‰
“ EP
“
trpV JpDDJq´1V q‰
“ EP
“
trpV V JpDDJq´1q‰
“ tr `EP“V V J‰pDDJq´1˘ .
Letting ΣV :“ EP
“
V V J
‰
and writing DDJ “ řKi“1 didJi , we rephrase (30) as
(31)
minimize
pdiqKi“1
tr
ˆ
ΣV
ˆ Kÿ
i“1
did
J
i
˙´1˙
subject to
#
xdi, diy “ αi for all i “ 1, 2, . . . ,K
spanpdiqKi“1 “ Rn.
Let S be the feasible set for the problem in (31). It is clear that S is non-convex
- a family of concentric spheres centered at origin. Let us demonstrate that the
objective function of (31) is convex in the matrix variable DDJ. We know that
whenever ΣV is a positive definite matrix, invariance of trace with respect to con-
jugation gives:
trpΣVM´1q “ tr
´
Σ
1{2
V M
´1Σ1{2V
¯
“ tr
´`
Σ
´1{2
V MΣ
´1{2
V
˘´1¯
.
From [Bha97, p. 113 and Exercise V.1.15, p. 117] we know that inversion of a matrix
is a matrix convex map on the set of positive definite matrices. Therefore, for any
θ P r0, 1s and M1,M2 P Snˆn`` we have
(32)
´
Σ
´1{2
V
`p1´ θqM1 ` θM2˘Σ´1{2V ¯´1
“
´
p1´ θq
´
Σ
´1{2
V M1Σ
´1{2
V
¯
` θ
´
Σ
´1{2
V M2Σ
´1{2
V
¯¯´1
ď p1´ θq
´
Σ
´1{2
V M1Σ
´1{2
V
¯´1
` θ
´
Σ
´1{2
V M2Σ
´1{2
V
¯´1
,
where A ĺ B implies that B ´ A is positive semidefinite. Since trp¨q is a linear
functional over the set of nˆ n matrices we have
tr
´
ΣV
`p1 ´ θqM1 ` θM2˘´1¯ “ tr´´Σ´1{2V `p1´ θqM1 ` θM2˘Σ´1{2V ¯´1¯
ď p1´ θq tr
´´
Σ
´1{2
V M1Σ
´1{2
V
¯´1¯
` θ tr
´´
Σ
´1{2
V M2Σ
´1{2
V
¯´1¯
ď p1´ θq trpΣVM´11 q ` θ trpΣVM´12 q.
In other words, the function M ÞÝÑ trpΣVM´1q is convex on the set of symmetric
and positive definite matrices. Moreover, for a collection pdiqKi“1 that is feasible for
(31),
Dαp0q Q pdiqKi“1 ÞÝÑ hpd1, . . . , dKq :“
Kÿ
i“1
did
J
i
maps into the set of positive definite matrices. Therefore, the objective function in
(31) is convex on imagephq. This allows us to translate the feasible set of (31) to
the set of matrices M formed by all feasible collections pdiqKi“1, i.e., on hpDαp0qq.
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For every M P Snˆn`` , let pλipMqqni“1 denote the sequence of eigenvalues of M
arranged in non-increasing order. Let us consider a set R of positive definite matri-
ces whose eigenvalues satisfy the majorization condition of Theorem 3.5, i.e., (21)
is satisfied for the αi’s of (31). In other words, the set R is defined by
R :“  M P Snˆn`` ˇˇ `α1, α2, . . . , αK˘ ă `λ1pMq, λ2pMq, . . . , λnpMq, 0, . . . , 0˘(.
On the one hand, from Theorem 3.5 we know that any positive definite matrix
M P R can be decomposed as
M “
Kÿ
i“1
did
J
i with xdi, diy “ αi for all i “ 1, 2, . . . ,K.
The fact that M is positive definite implies that spanpdiqKi“1 “ Rn. Therefore,
pdiqKi“1 P Dαp0q and M “ hpd1, . . . , dKq, which imply that
(33) R Ă hpDαp0qq.
On the other hand, for any dictionary Dα of vectors pdiqKi“1 P Dαp0q, we have
hpDαq “
řK
i“1 did
J
i P Snˆn`` , and again from Theorem 3.5 we observe that
`
αi
˘K
i“1 ă`
λ1phpDαqq, . . . , λnphpDαqq, 0, . . . , 0
˘
. Therefore, by definition of R,
(34) hpDαp0qq Ă R.
From (33) and (34) we conclude that hpDαp0qq “ R. The problem (31) is, therefore,
equivalent to:
(35)
minimize
M P Snˆn
``
tr
`
ΣVM
´1˘
subject to
#
0 ă λnpMq ď ¨ ¨ ¨ ď λ1pMq`
α1, α2, . . . , αK
˘
ă
`
λ1pMq, . . . , λnpMq, 0, . . . , 0
˘
.
We know that every positive definite matrixM can be written asM “ UMΛMUJM ,
where ΛM is a diagonal matrix containing the eigenvalues of M along the diagonal
and UM is an orthogonal matrix whose columns are the eigenvectors of M . Al-
ternatively, for any non-increasing sequence pλiqni“1 of positive real numbers that
satisfies pα1, . . . , αKq ă pλ1, . . . , λn, 0, . . . , 0q, let Λ :“ diagpλ1, . . . , λnq; then we see
at once that the positive definite matrix M :“ UΛUJ is feasible for (35) for every
orthogonal matrix U . Employing the fact that tr
`
ΣV UΛ
´1UJ
˘ “ tr`UJΣV UΛ´1˘,
we write the following optimization problem that is equivalent to (35).
(36)
minimize
pλiqiĂ R,
U P Onˆn
tr
`
UJΣV UΛ´1
˘
subject to
$’&
’%
0 ă λn ď ¨ ¨ ¨ ď λ1,`
α1, α2, . . . , αK
˘
ă
`
λ1, . . . , λn, 0, . . . , 0
˘
,
Λ “ diagpλ1, . . . , λnq.
For every non-increasing sequence pλiqni“1 that is feasible for (36), let us consider
the following optimization problem:
(37) minimize
U P Onˆn
tr
`
UJΣV UΛ´1
˘
.
Let pσiqni“1 be the non-increasing sequence of eigenvalues of ΣV and pσ1iqni“1 be the
diagonal entries of the matrix UJΣV U for U P Onˆn. Let π be a permutation map
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on p1, 2, . . . , nq such that σ1
πp1q ě σ1πp2q ě ¨ ¨ ¨σ1πpnq. Since, the sequence pλiqni“1 is
in non-increasing order, we know that the sequence p 1
λi
qni“1 is non-decreasing, and
from the rearrangement inequality (22), we have,
(38)
nÿ
i“1
σ1
πpiq
λi
ď
nÿ
i“1
σ1i
λi
.
Therefore, the optimization problem (37) reduces to
(39)
minimize
U P Onˆn
nÿ
i“1
σ1i
λi
subject to
#
σ1i “
@
ei, U
JΣV Uei
D
for all i “ 1, 2, . . . , n,
σ1n ď ¨ ¨ ¨ ď σ11.
Let U P Onˆn be feasible for (39) and pσ1iqni“1 be the corresponding non-increasing
sequence of the diagonal entries of the matrix UJΣV U whose eigenvalues are
pσiqni“1. From the Schur-Horn Theorem 3.3 it follows that pσ1iqni“1 ă pσiqni“1, and
therefore, from Kadison’s Lemma 3.2 we conclude that Rn Q σ1 :“ pσ11, . . . , σ1nqJ P
Pppσ1, . . . , σnqJq. Recall that for any y P Rn, Ppyq is the permutation polytope of
y, it is a bounded polytope in Rn whose extreme points are all the permutations of
y. By defining λ´1, σ P Rn by λ´1 :“ p 1
λ1
, . . . , 1
λn
qJ and σ :“ pσ1, . . . , σnqJ, it is
immediate that the optimum value in (39) is bounded below by the optimum value
of:
(40) minimize
x P Ppσq
@
x, λ´1
D
.
The optimization problem (40) is a linear program, and from the fundamental
theorem of linear programming we know that one of the extreme points of Ppσq is
an optimal solution. From the fact that the extreme points of Ppσq are the vectors
obtained by permuting the components of pσ1, . . . , σnqJ, (40) reduces to:
(41) minimize
π P Πn
@
σpπq, λ´1D ,
where Πn is the symmetric group on p1, 2, . . . , nq and σpπq :“ pσπp1q, . . . , σπpnqqJ.
Since the sequences p 1
λi
qni“1 and pσiqni“1 are non-decreasing and non-increasing re-
spectively, the rearrangement inequality (22) implies that,
nÿ
i“1
σi
λi
ď
nÿ
i“1
σπpiq
λi
.
We note that no characterization of an optimal solution to (37) has been given
so far. We shall revisit (37) with pλiqni“1 “ pλ˚i qni“1 (the optimal sequence), and
characterize an optimal solution X˚ for this special case, which is sufficient.
Thus, the optimization problem (36) reduces to the following:
(42)
minimize
pλiqiĂ R
nÿ
i“1
σi
λi
subject to
#
0 ă λn ď ¨ ¨ ¨ ď λ1,
pα1, α2, . . . , αKq ă pλ1, . . . , λn, 0, . . . , 0q.
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Let us define pα1iqni“1 by α1i :“ αi for all i “ 1, 2, . . . , n ´ 1 and α1n :“
řK
i“n αi.
By eliminating the constraint λn ď ¨ ¨ ¨ ď λ1 in (42) and rewriting the constraint
pα1, α2, . . . , αKq ă pλ1, . . . , λn, 0, . . . , 0q in terms of the sequence pα1iqni“1, we arrive
at:
(43)
minimize
pλiqiĂ R
nÿ
i“1
σi
λi
subject to
#řj
i“1 α
1
i ď
řj
i“1 λi for all j “ 1, 2, . . . , n´ 1,řn
i“1 α
1
i “
řn
i“1 λi.
It is obvious that every sequence pλiqni“1 that is feasible for (42) is also feasible for
(43), hence the optimal value of (43) is a lower bound for that of (42). The problem
(42) is a variant of (23), and therefore from Lemma 3.7 we conclude that (43) admits
a unique optimal solution pλ˚i qni“1. Since pσiqni“1 is a non-increasing sequence, we
also conclude that the optimal solution pλ˚i qni“1 satisfies λ˚n ď ¨ ¨ ¨ ď λ˚1 . Therefore,
pλ˚i qni“1 is also feasible for (42). This implies that pλ˚i qni“1 is the unique optimal
solution to the optimization problem (42).
From Lemma 3.7 we know that the optimization problem
(44)
minimize
pxtqtĂ R
nÿ
t“1
α1tx
2
t ´ 2
?
σtxt
subject to 0 ď x1 ď ¨ ¨ ¨ ď xn,
admits a unique optimal solution px˚t qnt“1 with an optimal value of q˚. If an ordered
set pn1, n2, . . . , nT q Ă p1, 2, . . . , nq is defined as
n1 :“ 1,
nl :“ mintt | npl´1q ă t ď n, x˚pt´1q ă x˚t u for all l “ 2, . . . , T ,
then the optimal solution pλ˚i qni“1 and the optimal value p˚ of (42) are given by
(45)
pλ˚i qni“1 “ λ
`p?σiqni“1, pα1iqni“1, pnlqTl“1˘ ,
´q˚ “ p˚ “ J `p?siqmi“1, paiqmi“1, pnlqTl“1˘ .
We note that we have given a characterization only for the optimal pλ˚i qni“1 in
(36) and not for the optimal orthogonal matrix U˚ there. We need both for a
complete characterization of optimal solution M˚ of (35). To that end, let us
consider the following instance of (37)
(46) minimize
U P Onˆn
tr
`
UJΣV UΛ˚
´1˘
,
where Λ˚ :“ diagpλ˚
1
, . . . , λ˚nq.
Claim 4.1. An orthogonal matrix U˚ :“ `u˚1 u˚2 ¨ ¨ ¨ u˚n˘ is an optimal solution
to (46) if and only if ΣV u
˚
i “ σiu˚i for all i “ 1, 2, . . . , n.
Proof. As seen earlier in the proof, (46) reduces to:
(47) minimize
πPΠn
nÿ
i“1
σπpiq
λ˚i
.
Since the sequence pλ˚i qni“1 is the optimal solution to (43), in view of Lemma 3.9
we conclude that a permutation map π˚ is an optimal solution of (47) if and only if
σπ˚p1q ě σπ˚p2q ě ¨ ¨ ¨ ě σπ˚pnq and consequently σπ˚piq “ σi for all i “ 1, 2, . . . , n,
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it should be noted that there are permutation maps other than the identity that
also are optimal solutions to (47). For U˚ to be an optimal solution of (47), we
need the diagonal entries of the matrix U˚JΣV U˚ to be equal to and arranged in
the order of pσπ˚piqqni“1, and this happens if and only if ΣV u˚i “ σπ˚piqu˚i “ σiu˚i
for all i “ 1, 2, . . . , n. 
Returning back to (36), we observe that even though the optimal sequence
pλiqni“1 is unique, an optimal orthogonal matrix U˚ is, however, not. It is now
obvious that every optimal solution M˚ to (35) is of the form:
M˚ :“
nÿ
i“1
λ˚i u
˚
i u
˚
i
J
,
where pu˚i qni“1 is any orthonormal sequence of eigenvectors of ΣV corresponding to
the eigenvalues pσiqni“1.
From feasibilty of pλ˚i qni“1 for (36), we conclude from Theorem 3.5 that there
exists a sequence of vectors pd˚i qKi“1 Ă Rn such that xd˚i , d˚i y “ αi for all i “
1, 2, . . . ,K, and that M˚ admits the rank-1 decomposition
(48) M˚ “
Kÿ
i“1
d˚i d
˚
i
J
.
Clearly, the dictionaryD˚α :“ pd˚i qKi“1 is feasible for (31) and from the equivalence of
optimization problems (31) and (35) we conclude that the dictionary D˚α is optimal
for (31).
It remains to define the optimal scheme. Let us define
R
n Q v ÞÝÑ f˚pvq :“ `d˚1 d˚2 ¨ ¨ ¨ d˚K˘` v P RK .
It is evident that f˚ is feasible for (9). But then the objective function in (9)
evaluated at Dα “ D˚α and f “ f˚ must be equal to p˚. Since p˚ is also a lower
bound for the optimal value of (9), the problem (9) admits a solution. An optimal
dictionary-scheme pair is, therefore, given by
(49)
$&
%
D˚α “ pd˚i qKi“1 obtained from the decomposition (48), and
Rn Q v ÞÝÑ f˚pvq “
´
d˚
1
d˚
2
¨ ¨ ¨ d˚K
¯`
v P RK .
The proof is now complete.
4.2. Proof of Lemma 2.2. We argue by contradiction, and suppose that the
assertion of the Lemma is false. If we denote by xi the orthogonal projection of di
on XV pcq and by yi the orthogonal projection of di on the orthogonal complement
of XV pcq, we must have ‖xi‖ ă ?αi for at least one value of i. If f is an optimal
scheme of representation, feasibility of f gives, for any v P RV pcq,
(50)
v ´ c “
Kÿ
i“1
difipvq “
ˆ Kÿ
i“1
xifipvq
˙
`
ˆ Kÿ
i“1
yifipvq
˙
“
Kÿ
i“1,
‖xi‖‰0
xifipvq ` 0.
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Fix a unit vector x P XV pcq, and define a dictionary pd˚i qKi“1 by
d˚i :“
$&
%
?
αi
‖xi‖
xi if ‖xi‖ ‰ 0,
?
αix otherwise.
We see immediately that
spanpd˚i qKi“1 Ą spanpxiqKi“1 Ą RV pcq and xd˚i , d˚i y “ αi for all i “ 1, 2, . . . ,K.
In other words, the dictionary of vectors pd˚i qKi“1 is feasible for the problem (8). Let
us now define a scheme f˚ by
R
n Q v ÞÝÑ f˚pvq :“ diag
ˆ
‖x1‖?
α1
,
‖x2‖?
α2
, . . . ,
‖xK‖?
αK
˙
fpvq P RK .
For any v P RV pcq, using the dictionary of vectors pd˚i qKi“1, we get
(51)
Kÿ
i“1
d˚i f
˚
i pvq “
Kÿ
i“1
d˚i
‖xi‖?
αi
fipvq “
Kÿ
i“1,
‖xi‖‰0
‖xi‖?
αi
?
αi
‖xi‖
xifipvq “ v,
where the last equality follows from (50). Thus, f˚p¨q along with the dictionary of
vectors pd˚i qKi“1 is feasible for problem (8). But for any v P RV pcq we have
‖f˚pvq‖2 “
Kÿ
i“1
`
f˚i pvq
˘2 “ Kÿ
i“1
‖xi‖
2
αi
`
fipvq
˘2 ă Kÿ
i“1
`
fipvq
˘2 “ ‖fpvq‖2 ,
where the strict inequality holds due to the fact that ‖xi‖ ă ?αi for at least one
i. However, this contradicts the assumption that the pair pdiqKi“1 along with the
scheme f is optimal for (8), and the assertion follows.
4.3. Proof of Theorem 2.3. Consider (8), fix some c P Rn, and let the dimension
of XV pcq be npcq with npcq ă n. It should be noted that XV pcq “ imagepΣV´cq,
and therefore, a basis of XV pcq can be obtained by computing the eigenvectors
of ΣV´c corresponding to positive (non-zero) eigenvalues. Let puipcqqnpcqi“1 be the
orthonormal eigenvectors of ΣV´c corresponding to the eigenvalues pσipcqqnpcqi“1 . Let
us define
Upcq :“ `u1pcq u2pcq ¨ ¨ ¨ unpcqpcq˘ ,
V pcq :“ UpcqJpV ´ cq.
Since puipcqqnpcqi“1 is a basis for XV pcq, every vector in XV pcq can be uniquely
represented using this basis. We know that V ´ c takes values in XV pcq P-almost
surely. Clearly V pcq is the unique representation of V ´ c in terms of the basis
puipcqqnpcqi“1 . Similarly, let δi be the representation of the dictionary vector di in the
basis puipcqqnpcqi“1 , i.e., di “ Upcqδi. The constraints on the dictionary vectors can
now be equivalently written as :
˝ xdi, diy “ αi ñ xδi, δiy “ αi, and
˝ spanpdiqKi“1 Ą RV pcq ñ spanpdiqKi“1 “ XV pcq ñ spanpδiqKi“1 “ Rnpcq.
For every feasible scheme f let us define an associated scheme for representing
samples of the random vector V pcq by
R
npcq Q v ÞÝÑ fcpvq :“ f
`
Upcqv ` cq P RK .
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The conditions on feasibility of f in (8) imply that the scheme fc is feasible whenever
for some feasible dictionary of vectors pδiqKi“1 we have`
δ1 δ2 ¨ ¨ ¨ δK
˘
fcpV pcqq “ V pcq P-almost surely.
In other words, in contrast to the problem (8), where the optimization is carried
out over vectors in Rn, we can equivalently consider the same problem in Rnpcq but
with the following modified constraints:
(52)
minimize
c, pδiqi, fc
EP
“xfcpV pcqq, fcpV pcqqy‰
subject to
$’’&
’’%
xδi, δiy “ αi for all i “ 1, . . . ,K,
spanpδiqKi“1 “ Rnpcq,´
δ1 δ2 ¨ ¨ ¨ δK
¯
fcpV pcqq “ V pcq P-almost surely.
For a fixed value of c, the problem (52) is a version of (9), and the solutions of
the latter are characterized by Theorem 2.1. To prove the assertions of Theorem
2.3 it is sufficient to prove that c˚, the optimum value of c in (52), is equal to
µ “ EPrV s.
Denoting by pσipcqqnpcqi“1 the eigenvalues of ΣV pcq, we conclude from the proof of
Theorem 2.1 that the optimum value of the problem (52) is equal to that of:
(53)
minimize
pλiqi
npcqÿ
i“1
σipcq
λi
subject to
#
0 ă λnpcq ď ¨ ¨ ¨ ď λ1,
pα1, α2, . . . , αKq ă pλ1, . . . , λnpcq, 0, . . . , 0q.
Let µ :“ EPrV s, Σ˚ :“ VarpV q and let pσ˚i qmi“1 be the sequence of positive
eigenvalues of Σ˚ arranged in non-increasing order. Let us consider the following
version of (53):
(54)
minimize
pλiqi
mÿ
i“1
σ˚i
λi
subject to
#
0 ă λm ď ¨ ¨ ¨ ď λ1
pα1, α2, . . . , αKq ă pλ1, . . . , λm, 0, . . . , 0q.
We know from Lemma 3.7 that both (53) and (54) admit unique optimal solutions,
say pλ˚i pcqqnpcqi“1 and pλ˚i qmi“1, respectively. We shall prove that the optimum value
of (53) is bounded below by that of (54).
Observe that ΣV pcq “ UpcqJ
`
ΣV´c
˘
Upcq. Therefore, the eigenvalues of ΣV pcq
are the positive eigenvalues of ΣV´c. By definition
Σ˚ “ EPrpV ´ µqpV ´ µqJs
“ EPrpV ´ c` c´ µqpV ´ c` c´ µqJs
“ ΣV´c ´ pµ´ cqpµ´ cqJ.
Since pµ ´ cqpµ ´ cqJ P Snˆn` , we conclude that the maximal eigenvalue of ´pµ ´
cqpµ ´ cqJ is equal to 0. Let r :“ 1, and let pσ˚i qni“1 and pσipcqqni“1 be the non-
increasing sequence of eigenvalues of Σ˚ and ΣV´c, respectively. From Theorem
3.11 we conclude that σ˚i ď σipcq for all i “ 1, 2, . . . , n, which further implies that
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m ď npcq for every c P Rn. Also, it is readily verified that m “ npcq and σ˚i “ σipcq
for all i “ 1, 2, . . . ,m, if and only if c “ µ.
We define β ě 1 such that β
mř
i“1
λ˚i pcq “
npcqř
i“1
λ˚i pcq, and a new sequence pλ1iqmi“1
by λ1i :“ βλ˚i pcq for all i “ 1, 2, . . . ,m. We see immediately that
jÿ
i“1
λ1i “ β
jÿ
i“1
λ˚i pcq ě
jÿ
i“1
λ˚i pcq ě
jÿ
i“1
αi for all j “ 1, 2, . . . ,m´ 1,
mÿ
i“1
λ1i “ β
mÿ
i“1
λ˚i pcq “
npcqÿ
i“1
λ˚i pcq “
Kÿ
i“1
αi.
In other words, pλ1iqmi“1 is feasible for the optimization problem (54). We also note
that
mÿ
i“1
σ˚i
λ˚i
ď
mÿ
i“1
σ˚i
λ1i
“ 1
β
mÿ
i“1
σ˚i
λ˚i pcq
ď
mÿ
i“1
σ˚i
λ˚i pcq
ď
mÿ
i“1
σipcq
λ˚i pcq
ď
npcqÿ
i“1
σipcq
λ˚i pcq
,
and equality holds in the preceding chain if and only if m “ npcq and σ˚i “ σipcq
for all i “ 1, 2, . . . ,m; equivalently, if and only if c “ µ. Therefore, c˚ “ µ is the
unique optimal solution to (54).
Let pδiqKi“1 be an optimal solution to (54) with c “ c˚. From Theorem 2.1 we
know that
(55)
Kÿ
i“1
δ˚i δ
˚
i
J “
mÿ
i“1
λ˚i u
1
iu
1
i
J
for some orthonormal sequence of eigenvectors of ΣV pcq corresponding to the eigen-
values pσ˚i qmi“1. Since Σ˚Upc˚qu1i “ σ˚i Upc˚qu1i for all i “ 1, 2, . . . ,m, the optimal
dictionary pd˚i qKi“1 :“
`
Upc˚qδ˚i
˘K
i“1 satisfies:
(56)
Kÿ
i“1
d˚i d
˚
i
J “
mÿ
i“1
λ˚i uiui
J,
where puiqmi“1 :“
`
Upc˚qu1i
˘m
i“1 is the sequence of orthonormal eigenvectors of Σ
˚
corresponding to the eigenvalues pσ˚i qmi“1.
Conversely, if pd˚i qmi“1 is a dictionary that satisfies (56) for some eigenbasis U :“
puiqmi“1, the dictionary pδ˚i qKi“1 :“ pUJd˚i qKi“1 satisfies (55) for pu1iqmi“1 :“ peiqmi“1.
The proof is now complete.
4.4. Proof of Proposition 2.6. If V is uniformly distributed over the unit sphere,
we have ΣV “ ErV V Js “ 1nIn. From Theorem 2.1 and its proof, we know that a
dictionary pd˚i qKi“1, in this case, is ℓ2-optimal if and only if it satisfies:
Kÿ
i“1
d˚i d
˚
i
J “
nÿ
i“1
λ˚i eie
J
i ,
where pλ˚i qni“1 is the unique solution to the problem:
(57)
minimize
pλiqiĂ R
nÿ
i“1
1
λi
subject to pα1, α2, . . . , αKq ă pλ1, . . . , λn, 0, . . . , 0q.
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Clearly, any sequence pλiqni“1 that is feasible for (57) satisfies the condition
řn
i“1 λi “řK
i“1 αi, and thus, the optimal value of (57) is bounded below by that of:
(58)
minimize
pλiqiĂ R
nÿ
i“1
1
λi
subject to
nÿ
i“1
λi “
Kÿ
i“1
αi.
If a sequence pλ˚i qni“1 is defined by λ˚i :“ 1n
řK
i“1 αi for all i “ 1, 2, . . . , n, then
it can be easily verified that the sequence pλ˚i qni“1 is an optimal solution to (58).
Moreover, if α1 ď 1n
řK
i“1 αi, it is easy to see that the sequence pλ˚i qni“1 is feasible
for (57), and therefore, solves (57).
Thus, a dictionary pd˚i qKi“1 is ℓ2-optimal if and only if it satisfies
Kÿ
i“1
d˚i d
˚
i
J “
nÿ
i“1
λ˚i eie
J
i “
˜
1
n
Kÿ
i“1
αi
¸
nÿ
i“1
eie
J
i “
˜
1
n
Kÿ
i“1
αi
¸
In.
Equivalently, pd˚i qKi“1 is ℓ2-optimal if and only if it is a tight frame.
4.5. Proof of Proposition 2.7. When µ1 and Σ1 are estimated using sufficiently
large number of samples, we know that
XV pµ1q “ XV pµq “ imagepΣ˚q “ imagepΣ1q “ spanpd1iqKi“1.
Let pσ1iqmi“1 be the non-zero eigenvalues of Σ1 arranged in non-increasing order
and let pu1iqmi“1 be the corresponding sequence of eigenvectors. From the proofs
of Theorem 2.1 and 2.3 we infer that the computed dictionary satisfies
Kÿ
i“1
d1id
1
i
J “
mÿ
i“1
λ1iu
1
iu
1
i
J
,
where pλ1iqmi“1 is the unique optimal solution to the problem:
minimize
pλiqi
mÿ
i“1
σ1i
λi
subject to
#
0 ă λm ď ¨ ¨ ¨ ď λ1,
pα1, α2, . . . , αKq ă pλ1, . . . , λm, 0, . . . , 0q.
It can be easily verified that the cost of representation Jpµ1,Σ1q satisfies
Jpµ1,Σ1q “ EPr
∥
∥f 1pV q∥∥2s “ tr
˜
ΣV´µ1
˜
mÿ
i“1
1
λ1i
u1iu
1
i
J
¸¸
“
mÿ
i“1
u1i
J
ΣV´µ1u1i
λ1i
.
‚ Letting pσ˚i qmi“1 denote the non-zero eigenvalues of Σ˚, and pλ˚i qmi“1 denote the
unique optimal solution to:
minimize
pλiqi
mÿ
i“1
σ˚i
λi
subject to
#
0 ă λm ď ¨ ¨ ¨ ď λ1,
pα1, α2, . . . , αKq ă pλ1, . . . , λm, 0, . . . , 0q,
we observe that λ1i ÝÝÝÝÝÝÝÝÝÝÝÑpσ1iqmi“1Ñpσ˚i qmi“1
λ˚i for all i “ 1, 2, . . . ,m.
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‚ We also readily observe that
u1i
J`
ΣV´µ1
˘
u1i “ u1iJ
`
ΣV´µ1 ` Σ1 ´ Σ1 ` Σ˚ ´ Σ˚
˘
u1i
“ u1iJ
`
Σ1
˘
u1i ` u1iJ
`
ΣV´µ1 ´ Σ˚
˘
u1i ` u1iJ
`
Σ˚ ´ Σ1˘u1i
“ σ1i ` u1iJ
`
ΣV´µ1 ´ Σ˚
˘
u1i ` u1iJ
`
Σ˚ ´ Σ1˘u1i.
Since pµ1,Σ1q ÝÑ pµ,Σ˚q, we see that σ1i ÝÑ σ˚i ,
`
ΣV´µ1 ´ Σ˚
˘ ÝÑ 0 and`
Σ˚ ´ Σ1˘ ÝÑ 0.
Therefore, we see that
Jpµ; ,Σ1q “
mÿ
i“1
u1i
J
ΣV´µ1u1i
λ1i
ÝÝÝÝÝÝÝÝÝÝÝÑ
pµ1,Σ1qÝÑpµ1,Σ˚q
mÿ
i“1
σ˚i
λ˚i
“ Jpµ,Σ˚q,
and the assertion follows.
5. Proofs of auxiliary results
5.1. Proof of Lemma 3.4. It is clear that an orthonormal basis pxiqKi“1 of RK
with the property
xxi, Axiy “ αi for all i “ 1, 2, . . . ,K,
exists if and only if
(59)
B
xi,
1
2
pA`AJqxi
F
“ αi for all i “ 1, 2, . . . ,K.
Let OKˆK Q X ÞÝÑ SpXq P SKˆK be defined by
(60) SpXq :“ XJ
ˆ
1
2
pA`AJq
˙
X.
Since for every X P OKˆK the matrix SpXq is a conjugation of 1
2
pA ` AJq, we
conclude that the eigenvalues of SpXq are pλiqKi“1. Conversely, for every S1 P SKˆK
having eigenvalues pλiqKi“1, there exists an X 1 P OKˆK such that S1 “ SpX 1q.
From the Schur-Horn Theorem 3.3 we know that there exists a symmetric matrix
S P SKˆK with eigenvalues pλiqKi“1 and diagonal entries pαiqKi“1 if and only if
pαiqKi“1 ă pλiqKi“1. In other words, there exists an orthogonal matrix X P OKˆK
such that SpXq has diagonal entries equal to pαiqKi“1 if and only if pαiqKi“1 ă pλiqKi“1.
Denoting the ith column of X by xi, we see that pxiqKi“1 is an orthonormal basis of
RK and B
xi,
1
2
pA`AJqxi
F
“ `SpXq˘
ii
is the ith diagonal entry.
Therefore, we conclude that there exists an orthonormal basis pxiqKi“1 of RK that
satisfies (59) if and only if pαiqKi“1 ă pλiqKi“1.
We now prove that the procedure described in Algorithm 2 indeed computes the
required orthonormal basis. Let k ď K be a positive integer. A sequence of vectors
puiqki“1 in RK and a non-increasing sequence of real numbers paiqki“1 are jointly said
to be valid if they satisfy the following properties:
(1) The sequence of vectors puiqki“1 is an ordered collection of orthonormal
vectors in RK such that the sequence of real numbers pxui, Auiyqki“1 is in
non-increasing order.
28 MOHAMMED RAYYAN SHERIFF AND DEBASISH CHATTERJEE
(2) Whenever k ě 2, p, q P t1, 2, . . . , ku and p ‰ q, we haveA
up, pA`A
Jquq
E
“ 0.
(3) paiqki“1 ă pxui, Auiyqki“1.
Observe that such a collection always exists, for instance, any sub collection of eigen-
vectors of cardinality k and sequence of real numbers majorized by the sequence of
corresponding eigenvalues would satisfy all the properties mentioned here.
Let us compute a unit vector x P RK that is in the linear span of the vectors
puiqki“1 and satisfies
xx,Axy “ a1,
via the following steps :
Let pbiqki“1 be a non-increasing sequence of real numbers defined by bi :“ xui, Auiy
for all i “ 1, 2, . . . , k. Since paiqki“1 ă pbiqki“1 by property (3), we have b1 ě a1.
‚ case 1: If b1 “ a1, let us define$’&
’%
x :“ u1,
pu1iqk´1i“1 :“ pupi`1qqk´1i“1 ,
pa1iqk´1i“1 :“ papi`1qqk´1i“1 .
We see that the vector x satisfies
xx,Axy “ xu1, Au1y “ b1 “ a1,
and xu1i, xy “ 0 for all i “ 1, 2, . . . , k ´ 1. Also one can easily verify that pu1iqk´1i“1
is an orthonormal sequence of vectors in RK and
A
u1p, pA`A
Jqu1q
E
“ 0 for all
p, q P t1, 2, . . . , k´1u with p ‰ q. The condition that paiqki“1 ă pbiqki“1 along with
the fact that a1 “ b1, implies at once that paiqki“2 ă pbiqki“2. In other words, we
have pa1iqk´1i“1 ă pxu1i, Au1iyqk´1i“1 . This implies that the sequences pu1iqk´1i“1 , pa1iqk´1i“1
jointly satisfy all the properties (1),(2) and (3) described earlier and therefore
are valid.
‚ case 2: If b1 ą a1, we know that paiqki“1 ă pbiqki“1 and in particular we know
that
řk
i“1 ai “
řk
i“1 bi. Therefore, there exists i such that 1 ă i ď k and
xui, Auiy “ bi ď a1 ă bpi´1q “
@
upi´1q, Aupi´1q
D
.
Let us define a map R Q θ ÞÝÑ gpθq P R as,
(61) gpθq :“
C
θu1 ` p1´ θquia
θ2 ` p1 ´ θq2 , A
θu1 ` p1´ θquia
θ2 ` p1´ θq2
G
.
It should be observed that for θ “ 0 we have
gp0q “
C
θu1 ` p1´ θquia
θ2 ` p1´ θq2 , A
θu1 ` p1´ θquia
θ2 ` p1 ´ θq2
G ∣
∣
∣
∣
∣
θ“0
“ xui, Auiy ď a1,
and for θ “ 1 we have
gp1q “
C
θu1 ` p1 ´ θquia
θ2 ` p1´ θq2 , A
θu1 ` p1´ θquia
θ2 ` p1´ θq2
G ∣
∣
∣
∣
∣
θ“1
“ xu1, Au1y ą a1.
A COMPLETE CHARACTERIZATION OF ℓ2-OPTIMAL DICTIONARIES 29
Since gpθq is a continuous function of θ, there exists a solution Θ P r0, 1s for the
following quadratic equation
(62) gpθq “
C
θu1 ` p1´ θquia
θ2 ` p1´ θq2 , A
θu1 ` p1´ θquia
θ2 ` p1 ´ θq2
G
“ a1.
Using the fact that xu1, Au1y “ b1, xui, Auiy “ bi, and
A
u1, pA`AJqui
E
“ 0,
one can simplify (62) to get the following quadratic equation
pb1 ` bi ´ 2a1qθ2 ` 2pa1 ´ biqθ ` pbi ´ aiq “ 0.
Simple calculations lead to a solution
(63) Θ :“
?
a1 ´ bi?
a1 ´ bi `
?
b1 ´ a1
P r0, 1s,
which is the required root of (62).
We define x, v P RK , pu1iqk´1i“1 Ă RK and pa1iqk´1i“1 Ă R as:
(64)
$’’’’’&
’’’’’%
x :“ Θu1`p1´Θqui?
Θ2`p1´Θq2 ,
v :“ p1´Θqu1´Θui?
Θ2`p1´Θq2 ,
pu1iqk´1i“1 :“ sort
 puiqki“1ztu1, uiu Y tvu(,
pa1iqk´1i“1 :“ pai`1qk´1i“1 .
It is immediate that xx,Axy “ gpΘq “ a1 and xv, xy “ 0. Since x is a linear
combination of u1 and ui, it also follows that for all p “ 2, . . . , pi´1q, pi`1q, . . . , k,
we have xup, xy “ 0. We conclude that xu1i, xy “ 0 for all i “ 1, 2, . . . , k ´ 1.
Since v is a linear combination of the vectors tu1, uiu, we have xup, vy “ 0
and
A
up, pA`AJqv
E
“ 0 for all p “ 2, . . . , pi ´ 1q, pi ` 1q, . . . , k. It also follows
immediately that xup, uqy “ 0 and
A
up, pA`AJquq
E
“ 0 for all p, q P t2, . . . , pi´
1q, pi`1q, . . . , ku with p ‰ q. This implies that pu1iqk´1i“1 is an orthonormal sequence
of vectors in RK that also satisfies property (2).
Now we shall prove that pa1iqk´1i“1 ă pxu1i, Au1iyqk´1i“1 . Since spantpu1iqk´1i“1 Ypxqu “
spantpuiqki“1u, it is easily verified that xv,Avy “ pb1 ` bi ´ a1q. Defining b1i :“
xu1i, Au1iy for all i “ 1, 2, . . . , k ´ 1, we see at once that
pb1iqk´1i“1 “ sort
 tbiuki“1ztb1, biu Y tb1 ` bi ´ a1u(.
For b1 ` bi ´ a1, exactly one of the following two cases arise:
˝ b1 ` bi ´ a1 ď bi´1.
In this case we have
b1j “ bi`1 for all j “ 1, 2, . . . , i´ 2,
b1i´1 “ pb1 ` bi ´ a1q,
b1j “ bj`1 for all j “ i, . . . , k ´ 1.
For j, l such that 1 ď l ď i´2 and 1 ď j ď l, we see that b1j ě b1`bi´a1 ą a1.
By definition of bi, it follows that b
1
j “ bj`1 ą a1. Therefore
lÿ
j“1
b1j ą
lÿ
j“1
a1 ě
l`1ÿ
j“2
aj “
lÿ
j“1
a1j .
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For l “ i´ 1, we have
i´1ÿ
j“1
b1j “
i´1ÿ
j“2
bj ` b1 ` bi ´ a1
“
iÿ
j“1
bj ´ a1 ě
iÿ
j“1
aj ´ a1
ě
i´1ÿ
j“1
a1j .
˝ bi´1 ă pb1 ` bi ´ a1q.
In this case we see that pb1jqi´2j“1 “ sorttpbjqi´2j“2Yppb1` bi´ a1qqu, b1pi´1q “ bi´1
and b1j “ bj`1 for all j “ i, . . . , k ´ 1. For l such that 1 ď l ď pi´ 1q,
lÿ
j“1
b1j ą
lÿ
j“1
b1i´1 ą
lÿ
j“1
a1 ě
l`1ÿ
j“2
aj “
lÿ
j“1
a1j .
Finally, for i ď l ď k ´ 1, we have
lÿ
j“1
b1j “
i´1ÿ
j“2
bj ` b1 ` bi ´ a1 `
l`1ÿ
j“i`1
bj
“
l`1ÿ
j“1
bj ´ a1 ě
l`1ÿ
j“2
aj
ě
lÿ
j“1
a1j.
Therefore, we have proved that pa1iqk´1i“1 ă pb1iqk´1i“1 “ pxu1i, Au1iyqk´1i“1 .
To summarize, we started with valid sequences puiqki“1 and paiqki“1, from these,
two new similarly valid sequences pu1iqk´1i“1 , pa1iqk´1i“1 were computed along with a
vector x that satisfies xx,Axy “ a1 and xu1i, xy “ 0 for all i “ 1, 2, . . . , k ´ 1.
It has to be noted that the sequences puip1qqKi“1 and paip1qqKi“1 are valid, i.e.,
they jointly satisfy the properties (1),(2) and (3). Let us assume that for some
t P t1, 2, . . . ,K ´ 1u, the sequences puiptqqK´t`1i“1 and paiptqqK´t`1i“1 are valid. From
the analysis done above, we conclude that by following the procedure given in an
iteration of the loop (step) of Algorithm 2, two new valid sequences puipt` 1qqK´ti“1 ,
paipt` 1qqK´ti“1 are obtained and in addition, we get a vector xt P spanpuiptqqK´t`1i“1
that satisfies
xxt, Axty “ a1ptq “ atp1q “ αt,
xuipt` 1q, xty “ 0 for all i “ 1, 2, . . . ,K ´ t.
Using induction on t and the fact that xt P spanpuiptqqK´t`1i“1 and xuipt` 1q, xty “ 0
for all i “ 1, 2, . . . ,K ´ t, we get that pxtqKt“1 is a sequence of orthonormal vectors
in RK . We conclude that the Algorithm 2 indeed computes an orthonormal basis
pxtqKt“1 with properties described in Lemma 3.4. The proof is now complete
A COMPLETE CHARACTERIZATION OF ℓ2-OPTIMAL DICTIONARIES 31
5.2. Proof of Lemma 3.7. We shall begin with calculating the Lagrange dual
of (23). Let η be the KKT multiplier for the equality constraint and pγjqm´1j“1
be the KKT multipliers for the inequality constraints in (23). The Lagrangian
L
`pλiqmi“1, η, pγjqm´1j“1 ˘ is defined by
(65)
L
`pλiqmi“1, η, pγjqm´1j“1 ˘ :“ mÿ
i“1
si
´ 1
λi
¯
` η
´ mÿ
i“1
λi ´ ai
¯
`
m´1ÿ
j“1
γj
´ jÿ
i“1
ai ´ λi
¯
,
“
mÿ
i“1
si
´ 1
λi
¯
` λmη `
m´1ÿ
i“1
λi
´
η ´
m´1ÿ
j“i
γj
¯
´
´
amη `
m´1ÿ
i“1
ai
`
η ´
m´1ÿ
j“i
γj
˘¯
.
Let gpη, pγjqm´1j“1 q be the Lagrange dual function given by
(66) gpη, pγjqm´1j“1 q :“ min
λią0, i“1,...,m
L
`pλiqmi“1, η, pγjqm´1j“1 ˘ .
It can be seen that for η ă 0 one can selectλi “ 1 for all i “ 1, 2, . . . ,m´1, and λm
arbitrarily large, whereby the minimum value achieved in (66) is negative infinity.
Similarly for any i P t1, 2, . . . ,m ´ 1u, if η ´řm´1j“i γj ă 0, one can select λl “ 1
for all l ‰ i and λi arbitrarily large, leading to the minimum value being negative
infinity again. When η ě 0 and η ´řm´1j“i γj ě 0 for all i “ 1, 2, . . . ,m´ 1, due to
convexity of L the minimizer in (66) can be calculated by equating the gradient of
L to zero. This minimizer is given by
λi “
d
si
η ´řm´1j“1 γj for all i “ 1, 2, . . . ,m´ 1,
λm “
c
sm
η
,
with the optimal value given by
(67)
g1pη, pγjqm´1j“1 q :“
m´1ÿ
i“1
`
η ´
m´1ÿ
j“i
γj
˘1{2´
2
?
si ´ ai
`
η ´
m´1ÿ
j“i
γj
˘1{2¯
` pηq1{2`2?sm ´ ampηq1{2˘.
Therefore, the Lagrange dual function is
gpη, pγjqm´1j“1 q “
#
g1pη, pγjqm´1j“1 q η ě 0, η ´
řm´1
j“i γj ě 0,
´8 otherwise.
The Lagrange dual problem of (23) is
(68)
maximize
η,pγjqm´1j“1
g1pη, pγjqm´1j“1 q
subject to
$’&
’%
η ě 0,
η ´řm´1j“i γj ě 0 for all i “ 1, 2, . . . ,m´ 1,
γj ě 0 for all j “ 1, 2, . . . ,m´ 1.
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We define a new set of variables pxtqmt“1 by
(69)
xt :“
´
η ´
m´1ÿ
j“t
γj
¯1{2
for all t “ 1, 2, . . . ,m´ 1,
xm :“ pηq1{2.
It is easy to see that the mapping
`
η, pγjqm´1j“1
˘ ÞÝÑ pxtqmt“1 given by (69) is injective
whenever it is well defined. The first two constraints in (68) imply that xt ě 0 for
all t “ 1, 2, . . . ,m, and the third constraint implies that x1 ď x2 ď ¨ ¨ ¨ ď xm.
Conversely for a sequence of numbers pxtqmt“1 such that 0 ď x1 ď ¨ ¨ ¨ ď xm, it
is clear that the preimage
`
η, pγjqm´1j“1
˘
also satisfies the constraints of (68). The
objective function in (68) in terms of the new variables pxtqmt“1 is given by
mÿ
t“1
2
?
stxt ´ atx2t .
Therefore, the problem (68) can be recast in terms of variables pxtqmt“1 as a mini-
mization problem in the following way:
(70)
minimize
pxtqmt“1
mÿ
t“1
atx
2
t ´ 2
?
stxt
subject to 0 ď x1 ď ¨ ¨ ¨ ď xm.
Since at ą 0 for all t “ 1, 2, . . . ,m, the optimization problem (70) is a convex
quadratic program and admits an optimal solution. Let px˚t qmt“1 be an optimal
solution to (70) and q˚ be the optimal value. Let
`
η˚, pγ˚j qm´1j“1
˘
be the unique
preimage of px˚t qmt“1 obtained via (69). Then
`
η˚, pγ˚j qm´1j“1
˘
is an optimal solution
to (68) and the optimal value is ´q˚. Due to strong duality between (23) and
(68), we conclude that the optimization problem (23) admits an optimal solution
pλ˚i qmi“1. If we denote p˚ to be the optimal value in (23) then we have p˚ “ ´q˚.
Because of strong duality, we know that a primal optimal solution pλ˚i qmi“1 and a
dual solution
`
η˚, pγ˚j qm´1j“1
˘
together will satisfy the KKT conditions, which are:
(71)
∇λiL
`pλ˚i qmi“1, η˚, pγ˚j qm´1j“1 ˘ “ 0 for all i “ 1, 2, . . . ,m,
γ˚j
` jÿ
i“1
ai ´ λ˚i
˘ “ 0 for all j “ 1, 2, . . . ,m´ 1,
γ˚j ě 0 for all j “ 1, 2, . . . ,m´ 1.
The first KKT condition can be written as
(72)
0 “ ´smpλm˚q2
` η˚,
0 “ ´sipλ˚i q2
`
´
η˚ ´
m´1ÿ
j“i
γ˚j
¯
for all i “ 1, 2, . . . ,m´ 1.
In terms of px˚t qmt“1 the conditions (72) are simplified to
(73) λ˚i “
?
si
x˚i
for all i “ 1, 2, . . . ,m.
Since at, st ą 0 for all t “ 1, 2, . . . ,m, we conclude that the optimal solution px˚t qmt“1
to (70) satisfies, x˚t ą 0 for all t “ 1, 2, . . . ,m, which makes the condition (73) valid.
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It is easy to see that if px˚t qmt“1 is an optimal solution to (70), then there exists a
unique solution pλ˚i qmi“1 that satisfies (73) and vice versa. Therefore, we conclude
that both the problems (23) and (24) (which is same as (70)), admit unique optimal
solutions.
Let us define a partition pn1, n2, . . . , nT q of the set p1, 2, . . . ,mq by
(74)
n1 :“ 1,
nl :“ mintt | npl´1q ă t ď m, x˚pt´1q ă x˚t u for all l “ 2, . . . , T .
In addition, if we let nT`1 :“ m` 1, it is obvious that
(75) x˚t “ cl for all nl ď t ă nl`1 and l “ 1, 2, . . . , T ,
for some constant cl. It is also obvious to see from (69) and (74) that among
pγ˚j qm´1j“1 we have γ˚nl´1 ą 0 for l “ 2, . . . , T and the rest are equal to zero. Then the
complimentary slackness condition i.e., the second KKT condition in (71) implies
that
nl´1ÿ
i“1
ai ´ λ˚i “ 0 for all l “ 2, . . . , T ,
and along with the fact that
řm
i“1 ai ´ λ˚i “ 0, we get
(76)
nl`1´1ÿ
i“nl
ai “
nl`1´1ÿ
i“nl
λ˚i for all l “ 1, 2, . . . , T.
Therefore, from (76), (73), and (75) we conclude that for l “ 1, 2, . . . , T and
nl ď i ă nl`1 we have
(77) λ˚i “
?
si
¨
˚˚˚
˝
nl`1´1ř
j“nl
aj
nl`1´1ř
j“nl
?
sj
˛
‹‹‹‚.
The solution given in (77) can be compactly written using the mapping defined in
(2b) as
pλ˚i qmi“1 “ λ
`p?siqmi“1, paiqmi“1, pnlqTl“1˘ .
Using the solution (77) the optimal value in the optimization problem (23) can be
readily calculated, and it is given by
(78) ´ q˚ “ p˚ “
Tÿ
l“1
¨
˚˚˚
˚˝˚
˜
nl`1´1ř
j“nl
?
sj
¸2
nl`1´1ř
j“nl
aj
˛
‹‹‹‹‹‚“ J
`p?siqmi“1, paiqmi“1, pnlqTl“1˘ .
This completes the proof.
5.3. Proof of Lemma 3.8. First we shall conclude that the optimal sequence
pλ˚i qmi“1 is non-increasing. Let pλ1iqmi“1 to be the unique optimal solution to (23),
and let pλ˚i qmi“1 be the sequence obtained by rearranging the terms in non-increasing
order. Since,
řj
i“1 λ
1
i ď
řj
i“1 λ
˚
i for every j “ 1, 2, . . . ,m ´ 1, and
řm
i“1 λ
1
i “
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řm
i“1 λ
˚
i , it is immediate that the sequence pλ˚i qmi“1 is feasible for (23). From the
rearrangement inequality, we have:
mÿ
i“1
si
λ˚i
ď
mÿ
i“1
si
λ1i
.
Therefore, the sequence pλ˚i qmi“1 is also optimal for (23). This contradicts the fact
that the optimization problem (23) admits a unique optimal solution, and the claim
follows.
We shall prove the second assertion of the Lemma by contradiction. Without
loss of generality, one can assume that j ą i, and suppose that sj ă si (because
psiq is a non-increasing sequence). Let us define ǫ, pλ1lqml“1 by
ǫ :“ λpsi ´ sjq
2psi ` sjq , and λ
1
l :“
$’&
’%
λ˚l for all l ‰ i, j,
λ˚i ` ǫ l “ i,
λ˚j ´ ǫ l “ j.
Clearly, ǫ ą 0. It is also easy to verify that λ1l ą 0 for all l “ 1, 2, . . . ,m, and
kř
l“1
λ˚l ď
kř
l“1
λ1l for all k “ 1, 2, . . . ,m. Therefore, the sequencepλ1lqml“1 is feasible for
the optimization problem (23). We see that,
mÿ
l“1
sl
λ1l
´
mÿ
l“1
sl
λ˚l
“ ´
ˆ
ǫ2psi ` sjq
λpλ ´ ǫqpλ ` ǫq
˙
ă 0,
which contradicts the fact that pλ˚l qml“1 is the optimal solution. The assertion of
the lemma follows.
5.4. Proof of Lemma 3.9. The first assertion of the lemma is straightforward,
we shall prove the second assertion by contradiction. Let I :“ t1, 2, . . . ,mu, and
for every i “ 1, 2, . . . ,m let us define, Ii :“
 
j P I|λ˚j “ λ˚i
(
; since i P Ii we
have Ii ‰ H. Suppose that there exists i P I such that for every j P Ii we have
sj ‰ sπ˚piq. Exactly one of the following is true:
‚ case 1: sπ˚piq ą sj for all j P Ii.5
In this case, π˚piq ă j for all j P Ii, and therefore, there exists k P I such that
k ă j for all j P Ii and sπ˚pkq ă sπ˚piq. Since k ă j for all j P Ii, we have
λ˚k ą λ˚i . We see thatÿ
l‰i,k
sπ˚plq
λ˚l
` sπ˚piq
λ˚i
` sπ˚pkq
λ˚k
ą
ÿ
l‰i,k
sπ˚plq
λ˚l
` sπ˚piq
λ˚k
` sπ˚pkq
λ˚i
.
‚ case 2: sπ˚piq ă sj for all j P Ii.
In this case, π˚piq ą j for all j P Ii, and therefore, there exists k P I such that
k ą j for all j P Ii and sπ˚pkq ą sπ˚piq. Since k ą j for all j P Ii, we have
λ˚k ă λ˚i . We see thatÿ
l‰i,k
sπ˚plq
λ˚l
` sπ˚piq
λ˚i
` sπ˚pkq
λ˚k
ą
ÿ
l‰i,k
sπ˚plq
λ˚l
` sπ˚piq
λ˚k
` sπ˚pkq
λ˚i
.
This contradicts the optimality of the permutation map π˚ since the new permuted
sequence obtained by swapping sπ˚piq with sπ˚pkq evaluates to a lower value of the
objective function in both the cases. The assertion follows.
5This is due to the fact that psiqi is a non-increasing sequence.
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To see that π˚ is the optimal solution to (27), suppose (28) does not holds.
Then there exist i, j P I such that i ă j and sπ˚piq ă sπ˚pjq. Since i ă j, we have
λ˚i ě λ˚j . Suppose that λ˚i ą λ˚j . Then we see thatÿ
l‰i,j
sπ˚plq
λ˚l
` sπ˚piq
λ˚i
` sπ˚pjq
λ˚j
ą
ÿ
l‰i,k
sπ˚plq
λ˚l
` sπ˚piq
λ˚j
` sπ˚pjq
λ˚i
,
a contradicting the optimality of π˚. Thus, we conclude that λ˚i “ λ˚j . Therefore,
we have Ii “ Ij , and from the previous assertion of the lemma we conclude that
there exist i1, j1 P Ii such that sπ˚piq “ si1 and sπ˚pjq “ sj1 . Since sπ˚piq ă sπ˚pjq,
we have si1 ă sj1 , but since λ˚i1 “ λ˚j1 , we conclude from Lemma 3.8 that si1 “ sj1 ,
which is a contradiction. Finally, since the sequence pslqml“1 is itself non-increasing,
we immediately get sπ˚plq “ sl for all l “ 1, 2, . . . ,m, thereby completing the proof.
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