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Abstract
Gut and Spa˘taru (J. Math. Anal. Appl. 248 (2000) 233–246) proved a precise asymptotic theorem
for random variables in the normal domain of attraction of some stable distribution with exponent α,
1 < α  2. They also conjectured that the theorem should hold for the general case of the domain of
attraction of a stable distribution. In this paper, we shall provide an example to deny their conjecture
and study some further properties.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper X,X1,X2, . . . is a sequence of i.i.d. random variables with
EX = 0, F is the distribution of X and Sn =X1 + · · · +Xn. Heyde [6] showed that
lim
ε↓0 ε
2
∑
n1
P
(|Sn| εn)=EX2,
whenever EX = 0 and EX2 <∞. In recent years several generalizations of this result
have been published, such as Chen [2], Spa˘taru [9] and Gut and Spa˘taru [4]. In [4], Gut
and Spa˘taru treated the case that X belongs to the attraction of a stable distribution.
The distribution F belongs to the domain of attraction of some distribution G if there
exist norming constants bn > 0 and an such that Sn/bn − an ⇒G, where ⇒ means weak
convergence and G is a stable distribution with characteristic exponent α, 0 < α  2. Re-
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1/α, i.e., bn = n1/αhn, where {hn, n  1} is slowly varying at infinity in the sense of
Karamata; see, e.g., [1,7]. If bn = cn1/α , where c is a positive constant, then we say that F
belongs to the normal domain of attraction of the distribution G. Assume that 1 < α  2
and F belongs to the domain of attraction of the distribution G. Following Section 3 of
Spa˘taru [9], we know that Sn/bn⇒G∗, where G∗ is a stable distribution with exponent α
such that
∫∞
−∞ udG∗(u) = 0. Thus in this paper, we always assume that an = 0. Gut and
Spa˘taru [4] proved the following
Theorem 1.1. Suppose that EX = 0, E|X| <∞ and Sn/n1/α ⇒ G, where G is a non-
degenerate stable distribution with characteristic exponent α, 1 < α  2. Then, for 1 
p < r < α, we have
lim
ε↓0 ε
αp
α−p
( r
p
−1)∑
n1
n
r
p
−2
P
(|Sn| εn 1p )= p
r − pE|Z|
αp
α−p
( r
p
−1)
, (1.1)
where Z is a random variable having the distribution G.
In the above theorem, F is assumed to belong to the normal domain of attraction of a
non-degenerate stable distribution. And in [5], the same condition of the normal domain
of attraction of stable distribution is also required when they study corresponding precise
asymptotics for renewal counting processes and partial maxima. As for the general case,
i.e., F belonging to the domain of attraction of stable distribution, what will happen? In this
paper, we try to answer this question. In fact, Gut and Spa˘taru [4] noticed it and conjectured
that (1.1) held in case F belonged to the domain of attraction of G. Furthermore, they
pointed out that in order to get such an improvement of Theorem 1.1, one should use either
a different approach or an estimate better than the one used here.
This paper is organized as follows. Section 2 gives a simple theorem and uses this
theorem to show an example which denies the conjecture in Gut and Spa˘taru [4]. Section 3
provides a further property for the general case. Throughout this paper, all limit relations,
unless explicitly stated, are for n→∞.
2. An example
In this section, we assume that Sn/bn⇒G, where G is a stable distribution with char-
acteristic exponent α, 1 < α  2. Similar to Proposition 3.2 in [4], for 1 p < r < α, we
have
lim
ε↓0 ε
αp
α−p
( r
p−1
)∑
n1
n
r
p−2∣∣P (|Sn| εn 1p− 1α bn)− P (|Z| εn 1p− 1α )∣∣= 0. (2.1)
Notice the fact that if Z,Z1,Z2, . . . are i.i.d. random variables with the common distribu-
tion G, then
Z1 + · · · +Zn
1
d=Z,
nα
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lim
ε↓0 ε
αp
α−p
( r
p−1
)∑
n1
n
r
p−2P
(|Z| εn 1p− 1α )= p
r − pE|Z|
αp
α−p
( r
p−1
)
,
which together with (2.1) yields
Theorem 2.1. Suppose that E|X| <∞, EX = 0 and Sn/bn ⇒ G, where G is a non-
degenerate stable distribution with characteristic exponent α, 1 < α  2. Then, for 1 
p < r < α, we have
lim
ε↓0 ε
αp
α−p
( r
p−1
)∑
n1
n
r
p−2P
(|Sn| εn 1p− 1α bn)= p
r − pE|Z|
αp
α−p
( r
p−1
)
,
where Z is a random variable having the distribution G.
In the following, we shall show that the conjecture in [4] is not true.
Example. Assume that X,X1,X2, . . . is a sequence of i.i.d. random variables with density
function p(x)= |x|−3I (|x|> 1), where I (·) denotes the indicator function.
Clearly, EX = 0, µ(x)= ∫ x−x y2p(y) dy = 2 logx (x > 1) is a slowly varying function.
By Corollary 1 of XVII.5 in [3], the distribution of X belongs to the domain of attraction
of the normal distribution. Write b˜n = √n logn; then limn→∞(nµ(b˜n)/b˜2n) = 1. Using
Theorem 3 of XVII.5 in [3], we get
Sn√
n logn
⇒N(0,1).
Thus by Theorem 2.1, we have
lim
ε↓0 ε
2p
2−p
( r
p−1
)∑
n1
n
r
p−2P
(|Sn| εn 1p√logn )= p
r − pE|Z|
2p
2−p
( r
p−1
)
.
And for any A> 0,
lim
ε↓0 ε
2p
2−p
( r
p
−1)∑
n1
n
r
p
−2
P
(|Sn| εn 1p√logn )
 lim inf
ε↓0 ε
2p
2−p
( r
p−1
)∑
n1
n
r
p−2P
(|Sn| εn 1p A)
A−
2p
2−p
( r
p−1
)
lim inf
ε↓0 (εA)
2p
2−p
( r
p−1
)∑
n1
n
r
p−2P
(|Sn| (εA)n 1p ).
Hence
lim inf
ε↓0 ε
2p
2−p
( r
p−1
)∑
n1
n
r
p−2P
(|Sn| εn 1p )
 p
r − pE
(
A|Z|) 2p2−p ( rp−1)→∞ as A→∞,
which means that (1.1) does not hold for any r,p satisfying 1 p < r < α = 2.
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(1.1) fails whenever bn/n1/α →∞.
3. Further result
In Theorem 2.1, we provide a precise asymptotic result under the condition that F
belongs to the domain of attraction of a stable distribution with characteristic exponent α,
1 < α  2. In this section, we shall give another type of precise asymptotic. And throughout
this section,C shall denote absolute positive constant, possibly varying from place to place.
Theorem 3.1. Suppose that E|X| <∞, EX = 0 and Sn/bn ⇒ G, where G is a non-
degenerate stable distribution with characteristic exponent α, 1 < α  2, and bn ↑ ∞.
Then, for 1 p < r < α, we have
lim
ε↓0 ε
αp
α−p
( r
p−1
)∑
n1
b
α
( r
p−1
)−1
n (bn+1 − bn)P
(|Sn| εb
α
p
n
)= p
α(r −p)E|Z|
αp
α−p
( r
p−1
)
,
where Z is a random variable having the distribution G.
Proof. In order to prove the theorem, we only need to prove that
lim
ε↓0 ε
αp
α−p
( r
p
−1)∑
n1
b
α
( r
p
−1)−1
n (bn+1 − bn)
∣∣P (|Sn| εb
α
p
n
)−P (|Z| εb αp−1n )∣∣= 0
(3.1)
and
lim
ε↓0 ε
αp
α−p
( r
p−1
)∑
n1
b
α
( r
p−1
)−1
n (bn+1 − bn)P
(|Z| εb αp−1n )
= p
α(r − p)E|Z|
αp
α−p
( r
p−1
)
. (3.2)
Since bn is regularly varying, we have bn+1/bn→ 1. Hence
lim inf
ε↓0 ε
αp
α−p
( r
p
−1)∑
n1
b
α
( r
p
−1)−1
n (bn+1 − bn)P
(|Z| εb αp−1n )
= lim inf
ε↓0 ε
αp
α−p
( r
p
−1)∑
n1
max
{
bn
α
( r
p
−1)−1
, bn+1α
( r
p
−1)−1}
× (bn+1 − bn)P
(|Z| εb αp−1n )
 lim inf
ε↓0 ε
αp
α−p
( r
p−1
) ∞∫
0
x
α
( r
p−1
)−1
P
(|Z| εx αp−1)dx
= p
α − p
∞∫
y
αp
α−p
( r
p
−1)−1
P
(|Z| y)dy = p
α(r − p)E|Z|
αp
α−p
( r
p
−1)
. (3.3)
0
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lim sup
ε↓0
ε
αp
α−p
( r
p
−1)∑
n1
b
α
( r
p
−1)−1
n (bn+1 − bn)P
(|Z| εb αp−1n+1 )
 p
α(r − p)E|Z|
αp
α−p
( r
p
−1)
. (3.4)
As follows, we shall prove that for any M > 0,
lim sup
ε↓0
ε
αp
α−p
( r
p
−1) ∑
εb
α
p−1
n+1 M
b
α
( r
p
−1)−1
n (bn+1 − bn)
× (P (|Z| εb αp−1n )− P (|Z| εb
α
p−1
n+1
))= 0. (3.5)
Since bn is regularly varying, we have bα/p−1n+1 /b
α/p−1
n → 1. Thus for any η > 0, there
exists some n0 ∈N such that bα/p−1n+1 /bα/p−1n < 1+ η holds for any n n0. Furthermore,
if εbα/p−1n M , then
εb
α
p
−1
n+1 − εb
α
p
−1
n = εb
α
p
−1
n
(
b
α
p−1
n+1
b
α
p
−1
n
− 1
)
< ηεb
α
p
−1
n  ηM.
Since 0 < bn ↑∞ and α/p− 1 > 0, we have for n < n0 that
εb
α
p−1
n+1 − εb
α
p−1
n < εb
α
p−1
n+1  εb
α
p−1
n0 .
Hence
lim
ε↓0 max
{
εb
α
p−1
n+1 − εb
α
p−1
n
∣∣ εb αp−1n M}= 0.
Define f (t) as the characteristic function of the random variable Z; then |f (t)| =
exp{−c|t|α}, where c is a positive constant; see, for instance, Theorem 3.9 in [8]. Since
f (t) is absolutely integrable on the real line, by Theorem 1.6 in [8], G is absolutely con-
tinuous, which shows that
lim
ε↓0 max
εb
α
p−1
n M
(
P
(|Z| εb αp−1n )− P (|Z| εb
α
p−1
n+1
))= 0.
And note that
lim sup
ε↓0
ε
αp
α−p
( r
p−1
) ∑
εb
α
p−1
n M
b
α
( r
p−1
)−1
n (bn+1 − bn)
 lim sup
ε↓0
ε
αp
α−p
( r
p−1
) ∫
εx
α
p−1M
x
α
( r
p−1
)−1
dx
= C lim supε αpα−p
( r
p
−1)
(
M
ε
) αp
α−p
( r
p
−1)
= CM αpα−p
( r
p
−1)
<∞. (3.6)
ε↓0
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index −α. Thus for any δ > 0, there exists M0 > 0 and δ1 > 0 such that
P(|Z| x)
P (|Z| (1+ δ1)x)  1+ δ for x >M0.
Since bα/p−1n+1 /b
α/p−1
n → 1, by (3.4) we have
lim sup
ε↓0
ε
αp
α−p
( r
p−1
) ∑
εb
α
p−1
n M0
b
α
( r
p−1
)−1
n (bn+1 − bn)
× (P (|Z| εb αp−1n )− P (|Z| εb
α
p−1
n+1
))
 δ lim sup
ε↓0
ε
αp
α−p
( r
p
−1) ∑
εb
α
p −1
n M0
b
α
( r
p
−1)−1
n (bn+1 − bn)P
(|Z| εb αp−1n+1 )
 δp
α(r − p)E|Z|
αp
α−p
( r
p−1
)
.
For α = 2, without loss of generality, we may assume that Z is a standard normal distribu-
tion. By the elementary fact that
P
(|Z|> x) 2√
2πx
exp
{
−x
2
2
}
holds for any x > 0, for fixed
B >
2p
2− p
(
r
p
− 1
)
,
there exists M0 > 0 such that P(|Z|> x) Cx−B for x >M0. Hence for any M >M0,
lim sup
ε↓0
ε
2p
2−p
( r
p
−1) ∑
εb
2
p −1
n M
b
2
( r
p
−1)−1
n (bn+1 − bn)P
(|Z| εb 2p−1n )
 C lim sup
ε↓0
ε
2p
2−p
( r
p
−1) ∑
εb
2
p−1
n M
b
2
( r
p
−1)−1
n (bn+1 − bn)
(
εb
2
p
−1
n
)−B
 C lim sup
ε↓0
ε
2p
2−p
( r
p
−1)−B
∫
εx
2
p−1M
x
2
( r
p
−1)−1−( 2
p
−1)B
dx
= CM 2p2−p
( r
p−1
)−B → 0, M→∞.
Combining the above facts, we get
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ε↓0
ε
αp
α−p
( r
p
−1)∑
n1
b
α
( r
p
−1)−1
n (bn+1 − bn)
× (P (|Z| εb αp−1n )− P (|Z| εb
α
p
−1
n+1
))= 0, (3.7)
which combining with (3.3) and (3.4) yields (3.2).
Following the proof of Proposition 3.2 in [4], we know that
∣∣P (|Sn| εb
α
p
n
)− P (|Z| εb αp−1n )∣∣ Cε−rb−
( α
p
−1)r
n .
Thus,
lim
M→∞ lim supε↓0
ε
αp
α−p
( r
p
−1) ∑
εb
α
p −1
n >M
b
α
( r
p
−1)−1
n (bn+1 − bn)
× ∣∣P (|Sn| εb
α
p
n
)− P (|Z| εb αp−1n )∣∣
 C lim
M→∞ lim supε↓0
ε
αp
α−p
( r
p−1
)−r ∑
εb
α
p−1
n >M
br−α−1n (bn+1 − bn)
= C lim
M→∞ lim supε↓0
ε
p(r−α)
α−p
∫
εx
α
p−1>M
xr−α−1 dx
= C lim
M→∞ lim supε↓0
ε
p(r−α)
α−p
(
M
ε
) p(r−α)
α−p = 0.
On the other hand, ∆n = supx |P(|Sn|  bnx) − P(|Z|  x)| → 0, which together with
(3.6) yields that for any M > 0,
lim sup
ε↓0
ε
αp
α−p
( r
p
−1) ∑
εb
α
p−1
n M
b
α
( r
p
−1)−1
n (bn+1 − bn)
× ∣∣P (|Sn| εb
α
p
n
)−P (|Z| εb αp−1n )∣∣= 0.
Summarizing the above facts, we get (3.1). The proof is completed. ✷
Remark 3.1. In Theorem 3.1, if bn = n1/α , then by the mean value theorem,
b
α
( r
p−1
)−1
n (bn+1 − bn)
n
r
p−2
= (n+ 1)
1
α − n 1α
n
1
α−1
= 1
α
(
ξn
n
) 1
α−1 → 1
α
,
where ξn exists between n and n + 1. Thus Theorem 1.1 is a direct corollary of Theo-
rem 3.1.
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